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ABSTRACT
Algorithms for computing exact solutions of NP-hard problems are widely studied
both theoretically and empirically. In theoretical studies, there are two major elds: ex-
act exponential-time algorithms and FPT algorithms. In these theoretical research elds,
many interesting techniques have been developed, and faster and faster algorithms have
been obtained over the years. On the other hand, in practice, these theoretical methods
have been rarely used, and we often use general solvers such as integer programming
solvers (e.g., CPLEX) and SAT solvers (e.g., MiniSAT) or branch-and-bound methods
using problem specic lower bounds. However, for these practical methods, few theoret-
ical analysis has been discussed. As just described, there is a gap between the theory
and practice. In this thesis, we aim to close the gap by applying theoretical methods to
practical problems, and conversely by giving theoretical analysis to practical methods.
Especially, we focus on branching algorithms and reductions used for solving problems
by SAT solvers.
The branch-and-bound method that uses an LP relaxation lower bound to prune the
search space is a widely used practical technique to solve NP-hard problems. In recent
years, this practical method has been rediscovered as useful for obtaining theoretically
faster FPT algorithms. However, in the existing research, there is a problem on the
applicability; it can be applied only to a small number of problems whose LP relaxations
are known to admit some nice properties. In this thesis, we rst introduce a new concept
called the discrete relaxations. By applying the discrete relaxations instead of using the
LP relaxations (actually, these two relaxations are essentially the same), we make it
possible to apply the branch-and-bound methods to wider range of problems. Then, we
develop an ecient method to solve the relaxation problems by exploiting the maximum
ow algorithm and improve the time complexity for various problems. Finally we propose
an algorithm that is obtained by combining this new theoretical algorithm with the
branch-and-reduce method which are developed in the eld of exact exponential-time
algorithms. By conducting experiments on real-world datasets, we empirically show that
the algorithm, which are obtained from theoretical studies, is quite practical.
Then, we focus on SAT. SAT is the most basic NP-complete problem and any NP
problem can be reduced to SAT in polynomial time. In theory, despite many attempts,
no algorithms faster than the naive algorithm trying all the possible 2n assignments are
known. On the other hand, in practice, recent SAT solvers can successfully solve instances
with millions of variables reduced from industrial problems, and SAT solvers are widely
used to eciently solve practical problems by reductions. Why SAT solvers can solve
very huge real-world instances despite its theoretical hardness? We give an explanation to
this question by considering a width that measures structuredness of the input. We rst
propose a new reduction method called the decomposition-based reductions. By using
the decomposition-based reductions, we show that for many problems, we can reduce
an instance of a problem to an instance of SAT by preserving the width and vice versa.
From this theoretical result, we can say that nice structures of an original instance can be
preserved through a reduction, and by using such nice structures, SAT solvers can solve
the reduced instance very eciently. Finally, by conducting experiments, we empirically
conrm the power of decomposition-based reductions.
論文要旨
NP困難問題に対する厳密解を求めるアルゴリズムは理論・実用の両面で盛んに研究さ
れている．理論の分野では厳密指数時間アルゴリズム，FPTアルゴリズムと呼ばれる二つ
の研究分野が主流となり研究されており，様々な新しい手法が開発され，計算量も大幅に
改善されてきた．一方で現実の実用に於いてはこれら理論の手法が使われることは少なく，
整数計画ソルバ (CPLEXなど)や SAT Solver(MiniSatなど)のような汎用ソルバが用い
られたり，問題独自の下界を用いた分枝限定法が使われることが多く，こういった実用手
法の理論的な解析は殆ど行われていない．このように理論と実用の間には大きな隔たりが
あるのが現状である．本論文では，この隔たりを埋めるために，理論分野で研究されてき
た手法の現実への応用及び，その逆の，現実の問題を解くために使われている手法の理論
的な解析を行う．特にブランチングに基づく探索手法と，SAT Solverに関連する帰着につ
いて扱う．
最適解の下界を与える LP緩和を用いて探索の枝刈りを行う分枝限定法は，実用に於い
て広く用いられている手法であるが，この応用の手法が理論の FPTアルゴリズムに於い
てより良い計算量を持つアルゴリズムを設計するのにも有用であることが近年の研究で明
らかになってきた．しかし，既存研究では緩和問題がある良い性質を持つことが知られて
いる極わずかな問題にしか適用することが出来ないという問題点があった．本論文ではま
ず，離散緩和という新しい概念を導入し，LP緩和の代わりに離散緩和を考えることによ
り (実は本質的には両者は同じなのであるが)，より幅広い問題への分枝限定法の適用を可
能にする．次にこの緩和問題を最大流を用いて非常に効率良く解く手法を開発し，様々な
問題に対して計算量の改善を行う．そして最後に，この新しい手法と指数時間アルゴリズ
ムの理論分野で研究されてきたBranch-and-Reduceと呼ばれる探索手法を組み合わせたア
ルゴリズムを提案し，現実の入力に対しても非常に高速に動作することを実験的に示す．
次に SATに関連する話題を扱う．SATは最も基礎的なNP完全問題であり，任意のNP
問題は SATに多項式時間帰着が可能である．理論研究に於いては全探索によって 2n通り
全ての真理値割り当てを全て試すより真に効率的なアルゴリズムは見つかっていない．一
方，実用に於いては最新の SAT Solverは現実の問題から帰着された数百万変数といった
大規模な入力を解くことに成功しており，様々な現実の問題が SATに帰着することによっ
て効率的に解かれている．本論文ではまず，理論的には非常に難しいとされる SATがなぜ
応用において非常に高速に解くことが出来るのかについて，入力の構造の良さを測る「幅」
に着目することで説明を与える．幅を保つ Decomposition-based Reductionという新しい
帰着手法を提案し，これを用いて様々な問題について，幅を保ったまま SATとの相互帰着
が可能であることを示す．これにより，元の問題のもつ構造の良さが SATへの帰着後にも
保たれており，その良い構造を SAT Solverが活用することで効率的に問題が解かれてい
ると考えることが出来る．最後に，この新しい帰着手法の現実的有用性を実験により確か
める．
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Chapter 1
Introduction
P vs NP is one of the most fundamental problems in theoretical computer science.
Today, it is commonly believed that P 6= NP and thus, from the theoretical point
of view, we cannot expect ecient (i.e., polynomial-time) algorithms for NP-hard
problems. On the other hand, in practice, many real-world instances of NP-hard
problems can be eciently solved by heuristic methods despite the theoretical
hardness. Why there exists such a gap?
There would be two major reasons. The rst reason is the possibility of fast
exponential-time algorithms. Under the P 6= NP assumption, we cannot solve NP-
hard problems in polynomial time. However, it does not rule out the possibility
of algorithms faster than the exhaustive search. Thus, there might be a practical
algorithm that can solve an NP-hard problem in very small exponential time
(e.g., 1:0001n), or even in subexponential time. Actually, for many problems,
algorithms faster than the exhaustive search are already known and the studies
for obtaining much faster algorithms are continuing. This kind of research eld
is called the exact exponential-time algorithms.
We give two examples. 3-SAT is a special case of the satisability problem
(SAT) where the length of each clause is restricted to be at most three. For this
problem, Monien and Speckenmeyer [79] developed an O(1:618n)1-time algo-
rithm improving the O(2n)-time exhaustive search in 1985. After that, a series
of improved algorithms have been proposed, and an O(1:308n)-time algorithm
by Hertli [49] is the current fastest. Another example is Hamiltonicity of undi-
rected graphs. This is a problem to nd a simple cycle that passes each vertex
exactly once and the trivial brute-force search can solve the problem in O(n!)
time. In 1962, Bellman [14] and Held and Karp [47] developed an O(2n)-time
dynamic programming algorithm. After that, no progress had been made for a
long time. And nally, for the rst time in about a half century, Bjorklund [17]
improved the running time to O(1:657n) in 2010.
When considering polynomial-time tractability, all the NP-complete problems
are equivalent, that is, if one of them can be solved in polynomial time, then all
of them can be also solved in polynomial time. However, if we look at the expo-
nential time complexity for solving each NP-complete problem more closely, the
situation changes; whereas there are problems for which a series of improvements
have been made as we saw in the above examples, there are many problems for
which no algorithms faster than the exhaustive search or a simple dynamic pro-
gramming are found. Especially, the current fastest algorithm for SAT, the most
basic NP-complete problem, is still the naive O(2n)-time brute-force search. Im-
pagliazzo and Paturi [53] conjectured that SAT cannot be solved in O((2  )n)
time for any  > 0, and this conjecture is called the Strong Exponential-Time
1O() hides a factor polynomial in the input size.
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Hypothesis (SETH). Although SETH is a relatively minor assumption compared
to P 6= NP, it has been widely used to establish conditional lower bounds for
many problems in recent years (we will see examples later). From practical point
of view, SETH would contradict the current situation of practical SAT solving;
recent SAT solvers can successfully solve real-world instances with millions of
variables, which would be far from the 2n lower bound of SETH. Thus the rst
reason is not enough to fully explain the reason of the gap.
The second reason is that real-world instances have a (hidden) nice structure,
and by exploiting the structure (intentionally or unintentionally), practical meth-
ods can solve the real-world instances eciently despite the theoretical worst-case
hardness. In order to theoretically analyze the eciency of algorithms for such
special instances, a eld of parameterized complexity arose. In the standard com-
plexity theory, we analyze the complexity as a function of the input size n. In
the parameterized complexity theory, we assume that the hardness of an instance
depends not only on the input size n but also on an additional value k which mea-
sures the true hardness of the instance. The value k is called a parameter and a
problem with a parameter is called a parameterized problem. There are multiple
choices of the parameter for the same problem and if parameters are dierent,
we consider them as dierent parameterized problems.
Let us see several examples of parameterized problems. The most basic pa-
rameter is the solution size for optimization problems. Vertex Cover is a
problem to nd the minimum vertex subset C such that for any edge, at least
one of its endpoints are contained in C. Then, its parameterization by the so-
lution size is a problem to nd a vertex cover of size at most the given value
k. Since the number of the subsets of size at most k is bounded by nk, the ex-
haustive search algorithm can solve the problem in O(nk) time. Moreover, we
can improve the running time to O(2k) by a simple branching algorithm (we
will see the detail of this algorithm later). From these complexities, we can see
that Vertex Cover can be solved eciently if the parameter (i.e., the solution
size) is small. Although both algorithms run in polynomial time for a constant
parameter value, the situation diers; while the degree of the polynomial of the
former one depends on the parameter value k, the degree is independent of the
parameter for the latter one. We call algorithms running in time nf(k) for some
function f , i.e., polynomial time for any constant value of k, as XP algorithms,
and algorithms running in time f(k)nO(1), i.e., polynomial time for any constant k
and the degree of the polynomial is independent of k, as xed-parameter tractable
(FPT) algorithms. The positive goal of parameterized complexity is to establish
an FPT algorithm, and if exists, a faster (i.e., with a small f(k) and/or a small
nO(1)) FPT algorithm.
Another famous parameter is width that measures structuredness of the input
graph2. There are many dierent width measures and it has been shown that
many NP-hard problems can be solved eciently (i.e., in FPT time or XP time)
if the input has a small width. Among them, the most famous one is tree-width.
The concept of tree-width was independently discovered by several groups of
researchers, and Robertson and Seymour introduced the notions tree-width and
tree-decomposition in their graph minor project [92]. Intuitively speaking, tree-
width measures how much a graph looks like a tree. Many NP-hard problems can
be solved in polynomial time if the input graph is a tree. Similarly, if the input
graph has a tree-width k, many problems can be solved in O(ck) time, where
2For CNF problems, we consider a primal graph of the CNF for dening the width of the
input. See Chapter 2 for the denition.
2
c is a problem-dependent constant. It appears that many graphs in real-world
applications have relatively small tree-width. For example, it is shown that outer
planar graphs have tree-width at most two and planar graphs have tree-width at
most O(
p
n) [69]. Thus, we can assume that real-world spatial networks, such
as road networks, have relatively small tree-width, and for such graphs, NP-hard
problems can be solved eciently.
In these theoretical research elds of exact exponential-time algorithms and
FPT algorithms, many interesting techniques have been developed, and faster
and faster algorithms have been obtained over the years. From these theoretical
results, we can now somewhat understand why NP-hard problems can be solved
eciently in practice; even if we cannot expect polynomial-time algorithms, we
might be able to solve problems in small exponential time, or real-world instances
have nice properties (i.e., have small parameters) which can be exploited to es-
tablish ecient (FPT) algorithms. On the other hand, in practice, these theoret-
ically fast methods have been rarely used, but we often use general solvers such
as integer programming solvers (e.g., CPLEX) and SAT solvers (e.g., MiniSAT)
or branch-and-bound methods using problem specic lower bounds. However,
for these practical methods, few theoretical analysis has been discussed. As
just described, there is a gap between the theoretically fast (i.e., having small
time complexity) methods and practically fast (i.e., having small running time
in experiments) methods. In this thesis, we aim to close the gap by applying
theoretical methods to practical problems, and conversely by giving theoretical
analysis to practical methods. Especially, we focus on branching algorithms and
reductions used for solving problems by SAT solvers.
1.1 Branching Algorithms
Branching is a method to exactly solve a problem by recursively splitting the
search space into smaller subspaces. Although branching methods are widely used
in both theoretical and empirical studies, there is a dierence between them. In
practice, branch-and-bound methods that involve problem-specic lower bounds
or branch-and-cut methods, which generate new cuts to improve the LP lower
bounds, are often used. On the other hand, in the theoretical research on exact
algorithms, a kind of branching methods called branch-and-reduce methods are
often used to obtain better worst-case time complexity. In this method, instead
of using lower bounds to prune the search, we apply a plethora of reduction
rules to avoid the worst case. For a large number of important problems, such
as Independent Set (or, equivalently, Vertex Cover) [106, 27], Dominat-
ing Set [57], and Directed Feedback Vertex Set [88], the current fastest
algorithms are obtained by this method.
By explaining how the algorithms are designed and analyzed using a simple
example, we show why reduction rules are important to obtain better worst-case
complexity. Let us consider a very simple algorithm for Vertex Cover that
selects a vertex v and branches into two cases: either 1) including v to the vertex
cover or 2) discarding v while including its neighbors to the vertex cover. Appar-
ently, this algorithm runs in O(2n) time. Can we prove a better complexity? The
answer to this question would be No. When a graph is a set of n isolated vertices,
the algorithm needs to branch on each vertex, which takes 
(2n) time. To avoid
this worst case, we can add the following reduction rule: if a graph is not con-
nected, we can solve each connected component separately. Now, we can assume
that v has a degree of at least one. Then, after the second case of the branching,
where v is discarded and its neighbors are included, the number of vertices to be
3
considered decreases by at least two. Let T (n) be a time bound for solving an
n-vertex instance. By solving the recurrence of T (n)  T (n  1) + T (n  2), we
can prove a complexity of O(1:6181n). The worst case occurs when we continue
to select a vertex of degree one. Here, we note that if n is at least three, a vertex
of degree at least two always exists. Thus, by adding the following branching
rule, we can avoid this worst case: select a vertex of the maximum degree. Now,
we can assume that v has a degree of at least two, and by solving the recurrence
of T (n)  T (n  1) + T (n  3), we can prove the complexity of O(1:4656n). We
continue this process and create increasingly complex rules to avoid the worst
case and improve the complexity. Thus, currently, the theoretically fastest al-
gorithms involve a number of complicated rules. Although much of the current
research uses a more sophisticated analytical tool called the measure and conquer
analysis [40], the design process is basically the same.
Branching is also the most basic technique to obtain FPT algorithms (called
bounded search tree). For example, an O(2km)-time FPT algorithm for Vertex
Cover parameterized by the solution size can be easily obtained as follows. We
choose an arbitrary uncovered edge uv. Since any vertex cover must contain
at least one of u and v, we can branch into two cases: either 1) including u
to the vertex cover or 2) including v to the vertex cover. Since in each case,
one vertex is included to the vertex cover, when we want to obtain a vertex
cover of size at most k, we can bound the depth of the search tree to k. Thus,
the number of nodes in the search tree is bounded by 2k, which leads to the
time complexity of O(2km). Branch-and-reduce method can also be applied to
FPT algorithms for obtaining algorithms with smaller f(k) part. For example,
the current fastest FPT algorithms for Vertex Cover parameterized by the
solution size is by Chen, Kanj, and Xia [27] which is based on branch-and-reduce
and runs in O(1:2738k) time.
In recent years, the branch-and-bound methods based on LP lower bounds
have been rediscovered as useful for obtaining FPT algorithms with a smaller
f(k) part. Cygan, Marcin Pilipczuk, Michal Pilipczuk, and Wojtaszczyk [34] de-
veloped an O(4k0)-time algorithm forNode Multiway Cut, which is a problem
of nding a small subset of vertices whose removal makes a given set of termi-
nals separated, parameterized by the dierence between the size of the optimal
solution and the LP lower bound (called Node Multiway Cut above LP).
Using this algorithm, they obtained an O(4k)-time algorithm for Max 2-SAT
parameterized by the number of unsatised clauses (called Almost 2-SAT) im-
proving the previous best of O(9k) time [86]. Lokshtanov, Narayanaswamy, Ra-
man, Ramanujan, and Saurabh [71] developed an O(2:3146k0)-time algorithm
for Vertex Cover parameterized by the dierence between the size of the op-
timal solution and the LP lower bound (called Vertex Cover above LP).
Using this algorithm, they improved the time complexity for Almost 2-SAT to
O(2:3146k). These FPT algorithms indicate that the problems Node Multi-
way Cut and Vertex Cover can be solved eciently when the LP relaxation
provides a lower bound close to the optimum.
While a number of interesting techniques have been developed to improve
time complexity in theoretical research, they seldom have been used for empir-
ical studies. There would be two major reasons. First, in theoretical studies
of exact exponential-time and FPT algorithms, we often ignore the polynomial
part hidden in the O notation. This is because when considering exponential-
time complexity, an O(1:999nn100)-time algorithm is considered to be faster than
an O(2nn)-time algorithm, and when considering parameterized complexity, we
mainly focus on the f(k) part of the time complexity. Although we may some-
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times focus on the nO(1) part of the FPT algorithms, in that case, we often ignore
the f(k) part by considering k as a constant. Thus, theoretically fast time com-
plexity does not directly lead to empirically fast running time. And second, as
indicated in the above example of reduction rules of branch-and-reduce methods,
most techniques are designed only for improving theoretical worst-case analysis
and we do not know whether they are really useful for solving real-world instances
which would be far from the worst case.
The use of branch-and-bound methods in FPT algorithms is an interesting
direction of research for bridging theory and practice. However, there is a problem
on the applicability of the FPT branch-and-bound methods; it can be applied
only to a small number of problems whose LP relaxations are known to admit
nice properties called the half-integrality and the persistency. Until now, the
only problems known to admit these properties are problems related to Vertex
Cover and Node Multiway Cut. Moreover, the proofs of the properties are
very dierent for Vertex Cover and Node Multiway Cut. Thus, applying
the method to other problems seems to be a hard task.
In this thesis, we aim to overcome the above three problems by 1) develop-
ing FPT algorithms simultaneously having a small f(k) part and a small nO(1)
part, 2) showing a practical impact of theoretical branching algorithms, and 3)
widening the range of applications of the FPT branch-and-bound methods.
Contribution B1: Linear-time FPT Branch-and-Bound via Network
Flow
Though the initial motivation of parameterized complexity is making NP-Hard
problems more tractable, unfortunately many FPT algorithms have a disadvan-
tage in their time complexity. For example, the function f(k) might be an astro-
nomical tower of exponentials such as 22
k
or the degree d of the polynomial in
n might be quite huge such as n10. Although there have been many studies on
FPT algorithms with small f(k) or d, many works pursuing small d often neglect
how large f(k) is, and many works pursuing small f(k) often neglect how large
d is, which makes the algorithm not practical. Thus, it is desirable to improve
these FPT algorithms so that f(k) and d become small simultaneously.
To describe our contribution, we need to review previous results. Odd Cy-
cle Transversal is a problem of nding the minimum vertex set whose re-
moval makes the input graph to be bipartite. We use the size of the optimal
solution as a parameter. Reed, Smith, and Vetta [91] proved that the problem is
FPT by introducing a new technique called iterative compression. The running
time of their algorithm is O(3kknm). Based on the graph minor theory, Fior-
ini, Hardy, Reed and Vetta [38] improved the polynomial part to be linear for
planar graphs. For general graphs, Kawarabayashi and Reed [62] developed an
O(f(k)(n+m)(n+m))-time algorithm, where f(k) is some (huge) function and
() denotes the inverse of the Ackermann function.
Almost 2-SAT is a parameterized version ofMax 2-SAT, where the param-
eter is the minimum number of unsatised clauses. Razgon and O'Sullivan [90]
proved that Almost 2-SAT is FPT by designing an O(15kkm3)-time algorithm,
where m is the number of clauses. Their algorithm is also based on iterative
compression. Raman, Ramanujan, and Saurabh [86] improved the function f(k)
to 9k by reducing the problem to Vertex Cover parameterized by the dif-
ference between the size of the optimal solution and the size of the maximum
matching. Cygan, Marcin Pilipczuk, Michal Pilipczuk, and Wojtaszczyk [34] fur-
ther improved the f(k) part to 4k by reducing the problem to Node Multiway
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Cut above LP. And nally, Lokshtanov, Narayanaswamy, Raman, Ramanujan,
and Saurabh [71] obtained an O(2:3146k) algorithm by reducing the problem to
Vertex Cover above LP. They also showed that many other problems such
as Odd Cycle Transversal can be reduced to Vertex Cover above LP
and obtained faster (having a smaller f(k) part) algorithms. Here, Odd Cycle
Transversal is a problem to nd a minimum vertex set whose removal makes
the input graph bipartite.
Our rst contribution in this thesis is giving an FPT branch-and-bound algo-
rithm for Vertex Cover above LP whose running time is O(4k(n+m) + T ),
where T is a time complexity for computing the initial solution of the LP relax-
ation. In general, we can solve an LP relaxation of a Vertex Cover instance in
O(m
p
n) time by using the Hopcroft-Karp algorithm [50]. Moreover, for many
important applications such as instances reduced from Almost 2-SAT and Odd
Cycle Transversal, the initial solution of the LP relaxation can be easily ob-
tained in linear time. Thus, we can make the polynomial part to linear in the
input size while keeping its f(k) part to a single exponential time. A key ingre-
dient in our algorithm is network ow. During a search, the instance gradually
changes and we need to update the optimal LP solution. To avoid computing
it from scratch, we express the LP solution as a ow. Then for each branch-
ing, in linear time, we update the ow and extract the optimal LP solution for
the resulting instance from the ow. Moreover, by exploiting the structure of
the minimum cuts, we can apply the LP-based reduction rule, which is a key to
obtain FPT branch-and-bound algorithms, in linear-time.
This result was achieved in joint work with Keigo Oka and Yuichi Yoshida. An
extended abstract of the result was published on Proceedings of the Twenty-Fifth
Annual ACM-SIAM Symposium on Discrete Algorithms (SODA) 2014 [58]. We
mention here that, independently of our work, Ramanujan and Saurabh [87] also
have obtained an O(4kk4n)-time algorithm for Almost 2-SAT by a dierent ap-
proach, which was published on the same proceedings. In the extended abstract,
we gave general results in addition to the results described above. However, we
omit them here because they are contained in a more general version described
in our third contribution.
Contribution B2: Branch-and-Reduce Algorithms in Practice
Our second contribution is showing a practical impact of theoretical research on
branching algorithms. As a benchmark problem, we choose Vertex Cover be-
cause it has been both theoretically and empirically well studied. We design an
algorithm that combines a variety of rules and lower bounds from several theoret-
ical studies. We also develop new rules, called the packing branching and packing
reduction rules, which are inspired by these previous studies. Then, we conduct
experiments on a variety of instances and compare our algorithm with two state-
of-the-art empirical methods: a branch-and-cut method by a commercial integer
programming solver, CPLEX, and a branch-and-bound method called MCS [99].
Although the rules in our algorithm are not designed for specic instances but
are developed for theoretical purposes, the results show that our algorithm is
actually quite practical and competitive with other state-of-the-art approaches
for several cases.
We will review relations between our algorithm and theoretical studies on
exact algorithms for Vertex Cover. As for exact exponential-time algorithms,
since Fomin, Grandoni, and Kratsch [40] gave an O(1:2210n)-time algorithm by
developing the measure and conquer analysis, several improved algorithms have
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been developed [64, 26, 106]. Since improving the complexity on sparse graphs
is known to also improve the complexity on general graphs [26], algorithms for
sparse graphs also have been well studied [89, 26, 106]. Among these algorithms,
we use rules from the algorithm for general graphs by Fomin et al. [40], and the
algorithm for sparse graphs by Xiao and Nagamochi [106]. These rules are also
contained in many of the other algorithms. We also develop new rules inspired
from the satellite rule presented by Kneis, Langer, and Rossmanith [64]. Since
our algorithm completely contains the rules of the algorithm by Fomin et al.,
with a slight modication to the other reduction rules, our algorithm also can be
proved to run in O(1:2210n) time.
On FPT algorithms, Vertex Cover has been studied under various param-
eterizations. Among them, the dierence between the LP lower bound and the
IP optimum is a recently developed parameter; however, many interesting results
have already been obtained [34, 71, 58, 59]. While the exact exponential-time
algorithms do not use any lower bounds to prune the search, with this param-
eterization, the current fastest algorithms are based on the branch-and-bound
method and use a (simple) LP lower bound to prune the search. In our algo-
rithm, we use the LP-based reduction rule and the fast LP computation method
in our rst contribution. Since we do not give the parameter (i.e., the dier-
ence between the LP lower bound and the solution size) to the algorithm, its
search space may not be bounded by the parameter. However, if we were to
use the iterative deepening strategy (we do not use it in this experiment), the
running time of our algorithm would also be bounded by O(4k). The research
on this parameterization also suggests that for many other problems, including
Odd Cycle Transversal, the fastest way to solve them is to reduce them
into Vertex Cover. Therefore, we conduct experiments on the graph reduced
from an instance of Odd Cycle Transversal. The results show that solving
Odd Cycle Transversal through the reduction to Vertex Cover strongly
outperforms the state-of-the-art algorithm for Odd Cycle Transversal. In
our experiments, we used two dierent lower bounds that may give a better lower
bound than LP relaxation. We also investigated the parameterized complexity
above these lower bounds.
This result was achieved in joint work with Takuya Akiba. An extended ab-
stract of the result was published on Proceedings of the Seventeenth Workshop on
Algorithm Engineering and Experiments (ALENEX) 2015 [1], and a full version
was published on Theoretical Computer Science [2].
Contribution B3: FPT Algorithms via Discrete Relaxations
Our third contribution is to widen the range of applications of FPT branch-and-
bound methods. Currently, there are two types of problems for which branch-
and-bound methods run in FPT time. The rst one is Node Multiway Cut,
for which Cygan et al. [34] developed an O(4k0)-time algorithm, where k0 is the
dierence between the size of the optimal solution and the LP lower bound. And
the second one is Vertex Cover, for which Lokshtanov et al. [71] developed an
O(2:3146k0)-time algorithm. Both algorithms are very similar and exploit the
following two properties of the LP relaxations:
 There exists an optimal LP solution such that each variable takes a value
0, 1, or 12 . (Half-integrality)
 If a variable xv takes an integer value in an optimal LP solution, there
always exists an optimal integer solution in which xv takes the same value.
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(Persistency)
For Vertex Cover, Nemhauser and Trotter [81] proved the half-integrality
and the persistency of the LP relaxation. For Node Multiway Cut, Garg,
Vazirani, and Yannakakis [44] proved the half-integrality, and Guillemot [46] and
Cygan et al. [34] proved that for a set of vertices reachable from the terminals, the
persistency holds. Until now, only the problems related to these two problems
are known to admit these properties. Moreover, the proofs of the properties are
very dierent for Vertex Cover and Node Multiway Cut, which makes it
dicult to apply the method to other problems.
In order to overcome the problem of applicability, we reverse the way of think-
ing; if the LP relaxation admit the half-integrality, the problem on a discrete do-
main of f0; 12 ; 1g would be tractable (because the LP can be solved in polynomial
time). Thus, instead of showing the half-integrality of the LP relaxation, we relax
the domain by adding 12 and aim to show the tractability of the relaxed problem.
For showing the tractability, we can use powerful tools from the study of valued
constraint satisfaction problems (VCSPs).
The VCSPs are optimization variants of the constraint satisfaction problems.
An instance of VCSPs consists of a set of cost functions, and the objective is
to minimize the sum of the cost functions. In the most common setting of the
study of VCSPs, for a xed set of cost functions F , we ask what the complexity
becomes when each cost function is restricted to be from the xed set F . By
taking the set F accordingly, we can express many important problems as VCSPs,
and thus, we can systematically study the complexity of various optimization
problems. A series of work by Thapper and Zivny and by Kolmogorov [97, 65,
98] gave a complete dichotomy theorem to this question; intuitively speaking,
if every cost function in F admits a kind of submodularity, then a simple LP
relaxation (called the basic LP relaxation) can solve the problem exactly, and
otherwise, the problem becomes NP-hard. Thus, for proving the tractability of
the relaxed problem, it suces to show that the relaxed problem admits a kind
of submodularity. Moreover, interestingly, the proof of the persistency can be
easily obtained from this submodularity.
Our framework for establishing FPT branch-and-bound algorithms is as fol-
lows. First, we express a problem as VCSPs by dening the domain D and the
set of cost functions F accordingly. Then, we relax the domain to D0  D and
dene the relaxed cost functions F 0 on the relaxed domain D0. Here, we call the
relaxed problem as a discrete relaxation of the original problem. We show that
each cost function in F 0 admits a kind of submodularity (and thus the discrete
relaxation is tractable). And nally, we prove the persistency by exploiting the
submodularity.
Using the above framework, we can unify the known proofs for Vertex
Cover and Node Multiway Cut. Moreover, we can obtain new results for
problems including Unique Label Cover. Unique Label Cover is the den-
ing problem of the Unique Games Conjecture [63], which is of central importance
to the eld of approximation algorithms. For this problem, Chitnis, Cygan, Haji-
aghayi, Marcin Pilipczuk, and Michal Pilipczuk [29] gave the rst FPT algorithm
that runs in O(jjO(p2 log p)) time, where  is the label set, and p is the solution
cost. Using our approach, we can obtain a signicantly improved FPT algorithm
that runs in O(jj2p) time for both the edge- and vertex-deletion versions.
For Vertex Cover and the related problems, such as Almost 2-SAT and
Odd Cycle Transversal, we can use bisubmodular functions, which occur
as rank functions of delta-matroids [25]. Moreover, we can generalize the result
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to Submodular Vertex Cover. For Edge Multiway Cut and Unique
Label Cover, we can use k-submodular functions, which are generalizations of
submodular and bisubmodular functions (becoming submodular when k = 1 and
bisubmodular when k = 2) and occur as rank functions of multimatroids [51]. By
using more complicated submodularity, we can obtain FPT algorithms for Node
Multiway Cut and vertex-deletion Unique Label Cover.
As we have described above, the branch-and-bound based on discrete relax-
ations is a promising approach to establish FPT algorithms and to reduce f(k)
part of the running time. However, its nO(1) part is not so small since it relies
on linear programming to solve the relaxations. Here the idea of our rst con-
tribution (solving the LP relaxation via network ow and applying the LP-based
reduction rule in linear time by exploiting the structure of minimum cuts) works
for several of our discrete relaxations. This approach generalizes the linear-time
FPT algorithms in our rst contribution and gives the rst linear-time FPT
algorithm for Unique Label Cover that runs in O(jj2pm) time. Thus the
branch-and-bound based on discrete relaxations has a potential to reduce both
f(k) and nO(1) simultaneously.
The concept of discrete relaxation was independently discovered by Yoichi
Iwata and Yuichi Yoshida, and by Magnus Wahlstrom, and an extended abstract
by Wahlstrom was published on Proceedings of the Twenty-Fifth Annual ACM-
SIAM Symposium on Discrete Algorithms (SODA) 2014 [101] By combining our
two results, we wrote a joint version and submitted it to a journal. A preprint is
available on arxiv [59]. The joint version contains the following results which are
not presented in this thesis (these results had been obtained by Wahlstrom); 1)
another proof for vertex-deletion problems, and 2) an FPT algorithm for Group
Feedback Vertex Set, which includes Subset Feedback Vertex Set.
1.2 Reductions
Reductions are widely used in both theory and practice. In theory, reduction is
a key tool in the complexity theory. By reducing an instance of a hard (under
some complexity assumption) problem to an instance of a target problem, we can
prove the hardness of the problem. For example, if we want to show a super-
polynomial-time lower bound for a problem A under P 6= NP, it suces to show a
polynomial-time reduction from SAT to the problem A. Although, a polynomial-
time reduction can preserve the polynomial-time solvability, it may increase the
exponential-time complexity. For example, in order to prove a (2   )n-time
lower bound under SETH, showing a polynomial-time reduction from SAT is not
enough and we need to reduce an n-variable instance of SAT to a target problem
of size at most n+O(log n), which is much a hard task.
SAT is a fundamental problem in complexity theory. Today, it is widely be-
lieved that SAT cannot be solved in polynomial time. This is not only because
anyone could not nd a polynomial-time algorithm for SAT despite many at-
tempts, but also because if SAT can be solved in polynomial time, any problem
in NP can be solved in polynomial time (NP-completeness). When consider-
ing polynomial-time tractability, all the NP-complete problems are equivalent,
that is, if one of them can be solved in polynomial time, then all of them can
be also solved in polynomial time. Similarly, when considering subexponential-
time tractability, all the SNP-complete problems are equivalent [54]. However, if
we look at the exponential-time complexity for solving each NP-complete prob-
lem more closely, the situation changes; whereas the current fastest algorithm for
SAT is the naive O(2n)-time exhaustive search algorithm, faster algorithms have
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been proposed for many other NP-complete problems such as 3-SAT [49], Max
2-SAT [102], and Independent Set [106]. Although there are many problems,
including Set Cover and Directed Hamiltonicity3, for which the current
fastest algorithms take O(2n) time, we do not know whether a faster algorithm
for one of these problems leads to a faster algorithms for SAT and vice versa.
Actually, only a few problems, such as Hitting Set and Set Splitting, are
known to be equivalent to SAT in terms of exponential-time complexity [32].
Impagliazzo and Paturi [53] conjectured that SAT cannot be solved in
O((2   )n) time for any  > 0 (i.e., the exhaustive search is optimal), and
this conjecture is called the Strong Exponential-Time Hypothesis (SETH). Under
the SETH, conditional lower bounds for several problems have been obtained,
including k-Dominating Set [84], problems of bounded tree-width [70, 33], and
Edit Distance [12]. However, as we described above, the (2   )n-time hard-
ness of SAT does not related to (2  )n-time hardness of many other problems
such as Set Cover and Directed Hamiltonicity. This raises the following
questions; Is it really enough for showing a hardness under SETH? Shouldn't we
prove more robust hardness like NP-hardness or SNP-hardness?
In practice, reductions are widely used for solving problems by general solvers
such as SAT solvers. For example, if we want to solve a Max SAT instance by
using a SAT solver, we reduce (or encode) the instance to an instance of SAT.
However, as we described above, for many problems (including Max SAT), no
reductions to SAT that preserves the exponential-time complexity are known.
Thus, from the theoretical point of view, using SAT solvers to solve these prob-
lems seems a bad idea because it may increase the diculty of the problems.
For example, the naive exhaustive search can solve an instance of Max SAT
of n variables and m clauses in O(2n) time. However, the standard reduction
from Max SAT to SAT increases the number of variables to O(n +m), which
leads to the time complexity of O(2n+m). Isn't it inecient to solve problems
by reductions? Shouldn't we solve problems directly without reductions?
In this thesis, we give answers to the above questions by 1) showing that
we can preserve the width through reductions by proposing a new reduction
technique called decomposition-based reduction and 2) proving more robust hard-
ness by introducing a new parameterized complexity class called Exactly Pa-
rameterized NL. Moreover, 3) we investigate the practical performance of the
decomposition-based reduction.
Contribution R1: Equivalence among Problems of Bounded Width
Our fourth contribution in this thesis is proposing a new reduction technique
called decomposition-based reductions and showing width-preserving reduction
among various problems. Using our technique, we can reduce a structured (i.e.,
having small width) instance to a structured instance of another problem. Thus, if
a SAT solver can exploit these structures, it is promising to solve these problems
by reductions. Actually for tree-width, it is theoretically proved that current
SAT solvers, which are not designed to exploit the tree-width, can eciently
solve instances with small tree-width [11]. Although the idea of decomposition-
based reductions is simple, we can obtain various interesting results, which are
described blow.
3For Undirected Hamiltonicity, a faster algorithm has been proposed in a recent paper
by Bjorklund [17]. However, for Directed Hamiltonicity, the trivial O(2n)-time dynamic
programming algorithm is still the current fastest.
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It has been shown that many NP-hard graph optimization problems can be
solved eciently if the input graph has a nice decomposition. One of the most
famous decompositions is tree-decomposition, and a graph is parameterized by
tree-width, the size of the largest bag in the given tree-decomposition of the
graph. Intuitively speaking, tree-width measures how much a graph looks like
a tree. If we are given a graph and its tree-decomposition of width tw4, many
problems can be solved in O(ctw) time, where c is a problem-dependent con-
stant. Recently, Lokshtanov, Marx, and Saurabh [70] showed that many of these
algorithms are optimal under the SETH. These results are obtained by reducing
an n-variable instance of SAT to an instance of the target problem with tree-
width approximately nlog c , where c is a problem dependent constant. However,
these reductions are one-way, and thus a faster SAT algorithm may not lead to
faster algorithms for these problems. Moreover, there is a possibility that one of
these problems has a faster algorithm but the others do not.
The rst result is showing the exponential-time equivalence among the prob-
lems SAT, 3-SAT, Max 2-SAT, and Independent Set parameterized by the
tree-width tw. That is, we show that if one of these problems can be solved
in O(2tw) time for some  > 0, then any of then can be solved in the same
O(2tw) time. For all of these problems, the fastest known algorithms run in
O(2tw) time [82] and our equivalence result states that this is not a coincidence.
Note that an n-variable instance of SAT has tree-width at most n 1. Hence from
our equivalence result, an O((2   )tw)-time algorithm for Independent Set
of bounded tree-width implies an O((2   )n)-time algorithm for the general
SAT. Therefore, our equivalence result includes the hardness result by Loksh-
tanov et al. [70]. We believe that the same technique can be applied to many
other problems.
The second result is about equivalence between tree-width and another width
measure called clique-width. Intuitively, clique-width measures how much a graph
looks like a clique, and is dened as the number of labels we need to construct
the given graph by iteratively performing certain operations. Similarly to the
tree-width case, many problems can be solved in O(ccw) time if the given graph
has a clique-width cw, where c is a problem-dependent constant [31]. Using the
decomposition-based reduction, we show that Independent Set parameterized
by tree-width and Independent Set parameterized by clique-width are equiv-
alent. That is, if Independent Set can be solved in O(2tw) time, then it can
also be solved in O(2cw) time, and vice versa. The fastest known algorithms
for Independent Set parameterized by clique-width runs in O(2cw) time [31].
It is surprising that we can obtain such strong connections between problems
of bounded tree-width and a problem of bounded clique-width because tree-width
and clique-width are very dierent parameters in nature; a complete graph of n
vertices has a clique-width two whereas its tree-width is n   1. Hence, even if
there is an ecient algorithm for a problem of bounded tree-width, it does not
immediately imply that there is an ecient algorithm for the same problem of
bounded clique-width. However, our result states that a faster algorithm for
Independent Set of bounded tree-width implies a faster algorithm for Inde-
pendent Set of bounded clique-width. We note that Independent Set is
chosen because SAT, 3-SAT, and Max 2-SAT are still NP-complete when its
primal graph is a clique (cw = 2). Hence, these problems parameterized by tree-
4Obtaining a tree-decomposition of the minimum width is NP-hard. In this thesis, we assume
that we are given a decomposition as a part of the input, and a problem is parameterized by
the width of the given decomposition.
11
width and clique-width are not equivalent unless P = NP. We believe that we
can obtain similar results for many other problems that can be solved eciently
on graphs of bounded clique-width.
The third result is showing a connection between counting problems of
bounded tree-width. We give a tree-width preserving reduction from #Per-
fect Matching to #SAT and show that if #SAT can be solved in O(2tw)
time, then #Perfect Matching can also be solved in O(2tw) time. Here,
#SAT is the problem of counting the number of satisfying assignments in the
given instance of SAT, and #Perfect Matching is the problem of count-
ing the number of perfect matchings in the given graph. While the standard
dynamic programming can solve #SAT in O(2tw) time, it takes O(3tw) for
solving #Perfect Matching. By exploiting fast subset convolution [18], van
Rooij, Bodlaender, and Rossmanith [100] improved the running time to O(2tw).
Hence, #Perfect Matching seems more dicult than #SAT. However, our
result states that if we can improve the running time of #SAT of bounded
tree-width, then we can improve the running time of #Perfect Matching of
bounded tree-width. An interesting aspect of our reduction is that, using gad-
gets, we can simulate the zeta transform and the Mobius transform, which are
main technical tools used in fast subset convolution. We note that the reduction
is one-way and showing the equivalence is left as an open problem.
Finally, we consider another famous width measure called branch-width bw,
which was developed in Robertson and Seymour's Graph Minors project [93].
Branch-width is closely related to tree-width and there is a linear relation of
bw  tw + 1  32bw. Therefore, if a problem can be solved in O(ctw) time,
then it is also solvable in O(c
3
2
bw) time. Dorn [36] improved this running time
for several problems by developing a technique that exploits fast matrix multipli-
cation to speed-up the computation of the recurrence in dynamic programming.
For example, Max 2-SAT and Independent Set can be solved in O(2
!
2
bw),
where ! < 2:3729 [68] is the matrix multiplication exponent.
From the hardness result for problems of bounded tree-width by Loksh-
tanov et al. [70], we can obtain lower bounds of the form (c   )bw for many
problems under the SETH using the relation between branch-width and tree-
width, where c is a problem-dependent constant. On the other hand, the current
fastest algorithms for many problems exploit fast matrix multiplication and have
running times of O(c
!
2
bw). Bodlaender, van Leeuwen, van Rooij, and Vat-
shelle [22] asked whether we can obtain O(cbw)-time algorithms and close the
gap without assuming ! = 2. Although it is nice if we can show lower bounds
of (c   )!2 bw under the SETH, it seems implausible since SETH is apparently
nothing to do with matrix multiplication.
Our fourth result is resolving this problem from a dierent point of view;
instead of showing such lower bounds, we show Max 2-SAT and Indepen-
dent Set parameterized by branch-width are equivalent. That is, we show that
if Max 2-SAT can be solved in O(2bw) time, then Independent Set can
also be solved in the same O(2bw) time, and vise versa. In contrast to the
equivalence result for tree-width, the result for branch-width does not contain
SAT and 3-SAT because for these problems, no O(2
!
2
bw)-time algorithms are
known. Actually, if SAT can be solved in O(2
!
2
bw) time, then the SETH fails
because branch-width is at most

2
3n

and it follows that SAT can be solved in
O(2
!
2
bw) = O(2
!
3
n) = O(1:7303n) time, using ! < 2:3729 [68]. The current
fastest algorithm for Max 2-SAT in terms of the input size was developed by
Williams [102] and its running time is O(2
!
3
n). Obtaining a faster algorithm
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for this problem is one of the most famous open problems in the area of ex-
act exponential-time algorithms [103, 104]. Since the branch-width is at most
d23ne, our result implies that improving the running time of Independent Set
of bounded branch-width is as hard as obtaining a faster algorithm for the general
Max 2-SAT.
These results were achieved in joint work with Yuichi Yoshida and a subset of
them is contained in an extended abstract published on Proceedings of the 23rd
Annual European Symposium on Algorithms (ESA) 2015 [60].
Contribution R2: Exactly Parameterized NL
Our fth contribution in this thesis is introducing a new parameterized complexity
class EPNL (Exactly Parameterized NL) for showing more robust exponential-
time hardness. Intuitively, EPNL is a class of parameterized problems that can
be solved by a non-deterministic Turing machine with the space of k + O(log n)
bits, where k is the parameter. Then, we show that many problems parameter-
ized by path-width are EPNL-complete5. Here, path-width is a graph structural
parameter which is related to tree-width and intuitively measures how much a
graph looks like a path.
If one of the NP-hard problems can be solved in polynomial time, any prob-
lem in NP can be solved in polynomial time. Similarly, if one of the EPNL-hard
problems can be solved in O(ck) time, any problem in EPNL can be solved in
O(ck) time. Since the class EPNL contains many famous problems, such as
Set Cover parameterized by the number of elements and Directed Hamil-
tonicity parameterized by the number of vertices for which no O((2 )n)-time
algorithms are known, EPNL-hardness is much more robust than SETH-hardness
which relies only on the hardness of SAT.
Our proofs of EPNL-completeness are as follows. First, we show the EPNL-
completeness of SAT parameterized by path-width by showing that any problem
in EPNL can be reduced to SAT parameterized by path-width by simulating the
Turing machine by CNF. Then, using decomposition-based reductions, we show
that 3-SAT,Max 2-SAT, and Independent Set parameterized by path-width
are also EPNL-complete. Since path-width is always at least the tree-width, this
immediately implies that the problems parameterized by tree-width are EPNL-
hard. We note that the problems parameterized by tree-width would not be
EPNL-complete because it is known that SAT of tree-width w cannot be reduced
to SAT of path-width O(w) under the assumption of NL 6= SAC1 [3].
For these problems, (2   )pw-time lower bounds under SETH were already
obtained by Lokshtanov et al.[70] However, as we discussed above, our EPNL-
hardness results are much more robust than the SETH-hardness. Moreover,
EPNL-hardness can be used to drive the lower bounds on the space complex-
ity; if one of the EPNL-hard problems can be solved in O(ck) time and O(dk)
space, any problem in EPNL can be solved in O(ck) time and O(dk) space.
Since EPNL contains problems for which no O(2n)-time and O((2  )n)-space
algorithms are known (e.g., Optimal Linear Arrangement and Directed
Feedback Arc Set [21]), our results imply that obtaining an O(2pw)-time and
O((2  )pw)-space algorithm for the problems parameterized by path-width are
at least as hard as obtaining an O(2n)-time and O((2   )n)-space algorithms
5Flum and Grohe [39] introduced a similar class, called para-NL, that can be solved in
f(k)+O(log n) space. Although they showed that a trivial parameterization of an NL-complete
problem is para-NL-complete under the standard parameterized reduction, this does not hold
in our case because we use a dierent reduction to dene the complete problems.
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for these problems. Because SAT can be solved in O(2n) time and polynomial
space, lower bounds on the space complexity cannot be obtained under SETH.
This result was achieved in joint work with Yuichi Yoshida and also contained
in the extended abstract published on Proceedings of the 23rd Annual European
Symposium on Algorithms (ESA) 2015 [60].
Contribution R3: Decomposition-based Reductions in Practice
The nal contribution in this thesis is to investigate the power of decomposition-
based reductions in practice. As a benchmark problem, we choose a reduction
from Max SAT to SAT. There are three reasons for this choice.
First, since 2006, annual competitions of Max SAT solvers (MaxSAT Eval-
uation6) have been held, and a variety of industrial Max SAT instances are
publicly available.
Second, the use of reductions for solving Max SAT has been shown to be
practical. The development of practical MaxSAT solvers has been attracted a
lot of attention in recent years and a variety of new solvers have been developed.
Among them, the current state-of-the-art approaches for exactMax SAT solving
involve reductions to SAT and exploit the power of the state-of-the-art SAT
solvers. Especially, one of the approaches, called a satisability-based approach,
uses a simple reduction to SAT. Solvers based on this approach won the rst
place in MaxSAT Evaluations 2008 [15] and 2010{2012 [66].
Third, it is theoretically shown that if the input CNF has small tree-width,
current SAT solvers, which are not designed to exploit the tree-width, can ef-
ciently solve the problem [11]. Although the proved running time is twO(tw),
which is worse than the dynamic programing of O(2tw) time, we can expect
that avoiding the increase of tree-width by exploiting the decomposition-based
reduction would lead to a faster running time for solving the reduced CNF.
By applying the idea of the decomposition-based reduction to the reduction
used in the satisability-based approach, we empirically evaluate the power of
decomposition-based reduction. Although the decomposition-based reduction
does not outperform the existing reduction, through a precise analysis, we con-
rm that avoiding the increase of the tree-width is important for practical SAT
solving. Thus, the decomposition-based reduction has a potential for practical
applications.
1.3 Organization
This thesis is organized as follows. In Chapter 2, we introduce notations and
denitions used throughout the thesis. Chapters 3{5 contain our contributions
related to branching algorithms. We propose an improved FPT branch-and-
bound algorithm for Vertex Cover above LP in Chapter 3. By using this
algorithm together with ideas from theoretical research on branching algorithms,
we empirically show a practical impact of theoretical branching algorithms in
Chapter 4. In Chapter 5, we introduce the concept of discrete relaxation and
generalize the result of Chapter 3. Chapters 6{8 contain our contributions re-
lated to reductions. In Chapter 6, we introduce the idea of decomposition-based
reductions and show equivalence among various problems. In Chapter 7, we in-
troduce a new parameterized complexity class EPNL and show EPNL-complete
6http://www.maxsat.udl.cat/
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Figure 1.1: The dependencies between the chapters
problems by using the decomposition-based reductions. In Chapter 8, we empir-
ically investigate the power of the decomposition-based reductions. Finally, we
conclude in Chapter 9.
Figure 1.1 illustrates the dependencies between the chapters. Chapters 4 and
5 depends on the result of Chapter 3. Chapter 7 depends on Sections 6.1{6.3 of
Chapter 6, and Chapter 8 depends on Sections 6.1{6.3.1 of Chapter 6.
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Chapter 2
Preliminaries
In this chapter, we introduce notations and denitions used throughout the the-
sis. First, we give the notations of graphs and CNFs in Section 2.1. Then, we
dene the tree-decomposition of graphs in Section 2.2. Finally, we introduce the
parameterized complexity and the Strong Exponential Time Hypothesis (SETH)
in Section 2.3.
2.1 Notations
For an integer k, we denote the set f1; 2; : : : ; kg by [k] and the set f0; 1; : : : ; k 1g
by [k]0. Let f : U ! R be a function. We write the sum of f(a) over a 2 S  U
by f(S) =
P
a2S f(a).
Undirected Graphs
Let G = (V;E) be an undirected graph. We often use n and m to denote the
number of vertices jV j and the number of edges jEj. We denote the degree of a
vertex u as dG(u). We denote the neighborhood of a vertex u by NG(u) = fv 2 V j
fu; vg 2 Eg, and the closed neighborhood of u by NG[u] = NG(u)[fug. Similarly,
we denote the neighborhood of a subset S  V by NG(S) =
S
v2S NG(v)nS, and
the closed neighborhood by NG[S] = NG(S) [ S. The set of vertices at distance
d from a vertex u is denoted by NdG(u). We drop the subscript G when it is clear
from the context. For a subset S  V , let G[S] = (S; ffu; vg 2 E j u 2 S; v 2 Sg)
denote the subgraph induced by S. For a vertex subset S  V , we denote the
induced subgraph on the vertex set V n S by G   S. When S is a single vertex
v, we simply write G  v.
A vertex cover of a graph G = (V;E) is a vertex subset C  V such that, for
any edge e 2 E, at least one of its endpoints are contained in C. Vertex Cover
is a problem to nd a minimum vertex cover of a given graph. An independent
set of a graph is a vertex set S  V such that G[S] has no edges. Independent
Set is a problem to nd a maximum independent set of a given graph. For
any vertex cover C, V n C becomes an independent set. Therefore Vertex
Cover and Independent Set are equivalent problems. However, if we consider
their parameterizations by the solution size, they become dierent parameterized
problems. Actually, Vertex Cover parameterized by the solution size is in FPT
but Independent Set parameterized by the solution size is W[1]-complete (it is
believed that FPT 6=W[1]). An odd cycle transversal of a graph is a vertex subset
T  V such that G  T becomes a bipartite graph. Odd Cycle Transversal
is a problem to nd a minimum odd cycle transversal.
16
s t
2/3
2/2
2/3
0/2
1/1
1/1
1/1
3/4
s t
Residual graph
Figure 2.1: An example of maximum ow
Directed Graphs and Networks
Let G = (V;E) be a directed graph. For a vertex subset S  V , we denote the
out-neighbors of S by N+(S) = fv 2 V nS j 9u 2 S; uv 2 Eg. For a vertex subset
S  V , we denote the edges outgoing from S by +(S) and the edges incoming
to S by  (S). When S is a single-element set fvg, we write +(v) and  (v),
respectively. A vertex set S  V is called closed if +(S) is an empty set. A
vertex set S  V is called strongly connected if for any two vertices u; v 2 S, there
is an directed path from u to v in S. It is known that we can compute strongly
connected components in O(jV j + jEj) time [96]. We call a strongly connected
component by an scc for short.
A network is a pair (G; c) of a directed graph G = (V;E) and a capacity
function c : E ! R0. For s; t 2 V , an s-t ow of amount M is a function
f : E ! R0 that satises f(e)  c(e) for any e 2 E and
f(+(v))  f( (v)) =
8><>:
M for v = s;
 M for v = t;
0 for any v 2 V n fs; tg:
A maximum s-t ow is an s-t ow with the maximum possible amount. For
convenience, we dene c(e) = f(e) = 0 if e 62 E. The vertex s is called the source
and the vertex t is called the sink. A vertex subset S is called an s-t cut if s 2 S
and t 62 S, and its capacity is dened as c(S) = c(+(S)). A minimum s-t cut is
an s-t cut with the minimum possible capacity. The amount of the maximum s-t
ow and the capacity of the minimum s-t cut coincide (max-ow min-cut theorem)
and a minimum cut can be computed in linear time from a maximum ow. The
residual graph of a network (G; c) with respect to a ow f is the directed graph
Gf = (V;Ef ) with Ef = f(u; v) j f(u; v) < c(u; v) or f(v; u) > 0g. An s-t path
in the residual graph is called an augmenting path. A ow f is the maximum ow
if and only if there are no augmenting paths. Figure 2.1 illustrates an example,
where numbers f=c on each edge denote the value of ow f and the capacity c.
CNFs
Let x be a Boolean variable. We denote the negation of x by x. A literal is
either a variable or its negation, and a clause is a disjunction of several literals
l1; : : : ; lk, where k is called the length of the clause. We call a clause of length
k a k-clause. A CNF is a conjunction of clauses and we often write a CNF as
a set of clauses. If all the clauses have length at most k, it is called a k-CNF.
We say that a CNF on a variable set X is satisable if there is an assignment to
X that makes the CNF true. (k-)SAT is a problem in which, given a (k-)CNF
C, the objective is to determine whether C is satisable or not. #(k-)SAT is a
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problem of counting the number of satisfying assignments of C. Max (k-)SAT
is a problem in which, given a (k-)CNF C, the objective is to nd a maximum
satisable clause subset C0  C. Almost 2-SAT is a problem in which, given a
2-CNF C, the objective is to nd a minimum clause subset C0  C such that the
CNF C n C0 becomes satisable. We note that Max 2-SAT and Almost 2-SAT
are dierent problems when parameterized by the solution size.
2.2 Tree-decomposition
A tree-decomposition of a graph G = (V;E) is a pair (T; ), where T = (I; F )
is a tree and  = fXi  V j i 2 Ig is a collection of subsets of vertices (called
bags), with the following properties:
1.
S
iXi = V .
2. For each edge uv 2 E, there exists a bag that contains both of u and v.
3. For each vertex v 2 V , the bags containing v form a connected subtree in
T .
In order to avoid confusion between a graph and its decomposition tree T , we call
a vertex of the tree a node, and an edge of the tree an arc. We identify a node
i 2 I of the tree and the corresponding bagXi. The width of a tree-decomposition
is the maximum of jXij   1 over all nodes i 2 I. The tree-width of a graph G,
tw(G), is the minimum width among all the possible tree-decompositions of G.
Figure 2.2 illustrates an example of tree-decomposition.
Intuitively, tree-width measures tree-like-ness of graphs. The tree-width of a
forest is at most one. If a graph contains a clique, from the denition of tree-
decomposition, there must be a bag containing all the vertices of the clique. Thus,
the tree-width is at least the size of the clique minus one.
A nice tree-decomposition is a tree decomposition such that the root bag Xr
is an empty set and each node i is one of the following types:
1. Leaf: a leaf node with Xi = ;.
2. Introduce(v): a node with one child c such that Xi = Xc [fvg and v 62 Xc.
3. Introduce(uv): a node with one child c such that u; v 2 Xi = Xc. We
require that this node appears exactly once for each edge uv of G.
4. Forget(v): a node with one child c such that Xi = Xc n fvg and v 2 Xc.
From the denition of tree-decompositions, this node appears exactly once
for each vertex of G.
5. Join: a node with two children l and r with Xi = Xl = Xr.
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Any tree-decomposition can be easily converted into a nice tree-decomposition
of the same width in polynomial time by inserting intermediate bags between
each adjacent bags. Thus, in this thesis, we use nice tree-decompositions to make
discussions simple.
A (nice) path-decomposition is a (nice) tree-decomposition (T; ) such that the
decomposition tree T = (I; F ) is a path. For convenience, we assume that I = [N ]
for some integer N and F = f(i; i+ 1) j i 2 [N   1]g. The path-width of a graph
G, pw(G), is the minimum width among all the possible path-decompositions of
G.
Let C be a CNF on variables X. The primal graph of C is the graph G =
(X;E) such that there exists an edge between two vertices if and only if their
corresponding variables appear in the same clause. For readability, we identify
a variable or a literal as the corresponding vertex in the primal graph. That is,
we may use the same symbol x to indicate both a variable in a CNF and the
corresponding vertex in the primal graph, and both literals x and x correspond
to the identical vertex in the primal graph. By a decomposition of a CNF, we
mean a decomposition of its primal graph. For a CNF C, we slightly change the
denition of the nice tree-decomposition as follows:
30. Introduce(C): an internal node with one child c such that Xi = Xc and
all the variables in C are in Xi. We require that this node appears exactly
once for each clause C 2 C.
Note that because the variables in the same clause form a clique in the primal
graph, there always exists a bag that contains all of them. Thus, we can always
construct a nice tree-decomposition of the same width in polynomial time.
Finding Tree-decompositions
It is NP-complete to determine whether a given graph has tree-width at most
a given value w [8]. Although there exists linear-time algorithm for every xed
w [19] (i.e., linear-time FPT), its dependency on w is very huge (2O(w
3)). There
exist two types of approximation algorithms: a polynomial-time approximation
algorithm which computes a tree-decomposition of width O(tw
p
log tw) in poly-
nomial time [37], and an FPT approximation algorithm which computes a tree-
decomposition of width 5tw+ 4 in 2O(tw)m time [20], where tw is the (optimal)
tree-width of the input graph. In practice, heuristic methods, such as min-degree
heuristic [16], are often used to compute tree-decompositions.
2.3 Parameterized Complexity and SETH
A parameterized problem is a language L    N, where  is a xed nite
alphabet. For an instance (x; k) 2 N, k is called the parameter, and the size
of the instance is dened as j(x; k)j = jxj+k. A parameterized problem L is called
xed-parameter tractable (FPT) if there exists an algorithm A and a computable
function f : N ! N such that, for any instance (x; k) 2   N, A correctly
decides whether (x; k) 2 L in f(k)j(x; k)jO(1) time. Such an algorithm A is called
an FPT algorithm. An FPT algorithm runs in polynomial time for any constant
value k, and moreover, the degree of the polynomial does not depends on k. If
an algorithm A runs in linear time for any constant k (i.e., in time f(k)j(x; k)j),
it is called a linear-time FPT algorithm. We often use the O notation which
suppresses a factor polynomial in the input size (e.g., O(2kn3) is denoted by
O(2k)).
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We will give several examples of parameterized problems. The most basic
parameter is the solution size for optimization problems. For example, when
parameterized by the solution size, Vertex Cover becomes the following pa-
rameterized problem.
Vertex Cover Parameter: k
Input: An undirected graph G and an integer k.
Question: Is there a vertex cover of G whose size is at most k?
We note that by iteratively incrementing the parameter value k, an algorithm
for Vertex Cover parameterized by the solution size can compute the size
of the minimum vertex cover. Moreover, if the running time of the algorithm
is exponential in k (e.g., O(2km)), such an iteration does not aect the total
running time because it holds that
Pk
i=0 c
i = O(ck).
In this thesis, parameters called above relaxation lower bound are often used.
For example, when parameterized above LP lower bound, Vertex Cover be-
comes the following parameterized problem.
Vertex Cover above LP Parameter: k0
Input: An undirected graph G and an integer k0.
Question: Is there a vertex cover of G whose size is at most the (standard)
LP relaxation lower bound plus k0?
Other basic parameters are width of the input graph. For example, when
parameterized by the tree-width, Vertex Cover becomes the following param-
eterized problem.
Vertex Cover parameterized by tree-width Parameter: w
Input: An undirected graph G, an integer k, and a tree-decomposition of G
of width w.
Question: Is there a vertex cover of G whose size is at most k?
Here, we note that, instead of parameterizing problems by the minimum width
of the input graph, we assume that a decomposition of the input graph, which may
not be optimal, is given as a part of the input, and problems are parameterized
by the width of the given decomposition.
For an integer k  3, let sk be the inmum of the real numbers  such that
k-SAT can be solved in O(2n) time, where n is the number of variables. The
Exponential-Time Hypothesis (ETH) and the String Exponential-Time Hypothe-
sis (SETH) are dened as follows.
Conjecture 2.1 (ETH [53]).
s3 > 0
Conjecture 2.2 (SETH [53]).
lim
k!1
sk = 1
Impagliazzo and Paturi [53] proved that SETH implies ETH. SETH implies
that SAT cannot be solved in (2  )n time for any  > 0, and we often use the
implied lower bound of SAT for proving hardness under SETH. Note that the
converse may not hold (e.g., there might be an algorithm for k-SAT that runs in
O(kk1:99n) time).
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Chapter 3
Linear-time FPT Branch-and-Bound via
Network Flow
In this chapter, we give an FPT branch-and-bound algorithm forVertex Cover
above LP that runs in O(4k
0
(n +m) + T ) time, where the parameter k0 is the
dierence between the solution size and the LP lower bound and T is a time
complexity for computing the initial solution of the LP relaxation. Using this
algorithm, we can solve Odd Cycle Transversal and Almost 2-SAT in
O(4k(n + m)) time, where the parameter k is the solution size. This is the
rst linear-time FPT algorithm for these problems. First, in Section 3.1, we
review the existing algorithms for Vertex Cover including the O(4k0)-time
FPT algorithm by Lokshtanov et al.[71] Then, we improve it to O(4k
0
(n+m)+T )
time in Section 3.2. The algorithm in this chapter is used in the empirical research
in Chapter 4 and more general version of the algorithm is described in Section 5.4
of Chapter 5.
3.1 Review of the Existing Algorithms
3.1.1 LP Relaxation of Vertex Cover
The LP relaxation of Vertex Cover can be written as follows:
minimize
X
v2V
xv
s.t. xu + xv  1 8uv 2 E;
xv  0 8v 2 V:
Nemhauser and Trotter [81] showed that the above LP has the following two
properties:
 There exists an optimal solution such that each variable takes a value 0, 1,
or 12 (Half-integrality).
 If a variable xv takes an integer value in an optimal LP solution, there
always exists an optimal integer solution in which xv takes the same value
(Persistency).
We note that, from the persistency, we can simultaneously x all the variables
with integral values.
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Algorithm 1 O(4k0)-time algorithm for Vertex Cover above LP [71]
INPUT: a graph G and an upper bound k
OUTPUT: whether the graph contains a vertex cover of size at most k
1: procedure Solve(G; k)
2: if LP(G) > k then return false
3: if V = ; then return true
4: pick an arbitrary vertex v 2 V
5: if 1 + LP(G  v) = LP(G) then . Try to x xv to 1
6: return Solve(G  v; k   1)
7: else if d(v) + LP(G N [v]) = LP(G) then . Try to x xv to 0
8: return Solve(G N [v]; k   d(v))
9: else . Branch into two cases
10: return Solve(G  v; k   1) _ Solve(G N [v]; k   d(v))
3.1.2 FPT Algorithm for Vertex Cover above LP
Using the properties of the LP relaxation, Lokshtanov et al. [71] obtained a simple
O(4k0)-time1 algorithm for Vertex Cover above LP which is described in
Algorithm 1. Let LP(G) denote the LP lower bound for a graph G. Our task
is to nd a vertex cover of size at most k = LP(G) + k0. In the recursive call
of the algorithm, we rst check the LP lower bound. If the lower bound LP(G)
is larger than the size k of the solution we want to nd, we prune the search
(line 2). If the graph becomes empty, we nish the algorithm (line 3). Otherwise,
we pick an arbitrary vertex v 2 V and try two cases: 1) including v to the vertex
cover or 2) discarding v while including its neighbors to the vertex cover. If in
at least one of these two cases, the LP lower bound does not increase, we can x
them without branching from the persistency (lines 5{8). Otherwise, we branch
into the two cases (line 10). From the half-integrality, the value of the LP lower
bound is always a multiple of 12 . Thus, the lower bound increases at least
1
2 in
both cases. Therefore, the depth of the search tree is bounded by 2k0, which leads
to the running time of O(22k0) = O(4k0).
3.1.3 Reduction from Odd Cycle Transversal
Lokshtanov et al. [71] showed that many problems including Odd Cycle
Transversal and Almost 2-SAT can be reduced to Vertex Cover above
LP, and therefore, the above algorithm can solve these problems in O(4k) time,
where the parameter k is the solution size. Here, we review the (linear-time)
reduction from Odd Cycle Transversal.
From the input graph G = (V;E), we construct a graph G0 = (V 0; E0) such
that:
 V 0 = fv1 j v 2 V g [ fv2 j v 2 V g and
 E0 = fu1v1 j uv 2 Eg [ fu2v2 j uv 2 Eg [ fv1v2 j v 2 V g.
Let C be a minimum vertex cover of G0. Then, a minimum odd cycle transversal
can be computed by taking vertices v 2 V such that both v1 and v2 are in C.
Let k be the size of the minimum odd cycle transversal of G. Since at least one
of v1 and v2 must be contained in a vertex cover of G
0, the size of the minimum
1Using sophisticated reduction rules, they improved the running time to O(2:3146k
0
). How-
ever, these reduction rules cannot be applied in linear-time. Thus, we use the simple version.
22
vertex cover of G0 is exactly k+ jV j. Because the all-half vector (i.e., the vector x
such that xv =
1
2 for any v) is the optimal LP solution to the reduced instance, the
optimal LP value is exactly jV j. Therefore, the dierence k0 between the solution
size and the LP lower bound of the reduced instance is (k + jV j)   jV j = k.
Thus, the O(4k0)-time algorithm for Vertex Cover above LP can solve Odd
Cycle Transversal in O(4k) time.
3.1.4 Solving the LP Relaxation by Network Flow
For computing the optimal LP solution eciently, we can use the result by
Nemhauser and Trotter [81]. They showed that the half-integral optimal solution
of the LP relaxation of Vertex Cover can be computed by solving a minimum
s-t cut problem as follows. From the input graph G = (V;E), we construct a
network ( G = (V ; E); c) such that:
 V = fs; tg [ flv j v 2 V g [ frv j v 2 V g,
 E = fslv j v 2 V g [ frvt j v 2 V g [ flurv j uv 2 Eg [ flvru j uv 2 Eg,
 8v 2 V; c(slv) = c(rvt) = 1, and 8uv 2 E; c(lurv) = c(lvru) =1.
Then, the capacity of the minimum s-t cut is exactly the twice of the optimal
LP value. Moreover, there is the following correspondence between optimal LP
solutions and minimum s-t cuts.
Lemma 3.1 (Nemhauser and Trotter [81]). For any minimum s-t cut S, the
following x is a half-integral optimal solution:
xv =
8><>:
0 (lv 2 S; rv 62 S);
1 (rv 2 S; lv 62 S);
1
2 (otherwise):
Conversely, for any half-integral optimal LP solution x, the following S is a
minimum s-t cut:
S = fsg [ flv j v 2 V; xv = 0g [ frv j v 2 V; xv = 1g:
By using Hopcroft-Karp algorithm [50], we can compute the minimum s-t cut
of the above network in O(m
p
n) time. Figure 3.1 illustrates an example of the
correspondence between optimal LP solutions and minimum s-t cuts; from the
graph shown in the left, we can construct the network shown in the right; from
the minimum s-t cut S shown as the green-colored vertices, we can obtain the
corresponding optimal LP solution x = (12 ;
1
2 ; 1; 0; 0).
3.2 Linear-time FPT Algorithm
3.2.1 Algorithm Overview
When trying to improve the nO(1) part of the O(4k0)-time FPT algorithm pre-
sented in Subsection 3.1.2 to linear time (O(n + m)), there are two obstacles.
First, we need to compute the LP lower bound in linear time. Although by using
the network-ow-based algorithm presented in Subsection 3.1.4, we can solve the
LP relaxation in O(m
p
n) time, this is not enough to achieve linear time. Our
solution is that, instead of computing a minimum cut from scratch, we keep and
update a maximum ow in linear time. Although, we still need to compute the
23
12
3
4
5
𝑟1
𝑟2
𝑟3
𝑟4
𝑟5
𝑙1
𝑙2
𝑙3
𝑙4
𝑙5
𝑠 𝑡
1
2
1
2
1
0
0 𝑺𝑥∗
Figure 3.1: An example of the correspondence between optimal LP solutions and
minimum s-t cuts
initial maximum ow, which cannot be computed in linear time in general, for
many applications such as instances reduced from Odd Cycle Transversal
and Almost 2-SAT, we can obtain it in linear time.
The second obstacle is that, in order to avoid the repeat of lines 5{8 of Al-
gorithm 1, we need to nd a vertex v such that the LP lower bound strictly
increases in both cases of xing xv to zero and one in linear time (otherwise, on
each branching step, we may need to check up to O(jV j) vertices, which leads
to 
(nm) time). From the persistency property, we can x the integral part of
the optimal LP solution. However, this does not imply that the branching on
a vertex v with xv =
1
2 always increases the LP lower bound. This is because
the optimal LP solutions may not be unique and there might be another optimal
LP solution such that xv takes an integer value (e.g., in the example shown in
Figure 3.1, the branching on the vertex 1 does not increase the LP lower bound
because (1; 0; 1; 0; 0) and (0; 1; 1; 0; 0) are also optimal solutions). Our solution is
that, instead of computing an arbitrary half-integral optimal solution, we com-
pute a half-integral optimal solution whose half-integral part is minimal. We call
such an optimal solution as extreme optimal solution. If we x the integral part
of an extreme optimal solution, the all-half vector becomes the unique optimal
solution for the remaining graph. Thus, branching on any vertex always increases
the LP lower bound.
An overview of our algorithm is described in Algorithm 2. During the recur-
sion, we keep and update the network and a maximum ow. First, we compute
an extreme optimal solution x in linear time using the maximum ow (line 2).
Then, we x the integral part of x and update the network and the maximum
ow in linear time (line 3). Now, the all-half vector becomes the unique optimal
solution for the remaining graph. If the LP lower bound (which is jV j2 ) is larger
than the size k of the solution we want to nd, we prune the search (line 4). If
the graph becomes empty, we nish the algorithm (line 5). Otherwise, we pick
an arbitrary vertex v and branch into the two cases 1) including v to the vertex
cover or 2) discarding v while including its neighbors to the vertex cover. In each
case, we update the network and the maximum ow in linear time (line 7).
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Algorithm 2 O(4k
0
(n+m))-time algorithm for Vertex Cover above LP
INPUT: a graph G, the corresponding network G, a maximum ow f , and an
upper bound k
OUTPUT: whether the graph contains a vertex cover of size at most k
1: procedure Solve(G; G; f; k)
2: x  ExtremeOpt( G; f) . Compute an extreme optimal solution
3: (G; G; f; k) Reduce(G; G; f; k; x) . Fix the integral part
4: if jV j2 > k then return false
5: if V = ; then return true
6: pick an arbitrary vertex v 2 V
7: return Solve(G  v; G0; f 0; k   1) _ Solve(G N [v]; G00; f 00; k   d(v))
3.2.2 Updating the Maximum Flow
Now, we explain how to update the maximum ow in linear time. There are two
cases: when xing the integral part (line 3) and when branching into two cases
(line 7). Here we note that the branching on a vertex v can also be implemented
as xing the variable xv to zero and one.
From the correspondence between minimum cuts and optimal LP solutions
(Lemma 3.1), xing xv to zero corresponds to identifying lv as the source s and
rv as the sink t (or equivalently, adding edges slv and rvt of the innite capacity),
and xing xv to one corresponds to identifying rv as s and lv as t (or equivalently,
adding edges srv and lvt of the innite capacity). Thus the maximum ow remains
a ow (which may not be the maximum) after the xing.
Fixing the integral part (line 3) does not change the optimal LP solution.
Thus, the ow after the xing is still the maximum ow. On the other hand,
when we branch into two cases (line 7), the optimal LP value increases. Thus,
we need to update the ow to the maximum ow. This can be done by searching
augmenting paths. Let d be the increase of the optimal LP value (when xing xv
to one, the optimal LP value increases only by 12 but when xing xv to zero, the
optimal LP value may increase more than 12). Then, we can update the ow by
searching an augmenting path 2d times, which can be done in O(d(n+m)) time.
Let T (k0) be the time complexity for solving the problem when the dierence
between the solution size and the LP lower bound is k0. Then, we obtain the
recurrences T (k0)  T (k0   12) + T (k0   d) + O(d(n +m)) for 12  d  k0. Here,
we note that d is upper bounded by k0 because when we nd more than 2k0
augmenting paths, the LP lower bound exceeds the size of the solution we want
to nd and we can immediately prune the search without nishing the update of
the maximum ow. The worst case is achieved when d = 12 and we obtain the
time complexity of O(4k
0
(n+m)).
3.2.3 Computing the Extreme Optimal Solution
In order to describe the linear-time algorithm for computing an extreme optimal
solution, we need several denitions. We say that a half-integral optimal solution
x is an extreme optimal solution if there is no half-integral optimal solution y
distinct from x such that for any v 2 V it holds that xv 6= 12 ) xv = yv . From
the denition, after xing the integral part of an extreme optimal solution, the
all-half vector becomes the unique half-integral optimal solution. If an s-t cut
contains at most one of lv and rv for each v 2 V , it is called normalized. As shown
in Lemma 3.1, there is the one-to-one correspondence between the half-integral
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Algorithm 3 Algorithm to compute an extreme minimum cut.
INPUT: the residual graph
OUTPUT: an extreme minimum cut
1: compute the strongly connected components
2: S  the vertices reachable from s
3: while 9 unchecked scc T such that N+(T )  S do
4: if S [ T is a normalized cut then
5: S  (S [ T )
6: return S
optimal solutions and the normalized minimum cuts. A normalized minimum cut
S is called an extreme minimum cut if there is no normalized minimum cut T
such that S  T . We use the same adjective \extreme" for half-integral optimal
solutions and normalized minimum cuts because there is the following one-to-one
correspondence.
Lemma 3.2. Let x be a half-integral optimal solution and S be the corresponding
normalized minimum cut. Then, x is an extreme optimal solution if and only if
S is an extreme minimum cut.
Proof. ()) Assume that there exists a normalized minimum cut T  S. From T ,
we construct the corresponding half-integral optimal solution y using Lemma 3.1.
For each v with xv 6= 12 , S contains exactly one of lv and rv, and T can contain
at most one of lv and rv. Thus, the same vertex must be contained in T for such
v. Then, from the construction of y, it holds that xv 6= 12 ) xv = yv . Thus, x
is not an extreme optimal solution, which is a contradiction.
(() Assume that there exists a half-integral optimal solution y distinct from
x such that for any v 2 V it holds that xv 6= 12 ) xv = yv . From y, we
construct the corresponding normalized minimum cut T using Lemma 3.1. From
the construction, it holds that S  T . Thus, S is not an extreme minimum cut,
which is a contradiction.
From the above correspondence, in order to compute an extreme optimal
solution, it suces to compute an extreme minimum cut. In order to compute
an extreme minimum cut, we introduce the following one-to-one correspondence
between the minimum s-t cut and the closed vertex set of the residual graph.
Lemma 3.3 (Picard and Queyranne [85]). For any network, its two vertices s
and t, and its maximum s-t ow f , an s-t cut S is a minimum cut if and only if
S is a closed set in the residual graph with respect to f .
Note that a maximum s-t ow in the lemma is arbitrary. This lemma reveals
a nice structure of the all minimum cuts: although there exist exponentially
many minimum cuts in a network, we can nd an extreme one in linear-time as
described in Algorithm 3.
First, we compute the strongly connected components of the residual graph
Gf . From Lemma 3.3, for each strongly connected component T , any minimum
cut must contain all of T or none of T . Then we compute the vertex set S
reachable from s in Gf . Since this is a closed set containing s, it is a minimum
cut. Suppose that S is not a normalized cut. From Lemma 3.3, any minimum
cut must completely contain S. Therefore, there exists no normalized minimum
cut, which is a contradiction. Thus, S is a normalized minimum cut. From now
on, we modify S to be an extreme minimum cut by expanding it. Let T  V n S
be a strongly connected component that satises the following two conditions:
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1. All the outgoing edges from T are coming into S.
2. The cut S [ T is normalized.
If there exists a strongly connected component T that satises the rst condition,
the cut S[T also becomes a closed set. Thus it is a minimum cut. If there exists
T that satises both of the conditions, we can obtain a new normalized minimum
cut by expanding S to S [ T . If there are no such T , S is an extreme cut. This
is because any minimum cut S0  S must contain at least one of the strongly
connected components that satisfy the condition 1, but including any of them
does not lead to a normalized cut.
Figures 3.2 and 3.3 illustrate an example of the execution of the algorithm.
From the graph shown in the left, we construct the network shown in the right.
A maximum ow of the network is shown as red-colored edges. The residual
graph consists of the following ve sccs: fsg, fl6; l7; r4; r5g, fl1; l2; l3; r1; r2; r3g,
fl4; l5; r6; r7g, and ftg. The initial cut (the vertices reachable from s) is the
set S0 = fsg, and the corresponding optimal solution is the all-half vector
(Figure 3.2). Then, the algorithm picks the scc T1 = fl6; l7; r4; r5g satisfy-
ing N+(T1)  S0. Since S0 [ T1 is a normalized cut, we expand the cut
to S1 = S0 [ T1 = fs; l6; l7; r4; r5g, and the corresponding optimal solution
changes to (12 ;
1
2 ;
1
2 ; 1; 1; 0; 0) (Figure 3.3). Then, the algorithm picks the scc
T2 = fl1; l2; l3; r1; r2; r3g satisfying N+(T2)  S1. Since S1 [ T2 is not a normal-
ized cut (because it contains both of l1 and r1), we skip it. There are no other
sccs satisfying the condition N+(T )  S1. Thus, the algorithm nishes. The
vector (12 ;
1
2 ;
1
2) is actually the unique optimal LP solution for the subgraph on
the vertices f1; 2; 3g.
Finally, we analyze the running time of the algorithm. We can compute the
strongly connected components in O(jV j+ jEj) time. In order to eciently nd
a strongly connected component that satises the condition 1, for each strongly
connected component T , we keep track of the number of edges outgoing from T
to the vertices outside S. If this number is zero, it satises the condition 1. When
updating S to S [ T , for each edge uv 2  (T ), we decrement the number for
the strongly connected component that contains u. This takes only O(j (T )j)
time for each T . Thus it takes only O(jEj) time in total. If a strongly connected
component T does not satisfy the condition 2 for some S, it will never satisfy the
condition for any S0  S. Therefore, we don't have to check the same strongly
connected component multiple times. Thus the total running time is O(jV j+jEj).
3.2.4 Computing the Initial Maximum Flow
Algorithm 2 requires the initial maximum ow. In general, we cannot compute it
in linear time and it takes O(m
p
n) time by using Hopcroft-Karp algorithm [50].
However, for many applications such as instances reduced from Odd Cycle
Transversal and Almost 2-SAT, we can obtain it in linear time. In this
subsection, we describe how to obtain the initial maximum ow for Odd Cycle
Transversal in linear time. We omit the case for Almost 2-SAT here, but by
using more general result described in Chapter 5, we can solve it in O(4k(n+m))
time without using a reduction to Vertex Cover above LP.
Let G = (V;E) be an instance of Odd Cycle Transversal. We reduce
it to Vertex Cover as described in Subsection 3.1.3 and obtain the graph
G0 = (V 0; E0). A maximum ow f for the network G0 can be constructed as
follows:
 f(slv1) = f(lv1rv2) = f(rv2t) = 1 for any v 2 V , and
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Figure 3.2: The optimal LP solution corresponding to the cut fsg
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Figure 3.3: The optimal LP solution corresponding to the cut fs; l6; l7; r4; r5g
 f(slv2) = f(lv2rv1) = f(rv1t) = 1 for any v 2 V .
Since the amount of the ow f is 2jV j and the optimal LP value for G0 is jV j,
the ow f is the maximum ow.
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Chapter 4
Branch-and-Reduce Algorithms in Practice
In this chapter, for showing a practical impact of theoretical research on branching
algorithms, we propose an algorithm for Vertex Cover which involves many
techniques from theoretical studies and give an experimental evaluation. First,
in Section 4.1, we describe the overview of our algorithm. In Sections 4.2, 4.3,
and 4.4, we give a list of the branching rules, the reduction rules, and the lower
bounds used in our algorithms, respectively. We investigate the parameterized
complexity above these lower bounds in Section 4.5. Finally, we explain our
experimental results in Section 4.6.
4.1 Algorithm Overview
The overview of our algorithm is described in Algorithm 4. For ease of presen-
tation, the described algorithm only addresses the size of the minimum vertex
cover. However, obtaining the minimum vertex cover itself is not dicult. Indeed,
in our experiments, the minimum vertex cover is also computed, and the time
consumption to accomplish this is also accumulated. The packing constraints
in the algorithm are created by our new branching and reduction rules. They
are not used to strengthen the LP relaxation, as in the branch-and-cut methods,
but are used for the pruning and the reduction. We describe the details in Sub-
sections 4.2.4 and 4.3.4. We start the algorithm by setting P = ;, c = 0, and
k = jV j. On each branching node, we rst apply a list of reduction rules. Then,
we prune the search if the packing constraints are not satised or if the lower
bound is at least the size of the best solution we have. If the graph is empty,
we update the best solution. If the graph is not connected, we separately solve
each connected component. Otherwise, we branch into two cases by applying the
branching rule. In our implementation, for time and space eciency, we do not
create new graphs after the branching but dynamically modify a single graph.
4.2 Branching Rules
4.2.1 Vertex Selection
In our main implementation, we completely use the same strategy as the one used
in the theoretical exact exponential algorithm by Fomin et al. [40] for selecting
a vertex to branch on. Basically, a vertex of the maximum degree is selected.
If there are multiple possibilities, we choose the vertex v that minimizes the
number of edges among N(v). In our experiments (Subsection 4.6.3), we compare
this strategy to the random selection strategy and the minimum degree selection
strategy.
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Algorithm 4 The branch-and-reduce algorithm for Vertex Cover
INPUT: a graph G, packing constraints P, a current solution size c, and an
upper bound k
1: procedure Solve(G;P; C; k)
2: (G;P; c) Reduce(G;P; c)
3: if Unsatisfied(P) then return k
4: if c+ LowerBound(G)  k then return k
5: if G is empty then return c
6: if G is not connected then
7: for all (Gi;Pi) 2 Components(G;P) do
8: c c+ Solve(Gi;Pi; 0; k   c)
9: return min(k; c)
10: ((G1;P1; c1); (G2;P2; c2)) Branch(G;P; c)
11: k  Solve(G1;P1; c1; k) . Updating the upper bound k by trying the
rst case.
12: k  Solve(G2;P2; c2; k) . The updated k is used to bound the search
space for the second case.
13: return k . k has been updated by the minimum of the two cases.
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Figure 4.1: An example of the mirror branching
4.2.2 Mirror Branching
For a vertex v, a vertex u 2 N2(v) is called a mirror of v if N(v) n N(u) in-
duces a clique or is an empty set. We denote the set of mirrors for v by M(v)
and use the notation of M[v] = M(v) [ fvg. For the mirror branching rule by
Fomin et al. [40], we branch into two cases: 1) including M[v] to the vertex
cover or 2) discarding v while including N(v) to the vertex cover. In our imple-
mentation, we use this branching rule when the selected vertex v has mirrors.
Figure 4.1 illustrates an example of the mirror branching, where the mirrors of
the vertex v are M(v) = f7; 8g.
4.2.3 Satellite Branching
For a vertex v, a vertex u 2 N2(v) is called a satellite of v if there exists a vertex
w 2 N(v) such that N(w) nN [v] = fug. We denote the set of satellites for v by
S(v) and use the notation of S[v] = S(v) [ fvg. Kneis et al. [64] introduced the
following satellite branching rule for the case in which there are no mirrors: 1)
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including v to the vertex cover or 2) discarding S(v) while including N(S(v)) to
the vertex cover. In our implementation, instead of using this branching rule, we
use a more powerful branching rule introduced in the next subsection. Figure 4.2
illustrates an example of the satellite branching, where the satellites of the vertex
v are S(v) = f7; 8g.
4.2.4 Packing Branching
Let v be the selected vertex to branch on. The proof outline for the correctness of
the satellite branching is as follows. If there exists a minimum vertex cover of G
that contains the vertex v, we can nd it by searching for a minimum vertex cover
of G  v. Otherwise, we can assume that no minimum vertex covers contain the
vertex v. If there exists a minimum vertex cover C of G that does not contain the
vertex v but contains a satellite u 2 S(v), then by discarding the vertex w 2 N(v)
that satises N(w)nN [v] = fug from C and including v to C, we obtain a vertex
cover that contains the vertex v of the same size, which is a contradiction.
The key idea of satellite branching is that during the search for a minimum
vertex cover that does not contain the vertex v, we can assume that there are no
minimum vertex covers that contain the vertex v. To avoid the search of vertex
covers from which we can conrm the existence of a vertex cover of the same size
containing v, we exploit this idea by explicitly creating constraints as follows.
For a vertex w 2 N(v), let N+(w) = N(w) n N [v]. During the search for a
minimum vertex cover that does not contain v, if we include all the vertices of
N+(w) to the vertex cover, by discarding the vertex w and including the vertex v,
we can obtain a vertex cover of the same size. Thus, in the search for a minimum
vertex cover that does not contain v, for each vertex w 2 N(v), we can introduce
a constraint of
P
u2N+(w) xu  jN+(w)j 1, where xu is a variable that indicates
whether the vertex u is in the vertex cover (1) or not (0). We call these constraints
packing constraints. We keep and manage the constraints during the search; when
we include a vertex v to the vertex cover, for each constraint that contains the
variable xv, we delete the variable and decrease the right-hand side by one, and
when we delete a vertex v from the graph without including it to the vertex
cover, for each constraint that contains the variable xv, we delete the variable
while keeping its right-hand side. When some constraint is not satised at some
node, i.e., the right-hand side of the constraint becomes negative, we prune the
subsequent search from the node. We note that without packing constraints, we
can prune the search only when the graph becomes empty or when the lower
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bound exceeds the best solution we have found so far.
We can also introduce a packing constraint when we search for a minimum
vertex cover that contains a vertex v. If all the neighbors of v are contained in
the vertex cover, by discarding v, we can obtain a vertex cover of smaller size.
Thus, in the search for a minimum vertex cover that contains v, we can introduce
a constraint of
P
u2N(v) xu  jN(v)j   1.
Moreover, we can also use packing constraints for reductions. If the right-hand
side of a constraint becomes zero but the left-hand side contains a variable xu,
we can delete the vertex u from the graph while including its neighbors N(u) to
the vertex cover. The satellite branching corresponds to the case that N+(w) is a
single vertex set. In Subsection 4.3.4, we introduce more sophisticated reduction
rules to exploit packing constraints.
We note that the total size of packing constraints scales at most linearly with
the graph size because we create at most one constraint for each vertex w and the
size of each constraint is at most the degree of the corresponding vertex. Thus
explicitly keeping all the constraints does not seriously aect the computation
time. We also note that packing constraints are auxiliary; i.e., our objective is
not to search for a minimum vertex cover under the constraints but to search for a
minimum vertex cover or conclude that there exists a minimum vertex cover not
satisfying the constraints (which can be found in another case of the branching).
4.3 Reduction Rules
We use various reduction rules from theoretical branching algorithms. We denote
the set of all minimum vertex covers of G by vc(G).
4.3.1 Reductions from Exponential Algorithms
First, we introduce four reduction rules from the exact exponential algorithm by
Fomin et al. [40]. Three of them are quite simple. The rst one is the components
rule. When a graph is not connected, we can solve for each component separately.
The second one is the degree-1 rule. If a graph contains a vertex of degree at
most one, there always exists a minimum vertex cover that does not contain the
vertex. Therefore, we can delete it and include its neighbors to the vertex cover.
The third one is the dominance rule. We say a vertex v dominates a vertex u if
N [u]  N [v]. If a vertex v dominates some vertex, there always exists a minimum
vertex cover that contains v. Therefore, we can include it to the vertex cover.
We note that the degree-1 rule is completely contained in the components rule
and the dominance rule. However, it is still useful because its computational cost
is smaller in practice. The nal rule, degree-2 folding, is somewhat tricky. It
removes a vertex of degree two and its neighbors while introducing a new vertex
as in the following lemma (see Figure 4.3 for an example).
Lemma 4.1 (Degree-2 Folding [40]). Let v be a vertex of degree two whose two
neighbors are not adjacent, and let G0 be a graph obtained from G by removing
N [v], introducing a new vertex w which is connected to N2(v). Then, for any
C 0 2 vc(G0), the following C is in vc(G):
C =
(
C 0 [ fvg (w 62 C 0);
(C 0 n fwg) [N(v) (w 2 C 0):
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Figure 4.3: An example of the degree-2 folding
4.3.2 Reductions from FPT Algorithms
We use the linear-time LP-based reduction rule (xing the integral part of an
extreme minimum solution) described in Section 3.2. In our implementation, we
compute the initial maximum ow by using the Hopcroft-Karp algorithm [50],
which runs in O(jEjpjV j) time. As we described in Section 3.2, when the graph
is changed by reductions or branchings, we do not recompute the maximum ow
from scratch but modify the current non-maximum ow to the maximum one by
searching for augmenting paths in the residual graph.
4.3.3 Reductions from Exponential Algorithms for Sparse Graphs
Now, we introduce the four reduction rules that appeared in the exact exponential
algorithm for sparse graphs by Xiao and Nagamochi [105]. These rules are very
complicated, but as we see in Section 4.6, they are quite useful in practice.
The rst rule, unconned, is a generalization of the dominance and the satellite
rules by Kneis et al. [64]. A vertex v is called unconned if the following procedure
returns yes:
1. Let S = fvg.
2. Find u 2 N(S) such that jN(u) \ Sj = 1 and jN(u) nN [S]j is minimized.
3. If there is no such vertex, return no.
4. If N(u) nN [S] = ;, return yes.
5. If N(u) nN [S] is a single vertex w, go back to line 2 by adding w to S.
6. Return no.
For any unconned vertex v, there always exists a minimum vertex cover that
contains v. Thus, we can include it to the vertex cover.
The second rule, twin, is similar to the degree-2 folding rule. Two vertices u
and v are called a twin if N(u) = N(v) and d(u) = d(v) = 3. If there is a twin,
we can make the graph smaller, as in the following lemma (see Figure 4.4 for an
example).
Lemma 4.2 (Twin [105]). Let u and v be a twin. If there exists an edge among
N(u), for any C 0 2 vc(G   N [fu; vg]), C 0 [ N(u) 2 vc(G). Otherwise, let G0
be a graph obtained from G by removing N [fu; vg], introducing a new vertex w
connected to N2(u)nfvg. Then, for any C 0 2 vc(G0), the following C is in vc(G):
C =
(
C 0 [ fu; vg (w 62 C 0);
(C 0 n fwg) [N(u) (w 2 C 0):
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Figure 4.4: An example of the twin
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Figure 4.5: An example of the funnel
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Figure 4.6: An example of the desk
Now, we introduce the notion of alternative. Two subsets of vertices A and B
are called alternatives if jAj = jBj  1 and there exists a minimum vertex cover
C that satises C \ (A [ B) = A or B. The third and fourth rules are special
cases of the alternative. Let u; v be adjacent vertices such that N(v)nfug induces
a complete graph. Then, fug and fvg are alternative sets (called a funnel). Let
a1b1a2b2 be a chordless 4-cycle such that the degree of each vertex is at least
three. Let A = fa1; a2g and B = fb1; b2g. If it holds that N(A) \ N(B) = ;,
jN(A) n Bj  2, and jN(B) n Aj  2, then A and B are alternatives (called a
desk). If there is a funnel or a desk, we can remove it by the following lemma
(see Figures 4.5 and 4.6 for examples).
Lemma 4.3 (Alternative [105]). Let A;B be alternative subsets of vertices, and
G0 be a graph obtained from G by removing (N(A)\N(B))[A[B and introducing
an edge between every two nonadjacent vertices u 2 N(A)nN [B] and v 2 N(B)n
N [A]. Then, for any C 0 2 vc(G0), the following C is in vc(G):
C =
(
C 0 [ (N(A) \N(B)) [A (N(B) nN [A]  C 0);
C 0 [ (N(A) \N(B)) [B (N(A) nN [B]  C 0):
4.3.4 Packing Reductions
In Subsection 4.2.4, we introduced the branching rule that creates auxiliary con-
straints, called packing constraints, and introduced the simple reduction rule on
the basis of these constraints. In this subsection, we introduce more sophisticated
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reduction rules to exploit packing constraints. Let
P
v2S xv  k be a packing
constraint such that S is nonempty.
The rst rule is for the case in which k is zero. To satisfy the constraint,
we cannot include any vertices in S to the vertex cover. Thus, if there is an
edge among S, we can prune the subsequent search. Otherwise, we can delete S
from the graph while including N(S) to the vertex cover. Here, we can introduce
additional packing constraints. Let u be a vertex such that N(u) \ S is a single
vertex w, and let N+(u) = N(u) nN [S]. If we include all the vertices of N+(u)
to the vertex cover, by discarding the vertex u and including w, we can obtain a
vertex cover of the same size that does not satisfy the constraint of
P
v2S xv  0.
Thus, we can introduce a new constraint of
P
v2N+(u) xv  jN+(u)j   1.
The second rule is for the case in which k is positive. Let u 62 S be a vertex
such that jS \ N(u)j > k. If we do not include u to the vertex cover, all the
vertices of N(u) must be contained in the vertex cover. Thus, the constraint is
not satised. Therefore, we can include u to the vertex cover. Moreover, if at
least jN(u)j   1 vertices of N(u) are included to the vertex cover, by discarding
u and including the remaining vertex of N(u), we can obtain a vertex cover of
the same size that does not satisfy the constraint. Thus, we can introduce a new
constraint of
P
v2N(u) xv  jN(u)j   2.
When we also use reduction rules such as the degree-2 folding, which modies
the graph by deleting some vertices and creating new vertices, the deleted vertices
might be included to the vertex cover later on. In that case, we revert the
modication until all the vertices in the constraint are recovered and then check
the constraint.
4.4 Lower Bounds
We introduce several lower bounds that can be easily computed. In our main
implementation, we take the maximum of them as a lower bound.
4.4.1 Clique Cover
A set of disjoint cliques C1; : : : ; Ck is called clique cover if it covers all the vertices.
For a clique cover C1; : : : ; Ck, the value
Pk
i=1(jCij   1) = jV j   k gives a lower
bound for the size of the minimum vertex cover.
In our implementation, we compute a clique cover greedily as follows. First,
we sort the vertices by ascending order of their degrees and initiate a set of cliques
C to be an empty set. Then, for each vertex v, we search for a clique C 2 C to
which v can be added. If there are multiple possible cliques, we choose the one
with maximum size. If there are no such cliques, we add a clique of the single
vertex v to C. Since it takes only O(d(v)) time for each vertex v, the algorithm
runs in linear time in total.
This lower bound is also used in the state-of-the-art branch-and-bound al-
gorithm MCS [99]. MCS computes a clique cover using a more sophisticated
strategy to obtain a better lower bound. However, it does not scale for large
graphs.
4.4.2 LP Relaxation
The optimal value of the LP relaxation gives a lower bound for the size of the
minimum vertex cover. After the LP-based reduction, the remaining graph ad-
mits a half-integral optimal solution of value jV j2 . This lower bound has been used
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in FPT algorithms parameterized by the dierence between LP lower bounds and
the IP optimum [71, 58].
4.4.3 Cycle Cover
A set of disjoint cycles C1; : : : ; Ck is called cycle cover if it covers all the vertices.
Here, two adjacent vertices are considered as a cycle of length two, but a single
vertex does not form a cycle of length one. For a cycle cover C1; : : : ; Ck, the valuePk
i=1
l jCij
2
m
gives a lower bound for the size of the minimum vertex cover.
We do not have to compute a cycle cover from scratch. After the LP-based
reduction of Section 3.2, the maximum ow forms a perfect matching of the
bipartite graph G  fs; tg. Thus, by taking an edge uv for each edge lurv in the
perfect matching, we can obtain a cycle cover of the graph G in O(jV j) time.
Since the optimal value of the LP relaxation is jV j2 =
Pk
i=1
jCij
2 , the lower bound
given by this cycle cover is never worse than the LP optimum. Let v1; :::; vn
be vertices forming a cycle. If there are four vertices fvi; vi+1; vj ; vj+1g with
edges vivj+1 and vjvi+1, we can split the cycle into two smaller cycles. In our
implementation, if it is possible to split a cycle of even length into two smaller
cycles of odd length, we split it to improve the lower bound.
4.5 Parameterized Complexity of Vertex Cover above Lower
Bounds
The previous theoretical research has shown that if the LP relaxation gives a
lower bound that is close to the optimal value, Vertex Cover can be eciently
solved in the context of parameterized complexity [71]. In our algorithm, we used
two dierent lower bounds, clique cover and cycle cover, which can give a better
lower bound than LP relaxation. In this section, we investigate the parameterized
complexity of Vertex Cover above these lower bounds and show that even if
these lower bounds are very close to the optimal value, the problem can become
very dicult.
4.5.1 Vertex Cover above Clique Cover
Let us dene a parameterized problem, Vertex Cover above Clique Cover.
In this problem, we are given a graph G, a clique cover C of G, and a parameter
k0; our objective is to nd a vertex cover of size at most jV j   jCj + k0. Here,
jV j   jCj is the lower bound of the optimal solution size obtained from the given
clique cover. In contrast to LP lower bound, we prove that this parameterized
problem remains NP-hard even for constant parameter values (i.e., even when
the dierence between the lower bound obtained from the clique cover and the
optimal value is a constant).
Theorem 4.1. Vertex Cover above Clique Cover is NP-hard even when
the parameter value is xed to zero.
Proof. We prove the theorem by a reduction from 3-SAT. Let (X;F) be an
instance of 3-SAT, where X = fx1; x2; : : : ; xng is a set of variables and F =
fF1; F2; : : : ; Fmg is a set of 3-clauses on X. We write each clause Fi as Fi =
(li;1 _ li;2 _ li;3), where li;j is a literal of X, i.e., li;j = x or x for some x 2 X.
We reduce the instance of 3-SAT to an instance of Vertex Cover above
Clique Cover with a parameter k0 = 0 as follows. For each variable xi 2 X, we
create two vertices vi and vi and connect them by an edge. Let f be a function
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that maps a literal xi to the vertex vi and a literal xi to the vertex vi. For each
clause Fi = (li;1 _ li;2 _ li;3) 2 F , we create three vertices ui;1, ui;2, and ui;3, and
connect them to form a triangle. Then, for each j = 1; 2; 3, we connect ui;j to
f(li;j). Finally, we construct a clique cover C by taking a clique fvi; vig of size
two from each variable xi 2 X, and a clique fui;1; ui;2; ui;3g of size three from
each clause Fi 2 F . The number of the vertices is 2n+ 3m, and the size of this
clique cover is n +m. Thus, the lower bound obtained from the clique cover is
n+ 2m.
Finally, we prove that, if and only if the instance of 3-SAT is satisable, the
reduced graph has a vertex cover of size n+ 2m.
()) We construct a vertex cover C as follows. Let  be a truth assignment
that satises all the clauses. For each variable xi 2 X, if (xi) is true, we include
vi to C; otherwise, we include vi to C. This covers an edge between vi and vi.
For each clause Fi 2 F , we choose a literal li;j such that (li;j) is true. Since 
is a satisfying assignment, we can always choose such a literal. Then, we include
the two vertices other than ui;j from the triangle fui;1; ui;2; ui;3g to C. These
cover the edges on the triangle. Moreover, for each j = 1; 2; 3, if (li;j) is true,
f(li;j) is in C; otherwise, ui;j is in C. Therefore, the edge between ui;j and f(li;j)
is also covered. Thus, all the edges are covered by C; i.e., C is a vertex cover.
Apparently, the size of C is n+ 2m.
(() We construct a satisfying assignment  as follows. Let C be a vertex
cover of size n+ 2m. Since the lower bound obtained from the clique cover C is
also n+ 2m, this implies that for each clique Ci 2 C, C contains exactly jCij   1
vertices from Ci. Therefore, for each variable xi 2 X, C contains exactly one of
vi and vi. If vi is contained in C, we assign (xi) to true; otherwise, we assign
(xi) to false. Now, we show that this assignment  satises all the clauses.
For each clause Fi 2 F , since C contains exactly two vertices from the triangle
fui;1; ui;2; ui;3g, exactly one vertex ui;j of them is not contained in C. Since C is
a vertex cover, its adjacent vertex f(li;j) is contained in C. Thus, (li;j) is true,
and therefore, Fi is satised by .
4.5.2 Vertex Cover above Cycle Cover
Let us dene another parameterized problem Vertex Cover above Cycle
Cover. Similar to the previous problem, we are given a graph G, a cycle cover
C of G, and a parameter k0, and our objective is to nd a vertex cover of size
at most
P
C2C
l jCj
2
m
+ k0. Here,
P
C2C
l jCj
2
m
is the lower bound of the optimal
solution size obtained from the given cycle cover. Similar to Vertex Cover
above Clique Cover, Vertex Cover above Cycle Cover also remains
NP-hard even for constant parameter values.
Theorem 4.2. Vertex Cover above Cycle Cover is NP-hard even when
the parameter value is xed to zero.
Proof. The proof is almost the same. The size of each clique C in the clique
cover C used in the proof of Theorem 4.1 is two or three. Thus, the clique cover
C is also a cycle cover. Moreover, when jCj = 2 or 3, jCj   1 equals to
l jCj
2
m
.
Therefore, the lower bound obtained by considering C as a cycle cover exactly
matches the lower bound obtained by considering C as a clique cover. Thus, we
can use the same argument.
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4.6 Experiments
4.6.1 Setup
Experiments were conducted on a machine with Intel Xeon X5670 (2.93 GHz)
and 48GB of main memory running Linux 2.6.18. C++ programs were compiled
using gcc 4.8.2 with -O3 option. Java programs were executed with JRE 1.8.0.
All the timing results were sequential. We set the time limit for each execution
as 24 hours. Timeouts are denoted as `-' in tables.
Instances
As for problem instances, we focused on real large sparse networks. Computing
small vertex covers on these networks is important for graph indexing meth-
ods [28, 43]. We also used instances from DIMACS Implementation Challenge
and the Odd Cycle Transversal problem. Directions of edges are ignored
and self-loops were removed beforehand. The detailed description of the three
sets of graphs are as follows.
Real Sparse Networks: We focused on real large sparse networks such as
social networks, web graphs, computer networks and road networks. They were
obtained from the Stanford Large Network Dataset Collection1, Koblenz Network
Collection2, and Laboratory for Web Algorithmics3 [24, 23].
DIMACS Instances: DIMACS Instances are those from DIMACS Implemen-
tation Challenge on the maximum clique problem [61]. They consist of articial
synthetic graphs and problems reduced from other problems. We used comple-
ment graphs of them as Vertex Cover instances. Since they are originally
dense graphs and have at most thousands of vertices, explicitly considering com-
plement graphs is feasible and has been often done for benchmarking algorithms
for Vertex Cover and Minimum Independent Set. Indeed, these comple-
ment graphs are also available online for these problems, and we downloaded
them4.
Instances from Odd Cycle Transversal: The theoretical research on parame-
terized algorithms suggests that the fastest way to solveOdd Cycle Transver-
sal is to reduce them into Vertex Cover [71]. Therefore, we conduct experi-
ments on the graph reduced from an instance of Odd Cycle Transversal. We
used real Odd Cycle Transversal instances from bioinformatics, which for-
mulates the Minimum Site Removal problem5 [52]. The reduction from Odd
Cycle Transversal to Vertex Cover can be found in Subsection 3.1.3.
Methods
We generally compare the three algorithms forVertex Cover based on dierent
approaches: B&R, CPLEX and MCS [99]. For instances from Odd Cycle
Transversal, we also include the results of the algorithm for directly solving
Odd Cycle Transversal by Huner [52].
1http://snap.stanford.edu/data/
2http://konect.uni-koblenz.de/
3http://law.di.unimi.it/datasets.php
4http://www.cs.hbg.psu.edu/txn131/vertex_cover.html
5http://www.user.tu-berlin.de/hueffner/occ/
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B&R: B&R is the branch-and-reduce algorithm stated above, which is imple-
mented in Java. Unless mentioned otherwise, all the branching rules (Section 4.2),
all the reduction rules (Section 4.3), and all the lower bounds (Section 4.4) were
used. Our implementation is available online6.
CPLEX: IBM ILOG CPLEX Optimization Studio (CPLEX) is a state-of-the-art
commercial optimization software package. We used version 12.6 and formulated
Vertex Cover through integer programming. To exactly obtain the minimum
vertex cover, we set mip tolerances mipgap and mip tolerances absmipgap
as zero and switched on emphasis numerical. Nevertheless, CPLEX did not
produce truly optimal solutions for some instances, probably because of numerical
precision issues7. These results are presented in our tables in parentheses.
MCS: MCS [99] is a state-of-the-art branch-and-bound algorithm for the Max-
imum Clique problem. We used this algorithm for computing minimum vertex
cover by virtually considering complement graphs. The algorithm is tailored to
DIMACS instances and uses the greedy coloring technique to obtain good lower
bounds. The algorithm never applies any reductions. It was implemented by the
authors in C++.
Huner: This is the state-of-the-art algorithm by Huner for directly solving
Odd Cycle Transversal [52]. This algorithm is based on an FPT algorithm
by Reed, Smith and Vetta [91] using the iterative compression technique.
4.6.2 Algorithm Comparison
The experimental results on real sparse networks and DIMACS instances are
shown in Tables 4.1, 4.2, 4.3, 4.4, and 4.5. For each instance, the table lists the
number of vertices (jV j), the number of edges (jEj), the initial LP lower bound
before applying reduction rules (LP), the size of the minimum vertex cover (VC),
and results of the three methods. For each method, besides time consumption
in seconds (T), the number of branches (#B) are described. For CPLEX, the
number of introduced cuts (#C) is also denoted.
We rst observe that B&R and CPLEX clearly outperform MCS on real
sparse networks. Also, except for road networks, B&R is generally comparable
with CPLEX. B&R solves several cases that CPLEX fails to solve within the
time limit, such as libimseti, hollywood-2009, and hollywood-2011. Moreover, for
some of the other instances, such as petster-cat, soc-LiveJournal1, web-Google,
and in-2004, B&R is orders of magnitude faster than CPLEX. On the other hand,
for a few web graph such as cnr-2000 and eu-2005, only CPLEX gave an answer
within the time limit.
In contrast, on DIMACS instances, as it is tailored to these instances, MCS
generally works better. The performances of B&R and CPLEX are comparable.
For example, B&R solved some of the p hat instances and sanr instances that
6https://github.com/wata-orz/vertex_cover
7We also tested modication of the feasibility tolerance parameter in its simplex routine
(simplex tolerances feasibility). Indeed, the results were quite sensitive to this parameter,
which implies numerical precision issues. We observed that the best results were produced
by the default value 10 6 in almost all the cases, and thus, the default value was used for
this parameter. Consequently, we switched on the numerical precision emphasis parameter
(emphasis numerical). While it improved the results to some extent, in some instances the
results were larger than ours, though we conrmed that our smaller solutions were, indeed,
vertex covers.
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CPLEX could not solve, but CPLEX solved some of the gen instances that B&R
could not solve.
Tables 4.6 and 4.7 lists the results on instances from the Odd Cycle
Transversal problem. For Huner's algorithm, we describe the number of
augmentations (#A) instead of the number of branches. We observe that B&R,
CPLEX and MCS strongly outperform Huner's algorithm.
4.6.3 Observations
Finally, we examine the eect of branching strategies, reduction rules and lower
bounds.
Branching Rules
We compared the following three branching strategies. B0 selects a vertex to
branch on in a uniformly random manner, B1 branches on a vertex with the
minimum degree and B2 chooses a vertex with the maximum degree.
Table 4.8 lists the results, which show that selecting a vertex with the maxi-
mum degree (B2) is signicantly better than other strategies. This matches the
results of theoretical research. Another interesting nding here is that the mini-
mum degree strategy (B1) performs better than the random strategy (B0). This
is because our algorithm incorporates mirror branching (Subsection 4.2.2), which
occurs more often when branching on vertices with small degrees.
Reduction Rules
To examine the eects of reduction rules, we compare algorithms R0{R4, which
use dierent sets of reduction rules. R0 does not use any reduction rules other
than connected component decomposition. R1 uses the rst three reduction
rules: degree-1, dominance, and degree-2 folding (Subsection 4.3.1). In addition
to the rst three reduction rules, R2 uses the LP-based reduction rule (Subsec-
tion 4.3.2). R3 also adopts unconned, twin, funnel, and desk (Subsection 4.3.3).
R4 uses all the reduction rules, including the packing rule (Subsection 4.3.4),
which is newly introduced in this thesis.
Results are listed in Table 4.9. We can observe the signicant eect of reduc-
tion rules on the search space. Indeed, without reduction rules, R0 cannot solve
any problems. On the other hand, we conrm that search space gets smaller and
smaller by introducing reduction rules on instances such as web-Google, web-
NotreDame and as-Skitter. We can also see that the number of problems that
can be solved within the time limit increases by adopting reduction rules.
Lower Bounds
Finally, we compare algorithms L0{L4 using dierent lower bounds. L0 only
uses the number vertices currently included to the vertex cover. L1, L2, and
L3 use the clique cover (Subsection 4.4.1), LP relaxation (Subsection 4.4.2), and
cycle cover (Subsection 4.4.3), respectively. L4 combines all these lower bounds.
Table 4.10 describes the results. It shows that the dierence of lower bounds
does not drastically aect the results in comparison to the branching rules and
the reduction rules. As expected, the search space of L4 is the smallest among
the ve methods in all the instances. Since L3 is an extension of L2, it works
better than L2 in all the instances. Although L1 works better than L3 in some
instances, L3 works better in the other instances.
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Chapter 5
FPT Algorithms via Discrete Relaxations
In this chapter, we propose a new technique called discrete relaxation for widen-
ing the applicability of FPT branch-and-bound methods. First, in Section 5.1,
we introduce powerful tools from the study of valued constraint satisfaction prob-
lems (VCSPs). Then, in Section 5.2, we formally dene the discrete relaxations
and present FPT branch-and-bound algorithms. In Section 5.3, we introduce
k-submodular relaxations and give unied proofs for Vertex Cover and Edge
Multiway Cut, and a new algorithm forUnique Label Cover. In Section 5.4,
we improve the nO(1) part of the running time and obtain linear-time FPT algo-
rithms by generalizing the algorithm in Chapter 3. Finally, in Section 5.5, we deal
with vertex-deletion problems. We note that the results in Sections 5.2 and 5.3
are also contained in the extended abstract by Wahlstrom [101] based on which
we wrote the joint version [59]. Although the symbol `k' is usually used to denote
the parameter, in this chapter, we use the symbol `p' for avoiding the confusion.
5.1 Valued Constraint Satisfaction Problems
5.1.1 Denitions
Let D be a nite set called the domain. A cost function on D is a function
f : Dr ! R0, where r is the arity of f . For a constraint R on Dr, let the soft
version of R denote the cost function f : Dr ! f0; 1g such that f(a) = 0 if R(a)
is satised, and f(a) = 1 otherwise.
A valued constraint language   is a set of cost functions. We denote by  c the
set of all functions obtained from functions in   by xing a subset of the variables
to domain values. For any function f 2  c, a function fi;a, which is dened by
fi;a(x1; : : : ; xi 1; xi+1; : : : ; xr) = f(x1; : : : ; xi 1; a; xi+1; : : : ; xr), is also in  c. We
use this property for implementing branching. A language   is called closed under
substitution if it holds that   =  c. In our research, we are interested in languages
with bounded fractionality. Let c be the smallest integer such that c  f becomes
integral for any cost function f 2  , i.e., the codomain of f is 1cN. Then, we call
the language is 1c -integral. A
1
2 -integral language is called half-integral.
An application f(x1; : : : ; xr) of a cost function f : D
r ! R0 to a tuple of
variables (x1; : : : ; xr) is called a valued constraint. For a xed valued constraint
language  , a problem VCSP( ) is dened as follows. An instance of VCSP( )
is a pair of a variable set X = fx1; : : : ; xng and a list of valued constraints
(f1(x1;1; : : : ; x1;r1); : : : ; fm(xm;1; : : : ; xm;rm)), where fi 2   and xi;j 2 X for each
i and j. The objective function of the instance I is a function fI : D
X ! R0
dened by fI(x1; : : : ; xn) =
Pm
i=1 fi(xi;1; : : : ; xi;ri). The objective is to nd an
assignment  : X ! D that minimizes fI() = fI((x1); : : : ; (xn)). We denote
the optimal value of an instance I by OPT(I).
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A valued constraint language   is called tractable if, for any nite subset
 0   , VCSP( 0) is in P. The complexity of VCSP( ) depends on the choice of
the language  . By choosing appropriate  , we can dene a variety of problems
as VCSP( ). Let us see two examples.
Example 5.1. Let D = f0; 1g and   = ff0; f1; fg which are dened as follows:
f0(x) = x, f1(x) = 1   x, f(x; y) = 0 if x  y, and f(x; y) = 1 if x > y.
Then, VCSP( ) becomes equivalent to the (directed) minimum s-t cut problem by
the following correspondence between valued constraints and edges: f0(v) $ sv,
f1(v)$ vt, and f(u; v)$ uv. Therefore, VCSP( ) is in P.
Example 5.2. Let D = f0; 1g and   = ff0; f_g which are dened as follows:
f0(x) = x, f_(0; 0) = 1, and f_(x; y) = 0 otherwise. Then, VCSP( ) can encode
Vertex Cover by introducing the valued constraint f0(v) for each vertex v and
the valued constraint f_(u; v) for each edge uv. Therefore, VCSP( ) is NP-hard.
5.1.2 Tractable VCSPs
A series of work by Thapper and Zivny and by Kolmogorov [97, 65, 98] gave a
complete dichotomy theorem for tractable VCSPs; they showed that   is tractable
if and only if it admits a binary symmetric fractional polymorphism. Moreover,
they also showed that a simple LP relaxation (called the basic LP relaxation) can
solve any tractable VCSPs exactly. Here, we note that the size of the basic LP
relaxation is exponential in the arity of the valued constraints. If all cost functions
in   are bounded-arity, we can solve VCSP( ) in polynomial time by using the
basic LP relaxation. However, if   contains unbounded-arity cost functions (i.e.,
the arity of valued constraints can depend on the number of variables), the basic
LP relaxation does not give a polynomial-time algorithm. Here, we assumed that
each valued constraint is given as an oracle and thus the input size is polynomial
in jDj, n, and m. We note that in this setting, the tractability of a language
  containing unbounded-arity functions does not imply that VCSP( ) is in P1
because the tractability of   is dened by a nite subset of   and any cost function
in a nite language is bounded-arity.
In our research, we do not need the precise denition of the fractional poly-
morphism and the following simpler notion is enough. Let f : Dr ! R be a cost
function. A binary multimorphism of f is a pair of operations hh1; h2i : D2 ! D
such that for any a; b 2 Dr, we have f(a) + f(b)  f(h1(a; b)) + f(h2(a; b)).
Here, the operations are applied componentwise, e.g., h((a; b; c); (d; e; f)) =
(h(a; d); h(b; e); h(c; f)). Similarly, hh1; h2i is a multimorphism of a valued con-
straint language   if it is a multimorphism of every f 2  . A multimorphism
hh1; h2i is called symmetric if it holds that hi(a; b) = hi(b; a) for any a; b 2 D and
i 2 f1; 2g, and called idempotent if it holds that hi(a; a) = a for any a 2 D and
i 2 f1; 2g. Since the multimorphism is a special case of the fractional polymor-
phism, if a language   admits a binary symmetric multimorphism, it is tractable.
We note that, from the denitions, any binary symmetric and idempotent mul-
timorphism of   is also a multimorphism of  c. Thus, if   admits a binary
symmetric and idempotent multimorphism,  c is also tractable.
Submodular functions would be the prime example of tractable functions.
A set function f : 2X ! R is called submodular if it satises the inequality
f(A) + f(B)  f(A\B) + f(A[B) for any A;B  X. We can observe that the
1If we assume that each valued constraint of arity r is given as a list of jDjr values, the size of
the basic LP relaxation becomes polynomial in the input size and thus the basic LP relaxation
can solve the problem in polynomial time.
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pair of operations h\;[i is a binary symmetric and idempotent multimorphism.
The submodular functions can be minimized in polynomial time, even when the
function is given as an oracle [55, 94]. Various generalizations of submodular
functions, including submodular on an arbitrary lattice and (weakly or strongly)
tree-submodular functions [97], can be shown to be tractable by this framework.
In our research, we will mainly use a class of k-submodular functions intro-
duced by Huber and Kolmogorov [51], which is a generalization of submodular
functions and a special case of tree-submodular functions. Let D = f0; 1; : : : ; kg
be a domain and let u;t be binary symmetric and idempotent operations de-
ned as follows; 0 u a = 0 for any a 2 D; 0 t a = a for any a 2 D; and
a u b = a t b = 0 for any distinct a; b 2 D n f0g. A function f : Dr ! R is called
k-submodular if it admits hu;ti as a multimorphism. The value 0 2 D, which
plays the special role in the denition, is called the root. The 1-submodular func-
tions correspond to submodular functions and the 2-submodular functions are
referred to as bisubmodular functions. Similarly to the submodular functions,
bisubmodular functions can be minimized in polynomial time, even in a value or-
acle model [42]. On the other hand, polynomial time algorithms for minimizing a
k-submodular function, which is given as an oracle, are not known yet. However,
if a function can be written as a sum of bounded-arity k-submodular functions,
we can minimize it in polynomial time by using the basic LP relaxation.
5.2 Discrete Relaxations
The existing FPT branch-and-bound algorithms for Vertex Cover [71] and
Node Multiway Cut [34] rely on two properties of the LP relaxations: the
half-integrality and the persistency. In our approach, instead of showing the
half-integrality of an LP relaxation of a problem, we rst dene the problem as
VCSP( ) on a domain D and then relax it to a tractable VCSP( 0) by extending
the domain to D0  D, which is called a discrete relaxation of VCSP( ). We
can prove the tractability just by showing a binary symmetric multimorphism,
and moreover, we can easily prove the persistency of the relaxation by using the
multimorphism. In this section, we formally dene the notion of the discrete
relaxations and the persistency, and then present FPT branch-and-bound algo-
rithms based on discrete relaxations. We use the same denitions as in the joint
paper [59] which is based on the extended abstract by Wahlstrom [101].
For a cost function f : Dr ! R0, we say that a function f 0 : (D0)r ! R0 on
an extended domainD0  D is a discrete relaxation of f if it satises f(a) = f 0(a)
for every a 2 Dr. We call the original domain D as an integral domain and the
extended domain D0 as a relaxed domain. Similarly, for a valued constraint
language  , we say that a language  0 = ff 0 j f 2  g is a discrete relaxation
of   if each f 0 2  0 is a discrete relaxation of f 2  . If   is integral and  0 is
1
c -integral, we say that  
0 is a 1c -integral discrete relaxation of  .
Let   be a language on a domain D and  0 be a discrete relaxation of  .
An instance I of VCSP( ) is relaxed to an instance I 0 of VCSP( 0) by replacing
every cost function f 2   by the corresponding relaxation f 0 2  0. We call the
dierence OPT(I) OPT(I 0) as the relaxation gap of I. We say that the discrete
relaxation  0 is persistent if for any instance I of VCSP( ) and for any optimal
assignment  : X ! D0 of the relaxed instance I 0 of VCSP( 0), there is an
optimal assignment  : X ! D of the original instance I satisfying (x) = (x)
for any variable x 2 X with (x) 2 D.
As an example of the above denitions, let us see an application to Vertex
Cover. As we saw in Example 5.2, the language   = ff0; f_g dened on the
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Algorithm 5 FPT branch-and-bound via discrete relaxation
1: procedure Solve(I 0)
2: if OPT(I 0) > p then return false
3: if the variable set X of I 0 is empty then return true
4: pick a variable x 2 X
5: for a 2 D do
6: if OPT(I 0[x a]) = OPT(I 0) then
7: return Solve(I 0[x a])
8: return
W
a2D Solve(I
0[x a])
domain D = f0; 1g can encode Vertex Cover, and thus VCSP( ) is NP-hard.
Let us dene a discrete relaxation  0 of   as follows. First, we relax the domain
D to D0 = f0; 12 ; 1g by adding the half-integral value 12 to the original domain.
Then, the cost functions can be relaxed to f 00 and f 0_ by setting f 00(x) = x and
f 0_(x; y) = max(0; 1 x y). We can observe that this discrete relaxation actually
corresponds to the classical half-integral LP relaxation of Vertex Cover (see
Subsection 3.1.1), and therefore, it is a persistent half-integral relaxation and can
be solved in polynomial time. As we will see in Subsection 5.3.2, the relaxed
functions become bisubmodular by taking 12 as the root. Thus, without using the
correspondence to the LP relaxation, we can directly show the tractability of the
relaxed problem.
Using persistent relaxations, we can establish FPT branch-and-bound algo-
rithms as following shows.
Lemma 5.1. Let   be a valued constraint language on a domain D which is
closed under substitution and admits a persistent 1c -integral discrete relaxation  
0
such that VCSP( 0) is in P. Then, any instance I of VCSP( ) can be solved in
O(jDjcp0) time, where p0 = OPT(I) OPT(I 0) is the relaxation gap.
Proof. Let I be the input instance. First, we create the relaxed instance I 0 and
compute the initial lower bound OPT(I 0). Our task is to nd an assignment of
value at most p = OPT(I 0) + p0. We solve the problem by using the branch-and-
bound algorithm described in Algorithm 5. In the recursive call of the algorithm,
we rst compute the lower bound OPT(I 0). If the lower bound is larger than
p, we prune the search (line 2). If there are no remaining variables, we have
found the assignment and nish the algorithm (line 3). Otherwise, we pick an
arbitrary variable x 2 X and attempt to x x to a for every a 2 D in turn. Let
I 0[x a] denote the instance obtained by xing x to a. Since this is an instance
of VCSP( 0), we can compute the optimal value in polynomial time. If there is
a value a 2 D such that xing x to a does not increase the optimal value, we
can safely x it without branching because the relaxation is persistent (line 7).
Otherwise, we branch into jDj cases (line 8). Since the relaxation is 1c -integral,
in each branch, the lower bound increases by at least 1c . Thus, the depth of the
search tree is bounded by cp0, which leads to the running time of O(jDjcp0).
For several cases, the factor jDj in the base of the running time in the above
lemma can be improved to a constant by changing the branching strategy (see
the case of Edge Multiway Cut in Subsection 5.3.3). However, such an im-
provement would not possible in general (see the case of Unique Label Cover
in Subsection 5.3.3).
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5.3 k-submodular Relaxations
We now investigate the power of k-submodular functions for discrete relaxation.
Let   be a valued constraint language on a domain D = f1; 2; : : : ; kg and  0 be
a discrete relaxation of   on a relaxed domain D0 = f0; 1; 2; : : : ; kg. If  0 is k-
submodular (by considering 0 as the root), it is called a k-submodular relaxation.
First, we show the persistency of k-submodular relaxations.
Lemma 5.2. Any k-submodular relaxation is persistent.
Proof. Let () be an operation dened by a  b = (a t b) t b. We can observe
that a  0 = a holds for any a 2 D0 and a  b = b holds for any a; b 2 D. Let
f : D0X ! R be a k-submodular function and b 2 D0X be a (relaxed) optimum.
Then, for any a 2 D0X , we have:
f(a t b)  f(a t b) + f(a u b)  f(b) (optimality)
 f(a) + f(b)  f(b) (k-submodularity)
= f(a):
Therefore, we have f(a  b) = f((a t b) t b)  f(a t b)  f(a). Thus, for
any integral optimum a 2 DX , a  b also becomes an integral optimum, and
moreover it agrees with b on the integral coordinates of b.
By applying Lemma 5.1, we get the following corollary.
Corollary 5.1. Let   be a valued constraint language which is closed under sub-
stitution and admits a 1c -integral k-submodular relaxation  
0 such that VCSP( 0)
is in P. Then, any instance I of VCSP( ) can be solved in O(kcp0) time, where
p0 = OPT(I) OPT(I 0) is the relaxation gap.
As we noted in Subsection 5.1.2, for a k-submodular language   contain-
ing unbounded-arity functions, no polynomial-time algorithms for VCSP( ) are
known yet. However, if every cost function in   is bounded-arity, we can solve
VCSP( ) in polynomial time by using the basic LP relaxation. On the other
hand, for a bisubmodular language  , we can solve VCSP( ) in polynomial time
even if   contains unbounded-arity functions. Thus, we can obtain the following
corollary.
Corollary 5.2. Let   be a valued constraint language with a 1c -integral bisubmod-
ular relaxation  0. Then, any instance I of VCSP( ) can be solved in O(2cp0)
time, where p0 = OPT(I) OPT(I 0) is the relaxation gap.
We note that we do not need the condition of closed under substitution be-
cause  c also admits a
1
c -integral bisubmodular relaxation ( c)
0 and VCSP(( c)0)
is also in P.
In the rest of this section, we rst introduce useful functions with k-
submodular relaxations (Subsection 5.3.1). Then, we apply bisubmodular re-
laxations for re-deriving the known FPT results for problems related to Vertex
Cover and giving a new FPT algorithm for Submodular Vertex Cover
(Subsection 5.3.2). Finally, we apply k-submodular relaxations for re-deriving
the known FPT result for Edge Multiway Cut and giving a new FPT algo-
rithm for edge-deletion Unique Label Cover (Subsection 5.3.3).
54
5.3.1 Basic k-submodular Functions
Now, let us introduce useful functions with k-submodular relaxations. For an
integer k  2, let Bk denote the language on a domainD = f1; 2; : : : ; kg consisting
of the following cost functions (called the basic functions).
1. Any integral unary function f : D ! N;
2. the soft version of a constraint (x = (y)) for any permutation  on D;
3. the soft version of a constraint (x = a _ y = b) for a; b 2 D.
Since Bk contains all integral unary functions, it is closed under substitution. As
we will see in the subsequent subsections, VCSP(Bk) can naturally encode many
problems.
Let D0 = f0; 1; 2; : : : ; kg be the relaxed domain. We dene the half-integral
discrete relaxation B0k as follows.
1. For an integral unary function f , we dene f 0(0) = 12(f(a1)+f(a2)), where
a1 = argmina2D f(a) and a2 = argmina2D:a 6=a1 f(a).
2. For the soft version f of a constraint (x = (y)), we dene f 0(0; 0) = 0 and
f 0(a; 0) = f 0(0; a) = 12 for a 2 D.
3. For the soft version f of a constraint (x = a _ y = b), we dene f 0(a; 0) =
f 0(0; b) = f 0(0; 0) = 0, and f 0(a0; 0) = f 0(0; b0) = 12 for a
0 2 D n fag and
b0 2 D n fbg.
The functions B0k dened above are actually k-submodular, and thus we call
them the basic k-submodular functions.
Lemma 5.3. B0k is a k-submodular relaxation of Bk.
Proof. Although we can prove the lemma by straight-forward case analysis, we
only provide a proof for the rst case of the basic functions (any integral unary
function) here. For the other two cases, we provide a program code2 checking
the inequalities, whose correctness can be checked easily than a long boring case
analysis. We note that since the arity of the functions is at most two, each
inequality contains at most four variables, and therefore it suces to check the
inequalities for the case of k = 4. We also note that, by symmetry, it suces
to check the inequalities against identity bijection for the second case and a
constraint (x = 1 _ y = 1) for the third case.
Let f be a unary function and f 0 be the relaxation of f dened by f 0(0) =
1
2(f(a1) + f(a2)), where a1 = argmina2D f(a) and a2 = argmina2D:a 6=a1 f(a).
Consider two values x; y 2 D0. If it holds that x 6= y, x 6= 0, and y 6= 0, we
have f 0(x u y) + f 0(x t y) = 2f(0)  f 0(x) + f 0(y). Otherwise, it holds that
fx u y; x t yg = fx; yg. Thus, f 0 is k-submodular.
Since all the cost functions in B0k are bounded-arity, VCSP(B0k) is in P. Thus,
via Corollary 5.1, we obtain the following corollary.
Corollary 5.3. Any instance I of VCSP(Bk) can be solved in O(k2p0) time,
where p0 = OPT(I) OPT(I 0) is the relaxation gap.
2http://www-imai.is.s.u-tokyo.ac.jp/~y.iwata/CheckKSubmodular.java
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5.3.2 Bisubmodular Relaxations
First, we show the correspondence between the half-integral LP relaxation of
Vertex Cover and the half-integral bisubmodular relaxation. Let   = ff0; f_g
be the language on a domain D = f0; 1g such that VCSP( ) can encode Vertex
Cover (see Example 5.2). Since f0 is the unary function and f_ be the soft
version of a constraint (x = 1 _ y = 1), we have    B2. Therefore, from
Corollary 5.3, Vertex Cover can be solved in O(22p0) = O(4p0) time, where
p0 is the relaxation gap. By dening the relaxed domain as D0 = f0; 12 ; 1g, the
relaxed functions can be written as f 00(x) = x and f 0_(x; y) = max(0; 1  x   y).
Thus, the bisubmodular relaxation corresponds to the classical LP relaxation
of Vertex Cover (see Subsection 3.1.1), and therefore the relaxation gap p0
coincides with the gap by the LP relaxation. In this way, we can re-derive the
known FPT result for Vertex Cover above LP by Lokshtanov et al. [71].
Although they gave the FPT result forAlmost 2-SAT by a reduction toVertex
Cover above LP, we can directly re-derive the result because VCSP(B2) can
naively encode Almost 2-SAT (by using the third type of the function).
Corollary 5.4 ([71]). Vertex Cover Above LP and Almost 2-SAT are
FPT with a running time of O(4p).
Because we have a value oracle minimizer for bisubmodular functions, we
can use arbitrary functions admitting bisubmodular relaxations in addition to
the basic functions B2. One of such functions is a submodular function. For a
submodular function f : f0; 1gX ! R, its Lovasz extension [73] f^ evaluated on a
domain D0 = f0; 12 ; 1g is dened as follows; for A 2 D0X , let A1; Ah  X denote
the sets of variables having the value 1 and the values at least 12 , respectively;
then f^ is dened by f^(A) = 12(f(A1) + f(Ah)).
Lemma 5.4. For a submodular function f : f0; 1gX ! N, its Lovasz extension
f^ : f0; 12 ; 1gX ! 12N is a half-integral (12 -rooted) bisubmodular relaxation of f .
Proof. From the denition, we have
2f^(A uB) = f((A uB)1) + f((A uB)h)
= f(A1 \B1) + f(Ah [Bh); and
2f^(A tB) = f((A tB)1) + f((A tB)h)
= f((A1 [B1) \ (Ah \Bh)) + f((A1 [B1) [ (Ah \Bh))
 f(A1 [B1) + f(Ah \Bh):
Therefore, it holds that
2f^(A uB) + 2f^(A tB)  f(A1 \B1) + f(Ah [Bh) + f(A1 [B1) + f(Ah \Bh)
 f(A1) + f(B1) + f(Ah) + f(Bh)
= 2f^(A) + 2f^(B):
By using the above lemma, we can extend the objective function of Vertex
Cover to submodular functions.
Submodular Vertex Cover Parameter: p0
Input: A graph G = (V;E), a submodular function f : 2V ! N (given as an
oracle), and an integer p0.
Question: Is there a vertex cover C  V of G such that f(C) is at most the
relaxed minimum f^(C) plus p0?
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This problem was previously shown to have a half-integral relaxation [56].
From Lemma 5.4, the problem is also FPT.
Corollary 5.5. Submodular Vertex Cover is FPT, with a running time of
O(4p0).
5.3.3 k-submodular Relaxations
First, we show the correspondence between the half-integral LP relaxation of
Edge Multiway Cut and the half-integral k-submodular relaxation.
Edge Multiway Cut Parameter: p
Input: An undirected graph G = (V;E), a set of terminals T  V , and an
integer p.
Question: Is there a subset of edges C  E of size at most p such that each
terminal in T belongs to a dierent connected component in G0 = (V;E nC)?
The LP relaxation of Edge Multiway Cut is as follows:
minimize
X
e2E
xe
s.t.
P
e2P xe  1 8path P connecting two distinct terminals;
xe  0 8e 2 E:
Garg et al. [44] proved the half-integrality of the above LP relaxation. Note that
for any half-integral solution x, the rounding dxe, dened by dxei = dxi e,
is an integral solution whose value is at most the twice of the original value,
and therefore the gap by the LP relaxation is upper-bounded by the half of the
optimal value. Although the above half-integral LP is dened on the domain
f0; 12 ; 1gE , we view the problem from a dierent point of view as follows.
Let us assume T = [k]. We use the terminal set T as the domain. Let
f= : T  T ! N be the soft version of the constraint (x = y) and ft : T ! N
denote the soft version of the constraint (x = t) for t 2 T . Then, for a language
  = (ff=g [ fft j t 2 Tg), VCSP( ) can encode Edge Multiway Cut by
introducing the valued constraint f=(u; v) for each edge uv 2 E and the valued
constraint ft(t) of a suciently large weight for each terminal t 2 T . Here,
variables having a value t 2 T correspond to the vertices in the same connected
component as the terminal t, and the edges for which the constraints are not
satised correspond to the cut.
Since    Bk, it admits a half-integral k-submodular relaxation and thus
VCSP( ) can be solved in O(jT j2p0), where p0 is the relaxation gap. Here, by
the correspondence between the variables having the relaxed value 0 and the
vertices that are at distance at least 12 from any terminals (by using the LP
solution x as the edge length), the k-submodular relaxation corresponds to the
LP relaxation, and therefore the relaxation gap p0 coincides with the gap by the
LP relaxation. In this way, we can obtain an O(jT j2p0) = O(jT jp)-time FPT
algorithm Edge Multiway Cut.
Although the above running time is worse than the O(2p) time obtained by
Cygan et al. [34], we can improve it to O(2p) time by using their branching
strategy described below. We pick an edge uv 2 E such that the value of u is
integral t 2 T and the value of v is 0. If there are no such edges, we can x all
the variables of value 0 to an arbitrary integral value i 2 T without increasing
the objective value. In order to satisfy the constraint (u = v), we need to assign
t to v. If the optimal value does not increase by this assignment, we can safely
x it. Otherwise, we branch into two cases: either (1) xing the value of v to t
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or (2) removing the edge uv while adding a constant 1 to the objective function.
Since in each case of the branching, the optimal value increases by at least 12
(because f=(t; 0) =
1
2), the depth of the search tree is bounded by 2p
0. Thus, the
running time is bounded by O(22p0) = O(2p). Note that this improvement is
not possible in general as we will see below.
Corollary 5.6 ([34]). Edge Multiway Cut is FPT with a running time
of O(2p).
We now focus on the problem Unique Label Cover, which is dened as
follows.
Unique Label Cover Parameter: p
Input: A directed graph G = (V;E), where each edge uv 2 E is associated
with a permutation uv of a constant size label set , and an integer p.
Question: Is there a labelling  : V !  such that the number of edges for
which the constraint (u) = uv((v)) is not satised is at most p?
Unique Label Cover is the dening problem of the Unique Games Con-
jecture [63], which is of central importance to the theory of approximation. In-
tuitively, the Unique Games Conjecture states that for any suciently small
;  > 0, there exists an integer k such that, over a label set of size k, distinguish-
ing whether there exists a labelling satisfying (1   )-fraction of edges or any
labelling can satisfy only -fraction of edges is NP-hard. The problem was previ-
ously considered from an FPT perspective by Chitnis et al. [29], who provided an
FPT algorithm with a running time of O(jjO(p2 log p)), using highly advanced
algorithmic methods. We observe that Unique Label Cover is equivalent to
VCSP( ) where   contains the soft versions of all constraints (x = (y)) for
bijection  on the label set . By setting  = [k], we have    Bk. Therefore,
from Corollary 5.3, Unique Label Cover can be solved in O(jj2p) time.
Corollary 5.7. Unique Label Cover is FPT with a running time of O(jj2p).
Our result implies that we can determine whether there is a labelling satisfying
jEj   O(log jEj) edges in polynomial time. Note that this does not contradict
the Unique Games Conjecture because when p = jEj, the running time of the
algorithm becomes exponential in jEj. Chitnis et al. [29] showed that the problem
becomes W[1]-hard when considering that the size of the label set is not a constant
but depends on an input. That is, we cannot remove the factor jj from the
base of the above running time under the assumption of FPT 6= W[1]. We
note that this does not rule out the existence of algorithms running in time like
O(cpjjo(p)).
5.4 Linear-time FPT Algorithms
In the previous section, we have shown that VCSP(Bk) can be solved in FPT
time (Corollary 5.3). In this section, we improve the nO(1) part of the running
time and obtain linear-time FPT algorithms by generalizing the linear-time FPT
algorithm for Vertex Cover above LP presented in Chapter 3. Our goal is
to prove the following theorem.
Theorem 5.1. Any instance I of VCSP(Bk) can be solved in O(k2p+1m) time,
where m is the number of valued constraints and p = OPT(I) is the optimal
value.
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Algorithm 6 Linear-time FPT branch-and-bound via discrete relaxation
1: procedure Solve(I 0)
2: compute an extreme minimum solution  of I 0
3: if fI0(
) > p then return false
4: for x 2 X with (x) 2 D do
5: I 0  I 0[x (x)]
6: if the variable set X of I 0 is empty then return true
7: pick a variable x 2 X
8: return
W
a2D Solve(I
0[x a])
More precisely, we can obtain a running time of O(k2p
0+1m + pkm), where
p0 = OPT(I)   OPT(I 0) is the relaxation gap. The latter part (pkm) is needed
for computing the initial optimal solution of I 0. Since we can upper-bound the
gap p0 by the the optimal value p, the running time in the theorem follows. From
the theorem, we can obtain the following corollaries.
Corollary 5.8. Almost 2-SAT can be solved in O(4pm) time.
Corollary 5.9. Unique Label Cover can be solved in O(jj2pm) time.
Let D = f1; 2; : : : ; kg be a domain and D0 = f0g [D be the relaxed domain.
We say that a minimum solution  2 D0X of a function f 0 : D0X ! R is dominated
by a minimum solution  2 D0X if  6=  and for any x 2 X it holds that
(x) 6= 0 ) (x) =  (x). If there are no such  , we say that  is an extreme
minimum solution. In what follows, we prove the following lemma.
Lemma 5.5. For any instance I 0 of VCSP(B0k), an extreme minimum solution
of I 0 can be computed in O(OPT(I 0)km) time.
Using the above lemma, we can prove the Theorem 5.1.
Proof of Theorem 5.1. The improved algorithm is described in Algorithm 6. In
the recursive call of the algorithm, we rst compute the extreme minimum solu-
tion  of I 0. From the denition, for any variable x 2 X with (x) = 0 and
for any value a 2 D, xing x to a together with the integral part of  strictly
increases the optimal value. Thus, in each case of the branching, the lower bound
increases by at least 12 , and therefore the depth of the search tree is bounded by
2p. Since it takes only O(pkm) time for each recursive call, the total running time
is bounded by O(k2p+1pm). We can improve the running time to O(k2p+1m) time
by applying the strategy described in Subsection 3.2.2 (reusing the previous min-
imum solution before a branching to recompute the new minimum solution after
the branching by searching augmenting paths in the residual graph). Since this
optimization is not important to achieve linear-time FPT3, we omit the detail
here.
Let f : D0X ! R0 be a function on a domain D0 = f0; 1; 2; : : : ; kg. In order
to prove Lemma 5.5, we aim to express f as cuts of a network. For a variable
v 2 X, we denote a vertex set fvi j i 2 Dg by Xv. An (X; k)-network is a
network on vertices V =
S
v2X Xv [ fs; tg. For an assignment  : X ! D0,
we dene the s-t cut corresponding to , which is denoted by S, as the set of
3Note that, in Chapter 3, the strategy was important to achieve linear-time FPT because
the problems were solved by reductions to Vertex Cover and therefore the optimal value of
the reduced instance is not bounded by the optimal value p of the original instance.
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vertices consisting of v(v) for each variable v 2 X with (v) 6= 0 together with
s. That is, S = fsg [ fv(v) j v 2 X;(v) 6= 0g. If an s-t cut contains at most
one vertex from each Xv, it is called normalized. Note that S is a normalized
cut for any . For a normalized cut S, we dene the assignment corresponding
to S by S(v) = i if S \Xv = fvig and S(v) = 0 if S \Xv = ;. A normalized
minimum cut S is called dominated by a normalized minimum cut S0 if it holds
that S  S0. If there are no such S0, we say that S is an extreme minimum cut.
We say that an (X; k)-network represents f if for any assignment  : X ! D0,
the capacity of the corresponding cut S is equal to the value of the function
f(). We say that a function f is representable if there is an (X; k)-network that
represents f . For an s-t cut S  V , we dene the normalized cut of S, which is
denoted by (S), as the set of vertices consisting of S\Xv for each variable v 2 X
with jS \Xvj = 1 together with s. That is, (S) = fsg [ fvi j v 2 X;S \Xv =
fvigg. We say that an (X; k)-network is k-submodular if for any s-t cut S, it
holds that c(S)  c((S)), where c is the capacity function of the network. If
there exists a k-submodular (X; k)-network that represents a function f , we say
that f is k-submodular representable.
If every cost function in a language   is k-submodular representable, VCSP( )
can be reduced to the minimum s-t cut problem as the following two Lemmas
show.
Lemma 5.6. Let   be a valued constraint language. If every cost function f 2  
is k-submodular representable, then for any instance I of VCSP( ), the objective
function fI is also k-submodular representable. Moreover, the number of edges of
the network for fI is bounded by the sum of the number of edges of the network
for each valued constraint of I.
Proof. We can construct the k-submodular network for fI by creating the k-
submodular network (Gi = (V;Ei); ci) for each valued constraint and then taking
the sum (G = (V;
Sm
i=1Ei);
Pm
i=1 ci).
Lemma 5.7. If a function f is k-submodular representable, then f can be mini-
mized by computing a minimum s-t cut of the network.
Proof. Since the network represents f , for any assignment , it holds that c(S) =
f(). Let  be a minimizer of f and S be a minimum s-t cut of the network.
Because the network is k-submodular, (S) is also a minimum s-t cut. Therefore,
f((S)) = c((S))  c(S) = f() holds. Since  is a minimiser of f , (S) is
also a minimizer of f .
In order to obtain an extreme minimum solution, we prove the following one-
to-one correspondence between the extreme minimum solution and the extreme
minimum cut.
Lemma 5.8. Let f : D0X ! R0 be a function and (G; c) be a k-submodular
network that represents f . Then, an assignment  : X ! D0 is an extreme
minimum solution if and only if its corresponding cut S is an extreme minimum
cut.
Proof. ()) Let S be a normalized minimum cut. If there exists a normalized
minimum cut S0 that dominates S, then, from the denition, it holds that S 6=
S0 and S(v) 6= 0 ) S(v) = S0(v). Thus, S is not an extreme minimum
solution.
(() Let  be a minimum solution. If there exists a minimum solution 0 that
dominates , then, from the denition, it holds that S  S0 . Thus, S is not
an extreme minimum cut.
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Figure 5.1: Unary f(v)
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…
Figure 5.2: (v = (u))
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𝑢𝑘
1
2
𝑣𝑑′
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𝑣𝑘
… …
Figure 5.3: (u = d_ v =
d0)
From the above lemma, in order to compute an extreme minimum solution,
it suces to compute an extreme minimum cut. Although the denitions are
dierent, we can use completely the same algorithm and proof used for Vertex
Cover (Algorithm 3 in Subsection 3.2.3).
Lemma 5.9. Given a k-submodular (X; k)-network (G = (V;E); c) and its
maximum ow, an extreme minimum cut of the network can be computed in
O(jV j+ jEj) time.
Now we show that any basic k-submodular function is k-submodular repre-
sentable. For the denition of the basic k-submodular functions, please refer to
Subsection 5.3.1.
Lemma 5.10. Any unary function f : D0 ! R0 is k-submodular representable.
Proof. Let d1 = argmind2D f(x). Then, we construct a (fvg; k)-network as fol-
lows (Figure 5.1):
 c(s; vd1) = f(0),
 c(vd1 ; t) = f(d1),
 c(vd; t) = f(d)  f(0) for any d 6= d1.
Note that, for d 6= d1, f(d)   f(0)  0 holds because it holds that 2f(0) 
f(d1) + f(d)  2f(d).
If (v) = 0, the capacity of the corresponding cut is c(S) = c(s; vd1) = f(0).
If (v) = d1, the capacity of the corresponding cut is c(S) = c(vd1 ; t) = f(d1). If
(v) = d for d 6= d1, the capacity of the corresponding cut is c(S) = c(s; vd1) +
c(vd; t) = f(d). Thus the network actually represents f .
Let D0  D be a set of size at least 2 and let S = fsg [ fvd j d 2 D0g be a
cut. When D0 does not contain d1, let d2; d3 be distinct elements contained in D0.
Then, c(S) is at least c(s; vd1)+c(vd2 ; t)+c(vd3 ; t) = f(d2)+f(d3) f(0). Since f
is k-submodular, f(d2)+ f(d3)  2f(0). Therefore, c(S)  f(0) = c((S)) holds.
When D0 contains d1, let d2 be another element contained in D0. Then, c(S) is at
least c(vd1 ; t)+ c(vd2 ; t) = f(d1)+f(d2) f(0)  f(0). Therefore, c(S)  c((S))
holds. Thus the network is actually k-submodular.
Lemma 5.11. For any permutation  on D, the basic k-submodular relaxation
f of the soft version of a constraint (x = (y)) is k-submodular representable.
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Proof. Let u; v be variables. We construct a (fu; vg; k)-network as follows (Fig-
ure 5.2):
 c(ui; v(i)) = 12 for any i 2 D,
 c(vj ; u 1(j)) = 12 for any j 2 D.
If (u) = (v) = 0, the capacity of the corresponding cut is c(S) = 0 = f().
If (u) = i 2 D and (v) = 0, the capacity of the corresponding cut is c(S) =
c(ui; v(i)) =
1
2 = f(). Similarly, if (u) = 0 and (v) 6= 0, the capacity of the
corresponding cut is equal to f(). If (u) = i 2 D;(v) = j 2 D and j = (i),
the capacity of the corresponding cut is c(S) = 0 = f(). Otherwise, the
capacity of the corresponding cut is c(S) = c(ui; v(i))+c(vj ; u 1(j)) = 1 = f().
Thus the network actually represents f .
Let S be a cut and I; J be two sets such that I = fi 2 D j ui 2 Sg and J =
fj 2 D j vj 2 Sg. If jIj  1 and jJ j  1, the cut S is already normalized. If jIj = 0
or jIj  2, and jJ j = 0 or jJ j  2, the capacity of the normalized cut is c((S)) =
c(fsg) = 0 and the capacity of the original cut is nonnegative. Therefore, c(S) 
c((S)) holds. If I = fig and jJ j  2, the capacity of the normalized cut is
c((S)) = c(fs; uig) = c(ui; v(i)) = 12 . Because  is a permutation, for at least
one j 2 J ,  1(j) is dierent from i. Therefore, the capacity of the original cut
is at least 12 . Thus, it holds that c(S)  c((S)). Similarly, if jIj  2 and jJ j = 1,
it holds that c(S)  c((S)). Thus, the network is actually k-submodular.
Lemma 5.12. For any d; d0 2 D, the basic k-submodular relaxation f of the soft
version of a constraint (x = d _ y = d0) is k-submodular representable.
Proof. Let u; v be variables. We construct a (fu; vg; k)-network as follows (Fig-
ure 5.3):
 c(ui; vd0) = 12 for any i 2 D n fdg,
 c(vj ; ud) = 12 for any j 2 D n fd0g.
If (u) = (v) = 0, (u) = d, or (v) = d0, the capacity of the corresponding
cut is c(S) = 0 = f(). If (u) = i 2 D n fdg and (v) = 0, the capacity of
the corresponding cut is c(S) = c(ui; v
0
d) =
1
2 = f(). Similarly, if (u) = 0
and (v) 2 D n fd0g, the capacity of the corresponding cut is equal to f(). If
(u) = i 2 D n fdg; (v) = j 2 D n fd0g, the capacity of the corresponding cut is
c(S) = c(ui; vd0) + c(vj ; ud) = 1 = f(). Thus the network actually represents
f .
Let S be a cut and I; J be two sets such that I = fi 2 D j ui 2 Sg and
J = fj 2 D j vj 2 Sg. If jIj  1 and jJ j  1, the cut S is already normalized.
If jIj = 0 or jIj  2, and jJ j = 0 or jJ j  2, the capacity of the normalized
cut is c((S)) = c(fsg) = 0 and the capacity of the original cut is nonnegative.
Therefore, c(S)  c((S)) holds. If I = fdg and jJ j  2, both of the normalized
cut and the original cut have the capacity zero. If I = fig for i 6= d and jJ j  2,
since J contains at least one element j which is dierent from d0, the capacity of
the original cut is at least c(vj ; ud) =
1
2 . On the other hand, the capacity of the
normalized cut is c((S)) = c(ui; v
0
d) =
1
2 . Therefore, it holds that c(S)  c((S)).
Similarly, if jIj  2 and jJ j = 1, it holds that c(S)  c((S)). Thus, the network
is actually k-submodular.
Finally, we prove Lemma 5.5.
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Proof of Lemma 5.5. We can construct a k-submodular (X; k)-network that rep-
resents the objective function fI0 by using Lemmas 5.10{5.12. Since we create
O(k) edges per each valued constraint, the size of the network is O(km). Because
the capacity of the minimum cut of the network is equal to OPT(I 0) and each
capacity is a multiple of 12 , we can compute the maximum ow of the network in
O(OPT(I 0)km) time. Then, by using Lemma 5.9, we can compute an extreme
minimum cut in O(km) time. Finally, by using Lemma 5.8, we can obtain an
extreme minimum solution. The total running time is O(OPT(I 0)km).
5.5 Discrete Relaxations for Vertex-deletion Problems
We note that the problems we have dealt with in the previous sections are gen-
erally edge- or constraint-deletion problems (e.g., Almost 2-SAT and Unique
Label Cover are problems to nd a minimum subset of constraints whose re-
moval makes the remaining constraints satisable, and Edge Multiway Cut is
a problem to nd a minimum subset of edges whose removal makes the terminals
separated). In this section, we extend the result to vertex- or variable-deletion
problems. First, we dene three problems: variable-deletion Almost 2-
SAT, Node Multiway Cut, and vertex-deletion Unique Label Cover.
variable-deletion Almost 2-SAT Parameter: p
Input: A 2-CNF C on a variable set X and an integer p.
Question: Is there a subset of variables S  X of size at most p such that
the 2-CNF fC 2 C j C  X n Sg becomes satisable?
Node Multiway Cut Parameter: p
Input: An undirected graph G = (V;E), a set of terminals T  V , and an
integer p.
Question: Is there a subset of vertices S  V nT of size at most p such that
each terminal in T belongs to a dierent connected component in G[V n S]?
vertex-deletion Unique Label Cover Parameter: p
Input: A directed graph G = (V;E), where each edge uv 2 E is associated
with a permutation uv of a constant size label set , and an integer p.
Question: Is there a subset of vertices S  V of size at most p such that there
exists a labelling  : V n S !  for which the constraint (u) = uv((v)) is
satised for any edge uv of G[V n S]?
For all of these three problems, FPT algorithms with the same running time as
the corresponding edge-deletion problems are known [71, 34, 29]. In Section 5.3,
by using k-submodular relaxations, we re-derived the known result for Almost
2-SAT and Edge Multiway Cut, and also gave the improved result forUnique
Label Cover. Similarly, in this section, we will re-derive the known FPT results
for variable-deletion Almost 2-SAT and Node Multiway Cut, and will
give an improved result for vertex-deletion Unique Label Cover.
One of the possible approaches to deal with vertex-deletion problems is as
follows. For each constraint C on variables S, we introduce new variables SC =
fvC j v 2 Sg and replace the occurrence of a variable v in C by vC . Then,
for each variable v appearing in constraints C1; : : : ; Cd, we introduce a valued
constraint (vC1 = : : : = vCd) (a soft wide equality), which takes 0 if all the vC 's
take an identical value and 1 otherwise. Now, with a cost of 1, each variable can
take dierent values for dierent constraints, which simulates the deletion of the
variable.
However, there is a problem on this approach; the soft wide equality functions
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have unbounded arity, and therefore we cannot use the basic LP relaxation to
solve the relaxation problem. For bisubmodular relaxations, this is acceptable,
both since we have an oracle minimizer [42], and since it can be encoded by a
2-CNF with additional variables, e.g., a soft wide equality (v1 = : : : = vd) can be
encoded as (v1 ! y)^: : :^(vd ! y)^(y ! z)^(z ! v1)^: : :^(z ! vd). Thus, we
can re-derive the known FPT result for variable-deletion Almost 2-SAT.
Moreover, by using the latter option, the problem can be encoded by VCSP(B2),
and thus we can obtain the linear-time FPT algorithm via Theorem 5.1.
Corollary 5.10. variable-deletion Almost 2-SAT can be solved in O(4pm)
time.
Unfortunately, for k-submodular relaxations, neither of the above two options
works, and thus we will need another approach. In the joint version [59], we solved
the problem by constructing a dierent LP. However, in this thesis, we present
another approach; we encode the problems by a language on a larger domain and
give a discrete relaxation which is not k-submodular.
Let D = f0; 1; : : : ; kg be a domain, where variables having the value 0 2 D
will correspond to the deleted variables, and let D = f1; 2; : : : ; kg denote the
subdomain. We note that D is not the relaxed domain but the integral domain
on which problems will be encoded. For a constraint R on Dr, we redene the soft
version of R as the cost function f : Dr ! f0; 1g such that f(a) = 0 if a 62 Dr or
R(a) is satised, and f(a) = 1 otherwise. We dene the vertex-deletion version
of the basic functions, denoted by Vk, as the language consisting of the following
functions.
1. Any integral unary function f : D ! N;
2. the soft version of a constraint (x = (y)) for any permutation  on D;
3. the soft version of a constraint (x = a _ y = b) for a; b 2 D.
We can observe that Vk can naturally encode vertex-deletion problems, e.g.,
vertex-deletion Unique Label Cover can be encoded by introducing the
unary constraint f0, dened by f0(0) = 1 and f0(x) = 0 otherwise, for each vertex
v 2 V and the soft version of the constraint (u = uv(v)) for each edge uv 2 E.
LetD0 = D[f00; 10; : : : ; k0g be the relaxed domain. We dene the half-integral
discrete relaxation V 0k as follows.
1. For the rst case, we dene f 0(i0) = 12(f(0) + f(i)) for i 2 D and
f 0(00) = 12(f(a1) + f(a2)), where a1 = argmina2 D f(a), and a2 =
argmina2 D:a 6=a1 f(a).
2. For the second case, we dene f 0(i; j0) = f 0(i0; j) = 12 for i; j 2 D with
i 6= (j), f 0(i; 00) = f 0(00; i) = 12 for i 2 D, and f 0(x; y) = 0 otherwise.
3. For the third case, we dene f 0(i; j0) = f 0(i0; j) = f 0(i; 00) = f 0(00; j) = 12
for i; j 2 D with i 6= a and j 6= b, and f 0(x; y) = 0 otherwise.
Lemma 5.13. V 0k is a persistent half-integral discrete relaxation of Vk. Moreover,
VCSP(V 0k) is in P.
Proof. Let t;u : D2 ! D be symmetric idempotent operations dened as follows;
 0 t j = j0 and 0 u j = j0 for j 2 D;
 0 t 00 = 0 and 0 u 00 = 00;
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 0 t j0 = 0 and 0 u j0 = j0 for j 2 D;
 i t j = 00 and i u j = 00 for i; j 2 D with i 6= j;
 i t 00 = i and i u 00 = 00 for i 2 D;
 i t i0 = i and i u i0 = i0 for i 2 D;
 i t j0 = i0 and i u j0 = 00 for i; j 2 D with i 6= j;
 00 t j0 = j0 and 00 u j0 = 00 for j 2 D;
 i0 t j0 = 0 and i0 u j0 = 00 for i; j 2 D with i 6= j.
Although we can prove that ht;ui is actually multimorphism by straight-forward
case analysis, we only provide a proof for the rst case of the basic functions (any
integral unary function) here. Instead of giving a long boring case analysis, we
provide a program code4 checking the inequalities for the other two cases. We
note that since the arity of the functions is at most two, each inequality contains
at most four variables, and therefore it suces to check the inequalities for the
case of k = 4. We also note that, by symmetry, it suces to check the inequalities
against identity bijection for the second case and a constraint (x = 1_ y = 1) for
the third case.
Now, we show that the operations ht;ui is a multimorphism of any unary
function f 0 : D0 ! 12N dened in the rst case by the following case analysis;
 f 0(0 t j) + f 0(0 u j) = f 0(j0) + f 0(j0) = f 0(0) + f 0(j) for j 2 D;
 f 0(0 t 00) + f 0(0 u 00) = f 0(0) + f 0(00);
 f 0(0 t j0) + f 0(0 u j0) = f 0(0) + f 0(j0) for j 2 D;
 f 0(i t j) + f 0(i u j) = f 0(00) + f 0(00) = f 0(a1) + f 0(a2)  f 0(i) + f 0(j) for
i; j 2 D with i 6= j;
 f 0(i t 00) + f 0(i u 00) = f 0(i) + f 0(00) for i 2 D;
 f 0(i t i0) + f 0(i u i0) = f 0(i) + f 0(i0) for i 2 D;
 f 0(itj0)+f 0(iuj0) = f 0(i0)+f 0(00) = 12(f 0(0)+f 0(i))+ 12(f 0(a1)+f 0(a2)) 
1
2(f
0(0) + f 0(i)) + 12(f
0(i) + f 0(j)) = f 0(i) + f 0(j0) for i; j 2 D with i 6= j;
 f 0(00 t j0) + f 0(00 u j0) = f 0(j0) + f 0(00) = f 0(00) + f 0(j0) for j 2 D;
 f 0(i0 t j0) + f 0(i0 u j0) = f 0(0) + f 0(00) = f 0(0) + 12(f 0(a1) + f 0(a2)) 
f 0(0) + 12(f
0(i) + f 0(j)) = f 0(i0) + f 0(j0) for i; j 2 D with i 6= j.
Let () be an operation dened by a  b = (a t b) t b. We can observe
that a  b 2 D holds for any a 2 D and any b 2 D0, and a  b = b holds for any
a; b 2 D, which can be checked by the provided program code. Then, by the same
discussion as we did in the proof of Lemma 5.2, we can prove the persistency.
From the above lemma, we can obtain an O((k + 1)2p0)-time algorithm for
VCSP(Vk) (remind that the size of the domain is k + 1), which is slightly worse
than the edge-deletion version of O(k2p0) time (Corollary 5.3). The running time
can be improved by using the following strong persistency.
4http://www-imai.is.s.u-tokyo.ac.jp/~y.iwata/CheckMultimorphism.java
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Algorithm 7 Improved algorithm for VCSP(Vk)
1: procedure Solve(I 0)
2: if OPT(I 0) > p then return false
3: if the variable set X of I 0 is empty then return true
4: pick a variable x 2 X
5: for a 2 D do
6: if OPT(I 0[x a]) = OPT(I 0) then
7: return Solve(I 0[x a])
8: for i 2 D do
9: if OPT(I 0[x i0]) = OPT(I 0) then
10: return Solve(I 0[x 0]) _ Solve(I 0[x i])
11: return
W
i2 D Solve(I
0 + f 0i(x)) . enforce (x) 2 f0; i; i0g
Lemma 5.14. For any optimal assignment  of an instance of VCSP(V 0k), there
is an optimal integral assignment  such that, in addition to the condition of the
persistency, for each variable x with (x) = i0 (i 2 D), it holds that (x) 2 f0; ig.
Proof. The operation () dened in the proof of Lemma 5.13 additionally admits
the following property: for any a 2 D and any j 2 D, it holds that a j0 2 f0; jg.
Thus, for any integral optimum a 2 DX and any relaxed optimum b 2 D0X ,
a  b becomes an integral optimum with the desired property. We can check
that the operation () actually admits the property by the provided program
code.
Now we prove the following lemma.
Lemma 5.15. Any instance I of VCSP(Vk) can be solved in O(k2p0) time, where
p0 = OPT(I) OPT(I 0) is the relaxation gap.
Proof. The improved algorithm is described in Algorithm 7. In each recursive
call, we pick a variable x and try to x it to an integral value (line 7). If we
failed, we check the existence of an optimal solution for which the variable x
takes a value i0 for some value i 2 D. If there exists such a value i0, from the
strong persistency, there exists an optimal integral solution for which the variable
x takes a value 0 or i. Thus, we can branch into the two cases (line 10). In each
case, the lower bound increases by at least 12 .
If there exists no such a value, the variable x has the value 00 for any optimal
solutions. For a value i 2 D, let f 0i : D0 ! 12N denote the half-integral discrete
relaxation of the soft version of the constraint (x = i). Note that it holds that
f 0i(0) = f
0
i(i) = f
0
i(i
0) = 0 and f 0i(a)  12 for any other a 2 D0. Thus, by adding
a valued constraint f 0i(x) of a suciently large weight, we can limit the domain
of x to values f0; i; i0g. We denote by I 0 + f 0i(x) the instance obtained by adding
the valued constraint f 0i(x). Then, we branch into j Dj = k cases: I 0 + f 0i(x) for
each i 2 D (line 11). In each case, the lower bound increases by at least 12 .
Thus, the depth of the search tree is bounded by 2p0, and at each recursive
call, we branch into at most k cases. Therefore, the running time is bounded by
O(k2p0).
From the above lemma, we can re-derive the known FPT result for Node
Multiway Cut (by some extra work discussed in Subsection 5.3.3) and obtain
an improved FPT algorithm for vertex-deletion Unique Label Cover.
66
Corollary 5.11 ([34]). Node Multiway Cut is FPT with a running time of
O(2p).
Corollary 5.12. vertex-deletion Unique Label Cover is FPT with a run-
ning time of O(jj2p).
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Chapter 6
Equivalence among Problems of Bounded
Width
In this chapter, we introduce our new reduction technique called decomposition-
based reduction and show equivalence among various problems. First, in Sec-
tion 6.1, we provide useful lemmas for bounding the tree-width, which are used
in the many proofs in this chapter. Then, in Section 6.2, we explain the basic idea
of decomposition-based reductions. We prove the equivalence among problems
of bounded tree-width in Section 6.3 and the equivalence of Independent Set
parameterized by tree-width and clique-width in Section 6.4. In Section 6.5, we
give a tree-width preserving reduction from #Perfect Matching to #SAT.
Finally, in Section 6.6, we prove the equivalence among problems parameterized
by branch-width. The denitions of tree-width, clique-width, and branch-width
can be found in Sections 2.2, 6.4, and 6.6, respectively.
We note that since we are considering decision problems in this chapter, for
optimization problems such as Vertex Cover, we assume that an integer k is
given as a part of the input and the task is to determine whether the objective
value is at most (or at least for maximization problems) k. In our reductions,
we will often use a binary representation of an integer. Let fa1; a2; : : : ; aMg be
Boolean variables. We denote the integer
P
i2[M ];ai=true 2
i 1 by (a1a2 : : : aM )2,
or (a)2 for short. For readability, we will frequently use (arithmetic) constraints
such as (a)2 = (b)2+(c)2. Note that any arithmetic constraint onM variables
can be trivially simulated by at most 2M M -clauses. Thus, if M is logarithmic
in the input size, the number of required clauses is polynomial in the input size.
6.1 Useful Lemmas for Bounding Tree-width
For a vertex v 2 V , let G=v denote the graph obtained by removing v and making
the neighbors of v form a clique. We call this operation eliminating v. Similarly,
for a subset S  V , we denote by G=S the graph obtained by removing S and
making the neighbors of S form a clique.
In order to prove the upper bound on tree-width, we will often use the fol-
lowing lemma.
Lemma 6.1 (Arnborg [7]). For a graph G = (V;E) and a vertex v 2 V , tw(G) 
max(d(v); tw(G=v)). Moreover, if we are given a tree-decomposition of G=v of
width w, we can construct a tree-decomposition of G of width max(d(v); w) in
linear time.
Proof. Let T = (I; F ) be a tree-decomposition of G=v of width w. Since the
neighbors N(v) form a clique in G=v, there exists a node i 2 I such that the
bag Xi contains N(v). Therefore, by creating a node j with Xj = N [v] and
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adding an arc ij, we can obtain a tree-decomposition of G. The width of this
tree-decomposition is max(jXj j   1; w) = max(d(v); w).
We extend the above lemma to subsets.
Lemma 6.2. For a graph G = (V;E) and a vertex subset S  V , tw(G) 
max(jN [S]j   1; tw(G=S)).
Proof. Let S = fv1; :::; vkg. We eliminate each vertex of S one by one. We denote
the graph after the i-th elimination by Gi = ((G=v1)=v2) : : : =vi. By eliminating
vi from Gi 1, we obtain tw(Gi 1)  max(dGi 1(vi); tw(Gi)). Since NGi 1(vi) 
NG[S] n fvig, we have tw(G) = tw(G0)  max(jN [S]j   1; tw(Gk)). Because
Gk is a subgraph of G=S and any tree-decomposition of a graph is also a tree-
decomposition of its subgraph, we obtain tw(G)  max(jN [S]j 1; tw(G=S)).
Lemma 6.3. Let X and Y be disjoint vertex sets of a graph G such that for each
vertex x 2 X, jN(x) \ Y j  1. Then, tw(G)  max(jN [X] n Y j; tw(G=X)).
Proof. Let X = fxi j i 2 [k]g and U = N(X) n Y . For an integer i, we denote
the vertex set fxj j j 2 [i]g by Xi. We eliminate each vertex of X one by
one. After eliminating vertices Xi 1, xi can be adjacent only to vertices in
(X nXi) [ fY \N(Xi)g [ U . Since jY \N(Xi)j  i, we have d(xi)  jXj   i+
i+ jU j = jXj+ jU j = jN [X] n Y j. By iteratively applying Lemma 6.1, we obtain
tw(G)  max(jN [X] n Y j; tw(G=X)).
Lemma 6.4. Let fSi j i 2 [d]g be a family of disjoint vertex sets of a graph
G such that each set has size at most k and there are no edges between Si and
Sj for any ji   jj > 1. Then, tw(G)  max(2k + jN(S)j   1; tw(G=S)), where
S =
S
i2[d] Si.
Proof. Let U = N(S). We eliminate each vertex set Si one by one. After
eliminating vertex sets fSj j j 2 [i   1]g, it holds that N(Si)  Si+1 [ U .
Thus, we have jN [Si]j  2k+ jU j. By iteratively applying Lemma 6.2, we obtain
tw(G)  max(2k + jN(S)j   1; tw(G=S)).
For a vertex set S, if we can obtain tw(G)  max(d; tw(G=S)) by applying
one of these lemmas, we say that the elimination has degree d. If we can reduce
a graph G into a graph G0 by a series of eliminations of degree at most d, we can
obtain tw(G)  max(d; tw(G0)).
6.2 Overview of Decomposition-based Reductions
We explain the basic idea of decomposition-based reductions. Although we deal
with four dierent decompositions in this thesis (tree-, clique-, branch-, and path-
decompositions), the basic idea is the same. We believe that the same idea can
be used to many other decompositions.
A decomposition can be seen as a collection of sets forming a tree. For exam-
ple, tree-decomposition is a collection of bags forming a tree, clique-decomposition
is a collection of labels forming a tree, and branch-decomposition is a collection
of middle sets forming a tree. First, for each node i of a decomposition tree,
we create gadgets as follows: (1) for each element x in the corresponding set
Xi, create a path-like gadget xi that expresses the state of the element (e.g., the
value of the variable x for the case of SAT), and (2) create several gadgets to
solve subproblem corresponding to this node (e.g., simulate clauses inside Xi for
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SAT 3-SAT
Max 2-SAT
Independent 
Set
6.3.3
6.3.4
6.3.1 6.3.2
Figure 6.1: The cycle reductions
the case of SAT). Then, for each node c, its parent p, and each common element
x 2 Xc \Xp, by connecting the tail of xc and the head of xp, we establish local
consistency. From the denition of the decomposition, this leads to global consis-
tency. Since the obtained graph has a locality, it has a small width. We may need
additional tricks to establish local consistency without increasing the width.
6.3 Equivalence among Problems of Bounded Tree-width
In this section, we prove the following theorem.
Theorem 6.1. For any  > 0, the following are equivalent:
1. SAT can be solved in O(2tw) time,
2. 3-SAT can be solved in O(2tw) time,
3. Max 2-SAT can be solved in O(2tw) time, and
4. Independent Set can be solved in O(2tw) time,
where tw is the width of the given tree-decomposition.
The proof consists of cycle reductions shown in Figure 6.1. First, we
give a tree-decomposition-based reduction from Max 2-SAT to SAT in Sub-
section 6.3.1. The reduction is rather simple but contains an essential idea
of decomposition-based reductions. In Subsection 6.3.2, we give a tree-
decomposition-based reduction from 3-SAT to Independent Set. The reduc-
tion contains an interesting trick for bounding the tree-width, which may be useful
for other reductions. The standard reductions from SAT to 3-SAT and Inde-
pendent Set to Max 2-SAT can preserve the tree-width, which are presented
in Subsections 6.3.3 and 6.3.4.
6.3.1 Reduction from Max 2-SAT to SAT
Let (X; C = fC1; : : : ; Cmg; k) be an instance of Max 2-SAT. We want to con-
struct an instance (X 0; C0) of SAT such that C0 is satisable if and only if at
least k clauses of C can be satised. Let M = dlog (m+ 1)e. In the following
reductions, we will use arithmetic constraints on O(M) variables, which can be
simulated by poly(m) clauses.
First, we explain a naive reduction from Max 2-SAT to SAT that does not
preserve tree-width. For each clause Ci = (x _ y) 2 C, we create a new variable
70
wi and a constraint wi , (x _ y). The variable wi represents whether the clause
Ci is satised. For each j 2 [M ], we create a variable s0;j and a clause (s0;j). For
each i 2 [m] and j 2 [M ], we create a variable si;j . Then, we will insert clauses
so that (si;)2 represents the number of satised clauses in fC1; C2; : : : ; Cig. This
can be done by inserting a constraint of (si;)2 = (si 1;)2 + (wi)2. Finally, we
create a constraint that (sm;)2  k. Now, we have obtained an instance C0 of
polynomial size. We can easily check that C0 is satisable if and only if at least
k clauses of C can be satised.
Let tw be the tree-width of C. We want to show that C0 has tree-width at
most tw+O(logm). We note that the additive O(logm) factor is allowed because
O(2(tw+O(logm))) = O(2twpoly(m)) = O(2tw). Unfortunately, however, we
cannot obtain such an upper bound for the naive reduction above. This is because
the variables wi's break the structure of the tree-decomposition and blow up the
tree-width of the resulting graph. To resolve this issue, we determine the order
of adding wi's based on the tree-decomposition.
Now, we introduce a tree-decomposition-based reduction. Let T = (I; F ) be
a given nice tree-decomposition of width tw. We will create an instance of SAT
whose tree-width is at most tw + O(logm). For each node i 2 I, we create
variables fxi j x 2 Xig [ fsi;j j j 2 [M ]g [ fwig. The value (si;)2 will represent
the number of satised clauses in the subtree rooted at i. For each node i and its
parent p, we create a constraint xi = xp for each variable x 2 Xi \Xp. Because
the nodes containing the same variable form a connected subtree in T , these
constraints ensure that for any variable x 2 X, all the variables fxi j x 2 Xig
take the same value. For each node i, according to its type, we do as follows:
1. Leaf: create a clause (si;j) for each j 2 [M ].
2. Introduce(v): create a constraint si;j = sc;j for each j 2 [M ].
3. Introduce(x_y): create a constraint wi , (xi_yi) and a constraint (si;)2 =
(sc;)2 + (wi)2.
4. Forget(v): create a constraint si;j = sc;j for each j 2 [M ].
5. Join: create a constraint (si;)2 = (sl;)2 + (sr;)2.
Finally for the root node r, we create a constraint (sr;)2  k. Now, we have
obtained an instance (X 0; C0) of polynomial size. We note that, from the denition
of a nice tree-decomposition, there exists exactly one Introduce(C) node for each
clause C 2 C. Thus, the sum Pi2I(wi)2, which is equal to (sr;)2, represents the
number of satised clauses. Therefore, C0 is satisable if and only if at least k
clauses of C can be satised. Finally, we show that the reduction preserves the
tree-width.
Lemma 6.5. C0 has tree-width at most tw +O(logm).
Proof. We will prove the bound by reducing the primal graph of C0 into an empty
graph by a series of eliminations of degree at most tw+O(logm). For a node i, let
Yi denote the vertex set fxi j x 2 Xig and Vi denote the vertex set Yi[fwig[fsi;j j
j 2 [M ]g. Starting from the primal graph of C0 and the given tree-decomposition
T of C, we eliminate the vertices as follows. First, we choose an arbitrary leaf
i of T . Then, we eliminate all the vertices of Vi in a certain order, which will
be described later. Finally, we remove i from T and repeat the process until T
becomes empty.
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Let i be a leaf and p be its parent. If i is the only child of p, we have
N(Vi)  Vp. Thus, the eliminations of Vi can create edges only inside Vp. If p has
another child q, we have N(Vi)  Vp [ fsq;j j j 2 [M ]g. Thus, the eliminations of
Vi can create edges only inside Vp [ fsq;j j j 2 [M ]g. Therefore, after processing
each node, we can ensure that the edges created by previous eliminations are only
inside Vi [ fsc;j j c is a child of i and j 2 [M ]g for each node i.
Now, we describe the details of the eliminations. Let i be the current node
to process. If i is the root, the number of remaining vertices is O(logm). Thus,
the elimination of these vertices has degree O(logm). Otherwise, let p be the
parent of i. First, we eliminate the vertices Yi. Because each vertex of Yi is
adjacent to at most one vertex of Yp, Lemma 6.3 gives the elimination of degree
jN [Yi] n Ypj  jVij  tw + O(logm). Then, we eliminate the remaining vertices
Vi n Yi. If i is the only child of p, let Vq = Yq = ;, and otherwise, let q be the
another child of p. By applying Lemma 6.2, we obtain the elimination of degree
jN [Vi n Yi]j   1  jVi n Yij+ jVpj+ jVq n Yqj  tw +O(logm).
6.3.2 Reduction from 3-SAT to Independent Set
Let (X; C = fC1; : : : ; Cmg) be an instance of 3-SAT. We want to construct an
instance (G; k) of Independent Set with essentially the same tree-width such
that G has an independent set of size at least k if and only if C is satisable.
Actually, in our reductions, we choose k so that any independent set has size
at most k. In the following reductions, we will use two gadgets depicted in
Figure 6.2.
x x c2
c3c1
x2
x1
x3
Figure 6.2: The variable gadget for a variable x and the clause gadget for a clause
(x1 _ x2 _ x3)
A variable gadget of a variable x consists of two vertices x and x connected by
an edge. Any independent set can contain at most one of x and x. By choosing
k properly, we ensure that any independent set of size k contains exactly one of
them. This gadget will represent whether a variable x is assigned true (the vertex
x is in the independent set) or false (the vertex x is in the independent set).
A clause gadget of a clause C = (x1 _ x2 _ : : : _ xd) consists of d vertices
fci j i 2 [d]g forming a clique (x1; : : : ; xd are literals rather than variables). By
choosing k properly, we ensure that any independent set of size k contains exactly
one of them. We call the operation of creating a clique fci j i 2 [d]g and inserting
edges fcixi j i 2 [d]g creating a clause gadget C. If an independent set contains
one vertex from the clause gadget, at least one of the vertices fxi j i 2 [d]g are
not in the independent set. By our choice of k, we ensure that at least one of
fxi j i 2 [d]g must be in the independent set. Therefore, it acts as a clause C.
First, we explain a naive reduction from 3-SAT to Independent Set that
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does not preserve tree-width. For each variable x 2 X, we create a corresponding
variable gadget, and for each clause (x _ y _ z) 2 C, we create a corresponding
clause gadget. Finally, we set k as the number of variable gadgets plus the number
of clause gadgets. Now, we have obtained an instance (G; k) of Independent
Set. From our choice of k, if G contains an independent set of size k, it must
contain exactly one vertex from each variable gadget and clause gadget. Therefore
C is satisable. Conversely, if C is satisable, we can construct an independent
set of size k by choosing an appropriate vertex from each gadget.
Let tw be the tree-width of C. We omit the proof but the above naive reduc-
tion increases the tree-width of G to 2tw + O(1). This is because, instead of a
single variable x, we need to keep two vertices x and x of the variable gadget in a
bag. Intuitively, in order to preserve tree-width, we can put only one of x and x
in a bag. Our solution is forgetting and remembering the state of x and x along
the tree-decomposition.
Now, we explain our tree-decomposition-based reduction. Let M =
dlog (tw + 2)e. We will construct a graph with tree-width at most tw+O(log tw).
As we discussed before, the additive O(log tw) factor is allowed. Let T = (I; F )
be a given nice tree-decomposition of width tw. For each node i 2 I, we create
a variable gadget for each of fxi j x 2 Xig. If i is an Introduce(x _ y _ z) node,
we create a clause gadget for (xi _ yi _ zi). If i is not the root, let p be its parent
and Pi be the set Xi \Xp. Then, for each x 2 Pi, we connect xi and xp by an
edge. We want to ensure that for any independent set S of size k, xi is in S if
and only if xp is in S. If xi is in S, xp cannot be in S, and therefore xp must
be in S. On the other hand, even if xi is in S, xp can be in S. In order to
avoid such a situation, we will create a gadget to count the number of vertices
in (fxi j x 2 Pig [ fxp j x 2 Pig) \ S (this is the most interesting part of our
reduction). Because xi 62 S implies xp 2 S, the number is always at least jPij,
and if (and only if) the number is exactly jPij, it holds that xi 2 S , xp 2 S
for any x 2 Pi. Since the nodes containing the same variable form a connected
subtree, this ensures that for any independent set of size k and for any variable
x, all the vertices fxi j x 2 Xig are in S or none of them are in S. By using the
binary encoding, the number can be expressed by O(log tw) variables. Thus, we
can make the gadget to increase the tree-width only by O(log tw).
We will construct such a gadget by using the following gadget. Let U =
fu1; : : : ; udg be a set of vertices. A counting gadget of U consists of the following
d + 1 layers of variable gadgets connected by clause gadgets. For each a 2 [d],
the a-th layer consists of a variable gadget for ya and variable gadgets for each of
fsa;j j j 2 [M ]g. The last layer consists of variable gadgets for each of fsd+1;j j
j 2 [M ]g. Then, for each j 2 [M ], we create a clause gadget for (s1;j), and
for each a 2 [d], we create clause gadgets simulating an arithmetic constraint
(sa+1;)2 = (sa;)2 + (ya)2. Finally, for each a 2 [d], we connect ua and ya by an
edge. For an independent set S, the number (sd+1;)2 in the last layer represents
the size of fya j a 2 [d]g \ S. Since ua 2 S implies ya 2 S, the number is at least
the size of U \ S.
Now, we construct the gadget (see Figure 6.3). First, we construct a counting
gadget for the set fxi j x 2 Pig, called a child counting gadget for i. Then, we
construct a counting gadget for the set fxp j x 2 Pig, called a parent counting
gadget for i. Finally, we create clause gadgets simulating the arithmetic constraint
that the sum of the numbers represented by the last layers of these two counting
gadgets must be at most jPij. As we discussed before, the size j(fxi j x 2
Pig [ fxp j x 2 Pig) \ Sj is always at least jPij and becomes exactly jPij if and
only if xi 2 S , xp 2 S holds for any x 2 Pi. Since the sum is at least the size
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Figure 6.3: Reduction from 3-SAT to Independent Set
j(fxi j x 2 Pig [ fxp j x 2 Pig) \ Sj, the constraint that the sum is at most jPij
implies that xi 2 S , xp 2 S for any x 2 Pi.
Now, we have obtained a graph G of polynomial size and we set k as the
number of variable gadgets plus the number of clause gadgets. From our con-
struction, for any independent set S of size k and a variable x 2 X, all the vertices
fxi j i 2 I s.t. x 2 Xig are in S or none of them are in S. Thus, if G has an
independent set of size k, C is satisable. Conversely, if C is satisable, by taking
an appropriate vertex from each gadget, we can obtain an independent set of size
k. Finally, we show that the reduction preserves the tree-width.
Lemma 6.6. G has tree-width at most tw +O(log tw).
Proof. We will prove the bound by reducing G into an empty graph by a series
of eliminations of degree at most tw+O(log tw). Starting from G and the given
tree-decomposition T of C, we eliminate the vertices as follows.
First, for each clause gadget other than the clause gadgets for C 2 C (created
when processing the Introduce(C) node), we eliminate its vertices S. Since the
size of N [S] is O(log tw) and no two vertices in dierent clause gadgets are
adjacent, from Lemma 6.2, we obtain eliminations of degree O(log tw).
For a node i 2 I, let Yi and Yi denote the vertex sets fxi j x 2 Xig and
fxi j x 2 Xig, respectively. If i is an Introduce node, then let Ci denote the set
of vertices in the corresponding clause gadget, and otherwise, let Ci be an empty
set. If i is not the root and has a parent p, let Si;a be the set of vertices in the
variable gadgets of the a-th layer of the child counting gadget for i. If i is the
root, we set Si;a as an empty set. We denote the set of all the vertices of the
child counting gadget by Si =
S
a2[d+1] Si;a, where d = jXi \Xpj. Similarly, let
Ti;a be the set of vertices in the variable gadgets of the a-th layer of the parent
counting gadget for i and Ti =
S
a2[d+1] Ti;a. Let Vi denote the union of Yi, Yi,
Ci, Si, and Tc for each child c of i. Now, we eliminate each Vi as follows.
First, we choose an arbitrary leaf i of the tree T . Then, we eliminate all the
vertices of Vi in a certain order, which will be described later. Finally, we remove
i from T and repeat the process until T becomes empty.
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Since N(Vi)  Yp [ Ti;d+1 holds for a leaf i and its parent p, where d =
jXi \Xpj, the eliminations of Vi can create edges only within Yp [ Ti;d+1. Thus,
after processing each node, we can ensure that the edges created by previous
eliminations only connect vertices in the same vertex set Yp [ Ti;d+1 for some
node i, its parent p, and d = jXi \Xpj.
Now, we describe the details of the eliminations. Let i be the current node
to process. If i is the root, the number of remaining vertices is O(log tw). Thus,
the elimination of these vertices has degree O(log tw). Otherwise, let p be the
parent of i, d = jXi \Xpj, and J be the set of children of i in the original tree-
decomposition. We note that from the denition of nice tree-decompositions, the
size of J is at most two. First, we eliminate Si. Since there are no edges between
Si;a and Si;b for any ja   bj > 1, from Lemma 6.4, the elimination has degree
2(M + 2) + jN(Si)j   1 = O(log tw) + jYi [ Ti;d+1j  tw +O(log tw). Then, we
eliminate Yi. Note that each vertex xi 2 Yi can be adjacent only to the vertex
xi 2 Yi, vertices in Yi [ Ci [ Ti;d+1 (as we have eliminated Si), and vertices in
Tc;jXc\Xij+1 for a child c 2 J (as xc is adjacent to xi and the path Tc;jXc\Xij+1-
Sc-xc-xc is eliminated when processing c). Hence by Lemma 6.3, the elimination
has degree jN [Yi]nYij  jYi[Ci[Ti;d+1j+
P
c2J jTc;jXc\Xij+1j  tw+O(log tw).
Next, we eliminate Ci. From Lemma 6.2, the elimination has degree N [Ci]  1 
5 + jYi [ Ti;d+1j +
P
c2J jTc;jXj\Xij+1j  tw + O(log tw). Then, for each child
c 2 J , we eliminate Tc. Since there are no edges between Tc;a and Tc;b for any
ja  bj > 1, from Lemma 6.4, the elimination has degree 2(M +2)+ jN(Tc)j 1 =
O(log tw) + jYi [ Ti;d+1j +
P
j2J jTj;jXj\Xij+1j  tw + O(log tw). Finally, we
eliminate Yi. Since each vertex xi 2 Yi can be adjacent only to the vertex
xp 2 Yp and vertices in Yi [ Ti;d+1, from Lemma 6.3, the elimination has degree
jN [Yi] n Ypj  jYi [ Ti;d+1j  tw +O(log tw).
6.3.3 Reduction from SAT to 3-SAT
Let (X; C = fC1; : : : ; Cmg) be an instance of SAT and tw be its tree-width.
We can use the standard reduction from SAT to 3-SAT: replacing each clause
(x1 _ : : : _ xk) with clauses (x1 _ x2 _ y1); (y1 _ x3 _ y2); : : : ; (yk 3 _ xk 1 _ xk).
Now, we show that the tree-width of the obtained 3-CNF is at most tw + 2.
For each clause (x1 _ : : : _ xk) of the original CNF, we have created k   3 new
variables Y = fy1; y2; : : : ; yk 3g. Let Si = fyig for i 2 [k   3]. Since there is no
edge between Si and Sj for ji jj > 1, from Lemma 6.4, we obtain the elimination
of Y of degree 2  1 + jN(S)j   1 = k + 1. Since variables in the same clause
form a clique in the primal graph, we have tw  k 1. Thus, the elimination has
degree at most tw + 2. After applying the above elimination to all the clauses,
the graph coincides with the primal graph of C. Therefore, the tree-width of the
obtained 3-CNF is at most tw + 2.
6.3.4 Reduction from Independent Set to Max 2-SAT
Let (G = (V;E); k) be an instance of Independent Set. We use the following
naive reduction to make an instance (X 0; C0; k0) of Max 2-SAT.
For each vertex v 2 V , we create a variable xv and add a clause (xv) of length
one. This variable represents whether a vertex v is in an independent set or
not. Then, for each edge uv 2 E, we create jV j+ 1 copies of a clause (xu _ xv).
This clause simulates the constraint that at most one of u and v can be in an
independent set. Finally, we set k0 = jEj(jV j+ 1) + k.
If there exists an independent set S of size at least k, we can satisfy at least
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k0 clauses by setting xv = true if and only if v 2 S. If there exists an assignment
that satises k0 clauses, it must satisfy all the constraints (xu _ xv). Thus, we
can construct an independent set S of size at least k by taking v 2 S if and only
if xv = true. Because the primal graph of the obtained CNF C0 is completely the
same as the original graph G, they have the same tree-width.
6.4 Equivalence between Tree-width and Clique-width
We rst dene the notion of clique-width formally. The clique-decomposition of
a graph G is an algebraic expression constructing G by means of the following
four operations.
 Creation of a vertex v with a label i (denoted by i(v)).
 Disjoint union of two labeled graphs G and H (denoted by GH).
 Joining each vertex with label i to each vertex with label j, where i 6= j
(denoted by i;j).
 Renaming label i to label j (denoted by i!j).
Every graph can be dened by an algebraic expression using these four operations.
For instance, a chordless path P4 on four consecutive vertices a; b; c; d can be
dened as follows:
3;2(3(d) 3!2(2!1(3;2(3(c) 2;1(2(b) 1(a)))))):
The width of a clique-decomposition is the number of dierent labels used in the
expression, and the clique-width of a graph G, cw(G), is the minimum width
among all the possible clique-decompositions of G. For instance, from the above
example, we conclude cw(P4)  3.
It is known that cw(G)  2tw(G) holds for any graph G [30]. However,
bounded clique-width does not imply bounded tree-width. For example, the
complete graph of n vertices has tree-width n  1 and clique-width 2.
In this section, we prove the following theorem.
Theorem 6.2. For any  > 0, the following are equivalent:
1. Independent Set can be solved in O(2tw) time and
2. Independent Set can be solved in O(2cw) time,
where tw is the width of the given tree-decomposition and cw is the width of the
given clique-decomposition.
The proof consists of two reductions. In Subsection 6.4.1, we give a clique-
decomposition-based reduction from Independent Set parameterized by clique-
width to SAT parameterized by tree-width, and in Subsection 6.4.2, we give a
tree-decomposition-based reduction from 3-SAT parameterized by tree-width to
Independent Set parameterized by clique-width. From Theorem 6.1, SAT, 3-
SAT, and Independent Set parameterized by tree-width are equivalent. Thus,
these two reductions prove the theorem.
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6.4.1 From Independent Set Parameterized by Clique-width to SAT
Parameterized by Tree-width
Let (G = (V;E); k) be an instance of Independent Set of n vertices. Let cw
be the width of the given clique-decomposition of G. We want to construct an
instance (X; C) of SAT with tree-width cw+O(log n) such that C is satisable if
and only if there is an independent set of size k in G. Let M = dlog(n+ 1)e.
LetO be the set of operations in the given clique-decomposition. Note that the
clique-decomposition can be represented as a tree, which we call the expression
tree of G, and we will often identify an operation and the corresponding node
in the expression tree. For each operation o 2 O, we associate a subgraph Go
constructed by performing operations in the subtree rooted at the operation o.
For each operation o 2 O, we introduce variables foi j i 2 [cw]g[fso;i j i 2 [M ]g.
For each i 2 [cw], the variable oi represents whether vertices with label i are
chosen to be an independent set in Go, and fso;i j i 2 [M ]g represents the size of
the independent set in Go.
We add constraints as follows depending on the type of the operation o.
 o = i(v): create a constraint (so;)2 = (oi)2.
 o = c  c0: create two constraints ci ! oi and c0i ! oi for each i 2 [cw],
and a constraint (so;)2 = (sc;)2 + (sc0;)2.
 o = i;j(c): create a constraint oi = ci for each i 2 [cw], a constraint oi_oj ,
and a constraint (so;)2 = (sc;)2.
 o = i!j(c): create a constraint ok = ck for each k 2 [cw] n fi; jg and three
constraints (so;)2 = (sc;)2, oj = ci _ cj , and (oi).
Finally, for the root operation o 2 O, we add a constraint (so;)2  k. Note that
for an operation o = c c0, the created constraints ci ! oi and c0i ! oi actually
perform as a constraint oi = (ci _ c0i). This is because if there exists a satisable
assignment for which both of ci and c
0
i are set to false but oi is set to true, we can
obtain another satisable assignment by setting oi and the variables connected
by equality constraints to false.
Now we have obtained an instance (X; C) of polynomial size. As the above
construction directly simulates the dynamic programming for solving Indepen-
dent Set [31], C is satisable if and only if there is an independent set of size at
least k. Now we show that the tree-width of the instance (X; C) has essentially
the same clique-width of the graph G.
Lemma 6.7. C has tree-width at most cw +O(log n).
Proof. We will prove the bound by reducing the primal graph of C into an empty
graph by a series of eliminations of degree at most cw+O(log n). For an operation
o, let Yo denote the vertex set foi j i 2 [cw]g, and Vi denote the vertex set
Yo [ fso;i j i 2 [M ]g.
Starting from the primal graph of C and the given clique-decomposition of G,
we eliminate the vertices as follows. First, we choose an arbitrary operation o
corresponding to a leaf in the expression tree. Then, we eliminate all the vertices
of Vi in a certain order, which will be described later. Finally, we remove o
from the expression tree and repeat the process until the expression tree becomes
empty.
Let o be an operation corresponding to a leaf of the current expression tree,
and p be its parent. If o is the only child of p, it holds that N(Vo)  Vp. Thus,
the eliminations of Vo can create edges only inside Vp. If p has another child q, it
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holds that N(Vo)  Vp [ fsq;i j i 2 [M ]g. Thus, the eliminations of Vi can create
edges only inside Vp [ fsq;i j i 2 [M ]g. Therefore, after processing each node,
we can ensure that the edges created by previous eliminations are only inside
Vo [ fsc;i j c is a child of o and i 2 [M ]g for each operation o.
Now, we describe the details of the eliminations. Let o be the current opera-
tion to process. If o is the root, the number of remaining vertices is cw+O(log n).
Thus, the elimination of these vertices has degree cw +O(log n). Otherwise, let
p be the parent of o. First, we eliminate vertices Yo. Because each vertex of Yi is
adjacent to at most one vertex of Yp, Lemma 6.3 gives the elimination of degree
jN [Yo] n Ypj  jVoj  cw + O(log n). Then, we eliminate the remaining vertices
Vo n Yo. If o is the only child of p, let Vq = Yq = ;, and otherwise, let q be the
another child of p. By applying Lemma 6.2, we obtain the elimination of degree
jN [Vo n Yo]j   1  jVo n Yoj+ jVpj+ jVq n Yqj  cw +O(log n).
6.4.2 From 3-SAT Parameterized by Tree-width to Independent Set
Parameterized by Clique-width
Let (X; C = fC1; : : : ; Cmg) be an instance of 3-SAT with tree-width tw. We
want to construct an instance (G; k) of Independent Set with clique-width
tw+O(log tw) such that G has an independent set of size at least k if and only
if C is satisable. For this purpose, we use the same construction of (G; k) as
in Section 6.3.2. Hence, it suces to show that the graph G has clique-width
tw +O(log tw).
Lemma 6.8. The graph G has clique-width at most tw +O(log tw).
Proof. Let T = (I; F ) be a nice tree-decomposition of (X; C). We inductively
construct G by processing each node of T in a bottom-up manner.
For a node i 2 I, let I#i  I be the set consisting of i itself and descendants of
i. Then, we dene X#i and C#i as the sets of variables and constraints, respectively,
contained in a bag of I#i . Let G
#
i be the subgraph of G induced by variable gadgets
corresponding to vertices in X#i , clause gadgets corresponding to clauses in C#i ,
child counting gadgets for nodes in I#i and parent counting gadgets for nodes in
I#i n fig. At node i, we will construct the graph G#i .
We introduce a special label #; if a vertex is once labeled #, then we will
never relabel or connect new edges to that vertex. For each i 2 I, we ensure that
vertices xi for x 2 X and vertices in the last layer of the child counting gadget
for i have distinct labels, and all the other vertices in G#i are labeled # after
processing the node i.
Suppose that we have constructed G#c for a child node c of i (if i is a Join
node, we also have another graph G#c0 for the other child c
0), and we want to
construct a graph G#i . We have ve cases depending on the type of the node i.
(i) If i is a leaf node, we have nothing to do.
(ii) Suppose i is an Introduce(x) node. LetXc = fx1; : : : ; xdg for some d  tw.
Note that Xi = fx1; : : : ; xd; xg holds.
For each j 2 [d], we do the following: We rst construct a variable gadget for
xj using new labels. We then connect xjc to x
j
i , and the label of x
j
c is set to #.
Next, we create the j-th layer of the child counting gadget Si for i, and connect
xji to it. This can be done using auxiliary O(log tw) labels. Then, the labels of
(j 1)-th layer (if exists) of Si and the label of xji are set to #. Finally, we create
the j-th layer of the parent counting gadget Tc for c, and connect x
j
i to it. This
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can be done using auxiliary O(log tw) labels. Then, the labels of (j  1)-th layer
(if exists) of Tc are set to #.
After processing x1; : : : ; xd, we create a variable gadget for xi and connect xi
with the (d + 1)-th layer of Si for i. Then, the labels of d-th layer (if exists) of
Si are set to #. Finally, we connect the last layers of Tc and the child counting
gadget Sc for c to make the constraint jfxjc j j 2 [d]g [ fxji j j 2 [d]g \ Sj  d for
any independent set S. In total, we only need tw +O(log tw) labels.
(iii) Suppose i is an Introduce(x _ y _ z) node. The construction is very
similar to the case (ii). The only dierence is that we have to make a clause
gadget corresponding to the clause (x _ y _ z), where x, y, and z are literals.
Recall that, in the case (ii), the label of xji is set to # after the j-th iteration.
Instead, if xji is the literal used in the clause, then we keep it using a new label.
After the d-th step, we construct a clause gadget using these kept literals. We
only need O(1) auxiliary labels for this construction since the clause (x _ y _ z)
has only three literals.
(iv) If i is a Forget(v) node or (v) a Join node, then the construction is almost
the same as (ii), and we omit the detail.
To summarize, we can construct G using tw +O(log tw) labels.
6.5 Reduction from #Perfect Matching to #SAT
A matching of a graph G = (V;E) is a set of pairwise non-adjacent edges, that
is, no two edges share a common vertex. A perfect matching is a matching that
matches all vertices of the graph, that is, a matching of size jV j=2. #Perfect
Matching is the problem in which, given a graph G, the objective is to count
the number of perfect matchings. In this section, we prove the following theorem.
Theorem 6.3. For any  > 0, if #SAT can be solved in O(2tw) time, then
#Perfect Matching can be solved in O(2tw) time, where tw is the width of
the given tree-decomposition.
While the standard dynamic programming can solve #SAT in O(2tw) time,
it takes O(3tw) for solving #Perfect Matching. By exploiting fast subset
convolution [18], van Rooij et al. [100] improved the running time to O(2tw).
Hence, #Perfect Matching seems more dicult than #SAT. However, the
theorem shows that #Perfect Matching is as easy as #SAT. Interestingly,
the inverse reduction from #SAT to #Perfect Matching, which looks easier
at rst glance because it is a reduction from the problem that can be solved
by the simple algorithm to the problem that needs the sophisticated technique,
seems rather dicult. We left it as an open problem.
Now, we prove the theorem by giving a tree-decomposition-based reduction.
Let G = (V;E) be an instance of #Perfect Matching. We want to construct
an instance (X; C) of SAT such that the number of perfect matchings of G can
be computed from the number of satisable assignments of (X; C).
Before describing our reduction, we rst introduce the fast subset convo-
lution [18] which is involved in the O(2tw)-time algorithm for #Perfect
Matching [100]. Let U be a set of n elements and R be an arbitrary ring.
For a function f : 2U ! R, the zeta transform f is a function dened by
f(S) =
P
TS f(T ), and the Mobius transform f is a function dened by
f(S) =
P
TS( 1)jSnT jf(T ). For two functions f; g : 2U ! R, the subset con-
volution f  g is a function dened by (f  g)(S) =PTS f(T )g(S nT ). We write
element-wise product of two functions f and g by f g. Let t be an indeterminate.
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For a polynomial p(t), we write p(t)[ti] to address the coecient of the mono-
mial ti in p(t). The ranked function ft is a function dened by ft(S) = f(S)t
jSj.
Bjorklund et al. [18] showed that the subset convolution f  g can be computed
in O(2n) time by proving the following Lemma:
Lemma 6.9 ([18]).
(f  g)(S) = ((ft  gt))(S)[tjSj]
Now, we give a tree-decomposition-based reduction from#Perfect Match-
ing to #SAT. Let M = dlog(tw + 2)e, and T = (I; F ) be a given nice
tree-decomposition of width tw. For each node i 2 I, we create variables
Ui = fxi j x 2 Xig and a counting gadget as follows. Let Ui = fu1; : : : ; udg.
First, we create d + 1 layers of variables fsi;j;k j j 2 [d + 1]; k 2 [M ]g. For the
rst layer, we create a clause si;1;k for each k 2 [M ]. Then, for each j 2 [d], we
create a constraint (si;j+1;)2 = (si;j;)2 + (uj)2. We denote the set of variables
in the j-th layer by Si;j = fsi;j;k j k 2 [M ]g and abbreviate the last layer Si;d+1
as Si = fsi;1; : : : ; si;Mg. This gadget ensures that the value (si;)2 represents the
number of true variables in Ui.
Figure 6.4: The subset convolution gadget
Then, for each node i, according to its type, we do as follows:
1. Leaf: do nothing
2. Introduce(v): create a constraint xi = xc for each x 2 Xc and a clause vi.
3. Introduce(uv): create a constraint xi = xc for each x 2 Xi n fu; vg and a
constraint (ui ^ vi ^ uc ^ vc) _ ((ui = uc) ^ (vi = vc)).
4. Forget(v): create a constraint xi = xc for each x 2 Xi.
5. Join: create a subset convolution gadget depicted in Figure 6.4 (see below
for the details).
For a Join node i, we construct a gadget that simulates the fast subset con-
volution algorithm. The gadget consists of two gadgets: a zeta transform gadget
and a Mobius transform gadget. Let U = fu1; : : : ; udg and V = fv1; : : : ; vdg be
two variable sets. The zeta transform gadget from U to V consists of constraints
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fui ! vi j i 2 [d]g. The Mobius transform gadget from U to V consists of vari-
ables fi;j j i 2 [d]; j 2 [jEj]g and constraints fui ! i;j ! vi j i 2 [d]; j 2 [jEj]g.
Let i be a Join node with two children l and r. We create a constraint (si;)2 =
(sl;)2 + (sr;)2. This ensures that the number of true variables in Ui equals that
of true variables in Ul[Ur. Then, we create variables U 0i = fx0i j x 2 Xig. Finally,
we construct zeta transform gadgets from Ul to U
0
i and Ur to U
0
i , and construct
a Mobius transform gadget from U 0i to Ui.
Now, we have obtained the CNF (X; C) of polynomial size. We will show that
we can compute the number of perfect matchings of the input graph G from the
number of satisable assignments of the CNF.
Lemma 6.10. The number of satisable assignments of the CNF (X; C) modulo
(2jEj + 1) is exactly the number of perfect matchings of the input graph G.
Proof. For a node i, let Gi = (Vi; Ei) represent a graph such that the vertex set
Vi is a union of Xj over all descendants j of i and the edge set Ei consists of edges
in Introduce(e) nodes in the subtree rooted at i. Let Ci be the CNF consisting of
all clauses created in the reduction for the subtree rooted at i.
For a node i and a subset S  Xi, let Gi(S) be the graph Gi[(Vi n Xi) [ S]
and Ci(S) be the CNF Ci [ fxi j x 2 Sg [ fxi j x 2 (Xi n S)g. We denote the
number of perfect matchings of Gi(S) by mi(S) and the number of satisable
assignments of Ci(S) modulo (2jEj+1) by ai(S). By induction, we will show that
for any node i and a subset S  Xi, it holds that mi(S) = ai(S). Since for the
root node r, it holds that Xr = ; and Gr = G, this proves the lemma.
For a leaf i, the equality trivially holds because Gi is an empty graph and Ci
has a unique satisable assignment that assigns false to all the variables (fsi;1;k j
k 2 [M ]g).
Let i be an Introduce(v) node. Then, it holds thatXi = Xc[fvg, Vi = Vc[fvg,
and v is an isolated vertex in Gi. When S contains v, mi(S) becomes zero because
v has no neighbors in Gi(S). Since we have created a clause vi, ai(S) also becomes
zero. When S does not contain v, Gi(S) equals Gc(S). Therefore, mi(S) equals
mc(S). Since we have created a constraint of xi = xc for each vertex x of Xc
and a clause vi, ai(S) also equals ac(S). From the inductive assumption, we have
mi(S) = mc(S) = ac(S) = ai(S).
Let i be an Introduce(uv) node. Then, it holds that Xi = Xc, Vi = Vc, and
Ei = Ec [ fuvg. When S does not contain at least one of u and v, Gi(S) equals
Gc(S). Thus, mi(S) equals mc(S). We have created a constraint of (ui^vi^uc^
vc)_((ui = uc)^(vi = vc)). Since the constraint (ui^vi^uc^vc) is not satisable,
we must satisfy the constraint (ui = uc) ^ (vi = vc). Therefore, ai(S) also equals
ac(S). From the inductive assumption, we have mi(S) = mc(S) = ac(S) = ai(S).
When S contains both of u and v, a perfect matching of Gi(S) may contain the
edge uv. If a perfect matching M contains the edge uv, Mn fuvg is a perfect
matching of Gc(Snfu; vg). Conversely, any perfect matching of Gc(Snfu; vg) can
be extended to a perfect matching of Gi(S) by adding the edge uv. If a perfect
matching M does not contain the edge uv, it must be a perfect matching of
Gc(S). Therefore, it holds that mi(S) = mc(S) +mc(S n fu; vg). Any satisable
assignment of Ci(S) must satisfy exactly one of (ui ^ vi ^ uc ^ vc) and (ui =
uc)^ (vi = vc). If the former constraint is satised, it also satises Cc(S n fu; vg).
If the latter constraint is satised, it also satises Cc(S). Therefore, it holds
that ai(S) = ac(S) + ac(S n fu; vg). From the inductive assumption, we have
mi(S) = mc(S) +mc(S n fu; vg) = ac(S) + ac(S n fu; vg) = ai(S).
Let i be a Forget(v) node. Then, it holds that Xi = Xc n fvg and Gi = Gc.
Therefore, we have mi(S) = mc(S). Since we have created a constraint of xi = xc
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for each vertex x of Xi, ai(S) also equals ac(S). From the inductive assumption,
we have mi(S) = mc(S) = ac(S) = ai(S).
Let i be a Join node. Then, it holds that Xi = Xl = Xr = Vl \ Vr, Ei =
El [ Er, and El \ Er = ;. Let M be a perfect matching of Gi(S) and T be
the set of vertices in S that are incident to M\ El. Since M\ El is a perfect
matching of Gl(T ) and M\Er is a perfect matching of Gr(S n T ), it holds that
mi(S) =
P
TSml(T )mr(S n T ) = (ml mr)(S). Let a0i(T; k) be the number of
satisable assignments modulo (2jEj+1) of the CNF consisting of Cl, Cr, the zeta
transform gadgets from Ul to U
0
i and Ur to U
0
i , the clauses fx0i j x 2 Tg [ fx0i j
x 2 (Xi n T )g, and the constraint that the number of true variables in Ul [ Ur
is k. Since the CNF contains the constraints of (xl ! x0i) and (xr ! x0i), we
have a0i(T; k) =
P
Tl;TrT;jTlj+jTrj=k al(Tl)ar(Tr). By using an indeterminate t,
we can write a0i(T; k) = (
P
TlT al(Tl)t
jTlj)(
P
TrT ar(Tr)t
jTrj)[tk] = (((al)t) 
((ar)t))(T )[t
k]. The CNF Ci additionally has the Mobius transform gadget from
U 0i to Ui and the constraint that the number of true variables in Ui equals that of
true variables in Ul [ Ur. For each vertex x 2 Xi, the Mobius transform gadget
contains the constraints fx0i ! j ! xi j j 2 [jEj]g. If x0i is false and xi is true,
each j can take arbitrary value. Thus, there are 2
jEj =  1 (modulo 2jEj + 1)
possibilities. Otherwise, all of x0i, xi, and j must take the same value. Therefore,
we have ai(S) =
P
TS( 1)jSnT ja0i(T; jSj) = ((((al)t)  ((ar)t)))(S)[tjSj]. From
Lemma 6.9, we have ai(S) = (al  ar)(S). Thus, from the inductive assumption,
we have mi(S) = (ml mr)(S) = (al  ar)(S) = ai(S).
Finally, we show that the reduction preserves the tree-width.
Lemma 6.11. C has tree-width at most tw +O(log tw).
Proof. Let G0 be the primal graph of C. We will prove the bound by reducing G0
into an empty graph by a series of eliminations of degree at most tw+O(log tw).
Starting from G0 and the given tree-decomposition T of the input graph G, we
eliminate the vertices as follows.
First, for each constraint (x0i ! ! xi) of each Mobius transform gadget, we
eliminate the intermediate vertex  one by one. The elimination can only create
an edge between x0i and xi. Since these vertices are independent and have degree
two, the eliminations have a constant degree. Now, the graph consists of only
three types of vertices: Ui and Si;j for each node i and U
0
i for each Join node i. For
a node i, we denote by Vi the set of vertices consisting of Ui, fSi;j j j 2 [jXij+1]g,
and U 0i if i is a Join node.
Then, we choose an arbitrary leaf i of the tree T and eliminate all the vertices
of Vi in a certain order, which will be described later. Finally, we remove i from
T and repeat the process until T becomes empty. Let p be the parent of a leaf
i. If p is a Join node, N(Vi)  U 0p [ Sp [ Sj , where j is another child of p, and
otherwise N(Vi)  Up.
Now, we describe the details of the eliminations. Let i be the current node
to process. If i is a Join node, we rst eliminate the vertices U 0i . Since for each
vertex x0i 2 U 0i , it holds that N(x0i)\Ui = fxig, from Lemma 6.3, the elimination
has degree jN [U 0i ] n Uij  jU 0i [ Sij  tw + O(log tw). Then, we eliminate the
vertices S =
S
j2[jXij+1] Si;j . Since there are no edges between Si;a and Si;b forja   bj > 1, from Lemma 6.4, the elimination has degree 2M + jN(S)j   1 
2M + (jXij + 2M)   1  tw + O(log tw). Finally, we eliminate the vertices Ui.
If i is the root, there are no other vertices. Thus, the elimination has degree
jUij  tw. Otherwise, let p be the parent of i. Let U be the set U 0p if p is a
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Join node, Up n fup; vpg if p is an Introduce(uv) node, and Up if otherwise. Since
it holds that jN(xi) \ U j  1 for each vertex xi 2 Ui, from Lemma 6.4, the
elimination has degree jN [Ui] n U j  tw +O(log tw).
6.6 Equivalence among Problems of Bounded Branch-width
We rst dene the notion of branch-width formally. A branch-decomposition of
a graph G = (V;E) is a ternary tree (i.e., every node has degree one or three)
T = (I; F ) with one-to-one correspondence between edges of G and leaf nodes of
T . By removing an arc a 2 F of T , we obtain two subtrees T1(a) and T2(a). Let
E1(a) and E2(a) be edges of G corresponding to leaf nodes of T1(a) and T2(a),
respectively. The middle set of an arc a 2 F , denoted by mid(a), is the set of
vertices of G incident both to an edge in E1(a) and an edge in E2(a). The width
of a branch-decomposition is the maximum size of a middle set over all arcs of
T . The branch-width of a graph G, denoted by bw(G), is the minimum width
among all the possible branch-decompositions of G.
Tree-width and branch-width are strongly related graph parameters: for any
graph G with jEj  3, we have bw(G)  tw(G)+1  32bw(G) [93]. Moreover, we
can convert a tree-decomposition of width w into a branch-decomposition of width
at most w+1, and branch-decomposition of width w into a tree-decomposition of
width at most 32w in polynomial time. For any graph G with n vertices, tw(G)
is at most n  1, and bw(G) is at most 23n.
In this section, we prove the following theorem.
Theorem 6.4. For any  > 0, the following are equivalent:
1. Max 2-SAT can be solved in O(2bw) time and
2. Independent Set can be solved in O(2bw) time,
where bw is the width of the given branch-decomposition.
The proof consists of bidirectional reductions between Max 2-SAT and In-
dependent Set. The branch-width preserving reduction from Independent
Set to Max 2-SAT is completely the same as the one for the tree-width case
described in Subsection 6.3.4. Thus, the remaining task is to give a branch-width
preserving reduction from Max 2-SAT to Independent Set.
Let (X; C = fC1; : : : ; Cmg; k) be an instance of Max 2-SAT. If there exists
a variable x such that any clause containing x always contains the same variable
y, we can safely replace x with y or y. Thus, without loss of generality, we can
assume that each vertex in the primal graph of C has degree at least two. We
want to construct an instance (G; k0) of Independent Set such that G has an
independent set of size at least k0 if and only if at least k clauses of C can be
satised. Especially, in our reductions, we choose k0 so that any independent set
has size at most k0. In the following reduction, we will use the variable gadget,
the clause gadget, and the counting gadget dened in Subsection 6.3.2. Let
M = dlog (m+ 1)e. We will also use (arithmetic) constraints on O(M) variables,
which can be simulated by poly(m) clauses.
We will construct a graph with branch-width at most bw+O(logm). As we
discussed before, the additive O(logm) factor is allowed. Let T 0 = (I 0; F 0) be
a given branch-decomposition of width bw. For convenience, we modify it to a
rooted binary tree T = (I; F ) by choosing an arbitrary arc ij 2 F 0 and inserting a
root vertex r between i and j. For a node i with a parent p, we denote the middle
setmid(ip) by Xi. For the root r, we dene Xr = ;. For a variable x 2 X, let hx
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be the node i 2 I with two children l and r such that Xi does not contain x but
both Xl and Xr contain x. Note that the set of arcs Tx = fa 2 F j x 2mid(a)g
is connected in the tree T and is non-empty as every variable has degree at least
two in the primal graph. Thus, the node hx is uniquely determined as the max-
imally high node incident to Tx. For a node i 2 I, the left variables are dened
as Li = fx 2 Xi j i is contained in the subtree rooted at the left child of hxg.
In a similar way, we dene the right variables as Ri = fx 2 Xi j
i is contained in the subtree rooted at the right child of hxg. We note that Xi =
Li [Ri holds.
Now, we explain our branch-decomposition-based reduction. For each node
i 2 I, we create a variable gadget for each of fxi j x 2 Xig and a variable gadget
for each of fwi;j j j 2 [M ]g. We force the value (wi;)2 to represent the number
of satised clauses in the subtree rooted at i as follows. If i is a leaf node, then
we create clause gadgets on Xi and fwi;j j j 2 [M ]g so that (wi;)2 represents the
number of satised clauses on the variables Xi. Since the size of Xi is two, such
a constraint can be simulated by at most 22+M = O(poly(m)) clauses. If i is not
a leaf node, then let l and r be its two children. Then, we create clause gadgets
simulating a constraint (wi;)2 = (wl;)2 + (wr;)2.
Then, we will ensure that for any independent set S of size k0 and for any
variable x 2 X, all the vertices fxi j i 2 I s.t. x 2 Xig are in S or none of them
are in S.
First, for each non-root node i and its parent p, we insert edges and gadgets
as follows; For each variable x 2 Xi, if x is in Lp, then we connect the vertices
xi and xp by an edge, and if x is in Rp, then we connect the vertices xi and xp
by an edge. Then, we construct a counting gadget of fxi j x 2 Xi \ Lpg [ fxi j
x 2 Xi \ Rpg, called an ip-counting gadget and a counting gadget of fxp j x 2
Xi \ Lpg [ fxp j x 2 Xi \ Rpg, called a pi-counting gadget. Finally, we create
clause gadgets simulating the constraint that the sum of the numbers represented
by the last layers of these two counting gadgets must be at most jXi \Xpj. As
we discussed in Subsection 6.3.2, this ensures that for any independent set of size
k0, xi 2 S , xp 2 S holds for any x 2 Xi \Xp.
Then, for each non-leaf node i and its two children l and r, we insert edges and
gadgets as follows; For each variable x such that hx = i, we connect the vertices xl
and xr by an edge. Then, we construct a counting gadget of fxl j hx = ig, called
an lr-counting gadget and a counting gadget of fxr j hx = ig, called a rl-counting
gadget. Finally, we create clause gadgets simulating a constraint that the sum of
the numbers represented by the last layers of these two counting gadgets must
be at most jfx 2 X j hx = igj. This ensures that for any independent set of size
k0, xl 2 S , xr 2 S holds for any x 2 X such that hx = i.
Finally, for the root r, we create clause gadgets simulating a constraint
(wr;1 : : : wr;M )2  k. Now, we have obtained a graph G of polynomial size and we
set k0 as the number of variable gadgets plus the number of clause gadgets. From
our construction, for any independent set of size k0 and a variable x 2 X, all the
vertices fxi j i 2 I s.t. x 2 Xig are in S or none of them are in S, and all the
clauses in the clause gadgets must be satised. Thus, if G has an independent
set of size k0, then at least k clauses of C can be satised. Conversely, if at least
k clauses of C can be satised, then by taking an appropriate vertex from each
gadget, we can obtain an independent set of size k0.
Finally, we show that the reduction preserves the branch-width. A caterpillar
tree of length N is a binary tree that consists of nodes fpi j i 2 [N + 1]g [
fqi j i 2 [N ]g and arcs fpipi+1 j i 2 [N ]g [ fpiqi j i 2 [N ]g. Intuitively, our
branch-decomposition is a tree obtained by replacing each arc of the given branch-
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decomposition with a caterpillar tree. Let f be a function from arcs of a rooted
tree T to subsets of vertices of a graph G. By removing an arc a of T , we obtain
a subtree Ta. We denote the union of the vertex sets f(b) for each arc b of Ta
by f 0(a). Let < be the post-ordering of the arcs of T , that is, a < b if and only
if a is contained in Tb or there exists a common ancestor node of a and b such
that a is in the left subtree and b is in the right subtree. For a vertex v and an
arc a, let Na(v) = N(v) \ (
S
ba f(b)). Similarly, for a vertex set S, we denote
Na(S) = N(S) \ (
S
ba f(b)). We say that a vertex v is consumed at an arc a
if for any vertex u of N(v) n Na(v), there exists an arc b contained in Ta such
that u 2 f(b). For a vertex set S and an arc a, we denote the set of unconsumed
vertices in S at a by Ua(S). We use the following auxiliary lemma.
Lemma 6.12. Let G be a graph, T be a ternary tree, f be a function from arcs of
T to subsets of vertices of G such that there exists exactly one arc a with v 2 f(a)
for each vertex v of G, and w be an integer. If for any arc a of T , there exists
an ordering (v1; : : : ; vN ) of f(a) such that jNa(f 0(a)[fv1; : : : ; vig)j+ jUa(f 0(a)[
fv1; : : : ; vig)j  w holds for any i 2 f0g [ [N ], then bw(G)  w + 1.
Proof. We construct a branch-decomposition of G as follows. For an arc a be-
tween a node c and its parent p of T , let (v1; : : : ; vN ) be the ordering of f(a)
such that jNa(f 0(a) [ fv1; : : : ; vig)j+ jUa(f 0(a) [ fv1; : : : ; vig)j  w holds. Then,
by taking edges fviu j u 2 Na(vi) n fv1; : : : ; vi 1gg from i = 1 to i = N , we
obtain an ordered list Fa = (e1; : : : ; eN 0) of edges. We replace an arc a with a
caterpillar tree of length N 0 by connecting c to the head p1 of the caterpillar and
identifying p to the tail pN 0+1. For each i 2 [N 0], we associate the node qi of
the caterpillar with the edge ei. Finally, by removing leaf nodes that have no
correspondence to edges and eliminating internal nodes of degree two, we obtain
a branch-decomposition of G.
Now, we show that the obtained branch-decomposition has width at most
w + 1. Let b be an arc between pj and pj+1 of a caterpillar inserted to replace
an arc a and let vi 2 f(a) be the vertex incident to the edge ej corresponding
to the node qj . Then, from the denition of Na and Ua, mid(b) is contained in
Na(f
0(a) [ fv1; : : : ; vig) [ Ua(f 0(a) [ fv1; : : : ; vig) [ fvig, whose size is at most
w + 1.
Lemma 6.13. G has branch-width at most bw +O(logm).
Proof. In order to make the proof simple, we rst eliminate the vertices of each
clause gadget. If we can construct a branch-decomposition of width bw+O(logm)
for the eliminated graph such that there exists an arc a with N(S) mid(a) for
each clause gadget with the vertex set S, by replacing the arc a with a caterpillar
tree TF for edges F incident to the clause gadget, we can construct a branch-
decomposition of width bw+O(logm)+ jN [S]j = bw+O(logm) for the original
graph G. Actually, our construction described below has this property.
For a node i, let Yi and Yi denote the vertex sets fxi j x 2 Lig[ fxi j x 2 Rig
and fxi j x 2 Lig [ fxi j x 2 Rig, respectively, and let Wi be the set of vertices
in the variable gadgets for fwi;j j j 2 [M ]g. For a uv-counting gadget, let Suv;a
be the set of vertices in the variable gadgets for the a-th layer of the counting
gadget and S+uv be the one for the last layer. We denote the set of all the vertices
in the counting gadget by Suv. Let Vi denote the union of Yi, Yi, Wi, and Sij for
each j.
Let T be a rooted binary tree of the given branch-decomposition of C. We
create a new root vertex r0 and connect it to the original root. Let f be a
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function from arcs of T to subsets of vertices of G such that f(a) = Vi for an
arc a between a node i and its parent p. Now, we give an ordering of Vi that
satises the property desired in Lemma 6.12. If i is a leaf or the child of the
root, the size of Vi is O(logm). Thus, any ordering has the desired property.
Otherwise, let p be the parent of i, fl; rg be the children of i, and q be the other
child of p. From the construction of G, there are edges between Vi and Vj only
when i is a parent of j, i is a child of j, or the parent of i and j is the same.
Thus, Ua(f
0(a)) is an empty set and Na(f 0(a)) is contained in Yi [Wi [S+il [S+ir ,
whose size is at most bw + O(logm). In what follows, we denote the current
set of Na(f
0(a) [ fv1; : : : ; vjg) by N and Ua(f 0(a) [ fv1; : : : ; vjg) by U , where j
gradually increases as we take vertices to make the ordering of f(a).
Let assume that i is a left child of p. First, we take the vertices Wi in an
arbitrary order. At this point, N is contained in Yi [Wp [Wq [ S+il [ S+ir and U
is an empty set. Actually, at any point, U is always an empty set when i is a left
child. Then, from j = 1 to j = [jXi \Xpj+ 1], we take all the vertices in Sip;j in
an arbitrary order. After that, N is contained in Yi [Wp [Wq [ S+il [ S+ir [ S+pi.
Similarly, from j = 1 to j = [jLi \Rqj+ 1], we take all the vertices in Siq;j in an
arbitrary order, which makes N contained in Yi [Wp [Wq [S+il [S+ir [S+pi [S+qi.
Now, we take all the vertices in Yi in an arbitrary order. After taking a vertex xi,
xi is removed from N and only xi is included to N . Thus, the size of N is always
bounded by bw+O(logm). After taking all the vertices of Yi, N is contained in
Yi [Wp [Wq [ S+il [ S+ir [ S+pi [ S+qi. Then, from j = 1 to j = jXi \Xlj + 1, we
take all the vertices in Sil;j in an arbitrary order. After that, N is contained in
Yi [Wp [Wq [ S+ir [ S+pi [ S+qi. Similarly, from j = 1 to j = jXi \ Xrj + 1, we
take all the vertices in Sir;j in an arbitrary order, which makes N contained in
Yi [Wp [Wq [ S+pi [ S+qi. Finally, we take all the vertices in Yi in an arbitrary
order. After taking a vertex xi, xi is removed from N and only one of xp or xq is
included to N . Thus, the size of N is always bounded by bw + O(logm). Now,
we have taken all the vertices in Vi.
When i is a right child of p, we can still use the same ordering and we only
need a sight modication of the proof. Let q be the left child of p. After taking
all the vertices in Wi, N is contained in Yi [Wp [S+il [S+ir and U is contained in
Wi. After taking all the vertices in Sip, N is contained in Yi[Wp[S+il [S+ir [S+pi
and U is contained in Wi. After taking all the vertices in Siq, N is contained in
Yi [Wp [ S+il [ S+ir [ S+pi and U is contained in Wi [ S+iq . After taking all the
vertices in Yi, N is contained in Yi [Wp [ S+il [ S+ir [ S+pi and U is contained in
Wi [S+iq . After taking all the vertices in Sil, N is contained in Yi [Wp [S+ir [S+pi
and U is contained inWi[S+iq . After taking all the vertices in Sir, N is contained
in Yi [Wp [ S+pi and U is contained in Wi [ S+iq . Finally, after taking a vertex xi
of Yi, xi is removed from N and moved to U or xi is removed from N and xp is
included to N . At any point, the size of N [ U is bounded by bw +O(logm).
Now, we have obtained the function f and the ordering of f(a) with the
desired property. Thus, from Lemma 6.12, the graph G has branch-width at
most bw +O(logm).
86
Chapter 7
Exactly Parameterized NL
In this chapter, we introduce a new parameterized complexity class EPNL (Ex-
actly Parameterized NL) and prove robust exponential-time hardness for prob-
lems parameterized by path-width. First, in Section 7.1, we formally dene EPNL
and EPNL-hardness. Intuitively, EPNL is a class of parameterized problems
that can be solved by a non-deterministic Turing machine with the space of
k + O(log n) bits, where k is the parameter. If one of the NP-hard problems
can be solved in polynomial time, any problem in NP can be solved in polyno-
mial time. Similarly, if one of the EPNL-hard problems can be solved in O(ck)
time, any problem in EPNL can be solved in O(ck) time. Since the class EPNL
contains many famous problems, such as Set Cover parameterized by the num-
ber of elements and Directed Hamiltonicity parameterized by the number
of vertices for which no O((2  )n)-time algorithms are known, EPNL-hardness
is much more robust than SETH-hardness which relies only on the hardness of
SAT. Examples of problems in EPNL are given in Section 7.2. In Section 7.3, we
prove that SAT parameterized by path-width is EPNL-complete. And nally,
by using decomposition-based reductions, we show that 3-SAT, Max 2-SAT,
and Independent Set parameterized by path-width are also EPNL-complete
in Section 7.4. Since path-width is always at least the tree-width, this immedi-
ately implies that the problems parameterized by tree-width are EPNL-hard.
7.1 Denitions
By extending the classical complexity class NL (Non-deterministic Logspace),
we dene a class of parameterized problems EPNL (Exactly Parameterized NL)
which can be solved by a non-deterministic Turing machine with the space of
k +O(log n) bits.
Denition 7.1 (EPNL). A parameterized problem L    N is in EPNL if
there exists a polynomial p : N! N and a verifying polynomial-time deterministic
Turing machineM : (N) ! f0; 1g with four tapes, a read-only input tape,
a read-only read-once certicate tape, and two read/write binary working tapes
called the k-bit tape and the logspace tape, satisfying the the following properties
for any input (x; k) 2   N:
 It holds that (x; k) 2 L if and only if there exists a certicate y 2 p(j(x;k)j)
such that M((x; k); y) = 1.
 For any y 2 p(j(x;k)j), the machine M uses at most k space from the k-bit
tape and O(log j(x; k)j) space from the logspace tape.
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Note that the machine M is not allowed to use O(k) bits from the k-bit tape
but at most k bits. This is why we use two separated working tapes instead of one
long working tape of length k + O(log j(x; k)j); in the latter case, because there
is only one head, it may be dicult to simulate a random-access k-bit array.
Then, we dene logspace parameter-preserving reduction and EPNL-hardness.
Denition 7.2 (Reducibility). A parameterized problem A is logspace
parameter-preserving reducible to a parameterized problem B, denoted by A ppL
B, if there exists a logspace computable function  : (  N) ! (  N) such
that, given an instance (x; k) of A, outputs an instance (x0; k0) = (x; k) of B
such that
 (x; k) 2 A () (x0; k0) 2 B, and
 k0  k +O(log j(x; k)j).
Note that in the standard parameterized reduction, the computation can take
f(k)poly(jxj) time and the parameter k0 of the reduced instance can be increased
to any function of the original parameter k. However, in our reduction, we allow
only a logspace computation and an additive increase by O(log j(x; k)j) of the
parameter.
Proposition 7.1. If A ppL B and B 2 EPNL, then A 2 EPNL.
The proof of the proposition is an easy extension of the case for NL (see the
text book by Arora and Barak [9, Chap.4.3.]), so we omit it here.
Denition 7.3 (EPNL-hardness). A parameterized problem A is called EPNL-
hard if for any B 2 EPNL, we have B ppL A. Moreover, if A 2 EPNL, A is
called EPNL-complete.
Since there are at most 2k+O(log j(x;k)j) = O(2k) congurations of the working
tapes, any problem in EPNL can be solved in O(2k) time and space by dynamic
programming. The following proposition follows from the denitions.
Proposition 7.2. Any problem in EPNL can be solved in O(2k) time and space.
If one of the EPNL-hard problem can be solved in O(ck) time and O(dk) space,
then any problem in EPNL can also be solved in O(ck) time and O(dk) space.
7.2 Problems in EPNL
We give several examples of problems in EPNL. For all the problems in
Lemma 7.2, the current fastest algorithms take O(2n) time [21].
Lemma 7.1. SAT, 3-SAT,Max 2-SAT, and Independent Set parameterized
by path-width are in EPNL.
Proof. We show that SAT parameterized by path-width is in EPNL. For the
other problems, we can use similar proofs, so we omit them.
Let (X1; : : : ; Xd) be the list of bags of the nice path-decomposition from the
root to the leaf. As a certicate, we use a list of partial assignments fi : Xi !
f0; 1g. Starting from the root bag X1, the machine M handles each bag one
by one as follows. Let Xi be the current bag. By storing the current partial
assignment fi to the k-bit tape, we can check that there are no inconsistencies
between two assignments fi and fi 1. From the denition of path-decomposition,
if fi and fi 1 are consistent for all i, all the partial assignments are consistent.
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If Xi is an Introduce(C) bag, we check that the partial assignment satises the
clause C. Since each clause C has an Introduce(C) node, this implies that the
assignment given as the certicate satises all the clauses.
Lemma 7.2. Directed Hamiltonicity, Optimal Linear Arrangement,
Directed Feedback Arc Set parameterized by the number of vertices of the
input graph, and Set Cover parameterized by the number of elements are in
EPNL.
Proof. We show that Directed Hamiltonicity parameterized by the number
of vertices is in EPNL. For the other problems, we can use similar proofs, so
we omit them. Directed Hamiltonicity is the following problem: given a
directed graph G = (V;E) answer whether there exists a cycle that passes each
vertex exactly once.
As a certicate, we use an ordering of vertices on the cycle. Then the machine
reads each vertex in the ordering one by one. We can check the ordering is actually
a cycle by putting the rst and the last vertex on the logspace tape. Since the
certicate tape is read-once, we cannot check whether each vertex appears exactly
once by only using logspace tape. When the machine reads a vertex i from the
certicate, it writes a symbol 1 on the i-th position of the k-bit tape. If the
symbol in the i-th position is already 1, the certicate contains the vertex i
multiple times. Finally, by checking all the symbols in the k-bit tape is 1, we can
conrm that each vertex appears exactly once in the ordering.
7.3 EPNL-completeness of SAT Parameterized by Path-width
In this section, we prove that SAT parameterized by path-width is EPNL-
complete by showing that it is logspace parameter-preserving reducible from any
parametrized problem in EPNL.
Theorem 7.1. SAT parameterized by path-width is EPNL-complete.
Proof. SAT parameterized by path-width is in EPNL. So it suces to show that
any parameterized problem A 2 EPNL can be reduced to SAT parameterized by
path-width. LetM be a Turing machine that accepts A, Q be the set of (internal)
states ofM , and t; s : N! N be the polynomial time bound and logarithmic space
bound of M , respectively. For simplicity, we assume that inputs and certicates
of M are encoded as binary strings. We reduce an instance (x; k) of A to SAT
as follows.
Let n be the input length. For each step i 2 [t(n)], we create the following
variables:
 Qi;q for each q 2 Q, which indicates that M is in state q,
 HIi;j for each j 2 [dlog ne], which indicates the position of the input tape
head in binary,
 HKi;j for each j 2 [dlog ke], which indicates the position of the k-bit tape
head in binary,
 HLi;j for each j 2 [dlog r(n)e], which indicates the position of the logspace
tape head in binary,
 TKi;h for each h 2 [k]0, which indicates the symbol written in the h-th cell of
the k-bit tape,
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 TLi;h for each h 2 [s(n)]0, which indicates the symbol written in the h-th cell
of the logspace tape, and
 TCi , which indicates the symbol in the cell of the certicate tape.
Now, we create clauses. Let qs 2 Q be the initial state and qt 2 Q be the
accepting state. First, we create the following clauses (consisting of single literals)
to express the initial and the nal conguration:
 Q1;qs (the machine is in the state qs),
 HI1;j for each j 2 [dlog ne] (the input tape head is at the position 0),
 HK1;j for each j 2 [dlog ke] (the k-bit tape head is at the position 0),
 HL1;j for each j 2 [dlog s(n)e] (the logspace tape head is at the position 0),
 TK1;h for each h 2 [k]0 (each cell of the k-bit tape has symbol 0),
 TL1;h for each h 2 [r(n)]0 (each cell of the logspace tape has symbol 0), and
 Qt(n);qt (the machine must nish in the state qt).
Then, for each step i 2 [t(n)], we create clauses to express transitions as
follows. The machine can take only one state at a time, so we create a clause Qi;q_
Qi;q0 for each q 6= q0. If a cell changes, the head must be there (or equivalently,
cells not pointed by the head must remain unchanged), so we create the following
clauses:
 TK
i;hK
6= TK
i+1;hK
! (HKi;)2 = hK for each hK 2 [k]0, and
 TL
i;hL
6= TL
i+1;hL
! (HLi;)2 = hL for each hL 2 [s(n)]0.
Let  : (q; cI ; cK ; cL; cC) 7! (q0; c0K ; c0L; dI ; dK ; dL; dC) be the transition function,
which indicates that if the machine is in the state q, the symbol in the input tape
is cI , the symbol in the k-bit tape is cK , the symbol in the logspace tape is cL,
and the symbol in the certicate tape is cC , then the machine changes the state
to q0, write c0K to the cell of the k-bit tape, write c0L to the cell of the logspace
tape, move the input tape head by dI , move the k-bit tape head by dK , move the
logspace tape head by dL, and move the certicate tape head by dC . Note that
since the certicate tape is read-once, dC  0. For each hI 2 [n]0, hK 2 [k]0, hL 2
[s(n)]0, and transition (q; cI ; cK ; cL; cC) 7! (q0; c0K ; c0L; dI ; dK ; dL; dC), we create
clauses as follows. If a symbol in the hI -th position of the input tape is not cI ,
this transition never occurs. Otherwise, let C be the constraint Qi;q ^ (HIi;)2 =
hI ^ (HKi;)2 = hK ^ (HLi;)2 = hL ^ TKi;hK = cK ^ TLi;hL = cL ^ TCi = cC , which
express the condition that the transition occurs. Then, we create the following
clauses:
 C ! Qi+1;q0 (the machine changes the state to q0),
 C ! TK
i+1;hK
= c0K (c0K is written in the cell of the k-bit tape),
 C ! TL
i+1;hL
= c0L (c0L is written in the cell of the the logspace tape),
 C ! (HIi+1;)2 = hI + dI (the input tape head moves by dI),
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 C ! (HKi+1;)2 = hK + dK (the k-bit tape head moves by dK),
 C ! (HLi+1;)2 = hL + dL (the logspace tape head moves by dL), and
 C ! TCi = TCi+1 if dC = 0 (if the certicate tape head does not move, then
the symbol in the certicate tape does not change).
It is not dicult to check that the reduction can be done in logspace and
the obtained CNF is satisable if and only if there is a certicate such that the
machine nishes in the accepting state. Finally, we show that the obtained CNF
has path-width k +O(log n).
For a step i, let TKi = fTKi;h j h 2 [k]0g and Xi be the set of other variables.
The primal graph of the obtained CNF has the following properties:
 N [Xi]  TKi 1 [Xi 1 [ TKi [Xi [ TKi+1 [Xi+1,
 N(TKi;j)  fTKi 1;j ; TKi+1;jg [Xi 1 [Xi [Xi+1.
We can construct a path-decomposition as follows: starting from a bag TK1 [X1
and i = 1, introduce Xi+1, introduce T
K
i+1;1, forget T
K
i;1, . . . , introduce T
K
i+1;k,
forget TKi;k, forget Xi (the current bag consists of T
K
i+1 [Xi+1), and then increase
i. Since the size of Xi is O(log n) and the size of T
K
i is exactly k, the width of
the obtained path-decomposition is k +O(log n).
7.4 EPNL-completeness of Problems Parameterized by Path-
width
Finally, we show that 3-SAT, Independent Set, and Max 2-SAT parameter-
ized by path-width are EPNL-complete.
Theorem 7.2. 3-SAT parameterized by path-width is EPNL-complete.
Proof. We prove the theorem by a reduction from SAT parameterized by path-
width. The reduction is completely the same as the standard reduction (see
Subsection 6.3.3). Starting from an empty bag and the leaf node i of the given
nice path-decomposition of width pw, we can construct a path-decomposition of
the reduced instance as follows. If i is an Introduce(C) node of length more than
three, let fy1; : : : ; ykg be the variables created to replace the clause C. Then, we
introduce y1, introduce y2, forget y1, introduce y3, forget y2, . . . , introduce yk,
forget yk 1, and forget yk. If i is an Introduce(x) node, we introduce x, and if i
is a Forget(x) node, we forget x. Finally, we change i to its parent and repeat
the process until reaching to the root. The width of this path-decomposition is
pw +O(1).
Theorem 7.3. Independent Set parameterized by path-width is EPNL-
complete.
Proof. We prove the theorem by a reduction from 3-SAT parameterized by path-
width. The reduction is completely the same as that for the tree-width case
(Subsection 6.3.2), so we only need to bound the path-width of the obtained
graph. Starting from an empty bag and the leaf node i of the given nice path-
decomposition of width pw, we can construct a path-decomposition of the re-
duced instance as follows.
If i is not the leaf, let c be the child of i. For each variable x 2 Xi \Xc, we
introduce xi and forget xc. If i is an Introduce(x) node, we introduce xi, if i is a
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Forget(x) node, we forget xc, and if i is an Introduce(C) node, we introduce the
corresponding clause gadget.
Then, we process the child counting gadget for i as follows. First, we introduce
the rst layer Si;1. Then, starting from a = 1, we repeat the following process by
incrementing a: (1) introduce the next layer Si;a+1, (2) for each clause gadget C
connecting Si;a and Si;a+1, introduce C and forget C one by one, (3) forget the
current layer Si;a. Note that the last layer of the counting gadget is remained in
the bag.
Next, for each variable x 2 Xi, we introduce xi and forget xi one by one. If i
is an Introduce(C) node, we forget the corresponding clause gadget. We process
the parent counting gadget for c in the same way as we did for the child counting
gadget. Then, we process the last layers of the child and the parent counting
gadget for c. For each clause gadget C connecting the last layers of the child
and the parent counting gadget, we introduce C and forget C one by one, and
then we forget these two layers . Finally, we change i to its parent and repeat
the process until reaching to the root. The width of this path-decomposition is
pw +O(logpw).
Theorem 7.4. Max 2-SAT parameterized by path-width is EPNL-complete.
Proof. We prove the theorem by a reduction from Independent Set parameter-
ized by path-width. The proof is completely the same as that for the tree-width
case (Subsection 6.3.4)
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Chapter 8
Decomposition-based Reductions in Practice
In this chapter, we investigate the practical performance of the decomposition-
based reduction presented in Chapter 6. As a benchmark problem, we choose a
reduction from Max SAT to SAT because practical methods for Max SAT are
well studied and the state-of-the-art methods rely on reductions to SAT. First, in
Section 8.1, we review the existing research on Max SAT. Then, we propose our
decomposition-based reduction in Section 8.2. Finally, in Section 8.3, we explain
our experimental results.
8.1 Review of the Existing Research on Max SAT
Max SAT is the optimization version of SAT where the objective is to maximize
the number of satised clauses. Because Max SAT can encode many optimiza-
tion problems more naturally than SAT, the development of practical MaxSAT
solvers has attracted a lot of attention in recent years. Since 2006, annual compe-
titions of Max SAT solvers (MaxSAT Evaluation1) have been held and a variety of
new solvers have been developed. In this section, we review the existing approach
for practical Max SAT solving.
When encoding an optimization problem to Max SAT, two types of clauses
occur: 1) the clauses encoding the constraints of the problem and 2) the clauses
introduced for expressing the objective function. For example, if we encode In-
dependent Set problem to Max SAT, we create 1) a clause (xu _ xv) for each
edge uv 2 E, which expresses the constraint that at most one of u and v can be
contained in an independent set, and 2) a clause (xv) for each vertex v 2 V , which
expresses the objective function for the vertex v. We call the rst type of the
clauses, which must be satised, as the hard clauses and the second type of the
clauses, which can be unsatised, as soft clauses. Partial Max SAT is a variant
ofMax SAT in which we are given a list of hard clauses and soft clauses and the
objective is to satisfy as many soft clauses as possible while satisfying all the hard
clauses. Although we can simulate a hard clause using soft clauses by creating a
sucient number of copies, for practical performance, solvers for Partial Max
SAT have been well studied. There is a more general version Weighted Partial
Max SAT. However, in our research, we concentrate on the unweighted version
for simplicity. We denote the set of soft clauses by S = fS1; : : : ; Smg and the
set of hard clauses by H = fH1; : : : ; Hm0g. For convenience, we dene Partial
Max SAT as the minimization problem where the objective value is the number
of unsatised soft clauses.
1http://www.maxsat.udl.cat/
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8.1.1 Algorithms for Partial Max SAT
There are two types of major approaches for Partial Max SAT: 1) branch-and-
bound-based approach and 2) SAT-based approach which reduces the problem to
SAT and exploits the state-of-the-art SAT solvers. Although branch-and-bound-
based approach performs well on random and crafted instances, the current SAT-
based approach strongly outperforms the branch-and-bound-based approach on
industrial instances. Note that we are interested in the performance on indus-
trial instances because they are considered to be more structured than random
or crafted instances. SAT-based approach can be further classied into two cat-
egories: 1) the satisability-based approach [15] and 2) the unsatisability-based
approach [41].
Satisability-based Approach
The satisability-based approach is based on a simple reduction to SAT. Let k
be a known upper bound of the number of unsatised soft clauses. By using a
SAT solver, we try to nd an assignment such that at most k  1 soft clauses are
unsatised as follows. For each soft clause Si, we create a blocking variable bi and
replace the clause with Si_bi. If the clause Si is unsatised, the blocking variable
bi must be set to true. Then we encode the constraint b1 + : : : + bm < k, which
is called a cardinality constraint, to CNF. If the obtained CNF is unsatised, the
optimal value is k. Otherwise, we can update the upper bound k and repeat
the process. The initial upper bound can be computed just by introducing the
blocking variables without constructing the cardinality constraint. The important
part of the approach is how to encode the cardinality constraint. There are many
studies on the encoding, which are reviewed in the next subsection.
In this approach, we repeatedly solve almost the same instances of SAT.
The only dierence is the right-hand side of the cardinality constraint. In many
encoding methods, we can update the constraint by just adding a small number
of clauses, or even by setting a single variable to false. Since the state-of-the-art
SAT solvers are based on clause learning [95], we can reuse the clauses learned
in the previous executions. Actually, most of the famous SAT solvers, including
MiniSAT, support this incremental solving.
Solvers based on this approach won the rst place in MaxSAT Evaluations
2008 [15] and 2010{2012 [66], and the second place2 in 2013 [83].
Unsatisability-based Approach
Most of the current SAT solvers have a feature to extract an unsatisable subset of
clauses (called a core) when the input CNF is unsatisable. In the satisability-
based approach, we iteratively update the upper bound by nding satisable
assignments. Contrastingly, in unsatisability-based approach, we iteratively up-
date the lower bound by exploiting the cores. Thus, the approach is also called
the core-guided approach.
We review a simple unsatisability-based approach by Fu and Malik [41].
Let S 0 = fS01; : : : ; S0pg be a set of soft clauses in the extracted core. Since any
assignment that satises all the hard clauses cannot satisfy at least one of S 0, we
relax S 0 as follows. For each clause S0i 2 S 0, we introduce a blocking variables bi
and replace the clause with S0i_bi. Then, we encode the constraint b1+ : : :+bp =
2Portfolio solvers, which use multiple independent solvers and select a solver with the best
predicted performance for each instance, won the rst place in 2013{2015 [6].
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1. We iterate the process until the CNF becomes satisable. There have been
developed many improved methods for relaxing the unsatisable core [76, 75, 77,
4, 48, 80, 5].
Solvers based on this approach won the rst place in MaxSAT Evaluations
2009 [4], and the second place in 2014 [78] and 2015 [5].
Although, recent unsatisability-based solvers outperform satisability-based
solvers, in our research, we focus on satisability-based approach because it is
based on the simple reduction to SAT and therefore reduction techniques would
strongly aect the performance. We note that the objective of our research is not
to develop the fastest MaxSAT solver but to investigate the practical performance
of the decomposition-based reduction.
8.1.2 Encoding of Cardinality Constraints
A constraint of the form x1 + : : : + xn < k is called a cardinality constraint.
Since cardinality constraints appear in many practical problems, there are many
research on CNF encoding of cardinality constraints, such as Totalizer [13], Mod-
ulo Totalizer [83], and Cardinality Networks [10]. Among them, we review To-
talizer. Although in our decomposition-based reduction from Max 2-SAT to
SAT in Subsection 6.3.1, we used a binary representation of an integer to encode
the cardinality constraint, this encoding is rarely used in practice. This is be-
cause the binary encoding does not preserve arc consistency. In the constraint
x1+ : : :+xn < k, if k variables among the xi's are set to true, we can immediately
know that the constraint is unsatised. If the encoding preserves arc consistency,
we can drive an empty clause by the unit propagation as soon as k variables are set
to true. Here, the unit propagation is the core of the DPLL algorithm [35], which
is the basis of the state-of-the-art SAT solvers. Thus, preserving arc consistency
is considered to be important for practical performance.
Totalizer
Totalizer was developed by Bailleux and Boufkhad [13] and proved to preserve
arc consistency. In order to represent the sum, it uses a unary representation of
an integer. Let X = fx1; : : : ; xng be a variable set and U be a list of variables
representing the sum (e.g., the number of the true variables in X). If the sum is
i, the rst i variables of U are set to true and the other variables are set to false.
In the encoding, we recursively compute the sum x1 + : : : + xn as de-
scribed in Algorithm 8. If n = 1, the variable x1 itself represents the sum.
Otherwise, we split the variables X into two halves L = fx1; : : : ; xbn
2
cg and
R = fxbn
2
c+1; : : : ; xng. Let UL = (l1; : : : ; lnL) and UR = (r1; : : : ; rnR) be the lists
of variables representing the sums of L and R, respectively, computed by the re-
cursive calls. Then, by using a subroutine described in Algorithm 9, we introduce
a list of variables U = (u1; : : : ; un0) representing the sum of X as follows. First,
for each i 2 [nL], we create a clause li _ ui, which is equivalent to li ! ui. This
clause expresses the constraint that if the sum of L is at least i, then the sum of
X is also at least i. Similarly, we create clauses rj _ uj . Then, for each i 2 [nL]
and j 2 [nR], we create a clause li_ rj_ui+j , which is equivalent to li^rj ! ui+j .
This clause expresses the constraint that if the sum of L is at least i and the sum
of R is at least j then the total is at least i+ j.
Finally, by adding a clause (uk), we can express the constraint x1+: : :+xn < k.
Here, we note that we can update the right-hand side value k only by setting the
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Algorithm 8 Totalizer [13]
INPUT: variables X = fx1; : : : ; xng
OUTPUT: a list of variables representing the sum
1: procedure Totalizer(X)
2: if n = 1 then return (;; (x1))
3: split X into two halves L [R
4: UL  Totalizer(L)
5: UR  Totalizer(R)
6: return UnaryAdder(UL; UR)
Algorithm 9 Unary Adder
INPUT: two lists of variables UL = (l1; : : : ; lnL) and UR = (r1; : : : ; rnL)
OUTPUT: a list of variables representing the sum
1: procedure UnaryAdder(UL; UR)
2: n0  min(nL + nR; k)
3: introduce new variables U = (u1; : : : ; un0)
4: for i 2 [nL] do
5: introduce a clause (li _ ui) . li ! ui
6: for j 2 [nR] do
7: introduce a clause (rj _ uj) . rj ! uj
8: for i 2 [nL] do
9: for j 2 [min(nR; n0   nL)] do
10: introduce a clause (li _ rj _ ui+j) . (li ^ rj)! ui+j
11: return U
corresponding variable to false. The encoding introduces O(n log n) variables
and O(n2) clauses. Since we only need to determine whether the sum is smaller
than k or not, it suces to introduce min(n; k) variables to represent a sum of n
variables. By this improvement, the number of introduced variables and clauses
are bounded by O(n log k) and O(nk), respectively.
8.2 Decomposition-based Reduction
Now, we apply the idea of the decomposition-based reduction to the reduction
from Partial Max SAT to SAT. Although the basic idea is almost the same
as the tree-decomposition-based reduction from Max 2-SAT to SAT presented
in Subsection 6.3.1, for practical performance, we need to modify it as follows.
First, in the presented reduction, we created a new variable xi for each bag
i and each variable x 2 Xi. However, this is only for describing the proofs in
a uniform format, and actually without replicating variables, we can obtain the
same tree-width bound.
Second, we used the binary representation of integers, which may not be
practical. Thus, we use the unary representation used in the Totalizer encoding.
Since the unary representation requires k variables to express the number of
unsatised clauses, where k is the initial upper bound of the number of unsatised
clauses, we cannot obtain tw + O(log n) bound of the tree-width. However, we
note that the dynamic programming algorithm can still solve the reduced instance
in O(2tw) time because there are only O(k) possible satisfying assignments for
these unary representation variables. Thus, we can assume that the reduced
instance virtually has a tree-width tw +O(log n).
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Algorithm 10 Decomposition-based Reduction
INPUT: a node i of the nice tree-decomposition of the input CNF
OUTPUT: a unary representation of the number of unsatised clauses in S(i)
1: procedure Reduce(i)
2: if i is an Introduce(Si) node for a soft clause Si then
3: introduce a new variable bi and replace Si with Si _ bi.
4: if S(c(i)) = ; then return (bi)
5: else return UnaryAdder((bi);Reduce(c(i)))
6: else if i is a Join node then
7: if both of S(l(i)) and S(r(i)) are non-empty then
8: return UnaryAdder(Reduce(l(i));Reduce(r(i)))
9: else
10: return Reduce(c), where c is the child satisfying S(c) 6= ;
11: else
12: return Reduce(c(i))
Now, we explain our tree-decomposition-based reduction from Partial Max
SAT to SAT. First, we compute a nice tree-decomposition of the primal graph
of the input CNF. For a node i, let S(i) denote the set of soft clauses contained
in the subtree rooted at i. If i is a Join node, we denote the set of two children
of i by fl(i); r(i)g, and if i is neither a Join node nor a Leaf node, we denote the
unique child of i by c(i).
Starting from the root node, we recursively apply Algorithm 10. If the current
node i is an Introduce(Si) node for a soft clause Si, we create a blocking variable
bi and relax the clause. If no other soft clauses are contained in the subtree, (bi)
is the unary representation of the number of unsatised clauses. Otherwise, we
recursively compute a unary representation for the child node c(i) and return
the sum of them by calling the subroutine UnaryAdder (Algorithm 9). If the
current node i is a Join node such that both of S(l(i)) and S(r(i)) are not empty,
we recursively compute unary representations for both children and then return
the unary representation of their sum. If none of the above cases are met, we
move to the child without doing anything.
Let (u1; : : : ; uk) be the obtained unary representation. By adding a clause
(uk), we can encode the constraint that the number of unsatised soft clauses is at
most k. The proposed decomposition-based reduction can be seen as a variant of
satisability-based method with Totalizer encoding; instead of splitting blocking
variables into two halves, we split them according to the tree-decomposition.
There is one drawback in our reduction; since Totalizer encoding splits a variable
set into two sets of similar size, the number of introduced variables is bounded
by O(m log k), where m is the number of soft clauses; on the other hand, in our
reduction, a variable set of size t might be split into two sets of size 1 and t  1,
and thus it may introduce O(mk) variables.
In order to overcome the drawback, we propose the following improvement
called Lazy Addition. Instead of using a single unary representation Ui to count
the number of unsatised clauses in S(i), we use a set of unary representations
Ui = fU1i ; : : : ; Uk
0
i g. We ensure that every set Ui satises the following three con-
ditions: 1) the size (i.e., the number of variables) of each unary representation in
Ui is a power of 2 or exactly k, 2) all the unary representations in Ui have distinct
size, and 3) the sum of all the unary representations in Ui is equal to the number
of unsatised soft clauses in S(i). Then, the UnaryAdder in Algorithm 10 is
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Algorithm 11 Lazy Unary Adder
INPUT: two sets of unary representations UL and UR
OUTPUT: a set of unary representations
1: procedure LazyUnaryAdder(UL;UR)
2: U  UL [ UR
3: while 9A;B 2 U with jAj = jBj do
4: U  U n fA;Bg [ fUnaryAdder(A;B)g
5: return U
replaced with LazyUnaryAdder described in Algorithm 11. When computing
a sum of UL, UR, we rst take the union U = UL [ UR. Let A;B 2 U be two
unary representations of the same size. If there exists no such pair, U is a set
of unary representations satisfying the above conditions. Otherwise, we remove
them from the set and insert the sum UnaryAdder(A;B) to the set. We repeat
the process while such a pair exists.
We note that with this improvement, it takes O(2twklog k) time to solve
the reduced CNF by the dynamic programming because in each bag, there are
O(
Qdlog ke
i=0 2
i) = O(klog k) possible satisfying assignments for the set of unary
representations. Thus it might be possible that the simple version would perform
well in practice. We will compare the two versions in the experiments.
Lemma 8.1. The decomposition-based reduction with the lazy addition introduces
O(m log k) variables and O(mk) clauses.
Proof. We construct a binary tree T , called an addition tree, as follows; for each
unary representation Ui created by the reduction, we create a corresponding node
i; if Ui was introduced as a sum of two unary representations Ul and Ur, we set
fl; rg as the children of the node i. We dene the size of a node i as the size of
the corresponding unary representation Ui. Let Tk be the subtree of T consisting
of nodes whose corresponding unary representations have size k.
First, we bound the number of introduced variables and clauses inside Tk.
Since each unary representation corresponding to a leaf node of Tk counts the
number of unsatised clauses in a distinct set of soft clauses, the number of
the leaves of Tk is bounded by O(m=k). Therefore, the number of nodes in
Tk is also bounded by O(m=k). Thus, the number of introduced variables is
O(m=kk) = O(m) and the number of introduced clauses is O(m=kk2) = O(mk).
Finally, we bound the number of introduced variables and clauses outside Tk.
Let r be a leaf of Tk and T (r) be a subtree of T rooted at the node r. Each leaf
node of T (r) has size 1 and each non-leaf node i has two children of size jUij=2.
Therefore, the subtree T (r) forms a complete binary tree and the number of the
leaves is bounded by O(k). Thus, the number of introduced variables inside T (r)
is
Pdlog2 ke
i=0 O(k=2
i  2i) = O(k log k) and the number of introduced clauses inside
T (r) is
Pdlog2 ke 1
i=0 O((k=2
i)2  2i) = O(k2). Since the number of leaves of Tk
is O(m=k), the total number of introduced variables and clauses outside Tk is
O(m=k  k log k) = O(m log k) and O(m=k  k2) = O(mk), respectively,
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8.3 Experiments
8.3.1 Setup
Environment
Experiments were conducted on a machine with Intel Xeon X5670 (2.93 GHz) and
48GB of main memory. All the methods were implemented in C++ by extending
the MiniSAT3 version 2.2.0. All the timing results were sequential. We set the
time limit for each execution as 30 minutes (= 1,800 seconds).
Datasets
We used benchmark datasets that were used in the Industrial Partial Max-SAT
category of MaxSAT Evaluation 20154. The benchmark consists of 14 sets of
instances came from dierent types of applications: aes, atcoss, bcp, circuit-
trace-compaction, close solutions, des, haplotype-assembly, hs-timetabling, mbd,
packup-pms, pbo, protein ins, tpr, and treewidth-computation. The number of
variables, the number of clauses, and the number of soft clauses of each instance
are shown in Figures 8.1 and 8.2, where each point corresponds to a single in-
stance.
Methods
We implemented the following four reductions.
Totalizer: This is a satisability-based method with Totalizer encoding. This
combination was used by QMaxSAT [66], which won the rst place in MaxSAT
Evaluations 2010{2012. When splitting blocking variables into two halves at the
line 3 of the Algorithm 8, we use the input ordering; i.e., we number blocking
variables from 1 to m in the order in which the corresponding soft clauses appear
in the input, and then at each recursive call, we split the variables into the rst
half and the second half.
Totalizer(Shue): Instead of using the input ordering of the blocking vari-
ables, in this version, we use the random ordering for investigating the impact of
the ordering.
Decomposition-based: This is a simple version of the decomposition-based
reduction that does not use the lazy addition. In order to use our tree-
decomposition-based reductions, we need to compute a tree-decomposition of the
primal graph of the input CNF. Since computing the optimal tree-decomposition
is NP-hard, we use a min-degree heuristic [16] with a star-based representa-
tion [74], which was developed by Maehara, Akiba, Iwata, and Kawarabayashi
for computing tree-decompositions of very large real-world graphs. In our exper-
iments, the time required to compute a primal graph and its tree-decomposition
is also included to the running time.
Decomposition-based(Lazy): This is an improved version of the proposed
decomposition-based reduction that uses the lazy addition.
3http://minisat.se/
4http://maxsat.ia.udl.cat/
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Figure 8.1: The number of variables and the number of clauses
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Figure 8.2: The number of variables and the number of soft clauses
8.3.2 Comparison and Analysis
We compare the performance of the four reductions. Table 8.1 shows the number
of solved instances within the time limit and the average running time. Here,
when taking an average, a running time for an unsolved instance is regarded as
30 minutes. From the table, we can see that the dierence of the datasets strongly
aects the performance.
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Table 8.1: Comparison of the four reductions. #I denotes the number of instances
in a dataset, #S denotes the number of solved instances, and T denotes the
average running time (in seconds).
Totalizer +Shue Dec.-based +Lazy
Dataset #I #S T #S T #S T #S T
aes 7 0 1800.0 0 1800.0 0 1800.0 0 1800.0
atcoss 37 23 805.4 23 798.7 23 813.4 23 806.5
bcp 188 118 695.6 68 1184.2 116 730.6 121 688.9
circuit-trace-compaction 4 4 35.7 4 40.2 4 43.2 4 34.7
close solutions 50 24 1028.9 18 1286.0 7 1660.5 17 1289.9
des 50 44 497.9 2 1760.1 19 1189.6 21 1102.6
haplotype-assembly 6 5 349.5 0 1800.0 5 385.9 5 351.2
hs-timetabling 2 1 1051.4 1 1010.0 1 1036.3 1 1043.2
mbd 46 35 703.6 0 1800.0 45 104.2 45 100.6
packup-pms 40 40 9.8 5 1576.3 40 125.4 39 147.3
pbo 65 65 54.6 64 110.4 58 247.8 64 103.1
protein ins 12 12 437.2 11 736.4 9 950.3 12 206.1
tpr 61 61 247.3 56 615.1 61 90.9 61 77.7
treewidth-computation 33 26 464.7 26 426.9 26 461.2 26 479.2
Total 601 458 542.1 278 1070.8 414 640.9 439 559.3
Practical Importance of Preserving Tree-width
Although the decomposition-based reduction could not always outperform Total-
izer, we can still show the practical importance of preserving the tree-width. We
arrange datasets other than aes, of which all the reductions could not solve any
instances, into the following four groups.
A. The group A consists of six datasets atcoss, circuit-trace-compaction, hs-
timetabling, pbo, protein ins, and treewidth-computation, on which Total-
izer, Totalizer(Shue), and Decomposition-based(Lazy) show similar per-
formance. In gures, these datasets will be colored in gray.
B. The group B consists of two datasets bcp and haplotype-assembly, on which
Totalizer and Decomposition-based(Lazy) show similar performance, and
moreover they outperform Totalizer(Shue). In gures, these datasets will
be colored in green.
C. The group C consists of three datasets close solutions, des, and packup-pms,
on which Totalizer outperforms Decomposition-based(Lazy). In gures,
these datasets will be colored in blue.
D. The group D consists of two datasets mbd and tpr, on which
Decomposition-based(Lazy) outperforms Totalizer. In gures, these
datasets will be colored in red.
We expect the reason why there exists such a dierence as follows.
A. All the datasets other than pbo in this group have relatively small number
of soft clauses (see Figure 8.2). Thus a reduction modies only a small part
of an instance, which does not seriously aect the performance.
B. On these datasets, the input ordering may unintentionally preserve the tree-
width. For example, if the primal graph of the input CNF is a
p
n  pn
grid (whose tree-width is O(
p
n)) and the clauses are ordered from top
to bottom (which is a very natural ordering), then the reduced CNF by
Totalizer using the input ordering also has tree-width O(
p
n). If so, both
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Totalizer and Decomposition-based(Lazy) can preserve the tree-width and
therefore they outperform Totalizer(Shue) which may not preserve the
tree-width.
C. On these datasets, instances may admit more important (unknown) struc-
tures than the tree-width (i.e., tree-like-ness). Since the datasets are created
by encoding other problems, the input ordering might be determined by us-
ing a knowledge of the original problem. Thus, by using the input ordering,
such nice structures might be preserved. Actually, on these datasets, Total-
izer strongly outperforms Totalizer(Shue). Thus, our expectation is con-
rmed. On the datasets des and packup-pms, Decomposition-based(Lazy)
outperforms Totalizer(Shue) because Totalizer(Shue) may not preserve
neither such nice structures nor tree-width.
D. On these datasets, the input ordering may not preserve the tree-width, and
moreover, instances may not admit other nice structures (or do admit nice
structures but the input ordering may not preserve them). Since Totalizer
outperforms Totalizer(Shue), the input ordering may somewhat preserve
the tree-width. On tpr, the dierence of the performance is small because
it has relatively small number of soft clauses.
In order to conrm the above expectations, we will precisely analyze the
performance. Figure 8.3 shows the detailed comparison of the running times
of Decomposition-based(Lazy) and Totalizer, where a point with a coordinates
(x; y) means that there is an instance for which Decomposition-based(Lazy) takes
x seconds and the Totalizer takes y seconds. Here, only instances solved by
at least one of the reductions are plotted. We note that no instances of aes
dataset are plotted because our reductions solved none of them. If one of the
reductions could not solve an instance within the time limit, we plot it with a
random coordinate between 3000 and 6000 to avoid overlapping. From the gure,
we can see that not only when taking an average, but also when focusing on
each instance separately, the performance strongly rely on a dataset the instance
belongs to; for most of the instances in the group C (blue), Totalizer outperforms
Decomposition-based(Lazy), and for most of the instances in the group D (red),
Decomposition-based(Lazy) outperforms Totalizer.
Figure 8.4 shows the comparison of the running times of Decomposition-
based(Lazy) and Totalizer(Shue). In contrast to the previous comparison,
when using a random ordering, Decomposition-based(Lazy) outperforms Total-
izer(Shue) on most of the instances in the group B (green), C (blue), and D
(red).
We will now analyze the eect of tree-width on the performance. As we
discussed in Section 8.2, when using the unary representations, the tree-width
is not preserved even if we use the decomposition-based reduction; however, the
diculty might be preserved. Moreover, by updating the upper-bound k, the
length of each unary representation becomes smaller, and therefore the tree-
width also becomes smaller. Thus, instead of investigating the tree-width of the
actual CNFs obtained by the reduction, we compute tree-width of CNFs obtained
when setting the upper-bound k to 1. In this setting, the decomposition-based
reduction can preserve tree-width.
Figure 8.5 shows the tree-width of the CNFs obtained by Totalizer, where
a point with a coordinate (x; y) means that there is an instance for which the
original tree-width is x and the tree-width of the reduced CNF is y. Here, the
shown values are not exact but are heuristically computed by the min-degree
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Figure 8.3: Running times of Decomposition-based(Lazy) and Totalizer
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Figure 8.4: Running times of Decomposition-based(Lazy) and Totalizer(Shue)
heuristic with the star-based representation, which is the reason why there are
several instances whose tree-width decreased through the reduction. Since we
are using the heuristic method for computing a tree-width, the decomposition-
based reduction might increase the heuristically computed tree-width. For a fair
comparison, in Figure 8.6, we show the tree-width of the CNFs obtained by
Decomposition-based(Lazy).
From the gures, we can conrm that on the groups A (gray) B (green), on
which Totalizer and Decomposition-based(Lazy) showed similar performance, the
increase of the tree-width by Totalizer is relatively smaller than the one on the
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Figure 8.5: Tree-width of the CNFs obtained by Totalizer
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Figure 8.6: Tree-width of the CNFs obtained by Decomposition-based(Lazy)
other groups C (blue) and D (red).
Figure 8.7 shows the tree-width of the CNFs obtained by Totalizer(Shue).
As we expected, the tree-width increases for most of the instances in the groups
B (green), C (blue), and D (red), and moreover the amount of the increase is
much larger than the one by Totalizer. The dataset close solution is the only
exception on which the tree-width strongly increases but Totalizer(Shue) is
competitive to Decomposition-based(Lazy). Since instances in the close solution
dataset contain a huge number of soft clauses (see Figure 8.2), the height of the
addition tree (in the proof of the Lemma 8.1), which is always O(logm) when
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using Totalizer, might become too large when using Decomposition-based(Lazy),
which may cause a delay of constraint propagation. We predict that this is the
reason why Decomposition-based(Lazy) could not outperform Totalizer(Shue)
on this dataset.
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Figure 8.7: Tree-width of the CNFs obtained by Totalizer(Shue)
The Power of Lazy Addition
Finally, we analyze the eect of the lazy addition by comparing the perfor-
mance of Decomposition-based and Decomposition-based(Lazy). Figure 8.8
shows the comparison of the running times of Decomposition-based(Lazy) and
Decomposition-based, and Figures 8.9 and 8.10 show the comparison of the num-
ber of introduced variables and clauses. Although Decomposition-based intro-
duces much more variables and clauses than Decomposition-based(Lazy) does, its
performance is not so bad. This would be because, as we discussed in Section 8.2,
a CNF obtained by Decomposition-based has a smaller (virtual) tree-width than
a CNF obtained by Decomposition-based(Lazy) has.
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Figure 8.8: Running times of Decomposition-based(Lazy) and Decomposition-
based
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Figure 8.9: The number of introduced variables by Decomposition-based(Lazy)
and Decomposition-based
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Figure 8.10: The number of introduced clauses by Decomposition-based(Lazy)
and Decomposition-based
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Chapter 9
Conclusions
In this thesis, we aimed to close the gap between theory and practice of exact
algorithms for NP-hard problems from two directions.
From Practice to Theory
In Chapters 3 and 5, we showed that the practical branch-and-bound methods
can be used to obtain theoretically fast FPT algorithms in terms of both f(k)
and nO(1). By introducing the discrete relaxations, we widened the range of
applications of FPT branch-and-bound methods and obtained an improved FPT
algorithms for Unique Label Cover. In the joint version [59], the results are
further generalized to cover Group Feedback Vertex Set which includes
Subset Feedback Vertex Set as a special case. However, compared to the
wide range of practical applications of branch-and-bound methods, the range of
applications to FPT algorithms is still narrow. Applying the methods to much
wider range of problems is remained as future work. Especially, we are interested
in directed problems, such asDirected Feedback Vertex Set andDirected
Multiway Cut.
In Chapter 4, we investigated two lower bounds, clique cover and cycle cover,
and showed that Vertex Cover is still NP-hard even if they provide the tight
lower bound. Thus, we could not theoretically explain the power of these lower
bounds. In a very recent paper, Garg and Philip [45] gave a stronger lower
bound above which Vertex Cover is still FPT. Can we explain this result in
the framework of discrete relaxations?
As for linear-time FPT algorithms, by generalizing the algorithm developed
in Chapter 3, we obtained the linear-time FPT algorithm for Unique Label
Cover in Chapter 5. However, we could not generalize it to cover vertex-deletion
problems and Group Feedback Vertex Set. In a follow-up work by Loksh-
tanov, Ramanujan, and Saurabh [72], a linear-time FPT algorithm for Subset
Feedback Vertex Set was obtained via very dierent approach. However,
linear-time FPT algorithms for Group Feedback Vertex Set and vertex-
deletion Unique Label Cover are still remained open.
In Chapter 6, we developed a new reduction technique, called decomposition-
based reductions, and showed that reductions can preserve various structures,
which theoretically explains why reductions are useful in practice; real-world in-
stances admit some nice structures and such structures can be preserved through
reductions; thus, even if the reduced instances becomes much larger than the
original instances, by exploiting the structures, problems can be solved as e-
ciently as when they are directly solved without reductions. Since reductions
used in practice are not decomposition-based reductions, they might break such
nice structures. However, as we saw in Chapter 8, they often unintentionally
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preserve structures. This would be the reason why SAT solvers can eciently
solve very huge instances reduced from real-world problems. Our new technique
was applied to prove robust exponential-time hardness of problems parameterized
by path-width in Chapter 7. Can we show a similar robust hardness for other
problems?
From Theory to Practice
In Chapter 4, we investigated the practical impact of techniques developed in
theoretical research on branching algorithms. Our experimental results indi-
cated that, as well as theoretical importance, development of these techniques
indeed leads to empirical eciency. In a follow-up work by Lamm, Sanders,
Schulz, Strash, and Werneck [67], these techniques were combined with local
search methods to compute approximate solutions, and the practical importance
of these techniques was reconrmed.
In Chapter 8, we investigated the power of decomposition-based reductions.
Although the proposed reductions could not outperform the existing reduction
that uses the input ordering, we found that the existing reduction (unintention-
ally) preserves tree-width or some unknown more important structures. When
using the random ordering, the tree-width exploded and the performance got
worse. Thus, we conrmed that preserving tree-width is important for practical
performance. Applying decomposition-based reductions to unsatisability-based
approach or other problems is remained as future work. Analyzing structures
hidden in the datasets for which our decomposition-based reduction did not work
well is also an important task. We believe that by revealing such structures and
intentionally designing the reduction to preserve the structures, the performance
will be improved.
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