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Abstract
Relatively few oscillation criteria have been established for delay di!erence equations of the form yn+1−yn+qnyn−=0,
where {qn} is an oscillatory sequence. In this note, we make use of the convexity property of the function x ln x to obtain
such a criterion which complements some of the existing results even when {qn} is nonnegative. c© 2001 Elsevier Science
B.V. All rights reserved.
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There are by now numerous studies on di!erence equations of the form
yn+1 − yn + qnyn− = 0; n= 0; 1; 2; : : : ; (1)
where  is a positive integer and {qn}∞n=0 is a real sequence. In particular, when {qn} is the constant
sequence {−1}; and = 1; the corresponding equation
yn+1 = yn + yn−1; n= 0; 1; 2; : : : ; (2)
was proposed by Leonardo de Pisa in 1202 as a population model for rabbit pairs, and its so-
lution that satis<es the initial conditions y−1 = 0 and y0 = 1 is the famous Fibonacci sequence
{0; 1; 1; 2; 3; 5; 8; : : :}: Since the general solution of (2) is well known, much of the qualitative prop-
erties of (2) can be deduced without too much trouble. In contrast, when {qn} is a variable sequence
and  is an arbitrary positive integer, qualitative properties of the solutions of the corresponding equa-
tions are more di$cult to obtain. In the case where oscillatory properties of solutions are sought,
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there are a number of studies which provide su$cient as well as necessary conditions for all so-
lutions of (1) to oscillate. Such conditions, in general, make use of the assumption that {qn} is a
nonnegative sequence, and the observation that if {yn} is an eventually positive solution of (1), then
Eyn = −qnyn60 for all large n; so that {yn} is an eventually nonincreasing sequence (see, e.g.,
[1–5,9]). However, when {qn} takes on both positive and nonnegative values, monotonicity does not
hold any longer, and new techniques have to be employed to yield oscillation criteria. As expected,
these criteria are relatively scarce and can only be found in several recent papers [6–8,10].
In this paper, we will provide another oscillation criterion for Eq. (1), where {qn} is an oscillatory
sequence, and  is a positive integer. Our technique is novel in that we make use of a convexity
property of the logarithm function as well as a relation between our equation and a functional
di!erential equation of the form
y′(t) + q(t)y([t − ]) = 0;
where [x] denotes the integral part of x: Besides, we will show that our result improves several recent
ones even if {qn} is a nonnegative sequence. Our result will be important since a large number of
oscillation criteria for higher order as well as nonlinear di!erence equations can be reduced to
oscillation criteria for equations of form (1).
As it is customary, a real sequence {yn} is said to be eventually positive if yn¿ 0 for all large n;
and eventually negative if yn¡ 0 for all large n: It is said to be oscillatory if it is neither eventually
positive nor eventually negative. For the sake of convenience, we will let
N (a) = {a; a+ 1; a+ 2; : : :}
and
N (a; b) = {a; a+ 1; : : : ; b};
where a; b are integers such that a6b: The union of two sets A and B will be denoted by A + B;
while the largest integral part of a real number x will be denoted by [x]: We will also adopt the
convention that empty sums are zero and empty products are one.
We will need the fact that x ln x is decreasing in (0; 1=e) and increasing in [1=e;∞); and its
consequence that
n∑
i=1
(+ i) ln(+ i)¿n
(
+
1
n
n∑
i=1
i
)
ln
(
+
1
n
n∑
i=1
i
)
; (3)
for ¿ 0; 1; : : : ; n¿0: We will also need the following simple inequality which holds for any real
function  which satis<es (0) = 0 and (r)¿0 for r ¿ 0:
(r)re x¿(r)x + (r) ln(er + 1− sign r); r¿0; x ∈ R (4)
Theorem 1. Let {aj}∞j=1 and {bj}∞j=1 be two subsequences of N (0) such that
aj + 26bj6aj+1 − 2; j = 1; 2; : : : ; (5)
and let {Qn} be de7ned by
Qn =
{
qn n ∈∑∞j=1 N (aj + ; bj)
0 otherwise
(6)
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for n= 0; 1; 2; : : : : Suppose
qn¿0; n ∈
∞∑
j=1
N (aj; bj); (7)
and
∞∑
n=0
[
n+∑
i=n
Qi ln
(
n+∑
i=n
Qi + 1− sign
n+∑
i=n
Qi
)
−
n+∑
i=n+1
Qi ln
(
n+∑
i=n+1
Qi + 1− sign
n+∑
i=n+1
Qi
)]
=∞; (8)
then every solution of (1) oscillates.
Proof. For the sake of convenience, we will denote
(u; v) =
v∑
i=u
Qi ln
(
v∑
i=u
Qi + 1− sign
v∑
i=u
Qi
)
; u; v ∈ N (0): (9)
Suppose to the contrary that {yn} is an eventually positive solution of (1). Without loss of any
generality, we may assume that yn−2 ¿ 0 for n¿a2:
We <rst assert that
n+∑
i=n
Qi61; n¿a2:
Indeed, in view of the de<nition of {Qn},
06Qn6qn; n ∈
∞∑
j=2
N (aj; bj):
Thus, in view of (1),
yn+1 − yn + Qnyn−60; n ∈
∞∑
j=2
N (aj; bj); (10)
which implies that {yn} is nonincreasing for n ∈ N (aj; bj + 1); where j¿2: If n ∈ ∑∞j=2 N (aj +
; bj − ); then N (n; n+ ) is contained in ∑∞j=2 (aj + ; bj): Summing the inequality in (10) from n
to n+ ; we get
yn++1 − yn +
n+∑
i=n
Qiyi−60;
which yields, in view of the monotonicity of {yn}n∈N (aj ; bj+1);
yn ¿
n+∑
i=n
Qiyi−¿yn
n+∑
i=n
Qi;
and hence
n+∑
i=n
Qi ¡ 1; n ∈
∞∑
j=2
N (aj + ; bj − ):
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If n ∈ ∑∞j=2 N (aj + ; bj − ); then there are three cases. First of all, if n ∈ ∑∞j=2 N (bj −  + 1; bj);
then by the de<nition of {Qn},
n+∑
i=n
Qi6
n+∑
i=bj−
Qi =
bj∑
i=bj−
Qi61:
If n ∈∑∞j=2 N (aj; aj + − 1); then
n+∑
i=n
Qi6
n+∑
i=aj+
Qi6
aj+2∑
i=aj+
Qi61:
Finally, if n ∈∑∞j=2 N (bj + 1; aj+1 − 1); then
n+∑
i=n
Qi6
aj+1+−1∑
i=bj+1
Qi = 0:
Our assertion has been proved.
Next, we assert that
lim sup
n→∞
Qn¿ 0: (11)
Indeed, if we assume to the contrary that limn→∞Qn = 0; then
n+∑
i=n
Qi ¡
1
e
for all large n: Since the function x ln x is decreasing on (0; 1=e); when
∑n+
i=n+1Qi ¿ 0; we have
n+∑
i=n
Qi¿
n+∑
i=n+1
Qi ¿ 0;
so that
(n; n+ ) =
n+∑
i=n
Qi ln
(
n+∑
i=n
Qi
)
6
n+t∑
i=n+1
Qi ln
(
n+∑
i=n+1
Qi
)
= (n+ 1; n+ )
for all large n; and when
∑n+
i=n+1Qi = 0; we have Qn6
∑n+
i=n Qi ¡ 1=e; and
(n; n+ ) = Qn ln (Qn + 1− signQn)60 = (n+ 1; n+ ):
But then assumption (8) is violated.
In view of (11) and the de<nition of {Qn}; there exists a sequence {kj}∞j=1 such that ¡k1¡k2
¡ · · · ;
ki ∈
∞∑
j=2
N (aj + ; bj); i = 1; 2; : : : ;
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and
Qkj¿d; j = 1; 2; 3; : : : ;
for some positive number d: Furthermore, in view of (1),
ykj−
ykj
6
1
Qkj
6
1
d
; j = 1; 2; : : : ;
which shows that
lim sup
j→∞
ykj−
ykj
¡∞: (12)
To complete our proof, we will show that (8) cannot be true. In order to do so, let functions
q(t); Q(t) and y(t) be de<ned by
q(t) = qn; n6t ¡n+ 1; n= 0; 1; 2; : : : ; (13)
Q(t) = Qn; n6t ¡n+ 1; n= 0; 1; 2; : : : ; (14)
y(t) = yn + (yn+1 − yn)(t − n); n6t ¡n+ 1; n= 0; 1; 2; : : : :
The functions q(t) and Q(t) are continuous from the right, while y(t) is continuous on [0;∞): Note
that
y(t)¿ 0; t¿a2 − :
Furthermore, if we let y′(t) denote the right derivative of y(t) at t; then y′(t) = yn+1 − yn for
t ∈ [n; n+ 1) where n= 0; 1; 2; : : : ; and hence we may write (1) in the form
y′(t) + q(t)y([t − ]) = 0; t¿0: (15)
Set
#(t) =−y
′(t)
y(t)
; t¿a2 − :
Then #(t)¿0 for t ∈∑∞j=2 [aj; bj + 1): It follows from (15) that
#(t) = q(t) exp
∫ t
[t−]
#(s) ds; t¿a2;
and
#(t)
∫ [t++1]
t
Q(s) ds= q(t) exp
∫ t
[t−]
#(s) ds
∫ [t++1]
t
Q(s) ds; t¿a2: (16)
We now consider two possible cases. First of all, suppose t ∈ ∑∞j=2 [aj; bj + 1). Since Q(t) is con-
tinuous from the right, we see that∫ [t++1]
t
Q(s) ds= 0⇒ Q(t) = 0:
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In view of (16) and (4),
#(t)
∫ [t++1]
t
Q(s) ds
¿Q(t) exp
∫ t
[t−]
#(s) ds
∫ [t++1]
t
Q(s) ds
¿Q(t)
∫ t
[t−]
#(s) ds
+Q(t) ln
[
e
∫ [t++1]
t
Q(s) ds+ 1− sign
∫ [t++1]
t
Q(s) ds
]
: (17)
Next, suppose t ∈ ∑∞j=2 [bj + 1; aj+1). Then in view of the de<nition of Q(t), we see that Q(t) = 0
and ∫ [t++1]
t
Q(s) ds= 0
for such a t. It follows that (17) holds again. As a consequence, for j¿2,∫ kj
a2+
#(t)
∫ [t++1]
t
Q(s) ds dt −
∫ kj
a2+
Q(t)
∫ t
[t−]
#(s) ds dt
¿
∫ kj
a2+
Q(t) ln
[
e
∫ [t++1]
t
Q(s) ds+ 1− sign
∫ [t++1]
t
Q(s) ds
]
dt: (18)
Let
D = {(t; s) | a2 + 6 t ¡ kj; [t − ]6 s6 t};
D1 = {(t; s) | a2 + 6 s ¡ kj − ; s6 t ¡ [s+ + 1]};
D2 = {(t; s) | a2 + 6 t ¡ a2 + 2; [t − ]6 s ¡ a2 + }
and
D3 = {(t; s) | kj − 6 t ¡ kj; kj − 6 s6 t}:
Clearly, D = D1 + D2 + D3 and Q(t)#(s)¿0 for (t; s) ∈ D2 + D3. Hence,∫ kj
a2+
Q(t)
∫ t
[t−]
#(s) ds dt =
∫ ∫
D
Q(t)#(s) ds dt¿
∫ ∫
D1
Q(t)#(s) ds dt: (19)
Since ∫ ∫
D1
Q(t)#(s) ds dt=
kj−−1∑
i=a2+
∫ i+1
i
#(s)
∫ i++1
s
Q(t) dt ds
=
∫ kj−
a2+
#(s)
∫ [s++1]
s
Q(t) dt ds
=
∫ kj−
a2+
#(t)
∫ [t++1]
t
Q(s) ds dt;
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it follows from (18) and (19) that∫ kj
a2+
Q(t) ln
[
e
∫ [t++1]
t
Q(s) ds+ 1− sign
∫ [t++1]
t
Q(s) ds
]
dt
6
∫ kj
kj−
#(t)
∫ [t++1]
t
Q(s) ds dt
6
∫ kj
kj−
#(t) dt
6ln
ykj−
ykj
;
for j = 2; 3; : : : ; where the second inequality follows from∫ [t++1]
t
Q(s) ds6
∫ n++1
n
Q(s) ds=
n+∑
i=n
Qi61; a26n6t ¡n+ 1:
In view of (12), we then see that∫ ∞
a2+
Q(t) ln
[
e
∫ [t++1]
t
Q(s) ds+ 1− sign
∫ [t++1]
t
Q(s) ds
]
dt ¡∞:
Finally,
∞¿
∫ ∞
a2+
Q(t) ln
[
e
∫ [t++1]
t
Q(s) ds+ 1− sign
∫ [t++1]
t
Q(s) ds
]
dt
=
∞∑
n=a2+
∫ n+1
n
Q(t) ln
[
e
∫ [t++1]
t
Q(s) ds+ 1− sign
∫ [t++1]
t
Q(s) ds
]
dt
=
∞∑
n=a2+
Qn
∫ n+1
n
ln
[
e
∫ n++1
t
Q(s) ds+ 1− sign
∫ n++1
t
Q(s) ds
]
dt
=
∑
n¿a2+;Qn¿0
Qn
∫ n+1
n
ln
[
e
n+∑
i=n+1
Qi + eQn(n+ 1− t)
]
dt
=
∑
n¿a2+;Qn¿0
[
n+∑
i=n
Qi ln
n+∑
i=n
Qi −
n+∑
i=n+1
Qi ln
(
n+∑
i=n+1
Qi + 1− sign
n+∑
i=n+1
Qi
)]
=
∞∑
n=a2+
((n; n+ )− (n+ 1; n+ ));
which is contrary to (8). The proof is complete.
As an example, consider the di!erence equation
yn+1 − yn + qnyn−3 = 0; n= 0; 1; 2; : : : ; (20)
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where
q12n =−1; n= 0; 1; 2; : : : ;
q12n+1 = q12n+2 = q12n+3 = 0; n= 0; 1; 2; : : : ;
q12n+4 = q12n+5 = · · ·= q12n+11 = d ∈
(
3
√
3
32
;
1
5
]
; n= 0; 1; 2; : : : :
If we let
aj = 12j + 1; bj = 12j + 11; j = 0; 1; 2; : : : ;
then qn¿0 for n ∈∑∞j=0 N (aj; bj), and
Qn =
{
d n ∈∑∞j=1 N (aj + ; bj)
0 otherwise:
By means of a simple calculation, we see that
12j+11∑
n=12j
[(n; n+ 3)− (n+ 1; n+ 3)]
=
11∑
n=0
[(n; n+ 3)− (n+ 1; n+ 3)]
=4d ln
(
45d2
33
)
:
Thus,
∞∑
n=0
[(n; n+ 3)− (n+ 1; n+ 3)] =∞;
so that every solution of (20) oscillates. The same conclusion cannot be inferred from the results in
[5,7,9] since
lim inf
n→∞
n−1∑
i=n−3
pi =−1; lim sup
n→∞
n∑
i=n−3
pi = 4d60:8:
Corollary 1. Assume that there exists a subsequence {mj}∞j=1 of N (0) such that
qn¿0; n ∈
∞∑
j=1
N (mj − (M + 1); mj);
and
n−1∑
i=n−
qi¿c¿
(

+ 1
)+1
; n ∈
∞∑
j=1
N (mj −M;mj); (21)
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where
M = 1 +
[
(+ 1)(ln(+ 1)− ln )
ln c + (+ 1)(ln(+ 1)− ln )
]
: (22)
Then every solution of (1) oscillates.
Proof. We may assume, without loss of generality, that m1¿ (M + 1) and mj+1¿mj + (M + 1)
for j = 1; 2; : : : : Let aj = mj − (M + 1), and bj = mj for j = 1; 2; : : : : In view of (22), we may
show that (5) holds. Let Qj be de<ned as in (6) and (u; v) as in (9). Note that
mj∑
n=mj−M
[(n; n+ )− (n+ 1; n+ )]
=
mj−−1∑
n=mj−M
[
n+∑
i=n
qi ln
n+∑
i=n
qi −
n+∑
i=n+1
qi ln
n+∑
i=n+1
qi
]
+
mj∑
n=mj−
mj∑
i=n
qi ln
( mj∑
i=n
qi + 1− sign
mj∑
i=n
qi
)
−
mj∑
n=mj−
mj∑
i=n+1
qi ln
( mj∑
i=n+1
qi + 1− sign
mj∑
i=n+1
qi
)
:
=
mj−−1∑
n=mj−M
[
n+∑
i=n
qi ln
n+∑
i=n
qi −
n+∑
i=n+1
qi ln
n+∑
i=n+1
qi
]
+
mj∑
i=mj−
qi ln
mj∑
i=mj−
qi:
Since
mj−−1∑
n=mj−M
[
n+∑
i=n
qi ln
n+∑
i=n
qi −
n+∑
i=n+1
qi ln
n+∑
i=n+1
qi
]
¿
mj−−1∑
n=mj−M
[(qn + c) ln(qn + c)− c ln c]
¿(M − 1)



c + mj−−1∑
n=mj−M
qn
(M − 1)

 ln

c + mj−−1∑
n=mj−M
qn
(M − 1)

− c ln c


¿(M − 1)
[(
c +
c

)
ln
(
c +
c

)
− c ln c
]
=(M − 1)c ln
(
c
(
+ 1

)+1)
;
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where we have used inequality (3) and the following consequence of (21):
c +
mj−−1∑
n=mj−M
qn
(M − 1)
= c +
1
(M − 1)
M−1∑
k=1
mj−k−1∑
n=mj−k−
qn
¿c +
1
(M − 1)
M−1∑
k=1
c¿
+ 1

c
¿
(

+ 1
)
¿
1
e
;
thus,
∞∑
n=0
((n; n+ )− (n+ 1; n+ ))
=
∞∑
j=1
mj∑
n=mj−M
[(n; n+ )− (n+ 1; n+ )]
+
∞∑
j=1
mj+1−M−1∑
n=mj+1
[(n; n+ )− (n+ 1; n+ )]
¿c
∞∑
j=1
[
(M − 1) ln
(
c
(
+ 1

)+1)
+ ln c
]
= c
∞∑
j=1
[
M ln
(
c
(
+ 1

)+1)
− ln
(
+ 1

)+1]
=∞:
These show that all the assumptions in Theorem 1 are satis<ed. The proof is complete.
We remark that since(
+ 1

)+1
¡
4
c2
;
our Corollary 1 improves Theorem 1 in [5].
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