The combination of complex, multiple minerogenic stages and mineral 10 superposition during geological processes has resulted in dynamic spatial distributions and 
Introduction

30
The main distinguishing characteristic of spatial statistics compared to classical statistics is 31 that the former has a location attribute. Before geographical information systems were 32 developed, spatial statistical problems were often transformed into general statistical 33 problems, where the spatial coordinates were similar to a sample ID because they only had an 34 indexing feature. However, even in non-spatial statistics, the reversal or amalgamation 35 paradox (Pearson et al., 1899; Yule, 1903; Simpson, 1951) , which is commonly called 36 Simpson's paradox (Blyth, 1972) , has attracted significant attention from statisticians and 37 other researchers. In spatial statistics, some spatial variables exhibit certain trends and spatial 38 non-stationarity. Thus, it is possible for Simpson's paradox to occur when a classical 39 regression model is applied, and the existence of unknown important variables may worsen 40 this condition. The influence of Simpson's paradox can be fatal. For example, in geology, due 41 to the presence of cover and other factors that occur post-mineralization, ore-forming 42 elements in Area Ι are much lower than those in Area II, while the actual probability of a 43 mineral in Area Ι is higher than that in Area II simply because more deposits were discovered 44 in Area Ι (Agterberg, 1971) . In this case, negative correlations would be obtained between 45 et al., 2016; Xiao et al., 2017) . 76 GWR models can be readily visualized and are intuitive, which have made them applied 77 in geography and other disciplines that require spatial data analysis. In general, GWR is a 78 moving window-based model where instead of establishing a unique and global model for 79 prediction, it predicts each current location using the surrounding samples, and a higher 80 weight is given when the sample is located closer. The theoretical foundation of GWR is 81 Tobler's observation that: "everything is related to everything else, but near things are more 82 related than distant things" (Tobler, 1970) . 83 In mineral prospectivity mapping (MPM), the dependent variables are binary and 84 logistic regression is used instead of linear regression; therefore, it is necessary to apply 85 geographically weighted logistic regression (GWLR) instead. GWLR is a type of 86 geographically weighed generalized linear regression model (Fotheringham et al., 2002 ) that 87 is included in the software module GWR 4.09 (Nakaya, 2016) . However, the function module 88 for GWLR in current software can only manage data in the form of a tabular dataset 89 containing the fields with dependent and independent variables and x-y coordinates. 90 Therefore, the spatial layers have to be re-processed into two-dimensional tables and the 91 resulting data needs to be transformed back into a spatial form. 92 Another problem with applying GWR 4.09 for MPM is that it cannot handle missing 93 data (Nakaya, 2016 
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The solution can be obtained by taking the first partial derivative of (i = 0 to p), 137 which should be equal to 0:
139 where 0 = 1, i takes the value from 1 to n, and equation (4) is obtained in the form of 140 matrix operations.
142
The Newton iterative method can be used to solve the nonlinear equations:
144 where = ( ) , = ( − ( )), t represents the number of iterations, and ( ), ,
145
, ( ), and � ( ) are obtained as follows:
For a more detailed description of the derivations of equations (1) 
169 the probability that Y takes a value of 1, and then the following function can be obtained.
184 overlaying all layers (N ≤ n) and C j denotes the j-th unique condition unit, then we can obtain 218 the final weight for each unique condition unit in the current local window: existing data, both (1) and (2) are clearly not good solutions as more data will be lost. are not used in equation (15) because no information is provided in area A 3 . 
Local Window Design
254
A raster data set is used for ILRBSWT modeling. With regular grids, the distance between any 255 two grid points can be calculated easily and distance templates within a certain window scope 256 can be obtained, which is highly efficient for data processing. The circle and ellipse are used 257 for isotropic and anisotropic local window designs, respectively. directions and an elliptic local window may better describe the changes in weights in space.
292
To simplify the calculation, we can convert the distances in different directions into equivalent 293 distances, and an anisotropic problem is then converted into an isotropic problem. For any 294 grid, the equivalent distance is the semi-major axis length of the ellipse that is centered at the 295 current location and passes through the grid, while the parameters for the ellipse can be 296 determined using the kriging method.
297
We still use W to represent the local elliptic window and a, r, and θ are defined as the 298 semi-major axis, ratio of the semi-minor axis relative to the semi-major axis, and azimuth of 299 the semi-major axis, respectively. Then, W can be covered by a square R whose side length is to the definition of the ellipse, two of the elliptical focuses are located at 
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Step 1. Establish a loop for all grids in the study area according to both the columns and weights (see equation 13).
345
Step 2. Establish a loop for all independent variables. In a circular (elliptical Step 3. In a circular (elliptical) window with a radius (equivalent radius) of r max , increase 358 the current local window radius from r min according to the algorithm in step 1.
359
Step 3.1. If all independent variables have already been processed, go to step 4.
360
Step 3.2. If the size of the current local window exceeds the size of r max , disregard the 361 current independent variable and go to step 2 to consider the remaining independent variables.
362
Step 3.3. Apply the WofE model according to the grid weight determined in step 1 in the 363 current local window. If a maximum exists and it is greater than or equal to the standard 364 t-value, record the values of
, −max _t , and r current , which represent the 365 radius (equivalent radius) for the current local window.
366
Step 3.4. If a maximum does not exist or it is smaller than the standard t-value, go to 367 step 3.
368
Step 4. Suppose that independent variables still remain.
369
Step 4.1. If ≤ 1, calculate the mean value for the dependent variable in the current 370 local window with a radius size of r max and retain it as the posterior probability in the current 371 location. In addition, set the regression coefficients for all independent variables as missing 372 data. Go to step 6.
373
Step 4.2. If ≥ 1, find the independent variable with the largest local window and , and −max _ . Go to step 5.
376
Step 5. Apply the logistic regression model based on the previously determined and regression coefficients can then be obtained for all independent variables at the current 381 location and go to step 6.
382
Step 6. Take the next grid as the current location and repeat steps 2-5. As shown in Fig. 3 , the main interface for ILRBSWT 1.0 is composed of four parts.
391
The upper left part is for the layer input settings, where independent variable layers, 
Data source and preprocessing
432
The test data used in this study were obtained from the case study reported in Cheng (2008) . 433 The study area (≈7780 km 2 ) is located in western Meguma Terrain, Nova Scotia, Canada. 
Mapping weights for exploration
451
Exploration level weights can be determined based on prior knowledge about data quality, e.g., 452 different scales may exist throughout the whole study area; however, these weights can also 453 be calculated quantitatively. The density of known deposits is a good index for the exploration 454 level, i.e., the research is more comprehensive when more deposits are discovered. The 
Data integration
481
Using the algorithm described in section 3.2, ILRBSWT was applied to the study area 482 according to the parameter settings in Fig. 3 . The estimated probability map obtained for Au 483 deposits by ILRBSWT is shown in Fig. 9 (b) , while Fig. 9 (a) presents the results obtained by 484 logistic regression. As shown in Fig. 8 , ILRBSWT better manages missing data than logistic 485 regression, as the Au deposits in the north part of the study area (with missing data) better fit 486 within the region with higher posterior probability in Fig. 9 (b) than in Fig. 9 (a) . 
Comparison of the mapping results
491
To evaluate the predictive capacity of the newly developed and traditional methods, the 492 posterior probability maps obtained through logistic regression and ILRBSWT shown in growth in the prediction rates for deposits and corresponding occupied area are similar before 505 the intersection point in Fig. 10 (a) , while the former shows higher growth rate than the latter 506 in Fig. 10 (b) . This difference suggests that ILRBSWT can predict more known Au deposits 507 than logistic regression for delineating targets with the same area, and indicates that the 508 former has a higher prediction efficiency than the latter.
509
It would be a little inconvenient to consider the ratios of both predicted known deposits Given the problems in existing MPM models, this research provides an ILRBSWT tool.
569
We have proven its operability and effectiveness through a case study. This research is also 570 expected to provide a software tool support for geological exploration researchers and 571 workers in overcoming the non-stationarity of spatial variables, missing data, and differences 572 in exploration degree, which should improve the efficiency of MPM work. 
