Factorization machines are important methods for discovering complex and evolving relationships among data entities by crafting combinatorial features automatically. Because of good data representation ability, recently Deep Neural Networks (DNNs) have been applied to factorization machines to learn high-order interactions. However, the interactions with DNNs are generated implicitly. In this paper, we propose a novel factorization machine named High-order Cross Factorization Machine (HCFM), which is an efficient and explicit high-order feature interaction factorization machine. The main component that we design for HCFM is an explicit cross network: Cross Weights Network (CWN). CWN considers both the weights of different feature combinations and interaction orders, which can capture the inherent correlations of real-word data. In CWN, cross and compression layers can learn different weights of feature interactions efficiently. Different weights of interaction orders can be learned by the weights pooling layer. CWN not only retains the important interaction features but also avoids the complex interaction computations. Comprehensive experiments are conducted on three real-world recommendation datasets to verify the validity of the model. The experiment results have demonstrated its superiority over the other state-of-art algorithms, in terms of both accuracy and space complexity.
I. INTRODUCTION
With the widespread use of diverse web applications, information has grown exponentially in the era of big data. The large amount of data makes it difficult for users to find the information they need. As recommendation system can offer valuable information for user by analyzing the mass data effectively, it has been an important ingredient in modern web application platforms [1] - [3] . In the personalized recommendations, more and more auxiliary information has been utilized, including: user information, item attributes or labels and context information [4] - [6] . Combining these information can effectively improve the accuracy of recommendations in practical applications [7] , [8] . Due to the variety and volume of auxiliary information in web-scale systems, it is necessary to automatically extract and combine features in order to acquire valuable information. Factorization machine (FM) [9] is a general factorization model, which can exploit auxiliary information easily and effectively. It can be generalized to different forms of recommendations based on matrix The associate editor coordinating the review of this manuscript and approving it for publication was Ran Cheng. factorization, such as SVD++ [10] , matrix or tensor factorization [11] - [13] by very high-dimensional data. In addiction, FMs can also be widely used for predicting, such as: Click Through Rate (CTR) [14] , [15] and classifications [16] . Since FMs can infer the weights of feature combinations that are not observed in the training set by weights sharing mechanism, they are very popular in recommendation systems [17] . However, the FM that just use second-order interaction is difficult to represent complex inherent correlations which are hidden in the sparse data [18] . So with the exponential growth of information in the web scale applications, factorization machines face a great challenge of data sparsity.
With the successful application of deep neural networks (DNN) in various fields [19] - [22] , researchers have recently applied deep models to perform high-order feature interactions [23] , [24] , called DNN-based FM. In DNN-based FM, the dimension-reduced features are the input of the deep neural network model, and the predictions are generated in the output layer. As hidden feature interaction process is done in deep network, the prediction results are difficult to interpret. To compensate for the shortcomings of FMs based on DNN, the Wide & Deep model [23] is introduced into FM. Its wide part is a low-order explicit feature interactions component. The deep part of Wide & Deep model is a high-order implicit interaction component. However, the success of the Wide & Deep model depends on the correct choice of cross-over features, which is an exponential problem, and there is currently no clear and effective method [25] . In addition, the key idea of FMs is to learn the weights of the feature combinations. However, they just learn the weights of each feature combination in the same order interaction, have not considered the weights of different interaction orders. When the order of interactions increases, the number of high-order combinations becomes less, then the influence of high-order combinations decreases. It leads to the bias of the predictions.
In this paper, High-order Cross Factorization Machine (HCFM) is proposed. In HCFM, we design Cross Weights Network (CWN) which has cross layers, compression layers and weights pooling layer. CWN can learn not only feature combinations weights but also interaction orders weights. The structure of CWN also makes it low space complexity. The main contributions of the paper are summarized as follows:
1. We design a new cross network CWN in HCFM to implement high-order explicit interactions.
2. The cross and compression layers in CWN are designed to learn the weights of important feature combinations effectively.
3. The weights pooling layer in CWN is designed to learn the weights of different interaction orders in order to balance the different weights between high-order and low-order interactions.
The remaining contents of this paper are organized as follows. Section II is a survey of main high-order FMs that are related to our method. Section III gives the notions in the paper and elaborates the proposed method HCFM. Section IV presents and analyzes the experimental results, followed by the conclusions and further work in section V.
II. RELATED WORK
Factorization machines are wide and diverse. The initial form of FM [17] predicts by learning the weights of first-order and second-order feature interactions. Its key idea is to factorize feature weights into a low rank matrix to share parameters. The method of shared parameters greatly reduces model size and prediction times while maintaining similar accuracy for modeling sparse data. However, it is not expressive enough with low-order interaction in the real-world data, as the inherent correlation of data could be extremely complex. So high-order FMs have been used to learn the complex structure. As high-order FM has the polynomial time complexity in prediction, Blondel et al. [26] give an efficient generic algorithm for training arbitrary-order FMs, called High-Order Factorization Machine (HOFM). HOFM proposes stochastic gradient and coordinate descent algorithms for arbitrary-order FMs, and it only has linear time complexity in prediction task. It introduces two new kernels derived from the ANOVA kernel to define new variants with shared parameters. However, they have not considered the importance of the different features in the interaction process, and the computation cost is undesirable due to the large number of parameters generated by the exponential-level interaction terms. Our main work focuses on the cross network implementation of the high-order FM and the weights of different interaction orders, so we survey the researches on different kinds of high-order FMs, including: DNN-based FMs, cross-based FMs and weights-based FMs.
A. DNN-BASED FACTORIZATION MACHINES
As DNNs have good abilities on data representation and fitting, they are introduced to FMs. DNN can learn nonlinear structure of data with FMs. Zhang et al. [18] propose Factorization Machine supported Neural Network (FNN). The embedding-based method [27] , [28] is used to reduce the high dimension sparse features to low dimension dense continuous features. Based on the embedding layer, a sampling-based denoising auto-encoder with multiple layers of full connection is used to fit the complex data structure. Product-based Neural Networks (PNN) [29] uses a product layer to capture interactive patterns between inter-field features between embedding layer and DNN. Both FNN and PNN utilize DNN after the feature embedding without the information of the second-order feature combination. Neural Factorization Machine (NFM) [30] uses the second-order interaction pooling layer (Bi-Interaction Pooling) to perform element-wise multiplication and form the same dimension with the embedding vector by summation. Then, the interaction vectors are input to a feed-forward neural network to model high-order feature interactions. The key of NFMâĂŹs architecture is the Bi-Interaction operation, which allows a neural network model to learn more informative feature interactions at the lower level. All the FMs above can be regarded as the serial form of FM and deep learning. Different from them, Wide & Deep [23] is the parallel form of FM and DNN, where the FM is used to learn low-order interaction and multi-layer perception (MLP) is used to learn high-order interaction. Based on Wide & Deep, DeepFM [24] takes FM and feed-forward neural network as shallow and deep components respectively. It combines the power of factorization machines for recommendation and deep learning for feature learning in a new neural network architecture. The shallow component and deep component of DeepFM have a shared input with no need of feature engineering besides raw features, so it can be trained end-to-end.
All of the above factorization machine models use DNNs to complement high-order interaction of features. Though DNNs can improve the accuracy of prediction, they have lots of parameters caused by the deep model. And the implicit learning method makes it difficult to determine the importance of different features and interactions.
B. CROSS-BASED FACTORIZATION MACHINES
Cross-based FM is another class implementation of high-order FM. As an extension of Residual Network [31] , VOLUME 7, 2019 Deep Crossing [32] which is comprised of an embedding and stacking layer can combine features automatically, and learn complex structure in the both sparse and dense data. [25] for click predictions. DCN is an explicit cross network, which simulates feature interaction by using explicit cross operation in each layer. The inputs of each cross layer are embedding vectors and cross vectors. Different from inner product in FM, it combines each feature interaction of embedding and cross vectors. The output of each cross layer is the sum of the combinations, bias and the cross vectors. However, it has been proved that each hidden layer of cross network is a scalar multiple of embedding vector, which limits the interaction in a special form and may not capture the inherent correlation of data [33] .
C. WEIGHTS-BASED FACTORIZATION MACHINES
In the real word data, not all features contain useful signal for predicting the target [14] . In other words, different features have different importance. It is the same with the interaction items which are combined of the features. So if the interaction item contains less useful features, it should be assigned a lower weight. However, most of FMs have not considered that. For this issue, Xiao et al. [34] introduce attention mechanism [35] , [36] into the FMs and propose Attention Factorization Machines (AFM). AFM uses a neural network to learn the weights of feature interactions after second-order interaction. From the perspective of experiment, its performance is better than some high-order interaction approaches [23] , [32] . That proves the importance of interaction weights. Deep Interest Network (DIN) [14] also uses the attention mechanism. Different from AFM, DIN pays attention to represent user interests. The user interests are expressed by their soft-searching historical behaviors, then they would pay attention to the locally activated interest with regards to given item. The representation vectors can adaptively vary over different items. However, DIN concatenates the output of interest network and input it to a MLP, which results in lacking of interpretability.
Although the AFM and DIN use the weights on different interaction or interests, they still do not consider the different order interaction weights.
III. HIGH-ORDER CROSS FACTORIZATION MACHINE A. NOTIONS
In order to describe the algorithm more clearly, the important notions in the algorithm are summarized in Table 1 . Bold letters are used for denoting vectors, in which uppercase letters represent two-dimension vectors and lowercase letters represent one-dimension vectors. The ordinary letters denote scalars. We use [a; b] to concatenate two vectors a and b into a new vector. We suppose that there are n features and m feature fields. In particular, the meaning of feature is different from that in matrix factorization. Here, each feature is actually a value of the variable, and the variable is called feature field in FM. For example, the movie recommendation system has 6,000 users, 4,000 movies and movies have 18 different genres, then the number of features here should be 10,018, which is the sum of the number of users, items and genres. The number of fields is 3 in the example.
There are some different forms of W, which denote different weights in the model. Such as: W em is the weights of embedding, W i denote the weights in CWN. The superscript of the variables, such as: X i , x i , W i . . . denote the ith layer in CWN. The subscript of the variable, such as: X i jk ∈ R means the position of the element in variables.
B. PROPOSED ALGORITHM
We propose a novel FM named High-order Cross Factorization Machine (HCFM). Fig. 1 shows the overall framework of HCFM. HCFM contains two main components: low-order interaction and Cross Weights Network (CWN). The form of feature in input layer is consistent with the original FM [9] . The low-order interaction layer shown in Fig. 2 is the preprocessing of input features. CWN shown in Fig. 3 is used to implement the high-order interaction of features. The details of the two components are explained in the rest of the subsections.
1) LOW-ORDER INTERACTION
Low-order interaction denotes the second-order interaction based on embedding layer. In the real world the inputs of commercial recommendation systems are mostly high-dimensional and extremely sparse binary vectors. So before the features are interacted, it is necessary to perform embedding for dimensionality reduction. The embedding layer is fully connected, it can map the sparse features to lowdimensional, dense real value vectors.
Suppose, there are n features and m fields. The ith field has n i features, with m i=1 n i = n. In other words, n i is the number of features in ith field. All the features are represented as x = [x 1 , x 2 , . . . , x n ] T , where x i is the one hot encoding for a feature. For example, the feature vector: [userid=1, itemid=0, tag=2] is represented as: [0, 1, 0,. . . , 0; 1, 0, 0,. . . , 0; 0, 0, 1,. . . , 0].
After embedding, the feature vectors are transformed into dense vectors of real values, which are represented as E = [e 1 , e 2 , . . . , e n ], where E ∈ R n×k and k is the embedding dimension. It can be computed by:
For a feature vector x with lots of zeros, the ith feature embedding vector v i ∈ R k can be represented as
The embedding layer is illustrated in the Fig.2 .
Based on embedding, second-order interaction is carried out. FM with second-order interaction can be represented as [30] :ŷ
where v i and v j is the embedding vector of the ith and jth feature. · is the Hamond product [37] . As it is shown in Fig. 2 , there are m×(m−1) 2 feature combinations after low-order interaction, they are the inputs of our proposed model.
2) CROSS WEIGHTS NETWORK
The most important component in HCFM is CWN, which is based on the low-order interaction. The detailed structure of the CWN is shown in Fig. 3 . CWN is used to implement high-order nonlinear interactions of features. It can automatically capture feature interactions in an explicit manner.
There are two inputs of CWN. As explained low-order interaction, the CWN takes the result of the second-order interaction X 0 ∈ R m×(m−1) 2 ×k as one of the inputs, where k is the embedding dimension and m is the field of features. In order to reduce the amount of parameters and extract features, we take sum-pooling operation for X 0 as follow:
where x 0 ∈ R k+1 , i.e. the m×(m−1) 2 feature interactions are summed up. con 0 is a constant. We concatenate the pooling result and the constant into a new vector.
The other input of CWN is generated by embedding layer. Similar to X 0 , we also pool the embedding vectors as x −1 :
where V is the matrix of embedding features. The constants con 0 and con −1 are used to control the interaction order increasing one by one. Otherwise, the interaction order of cross layers will increase as 3, 5, 8. . . , which may lose some interaction order. The CWN contains cross layers and compression layers, they implement high-order interaction. Cross layers are computed by the two previous compression layers according to Eq. (5). where X i ∈ R d i−1 ×d i−2 is a matrix, and d i is the dimension of the ith cross layer, with d 0 = k + 1. c i−1 and c i−2 are the compression vectors which are generated by the previous two compression layers follows the Eq. (7) . Specially, when i = 1, the two cross vectors are c 0 = x 0 and c −1 = x −1 . The output of each layer is pooled by Eq. (6):
where x i ∈ R d i−1 , i.e. the pooling operation sums d i−2 feature interactions. The operations in cross layer are shown in Eq. (5) and Eq. (6), they are just feature combinations and summation, which are explicit.
The compression layers of CWN extract and compress the cross results by the following equation:
where
The compression layer maps the dimension of cross features d i−1 to d i . It integrates the interaction features by using weights matrix W i . The last weights matrix in the last compression layer L is W L ∈ R d L−1 ×d L . This is consistent with the final result of natural high-order interaction, which is eventually formed as only one combination of all features.
HOFM [26] accumulates the results of all interactions of different orders for prediction. However, it has not considered the different importance of interaction orders. In HCFM, the inputs of weights pooling layer are the output of each compression layer, which is regarded as different interaction orders. In order to balance the different weights between high-order and low-order interactions, CWN gives each interaction orders weight, and performs the weights sum pooling in the weights pooling layer. As shown in Eq. (8), the weights of different compression layers are different. The final predictions of ratings are computed by Eq. (8) .
where y is the prediction results, L is the number of layers. p = [p 1 , . . . , p L ] T , p i ∈ R is the pooling weight of ith order in ith layer.
CWN not only learns the weights of different feature combinations, but also learns the weights of different interaction orders. It should be noted that in the high-order FMs, this is the first time that feature combinations weights and different interaction orders weights are taken as research targets. In addition, the cross and compression layers perform the features interaction just through explicit combinations and weighted summations, without any other implicit operations.
C. COMPARISON WITH OTHER FMS
HCFM performs high-order cross based on FM. FM can be considered as a special case without cross weights network. The second-order interaction of FM is equivalent to the result of the fusion of HCFM. Eq. (2) gives the representation of the FM after embedding and fusion. We compare HCFM and other FMs from algorithm principle to explain the contribution of HCFM. As DCN and AFM have better performance in cross-based FMs and weights-based FMs respectively, we choose DCN and AFM to compare with HCFM in detail.
1) COMPARISON WITH DCN
The structure of cross layer in HCFM is similar to that of Deep & Cross [25] , which implements feature interaction by the product of feature combination vectors. However, HCFM does not use a deep structure, but only uses a cross weights network on the fusion layer. Moreover, the embedding and fusion methods are also different. The cross weights network can be seen as an improvement of Deep & Cross's network.
The result of the (i + 1)th cross layer in Deep & Cross is the product of the feature combination vector of the ith layer and the fusion layer vector, as follow:
where w i and b i are the weights and bias of the ith layer interaction, respectively. The (i + 1)th cross layer of CWN is the product of the feature combination vector of the ith layer and the (i − 1)th layer as shown by Eq. (5) , and the c i+1 is obtained after compression.
Obviously, W ∈ R d i ×d i−1 in Eq. (10) is the weights matrix that not only determines the weights of different interactions, but also compresses the interaction by weighted summation. This preserves important interactions and ensures the diversity of interactions.
2) COMPARISON WITH AFM AFM introduces attention mechanism in the second-order interaction of FM. The attention network is used to learn the weights of the second-order interactions. However, HCFM not only learns the weights of second-order interactions, but also implements high-order interactions and learns the weights of their interactions. In addition, HCFM also considers the different importance of each feature interaction order and learns the weights coefficient of each cross layer.
D. COMPLEXITY ANALYSIS
In this section, we analyze the performance of the proposed algorithm from the perspective of time complexity and space complexity.
1) SPACE COMPLEXITY
CWN has cross layers and compression layers. For the layer count, if the CWN has two layers, there are two cross layers and two compression layers, respectively. Let L denote the number of layers in CWN, and d i denote the number of feature combinations of the ith layer, where d 0 = k and k is embedding dimension. Therefore the parameters of the cross and compression layers are:
where d L d 1 . The value of d i is given by the algorithm. So the space complexity of the CWN is comparable to the cross network in the DCN. However, as HCFM does not use DNN, the overall space complexity of HCFM is still less than DCN.
2) TIME COMPLEXITY
The time complexity of CWN is mainly caused by the cross layers and the compression layers.
The cross layers have two operations: cross and sumpooling. In the ith cross layer, the interaction of the jth feature combinations in the (i − 1)th compression vector and the kth feature combination in the (i − 2)th compression vector is as follow:
As
In addition, after the cross operation, in order to extract the features, the cross result are sum pooled. The time complexity of pooling operation is d i−1 . The total computational cost of cross layers is L ×
The compression layers map the feature vectors of the d i−1 dimension into d i dimension, so the time complexity of the operation is L ×
The total time complexity is the sum of
). Due to the compression weights, the time and space complexity become the quadratic of the embedding dimension in CWN. In fact, d i (0 < i ≤ L) < d 0 , so the complexity increases slowly when the number of layers increase.
E. TRAINING
Factorization machine can be applied to prediction tasks such as classification and regression [38] - [40] . HCFM is an extension and enhancement of FM, so it is also applicable to these scenarios. Since the predictions y in the regression are usually real numbers, we choose the squared loss as the objective function [34] .
where S is the training data, is the parameters of the model, including W em , W i , b i and p, λ is the regularization parameter. In order to optimize the objective function, the Adaptive Moment Estimation (Adam) [41] is used to alleviate the local optimum problem and fasten the convergence of algorithm. When the HCFM is trained, the weights in the model are randomly initialized with a Gaussian distribution. In order to solve the ubiquitous over-fitting problem of FM in the training process [27] , we learn from the training methods in AFM, and enhance the generalization ability of algorithm by using dropout [42] .
In addition, HCFM has two components: low-order interaction and CWN. In order to get the best solutions of the model, we pre-train the two components respectively. First, low-order interaction and CWN are trained to converge with random initialization parameters. Then, the model parameters are assigned to the corresponding parts. After joint training, the optimal result of the model can be obtained.The entire algorithm of HCFM is summarized in Algorithm 1.
IV. EXPERIMENT
Comprehensive experiments are conducted to evaluate the performance of HCFM on three datasets in this section. The datasets and the experiment setup are presented firstly. Secondly, we explore the effects of parameters. Then, we focus on analyzing the impacts of the proposed cross weights network. Finally, the proposed method is compared with baselines.
Algorithm 1 High-Order Cross Factorization Machine Algorithm
Input: The original features X, the actual ratings y, latent dimension k, features count n, feature field count m, the number of layers L and the regularization coefficient λ Output: Prediction ratings y 1:Initialize w, W em , W i , b i and p 2:repeat 3:
X ← random mini-batch from dataset 4: V = W em X 5:
Compute x 0 by Eq. (3) 7:
Compute x −1 by Eq. (4) 8:
for i = 1, . . . , L, do 9:
Compute X i by Eq. (5) 10:
Compute x i by Eq. (6) 11:
Compute c i by Eq. (7) 12: end for 13:
Compute prediction ratings y by Eq. (8) 14:
Optimization by the loss function in Eq. (13) 15:until converge
A. DATASETS AND EXPERIMENTAL SETUP
We use three datasets to verify the performance of HCFM. One is context-aware mobile application recommendation dataset, and the other two datasets are about movie recommendation that are offered by MovieLens.
1) FRAPPE DATASET [43]
Frappe provides both implicit usage log and contextual factors of mobile app. There are eight contextual factors in the dataset, which are user, item id, count, time of the day (e.g. morning,afternoon or others), day of the week, location (home, work or others), cost (free or amount), weather, country, city. Frappe consists of 96,206 app usage logs by 957 users for 4,082 apps used in various contexts.
2) MOVIELENS-LATEST DATASET
MovieLens is a system for movie recommendation, which is developed by the GroupLens [44] research group at the University of Minnesota. Here, the dataset we use is the latest Movie-Lens dataset. It contains 668,953 ratings by 17,045 users for 23,743 items with 49,657 distinct tags. There are three fields features including user id, item id, tags, and 90,445 features in total which are also converted to one-hot encoding.
The method of processing data on above two datasets is similar to [30] , [34] . All feature vectors are converted by one-hot encoding. The ratings in the datasets are implicit, and the positive samples are signed as '1', which denotes that the user has used the mobile app or tag on the movie. The positive samples are paired randomly with two negative samples which are expressed as '-1'. So the number of total instances of Frappe and MovieLens is 288,609 and 2,006,859, respectively.
3) MOVIELENS-100K DATASET
It is the earlier dataset which is also offered by GroupLens research group [44] . MovieLens-100k has 100,000 ratings (1-5) from 943 users on 1,682 movies, and each user has at least 20 ratings. There are five feature fields in the dataset {user id, movie id, sex, occupation, movie genre}. In order to evaluate the performance of algorithm with the same metric, we also convert the explicit ratings into implicit ratings. However, different from the above two datasets, negative instances are not sampled randomly. Here, the ratings above 4 are signed as '1'. And the other ratings including 1-3 are signed as '−1', as the lower rating denotes 'dislike' in a general sense. Then, all the features are converted to one-hot encoding like the other datasets.
In order to obtain objective results, we have employed the 70%−20%−10% train-validation-test settings. Table 2 summarizes the statistics of three datasets used in experiments. Recommenders evaluation metrics can be divided into two categories. One class is based on accuracy evaluation, and the other class is based on rank. In this work, we focus on the accuracy of prediction ratings, so we adopt a well-known metric Root Mean Square Error (RMSE). It is widely used in prediction, such as recommendation and click-through rate prediction. The equation of RMSE is shown as follow:
where S is the set of positive and negative samples. Smaller values of RMSE represent better prediction accuracy.
B. IMPACT OF PARAMETERS
In this section, impacts of parameters, including: embedding dimension, cross layers and learning rate are performed and analyzed respectively. We mainly analyze the effects on the accuracy of the algorithm. The final results are obtained by averaging the sampled results.
1) IMPACT OF CROSS LAYER COUNT
The number of cross layer in CWN is very important for capturing high-order interactions of different features. Generally, the more cross layers, the higher order of feature interactions. The cross layers are set to 1, 2, 3 and 4, respectively. From Fig.4 , we can see the optimal result appears, when the number of cross layers is 2, and the results are consistent on the three datasets. The higher interaction order can not always improve the performance of CWN, as the unnecessary high-order interaction will reduce the weights of important interactions. The optimal cross layer may be related with the fields and sparsity of features. For example, there are 3 feature fields in the Frappe dataset, so the highest interaction orders is 3. CWN with two cross layers already has third-order interactions, as CWN is based on second-order interactions. So we choose the 2 as the proper cross layer.
2) IMPACT OF EMBEDDING DIMENSION
Embedding dimension is consistent with latent factors of features. It determines the feature representation and the dimension of the cross layer. In the experiments, the embedding dimension are set to 64, 128, 256 and 512, respectively [25] . Correspondingly, as the proper cross layer is 2, the dimension of each layer in CWN is set to [64, 32, 16] is the embedding dimension. The RMSEs of different dimensions are shown in Fig.5 . In the figures, the RMSE decreases with increasing dimensions on the three datasets. According to the presented experimental results, the best result appears when the dimension is 256, as it need more information for feature representation. However, higher embedding dimensions can cause noise in the data representation and increase the computational complexity. According to the experiment results, the embedding dimension is chosen to be 256.
3) IMPACT OF LEARNING RATE
In order to search for optimal result, we have conducted experiments for exploring the effect of learning rate. In the experiments, the values of the learning rates are set to 1e − 4, 0.001, 0.01 and 0.025 from small to large [30] , [34] . As shown in Fig.6 , the experimental results are consistent on the three datasets. The best learning rate of the algorithm is 0.01, the smaller or larger value can also lead to worse accuracy. In addition, the RMSE on the MovieLens-latest dataset is not very sensitive to learning rate. However, RMSE changes are more pronounced on the other two datasets. It may be related to the number of training samples.
C. IMPACT OF CROSS WEIGHTS NETWORK
In this section, the experiments are conducted to analyze the effects of cross weights network. The main components of CWN are: cross layer structure, cross mechanism and cross weights, so we explore the impact of these three aspects on the performance of the model. In the experiments, Fig.7 shows the convergency of algorithms on the MovieLens-latest test dataset, where each data point represent the RMSE after every ten epoches.
1) IMPACT OF CROSS LAYER STRUCTURE
The compression layers of CWN pool and compress the cross results, so the structure of CWN can be looked as a tower structure that could capture the importance of different feature combinations in the same interaction order. In order to verify the validation of the cross layer structure, we compare it with the structure of Cross Weights Network Plain structure (CWNP), where the dimension of different layers are the same. For example, if the dimensions of each layer in the tower CWN are [256, 128, 64] , and the CWNP is [256, 256, 256] . From Fig.7 , we can see the RMSE of tower CWN is lower than that of CWNP. As tower CWN is consistent with the final result of high-order natural interactions, which combines all the features eventually. Other redundant interactions will reduce the weights of important interaction, and result in lower accuracy. The best RMSE of CWN and CWNP are 0.4187 and 0.4262, respectively.
2) IMPACT OF CROSS MECHANISM
Feature interactions are implemented through the cross layer in CWN. In order to capture important interaction order, the (i + 1)th cross layer is computed by the previous two cross layer, as shown in Eq. (5) . As the important high-order interactions may be more relevant to the two interactions that have been recently generated. Different from CWN, the (i + 1)th cross layer in DCN [25] is computed by the previous cross layer and the initial layer, as shown in Eq. (15) .
In this section, we compare the two cross mechanisms by experiments which are also conducted on the MovieLens-latest dataset. It is noted that in order to get objective comparison, the cross method we compare does not accumulate the result of the previous layer as in Eq. (15), but replaces x i−1 with x 0 , as shown in follow equation:
We denote this form of cross mechanism as Modified Deep and Cross Network (MDCN), shown in Fig.7 , the RMSEs of CWN and MCDN are 0.4187 and 0.4385. CWN has an advantage over MDCN. The results demonstrate the superiority of the cross mechanism that the important high-order interactions may be more relevant to the two interactions that have recently generated.
3) IMPACT OF CROSS WEIGHTS
There are two types of weights in CWN. One is used as weights matrix of the compression layer in the tower structure, and the other is the weights of different interaction orders in cross layers. The advantage of tower structure of CWN has been verified, so we conduct the experiments to demonstrate the importance of the weights of different interaction orders on three datasets in this section. We compare CWN with the Cross Non-Weights Network (CNWN), which does not have weights of different interaction orders. The RMSE of CWN and CNWN are 0.4187 and 0.4320, respectively. From Fig.7 , the RMSE of CNWN is 3.176% higher than that of CWN after 100th iteration. The experimental results illustrate the importance of weights in CWN.
D. PERFORMANCE COMPARISON
In the experiments, HCFM has been compared with six state of art factorization machine methods, they are: LibFM, HOFM, DeepFM, DCN, NFM, AFM to illustrate its performance on three datasets.
LibFM [17] : It is the original model of FM. It has shown good performance for tag recommendation and context-aware recommendation.
HOFM [26] : It presents an efficient method for training arbitrary-order factorization machines. HOFM can also share parameters like FM. As there are only three fields features, and third-order can implement all the interaction, so we set the order of HOFM as three.
DeepFM [24] : DeepFM is a factorization machine based on deep model. It combines the power of factorization machines for recommendation and deep learning for feature learning in a neural network architecture.
DCN [25] : DCN is based on deep and wide model. It presents a novel cross network, which can perform feature interaction explicitly. It is efficient in learning certain bounded-degree feature.
NFM [30] : NFM combines the linearity of FM for second-order feature interactions and the non-linearity of neural network for modelling high-order feature interactions.
AFM [34] : AFM introduces attention mechanism in the second-order factorization machine, where the weights of each feature interaction are computed by an attention network.
In the comparison experiments, the training data, validation data and the testing data are divided by 7:2:1 on the three datasets. RMSE are used to evaluate the accuracy for each algorithm. For all algorithms, the termination criteria of a training process is that the training error reaches a preset threshold, i,e., 0.0001. In the experiments, we record 100 iterations results of the seven algorithms, in which all of algorithms are converged at a certain point. Based on the experiments of parameter impact, for HCFM we use 2 cross layers, the embedding dimension is 256 and learning rate is 0.01. The embedding dimensions of the compared algorithms are all 256 for fairness, and other parameters are set to the optimal values in the experiments. Table 3 summarizes the performance of each algorithm. From Table 3 , we can see the RMSE of HCFM is the lowest of all compared algorithms on the three datasets. It demonstrates the effectiveness of HCFM in modeling high-order factorization machines for recommendations. Though the number of parameters is not the lowest in the algorithms, it is almost the same as AFM and NFM, and still less than DCN. It is noted that, AFM just accomplish second-order interaction and NFM only have one hidden layer. DeepFM and DCN have more parameters because they have both shallow and deep structure.
HCFM is based on LibFM with second-order interactions. However, the performance of HCFM is higher than LibFM on the three datasets. It illustrates the advantages of CWN. The performance of AFM/NFM is similar to HCFM on the Frappe dataset but is poor as HCFM on the other datasets. We analyze that it may be related to the sparsity of the datasets. HCFM can be compatible with capturing important high-order interaction on sparse datasets.
Comparing the results on the three datasets, the RMSE of all algorithms is the lowest on the Frappe and the highest on the MovieLens-100k. As the density of Frappe is the largest in the three datasets, the results on Frappe is the lowest. Beside the density of dataset, the reason of worse performance on MovieLens-100k may be also related to the processing method of dataset. Different from Frappe and MovieLens-latest, the positive sample in MovieLens-100k is the records whose rating is over 3, and the other ratings are regarded as negative samples. The ratio of positive and negative samples is less than 1:2 which is the ratio of positive and negative samples on other datasets. Although the RMSE on the MovieLens-100k is higher, the difference between the algorithm results still illustrates the performance advantages of the HCFM.
V. CONCLUSION AND FUTURE WORK
Learning important feature combinations is essential for the success of many factorization machines. In this paper, a novel high-order factorization machine is proposed, where the main component is a new cross network CWN. Besides learning the weights of feature combinations, CWN further models the weights of different interaction orders. CWN has three virtues: (1) It is an explicit feature interaction network, which has good interpretability to the result of interaction. (2) It just uses a cross network, which greatly reduces the space complexity of high-order interaction. (3) It adopts compression layers that reduce the impact of redundant interactions, so it could learn feature interactions effectively. The experiments on three datasets have demonstrated HCFM superiority over the state-of-art algorithms in terms of both model accuracy and space complexity.
In the future, the HCFM for causal-based interpretable recommendation will be explored. As HCFM is an explicit interaction FM, it has advantage to interpret the recommendations. In addition, the causal-based recommendation can model the user behavior more comprehensively and objectively. Using causal inference in the HCFM can further improve the performance of the prediction.
