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Contour Detection Based on
Nonclassical Receptive Field Inhibition
Cosmin Grigorescu, Student Member, IEEE, Nicolai Petkov, and Michel A. Westenberg
Abstract—We propose a biologically motivated computational
step, called nonclassical receptive field (non-CRF) inhibition, more
generally surround inhibition or suppression, to improve contour
detection in machine vision. Non-CRF inhibition is exhibited by
80% of the orientation-selective neurons in the primary visual
cortex of monkeys and has been demonstrated to influence the
visual perception of man as well. The essence of this mechanism
is that the response of an edge detector in a certain point is
suppressed by the responses of the operator in the region outside
the area of operator support. We combine classical edge detection
with two types of inhibitory mechanism, isotropic and anisotropic
inhibition, both of which have counterparts in biology. For edge
detection, we also use a biologically motivated method (the Gabor
energy operator). The resulting operator responds strongly to
isolated lines, edges, and contours, but exhibits a weaker or no
response to edges that make part of texture.
We use natural images with associated ground truth contour
maps to assess the performance of the proposed operator regarding
the detection of contours while suppressing texture edges. The re-
sults show that our method enhances contour detection in cluttered
visual scenes more effectively than classical edge detectors used in
machine vision (Canny edge detector). Therefore, the proposed op-
erator is more useful for contour-based object recognition tasks,
such as shape comparison, than traditional edge detectors, which
do not distinguish between contour and texture edges. Traditional
edge detection algorithms can, however, also be extended with sur-
round suppression. Next to the advancement of contour detection
in machine vision, this study contributes to the understanding of
inhibitory mechanisms in biology.
Index Terms—Canny operator, contour detection, edge de-
tection, Gabor energy, nonclassical receptive field inhibition,
surround suppression, texture.
I. INTRODUCTION
EDGE detection is considered a fundamental operation inimage processing and computer vision. Consequently,
much research has been done in this area and a considerable
body of literature has been accumulated [1]–[12]. While a
large number of edge detection algorithms have been proposed,
research on edge detection continues to be a fertile field of
activity. One of the problems with contemporary edge detectors
is that they do not make a distinction between contours of
objects—these are the actual primitives needed in most ma-
chine vision applications—and edges originating from textured
regions. There is evidence that the human visual system makes
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such a difference in its early stages of visual information
processing, and that isolated edges, on the one hand, and edges
in a group, on the other hand, are perceived in different ways.
An important finding in the neurophysiology of the visual
system of monkeys and cats, made in the beginning of the 1960s,
i.e., before the development of edge detection algorithms for
digital image processing, was that the majority of neurons in
the primary visual cortex respond to a line or an edge of a cer-
tain orientation in a given position of the visual field. Initially,
two types of orientation-selective neuron were found, one that
was sensitive to the contrast polarity of lines and edges, called
simple cell, and another that was not, called complex cell [13],
[14]. The study of the properties of these neurons has been an
active area of research [15]–[20] and, in 1981, a Nobel prize for
medicine and physiology was awarded to Hubel and Wiesel who
pioneered this work [21].
Later, computational models were developed aiming at
simulating the function of these neurons. Simple cells can be
modeled by linear filters followed by half-wave rectification
[22]–[26]. Complex cells need more intricate modeling, which
includes three stages: linear filtering, half-wave rectification,
and subsequent local spatial summation [27]–[31]. Local
energy models, in which the activities of a pair of simple cells
are used to derive the activity of a complex cell, were also
proposed [29], [32].
These computational models gave the basis for biologically
motivated edge detection algorithms in image processing. In
particular, a family of two-dimensional Gabor functions was
proposed as a model of the linear filtering properties of simple
cells [33], [34]. Subsequently, Gabor functions were widely
used in various computer vision tasks, such as image coding and
compression [35], motion analysis [36], image enhancement
[37], face recognition [38], person identification based on iris
pattern analysis [39], texture analysis [40]–[45], retrieval from
image databases [46]–[48], and edge detection [49]–[53].
Detailed neurophysiological research revealed a considerable
functional diversity in the rather broad class of orientation-se-
lective cells. Besides the classes of simple and complex cells
[13], [14], [21], [54], further classes were identified, such as
end-stopped cells, originally also called hypercomplex cells
[54]–[59], contour cells [60]–[62], and grating cells [63],
[64]. Furthermore, the concept of a receptive field had to be
reconsidered. By definition, the receptive field is the region
in which an optimal stimulus elicits vigorous response from
a neuron. For simple and complex cells, for instance, this is
the area in which a bar or an edge of certain optimal size and
orientation triggers the cell to respond. This region is presently
referred to as the classical receptive field (CRF). Detailed
1057-7149/03$17.00 © 2003 IEEE
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Fig. 1. Effect of orientation contrast in non-CRF inhibition [69]: the plot
shows the response of a neuron to a stimulus composed of a single bar
of optimal orientation in the CRF (central circle) and a grating of varying
orientation outside the CRF. The inhibition by the surrounding grating is
strongest when its orientation coincides with the orientation of the optimal
stimulus. (Courtesy of C. Blakemore and Exp. Brain Res.).
studies have shown that once a cell is activated by a stimulus
in its CRF, another, simultaneously presented stimulus outside
that field can have an effect on the cell response [65], [66].
This, mostly inhibitive effect is referred to as nonclassical
receptive field (non-CRF) inhibition; it turned out to be the rule
rather than the exception, being exhibited to a different extent
by 80% of the orientation-selective cells [67], [68]. Many
studies focussed on the effect of orientation contrast [66], [67],
[69]–[73]. Blakemore and Tobin [69], for instance, measured
the response of a cell to a white bar of optimal orientation,
position, and size in the presence of a grating covering the area
outside the CRF. They observed an inhibitory effect caused by
the grating. This effect was strongest when the grating had the
same orientation as the optimal bar stimulus; in this case the
response of the cell was reduced to the level of spontaneous
activity. The inhibitory effect of the grating decreased with
the deviation of its orientation from the optimal orientation,
see Fig. 1. The dependence of the non-CRF inhibition on the
relative orientation, contrast, spatial frequency, and position
of the distractor stimulus was studied in [74]. In general, an
orientation-selective cell with non-CRF inhibition will respond
most strongly to a single bar, line, or edge in its receptive field
and will show reduced response when more bars are added
to the surroundings. In an extreme case, such a cell responds
to an isolated bar or line, but does not respond to a system
of such stimuli [64]. Such cells have actually been found by
neurophysiologists: Schiller et al. [75], for instance, found
many cells in area V1 which responded strongly to single bars
and edges but did not respond to sine-wave gratings. Similar
cells were encountered by Peterhans and von der Heydt [64]
in experiments with bars, edges, and square-wave gratings as
test stimuli. This type of cell was called the bar cell, referring
to the preference of the cell for bars versus gratings, and a
computational model was proposed for it [76].
The neurophysiological data mentioned above correlates well
with the results of various psychophysical experiments, which
have shown that the perception of an oriented stimulus, such as a
line, can be influenced by the presence of other such stimuli (dis-
tractors) in its neighborhood. This influence can, for instance,
manifest itself in an overestimation of an acute angle between
Fig. 2. (a) The pop-out effect of an oriented line segment on a background of
other segments, the distractors, correlates well with the response of the neuron
shown in Fig. 1 as a function of the orientation contrast: the segment pops out
only if its orientation is sufficiently different from that of the background. (b)
The three legs of the triangle are not perceived in the same way: the leg that is
parallel to the bars of the grating is less salient than the other two legs [80].
two lines [77], or in the so-called orientation contrast pop-out
effect [67], see Fig. 2(a). Fig. 2(b) illustrates the suppression
of contour perception by a grating. The contour “disappears”
in a grating most easily when the grating consists of elements
similar to the contour. The latter effect was shown to exhibit a
specific dependence on the spatial frequency of the distractor
signal [78], [79].
As non-CRF inhibition seems to be a common property of
biological edge detectors that determines human perception of
edges and lines, we considered a more close examination of the
role of this mechanism in the process of edge detection and eval-
uating its potential usefulness in image processing and computer
vision algorithms to be worthwhile. Our main hypothesis is that
this mechanism suppresses edges which make part of texture,
while it does not suppress edges that belong to the contours of
objects. An edge detection algorithm which employs this inhi-
bition mechanism will thus primarily detect contours of objects,
and it will not respond (sufficiently) to edges which belong to
texture regions. The edge maps generated by such an edge de-
tector will thus be more useful for contour-based object recogni-
tion tasks, such as shape comparison [81], [82], than traditional
edge detectors which do not make a difference between contour
and texture edges.
The paper is organized as follows. Section II describes com-
putational models. Simple cell and complex cell models and the
related Gabor and Gabor energy filters are briefly discussed,
and two contour operators that employ non-CRF inhibition are
introduced. In Section III, we evaluate the performance of the
contour operators. A performance measure is defined, and ex-
perimental results obtained with the contour operators and the
Canny edge detector are compared. Finally, we summarize the
results and draw conclusions in Section IV.
II. COMPUTATIONAL MODELS
A. Simple Cells and Gabor Filters
The spatial summation properties of simple cells can be mod-
eled by a family of two-dimensional Gabor functions [83]. We
use a modified parameterization to take into account restrictions
found in experimental data [76], [84]. A receptive field func-
tion of such a cell, in engineering terms the impulse response,
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Fig. 3. Intensity map of a Gabor function, which models the receptive field
profile of a simple cell. Gray levels which are lighter and darker than the
background indicate zones in which the function takes positive and negative
values, respectively. The bright ellipse x + (y) = 4 specifies the
boundary of the (classical) receptive field outside which the function takes
negligibly small values.
, , which is centered in the origin,
is given by
(1)
where is a constant, called the spatial aspect ratio, that
determines the ellipticity of the receptive field. The standard de-
viation of the Gaussian factor determines the size of the re-
ceptive field. The parameter is the wavelength and the
spatial frequency of the cosine factor. The ratio determines
the spatial frequency bandwidth, and, therefore, the number of
parallel excitatory and inhibitory stripe zones which can be ob-
served in the receptive field, see Fig. 3. In this paper, we fix
the value of this ratio to , which corresponds to a
half-response bandwidth of one octave. The angle parameter ,
, determines the preferred orientation. The parameter
, , is a phase offset that determines the symmetry
of with respect to the origin: for and
it is symmetric (or even), and for and
it is antisymmetric (or odd); all other cases are asymmetric mix-
tures.
The response of a simple cell with a receptive
field function to an input image with luminance
distribution is computed by convolution
(2)
The model used in [84] also involves thresholding and contrast
normalization, but we do not need these aspects of the function
of simple cells in the context of this paper. In image processing
and computer vision, the filter defined by (1) and (2) is known
as the (linear) Gabor filter.
B. Complex Cells and Gabor Energy Filters
The Gabor energy is related to a model of complex cells
which combines the responses of a pair of simple cells with a
phase difference of [29], [32]. The results
and of a pair of symmetric and antisym-
Fig. 4. Non-CRF inhibition is caused by the surroundings of the CRF, which
is defined by the weighting function w (x; y), cf. (5).
metric filters are combined in the Gabor energy as
follows:
(3)
It can be shown that the Gabor energy is equal to the square
root of the local power spectrum of the image within a given
orientation and spatial frequency passband [85].
In the following, we will use Gabor energy maps
for a number of different orientations
:
(4)
C. Models of Non-CRF Inhibition
We now extend the Gabor energy operator presented above
with an inhibition term to qualitatively reproduce the non-CRF
inhibition behavior of most orientation-selective cells. We con-
sider two types of inhibition: i) anisotropic, in which only re-
sponses obtained for the same preferred orientation as a central
response contribute to the suppression and ii) isotropic, in which
all responses outside the CRF contribute to the suppression in
an equal way, independently of their preferred orientations.
For a given point in the image, the inhibition term is com-
puted in a ring-formed area surrounding the CRF centered at
the concerned point, see Fig. 4. We use a normalized weighting
function defined as follows:
(5)
where denotes the norm, the function ensures that
the operator has only positive response, and is the
following difference of Gaussian functions:1
(6)
1) Anisotropic Non-CRF Inhibition: We model anisotropic
non-CRF inhibition by computing an inhibition term
1The combination of standard deviations 4 and  was chosen in such a way
that the zero crossings ofDoG (x; y) are near the circle x +y = 4 . More
precisely, one can take ~x + (~y) instead of x + y as an argument on the
right hand side of (6) with ~x and ~y according to (1). The concerned area will
then have an elliptic boundary as the one shown in Fig. 3. We did not do that
for reasons of simplicity and computational efficiency, and also because this did
not influence the results substantially.
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Fig. 5. Inhibition term for a given point is computed by integration over the
shaded annular area surrounding that point. In a contour point, A, the inhibition
term t (x; y) is small. In a texture point, B, this term can become very
strong.
for each orientation as a convolution of
the Gabor energy with the weighting function
(7)
We now introduce a new operator which takes as
its inputs the Gabor energy and the inhibition term
:
(8)
with defined as in (5). The factor controls the strength of
the inhibition of the surroundings on the Gabor energy operator.
If there is no texture in the surroundings of a given point (see
point in Fig. 5), there will be (almost) no inhibition, and the
response of this operator at that point will be (almost) equal to
the Gabor energy response. An edge passing through that point
will be detected by this operator in the same way as it is detected
by the Gabor energy operator (of appropriate orientation). How-
ever, if there are other edges in the surroundings (see point in
Fig. 5), the inhibition term may become so strong
that it cancels completely the contribution of the Gabor energy
operator, resulting in a zero response.
We now construct a contour operator with values
of maximum response of over all orientations
(9)
and an orientation map with the orientation for which
this maximum response is achieved
(10)
Defined in this way, the operator will respond to isolated lines,
edges, and bars (of any orientation), but it will not respond to
groups of such stimuli that make part of a texture grating (of the
same orientation), see Fig. 6(c).
Note that, for the type of suppression modeled by (7) and (8),
surround lines and edges of the same orientation as the main
stimulus over the CRF will have stronger suppression effect
than such stimuli of other orientations, with suppression being
Fig. 6. (a) Synthetic input image. (b) The Gabor energy operator responds to
lines and edges independently of the context, i.e., the surroundings in which
these lines and edges are embedded. (c) The contour operator with anisotropic
inhibition responds selectively to isolated lines and edges and lines that are
surrounded by a grating of a different orientation. (d) The contour operator with
isotropic inhibition responds selectively to isolated lines and edges only.
weakest for surround stimuli that are orthogonal to the main
stimulus. For this reason, we refer to this type of modulation as
anisotropic inhibition. This type of differential response mod-
ulation for parallel and orthogonal surround texture has been
observed in 24% of a large population of orientation-selective
cells in area V1 of anesthetized macaque monkeys [86]. These
authors call such neurons “orientation contrast cells.” In further
12% of the cells, the reverse effect of stronger suppression by
an orthogonal surround texture was observed. The same authors
call these latter neurons “uniform cells.” Similar data were ob-
tained for alert monkeys [67]: 32% orientation contrast cells and
6% uniform cells.
The operator defined by (8) is similar to the bar cell operator
introduced in [76]. The authors of that work use as an inhibition
term the response of a grating cell, which is computed in a more
intricate way from the simple or complex cell responses in the
surroundings. These authors introduced the term “bar cell” to
emphasize the preference of the operator for bars versus grat-
ings.
The various terms mentioned above—bar cell, orientation
contrast cell, and uniform cell—focus on different aspects of
the function of an orientation-selective neuron with anisotropic
non-CRF inhibition.
2) Isotropic Non-CRF Inhibition: No significant difference
was found in the modulation of the response to a center line
stimulus by surround textures that were parallel or orthogonal
to the center stimulus in 40% of the V1 cells studied in monkeys
under anesthesia [86]. The authors of that paper use the term
“general suppression cells” to refer to the neurons which exhibit
this type of inhibition.
We refer to this type of suppression as isotropic inhibition,
and model it by computing an inhibition term that is
independent of orientation. First, we construct an energy map
with values of maximum Gabor energy response
(11)
and an orientation map with the orientation for which
these maximum responses are achieved
(12)
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Now, the isotropic inhibition term is computed as
a convolution of the maximum energy map with the
weighting function
(13)
We now introduce the contour operator which
takes as its inputs the maximum energy map and
the inhibition term
(14)
with defined as in (5). As before, the factor controls the
strength of the inhibition of the surroundings on the maximum
Gabor energy term. This operator will respond to isolated lines,
bars, and edges in the same way as the operator with anisotropic
inhibition, but it will not respond to groups of such stimuli that
make part of texture (of any orientation); see Fig. 6(d).
D. Binary Contour Map Construction
Binary contour maps are constructed by the standard proce-
dure of nonmaxima suppression followed by hysteresis thresh-
olding [1], [87]. From the response (or )
and corresponding orientation map (or ) that
specify the local edge strength and local edge direction, respec-
tively, nonmaxima suppression thins the edges to one-pixel wide
candidate contours. The final binary contour map is computed
from the candidates by hysteresis thresholding. This process in-
volves two threshold values and , . Commonly,
is computed as a quantile , where is the minimum
fraction of candidate pixels to be retained in the final contour
map. We fix the low threshold value to .
Although a multitude of other post-processing methods can
be found in the literature [10], [88], some of which may deliver
better results than the one used here, we decided to perform the
same post-processing operations as in the Canny edge detector
[1] in order to simplify comparison in a later stage.
III. PERFORMANCE EVALUATION
Methods for evaluation of edge detector performance can be
categorized as using either synthetic or natural images, with
or without specified ground truth [10], [12]. When the ground
truth is given, performance evaluation can be readily carried out
by comparing detected edges with the ground truth edges. Al-
though synthetic images allow precise objective definition of
ground truth and seem appropriate for any performance evalu-
ation criterion, the conclusions drawn in most of the cases are
not easily extrapolated for natural scenes [89]. Additional qual-
itative metrics such as smoothness, continuity, thinness, which
may sometimes be computed in absence of the ground truth,
do not always properly reflect performance [90]. For these rea-
sons, most of the current evaluation methods use natural image
scenes with an associated ground truth specified by a human
[12], [91], [92]. For a comprehensive list of performance evalu-
ation methods for edge detection we refer to [12].
Some evaluation methods [91], [92] assess edge detector per-
formance in the context of a well-defined task, suggesting that
performance is task dependent. In this respect, some edge detec-
tors may perform better for a specific task (e.g. structure from
motion, object recognition) and worse for other tasks. Since the
contour operators suppress edges in presence of surrounding
texture, and retain isolated edges, we evaluate their performance
on images representing objects on textured background. We se-
lected a set of 40 images which depict either man-made objects
on textured background or animals in their natural habitat; for
each image, an associated ground truth binary contour map was
drawn by hand.2 Fig. 7, first and second row, presents a subset
of these images together with their corresponding ground truth
contour maps. Note that the ground truth maps specify contours
of objects, not just edges.
A. Performance Measure
Let and be the set of contour pixels and back-
ground pixels of the ground truth contour image, respectively,
and and be the set of contour pixels and background
pixels of the contour image generated by an operator, respec-
tively. The set of correctly detected contour pixels is
. False negatives, i.e. ground-truth contours missed by the
contour detector, are given by the set ,
while false positives (spurious contours) are given by the set
. We define a performance measure of a con-
tour detector as
card
card card card (15)
in which card denotes the number of elements of the set .
The performance measure is a scalar taking values in the
interval [0,1]. If all true contour pixels are correctly detected
and no background pixels are falsely detected as contour pixels,
then . For all other cases, the performance measure takes
sub-unitary values, being closer to zero as more edge pixels are
falsely detected and/or missed by the contour operator.
Since contours cannot always be detected at exact integer
image coordinates, we consider that a contour pixel is correctly
detected if a corresponding ground truth contour pixel is present
in a 5 5 square neighborhood centered at the respective pixel
coordinates. The false negatives and false positives are deter-
mined by eliminating those pixels which are correctly detected
from the ground truth contours and detected contours, respec-
tively.
Other measures, often used for evaluating segmentation re-
sults [93], cast the performance into a classification error com-
puted for a two class assignment problem. In this case, the error
can be expressed as the number of misclassified contour pixels
(i.e., false positives and false negatives) divided by the total
number of pixels in the image. Though intuitively appealing,
such a measure has the drawback that it does not scale linearly
with the number of detected contour pixels (e.g., an increase
by the same number of misclassified pixels for a contour image
which has 10 contour pixels delivers the same performance as
an image consisting of 1000 contour pixels, assuming that both
images have the same size). In contrast, the measure defined by
2The images and associated ground truths are available at
(http://www.cs.rug.nl/~imaging).
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Fig. 7. One synthetic image and three natural scenes with objects on textured backgrounds (first row), their corresponding ground truth contour maps (second
row), the binarized Gabor energy maps (third row), the best edge maps obtained with the Canny edge detector (fourth row), the best contour maps obtained with
the anisotropic contour operator (fifth row), and the best contour maps obtained with the isotropic contour operator (last row).
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(15) reflects an increase/decrease in the number of misclassified
contour pixels versus the number of detected contour pixels pro-
portionally.
B. Experimental Results
We compare the performances of the two contour operators
defined above with the performance of the Gabor energy op-
erator as defined in (3), i.e., without inhibition, and the Canny
edge detector.
The Canny edge detection operator [1] consists of a gradient
computation for each pixel of the image, and construction of
a binary edge map by post-processing with nonmaxima sup-
pression and hysteresis thresholding. The gradient is computed
using a scale-dependent differential geometry operator. We ap-
plied the same type of post-processing for binarization to the
Gabor energy operator.
The two parameters of the Canny edge detector are , the
standard deviation of a Gaussian smoothing kernel, and , the
minimum fraction of edge pixels that have to be retained in the
final edge map. The same parameters are used for the Gabor en-
ergy operator, where the parameter denotes the standard de-
viation of the Gaussian factor of the concerned Gabor function.
The contour operators have an additional parameter, , which
is the texture inhibition factor. For the Canny edge detector, we
used eight scales, . For
the contour operators we used four scales covering the same
domain, and two texture attenuation
factors, . For all methods, we applied five high
hysteresis threshold values based on the fraction of the can-
didate pixels that should be retained in the contour edge map,
with . This results in 40 parameter
combinations for each of the methods. For the Gabor energy and
contour operators, we used 12 orientations, .
The maps with best contour detection performance for a small
selection of our test images are shown in Fig. 7. The first and
second row show the input images and the ground truth images,
respectively, the third row shows the responses of the binarized
output of the Gabor energy operator, and the fourth, fifth, and
sixth rows show the results for the Canny edge detector, the
contour operator with anisotropic inhibition and with isotropic
inhibition, respectively. For a better illustration, we also com-
puted the fraction of false positives as the ratio between
the number of false positives and the number of correctly de-
tected contour pixels ( card card ), and the
fraction of false negatives as the ratio between the number
of false negatives and the number of ground truth contour pixels
( card card ). The performance measures,
parameters, and fractions of false positives and false negatives
are listed in Table I.
The results show that the contour operator indeed suppresses
edges in the presence of surrounding texture for both anisotropic
and isotropic inhibition. The synthetic image presented in the
first column of Fig. 7 is an interesting special case. Our percep-
tual interpretation of the image, two lines superimposed on a
grating, is paired by the response of the contour operator with
anisotropic inhibition only. The other operators—the Gabor en-
ergy operator, Canny, and the contour operator with isotropic
inhibition—do not deliver results matched by perception.
TABLE I
OPERATOR PARAMETERS, ERRORS, AND
PERFORMANCES FOR THE IMAGES PRESENTED IN FIG. 7
The second (Goat 3) and last column (Hyena) are very good
examples of the texture suppression behavior of the contour
operators. The example in the second column shows also that
the Canny edge map contains so many spurious edges that it is
hard to distinguish the contours of the object. In contrast, dis-
tinguishing the object contours in the output of the contour op-
erators can be done without difficulty. The performance mea-
sure is consistently higher for the contour operators, and this is
mostly due to a reduced percentage of false positives. This is
in agreement with the proposed model of non-CRF inhibition:
edges resulting from a texture background (false positives) are
suppressed, while object contours are retained.
Fig. 8 shows comparative statistical box-and-whisker plots
for ten of the images used in our experiments. The plots reveal
a consistent better performance of the contour operators. In all
cases, the best performance (the top end of a whisker) is higher
in comparison to the best performance of the Canny edge de-
tector and the Gabor energy operator, and, in most of the cases,
the isotropic inhibition gives the most effective results.
IV. DISCUSSION
The models of non-CRF inhibition we use in this study are
simple and straightforward. In the anisotropic inhibition model,
the response of an orientation- and scale-specific operator in a
given position is suppressed by the responses of the same op-
erator in other positions. In the isotropic inhibition model, sup-
pression is caused also by activity in channels responsible for
other orientations. Our models make use of a single parameter
that is the coefficient with which the inhibition term is taken
into account. The value of this parameter can be determined in
an optimization problem derived from a specific goal, e.g., max-
imization of the performance of the operator for a certain set of
images. One can think of more intricate or general inhibition
models, such as the division normalization proposed in [94],
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Fig. 8. Box-and-whisker plots of the performance of the Canny edge detector
(denoted by C), the Gabor energy operator (denoted by G), the contour operator
with anisotropic inhibition (denoted by B1) and isotropic inhibition (denoted by
B2) for ten of the test images.
where the inhibition weights of the responses of all orientation
and scale channels and all positions are not fixed in advance but
are determined such that mutual dependencies between the ul-
timate responses are minimized.
Inhibition mechanisms have been applied previously to bi-
ologically motivated edge detectors in order to improve cer-
tain aspects of their function. A symmetric Gabor filter, will,
for instance, respond not only along a line but will also give a
flanking response alongside the line at a certain distance from it.
Similarly, the largest response of an antisymmetric Gabor filter
to a line will be displaced from the line. (These issues do not
arise with the Gabor-energy filter.) In [50] and [95]–[97], var-
ious inhibition mechanisms have been proposed to remove these
flanking responses. These works differ from the current work in
two major aspects. First, the inhibition mechanisms act within
the CRF. Second, the purpose of the inhibition is quite different:
it deals with the removal of flanking responses, rather than with
the suppression of texture edges.
The inhibitory mechanisms presented in this paper can be
applied as an additional processing step to most edge detec-
tors used in image processing. The role of a CRF is taken over
by the area of essential support of the corresponding edge de-
tector, e.g. the circular area which gives rise to 95% of the norm
of a Gaussian used in a Canny operator. The surround is de-
fined as the region outside the area of essential support. In this
case, it would be more appropriate to more generally speak
of surround inhibition or surround suppression. For instance,
isotropic inhibition can easily be added to the Canny edge de-
tector as an intermediate step between the gradient computa-
tion and the edge thinning and binarization. The inhibition term
is computed by convolving the gradient magnitude field with
the function . With this modification, the Canny al-
gorithm becomes essentially very similar to the contour oper-
ator with isotropic inhibition presented above: the only differ-
ence is the way in which the edge strength computation is done,
by a scale-specific differential geometry operator (in the Canny
algorithm) versus a multichannel bank of orientation-specific
Gabor energy filters (in the case of the contour operator). The
anisotropic inhibition, very effective when the background con-
sists of oriented texture, can also be incorporated, while less
directly, as a computational step into the Canny algorithm and
other similar algorithms which operate on a gradient magnitude
and orientation map. The inhibition step may be expected to im-
prove contour detection performance when images contain ob-
jects of interest on a textured or cluttered background.
The non-CRF inhibition algorithms presented in this paper
treat different classes of edges and lines in different ways: single
contour lines and edges, on one hand, being considered as non-
texture features, are not affected by the inhibition, while groups
of lines and edges, on the other hand, viewed as texture features,
are suppressed. As already noted in the introduction, this dif-
ferent treatment correlates well with human visual perception.
For instance, while the contours of a single leaf of a tree on a
plain background are to be seen as nontexture features, the same
contours can occur as texture features when they appear in a fo-
liage image together with the contours of many other leaves. The
emergence of a separate linguistic entity, the word “texture,” for
a group of edges indicates a semantic difference associated with
the context in which an edge appears: stand-alone as a contour
of an object versus in a group of similar edges forming texture.
In a similar way, separate entities have evolved in language to
indicate a semantic, contextual difference between a single tree
and a collection of trees, a forest.
It was suggested by Nothdurft et al. [86] that non-CRF inhi-
bition may play a certain role in texture segmentation by gener-
ating sensitivity to (texture) feature contrast. Our computational
models supports this assumption. The anisotropic surround in-
hibition operator (8), for instance, will respond more strongly
at the boundary between two textures of different preferred ori-
entations than inside uniform texture regions. Both the isotropic
(14) and the anisotropic (8) operator will respond more strongly
at the boundary between two textures of different frequency
spectra than inside these textures. Next to this role of non-CRF
inhibition, we think that the main biological utility of non-CRF
inhibition is the separation of contour from texture information
and the mediation of object contours to higher cortical areas as
proposed previously in [76], [98]. Indeed, while non-CRF in-
hibition scarcely influences the responses to isolated contours,
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i.e., contours that are not embedded in texture, it strongly re-
duces the responses to texture. The biologically (in our view)
most important effect of this neural mechanism might thus be
that of contour (versus texture) detection.
In summary, in this work we have shown that non-CRF inhi-
bition, more generally surround inhibition, is a useful computa-
tional mechanism that substantially improves contour detection.
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