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Statistical methods for indirectly observed
network data
Tyler H. McCormick
Social networks have become an increasingly common framework for
understanding and explaining social phenomena. Yet, despite an abundance
of sophisticated models, social network research has yet to realize its full po-
tential, in part because of the difficulty of collecting social network data. In
many cases, particularly in the social sciences, collecting complete network
data is logistically and financially challenging. In contrast, Aggregated Re-
lational Data (ARD) measure network structure indirectly by asking respon-
dents how many connections they have with members of a certain subpop-
ulation (e.g. How many individuals with HIV/AIDS do you know?). These
data require no special sampling procedure and are easily incorporated into
existing surveys. This research develops a latent space model for ARD.
This dissertation proposes statistical methods for methods for estimat-
ing social network and population characteristics using one type of social net-
work data collected using standard surveys. First, a method to estimate both
individual social network size (i.e., degree) and the distribution of network
sizes in a population is prosed. A second method estimates the demographic
characteristics of hard-to-reach groups, or latent demographic profiles. These
groups, such as those with HIV/AIDS, unlawful immigrants, or the homeless,
are often excluded from the sampling frame of standard social science sur-
veys. A third method develops a latent space model for ARD. This method
is similar in spirit to previous latent space models for networks (see Hoff,
Raftery and Handcock (2002), for example) in that the dependence structure
of the network is represented parsimoniously in a multidimensional geometric
space. The key distinction from the complete network case is that instead of
conditioning on the (latent) distance between two members of the network,
the latent space model for ARD conditions on the expected distance between
a survey respondent and the center of a subpopulation in the latent space.
A spherical latent space facilitates tractable computation of this expectation.
This model estimates relative homogeneity between groups in the population
and variation in the propensity for interaction between respondents and group
members.
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Wasserman and Galaskiewicz (1994) define network analysis as a field which
“focuses its attention on social entities or actors in interaction with one an-
other and how these interactions constitute a framework or structure that can
be analyzed in its own right.” Social networks have become an increasingly
common framework for understanding and explaining social phenomena. Yet,
despite an abundance of sophisticated models, social network research has yet
to realize its full potential, in part because of the difficulty of collecting so-
cial network data. In the vast majority of cases, particularly in the social
sciences, financial or logistical difficulty prevent collecting full network data.
This dissertation proposes statistical methods for estimating social network
and population characteristics using one type of social network data collected
using standard surveys.
Specifically, Aggregated Relational Data (ARD), or “How many X’s
do you know?” data capture network relationships indirectly by measuring a
respondent’s aggregate number of ties with a population group of interest, X.
Choosing the population groups (also called subpopulations) defines a set of
potential recipients of ties, or alters. In many applications, the X’s are popu-
2lations that are difficult to reach using standard surveys, such as the homeless
or persons with HIV/AIDS (see Killworth et al. (1998), for example). With
ARD, there is no need to sample these groups directly, rather these methods
leverage known information about other groups in the population to reach
these individuals through their network. Defining “know” in these questions
defines the relation, and therefore network, of interest. Chapters 2 and 3 de-
scribe these data in more detail. Additionally, these chapters provide context
for the subsequently proposed statistical methods by providing background
on social network analysis and on other methods for collecting incomplete
network data.
Chapter 4 develops a method to estimate both individual social net-
work size (i.e., degree) and the distribution of network sizes in a population.
Building on the scale-up method of Killworth et al. (1998) and other previ-
ous attempts to estimate individual network size, a latent non-random mixing
model resolves three known problems with previous approaches. As a byprod-
uct, the method also provides estimates of the rate of social mixing between
population groups. Based on insights developed during the statistical mod-
eling, practical guidelines for the design of future surveys to estimate social
network size are offered. Most importantly, if the first names asked about are
chosen properly, the estimates from the simple scale-up model enjoy the same
bias-reduction as the estimates from our more complex latent nonrandom
mixing model.
The sampling frame in most social science surveys excludes members of
certain groups, known as hard-to-reach groups. Chapter 5 develops statistical
models for reaching these groups through their social network. These groups,
or subpopulations, may be be difficult to access (the homeless, for example),
camouflaged by stigma (individuals with HIV/AIDS), or both (commercial
3sex workers). Even basic demographic information about these groups is
typically unknown, especially in many developing nations. Leveraging so-
cial network structure facilitates estimating demographic characteristics of
these subpopulations using Aggregated Relational Data (ARD), or questions
of the form “How many X’s do you know?” Unlike other network-based tech-
niques for reaching these groups, ARD require no special sampling strategy
and are easily incorporated into standard surveys. ARD also do not require
respondents to reveal their own group membership. Chapter 5 discusses a
Bayesian hierarchical model for estimating the demographic characteristics of
hard-to-reach groups, or latent demographic profiles, using ARD. There are
two estimation techniques. First, a Markov-chain Monte Carlo algorithm is
proposed for existing data or cases where the full posterior distribution is of
interest. For cases when new data can be collected, this work proposes guide-
lines and, based on these guidelines, propose a simple estimate motivated by
a missing data approach. Using data from McCarty et al. (2001), the age
and gender profiles of six hard-to-reach groups, such as individuals who have
HIV, women who were raped, and homeless persons are estimated. Simple
estimates are evaluated using simulation studies.
Though ARD contain rich information, the methods in Chapters 4
and 5 estimate only specific network features. Chapter 6 develops a method
which accounts for more general dependence structure in ARD. The latent
space model for networks (Hoff et al. 2002) assumes that the actors in the
network form ties independently given their (latent) position in some unob-
servable social space.’ A multidimensional geometric space then parsimo-
niously represents the complicated dependence structure in the network. The
key distinction from the full-network case is that instead of conditioning on
the (latent) distance between two actors, the latent space model for ARD
4conditions on the expected distance between a survey respondent and the cen-
ter of a subpopulation. A spherical latent space facilitates deriving a model
which facilitates tractable computation of this expectation. Using this model,
one can estimate relative homogeneity between groups in the population and
variation in the propensity for interaction between respondents and group
members.
5Chapter 2
Relational data in the social
sciences
Social scientists are increasingly fluent in what Wasserman and Galaskiewicz
(1994) calls “network language,” leading to both theoretical advances in the
social sciences and methodological advances in network theory. Wasserman
and Galaskiewicz (1994) define network analysis as a field which “focuses its
attention on social entities or actors in interaction with one another and how
these interactions constitute a framework or structure that can be analyzed in
its own right.” In the following sections, we consider three questions pertinent
to social scientists. First, we describe networks using features, or observable
characteristics which encode social structure. We then explore how these
features, along with characteristics of network members, or actors, contribute
to the formation of connections in the network, or ties. We then examine how
network structure impacts the diffusion across the network, specifically the
spread of ideas, influences, and diseases.
62.1 What features characterize the network?
Features of a network are the properties or characteristics that encode social
structure. The most primitive features, the absence or presence of a relation-
ship between two actors, are building blocks for features which represent more
complicated aspects of social structure (see Tables 1, 2, 3, and 4 in Wasser-
man and Pattison (1996) or Wasserman and Galaskiewicz (1994) for many
more examples). Especially, network features are used directly to model net-
work structure in Exponential Random Graph (ERGM) models (Frank and
Strauss 1986; Wasserman and Pattison 1996). We discuss the factors that
impact tie formation more thoroughly in Section 2.2. Here, we focus on cases
where information about the feature is of interest in its own right.
If two actors have a common link to a third actor, for example, then
the triplet is called a triad. If relationships are not necessarily symmetric,
then we can distinguish between different types of triads based on the ab-
sence or presence of reciprocal relations. Geodesic length is the shortest path
between two connected members of a network. Networks with short geodesic
lengths tend to have more triads and an overall more centralized structure.
Longer geodesic lengths are found in networks with few long chains. Bear-
man et al. (2004) consider the sexual relationships between adolescents in a
high school over an eighteen month period and compare six features to a se-
ries of simulated networks where sexual contact is more random. Bearman
et al. (2004) found that the observed network had strikingly long geodesic dis-
tances and very few cycles, indicating the lack of a central structure or core.
Instead, the network contains a single chain which connects over half of the
students. Finding such a structure both gives valuable information about the
dynamics of group relationships and has important ramifications for modeling
how a disease would spread across the network, which we discuss further in
7Section 2.3.
A second feature often considered in network analysis is degree—the
number of outgoing connections, or ties, being sent from an actor, or ego.
There are two fundamental questions regarding degree: first, we want to know
the degree of a given individual; and second, we wish to know the distribution
of degrees across the population. In cases where the population is small,
both quantities are easily obtained from the sociomatrix, or matrix encoding
absence or presence of a tie between any two members of the network. There
is great interest, however, in understanding individual degrees and degree
distribution in larger networks, such as across an entire nation (Killworth
et al. 2006). Complete population networks are virtually impossible to collect
for populations larger than a few dozen, however, and we instead must use
sampling methods such as those presented in Section 3.
Individual degree estimates are informative, and even necessary, for
other social science methods. For example, in order to understand differences
in status attainment between siblings Conley (2004) wanted to know whether
siblings who knew more people tended to be more successful. Because of
difficulty in measuring personal network size, his analysis was ultimately in-
conclusive. Additionally, work such as DiMaggio and Louch (1998) would be
improved by using respondent degree as a regression covariate. DiMaggio
and Louch (1998) explore the influence of information gathered from personal
networks in making purchases. Though DiMaggio and Louch (1998) contend
that network size information would be valuable in learning about decisions
to purchase various noncommodity items (cars, legal services, homes etc.).
In the regression context, adding total network size as a covariate would al-
low DiMaggio and Louch (1998) and similar researchers to control for overall
network size when assessing the influence of specific types of network rela-
8tionships.
Degree is also an important factor in social isolation. Shelley et al.
(1995), for example, found that individuals with HIV had smaller networks
than average. Surprisingly, they also found that individuals undergoing dialy-
sis, which is associated with less stigma than HIV, also had smaller networks
than healthy individuals. With smaller networks comes fewer ties to other
members of society, making these individuals more isolated and further os-
tracized. The smaller network size and segregation of members of these sub-
populations also makes them difficult to reach using standard surveys. One
method for targeting such respondents is Respondent Driven Sampling (RDS)
proposed by Heckathorn (1997). A major issue in the implementation of this
method, however, is that it requires the network size of the respondent to be
known (Heckathorn 1997; Wejnert 2009). Results from our proposed method
could both enhance the performance of RDS and facilitate its implementation.
RDS is discussed in detail in Section 3.2.1.
Killworth et al. (2006) calls estimating the population degree distri-
bution “one of the grails of social network theory.” Recently, many have
speculated that the distribution follows a power-law. That is, if d is the
respondent’s degree, then p(d) ∼ d−α for some constant α. Though this ap-
pears reasonable for technological networks (Pastor-Satorras and Vespignani
2001), recent evaluations of acquaintanceship networks estimated the degree
distribution to be more akin to a log-normal density (McCormick et al. 2010;
Morris 1991a).
In the subsequent two sections, we first examine how features can be
combined with other characteristics of the network and of the actors to un-
derstand the process of forming ties and then, second, to explore the process
of passage along the ties.
92.2 How are ties formed?
As one of the earliest formal models for network formation, Erdos and Renyi
(1959) present a mathematical model for networks with completely randomly
formed links. The model assumes that, for any two actors, a link occurs with
a fixed probability. This probability is the same for all pairs and the pairs are
independent. Network structure makes both of these assumptions unrealistic.
The propensity for two individuals to form a tie depends on the individuals
and on their joint properties as a pair. The presence or absence of a tie
between two individuals may also influence the likelihood of links between
other actors.
At the level of the actor, people vary in their propensity to interact, and
hence form ties with others.1 Some individuals are naturally more sociable,
while others are more reserved or introverted. In a meta-analysis of studies
conducted in children, for example, Newcomb et al. (1993) describe three
general types of interactions in which children vary: sociability, aggression,
and withdrawal. Popular children, for example, exhibited higher than average
levels of positive social interactions and had more friendships. These children
tended to be less disruptive, more cooperative, kind, and trustworthy than
average. Children who were rejected by their peers, in contrast, were more
likely than average to exhibit behaviors associated with withdrawal such as
elevated levels of anxiety or depression. These children also exhibited more
disruptive or violent behaviors associated with aggression. Parkhurst and
Asher (1992) found that similar personal characteristics were associated with
popular children in middle school.
Even with information on actors’ propensities to form ties, the like-
1This variation may change depending between networks. A child may be very social
with family members of similar age but shy when meeting new children in school.
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lihood of forming a tie would still vary greatly between pairs (Kenny et al.
2006). Dyad-based correlates of link formation are an interaction of the indi-
vidual characteristics of two actors. For each dyad, a key feature is the simi-
larity of the two actors. Homophily, which was originally defined by Lazarfeld
and Merton (1954) and is now a frequently researched topic in the study of
networks (McPherson et al. 2001), corresponds to the tendency to associate
with people similar to oneself, where similarity can be defined on multiple
dimensions. Many dimensions of homophily are related to actors’ position in
society such as gender or socioeconomic status. McPherson et al. (2001), for
example, term race the “biggest divide in social networks today.” Studies in
children and adults find that African Americans (especially boys) are more
likely to have a higher proportion of their friendships with members of the
same race than would be expected under random mixing (Louch 2000). A
similar pattern is present for Caucasians, but to a lesser degree (Marsden
1987).
In homophily based on race, structural factors such as income, neigh-
borhood, or education and the disparate sizes of the racial groups mitigate
the opportunities for interactions between racial groups (McPherson et al.
2001). For gender, however, men and women are roughly equal in number
and are structurally linked by families. Despite more equal opportunities
for interactions, however, gender homophily still exists, indicating a network-
based effect beyond the structural factors that contribute to homophily in
race. Gender-based homophily is particularly strong in work environments
where sexes are more likely to be segregated (McPherson et al. 2001).
To varying degrees, homophily has also been observed based on other
characteristics such as age, occupation or social class. Homophily can also
result from a respondent’s attitudes, beliefs or abilities, which Lazarfeld and
11
Merton (1954) refers to a value homophily. Homophily based on intelligence
was one of the first phenomenon studied in network literature (Almack 1922).
Though there is some evidence for homophily based on beliefs, much of the
perceived homophily in relationships appears to be from misconceptions of
others appearances. Disagreements are not discussed and pairs assume that
their beliefs are similar in the absence knowledge to the contrary (Huck-
feldt and Sprague 1995). As a general principle, a dyad with more similar
network positions are more likely to have communications related to shared
issues (McPherson et al. 2001). A central challenge in this network-based
homophily is defining similarity, or nearness, in a network. Burt (1987)
discusses two definitions of nearness—social cohesion and equivalence.
Social Cohesion defines proximity in terms of the ties between actors,
two actors being proximate if the length (or strength) of ties between them
meets a particular standard. Equivalence, in contrast, considers the pattern
of two actors’ network relations and considers two actors proximate if they
interact with the network in similar ways (have the same friends, for example).
In the most restrictive case of structural cohesion, for example, two actors are
proximate if a tie exists between them. Our proposed method would provide
a means of estimating social proximity using indirect observations on the
network through questions which can be integrated into standard surveys.
Overdispersion can be viewed as a measure of polarization of social
networks since it measures the variation in the relative propensity for a person
to form a tie with persons of type X. A persons relative propensity to know
persons of type X can be defined as the ratio of the expected number of ties
to this type from this person and the number of ties that would occur by
chance given the degree of a persons network and the population size of type
X. Overdispersion also represents how likely it is for a person to know exactly
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one member of population type X. In populations with high overdispersion,
knowing that an alter was a member of population of type X would indicate
that a person likely either knows multiple members of a subpopulation, or
knows no alters in groups X.
Along with overdispersion, other aspects of the structure of the network
beyond the dyad also influence the formation of ties. A network with few
long chains, such a the adolescent sexual network presented in Bearman et al.
(2004), leaves little room for connections between individuals on opposite
ends of the chain (a network feature known as cycles). The proclivity of two
members to form a tie in a network with multiple hubs, in contrast, would
depend on the two actor’s position with respect to the hubs. Identifying
clusters, or hubs, of multiple actors is also a common goal for network analysis,
though there are few procedures to accomplish this formally (with Handcock
et al. (2007) and Airoldi et al. (2008) being recent exceptions). Clustering
can take place because of unobserved characteristics of the ego, the alter, or
of the network. Clustering can also develop because of the structure of the
network or the position of the ego in the network (a preference for popular
actors, for example). Network properties, or structure, impact the type and
frequency of interactions between individuals.
2.3 How does social structure impact diffu-
sion across the network?
Though valuable for understanding network connectivity, Burt (1987)’s no-
tions of network proximity were originally applied to social influence, the
process by which one actor in a network influences another. Influence is one
lens with which we can view diffusion, or spread across the network. Here,
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we focus on two types of diffusion: information and disease.
First, when studying influence from a network perspective, a funda-
mental assumption is that the substantive basis of social influence can be
represented as nearness in the respondent’s social network. Exactly how this
influence manifests as a change in opinion, the so-called substantive nature
of influence (Burt 1987), is a challenging problem. Certainly, not all actors
in the respondent’s network will have equal influence over the respondent.
French and Raven (1959) link influence to the broadly defined concept of
“social power.” Some forms of social power, such as the ability to reward,
pertain to behaviors but not necessarily opinions. A manager or employer, for
example, has significant influence over an employee’s actions but not neces-
sarily over their opinions. Instead, other manifestations of social power likely
have a greater impact on opinion formation, such as a perceived position of
legitimacy or expertise.
Asch (1956) and many subsequent authors suggest a different view of
the influence process. Asch (1956) contends that opinion formation involves
evaluating a “social consensus” arrived at by others (Friedkin and Johnson
1990). Erickson (1988)’s work, and the preceding work of Moscovici (1985),
suggest a more complicated process where only certain individuals are mem-
bers of the reference group. In ambiguous situations, individuals are both
more aware of, and more likely to attend to the opinions of more similar
alters.
Like many processes on a network, influence is driven by interactions
between individual actors. The individuals in the network neighborhood of an
actor have a much greater propensity to influence the thoughts and opinions
of an actors that those who are less proximate. The local process interacts
with with network, however, which can cause information to spread across
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the network in different ways. McPherson et al. (2001) contend that most
small networks in small communities or organizations follow a core-periphery
pattern. That is, many individuals are connected with one central hub. Re-
spondents who outside of the hub, or core, are connected to the core but not to
one another. These networks spread information extremely efficiently (Cross
et al. 2001) and produce the homophily effects that come from network prox-
imity, making the organization or community relatively homogenous.
On a larger scale, however, there is a widespread perception that Amer-
ican society is becoming more heterogeneous over time along social, economic,
and political dimensions, implying a network with multiple hubs. These hubs
would be highly connected locally, but with few connections between hubs, a
scenario Cross et al. (2001) describes as a chain of islands.
Under proximity models of influence, such a network would produce
social and political polarization. McCarty (2002) have shown that politi-
cal partisanship is increasingly stratified by income. Meanwhile, calculations
using data from the General Social Surveys have demonstrated that politi-
cal partisanship is also increasingly stratified by family type and by religios-
ity (DiPrete et al. 2011). Many commentators have argued that these trends
are creating a growing values divide in the United States (White 2003, Frank
2004, Green et al. 1996) that is articulated in terms of attitudes toward the
family, sexuality, and gender. Brooks (2002), for example, found growing
dispersion over the question of whether the family is in decline over time, and
found that opinions were largely structured by regular attendance at church.
There has been recent debate among political scientists as to whether opin-
ions of the general public have become more polarize (McCarty et al. 2006)
or have remained centrist (Fiorina 2005).
Though trends in family forms, in religiosity, and in social attitudes
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and political behavior are certainly not yet fully understood (e.g., Seltzer et
al. 2005), yet recent work yields evidence for the significance of diffusion
through social networks. Rogers and Kincaid (1981), Montgomery and Cast-
erline (1993), and Kohler (2001) have all argued that fertility change occurs
in part through the diffusion of information about methods of fertility con-
trol and information about the behavior of others that changes perceptions of
social acceptability and preferences. Nazio and Blossfeld (2003) have argued
that social modeling accounts for the spread of cohabitation within Euro-
pean countries. Similarly, Brooks (2002) argued that high rates of church
attendance created exposure to church based communications and influence
and thereby led to relatively high rates of concern about family decline by
those who regularly attend church. More recently, Rindfuss et al. (2004)
measured whether Japanese respondents knew anyone who was engaging in
innovative family behavior (using formal childcare, cohabiting, having a non-
marital birth, etc.), and found that knowing someone who has engaged in a
less traditional family practice is strongly associated with having less tradi-
tional attitudes toward that practice. Verba et al. (1995) studied connections
between demographics, attitudes, personal resources, and political behavior.
While not definitive, all these results suggest the possibility of mutual rein-
forcement between attitudes and behavior through the mechanism of social
ties.
In a study of changing social attitudes in the United States, DiMaggio
et al. (1996) argued that attitude polarization involves at least three distinct
dimensions. The first is some notion of variance, which contains the idea that
a large portion of the population has opinions that differ to some considerable
extent from those of another large portion of the population. The second idea
is one of constraint, which links back to the notion of ideological cohesion that
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was articulated in the classic essay of Converse (1964) on the nature of belief
systems, and implies that attitudes on ideologically related issues would be
associated with each other; knowing someones position on one attitude allows
a prediction about their position on other attitudes. DiMaggio et al. (1996)
note the connection to Colemans (1958) idea of cross-issue contagion, in which
opinions on one issue propagate to related issues as their links are made clear
through some process of communication or social learning. Finally, the third
dimension is consolidation, the extent to which opinion trends move together
across different groups characterized by social variables such as occupation,
ethnicity, gender, or religion (what Page and Shapiro (1992) referred to as
parallel publics).
Our proposed method would contribute to understanding of the spread
of information across the network in two ways. First, by allowing more
detailed network information to be collected on standard surveys, more re-
searchers would have access to information about respondents’ networks. Re-
lated methods have been used to explore polarization (DiPrete et al. 2011)
and opinions (McCormick et al. 2009). Our method would provide a represen-
tation of the social distance between respondents and certain subpopulations,
playing a crucial role in any research where influence is related to proxim-
ity. Our proposed method would additionally provide information about the
relative levels of homogeneity within different groups in the population.
Along with spreading social ideas and norms, network structure also
impacts how diseases spread. One intuitive aspect of network structure that
impacts disease transmission is the number of infected individuals. Even
holding the number of infected persons constant, however, network structure
influences disease transmission. The previously mentioned work of Bearman
et al. (2004), found a surprisingly long single path which connected over fifty
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percent of the students in the high school through their sexual partners. Pot-
terat et al. (2004) found a similar pattern when observing sexual and needle-
sharing relationships among injection drug users. Overtime, Potterat et al.
(2004) found that the overall connectivity of the network decreased with most
individuals being connected to only a small cluster of others. Bearman et al.
(2004) reported these clusters, but to a lesser extent, possibly because of the
smaller size of the network. The “bridging” ties that connect the otherwise
separate small groups of sexual partners is essential to understanding the
spread of disease (Morris 2004). These ties expand the scope of transmission
of the disease and make actors at risk even if they are relatively disconnected
or socially far from infected nodes.
Information about network structure can also be valuable in targeting
public health campaigns to stop the spread of diseases. From a practical per-
spective, the number of infected individuals influences the size of public health
response. UNAIDS—the joint United Nations program on HIV/AIDS, for
example, currently sponsors several projects using a variety of techniques to
estimate the number of individuals with HIV/AIDS (UNAIDS 2003). Many
diseases, such as HIV, carry stigma or are associated with stigmatized be-
haviors such as injection drug use or prostitution. In these cases, standard
sampling techniques fail to reach members of these populations (Shelley et al.
1995). A common method for learning about these populations using spe-
cialized sampling techniques is presented in Section 3.2.1. Methods using
standard surveys, as would be the case with our proposed method, are dis-
cussed in Section 3.2.2. Our proposed method would improve estimates of
the size of these populations by accounting for additional aspects of network
structure which currently bias estimates.
Again focusing on HIV, Morris et al. (2004) explored patterns of sex-
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ual contact in villages in Uganda. Morris et al. (2004) found high rates
of concurrent sexual partners. Concurrent partners increase the overall con-
nectivity of the network and, thus, allow diseases to spread faster than if
the same number of additional monogamous relationships were added. The
caveat, however, was that 90 percent of these concurrent relationships were
with the same two individuals (the respondent’s spouse and another party).
These relationships also tended to be long-term, with a mean overlap in re-
lationships of 36 months. With this type of network structure, public health
campaigns which stress having fewer partners will likely have little impact,
since most individuals have few partners already. Instead, a campaign which
promotes having only a single partner at at time could mitigate the effects of





Most contributions to current understanding of the procession of link forma-
tion, the definition of social proximity, and transmission across the network
come from a small minority of potential applications where data regarding
the full network are readily available. Even for groups with fewer than one-
hundred members, collecting network data are typically financially or practi-
cally impossible, an issue Burt (1982) calls “the single factor most restricting
structural theory.” Ironically, however, the overwhelming majority of statis-
tical techniques for network data require the full network be observed.
Sampling from networks is also challenging. Traditional sampling meth-
ods are unequipped to deal with the complicated dependence structure of net-
works. Further, conceptualizing even basic concepts such as inclusion proba-
bilities is not straightforward in the network context since the sampling units
include the actors and their relationships (Morris 2004). Previous attempts
to take random samples from networks have been largely unsuccessful, with
features of the sampled network differing significantly from those of the pop-
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ulation Conley (2004).
We propose using data which measure network data indirectly. These
data are considerably easier to obtain than complete network data and there
are currently limited lines of research using this type of data. A dearth of
methods for indirect network data remains, however and the few existing
methods estimate very specific characteristics of the network and do not ad-
dress relationships between groups.
Nonetheless, we present a description of these methods as background.
We consider three data collection strategies and their associated analysis tech-
niques. The first set of methods presented in Section 3.1 measure only a
narrow set of network features and lack an overarching statistical framework.
Respondent-driven Sampling (RDS), presented in Section 3.2.1, offers greater
potential but cannot be integrated into standard surveys like Aggregated Re-
lational Data (ARD), presented in Section 3.2.2. Our proposed methods use
ARD questions and have the potential to enhance the implementation of RDS.
3.1 Coverage Methods
Several methods to collect social context of survey respondents have been
developed, mostly to estimate the respondent’s network size, or degree. One
of the earliest methods was the reverse small-world method (Killworth and
Bernard 1978; Killworth et al. 1984; Bernard et al. 1990) which, motivated by
the small-world experiments of Milgram (1967), asked respondents to name
someone they would use if they were required to pass a message to a given
target. By asking respondents about a large number of such targets, it is pos-
sible that a respondent will enumerate a large proportion of his acquaintance
network. Unfortunately, however, this procedure required a large number (as
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many as 500) targets and, thus, remained impractical for most surveys. In
contrast, the summation method (McCarty et al. 2001) requires fewer cate-
gories. Respondents are asked how many people they know in a list of specific
relationship types, for example, immediate family, neighborhood, coworkers,
etc., and these responses are then summed to yield an overall estimate. These
relationship types often overlap, however, so degree estimates suffer from
double-counting.
3.2 Sampling Methods
Pool and Kochen (1978) developed the phone book method where a respondent
was provided randomly selected pages from the phone book and based on the
proportion of pages which contained the family name of someone known to
respondent, it was possible to estimate the respondent’s social network size.
The estimation was improved greatly in later work by Freeman and Thompson
(1989) and Killworth et al. (1990) which instead of providing respondents
pages of phone books provided them with lists of last names.
The general logic of the phone book procedure was then developed
further as the scale-up procedure (Killworth et al. 1998) using Aggregated
Relational Data. Aggregated relational data questions ask respondents “How
many X’s do you know1,” and are easily integrated into standard surveys.
Here, X, represents a subpopulation of interest.
3.2.1 Respondent-Driven Sampling
Certain actors occupy positions in the network which are especially difficult to
sample. These actors are often members of a stigmatized subpopulation, such
1The definition of “know” defines the network of interest, though the methods presented
here do not depend on the definition of “know.”
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as commercial sex workers, injection drug users, or those who are HIV posi-
tive. Respondent Driven Sampling (RDS), proposed by Heckathorn (1997), is
a systematic sampling scheme for learning about respondents in traditionally
hard-to-count populations. RDS is typically used to compute a population
average in a hard-to-count population (such as the proportion of commer-
cial sex workers who have HIV, for example, or the average age of injection
drug users). Though it requires a specific sampling technique, RDS is easier
to implement and faster than alternative methods for sampling these sub-
populations (Goel and Salganik 2009), leading to a dramatic increase in the
number of RDS studies. Johnston et al. (2008), for example, recently found
128 RDS studies for populations with HIV alone.
RDS begins with a convenience sample of subpopulation members.
Each of these “seeds” receives a certain number of coupons to distribute
to other members of the subpopulation of interest. The recipients return
coupons to a distribution center where they are surveyed and given coupons
to distribute to other subpopulation members. Each subsequent distribution
of coupons is known as a “wave.” Respondents are typically receive incentives
both for answering survey questions and when their contacts return coupons.
For a population with N individuals, the Horvitz-Thompson estima-
tor (Horvitz and Thompson 1952) provides an estimate of the population






. Here Si is an indicator for whether
or not an individual was included in the sample and pii is the inclusion proba-
bility of the ith respondent. Both N and pii are unknown. Thompson (2002)





, leaving the inclusion probabilities to
be estimated.
Volz and Heckathorn (2008) propose estimating pii by viewing sam-
pling as a random walk on the population. If the graph is connected and
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each respondent gives coupons to other subpopulation members completely
at random then the process is an irreducible Markov Chain on the space of
nodal indices. The process, therefore, has a unique stationary distribution
with draw-wise selection probabilities proportional to the number of people
the nominating respond could have potentially chosen, or their degree (Volz











, which is known as the Volz-Heckathorn Esti-
mator (Volz and Heckathorn 2008).
Two fundamental assumptions underlie the Volz-Heckathorn Estima-
tor. First, the estimator assumes that the network displays what Gile and
Handcock (2009) call “weak homophily.” If a network displays weak ho-
mophily then similarities between alters is less important in determining which
members of the subpopulation a respondent gives coupons to. This assump-
tion is necessary for 1/di to be a reasonable approximation for the inclusion
probability. If an actor is more likely to choose alters with a particular char-
acteristic, then the inclusion probability would differ for each new member he
recruits. This situation arises frequently is subpopulations with a high degree
of clustering (Heckathorn 2002). Underlying this assumption, of course, is the
assumption that degree can be estimated accurately. Our proposed method
could improve degree estimates proposed by McCormick et al. (2010), thus
improving the resulting RDS estimates. Further, our proposed method would
estimate relationships between various groups in the subpopulation which
could be used to check the weak homophily assumption. Further, if we con-
sider the degree in a more general sense as a weight (as in Goel and Salganik
(2009)), our method could be used to estimate the magnitude of homophily
and then recalibrate weights accordingly, thus eliminating the need for the
weak homophily assumption entirely.
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A second assumption underlying the Volz-Heckathorn Estimator is that
the Markov Chain converges to its stationary distribution. For the chain to be
irreducible, the network must be connected. The transition distribution also
needs to be aperiodic, though Salganik and Heckathorn (2004) not that this
requirement is satisfied so long as the graph as at least one triangle. Since RDS
is sampling without replacement, the notion of convergence is problematic,
though Gile and Handcock (2009) note that there is little empirical evidence
that this impacts performance. Estimates from the original convenience sam-
ple are, of course, biased yet it is generally believed that the bias becomes less
severe with additional waves of sampling. McCormick et al. (2009) demon-
strates that a method related to the one we propose in Section ?? could be
used to detect network-induced sampling bias, and thus we believe that our
proposed method could be used to examine mixing rate between members of
the subpopulation and assess the convergence of the RDS process.
3.2.2 Aggregated Relational Data
Among methods to measure network information indirectly, we find the most
promise in Aggregated Relational Data (ARD).
ARD are most often used to estimate the size of populations that
are difficult to count directly. The scale-up method, an early method for
ARD, uses ARD questions where the subpopulation size is known (people
named Michael for example, for example) to estimate degree in a straight-
forward manner. Suppose that you know two persons named Nicole, and
that at the time of the survey, there were 358,000 Nicoles out of 280 mil-
lion Americans. Thus your two Nicoles represent a fraction (2/358,000) of
all the Nicoles. Extrapolating to the entire country yields an estimate of
(2/358,000)×(280million) = 1, 560 people known by you. Then, the size of
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unknown subpopulations is estimated by solving the given equation for the
unknown subpopulation size with the estimated degree. Using this method,
ARD has been used extensively to estimate the size of populations such as
those with HIV/AIDS, injection drug users, or the homeless (for example Kill-
worth et al. (1990; 1998)).
Unlike the previously described methods, ARD allows researchers to
choose specific subpopulations of interest without sampling or surveying mem-
bers of these subpopulations directly. This feature holds potential to learn
additional information about these subpopulations and their relationship to
the overall network. Shelley et al. (2006), for example, use ARD to explore
how the structure of the network of Seorpositive individuals impacts the dis-
semination of information about their disease status.
Despite the potential value of ARD and the ease of obtaining this data
through standard surveys, the literature on learning about network structure
from ARD remains underdeveloped. The scale-up method, for example, is
easy to implement but does not account for network structure. Consider,
for example, asking a respondent how many people named “Rose” she/he
knows. If each person were equally likely to know Rose’s2 then this would be
equivalent to asking if they know each person on a list of the one-half million
Rose’s in the U.S. If knowing someone named Rose were entirely random,
then each respondent would be equally likely to know each of the one-half
million Rose’s on the hypothetical list; that is, each respondent on each Rose
is a Bernoulli trial with a fixed success probability.
Network structure makes these types of independence assumptions in-
valid. For example, since Rose is most common amongst older females and
2This also assumes that one could could recall their acquaintanceships with complete
accuracy. This assumption is often not valid and we will discuss the issue in further detail
in subsequent sections.
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people are more likely to know individuals of similar age and the same gen-
der, older female respondents are more likely to know a given Rose than older
male respondents. Statistical models are needed to understand how these
responses change based on homophily, as in this example, and on more com-
plicated network properties. Assuming independent responses induces bias in
the individuals’ responses. Since estimates of hard-to-count populations are
then constructed using responses to aggregated relational data questions, the
resulting estimates are also biased (Killworth et al. 1998; Bernard et al. 1991).
In addition to the applications of the scale-up method using ARD de-
scribed in the previous section, two substantial steps in modeling ARD will
influence our proposed method. Zheng et al. (2006) began by noting that
under simple random mixing the responses to the “How many X’s do you
know?” questions would follow a Poisson distribution with rate parameter
determined by the degree of the respondent and the network prevalence of
the subpopulation. Here the network prevalence is the proportion of ties that
involve individuals in subpopulation and should match the proportion of the
population comprised of members of the given subpopulation. Under this as-
sumption for example, the expected number of Rose’s known by a respondent
with degree equal to 500 would be 550 ∗ (500, 000/280million) ≈ 1.
They apply their method to data from McCarty et al. (2001) and find
that many of the questions in the data did not follow a Poisson distribution.
In fact, most of the responses show overdispersion, or greater than expected
variance. We can interpret the overdispersion as a factor that decreases the
frequency of people who know exactly one person of type X, as compared to
the frequency of people who know none. As overdispersion increases from its
null value of 1, it is less likely for a person to have an isolated acquaintance
from that group. For example, consider the responses to the question: “How
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many males do you know incarcerated in state or federal prison?” The mean
of the responses to this question was 1.0, but the variance was 8.0, indicating
that some people are much more likely to know someone in prison than others.
To model this increased variance Zheng et al. (2006) allowed individu-
als to vary in their propensity to form ties to different groups. In a multilevel
model, this corresponds to assuming that these propensities follow a gamma
distributions with a shape parameter determined by the overdispersion. The
responses then can be modeled as a negative binomial distribution so that
the expected number of respondents known by a respondent in a given sub-
population is the degree of the respondent times the network prevalence, as
under the simple model, but now scaled by the overdisperion parameter to







Social networks have become an increasingly common framework for under-
standing and explaining social phenomena. Yet, despite an abundance of
sophisticated models, social network research has yet to realize its full poten-
tial, in part because of the difficulty of collecting social network data. In this
paper we add to the toolkit of researchers interested in network phenomena by
developing methodology to address two fundamental challenges posed in the
seminal paper of Pool and Kochen (1978): first, for an individual, we would
like to know how many other people she knows (i.e. her degree, di); and sec-
ond, for a population, we would like to know the distribution of acquaintance
volume (i.e. the degree distribution, pd).
Recently, the second question, that of degree distribution, has re-
ceived the most attention because of interest in so-called “scale-free” net-
works (Baraba´si 2003). This interest was sparked by the empirical finding that
29
some networks, particularly technological networks, appear to have power-law
degree distributions (i.e., p(d) ∼ d−α for some constant α), as well as a number
of mathematical and computational studies have found that this extremely
skewed degree distribution may affect the dynamics of processes happening on
the network such as the spread of diseases and the evolution of group behav-
ior (Pastor-Satorras and Vespignani 2001; Santos et al. 2006). However, the
degree distribution of the acquaintanceship network is not known, and it has
become so central to some researchers that Killworth et al. (2006) declared
that estimating the degree distribution is “one of the grails of social network
theory.”
While estimating the degree distribution is certainly important, we
suspect that the ability to quickly estimate the personal network size of an
individual may be of greater importance to social science. Currently, the
dominant framework for empirical social science is the sample survey which
has been astutely described by Barton (1968) as a “meatgrinder” that com-
pletely removes people from their social contexts. Having a survey instrument
which allows for the collection of social content would allow researchers to ad-
dress a range of questions. For example, to understand differences in status
attainment between siblings Conley (2004) wanted to know whether siblings
who knew more people tended to be more successful. Because of difficulty in
measuring personal network size, his analysis was ultimately inconclusive.
This paper develops a method to estimate both individual network size
and degree distribution in a population using a battery of questions that can
be easily embedded into existing surveys. We begin with a review of previous
attempts to measure personal network size, focusing on the scale-up method
of Killworth et al. (1998) which is promising, but known to suffer from three
shortcomings: transmission errors, barrier effects and recall error. In Sec-
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tion 4.3 we propose a latent non-random mixing model which resolves these
problems, and as a byproduct allows for the estimation of social mixing pat-
terns in the acquaintanceship network. We then fit the model to 1,370 survey
responses from McCarty et al. (2001), a nationally representative telephone
sample of Americans. In Section 4.5, we draw on insights developed during
the statistical modeling to offer practical guidelines for the design of future
surveys.
4.2 Previous research
The most straightforward method for estimating the personal network size of
a respondent would be to simply ask them how many people they “know.” We
suspect that this would work poorly, however, because of the well-documented
problems with self-reported social network data (Killworth and Bernard 1976;
Bernard et al. 1984; Brewer 2000; Butts 2003). A number of more clever
attempts have been made to measure personal network size including: the
reverse small-world method (Killworth and Bernard 1978; Killworth et al.
1984; Bernard et al. 1990), the summation method (McCarty et al. 2001), the
diary method (Gurevich 1961; Pool and Kochen 1978; Fu 2007; Mossong et al.
2008), the phonebook method (Pool and Kochen 1978; Freeman and Thomp-
son 1989; Killworth et al. 1990), and finally the scale-up method (Killworth
et al. 1998).
We believe the scale-up method holds the greatest potential for get-
ting accurate estimates quickly with reasonable measures of uncertainty. The
scale-up method, however, is known to suffer from three distinct problems:
barrier effects, transmission effects, and recall error (Killworth et al. 2003;
2006). In Section 4.2.1 we will describe the scale-up method and these three
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issues in detail. Section 4.2.2 presents an earlier model by Zheng et al. (2006)
that partially addresses some of these issues.
4.2.1 The scale-up method and three problems
Consider a population of sizeN . We can store the information about the social
network connecting the population in an adjacency matrix ∆ = [δij]N×N such
that δij = 1 if person i knows person j. Though our method does not depend
on the definition of know, throughout this paper we will assume the McCarty
et al. (2001) definition of know: “that you know them and they know you
by sight or by name, that you could contact them, that they live within the
United States, and that there has been some contact (either in person, by
telephone or mail) in the past 2 years.” The personal network size or degree
of person i is then di =
∑
j δij.
One straightforward way to estimate the degree of person i would be
to ask if she knows each of n randomly chosen members of the population.
Inference could then be based on the fact that the responses would follow a
binomial distribution with n trials and probability di/N . In large population,
however, this method is extremely inefficient because the probability of a
relationship between any two people is very low. For example, if one assumes
an average personal network size of 750 (as estimated by Zheng et al. (2006)),
then the probability of two randomly chosen Americans knowing each other
is only about 0.0000025 meaning that a respondent would need to be asked
about millions of people to produce a decent estimate.
A more efficient method would be to ask the respondent about an entire
set of people at once. For example, asking, “How many women do you know
who gave birth in the last 12 months?” instead of asking the respondent if
she knows 3.6 million distinct people. The scale-up method uses responses to
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questions of this form (“How many X’s do you know?”) to estimate personal
network size. For example, if you report knowing 3 women who gave birth,
this represents about one-millionth of all women who gave birth within the
last year. We could then use this information to estimate that you know
about one-millionth of all Americans,
3
3.6 million
· (300 million) ≈ 250 people. (4.1)
The precision of this estimate can be increased by averaging responses of






where yik is the number of people that person i knows in subpopulation k,
Nk is the size of subpopulation k, and N is the size of the population. One
important complication to note with this estimator is that asking “How many
women do you know that gave birth in the last 12 months?” is not equivalent
to asking about 3.6 million random people; rather the people asked about
are women, probably between the ages of 18 and 45. This creates statistical
challenges that are addressed in detail in subsequent sections.
To estimate the standard error of the simple estimate, we follow the
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∑K
k=1Nk
N − 1 .
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The scale-up estimate dˆi then has standard error




















For example, if we asked respondents about the number of women they
know who gave birth in the past year the approximate standard error of the














assuming a degree of 750 as estimated by Zheng et al. (2006).
If in addition, we also asked respondents the number of people they
know who have a twin sibling, the number of people they know who are dia-
betics, and the number of people they know who are named Michael, we would
have increased our aggregate subpopulation size,
∑K
k=1Nk, from 3.6 million to
approximately 18.6 million and in doing so decreased our estimated standard





The most drastic reduction in estimated error comes in increasing the sur-
vey fractional subpopulation size to about 20 percent (or approximately 60
million in a population of 300 million). Though the above standard error
depends only on sum of the subpopulation sizes, we will show that there are
other sources of bias that make the choice of the individual subpopulations
important as well.
The original studies using the scale-up method used 32 subpopulations
including some defined by first name (e.g., Michael, Christina), occupation
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Figure 4.1: Standard error of the scale-up degree estimate (scaled by the
square root of the true degree) plotted against the sum of the fractional sub-
population sizes. As we increase the fraction of population represented by
survey subpopulations, the precision of the estimate improves, with diminish-
ing improvements after about 20%.
(e.g., postal worker, pilot, gun dealer), ethnicity (e.g., Native American), or
medical condition (e.g., diabetic, on kidney dialysis); a complete list can be
found in McCarty et al. (2001).
The scale-up estimator using “How many X do you know?” data, is
known to suffer from three distinct problems: transmission errors, barrier
effects, and recall problems (Killworth et al. 2003; 2006). Transmission errors
occur when the respondent knows someone in a specific subpopulation, but
is not aware that they are actually in that subpopulation. For example, a
respondent might know a woman who recently gave birth, but might not know
that she had recently given birth. These transmission errors likely vary from
subpopulation to subpopulation depending on the sensitivity and visibility
of the information. These errors are extremely difficult to quantify because
very little is known about how much information respondents have about the
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people they know (Laumann 1969; Killworth et al. 2006; Shelley et al. 2006).
Barrier effects occur whenever some individuals systematically know
more (or fewer) members of a specific subpopulation than would be expected
under random mixing, and thus can also be called non-random mixing. For
example, since people tend to know others of similar age and gender (McPher-
son et al. 2001), a 30-year old woman probably knows more women who have
recently given birth than would be predicted just based on her personal net-
work size and the number of women who have recently given birth. Similarly,
an 80-year old man probably knows fewer than would be expected under ran-
dom mixing. Therefore, estimating personal network size by asking only “How
many women do you know who have recently given birth?”—the estimator
presented above in Equation (4.1)—will tend to overestimate the degree of
women in their 30’s and underestimate the degree of men in their 80’s. Be-
cause these barrier effects can introduce a bias of unknown size, they have
prevented previous researchers from using the scale-up method to estimate
the degree of any particular individual.
A final source of error is that responses to these questions are prone to
recall error. For example, people seem to under-recall the number of people
they know in large subpopulations (e.g., people named Michael) and over-
recall the number in small subpopulations (e.g., people who committed sui-
cide) (Killworth et al. 2003; Zheng et al. 2006).
4.2.2 The Zheng et al. (2006) model with overdisper-
sion
Before presenting our model for estimating personal network size using “How
many X’s do you know?” data, it is important to review the multilevel overdis-
persed Poisson model of Zheng et al. (2006) which, rather than treating non-
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random mixing (i.e., barrier effects) as an impediment to network size estima-
tion, treated it as something important to estimate for its own sake. Zheng
et al. (2006) began by noting that under simple random mixing the responses
to the “How many X’s do you know?” questions, yik’s, would follow a Pois-
son distribution with rate parameter determined by the degree of person i,
di, and the network prevalence of group k, bk. Here bk is the proportion of
ties that involve individuals in subpopulation k in the entire social network.
If we can assume that individuals in the group being asked about (e.g. people
named Michael), on average, as popular as the rest of the population, then
bk ≈ Nk/N .
The responses to many of the questions in the McCarty et al. (2001)
data did not follow a Poisson distribution, however. In fact, most of the
responses show overdispersion, that is, excess variance given the mean. For
example, consider the responses to the question: “How many males do you
know incarcerated in state or federal prison?” The mean of the responses to
this question was 1.0, but the variance was 8.0, indicating that some people
are much more likely to know someone in prison than others. To model
this increased variance Zheng et al. (2006) allowed individuals to vary in
their propensity to form ties to different groups. If these propensities follow a
gamma distribution with a mean value of 1 and a shape parameter of 1/(ωk−1)
then the yik can be modeled with a negative binomial distribution,
yik ∼ Neg-Binom(mean = µik, overdispersion = ωk) (4.6)
where µik = dibk. Thus, the ωk estimates the variation in individual propen-
sities to form ties to people in different groups and represent one way of
quantifying non-random mixing (i.e., barrier effects).
Though developed to estimate ωk, the Zheng et al. model also produces
personal network size estimates, di, but these estimates are problematic for
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two reasons. First, the normalization procedure used to address recall prob-
lems, see the paper for complete details, only shifts the degree distribution
back to the appropriate scale; it does not ensure that the degree of individ-
ual respondents are being estimated accurately. Second, the degree estimates
from the Zheng et al. model are still susceptible to biases due to transmission
error and barrier effects.
4.3 A new statistical method for degree esti-
mation
We now develop a new statistical procedure to address the three known prob-
lems with estimating individual degree using the “How many X’s do you
know?” data. Transmission errors, while probably the most difficult to quan-
tify, are also the easiest to eliminate. We will limit our analysis to the 12
subpopulations defined by first names that were asked about in McCarty
et al. (2001). These 12 names, half male and half female, are presented in
Figure 4.2. Though McCarty et al.’s definition of knowing someone does not
explicitly require respondents to know individuals by name, we believe that
using first names provides the minimum imaginable bias due to transmission
errors; that is, it’s unlikely that you know someone, but don’t know his/her
first name. Even though using only first names controls transmission errors,
it does not address bias from barrier effects or recall bias. In the remainder of
this section, we propose a latent non-random mixing model to address these
two issues.
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Figure 4.2: Age profiles for the 12 names used in the analysis (data source: So-
cial Security Administration). The heights of the bars represent the percent of
American newborns in a given decade with a particular name. The total sub-
population size is given across the top of each graph. The male names chosen
by McCarty et al. are much more popular than the female names. These age
profiles are required to construct the matrix of Nak
Na
terms in Equation (4.7).
4.3.1 Latent non-random mixing model
We begin by considering the impact of barrier effects, or non-random mixing,
on degree estimation. For example, imagine a hypothetical 30 year old male
survey respondent. If we ignore non-random mixing and ask this respondent
how many Michaels he knows, we will overestimate his network size using the
scale-up method because Michael tends to be a more popular name among
younger males (Figure 4.2). If we asked how many Roses he knows, in con-
trast, we would underestimate the size of his network since Rose is a name
that is more common with older females. In both cases, the properties of the
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estimates are affected by the demographic profiles of the names that are used,
something not accounted for in the scale-up method.
We account for non-random mixing using a negative binomial model
which explicitly estimates the propensity for a respondent in ego-group e
to know members of alter group a; here we are following standard network
terminology (Wasserman and Faust 1994), referring to the respondent as ego
and the people to whom he can form ties as alters. The model is then
yik ∼ Neg-Binom(µike, ω′k)







and di is the degree of person i, e is the ego group that person i belongs
to, Nak/Na is the relative size of name k within alter-group a (e.g., 4% of
males between ages 21 and 40 are named Michael), and m(e, a) is the mixing
coefficient between ego-group e and alter-group a. That is,
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(4.8)
where dia is the number of person i’s acquaintances in alter group a. That is,
m(e, a) represents the expected fraction of the ties of someone in ego-group e
that go to people in alter-group a. For any group e,
∑A
a=1m(e, a) = 1.
Therefore, the number of people that person i knows with name k,
given that person i is in ego-group e, is based on person i’s degree (di),
the proportion of people in alter-group a that have name k, (Nak/Na), and
the mixing rate between people in group e and people in group a, (m(e, a)).
Additionally, if we do not observe non-random mixing, then m(e, a) = Na/N
and µike in (4.7) reduces to dibk in (4.6).
In addition to µike, the latent non-random mixing model also de-
pends on the overdispersion, ω′k, which represents the variation in the relative
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propensity of respondents within an ego group to form ties with individuals
in a particular subpopulation k. Using m(e, a) we model the variability in rel-
ative propensities that can be explained by non-random mixing between the
defined alter and ego groups. Explicitly modeling this variation should cause
a reduction in overdispersion parameter ω′k when compared to ωk in (4.6) and
Zheng et al. (2006). The term ω′k is still present in the latent non-random
mixing model, however, since there is still residual overdispersion based on
additional ego and alter characteristics that could effect their propensity to
form ties.
Fitting the model requires choosing the number of ego groups, E, and
alter groups, A. In this case, we classified egos into six categories by crossing
gender (2 categories) with three age categories—youth (18-24), adult (25-64)
and senior (65+). We constructed eight alter groups by crossing gender with
four age categories—0-20, 21-40, 41-60, 61+. Estimating the model, therefore,
required us to know the age and gender of our respondents, and, somewhat
more problematically, the the relatively popularity of the name-based subpop-
ulations in each alter group (Nak
Na
). We approximated this popularity using
the decade-by-decade birth records made available by the Social Security Ad-
ministration (SSA). Since we are using the SSA birth data as a proxy for the
living population, we are assuming that several social processes—immigration,
emigration, and life expectancy—are uncorrelated with an individual’s first
name. We are also assuming the SSA data are accurate, even for births from
the early 20th century when registration was less complete. We think these
assumptions are reasonable as a first approximation and probably did not
have a substantial effect on our results. Together these modeling choices re-
sulted in a total of 48 mixing parameters, m(e, a), to estimate (6 ego groups
by 8 alter groups). We believe that this represents a reasonable compromise
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between parsimony and richness.
4.3.2 Correction for recall error
The model in Equation (4.7) is a model for the actual network of the respon-
dents assuming only random sampling error. Unfortunately, the observed
data rarely yield reliable information about this network because of the sys-
tematic tendency for respondents to under-recall the number of individuals
they know in large subpopulations (Killworth et al. 2003; Zheng et al. 2006).
For example, assume that a respondent recalls knowing five people named
Michael. Then, the estimated network size would be:
5
4.8 million/300 million
≈ 300 people. (4.9)
However, Michael is a common name, making it likely that there are
additional Michaels in the respondent’s actual network who were not counted
at the time of the survey (Killworth et al. 2003; Zheng et al. 2006). We could
choose to address this issue in two ways which, though ultimately equivalent,
suggest two distinct modeling strategies.
First, we could assume that the respondent is inaccurately recalling the
number of people named Michael she knows from her true network. Under
this framework, any correction we propose should increase the numerator
in Equation (4.9). This requires that we propose a mechanism by which
respondents under-report their true number known on individual questions.
In our example, this would be equivalent to taking the 5 Michaels reported
and applying some function to produce a corrected response (presumably
some number greater than 5), which would then be used to fit the proposed
model. It is difficult, however, to speculate about the nature of this function
in any detail.
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Another approach would be to assume that respondents are not re-
calling from their actual network, but rather from a recalled network which
is a subset of the actual network. We speculate that the recalled network is
created when respondents change their definition of “know” based on the frac-
tion of their network made up of the population being queried such that they
use a more restrictive definition of “know” when answering about common
subpopulations (e.g., people named Michael) than when answering about rare
subpopulations (e.g., people named Ulysses). This means that, in the context
of Section 4.2.2, we no longer have that bk ≈ Nk/N . We can, however, use
this information for calibration because the true subpopulation sizes, Nk/N ,
are known and can be used as a point of comparison to estimate and then
correct for the amount of recall bias.
Previous empirical work (Killworth et al. 2003; Zheng et al. 2006; Mc-
Cormick and Zheng 2007) suggests that the calibration curve, f(·) should
impose less correction for smaller subpopulations and a progressively greater
correction as the popularity of the subpopulation increases. Specifically, both
Killworth et al. (2003) and Zheng et al. (2006) suggested that the relation




k) begins along the y = x line and the
slope decreases to 1/2 (corresponding to a square root relation on the original
scale) as the fractional subpopulation size increases.
Using these assumptions and some boundary conditions, McCormick
and Zheng (2007) derived a calibration curve that gives the following rela-


















where 0 < c1 < 1 and c2 > 0. By fitting the curve to the names from
the McCarty et al. (2001) survey, we chose c1 = e
−7 and c2 = 1. For details
on this derivation, the readers are referred to McCormick and Zheng (2007).
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We apply the curve to our model as follows:










4.3.3 Model fitting algorithm
We use a multilevel model and Bayesian inference to estimate di, m(e, a),
and ω′k in the latent non-random mixing model described in Section 5.2. We
assume that log(di) follows a normal distribution with mean µd and standard
deviation σd. Zheng et al. (2006) postulate that this prior should be reasonable
based on previous work, specifically McCarty et al. (2001), and found that the
prior worked well in their case. We estimate a value of m(e, a) for all E ego
groups and all A alter groups. For each ego group, e, and each alter group, a,
we assume that m(e, a) has a normal prior distribution with mean µm(e,a) and
standard deviation σm(e,a). For ω
′
k, we use independent uniform(0,1) priors
on the inverse scale, p(1/ω′k) ∝ 1. Since ω′k is constrained to (1,∞), the
inverse falls on (0,1). The Jacobian for the transformation is ω′−2k . Finally,
we give noninformative uniform priors to the hyperparameters µd, µm(e,a), σd
and σm(e,a). The joint posterior density can then be expressed as

























N(m(e, a)|µm(e,a), σm(e,a)) (4.12)







Adapting Zheng et al. (2006), we use a Gibbs-Metropolis algorithm in
each iteration v.
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1. For each i, update di using a Metropolis step with jumping distribution
log(d∗i ) ∼ N(d(v−1)i ,(jumping scale of di)2).
2. For each e, update the vector m(e, ·) using a Metropolis step. Define
the proposed value using a random direction and jumping rate. Each of
the A elements of m(e, ·) has a marginal jumping distribution
m(e, a)∗ ∼ N(m(e, a)(v−1), (jumping scale of m(e, ·))2). Then, rescale so
that the row sum is one.
3. Update µd ∼ N(µˆd, σ2d/n) where µˆd = 1nΣni=1di.
4. Update σ2d ∼ Inv-χ2(n− 1, σˆ2d), where σˆ2d = 1n × Σni=1(di − µd)2.
5. Update µm(e,a) ∼ N(µˆm(e,a), σ2m(e,a)/A) for each e where µˆm(e,a) = 1AΣAa=1m(e, a).
6. Update σ2m(e,a) ∼ Inv-χ2(A− 1, σˆ2m(e,a)), for each e where σˆ2m(e,a) = 1A ×
ΣAa=1(m(e, a)− µm(e,a))2.
7. For each k, update ω′k using a Metropolis step with jumping distribution
ω′∗k ∼ N(ω′(v−1)k ,(jumping scale of ω′k)2).
4.4 Results
To fit the model we used data from McCarty et al. (2001) which consisted
of survey responses from 1,370 adults living in the United States who were
contacted via random digit dialing in survey 1 (796 respondents, January
1998) and survey 2 (574 respondents, January 1999). To correct for responses
that were suspiciously large (e.g, a person claiming to know over 50 Michaels),
we truncated all response at 30, a procedure which affects only 0.25% of
the data. We also inspected the data using scatterplots which revealed a
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respondent who was coded as knowing seven people in each subpopulation.
We removed this case from the dataset.
We obtained approximate convergence of our algorithm (Rˆmax < 1.1;
see Gelman et al. (2003)) using three parallel chains with 2000 iterations per
chain. We used the first half of each chain for burn-in and thin the chain
by using every tenth iterate. All computations were performed using custom
code written for the software package R (R Development Core Team 2009),
and the code is available upon request.
4.4.1 Personal network size estimates
We estimated a mean network size of 611 (median = 472) and the distribu-
tion of network sizes is presented in Figure 4.3. The solid line in Figure 4.3
is a log-normal distribution with parameters determined via maximum like-
lihood (µˆmle = 6.2 and σˆmle = 0.68); the lognormal distribution fits the
distribution quite well. This result is not an artifact of our model, as con-
firmed by additional simulation studies (not shown). Given the recent interest
in power-laws and networks, we also explored the fit of the power-law dis-
tribution (dashed line) with parameters estimated via maximum likelihood
(αmle = 1.28) (Clauset et al. 2009). The fit is clearly poor, a result con-
sistent with previous work showing that another social network—the sexual
contact network—is also poorly approximated by the power-law distribution
(Hamilton et al. 2008).
Figure 4.4 compares the estimated degree from the latent non-random
mixing model to estimates from the method of Zheng et al. (2006). In general,
the estimates from the latent non-random mixing model tend to be slightly
smaller with an estimated median degree of 472 (mean 611) compared to an
estimated median degree of 610 (mean 750) in Zheng et al. (2006). Figure 4.4
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Figure 4.3: Estimated degree distribution from the fitted model. The median
is about 470 and the mean is about 610. The shading represents random
draws from the posterior distribution to indicate inferential uncertainty in
the histograms. The solid line is a log-normal distribution fit using maximum
likelihood to the posterior median for each respondent. The estimated param-
eters are (µˆmle = 6.2 and σˆmle = 0.68). The dashed line is a power-law density
with scaling parameter estimated via maximum likelihood (αˆmle = 1.28)
also reveals that the differences between the estimates vary in ways that are
expected given that the names of McCarty et al. are predominantly male and
predominantly middle-aged (see Figure 4.2). The latent non-random mixing
model accounts for this fact, and thus produces lower estimates for male
respondents and adult respondents than the method Zheng et al. (2006).
4.4.2 Mixing estimates
Though we developed this procedure to obtain good estimates of personal
network size, it also gives us information about the mixing rates in the pop-
ulation, something that is thought to affect the spread of information (Volz

























































































































































































































































































































































































































































Figure 4.4: Comparison of the estimates from Zheng et al. and the latent non-
random mixing (LNRM) model broken down by age and gender: grey points
represent males and black points females. The latent non-random mixing
model accounts for the fact that the McCarty et al. names are predominately
male and predominantly middle aged, and therefore produces small degree
estimates for respondents in these groups. Since our model has six ego groups,
there are six distinct patterns in the figure.
vious work on estimating population mixing rates (see Morris (1991b), for
example), we believe this is the first survey-based approach to estimate such
information indirectly.
As mentioned in the previous section, the mixing matrix, m(e, a), rep-
resents the proportion of the network of a person in ego group e that is made
up of people in alter group a. The estimated mixing matrix presented in Fig-
ure 4.5 indicates plausible relationships within subgroups with the dominant
pattern being that individuals tend to preferentially associate with others of
similar age and gender, a finding that is consistent with the large sociological
literature on homophily—the tendency for people to form ties to those who
are similar (McPherson et al. 2001). This trend is especially apparent for
adult males who demonstrate a high proportion of their ties to other males.
With additional information on the race/ethinicity of the different names,
the latent non-random mixing model could be used to estimate the extent
of social network-based segregation, an approach that could have many ad-
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vantages over traditional measures of residential segregation (Echenique and
Fryer 2007).
Male AltersFemale Alters













Figure 4.5: Barplot of the mixing matrix. Each of the six stacks of bars
represents the network of one ego group. Each stack describes the proportion
of the given ego group’s ties that are formed with all of the alter groups; thus,
the total proportion within each stack is 1. For each individual bar, a shift to
the left indicates an increased propensity to know female alters. Thick lines
represent ± one standard error (estimated from the posterior) while thin lines
are ± two standard errors.
4.4.3 Overdispersion
Another way to assess the latent non-random mixing model is to examine
the overdispersion parameter ω′k which represents the variation in propensity
to know individuals in a particular group. In the latent non-random mixing
model, a portion of this variability is modeled by the ego-group dependent
mean µike. The remaining unexplained variability forms the overdispersion
parameter, ω′k. In Section 5.2 we predicted that ω
′
k would be smaller than the
overdispersion ωk reported by Zheng et al. (2006) since Zheng et al. (2006)
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does not model non-random mixing.
This prediction turned out to be correct. With the exception of An-
thony, all of the estimated overdispersion estimates from the latent non-
random mixing model are lower than those presented in Zheng et al. (2006).
To judge the magnitude of the difference we create a standardized difference
measure,
ω′k−ωk
ωk−1 . Here, the numerator, ω
′
k − ωk represents the reduction in
overdispersion resulting from modeling non-random mixing explicitly in the
latent non-random mixing model. In the denominator, an ωk value of one
corresponds to no overdispersion. The ratio for group k, therefore, is the
proportion of overdispersion encountered in Zheng et al. (2006) that is ex-
plicitly modeled in the latent non-random mixing model. The standardized
difference was on average 0.213 units lower for the latent non-random mix-
ing model estimates, indicating that roughly 21 percent of the overdispersion
found in Zheng et al. (2006) can be explained by non-random mixing due to
age and gender. If appropriate ethnicity or other demographic information
about the names were available, we expect this reduction to be even larger.
4.5 Designing future surveys
In the previous sections we analyzed existing data in a way that resolves three
known problems with estimating personal network size from “How many X’s
do you know?” data. In this section, we offer survey design suggestions that
allow researchers to capitalize on the simplicity of the scale-up estimates while
enjoying the same bias-reduction as in the latent non-random mixing model.
The findings in this section, therefore, offer an efficient and easy-to-apply
degree estimation method that is accessible to a wide range of researchers
who may not wish to fit the latent non-random mixing model.
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In Section 4.5.1, we derive the requirement for selecting first names such
that the scale-up estimate is equivalent to the degree estimate derived from
fitting a latent non-random mixing model using MCMC computation. The
intuition behind this result is that the names asked about should be chosen so
that the combined set of people asked about is a “scaled-down” version of the
overall population. For example, if 20% of the general population is females
under 30 then 20% of the people with the names used must also be females
under 30. Section 4.5.2 presents practical advice for choosing such a set of
names and presents a simulation study of the performance of the suggested
guidelines. Finally, Section 4.5.3 offers guidelines on the standard errors of
the estimates.
4.5.1 Selecting names for the scale-up estimator
Unlike the scale-up estimator (4.2), the latent non-random mixing model
accounts for barrier effects due to some demographic factors by estimating
degree differentially based on characteristics of the respondent and of the po-
tential alter population. If, however, there were conditions where the simple
scale-up estimator was expected to be equivalent to the latent non-random
mixing model, then the simple estimator would enjoy the same reduction of
bias from barrier effects as the more complex latent non-random mixing model
estimator. In this section we derive such conditions.
The latent non-random mixing model assumes an expected number of
acquaintances for an individual i in ego group e to people in group k (as in
(4.7)),



































Equation (4.13) shows that the Killworth et al. scale-up estimator (4.2) is in












In other words, the two estimators are equivalent if there is random mixing
(4.14) or if the combined set of names represents a “scaled-down” version of
the population. Since random mixing is not a reasonable assumption for the
acquaintances network in the United States, we need to focus on selecting the
names to satisfy the scaled-down condition. That is, we should select the set
of names such that, if 15% of the population is males between ages 21 and 40
(Na
N






In actually choosing a set of names to satisfy the scaled-down condition,








In order to find a set of names that satisfy (4.16) it is helpful to create
Figure 4.6 that displays the relative popularity of many names over time.
From this figure, we tried to select a set of names such that the popularity
across alter categories ended up balanced. For example, consider the names:
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Figure 4.6: Heat maps of additional male and female names based on data
from the Social Security Administration. Lighter color indicates higher pop-
ularity.
Walter, Bruce and Kyle. These names have similar popularity overall, but
Walter was popular from 1910-1940, whereas Bruce was popular during the
middle of the century and Kyle near the end. Thus, the popularity of the
names at any one time period will be balanced by the popularity of names in
the other time periods, preserving the required equality in the sum (4.16).
When choosing what names to use, in addition to satisfying equation
(4.16), we recommend choosing names that compromise 0.1 to 0.2 percent of
the population, as these minimize recall errors and yield average responses
from 0.6-1.3. Finally, we recommend choosing names that are not commonly
associated with nicknames in order to minimize transmission errors.
4.5.2 Simulation study
We now demonstrate the above guidelines in a simulation study. Again, we use
the age and gender profiles of the names as an example. If other information
were available the general approach presented here would still be applicable.
Figure 4.6 shows the popularity profiles of several names with the de-
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sired level of overall popularity (between 0.1 and 0.2 percent of the popula-
tion). We used this figure to select two sets of names. The first set—the good
names—were selected using the procedure described in the previous section
in order to satisfy the scaled-down condition. We also selected a second set of
names—the bad names—that were popular with individuals born in the first
decades of the twentieth century and thus did not satisfy the scaled-down con-
dition. For comparison, we also use the set of 12 names from the McCarty et
al. data. The good names are Walter, Bruce, Kyle, Ralph, Alan, Adam, Rose,
Tina, Emily, Martha, Paula, and Rachel. The bad names are Walter, Jack,
Harold, Ralph, Roy, Carl, Alice, Marie, Rose, Joyce, Marilyn, and Gloria.
Figure 4.7: Combined demographic profiles for three sets of names (shaded
bars) and population proportion of the corresponding category (solid lines).
Unlike the bad names and the McCarty et al. names, the good names approx-
imately satisfy the scaled-down condition.
Figure 4.7 provides a visual check of the scaled-down condition (4.14)
for these three sets of names by plotting the combined demographic profiles
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for each set compared to that of the overall population. The figure reveals
clear problems with the McCarty et al. names and the bad names. In the bad
names, for example, a much larger fraction of the subpopulation of alters is
made up of older individuals than in the population overall (as expected given
our method of selection). Thus, we expect that scale-up estimates based on
the bad names will over-estimate the degree of older respondents.
We assessed this prediction via a simulation study that fit the latent
non-random mixing model to the McCarty et al. data and then used these
estimated parameters (degree, overdispersion, mixing matrix) to generate a
negative binomial sample of size 1,370. We then fit the scale-up estimate, the
latent non-random mixing model and the Zheng et al. model to this simulated
data to see how these estimates could recover the known data-generating
parameters.
Figure 4.8 presents the results of the simulation study. In each panel
the difference between the estimated degree and the known data-generating
degree for individual i is plotted against the age of the respondent. For the
bad names individual degree is systematically over-estimated for older indi-
viduals and under-estimated for younger individuals in all three models, but
the latent non-random mixing model showed the least age bias in estimates.
This over-estimation of the degree of older respondents was expected given
the combined demographic profiles of the set of bad names (Figure 4.7). For
the names from the McCarty et al. (2001) survey, the scale-up estimator and
the Zheng et al. model over-estimate the degree of the younger members of
the population, again as expected given the combined demographic profiles
of this set of names (Figure 4.7). The latent non-random mixing model, how-
ever, produced estimates with no age bias. Finally, for the good names—those
selected according to the scaled-down condition—all three procedures work
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well, further supporting the design strategy proposed in Section 4.5.1.
Overall, our simulation study shows that the proposed latent non-
random mixing model performed better than existing methods when names
were not chosen according to the scaled-down condition, suggesting that it
is the best approach from estimating personal network size with most data.
However, when the names were chosen according the scaled-down condition,
even the much simpler scale-up estimator works well.
4.5.3 Selecting the number of names
For researchers planning to use the scale-up method an important issue to
consider in addition to which names to use is how many names to use. Ob-
viously, asking about more names will produce a more precise estimate, but
that precision comes at the cost of increasing the length of the survey. To help
researchers understand the trade-off, we return to the approximate standard
error under the binomial model presented in Section 4.2.1. Simulation results
using 6, 12, and 18 names chosen using the guidelines suggested above agree
well with the results from the binomial model in (4.5) (results not shown).
This agreement suggests that the simple standard error may be reasonable
when the names are chosen appropriately.
To put the results of (4.5) into a more concrete context, a researcher
who uses names whose overall popularity reaches 2 million would expect a
standard error of around 11.6 × √500 = 259 for an estimated degree of 500
whereas with
∑
Nk=6 million, she would expect a standard error of 6.2 ×√
500 = 139 for the same respondent. Finally, for the good names,
∑
Nk=4
million so a researcher could expect a standard error of 177 for a respondent
with degree 500.
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4.6 Discussion and conclusion
Using “How many X’s do you know?” type data to produce estimates of
individual degree and degree distribution holds great potential for applied re-
searchers. These questions require limited time to answer and can easily be
integrated into currently existing surveys. The usefulness of this method has
previously been limited, however, by three previously documented problems.
In this paper we have proposed two additional tools for researchers. First, the
latent non-random mixing model in Section 4.3 deals with the known prob-
lems when using “How many X’s do you know?” data allowing for improved
personal network size estimation. In Section 4.5, we show that if future re-
searchers choose the names used in their survey wisely—that is, if the set of
names satisfies the scaled-down condition—then they can get improved net-
work size estimates without fitting the latent non-random mixing model. We
also provided guidelines for selection such a set of names.
Though the methods presented here have advantages, they also have
somewhat more strenuous data requirements than previous methods. Fitting
the latent non-random mixing model or designing a survey to satisfy the
scaled-down condition requires information about the demographic profiles of
the first names used, information that may not be available in some countries.
If such information is not available, other subpopulations could be used (e.g.,
women who have given birth in the last year, men who are in the armed
forces), but then transmission error becomes a potential source of concern.
A further limitation to note is that even if the set of names used satisfies
the scaled-down condition with respect to age and gender, the subsequent
estimates could have a bias that is correlated with something that is not
included, such as race/ethnicity.
A potential area for future methodological work involves improving
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the calibration curve used to adjust for recall bias. Currently, the curve is
fit deterministically based on the twelve names in the McCarty et al. (2001)
data and the independent observations of Killworth et al. (2003). In the
future, the curve could be dynamically fit for a given set of data as part of the
modeling process. Another area for future methodological work is formalizing
the procedure used to select names that satisfy the scaled-down condition.
Our trial-and-error approached worked well here because there were only 8
alter categories, but if there were more, a more automated procedure would
be preferable.
A final area for future work involves integrating the procedures devel-
oped here with efforts to estimate the size of “hidden” or “hard-to-count”
populations. For example, there is tremendous uncertainly about the sizes of
populations at highest risk for HIV/AIDS in most countries: injection drug
users, men who have sex with men, and sex workers. This uncertainty has,
unfortunately, complicated public health efforts to understand and slow the
spread of the disease (UNAIDS 2003). As was shown by Bernard et al. (1991)
and Killworth et al. (1998), estimates of personal network size can be com-
bined with responses to questions such as “How many injection drug users do
you know?” to estimate the size of hidden populations. The intuition behind
this approach is that respondents’ networks, should, on average, be repre-
sentative of the population. Therefore, if an American respondent reported
knowing 2 injection drug users and was estimated to know 300 people, then
we can estimate that there are about 2 million injection drug users in the
United States (300 million
300
· 2 = 2 million), and this estimate can be improved
by averaging over respondents (Killworth et al. 1998). Thus, the improved
degree estimates described in this paper should lead to improved estimates of
the sizes of hidden populations, but future work might be required to tailor
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these methods to public health contexts.
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Figure 4.8: A comparison of the performance of the latent non-random mixing
model, the Zheng et al. overdispersion model, and the Killworth et al. scale-up
method. In each panel the difference between the estimated degree and the
known data-generating degree is plotted against age. Three different sets of
names were used: a set of names that do not satisfy the scaled-down condition
(bad names), the names used in the McCarty et al. survey, and a set of names
that satisfy the scaled-down condition (good names). With the bad names,
all three procedures show some age bias in estimates, but these biases are
smallest with the latent non-random mixing model. With the McCarty et al.
names, the scale-up estimate and the Zheng et al. estimates show age bias,
but the estimates from the latent non-random mixing model are excellent.





Standard surveys often exclude members of the certain groups, know as hard-
to-reach groups. One reason these individuals are excluded is difficulty access-
ing group members. Persons who are homeless are very unlikely to be reached
by a survey which uses random-digit dialing, for example. Other individuals
can be accessed using standard survey techniques, but are excluded because
of issues in reporting. Members of these groups are often reluctant to self-
identify because of social pressure or stigma (Shelley et al. 1995). Individuals
who are homosexual, for example, may not be comfortable revealing their
sexual preferences to an unfamiliar survey enumerator. A third group of in-
dividuals is difficult to reach because of issues with both access and reporting
(commercial sex workers, for example).
Even basic demographic information about these groups is typically un-
known, especially in developing nations. We propose a Bayesian hierarchical
model for estimating the demographic characteristics of hard-to-reach groups,
or latent demographic profiles. Specifically, these profiles reveal features such
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as the number of males in a certain age range, say 20-30 years old, who have
HIV. Sociologically, this information yields insights into the characteristics of
some of the most socially isolated members for the population. Along with its
contribution to our understanding of contemporary social institutions, esti-
mating demographic profiles for these groups also has public health benefits.
The distribution of infected individuals influences the size of public health
response. UNAIDS—the joint United Nations program on HIV/AIDS, for
example, currently sponsors several projects using a variety of techniques to
estimate the sizes of populations most at-risk for HIV/AIDS (UNAIDS 2003).
The latent demographic profiles would help calibrate not only the scale of the
response but also tailor programs to the specific needs of population members.
One approach to estimating demographic information about hard-to-
reach groups is to reach members of these groups through their social network.
Some network-based approaches, such as Respondent-driven Sampling (RDS),
recruit respondents directly from other respondents’ networks (Heckathorn
1997; 2002), making the sampling mechanism similar to a stochastic process
on the social network (Goel and Salganik 2009). RDS affords researchers face-
to-face contact with members of hard-to-reach groups, facilitating exhaustive
interviews and even genetic or medical testing. The price for an entre´e to
these groups is high, however, as RDS uses a specially designed link-tracing
framework for sampling. Estimates from RDS are also biased because of
the network structure captured during selection, with much statistical work
surrounding RDS being intended to re-weight observations from RDS to have
properties resembling a simple-random-sample.
Another approach is Aggregated Relational Data (ARD), or “How
many X’s do you know,” questions (Killworth et al. 1998). In these ques-
tions, “X” defines a population of interest (e.g. How many people who are
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homeless do you know?). A specific definition of “know” defines the network
the respondent references when answering the question. In contrast to RDS,
ARD do not require reaching members of the hard-to-reach groups directly.
Instead, ARD access hard-to-reach groups indirectly through the social net-
works of respondents on standard surveys. ARD never affords direct access to
members of hard-to-reach populations, making the level of detail achievable
though RDS impossible with ARD. Unlike RDS, however, ARD require no
special sampling techniques and are easily incorporated into standard surveys.
ARD are, therefore, feasible for a broader range of researchers across the so-
cial sciences, public health, and epidemiology to implement with significantly
lower cost than RDS.
In this paper, we propose a model for estimating latent demographic
profiles using ARD. The ease of implementation of ARD means that the
models proposed here will make the demographic characteristics of hard-to-
reach groups available to the multitude of researchers collecting data using
standard survey methodology. Specifically, we propose a Bayesian hierarchical
model for estimating the demographic characteristics of hard-to-reach groups
using ARD. When the full posterior is of interest, we propose a Markov-chain
Monte Carlo algorithm.
Given the ease of collecting ARD, we speculate that many researchers
may be interested including ARD questions on future surveys. In this case, we
show that estimates for some network features very close to those achieved us-
ing MCMC can be obtained using significantly simpler estimation techniques
under certain survey design conditions. Along with giving survey guidelines,
we propose a simpler estimation technique based on the EM algorithm and
regression. Using data from McCarty et al. (2001), we estimate the age and
gender profiles of six hard-to-reach groups, such as individuals who have HIV,
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women who were raped, and homeless persons.
In the remainder of this section, we contextualize our proposed method
by reviewing previous statistical methods for estimating network features us-
ing ARD. In the next section we describe a method for estimating demo-
graphic profiles from hard-to-reach populations. Section 5.3 illustrates our
method using data from McCarty et al. (2001). After demonstrating the
utility of our model, Section 5.4 describes how, under certain survey design
conditions, we can obtain similar estimates without the computational so-
phistication required by MCMC.
5.1.1 Previous research on ARD
ARD are commonly used to estimate the size of populations that are difficult
to count directly. The scale-up method, an early method for ARD, uses
ARD questions where the subpopulation size is known (people named Michael
for example, for example) to estimate degree in a straightforward manner.
Suppose that you know two persons named Nicole, and that at the time of the
survey, there were 358,000 Nicoles out of 280 million Americans. Thus your
two Nicoles represent a fraction (2/358,000) of all the Nicoles. Extrapolating
to the entire country yields an estimate of (2/358,000)×(280million) = 1, 560
people known by you. Then, the size of unknown subpopulations is estimated
by solving the given equation for the unknown subpopulation size with the
estimated degree. Using this method, ARD has been used extensively to
estimate the size of populations such as those with HIV/AIDS, injection drug
users, or the homeless (for example Killworth et al. (1990; 1998)).
The scale-up method is easy to implement but does not account for
network structure. Consider, for example, asking a respondent how many
people named “Rose” she/he knows. If knowing someone named Rose were
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entirely random, then each respondent would be equally likely to know each
of the one-half million Rose’s on the hypothetical list; that is, each respondent
on each Rose is a Bernoulli trial with a fixed success probability. Network
structure makes these types of independence assumptions invalid. Since Rose
is most common amongst older females and people are more likely to know
individuals of similar age and the same gender, older female respondents are
more likely to know a given Rose than older male respondents. Assuming
independent responses induces bias in the individuals’ responses. Since esti-
mates of hard-to-count populations are then constructed using responses to
ARD, the resulting estimates are also biased (Killworth et al. 1998; Bernard
et al. 1991).
Zheng et al. (2006) and McCormick et al. (2010) propose hierarchical
models for ARD which partially address the manifestations of network struc-
ture present in ARD. McCormick et al. (2010) develop a model specifically
for estimating respondents’ degree (network size) and population degree dis-
tribution. Though this model accounts for the network structure described
in the above example, McCormick et al. (2010) do not address hard-to-reach
groups. Zheng et al. (2006) present a model which estimates the sizes of hard-
to-reach groups (see Figure 5 in Zheng et al. (2006)). This paper presents a
model which provides richer information about hard-to-reach groups by esti-
mating both subpopulation sizes and the demographic breakdown of individ-
uals within these groups.
5.2 Estimating Latent Profiles
In this section we describe a model for estimating latent demographic profiles
for hard-to-reach groups. This method will provide information about the de-
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mographic make-up of groups which are often difficult to access using standard
surveys, such as the proportion of young males who are infected with HIV.
The observations, yik, represent the number of individuals in subpopulation k
known by respondent i. In ARD, respondents are conceptualized as egos, or
senders of ties in the network. We divide the egos into groups based on their
demographic characteristics (males 20-40 years old, for example). The indi-
viduals who comprise the counts for ARD are the alters, or recipients of links
in the network. The alters are also divided into groups, though the groups
need not be the same for both the ego and the alter groups. Under this set-up
members of hard-to-reach groups are one type of alter. Thus, determining the
alter groups determines the demographic characteristics of the hard-to-reach
groups which can be estimated. The propensity for a respondent from an ego
group, e to know a member of an alter group a is:




a=1 m(e, a)h(a, k).
(5.1)
The degree of person i is di and e is the ego group that person i belongs to.
h(a, k) is the relative size of group k within alter group a (e.g., 4% of males
between ages 21 and 40 are named Michael). The mixing coefficient, m(e, a),
between ego-group e and alter-group a is,






∣∣∣∣∣ i in ego group e
)
where dia is the number of person i’s acquaintances in alter group a. That is,
m(e, a) represents the expected fraction of the ties of someone in ego-group e
that go to people in alter-group a. For any group e,
∑A
a=1m(e, a) = 1.
The vector of mixing rates for an ego group, (m(e, 1), ...,m(e, A))T ,
enters the likelihood via an inner product with h(a, k); therefore, its com-
ponents are only identifiable if the A by K matrix of h(a, k) terms, HA×K
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has rank A. This condition requires K > A and that the columns of HA×K
not be perfectly correlated. When all elements of HA×K are fixed, then (5.1)
is the LRNM model from McCormick et al. (2010). Specifically, McCormick
et al. (2010) propose asking ARD questions about populations where the ele-
ments of h(a, k) are readily available, such as first names in the United States
population. When h(a, k) is known, it is simply Nak/Na or the number of
individuals in alter group a who have characteristic k divided by the number
of individuals in alter group a.
In hard-to-reach groups, h(a, k) is rarely known. In many cases, even
the number of individuals in a hard-to-reach group, Nk, is unknown. In the
following section, we propose a method for estimating h(a, k) for hard-to-
reach groups using information from groups when h(a, k) is available. This
method provides information beyond the size of the group, also estimating
the number of individuals in each of the a alter groups, Nak.
In summary, the number of people that person i knows in subpopula-
tion k, given that person i is in ego-group e, is based on person i’s degree
(di), the proportion of people in alter-group a that belong to subpopulation k,
(h(a, k)), and the mixing rate between people in group e and people in group a,
(m(e, a)). Additionally, if we observe random mixing, then m(e, a) = Na/N .
Similar to Zheng et al. (2006), a negative binomial model is assumed
in (5.1) for each yik with an overdispersion, ωk, parameter measuring the
residual relative propensity of respondents to form ties with individuals in
group k, controlling for the variations that define the ego groups.
5.2.1 Latent demographic profiles
We propose a two-stage estimation procedure. We first use a multilevel model
and Bayesian inference to estimate di, m(e, a), and ω
′
k using the latent non-
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random mixing model described in McCormick et al. (2010) for the subpop-
ulations where h(a, k) = Nak/Na is known. Second, conditional on this infor-
mation, we estimate the latent profiles for the remaining subpopulations.
For the estimation of the LNRM model components, we assume that
log(di) follows a normal distribution with mean µd and standard deviation
σd. Zheng et al. (2006) postulate that this prior should be reasonable based
on previous work, specifically McCarty et al. (2001), and found that the prior
worked well in their case. We estimate a value of m(e, a) for all E ego groups
and all A alter groups. For ego group, e, and alter group, a, we assume that
m(e, a) has a normal prior distribution with mean µm(e,a) and standard devi-
ation σm(e,a). For ω
′
k, we use independent uniform(0,1) priors on the inverse
scale, p(1/ω′k) ∝ 1. Since ω′k is constrained to (1,∞), the inverse falls on (0,1).
The Jacobian for the transformation is ω′−2k . For the latent profiles, define
1Ih(a,k) as the indicator of the latent profiles. The matrix h(a, k) is defined as
Nak/Na when population information is available (1Ih(a,k) = 0) and entries to
be estimated (1Ih(a,k) = 1) are given normal priors on the log scale with mean
µh and standard deviation σh. That is, we model each log(h(a, k)) ∼ N(µh, σ2h)
with a common mean and variance for all entries in the latent profile matrix.
Since many of the profiles are close to zero we found that the additional
structure from a common prior across all entries improved convergence with-
out being too rigid to capture fluctuations in latent intensity. Finally, we give
noninformative uniform priors to the hyperparameters µd, µm(e,a), µh, σd and
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σm(e,a), σh. The joint posterior density can then be expressed as































where ξik = dif
(∑A
a=1 m(e, a)h(a, k)
)
/(ω′k − 1).
Adapting Zheng et al. (2006) and McCormick et al. (2010), we use a
Gibbs-Metropolis algorithm in each iteration v.
1. For each i, update di using a Metropolis step with jumping distribution
log(d∗i ) ∼ N(d(v−1)i ,(jumping scale of di)2).
2. For each e, update the vector m(e, ·) using a Metropolis step. Define the
proposed value using a random direction and jumping rate. Each of the
A elements of m(e, ·) has a marginal jumping distribution m(e, a)∗ ∼
N(m(e, a)(v−1),(jumping scale of m(e, ·))2). Then, rescale so that the
row sum is one.
3. Update µd ∼ N(µˆd, σ2d/n) where µˆd = 1nΣni=1di.
4. Update σ2d ∼ Inv-χ2(n− 1, σˆ2d), where σˆ2d = 1n × Σni=1(di − µd)2.
5. Update µm(e,a) ∼ N(µˆm(e,a), σ2m(e,a)/A) for each e where µˆm(e,a) = 1AΣAa=1m(e, a).
6. Update σ2m(e,a) ∼ Inv-χ2(A− 1, σˆ2m(e,a)), for each e where σˆ2m(e,a) = 1A ×
ΣAa=1(m(e, a)− µm(e,a))2.
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7. For each k with a known profile, update ω′k using a Metropolis step with
jumping distribution ω′∗k ∼ N(ω′(v−1)k ,(jumping scale of ω′k)2).
We now proceed to estimate the H latent profiles:
8. For each element of h(a, k) where 1Ih(a,k) = 1, update h(a, k) using a
Metropolis step with jumping distribution h(a, k)∗ ∼ N(h(a, k)(v−1),(jumping
scale of h(a, k))2).












11. For each k where h(a, k) is estimated, update ω′k using a Metropolis step
with jumping distribution ω′∗k ∼ N(ω′(v−1)k ,(jumping scale of ω′k)2).
Having h(a, k) for some subpopulations is critical to estimating latent struc-
ture through latent profiles. Often, h(a, k) can be obtained from publicly
available sources (Census Bureau, Social Security Administration, etc.) for
subpopulations such as first names. McCormick et al. (2010) suggest using
first names since they represent the minimum conceivable possibility of trans-
mission error, when a respondent knows a member of a subpopulation but
is unaware of the alter’s membership. The alter groups where information is
available for known h(a, k) also limits the type of latent structure that can
be estimated. McCormick et al. (2010) create alter groups based on age and
gender but note that separating alters based on other factors (such as race)
would provide valuable information. The Census Bureau collects the informa-
tion required to conduct such an analysis; however, McCormick et al. (2010)
report that their efforts to obtain the data were ultimately unsuccessful.
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5.3 Results for hard-to-count populations
We use data from a telephone survey by McCarty et al. (2001) with 1375
respondents and twelve names with known demographic profiles. These data
have been analyzed in several previous studies and are typical ARD which are
becoming increasingly common. The age and gender profiles of the names are
available from the Social Security Administration. On this survey, “know”
is defined “that you know them and they know you by sight or by name,
that you could contact them, that they live within the United States, and
that there has been some contact (either in person, by telephone or mail) in
the past 2 years.” We then estimate latent profiles for seven subpopulations.
Six are groups often considered hard-to-count while the seventh uses ARD
to learn about population social structure. Figure 5.3 displays the latent
profiles for six populations which are often described as hard-to-count. For
both individuals with HIV and those with AIDS we estimate the highest
concentration to be among youth and young adult respondents. We estimate
a higher concentration of young adult males than females for both HIV and
AIDS with the concentration decreasing with age.
Subpopulations such as victims of homicide or persons who have com-
mitted suicide portray a key advantage of using ARD for measuring these
populations. Our model estimates characteristics of these populations with-
out requiring members of these populations be reached directly through our
survey. We compared our estimates of the number of individuals murdered
in the past year with the 1999 Uniform Crime Reports (UCR) (Federal Bu-
reau of Investigation 1999) and figures from the Centers for Disease Control
National Center for Injury Prevention and Control (CDC) (National Center
for Injury Prevention and Control 2011). A technical distinction between the
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Figure 5.1: Estimates of latent profiles for six hard-to-reach populations. The
red text represents males and the blue text females. Letters correspond to
posterior medians while lines represent the width of the middle half of the pos-
terior distribution. The estimated profiles are consistent with contemporary
understanding of the profiles of these groups.
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cides (killing of another person) while UCR tally murders (unlawful killing of
another person). So-called justifiable homicides (police officers using deadly
force, for example) are therefore not counted in the UCR figures. This dis-
tinction accounts for part of the discrepancy between the two data sources
(the FBI only keeps records on firearms-related justifiable homicides), though
the exact amount could not be determined from available data. Also, the Mc-
Carty et al. (2001) survey took place partially in January of 1999 and partially
in June, meaning that this report does not capture precisely the period re-
spondents were asked to recall. Since homicide statistics do not typically
change drastically on a national scale over the course of a year, we expect,
nonetheless that these figures are reasonable for comparison. In all six age-
gender categories, the UCR and CDC estimates are within the middle 50% of
the posterior distribution of our estimates (computed by multiplying h(a, k)
by the number of individuals in the given age-gender group). For males 20-40
for example, the UCR counts approximately 5,300 murders while that CDC
counts just under 7,300 homicides. Our method estimates the first quartile
of the posterior distribution as roughly 300 murders and the third quartile as
around 7, 300. Similarly, for females between 40 and 60 the middle half of our
posterior lies between around 100 and 2, 300 while the UCR records around
700 and the CDC counts about 1,900. Overall our estimates underrepresent
the disparity in the proportion of male and female homicide victims, which we
believe is due to the individuals who are most likely associated with murdered
individuals being under-represented in the survey frame. McCormick et al.
(2009) found a similar issue in an internet survey.
Our estimates for women who were raped in the past year reveal a
common issue with ARD questions. Though the questions asks respondents
to recall only women who were raped, we hypothesize respondents will include
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men who are connected to a woman who was raped, even if the woman does
not meet the definition of a tie. Respondents may also be likely to over-recall
such traumatic events.
Recent work has used ARD for estimating population-level social phe-
nomenon outside the context of hard-to-reach groups (DiPrete et al. 2011).
To demonstrate the applicability of latent profile estimation in this context,
Figure 5.2 shows the latent profile of individuals who opened a small business
in the past year. The trend across ages in the profiles for males an females is
similar with most new business openers being younger adults (Office of Ad-
vocacy 1997). The fraction of males opening a business is consistently higher,
however. This discrepancy is especially pronounced among young adults, the
group with highest overall propensity.
Overall our estimates of latent profiles are similar to estimates from
other sources for the U.S. population. The similarity between previous knowl-
edge about the profiles of these populations and our estimates indicates that
ARD contain a significant amount of information about the latent structure
of these subpopulations. The estimates presented in this section were ob-
tained using the MCMC algorithm described in Section 5.2. In the following
section we present an alternative regression-based estimation strategy which
is significantly less time-consuming to implement and provides comparable
performance when certain conditions are satisfied.
5.4 Simple calculations and design recommen-
dations
Given data from an existing survey, we have shown that our method will
recover features of unobserved subpopulation profiles. We propose an alter-
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Opened a business in the past 12 months
Alter Age Group



















Figure 5.2: Estimates of latent profiles for individuals starting their own
business. Letters correspond to posterior medians while lines represent the
width of the middle half of the posterior distribution. The red text represents
males and the blue text females. Overall estimates are higher for males than
for females with the largest discrepancy for young adults.
native strategy to recover this information under certain conditions without
using MCMC. Our simple method combines estimation and survey-design
strategy, making it well-suited for researchers who intend to collect ARD.
McCormick et al. (2010) proposed the scaled-down condition for selecting
subpopulations to reduce bias in simple estimates of respondent degree. To
estimate latent profiles, we need accurate degree and mixing matrix estimates.
To accurately estimate the mixing matrix, we introduce a missing data per-
spective for ARD and propose an estimator based on the EM algorithm.
In Section 5.4.1 we review degree estimation and the scaled-down con-
dition. Next, Section 5.4.2 describes a simple ratio estimator for the mixing
matrix motivated by the EM algorithm. We then describe a regression based
estimator for latent profiles in Section 5.4.3 and demonstrate its effectiveness
through simulation studies in Section 5.4.4.
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5.4.1 Estimating degree
In this section we review work on estimating respondent degree by McCormick
et al. (2010). We use these estimates in subsequent sections to estimate mixing
rates and latent profiles.
McCormick et al. (2010) develop a degree estimator based on the
scale-up method of Killworth et al. (1998). This approach uses respondents’
answers to ARD questions and re-calibrates based on the proportion of the
total population comprised of the populations used on the survey. For exam-
ple, if a respondent reports knowing 3 women who gave birth, this represents
about 1-millionth of all women who gave birth within the last year. This
information then could be used to estimate that the respondent knows about
1-millionth of all Americans, (3/3.6 million) · (300 million) ≈ 250 people.
The precision of this estimate can be increased by averaging responses






where yik is the number of people that person i knows in subpopulation k, Nk
is the size of subpopulation k, and N is the size of the population.
The scale-up estimator is easy to compute, yet can induce substantial
bias if subpopulations aren’t selected correctly. The scale-up estimator as-
sumes random mixing across the K populations. That is, that the propensity
for an individual to know members of a subpopulation depends only on the
size of the subpopulation. In practice, this is rarely the case, as individuals
tend to know more alters who are demographically similar to themselves.
McCormick et al. (2010) derived a scaled-down condition for selecting
names so that the collection of individuals with first names that are used to
collect ARD constitute a balanced and representative sample of the popu-
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lation. In other words, the combined demographic profiles of the used first








Using the scaled-down condition, McCormick et al. (2010) demonstrate that
the scale-up estimator produces reduced-bias estimates of degree. In deriving
the subsequent latent profile estimates, we assume we have selected subpop-
ulations which satisfy the scaled-down condition.
5.4.2 A simple ratio estimator of individual mixing rates
If for a given respondent, i, we could take all the members of the social
network with which i has a link and place them in a room, we would compute
the mixing rate between the ego and a given alter group, a = (1, ..., A),
by dividing the room in A mutually exclusive sections and asking alters to
stand in their respective group. The estimated mixing rate would then be the
number of people standing in a given group divided by the number of people
in the room.
We could also perform a similar calculation by placing a simple random
sample of size n from a population of size N in a room. Then, after dividing
the alters into mutually exclusive groups, we could count yia, or the number
of alters respondent i knows in the sample who are in each of the a alter
groups. Since we have a simple random sample we can extrapolate back to
the population and estimate the degree of the respondent, dˆi, and within alter
group degree, dˆia, as
dˆi =
∑A
a=1 yia/(n/N) and dˆia = yia/(na/Na).
Given these two quantities we can estimate the mixing rate between the re-
spondent and an alter group by taking the ratio of alters known in the sample
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who are in alter group a over the total number known in the sample. This
computation is valid because we assumed a simple random sample thus that
(in expectation) the demographic distribution of alters in our sample matches
that of the population.
In ARD, the distribution of the hypothetical alters we sample depends
on the subpopulations we select. If we only ask respondents subpopulations
which consist of young males, for example, then our hypothetical room from
the previous example would contain only the respondent’s young, male alters.
Estimating the rate of mixing between the respondent and older females would
not be possible in this situation. Viewed in this light, ARD is a form of
cluster sampling where the subpopulations are the clusters and respondents
report the presence/absence of a tie between all alters in the cluster. Since
the clusters are no longer representative of the population, our estimates
need to be adjusted for the demographic profiles of the clusters (Lohr 1999).
Specifically, if we observe yika for subpopulations k = (1, ..., K) and alter













where Nk is the size of subpopulation k and Nak is the number of members of
subpopulation k in alter group a. To estimate the mixing rate, we could again
divide the estimated number known in alter group a by the total estimated
number known. Under the scaled-down condition the denominators in the
above expressions cancel and the mixing estimate is the number known in the
subpopulations that are in alter group a over the total number known in all
K subpopulations.
In the examples above, we have assumed the alters are observed so that
yika can be computed easily. This is not the case in ARD, however, since we
observe only the aggregate number of ties and not the specific demographic
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make-up of the recipients. Thus, ARD are a cluster sample where the specific
ties between the respondent and members of the alter group are missing.
If we ignore the residual variation in propensity to form ties with group
k individuals due to noise (see (5.1) in Section 5.2), we may assume that the
number of members of subpopulation k in alter group a the respondent knows,
yika, follows a Poisson distribution. Under this assumption, we can estimate
mia by imputing yika as part of an EM algorithm (Dempster et al. 1977).
Specifically, for each individual define y
(com)
ik = (yika, ..., yi1A)
T as the complete
data vector for each alter group. The complete data log-likelihood for individ-
ual i’s vector of mixing rates, mi = (mi1, ...,miA)


















































If one sets m
(0)
ia = Na/N , which corresponds to random mixing in the popula-
tion, and runs one EM update, this would result in the following simple ratio






In our simulation studies (details not shown), this simple estimator produces
estimates very close to the converged EM estimates. Additionally, it is easy
to show that the simple ratio estimate, mˆia, is unbiased if Nak/Na 6= 0 for
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only one alter group a and that for any a there exists a subpopulation, k, such
that Nak = Na. We refer to this condition as complete separability. Therefore,
(5.3) constitutes a simple estimate for individual mixing rate and can be used
to estimate average mixing behaviors of any ego group.
5.4.3 Regression-based estimates for latent profiles
The estimates for respondent degree and mixing estimates rely on latent pro-
file information from some populations. Using these estimates, we now de-
velop a regression-based estimator for unobserved latent profiles. For each





If we denote the matrix Xk = dˆmˆ·k and the vector h(·, k) = −→βk, then (5.4) can
be regarded as a linear regression equation, −→y k = X′k
−→
βk, with the constraint
that coefficients,
−→
βk, are restricted to be non-negative. Lawson and Hanson
(1974) propose an algorithm for computing these coefficients. Since the mˆ·k
sum to one across alter groups, the columns of Xk collinear. This could
produce instability in solving the quadratic programming problem associated
with finding our estimated latent profiles. In practice, we have found our
estimates perform well despite this feature.
5.4.4 Simulation experiments
We present simulation experiments to evaluate our regression-based estimates
under four strategies for selecting observed profiles. First, we created profiles
which are completely separable. Second, we constructed profiles for the names
satisfying the scaled-down condition presented in McCormick et al. (2010)
using data from the Social Security Administration. These names provide
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insights into the potential accuracy of our method using actual profiles. As a
third case, we include the names from McCormick et al. (2010) which violate
the scaled-downed down condition and are almost exclusively popular among
older respondents. For the fourth set of names, recall from Section 5.2 that the
mixing matrix estimates are identifiable only if the matrix of known profiles,
HA×K, has rank A. To demonstrate a violation of this condition we selected a
set of names with uniform popularity across the demographic groups, or nearly
perfect collinearity. There is some correlation in the scaled-down names since
several names have similar profiles. The degree of correlation is substantially
less than in the flat profiles, however.
In each simulation, we generated 500 respondents using the Latent
Non-random Mixing Model in (5.1) (see also McCormick et al. (2010)) with
each of the four profile strategies. Mixing matrix estimates were calculated
using the simple estimate derived from the first step of the EM algorithm
in Section 5.4.2. We compare our mixing matrix estimates to the estimated
mixing matrix from McCormick et al. (2010), which we use to generate the
simulated data. We evaluate the latent profiles using six names with profiles
known from the Social Security Administration. We repeated the entire pro-
cess 1, 000 times. Figure 5.3 presents boxplots of the squared error in mixing
matrix and latent profile estimates. In both cases, the ideal, completely sep-
arable, profiles have the lowest error. The scaled-down names also perform
well, indicating that reasonable estimates are possible even when complete
separability is not. The flat profiles perform only slightly worse than the
scaled-down names for estimating mixing but significantly worse when esti-
mating latent profiles. The names which violate the scaled-down condition







































































Squared error in hidden profile estimates
Figure 5.3: Total mean squared error across all elements of the mixing matrix
and latent profile matrix. The vertical axis is the sum of the errors across
all eight alter groups. We generated 500 respondents using the four profile
structures then evaluated our ability to recover the mixing matrix estimated
in McCormick et al. (2010) and the known profiles of six additional names.
We repeated the simulation 1, 000 times. In both cases the ideal profile has




We present a method for estimating latent profiles in hard-to-reach groups
using standard surveys. Our method has two stages. First, we use known
profiles for some populations to estimate respondent degree and the rate of
mixing between survey respondents and groups in the population. Next,
conditional on these estimates, we infer latent structure in populations where
profiles are unknown. For existing data, we present a Bayesian hierarchical
model and MCMC algorithm. We also propose viewing ARD in the context
of missing data and provide a simple ratio estimate of mixing rates based on
the EM algorithm. We then describe a regression-based estimate for latent
profiles.
Despite its utility, there are several known issues with ARD. Using
ARD in hard-to-reach populations presents special challenges which intersect
with these known issues. Many events in this context are especially traumatic,
leaving a more persistent signal in the respondent’s memory than a typical
tie. This phenomenon causes respondents to over-count their ties with a
specific subpopulation. In Section 5.3 we contend that our overestimation
of the proportion of men who are women who were raped in the past year
is due to respondents overestimating by counting males who are associated
with females who have been raped, for example. This issue is in some sense
the opposite of that faced by early ARD surveys for degree estimation when
the concern was respondents under-recalling acquaintances from large popula-
tions (Killworth et al. 2003). Hard-to-reach groups are also often more open to
interpretation than standard subpopulations. McCarty et al. (2001) give the
example of people opening their own business and the homeless, for example.
While there is some ambiguity in whether or not an individual has opened
a new business, there is likely much greater variability between respondents
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in their classification of an individual as homeless. Hard-to-reach groups are
also often associated with social stigma. This stigma increases the likelihood
that a respondent will know a member of a subpopulation but not be aware
that the alter belongs to the subpopulation, known as transmission errors.
Recent work by Salganik et al. (2011) offers new insights into the magnitude
of transmission errors in the context of HIV/AIDS, though the nature of the
error likely depends heavily on the specific group of interests (respondents’
decisions to reveal HIV status are likely quite different than their decision to
discuss diabetes, for example).
Our method demonstrates that ARD capture aspects of latent social
structure through indirect observations of the social network. To do this, how-
ever, we require known profiles for some subpopulations. This requirement
limits the estimable latent profiles to features which are known for some sub-
population. In our examples we use first names and estimate age and gender
profiles. We may, for example, be interested in the race/ethnic profiles of the
hard-to-reach populations. We are unable to estimate this from our current
data because of the issues with obtaining demographic profiles for first names
mentioned in Section 5.3. An alternative approach, and direction for potential
future work, would be estimating a geometric, multidimensional latent social
space based on features of the actors and the social network (Hoff et al. 2002;
Hoff 2005). Such at technique would provide a sense of the broad topography
of the network (similar to Bayesian multi-dimensional scaling) and elucidate
similarities between network structure in hard-to-reach groups.
An additional direction for future work involves combining informa-
tion from ARD with other forms of data collection to better understand
hard-to-reach groups. As mentioned in Section 6.1, RDS provides detailed
information about a biased sample of members of the hard-to-reach group.
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This detailed information is in contrast to the indirect, general information
obtained through ARD. The missing-data framework presented in Section 5.4
provides a first-step toward a general framework for combining information
across various network-based data collection strategies.
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Chapter 6
A latent space model for
networks using ARD
6.1 Introduction
Social network data consist of relationships (knowing, trusting, etc.) between
individual actors, or egos, and another member of the network, known as the
alter. Network data are increasingly common in the social and behavioral sci-
ences and typically contain higher order dependence structure. This issue has
given rise to a number of statistical models, with one recent attempt being the
family of latent space models first applied to networks in Hoff et al. (2002).
The latent space model assumes that the actors in the network form ties inde-
pendently given their (latent) position in some unobservable “social space.”
Much like principle components or multidimensional scaling, the latent space
model begins with a (likely) high-dimensional feature space and produces a
multidimensional geometric representation. The strengths and drawbacks of
these methods also, to a large extent, apply to latent space models. The
geometric representation displays complicated dependence structure in a par-
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simonious, interpretable, way. A potential disadvantage, however, is that the
axes of the latent space are not interpretable.
The geometry of the latent space naturally captures dependence struc-
ture in the network. Transitivity (a friend of a friend is likely a friend), for
example, is represented through the triangle inequality. That is, if respondent
A has a latent position which is close to respondent B and B likewise has a
position which is near respondent C, then the triangle inequality imposes an
upper bound on the latent distance between C and A. As is evident from this
example, the choice of latent geometry and distance measure is not arbitrary.
Rather, selecting characteristics of the latent space impose restrictions on tie
formation in the network.
This chapter derives a latent space model for Aggregated Relational
Data (ARD) and relates the latent space to overdispersion. Overdispersion
describes the variation in relative propensity for a respondent to form ties
with members of a particular social group. Zheng et al. (2006) describe
overdispersion as an indicator of the likelihood of having exactly one tie to
a particular subopulation. We measure overdispersion using data collected
through standard surveys, known as “How many X’s do you know?” data.
Here, X, represents a subpopulation of interest. These subpopulations of-
ten include first names (2006 GSS, McCarty et al. (2001)). First names are
particularly useful in learning about network structure since many aggregate
features of alters with a given name are available from the Census Bureau
and Social Security Administration. In the latent space model, these names
mitigate difficulty of interpreting the axes of the latent space. Individuals
named Robert, for example, are mostly older individuals. The positions of
populations with unknown demographic make-up (those who are homeless,
for example) can then be interpreted in reference to the position of the pop-
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ulation of Roberts.
Defining “know” (or another relationship such as trust) defines the
network of interest. Given this network, “How many X’s do you know?”
data are a type of network sample. If respondents could recall perfectly from
their network and had full knowledge of all of the group memberships of all
alters, then these data would be “equivalent” to asking a respondent if they
know each member of a particular group of alters. If every Michael in the US
population were standing in a room, for example, we could imagine asking
the respondent if he/she has a tie with each person in the room. Rather than
reporting these ties individually as in the complete network case, however,
our data consist of only the total number of links the respondent has with
Michaels.
Recent work with these data demonstrates that features of network
structure, such as homophily (the tendency for actors to form relationships
with similar others), are distinguishable even after the aggregation described
above (McCormick et al. 2010). These methods estimate specific network fea-
tures and require detailed information about some or all of all of the subpop-
ulation be known. The latent space model, in contrast, provides an overview
of the dependence structure in the network and does not require detailed
subpopulation information. Comparing the latent space model presented in
this chapter with the methods of the previous chapters is similar to compar-
ing regression with principle components analysis. Regression requires model
selection but gives coefficients associated with specific predictors. PCA, in
contrast, requires less thought about feature selection but also produces a
representation that is difficult to interpret in terms of a specific feature.
The remaining sections are organized as follows. Section 6.2 describes
a latent space model for cases when the entire network is observed. Next, Sec-
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tion 6.3 begins with the complete-network model presented in Section 6.2 and
derives a latent space representation of ARD. Section 6.4 develops a formal
latent space model for ARD, then discusses computation and model fitting
issues. Section 6.5 presents results for this model on data from (McCarty
et al. 2001). Extensions and open directions are discussed in Section 6.6.
6.2 A latent space model for complete graphs
In this section, we begin by reviewing a latent space model for the completely
observed network data. The latent space model from ARD is then derived
from the complete network model. Deriving the ARD model from the full
network means that model choice decisions are made at the level of the full
network model. The specification of the ARD model follows from choices
made about under complete data.
Consider two actors i and j whose relationship is described by the
sociomatrix ∆ where δij = 1 if there is a link between i and j and 0 otherwise.
Let the gregariousness be distributed gi ∼ F(µg, σg) for an actor i and for any
member, j, of subpopulation Gk, gj∈Gk ∼ F(µgGk , σgGk ). Group-dependent
gregariousness distributions accommodates variability in overall tie frequency
associated with some subpopulations. Politicians and members of the clergy
typically have above-average degree, for example (McCarty et al. 2001). Many
hard-to-count subpopulations may display below-average connectivity. Say
there are Nk members of subpopulation k and N members of the population.
Let Sp be the p dimensional hypersphere. zi and zj are the latent position
vectors of i, j on Sp+1, corresponding to a p dimensional latent space on the
p+ 1 dimensional hypersphere.
Consider now a linear latent space model similar to the one presented
89
by Hoff (2005). That is:




where h(·) is the link function. Specifically, we consider the log-linear model
such that
E(δij|gi, gj, η, zi, zj) = exp(gi + gj + ηz′izj). (6.1)
For a randomly selected actor, we assume a uniform prior across the surface
of the sphere on the actor’s latent position, zi. In the following section, when
attention turns to ARD, the uniform prior will correspond to respondents’
positions. This assumption is sensible in this context since these actors are
randomly selected from the population from a standard survey mechanism.
The self-closure property of the hypersphere facilitates this assumption and
will result in significant computational savings. Under this assumption and
conditional on a tie between two actors, the distribution of zj
P (zj|δij = 1, zi) = P (δij = 1|zi, zj)P (zj)




which is M(zi, η). M(zi, η) corresponds to a von-Mises Fisher distribution
with mean zi and concentration η. Thus, η models the overall level of ho-
mophily in the population with individuals distributed uniformly.
6.3 Latent space representation of overdisper-
sion
As described in Section 6.1 a simple conceptualization of “How many X’s do
you know?” data involves asking a respondents if they know every member
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of a set of subpopulations then reporting only the aggregate number known
in that subpopulation. We now explore the impact of this aggregation by
deriving a latent space model for ARD. This process begins with the latent
space model described in the previous section. Specifically, for respondent
i and subpopulation Gk we observe yik =
∑
j∈Gk δij. Conditional on latent




P(δij = 1|zi, zj∈Gk)
when the number of individuals in the subpopulation, Nk, is large. The key
distinction between ARD and the complete network case is that the alters,
j ∈ Gk, are unobserved, making it impossible to estimate the latent position




P(δij = 1|zi, zj∈Gk)P(zj∈Gk)dzj∈Gk . (6.2)
The approximation in (6.2) has two key features. First, it means that the
latent space model is no longer conditional on the distance between two in-
dividuals in the latent space but now conditions on the expected distance
between a respondent and a subpopulation. Second, mathematically it intro-
duces distributions on the alters in the latent space, P(zj∈Gk) with integration
over the surface of the latent space. For members of specific subpopulations,
zj∈Gk ∼ M(υk, ηk) for members of subpopulation Gk, or a von-Mises Fisher
distribution with center υk and concentration ηk. Higher values of ηk corre-
spond to distribution with more mass concentrated around υk. The statistical
challenge, therefore, becomes one of density estimation across a latent mani-
fold.
The integration in (6.2) is conceptually similar to techniques found in
population studies in the ecology literature. In Barber and Gelfand (2007),
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for example, a researcher had intensity measurements for animal sitings across
a series of non-equally spaced points in a predetermined geographic region.
The statistical goal is to estimate the density of animals across the entire
region. The integral required for the expectation is often not tractable re-
quiring that it be approximated numerically (Barber and Gelfand (2007) use
quadrature). In the latent space framework, numerical techniques would be
computationally burdensome. In the ecology literature, the density is being
estimated across a space where intensity measurements are fixed by observed
data. The comparable quantities in the latent space framework, however, are
the also being estimated. Given this additional level of uncertainty, a com-
putationally tractable form of the likelihood would ease the computational
burden required to fit the model. The spherical latent space provides such
tractability, as is demonstrated in the computations which follow.
To make the aggregation concept in (6.2) into an estimable model, we
insert the distributional and functional assumptions present in the latent space
model for the complete network. Consider the expectation of our observed
92
data, yik, the number of people known by respondent i in subpopulation k,
E(yik) , λik =
∑
j∈Gk
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The integral now contains the kernel ofM
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The above expression is the basis for the likelihood of a latent space
model for ARD. The form of the expression is not ideal, however, since it
remains in terms of the difficult-to-conceptualize quantity of gregariousness.
Further, it contains an expectation across alter gregariousness, meaning that
one would need to specify a distribution on this quantity to obtain a numerical
result. We reparameterize this expression to be in terms of degree (personal
network size) and fractional subpopulation size. This reparameterization fa-





























Since exp(ηz′izj) is the kernel of M(η, zj) we have






and using the limiting constant 1
Ap+1
= Cp+1(0),


































































































































Noting that ||ηzi + ηkυk|| =
√






η2 + η2k + 2ηηk cos(θ(zi,υk)))
)
.
which corresponds to the Zheng et al. (2006) overdispersed model with λik =
diβkγik where γik controls the relative propensity for i to form ties with group





η2 + η2k + 2ηηk cos(θ(zi,υk)))
. (6.4)
In the latent space model for the full network (see (6.1)), the latent space
component (ηz′izj) increases the propensity for individuals who are more sim-
ilar in the unobserved social space to interact, which corresponds to a form
of non-random mixing. If the η parameter were zero, however, we would be
left with a model that accounts for varying gregariousness across actors but
assumes random mixing across all other attributes. Setting η = 0 in (6.4), we
see have that γik = 1 and the model simplifies to the “null model” for random
mixing presented in Zheng et al. (2006).
Rather than estimating γik directly, Zheng et al. (2006) assign a Gamma
prior distribution to γik with a mean of 1 and shape parameter 1/(ωk − 1).
The γ’s can then be integrated out to yield a Negative Binomial distribution
with overdispersion parameter ωk. In the latent space representation, taking
the expectation of λik and rearranging the resulting expression yields that γik
has expectation 1. The variance of γik (and therefore overdispersion) increases
monotonically as the concentration of the subpopulation ηk increases relative
to the general level of the population, η. This result can be verified through
simulation (see Appendix B).
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6.4 Latent space model and computation
As described in the previous section, conditioning on zi and zj∈k, δij are in-
dependent Bernoulli trials each with a small probability of being 1. These
probabilities vary amongst alters j ∈ k depending on the spread of the dis-
tribution of zj∈k. If all the members of the subpopulation are highly concen-
trated around a cental point in the latent space then, conditional on degree
and subpopulation size, P (δij = 1) is similar for all j ∈ k. On the opposite
extreme, however, the subpopulation latent distribution is very diffuse, then
members of the same subpopulation can have very different latent positions
so we would expect P (δij = 1) to vary depending on which member of the
subpopulation is the alter. In ARD, we do not observe alters, j ∈ k, making
zj∈k impossible to represent explicitly. Our model must, therefore, rely on a
representation of the typical member of the subpopulation. Given the above
discussion of the potential variability in the importance of the alter position
on the propensity to form ties, this representation must depend not simply
on the location of the center of the subpopulation, but also on the spread. In
our case, the expectation of a von-Mises-Fisher random variable depends on
both the mean direction (location) and concentration. It does not, however,
fall on the sphere. Therefore, we use the expectation with respect to zj∈k
renormalized to fall on the surface of the sphere. This is similar in spirit to
the Mahalanobis distance on a plane.
Given this expectation and when Nk is large, which is usually the
case, yik follows the Poisson distribution with rate λik =
∑
j∈k P (δij = 1) =
NkP (δij = 1) since the individual laten positions of zj∈k are replaced by the
normalized expectation, making our estimated P (δij = 1) the same for all
j ∈ k. The relation between actor i and subpopulation k is now reduced to
the rate of ties, λik, given the latent position zi and the latent distribution of
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η2 + η2k + 2ηηk cos(θ(zi,υk)))
))
(6.5)
6.4.1 Likelihood interpretation and visualization
The likelihood derived in the previous section can be thought of in terms
of a generalized linear model with main effects di and βk and interaction
term γik. As discussed in Zheng et al. (2006) and McCormick et al. (2010),
the interaction term represents social structure in excess of a random mixing
model. The random mixing model occurs when γik = 1 in (6.5), implying that
the expected number of members of group k by a given respondent depends
only on the number of individuals a respondent knows (di) and the number
of group members in the overall population (βk). The joint distribution of
the yik across all respondents is then a mixture of Poisson distributions where
the mixture rate depends on the population degree distribution. Of the most
common ARD questions, responses to first names are most likely to follow a
random mixing model.
A key advantage of the latent space model is its flexibility in represent-
ing the residual social structure captured by γik. Translating this structure
into a multidimensional geometric space provides a visual representation of
these more complicated aspects of social structure. As described in the pre-
vious section, the expectation operation performed during aggregation means
that the latent space model is conditional on the expected (latent) distance
between a respondent and a subpopulation. Mathematically, the distance
defined by the latent space model is similar to Mahalanobis distance in Eu-
clidean space. Figure 6.1 shows contours of the gik term in the likelihood for
a given respondent with fixed degree and subpopulation size. The numbers
represent the multiplicative effect (compared to the random mixing model)
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of having an angular distance θ from a population with concentration ηk.
The impact of latent position on the expected number know is weighted by
ηk η
θ














Figure 6.1: Contours of the impact of latent position for a given respondent.
The numbers represent the multiplicative effect (compared to the random
mixing model) of having an angular distance θ from a population with con-
centration ηk. The figure indicates that the likelihood depends on both the
latent position of the respondent and the concentration of the subpopulation,
a measure similar to Mahalanobis distance.
the concentration of a subpopulation. The distance to the center of the sub-
population does matter (akin to to the distance between individuals in the
complete-network case), but the impact of this distance is modulated by the
concentration of the subpopulation. For diffuse subpopulations (left side of
the figure), the angular distance between the respondent and the center of the
subpopulation has a relatively linear impact on the expected number known,
with a gradual increase as the respondent nears the center of the subpopula-
tion. For highly concentrated groups, however, the impact is more extreme.
Individuals who are close to the center of the subpopulation are expected to
know many members while the expected number known drops precipitously
as distance increases. This feature leads to a relationship between concen-
tration of groups in the latent space and overdispersion. This relationship is
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explored further through simulation studies presented in Appendix B.
6.4.2 Priors and posterior
We give di and βk normal priors on the log scale. As described in the previous
section zi has a uniform distribution across the hypersphere. Respondents in
subpopulation k have latent subpopulations with priors zj∈Gk ∼ M(υk, ηk).
We assume υk has a uniform prior across the sphere.We propose Gamma
priors for η and ηk with conjugate priors on the hyperparameters.







, then the posterior is
given by:



























Since the null model is the random mixing model from Zheng et al. (2006), a
similar identifiability issue exists with the product of di and bk. We can make
these identifiable by renormalizing based on known subpopulations.
A second identifiability issue arises because the likelihood depends on
the latent positions only through their inner product. A general approach
to making these identifiable is to estimate an initial configuration of latent
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positions then rotate the proposals at each MCMC iteration to the nearest
match to this configuration (see Hoff (2005), for example). The latent space
model for ARD requires a slightly different approach involving fixing the cen-
ters of the distribution of certain subpopulations. Once the centers of enough
subpopulations are fixed, the positions of the respondents can be identifiably
estimated based on the set of distances to all fixed subpopulations centers.
The remaining subpopulation centers are then identifiable based on their to-
tal set of distances to all of the respondents. The specific position where the
groups are fixed will impact the resulting visual representation of the latent
space. It does not, however, impact the relationships between positions of
respondents and groups.
Using a two dimensional latent space (corresponding to a three dimen-
sional sphere), identifiability in the latent space is accomplished by fixing the
centers of three groups. Fixing three groups corresponds to fixing the axes
corresponding to revolutions around axes of roll, pitch and yaw. We fix pop-
ulations corresponding to first names. Fixing first names is appealing since
certain demographic characteristics of individuals with a given first name are
available from the U.S. Social Security Administration. The characteristics of
other groups with unknown characteristics can then be inferred from their po-
sitions relative to the populations of individuals with a particular first name.
In the following section, for example, we present results which position the
group of individuals who have AIDS close to the fixed center of the group
named Christopher. Christopher is a name which is most common among
younger males. AIDS is also known to be most commonly found among
young males. In this way, we indirectly use prior information about members
of groups with known demographic characteristics to translate the geometry
of the latent space into a graphical representation of social structure in the
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network.
Finally, the coefficient, η which modulates the impact of the latent fea-
tures (and could be important for the extension to the multi-network ‘cube’)
is identifiable because of the stipulation that the points lie on the sphere.
This coefficient is initially in the Hoff et al. (2002) paper but drops out in
the Handcock et al. (2007) paper because it creates an identifiability issue.
Hoff et al. (2002) artificially normalize the inner products, while this feature
is present naturally as a byproduct of the geometry of the sphere.
6.4.4 MCMC algorithm
As previously mentioned, the members of the latent subpopulations are never
observed directly. Instead, we make inferences about the expected latent
distance from a respondent and a member of Gk using the expression obtained
from the integration in the previous section. Though this expression involves
the modified Bessel functions, it remains easily evaluated and can therefore
be used for evaluating proposals in Metropolis steps. This approach is a
significant computational savings over a Monte-Carlo approximation to the
necessary expectation. In this work, the latent space resides on the unit
sphere. This choice derives from the value of the latent space model for
visualization. Much like principle components or multidimensional scaling,
the latent space model conveys a potentially high dimensional dependence
structure parsimoniously. The goal of the method is not to fully represent
the dependence structure, but rather to efficiently represent a subset. The
three-dimensional latent space provides the maximum flexibility while also
being easily depicted.
Assume the subpopulations, k = 1, ..., K, is such that K ≥ p. Initial
values are generated using the maximum a posteriori algorithm described in
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Appendix B. We propose fitting the model as follows:
1. For a subset of the subpopulations, k(s) = 1, ..., K(s), fix υ
(s)
k for identi-
fiability. Number of subpopulations to fix depends on the dimension of
the latent space. We will use these fixed positions to rotate the latent
space back to a common orientation at each iteration.
2. Repeat to convergence for m = 1, ...,M
(a) For each i, update zi using a random walk Metropolis step with
proposal z∗i ∼ M(z(m−1)i , jumping scale). One option is to simu-
late from these distributions at the same time using Hoff (2009).
This method would loop over each k anyway, so the comparatively
simpler conditional normal representation or algorithm proposed
by Wood (1994) works well.
(b) Update υk using a Metropolis step with proposal
υ∗k ∼M(υ(m−1)i , scale of jumping distribution).
(c) Update di using a Metropolis step with
log(d∗i ) ∼ N(log(di)(v−1), (scale of jumping distribution)).
(d) Update β using a Metropolis step with
log(β∗) ∼ N(log(β)(v−1), (scale of jumping distribution)).
(e) Update ηk using a Metropolis step with
η∗k ∼ N(η(v−1)k , (scale of jumping distribution)).
(f) Update η using a Metropolis step with
η∗ ∼ N(η(v−1), (scale of jumping distribution)).
(g) Update µβ ∼ N(µˆβ, σ2β) where µˆβ =
∑K
k=1 βk/K.
(h) Update σ2β ∼ Inv-χ2(K − 1, σˆ2β) where σˆ2β = 1K−1
∑K
k=1(βk − µβ)2.















Figure 6.2: Projection of smooth density of the mode of young female positions
onto the plane. Darker color indicates more intensity. Overall, the positions of the
younger female respondents are closer to the fixed position of individuals named
Christina than to Robert. The name Christina is popular among younger women,
while Roberts are mostly older men.
(j) Update σ2ηk ∼ Inv-χ2(K−1, σˆ2ηk) where σˆ2ηk = 1K−1
∑K
k=1(ηk−µηk)2.
(k) Update µd ∼ N(µˆd, σ2d) where µˆd =
∑n
i=1 di/n.




We apply this method to data from a telephone survey conducted by McCarty
et al. (2001) with 1375 respondents. Fixing the center of the latent positions
for the groups of individuals named “Robert,” “Christina,” “Christopher,”
and “Jacqueline” addresses identifiability. These two names also have known
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Figure 6.3: Latent positions of five subpopulations: homeless (red), AIDS
(black), in prison (green), adopted children (purple), and receiving kidney
dialysis (aqua). Individuals in prison, homeless and with HIV have similar
latent positions, though the distribution for homeless individuals is much more
concentrated.
demographic profiles from the U.S. Social Security Administration. The pop-
ulation of Roberts is comprised mostly of older males, while the majority of
Christinas are younger females. Figure 6.2 displays the density of the modal
latent positions for the young, female respondents, with darker color indicat-
ing more density. The positions of the younger female respondents are closer
to the fixed position of individuals named Christina than to Robert. In terms
of the social network, these positions reveal homophily based on age and gen-
der, with younger female respondents having a higher expected number of
connections with a population made up of younger women than of older men.
Figures 6.3, 6.4, 6.5, 6.6, and 6.7 display a latent space with six sub-
populations. These figures are all obtained from fitting the model a single
time, yet depict different subpopulations for ease of visualization. All figures
depict the populations of individuals who adopted children, had dialysis, and
are members of the Jaycees. The remaining three subpopulations (AIDS,
homeless, in prison) are very near one-another in the latent space and thus
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Figure 6.4: Latent positions of five subpopulations: homeless, AIDS, in
prison, adopted children, and receiving kidney dialysis. This figure dis-
plays Jaycees, dialysis and adopted children. Blue dots are the posterior
mode of male respondents’ latent positions and green dots are females.
This figure contains the same information as Figure 6.3 but has been pro-
jected onto the plane. The contours plotted are contours of the posterior
predictive distributions of the latent subpopulation members (p(zj∈Gk |·)







are added to the plot one group at a time in Figures 6.4-6.7. The contours
plotted are contours of the posterior predictive distributions of the latent sub-
population members (p(zj∈Gk |·) averaging over the center and concentration
on of the subpopulation). The visual representation provided by the latent
space model uses the geometry of the latent space to represent the depen-
dence structure of the network. The subpopulation of individuals who are
homeless has a position similar to those who are incarcerated and those with
AIDS but is more concentrated. From this we conclude that the individuals
in these three subpopulations are more similar to one-another than they are
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Figure 6.5: Latent positions of five subpopulations: homeless, AIDS, in
prison, adopted children, and receiving kidney dialysis. This figure dis-
plays AIDS, Jaycees, dialysis and adopted children. Blue dots are the
posterior mode of male respondents’ latent positions and green dots are
females. This figure contains the same information as Figure 6.3 but has
been projected onto the plane. The contours plotted are contours of the
posterior predictive distributions of the latent subpopulation members








to individuals who adopt children, but that the subpopulation of homeless
individuals is more homogenous.
The concentration of the subpopulations demonstrates the flexibility
of the latent space model in representing various network features. The pop-
ulation of individuals who are Jaycees (a civic service organization for young
professionals) and the population of homeless individuals have similar concen-
trations. This indicates that, for both groups, the propensity of knowing one
member of the group is very low. Likewise, they have a comparable overall
level of variation in excess of a random mixing model (overdispersion). The
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Figure 6.6: Latent positions of five subpopulations: homeless, AIDS, in
prison, adopted children, and receiving kidney dialysis. This figure dis-
plays homeless, AIDS, Jaycees, dialysis and adopted children. Blue dots
are the posterior mode of male respondents’ latent positions and green
dots are females. This figure contains the same information as Figure 6.3
but has been projected onto the plane. The contours plotted are con-
tours of the posterior predictive distributions of the latent subpopulation








latent space model captures this feature, yet also reflects the diverse nature of
individuals who are highly connected with these two groups by placing them
on opposite sides of the sphere. Thus, an individual whose latent position is
close to the center of the Jaycees will, in expectation, know many members of
the Jaycees but is expected to know very few individuals who are homeless.
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Figure 6.7: Latent positions of five subpopulations: homeless, AIDS, in
prison, adopted children, and receiving kidney dialysis. This figure dis-
plays all five groups. Blue dots are the posterior mode of male respon-
dents’ latent positions and green dots are females. This figure contains
the same information as Figure 6.3 but has been projected onto the plane.
The contours plotted are contours of the posterior predictive distributions
of the latent subpopulation members (p(zj∈Gk |·) averaging over the center







6.6 Discussion and future directions
This chapter presents a latent space interpretation of overdispersion using
“How many X’s do you know?” data. We begin with a latent space model
for the full network, then aggregate across various subpopulations of interest.
We then relate this aggregation to overdispersion models for this type of data
presented in Zheng et al. (2006).
In conceptualizing the mapping from the full network to “How many
X’s do you know?” data we make assumptions about respondents’ abilities to
recall their network. First, we assume that respondents recall accurately from
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their complete network. This assumption is typically not valid for moderate
to large subpopulations, though some statistical models have been proposed
for similar situations (McCormick and Zheng 2007). We also assume that the
respondent has accurate information about the group membership of each of
their alters. This issue, known in sociology literature as transmission errors,
is more common with some subpopulations than others (acquaintances of a
diabetic may not know the person’s status, for example). In some cases it
is possible to select subpopulation to minimize transmission errors, yet this
remains an open problem in cases where subpopulations of interest are prone
to transmission errors.
A possible direction for future work in this area involves the param-
eterization of the latent space. First, formal dimension selection procedures
could be developed using Bayes Factors or by averaging over multiple dimen-
sions. Literature on dimension selection for similar situations suggest com-
puting marginal likelihoods without averaging over the latent positions (Oh
and Raftery 2001). Computational efficiency would play a larger role in these
extensions since they would require sampling across higher dimensional hy-
perspheres. A similar approach could also be used to estimate relationships
between group features in the latent space. In the example above with Jaycees
and the homeless, for example, a Bayes Factor approach could be used to eval-
uate a model where each subpopulation has its concentration against a model
with a single concentration parameter in both distributions. Additional model
evaluation could be done through cross-validation. As in the case of the Bayes
factors, a substantive and practical question is whether the latent positions
should be re-estimated at each iteration or should remain fixed. One could,
for example, randomly remove a portion of the respondents’ reported number
of Jaycees known and then impute the missing values given the latent posi-
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tions of the respondents based on their observed answers from the remaining
subpopulations.
Further directions involve increasing the complexity of the parameteri-
zation of latent subpopulations. The von-Mises Fisher distribution is compu-
tationally appealing, though simplistic in imposing symmetry and unimodal-
ity. Mixtures of von-Mises Fisher distributions would provide a more flexible
representation of latent features and could provide additional insights into
relationship between populations. Model-based clustering across respondents
could also provide information about which individuals are most likely to in-
teract with certain groups. More importantly, it would also produce interac-
tion profiles which reveal general patterns in link formation. A statistics liter-
ature exists for model-based clustering in spherical data (see Doret-Bernadet
and Wicker (2007), for example).
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Appendix A
A calibration curve for
addressing recall issues
A.1 Introduction
Surveys that ask questions of the form “How many X’s do you know?” are
currently of great interest to social network researchers. Such surveys have
been used to estimate the degree1 and degree distribution of individuals as
well as to estimate the size of hard to count populations (Killworth et al.
(1998) and Killworth et al. (1998)).
To this point, surveys of this form have been kept from their full po-
tential because respondents have limited ability to recall accurately their ties
with large subpopulations. Consider the question “How many college or uni-
versity faculty members do you know?” Since the size of this group is rather
large for most people in academia, it is difficult to recall each member of the
group in the limited time given on a typical survey.
1In social network research, the degree refers to the size of an individual’s personal
network.
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Killworth et al. (2003) documents these effects and proposes several
mechanisms to explain under-recall in large subpopulations. One possible ex-
planation is a process that Killworth et al. (2003) calls “dredging,” whereby
a respondent recalls one-by-one the first m acquaintances and then estimates
for all groups larger than some size m. This mechanism would, in theory,
produce accurate responses for small groups (less than m acquaintances) but
less reliable responses for larger groups where respondents are estimating to-
tal group size rather than counting specific acquaintances (McCarty et al.
(2001)). Though this mechanism seems plausible, there is no specific process
for determining m or modeling how estimating rather than enumerating would
impact the overall accuracy of the results. Additionally, both Killworth et al.
(2003) and McCarty et al. (2001) point out that the relatively short time
given to answer each question likely creates difficulty for respondents and is
confounded with “dredging.”
In the following sections we propose a calibration curve which corrects
for under-recalling and describe how this correction can be applied to models
of the type proposed by Zheng et al. (2006). We start by reviewing the
development of the Zheng et al. (2006) model. We then show evidence of
recalling bias based on the results from this paper and propose a correction.
Finally, we describe how to fit this correction to the Zheng et al. (2006) model
and give a brief data example.
A.2 Developing the calibration curve
A.2.1 Recall bias and its effect on model estimates
Zheng et al. (2006) used data collected by McCarty et al. (2001). The data
consist of 1,370 adults who were asked to identify the number of acquaintances
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they have in each of 32 groups including names (e.g. Michael, Christina),
occupations and organizations (e.g. commercial pilot, member of the Jaycees),
and life events or conditions (e.g. opened a business in the past year, diabetic).
The data were modeled using a multilevel Poisson model with overdis-
persion. To fit the model, Bayesian computation was carried out under a
negative binomial parameterization. More specifically, let yik be the ith in-
dividual’s response to the question “how many people do you know in group
k.” We assume
yik ∼ NegBin(mean = eαi+βk , overdispersion = ωk),
where eαi is individual i’s degree, eβk estimates the proportion of ties that
link to subpopulation k in the social network and α’s, β’s and ω’s follow
upper-level models (The details omitted here. Interested readers are referred
to Zheng et al. (2006).
This model has a nonidentifiability since the likelihood depends on αi
and βk only through their sum. To identify the α’s and β’s the model is
renormalized by adding a constant to all α′is and subtracting the constant





This is equivalent to assuming that the average degree of individuals in these
subpopulations equals the average degree of the population. Obviously, this
assumption does not apply to all 32 subpopulations used in McCarty et al.
(2001) survey. Someone who is a member of the Jaycees, for example, likely
has a larger than average degree because of the social nature of the organi-
zation. When restricted to the subpopulations defined by the first names,
however, this assumption is fairly reasonable.
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The above strategy also requires that the acquaintance ties recorded in
the survey reflect the distribution of ties in the social network. However, the
survey did not accurately measure the social network but rather the recalled
social network by the respondents. For rare groups, the respondents can
recall almost all their ties with these groups. The number of ties to a large
subpopulation k is under-recalled. The estimated proportion eβk from data
therefore only estimate the proportion of ties involving subpopulation k in







Here, f(·) represents the recall function. If the renormalizing constant is
computed based on equation (A.1) and some popular first names, the degrees
of the respondents will be under-estimated.2
Among the first names used in the McCarty et al. (2001) surveys, the
most popular name is Michael, representing 1.8% of the population. For
someone whose personal network size is 600, he is expected to know 600 ×
.018 ≈ 11 Michaels. Though imaginable, it is difficult to recall 11 Michaels
during the limited amount of time of such a survey; therefore, the actual
reported count is likely to be much lower. In fact, in the McCarty et al. (2001)
data, respondents reported knowing an average of just under 5 Michaels.
In Figure 5 of Zheng et al. (2006), it is shown that for rare names
the estimated βk’s and the log population proportions fall closely to the line
with slope 1. As the population size increases, the slope of the regression line
between βk and log population proportion is approximately 0.5. Killworth
et al. (2003) also discovered this phenomenon. In their explanation, they
2In Zheng et al. (2006), we observed that the average degree is about 384 while using
all 12 names to normalize and then becomes 739 while using the rarer names.
124
propose a model for the expected number members of a subpopulation recalled
as a fraction of the total number known. They then demonstrate that this
model is well approximated by a square-root curve.
To accommodate recall bias in the McCarty et al. (2001) data, the
normalization in Zheng et al. (2006) is based on the rarest names in the data
(such as Jacqueline, Christina, and Nicole) with a correction for the fact that
these names are female and that people tend to know more individuals of
their own sex.
A.2.2 Derivation of the calibration curve
The choice to use the rarest names in Zheng et al. (2006) was somewhat
arbitrary and was from visual checking based on Figure 5 in Zheng et al.
(2006). In this section, we propose to use a calibration curve fitted to all 12
names to adjust for under-recalling as a function of subpopulation size.
Let eβk be the proportion of ties in the social network that involve
individual in subpopulation k. And let eβ
′
k denote the proportion of ties in
the recalled social network that involve subpopulation k. Assume β′k = f(βk)
and f(·) is an increasing function.
Based on our observation and also independent discussion by Killworth
et al. (2003), we assume that
f ′(x) → 1 as ex → 0 (x→ −∞)
→ 1
2
as ex → 1 (x→ 0).
To simplify the inference, we assume that f(x) = x for small populations with
proportion as small as ex = eb (b < 0) and f ′(x) decreases as x increases (at
most) to 1
2







e−a(x−b), a ≥ 0, for x ≥ b,
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In this paper, we use b = −7, which corresponds to subpopulations that are
< .1% of the population and a is to be fitted using βk originally estimated and
the population proportions of first names. This is because, as discussed earlier,
we assume that in the absence of recall bias, βk ≈ {population proportion}k
on average. Incidentally, we found that an a of approximately one yielded the
best fit.
Figure A.1 plots the original estimates of βk against the the known size
of the twelve first names used in McCarty et al. (2001) data. This is a repro-
duced version of Figure 5 in Zheng et al. (2006) with the calibration curve. If
there were no recall bias, points in Figure A.1 should scatter about the y=x
line. In Figure A.1, however, we see that the y=x line is an acceptable fit for
the rarest names, but becomes less reasonable as the size of the subpopulation
increases.
A.3 Modeling using the calibration curve
The calibration curve can be included in the model suggested by Zheng et al.
(2006) with only minor modifications. We simply adjust βk in the negative
binomial mean by applying the calibration curve.
yi,k ∼ Neg Bin(mean = eαi+β′k , overdispersion = ωk)
where β′k = f(βk).
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Developing the Calibration Curve



























Figure A.1: The solid line is the y = x line while the light green line is a least-
square regression line fitted that has a slope of 0.53. The red broken line indicate
best-fit calibration curve that captures both the y = x pattern at the lower end
and the diminishing recall at the higher end of x.
By including the calibration curve, the estimated parameters remain
β′ks and their magnitude has been corrected for recalling.
To see the effects of this correction, consider Figure A.2. This figure
shows the same log-log plot as in Figure A.1, except we have now also included
our estimates of βk after adjusting for recall.
Two things are worth noting on this figure. First, the estimates pro-
duced using the recall correction fall generally along a line with a slope of
one, indicating that our estimates increase proportionally as the subpopula-
tion size increases. Second, notice that the size of the correction is dependent
on the subpopulation size. Smaller subpopulation estimates are corrected less
than larger ones, an observation that is consistent with the idea that recall is
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more accurate in smaller subpopulations.















Applying the Calibration Curve
















Figure A.2: The estimated subpopulation proportions for the twelve names plotted
against values obtained from the Census before and after applying the calibration
curve (both on the log scale). Blue squares are estimates without the calibration
curve and red triangles are recall corrected.
A.4 Discussion and Conclusion
Though the calibration curve performs well when comparing estimates based
on names, researchers are often interested in other categories. It is possible
that the mechanism used by individuals recalling names is different than for
recalling other categories. If this is the case, the calibration curve may not
adjust adequately.
Additionally, Killworth et al. (2003) note that recall bias is only one
potential source for inaccurate responses to “How many X’s do you know?”
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questions. Additional bias is known to come from barrier effects (some re-
spondents are prevented from knowing members of the subpopulation group)
and transmission effects (respondent knows someone in a subpopulation but
is stopped from knowing that they are in that subpopulation). The calibra-
tion curve does not account for these effects, though additional modifications
to the Zheng et al. (2006) model proposed by McCormick et al. (2010) can
address these issues.
In this paper we have proposed a method for addressing recall issues
that are a major limitation of using ‘How many X’s do you know?’ type
questions to estimate personal network size. Our calibration curve is derived
from observations made in previous independent research and observations
made in Zheng et al. (2006). We also incorporate the calibration curve into
the Zheng et al. (2006) type model and demonstrate that the effectiveness of
the curve using the McCarty et al. (2001) data.
The calibration curve we propose in this paper is based on the 12
names in this particular data. A potential extension of this work could include
integrating a routine to estimate the optimal value of a to fit the calibration




details for the latent space
model
B.1 Simulation studies of the latent space model
This section presents simulation experiments which demonstrate the relation-
ship between features of latent space and various aspects of network structure.
These results provide evidence that a latent space model can capture poten-
tially worthwhile information from indirectly observed network data.
In the first example, we simulated data from a simple latent space
model and specified latent distributions for subpopulations with random cen-
ters and different “spread” in the population. More specifically, rather than
simulating ARD directly using a model such as Zheng et al. (2006) or Mc-
Cormick et al. (2010), we first simulate the latent positions of the entire
population and memberships in specific subpopulations that are defined by
random centers (µk) and different levels of variance (σ
2








l l l l l l l l
Subpopulation Standard Deviation 
 by Overdispersion













2 3 5 10 20 40 80
Figure B.1: Overdispersion measuring latent clustering. The estimated overdisper-
sion (with ± one and two standard errors) from ARD is plotted against the standard
deviation (σk) of latent distribution of the subpopulations.
propensity of two members to form a tie to depend on their distance in this
latent space, consistent with Hoff (2005). After simulating the relationships
of the entire population we tally the appropriate ties for ARD. The Zheng
et al. (2006) overdispersion model was applied to these simulated data and
Figure B.1 shows the relation between the estimated overdispersion and the
simulation “spread” (σk) parameter. Here, the relation follows a smooth
monotonic decreasing relation with minor perturbation from the random lo-
cations of the centers. This validates that overdispersion can be translated
into the spread of the latent distribution, which can be used as a measure
of clustering in social networks. Furthermore, the simulation illustrates that
ARD convey such information.
In the previous sections, we proposed to learn about social network
structure and hard-to-reach subpopulations using ARD. One key design ques-
tion for collecting ARD is which subpopulations to use. In McCormick et al.
(2010), we addressed the question which names to use to reduce bias in degree
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estimation. We derived a scale-down condition for selecting names so that
the collection of individuals with first names that are used to collect ARD
constitute a balanced and representative sample of the population. In other
words, the combined demographic profiles of the used first names match those
of the general population. In the context of a latent space model, it means
that individuals from the subpopulations used for data collection should have
a uniform coverage of the entire social space. For the proposed latent space
models to efficiently capture social structure and information about the hard-
to-reach subpopulation, similar care should be paid in designing the data col-
lection. We propose to use simulated data to understand the design need. In
Figure B.1, we simulated three sets of fake data, each with 15 subpopulations.
We generated ARD to these subpopulations and also the discrete gender-age
profiles of these subpopulations by partitioning the two-dimensional space
(with X axis being the gender axis (the split is at 0.5), and Y axis being
the age axis). Applying the model of McCormick et al. (2010), we estimate
the mixing matrix as described in McCormick et al. (2010). In the center
panel, the subpopulations are distributed uniformly across the latent space,
representing the ideal coverage of the social space. An younger male respon-
dent, for example, is easily distinguished from an older female respondent
because he likely knows far more members of the subpopulations in the up-
per left and she knows mostly members of the subpopulations in the lower
right. As a result, the estimated mixing matrix captures the homophily pat-
terns assumed in the simulation model—individuals are more likely to form
ties with individuals of similar age and gender. In contrast, the left panel
shows subpopulations clustered only at these two extremes. Though the ho-
mophily patterns persist for these two cases, the remaining respondents lack
the reference group present in the center panel, leading to inconclusive mixing
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Figure B.2: Simulated latent space and non-random mixing. Age is increasing from
bottom to top along the y-axis and gender is split from male on the left of 0.5 and female
to the right on the x-axis. The mixing matrix is plotted the same way as in McCormick
et al. (2010).
patterns. The example on the right illustrates that when the design is not
perfect, the estimates of mixing pattern (as an example) have less uncertainty
(narrower confidence intervals) for individuals that are covered by the study
design and more uncertainty for those that are not covered. We propose to
study the optimal design conditions for our proposed model and methods,
which would be important to social scientists.
B.2 MAP Algorithm for the latent space model
We fix subpopulation centers, zk, using known demographic information and
estimate the posterior mode of respondent degree and latent position using
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Cyclic Coordinate Descent Genkin et al. (2007).
1. Fix latent means of the subpopulations according to known demographic
information.
2. For initial values d(t), b(t), z
(t)
i . If θ = (di, bk, zi), repeat the following
while max ‖θ(t) − θ(t+1)‖2 > .
(a) Update z
(t+1)



















(d) Update µd, σd, µb, σb as respective mle’s
