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これらの場合についてはBa1ianのアンサンブルの局所準位相関の普遍性が証明された．この
ように歪直交多項式の漸近形の性質とBa1ianのアンサンブルの局所準位相関の普遍性が密接
に結びついていることがわかる．
学習の統計的理論
      電子技術総合研究所麻生英樹
  Abstmct．Learning process can be forma1ized as obtaining an e伍。ient description of
the structure or re1ation in the data from given training data．If the training data are
given random1y according to some probabilistic distribution，the resu1t of the1earning
becomes random variab1es．In this case，the1earning process shou1d be investigated as a
statistica1process．
 Recent1y，in the丘e1d of computationa11earning theory，a statistica1forma1ization of
1earning ca11ed“PAC（Probab1y Approximate1y Correct）Learning”was proposed and
investigated．Here，techniques of statistica1inference and statistica1mechanics are
p1aying important ro1eS．
 In this report，we give an overview of the statistica1forma1izations of1earning from a
rather genera1point of view．Some resu1ts on the re1ation between the size of training
samp1es and the goodness of the resu1t of1earning which are obtained by uniform conver－
gence method are a1so given as an examp1e．
 要  旨
 学習用の事例が確率分布に従って与えられる条件の下での学習過程は，統計的な研究の対象
である．計算論的学習理論の分野では，近年，PAC（Probab1yApproximate1yC6rrect）学習
の枠組みだとが提案され，盛んに研究が行なわれている．
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 本報告では，統計的な学習の理論の一般的な一定式化について概観し，一つの具体例として，
Uniformconvergencemethodによる学習用データの数と学習結果の評価との関係についての
結果を紹介する．
 1．はじめに
 情報処理の課題が従来の閉じた世界における完全情報の下での処理から開いた世界における
処理へと拡張され，個別の状況に即した処理を行なうための情報表現やアノレゴリズムが複雑化
し，あらかじめ確定しにくいものにたるにつれて，また，ハードウェア技術の進歩によって，あ
る程度の学習・自己組織化能力のハードウェア的な実現も現実的にたってくるにつれて，「学習
・適応」能力を持つシステムヘの期待が高まっている．これに伴い，「学習」の問題を数理的に
きちんと定義し，どのようた対象がr学習可能」であるのか，そのためのr学習のアルゴリズ
ム」としてはどのようたものがよいのか，といった事柄を理論的に明らかにしようとする研究
の重要性が増している．
 学習過程の数理的な研究は，これまでに，計算複雑さの理論，統計的推測の理論，人工知能
やニューラルネットワークにおける学習の理論，など複数の研究の流れの中で，それぞれの文
脈に応じた形で行なわれてきているが，明らかに，相互に非常に強い関連を持っている．以下
では，学習過程に関する統計的理論について概観する．
 2．学習の統計的理論
 学習過程の定式化に含まれる要素は学習環境と学習者である．学習環境はある種の情報源で
あり，学習者に対して，学習用のデータを提供する．学習者はそのデータを用いて，学習環境
の構造を反映した行動ルール（仮説）の自分自身の持つ内部表現による表現を獲得する．これ
が学習結果である．
 学習結果に基づいて，学習者はなんらかの行動を行ない，その行動の結果は，学習環境によっ
て評価され，評価値が返される．これが学習結果の評価の基礎とたる．
 上のような漠然とした枠組みをより具体化したものは学習モデルと呼ばれる．学習モデルに
はさまざまなものがあるが，本稿では，例として次のような単純なものをとりあげる．
 学習環境からは，集合（確率変数）Z上のある確率分布P（Z）に従って，データが独立にサン
プルされるとする．さらに，Zは二つの集合X，γの直積であるとする．従って，Zの要素急
は（κ，ツ）と書ける．以下では，最も簡単た場合として，Xとして”，γとして｛0，1｝を想定す
る．
 学習者は，P（Z）に従ってランダムに生成されたm個のデータ｛（灼，yゴ）｝艮。を用いて，Xの
値からγの値を予測するための仮説を学習する．このデータをDmと書く．Dmの従う分布
■営P（篶，y｛）を便宜的にQと書くことにする．以下では，予測のための仮説は決定的なもの，
すたわち，Xからγへの関数であるとし，学習によって得られた仮説をん（κ）と書く．Dmか
ら乃（κ）を得る手続きを学習のアルゴリズムと呼ぶ．
 この問題の場合には，学習によって得られた仮説の一つの評価として，次のような予測の期
待誤差を使うのは自然であろう．
肋）一ルー州）・・（κ，・）舳
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γ＝｛0，1｝の場合には，この値は予測の期待誤り傘とたる．
 さて，ん（κ）は，学習用のデータDmに依存して決まるが，DmはQに従って確率的に決まる
ため，ん（κ）も確率的に定まる．したがって，ん（κ）の評価値沢（乃）は確率変数である．そこで，
学習アルゴリズムの評価，さらには，学習問題のむずかしさの評価には，このR（ん）の確率分布
の性質を用いることにたる．
 この評価には，次の二つの量がしばしば用いられる．
              σ（ε）＝Prob〃、Q［R（乃（。Dm））くε］
                 γ＝亙。一、Q［R（ゐ（Dm））］
σ（ε）は期待誤り率R（ん）が区間（0，ε）の中にある確率であり，γはR（乃）の平均値である．
σ（ε）を評価に用いる学習モデルは，計算論的た学習理論の分野においてVa1iantによって提
案されたPAC（Probab1y Approximate1y Correct）学習モデルと呼ばれるものにたる
（Va1iant（1984），Ang1uin（1988））．一方，γを評価とする理論は，平均学習曲線の理論など
と呼ばれている（Levin et a1．（1990），Hauss1er et a1．（1991）），
 以上のようだ枠組みの上で，問題に適した仮説の表現およびそれを用いた学習アルゴリズム
の提案，一定の評価を達成するために必要な学習用データの数や学習アノレゴリズムの計算量の
理論的評価，だとが研究課題とたっている．以下では，一つの例として，Uniform convergence
methodを用いたσ（ε）の評価を紹介する．
 3．Uniform convergeme me此。d
 上のようだ課題を解決するために，さまざまな技法が用いられているが，中でもσ（ε）と学
習用データの教との関係を評価するための比較的汎用性の高い技法の一つに，Uniform con－
vergence methodがある（B1㎜er et a1．（1989））．
 σ（ε）の評価のめんどうさは，P（κ，ツ）が未知であることによる．そこで，学習用データに対
する誤り率
                    1 m               R，m力（ん）＝一Σ（yrん（ル））2
                    m ｛＝1
をR（ん）の推定量と考える．R，m（ん）は簡単に評価できるから，この推定量が学習用のサンプル
数mの増加に伴ってどのようにR（ん）に近付いてゆくかがわかれば，R（乃）を評価できる．
 今，簡単のために，学習アルゴリズムは沢、mρ（ん）＝Oとするようた万を出力するとする．すた
わち，学習アルゴリズムは，学習用のデータに関しては完全に正解を与える仮説を出力すると
する．学習者が用いている表現によって表現できる仮説の全体を∬とすると，このようたん∈
Hは一般に複数存在するが，学習アルゴリズムがそのうちのどれを出力するかはわからたいと
する．
 このとき，次の一連の定理が成り立つ（Vapnik（1982））：
定理3．1．（Vapnik and Chervonenkis（1971））
・…川「・烹・舳・l1・・ル（・・）…！一εヂ／
ここで，∬亙は，仮説の集合Hの成長関数（growth functions）と呼ばれる関数で，以下のよ
うに定義される：
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成長関数の定義
1．Xの中のm点の集合を∫とする．
2．Hの要素んを一つとると，Sはん（κ），κ∈Sの値によって二分割されるが，∬〃（S）を，
  ∬の要素全体によって実現される∫の異なる二分割の仕方の全体の数とする（した
  がって，明らかに∬〃（S）く2m）．
3．∬H（m）を，ル（5）の∫のとり方に関する最大値によって定義する．
成長関数については，次のようだ性質が一般に成り立つ：
VC次元の定義と成長関数の性質
1．成長関数∬〃（m）の値が2mになるようなmの最大値（最大値がたい場合は∞）を仮説
  の集合HのVC次元と呼び，aと書くことにする．
2、このとき，任意のm》a≧1に対して∬”（m）≦；1．5（md／a！）が成り立つ．
この性質を用いると，次の定理が示せる．
定理3．2．HのVC次元をa＜∞とするとき，
［・…1川［・卿）・11…（評…1一子！
このことから，さらに，次の定理が示せる．
定理3．3．0＜δ＜1として，学習用データの数mが，
…（らδ）一…（昔1・各6全a1・晋）
であれば，R，m力（乃）＝0とたるようたんに対して，んおよびQによらずに，確率1一δ以上で
「O≦；R（ん）≦；εが成り立つ」といえる．
 定理3．1は，mが増加する場合に，期待誤り率R（ゐ）が経験的誤り率見m（ゐ）にどのような
速度てんに関して一様に収束してゆくかを与えるものである．∬のVC次元とは，直観的に
は，仮説の集合Hの豊かさ，広さ，複雑さの一つの評価である．直観的に考えると，互が広い
場合には，学習用のデータに対して完全に正解するん∈∬も多様にたり，従って，学習用デー
タについては正解しているのに，期待誤り率は悪いというものが存在する可能性が増える．定
理3．2はこの直観に対応するものである．
 こうして，学習用データが定理3．3のm（ε，δ）以上あれば，それらについて完全に正解する
ようだ仮説ゐのうちで，期待誤り率が最悪のものを選んでしまったとしても，その期待誤り率
がεを越える確率はδを越えたいということが，Dmの分布Qによらずに，HのVC次元にの
みよる形で示せたことにたる．計算論的に見た場合に，定理3．3のポイントは，aが有限であれ
ば，m（ε，δ）が1／εおよび1／δに関して多項式オーダーである（指数オーダーではたい）とい
う点にある．このことは，たとえば，期待誤り率の上限εを十分に小さくしようと思った場合
に，必要とたる学習用データの数が1／εの多項式オーダーでしか増えたいことを意味している．
これは，実際的たデータ数で安定した学習を得ることができるために重要た条件である．
 ここで述べた技法は，より一般のx，γあるいは，さらに一般の問題設定についても応用さ
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れている（B1umer et a1．（1989），麻生（1992））．また，最近Hauss1erは，こうしたVC次元を
用いた評価とShanonの情報量を用いた評価との関連を明らかにしている（Hauss1er et a1．
（1991））．
 4．おわりに
 学習過程に関する統計的た理論的研究について概観した．学習過程は，情報論的には，符合
化過程にさまざまだ仮説の表現方式および学習結果の評価方式を組み合わせたものと考えるこ
とができる．この分野は，統計数理的たアプローチが非常に有効た分野であり，従来の統計数
理における，確率分布推定，仮説検定，モデル選択技法などと非常に関連が深い．また，統計
力学における各種の計算技法なども有効に活用されている．今後，この分野のいっそうの発展
が期待される．
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 統計物理学における具体的た結果は応答関数，Green関数等の相関関数と速度分布，密度分
布等の分布関数で表わされる場合が殆どである．通常，与えられたモデル・ハミルトニアンか
らこれらの関数を求めることになるが，厳密解が得られる場合以外は，たんらかの近似を導入
することにたる．ハミルトニアンから得られるのは，Green関数等の運動方程式であり，それ
らは一般に積分方程式である．粒子間相互作用がある場合，例えば1体Green関数の積分方程
式は積分核に2体以上のGreen関数を含む．2体Green関数の方程式は積分核に3体以上の
Green関数を含む．このように，粒子間相互作用がある場合，Green関数の方程式系は閉じた
い（BBGKY）．実際の計算では，2体Green関数までしか考慮したい場合が普通である．この場
合3体Green関数を2体及び1体Green関数で近似することがまず行なわれる．その例として
は，Born－Kirkwood近似などが有名である．その結果，1体Green関数と2体Green関数から
たる方程式系が近似として得られる．問題は，このようにして得られた近似方程式系が元の厳
