Several state-less scheduling protocols have been proposed in the literature that achieve the same level of quality of service as state-full protocols. Thus, the scheduling accuracy of state-full protocols is combined with the scalability of state-less protocols. However, these new protocols treat each flow as an independent unit. In this paper, we present a state-less scheduling protocol that aggregates flows together in order to increase the number of flows that can be accepted into the network without violating their delay requirements. In addition, we present a state-less signaling protocol that may be used in combination with our state-less scheduling protocol. Contrary to sampling techniques, our signaling protocol is accurate yet requires only a constant amount of state at each node. Finally, our protocols can be used across multiple core networks.
Introduction
In order to support future real-time applications such as voice and video, a great deal of effort has been spent on improving the quality of service (QoS) provided by the Internet. Two approaches have been proposed for this improvement: integrated services [2] [18] [22] and differentiated services [12] [14] .
In integrated services, QoS is based on earlier packet scheduling protocols, such as virtual clock [21] [24] and fair queuing [17] . To provide QoS to each flow, each router maintains per-flow state. Although integrated services can provide flows with high levels of QoS, questions about the scalability of integrated services have been raised due to the large number of flows in the Internet. This motivated the development of differentiated services.
Differentiated services focus on core networks. Core networks consist of a set of core routers that do not maintain per-flow state, and a set of ingress/egress routers that receive individual flows from outside the core network and do maintain per-flow state.
To provide different services, a few bits in each packet indicate the desired "per-hop-behavior". In this manner, different services may be supported, and each flow chooses the service that best fits its needs. Due to the lack of per-flow state at each router, the range of services provided is limited. Furthermore, high levels of QoS and network utilization cannot be accomplished concurrently [19] .
Several new protocols have been proposed recently for core networks. These new protocols achieve the same level of QoS as virtual clock and fair queuing, but without per-flow-state at the core routers [5] [7] [13] [19] [23] . To accomplish this, both the signaling protocol and the packet scheduling protocol must be performed without per-flow state.
In [5] [7] , flows are aggregated together as they cross a network. This has two advantages: first, the number of flows is significantly reduced, and thus, the amount of state at each router is also significantly reduced. Second, it is possible to increase the number of flows that can be accepted into the network without violating their delay requirements. That is, the set of flows allowed by admission control increases. However, although the number of flows at core routers are reduced significantly, still per-flow state is required.
In [19] [23] , packet scheduling is based on "dynamic packet state", where each packet carries enough information to reproduce its deadline at each router, without per-flow state. That is, the deadlines of each packet at each router are precomputed at the ingress router, and thus, the core router need not compute them, and no per-flow state is required. However, each flow is treated as an individual unit, and thus, the admission control advantage of flow aggregation is not present.
In this paper, we present a scheduling protocol that has the advantages of both of dynamic packet state and flow aggregation. Therefore, no per-flow state is maintained at the core routers, and flow aggregation is used to improve admission control.
In addition to the scheduling protocol requiring no per-flow state, the signaling protocol must also avoid per-flow state. Signaling protocols with no per-flow state are in general divided into two categories: observation methods and bandwidth-broker methods. Observation methods [1] [19] estimate the resource requirements by observing the traffic through the router. This inherently leads to an inaccurate estimation of the rates of flows traversing the router, since flows may temporarily generate packets at a rate lower than their normal rate. In bandwidth-broker techniques, resource reservation is managed by a bandwidth broker [16] [23] . This only shifts the burden of managing a large number of flows to a centralized broker, but does not reduce the amount of state to be maintained. Furthermore, centralized brokers are vulnerable to faults, and distributed brokers have the difficulty of maintaining their state synchronized.
Below, we present a signaling protocol that maintains a constant amount of state per router. Nonetheless, the signaling protocol is accurate and resilient to process and link failures. By combining our signaling protocol with our scheduling protocol, we obtain a complete system to provide QoS without per-flow state.
Finally, rather than restrict ourselves to a network consisting of a single core network, we consider a network consisting of a set of core networks interconnected by gateway routers. In this network, only ingress/egress routers maintain per-flow state. Once a flow enters a domain, no state is maintained for this individual flow as it traverses gateway routers from one domain to the next.
The paper is organized as follows. Section 2 presents the QoS model. Flow aggregation in a core network, along with its advantages and disadvantages, is presented in Section 3. The application of flow aggregation to a single core network is given in Section 4. Dynamic packet-state, and its application to an aggregating core network is presented in Section 5. Simulation results are presented in Section 6. Extending the protocol to multiple core networks is given in Section 7. Finally, our signaling protocol is given in Section 8. Concluding remarks follow in Section 9.
bound is not violated. If enough resources are not available, the flow is rejected.
Each output channel of a computer is equipped with a scheduler. A scheduler receives packets from flows whose path traverses the output channel of this scheduler. Whenever its output channel becomes idle, the scheduler chooses a received packet and forwards it to the output channel.
A packet exits a scheduler when the last bit of the packet is transmitted by its output channel. We adopt the following notation for each flow f and each scheduler s along the path of f . We define the start-time S s,f,i of packet p f,i at scheduler s as follows [5] [11] . Assume s were to forward the packets of f at exactly R f bits/sec.. Then, S s,f,i is the time at which the first bit of p f,i is forwarded by s. More formally, let f be an input flow of scheduler s. Then,
Assume that scheduler s forwards the packets of an input flow f at a rate of at least R f . Then, each packet p f,i exits scheduler s not much later than its start time, S s,f,i . We refer to these schedulers as rate-guaranteed schedulers [5] [11] [15] . More formally, a scheduler s is a rate-guaranteed scheduler iff, for every input flow f of s and every i, i ≥ 1,
for some constant δ s,f,i . We refer to δ s,f,i as the delay of packet p f,i at scheduler s, and we refer to S s,f,i + δ s,f,i as the deadline of p f,i at s. We assume all schedulers are rate-guaranteed schedulers that provide rateindependent delay. Also, as commonly done in the literature [10] [11] [25] , we assume the delay is fixed for all packets of the same flow, i.e., each flow f has a delay constant δ s,f at scheduler s.
For example, by choosing
The delay of a packet across a sequence of rate-guaranteed schedulers is well known [5] [8] [11] [25] . Since the start-time of a packet determines its exit time from a scheduler, then a bounded end-to-end delay requires a bounded per-hop increase in the start-time of the packet. This bound is as follows. 
To ensure packets exit by their deadline, a scheduling test must be performed for each scheduler to determine if enough resources are available. Optimum scheduling tests have been presented in [25] . The scheduling test for constant packet sizes has too great of an overhead to be implemented in practice. Furthermore, the Internet is likely to allow variable packet sizes. The scheduling test that allows each flow to have variable packet sizes (up to a maximum) is more relaxed, and is as follows. 
We will focus on the above scheduling test throughout the paper.
Flow Aggregation
We next describe the aggregation of multiple flows into a single flow. The purpose of flow aggregation is two-fold [5] [7] : first, to reduce the number of flows that must be managed by each router, and second, to improve admission control to the network. After introducing the concepts of flow aggregation, we apply flow aggregation to the specific case of a core network.
Aggregators and Aggregate Flows
A simple flow is a potentially infinite sequence of packets generated by an application. That is, the flows considered earlier were simple flows. A flow f is a constituent of flow g if the packets of f are a subset of the packets of g. The reserved rate, R g , of aggregate flow g is simply the sum of the reserved rates of the constituent flows of g.
A scheduler that receives as inputs a set of flows f 1 , . . . , f n , and produces as output a single aggregate flow g, by merging the packets of the input flows, is called an aggregator. A scheduler whose set of input flows is the same as its set output flows is called a non-aggregating scheduler. A separator is simply a process that receives as input an aggregate flow, and produces as output the set of constituents of the input flow. We assume a separator causes no packet delay.
Although it is possible to aggregate several aggregate flows into a new aggregate flow, i.e., multi-level aggregation, for purposes of this paper we consider only single-level aggregation. That is, only simple flows will be aggregated together. Thus, we say that flow g is the root of flow f at some point in the network if g contains the packets of f at this point in the network. Thus, if at some point f is aggregated into flow g, then g is the is root of f , and if f is not aggregated at this point, then f is its own root.
For each input flow g of a scheduler, the scheduler is unaware of the constituent flows contained by g (or simply chooses to ignore them). It thus schedules the packets of g as if g were a simple flow with reserved rate R g , and the start and finishing times of each packet of g are defined accordingly
We assume all aggregators are start-time schedulers. Hence, every input packet p f,i will exit an aggregator s no later than time S s,f,i + δ s,f,i .
Consider as an example the computer with four input/output channels depicted in Figure 1 together to form flow g. I.e., f and h are the constituents of g. Flows e and g are forward to the output channel by a non-aggregating scheduler, and they remain separate in the output channel.
Note that the aggregator and the scheduler are in the same computer, which allows the aggregator to forward packets to the scheduler without delay. In this case, we view the output channel of the aggregator as having infinite capacity.
Fair Flow Aggregation
We next investigate the end-to-end delay of a flow f as it traverses a network containing flow aggregators and separators. To guarantee a low end-to-end delay to each flow, the behavior of flow aggregators must be restricted, for the following reason.
Consider again Figure 1 . Scheduler t is not aware that its input flow g is the aggregation of two flows, f and h. Hence, scheduler t only guarantees the exit time of each packet p g,j to be at most S t,g,j + δ t,g , and makes no guarantees about the exit times of packets from f and h.
Since the exit time at scheduler t depends on the start-time of each packet, we would like to bound the start-time of flow g at scheduler t as if no aggregation had occurred. For example, assume instead that s is a non-aggregating scheduler, and thus, f , h, and e are individual input flows of scheduler t. Then, from Theorem (1), and s being a start-time scheduler,
Let p g,j = p f,i , i.e., the jth packet from g is the ith packet from f . We would like to obtain a similar relationship between S t,g,j and S s,f,i as the one above between S t,f,i and S s,f,i . This will bound the exit time from t of p f,i as a function of S s,f,i . We choose the bound as follows.
for some constant λ s,f , λ s,f ≥ 0. From (3), t being a start-time scheduler, and p f.i = p g,j , we conclude,
Therefore, the bound of Relation (3) 
where t is the next scheduler of g, and
Note that for a non-aggregating scheduler s, if s is a start-time scheduler, then from Theorem 1, λ s,f = δ s,f . Thus, all non-aggregating start-time schedulers are fair.
As mentioned earlier, all aggregators are assumed to be start-time schedulers. However, it is easy to show that the opposite is not always true, i.e., an aggregator can be a start-time scheduler, but not a fair aggregator [5] . That is, S t,g,j may diverge from S s,f,i . Further below we present a simple technique to implement a fair aggregator.
End-to-End Delay
We next discuss the end-to-end delay of a flow in the presence of aggregation. If each aggregator is fair, then the increase in the start-time of each packet is bounded as it goes through aggregation. Therefore, we expect the end-to-end delay to be bounded in a way similar to that of Theorem 1. 
By comparing Theorem 1 and Theorem 4, we see that the end-to-end delay obtained via flow aggregation is similar to the end-to-end delay obtained without flow aggregation. However, the following must be stressed. Consider a pair of flows f and h that are aggregated to form flow g. Since each scheduler cannot distinguish between f and h, both flows will experience the same per-hop delay throughout the entire path of g. Therefore, f and h should be aggregated together only if they have similar delay requirements.
Satisfiable Flow Sets
A set of flows is satisfiable at a scheduler if packets can be scheduled in a manner such that the deadline of each packet is not violated. In this section, we examine whether aggregating flows affect their satisfiability at a scheduler. As argued above, all flows that are aggregated together will receive the same per hop delay as long as they remain aggregated. From the above theorem, the same set of flows can be supported if a subset of these flows are aggregated together. Thus, by aggregating flows together, we reduce the total number of flows traversing a network, without sacrificing the set of schedulable flows. However, there is a subtle drawback which is not apparent from Theorem 5, which will be discussed in Section 4, where we apply flow aggregation to a core network.
Implementing Fair Aggregators
One final component is necessary in our discussion of flow aggregators, namely, the construction of fair aggregators. There are several techniques to do so [5] , each with its own advantages and disadvantages. In this paper, we present a new fair aggregator that suits well our aggregating core network of Section 4. Throughout the paper, we assume the behavior of an aggregator s is as follows. Let f 1 , . . . , f n be the input flows of s, and let g be its output flow. Thus,
where C s ≥ R g , be the capacity of the output channel of s. Aggregator s assigns timestamps to packets in the same way as done in the virtual clock protocol, and packets are forwarded in order of increasing timestamp. However, aggregator s is not work-conserving, as follows. If at time t it forwards a packet of size L, then it will not forward the next packet until
We refer to the above aggregator as a vc-aggregator. In Section 4, we make use of the configuration shown in Figure 2 . Here, one computer receives a sequence of flows f 1 , . . . , f n , (among other flows), and these flows are aggregated together into a single flow g. Then, flow g is given to another scheduler t that forwards its packets to the output channel of the computer, and into scheduler u of the next computer. 
A proof of this Theorem may be found in [4] .
Single Core Network
In [5] [7], we introduced the theory of flow aggregation. In this section, we apply this theory to the specific case of a core network where each flow has rate-independent delay.
Consider Figure 3 which depicts a core network. The core network consists of core routers, ingress/egress routers, and access networks. Access networks are attached to the core network via the ingress/egress routers.
Core router
Ingress/egress router Access network
Fig. 3. Core Network
Our goal is to reduce the number of flows that traverse the core network, and thus improve scalability. As flows enter through an ingress router, they are aggregated together. Aggregate flows traverse the core routers until they arrive to their corresponding egress router. Then, each aggregate flow is separated into its constituent flows, who in turn continue into the access networks of their destination.
Recall that only flows with the same start-time delay can be aggregated together. Since the scheduling test of Theorem 2 requires a linear number of steps in the number of different start-time delays, each flow cannot choose an arbitrary value for its start-time delay. This would significantly increase the cost of admission control. However, it is likely that only a small set of starttime delays will suffice for most flows. Thus, we assume there is a standard set of start-time delays from which each flow will chose its own. We denote the cardinality of this set by D.
According to the above, each ingress router aggregates those flows which are destined to the same egress router and which have chosen the same start-time delay. Thus, if there are M egress routers, each ingress routers generates a total of D · M aggregate flows. Assuming there are also M ingress routers, the total number of flows through the core routers is at most D · M
2
. Although not a trivial number, both M and D will be relatively small, keeping the number of flows through the core of the network manageable. Furthermore, assuming that we also have at least M core routers, the average number of flows managed per core router will be about D ·M , which is a sensible number. 
As an example, consider . Then, the test (4) above for δ = δ 1 is simply 
We can clearly see that the left-hand side of the inequality has decreased significantly with flow aggregation. In particular, only a single packet of the flows a 1 , . . . , a n and a single packet from flows f 1 , . . . , f m is included. Thus, the scheduling test becomes more relaxed, and a larger number of flows may be supported.
There is however, a subtle issue that must be addressed. Ingress routers use the configuration of Figure 2 , and from Theorem 6, the increase in the start-time of a packet p f,i traversing an ingress router s is at most
In a core network without aggregation, the increase in the start-time would simply be δ t,g = δ t,f . Thus, we have an additional increase of
in the endto-end delay. To compensate for this, flow f may have to choose a per-hop delay smaller by
, where h is the number of hops traversed by f in the core network.
For example, without aggregation, flow f may choose a per-hop delay of δ 4 in Figure 4 , but under flow aggregation it may have to choose δ 2 . In principle, the number of packets counted in Relation (4) decreases for δ = δ 4 if f is aggregated, and assuming there is at least one flow that chose δ 2 , the number of packets counted in Relation (4) for δ = δ 2 and for δ = δ 3 does not increase. However, there is a total increase of (δ 3 − δ 2 ) · R f to the test case of δ = δ 3 , and a total of (δ 4 − δ 2 ) · R f is added to the test case of δ = δ 4 . It can be shown that either of these is about
Thus, the test cases for δ 1 and δ 2 remain unaffected, the test case of δ 3 increases a little, and the test case for δ 4 decreases. In general, we expect an improvement in the number of flows that can be accepted by a scheduler. We will investigate this further via simulation in Section 6.
A final issue to consider is that due to the increase in delay of
, a flow may be unable to meet its end-to-end delay, even if it chooses the smallest per-hop delay δ 1 . In this case, either the flow is not aggregated (thus avoiding the increase of
), or the flow is rejected.
To allow the largest possible number of flows, we choose not to aggregate the flow. However, if the flow is not aggregated, this has the potential of increasing significantly the number of flows managed by core routers. To avoid this increase in the state managed by core routers, we take advantage of the dynamic packet state technique [9] [19] [13] .
Dynamic packet state is a technique by which the deadline of each packet is computed from information in the packet's header, independently of other packets. In this manner, no per-flow state needs to be maintained at each router [9] [19] [13] . Dynamic packet state has been mostly applied to ratedependent delay, but it is also applicable to rate-independent delay as follows.
Consider two consecutive schedulers, s and t, of flow f . From Theorem 1 and the definition of S,
Assume the above is forced to be an equality, that is,
for all p f,i . Then, the following holds.
Note that δ s,f is independent of other flows, and thus, p f,i could carry δ s,f in its header.
Before s forwards p f,i to t, s computes S t,f,i as given in Equation (5), and stores S t,f,i in p f,i . Hence, t receives the value of S t,f,i from s. However, Equation (5) is valid only if A t,f,i = S t,f,i . To ensure this, if p f,i arrives earlier than S t,f,i , it is kept in a buffer until time S t,f,i , then it is considered "arrived" and may be scheduled for transmission. Thus, the deadline S t,f,i + δ t,f of p f,i at t is computed without per-flow state.
Using dynamic packet state solves the problem of allowing flows into the core network that have not been aggregated. Since each packet carries all the information to compute its deadline at each hop, no per-flow state is needed in the core routers.
Note that the M · D flows maintained by each ingress router are maintained using a traditional state-full approach. This however does not introduce a problem, since it is easy to show that a router may maintain some traditional flows along with some dynamic packet-state flows without violating the deadline of any packet.
Note also that it is possible for the ingress router to use dynamic packet state with each of the M · D aggregate flows it maintains, rather than using a Per-hop delay δ 5 · 1.2 n , 0 ≤ n ≤ 9 Table 1 Simulation parameters.
traditional state-full approach across the core network. In this manner, each core router will maintain no per-flow state, neither for aggregated flows nor for simple flows.
Simulation
In this section, we simulate the behavior of our protocols and compare the performance of a core network with and without aggregation. The topology of our core network is shown in Figure 5 , which is inspired on the early NSFNET network topology.
We have chosen this topology for two reasons. First, it is based on a topology actually used in practice. More importantly, it is a topology that is not well suited for aggregation (as explained below), and thus, if aggregation is useful in this topology, it is likely to be of use in many topologies.
The parameters of the simulation are shown in Table 1 .
The source and destination of each flow is chosen at random. The end-to-end delay requirements of the flow are chosen uniformly between its maximum and minimum value. Likewise, the data rate of the flow is chosen uniformly. Ten different values of δ are supported, with a 20% increase from one to the next, starting with 5 milliseconds and ending in 25 milliseconds.
Note that the average value of L max /R is 16 milliseconds. Furthermore, the maximum number of hops is three (with an average of two). Therefore, many calls will not be aggregated simply because this additional delay is too large, and even with the smallest value of δ it may not be possible to achieve the desired end-to-end delay, and thus the flow must be sent without aggregation. Furthermore, since there are so few hops, the value of L max /R must be spread over two hops on average, for a decrease in the value of δ chosen of about 8 milliseconds. This makes call admission more difficult. Nonetheless, even under these circumstances, the core network with aggregation outperformed the core network without aggregation. Figure 6 shows the total number of flows dropped as a function of the flow arrival rate. Figure 7 shows the flows dropped as a percentage of the total number of flows generated. With flow aggregation, the percentage of calls dropped consistently maintained itself about 11% lower than without flow aggregation.
Multi-Core Networks
We next consider a more general network topology. Rather than considering a single core network, we consider a small set of core networks, as shown in Figure 8 . Neighboring core networks are connected via gateway routers, and packets may traverse multiple core networks on their path to their ultimate destination.
Our goal is to maintain a state-less network while maintaining the advantages of flow aggregation as discussed earlier. In a multi-core network, only ingress nodes will maintain state for each flow that enters the network. Neither gateway routers nor core routers maintain per-flow state. Therefore, for each flow there is only one router that maintains detailed information about this flow, namely, the ingress router of the flow. Flows are aggregated as before. That is, all flows through a core having the same entry point, exit point, and per-hop delay are aggregated together. However, since gateways are, in addition to ingress routers, entry points into a core network, then gateways must also be involved in flow aggregation. Since gateways do not maintain per flow state, their aggregation must be done in a state-less manner.
The use of dynamic packet-state requires each packet to include its per-hop delay in its header. We assume that each flow is free to choose a different perhop delay for each core network it traverses. Therefore, each packet carries a list of per-hop delays, one for each traversed core network. As the packet crosses into a new core network, the next per-hop delay value in the header is used.
Consider again Figure 2 . Let the first computer be an ingress router, and an input flow f is being aggregated to cross the core network. Since this is an ingress router, the router maintains per-flow state for f . Before each packet of f departs the computer, its start-time at scheduler t must be included in its header to support dynamic packet-state scheduling. However, in addition, we add to the header the start-time of the packet at the vc-aggregator s
1
. The reason for this is given below.
Assume flow f exits the core network via a gateway router into a neighboring core network. Since the gateway router does not maintain per-flow information for f , it must be able to compute its start-time from the header of each packet. Let δ f be the per-hop delay of flow f for this core network. Each packet of flow f incurs an increase in its start-time of δ f per hop. Also, from scheduler s to scheduler u, each packet has an increase in start-time of at most
(see Theorem 6) . Therefore, the total increase in per-hop delay from the vcaggregator at the ingress router to the vc-aggregator at the gateway router is at most
where h is the number of hops to the gateway router.
Hence, in addition to the value δ f , each packet of f carries also the value
in its header. In this way, the gateway can compute the start-time of the packet at its vc-aggregator without per-flow state. Thus, the packets of f can be aggregated and scheduled at the gateway without per-flow state, as desired.
Signaling Protocol
We next present our signaling protocol to guarantee QoS to each flow, without maintaining per-flow state at each scheduler. We begin by examining how much information is needed to determine if a set of flows is schedulable. Then, we present the general method of our signaling protocol. Finally, we refine the method for our specific case of a multi-core network.
From Relation (4), each router requires to know, for each per-hop delay supported, how many flows have chosen each delay value, and what is the sum of their rates. Therefore, each router only needs to maintain a constant amount of information per output channel to determine if the set of flows traversing the output channel are satisfiable.
The objective of the signaling protocol is to maintain the above information current at each router, even though new flows arrive to the scheduler and existing flows terminate. To achieve this in a fault-tolerant way, soft-state is desired. That is, information about a flow should be removed from a scheduler in the event that the flow abnormally terminates.
To maintain soft-state, each ingress router, for each flow, sends Refresh messages periodically along the path of the flow. These messages contain the reservation information of the flow such as its per-hop delay and reserved rate. We assume that the network will forward Refresh messages with sensible reliability. This can be accomplished in many ways, such as reliably transferring Refresh messages across each hop, or reserving buffer space and a small amount of bandwidth for Refresh messages. Refresh messages will not be a performance drain for the network, since they are sent infrequently. As an example, consider Figure 9 . In Figure 9 (a), an existing flow f traverses scheduler s, and we assume its information is included in all four variables of the scheduler. In Figure 9 (b), the Reserve message of a new flow g is received.
Since g is new, the information of g is added both to the shadow variables and the regular variables. In addition, the source of g learns the value of SwapBits s . In Figure 9 (c), a state update occurs: the shadow variables are assigned to the regular variables (which does not change their value since they currently are the same), the shadow variables are reset to zero, and SwapBits s is flipped. In Figure 9 (d), f sends a Refresh message, and since SwapBits s has changed, the information of f is added to the shadow variables, and f learns the new value of SwapBits s . In Figure 9 (e), g sends a Refresh message, and likewise, the information of g is added to the shadow variables, and g learns the new value of SwapBits s . Finally, in Figure 9 (f), another state update occurs.
We next address how often the source of a flow should send a Refresh message. We assume signaling messages include the time they were created. Furthermore, we assume a bound, D, on the time for a signaling message to traverse the network. A signaling message created at time t is discarded by a scheduler if it is received at a time greater than t + D. State updates of different schedulers are not required to be synchronized. The only assumption is that each scheduler performs updates at least T seconds apart.
Fig. 10. Timing of Refresh messages
Consider Figure 10 . Let s be a scheduler in the path of flow f . A state update occurs in s at time t 0 , and another at time t 2 . At time t 1 , the source of f transmits a Refresh message, which arrives at s in the interval (t 0 , t 2 ). Thus, at least one Refresh message from f must arrive at s in the interval (t 2 , t 3 ). In the worst case, t 1 is almost equal to t 2 , which implies that the next Refresh message must arrive at s no later than t 1 +T , i.e., it must be sent no later than t 1 + T − D. Furthermore, the next Refresh cannot be sent until a RefreshAck is received for the first Refresh, which at the latest will occur at time t 1 + 2 · D. Thus, we require
That is, 3·D < T , and the interval between successive transmissions of Refresh messages should be at most T − D.
Fault Tolerance
We next examine the effect of network faults on our signaling protocol. In particular, we consider the following: 1) delayed or lost signaling messages, 2) link failure, 3) process failure, 4) routing changes.
First, consider case 1). As mentioned in the previous section, a signaling message that is excessively delayed (more than D seconds) is discarded in the network. Consider then lost messages. If an ingress router does not receive a RefreshAck due to a lost message, then the source terminates the flow. This should occur rarely, since signaling messages are treated reliably. However, the network resources of the flow must be de-allocated. This happens automatically as follows. At any scheduler s, within T seconds, the shadow variables are assigned to the regular variables, and the shadow variables are reset to zero. This is performed again within T more seconds. Thus, within 2 · T seconds of the failure, the information of the flow disappears from s.
Cases 2) and 3) are similar to 1). However, due to the failure, the path from source to destination may change before the flow is terminated. For correctness, future Refresh messages and data packets must follow the original path where the resources are allocated.
There are multiple techniques to restrict a flow to a given path, such as [3] and [20] , among others. Due to lack of space we do not discuss their application to our signaling protocol. Instead, as an example, we present the following simple technique. Let d be the destination of f . Each ingress router and gateway router c maintains a bit, Route c,d , which is flipped every time the path across its core network to reach destination d changes. The ingress router of f learns the value of Route c,d when it reserves resources for f , and stores the value in a bit, r c,f , which is included in every subsequent message (either signaling or data) from f . Thus, each message carries a bitmap with a bit for every core network along the path of f . If gateway c receives a message with 
Signaling for Aggregation
We enhance the above signaling scheme for the case of aggregation. Each signaling message carries, for each core network it traverses, a bit indicating if the flow is aggregated in this core network. If a flow is not aggregated across a core network, then it is treated as described above.
Consider a flow that is aggregated across a core network. The signaling message will traverse across core routers and gateway routers.
Consider the gateway router. The gateway must keep track of, for each perhop delay value and each outgoing router from its core network, the number of flows being aggregated and the sum of their rates. The gateway router can maintain this information also as described above.
The difference lies in the core routers, in particular, with respect to aggregate flows. Note that each aggregate flow must be counted only once. Thus, if signaling messages from the constituent flows are received, then, although their rates should be added to the state maintained by the core router, the count of flows should be increased only once. To ensure this, if the bit in the header indicates that the signaling message is from a flow that has been aggregated, then only its rate is added to the state of the core router, and the count of flows is not increased.
This leaves us with the remaining task of how to ensure the core router counts the aggregate flow once. To do so, the aggregating router, either an ingress router or a gateway router, originates signaling messages of its own, by sending a single Refresh message for each of its aggregate flows. This ensures each core router counts the aggregate flow only once. However, these signaling messages have a rate of zero. This is because the rate of the aggregate flow is added to the state of the core router by the sum of the rates of the signaling messages of the individual flows.
Concluding Remarks
We presented an alternative approach to provide QoS guarantees without perflow state at each router. We presented a signaling protocol that maintains a constant amount of state per router. Even though it has a constant amount of state, the signaling protocol is accurate, and it is also resilient to process and link failures. Our packet scheduling technique is a combination of the dynamic packet state technique of [19] and flow aggregation techniques of [5] [7] .
Our earlier work focused on rate-proportional delay, namely, where
. Under this assumption, it can be proven that aggregation is superior to nonaggregation.
In this work, we have focused on rate-independent delay, where the value of δ f is chosen by flow f and is independent of its reserved rate. This choice required modifications to the way packets are scheduled and to the signaling protocol. The additional increase of
in the delay of f when using aggregation is a significant factor to consider especially when the number of hops through the network is small, which prevents this delay from being amortized among many hops. Nonetheless, we have shown that even under these conditions flow aggregation outperforms no-aggregation.
