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Abstract—
Systems are more and more expected to work in 
dynamic environment, to deal with fluctuation of their 
characteristics and to guaranty functional and non-
functional requirements. Systems should also keep 
compliant with the contracted quality of service. 
Moreover, when necessary, services and aspects should 
be added or removed on line. In this paper, we overview 
major approaches to deploy, reconfigure and adapt 
applications and underlying software platforms. These 
changes should be realized according to the evolving 
context and execution environment so that systems can 
stay compliant with the specifications and requirements 
of the application. We end this position paper with a 
vision on future directions and developments.  
Introduction 
To cope with the new demands, software systems 
have to evolve continuously. In addition, new systems 
embody a rich set of components implementing complex 
behavior such as distributed processing, various 
communication protocols, presentation, data support, 
fault-tolerance management, real-time support, 
transactional support, etc. Furthermore, the execution 
context of modern distributed systems is not static but 
fluctuates dynamically. To provide the expected 
functional service with the desired qualities,  systems 
should be composable and adaptable. This requires 
proper decomposition of system into components with 
the appropriate composition operators and autonomous 
and dynamic self-adaptation mechanisms that take into 
account the evolution of the execution context and 
environment fluctuations. We term such systems as auto-
adaptive systems (AAS). 
The new multimedia telecom services could benefit 
from AAS since they can be deployed optimally on 
network equipments, be adapted to the available 
resources and be reconfigured automatically according to 
user’s mobility, preferences, profiles and equipments. 
To design AAS effectively, one has to deal with the 
following concerns: The first one relates to the 
deployment of the software on hardware platforms. This 
requires considering various constraints such as safety, 
security, liability, load balancing and performance. The 
second concern is dynamic reconfiguration of the system 
when the execution context changes to such an extend 
that the present configuration is not optimal anymore. 
The third concern is the continuous on-line adaptation of 
the execution to the environment. This may take place, 
for example, if the available resources fall below a 
certain threshold. Last but not least, an overall concern is 
to guarantee non-regression and safety when the system 
changes its configuration. 
This paper first gives an overview on the dynamic 
reconfiguration and adaptation techniques. The paper 
will end with prospective directions and a vision on the 
perspectives of dynamic adaptable and reconfigurable 
systems. We think that binding components on-line 
through connectors and by using introspection and 
intercession is a very promising approach in realizing 
dynamic, adaptive and reconfigurable systems. 
1. Dynamic reconfiguration 
Traditionally, reconfiguration takes place during 
maintenance or when a new version of the system is 
installed. A reconfiguration process may be applied for 
rearranging the elements of various parts of the system, 
such as applications, platforms, system architectures, 
underlying infrastructures and management facilities. A 
dynamic reconfiguration process has to address the 
following issues: 
-  Structural changes: These are the changes that impact 
the topology of the application. Structural changes 
usually consist of adding or removing components or 
modifying connections among components. 
- Geographical changes: Such changes impact the   
distribution of the components and their localization. 
Geographical changes are especially used for load 
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balancing, fault tolerance, and adaptation to the 
fluctuation of available resources. 
- Interface modification: It consists of changing the 
interface of a component to make it more compliant to the 
callers expectations. The signatures of the provided 
services are modified and extended while keeping the 
compliancy with previous versions. 
- Implementation modification: It consists of changing the 
internals of a component, modifying its execution or 
updating its execution schema.  
One important problem concerning reconfiguration 
is to assure the global consistency of a new 
configuration. Another problem is to guarantee that the 
ongoing activities of the system will keep running 
correctly, while configuration process is in progress. 
Within this context, among others, the following 
problems have to be considered: 
- Maintaining application consistency: Internal states of 
the components must not be affected by changes in 
architecture. 
- Preserving bindings of the components: Bindings have 
to be preserved by redirecting the calls to new 
components and managing transient states. Dynamic 
binding is, for example, a well-known solution to this 
problem. 
- Initializing new components: New components must be 
initialized with adequate internal state variables, contexts, 
program counters and registers. We term such a 
configuration as strong dynamic reconfiguration1.
- Preserving communication channels by avoiding 
message loss, duplication or excessive delays. 
Dynamic reconfiguration of a system requires 
information about running applications. In addition, to 
reconfigure the system,  the necessary control protocols 
must be defined. A meta protocol with run-time 
observation and modification primitives may be adopted 
for this purpose. Such a protocol should offer 
mechanisms to redirect the calls and to initialize new 
components. Triggering and realizing reconfigurations 
should be based on (a) specified criteria and (b) 
periodical measurements on the evolving infrastructure. 
For example,  performance criteria may require the 
migration of some components so that they are “closer”
to the demand. An alternative reconfiguration is to host 
components on a less loaded hardware, so that the 
components can execute faster. 
1
 The so-called strong mobility mechanisms address 
similar issues.  
Two major research approaches for dynamic 
reconfiguration of distributed systems were proposed. 
The first one is based on the adding configuration 
elements to the application modules. For instance, 
Polylith [PORT94], a distributed programming 
environment, allows structural, geometric and 
implementation changes. A configuration specification in 
the Polylith language may consist of the following 
elements: (a) definition of the interfaces of application 
modules in terms of provided services (define input); (b) 
required services (use output); (c) localization of the 
source files; and (d) links between the required and the 
provided services by the modules. Polylith offers a 
solution for structural changes by explicitly specifying 
component bindings and by on-line replacing and 
duplicating modules. To ease the control of execution 
flows, reconfiguration should be initiated at some 
specific execution points. Reconfiguration sequence 
consists of two steps: waiting to reach a reconfiguration 
point; and blocking communication channels (to manage 
the messages in transit) while the module context is 
encoded and a new module is created.  
Another way to change the configuration of an 
application structure is proposed by the Durra 
programming environment. This is used for error 
recovery purposes, where the reconfiguration is based on 
event-triggering mechanism. Each of these approaches 
implements their reconfiguration mechanism in the 
source code. 
The second approach for dynamic reconfiguration 
of distributed systems is based on components and 
configuration languages. It differs from the first 
approach mainly in supporting various interaction 
schemas. In addition, component-based approaches 
provide additional run-time flexibility.  For instance, 
architecture description languages (ADLs) may be used 
to create, validate and update architectures. ADLs are 
useful in expressing components hierarchy, and in 
specifying interactions, application deployment and the 
dynamic features of applications. They support quick 
generation of prototypes and provide means to configure 
and administrate it. Basic ADLs have a limited 
semantics related to specifying interfaces. More 
elaborated ADLs allow specifying behavior and/or non-
functional properties (performances, security, 
availability) by using additional interfaces to generate  
and deploy executable code. UniCon [Shaw95], Olan 
[Bell00], Aster [Issa98] and C2 [Medv99] use the 
descriptions of applications to automate the deployment 
process. Rapide [Rapi97] and Wright [Alle97] allow the 
user to specify the behavior of various entities of the 
system. This information can be used to analyze 
potential scenarios. In particular, Wright uses a formal 
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framework for specifying component interconnections. 
The key idea of this approach is the specification of 
architectural connectors in terms of a collection of 
protocols that characterize participant’s roles in an 
interaction. They also show how interconnection 
compatibility can be checked based on semantic 
information. FLO/C [Gunt98] allows the operator to 
specify rules that should govern the interaction between 
components or activities, and preserve the integrity of 
the system. These rules are integrated into the code of 
the connector when generated. The grammar of FLO/C 
contains preconditions, which may trigger some function 
according to the used operator2. To guarantee that there 
is no occurrence of a cycle in the calling tree, rules are 
parsed and semantically checked. 
2.   Dynamic  adaptability 
On-line adaptable systems should react to 
fluctuating environments. For instance, if users get 
connected to wireless multimedia telecom services 
during rush hours, dynamic adaptability may be required 
to master the adaptation instead of dropping calls 
rejecting packets arbitrarily with no care about the 
rendering. 
The objective here is to adapt the behavior of 
applications to the fluctuations in their environment 
without reconfiguration; in case light-weight highly 
reactive solutions are required, dynamic adaptability 
should be preferred to dynamic reconfiguration. 
Dynamic adaptability is especially suitable when fast 
and frequent reactions are required. Adaptations should 
be realized without degrading the availability of the 
applications. To provide such a light-weight adaptability, 
the system should specify, a priori, how to preserve 
consistency, and how to realize component binding and 
communication channels. 
In the following, we list ten major approaches that 
can be used to dynamically adapt services:  
- Composition Frameworks, with pluggable components is 
similar to electronic cards in a cabinet, where each slot is 
reserved to a component of a predefined family with 
compliant specifications. Composition Frameworks is also 
suitable in adapting crosscutting concerns, called aspects.
An aspect cannot be encapsulated by a single component, 
but the implementation of its behavior is scattered to 
multiple components. Aspect-oriented techniques provide 
2
 . The system provides the following operators: 
impliesLater, implies, impliesBefore, permittedIf, and 
waitUntil.
means to express aspects explicitly. Composition 
Frameworks allows interchanging components and 
aspects dynamically [Cons01]. 
- The Strategy pattern is commonly used to implement 
dynamically changing algorithms (also called strategies). 
This pattern separates alternative algorithms that are to be 
changed from the adaptation mechanism that implements 
the change. Introspection mechanisms may capture state 
changes and set up the expected adaptation, if necessary. 
- The aspect oriented programming, as exemplified by 
AspectJ enables aspects be expressed in the Java 
programming language. Alternative aspects are statically 
weaved into the source code. Aspects can be interchanged 
at run-time using the dynamic dispatch mechanisms of the 
Java language. 
- In the composition filters approach, filters intercept 
messages  that are sent and received by components. 
Filters can be applied to all input and output messages or 
filters can select particular messages. Sequencing filters 
may require specific order in case filters change the 
content of the messages [Berg01]. Combined with the 
superimposition mechanism, filters are able to express 
aspects. Since filters are defined as declarative message 
manipulators, they are implementation independent. They 
can be compiled into source code or be preserved as run-
time message manipulation modules. In case of run-time 
implementation, filters can be dynamically attached to or 
removed from the components.  
- Connectors are special kind of components that are used 
to connect components that interact with each other. 
Connectors may play a certain role in the interaction 
process.  Connectors may be interchanged if necessary. 
Connectors are modeled using first order automata, which 
defines the states of collaboration. 
- Composition paths are used to select the elementary 
services that are incorporated within the families of 
services [Hong01]. The selection is specified according to 
a predefined path (extraction, coding and transferring 
infrastructure for video service). In this approach, many 
configurations can be defined and various services can be 
interchanged. The stages of composition paths, however, 
are frozen and there is no way to consider new steps 
dynamically. 
- Interaction patterns are used to chain meta-objects so 
that meta-controllers can be composed. This requires 
specification of the partially ordered relations among 
meta-objects (priority, order of the declaration). Runtime 
composition needs detailed knowledge of all the meta-
objects that have been already chained, and of the 
important properties of the wrappers (conditional, 
mandatory, exclusive, modificatory). This information is 
necessary for proper composition  of meta objects 
[Pawl99]. [Blay02] proposes an approach with more 
control structures so that composition of calls can be 
managed in any order. 
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- Adaptive middleware is based on underlying components 
and network services and used to implement adaptive 
behavior, for example, to deal with performance 
fluctuations, security needs, hardware failures, network 
outages, fault tolerance, etc. In this approach, reflection is 
used to gather contextual information so that the 
middleware services can be adapted according to the 
context of execution. Along this line, various projects 
proposed extensions to CORBA so that CORBA can 
govern more dynamic behavior [Fitz98] [Kuhn98] 
[Beck01]. 
- Injectors intercept communications so that new behavior 
can be inserted, for example for changing routing, or for 
transforming and  filtering messages. Each injection 
should affect a limited set of specific components 
[Film01]. The approach is inspired from programmable 
active networks. 
- Adaptive component interfaces using dedicated 
programming languages [Kast02] can be used, for 
example, to modify structures and components, and to 
generate adaptive components. As an example to this 
approach, the programming language AJ introduces a 
meta-level protocol to observe and modify base level 
executions. 
3. A vision for dynamic component binding  
A component-based program generally consists of 
declaration of components, connectors and a 
configuration specification, which defines the global 
structure of the application. 
Currently, Enterprise Java Beans (EJB) and the 
CORBA Component Model (CCM) are the two popular 
approaches in developing component-based architectures 
and configuring their deployment. It provides interaction 
interfaces between clients, containers, components and 
concentrators. EJB introduces the so-called deployment 
descriptor, which can be used to describe the 
prerequisites for each component. The existing tools for 
component composition, such as Visual Java and Visual 
Age cannot adequately specify dynamic creation and 
deletion of components and connections.  These systems 
also do not provide means to check the validity of 
compositions at semantic level. 
CCM model is based on four nominal models, 
which can be used for analysis and design of such 
systems: abstract model, programming model,
deployment model and execution model. The abstract 
model describes the way to express interfaces and 
component properties. Configuration properties are 
specified as component attributes. The programming 
model uses the Component Implementation Definition 
Language (CIDL), which describes the implementation 
structure of a component. This makes it possible to 
generate a component skeleton, which can be extended 
with functional scripts, using Component 
Implementation Framework (CIF). The framework is 
used to describe the interactions between functional and 
non functional parts of the implementation of 
components. The deployment model is supported by 
component packages which are the unit of distribution 
and configuration. The deployer is in charge of writing 
deployment descriptors for plugging interactions. If 
deployment adaptation is required, integrators or 
interaction patterns may be defined by the deployer. 
Deployment descriptors give information about which 
services to use and may be customized in order to adapt 
the component to the specificity of the runtime 
environment (transaction, persistency, security, database 
support, etc.). Adequate interposition code is generated 
according to the information provided by the deployment 
descriptor. The execution model is based on component 
container mechanisms. The container intercepts the 
incoming requests and plays a similar role as the 
Portable Object Adaptor (POA). Separating application 
programming from deployment is a major contribution 
of component models. Code generators support only 
services of the platform. Moreover, code integration is 
predefined and the deployer is not able to adapt the code 
generation process in order to manage service 
composition. The CCM component model deals neither 
with dynamic integration of new services nor with 
dynamic customization of components. 
Component models provide various reflection 
possibilities. Dynamic adaptability may be reached using 
introspection (observing behavior) and intercession 
(changing behavior) at run-time so that the system can 
reconfigure itself and change its own behavior. An 
appropriate approach consists of setting up a 
Reconfiguration and Adaptation Meta-Level (RAML) 
which is in charge of observing the system, checking the 
compliancy of each application with its behavioral 
constraints and properties, and undertaking adaptation or 
reconfiguration actions. These actions consist of 
interchanging the components or modifying the 
connections between the components of the targeted 
application.  
Connectors are abstractions for component 
interactions. Connectors driven approach has many 
advantages. Connectors, for example, encapsulate 
component responsibilities and interdependencies for 
various kinds of collaborations as system level 
architectural patterns. In addition, a connector is a light-
weight component which functions as a glue of 
components and induces a low overload. A connector-
factory may be used to generate connectors according to 
the description of elementary services and aspects that 
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are selected for a specific collaboration. Each 
participating component can be represented by a label 
transition system (LTS) model. Its execution can be 
described by the flow of execution and the action 
subroutines of the LTS model. Composition correctness 
analysis may then be based on information provided by 
RAML using reflection. Much work has been done 
which may help in this direction [Keck98] [Pang02] 
[Mao01]. 
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Figure: Connector based reconfiguration and adaptation 
Introspection and intercession need to be supported 
by a semantic description, which specifies when and 
how components should be used in order to manage on-
line adaptable and reconfigurable system. Much work 
has been done for static approaches based on signatures 
and type checking. Some research work aims to provide 
more semantic information and dynamic adaptation and 
reconfiguration. Examples are [Kast02] with component 
absorption and metaification and [Chou03] with 
composition and customization of telecom services using 
connectors. 
Adaptive languages need precise grammar, which 
includes adaptation operations, verification and 
resolution tools and should be based on a control model. 
These issues are not yet fully developed in the proposed 
solutions and the same is also true for wrappers and 
configuration scripts. Composition operators should be 
defined uniformly both for components and aspects. 
Composition operators should not be limited to compile-
time (AspectJ, HyperJ) but also provided at deployment-
time and run-time (AdaptiveJava, Composition filters, 
Views, Dynamic Binding). Proposed environments will 
be more and more expected to offer a control level for 
rule verification, model and properties checking. 
Among promising approaches, feedback control 
systems present advantages to control dynamic adaptive 
and reconfigurable systems. Feedback control systems 
are based on the assumption that it is easier to correct the 
errors of a system during its operational phase rather 
than designing the system to be ideal at the creation 
time. Controlling the quality of software processes and 
products have many obvious advantages, such as 
improved client satisfaction, complexity reduction etc. 
However, designing an efficient and effective control 
system for this purpose is not trivial and demands 
solutions to several important and open research 
questions. 
Control systems have been successfully applied in 
almost all areas of engineering and extensive literature 
exists in this field [Dutt97, Kuo95], However, the 
formalisms adopted in traditional control systems 
[Dutt97, Kuo95], such as differential equations, are 
generally not suitable for controlling software products 
and processes. In the literature, intelligent controllers 
have been introduced for controlling complex systems, 
which cannot be expressed using mathematical models 
such as differential equations [Gupt96,Gupt00], By 
intelligent controller, we mean the application of soft 
computing techniques3 to the design of control systems. 
Most intelligent control systems, however, have been 
applied to other disciplines than software engineering, 
such as artificial vision, thermal processes, target 
identification, etc. 
Within the area of distributed systems, several 
researchers have experimented with the so-called 
quality-aware middleware systems [Blair00, Berg00] 
These systems generally adopt control architecture to 
monitor and improve the quality of service parameters of 
the middleware systems. Although software quality has 
been extensively studied in the literature [Iso98, Paul94], 
developing precise strategies for controlling the quality 
of software products and processes based on the 
principles of control theory has not been explored yet. 
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