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SPECTRAL SYNTHESIS FOR COADJOINT ORBITS OF
NILPOTENT LIE GROUPS
INGRID BELTIT¸A˘ AND JEAN LUDWIG
Abstract. We determine the space of primary ideals in the group algebra
L1(G) of a connected nilpotent Lie group by identifying for every pi ∈ Ĝ the
family Ipi of primary ideals with hull {pi} with the family of invariant polyno-
mials of a certain finite dimensional subspace PpiQ of the space of polynomials
P(G) on G.
1. Introduction
Let G be a connected and simply connected nilpotent Lie group and let g be
its Lie algebra. Let π ∈ Ĝ be an irreducible unitary representation of G. Then π
defines an irreducible unitary representation of the convolution algebra L1(G), the
space of the measurable functions f : G → C which are integrable with respect to
Haar measure.
Every equivalence class of representations π ∈ Ĝ defines the primitive ideal
ker(π) of L1(G), and the mapping Ĝ → Prim(G), π 7→ ker(π) is a bijection, since
G is type I and ∗-regular. Furthermore, the fact that G is connected and has
polynomial growth implies that there exists for every π ∈ Ĝ a unique minimal
ideal j(π) with hull {π} which is contained in every closed twosided ideal I with
hull(I) = {π} (see [Lu80]). It well known that the Schwartz space S(G) has a dense
intersection with ker(π) (see [Lu83a]). This implies then that ker(π)N is contained
in j(π) for N ∈ N large enough and is dense in it (see [Lu83b]).
On the other hand Kirillov’s orbit picture of the spectrum Ĝ of G tells us that
every irreducible unitary representation π of G is associated with a coadjoint orbit
Oπ ⊂ g∗. Since the data ker(π) and j(π) are determined by π and hence by the
Kirillov orbit Oπ , one can ask if the geometric structure of the orbit Oπ gives us
some information on the structure of the algebra ker(π)/j(π). For instance, one
would like to determine the set Iπ of all ideals I in L1(G) with hull {π}, the
so called primary ideals of L1(G). In the case where the orbit Oπ is flat, then
ker(π)/j(π) = {0}, i.e., π is a set of spectral synthesis. If the group G is step 3,
then the structure of the algebra ker(π)/j(π) has been determined in [Lu83a]: The
set Iπ of all twosided closed ideals of L1(G) contained in ker(π) and containing
j(π) is in bijection with the set of translation invariant subspaces of a certain finite
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dimensional translation invariant space Pπ of polynomials on g. This space Pπ is
determined by a weight type condition coming from the orbit Oπ.
In this paper we discover for every nilpotent Lie group G and every π ∈ Ĝ a
finite dimensional translation invariant subspace Pπ0 = P0 of polynomials on G,
such that the subspace Jπ,0 := {f ∈ S(G) | pf ∈ ker(π) for all p ∈ Pπ0 } is dense in
j(π) (Theorem 2.11). This theorem then implies that there exist for every maxi-
mal projection Q = Qξ (see Definition 3.3) a subspace P
π
Q of P
π
0 whose invariant
subspaces are in bijection with the set Iπ (see Theorem 3.13). In particular this
shows that the Schwartz space S(G) has a dense intersection with every primary
ideal of L1(G) (see Theorem 3.14). We then study the case where the space PπQ
is itself translation invariant (see Theorem 3.22). Finally we consider the ideals
that are L∞(G/N) invariant, where N = exp n with n the ideal generated by the
radicals of the elements in the coadjoint orbit corresponding to π, and then add
some examples.
The more difficult problem, which is completely open, is to determine explicitly
for groups of step ≥ 4 these spaces PπQ and their relations with the geometric
structure of the Kirillov-orbit Oπ. For this one needs precise estimates of the
growth of the functions pcπξ,η, which are products of polynomial functions p with
smooth coefficient functions cπξ,η. This means that the determination of P
π
Q forces
us to understand oscillatory Fourier integrals of the form
cξ,η(g) =
∫
Rd
ξ(Qπ(g, z))η(z)
iPπ(g,z) dz, g ∈ G,
where ξ, η ∈ S(Rd) and Pπ, Qπ : G × Rd 7→ Rd are some special polynomial
mappings coming from the realization of π as monomial representation.
1.1. Notations. Let as above g be a nilpotent Lie algebra. We can realize the
group G = exp g as the Lie algebra g itself by using the Campbell-Baker-Hausdorff
multiplication
X ·Y := X ·CBHY = X+Y +
1
2
[X,Y ]+
1
12
[X, [X,Y ]]+
1
12
[Y, [Y,X ]]+· · · , X, Y ∈ g.
The Haar measure of this group (g, ·CBH) is then Lebesgue measure on the real
vector space g. Let g∗ be the dual of g and denote by
〈·, ·〉 : g∗ × g 7→ R
the natural duality.
We denote by L1(G) the space of functions f : G → C which are integrable
with respect to Haar measure. Then L1(G) is an involutive Banach algebra for the
convolution product ∗ and the involution ∗
f ∗ g(x) =
∫
G
f(y)g(y−1x)dy
f∗(x) = f(x−1), x ∈ G.
Let also for a function f : G→ C
fˇ(x) := f(x−1), x ∈ G.
In this paper S(g) will denote the Fre´chet space of Schwartz functions on the
real vector space g, i.e., S(g) is the space of rapidly decreasing smooth functions
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on g and S(G) := {f : G 7→ C | f ◦ log ∈ S(g)}. The subspace S(G) is then a dense
involutive subalgebra of L1(G).
The dual space S ′(G) of S(G) is the space of temperate distributions on G. Then
S(G) is a subspace of BC∞(G), the space of smooth bounded functions on G, with
bounded left and right derivatives, and BC∞(G) ⊂ S ′(G).
For a mapping ϕ from G into a set X , denote for g ∈ G by λ(g)ϕ the left
translate and by ρ(g)ϕ the right translate of ϕ.
Let P(G) be the space of all polynomial functions on G with complex coefficients,
that is, functions p : G→ C that are polynomials in any polynomial chart of G. For
a p ∈ P(G) we denote by Vp the subspace of P(G) generated by G-left and right
translates of p,
(1.1) Vp = span{λ(x)ρ(y)p | x, y ∈ G}.
This is a finite dimensional subspace of P(G), and a G×G submodule of P(G) for
the action λ⊗ρ. For p ∈ P(G) the dimension of Vp is called the degree or G-degree
of p.
1.2. Kirillov-theory. The orbit picture of the spectrum Ĝ of G, discovered by
Kirillov in [Ki62], describes the irreducible representations (π,Hπ) of the group G
as induced representations. For every ℓ ∈ g∗, there exists a polarization p ⊂ g at ℓ,
i.e., p is a maximal isotropic subspace for the bilinear form Bℓ(X,Y ) = 〈ℓ, [X,Y ]〉,
X,Y ∈ g, and at the same time a subalgebra of g. To p and ℓ one associates the
induced representation πℓ,p = ind
G
P χℓ, where P = exp p is the closed connected
subgroup of G with Lie algebra p, and χℓ(expX) := e
−i〈ℓ,X〉, X ∈ p is the unitary
character of P whose differential is −iℓ|p. For any polarization p at some ℓ ∈ g
∗,
the representation πℓ,p is irreducible. Finally, two irreducible representations πℓ,p
and πℓ′,p′ are equivalent if and only if ℓ and ℓ
′ are contained in the same coadjoint
orbit. Then for every irreducible representation (π,Hπ) of G there is an ℓ ∈ g
∗ and
a polarization p at ℓ such that π is equivalent to πℓ,p.
Thus there exists a bijection between the space of coadjoint orbits g∗/G and the
spectrum Ĝ of G given by the Kirillov mapping
K : O ∈ g∗/G 7→ Ĝ, K(O) = [πℓ,p],
where [π] denotes the unitary equivalence class of the representation π. This is
actually an homeomorphism (see [Br73]).
1.3. Ideals in L1(G).
For simplicity of notations, an ideal in this paper is always closed and twosided.
If I ⊂ L1(G) is a subspace, not necessarily closed, which is invariant under left and
right multiplication by elements of L1(G) we say that I is an algebra ideal.
Let Prim(G) be the space of the primitive ideals of the Banach algebra L1(G)
equipped with the Jacobson topology. Then the mapping
Ĝ→ Prim(G), π → ker(π) ⊂ L1(G),
is a homeomorphism (see [BLSV78]). Every primitive ideal I ⊂ L1(G) is maximal
and every maximal ideal M ⊂ L1(G) is primitive (see [Di60]).
Definition 1.1. i) For an ideal I of L1(G) denote by hull(I) the (closed) subset of
Ĝ defined by
hull(I) := {π ∈ Ĝ | π(I) = {0}}.
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ii) For a closed subset C ⊂ Ĝ the kernel of C is the ideal
ker(C) := {f ∈ L1(G) | π(f) = 0 forall π ∈ C}.
Let C ⊂ Ĝ be a closed subset. Then there exists a minimal (algebra) ideal J(C)
in L1(G) with hull C. This means that there exists a (unique) twosided algebra
ideal J(C) in L1(G), which has the property that π(J(C)) = {0} if and only if
π ∈ C and which is contained in every algebra ideal I of L1(G) with hull(I) ⊂ C.
This minimal ideal J(C) is generated by all the self-adjoint Schwartz functions
f ∈ S(G) for which there exists a Schwartz function g ∈ ker(C) such that
g ∗ f = f ∗ g = f.
(see [Lu80]).
Let
j(C) := J(C)
‖‖1
be the closure in L1(G). Then j(C) is contained in every ideal I ⊂ L1(G) with
hull(I) ⊂ C.
Let now C = {π} be a singleton. It had been shown in [Lu83b] that for N ∈ N
large enough the ideal ker(π)N is contained in j(π) and therefore dense in j(π). Let
now Nπ be the smallest such an integer . Then
(1.2) ker(π)Nπ−1 6⊂ j(π), ker(π)Nπ
‖‖1
= j(π).
1.4. Multiplication of convolution products by polynomials.
Let p ∈ P(G). We choose a Jordan-Ho¨lder basis X = {p = pm, . . . , p1} of the
G×G submodule Vp of P(G) generated by p. This means that X is a basis of Vp
and that
(1.3)
λ(s)pj(t) =
1∑
i=j
ai,j(s)pi(t),
ρ(s)pj(t) =
1∑
i=j
bi,j(s)pi(t),
where the functions s → ai,j(s), bi,j(s) are polynomial functions and aj,j(s) =
bj,j(s) = 1 for all s ∈ G and j = 1, . . . ,m.
Let f ∈ S(G) and g : G → C be a continuous polynomially growing function.
Then for x ∈ G one has
p(x)(f ∗ g)(x) = p(x)
∫
G
f(s)g(s−1x)ds
=
∫
G
p(ss−1x)f(s)g(s−1x)ds
=
m∑
i=1
∫
G
f(s)pi(s)bi,1(s
−1x)g(s−1x)ds
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and similarly
p(x)(f ∗ g)(x) = p(x)
∫
G
f(s)g(s−1x)ds
=
∫
G
p(ss−1x)f(s)g(s−1x)ds
=
m∑
i=1
∫
G
f(s)ai,1(s
−1)pi(s
−1t)g(s−1x)ds.
Hence
(1.4)
p(f ∗ g) = (pf) ∗ g +
1∑
i=m−1
(pif) ∗ (bi,mg)
= f ∗ (pg) +
1∑
i=m−1
(aˇi,mf) ∗ (pig).
2. The minimal ideal
2.1. A class of polynomials given by the growth of coefficients. For a fixed
ℓ ∈ g∗, let π = πℓ : G 7→ B(Hπ) be the (unique up to unitary equivalence) unitary
irreducible representation corresponding to the coadjoint orbit Oℓ = Ad
∗(G)ℓ of ℓ.
Then letH∞π be the space of smooth vectors for π, andH
−∞
π its dual. We denote by
B(Hπ)∞ the space of smooth operators corresponding to π. This is nothing else than
the set smooth vectors for the irreducible representation π⊗π : G×G 7→ B(S2(Hπ)),
(π ⊗ π)(g1, g2)A = π(g1)Aπ(g
−1
2 ), g1, g2 ∈ G, A ∈ S2(Hπ),
with the topology of (S2(Hπ))∞. Here S2(Hπ) is the space of Hilbert-Schmidt
operators on Hπ.
For A ∈ B(Hπ)∞ we define the coefficients
cA(x) = c
π
A(x) = tr(π(x) ◦A) = tr(A ◦ π(x)), x ∈ G.
When A = (· | η)ξ, ξ, η ∈ H∞π is a projection we simply put c
π
A = c
π
ξ,η = cξ,η, which
means
cπξ,η(x) = (π(x)ξ | η), x ∈ G.
In particular, for f ∈ L1(G) we have that
(fˇ ∗ cA)(x) =
∫
G
f(u−1)tr(π(u−1x) ◦A)du
= tr(π(x) ◦ (A ◦
∫
G
f(u−1)π(u−1)du))
= tr(π(x) ◦ (A ◦ π(f))
= cA◦π(f)(x),
for every x ∈ G. Similarly
cA ∗ fˇ = cπ(f)◦A.
We get thus
(2.1) fˇ ∗ cπξ,η = cξ,(π(f)∗)η, c
π
ξ,η ∗ fˇ = cπ(f)ξ,η.
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Consider an arbitrary fixed
ϕ ∈ (ker(π))⊥ ∩BC∞(G).
Then, since ker(π) is a maximal closed ideal in L1(G), it follows that
ker(π) = {f ∈ L1(G) | 〈λ(x)ρ(y)ϕ, f〉 = 0, ∀x, y ∈ G}.
Let Vϕ ⊆ P(G) be the subspace of all polynomial functions p ∈ P(G) such that
p(λ(x)ρ(y)ϕ) ∈ L∞(G) for all x, y ∈ G.
Then Vϕ is left and right G-invariant, and Vp ⊆ Vϕ whenever p ∈ Vϕ.
Theorem 2.1. The space Vϕ is contained in Vcη,η′ for every η, η
′ ∈ H∞π . Specif-
ically, if p ∈ Vϕ and {p = pk, pk−1, . . . , p1} is a Jordan-Ho¨lder basis for the finite
dimensional subspace Vp, then there is a constant C = C(ϕ) and qH∞π a seminorm
on H∞π such that
‖pjcη,η′‖L∞(G) ≤ CqH∞π (η)qH∞π (η
′) sup{‖piϕ‖L∞(G) | j ≤ i ≤ k}
for every η, η′ ∈ H∞π and j = 1, . . . , k.
Proof. Let ξ, ξ′, η, η′ be vectors in H∞π . There exists a Schwartz function Fξ,η on
G such that π(Fˇξ,η) = Pξ,η = (· | η)ξ and for every N ≥ 0 there exist a seminorm
qH∞π on H
∞
π and C > 0 such that
sup
G
|(1 + |s|)N Fˇξ,η(s)| ≤ qH∞π (ξ)qH∞π (η).
(See [Ho77], and also [Pe94]). Similarly for other vectors η, ξ′, η′, ξ. Then for any
f ∈ L1(G) we have that
π(Fˇξ,η ∗ f ∗ Fˇη′,ξ′) = 〈cˇη,η′ , f〉Pξ,ξ′ .
Hence, since ϕ ∈ (ker(π))⊥,
〈Fξ,η ∗ ϕˇ ∗ Fη′,ξ′ , f〉 = 〈cˇη,η′ , f〉〈ϕˇ, Fˇξ,ξ′〉 for all f ∈ L
1(G).
Therefore
(2.2) Fˇη′,ξ′ ∗ ϕ ∗ Fˇξ,η = 〈ϕ, Fξ,ξ′ 〉cη,η′ .
By (1.4) we have
pj(t)(Fˇη′,ξ′ ∗ ϕ ∗ Fˇξ,η)(t) =
∫
G
Fˇη′,ξ′(s)(pj(ϕ ∗ Fˇξ′,η′))(s
−1t)ds
+
k∑
i=j+1
∫
G
(aˇi,jFˇη′,ξ′)(s)(pi(ϕ ∗ Fˇξ,η))(s
−1t)ds,
and similarly,
(pi(ϕ ∗ Fˇξ,η))(s
−1t) =
∫
G
pi(y)ϕ(y)Fˇξ,η(y
−1s−1t)dy
+
k∑
l=i+1
∫
G
pl(y)ϕ(y)(bl,iFˇξ,η)(y
−1s−1t))dy.
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Hence there are N ≥ 0 and C,C′, C′′ > 0 such that
|pj(t)(Fˇη′,ξ′ ∗ ϕ ∗ Fˇξ,η)(t)| ≤ C sup
G
(1 + |s|)N |Fˇη′,ξ′(s)| sup
j≤i≤k
‖pj(ϕ ∗ Fˇξ,η)‖L∞(G)
≤ C′ sup
G
(1 + |s|)N |Fˇη′,ξ′(s)| sup
G
(1 + |s|)N |Fˇξ,η(s)| sup
j≤i≤k
‖pjϕ‖L∞(G)
≤ C′′qH∞π (ξ)qH∞π (ξ
′)qH∞π (η)qH∞π (η
′) sup
j≤i≤k
‖pjϕ‖L∞(G),
where qH∞π is the appropriate seminorm on H
∞
π . Using (2.2) with ξ, ξ
′ ∈ H∞π fixed,
depending on ϕ such that 〈ϕ, Fξ,ξ′ 〉 = 1, one gets
‖pjcη,η′‖L∞(G) ≤ C
′′′qH∞π (ξ)qH∞π (ξ
′)qH∞π (η)qH∞π (η
′) sup{‖piϕ‖L∞(G) | j ≤ i ≤ k}
≤ C(ϕ)qH∞π (η)qH∞π (η
′) sup{‖piϕ‖L∞(G) | j ≤ i ≤ k},
which finishes the proof. 
Definition 2.2. Define the space of polynomial functions Vπ by
Vπ := {p ∈ P(G) | pcξ,η ∈ L
∞(G), ∀ ξ, η ∈ H∞π }.
Note that Vπ is a left and right invariant subspace of P(G), since
(λ(x)p)cξ,η = λ(x)(pλ(x
−1)(cξ,η)) = λ(x)(pcξ,π(x−1)η)
and π(x−1)η ∈ H∞π , and similarly for ρ(x)p.
Lemma 2.3. Let p ∈ P(G) be arbitrary and fixed. Then for every N0 ∈ N we have
(2.3) p((ker(π) ∩ S(G))N0dp) ⊆ (ker(π) ∩ S(G))N0 .
Proof. We prove (2.3) by induction on dp = dimVp.
If dp = 1, then p is the constant function and (2.3) holds. Assume now that
dp > 1. Consider a Jordan-Ho¨lder basis {pdp = p, . . . , p1} of Vp. Let fi, i = 1, . . . , dp
be elements of (ker(π) ∩ S(G))N0 . We have seen (1.4) that
p(fdp ∗ · · · ∗ f1) =
dp∑
i=1
(aˇi,dpfdp) ∗ (pi(fdp−1 ∗ · · · ∗ f1)).
Here adp,dp is the constant function 1 and dpi < dp for i < dp. Hence by the
induction hypothesis we know that p(fdp ∗ · · · ∗ f1) ∈ (ker(π) ∩ S(G))
N0 , which
proves (2.3). 
The same proof gives the next corollary.
Corollary 2.4. Let p ∈ P(G). Then for every N0 ∈ N we have
p((ker(π) ∩ C0(G))
N0dp) ⊆ (ker(π))N0 .
Corollary 2.5. For every p ∈ P(G) we have that
p((ker(dπ))dpNπ ∗ S(G)) ⊆ j(π),
where dp is the G-degree of p.
Proof. We prove by induction that for D1, . . . , DN ∈ ker(dπ) and h ∈ C∞0 (G) we
have
(2.4) D1 ∗ · · · ∗DN ∗ h ∈ (ker(π) ∩C0(G))
N .
When N = 1 the assertion is clear.
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Assume now that we have proved (2.4) forN−1 and allN−1 setsD1, . . . , DN−1 ∈
ker(dπ). For every k > 0 there are a finite number of fj ∈ Ck0 (G) and vj ∈ U(gC)
such that
δ =
∑
fj ∗ vj .
Then, by choosing k such that D1 ∗ fj ∈ C0(G), we get
D1 ∗D2 ∗ · · · ∗DN ∗ h =
∑
D1 ∗ fj ∗ vj ∗D2 ∗ · · · ∗DN ∗ h
where the sum is finite. Since vk ∗D2 ∈ ker(dπ), we obtain
D1 ∗D2 ∗ · · · ∗DN ∗ h ∈ (ker(π) ∩ C0(G))
N ,
and this proves (2.4).
From Corollary 2.4 and (1.2) we get that for our Nπ ∈ N∗ and for every p ∈ P(G)
we have
p((ker(dπ))Nπdp ∗ C∞0 (G)) ⊆ j(π)
Since C∞0 (G) is dense in S(G), we get that
p((ker(dπ))Nπdp ∗ S(G)) ⊆ j(π).

Theorem 2.6. The closed two-sided ideal
Kπ := {f ∈ L
1(G) | 〈pcξ,η, f〉 = 0, ∀p ∈ Vπ , ∀ξ, η ∈ H
∞
π }
contains the minimal ideal j(π).
Proof. Let for p ∈ Vπ , p 6= 0, dp be the dimension of Vp. We have seen in the proof
of Lemma 2.3 that
p((ker(π) ∩ S(G))dp) ⊂ ker(π).
This shows that pcξ,η is contained in ((ker(π) ∩ S(G))dp)⊥ and therefore also
〈pcξ,η, (ker(π))
dp〉 = {0}
for every η, ξ ∈ H∞π . Hence
〈pcξ,η, j(π)〉 = {0}
since j(π) = (ker(π))d for every d ≥ Nπ. 
2.2. A dense subspace of j(π). Consider
g = gn ⊃ gn−1 ⊃ · · · ⊃ g1 ⊃ g0 = {0}
a Jordan-Ho¨lder sequence, Xk ∈ gk \ gk−1 a corresponding Jordan-Ho¨lder basis,
and X∗1 , . . . , X
∗
n its dual basis of g
∗. Let e be the set of jump indices for l and this
basis, that is,
e = {j | 1 ≤ j ≤ n, Xj 6∈ gj−1 + g(l)}.
Denote ge = span{Xj | j ∈ e}, and let d = dim ge = dimO. We then have
ge + g(l) = g. If e
′ = {1, . . . , n} \ e, then ge′ = span{Xj | j ∈ e
′} is also a
complement of ge, isomorphic with g(l). Let e = {j1 < · · · < jd} be the set of jump
indices, and denote e′ = {l1 < · · · < lm}, m+ d = n.
A set of generators for ker(dπ) were given in [Pe84]: The coadjoint orbit Oℓ is
given by
Oℓ = {
n∑
1
Rj(t)X
∗
j | t ∈ R
d},
where the polynomials Rj have the following properties:
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i) Rj depends only on the variables t1, . . . , tk where jk ≤ j < jk+1.
ii) Rjk(t) = tk, for all k = 1, . . . , d.
Then ker(dπ) is generated by uj ∈ U(gC), where
(2.5) uj = Xj − iω(Rj(−iXj1 , . . . ,−iXjd)
where ω : S(gC)→ U(gC) is the symmetrization map. Note that uj = 0 when j ∈ e.
Definition 2.7. We set
Kπ,0 := {f ∈ S(G) | pf ∈ ker(π), ∀ p ∈ P(G)}.
Remark 2.8. It is easy to see that Kπ,0 is a closed twosided ideal of S(G) contained
in S(G) ∩ ker(π).
Lemma 2.9. The subspace Kπ,0 contains the generators of the minimal ideal J(π).
Proof. We have seen in Definition 1.1 that the minimal ideal J(π) is generated by
Schwartz functions f for which exist g ∈ S(G) such that π(g) = 0 and g ∗ f =
f ∗ g = f . Hence, by Lemma 2.3 for p ∈ P(G) we have that
pf = p(gdp ∗ f) ⊂ ker(π),
therefore f ∈ Kπ,0. 
Lemma 2.10. The subspace Kπ,0 is contained in j(π).
Proof. Let X1, . . . , Xn be the Jordan-Ho¨lder basis as above, and recall that we have
identified G and g via the exponential mapping.
On G ≃ g we consider the chart
(2.6) θ : exp
n∑
j=1
xjXj 7→ (x1, . . . , xn) ∈ R
n.
Thus we may assume that G = Rn with multiplication given by
x · y = θ(θ−1(x) · θ−1(y)).
We consider polynomials on G to be written in the chart θ, thus we will indentify
a p ∈ P(G) with p ◦ θ−1 which is a polynomial function on Rn.
Recall that for j = 1, . . . , n, and ϕ ∈ C∞(G) we have
(2.7)
(Xj ∗ ϕ)(y) = (dλ(Xj)ϕ)(y) =
d
ds
ϕ((−sx) · y)|s=0
= −∂kϕ(y) +
k−1∑
j=1
αjk(yj+1, . . . , yn)∂jϕ(y),
where αjk are polynomial functions.
Let f ∈ Kπ,0. Then f ∈ ker(π) ∩ S(G) = ker(dπ) ∗ S(G) ([dC87, Thm.3.5]),
hence there are Schwartz functions g1, . . . , gm such that
f = ulm ∗ gm + · · ·+ ul1 ∗ g1.
Let p a polynomial that depends on xlm only. Then by (2.5) and (2.7) we have that
pf = −p′gm + ulm ∗ (pgm) +
∑
j<m
ulj ∗ (pgj).
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If we chose p(x) = p1(x) = xlm , since pf ∈ ker(π), we obtain that
gm =
∑
j≤m
ulj ∗ hj ∈ ker(π).
Thus it follows that
f = u2lm ∗ hm +
∑
j<m
ulm ∗ ulj ∗ hj +
∑
j<m
ulm ∗ gj .
Since ulm ∗ulj ∈
∑
k<m
ulk ∗U(gC) when j < m (see [Pe84, Prop 2.3.1]), we can write
(2.8) f = ulm ∗ ulm ∗ gm,2 +
∑
j<m
ulj ∗ gj,2,
for some gk,2 ∈ S(G).
We prove by induction that for each N there are gk,N ∈ S(G) such that
(2.9) f = uNlm ∗ gm,N +
∑
j<m
ulj ∗ gj,N .
Since f has been chosen arbitrary and pf satisfies the same properties as f for all
p ∈ P(G) we will also have also that
pf ∈ uNlm ∗ S(G) +
∑
j<m
ulj ∗ S(G).
We show first by induction over k ∈ N
(2.10) xklm(u
k
lm ∗ g) = (−1)
kk!g + ulm ∗ hk
for all g ∈ S(G), where hk ∈ S(G). For k = 1 this has been shown above. If k > 1
denote gk−1 = u
k−1
lm
∗ g. Then
ulm ∗ (x
k
lmgk−1) = kx
k−1
lm
gk−1 + x
k
lm(u
k
lm ∗ g).
Hence by the induction hypothesis,
xklm(u
k
lm ∗ g) = ulm ∗ (x
k
lmgk−1)− k[(−1)
k(k − 1)!g + ulm ∗ hk−1]
= ulm ∗ hk + (−1)
kk!g.
This proves (2.10).
Now assume that we have shown that
f = uklm ∗ gm,k +
∑
j<m
ulj ∗ gj,k
for some gj,k ∈ S(G). Then if pk(x) = xklm , we have by using (2.10),
pkf = (−1)
kk!gm,k + term in ker(π),
hence gm,k ∈ ker(π). Thus (2.9) follows.
Denote by Pk polynomials in variable xlk , 1 ≤ k ≤ m− 1, and by P
D
k the subset
of Pk consisting of polynomials of degree D. Iterating the above procedure we get
that for every Nm, Nm−1, . . . , N1 we get that
(2.11)
f ∈PN˜11 · · · P
N˜m−1
m−1 ((ker(dπ))
Nm ∗ S(G))
+ PN˜11 · · · P
N˜m−2
m−2 ((ker(dπ))
Nm−1 ∗ S(G)) + · · ·
· · ·+ PN˜11 ((ker(dπ))
N2 ∗ S(G)) + (ker(dπ))N1 ∗ S(G)
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for all f ∈ Kπ,0, where N˜k = 1 + 2 + · · ·+ (Nk − 1). Indeed, assume that we have
proved that for all f ∈ Kπ,0 and 1 < k < m,
f =
∑
j≤k
ulj ∗gj+P
N˜k+1
k+1 · · · P
N˜m−1
m−1 ((ker(dπ))
Nm ∗S(G))+ · · ·+(ker(dπ))Nk+1 ∗S(G)
and thus pf can be written similarly for every p ∈ P(G). We have on the other
hand
xlkf = −gk + ulk ∗ (xlkgk) +
∑
j<k
ulj ∗ (xlkgj)
+ xlkP
N˜k+1
k+1 · · · P
N˜m−1
m−1 ((ker(dπ))
Nm ∗ S(G)) + · · ·+ xlk(ker(dπ))
Nk+1 ∗ S(G))
It follows that gk is of the form
gk = ulk ∗ hk +
∑
j<k
ulj ∗ hj
+ xlkP
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ xlk((ker(dπ))
Nk+1 ∗ S(G)),
with hj ∈ S(G). Replacing this in the formula for f we get that
f = u2lk ∗ h+
∑
j<k
ulk ∗ ulj ∗ hj
+P
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ (ker(d)π)Nk+1 ∗ S(G)
+ulk ∗ (xlkP
N˜k−1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ xlk((ker(dπ))
Nk−1 ∗ S(G)).
Note that ulk ∗ (pg) = p(ulk ∗ g) when p ∈ Pj , j > k. Hence
f = u2lk ∗ gk,2 +
∑
j<k
ulj ∗ gj,2
+ P1k [P
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ (ker(dπ))Nk+1 ∗ S(G))]
Assume that we have proved that for all f ∈ Kπ,0 we have
(2.12)
f = uqlk ∗ gk,q +
∑
j<k
ulj ∗ gj,q
+ P q˜k [P
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ (ker(dπ))Nk+1 ∗ S(G))]
Then xqlkf can be written similarly. Also (2.12) shows that for some g˜k,q ∈ S(G),
xqlkf = (−1)
qq!gk,q + u
2
lk ∗ g˜k,q +
∑
j<k
ulj ∗ (xlkgj,q)
+ xqlkP
q˜
k(P
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · · · · ·+ (ker(dπ))Nk+1 ∗ S(G)).
Hence gk,q is of the form
gk,q = u
2
lk ∗ hk +
∑
J<k
ulj ∗ hj
+ xqlkP
q˜
k [P
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ (ker(dπ))Nk+1 ∗ S(G))].
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Replacing this in (2.12), and using the fact that
uqlk ∗ (x
q
lk
P q˜k [P
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ (ker(dπ))Nk+1 ∗ S(G))]
⊆ P q˜+qk [P
N˜k+1
k+1 · · · P
N˜m−1
m−1 (ker(dπ))
Nm ∗ S(G)) + · · ·+ (ker(dπ))Nk+1 ∗ S(G))
we get that (2.12) holds for q replaced by q + 1.
We have thus proved (2.11).
Now we choose
• N1 large enough such that (ker(dπ))
N1 ∗ S(G) ⊆ j(π);
• N2 large enough such that P
N˜1
1 ((ker(dπ))
N2 ∗ S(G)) ⊆ j(π);
• · · ·
• Nm large enough such that P
N˜1
1 · · · P
N˜m−1
m−1 ((ker(dπ))
Nm ∗ S(G)) ⊆ j(π).
Hence we eventually get that f ∈ j(π). 
Inspecting the proof of Lemma 2.10 one sees that it gives us in fact an N0 ∈ N
such that the closed subspace of S(G) defined by
{f ∈ S(G) | pf ∈ ker(π); ∀ p ∈ P(G), dimVp ≤ N0, p real}
is contained in j(π). This, along with Lemma 2.9, proves the following fundamental
theorem.
Theorem 2.11. There is finite dimensional subspace Pπ0 = P0 of P(G), invariant
under the action of G by left and right translations, such that the closed ideal Jπ,0
in S(G), defined by
Jπ,0 = {f ∈ S(G) | pf ∈ ker(π); ∀ p ∈ P0},
is contained in j(π) ∩ S(G) and it is dense in j(π).
3. Ideals with hull {π}
3.1. Maximal projections. The following lemma goes along the same lines as
[LMP13, Lemma 7.6].
Lemma 3.1. Let J be a closed ideal in S(G) such that J ⊆ ker(π) ∩ S(G) and
assume that there is d ∈ N such that
(3.1) (ker(π) ∩ S(G)/J)d = {0}.
Let q be a projection in S(G)/(ker(π)∩S(G)). Then there exists q ∈ S(G)/J such
that q ∗ q = q, q∗ = q, and, if
µ : S(G)/J −→ S(G)/(ker(π) ∩ S(G)) =
(
S(G)/J)
)
/
(
(ker(π) ∩ S(G))/J
)
is the canonical projection, then µ(q) = q.
Proof. Let q ∈ S(G)/(ker(π) ∩ S(G)) be fixed. Then consider g ∈ S(G)/J such
that g∗ = g and µ(g) = q. Since ker(µ) = (ker(π) ∩ S(G))/J and (3.1) holds, it
follows that
(g − g ∗ g)d = 0 in S(G)/J.
On the other hand, by Bezout’s theorem, it is easy to see that there exists two
polynomials Ψ,Φ ∈ Q[t] such that 1 = tdΨ(t) + (1− t)dΦ(t). Hence
(3.2) (tdΨ(t))2 = tdΨ(t)− (t− t2)dΨ(t)Φ(t).
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Denote ψ(t) = tdΨ(t) and q := ψ(g) ∈ S(G)/J . Then using (3.2) in the commuta-
tive subalgebra generated by g we get that
q ∗ q = q in S(G)/J.
Also, q is self-adjoint since ψ is real and g self-adjoint.
Now, writing Ψ(X) =
∑n
i=0 ψiX
i, we see that
1 = 1dΨ(1) + 0 =
n∑
i=0
ψi.
Furthermore, since µ(gk) = µ(g) = q for every k ≥ 2, we get that
µ(q) = q∗d ∗Ψ(q) = q ∗ (
n∑
i=0
ψiq
d) = (
n∑
i=0
ψi)q = q.

Remark 3.2. Recall that the ideal Jπ,0 in Corollary 2.11 is closed in S(G) and
contained in j(π) ∩ S(G). Moreover, since P0 is finite dimensional, Lemma 2.3
shows that there is a d > 0 such that
(ker(π) ∩ S(G))d ⊆ Jπ,0.
Hence we can use Lemma 3.1 for Jπ,0. Thus for every ξ ∈ H∞π we can find Qξ =
Q∗ξ ∈ S(G) such that
(3.3) Qξ ∗Qξ = Qξmod Jπ,0, π(Qξ) = Pξ,ξ = (· | ξ)ξ.
Definition 3.3. Let ξ be a smooth vector in Hπ. An element Q = Qξ ∈ S(G)
is called a maximal projection (for ξ), if Q = Q∗ is a positive element in the C∗
algebra C∗(G) such that π(Q) = Pξ,ξ, and π
′(Q) 6= 0 for any π′ ∈ Ĝ.
Proposition 3.4. Let ξ ∈ H∞π . A maximal projection Q = Qξ always exists such
that Q ∗Q−Q ∈ Jπ,0 ⊂ j(π).
Proof. Choose any Q′ = (Q′)∗ ∈ S(G) as in Remark 3.2, with π(Q′) = Pξ,ξ, and
take Q1 = Q
′ ∗Q′. There exists by [Di77, Prop. 4.7.4] an element D ∈ U(g), such
that dπ(D) = 0 and dπ′(D) 6= 0 for any π′ ∈ Ĝ, π′ 6= π. Let ht, t > 0, be any heat
kernel function for some full Laplacian on G. The operator π′(ht) has dense range,
and therefore, for an N is large enough, the function f := ((D∗ht)∗(D∗ht)∗)∗Nπ ∈
S(G) has the property that f ∈ Jπ,0(π) and π′(f) 6= 0 for π′ 6= π. Then Q := Q1+f
satisfies the conditions in the statement. 
Remark 3.5. For the rest of the paper, when ξ ∈ H∞π is fixed, Q = Qξ will be a
maximal projection satisfying the conditions of Proposition 3.4.
3.2. A correspondence between ideals with hull π and the ideals of a finite
dimensional algebra.
Definition 3.6. (1) Let Iπ be the set of all closed two-sided ideals I in L1(G)
with hull h(I) = {π}.
(2) Let also Cπ be the vector space of all smooth coefficient functions cA, A ∈
B(Hπ)∞.
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(3) Let p ∈ P0 and let {pm, . . . , p1 = 1} be a Jordan-Ho¨lder basis of the λ⊗ ρ
sub-module Vp of P0 generated by p. Then for j ∈ {0, . . . ,m}, let VjpCπ be
the space of all functions of the form
∑j
i=1 piϕi, where the ϕi, i = m, . . . , 1
are functions in Cπ.
For ϕ ∈ ker(π)⊥, δ, η ∈ H∞π of norm 1, and Qη, Qδ as in Remark 3.5, let us
compute Qδ ∗ (pjϕ) ∗Qη using (1.4), (1.3) and (2.2), as follows:
Qˇδ ∗ (pjϕ) ∗ Qˇη =
j∑
i=1
(pi((ai,jQˇδ) ∗ ϕ)) ∗ Qˇη
= (pj(Qˇδ ∗ ϕ)) ∗ Qˇη +
j−1∑
i=1
(pi((aˇi,jQˇδ) ∗ ϕ)) ∗ Qˇη
=
j∑
i=1
pi(Qˇδ ∗ ϕ ∗ bi,jQˇη) +
j−1∑
i=1
i∑
k=1
pk((aˇi,jQˇδ) ∗ ϕ ∗ (bk,iQˇη))(3.4)
= 〈δ, η〉〈ϕ, Qˇδ ∗ Qˇη〉pjcη,δ +
j−1∑
i=1
piϕi
for some ϕj−1, . . . , ϕ1 ∈ ker(π)
⊥. Furthermore, since pjϕ ∈ J
⊥
π,0,
Qˇδ ∗ pjϕ ∗ Qˇη = Qˇδ ∗ Qˇδ ∗ (pjϕ) ∗ Qˇη ∗ Qˇη.
This shows inductively that
(3.5) Qˇδ ∗ pϕ ∗ Qˇη = Qˇδ ∗ p˜cη,δ ∗ Qˇη,
for some p˜ = p+ p′ ∈ Vp with p′ ∈ Vm−1p .
Theorem 3.7. Let δ, η ∈ H∞π of norm 1 and I ∈ I
π. Then for any ψ ∈ I⊥ there
exists p ∈ P0 such that
Qˇδ ∗ ψ ∗ Qˇη = Qˇδ ∗ (pcη,δ) ∗ Qˇη
on S(G).
Proof. Let ω : G 7→ [1,∞[ be a smooth symmetric polynomial weight, such that
P0 is bounded by ω. (Such a weight always exists, see [LM10].) Then the sub-
space P0 ker(π)
⊥ spanned by the functions pϕ, p ∈ P0, ϕ ∈ ker(π)
⊥ is contained in
L∞(G,ω) and
j(π) ∩ L1(G,ω) ⊃ {f ∈ L1(G,ω) | 〈ψ, f〉 = 0, ψ ∈ P0 ker(π)
⊥} ⊃ Jπ,0.
Let now ψ ∈ j(π)⊥. Then ψ is contained L∞(G,ω) and thus in the weak∗-limit
of span{pϕ | p ∈ P0, ϕ ∈ ker(π)⊥} ⊂ L∞(G,ω). Hence Qˇδ ∗ ψ ∗ Qˇη is contained in
the weak∗ closure of Qˇδ∗(P0cη,δ)∗Qˇη and therefore is contained in Qˇδ∗(P0cη,δ)∗Qˇη,
because this is a finite dimensional space. 
Remark 3.8. Let ψ ∈ j(π)⊥ and δ, η ∈ H∞π . Then there exists p ∈ P0, such that
Qˇδ ∗ ψ ∗ Qˇη = pcη,δ +
m−1∑
i=1
piψi(3.6)
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where ψi ∈ Cπ and where {p = pm, · · · , p1} is a Jordan-Ho¨lder basis of Vp. Indeed
by Theorem 3.7, we have this p ∈ P0 such that Qˇδ ∗ψ ∗ Qˇη = Qˇδ ∗ pcη,δ ∗ Qˇη. Then
by (3.4) we have
Qˇδ ∗ ψ ∗ Qˇη = Qˇδ ∗ pcη,δ ∗ Qˇη
=
j∑
i=1
pi(Qˇδ ∗ cη,δ ∗ bi,jQˇη) +
j−1∑
i=1
i∑
k=1
pk((aˇi,jQˇδ) ∗ cη,δ ∗ (bk,iQˇη))(3.7)
=
j∑
i=1
picπ(bi,jQˇη)η,π(Qδ)∗δ) +
j−1∑
i=1
i∑
k=1
pkcπ(bˇk,iQη)η,π(ai,jQδ)∗δ,)
Corollary 3.9. Let ξ ∈ H∞π of norm 1, and Q = Qξ. The vector space Q ∗
(ker(π)/j(π) ∗Q is finite dimensional.
Proof. We have seen in Theorem 3.7 that
Qˇ ∗ P0cξ,ξ ∗ Qˇ ⊃ Qˇ ∗ j(π)
⊥ ∗ Qˇ = (Q ∗ (ker(π)/j(π)) ∗Q)∗
is finite dimensional. Hence the spaceQ∗(ker(π)/j(π))∗Q is itself finite dimensional.

Definition 3.10. Let Q = Qξ be as in Remark 3.5.
i) We denote by MQ the span of the subset {f ∗Q ∗ h | h, f ∈ L1(G)}.
ii) For every two-sided closed ideal I in Iπ , let
(3.8) IQ := Q ∗ (I/j(π)) ∗Q.
Then IQ is an ideal in the finite dimensional algebra ker(π)Q = Q∗ker(π)/j(π)∗Q.
Proposition 3.11. The subspace MQ is dense in L1(G) modulo ker(π).
Proof. Indeed, let f ∈ S(G) and ε > 0. There exists an N ∈ N large enough,
such that if h = h∗ ≥ 0 is any self-adjoint smooth function of compact support of
norm ‖h‖1 = 1 on G, then there exists a smooth real valued compactly supported
function ψ on R vanishing in a neighbourhood of 0, such that
‖ψ{h} − h∗N‖1 < ε,
where ψ{h} = (2π)−1
∫
R
ψˆ(t)e∗ith dt. The function ψ{f} is contained in the minimal
ideal j(∅) and has the property that π(ψ{h}) is a self-adjoint finite rank operator.
We can now choose h as above such that ‖ψ{h} ∗ f − f‖1 < ε. (See [Di60].) The
operator π(ψ{h} ∗ f) is smooth and of finite rank. Hence we can write
π(ψ{h} ∗ f) =
∑
finite
π(fi ∗Q ∗ gi)
for some finite family {fi, gi} of Schwartz-functions. Let m :=
∑
finite fi ∗ Q ∗ gi.
Then k := ψ{h} ∗ f −m ∈ ker(π) and
‖f −m− k‖1 < ε.

Proposition 3.12. Let ξ ∈ H∞π of norm 1, Q = Qξ. Then for every I ∈ I
π we
have
I = span{L1(G) ∗Q ∗ I ∗Q ∗ L1(G)}
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Proof. Let ϕ ∈ {L1(G)∗Q∗I ∗Q∗L1(G)}⊥. It is enough to show that 〈ϕ, I〉 = {0}.
Let 0 6= f ∈ I of norm 1. For ε > 0, we choose h ∈ L1(G) such that ‖h∗f−f‖1 <
ε. There is h0 ∈ ker(π) and m1 ∈MQ such that
‖h− h0 −m1‖1 < ε.
Then
‖f −m1 ∗ f − (h0 ∗ f)‖1 < 2ε,
Continuing in this way, we find h1 ∈ ker(π) and m2 ∈MQ such that
‖h0 ∗ f −m2 ∗ h0 ∗ f − h1 ∗ h0 ∗ f‖1 < 3ε.
Repeating the above argument Nπ-times we see that f can be approximated by
elements in MQ ∗ f modulo (ker(π))Nπ , hence modulo j(π). The same approxima-
tions on the right eventually show that f ∈ MQ ∗ I ∗MQ + j(π). Now the closed
ideal MQ ∗ j(π) ∗MQ is contained in j(π) and its hull is reduced to {π}, since Q is
maximal. Hence MQ ∗ j(π) ∗MQ = j(π) and thus we get that f ∈ MQ ∗ I ∗MQ.
Since
〈ϕ,MQ ∗ I ∗MQ〉 = {0}
it follows that 〈ϕ, f〉 = {0} for all f ∈ I. We obtain thus that ϕ vanishes on I. 
Theorem 3.13. Let ξ ∈ H∞π and let Q = Qξ ∈ S(G) be a maximal projection like
in Remark 3.5. The mapping I 7→ IQ from the space Iπ of the primary twosided
ideals I with hull π into the space IQ of twosided ideals of the algebra ker(π)Q is a
bijection.
Proof. Let I, I ′ ∈ Iπ be such that Q ∗ I/j(π) ∗Q = Q ∗ I ′/j(π) ∗Q. Then by the
proposition above I = I ′.
Let K be a two-sided ideal in ker(π)Q. Define the ideal IK by
IK := span{L1(G) ∗ K˜ ∗ L1(G)},
where K˜ := {f ∈ Q ∗ L1(G) ∗Q | f mod j(π) ∈ K}. Then IK is a closed twosided
ideal in L1(G). Furthermore the hull of this ideal is reduced to {π}, since Q is
maximal. Also, since K is an ideal, we clearly have that K = Q ∗ (IK/j(π)) ∗Q =
(IK)Q. 
Theorem 3.14. For every ideal I ∈ Iπ, the subspace I ∩ S(G) is dense in I.
Proof. Choose Q = Qξ ∈ S(G) as above. Then there is an ideal K in (ker(π))Q
such that I = IK as in the proof of Theorem 3.13. We also have that ker(π)∩S(G)
is dense in ker(π), and j(π) ∩ S(G) is dense in j(π) (see [Lu83b]). Then, since
ker(π)Q is finite dimensional, we have ker(π)Q = (ker(π)) ∩ S(G))Q. Therefore,
denoting by K˜ the subspace of Q ∗ L1(G ∗Q defined by
K˜ := {f ∈ Q ∗ L1(G) ∗Q | f mod j(π) ∈ K}
we see that every f ∈ K˜ can be approximated by functions contained in K˜ ∩
S(G). Hence every element in I = L1(G) ∗ K˜ ∗ L1(G) can also be approximated by
functions contained in S(G) ∗ (K˜ ∩ S(G)) ∗ S(G). 
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Definition 3.15. Let I ∈ Iπ , ξ ∈ H∞π and Q = Qξ as before. Let
PIQ := {p ∈ P0 | there exists ψ ∈ I
⊥ such that Qˇ ∗ ψ ∗ Qˇ = Qˇ ∗ pcξ,ξ ∗ Qˇ on S(G)}.
Let also
PπQ = P
j(π)
Q .
Remark 3.16. There may be polynomials p ∈ P0, such that
Qˇ ∗ pcξ,ξ ∗ Qˇ = 0
as functional on S(G) ∩ ker(π). Therefore we always consider only subspaces W of
P0 containing the space
P0Q := {p ∈ P0 | Qˇ ∗ pcξ,ξ ∗ Qˇ = 0 on S(G) ∩ ker(π)}.
It follows then by (2.2) that for p ∈ P0Q we have that
Qˇ ∗ pcξ,ξ ∗ Qˇ = 〈pcξ,ξ, Q〉cξ,ξ.(3.9)
Proposition 3.17. For every I ∈ Iπ and ξ ∈ H∞π , Q = Qξ, we have that
PIQ = {p ∈ P0|Qˇ ∗ pcξ,ξ ∗ Qˇ = 0 on I ∩ S(G)}.
In particular, P0Q = P
ker(π)
Q .
Proof. By definition we have that PIQ ⊂ {p ∈ P0|Qˇ∗pcξ,ξ ∗Qˇ on I∩S(G)}. Let now
p ∈ P0, such that Qˇ∗pcξ,ξ ∗Qˇ ∈ S ′(G) vanishes on I∩S(G). Since S(G)∩I is dense
in I by Theorem 3.14, it follows that the finite dimensional spaces Q ∗ (I/j(π)) ∗Q
and Q∗ (I ∩S(G))/j(π)∩S(G))∗Q are isomorphic. Therefore there exists ψ ∈ I⊥,
such that Qˇ ∗ ψ ∗ Qˇ = Qˇ ∗ Qˇ ∗ pcξ,ξ ∗ Qˇ ∗ Qˇ = Qˇ ∗ pcξ,ξ ∗ Qˇ on ker(π) ∩ S(G). By
Proposition 3.7, there exist pψ ∈ P0 such that Qˇ ∗ ψ ∗ Qˇ = Qˇ ∗ pψcξ,ξ ∗ Qˇ on S(G).
Hence
p− pψ ∈ P
0
0 ,
therefore (by 3.9) Qˇ ∗ (ψ − ψp)cξ,ξ ∗ Qˇ = 〈(p− pψ)cξ,ξ, Q〉cξ,ξ, and thus
Qˇ ∗ pcξ,ξ ∗ Qˇ = Qˇ ∗ (ψ + 〈pcξ,ξ, Q〉cξ,ξ) ∗ Qˇ.
It follows that p ∈ PIQ. 
Definition 3.18. For x, y ∈ G the function λ(x)ρ(y)(Qˇ ∗ pcξ,ξ ∗ Qˇ) is contained in
I⊥ whenever p ∈ PIQ. Thus there exists xpy ∈ P
I
Q, unique modulo P
0
Q, such that
Qˇ ∗ (xpy)cξ,ξ ∗ Qˇ = Qˇ ∗ (λ(x)ρ(y)(Qˇ ∗ pcξ,ξ ∗ Qˇ)) ∗ Qˇ
on ker(π)∩S(G). We say that a subspace W of PπQ is invariant if for every p ∈W
the polynomials xpy are also in W for every x, y ∈ G.
Theorem 3.19. Let ξ ∈ H∞π and choose a maximal projection Q = Qξ as before.
Then there exists an order reversing bijection between the space Iπ and the space
IπQ of invariant subspaces of P
π
Q containing P
0
Q.
Proof. It suffices to use Theorem 3.13: The orthogonal of every ideal K contained
in ker(π)Q is an invariant subspace and every invariant subspace in ker(π)Q defines
an ideal in ker(π)Q/j(π)Q. 
18 INGRID BELTIT¸A˘ AND JEAN LUDWIG
Definition 3.20. Consider the space of polynomials
Wπ := Vπ ∩ P0.
Then Wπ is a translation invariant subspace and for every smooth coefficient ϕ =
cη,δ we have that
Wπϕ ⊂ j(π)
⊥.
Definition 3.21. For any translation invariant subspace W ⊂Wπ let
IW := {f ∈ L1(G) | 〈W (ker(π)⊥), f〉 = 0}.
Then j(π) ⊂ IW is a closed twosided ideal of L1(G) contained in Iπ .
For I ∈ Iπ consider
WI := {p ∈ Wπ | pcδ,η ∈ I
⊥ for all δ, η ∈ H∞π }.
Then WI is a translation invariant subspace of Wπ.
Theorem 3.22. Let I ∈ Iπ. The there exists a translation invariant subspace W ⊂
Wπ such that I = I
W if and only for some ξ ∈ H∞π and a maximal Q = Qξ ∈ S(G)
we have that the space of polynomials PIQ is translation invariant modulo P
0
Q, that
is, there exists a translation-invariant subspaceWQ ⊂Wπ such that PIQ =WQ+P
0
Q.
Proof. Let W ⊂Wπ be a translation invariant subspace and take ξ ∈ H∞π , Q = Qξ
as before. Let p ∈W . Then pcξ,ξ ∈ (IW )⊥ and therefore also
Qˇ ∗ pcξ,ξ ∗ Qˇ ∈ (I
W )⊥.
There exists then p1 ∈ PI
W
Q such that
Qˇ ∗ pcξ,ξ ∗ Qˇ = Qˇ ∗ p1cξ,ξ ∗ Qˇ.
This means that p− p1 ∈ P0Q, i.e., p ∈ P
IW
Q . Therefore W + P
0
Q ⊂ P
IW
Q .
For every ψ ∈ (IW )⊥, the function Qˇ ∗ ψ ∗ Qˇ is contained in Qˇ ∗ Wcξ,ξ ∗ Qˇ,
since (IW )⊥ is the weak∗-limit of the span of the functions p′cη,ξ, with p
′ ∈ W ,
η, δ ∈ H∞π , and since Qˇ ∗ p
′cη,δ ∗ Qˇ ∈ Qˇ ∗Wcξ,ξ ∗ Qˇ, due to the fact that W is
translation invariant.
Let now p ∈ PI
W
Q . Then there exists ψ ∈ (I
W )⊥ such that Qˇ ∗ ψ ∗ Qˇ = Qˇ ∗
pcξ,ξ ∗ Qˇ ∈ Qˇ ∗Wcξ,ξ ∗ Qˇ. Hence our p ∈ P
IW
Q is contained in W + P
0
Q. Therefore
PI
W
Q =W modulo P
0
Q is translation invariant modulo P
0
Q.
Assume now that PIQ is translation invariant modulo P
0
Q. For any ψ ∈ I
⊥, there
is p ∈ PIQ such that
(3.10) Qˇ ∗ pcξ,ξ ∗ Qˇ = Qˇ ∗ ψ ∗ Qˇ.
Since PIQ = WQ + P
0
Q, we can take p ∈ W
Q in (3.10). It follows that ψ = 0 on
Q∗ IWQ ∗Q. Since α∗ψ ∗β ∈ I⊥ for every α, β ∈ L1(G) we actually get that ψ = 0
on L1(G) ∗Q ∗ IWQ ∗Q ∗ L1(G), hence on IWQ . Hence I⊥ ⊆ (IWQ)⊥.
On the other hand, if p ∈WQ, then all its derivatives belong also to P
I
Q modulo
P0Q. In particular if {p = pm, . . . , p1 = 1} is a Jordan-Ho¨lder basis for the G×G-
module WQ ⊂ PIQ then all the pi’s are contained in P
I
Q modulo P
0
Q. Hence for all
α, β ∈ S(G) there is ψα,β ∈ I⊥ such that
Qˇ ∗ α ∗ pcξ,ξ ∗ β ∗ Qˇ = Qˇ ∗ ψα,β ∗ Qˇ.
SPECTRAL SYNTHESIS 19
Therefore pcξ,ξ = 0 on S(G) ∗Q ∗ I⊥ ∗Q ∗ S(G), and thus pcξ,ξ ∈ I⊥. Similarly we
have that pjcξ,ξ ∈ I⊥ for every j = 1, . . . ,m− 1. It follows that pλ(x)ρ(y)cξ,ξ ∈ I⊥
for every x, y ∈ G, and since p ∈ WQ ⊆Wπ , we get that pcη,δ ∈ I⊥ for all η, δ ∈ H∞π .
Thus we obtain that (IWQ)⊥ ⊆ I⊥. This finishes the proof of the theorem. 
Remark 3.23. We can choose the space P0 ⊆ P(G) such that IWπ = Kπ.
Indeed, recall that Wπ = Vπ ∩ P0, Kπ := {f ∈ L1(G) | 〈pcξ,η, f〉 = 0, ∀p ∈
Vπ, ∀ξ, η ∈ H∞π } and that P0 in Theorem 2.11 was chosen as
{p ∈ P(G) | dimVp ≤ N0}
for some N0 large enough. For N ∈ N, N ≥ 0 denote
PN := {p ∈ P(G) | dimVp ≤ N +N0}.
Then in all the above considerations P0 can be replaced by PN .
Let now Wπ,N = Vπ ∩PN . These are G×G invariant subspaces of Vπ , and they
define a sequence of closed bilateral ideals
IN = {f ∈ L
1(G) | 〈Wπ,NCπ, f〉 = 0}.
Then we have
Kπ ⊆ · · · ⊆ IN ⊆ IN−1 ⊆ · · · ⊆ I0 = I
Wπ .
This corresponds to a sequence of ideals
(Kπ)Q ⊆ · · · ⊆ (IN )Q ⊆ (IN−1)Q ⊆ · · · ⊆ (I0)Q = (I
Wπ )Q
in the finite dimensional algebra (ker(π))Q. Hence there must be an N1 such that
(IN )Q = (IN1)Q for N ≥ N1, and by Theorem 3.13 it follows that IN = IN1 for
N ≥ N1. On the other hand we have that Kπ =
⋂
N≥N0
IN , therefore we have that
Kπ = IN1 . We can then replace P0 by PN1, and we take into account that the
space IWπ for this new P0 is precisely IN1 .
4. L∞(G/N(π))-invariant ideals
Let π : G 7→ B(Hπ) be an irreducible unitary representation of G, as before, and
let Oπ be the corresponding coadjoint orbit.
Definition 4.1. a) Let n = n(π) be the subalgebra generated by {g(ℓ)}ℓ∈Oπ . Then
n(π) is an ideal since it is a G-invariant subalgebra. Furthermore, we know that
Oπ = Oπ + n(π)
⊥,
i.e., the coadjoint orbit is saturated with respect to n(π).
b) Let
N = N(π) = expn(π).
Then N(π) is a closed connected normal subgroup of G
c) Choose a subspace x in g such that g = x⊕ n(π). Let X := exp x. The group
G is then the topological product of X and N(π).
d) For a function p : G→ C let pn : G→ C be defined by
pn(xn) := p(n), x ∈ X , n ∈ N(π).
Then let
P0,n := {pn| p ∈ P0}.
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Definition 4.2. An ideal I ∈ Iπ is called L∞(G/N(π))-invariant if and only if for
all f ∈ I
ϕf ∈ I for all ϕ ∈ L∞(G).
We denote by Iπ,N(π) the collection of all I ∈ Iπ which are L∞(G/N(π))-invariant.
Since Oπ is saturated with respect to n(π) we know that the ideals ker(π)
j ,
j = 1, 2, . . . , and j(π) are L∞(G/N(π)) invariant. Indeed we have by [Ki62] that
ker(π) = ker(indGN(π) π|N(π)).
Lemma 4.3. Let p = p(s) be a polynomial that depends on X only. Then pΦ ∈
ker(π)⊥ ∩BC∞(G) for every Φ ∈ ker(π)⊥ ∩BC∞(G).
Proof. It is enough to show that pcππ(ϕˇ) ∈ ker(π)
⊥ for all ϕ ∈ S(G).
By [Pu79, Lemma 2.3] it follows that there is a G-invariant measure dℓ′ on Oπ|n
such that ∫
Oπ
ϕˆ(ξ) dℓ =
∫
Oπ|n
ϕ̂n(ℓ
′) dℓ′.
Thus we have
cππ(ϕ)(g) = tr(π(g
−1)π(ϕ)) = Cπ
∫
Oπ|n
̂(λ(g−1)ϕ)|n(ℓ
′) dℓ′,
with Cπ a constant. On the other hand we have (λ(g
−1)ϕ)|n(Y ) = ϕ(g expY ) for
Y ∈ n, thus
( ̂λ(g−1)ϕ)|n(ℓ
′) =
∫
n
e−i〈ℓ
′,Y 〉ϕ(g expY ) dY, ℓ′ ∈ Oπ|n.
Hence, if p(sn) = p(s) for every n ∈ Nπ, s ∈ X , we have that
p(sn) ̂(λ(sn)ϕ)|n(ℓ
′) = ̂(λ(sn)ψ)|n(ℓ
′),
where ψ = pϕ. It follows that pcππ(ϕ) = c
π
π(ψ), and this finishes the proof of the
lemma. 
Lemma 4.4. Let I ∈ Iπ,N(π) and ψ in I⊥ ∩ C(G). Then the function ψn is also
contained in I⊥.
Proof. Indeed, we have for f ∈ I ∩ S(G), ϕ ∈ L∞(G/N(π)) ∩ C(G), and t ∈ G,
0 =
∫
G
ψ(g)ϕ(g)f(tg)dg =
∫
G/N(π)
ϕ(s)
∫
N(π)
f(tsn)ψ(sn) dn ds˙.
Then
0 =
∫
N(π)
f(tn)ψ(n)dn, for all t ∈ G.
Hence
0 =
∫
G/N(π)
∫
N(π)
f(tn)ψ(sn)dndt˙ =
∫
G
f(g)ψn(g)dg.
Therefore ψn ∈ I⊥. 
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Lemma 4.5. Let W ⊂Wπ be a translation invariant subspace. Then the ideal IW
is L∞(G/N(π))-invariant.
Proof. It follows from [Pe94] (see also the proof of the above Lemma 4.3) that for
any ϕ ∈ S(G/N(π)) and any smooth coefficient cA of π we have that the function
ϕcA is also a smooth coefficient function of π. Let now p ∈W and f ∈ IW . Then
〈pcA, f〉 = 0 for all A ∈ B(Hπ)∞.
Hence for any ϕ ∈ S(G/N(π))
〈pcA, ϕf〉 = 〈p(ϕcA), f〉〉 = 0 for all A ∈ B(Hπ)∞.
Thus we get that ϕf ∈ IW . 
Proposition 4.6. Let I ∈ Iπ,N(π). Then
I⊥ ∩ P0,nCπ
is weak∗ dense in I⊥.
Proof. We know from Proposition 3.12 that the span of the subspaces Qˇδ ∗ I⊥ ∗ Qˇη,
with δ, η ∈ H∞π is weak
∗ dense in I⊥. Now we can write for ψ ∈ I⊥
Qˇδ ∗ ψ ∗ Qˇη = pcη,δ +
m−1∑
j=1
pjcAj
for some p ∈ P0 and some smooth operators Aj , j = 1, . . . ,m − 1, where {p =
pm, . . . , p1} is a Jordan-Ho¨lder basis of Vp. On the other hand for x ∈ X , n ∈ nπ,
we have that
(Qˇδ ∗ ψ ∗ Qˇη)(xn) = p(xn)cη,δ(xn) +
m−1∑
j=1
pj(xn)cAj (xn)
= (p(n) +
m−1∑
j=1
aˇj,m−1(x)pj(n))cη,δ(xn)
+
m−1∑
j=1
(pj(n) +
j−1∑
i=1
aˇi,j(x)pi(n))cAj (xn)
= pn(xn)cη,δ(xn) +
m−1∑
j=1
(pj)n(xn)cBj (xn)
for some Bj ∈ B(Hπ)∞, where we have used Lemma 4.3. Hence Qˇδ∗ψ∗Qˇη ∈ P0,nCπ,
which finishes the proof. 
5. Examples
1. Flat coadjoint orbits. Assume that G is a connected simply connected Lie group
with Lie algebra g, and ℓ ∈ g∗ is such that the corresponding orbit is flat, that is,
Oℓ = ℓ+ g(ℓ)⊥, or, equivalently, g(ℓ) is an ideal in g.
It is well-known that Oℓ corresponds to a set {[πℓ]} of spectral synthesis in Gˆ
(see [HL81]). Let us present below another way of seeing this.
Let g0 be a complement of g(ℓ),
g = g0 + gℓ,
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and identify G and g via the exponential mapping. With this notation a polynomial
p ∈ P(G) can be written as
p(x+ s) =
∑
xαpα(s), x ∈ g0, s ∈ g(ℓ).
Here xα corresponds to the polynomial tα11 · · · t
αk
k , k = dim g0, in the coordinates of
the first kind, and are linearly independent polynomials that generate P(g0). Since
Oℓ is flat, for p ∈ P(G), p(x+ s) =
∑
xαpα(s) and f ∈ S(G), we have that
pf ∈ ker(πℓ)⇔
∫
Oℓ
p̂f(ξ)dξ = 0.
(See [Lu86, Thm. 1].) Here fˆ denotes the Fourier transform on g, and dξ is the
invariant normalized Liouville measure on Oℓ. With the identification O = ℓ + g
∗
0
this is further equivalent with the fact that∑
qα(x)Fg(ℓ)(pαf)(x, ℓ) = 0 for all x ∈ g0,
where Fg(ℓ) is the partial Fourier transform in variable s ∈ g(ℓ). We get thus that,
in this case, the space Kπℓ,0 defined as in Lemma 2.10 consists of all f ∈ S(G) such
that
Dg(ℓ)Fg(ℓ)((pαf)(x, ℓ) = 0, x ∈ g0,
for every Dg(ℓ) differential operator on g(ℓ). The closure of this space in L
1(G) is
nothing else than
{f ∈ L1(G) | Fg(ℓ)(pαf)(x, ℓ) = 0, ∀x ∈ g0} = ker(π).
Thus we find again that {πℓ} is of spectral synthesis.
Note that for the corresponding representation π = πℓ we have that
|cξ,η(x + s)| = |cξ,η(x)| for all s ∈ g(ℓ), x ∈ g0,
and
cξ,η ∈ S(g0).
It follows that Vπ consists of polynomials p such that p(x+s) = p(x), for all x ∈ g0,
s ∈ g(ℓ). On the other hand, by using Lemma 4.3 for p = p(x) and ξ, η ∈ Hπℓ there
is an fp ∈ S(G) such that
pcξ,η = cπℓ(fp).
We immediately see therefore that VπℓCπℓ ⊆ ker(πℓ)
⊥.
2. Step 3 nilpotent Lie groups. The complete description of the structure of primary
ideals of nilpotent Lie groups of step 3 can be found in [Lu83a], and we refer to
this paper for details of the computations below. Here we briefly show how our
present results can be used to find the ideals in Iπ that are of the form IW with
W translation invariant subspace in Vπ.
Let G be a step 3 nilpotent Lie group, connected and simply connected, and let
g be its Lie algebra. We can assume that
[g, [g, g]] = z(g) = Rz
the centre z(g) is one dimensional, ℓ ∈ g∗ satisfies 〈l, z(g)〉 6= 0, and 0 6= z ∈ z is
chosen such that 〈l, z〉 = 1. Let also y1, . . . , yk be a basis of [g, g]. Then there exist
x1, . . . , xk ∈ g such that
[xj , yl] = δjlz, j, l = 1, . . . , k.
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Consider now the two-step subalgebra
h = {h ∈ g | [h, [g, g]] = 0},
which is also an ideal in g. Then the centre of h is the abelian subalgebra g0 =
g(l) + [g, g]. Note that g0 is an ideal in g and contains g(ℓ).
The representation π associated with ℓ can be realized as
π = indGH π0
where π0 is the representation of H associated with ℓ
∣∣
h
.
If we denote X = span{x1, . . . , xk} andX = expX , then we can write G = X·H .
Below we identify the groups with their Lie algebras, via the exponential map-
ping. Let now f ∈ L2(X,Hπ0), and for x ∈ X, h ∈ H define f˜(xh) = π0(h
−1)(f(x)).
Then we have for u ∈ X
π(xh)f(u) =f˜(h−1x−1u) = f˜(x−1uu−1xh−1x−1u)
=π0(u
−1xhx−1u)(f˜(x−1u))
=ei〈ℓ,[u
−1x,h]+ 1
2
[u−1x,[u−1x,h]]〉π0(h)(f˜ (x
−1u)).
Note that [u−1x, h] = [−u+ x, h] for every h in h, and
x−1u = (u− x)(−
1
2
[x, u]−
1
6
[x, [x, u]]−
1
3
[u, [u, x]]),
and (− 12 [x, u]−
1
6 [x, [x, u]]−
1
3 [u, [u, x]]) ∈ g0.
Take now f = φ ⊗ ξ, g = ψ ⊗ η, where φ, ψ ∈ S(X ) and ξ, η ∈ H∞π0 . Also write
h ∈ h as h = tns where n ∈ [g, g], and s ∈ g(l)/[g, g]. Then
cπf,g(xtns) = 〈f, πℓ(xtns)g〉
= cπ0ξ,η(t)
∫
X
e−iχ(t,s,n,x,u)φ(u)ψ(u − x) du
where
χ(t, s, n, x, u) = 〈ℓ, s+ n〉+ 〈ℓ, [u− x, t+ n]〉+ 〈ℓ, [u− x, [u − x, t+ s+ n]]/2〉
− 〈ℓ, [x, u]/2 + [x, [x, u]]/6 + [u, [u, x]/3]〉.
Here
[u− x, [u − x, s+ t]] = [u− x, [u − x, s]]
= [u, [u, s]] + [x, [x, s]]− [x, [u, s]]− [u, [x, s]]
= [u, [u, s]] + [x, [x, s]]− 2[u, [x, s]] + [s, [u, x]].
Since s ∈ g(l) we get
(5.1)
cπf,g(xtns) = e
−i〈ℓ,s+n+t〉e−i〈ℓ,[x,[x,s]]−[x,n]〉/2cπ0ξ,η(t)
×
∫
X
e−i〈ℓ,[u,n+t]〉ei〈ℓ,[u,[x,s]]〉e−i〈ℓ,[u,[u,s]]/2〉φ(u)ψ1(u, x) du.
where ψ1(u, x) = e
−i〈ℓ,[x,u]/2+[x,[x,u]]/6+[u,[u,x]/3]〉ψ(u− t).
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Recall that 〈ℓ, [u, n]〉 = 〈u, n〉, the bracket in the right-hand side being the eu-
clidian scalar product. We get by (5.1) that
(5.2)
cπf,g(xtns) = (2π)
−ke−i〈ℓ,s+n+t〉e−i〈ℓ,[x,[x,s]]−[x,n]〉/2cπ0ξ,η(t)×
×
∫
X ∗
Gˆ(x, n− ℓ ◦ ad([x, s]) − ℓ ◦ ad(t)− ξ)Φˆ(s, ξ) dξ,
where, for N large enough (to be chosen later on),
(5.3)
G(x, u) = ψ1(u, x)(1 + |u|)
−N
Φ(s, u) = e−i〈ℓ,[u,[u,s]]/2〉φ(u)(1 + |u|)N
and the Fourier transform is considered in the second variable of these functions.
A computation similar to the one in [Lu83a] shows that
(5.4) |Φˆ(s, ξ)| ≤ C(det(A(s)2 + 1))−1/4,
where A(s) is the bilinear form
〈A(s)u, u〉 = 〈ℓ, [u, [u, s]]〉.
It remains to estimate the L1 norm of Gˆ(x, ξ). Note that
G(x, u) = ei〈ℓ,[x,u]/2+[x,[x,u]]/6+[u,[u,x]/3]〉ψ(u− x)(1 + |u|)−N
Since ψ ∈ S(X) we get that we can chose N large enough such that there is C with
|∂αuG(x, u)| ≤ Cα,N (1 + |u|)
−k−1.
Hence there is C > 0 such that for all x ∈ X
(5.5) ‖Gˆ(x, ·)‖L1(X ∗) ≤ C.
Summing up (5.5) and (5.4) in (5.3) we get that
sup
x∈X
|cπf,g(xtsn)| ≤ C|c
π0
ξ,η(t)|(det(A(s)
2 + 1))−1/4.
Let ω be the weight on g0 defined by ω(s) = (det(A(s)
2 + 1))1/4. Then we have
obtained that if a polynomial p is such that |p(xtns)| ≤ Cω(s)−1, together with
its G-derivatives, then it belongs to Vπ . Combining this with Lemma 4.3, we see
that the ideals in Iπ of the form IW with W ∈ Vπ correspond to linear, translation
invariant subspaces of polynomials on g0 that are bounded by ω. By the result in
[Lu83a] we actually know that these are all the primary ideals in Iπ.
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