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ON CONTINUOUS SELECTIONS OF POLYNOMIAL FUNCTIONS
FENG GUO∗, LIGUO JIAO, AND DO SANG KIM
Abstract. A continuous selection of polynomial functions is a continuous function whose
domain can be partitioned into finitely many pieces on which the function coincides with a
polynomial. Given a set of finitely many polynomials, we show that there are only finitely
many continuous selections of it and each one is semi-algebraic. Then, we establish some
generic properties regarding the critical points, defined by the Clarke subdifferential, of these
continuous selections. In particular, given a set of finitely many polynomials with generic
coefficients, we show that the critical points of all continuous selections of it are finite and
the critical values are all different, and we also derive the coercivity of those continuous
selections which are bounded from below. We point out that some existing results about
Łojasiewicz’s inequality and error bounds for the maximum function of some finitely many
polynomials are also valid for all the continuous selections of them.
1. Introduction
In this paper, we mainly study the set of all continuous selections of some given finitely
many multivariate polynomials with real coefficients. A function is in such a set if it is
continuous and its value at every point is equal to one of the values of those polynomials
at that point. We say the set of the given polynomials the set of selection functions. This
kind of functions belongs to a larger one called PC l function which is everywhere locally a
continuous selection of C l-functions (i.e., l-times continuously differentiable functions). The
set of PC l functions covers various types of functions composed by the selection functions,
among which are the typical examples of the maximum and minimum functions occurring
in optimization. Moreover, superposition, scalar multiples and finite sums of PC l functions
are again PC l functions. In particular, PC1 functions are also called piecewise differentiable
functions.
PC l functions have many applications to solution methodology in optimization, par-
ticularly in connection with complementarity problems and variational inequalities. Jongen
and Pallaschke [24] introduced the notion of continuous selections of differentiable functions
to extend the classical critical point theory to nonsmooth functions. Continuous selections
of locally Lipschitz continuous functions have been studied in Hager’s paper [23]. As a con-
tinuous selection of locally Lipschitz continuous functions is again locally Lipschitz (c.f. [44,
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Corollary 4.1.1]), its critical point can be defined naturally via the Clarke subdifferential
[12]. Womersley [48] investigated the optimality conditions on critical points for piecewise
differentiable functions. The connection between piecewise differentiable functions and non-
smooth optimization problems is extensively studied in [11]. The representations of contin-
uous selections of affine functions and the topological classification of continuous selections
of linear functions are investigated in [5]. Qualitative aspects of the second order approx-
imation scheme for regular PC2-functions are considered in [26]. We refer the readers to
[2, 38, 40, 41, 44] and the recent [14, 15] for more basic background and developments in
this subject.
In this paper, we restrict our attention to the set of continuous selections of polyno-
mial functions and we call such a continuous selection a CSP function for short. What we
benefit from this restriction are the applications of deep theory and powerful tools from
semi-algebraic geometry to derive many favorable properties enjoyed by CSP functions. In
particular, we show that there are only finitely many CSP functions selected from a given set
of finitely many polynomials and each one is semi-algebraic. As a semi-algebraic function,
the set of isolated local minimizers of a CSP function coincides with its set of strictly local
minimizers and both are finite. Obviously, it is not the case for continuous selections of
general functions.
Over the past few decades, generic properties for mathematical programming problems
have been extensively studied in the literature, see [3, 8, 17, 19, 27, 28, 36, 39, 43, 45, 46]. The
first order necessary optimality condition for a CSP function states that a local minimizer
must be a critical point, i.e., 0 belongs to the Clarke subdifferential of the CSP function at
this point (c.f. [48, Theorem 3.1]). Inspired by the papers [27, 28] by Lee and Pha.m where
the genericity of semi-algebraic programs is investigated, we next establish some generic
properties concerned with the set of critical points of all CSP functions with the same set
of selection functions. Here, the term “genericity” means that the properties hold in the
following sense. If we fix the number r and a degree bound d of the polynomials in the
set of selection functions, we can identify the set of selection functions with the vector of
all coefficients of the r ordered polynomials in the canonical monomial basis of the space of
polynomials of degree up to d. Then, there exists an open and dense semi-algebraic subset
of the vector space such that for each set of selection functions corresponding to a vector in
this subset, these properties hold for all CSP functions selected from it. In particular, we
obtain the following generic properties for all CSP functions selected from the same set of
finitely many polynomials: (i) the critical points of all those CSP functions are finite and
the corresponding critical values are all distinct; (ii) each of those CSP functions is “good at
infinity” in the sense that its non-smooth slope, defined by the Clarke subdifferential, at a
point is not smaller than a positive constant c whenever the Euclidean norm of the point is
larger than a constant R; (iii) each of those CSP functions which are bounded from below
is coercive and hence its global minimum is attainable at a unique minimizer.
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An error bound for a subset of an Euclidean space is an inequality that bounds the
distance from an arbitrary point in a test set to the subset in terms of the amount of
“constraint violation” at that point. Among the numerous applications of error bounds, they
can be used to estimate the rate of convergence of many optimization methods. We refer
the readers to [37] for an excellent survey in this subject and to the more recent papers
[4, 9, 16, 18, 25, 29, 30, 31, 34] with the bibliographies therein. In the papers [16, 31], a
non-smooth Łojasiewicz’s inequality about the non-smooth slope, defined by the limiting
subdifferential, is established for the maximum function of finitely many polynomials. Then,
some local and global Hölderian error bounds with explicit exponents for a polynomial system
are obtained. Note that the maximum function of finitely many polynomials is an instance
of CSP functions selected from these polynomials. Moreover, the non-smooth slope for the
maximum function defined via limiting subdifferential and the non-smooth slope for any CSP
function defined via Clarke subdifferential have the same representation (see Section 5). As
a result, we point out that some results obtained in [16, 31] about non-smooth Łojasiewicz’s
inequality and error bounds for the maximum function of finitely many polynomials are also
valid for any CSP functions selected from them.
The paper is organized as follows. In Section 2, we introduce some notation and prelim-
inaries used in the paper. We present some basic properties satisfied by all CSP functions in
Section 3. Some generic properties for CSP functions are establised in Section 4. In Section
5, we discuss some results about non-smooth Łojasiewicz’s inequality and error bounds for
CSP functions. In Section 6, some conclusions are given.
2. Preliminaries
We use the following notation and terminology. The symbol R (resp. C, N) denotes
the set of real (resp. complex, natural) numbers. We denote by R>0 the set of positive real
numbers. R[x] = R[x1, . . . , xn] denotes the ring of polynomials in variables x = (x1, . . . , xn)
with real coefficients. The Euclidean space Rn is equipped with the usual scalar product 〈·, ·〉
and the corresponding Euclidean norm ‖·‖. For any set J , we denote by #J the cardinality of
J . The notation Cp means p-times continuously differentiable; C∞ is infinitely continuously
differentiable. In what follows, Rn will always be considered with its Euclidean topology,
unless stated otherwise. For a subset S ⊂ Rn, the closure and convex hull of S in Rn are
denoted by S¯ and coS, respectively. Denote by B (resp., B¯) the unit (resp., closed) ball
centered at the origin in Rn. For any α ∈ Nn, denote |α| := α1 + · · ·+ αn.
2.1. Semi-algebraic geometry. Let us recall some notion and results from semi-algebraic
geometry (see, for example, [6, 7]).
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Definition 2.1. (i) A subset of Rn is said to be semi-algebraic if it is a finite union of
sets of the form
{x ∈ Rn : fi(x) = 0, i = 1, . . . , k; fi(x) > 0, i = k + 1, . . . , p},
where all fi’s are in R[x].
(ii) Let A ⊂ Rn and B ⊂ Rm be semi-algebraic sets. A map F : A → B is said to be
semi-algebraic if its graph
{(x, y) ∈ A×B : y = F (x)}
is a semi-algebraic subset in Rn × Rm.
Note that semi-algebraic sets and functions enjoy a number of remarkable properties.
We summarize some of the important properties which will be used in the sequel.
Proposition 2.1. The following statements hold:
(i) Each semi-algebraic set in R is a finite union of intervals and points.
(ii) Finite union (resp., intersection) of semi-algebraic sets is semi-algebraic.
(iii) The Cartesian product (resp., complement, closure, interior) of semi-algebraic sets is
semi-algebraic.
(iv) If f, g are semi-algebraic functions on Rn and λ ∈ R, then f + g, fg and λf are all
semi-algebraic functions.
(v) If f is a semi-algebraic function on Rn and λ ∈ R, then {x ∈ Rn : f(x) ≤ λ},
{x ∈ Rn : f(x) < λ} and {x ∈ Rn : f(x) = λ} are all semi-algebraic sets.
(vi) A composition of semi-algebraic maps is a semi-algebraic map.
Theorem 2.1 (Tarski–Seidenberg Theorem). The image of a semi-algebraic set by a semi-
algebraic map is semi-algebraic.
Remark 2.1. If A ⊂ Rn, B ⊂ Rm, and C ⊂ Rn × Rm are semi-algebraic sets, then we see
that U := {x ∈ A : (x, y) ∈ C, ∀y ∈ B} is also a semi-algebraic set. To see this, from
Proposition 2.1 (iii) and Theorem 2.1, we see that {x ∈ A : ∃y ∈ B s.t. (x, y) 6∈ C} is
semi-algebraic. As the complement of U is the union of the complement of A and the set
{x ∈ A : ∃y ∈ B s.t. (x, y) /∈ C}, it follows that the complement of U is semi-algebraic by
Proposition 2.1(iii). Thus, U is also semi-algebraic. In general, if we have a finite collection
of semi-algebraic sets, then any set obtained from them by a finite chain of quantifiers is also
semi-algebraic.
Recall the Curve Selection Lemma which will be used in this paper (see [22, 32]).
Lemma 2.1 (Curve Selection Lemma). Let A be a semi-algebraic subset of Rn, and u∗ ∈
A \ A. Then there exists a real analytic semi-algebraic curve
φ : (−ǫ, ǫ) → Rn
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with φ(0) = u∗ and with φ(t) ∈ A for t ∈ (0, ǫ).
In what follows, we will need the following useful results (see, for example, [47]).
Lemma 2.2 (Monotonicity Lemma). Let a < b in R. If f : [a, b] → R is a semi-algebraic
function, then there is a partition a =: t1 < · · · < tN := b of [a, b] such that f |(tl,tl+1) is C1,
and either constant or strictly monotone, for l ∈ {1, . . . , N − 1}.
The next theorem (see [7, 47]) uses the concept of a cell whose definition we omit. We
do not need the specific structure of cells described in the formal definition. For us, it will
be sufficient to think of a Cp-cell of dimension r as of an r-dimensional Cp-manifold, which
is the image of the cube (0, 1)r under a semi-algebraic Cp-diffeomorphism. As follows from
the definition, an n-dimensional cell in Rn is an open set.
Theorem 2.2 (Cell Decomposition Theorem). Let A ⊂ Rn be a semi-algebraic set. Then,
for any p ∈ N, A can be represented as a disjoint union of a finite number of cells of class Cp.
By Cell Decomposition Theorem, for any p ∈ N and any nonempty semi-algebraic subset
A of Rn, we can write A as a disjoint union of finitely many semi-algebraic Cp-manifolds of
different dimensions. The dimension dimA of a nonempty semi-algebraic set A can thus be
defined as the dimension of the manifold of highest dimension of its decomposition. This
dimension is well defined and independent of the decomposition of A. By convention, the
dimension of the empty set is taken to be negative infinity. We will need the following result
(see [7, 47]).
Proposition 2.2. (i) Let A ⊂ Rn be a semi-algebraic set and f : A → Rm a semi-
algebraic map. Then, dim f(A) ≤ dimA.
(ii) Let A ⊂ Rn be a nonempty semi-algebraic set. Then, dim(A¯ \ A) < dimA. In
particular, dim(A¯) = dimA.
(iii) Let A,B ⊂ Rn be semi-algebraic sets. Then,
dim(A ∪B) = max{dimA, dimB}.
Combining Theorems 2.4.4, 2.4.5 and Proposition 2.5.13 in [7], it follows that
Proposition 2.3. Let A be a semi-algebraic set of Rn. The following statements hold.
(i) A has a finite number of connected components which are closed in A.
(ii) A is connected if and only if it is path connected.
Hence, in the rest of this paper, by saying that a semi-algebraic subset ofRn is connected,
we also mean that it is path connected.
Theorem 2.3. For any polynomials f1, . . . , fs, g1, . . . , gl ∈ R[x] with degree bounded by d ∈
N, the number of connected components of the semi-algebraic set
S := {x ∈ Rn : f1(x) = · · · = fs(x) = 0, g1(x) 6= 0, . . . , gl(x) 6= 0},
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is bounded from above by
N(n, d, l) :=
{
d(2d− 1)n−1, if l = 0,
(ld+ 1)(2ld+ 1)n, if l > 0.
Proof. See [6, Proposition 3.9.4] and the proof of [6, Proposition 4.4.5]. 
Next we state a semi-algebraic version of Sard’s theorem with the parameter in a sim-
plified form which is sufficient for the applications studied here. Recall that, for an open set
X ⊂ Rn and a C∞ map F : X → Rm, a point y ∈ Rm is called a regular value for F iff either
F−1(y) = ∅ or the derivative DF (x) : Rn → Rm is surjective at every point x ∈ F−1(y). The
following result is also called Thom’s weak transversality theorem.
Theorem 2.4 (Sard’s theorem with parameter). Let P and X be open semi-algebraic sets
in Rp and Rn, respectively. Let F : P × X → Rm, (u, x) → F (u, x), be a semi-algebraic
map of class C∞. If y ∈ Rm is a regular value of F , then there exists an open and dense
semi-algebraic subset U in P such that, for each u ∈ U , y is a regular value of the map
Fu : X → Rm, x→ F (u, x).
Proof. For a proof, we refer the reader to [21] or [22, Theorem 1.10]. 
2.2. Resultants and Discriminants. Let us first review some elementary background
about resultants and discriminants. More details can be found in [13, 20, 35].
Let f1, . . . , fn be homogeneous polynomials in R[x]. The resultant Res(f1, . . . , fn) is a
polynomial in the coefficients of f1, . . . , fn satisfying
Res(f1, . . . , fn) = 0 ⇔ ∃0 6= u ∈ Cn, f1(u) = · · · = fn(u) = 0.
Let f1, . . . , fm be homogeneous polynomials with m < n and suppose that at least one
deg(fi) > 1. The discriminant for f1, . . . , fm, denoted by ∆(f1, . . . , fm), is a polynomial in
the coefficients of f1, . . . , fm such that
∆(f1, . . . , fm) = 0
if and only if the polynomial system
f1(x) = · · · = fm(x) = 0
has a solution 0 6= u ∈ Cn such that the Jacobian matrix of f1, . . . , fm does not have full
rank.
The resultants and discriminants are also defined for inhomogeneous polynomials. Let
f0, f1, . . . , fn be general polynomials in R[x]. The resultant Res(f0, f1, . . . , fn) is defined to
be Res(f˜0(x˜), f˜1(x˜), . . . , f˜n(x˜)) where each f˜i(x˜) := x
deg(fi)
0 f(x/x0) is the homogenization of
fi(x) in x˜ := (x0, x1, . . . , xn). Clearly, if Res(f0, f1, . . . , fn) 6= 0, then
f1(x) = · · · = fn(x) = 0
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has no solution in Cn. Let f1, . . . , fm be general polynomials in R[x] with m ≤ n. The
discriminant ∆(f1, . . . , fm) is defined to be ∆(f˜1(x˜), . . . , f˜m(x˜)). If ∆(f1, . . . , fm) 6= 0, then
it can be proved by Euler’s formula that the polynomial system
f1(x) = · · · = fm(x) = 0
has no solution 0 6= u ∈ Cn such that the Jacobian matrix of f1, . . . , fm does not have full
rank (c.f. [35]).
2.3. Subdifferentials and nonsmooth slope. Now we recall some notation and properties
of subdifferential, which will be used in this paper. The following materials and more details
can be found in the comprehensive texts [10, 12, 33, 42] about nonsmooth analysis.
Definition 2.2. Let f : Rn → R be a locally Lipschitz function.
(i) The generalized directional derivative (also known as Clarke directional derivative) of
f at x¯ ∈ Rn in the direction v ∈ Rn, denoted by f 0(x¯; v), is given by
f 0(x¯; v) := lim sup
x→x¯
t↓0
f(x+ tv)− f(x)
t
.
(ii) The generalized gradient (Clarke subdifferential) of f at x¯, denoted by ∂◦f(x¯), is defined
as
∂◦f(x¯) := {ζ ∈ Rn : 〈ζ, v〉 ≤ f 0(x¯; v), ∀v ∈ Rn}.
There are many other concepts of subdifferentiability for nonconvex functions, like the
Fréchet subdifferential, the limiting subdifferential and so on. Note that these sets of subdif-
ferential coincide for any convex continuous function. Therefore, we have
Example 2.1. For each x0 ∈ Rn, we have
∂◦(‖ · −x0‖)(x) =

x− x0
‖x− x0‖ if x 6= x
0,
B¯ otherwise,
where B¯ denotes the closed unit ball centered at the origin in Rn.
The following properties of Clarke subdifferential will be used in our arguments.
Proposition 2.4. Let f : Rn → R be a locally Lipschitz function, then the following state-
ments are true.
(i) If x0 is a local minimizer of f , then 0 ∈ ∂◦f(x0).
(ii) Let g : Rn → R be a locally Lipschitz function, then
∂◦(f + g)(x) ⊂ ∂◦f(x) + ∂◦g(x), for all x ∈ Rn.
(iii) Let x0 ∈ Rn be such that f(x0) > 0, then for any ρ > 0,
∂◦f ρ(x0) = ρ[f(x0)]ρ−1∂◦f(x0).
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Remark 2.2. Note that the properties in Proposition 2.4 also hold for the limiting subdif-
ferential (c.f. [33]).
Definition 2.3. Let f : Rn → R be a locally Lipschitz function. We define the non-smooth
slope of f at x ∈ Rn by
m
◦
f (x) := inf{‖ζ‖ : ζ ∈ ∂◦f(x)}.
Remark 2.3. The non-smooth slope of f is defined using limiting subdifferential in [16, 31],
by which some results about non-smooth Łojasiewicz’s inequality and error bounds for the
maximum functions of finitely many polynomials are derived.
To end this section, we recall a classic theorem in analysis which states that we can find
a “minimizing sequence” for a continuous function f which is bounded from below.
Theorem 2.5 (Ekeland Variational Principle). Let f : Rn → R be a continuous function,
bounded from below. Let ε > 0 and x0 ∈ Rn be such that
inf
x∈Rn
f(x) ≤ f(x0) ≤ inf
x∈Rn
f(x) + ε.
Then for any λ > 0, there exists some point y0 ∈ Rn such that
f(y0) ≤ f(x0),
‖y0 − x0‖ ≤ λ,
f(y0) ≤ f(x) + ε
λ
‖x− y0‖ for all x ∈ Rn.
3. Continuous selections of polynomial functions
In this section, we will give some formal definitions and obtain some basic properties
about continuous selections of polynomial (or more generally, semi-algebraic) functions.
Definition 3.1. For given subsets X ⊆ X˜ ⊆ Rn and r continuous functions f1, . . . , fr : X˜ →
R, we say a function f : X → R a continuous selection of {f1, . . . , fr} if f is continuous and
f(x) ∈ {f1(x), . . . , fr(x)} for all x ∈ X. We call {f1, . . . , fr} the set of selection functions
of f . We denote by C (f1, . . . , fr, X) the set of all continuous selections of {f1, . . . , fr} with
the domain X ⊆ Rn. If X = Rn, we use the notation C (f1, . . . , fr) for simplicity. We call
I(f, x) := {i | fi(x) = f(x)} the active index set of f at a point x ∈ X.
Obviously, the set C (f1, . . . , fr, X) contains various types of functions composed by
{f1, . . . , fr}, among which are the typical examples of the maximum and minimum functions
occurring in optimization
fmax(x) := max{f1(x), . . . , fr(x)} and fmin(x) := min{f1(x), . . . , fr(x)}.
More generally, the set C (f1, . . . , fr, X) contains the following max-min type functions
max
i∈{1,...,s}
min
j∈Ji
fj(x) and min
i∈{1,...,s}
max
j∈Ji
fj(x), (1)
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where each Ji ⊆ {1, . . . , r}. In fact, every function which is representable by a formula
involving {f1, . . . , fr} together with a finite number of maximum or minimum operations
can be written as a max-min type function (c.f. [5]). Conversely, if each fi is affine, then
it is shown in [5, Corollary 2.1] that every function in C (f1, . . . , fr) can be expressed in the
max-min type.
Proposition 3.1. If X is open and each fj is C
1-function, j = 1, . . . , r, then each f ∈
C (f1, . . . , fr, X) is locally Lipschitz. In this case, for any x ∈ X,
∂◦f(x) = co
{
lim
y→x
∇fi(y) : i ∈ I(f, x)
}
= co{∇fi(x) : i ∈ I(f, x)}, (2)
and hence
m
◦
f (x) = inf
∥∥∥ ∑
i∈I(f,x)
µi∇fi(x)
∥∥∥ : µi ≥ 0, ∑
i∈I(f,x)
µi = 1
 . (3)
Proof. Clearly, it is not difficult to verify that every C1-function is locally Lipschitz contin-
uous. The results then follow by [44, Corollary 4.1.1] and [12, Theorem 2.5.1]. 
Consequently, if X is open and each fj is C
1-function, j = 1, . . . , r, we can define the
critical point of f in the following way.
Definition 3.2. Let f ∈ C (f1, . . . , fr, X), where X is open and each fj is C1-function,
j = 1, . . . , r, a point x0 ∈ X is called a critical point of f if 0 ∈ ∂◦f(x0), i.e., there exists a
tuple (µi ∈ R, i ∈ I(f, x0)) such that
µi ≥ 0, i ∈ I(f, x0),
∑
i∈I(f,x0)
µi = 1 and
∑
i∈I(f,x0)
µi∇fi(x0) = 0. (4)
If each µi > 0, i ∈ I(f, x0)) for any tuple (µi ∈ R, i ∈ I(f, x0)) satisfying (4), we say the
strict complementarity holds for the critical point x0.
The first order necessary optimality condition states that a local minimizer of f ∈
C (f1, . . . , fr, X) must be a critical point (c.f. [48, Theorem 3.1]).
We denote byCrit(f,X) the set of all critical points of f onX and byCrit(C (f1, . . . , fr, X))
the set of all critical points of all continuous selections in C (f1, . . . , fr, X), i.e.,
Crit(C (f1, . . . , fr, X)) = {x0 ∈ X : ∃f ∈ C (f1, . . . , fr, X) such that 0 ∈ ∂◦f(x0)}.
For simplicity, we adopt the notation Crit(f) and Crit(C (f1, . . . , fr)) when X = R
n.
Now let us see some favorable properties enjoyed by continuous selections of continuous
semi-algebraic functions {f1, . . . , fr} on a semi-algebraic set X.
Theorem 3.1. Let X ⊂ Rn be a semi-algebraic set and f1, . . . , fr : X → R be continuous
semi-algebraic functions. Then, C (f1, . . . , fr, X) is a finite set and each f ∈ C (f1, . . . , fr, X)
is semi-algebraic.
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Proof. It is clear for the case r = 1. Assume that the conclusion holds for r = k, then we
prove that it is also true for r = k + 1. Then, the conclusion follows by induction on r.
Let A = ∪kj=1{x ∈ X : fj(x) = fk+1(x)}. Clearly, A is a semi-algebraic set. For any
f ∈ C (f1, . . . , fk+1, X), its restrictions on A and X \ A are functions in C (f1, . . . , fk+1, A)
and C (f1, . . . , fk+1, X \ A), respectively. In the following, we only need to prove that
both C (f1, . . . , fk+1, A) and C (f1, . . . , fk+1, X \ A) are finite sets and each function in
C (f1, . . . , fk+1, A) and C (f1, . . . , fk+1, X \ A) is semi-algebraic.
For any f ∈ C (f1, . . . , fk+1, A), by the definition of A, f(x) ∈ {f1(x), . . . , fk(x)} for all
x ∈ A. Therefore, it holds that C (f1, . . . , fk+1, A) = C (f1, . . . , fk, A). Then, by induction,
C (f1, . . . , fk+1, A) is a finite set and each f ∈ C (f1, . . . , fk+1, A) is semi-algebraic.
Since X \ A is semi-algebraic, it has finitely many semi-algebraically (path) connected
components, say D1, . . . , Ds. Now, it suffices to prove that C (f1, . . . , fk+1, Di) is a finite set
and each f ∈ C (f1, . . . , fk+1, Di) is semi-algebraic for every i = 1, . . . , s. To this end, we
show that for each f ∈ C (f1, . . . , fk+1, Di), either f ∈ C (f1, . . . , fk, Di) or f is the restriction
of fk+1 on Di. Then, the conclusion follows by induction. To the contrary, suppose that
there exist u, v ∈ Di such that f(u) ∈ {f1(u), . . . , fk(u)} and f(v) = fk+1(v). Since Di is
path connected, there exists a continuous curve φ : [0, 1] → Di such that φ(0) = u and
φ(1) = v. Let
τ˜ := sup{τ ∈ [0, 1] : f(φ(t)) ∈ {f1(φ(t)), . . . , fk(φ(t))} for all t ∈ [0, τ ]}.
By the continuity, we have f(φ(τ˜)) ∈ {f1(φ(τ˜)), . . . , fk(φ(τ˜))} and f(φ(τ˜)) = fk+1(φ(τ˜)). It
implies that φ(τ˜) ∈ A, a contradiction. 
Remark 3.1. For arbitrary subset X ⊆ Rn and continuous functions f1, . . . , fr : Rn →
R, the set C (f1, . . . , fr, X) is not necessarily finite. For example, it is clear that the set
C (sin x, cosx,R) has infinitely many functions.
Theorem 3.2. Let X ⊂ Rn be a semi-algebraic set and f1, . . . , fr : X → R be continuous
semi-algebraic functions. For any f ∈ C (f1, . . . , fr, X), the following holds:
(i) The set of local (resp., isolated local, strictly local) minimizers of f is semi-algebraic;
(ii) The set of isolated local minimizers of f coincides with its set of strictly local minimizers
and both are finite.
Proof. It is a consequence of Theorem 3.1 and the following Propositions 3.2 and 3.3. 
Proposition 3.2. Let X ⊂ Rn be a semi-algebraic set and f : X → R be a semi-algebraic
function. Then the set of (strictly) local minimizers of f is semi-algebraic.
Proof. We only prove the statement for local minimizers and similar arguments hold for
strictly local minimizers.
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Let A be the set of local minimizers of f. By definition, we can write
A = {x ∈ X : ∃δ > 0 such that f(y) ≥ f(x) for all y ∈ X, 0 < ‖y − x‖ < δ}.
Clearly, A = π1(B) where π1 : R
n × R→ Rn, (x, δ) 7→ x, and
B := {(x, δ) ∈ X × R>0 : f(y) ≥ f(x) for all y ∈ X, 0 < ‖y − x‖ < δ}.
Let C := X × R>0 \B. We can write
C := {(x, δ) ∈ X × R>0 : ∃y ∈ X, 0 < ‖y − x‖ < δ, f(y) < f(x)}.
Clearly, C = π2(D) where π2 : R
n × R× Rn → Rn × R, (x, δ, y) 7→ (x, δ), and
D := {(x, δ, y) ∈ X × R>0 ×X : 0 < ‖y − x‖, ‖y − x‖ − δ < 0, f(y)− f(x) < 0}.
Note that the sets X×R>0 and X×R>0×X are semi-algebraic (see Proposition 2.1(iii)), and
the functions (x, δ, y) 7→ ‖y−x‖, (x, δ, y) 7→ ‖y−x‖−δ, and (x, δ, y) 7→ f(y)−f(x) are semi-
algebraic. Hence D is a semi-algebraic set. By the Tarski–Seidenberg Theorem, C = π2(D)
is a semi-algebraic set. By Proposition 2.1(iii), B = X ×R>0 \C is a semi-algebraic set. By
the Tarski–Seidenberg Theorem again, A = π1(B) is a semi-algebraic set. 
Proposition 3.3 (compare [1, 14, 15]). Let X ⊂ Rn be a semi-algebraic set and f : X → R
be a semi-algebraic function which is continuous around a point x¯ ∈ X. Then, x¯ is an isolated
local minimizer of f if and only if x¯ is a strictly local minimizer of f. Consequently, the set
of isolated (strictly) local minimizers is finite.
Proof. An isolated local minimizer of f is clearly a strictly local minimizer. Now we prove the
other direction. Suppose to the contrary that there exists a sequence x(k) ∈ X, k ∈ N, with
x(k) 6= x¯ and x(k) → x¯ such that for each k, x(k) is a local minimizer of f. Let A be the set of
local minimizers of f. Then, by Proposition 3.2, we can see that A is a semi-algebraic set. By
the Curve Selection Lemma 2.1 there exists an analytic semi-algebraic curve φ : (−ǫ, ǫ)→ Rn
such that φ(0) = x¯ and φ(t) ∈ A for all t ∈ (0, ǫ). By the Monotonicity Lemma 2.2, we can
assume that the semi-algebraic function ψ : [0, ǫ)→ R, t 7→ f ◦ φ(t), is analytic on (0, ǫ) and
is either constant, or strictly increasing or strictly decreasing. Note that for each t ∈ (0, ǫ),
we have t is a local minimizer of ψ. Hence ψ is constant on (0, ǫ). Since f is continuous at
x¯, the function ψ is continuous at t = 0. Consequently,
f ◦ φ(t) = f ◦ φ(0) = f(x¯)
for all t ∈ [0, ǫ), which contradicts our assumption that x¯ is a strictly local minimizer.
Since a semi-algebraic set has finitely many connected components, by Proposition 3.2,
the set of isolated (strictly) local minimizers of f is finite. 
In the rest of this paper, we mainly study the set of continuous selections of polynomial
functions, i.e., X = Rn and f1, . . . , fr ∈ R[x]. We also call such functions CSP functions,
for short, selected from {f1, . . . , fr}. An example of CSP functions is the so-called piecewise
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linear-quadratic function. Precisely, if for each i = 1, . . . , r, fi(x) is quadratic and the piece
{x ∈ Rn : f(x) = fi(x)} is a polyhedron, then the element in C (f1, . . . , fr) is called the
piecewise linear-quadratic function, which is investigated in [15].
By Proposition 3.1, a CSP function f is locally Lipschitz. Therefore, the Clarke subd-
ifferential and non-smooth slope of a CSP function f at any x ∈ Rn are of the forms (2) and
(3), respectively.
Proposition 3.4. For any f1, . . . , fr ∈ R[x] with degrees bounded by d, the set Crit(C (f1, . . . , fr))
is semi-algebraic and has at most
B0(n, d, r) := (d+1)(2d+1)
n+r−1+
r−1∑
s=1
(
r
s
)
[(r − s)(d+ 1) + 1] [2(r − s)(d+ 1) + 1]n+s (5)
connected components.
Proof. For any nonempty subset J = {j1, . . . , js} ⊆ {1, . . . , r}, define
CJ :=

(x, λ) ∈ Rn × Rs :

s∑
k=1
λ2k∇fjk(x) = 0,
s∑
k=1
λ2k = 1,
fjk(x)− fj1(x) = 0, k = 2, . . . , s,
fi(x)− fj1(x) 6= 0, i 6∈ J

. (6)
Let πJ : R
n × Rs → Rn be the projection on the first n coordinates. For any x0 ∈
Crit(C (f1, . . . , fr)), there exists a continuous selection f ∈ C (f1, . . . , fr) such that x0 is
a critical point of f . Then, x0 ∈ πI(f,x0)(CI(f,x0)). Conversely, for any x0 ∈ πJ (CJ) with
nonempty subset J ⊆ {1, . . . , r}, it is clear that x0 is critical point of every f ∈ C (f1, . . . , fr)
with I(f, x0) = J . Therefore,
Crit(C (f1, . . . , fr)) =
⋃
J
πJ(CJ),
where the union is taken over all nonempty subsets J of {1, . . . , r}. Hence, by Proposition
2.1, the set Crit(C (f1, . . . , fr)) is semi-algebraic. For each nonempty subset J with #J = s,
by Theorem 2.3, the number of connected component of CJ is bounded from above by{
(d+ 1)(2d+ 1)n+r−1, if s = r,
[(r − s)(d+ 1) + 1] [2(r − s)(d+ 1) + 1]n+s , if s < r.
Then, the conclusion follows. 
For arbitrary continuous functions f1, . . . , fr : R
n → R, the above Proposition 3.4 will
no longer hold. In particular, the set Crit(C (f1, . . . , fr)) does not necessarily have finitely
many connected components. For example, consider the set C (sin x, cos x,R).
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4. Genericity for continuous selections of polynomial functions
For f1, . . . , fr ∈ R[x], some generic properties about the set Crit(C (f1, . . . , fr)) will be
established in this section.
For any positive integers n and d, let
n(d) := #{α := (α1, . . . , αn) ∈ Nn : |α| ≤ d},
where |α| := α1+ · · ·+αn. Corresponding to the set of lexicographically ordered monomials
xα, |α| ≤ d, we define for the variables x = (x1, . . . , xn) a n(d)-component vector
vec(x) := (1, x1, . . . , xn, x
2
1, x1x2, . . . , x1xn, . . . , x
d
1, . . . , x
d
n)
T ,
which is known as the canonical basis of R[x] with degree at most d. For each parameter
u := (u(1), . . . , u(r)) ∈ Rr×n(d) where u(i) := (u(i)α )|α|≤d ∈ Rn(d), let fi(x, u(i)) = vec(x)Tu(i),
i = 1, . . . , r, and F (x, u) := (f1(x, u
(1)), . . . , fr(x, u
(r))).
In this section, as u(1), . . . , u(r) are sometimes treated as variables, we denote by∇xfi(x, u(i))
the gradient (column) vector of fi(x, u
(i)) with respect to the variables x1, . . . , xn.
Proposition 4.1. There exists an open and dense semi-algebraic set U1 in R
r×n(d) such that
for any u ∈ U1 and any f ∈ C (F (x, u)), we have #I(f, x) ≤ n + 1 at any x ∈ Rn.
Proof. Fix a subset J := {j1, . . . , jn+2} ⊆ {1, . . . , r} with j1 < · · · < jn+2. Let uJ :=
(u(j1), . . . , u(jn+2)) ∈ R(n+2)×n(d) for any u ∈ Rr×n(d). Define
RJ (u
J) := Res(fj2(x, u
(j2))− fj1(x, u(j1)), . . . , fjn+2(x, u(jn+2))− fj1(x, u(j1))) ∈ R[uJ ] ⊂ R[u],
where Res(·, . . . , ·) denotes the resultant of polynomials with respect to the variables x.
Then, for any u ∈ Rr×n(d) with RJ(uJ) 6= 0, the polynomial system
fj2(x, u
(j2))− fj1(x, u(j1)) = · · · = fjn+2(x, u(jn+2))− fj1(x, u(j1)) = 0
has no solutions in Rn. Let
U1 :=
⋂
J⊆{1,...,r}
#J=n+2
{u ∈ Rr×n(d) : RJ(uJ) 6= 0},
which is an open and dense semi-algebraic set in Rr×n(d). Clearly, for any u ∈ U1 and any
f ∈ C (F (x, u)), #I(f, x) ≤ n+ 1 at any x ∈ Rn. 
Proposition 4.2. There exists an open and dense semi-algebraic set U2 in R
r×n(d) such that
for any u ∈ U2 and any f ∈ C (F (x, u)), the vectors ∇fi(x0), i ∈ I(f, x0) are affinely inde-
pendent for any critical point x0 of f, i.e., for every i ∈ I(f, x0), the vectors ∇xfi′(x0, u(i′))−
∇xfi(x0, u(i)), i′ ∈ I(f, x0) \ {i}, are linearly independent. Consequently, the tuple (µi, i ∈
I(f, x0)) satisfying (4) is unique.
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Proof. Fix a subset J := {j1, . . . , js} ⊆ {1, . . . , r} with 2 ≤ s ≤ n + 1 and j1 < · · · < js.
Let uJ := (u(j1), . . . , u(js)) ∈ Rs×n(d) for any u ∈ Rr×n(d). Now we define a polynomial
∆J (u
J) ∈ R[uJ ] ⊂ R[u] in the following way. If degx(fjk(x, u(jk)) − fj1(x, u(j1))) ≤ 1 for all
k = 2, . . . , s, let ∆J(u
J) be the sum of squares of all the maximal minors of the Jacobian
matrix of fjk(x, u
(jk))− fj1(x, u(j1)), k = 2, . . . , s, with respect to the variables x; otherwise,
let
∆J(u
J) := ∆(fj2(x, u
(j2))− fj1(x, u(j1)), . . . , fjs(x, u(js))− fj1(x, u(j1))) ∈ R[uJ ] ⊂ R[u],
where ∆(·, . . . , ·) denotes the discriminant of polynomials with respect to the variables x.
Then, for any u ∈ Rr×n(d) with ∆J(uJ) 6= 0, the polynomial system
fj2(x, u
(j2))− fj1(x, u(j1)) = · · · = fjs(x, u(js))− fj1(x, u(j1)) = 0
has no solutions x ∈ Rn such that the vectors
∇x(fj2(x, u(j2))− fj1(x, u(j1))), . . . ,∇x(fjs(x, u(js))− fj1(x, u(j1))),
are linearly dependent. Let
U2 := U1 ∩
 ⋂
J⊆{1,...,r}
2≤#J≤n+1
{u ∈ Rr×n(d) : ∆J(uJ) 6= 0}
 ,
where U1 is the open and dense semi-algebraic set in R
r×n(d) in Proposition 4.1. Clearly, U2
is an open and dense semi-algebraic set in Rr×n(d). It is straightforward to verify that for any
u ∈ U2 and any f ∈ C (F (x, u)), the vectors ∇fi(x0), i ∈ I(f, x0) are affinely independent
for any critical point x0 of f .
If there are two tuples (µi, i ∈ I(f, x0)) and (ηi, i ∈ I(f, x0)) satisfying (4), then for any
i ∈ I(f, x0),
∇xfi(x0, u(i)) +
∑
i′∈I(f,x0)
i′ 6=i
µi′
(
∇xfi′(x0, u(i′))−∇xfi(x0, u(i))
)
= 0,
∇xfi(x0, u(i)) +
∑
i′∈I(f,x0)
i′ 6=i
ηi′
(
∇xfi′(x0, u(i′))−∇xfi(x0, u(i))
)
= 0.
We have ∑
i′∈I(f,x0)
i′ 6=i
(µi′ − ηi′)
(
∇xfi′(x0, u(i′))−∇xfi(x0, u(i))
)
= 0.
Due to the linear independency, µi′ = ηi′ for all i
′ ∈ I(f, x0), i′ 6= i and clearly µi = ηi. 
Recall the max-min type selections in (1). For continuous selections of polynomial
functions with generic coefficients, we have the following local max-min representation at
their critical points.
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Corollary 4.1. Let U2 be the open and dense semi-algebraic set in R
r×n(d) in Proposition
4.2. For any u ∈ U2, f ∈ C (F (x, u)) and x0 ∈ Crit(f), f is locally representable as a
max-min type selection of the functions fi(x), i ∈ I(f, x0).
Proof. It is a direct consequence of [5, Corollary 2.3] and Proposition 4.2. 
The following generic properties hold for the set of critical points of all CSP functions
selected from the same set of finitely many polynomials.
Theorem 4.1. There exists an open and dense semi-algebraic set U3 in R
r×n(d) such that
for any u ∈ U3, the number of the points in Crit(C (F (x, u))) is finite and bounded from
above by B0(n, d, r) in (5). Moreover, for any u ∈ U3, f ∈ C (F (x, u)) and x0 ∈ Crit(f),
(i) the strict complementarity holds for x0;
(ii) the system
(∑
i∈I(f,x0) µi∇2xfi(x0, u(i))
)
y = 0 where µi satisfying (4) does not have a
nonzero solution in the set
{y ∈ Rn : ∇xfi(x0, u(i))Ty = 0, i ∈ I(f, x0)}. (7)
Proof. Let U2 be the open and dense semi-algebraic set in R
r×n(d) in Proposition 4.2.
Fix a subset J = {j1, . . . , js} ⊆ {1, . . . , r} with j1 < · · · < js and s ≤ n + 1. Let
uJ := (u(j1), . . . , u(js)) ∈ Rs×n(d) for any u ∈ Rr×n(d), λJ := (λj1, . . . , λjs) ∈ Rs, z ∈ R and
ΛJ := {λJ ∈ Rs : λ2j1 + · · ·+ λ2js = 1}.
We first consider the case when s > 1 and assume that J = {1, 2, . . . , s} for notational
simplicity. Define the semi-algebraic map
ΦJ : U2 × Rn × ΛJ × R→ Rn × Rs−1 × R
by
ΦJ(u, x, λ
J , z) =
( s∑
j=1
λ2j∇xfj(x, u(j))T , f2(x, u(2))− f1(x, u(1)), . . . , fs(x, u(s))− f1(x, u(1)),
z · E(x, u)− 1
)
,
where
E(x, u) :=

r∏
j=s+1
(fj(x, u
(j))− f1(x, u(1))), if s < r,
1 if s = r.
Note that U2 × Rn × ΛJ × R is a semi-algebraic manifold of dimension r × n(d) + n + s.
Let ej ∈ Rs−1 be the column vector with the j-th entry being 1 and the others being 0,
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j = 1, . . . , s− 1, and e =∑s−1j=1 ej. A direct computation shows that(
∂ΦJ
∂u
(1)
α
∂ΦJ
∂u
(2)
α
· · · ∂ΦJ
∂u
(s)
α
∂ΦJ
∂xi
∂ΦJ
∂z
)
|α|=1, i=1,...,n
=
 λ21In λ22In · · · λ2sIn ∗ 0−exT e1xT · · · es−1xT D 0
∗ ∗ · · · ∗ ∗ E(x, u)
 , (8)
where In denotes the identity matrix of order n,
D =
 ∇xf2(x, u
(2))T −∇xf1(x, u(1))T
...
∇xfs(x, u(s))T −∇xf1(x, u(1))T
 ∈ R(s−1)×n.
Now we show that 0 is a regular value of ΦJ . If Φ
−1
J (0) = ∅, we are done; otherwise,
fix a point (u, x, λJ , z) ∈ Φ−1J (0), then
∑s
j=1 λ
2
j = 1, E(x, u) 6= 0 and rankD = s − 1 by
Proposition 4.2. By some linear operations on the columns of the matrix in (8), we obtain In λ22In · · · λ2sIn ∗ 00 e1xT · · · es−1xT D 0
0 0 · · · 0 0 E(x, u)
 ,
which implies that the rank of the matrix in (8) is n+s for any (u, x, λJ , z) ∈ Φ−1J (0). Hence,
0 is a regular value of ΦJ . By the Sard’s theorem with parameter (Theorem 2.4), there exists
an open and dense semi-algebraic subset ΣJ of U2 such that for each u ∈ ΣJ , 0 is a regular
value of the map
ΦJ,u : R
n × ΛJ × R→ Rn × Rs−1 × R, (x, λJ , z) 7→ ΦJ(u, x, λJ , z).
Since dim(Rn × ΛJ × R) = n + s, Φ−1J,u(0) is either empty or a finite subset of Rn × ΛJ × R.
Clearly, πJ(Φ
−1
J,u(0)) is either empty or a finite subset of R
n, where πJ : R
n × ΛJ × R → Rn
is the projection on the first n coordinates.
Consider the case when s = 1 and assume J = {1} for notational simplicity. We can
modify the the semi-algebraic map ΦJ as
ΦJ : U2 × Rn × ΛJ × R→ Rn × R
where
ΦJ (u, x, λ
J , z) =
(
λ21∇xf1(x, u(1))T , z ·
r∏
j=2
(fj(x, u
(j))− f1(x, u(1)))− 1
)
.
It is straightforward to verify that analogous arguments as above still hold, i.e., there exists
an open and dense semi-algebraic subset ΣJ of U2 such that for each u ∈ ΣJ , πJ(Φ−1J,u(0)) is
either empty or a finite subset of Rn.
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Let U3 :=
⋂
J ΣJ ⊆ U2, where the intersection is taken over all nonempty subsets J
of {1, . . . , r} with #J ≤ n + 1. Obviously, U3 is an open and dense semi-algebraic set in
Rr×n(d).
Since U3 ⊆ U2, for each u ∈ U3, f ∈ C (F (x, u)) and x0 ∈ Crit(f), we have #I(f, x0) ≤
n + 1 by Proposition 4.2. As proved in Proposition 3.4, it holds that
Crit(C (F (x, u))) =
⋃
J⊂{1,...,r}
1≤#J≤n+1
πJ(Φ
−1
J,u(0)). (9)
Hence, the number of the points in Crit(C (F (x, u))) is finite and bounded from above by
B0(n, d, r) in (5).
Fix u ∈ U3, f ∈ C (F (x, u)) and x0 ∈ Crit(f). We prove (i) and (ii) in the following.
(i) Fix any subset J = {j1, . . . , js} ⊆ {1, . . . , r} with 2 ≤ s ≤ n+1 and j1 < · · · < js. For
any (x, λJ , z) ∈ Φ−1J,u(0), we show that each λjk 6= 0, k = 1, . . . , s. For notational simplicity,
we assume that J = {1, . . . , s}. Consider the Jacobian matrix of ΦJ,u
D(x,λJ ,z)ΦJ,u :=
(
∂ΦJ,u
∂xi
∂ΦJ,u
∂λj
∂ΦJ,u
∂z
)
i=1,...,n, j=1,...,s
=

∑s
j=1 λ
2
j∇2xfj(x, u(j)) 2λ1∇xf1(x, u(1)) · · · 2λs∇xfs(x, u(s)) 0
D 0 · · · 0 0
∗ 0 · · · 0 E(x, u)

To the contrary, suppose that λl = 0 for some l ∈ J . Then for any (x, λJ , z) ∈ Φ−1J,u(0), as∑s
j=1 λ
2
j∇xfj(x, u(j)) = 0, the submatrix(
2λ1∇xf1(x, u(1)) · · · 2λs∇xfs(x, u(s))
)
(10)
has the rank at most s − 2. Hence, the Jacobian matrix D(x,λJ ,z)ΦJ,u has the rank at most
n + s − 1 at any (x, λJ , z) ∈ Φ−1J,u(0). It contradicts the fact that for any u ∈ U3, 0 is the
regular value of the map ΦJ,u. Denote the projection π˜J : R
n×ΛJ×Rr−s → ΛJ . Let (µj , j ∈
I(f, x0)) be any tuple satisfying (4). Then, we have (
√
µj, j ∈ I(f, x0)) ∈ π˜J ′(Φ−1J ′,u(0)) where
J ′ = I(f, x0). Consequently, the strict complementarity holds for x0.
(ii) For notational simplicity, we assume that J ′ = I(f, x0) = {1, . . . , s}. Then, there
exists z ∈ R such that (x0,√µ1, . . . ,√µs, z) ∈ Φ−1J ′,u(0) at which the rank of the Jacobian
matrix D(x,λJ′ ,z)ΦJ ′,u is n+ s. For the case s > 1, by (4), it is not difficult to verify that
{y ∈ Rn : ∇xfj(x0, u(j))Ty = 0, j = 1, . . . , s}
= {y ∈ Rn : (∇xfj(x0, u(j))−∇xf1(x0, u(1)))Ty = 0, j = 2, . . . , s}.
To the contrary, suppose that the system
(∑s
i=1 µi∇2xfi(x0, u(i))
)
y = 0 has a nonzero solution
y in the set (7). As the submatrix (10) has the rank at most s− 1 at (x0,√µ1, . . . ,√µs, z),
it is easy to see that the rank of D(x,λJ′ ,z)ΦJ ′,u is at most n+ s− 1 at (x0,
√
µ1, . . . ,
√
µs, z),
a contradiciton. We omit the similar arguments for the case s = 1. 
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For continuous functions f1, . . . , fr : R
n → R and f ∈ C (f1, . . . , fr), we call a critical
point x0 ∈ Crit(f) satisfying the conditions in Proposition 4.2 and Theorem 4.1 (ii) a nonde-
generate critical point of f (c.f., [24]). By Proposition 4.2 and Theorem 4.1, all critical points
of a CSP function selected from polynomials with generic coefficients are nondegenerate.
The following theorem shows that the critical values of all CSP functions selected from
a given set of finitely many polynomials with generic coefficients are distinct from each other.
Theorem 4.2. There exists an open and dense semi-algebraic set U4 in R
r×n(d) such that
the following property holds for any u ∈ U4 : for any distinct x0, x˜0 ∈ Crit(C (F (x, u)))
and any (not necessarily distinct) f, f˜ ∈ C (F (x, u)) with x0 ∈ Crit(f) and x˜0 ∈ Crit(f˜), it
holds that f(x0) 6= f˜(x˜0).
Proof. Let U3 be the open and dense semi-algebraic set in R
r×n(d) in Theorem 4.1. Fix an
i ∈ {1, . . . , r} and define the set
Λ(i) :=
{
(λ1, . . . , λi−1, λi+1, . . . , λr) ∈ Rr−1 : 1−
∑
k 6=i
λ2k > 0
}
. (11)
Define the polynomial function Li : U3 × Rn × Λ(i) → R by
Li(u, x, λ) :=
∑
k 6=i
λ2k(fk(x, u
(k))− fi(x, u(i))) + fi(x, u(i)). (12)
We have (
∂Li
∂x1
, . . . ,
∂Li
∂xn
)
=
∑
k 6=i
λ2k
(∇xfk(x, u(k))−∇xfi(x, u(i)))T +∇xfi(x, u(i))T
=
∑
k 6=i
λ2k∇xfk(x, u(k))T +
(
1−
∑
k 6=i
λ2k
)
∇xfi(x, u(i))T
and
∂Li
∂λk
= 2λk(fk(x, u
(k))− fi(x, u(i))), k = 1, . . . , i− 1, i+ 1, . . . , r.
Define the semi-algebraic map Φi : U3 × Rn × Λ(i) → Rn+r−1 by
Φi(u, x, λ) :=
(
∂Li
∂x1
, . . . ,
∂Li
∂xn
,
∂Li
∂λ1
, . . . ,
∂Li
∂λi−1
,
∂Li
∂λi+1
, . . . ,
∂Li
∂λr
)
. (13)
It is easy to check that(
∂Φi
∂u
(1)
α
· · · ∂Φi
∂u
(i)
α
· · · ∂Φi
∂u
(r)
α
∂Φi
∂xj
∂Φi
∂λk
)
|α|=1, j=1,...,n, k=1,...,i−1,i+1,...,r
=
 λ21In · · · (1−∑k 6=i λ2k) In · · · λ2rIn ∗ ∗
2λ1e1x
T · · · −
(∑
k 6=i 2λkek
)
xT · · · 2λrerxT D E
 , (14)
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where ek ∈ Rr−1 is the column vector with the k-th (resp., (k− 1)-th) entry being 1 and the
others being 0 for k = 1, . . . , i− 1 (resp., k = i+ 1, . . . , r), In is the identity matrix of order
n,
D =

2λ1
(∇xf1(x, u(1))T −∇xfi(x, u(i))T )
...
2λi−1
(∇xfi−1(x, u(i−1))T −∇xfi(x, u(i))T )
2λi+1
(∇xfi+1(x, u(i+1))T −∇xfi(x, u(i))T )
...
2λr
(∇xfr(x, u(r))T −∇xf1(x, u(1))T )

∈ R(r−1)×n,
and
E = diag

2(fk(x, u
(k))− fi(x, u(i)))
...
2(fi−1(x, u
(i−1))− fi(x, u(i)))
2(fi+1(x, u
(i+1))− fi(x, u(i)))
...
2(fr(x, u
(r))− fi(x, u(i)))

∈ R(r−1)×(r−1).
By some linear operations on the columns of the matrix in (14), we obtain λ21In · · · (1−∑k 6=i λ2k) In · · · In ∗ ∗
2λ1e1x
T · · · −
(∑
k 6=i 2λkek
)
xT · · · 0 D E
 ,
Now we show that 0 is a regular value of Φi. If Φ
−1
i (0) = ∅, we are done; otherwise,
fix a point (u, x, λ) ∈ Φ−1i (0) and a function f ∈ C (F (x, u)) such that f(x) = fi(x). It is
obvious that x is a critical point of f . As u ∈ U3, by Theorem 4.1 (i), λk 6= 0 for each k
with fk(x, u
(k))− fi(x, u(i)) = 0. As U3 ⊆ U2 where U2 is the open and dense semi-algebraic
subset in Rr×n(d) in Proposition 4.2, the rank of the matrix in (14) is n+r−1 by Proposition
4.2. Hence, 0 is a regular value of Φi. By the Sard’s theorem with parameter (Theorem 2.4),
there exists an open and dense semi-algebraic subset U (i) of U3 such that for each u ∈ U (i),
0 is a regular value of the map
Φi,u : R
n × Λ(i) → Rn+r−1, (x, λ) 7→ Φi,u(u, x, λ).
For any i, j ∈ {1, . . . , r}, define the semi-algebraic map
Ψi,j : (U
(i) ∩U (j))× (((Rn × Λ(i))× (Rn × Λ(j))) \ E)→ R× Rn+r−1 × Rn+r−1
by
Ψi,j(u, x, λ, x˜, λ˜) =
(
Li(u, x, λ)− Lj(u, x˜, λ˜), Φi(u, x, λ), Φj(u, x˜, λ˜)
)
,
where
E := {(x, λ, x˜, λ˜) ∈ (Rn × Λ(i))× (Rn × Λ(j)) : x = x˜}.
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It is easy to check that(
∂Ψi,j
∂u
(k)
α
D(x,λ)Ψi,j D(x˜,λ˜)Ψi,j
)
k=1,...,r, |α|=1
=
 A Φi(u, x, λ) Φj(u, x˜, λ˜)∗ D(x,λ)Φi(u, x, λ) 0
∗ 0 D(x˜,λ˜)Φj(u, x˜, λ˜)
 , (15)
where
D(x,λ) :=
(
∂
∂x1
, . . . ,
∂
∂xn
,
∂
∂λ1
, . . . ,
∂
∂λi−1
,
∂
∂λi+1
, . . . ,
∂
∂λr
)
,
D(x˜,λ˜) :=
(
∂
∂x˜1
, . . . ,
∂
∂x˜n
,
∂
∂λ˜1
, . . . ,
∂
∂λ˜j−1
,
∂
∂λ˜j+1
, . . . ,
∂
∂λ˜r
)
,
A =
(
∂(Li−Lj)
∂u
(1)
α
· · · ∂(Li−Lj)
∂u
(i)
α
· · · ∂(Li−Lj)
∂u
(j)
α
· · · ∂(Li−Lj)
∂u
(r)
α
)
|α|=1
=
(
λ21x− λ˜21x˜ · · ·
(
1−∑k 6=i λ2k) x− λ˜2i x˜ · · · λ2jx− (1−∑k 6=j λ˜2k) x˜ · · · λ2rx− λ˜2rx˜ ) .
Now we show that 0 is a regular value of Ψi,j. If Ψ
−1
i,j (0) = ∅, we are done; otherwise,
fix a point (u, x, λ, x, λ˜) ∈ Ψ−1i,j (0). We have x 6= x˜, u ∈ U (i) ∩U (j) and
Φi(u, x, λ) = Φj(u, x˜, λ˜) = 0.
Since 0 is a regular value of the maps Φi,u and Φj,u, it holds that
rank D(x,λ)Φi(u, x, λ) = rank D(x˜,λ˜)Φj(u, x˜, λ˜) = n+ r − 1.
Note that by some linear operations on the columns of the matrix A, we obtain(
λ21x− λ˜21x˜ · · ·
(
1−∑k 6=i λ2k)x− λ˜2i x˜ · · · λ2jx− (1−∑k 6=j λ˜2k) x˜ · · · x− x˜ ) .
Since x 6= x˜, we obtain that the rank of the matrix in (15) is 1 + 2(n + r − 1) at any
(u, x, λ, x˜, λ˜) ∈ Ψ−1i,j (0) and hence 0 is a regular value of Ψi,j. By the Sard’s theorem with
parameter (Theorem 2.4), there exists an open and dense semi-algebraic subset U (i,j) of
U
(i) ∩U (j) such that for each u ∈ U (i,j), 0 is a regular value of the map
Ψi,j,u :
(
(Rn × Λi)× (Rn × Λ(j))) \ E → R× Rn+r−1 × Rn+r−1
(x, λ, x˜, λ˜) 7→ Ψi,j(u, x, λ, x˜, λ˜).
Note that
dim(
(
(Rn × Λi)× (Rn × Λ(j))) \ E) = 2(n+ r − 1) < dim(R× Rn+r−1 × Rn+r−1).
Hence, Ψ−1i,j,u(0) = ∅. Let
U4 =
⋂
i,j∈{1,...,r}
U
(i,j).
Then, U4 is an open and dense semi-algebraic set in R
r×n(d).
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For any u ∈ U4, fix two distinct x0, x˜0 ∈ Crit(C (F (x, u))) and any f, f˜ ∈ C (F (x, u))
such that x0 ∈ Crit(f) and x˜0 ∈ Crit(f˜). Fix two indices i ∈ I(f, x0) and j ∈ I(f˜ , x˜0). As
U4 ⊆ U3 and x0 ∈ Crit(f), by Theorem 4.1 (i), there exists λ = (λ1, . . . , λi−1, λi+1, . . . , λr) ∈
Λ(i) such that
λk = 0, ∀k 6∈ I(f, x0),
∑
k 6=i
λ2k
(∇xfk(x0, u(k))−∇xfi(x0, u(i)))+∇xfi(x0, u(i)) = 0.
Similarly, there exists λ˜ = (λ˜1, . . . , λ˜j−1, λ˜j+1, . . . , λ˜r) ∈ Λ(j) such that
λ˜k = 0, ∀k 6∈ I(f˜ , x˜0),
∑
k 6=j
λ˜2k
(∇xfk(x˜0, u(k))−∇xfj(x˜0, u(j)))+∇xfj(x˜, u(j)) = 0.
Therefore, we obtain
Li(u, x
0, λ) = fi(x
0, u(i)) = f(x0),
Lj(u, x˜
0, λ˜) = fj(x˜
0, u(j)) = f˜(x˜0),
Φi(u, x
0, λ) = Φj(u, x˜
0, λ˜) = 0.
By the definition of U4, Ψ
−1
i,j,u(0) = ∅. Hence, we must have f(x0) 6= f˜(x˜0). The conclusion
follows. 
Consequently, the uniqueness of optimal solutions for global optimization problems with
CSP functions is a generic property.
Corollary 4.2. Let U4 be open and dense semi-algebraic set the in R
r×n(d) in Theorem 4.2.
Then, for any u ∈ U4 and f ∈ C (F (x, u)), the optimization problem minx∈Rn f(x) has at
most one optimal solution.
The following result shows that the goodness at infinity is a generic property of CSP
functions. Recall the non-smooth slope m◦f (x) in Definition 2.3.
Theorem 4.3. There exists an open and dense semi-algebraic set U5 in R
r×n(d) such that
for any u ∈ U5 and f ∈ C (F (x, u)), f is “good at infinity” in the sense that there exist
constants c > 0 and R > 0 such that m◦f (x) ≥ c for any x ∈ Rn with ‖x‖ ≥ R.
Proof. Let U3 be the open and dense semi-algebraic set in R
r×n(d) in Theorem 4.1. Recall
the set Λ(i) in (11) and the polynomial function Li in (12). For i = 1, . . . , r, define
Li :=

u ∈ U3 :

∃{(x(l), λ(l))}l∈N ⊂ Rn × Λ(i) such that
lim
l→∞
‖x(l)‖ = +∞, ∂Li
∂λk
(u, x(l), λ(l)) = 0, k 6= i,
lim
l→∞
∂Li
∂xj
(u, x(l), λ(l)) = 0, j = 1, . . . , n,

. (16)
We will show that Li is a semi-algebraic set of dimension at most r × n(d)− 1.
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Recall the semi-algebraic map Φi in (13). Let Ci be the closure of the set Φ−1i (0) ⊂
U3 × Rn × Λ(i) in Rr×n(d) × Pn × Rr−1 where Pn is the real projective space. As the sets Ci
and Φ−1i (0) are semi-algebraic, so is the set Ci \ Φ−1i (0).
Let π : Rr×n(d)×Pn×Rr−1 → Rr×n(d) be the projection on the first r×n(d) coordinates.
Assume that Li 6= ∅ and fix a point u¯ ∈ Li. We will show that u¯ ∈ π(Ci \ Φ−1i (0)). For
u¯, there exists a sequence {(x(l), λ(l))}l∈N ⊂ Rn × Λ(i) satisfying the conditions in (16). For
each j = 1, . . . , n, we have
∂Li
∂xj
(u, x, λ) =
[∑
k 6=i
λ2ku
(k)
ej
+
(
1−
∑
k 6=i
λ2k
)
u(i)ej
]
+ Ai,j,
where ej ∈ Rn is the vector whose j-th entry is 1 and the others are 0 and Ai,j is a polynomial
in (u
(k)
α , x, λ) with k = 1, . . . , r and |α| > 1. Let
y
(l)
j =
∂Li
∂xj
(u¯, x(l), λ(l)), j = 1, . . . , n,
and u(l) = (u(l,1), . . . , u(l,r)) ∈ Rr×n(d) where u(l,k) = (u(l,k)α )|α|≤d ∈ Rn(d) such that for k =
1, . . . , r,
u(l,k)ej = u¯
(k)
ej
− y(l)j , j = 1, . . . , n, u(l,k)α = u¯(k)α , |α| 6= 1.
Clearly, liml→∞ u
(l) = u¯. It is easy to check that for each l ∈ N,
∂Li
∂λk
(u(l), x(l), λ(l)) = 0, k 6= i, ∂Li
∂xj
(u(l), x(l), λ(l)) = 0, j = 1, . . . , n.
That is, (u(l), x(l), λ(l)) ∈ Φ−1i (0) for all l ∈ N, which implies that u¯ ∈ π(Ci \ Φ−1i (0)).
Recall that 0 is a regular value of Φi as proved in Theorem 4.2 and hence dim(Φ
−1
i (0)) =
r × n(d). It follows from Proposition 2.2 that
dim(Li) ≤ dim(π(Ci \ Φ−1i (0))) ≤ dim(Ci \ Φ−1i (0)) < dim(Φ−1i (0)) = r × n(d).
Let U5 := U3 \
⋃
1≤i≤r Li. Then, U5 is an open and dense semi-algebraic set in R
r×n(d).
Fix a point u′ ∈ U5 and a function f ∈ C (F (x, u′)). If f is not good at infinity, then
there exist (x(l))l∈N and (µ
(l)
i ∈ R, i ∈ I(f, x(l)))l∈N such that liml→∞ ‖x(l)‖ = +∞,
µ
(l)
i ≥ 0,
∑
i∈I(f,x(l))
µ
(l)
i = 1 and lim
l→∞
∥∥∥ ∑
i∈I(f,x(l))
µ
(l)
i ∇fi(x(l))
∥∥∥ = 0.
By passing to a subsequence if necessary, we may assume that there exists an index i0 ∈
{1, . . . , r} such that i0 ∈ I(f, x(l)) and µ(l)
i0
> 0 for all l ∈ N. It is obvious that u′ ∈ Li0, a
contradiction. Therefore, there exist constants cf > 0 and Rf > 0 such that m
◦
f(x) ≥ cf for
any x ∈ Rn with ‖x‖ ≥ Rf . Let c := min{cf : f ∈ C (F (x, u′))} and R := max{Rf : f ∈
C (F (x, u′))}. Since C (F (x, u′)) has only finitely many functions by Theorem 3.1, c and R
are positive. Clearly, the conclusion holds for c and R. 
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By means of Theorem 4.3, we can establish the coercivity of CSP functions selected
from polynomials with generic coefficients.
Theorem 4.4. Let U5 be the open and dense semi-algebraic set in R
r×n(d) in Theorem 4.3.
For any u ∈ U5 and f ∈ C (F (x, u)), if f is bounded from below, then there exist constants
c˜ > 0 and R˜ > 0 such that f(x) ≥ c˜‖x‖ for any x ∈ Rn with ‖x‖ ≥ R˜. In particular, f is
coercive on Rn.
Proof. Let c > 0 and R > 0 be the constants in the statement of Theorem 4.3. Fix a point
u ∈ U5 and a function f ∈ C (F (x, u)). Then, m◦f (x) ≥ c for any x ∈ Rn with ‖x‖ ≥ R.
Denote f ∗ := infx∈Rn f(x) and assume that f
∗ > −∞. Let
c˜ :=
c
4
> 0 and R˜ := max
{
2R,
4|f ∗|
c
}
> 0.
We will show that f(x) ≥ c˜‖x‖ for any x ∈ Rn with ‖x‖ ≥ R˜.
To the contrary, suppose that there exists a point x0 ∈ Rn such that ‖x0‖ ≥ R˜ and
f(x0) < c˜‖x0‖. As ‖x0‖ ≥ R, we have m◦f (x0) ≥ c. Then, f(x0) > f ∗ since otherwise
x0 ∈ Crit(f) and m◦f (x0) = 0. Let ε := f(x0) − f ∗ > 0 and λ := ‖x
0‖
2
> 0. Then, by the
Ekeland Variation Principle (Theorem 2.5), there is some point y0 ∈ Rn such that
f(y0) ≤ f(x0),
‖y0 − x0‖ ≤ λ,
f(y0) ≤ f(x) + ε
λ
‖x− y0‖ for all x ∈ Rn.
We have
‖y0‖ ≥ ‖x0‖ − ‖x0 − y0‖ ≥ ‖x0‖ − λ = ‖x
0‖
2
≥ R.
Obviously, y0 is a global minimizer of the function
R
n → R, x 7→ f(x) + ε
λ
‖x− y0‖.
Then by Proposition 2.4 and Example 2.1, we get
0 ∈ ∂◦
(
f(·) + ε
λ
‖ · −y0‖
)
(y0) ⊆ ∂◦f(y0) + ε
λ
∂◦‖ · −y0‖(y0) = ∂◦f(y0) + ε
λ
B¯.
By definition,
m
◦
f (y
0) ≤ ε
λ
=
2(f(x0)− f ∗)
‖x0‖ <
2(c˜‖x0‖ − f ∗)
‖x0‖
≤ 2(c˜‖x
0‖+ |f ∗|)
‖x0‖ ≤
2(c˜‖x0‖+ c˜R˜)
‖x0‖ ≤ 4c˜ = c,
a contradiction. 
By Corollary 4.2 and Theorem 4.4, if a CSP function selected from polynomials with
generic coefficients is bounded from below, then its global minimum is attainable at a unique
minimizer.
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5. Discussions on non-smooth Łojasiewicz’s inequality and error bound
An error bound for a set S ⊂ Rn is an inequality that bounds the distance from an
arbitrary point x in a test set to S in terms of the amount of “constraint violation” at x,
called its residual. Error bounds have numerous applications in many fields. For example,
they can be used to establish the rate of convergence of many optimization methods.
Some results about error bounds with explicit exponents for the polynomial system
S := {x ∈ Rn : f1(x) ≤ 0, . . . , fr(x) ≤ 0} where f1, . . . , fr ∈ R[x],
are derived in [16, 31]. Precisely, they define the non-smooth slope of a continuous function
f by its limiting subdifferential ∂f (compare with Definition 2.3)
mf(x) = inf{‖v‖ : v ∈ ∂f(x)}.
Then, a non-smooth Łojasiewicz’s inequality about the non-smooth slope is established for
the maximum function
fmax(x) := max{f1(x), . . . , fr(x)}.
By invoking the Ekeland Varaitional Principle and the properties in Proposition 2.4 for the
limiting subdifferential (see Remark 2.2), some local and global Hölderian error bounds with
explicit exponents for S are obtained.
Note that the maximum function fmax belongs to the set C (f1, . . . , fr). According to
[33, Theorem 3.46 (ii)], the non-smooth slopes mfmax(x) for fmax defined via the limiting
subdifferential and m◦f(x) in Definition 2.3 for any f ∈ C (f1, . . . , fr) defined via the Clarke
subdifferential have the same representation as in (3). Note also that the properties in
Proposition 2.4 hold for both the Clarke subdifferential and the limiting subdifferential.
Consequently, some results about non-smooth Łojasiewicz’s inequality and error bounds for
the maximun function fmax in [16, 31] are also valid for any function f ∈ C (f1, . . . , fr). In
the following, we specify some of them and refer the readers to [16, 31] or [22, Section 3] for
the proofs and more analogous results.
The following non-smooth Łojasiewicz’s inequality holds for any CSP functions.
Theorem 5.1. Let f ∈ C (f1, . . . , fr) where f1, . . . , fr ∈ R[x] with degree bounded by d and
x¯ ∈ Rn with f(x¯) = 0. Then there are numbers c > 0 and ε > 0 such that
m
◦
f (x) ≥ c|f(x)|1−
1
L (n,d,r) , for all x ∈ Rn with ‖x− x¯‖ ≤ ε,
where
L (n, d, r) := (d+ 1)(3d)n+r−2. (17)
Proof. In view of the above discussions, it follows from the proof of [22, Theorem 3.2]. 
Some results about local and global Hölderian error bounds for CSP functions are listed
below.
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Theorem 5.2. Let f ∈ C (f1, . . . , fr) where f1, . . . , fr ∈ R[x] with degree bounded by d and
S := {x ∈ Rn : f(x) ≤ 0} 6= ∅. Then for any compact K ⊂ Rn, there exists a constant c > 0
such that
c
L (n, d, r)
dist(x, S) ≤ [f(x)]
1
L (n,d,r)
+ , for all x ∈ K,
where [f(x)]+ := max{f(x), 0} and dist(x, S) denotes the Euclidean distance from x to S.
Proof. As K is compact, we only need to prove that for any x¯ ∈ Rn, there are constants
c(x¯) > 0 and ε(x¯) > 0 such that for all ‖x− x¯‖ ≤ ε(x¯),
c(x¯)
L (n, d, r)
dist(x, S) ≤ [f(x)]
1
L (n,d,r)
+ .
It is easy to see that the above statement holds for any x¯ with f(x¯) < 0 or f(x¯) > 0. For
every x¯ ∈ K with f(x¯) = 0, by Theorem 5.1, there are numbers c(x¯) > 0, ε(x¯) > 0 which
depend on x¯ and 0 < 1
L (n,d,r)
< 1 defined in (17), such that
m
◦
f (x) ≥ c(x¯)|f(x)|1−
1
L (n,d,r) , for all x ∈ Rn with ‖x− x¯‖ ≤ ε(x¯).
Then, for all x ∈ Rn with ‖x− x¯‖ ≤ ε(x¯)
2
, by [22, Lemma 3.3], we have
c(x¯)
L (n, d, r)
dist(x, S) ≤ [f(x)]
1
L (n,d,r)
+ .
Thus, the conclusion follows. 
Theorem 5.3. Let f ∈ C (f1, . . . , fr) where f1, . . . , fr ∈ R[x] with degree bounded by d and
S := {x ∈ Rn : f(x) ≤ 0} 6= ∅. Assume that there exist constants c > 0 and R > 0 such that
m
◦
f (x) ≥ c for any x ∈ Rn with ‖x‖ ≥ R, then there exist constants c¯ > 0 and α > 0 such
that
c¯ dist(x, S) ≤ [f(x)]α+ + [f(x)]+, for all x ∈ Rn, (18)
i.e., f admits a global Hölderian error bound.
Proof. It can be shown by replacing mf (x) by m
◦
f (x) in the proof of [22, Theorem 3.6]. 
In fact, the global Hölderian error bound (18) is a generic property for CSP functions.
Corollary 5.1. Let U5 be the open and dense semi-algebraic set in R
r×n(d) in Theorem 4.3.
Then for any u ∈ U5 and f ∈ C (F (x, u)), f admits the global Hölderian error bound (18).
Proof. It follows from Theorems 4.3 and 5.3. 
Some other global Hölderian error bounds for functions in C (f1, . . . , fr) where f1, . . . , fr ∈
R[x] can be derived under the Palais-Smale condition or the non-degeneracy condition on
f1, . . . , fr. We refer the reader to [22, Section 3] for the details and analogous proofs.
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6. Conclusions
In this paper, we have obtained some properties satisfied by all CSP functions selected
from a given set of finitely many polynomials. In particular, we show that there are only
finitely many of such CSP functions and each of them is semi-algebraic. Then, we derive the
following generic properties for all CSP functions selected from the same set of finitely many
polynomials: (i) the critical points of all those CSP function are finite and the corresponding
critical values are all distinct; (ii) each of those CSP functions is “good at infinity”; (iii) each
of those CSP functions which is bounded from below is coercive. We have also discussed some
results about the non-smooth Łojasiewicz’s inequality and error bound for CSP functions.
The stability and genericity for CSP function optimization problems over semi-algebraic sets
will be considered in the future work.
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