Abstract. In this paper we introduce a new approach aimed at solving the problem of image retrieval from text queries. We propose to estimate the word relevance of an image using a neighborhood-based estimator. This estimation is obtained by counting the number of word-relevant images among the K-neighborhood of the image. To this end a Bayesian approach is adopted to define such a neighborhood. The local estimations of all the words that form a query are naively combined in order to score the images according to that query. The experiments show that the results are better and faster than the state-of-the-art techniques. A special consideration is done for the computational behaviour and scalability of the proposed approach.
Introduction
This paper addresses the problem of image retrieval from text queries. This problem is commonly treated and it is a fundamental part of web search engines and photographic databases. Image retrieval from text is a particular example of an information retrieval system where the user uses text queries in order to search for the requested information. Therefore the methodology proposed here could be easily applied to other scenarios such as video and audio retrieval. The precision of the image retrieval systems has been improved during the last years due to the introduction of new image descriptors and methodologies. In the case of web search engines the current image retrieval technology is mainly based on the text that appears around the images in the web pages. On the other hand, in online photographic databases like Flicker or Picasa, the textual information related to the images is extracted from the tags with which the user described the pictures during the uploading process. Despite of the straightforward implementation and relatively good results of such an approach, it can not be extended to other scenarios where that textual information is not available. The problem of image retrieval from text queries is usually solved by means of ranking the images according to their relevance to the query meaning. The images are sorted with regard to the scores that they obtain for a particular query and the images with the highest scores are presented to the user. Therefore the retrieval problem is reduced to the computation of the scores for any pair query-image.
Recently different approaches for solving this problem using a neighborhood model have been proposed [13, 9] . In [13] the authors proposed two different ways of linearly combining different distances that define the image neighborhood. In [9] the authors propose two different approaches, weighted nearest neighbor for tag prediction and word-specific logistic discriminant models. These methods show the capabilities of the neighborhood-based estimators to solve the image annotation problem, but these methods scale poorly and can not be applied to large scale problems with a huge number of images (millions) and large size of the vocabulary (thousands).
For large scale problems a linear discriminative model (PAMIR) has been proposed in order to rank images from text queries [8] . This method outperforms other techniques like Cross-Media Relevance Model (CMRM) [11] , Cross-Media Translation Table (CMTT) [17] , Probabilistic Latent, Semantic Analysis (PLSA) [15] and Support Vector Machines (SVM) [16] , [19] . This approach has demonstrated good performance and a good scalability behaviour following an online learning approach. This method can be considered the state-of-the-art for large scale image retrieval from text queries. The current paper proposes a new approach based on a local word relevance estimation. This local estimation is accomplished by considering the K-neighborhood of the images but the present work aims at guaranteeing the scalability capabilities.
The paper is organized as follows. The new approach is presented in section 2. Computational issues are considered in section 3. Experiments with two different datasets are carried out in section 4. Finally, some conclusions are drawn in section 5.
Approach
In this section the new approach based on a K-neighborhood word relevance estimation is presented. The new method will be denoted as KNIR (K-Neighborhood Image Retrieval).
In order to retrieve images given a text query, a score for any image given this text query is needed. This score should be high when the image content is relevant to the text query and should be low when the image content is not relevant to the text query.
Given an image p and a text query q represented by a bag of words q = {w 1 , w 2 , . . . , w n }. We propose the following score
A linearly smoothed naive Bayes decomposition of p(q | p) yields:
where d is the size of the text vocabulary. The expression to estimate isp(w i | p), an estimation of the conditional probability of the word w i given the image p. To estimate this conditional distribution we define the set P + i . This set is the set of pictures that are relevant to queries where the word w i appears.
The following K-neighborhood estimator is proposed:
where C Ki is the number of pictures that belong to P + i among the K-nearest of p.
Parameter selection
To compute the proposed score we have to define two parameters K and β. In the experiments the parameter β was found not to be critical. On the other hand, the parameter K has an important impact since this parameter defines the image neighborhood considered. Here we are going to focus on this parameter and how to estimate it adequately. Instead of trying different values of this parameter and selecting the best one using a validation set, a Bayesian approach is proposed:
The term p(w i | p, K) is what we are estimating in equation 3 for a particular value of K. Therefore applying this Bayesian approach to our problem and limiting the values of K to some maximum value K max , equation 4 can be expressed as:
Here, usually, a Markov chain Monte Carlo (MCMC) procedure is used in order to draw parameters from the p(K | p) distribution, selecting those parameters with the highest likelihood, see for instance [6] and [14] . In this work a more simple, yet effective approach is proposed by assuming an uniform distribution of the parameter space:
and finally equation 2 can be rewritten as:
The parameter K max is indeed a parameter to be tuned but, as the experiments will show, this parameter leads to better results than the parameter of the conventional K-neighborhood in a wide range of values. It is important to note that the Bayesian approach does not entail more computations than the standard one. The Bayesian approach only requires to define the K max -neighborhood. Only one search is needed, and then the votes of each image among the K max -nearest are adequately weighted depending on the rank obtained. That is, nearest images have higher weight while farther images have lower weight.
The Bayesian approach and the naive Bayes decomposition of the query lead to the following expression of the required score:
Computational issues
In this section we discuss the computational issue to be considered in order to achieve a good computational behaviour and scalability properties. First of all it is important to distinguish between training and test images. The difference between training and test images is that for the training images we know the relevance judgment for a set of training queries while for the test images we do not have such judgment. This is an important issue to take into account because in a practice scenario the number of images whose description is known uses to be very reduced in comparison with the total number of images available. However we aim at performing the image retrieval process over all the images instead of over the annotated set only. Moreover in order to evaluate the generalization capabilities of the approaches, training images used to be discarded and the image retrieval used to be performed over nonannotated images. Therefore the training images are used to define the sets P + i while for the test images, p, we have to estimate the conditional probability p(w i | p) for any word of the vocabulary. This conditional probability is estimated in training time and it is stored in a table for each pair (w i , p). The computation of the score sc(q, p) is reduced to the product of the values that appear in this table in the positions corresponding to the words that belong to that query and that particular image. This process is performed in test time for a given query.
An efficient implementation of the computation of the term p(w i | p) is required in order to achieve a fast training time and scalability. Two important components affect this computational behaviour. First, to obtain the set P + i for every word w i of the vocabulary. Second, to compute the K-neighborhood of any image p. Clearly the most costly part is the computation of the neighborhood where the distances between p and all the training images must be obtained. To this end fast search algorithms can be used in order to alleviate such task. Although different techniques have been tested, here only the best one are described. Furthermore, since only vectorial representation of the images have been considered, only vectorial approaches have been tested. Two different approaches have been finally used depending on the dataset, Visual Word Hashing (VWH) and Local Sensitive Hashing (LSH) [7] . The approach that uses fast search algorithm will be denote as FKNIR (Fast KNIR).
Visual Word Hashing
The first dataset used in the experiments is the same dataset that was used in [8] . In this dataset the image representation is very sparse and the well known LSH does not provide the best computational performance. Due to the sparsity of the image representation VWH has been proposed. VWH is a very simple method, the idea is to store each image in several buckets. The maximum number of buckets is D 2 being D the number of visual words of the image representation, so p ∈ D . Therefore each bucket stores the indexes of the images with a particular pair of visual words. The buckets usually form a sparse matrix and standard hashing is used to deal with such data structure. Higher order visual word correlations could be used but the second order leads to good enough results.
Local Sensitive Hashing
The image representation used on the second experiments does not lead to an important sparsity of the data. In this case the well known LSH [7] lead to the best performance. To this end r 2-stable-random projections of the image p are computed [10] .
In both methods the search of the K-neighbors for a test image is performed computing the original distance (usually L p family) between the image and all the images that fall into the same buckets.
Experiments
The experiments have been carried out with two different datasets, Corel and ImageClef. Both data sets are split into development and test set. The development set is further split into training and evaluation. Each partition contains pictures, text queries and the relevance judgment for any pair picture-query. The evaluation set is used for tuning the model parameters and the test set is finally used to evaluate the different models. This test set evaluation is performed by means of two measures: average precision (AvgP) and precision at top 10 (P10) both in percentage. The training time of the different methods is also measured.
In general in all the experiments the validation set was used to tune the parameters of the different methods. The parameter C of PAMIR was varied from 0.001 to 1.0 and the number of iterations from 10 5 to 10 8 . The parameter K max of the KNIR method was varied from 10 to 1000.
The results obtained with our implementation of PAMIR are almost identical to the results reported in [8] .
Corel dataset
These experiments were carried out using the same dataset used in [8] . In fact preprocesed version of this dataset was provided by the authors of [8] so an exact comparison can be made. This data is composed by two different partitions, Corel-small and Corellarge. Both sets originate from the Corel stock photography collection, which offers a large variety of pictures, ranging from wilderness scenes to architectural building pictures or sport photographs. One common issue in both partitions is that the images are represented using a very high dimensional vectorial representation; namely, 10,000 components that come from the concatenation of two different sets of image features: Local Binary Patterns and Color histograms. This high dimensional representation is not a casual selection but this high dimensional representation is somewhat required by the PAMIR approach. This approach relies on the linear separation of the image representation space for a given word. That is, the image representation space should be linearly split into the relevant and not-relevant images for a given word. This linear separation is not fully accomplished when the image representation selected has not such very high dimensionality. In this sense, PAMIR requires that the practitioners use such high dimensionality representation reducing in some situations the practitioners choices.
Corel-small dataset Corel-small corresponds to the 5,000-picture set presented in [4] . This set, along with the provided split between development and test data, has been used extensively in the query-by-text literature, e.g. [1] , [12] , [15] . The development set is composed by 4,500 pictures that are further split into 4,000 pictures for training and 500 pictures for evaluation. The test set is composed by 500 pictures. The number of queries are 7,221, 1,962 and 2,241 for training, validation and test respectively. Figure 1 shows the precision of the retrieval system comparing the Bayesian and the conventional neighborhood for different values of K max and K respectively. The Bayesian approach shows a better behaviour and the selection of parameter K max is less critical than the selection of parameter K for the conventional approach. Table 1 shows the results obtained for the small dataset. The precision, average precision and training time are compared for PAMIR, KNIR and FKNIR. As commented before, FKNIR uses a VWH method, similar but slower results were obtained using LSH. It is important to note that the sparsity of the image representation is a very important factor in the computational cost of the algorithms. Thus, depending on the sparsity of the dataset the selection of the fast search algorithm could be reconsider. The results obtained for the KNIR methods and PAMIR are almost identical. Only the average precision results of KNIR methods show some small improvements. The computation time of KNIR is clearly better than the PAMIR. In these experiments FKNIR has an important overhead, to obtain the buckets of the training images, and the time results showed in table 1 are not better than the standard KNIR, but a slight average precision improvement is obtained.
Corel-large dataset Corel-large was proposed in [8] and contains 35,379 images and corresponds to a more challenging retrieval problem than Corel-small. This dataset is split into development and test partitions. The development set is composed by 25,120 pictures that are further split into 14,861 training pictures and 10,259 evaluation pictures. The test set is composed of 10,259 pictures. The number of queries are 55,442, 39,690 and 39,613 for training, validation and test respectively. Table 2 shows the results obtained for the large dataset. The precision, average precision and training time are compared for PAMIR, KNIR and FKNIR. The results obtained for the KNIR methods and PAMIR are again almost identical. The computation time of KNIR is clearly better than the PAMIR while the FKNIR is now faster than KNIR.
These two experiments do not show a significant improvement on the precision of the here proposed approaches. On the other hand, the faster computation has been demonstrated. It seems that the Corel dataset, more concretely the image representation used in [8] has some properties that fulfill the PAMIR restrictions, that is, to be able to define an hyperplane to split the image representation space into two different regions, relevant an no relevant for a given word. Then, the K-neighborhood model proposed here does not have anything to add and any further improvement can be achieved in this sense.
The following experiments are conducted to show that in some circumstances the linear separation of the image representation space is not completely fulfilled and the here proposed approach can provide improvements.
ImageCLEF dataset
This experiment was conducted using the ImageClef photo annotation dataset [5] . The total of 20,000 images were split into 18,000 training images, 1,000 validation images and 1,000 test images. A small vocabulary of 124 words was extracted from the image annotations. A total number of 10,647, 1,572 and 1,610 queries were generated for the training, validation and test sets respectively. The validation set was used to adjust the parameters as in the previous experiments.
The images were represented using two different features: Local image descriptors and color histograms. In this work the local image descriptors are patches that are extracted from the images at regular grid positions and dimensionality reduced using PCA transformation [3] . These local descriptors are finally represented using an histogram of visual words [2] , [18] . On the other hand, color histograms are among the most basic approaches, widely used in image retrieval and it gives reasonably good results. The color space is partitioned and for each partition the pixels with a color within its range are counted, resulting in a histogram representation.
As mentioned before, PAMIR works better as the dimensionality of the image representation grows. To this end we have selected two different images representation. The first, small one, is composed of 512 visual words and 512 color histogram bins, leading to a total of 1024 dimensions. The second, large one, is composed of 4092 visual words and 512 color histogram bins, leading to a total of 4604 dimensions.
In this experiment LSH was used for the FKNIR approach. The LSH parameters were tuned using the validation dataset, selecting those parameters that show a good balance between speed and precision. The parameters were set to r = 100, w = 100 and b = 14. One more experiment is carried out tuning the parameters of LSH in order to measure the time needed to obtain similar precision results as with PAMIR. This approach is referred as FKNIR*. Table 3 and 4 show the results obtained for the small and large datasets respectively. In both experiments the KNIR methods clearly outperform PAMIR in both precision and speed. As expected, the results of PAMIR are better for higher dimensions but still the precision at top 10 is far from the KNIR method which represents a 30% of relative improvement over PAMIR. Moreover the computational time of PAMIR is clearly higher than in the here proposed methods. The difference between PAMIR and FKNIR* training time is remarkable. It is important to note that the results of KNIR are almost identical in both image representations, so small (and fast) image representations are enough in order to obtain good results using the here proposed model. Comparing these results with the results obtained in Corel-large, the PAMIR behaviour is slower due to the sparsity of the image representation. In Corel the images have 40 non-zero visual words in average while in ImageClef-large the images have more than 300 non-zero visual words in average. Another important computational issue that affects PAMIR is the number of iterations of the online learning approach. However the computational cost of the here proposed approach is fixed and does not depend on an iterative procedure at all. 
Conclusions
The here proposed approach has shown to be effective for the problem of image retrieval from text queries. The results obtained show that KNIR outperform the state-of-theart techniques while preserving a very good computational behaviour. The Bayesian approach adopted has shown to be very appropriate for this particular problem and does not entail any complex learning stage neither more computations on the test phase. The fast implementation of KNIR, FKNIR, obtains further computational benefits while keeping the precision performance on similar values than KNIR. On the other hand, KNIR can be used in applications where the image representation has to keep some structural information. In this sense the proposed approach only requires to be able to compute distances between the objects represented. Moreover KNIR do not require any particular high dimensional representation of the images to be effective.
