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Abstract
We investigate the use of Genetic Programming (GP) as a convolutional
predictor for supervised learning tasks in signal processing, focusing on the
use case of predicting missing pixels in images. The training is performed
by sweeping a small sliding window on the available pixels: all pixels
in the window except for the central one are fed in input to a GP tree
whose output is taken as the predicted value for the central pixel. The
best GP tree in the population scoring the lowest prediction error over
all available pixels in the population is then tested on the actual missing
pixels of the degraded image. We experimentally assess this approach by
training over four target images, removing up to 20% of the pixels for the
testing phase. The results indicate that our method can learn to some
extent the distribution of missing pixels in an image and that GP with
Moore neighborhood works better than the Von Neumann neighborhood,
although the latter allows for a larger training set size.
Keywords Genetic Programming · Convolution · Supervised learning ·
Prediction · Images · Inpainting
1 Introduction
Today, images represent a standard media to share information, but they also
represent a common testbed to evaluate the performance of many algorithms,
especially those coming from the deep learning domain, see, e.g., [21, 9, 4]. The
usability of images, as well as the results on their prediction, will be impaired
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if such images are damaged/incomplete. Indeed, having a set of images with
missing pixels can severely impact the information they carry or the results that
artificial intelligence techniques can obtain. As such, there is often a need to
use the image inpainting techniques. Image inpainting denotes techniques that
reconstruct lost or damaged parts of images by algorithms that replace such
parts of images.
Commonly, there are several directions one can follow for the image inpainting
procedure. For instance, patch-based techniques fill in the missing region patch-
by-patch by searching for replacement patches in the parts of images that are
not damaged [20]. Diffusion-based techniques fill in the missing regions by
spreading image information from the boundary to the center of the missing
region [12]. More recently, convolutional neural networks (CNNs) have shown
excellent results on the image inpainting tasks due to their ability to use large
training sets [15]. The part where CNNs truly have an advantage over other
image inpainting techniques is the fact that they can better capture the global
structure [25]. Finally, researchers use generative adversarial networks (GANs) for
many image-to-image translation tasks, where one of them is image inpainting [9].
For a survey of image inpainting techniques, we refer readers to [6]. When
considering evolutionary algorithms, there are not many works examining the
image inpainting task. Li et al. used a combination of a total variation method
and a genetic algorithm for the image completion task [13]. Li and Yang
proposed a patch-based method based on evolutionary algorithms that search for
the optimal patch in the area around the damaged region [14]. Interestingly, while
convolutional neural networks represent state-of-the-art in the image translation
tasks, there are not many attempts to bring the power of convolutions to other
artificial intelligence techniques. For instance, to the best of our knowledge,
there is only a single work that considers how to combine convolutions and
genetic programming [19]. There, the authors use their technique to develop
image denoising filters.
In this paper, we propose a novel technique for the image inpainting task
that is based on Genetic Programming (GP) [11] and convolutions. We denote
our approach as CoInGP – Convolutional Inpainting with Genetic Programming.
More precisely, our technique uses convolutions to slide over small parts of the
image and reconstructs the central missing pixel based on the surrounding pixels.
We conduct our experiments with four different test images, and we consider two
topologies: Moore and Von Neumann. In our experimental analysis, we removed
around 20% of pixels in images, and we successfully reconstructed them with
CoInGP. Interestingly, we notice that the Moore neighborhood works better
despite the fact that it has smaller training set sizes. Finally, we observe that the
edges of images represent the most difficult part for GP to reconstruct, which is
to be expected. We believe this work opens an interesting new research direction
for genetic programming. Indeed, while GP has been successfully applied in
many domains, like symbolic regression [2], scheduling tasks [16], or even network
intrusion detection [17], to the best of our knowledge, this is the first time it is
considered for the image inpainting task.
The rest of this paper is organized as follows. Section 2 covers the background
related to the problem of recovering missing pixels in degraded images. Section 3
describes the details of our CoInGP method, showing how a GP tree can be used
as a convolutional predictor for missing pixels and defining the corresponding
supervised learning task for. Section 4 explains the experimental settings that
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we adopted to test our CoInGP method, while Section 5 reports the results of
our experiments. Section 6 gives an interpretation of the main experimental
findings that can be drawn from our results, and formulate some hypotheses
worth exploring to investigate the observed behavior of CoInGP further. Finally,
Section 7 sums up the main contributions of our paper and points out some
future directions of research on the subject.
2 The Missing Pixels Recovery Problem
We begin by formalizing the problem of reconstructing missing pixels in an image.
In what follows, we consider an input image as a matrix I of size M ×N , where
each entry x(i,j) is the intensity value of the pixel at coordinates (i, j) for i ∈ [M ]
and j ∈ [N ], where [M ] = {1, · · · ,M} and [N ] = {1, · · · , N}. For illustration
purposes, we deal only with 8-bit greyscale images, so that each entry x(i,j) in
the matrix is an integer number between 0 and 255; nevertheless, our approach
can be straightforwardly generalized to any color depth.
Suppose now that the input image is damaged, in particular that the intensities
of a subset of its pixels S = {(i1, j1), · · · (ik, jk)} ⊆ [M ]× [N ] are missing. The
goal is to recover the original intensities x(i1, j1), · · ·x(ik, jk) starting from those
that are still available in the image, i.e., the pixels in the complementary set
P = [M ]× [N ] \S. This task is also known as inpainting in the image processing
literature [3, 8], and one of the possible approaches to perform it stands on the
fundamental observation that the intensities of neighboring pixels are correlated.
In a probabilistic framework, this property can also be restated as the fact that
the probability distribution of a pixel’s intensity given the intensities of the
pixels in its neighborhood is independent of the rest of the image [5].
This observation suggests that, in order to recover the intensity of a missing
pixel in an image, one can use just the values of its neighboring pixels as an
input for the prediction. More formally, the two main topologies that can be
adopted are the Moore neighborhood and the Von Neumann neighborhood [22].
Considering only neighborhoods of radius 1 (i.e., only the immediate neighbors
of a pixels are taken into account), for the Moore neighborhood the input for
the prediction of a pixel in position (i, j) will be a 3× 3 matrix defined as:
Ni,j =
x(i−1,j−1) x(i−1,j) x(i−1,j+1)x(i,j−1) x(i,j+1)
x(i+1,j−1) x(i+1,j) x(i+1,j+1)
 , (1)
where the 8 elements on the border represent the intensities of the pixels in
the neighborhoods, and the goal is to predict the value of the central pixel.
Analogously, for a Von Neumann neighborhood the input to the prediction will
be the following matrix:
Ni,j =
 x(i−1,j)x(i,j−1) x(i,j+1)
x(i+1,j)
 , (2)
where, in this case, we do not consider the elements in the corner and the input
for predicting the central pixel are only the four elements which are respectively
at its top, bottom, left, and right.
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Figure 1: Densest packings of missing pixels allowed respectively under unitary
Moore and Von Neumann neighborhoods.
Intuitively, the quality of the prediction will also depend upon the number of
available neighboring pixels: in particular, if also some of the neighboring pixels
of Ni,j are missing in the degraded image, then we will have less information
at our disposal to predict the central pixel x(i,j). In what follows, we adopt
the simplifying assumption that each missing pixel in the degraded image is
“sufficiently far” from all other missing pixels, or equivalently that each missing
pixel has a complete neighborhood. Formally, in the case of Moore neighborhood
this means that the Chebyshev distance d∞ between any pair of missing pixels
(it1 , jt1), (it2 , jt2) ∈ S must be strictly greater than 1:
d∞((it1 , jt1), (it2 , jt2)) = max{|it1 − it2 |, |jt1 − jt2 |} > 1 .
Analogously, for the Von Neumann neighborhood the constraint is that the
Manhattan distance d1 between (it1 , jt1) and (it2 , jt2) has to be greater than 1:
d1((it1 , jt1), (it2 , jt2)) = |it1 − it2 |+ |jt1 − jt2 | > 1 .
The consequence of these constraints is that missing pixels can share the frontier
of the neighborhood under consideration, but a missing pixel cannot be in the
frontier of another one. In particular, the frontier of a neighborhood of radius r
is defined as the set of pixels that are at distance r from the central one. Since we
are only considering the case of radius r = 1, the frontier corresponds to the set
of all pixels in the neighborhood except the central one. As an example, Figure 1
shows the densest packing of missing pixels that one can have respectively for the
Moore and Von Neumann neighborhood. The Von Neumann topology allows for
more missing pixels under the same image size, since it includes less neighbors
than the Moore topology. Also, observe that for both neighborhoods the missing
pixels cannot occur on the border of the image, i.e., 1 < i < M and 1 < j < N
for every missing pixel (i, j) ∈ S.
Although this separation hypothesis does not always hold in realistic scenarios
of degraded images, we decided to adopt it to initially validate the feasibility of
our method, since, as far as we are aware, no one up to now employed GP to
predict missing pixels in images with a convolutional approach.
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Figure 2: Convolutional prediction based on GP with a Moore and Von Neumann
neighborhood of radius 1. The pixels in the frontier of the neighborhood currently
looked by the sliding window are fed as input variables to the GP tree, and its
output is taken as the predicted value for the central pixel.
3 GP as a Convolutional Predictor
The main idea that we investigate in this paper is to evolve GP trees that act as
convolutional predictors to solve the missing pixels recovery problem. Similarly
to what is done in Convolutional Neural Networks (CNN) [7], we assume that the
transformation used to predict the values of the missing pixels is shift-invariant.
This means that we have a local function f which is applied over a small sliding
window of neighboring pixels, and which is shifted one place at a time over the
whole image. The output of function f corresponds to the predicted intensity of
the pixel at the center of the window in the current position.
In our setting, we consider both the case of a square 3× 3 sliding window,
which corresponds to the Moore neighborhood of radius 1, and a cross-shaped
window of width 3, which amounts to the Von Neumann neighborhood of radius
1. In the former case, the local function has the form f : [0, 255]8 → [0, 255],
while in the latter it is f : [0, 255]4 → [0, 255]; either way, the local function
is expressed with a GP tree. Thus, the 8 (respectively, 4) intensities of the
pixels on the border of the window are taken as terminal nodes of the GP tree,
and the value generated at the root node will be the prediction for the central
pixel. Figure 2 depicts the idea of using a GP tree as a convolutional predictor
by sliding a window over the image for the case of Moore and Von Neumann
neighborhoods.
To construct such a convolutional predictor, we need to define an appropriate
fitness function that measures how good a particular GP tree is in determining
the correct value for the central pixel. The idea is to use the available pixels
in the degraded image as a training set. Formally, let I be the target image
of size M × N , S = {(i1, j1), · · · (ik, jk)} be the subset of missing pixels that
satisfy respectively the Chebyshev distance d∞ > 1 constraint (if the Moore
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Figure 3: The damaged images.
neighborhood is adopted) or the Manhattan distance d1 > 1 constraint (if the
Von Neumann neighborhood is used). Further, let P = [M ] × [N ] \ S be the
complementary subset of available pixels. We define the training set as follows:
T = {(Ni,j , x(i,j)) : (i, j) ∈ P, 1 < i < M, 1 < j < M} , (3)
where Ni,j is the punctured neighborhood matrix defined as in Eqs. (1) and (2),
respectively when the Moore and Von Neumann neighborhood is used. In other
words, for each pixel (i, j) in the available set P (except for those on the border
of the image), we construct the corresponding neighborhood matrix Ni,j without
the value of the pixel in the center, which is used as an input to a GP tree τ ,
while the actual intensity xi,j of the central pixel (i, j) is kept as the correct label
for the training example. Given the output xˆ(i,j) = τ(N(i,j)), we can compute
the error that the GP tree τ made in predicting the correct pixel intensity x(i,j).
Generalizing to all available training examples, we define the fitness function for
the GP tree τ as the root mean square error (RMSE) over the training set T :
fit(τ) =
√∑
(Ni,j ,x(i,j))∈T (τ(Ni,j)− x(i,j))2
|T | . (4)
Hence, the optimization objective is to minimize fit, since having a GP tree
that achieves a small RMSE means that its predictions are close to the actual
pixel values. Once the GP evolution process has terminated, the best individual
undergoes a testing phase, where the tree is used to predict the values of the
pixels in the missing set S. The performance of the best tree is then evaluated
again with the RMSE measure. Clearly, this approach to testing assumes that
the missing set S can be artificially created, so that one can retain the original
values of the pixels in it to compute the RMSE.
4 Experimental Setting
To experimentally verify that the proposed approach can improve with respect
to simpler methods, we employ four 256 × 256 grayscale images on which
approximately 20% of the pixels were removed. The four images (with the
removed pixels) are presented in Figure 3.
We adopt the following procedure to generate the damaged images: each
image was first resized to 256 × 256 pixels, and for every two columns of the
image, one was kept unchanged while 100 non-adjacent pixels were randomly
removed from the next one. Thus, for each 512 pixels, 100 of them (slightly less
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than 20%) were removed. The same pattern of removed pixels was employed
on all images. This procedure resulted in the removal of 12 700 pixels out of
65 536, corresponding to a percentage of removed pixels of 19.38%. As training
samples, all pixels with a complete neighborhood were used. Due to the different
neighborhood shapes considered, the number of fitness cases for the Moore
neighborhood was 4 950, and for the Von Neumann neighborhood was 21 036.
That is, while the Von Neumann neighborhoods contain fewer pixels, they also
allow a larger number of training samples to be employed.
To experimentally assess our method, we performed 100 GP runs for each
combination of the four considered images, and the two possible neighborhood
topologies. In each GP run, we evolved a population of 500 individuals for 500
generations. The selection phase was performed using tournament selection with
a tournament size of 3, where the worst individual is replaced by the offspring
generated by applying crossover and mutation on the best two individuals. For
the crossover, we adopted simple subtree, uniform, size fair, one-point, and
context preserving crossover, randomly selected at each crossover operation. For
the mutation, we used a simple subtree mutation with a mutation probability of
0.3 [18]. To avoid bloat, we set the maximum tree depth to 8, which corresponds
to the number of input variables available in the Moore neighborhood. The
terminal symbols for the GP trees included constants values in the range [−1, 1]
and either the 8 (for Moore neighborhood) or 4 (for Von Neumann neighborhood)
input variables corresponding to the intensities of the available pixels in the
respective neighborhood. The functional symbols for the internal nodes are from
the following set: sin, cos, +, −, / (protected), ∗, min, max, avg, √· and pos.
The square root operator is protected so that it returns zero if the argument is
negative. Further, the unary operator pos is defined as pos(x) = x if x ≥ 0 and
0 otherwise.
Since we require the predicted pixel intensity to be an integer number between
0 and 255, we constrained the output of a GP tree by first clipping it in the
interval [0, 255] (i.e., if |τ(Ni,j)| > 255 we set |τ(Ni,j)| = 255), and then by
applying a linear scaling operator to obtain the closest integer value, using the
method proposed by Keijzer [10]. An alternative solution to force the output of
the GP tree to the desired [0, 255] range would be to directly use byte-oriented
operators in the functional set, such as bitwise logical operations, modular
additions, and rotations. However, we deemed that this approach would have
constrained too much the search space explored by GP, hindering its ability to
generate good tree predictors with low RMSE fitness values.
5 Results
The results of the reconstruction process are presented in Figure 4 for the Moore
neighborhood, and in Figure 5 for the Von Neumann neighborhood. The
reconstructed images are all taken from a random GP run. For each image, we
also present the pixel-by-pixel difference between the reconstructed image and
the original one, where each difference is 10-fold increased in order to make it
visible. As it is possible to observe, the errors in both cases are limited (i.e.,
there are no extremely different pixels), and distributed mainly across the edges
of the objects in the image. This is especially visible in the Lena image. There,
the distribution of the error almost follows the profile of the face, hairs, and the
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Figure 4: At the top, the images corrected using the Moore neighborhood. At
the bottom, the difference, increased ten times, between the reconstructed and
the original image.
hat.
Besides qualitative considerations on the reconstructed images, an important
aspect is to quantitatively assess whether GP learned to predict missing pixels
with respect to a benchmark method. In particular, as a baseline for comparison,
we considered two simple predictors that replace each missing pixel with the
average intensity of the surrounding pixels, one for the Moore neighborhood and
the other for the Von Neumann neighborhood.
To perform this comparison, we plotted the distribution of the best fitness
over the 100 experimental runs performed for each image. The results obtained
are presented in Figure 6. As a general remark, in most cases, all fitness values
obtained are below both baselines, independently of the underlying neighborhood.
The only exceptions occur for the Boat and Goldhill images, which, however, are
limited to a few outliers. In particular, for those images, a few outliers in the
distribution of the Moore neighborhood scored an RMSE value between the two
baselines, while a small part of the right tail of the Von Neumann distribution
overlaps the corresponding baseline in the Goldhill image. In any case, we
notice that the peaks of all GP distributions are significantly distant from the
respective baseline fitness values. Further, in all four test images, the use of
the Moore neighborhood produces lower fitness values than the Von Neumann
neighborhood, even if it allows fewer training samples to be generated.
6 Discussion
As mentioned in Section 1, to the best of our knowledge, this work is the first
one addressing the inpainting problem with GP trees used as convolutional
predictors. Hence, the first natural question that may arise is whether the
proposed method works. Considering the plots of the best fitness values obtained
in our experiments, we can empirically conclude that GP can learn to some extent
the distribution of the missing pixels since it achieved lower RMSE values with
both neighborhood topologies than the respective baseline predictors. Given our
8
Figure 5: At the top, the images corrected using the Von Neumann neighborhood.
At the bottom, the difference, increased ten times, between the reconstructed
and the original image.
Figure 6: The distribution of best fitness over 100 runs with both Moore and
Von Neumann neighborhoods. From left to right, at the top the results for Boat
and Goldhill and at the bottom the results for Lena and Zelda.
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experimental setting, the missing pixels accounted for roughly 20% of the pixels
of each test image. The main limitation of our approach is that the training
process requires a complete neighborhood, i.e., no missing pixels must occur in
the frontier of the central pixel whose value has to be predicted. This limits
both the number of missing pixels that one can have in the degraded image
and their relative positions. However, the preliminary results that we obtained
are promising enough to encourage further improvements in this direction, by
extending our method to consider also the case of adjacent missing pixels in the
degraded image. An interesting idea to accomplish this could be to employ a
diffusion-based inpainting approach [12]. In this case, the GP predictor would
be first convolved on the border of a missing region, and then gradually shifted
towards its interior.
The first remarkable finding when going into the details of our experiments
is that the GP predictors based on the Moore neighborhood achieved a better
performance (i.e., a lower RMSE value) than those using the Von Neumann
neighborhood. This is even though the Von Neumann neighborhood requires
fewer input variables to compute the predicted missing pixel, and thus can be
optimized on a larger training set. Consequently, this result seems to indicate that
GP can learn better using a larger number of input variables and a smaller training
set. It would be interesting to investigate if this difference in performances also
holds for larger neighborhoods. Still, for radius 2, this would already yield
GP trees with 24 and 12 input variables, respectively, for the Moore and Von
Neumann neighborhood, thereby increasing both the time needed to perform
the training and the size of the resulting GP predictors.
Recall that the baseline predictors simply computed the average of the pixels
in the neighborhood to predict the value of the central one. An interesting fact
that can be observed from our experiments is that the RMSE achieved by the
Von Neumann baseline predictor is lower than that scored by the Moore baseline.
Hence, this suggests that the information for predicting the central pixel is not
uniformly distributed across the surrounding ones: in particular, it seems that
the 4 “diagonal” pixels in the Moore neighborhood contain less information to
predict the central one. Nonetheless, this observation is in stark contrast with
the fact that GP scored a lower RMSE value with the Moore neighborhood
than with the Von Neumann neighborhood. This seems to indicate that GP
can learn which pixels in the frontier of the neighborhood are more useful to
reach an accurate prediction. It would be interesting to further investigate this
issue by analyzing the structure of the trees evolved by GP with the Moore
neighborhood.
Finally, from the qualitative point of view, we observed that the prediction
errors made by GP individuals mostly focused around the edges in the test images.
This is an expected side effect: if one considers images as two-dimensional spatial
signals, edges correspond to high-frequency regions, where abrupt changes of
the intensity value occur among neighboring pixels. Consequently, the pixels’
intensities in a neighborhood where an edge occurs have a lower correlation,
and the independence hypothesis that the probability distribution of a pixel
given the surrounding ones is independent of the rest of the image does not
hold. This explains why our GP convolutional predictor obtains a higher error
in the proximity of an edge. However, this is not necessarily a negative effect.
One could exploit this observation to use our GP-based convolutional inpainting
method to perform edge detection as a by-product. Further, an interesting idea
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to decrease the prediction error on the edges would be to develop a 2-layer
architecture: the first layer would be used to detect the edges, while the second
one would perform the inpainting task by discriminating between the edge and
non-edge pixels. For the latter case, one could, for instance, evolve GP trees
over a larger neighborhood, so that more information can be used to predict the
central pixel.
7 Conclusions
In this paper, we proposed a method for performing convolutional inpainting
with GP – CoInGP. The main idea is to sweep a small sliding window over a
degraded image with missing pixels, where the neighborhood pixels captured
by the window are fed as input to a GP tree, whose output is then taken as
the predicted value for the central pixel. Given a degraded image with missing
pixels, we cast the problem of evolving an optimal GP tree predictor to repair it
as a supervised learning task, where the training set is composed of all available
pixels. For each position of the sliding window, the central pixel is removed
and replaced with the value predicted by a GP tree. The fitness function is the
RMSE between the original pixel intensities and those predicted by the GP tree,
which has to be minimized. The testing phase consists of applying the best tree
evolved by GP on the actual missing pixels. We experimented with four test
images and two different topologies for the sliding window, namely the Moore
neighborhood and the Von Neumann neighborhood. The results showed that GP
could evolve trees with better prediction accuracy than the respective baseline
predictor. In particular, we observed a clear performance difference between the
Moore and the Von Neumann neighborhood, with the former achieving lower
RMSE scores than the latter on the test sets. This is in spite of the fact that
the Von Neumann baseline predictor has a lower RMSE than the Moore one,
pointing to the fact that GP is able to learn how to appropriately weight the
information contained in the pixels at the corners of the Moore neighborhood.
We conclude by pointing out directions for future research besides those
already discussed in the previous section.
The experiments presented in this paper suggest that using GP as a con-
volutional predictor represents an interesting building block to be plugged in
more complex architectures for supervised learning tasks in the image domain.
We sketched the first idea of this approach in Section 6, where we proposed
to use a first GP convolutional layer for detecting the edges in an image and
then use the second layer to perform inpainting. It would thus be interesting
to generalize this concept to multiple GP-based convolutional layers and see
how the performance of the overall system compares to other analogous and
more established methods such as deep CNNs. Besides the inpainting technique,
one could also consider the application of GP to other image processing tasks
that can be formulated as supervised learning problems. This includes not only
tasks where the training has to be performed on a single target image as in the
inpainting case, but also on multiple images, such as image classification. In
particular, this would likely benefit from the use of a multi-layered architecture
where each GP-based convolutional layer would be used to extract a particular
feature of an image.
Further, the convolution strategy is general enough that can be, in principle,
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applied to any kind of learning task in the signal processing domain. In this paper,
we addressed the use case of images, which can be considered as two-dimensional
spatial signals, but it could be interesting to explore how convolutional GP
also behaves on one-dimensional signals such as time series. In particular, the
problem of predicting missing data in general signals (which corresponds to
inpainting in the image case) is also known as imputation, which is quite useful
in the context of symbolic regression over incomplete datasets. As far as we
know, there are a few works in the literature addressing the imputation problem
using GP [23, 24, 1], but none of them use a convolutional approach like the one
proposed in this paper.
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