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Abstract
This paper is concerned with the existence and stability time-periodic solutions for a class of coupled parabolic equations with
time delay, and time delays may appear in the nonlinear reaction functions. The existence of time-periodic solutions is for a class
of locally Lipschitz continuous reaction functions without any quasimonotone requirement. Our approach to the problem is by the
method of upper and lower solution and using Schauder fixed point theorem. Some methods for proving the stability of the periodic
solution are also given. The results for the general system can be applied to the standard parabolic equations without time delay
and corresponding ordinary differential system. Finally, a model arising from chemistry is used to illustrate the obtained results.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Periodic behavior of solution of parabolic boundary problems arises from many fields of applied sciences and vari-
ous methods have been developed for the study of existence, stability and attractivity of periodic solutions. Most of the
discussions in the earlier literature are devoted either to scalar parabolic equations (cf. [1–17]) or to coupled systems
of parabolic in specific model problems such as population growth problems in ecology (cf. [18–25]). In recent years,
attention has been given to coupled systems of parabolic equations where time delays may be taken into consideration
in the nonlinear reaction functions (cf. [12,26–30]). In this paper, we consider a coupled system of parabolic boundary
problem in the form
∂ui
∂t
+Liui = fi(x, t, u1, . . . , um,u1τ , . . . , umτ ), (x, t) ∈ Ω ×R,
Biui(x, t) = gi(x, t), (x, t) ∈ ∂Ω ×R, i = 1,2, . . . ,m, (1.1)
where Ω is a bounded open domain in RN with smooth boundary ∂Ω , and for each i ∈ {1,2, . . . ,m},
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N∑
j,k=1
a
(i)
jk (x, t)
∂2ui
∂xj ∂xk
+
N∑
j=1
b
(i)
j (x, t)
∂ui
∂xj
,
Biui = ui or Biui = ∂ui
∂v
+ βi(x, t)ui
with ∂ui/∂v denotes the outward normal derivative of ui on ∂Ω , for each i = 1,2, . . . ,m, uiτ = ui(x, t − τi), τi > 0
is a constant. If τi = 0, it means that system (1.1) does not include the terms of time lag.
In [30], theorems of the existence and uniqueness of periodic solution for some special kinds of system (1.1) are
proved. The existence problem for the general periodic boundary problem (1.1) has been investigated in [12,26,27]
using the method of upper and lower solutions. The monotone iterative scheme associated with this method leads
to various computational algorithms for numerical solutions of the periodic boundary problem (cf. [31]). A major
requirement of the monotone iteration in these works is that the reaction function f ≡ (f1, . . . , fm) in the system
be quasimonotone or mixed quasimonotone. However, the parabolic systems with nonmonotone reaction function
can respond better to impersonal law, so it is very important to weaken quasimonotone and mixed quasimonotone
condition. In this paper, we show the existence of a periodic solution for problem (1.1) by the method of upper and
lower solutions without any quasimonotone requirement on the reaction function f. Furthermore, we investigate the
stability of periodic boundary problem corresponding to (1.1).
The plan of the paper is as follows. In Section 2 we show the existence of ω-periodic solutions of (1.1) for a
general class of nonquasimonotone functions using the method of upper and lower solutions and Schauder fixed point
theorem. Based on the monotone convergence property of the maximal and minimal sequences developed in [29] we
show in Section 3 the stability of ω-periodic solutions of (1.1) for a general class of nonquasimonotone functions.
Finally in Section 4 we give an application of the results in Section 2 to a boundary value problem of the Noyes–Field
system related to the Belousov–Zhabotinskii reaction with time delay.
2. Existence of ω-periodic solutions
In this section, by using the upper and lower solution method we shall prove the existence of ω-periodic solutions
for the system (1.1). The upper and lower solution method of the periodic solution problem is based on the following
comparison principle in [29].
Lemma 2.1. Let c(x, t) ∈ C(Ω¯ × [0,ω]), c(x, t) 0 and c(x, t) is not identically equal to 0 if βi(x, t) ≡ 0 to (x, t) ∈
∂Ω × [0,ω]. Assume that u ∈ C2,1(Ω × [0,ω])∩C(Ω¯ × [0,ω]) and satisfied the following inequalities:
∂u
∂t
+Liu+ c(x, t)u 0, in Ω × [0,ω],
Biu(x, t) 0, on ∂Ω × [0,ω],
u(x,0) u(x,ω), in Ω.
Then u(x, t) 0 for any (x, t) ∈ Ω¯ × [0,ω].
In addition, if
∂u
∂t
+Liu+ c(x, t)u is not identically equal to 0, in Ω × [0,ω],
or
Biu(x, t) is not identically equal to 0, on ∂Ω × [0,ω],
then
u(x, t) > 0, (x, t) ∈ Ω × [0,ω],
u(x, t) > 0, (x, t) ∈ Ω¯ × [0,ω], when Biu = ∂u/∂v + βi(x, t)u,
∂u
∂v
< 0, (x, t) ∈ ∂Ω × [0,ω], when u(x, t) = 0 on ∂Ω × [0,ω].
In this paper, the definition of inequality between vectors is as follow.
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vm(x, t)). We call vector u(x, t) > v(x, t) (or u(x, t)  v(x, t)), if for each i ∈ {1, . . . ,m} there exists ui(x, t) >
vi(x, t) (or ui(x, t) vi(x, t)).
Let fi(x, t, u1, . . . , um,φ1(s), . . . , φm(s)) = fi(x, t, u,φ) in Ω¯ × [0,ω] × Rm × C([−τ,0];Rm), where φi(s) =
ui(x, t + s), s ∈ [−τ,0], τ = max{τ1, . . . , τm} and XΣ = {φ: φ ∈ C([−τ,0];Rm), φ(s) ∈ Σ, s ∈ [−τ,0]}, where
Σ =∏mi=1[ai, bi] = [a, b], then
fi(x, t, u1, . . . , um,u1τ , . . . , umτ ) = fi
(
x, t, u1, . . . , um,φ1(−τ1), . . . , φm(−τm)
)
.
Given u : Ω × [0,ω] → Σ , x ∈ Ω , t ∈ [0,ω], φ ∈ XΣ , define
Hi(x, t, u,φ) = sup
aψφ
fi(x, t, u,ψ),
hi(x, t, u,φ) = inf
φψb
fi(x, t, u,ψ),
where ψ(0) = φ(0), then
hi(x, t, u,φ) fi(x, t, u,φ)Hi(x, t, u,φ) (i = 1,2, . . . ,m),
where x ∈ Ω , t ∈ [0,ω], u : Ω × [0,ω] → Σ , φ ∈ XΣ .
We assume that
(F1) For each K > 0 there exists M > 0, such that∣∣fi(x, t, u,φ)− fi(y, t, v,ψ)∣∣M(|x − y|α + |t − s| α2 + ‖u− v‖1 + ‖φ −ψ‖2)
whenever (x, t), (y, s) ∈ Ω ×[0,ω], φ,ψ ∈ XΣ , ‖φ‖2,‖ψ‖2 K , ‖φ‖2 = sup−τθ0 ‖φ(θ)‖1, u,v ∈ C(Ω ×
[0,ω];Σ), and ‖u‖1 = max{|u1|, . . . , |um|}.
(F2) If φ ∈ C([−r,0];Rm) satisfies φ(s) ∈ Σ , −τ  s  0, and if for some i, φi(0) = ai (or φi(0) = bi ) then
fi(x, t, u,φ) 0 (or fi(x, t, u,φ) 0) for all u ∈ C(Ω × [0,ω];Σ) and (x, t) ∈ Ω¯ × [0,ω].
To define the ω-periodic upper and lower solution of (1.1), we give the definitions of mixed quasimonotone and
quasimonotone.
Definition 2.2. For each i ∈ {1, . . . ,m}, let pi , qi be two nonnegative integers such that pi + qi = m− 1. Splitting u
into u = (ui, [u]pi , [u]qi ), where [u]σi denotes a vector with σi -components of u. We say that the vector function
F(x, t, u,φ) ≡ (f1(x, t, u,φ), . . . , fm(x, t, u,φ))
possesses a mixed quasimonotone property in C(Ω × [0,ω];Σ) if for each i there exist nonnegative integers ai , bi
with ai + bi = m− 1 such that fi(x, t, ui, [u]ai , [u]bi , φ) is monotone nondecreasing in each component of [u]ai , and
monotone nonincreasing in each component of [u]bi for u ∈ C(Ω × [0,ω];Σ). In particular, if bi = 0 for every i,
then it is said to be quasimonotone nondecreasing in C(Ω × [0,ω];Σ).
Lemma 2.2. If fi satisfies (F1), (F2), then Hi and hi satisfies (F1), (F2), and they are monotone nondecreasing in φ.
Proof. Since fi satisfies (F2), if φ ∈ XΣ and φi(0) = ai , then Hi(x, t, u,φ) fi(x, t, u,φ) 0, if φi(0) = bi , then
fi(x, t, u,ψ) 0 for all ψ,a  ψ  φ with ψi(0) = φi(0) = bi , hence Hi(x, t, u,φ) 0 follows from (2.1). Similar
arguments apply to h so H and h satisfy (F2). We now verify that H is monotone nondecreasing in φ. Let φ,ψ ∈ XΣ ,
φ ψ and φi(0) = ψi(0). Then Hi(x, t, u,φ)Hi(x, t, u,ψ) since the supremum defining the latter is over a subset
of the set over which the supremum defining the former is taken. To verify (F1), we assume, without loss of generality,
a = 0, that is Σ = [0, b]. Fix η and φ ∈ XΣ , and i, 1 i m, and let ψn satisfy 0 ψn  φ, with ψni (0) = φi(0),
n = 1,2, . . . , such that Hi(x, t, u,φ) = limn→∞ fi(x, t, u,ψn), for each n 1, let
ψ¯ni (θ) = max
{
0,ψni (θ)+ ηi(θ)− φi(θ)
}
for i = 1,2, . . . ,m. ψ¯n is continuous, ψ¯n(0) = ηi(0) and 0 ψ¯n  η, for n 1. Hencei
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n→∞fi
(
x, t, u,ψn
)−Hi(y, s, v, η)
 lim
n→∞
[
fi
(
x, t, u,ψn
)− fi(y, s, v, ψ¯n)]
 lim
n→∞M
(|x − y|α + |t − s| α2 + ‖u− v‖1 + ∥∥ψn − ψ¯n∥∥2).
It is easy to check that |ψ¯ni (θ)−ψni (θ)| |ηi(θ)− φi(θ)|, for each 1 i m and θ ∈ [−τ,0]. Thus we have that
Hi(x, t, u,φ)−Hi(y, s, v, η)M
(|x − y|α + |t − s| α2 + ‖u− v‖1 + ‖η − φ‖2),
and by symmetry |Hi(x, t, u,φ)−Hi(y, s, v, η)|M(|x − y|α + |t − s| α2 +‖u− v‖1 +‖η−φ‖2). Since we use the
maximum norm on Rm, this completes the assertion that H satisfies (F1). Similar arguments apply to h so H and h
satisfy (F1). 
By the definition of the upper and lower control function the following lemma is easy to prove.
Lemma 2.3. If fi(•,•, u,φ) is mixed quasimonotone in u, then Hi(•,•, u,φ) and hi(•,•, u,φ) is also mixed quasi-
monotone in u.
Definition 2.3 (ω-Periodic upper and lower solution). Let u˜, uˆ ∈ [C2,1(Ω¯ × [0,ω])]m, and
u˜(x, t) = (u˜1(x, t), . . . , u˜m(x, t)), uˆ(x, t) = (uˆ1(x, t), . . . , uˆm(x, t))
is ω-periodic in t . If u˜ uˆ, fi(•,•, u,φ) is mixed quasimonotone in u and satisfy the relation.⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂u˜i
∂t
+Liu˜i Hi
(
x, t, u˜i , [u˜]ai , [uˆ]bi , u˜τ
)
, (x, t) ∈ Ω ×R,
∂uˆi
∂t
+Liuˆi  hi
(
x, t, uˆi , [uˆ]ai , [u˜]bi , uˆτ
)
, (x, t) ∈ Ω ×R,
Biu˜i(x, t) gi(x, t) Biuˆi(x, t), (x, t) ∈ ∂Ω ×R,
where i = 1,2, . . . ,m, then u˜, uˆ are called the ω-periodic upper and lower solutions of (1.1), respectively.
We assume that
(H1) The coefficient functions a(i)kj (x, t) = a(i)jk (x, t), b(i)j (x, t) ∈ Ca,
a
2 (Ω¯ × [0,ω]), βi(x, t) 0 and gi(x, t) can be
extended as functions on C2+a,1+ a2 (Ω¯ × [0,ω]), all the functions are ω-periodic in t .
(H2) There exists a positive number γ such that for any ξ = (ξ1, . . . , ξN) ∈ RN , (x, t) ∈ Ω¯ × [0,ω] and
i ∈ {1,2, . . . ,m}
N∑
j,k=1
a
(i)
jk (x, t)ξj ξk  γ |ξ |2.
(H3) fi(x, t, u,φ) is ω-periodic in t , and is mixed quasimonotone in u. For each K > 0 there exists a positive con-
stant M such that for any (x, t), (y, t) ∈ Ω¯ × [0,ω], u,v ∈ Σ , φ,ψ ∈ XΣ , ‖φ‖2,‖ψ‖2 K , i = 1,2, . . . ,m∣∣fi(x, t, u,φ)− fi(y, t, v,ψ)∣∣M(|x − y|α + |t − s| α2 + ‖u− v‖1 + ‖φ −ψ‖2).
We rewrite (1.1) in the form⎧⎨
⎩
∂ui
∂t
+Liui +Mui = fi(x, t, u,uτ )+Mui, (x, t) ∈ Ω ×R,
Biui(x, t) = gi(x, t), (x, t) ∈ ∂Ω ×R,
i = 1,2, . . . ,m, (2.1)
where u = (u1, . . . , um), uτ = (u1τ , . . . , umτ ).
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Theorem 1.1]) and using the conditions (H1)–(H2), the problem⎧⎨
⎩
∂wi
∂t
+Liwi +Mwi = 0, (x, t) ∈ Ω ×R,
Biwi(x, t) = gi(x, t), (x, t) ∈ ∂Ω ×R,
has a unique ω-periodic solution wi(x, t).
Let v = u−w, namely, vi = ui −wi (i = 1,2, . . . ,m). We have⎧⎨
⎩
∂vi
∂t
+Livi +Mvi = f ∗i (x, t, v, vτ ), (x, t) ∈ Ω ×R,
Bivi(x, t) = 0, (x, t) ∈ ∂Ω ×R,
where f ∗i (x, t, v, vτ ) = fi(x, t, v +w,vτ +wτ )+M(vi +wi). Therefore without loss of generality we may suppose
gi(x, t) = 0 (i = 1,2, . . . ,m) in the systems (1.1) and (2.1).
We first put the problem (1.1) in an appropriate functional analysis setting. Let
E = {u(x, t): u = (u1, . . . , um), for each i, ui ∈ Cα, α2 (Ω¯ × [0,ω]) and is ω-periodic in t},
E∗ = {u(x, t): u = (u1, . . . , um), for each i, ui ∈ C2+α,1+ α2 (Ω¯ × [0,ω]) and is ω-periodic in t}.
For any u ∈ E, the boundary value problem⎧⎨
⎩
∂vi
∂t
+Livi +Mvi = ui, (x, t) ∈ Ω ×R,
Biui(x, t) = 0, (x, t) ∈ ∂Ω ×R,
i = 1,2, . . . ,m,
has a unique ω-periodic solution v = (v1, . . . , vm). This defines a linear compact operator G : E → E by v = Gu.
In fact, by the Schauder estimation of linear parabolic equations, there exists a positive number C1 independent
of u such that ‖v‖E  C1‖u‖E∗ for any u ∈ E. Namely, operator G maps bounded set of E into bounded set of E∗.
Moreover, bounded set of E∗ is relative compact set of E. So the linear operator G is compact operator of E.
It is easy to see that u = (u1, . . . , um) is a ω-periodic solution of the boundary problem⎧⎨
⎩
∂ui
∂t
+Liui = fi(x, t, u,uτ ), (x, t) ∈ Ω ×R,
Biui(x, t) = 0, (x, t) ∈ ∂Ω ×R,
i = 1,2, . . . ,m,
if and only if u is a solution of the operator u = T u in E, where
T u = G
⎛
⎜⎝
f1(x, t, u,uτ )+Mu1
...
fm(x, t, u,uτ )+Mum
⎞
⎟⎠
and T : E → E is a compact operator.
The existence of a pair of ordered ω-periodic upper and lower solutions will ensure the existence of ω-periodic
solution, namely, we will prove the following theorem.
Theorem 2.1. Suppose that (1.1) has a pair of ω-periodic upper and lower solutions u˜(x, t) and uˆ(x, t) with u˜(x, t)
uˆ(x, t) in Ω¯ × [0,ω]. Then there exists a ω-periodic solution u(x, t) satisfying
uˆ(x, t) u(x, t) u˜(x, t), (x, t) ∈ Ω ×R.
Proof. For any u ∈ E with uˆ u u˜, we consider v = T u, since
T u = G
⎛
⎜⎝
f1(x, t, u,uτ )+Mu1
...
fm(x, t, u,uτ )+Mum
⎞
⎟⎠
we have ∂vi +Livi +Mvi = fi(x, t, u,uτ )+Mui , where i = 1,2, . . . ,m.∂t
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∂wi
∂t
+Liwi +Mwi =
(
∂vi
∂t
+Livi +Mvi
)
−
(
∂uˆi
∂t
+Liuˆi +Muˆi
)
 fi
(
x, t, ui, [u]ai , [u]bi , uτ
)+Mui − hi(x, t, uˆi , [uˆ]ai , [u˜]bi , uˆτ )−Muˆi
 hi
(
x, t, ui, [uˆ]ai , [u˜]bi , uˆτ
)− hi(x, t, uˆi , [uˆ]ai , [u˜]bi , uˆτ )+M(ui − uˆi )
 0.
By Lemma 2.1, we have w  0, namely v  uˆ. Similar arguments apply to u˜, we have v  u˜ so uˆ v = T u u˜. By
the Schauder estimation of linear parabolic equations, there is a positive constant M1 independent of u (u ∈ E with uˆ
u u˜) such that vi = T ui ∈ Cα, α2 (Ω¯ × [0,ω]) (i = 1,2, . . . , n), and ‖v‖E = ‖T u‖E M1. Let S = {u(x, t): u ∈ E,
uˆ  u  u˜, ‖u‖E  M1}, then S is a closed convex set in E and the compact operator T maps S into S. From
Schauder’s fixed point theorem it follows immediately that the operator T has a fixed point u in S, namely, (1.1) has
a ω-periodic solution u(x, t) satisfying
uˆ(x, t) u(x, t) u˜(x, t), (x, t) ∈ Ω ×R.
This completes the proof of Theorem 2.1. 
When fi(x, t, u1, . . . , um,u1τ , . . . , umτ ) = fi(x, t, ui, u1τ , . . . , umτ ), system (1.1) is reduced to⎧⎪⎪⎨
⎪⎪⎩
∂ui
∂t
+Liui = fi(x, t, ui, u1τ , . . . , umτ ), (x, t) ∈ Ω ×R,
Biui(x, t) = gi(x, t), (x, t) ∈ ∂Ω ×R;
i = 1,2, . . . ,m.
(2.2)
We have the following result.
Corollary 2.1. Suppose that (2.2) has a pair of ω-periodic upper and lower solutions u˜(x, t) and uˆ(x, t) with u˜(x, t)
uˆ(x, t) in Ω¯ × [0,ω]. Then there exists a ω-periodic solution u(x, t) satisfying
uˆ(x, t) u(x, t) u˜(x, t), (x, t) ∈ Ω ×R.
3. Monotone convergence method for the stability of periodic solution
If for each i ∈ {1, . . . ,m} delay τi = 0 (or ω), system (1.1) is reduced to the following nonmonotone system⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂ui
∂t
+Liui = fi(x, t, u1, . . . , um), (x, t) ∈ Ω ×R,
Biui = 0, (x, t) ∈ ∂Ω ×R,
ui(x,0) = ui0(x), x ∈ Ω;
i = 1,2, . . . ,m,
(3.1)
where the boundary operator and smooth conditions for Bi, di, fi are as before. di, fi,Bi are ω-periodic in t . The
periodic problem corresponding to (3.1) is written as (3.2).
⎧⎪⎪⎨
⎪⎪⎩
∂ui
∂t
+Liui = fi(x, t, u1, . . . , um), (x, t) ∈ Ω ×R,
Biui = 0, (x, t) ∈ ∂Ω ×R,
ui(x, t +ω) = ui(x, t), (x, t) ∈ Ω ×R.
(3.2)
Suppose U˜ (x, t) = (U˜1(x, t), . . . , U˜m(x, t)) Uˆ (x, t) = (Uˆ1(x, t), . . . , Uˆm(x, t)) are ω-periodic upper and lower so-
lutions to (3.2). Let u˜(x, t) = (u˜1(x, t), . . . , u˜m(x, t)), uˆ(x, t) = (uˆ1(x, t), . . . , uˆm(x, t)) be the solutions to (3.1) with
ui0(x) = U˜i(x,0), ui0(x) = Uˆi(x,0) (i = 1,2, . . . ,m), respectively and Uˆω(x, t), U˜ω(x, t) be the minimal and maxi-
mal solutions to (3.2) in (Uˆ(x, t), U˜ (x, t)), respectively. Then we have
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uˆ(x, t). u˜(x, t) convergences to U˜ω(x, t) uniformly and is monotone decreasing in the sense of u¯i (x, t +ω) u¯i (x, t).
Proof. From the definition of upper and lower solutions for (3.1) and (3.2), U˜ (x, t), Uˆ (x, t) are lower and upper
solutions to (3.1) with ui0(x) ∈ (Uˆi(x,0), U˜i(x,0)). So u˜i (x, t), uˆi (x, t) exist globally.
From the comparison principle, we have
uˆi (x, t) u˜i (x, t),
uˆi(x, t +ω) Uˆi(x, t +ω) = Uˆi(x, t),
u˜i(x, t +ω) U˜i(x, t +ω) = U˜i(x, t).
Define uˆin(x, t) = uˆi (x, t + nω), u˜in(x, t) = u˜i (x, t + nω). From the periodic property of the system, uˆi1(x, t)
is the solution to (3.1) with ui0(x) = uˆi (x,ω). Since uˆi (x,ω)  Uˆi(x,0), uˆi1(x, t)  uˆi (x, t). For the same reason,
we have u˜i1(x, t)  u˜i (x, t). By induction method, we have uˆi(n+1)(x, t)  uˆin(x, t), u˜i(n+1)(x, t)  u˜in(x, t) and
uˆin(x, t) u˜in(x, t). So limn→+∞ uˆn(x, t), limn→+∞ u˜n(x, t) exist and are ω-periodic in t . Similarly to the discus-
sion in (cf. [17]), they are solutions of (3.2).
For any solution U(x, t) of (3.2) in (Uˆω(x, t), U˜ω(x, t)), U(x, t) is the solution of (3.1) with ui0(x) = Ui(x,0)
(i = 1,2, . . . ,m). By the comparison principle, uˆi (x, t)Ui(x, t) u˜i (x, t), so
lim
n→+∞ uˆin(x, t) = limn→+∞ uˆi (x, t + nω) limn→+∞Ui(x, t + nω) = Ui(x, t)
= lim
n→+∞Ui(x, t + nω) limn→+∞ u˜i (x, t + nω) = limn→+∞ u˜in(x, t).
So limn→+∞ uˆin(x, t) = Uˆiω(x, t), limn→+∞ u˜in(x, t) = U˜iω(x, t). 
Corollary 3.1. If the solution of (3.2) in (Uˆ(x, t), U˜ (x, t)) is unique, then this solution U(x, t) of (3.2) is stable about
ui0(x) ∈ (Uˆi(x,0), U˜i(x,0)) of (3.1).
4. Applications and examples
As an application we consider a boundary value problem of the Noyes–Field system related to the Belousov–
Zhabotinskii reaction with time delay (cf. [33,34])
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
−D1 ∂
2u
∂x2
= Arvτ + u(1 − u− rvτ ) = f1(u, vτ ),
∂v
∂t
−D2 ∂
2v
∂x2
= −C
A
v(A+ u) = f2(u, v),
u|x=0 = g1(t), u|x=1 = h1(t),
v|x=0 = g2(t), v|x=1 = h2(t),
(4.1)
where A,C, r are positive constant, and 0  g1(t), g2(t), h1(t), h2(t)  1, A < 1, u,v ∈ C([0,1] × R+; [0,1]),
vτ = v(x, t + s) ∈ C([−τ,0];C([0,1] × R+; [0,1])), τ is a positive constant. Since ∂f1/∂vτ = r(A − u), reaction
function f1 is not quasimonotone or mixed quasimonotone. We have the following result.
Theorem 4.1. Problem (4.1) exists a ω-periodic solution (u(x, t), v(x, t)), and (1,1) (u(t), v(t)) (0,0).
Proof. Let u˜ = 1, v˜ = 1, uˆ = 0, vˆ = 0, it is easy to prove that (u˜, v˜), (uˆ, vˆ) is a pair of ω-periodic upper and lower
solutions of (4.1). By an application of Theorem 3.1, Theorem 4.1 holds. 
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