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Abstract: The manuscript reviews the current literature on scattering applications of RADAR (Radio
Detecting And Ranging) in remote sensing and diagnostics. This paper gives prime features for
a variety of RADAR applications ranging from forest and climate monitoring to weather forecast,
sea status, planetary information, and mapping of natural disasters such as the ones caused by
earthquakes. Both the fundamental parameters involved in scattering mechanisms of RADAR
applications and the factors affecting RADAR performances are also discussed.
Keywords: radar applications; scattering mechanisms; climate monitoring; sea status; natural disasters
1. Introduction
RADAR (or, simply radar) is a device able to measure angles, range, and velocity, of target objects.
Radar, initially developed during World War II, following the Daventry experiment of 1935, evolved
over the years [1] to cover many and complex applications: when approaching the radar topic, one is
nowadays surrounded by a massive volume of documentation, and it may be difficult to grasp the
radar technology, the challenges, and the possible applications, all at the same time. This paper aims to
be a primer to radar scattering applications which allows a complete overview of the radar presenting
the fundamental aspects of both technology and applications. The paper is divided into four main
sections: the first section introduces the radar systems, the second section presents an overview of
the common parameters and fundamental radar equations, the third section provides an overview of
current radar remote-sensing applications, and the final section provides conclusions and gives the
reader some insights into the future evolution of the radar technology.
2. Introduction: The Radar System
Radar can be equipped either with an active sensor which illuminates the objects, and in this case,
it is defined as active, or with a passive sensor, which relies on external sources (e.g., natural fonts of
energy such as Sun and stars), and in this case, the radar system is defined as passive. In the literature,
active radars are usually addressed simply with the term radar. Active radar is known as bistatic if the
receiving antenna differs from the transmitting one; otherwise, it is defined as monostatic. In this paper,
we present applications of both active and passive radar systems. The (active) radar operates either by
transmitting a continuous wave or trains of electromagnetic energy pulses: in the first case, we have
the so-called Continuous Wave (CW) radars, for instance, Stepped Frequency Continuous Wave
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(SFCW) radar, while in the second case radars are defined pulse radars. An alternative form of radar is
represented by pulse-Doppler radar, which combines the features of the two radar systems previously
mentioned. Independently of the particular waveform employed, the radar application can be briefly
described as follows: the radar system transmits electromagnetic energy through the transmitting
antenna, either in a preferred direction or in any direction. These radiated waves are reflected back,
typically in all directions. A certain portion of the reflected radiated signal is received through the
radar receiving antenna and processed through digital signal processing tools, which constitute the
so-called reception chain: in Figure 1, a block diagram illustrating the basic working principle of a
monostatic pulse radar is shown [2]. The transmitting chain is constituted by a pulse modulator and
a power amplifier; those generate a signal that is transmitted by an antenna having the appropriate
radiation pattern. The duplexer allows a single antenna to be used for both the signal transmission
and reception; this element is therefore absent in bistatic radars. The first block in the receiving chain,
following the receiving antenna (and eventually the duplexer), is represented either by a low-noise
amplifier or by a mixer. The local oscillator and mixer convert the received Radio Frequency (RF)
signals into Intermediate Frequency (IF) signals: in typical radar applications, such as air-surveillance,
the IF amplifier has a center frequency of 30 or 60 MHz with 1 MHz bandwidth. The IF amplifier
is designed as a matched filter (i.e., the Signal-to-Noise Ratio (SNR) at the output is maximized) for
signal processing. Its objective is to separate the information (wanted signal) from noise (unwanted
signal). Then, the radiated pulse modulated signal is captured by a second detector and amplified
by a video amplifier, so that the signal can be eventually displayed on a screen [3]. The monostatic
pulse radar uses the same antenna for both transmission and reception of signals. Radar that operates
with pulse signal for detecting stationary targets is called pulse radar. Radar that operates with CW
signal for detecting non-stationary targets is called CW radar (see Figure 2). It has two antennas:
one antenna is used for transmitting the signal and the other antenna is used for receiving the signal.
It produces an analog signal having a frequency of fo. Local oscillator produces a signal having a
frequency of fl . The output of local oscillator is connected to the mixer. The output of CW transmitter
is connected to both transmitting antenna and mixer. Mixer can produce both sum and difference
of the frequencies that are applied to it. The signals having frequencies of f0 and fl are applied to
mixer. Thus, the mixer will produce the output having frequencies fo + fl or fo − fl . As the name
suggests, sideband filter allows a particular sideband frequencies either upper sideband frequencies
or lower sideband frequencies. The IF amplifier detects the signal, which has Doppler frequency fd.
The doppler amplifier amplifies the signal, which is having Doppler frequency fd. Indicator specifies
the information related to relative velocity and whether the target is inbound or outbound, as shown
in Figure 2. CW Doppler radars give an accurate measurement of relative velocities. We compare here
pulse and CW radar. In the pulse radar system, a modulated pulse signal is used for transmission.
Its performance is sometimes affected by the stationary targets. It cannot operate down to zero range.
It requires comparatively higher transmitting power. CW radar system uses both modulated and
unmodulated CW signals for transmission. Two separate antennas are used for transmission and
reception. Unmodulated CW radar measures only the speed of the target but not the distance of the
target from the radar. Its performance is unaffected by stationary targets. Because the receiver is ON
all times, it can operate down to zero range [4].
Antennas are radiating components, transducers, that turn wave propagation into electrical
signals (receiving antenna) and vice versa (transmitting antenna). Antennas in general, and radar
antennas, in particular, can be defined by a well-known set of parameters such as effective
aperture, directive antenna gain, and power gain [5,6]. Radars employ a variety of antenna designs,
such as dipole, leaky-wave, horn, and patch, often configured to obtain specific patterns and achieve
a certain mechanical design [7]. Mostly directive antennas tend to be used to detect weak signals.
First, we introduce antennas radiation properties, and from which other antenna parameters are
derived in Tables 1 and 2.
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Figure 1. Block diagram of Pulse radar [4].
Figure 2. Block diagram of CW Doppler radar [4].
The electromagnetic wave radiated by the antenna carries electromagnetic power. The radiated
power varies in magnitude, depending on both the direction of observation and the distance from
the antenna. The electromagnetic power’s general pattern is maintained in the far-field, regardless
of the distance from the antenna. Therefore, we may introduce a normalized electromagnetic power
density that will be independent of the distance from the antenna in the far-field. This is known as
the radiation intensity. The radiation intensity is a mathematical description of the angular radiated
power distribution in the far field (for a given polarization). In simpler terms, it is how much power is
radiated by the antenna in a certain direction in the far field (using proper normalization with respect
to the distance from the antenna). To describe mathematically, the radiation intensity, we have to define
a way for representing directions. We associate steering angle with all directions. In our manuscript,
we investigate the normalized intensity pattern of radar antennas. For this purpose, we take the
mathematical formulations and arbitrary parametric values given in Tables 1 and 2. During our
numerical test, we investigate the radiation pattern, which is comprised of lobes. These lobes are
classified as follows: The lobe containing the direction of maximum radiation is referred to as the
major lobe or the main beam. All other lobes are referred to as minor lobes. The main beam often
represents the angular sector wherein the majority of the radiated power is intended to lay. The minor
lobes, therefore, represent radiation in undesired directions and should be kept as low as possible,
as shown in Figures 3 and 4. The simple design and fabrication of the circular dish reflectors allow
those antennas to be widely used in microwave applications, and in particular in radar systems [8,9].
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Table 1. Circular dish antenna [5].
Normalized Intensity Pattern Expression:
∣∣E(β)∣∣ = ∣∣ 2pir2 J(kr sin β)kr sin β ∣∣
# Symbol Description Numerical Values for Input Unit
1 λ Wavelength 0.1 m
2 d Aperture diameter 0.7 m
3 r radius = d2 0.35 m
4 k Propagation constant k = 2piλ 62.8320 m
−1
5 β steering angle −pi : pi200 : pi rad
Table 2. Linear array antenna [5].
Normalized Intensity Pattern Expression:
∣∣E(sin β)∣∣ = 1N ∣∣∣ sin
(
Nkd sin β2
)
kd sin β2
∣∣∣
# Symbol Description Numerical Values for Input Unit
1 N Number of elements in array 8 none
2 d element spacing (e.g., d = λ, d = λ2 ) 5 m
3 β steering angle β = 10× pi180 degree
The far-field radiation pattern for the circular dish antenna of Table 1, computed as the modulus
of the aperture factor, is displayed in Figure 3.
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Figure 3. Radiation pattern for the circular aperture antenna of Table 1 computed using Matlab code.
Linear array antennas, such as the one described in Table 2, synthesize narrow directive beams
that may be steered, either mechanically or electronically, in many different directions. In particular,
electronic steering is achieved by controlling the phase of the array elements. Arrays with electronic
beam steering capability are called phased-arrays antennas. A linear array is costly and complicated
to design if compared to a circular dish antenna. However, the inherent flexibility of phased-array
antennas to steer and control the beam shape represents an attractive feature for multi-function radar
system manufacturing [10–14].
In Figure 4, the radiation pattern for the linear array is illustrated. The grating lobes, evident in
the plot of Figure 4, get closer to the main beam when the distance d between the elements increases.
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Figure 4. Radiation pattern for the linear array in Table 2.
The electromagnetic wave radiated by the antenna is a mixture of electric and magnetic fields.
Polarization may be classified as linear, circular, or elliptical. Radar antennas are designed to transmit
and receive signals at specific polarizations. The two most common forms of polarization employed in
radar technology are horizontal linear polarization (or H), and vertical linear polarization (or V) [15];
by convention, the “polarization” of electromagnetic waves refers to the direction of the electric field.
Circular polarization is also used in some important radar applications, such as in weather radar
applications [16,17]. Some antennas for radar systems are designed to receive and transmit signal on the
same polarization (e.g., HH for horizontal receive and horizontal transmit and VV for vertical receive
and vertical transmit), while some complex radar system antennas may be designed transmitting
and receiving components working on different polarizations (e.g., HV for horizontal transmit and
vertical receive and VH for vertical transmit and horizontal receive). Antennas for radar systems can
present various levels of polarization combination, e.g., single-level polarization (HH, VV, VH, or HV),
double-level polarization (HH, VV; HH, HV; or VV, VH), triple-level polarization (HH, VV, HV or HH,
VV, VH), and fourfold-level polarization (HH, VV, VH, HV) [18–27].
3. Radar Fundamental Equations and Parameters
Radar range equation is helpful to investigate the radar characteristics and to determine the range
resolution. It is also useful for designing and manufacturing of radar systems; the radar-range equation
may be expressed as signal-to-noise ratio (SNR), and defined as follows [28]:
SNR =
PtG2λ2σ
(4pi)3kT0BFLR4
(1)
The parameters introduced in the equation above are described in Table 3.
In Figure 5, some Matlab simulations are shown where symbols in Table 3 (e.g., frequency,
peak power, bandwidth, and target cross section) are modified to provide the reader with an intuition
on the effects of the different parameters on the radar range equation, here expressed in terms of SNR.
The range resolution, mentioned above in this paragraph, is the radar system ability to differentiate
between two or more targets on the same bearer but at different ranges. The range resolution depends
on the width of the transmitted signal, the target types and sizes, and the efficiency of the receiver and
indicator elements. Pulse width is the primary resolution factor of a pulse radar. A well-designed radar
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system should be able to distinguish targets separated by half the pulse width-time τ, when all other
factors are at their maximum efficiency. The range (R) equation for a pulse radar may be written as:
R =
c0τ
2
,
where c0 is the speed of light in a vacuum [29–31].
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Figure 5. Matlab numerical simulation of the radar equation for different parametric values in Table 3.
Table 3. Parameters of the radar equation.
Parametric Values of the Radar Equation
# Symbol Description Numerical Values for Input Unit
1 Pt Peak power 2.16× 106 W
2 f radar center frequency 5.6× 109 Hz
3 c Speed of light 3.0× 108 ms−1
4 λ Wavelength = cf 0.0600 m
5 k Boltzmann’s constant 1.38× 10−23 JK−1
6 G Antenna gain 90.0 dB
7 σ Target cross section 0.1 m2
5 B Bandwidth 8.0× 106 Hz
6 F noise figure 3.0 dB
9 L radar losses 6.0 dB
10 T0 Antenna temperature 290.0 K
11 R Target range Rmin = 25.0× 103, Rmax = 165.0× 103 km
Another fundamental parameter is the radar operating frequency: as seen, radars radiate
electromagnetic energy which, when reflected, allows us to detect and locate targets. Radars operating
at different wavelengths (or energy bands, see Table 4, where the association between frequency
ranges and energy bands is reported [2]) have different purposes: for instance, a C-band radar can
penetrate through clouds and dust particles on the surface of the Earth, while an L-band radar can
measure the GPS and soil moisture. X and Ku bands are commonly used for satellite communications.
For certain applications, multiple energy bands have been explored: Toan et al. analyzed radar
backscatter intensity from forest and they found the greatest intensity at P-band; the intensity would
then decrease with the increase of frequency [32]. Different tree elements (leaves, branches, stems, etc.)
using different frequency bands were studied by Picard [33] (see Table 5). A plant crowded with a
large number of leaves and twigs can be investigated with higher frequency than what can happen for
wilted plants.
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Radar incident angle is also a parameter which affects remote-sensing applications: it is defined
as the angle between the direction of the incident radiation and the perpendicular to the target surface.
Attema et al. studied the back-scattering produced by different kinds of plants in case of both dry soil
and moist content. In particular, they observed plants on soil with different moisture employing radar
at X and Ku bands, and, more specifically, frequencies between 8 and 18 GHz. They concluded that,
in the case of a smooth surface, the backscatter was very sensitive to a near nadir incident angle, while,
in the case of rough surfaces, the backscatter was almost independent of the incident angle [34].
Table 4. Radar frequency bands according to IEEE standards.
# Band Designation Frequency Range
1 HF 3–30 MHz
1 VHF 30–300 MHz
2 UHF 300–3000 MHz
3 L 1–2 GHz
4 S 2–4 GHz
5 C 4–8 GHz
6 X 8–12 GHz
7 Ku 12–18 GHz
8 K 18–27 GHz
9 Ka 27–40 GHz
10 V 40–75 GHz
11 W 75–110 GHz
12 mm 110–300 GHz
Table 5. Tree elements correspondence to the frequency of different radar bands.
# Main Scattering Area Frequency Band Frequency
1 Leave Twigs X − Band 8–12 GHz
2 Leaves and small branches C − Band 4–8 GHz
3 Branches L− Band 1–2 GHz
4 Trunk VHF 30–300 MHz
The quality of a radar can be assessed also by its ability to identify the difference between
target location and size [35,36]. Since signals transmitted by radars and reflected by objects find it
difficult to enter the radar receiver, targets may remain undetected, and produce therefore a false
negative, or signal interference can produce a false positive, also called false response or false alarm.
Well-trained radar operators are not usually tricked by signal interference. Interference cannot be easily
fixed by an automatic system of detection and tracking; it is usually necessary to detect and remove
interference pulses before entering the automatic radar detector and tracker. Gurgel et al. studied
several radars control and signal processing steps to overcome the interference. They reported an
effective procedure to reduce the impact of Radio Frequency Interference (RFI) on the oceanographic
measurements [37]. Haimovich et al. described the eigenanalysis methods used to overcome the
interference problem [38,39]. A further parameter that is worth mentioning in this context is the radar
receiver’s sensitivity, which can be defined by the unavoidable noise at its input. This parameter
has a great impact on the radar performances, and radar engineers often use an amplifier as the first
stage of the receiver to improve the desired pulses and reduce noise and other unwanted signals.
In particular, a designer tries to exaggerate the detection of weak signals using a “matched filter”,
i.e., a filter that maximizes the signal-to-noise ratio at the output of the receiver. The matched filter has
an explicit mathematical formulation which depends on the input signal shape and the recipient noise
character [40–42].
Finally, it is worth mentioning how radar images are affected by a target surface texture: radar
images are composed of pixels and each pixel represents the amount of backscattered wave received
from the surface of a given object. A surface can, in general, appear to a radar either as smooth or
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as rough, depending on both the frequency employed and the incidence angle. A smooth surface
tends to reflect the energy in a single direction and generally away from the radar. For this reason,
smooth surfaces tend to appear very dark in radar images. A rough surface, instead, tends to scatter
an incident field in every direction; thus, a bigger portion of the radiation is statistically sent back to
the radar system, and the images appear lighter. Therefore, in radar imaging, calm body water usually
appears as dark. On the contrary, forest canopies, mountains, and buildings are generally rough and
therefore tend to produce brighter images [43–45].
4. Radar and Remote Sensing Applications
In this section, a review of radar and remote sensing applications is provided. Every subsection
goes through a specific application field.
4.1. Forests Mapping
Forests play a vital role in providing natural resources: they absorb carbon dioxide from the
atmosphere and release oxygen, they provide natural habitats and food to animals, and they provide
wood to humans. To monitor forests, radar and remote sensing techniques are employed, which allows
acquiring very valuable data such as forest areas of disturbance [46], reckoning of land surface and
budding volume of trees [47], and the measurement of the standard canopy height in the forests [48].
4.2. Land, Wetland, and High-Earth Regions Mapping
The wetland is a core element in the economic resources management of the world. It performs
many beneficial activities for the global ecosystem. It helps us to reduce natural hurricanes, floods,
and storms. Typically, optical and thermal remote sensors are applied for the land observation and for
the identification of the major disturbing events such as severe storms and fires [49]. Among those
are Geo eye [50], Rapid eye, Quick birds [51], Worldview satellites [52], and airborne remote sensors.
Radar backscatter allows us to assess the dielectric properties of soil (dielectric constant) and to infer the
surface layout (smooth vs rough surface). The dielectric constant is, in general, a complex quantity that
can be expressed as a combination of two real quantities, the real permittivity and the conductivity [53].
Both are highly dependent on the media and provide a measurement of the electrical properties of a
specific medium. In dry conditions, most naturally occurring media have a relative permittivity which
assumes values in the range between 3 and 8 [54]. When water is added to dry soil, its permittivity
increases and, as a consequence, the radar reflectivity also increases [55–59]. Radar Imaging can
also be used to provide optical data of both wetland and upper region of the Earth [60]. Synthetic
Aperture Radar (SAR) with its significant ability to penetrate the clouds is also used for day–night
monitoring and measurement of wetland [61]. Ground-Penetrating Radar (GPR) is a particular radar
technology used to investigate the “underground world”. Depending on the application, the radar can
use either air-coupling or ground-coupling antennas. GPR is employed in a variety of fields ranging
from geophysical to civil engineering applications: for instance, it may be used for the analysis of
wetland, rocks, pavements and structures analysis [62–64], underground water detection [65], or the
study of ice sheets and the thickness of glaciers [66].
4.3. Monitoring Photosynthetic Process for Plant Growth
Satellite radar remote sensing can provide effective measurements associated closely with
ecosystem process modeling [67], such as the initial growth of plants or the timing of seasonal
snow-melt. A remote sensor is used to produce an annual estimation of natural processes such as
photosynthesis and autotrophic respiration rates of evergreen forests [68]. Many modern applications
benefit from using satellite microwave remote sensing, e.g., to record the timing and bad weather effect
on Primary Net Production (PNP), to perform seasonal measurements of maximum and minimum
CO2 concentrations, and to observe global climate. This study is beneficial for the process of increasing
vegetation greenery and yearly plant productivity [69–72].
Atmosphere 2020, 11, 517 9 of 17
4.4. Monitoring Earthquake Damages
Stramondo et al. described the main features of remote sensing and optical satellite techniques
for damage detection in rural areas. Different methods have been used either for damage assessment
classification or for Earth surface measurements [73]. Satellite remote sensing can provide information
that can be used to create a systematic framework providing deep knowledge of the Earth’s surface.
The geospatial information produced is then used as an input for addressing decisions in relation to
comprehensive management, risk, and disaster assessment [74]. SAR can record the backscattering
coefficient and to measure the condition of the outer Earth’s surface. SAR can also measure damaged
areas in disasters caused by earthquakes, flood, and forest fires [75,76]. Fialko et al. used Interferometric
Synthetic Aperture Radar (InSAR) to find clear maps of three-dimensional surface displacement fields
during the 1999 Mw 7.1 hector mine earthquake in Southern California [77]. Radar imaging capability
features usually represent a significant aid to the rescue teams in the localization of the survivors in an
earthquake [78].
4.5. Alternative Radar and Imaging Systems
A passive radar is an inherently unique case of bistatic radar. It uses a non-cooperative source
to illuminate the objects; the passive radar then detects targets through the reflection of the energy
generated by such a source and caused by the targets themselves [79,80]. Passive radar has been
extensively used to describe the observation of geophysical and aerospace targets. Those radars can
use commercial broadcast communication systems, such as Radio FM, analog TV, Digital Television
(DTV), and navigation systems (GPS) [81–86]. Lidar is the acronym for Light detection and ranging,
and it constitutes an alternative to the active remote sensing technology [87]. Lidar technology can
measure 3D images of forest canopies accompanied with detailed topographic maps and accurate
assessment of vegetable crown. Lidar is also used to estimate accurately high-biomass ecosystems
and to predict forest standard structures [88]. Jacobe et al. described the cloud decomposition
obtained by using imaging radar polarimetry technique for interpretation of the scattering from
vegetation [60]. The recent development of polarimetric radar imaging and remote sensing can
provide information regarding the Earth environment, damage assessment of the Earth, forest volume
and height evaluation, glacier monitoring and mapping, and snowfall analysis [89]. Advanced
polarimetric analysis techniques can also be used for speckle statistics, scattering polarization,
and speckle filtering [90]. Synthetic-aperture radar (SAR) is an alternative and useful tool for processing
coherent optical systems. This type of radar can provide finer-resolution images than conventional
beam-scanning radars [91]. SAR is also considered an advanced tool to deal with the categorization
of scattering from radar targets [92]. Wall imaging radar is an advanced Ultra Wideband (UW)
communication tool that can be used to retrieve high-resolution images of detected objects, and it is
based on short-pulse radar penetration through a wall surface [93].
4.6. Monitoring Weather Forecast
Combining radar and Global Positioning System (GPS) technologies, one can obtain useful
information regarding atmospheric water vapor, operational weather forecasting, atmospheric storm
systems, and global climate changes [61,94]. Aydin et al. reported a modern approach for the remote
sensing of hail using an S-band dual linear polarization radar. The process employs a new hail signal
HDR, which can be used for measurements of raindrop size distribution.
4.7. Monitoring Terrestrial and Planetary Information
A spaceborne radar can provide information about both terrestrial and planetary surfaces [95].
Radar astronomy allowed significantly improving our basic knowledge of planetary systems:
for instance, a spacecraft radar system was applied in planetary missions to map the Venus surface (in a
relatively low resolution) in the 1960s, and the unexpected 59.6-day rotation period of Mercury [96].
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A major contribution to the investigation of the surface of Venus came from the upgrade of the
Arecibo’s radar system, which allowed analyzing the planet surface at a high resolution. In the
literature, some recent astrometry-based activities are radial velocity measurement and the discovery
of measuring the position of a solar system using image-based echo [97–100]. Saba et al. employed the
Sardinian radio telescope as a radar for the study of near-Earth objects and Space Debris [101].
4.8. Monitoring of the Sea Status
Radar remote sensing techniques are being used in the measurement of the sea status.
Radar satellite configurations employing ships, islands, and land-based stations are able to measure
the ocean wave-height spectrum by employing a range of frequencies [102–107]. A promising and
innovative approach was proposed by Zavorotny et al., who developed a theoretical model using
the scattered Global Positioning System (GPS) signal as a function of geometrical and environmental
parameters based on a bistatic radar equation. This study suggests that different time delays and
different Doppler shifts of the scattered GPS signal may form small spatial cells relatively to the sea
surface. This may allow an accurate evaluation of sea wind velocity [108], and, e.g., practical methods
employing GPS followed [109].
4.9. Monitoring of Human Body in Bio-Medical Applications
Electromagnetic waves originated from UWB radars allow us to observe the intrinsic complex
structure of the human body, and can, for instance, be employed to detect the movement of the heart
wall [110]. The advanced technology of UWB radar systems allows today to monitor and assess many
aspects of the human body: chest movements assessment, chest imaging, heart imaging, respiratory
monitoring, non-invasive biomedical study of flexible tissues (e.g., brain), non-invasive study of
metabolic processes, etc. [111].
The respiration rate of a healthy person is almost 12 breaths per minute [112]. Thus, the difference
in breathing rate from maximum to minimum levels reveals the variation in human health condition
and allows indicating whether a medical deliberation may be required, i.e., the evaluation of the
respiration rate can help doctors in assessing the actual health condition. In addition, the normal
heartbeat for a typical adult person lies between 60 and 100 bpm [113]. If the heartbeat rate varies
from the typical limits, this may indicate the possible presence of diseases [114]. Thus, the assessment
of the heartbeat rate can also help to visualize human health condition. Fadel et al. investigated both
the human respiration and the heart rate, demonstrating that the radar can be used to measure even
minor distances between the inhale and exhale processes of the human body during respiration [115].
4.10. Scattering Mechanisms and Radar Observatory Techniques
The polarimetric technique deals with the electromagnetic waves (polarization of the full-wave
vector), throughout the frequency spectrum, by controlling the coherent polarization properties of the
optical and radio waves: this allows detecting where there are either abrupt or gradual changes in the
refraction index (or permittivity, magnetic permeability, and conductivity). When an electromagnetic
wave passes from one medium to another, changing, therefore, refraction index, or when it strikes an
object such as a radar target and it is reflected, it allows a polarization control to acquire knowledge of
the characteristic information about the reflectivity, e.g., the orientation and shape of the reflecting
object. In classical radars, i.e., amplitude-only radars, the information about a target is mainly
obtained from the energy of the returned pulse; interferometric SAR exploits fully the phase and
Doppler information, but not the polarization information of the electromagnetic vector wave-scatterer
interrogation process [116–119].
A polarimetric, coherent electromagnetic scattering model has been developed for short-branch
vegetation analysis. The polarimetric radar back-scatter analysis for soybean plants with truck-mounted
scatterometer using L and C-band radar for different values of soil-humidity concentration was,
in particular, performed by Yuzugullu et al. [120]. This model was used to investigate the soybean
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field’s physical parameters, including soil moisture from a polarimetric set of AIRSAR images [121].
Using polarimetric SAR (PolSAR) data and electromagnetic scattering models depending on plant
morphology, one can approximate the backscattering behavior of rice crops. The accuracy of such an
approach has been tested in two different bands (X and C) with soil measured biophysical parameters
in rice fields. Moreover, the proposed metamodel-based biophysical probabilistic parameter-retrieval
algorithm has allowed rice crop height estimation using PolSAR data with both high accuracy and
low computation cost [120]. Ferrazzoli et al. reported that the comparison between predicted
performances of monostatic and bistatic radars in vegetation monitoring [122] shows the basic
scattering mechanisms [123,124]. Robert et al. studied radar backscatter measurements of sea ice made
in May 1977 with a surface-based FM-CW scatterometer from 1–2 to 8.5–17.5 GHz [125].
5. Conclusions
In this paper, a variety of radar and remote sensing applications are presented. Moreover,
we illustrate some of the more crucial features of radar. Given the vast applications and the potential of
this technology, both research and development of radar applications and techniques are constantly and
steadily increasing. In the future, innovative radar system technologies will allow us to complete new
features and applications, which can replace most of the existing ones in radar 2020 [126]. The future
radar will be more informative, reliable, flexible, and less massive. The recent evolution in Artificial
Intelligence, such as Deep Learning, promise to bring the radar imaging to new standards [127],
improving detection and classification of targets (e.g., fall motion detection in-home monitoring [128],
landmine detection [129], and ship discrimination [130]). Moreover, the advances in electronics
may allow cost-effective radars (e.g., the GPR presented in [64]). In addition, the use of certain
antenna technologies, mainly based on non-homogeneous waves, such as the so-called Leaky Wave
Antennas [131], could lead to cheaper radars [132], and possibly also allow improving the radar
penetration into lossy media [133,134].
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