Abstract. This paper provides a direct equivalence proof for minimax solutions of A.I. Subbotin and generalized weak solutions in the sense of idempotent analysis. It is shown that the Hamilton-Jacobi equation Vt + H(t, x, DxV ) = 0 (with the Hamiltonian H(t, x, s) concave in s), considered in the context of minimax generalized solutions, is linear w.r.t. ⊕ = min and = +. This leads to a representation formula for minimax solutions of the Cauchy problem. Using this representation, lower semicontinuous minimax solutions are proven to be equivalent to idempotent generalized weak solutions. Besides, it is shown that for the non-autonomous Hamilton-Jacobi equation Vt + H(t, DxV ) = 0 the formula presenting minimax solutions transforms to an explicit formula, which generalizes the Lax-Oleȋnik formula. Thus for continuous Cauchy data, the notions of minimax, viscosity and generalized weak solution to the Cauchy problem coincide.
Introduction
The present paper investigates the following Cauchy problem for the HamiltonJacobi equation:
(1.1)
∂V (t, x)
∂t + H t, x, ∂V (t, x) ∂x = 0, (t, x) ∈ G = [0, T ) × R n , V (T, x) = ϕ(x), x ∈ R n .
The problem (1.1) has applications in Optimal Control theory ( [8, 18] ), Differential Games theory ( [27, 28, 29] ). Is is well-known that in the general case the problem (1.1) has no classical solutions. However, there are several ways to define generalized solutions, in particular, viscosity solutions of M.G. Crandall and P.-L. Lions ([1, 2, 18, 8] ) and minimax solutions of A.I. Subbotin ([27, 28, 29] ). The latter notion in fact is based on a generalization of the method of characteristics for the problem (1.1) ( [27, 28] ). The present paper does not provide a complete survey of the notions of generalized solution, so other ways of its definition for the problem (1.1) of the general form are not considered. The materials of this paper were reported on the International Workshop on Indempotent Mathematics and Mathematical Physics (Vienna, 2003) . The author is grateful to the organizers of the Workshop and to the Erwin Schrödinger International Institute for Mathematical Physics for kind invitation and support. The author thanks anonymous referees for helpful remarks and additional references.
Suppose the problem (1.1) is not of the general form, namely, the Hamiltonian H(t, x, s) of the equation is concave w.r.t. s ∈ R n for all (t, x) ∈ G. Note the notion of generalized solution, introduced by S.N. Kruzhkov for this case ( [16] ). But in idempotent or min-plus analysis, yet another definition of solution, based on analogy with the traditional theory of distributions, has been proposed by V.P. Maslov and his collaborators ( [13] ). In idempotent analysis, the traditional field structure on R with the operations a + b and a · b is replaced by the semiring structure on A = R ∪ {+∞} with the operations a ⊕ b = min{a, b}, a b = a + b. In [13] , the notion of generalized weak solution is defined by means of the operator dual to the evolution operator solving the Cauchy problem for the suitable class of Cauchy data. Here the duality is treated w.r.t. the "scalar product" (f, g) A = inf x (f (x) + g(x)). All generalized weak solutions have a representation reducing to the Lax-Oleȋnik formula when H(t, x, s) ≡ H(s) ( [17, 22, 10, 18] ).
This paper provides a direct equivalence proof for minimax and idempotent generalized weak solutions in the case when the Hamiltonian H(t, x, s) is supposed to be concave and global Lipschitz continuous in the momentum variable (the latter condition implies that the Hamiltonian has linear growth in s). We should note that in [9] , generalized solutions, introduced in idempotent analysis analogously to another classical definition of solution using weak convergence, are shown to be equivalent to viscosity solutions ( [19] ). Besides, in [3] , it was proven that the notions of viscosity and generalized weak solution from [13] coincide for the special case of optimal control problems that are formulated through the Bellman-Markov processes ( [4] ). On viscosity and idempotent solutions see also [20] .
The main difficulty in establishing a connection between idempotent and other kinds of generalized solutions is the following. Definitions of viscosity and minimax solution are local, just as of the classical solution, i.e. they determine in what sense a given solution satisfies the equation at a given point. So a given function is a solution iff it satisfies the equation at all points. On the contrary, idempotent generalized weak solutions are defined by means of the evolution operator that solves the equation. This operator should thus be constructed (although for nice Cauchy data) even before it becomes possible to define idempotent solutions. It should be done basing on another notion of generalized solution. Here the notion of minimax solution is used.
The paper is organized as follows. In Section 2, all the necessary definitions and results concerning minimax solutions are naturally extended to the case when solutions take their values in A = R ∪ {+∞} and are continuous w.r.t. the metric ρ(a, b) = |e −a − e −b | or are lower semicontinuous w.r.t. the natural order of A. It is necessary for the equivalence proof because idempotent generalized weak solutions could be equal to +∞ at some points. To illustrate this extension let us consider the following example. Let n = 1 and H(t, x, s) = −|s|. The sequence of functions
Since for any number k the function V k (t, x) is a classical solution of the HamiltonJacobi equation, then the function V (t, x) can be treated as a solution to the problem (1.1).
In Section 3, the linearity of the Hamilton-Jacobi equation (considered in the context of A-valued minimax solutions) w.r.t. ⊕ = min and = + is proven. This is the main result of the paper.
By means of idempotent analysis, using the min-plus linearity of the HamiltonJacobi equation, a representation formula for minimax solutions to the Cauchy problem is obtained in Section 4 (by the way, it was noted in [18] that when the Hamiltonian H(t, x, s) is concave in s and tends to −∞ as s → ∞ and the function ϕ is bounded and uniformly continuous, then the corresponding viscosity solution of the Cauchy problem (1.1) satisfies a similar representation).
In Section 5, on the base of this representation formula, minimax solutions are shown to be equivalent to generalized weak solutions when the Hamiltonian H(t, x, s) ≡ H(t, s) and ϕ is such that both kinds of solutions exist, namely, ϕ is A-valued bounded from below and lower semicontinuous w.r.t. the order of A. Moreover, the representation formula of solutions reduces to the explicit formula generalizing the Lax-Oleȋnik formula. Therefore, for any finite (i.e. R-valued) bounded from below continuous function ϕ, the corresponding viscosity and S.N. Kruzhkov generalized solutions of the Cauchy problem (1.1) coincide with the generalized weak solution of (1.1).
Finally, the paper contains Conclusions and Appendix that provides some necessary auxiliary results.
We should note that the results of this paper could be extended to some generalizations of classical Hamilton-Jacobi equations, where the notion of idempotent solution was used (see, for instance, [15, 12] ).
Basics of minimax solutions
In this section, we shall extend all the necessary definitions and results on finite solutions from [27, 28, 29] in such a way that will allow the solutions to take values in A = R ∪ {+∞}. Here and further a function is said to be finite if it is less than +∞ everywhere where it is defined. As usual, we shall assume that a + ∞ = ∞ and min{a, ∞} = a for all a ∈ A.
First let us formulate the basic assumptions that concern the problem (1.1). For the most part they coincide with the ones from [29] . Let us introduce the following sets:
n , satisfies the following conditions: a) for all s ∈ R n the map (t, x) → H(t, x, s) is continuous on G; b) for all (t, x, s) ∈ G × S there exists a limit lim r↓0 rH(t, x, s/r) = H 0 (t, x, s) and for all s ∈ S the map (t, x) → H 0 (t, x, s) is continuous on G;
is fulfilled, where L κ (x) = κ · (1 + x ), κ is some positive constant; e) for each (t, x) ∈ G the function H(t, x, s) is concave in s.
Remark 2.1. In [29] , the basic assumptions that concern the problem (1.1) consist of the items a)-d) from Assumption 2.1.
i) for all (t, x) ∈ G the setP(t, x) ∈ conv(R n × R) (conv R m stands for the variety of nonempty convex compact subsets of R m ); ii) the mappingP(t, x) is continuous and is Lipschitz continuous in x for any bounded domain
for all (t, x) ∈ G and some constant number κ > 0. Then in [7] , it is shown that for all (t 0 , x 0 , y 0 ) ∈ G × R on the interval [0, T ] there exists at least one solution of the differential inclusion (ẋ(τ ),ẏ(τ )) ∈P(τ, x(τ )) corresponding to the initial condition (x(t 0 ),
Suppose a continuous function ϕ : R n → R is given. Consider the value function V (t 0 , x 0 ) of the variational minimization problem
with the condition (x(t 0 ), y(t 0 )) = (x 0 , 0). In particular, suppose that the set P(t, x) = co{(f (t, x, u), g(t, x, u)) | u ∈ U } (here co M denotes the convex hull of M ), where the set U is a compact subset of R m , functions f (t, x, u) and g(t, x, u) are continuous in all variables and are Lipschitz continuous in x and, in addition, max{ f , g } ≤ κ · (1 + x ). In this case, the function V (t, x) is a generalized solution of the problem (1.1) with the Hamiltonian above ( [18, 8, 27, 28, 29] ). Remark 2.2. In the next section, it is shown that Assumption 2.1 is necessary and sufficient for the existence of the multi-valued mappingP(t, x) that provides the representation from Example 2.1. The items a) and b) of Assumption 2.1 guarantee that the mappingP(t, x) is continuous, the item c) provides the Lipschitz continuity ofP(t, x) in x, the item d) is necessary for the boundedness of the setP(t, x) and for the condition iii) with some number κ > 0.
As in [29] , let P and Q be nonempty sets and the multi-valued mappings
is fulfilled for some positive number c and for each (f, g) ∈F U (t, x, q) ∪F L (t, x, p); β) for all (p, q) ∈ P × Q the multi-valued mappingsF U ,F L are upper semicontinuous (i.e. their graphs are closed, see [23] 
These conditions are fulfilled with P = Q = R n by the mappings
with the number c from the item α) equal to √ 2 · κ (see [29] ). Denote for any q ∈ Q and p ∈ P byX U (t 0 , x 0 , y 0 , q) andX L (t 0 , x 0 , y 0 , p) the sets of the trajectories to the differential inclusionsẋ(τ )
with the initial conditionx(t 0 ) = (x 0 , y 0 ). Here it is meant thatx(·) = (x(·), y(·)). In the sequel, cl G stands for the closure of the set G.
Remark 2.3. The only difference of Definitions 2.1 and 2.2 in comparison with the ones given in [29] is that V could be equal to +∞ at some points. Evidently, if V (t 0 , x 0 ) = +∞, (t 0 , x 0 ) ∈ G, then inequality (2.2) is fulfilled automatically. The notion of lower (upper) semicontinuity is given in [23] and is equivalent to the property that the epigraph epi Remark 2.4. Here we mean that V is continuous iff it is both lower and upper semicontinuous. This is equivalent to the continuity of the function e −V . Thus the function V is continuous w.r.t. the metric ρ(a, b) = |e
The set W is said to be weakly invariant w.r.t. the differential inclusionẇ(τ ) ∈ E(w(τ )), if for each point w 0 ∈ W there exist a number θ > 0 and an absolutely continuous function w : [0, θ] → W that is the solution of this differential inclusion that corresponds to the initial condition w(0) = w 0 .
Let us reformulate (2.2) and (2.3) in terms of weak invariance of the epigraph and the hypograph of V with respect to the so-called characteristic differential inclusions ( [27, 28] ). Consider the following sets (see [27, 28] ):
In this case, inequality (2.2) is equivalent to weak invariance of epi V w.r.t. to the differential inclusion (ṫ(τ ),ẋ(τ ),ẏ(τ )) ∈ E U (t(τ ), x(τ ), q) for all q ∈ Q. Similarly, inequality (2.3) is equivalent to the property that hypo V is weakly invariant w.r.t. [27, 28] ). For other equivalent definitions of minimax solution see [27, 28] .
In the sequel, denote by C(R n , R) the class of all continuous finite (that is Rvalued) functions defined on R n and by C(R n , A) the class of all functions, defined on R n , that take their values in A and are continuous w.r.t. the metric ρ(a, b). In addition, let LSC(R n , A) be the class of A-valued lower semincontinuous functions with the domain R n . Existence and uniqueness for continuous minimax solutions could be proven by the same way as it is done in [27, 29] . Moreover, it is possible to prove the following generalization of the corresponding theorem from [29] : 
then V k tends ρ-uniformly on each compact D ⊂ cl G to the function V that is the minimax solution to the problem (1.1).
Remark 2.5. We should stress that this theorem differs from the corresponding one given in [29] in the following two items. First solutions could be equal to +∞ at some points. Second uniform convergence of A-valued functions is treated in the sense that these functions converge uniformly w.r.t the metric ρ(a, b) (see also [23, Definition 7.12] ). Moreover, note that if all the functions from this sequence are finite, then the notion of ρ-uniform convergence on a compact coincides with the usual notion of uniform convergence on a compact.
Finally, let us extend the notion of discontinuous minimax solution given in [27, 28, 29] . In the sequel, we shall consider only lower semicontinuous A-valued minimax solutions. The proof of existence and uniqueness from [29] could be carried to this case without any essential changes. Moreover, by repeating in general the scheme of this proof and by using Lemma A.1 proven in Appendix, we obtain the following result: Theorem 2.2. Let ϕ ∈ LSC(R n , A) and ϕ k ∈ C(R n , R) be a nondecreasing sequence converging pointwise to the function ϕ as k → ∞. Suppose V k : cl G → R is a sequence of the continuous minimax solutions to the problem (1.1) that correspond to ϕ k . Then the sequence V k is nondecreasing and it converges to the minimax solution V of the problem (1.1) that corresponds to the function ϕ.
Remark 2.6. This theorem gives another way to define solutions taking their values in A. Moreover, if the function ϕ ∈ C(R n , A), then it is possible to choose ϕ k ∈ C(R n , R) such that V k would converge to V uniformly w.r.t. the metric ρ(a, b). Note that in the example from Introduction we realized this very scheme.
Generalized linearity of the Hamilton-Jacobi equation
In this section, we shall obtain two representations for the Hamiltonian H of the problem (1.1). On this base the min-plus linearity of the Hamilton-Jacobi equation is proven. Consider for all (t, x, s, r)
Note that this functionH(t, x, s, r) differs at r < 0 from the analogous function, introduced in [29] . Consider the functionρ(t, x, s, r) = −H(t, x, −s, r). Lemma A.2 from Appendix implies that it is convex and positively homogeneous in (s, r) and continuous in all variables. By means of convex analysis ( [24] ), we obtain that for all points (t, x) ∈ G it is the support function of some nonempty convex compact that depends on (t, x) continuously. So there exists a continuous multi-valued mapping
are true for all (s, r) ∈ R n × R. By the equalityH(t, x, s, 1) ≡ H(t, x, s) and, in addition, by the Lipshitz continuity ofH(t, x, s, r), Theorem 13.3.3 from [24] implies P(t, x) ⊆ √ 2L κ (x) ·B, so the following result is true.
In addition, for any (t, x) ∈ G and (f, g) ∈P(t, x) the inequality
Formula (3.2) is an instance of representation formulas for the Hamiltonian. In the present case it has a form specific for Optimal Control (see Example 2.1). In the general case, when H is not supposed to be convex or concave in the momentum variable, the Hamiltonian could be presented in a form specific for Differential Games theory ( [5, 11] ).
In the following, we shall need a more exact form of (3.2). Theorem 8.1 from [21] implies that there exists a continuous selectorp(t, x) = (p(t, x), q(t, x)) for
Remark 3.1. If (u, v) = 0, then the functional γ(t, x, u, v) is inverse to the Minkowski functional µ(t, x, u, v) = inf{λ > 0 | (u, v) ∈ λ ·P 0 (t, x)}. It is well known from convex analysis ( [24] ) that the Minkowski functional gives a standard way to transform each convex compact with nonempty interior into the unit ball.
Then Theorem 3.1 and Lemma A.3 from Appendix imply
is true for all (t, x) ∈ G and, moreover,
Thus the sets P and Q, where P = Q =B, and the mappings
satisfy the conditions α), β), γ).
Now we can prove the following fundamental theorem:
Theorem 3.2. Suppose that the Hamiltonian H(t, x, s) satisfies Assumption 2.1. If the functions ϕ 1 , ϕ 2 ∈ C(R n , A), the numbers λ 1 , λ 2 ∈ A, and the functions V 1 (t, x) and V 2 (t, x) are the minimax solutions of the Cauchy problem (1.1) that correspond to the Cauchy data with ϕ 1 and ϕ 2 , respectively, then the function
} is the solution of the Cauchy problem (1.1) that corresponds to the Cauchy data with ϕ(x) = min{λ
Proof. Clearly, it suffices to consider only the case λ 1 = λ 2 = 0. SupposeF U (t, x, q),F L (t, x, p) are defined by formula (3.4). We shall show that the function V (t, x) = min{V 1 (t, x), V 2 (t, x)} satisfies both Definitions 2.1 and 2.2. It is evident that V (t, x) satisfies the corresponding boundary condition. Let us check that inequality (2.2) is true for the function V (t, x). Since the function
There exists a number i 0 such that
Let us show that V (t, x) is a lower solution. By inequality (2.3), we have that for
Is is useful to reformulate the proof in terms of weak invariance of epigraphs and hypographs w.r.t. the characteristic differential inclusions. Clearly, the variety of weakly invariant sets is closed w.r.t. the operation of union. Since epi(min{V
In the general situation, the intersection of two sets that are weakly invariant w.r.t. some differential inclusion is not weakly invariant w.r.t. the same inclusion. A sufficient condition for the closure of the variety of weakly invariant sets under the operation of intersection (and consequently for the minimum of two lower solutions to be a lower solution) is that the corresponding differential inclusion does not have more than one solution with fixed initial data. That is why it is important for the mappingF L (t, x, p) to be a singleton.
Remark 3.3. ¿From Theorem 3.2 it follows that the pointwise minimum of any two minimax solutions is a minimax solution. In the next section we shall show that the lower closure of the pontwise infimum over an arbitrary family of minimax solutions is a minimax solution (here by definition, for some function φ its lower closure is the greatest lower semicontinuous function ψ such that ψ ≤ φ).
A representation formula for minimax solutions
In this section, some necessary results of idempotent analysis are cited from [13] , then on their base a respresentation formula for minimax solutions is obtained. Let us consider the following Cauchy problem for the Hamilton-Jacobi equation:
Assumption 4.1. The Hamiltonian H(t, s) of the Cauchy problem (4.1) satisfies the following conditions: a) for all s ∈ R n the map t → H(t, s) is continuous on the interval [0, T ); for any points (t, s) ∈ [0, T ) × S there exists a limit lim r↓0 rH(t, s/r) = H 0 (t, s) and for any s ∈ S the map t → H 0 (t, s) is continuous on [0, T );
c) for all t ∈ [0, T ) the function H(t, s) is concave in s.
Obviously the fulfillment of Assumption 4.1 for the function H(t, s) implies the fulfillment of Assumption 2.1.
Example 4.1. The function H(t, s) = min{(s, f ) − g|(f, g) ∈P(t)}, where the map [0, T ) t →P(t) ∈ conv(R n × R) is continuous,P(t) ⊆P ∈ conv(R n × R) for all t ∈ [0, T ), satisfies Assumption 4.1.
First of all, let us briefly recall some necessary results from [13] . Consider the metric semiring A = R ∪ {+∞}, ⊕ = min, = +, ρ(a, b) = |e −a − e −b | . Then C(R n , A) is naturally endowed with the structure of idempotent semimodule (that means that generalized addition of two functions and generalized multiplication by a number are defined). Let us define the space of principal functions C ∞ 0 (R n , A) as the subspace of C(R n , A) that contains functions f (·) tending to 0 A = +∞ at infinity. The latter means that for any number ∆ ∈ R there exists a compact set K = K(∆) ⊂ R n such that f (x) > ∆ for all x ∈ K. In the space C ∞ 0 (R n , A) convergence is defined by the uniform metric ρ(f, g) = sup x ρ(f (x), g(x)), therefore, the corresponding space is endowed with the structure of topological semimodule. The dual space (C ∞ 0 (R n , A)) * is defined in [13, p.37] as the semimodule consisting of continuous homomorphisms, i.e. functionals m :
From [13, Theorem 2, p.38] it follows that the semimodule (C ∞ 0 (R n , A)) * is isomorphic to the semimodule of bounded from below and lower semicontinuous functions by the map
An idempotent analogue for the scalar product of functions is defined by the formula
(see [13, The function b(x, ξ) that defines the operator by formula (4.3) is naturally called an idempotent integral kernel. In the following, linearity is understood in the idempotent sense. Let us turn to the major results of this section. Suppose ϕ ∈ LSC(R n , A) be given and let V (t, x) be the solution of the problem (4.1) that corresponds to ϕ. Consider the evolution operators R t of the problem (4.1), that is V (t, ·) = R t ϕ(·) for all t ∈ [0, T ]. Theorem 3.2 implies that the restriction of the operator R t to C(R n , A) is linear in the idempotent sense for all t ∈ [0, T ]. We shall show that under Assumption 4.1 the space of principal functions C ∞ 0 (R n , A) is invariant under the action of R t . Denote by R t the restriction of R t to the space C ∞ 0 (R n , A). Therefore, R t is an idempotent continuous linear operator, consequently the action of this restriction can be represented by formula (4.3) . From the specific character of the operator R t it follows that this representation can be extended to the space C(R n , A) (this is not valid for operators of the general form, see [14, p. 285, Remark 1]) and even to the whole domain LSC(R n , A) of the operator R t . Thus all A-valued lower semicontinuous minimax solutions satisfy a special representation formula. Let us start with an auxiliary result connecting to the invariance of the space C ∞ 0 (R n , A).
Lemma 4.1. There exists a number ∆ ∈ R such that the inclusion ϕ ∈ C(R n , A) and the inequality ϕ(x) ≥ δ for some numbers δ ∈ R, r ≥ 0 and all points x ∈ B r (0) imply that there exists a numberr ≥ 0 such that for the function V (t, x) = (R t ϕ)(x) the inequality V (t, x) ≥ ∆ + δ is true for all t ∈ [0, T ] and x ∈ Br(0).
, where κ is the constant from Assumption 4.1. Define for H(t, s) the mappingF U (t, q) by (3.4). SoF U (t, q) =P(t) ⊆ √ 2κ ·B. The function V (t, x) is a solution of the Cauchy problem (4.1), hence, V (t, x) satisfies Definition 2.1. Estimate at the time T the reachability set of the following differential inclusion:ẋ (τ ) ∈P(τ ),x(t 0 ) = (x 0 , 0).
Consequently the inequality x 0 ≥r = r + √ 2κT implies that the inequality x(T ) ≥ r is true. Therefore, it follows from Definition 2.1 with ϑ = T that
Remark 4.1. The lemma is based on the fact that the value of the solution to the problem (4.1) at the point (t 0 , x 0 ) ∈ cl G is defined by the values of the function ϕ(x) in some sufficiently large but bounded neighborhood of the point x 0 ∈ R n .
Clearly, the invariance of the space C ∞ 0 (R n , A) under the action of the operator R t immediately follows from Lemma 4.1. Then Theorem 2.1 and (4.3) imply that R t is an idempontent A-linear continuous operator. So there exists a function b(t, x, ξ) such that for all t ∈ [0, T ] the operator of R t has the following representation:
Lemma 4.2. For each point (t 0 , x 0 ) ∈ cl G the function b(t 0 , x 0 , ξ) is bounded from below and lower semicontinuous in ξ ∈ R n . Moreover, there exists a compact
Proof. 
, where κ is the constant from Assumption 4.1. On the contrary, suppose that there is a point
be any function so that ϕ(ξ 0 ) < +∞ and ϕ(x) = +∞ for all x ∈ D(t 0 , x 0 ). It is clear that such a function exists. Denote by V (t, x) the minimax solution that corresponds to ϕ. The function V satisfies Definition 2.1. As in the proof of Lemma 4.1 let us estimate the set of states reachable at the time T by the differential inclusioṅ x(τ ) ∈F U (t, q),x(t 0 ) = (x 0 , 0), whereF U (t, q) is defined by formula (3.4), so thatF U (t, q) =P(t) ⊆ √ 2κ ·B. So for any trajectoryx(·) ∈X U (t 0 , x 0 , 0, q) the inequality x(T ) − x 0 ≤ √ 2κT is fulfilled. Therefore, it follows from Definition 2.1 with the number ϑ = T that
This contradiction proves the lemma.
Remark 4.2. The set D(t 0 , x 0 ) exactly coincides with the neighborhood of the point (t 0 , x 0 ) ∈ cl G from Remark 4.1. Now we shall prove that for any t ∈ [0, T ] and ϕ ∈ LSC(R n , A) the action of operator R t on function ϕ could be expressed through the formula
Lemma 4.3. Formula (4.5) is valid for all functions ϕ ∈ C(R n , A).
. . Consider the following sequence of functions:
, hence, for each function ϕ k formula (4.5) presents the corresponding minimax solution of the problem (4.1). Theorem 2.1 implies that the sequence (R t0 ϕ k )(x 0 ) tends to V (t 0 , x 0 ) as k → ∞. But the sequence ϕ k (x) is nonincreasing, therefore, the limit of (R t0 ϕ k )(x 0 ) coincides with the infimum over k = 1, 2, . . . of the right-hand side of formula (4.5). The lemma is proven.
Theorem 4.1. There exists a functionḠ × R n (t, x, ξ) → b(t, x, ξ) ∈ A such that for any function ϕ ∈ LSC(R n , A) the corresponding minimax solution V could be expressed through formula (4.5).
Proof. Take the sequence ϕ k ∈ C(R n , R) obtained from Lemma A.1. Let V k be the corresponding sequence of minimax solutions to the problem (4.1). It follows from Theorem 2.2 that V k pointwise converges to V as k → ∞. Let us take any point (t 0 , x 0 ) ∈ cl G. Since Lemma 4.3, it is sufficient to show that 
Lemma 4.2 implies the inclusion
Moreover, it is noted in [13, p.79 ] that the kernel b(t, x, ξ) of the operators R t is an idempotent analogue of the Green function, since formula (4.4) can be written as
Remark 4.4. In the case of the Cauchy problem (1.1) with Assumption 2.1, minimax solutions also can be represented by (4.5) . This follows from the fact that in this case for any (t, x) ∈ cl G the functional (R t ·)(x) is an idempotent continuous linear functional and all the preceding results of this section excluding Lemma 4.1 are true (we should note that for the problem (1.1) Lemma 4.2 follows from the fact that the mappingF U (t, x, q), defined by (3.4), does not depend on q, but here the radius of the set D(t 0 , x 0 ) would vary with the point (t 0 , x 0 ) ∈ cl G). However, the space C ∞ 0 (R n , A) may be not invariant under the action of the operator R t . For example, consider the problem (1.1) with the Hamiltonian H(t, x, s) = − x and the function ϕ(
Remark 4.5. The assertion mentioned in Remark 3.3 trivially follows from (4.5).
Minimax, idempotent generalized weak and viscosity solutions
In this section, we shall prove the equivalence of minimax, idempotent generalized weak and viscosity solutions. Recall the definition of generalized weak solutions from [13] . First of all, let us introduce the family of operators R * t that are dual to R t with respect to the idempotent analogue of the scalar product above in the way similar to the one used in the ordinary calculus. Namely for each t ∈ [0, T ] the idempotent kernel of operator R * t is expressed through the kernel of R t as b * (t, x, ξ) = b(t, ξ, x). In [13, p.46] , it is noted that the family of smooth strongly convex functions h α,ξ (x) = α · x − ξ 2 , where the number α > 0 and the point ξ ∈ R n , generates a "full" subset of C ∞ 0 (R n , A), since they approximate the delta function δ ξ (x). Therefore, any functional from (C For operators R t of the problem (4.1) let us write out the kernel b(t, x, ξ) explicitly. To do this we need to transform the generalized Hopf formula from [26, 25] for a Lipschitz continuous convex function ϕ ∈ C(R n , R). So then by Corollary 2.1 from [25] , the corresponding solution can be represented as
where ϕ * denotes the conjugate function by Fenchel to the function ϕ ( [24] ). By definition of conjugate function and Minimax Theorem (see, for instance, [6] ), it can be obtained that
It is easy to see that (5.1) has the same form as (4.5). It follows from the representation (4.2) that if ϕ ∈ C ∞ 0 (R n , A), then the right-hand side of (5.1) for any fixed point (t, x) ∈ cl G is an idempotent continuous linear functional. But the functional (R t ·)(x) is also a idempotent linear functional. By analogy with considerations from [13] that were mentioned above, it is possible to show that an arbitrary functional from (C ∞ 0 (R n , A)) * is uniquely defined by its values on the family of convex Lipschitz continuous functionsh α,ξ (x) = α · x − ξ , where the number α > 0 and the point ξ ∈ R n . Consequently it is not hard to prove the following 
with the Hamiltonian H * (t, s) = H(t, −s) dual to the Cauchy problem (4.1). It is evident that the Hamiltonian H * (t, s) satisfies Assumption 4.1, so for all t ∈ [0, T ] the operator R * t is the restriction of the evolution operator R * t for the problem (5.2) to the space C ∞ 0 (R n , A).
Conclusions
In the paper, the connection between the notions of minimax solution and generalized weak solution connected with idempotent analysis is analyzed. The class of finite (i.e. R-valued) continuous and discontinuous minimax solutions is naturally extended to the class of minimax solutions taking infinite values. The basic result establishes the min-plus linearity of the evolution operator for the Cauchy problem basing on the minimax solutions theory. It is pointed out that the fundamental role in this respect is played by the the single-valuedness of the right-hand side for one of the characteristic differential inclusions, involved in the definition of minimax solution. Further, it is established that lower semicontinuous minimax solutions of the Cauchy problem have a kernel representation. For the non-autonomous HamiltonJacobi equation, when the Hamiltonian H(t, x, s) ≡ H(t, s) is concave in s, the coincidence of bounded from below and lower semicontinuous minimax and generalized weak solutions is shown. Moreover, the representation formula of solutions is reduced to the explicit form and is a generalization of the classical Lax-Oleȋnik formula. For finite bounded from below continuous Cauchy data, the notions of viscosity, minimax, idempotent generalized weak solutions and also the notion of generalized solution by S.N. Kruzhkov are equivalent.
It is easy to prove thatψ i,j (·) ∈ C(R n , R), moreover,ψ i,j (x) ≤ ϕ(x) for any x ∈ R n , ψ i,j (x) → ϕ(x) as j → ∞ for all x ∈ B i−1 (0). Enumerating this countable set of continuous functions and denoting by ϕ k the pointwise maximum of the first k members of the ordered sequence that consists of the functionsψ i,j , we obtain the desired sequence ϕ k , k = 1, 2, . . . Lemma A.2. If Assumption 2.1 is fulfilled, thenH(t, x, s, r), defined by (3.1) , is a concave and positively homogeneous w.r.t. (s, r) ∈ R n × R function for all (t, x) ∈ G. Further,H(t, x, s, r) is continuous in all variables on G × R n × R and is Lipschitz continuous in (s, r) ∈ R n × R for each (t, x) ∈ G, that is for all (t, x) ∈ G, (s , r ), (s , r ) ∈ R n × R the inequality
is true.
Proof. The functionH(t, x, s, r) is positively homogeneous by its definition. Therefore, to show thatH(t, x, s, r) is concave in (s, r) ∈ R n × R it suffices to prove that it is semiadditive in (s, r), that is for all (s , r ), (s , r ) ∈ R n × R the inequalitȳ H(t, x, s + s , r + r ) ≥H(t, x, s , r ) +H(t, x, s , r ) is fulfilled. Consider the following cases: 1) r , r > 0. Then
The item d) from Assumption 2.1 and the positive homogeneity ofH imply that H(t, x, s, r) is continuous in (s, r) ∈ R n × R and inequality (A.1) is true for the case considered. The functionH(t, x, s, r) is semiadditive for r > 0 and, hence, for r ≥ 0 because of the continuity ofH. Thus the function H 0 (t, x, s) =H(t, x, s, 0) is semiadditive and Lipschitz continuous in s ∈ R n .
2) r , r ≤ 0. In this case, the semiadditiveness of H 0 (t, x, s) in s implies that H 0 (t, x, s +s )+(r +r )L κ (x) ≥ (H 0 (t, x, s )+r L κ (x))+(H 0 (t, x, s )+r L κ (x)).
By the Lipschitz continuity of H 0 (t, x, s),
3) r ≤ 0, r > 0. First let r + r > 0 be true. SinceH(t, x, s, r) is Lipschitz continuous for r ≥ 0, then H(t, x, s , r + r ) −H(t, x, s , r ) ≥ r L κ (x).
By the semiadditiveness ofH(t, x, s, r), H(t, x, s +s , r +r ) =H(t, x, s +s , 0+(r +r )) ≥ H 0 (t, x, s )+H(t, x, s , r +r ).
The last two inequalities imply that H(t, x, s + s , r + r ) ≥ (H 0 (t, x, s ) + r L κ (x)) +H(t, x, s , r ).
Second let r + r ≤ 0 be the case. The Lipschitz continuity ofH(t, x, s, r) for r ≥ 0 implies that H 0 (t, x, s ) −H(t, x, s , r ) ≥ −r L κ (x). Since H 0 (t, x, s) is semiadditive, then H 0 (t, x, s + s ) ≥ H 0 (t, x, s ) + H 0 (t, x, s ).
It follows from the last two inequalities that H 0 (t, x, s + s ) + (r + r )L κ (x) ≥ H 0 (t, x, s ) + H 0 (t, x, s ) + (r + r )L κ (x) ≥ (H 0 (t, x, s ) + r L κ (x)) +H(t, x, s , r ).
Let us check that (A.1) is fulfilled. By the Lipschitz continuity ofH(t, x, s, r), we obtain that
|H(t, x, s , r ) − H 0 (t, x, s )| ≤ r L κ (x). Proof. The case when (u, v) = 0 is evident, so let 0 = (u, v) ∈B. By definition, 0 ∈P 0 (t, x), so γ(t, x, u, v) ≥ 0 > −∞. For α ≥ 0, α(u, v) ∈P 0 (t, x), the inclusionP(t, x) ⊆ √ 2L κ (x) ·B implies that α(u, v) +p(t, x) ∈ √ 2L κ (x) ·B, thus α( u 2 + v 2 ) 1/2 − ( p(t, x) 2 + q 2 (t, x)) 1/2 ≤ √ 2L κ (x). So γ(t, x, u, v) < ∞. Further, the supremum in (3.3) is attained becauseP 0 (t, x) is a nonempty convex set for any (t, x) ∈ cl G. Take an arbitrary point (t 0 , x 0 ) ∈ cl G and a number ε > 0. Then it follows from the continuity ofP 0 (t, x) that there exists a number δ > 0 such that x − x 0 2 + (t − t 0 ) 2 < δ implies that the distance between the points γ(t, x, u, v)(u, v) ∈P 0 (t, x) and γ(t 0 , x 0 , u, v)(u, v) ∈P 0 (t 0 , x 0 ) is less than ε. So γ(t, x, u, v) is continuous.
Let us prove (A.2). Denote the left-hand side of (A.2) byQ(t, x). Obviously, 0 ∈Q(t, x). Take the point (u, v) ∈B. Then the inequalities γ(t, x, u, v) ≥ 0 and u 2 + v 2 ≤ 1 imply that γ(t, x, u, v)( u 2 + v 2 ) 1/2 (u, v) ∈P 0 (t, x) is fulfilled. Hence,Q(t, x) ⊆P 0 (t, x).
Let (f, g) ∈P 0 (t, x). If (f, g) = 0, then (f, g) ∈Q(t, x). If (f, g) = 0, then (k, l) = (f, g)/( f 2 + g 2 ) 1/2 ∈B. Therefore, γ(t, x, k, l) ≥ ( f 2 + g 2 ) 1/2 > 0. Obviously γ(t, x, λw, λz) = γ(t, x, w, z)/λ for any point (w, z) ∈ R n × R and any number λ > 0. Consider the point (u, v) = (f, g)/γ(t, x, k, l). Firstly (u, v) ∈B, because the inequality ( u 2 + v 2 ) 1/2 = ( f 2 + g 2 ) 1/2 /γ(t, x, k, l) ≤ 1 is true. Secondly γ(t, x, u, v) = γ(t, x, k, l)γ(t, x, f, g) = γ 2 (t, x, k, l)/( f 2 + g 2 ) 1/2 , hence, γ(t, x, u, v)( u 2 + v 2 ) 1/2 (u, v) = (f, g). SoP 0 (t, x) ⊆Q(t, x) and, finally, Q(t, x) =P 0 (t, x).
