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Abstract
We develop the bivector formalism in higher dimensional Lorentzian
spacetimes. We define the Weyl bivector operator in a manner consis-
tent with its boost-weight decomposition. We then algebraically classify
the Weyl tensor, which gives rise to a refinement in dimensions higher
than four of the usual alignment (boost-weight) classification, in terms
of the irreducible representations of the spins. We are consequently able
to define a number of new algebraically special cases. In particular, the
classification in five dimensions is discussed in some detail. In addition,
utilizing the (refined) algebraic classification, we are able to prove some
interesting results when the Weyl tensor has (additional) symmetries.
1 Introduction
Higher dimensional Lorentzian spacetimes are of considerable interest in current
theoretical physics. Therefore, it is useful to have generalisations to higher di-
mensions of the mathematical tools (which have been successfully employed in
4d) to study higher dimensional Lorentzian spacetimes. In particular, the intro-
duction of the alignment theory [1] has made it possible to algebraically classify
any tensor in a Lorentzian spacetime of arbitrary dimensions by boost weight,
including the classification of the Weyl tensor and the Ricci tensor (thus gener-
alizing the Petrov and Segre classifications in 4d). In addition, using alignment
theory the higher dimensional Bianchi and Ricci identities have been computed
[2] and a higher dimensional generalization of Newman-Penrose formalism has
been presented [1].
1
2 A. Coley and S. Hervik
It is also of interest to develop other mathematical tools for studying higher
dimensional Lorentzian spacetimes. Two other types of classification can be
obtained by introducing bivectors and spinors. The algebraic classification of the
Weyl tensor using bivectors or spinors is equivalent to the algebraic classification
of the Weyl tensor by boost weight in 4d (i.e., the Petrov classification [3]).
However, these classifications are different in higher dimensions. In particular,
the algebraic classification using alignment theory is rather coarse, and it may be
useful to develop the algebraic classification of the Weyl tensor using bivectors
or spinors to obtain a more refined classification. It is the purpose of this paper
to develop the bivector formalism in higher dimensions.
Indeed, we are primarily motivated to develop the bivector formalism in
higher dimensions in order to generalize the various theorems presented [4, 5, 6]
to higher dimensions. In [4] it was shown that in 4d a Lorentzian spacetime
metric is either I-non-degenerate, and hence locally characterized by its scalar
polynomial curvature invariants constructed from the Riemann tensor and its
covariant derivatives, or is a degenerate Kundt spacetime. The (higher dimen-
sional) Kundt spacetimes admit a kinematic frame in which there exists a null
vector ℓ that is geodesic, expansion-free, shear-free and twist-free; the Kundt
metric is written in [5, 7]. The degenerate Kundt spacetimes [5] are such that
there exists a common null frame in which the geodesic, expansion-free, shear-
free and twist-free null vector ℓ is also the null vector in which all positive
boost weight terms of the Riemann tensor and its covariant derivatives are zero.
Therefore, the degenerate Kundt spacetimes are the only spacetimes in 4d that
are not I-non-degenerate, and their metrics are the only metrics not deter-
mined by their curvature invariants [4]. The degenerate Kundt spacetimes were
classified algebraically by the Riemann tensor and its covariant derivatives in
[5]. Recently, a number of exact higher dimensional solutions have been stud-
ied [8], including a class of exact higher dimensional Einstein-Maxwell Kundt
spacetimes [9].
In the proof of the I-non-degenerate theorem in [4], it was necessary to
determine for which Segre types for the Ricci tensor the spacetime is I-non-
degenerate. In each case, it was found that the Ricci tensor, considered as a
curvature operator, admits a timelike eigendirection; therefore, if a spacetime is
not I-non-degenerate, its Ricci tensor must be of a particular Segre type. By
analogy, in higher dimensions it is possible to show that if the algebraic type
of the Ricci tensor (or any other rank 2 curvature operator written in ‘Segre
form’) is not of one of the types {(1, 1)11...}, {2111...}, {(21)11...}, {(211)11...},
{3111...}, etc. (or their degeneracies; for example, {3(11)1...}, etc.), then the
spacetime is I-non-degenerate. Similar results in terms of the Weyl tensor in
bivector form in 4d were proven. However, to generalize these results to higher
dimensions it is necessary to develop the bivector formalism for the Weyl tensor
in higher dimensions.
Lorentzian spacetimes for which all polynomial scalar invariants constructed
from the Riemann tensor and its covariant derivatives are constant are called
CSI spacetimes. All curvature invariants of all orders vanish in an n-dimensional
Lorentzian VSI spacetime [7]. If the aligned, repeated, null vector ℓ is also
covariantly constant, the spacetime is CCNV. Spacetimes which are Kundt-CSI,
VSI or CCNV are degenerate-Kundt spacetimes. Supersymmetric solutions of
supergravity theories have played an important role in the development of string
theory (see, for example, [10]). Supersymmetric solutions in M -theory that are
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not static admit a CCNV [1]. This class includes a subset of the Kundt-CSI
and the VSI spacetimes as special cases. The higher dimensional VSI and CSI
degenerate Kundt spacetimes are consequently of fundamental importance since
they are solutions of supergravity or superstring theory, when supported by
appropriate bosonic fields [11].
In [6] we investigated 4d Lorentzian CSI spacetimes and proved that if a
4d spacetime is CSI, then either the spacetime is locally homogeneous or the
spacetime is a Kundt spacetime for which there exists a frame such that the
positive boost weight components of all curvature tensors vanish and the boost
weight zero components are all constant. Other possible higher dimensional
generalizations of the results in [6] were discussed in [12]. Again, the first step is
to investigate the curvature operators in higher dimensions and to classify these
(especially the Weyl tensor) for the various algebraic types. This necessitates a
bivector formalism for the Weyl tensor in higher dimensions.
It is also possible to generalize Penrose’s spinor calculus [13] of 4d Lorentzian
geometry to higher dimensions. Recently, partly motivated by the discovery of
exact black ring solutions in five (and higher) dimensions [14], a spinor calculus
has been explicitly developed in 5d [15]. When the spin covariant derivative
is compatible with the spacetime metric and the symplectic structure (in 5d,
the spin space is a 4d complex vector space endowed with an antisymmetric
tensor which plays the role of a metric tensor), it can be shown [15] that the
spin covariant derivative is unique and the 5d curvature spinors (e.g., the Ricci
spinor and the Weyl spinor) can be defined. It is then desirable to generalize
to 5d the Newman-Penrose formalism [15] and the algebraic classification of the
Weyl spinor [16, 17]. In particular, in 5d the Weyl tensor can be represented
by the Weyl spinor, which is equivalent to the Weyl polynomial (which is a
homogeneous quartic polynomial in 3 variables) [17]; the algebraic classification
can then be realised by putting the Weyl polynomial into a normal form.
In this paper we consider bivectors in arbitrary dimensions, and particularly
their properties under Lorentz transformations, with the aim to algebraically
classify the Weyl tensor in higher dimensions (based, in part, on the eigenbivec-
tor problem). We first define the Weyl bivector operator in any dimension while
keeping in mind the boost weight (b.w.) decomposition in order to utilize the
algebraic classification of [1]. We then refine the classification of [1] in terms of
the irreducible representations of the spins. This enables us to define several
algebraically special cases; for example, a number of special subcases in 5d are
presented in section 6. In particular, the refinement is particularly amenable
to cases where the Weyl tensor has (additional) symmetries. In the final sec-
tions we present some results concerning algebraically special Weyl tensors with
symmetries and make some brief comments on eigenvalue problems and I-non-
degeneracy. We note that brief reviews of the algebraic classification of the Weyl
tensor of [1] and curvature operators introduced in [4] are given in the last two
appendices.
2 The Bivector operator
Given a vector basis kµ we can define a set of (simple) bivectors
FA ≡ Fµν = F[µν] = kµ ∧ kν ,
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spanning the space of antisymmetric tensors of rank 2. The interpretation of
such a basis is clear: FA spans a 2-dimensional plane defined by the vectors
kµ and kν . This implies (and follows also directly from the definition) that an
antisymmetric tensor Gαβ is a simple bivector if and only if Gα[βGγδ] = 0.
Consider a d = (2 + n)-dimensional Lorentzian space with the following
null-frame {ℓ,n,mi} so that the metric is
ds2 = 2ℓn+ δijm
imj.
Let us consider the following bivector basis (in that order):
ℓ ∧mi, ℓ ∧ n, mi ∧mj, n ∧mj ,
or for short: [0i], [01], [ij], [1i]. The Lorentz metric also induces a metric, ηMN ,
in bivector space. If m = n(n− 1)/2, then
(ηMN ) =
1
2

0 0 0 1n
0 −1 0 0
0 0 1m 0
1n 0 0 0
 ,
where 1n, and 1m are the unit matrices of size n× n and m ×m, respectively,
and we have assumed the bivector basis is in the order given above. This metric
can then be used to raise and lower bivector indices.
Let V ≡ ∧2T ∗pM be the vector space of bivectors at a point p. Then consider
an operator C = (CMN ) : V 7→ V . We will assume that it is symmetric in the
sense that CMN = CNM .
With these assumptions, the operator C can be written on the following
(n+ 1 +m+ n)-block form:
C =

M Kˆ Lˆ Hˆ
Kˇt −Φ −At −Kˆt
Lˇt A H¯ Lˆt
Hˇ −Kˇ Lˇ M t
 (1)
Here, the block matrices H (barred, checked and hatted) are all symmetric.
Checked (hatted) matrices correspond to negative (positive) b.w. components.
The eigenbivector problem can now be formulated as follows. A bivector FA
is an eigenbivector of C if and only if
CMNF
N = λFM , λ ∈ C.
Such eigenbivectors can now be determined using standard results from linear
algebra.
2.1 Lorentz transformations
The Lorentz transformations in (2+n)-dimensions, SO(1, 1+n) act on bivector
space via its adjoint representation, Γ:
SO(1, 1 + n)
Γ−→ SO(1 + n,m+ n).
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Therefore, in terms of the Lie algebras:
so(1, 1 + n)
X−→ so(1 + n,m+ n).
So the Lie algebra representationX , will be antisymmetric with respect to ηMN :
ηMRX
R
N + ηNRX
R
M = 0.
Lorentz transformations consist of boosts, spins and null rotations. Let us
consider each in turn.
2.1.1 Boosts
The boosts, B : V 7→ V , can be represented by the following matrix:
B =

eλ 0 0 0
0 1 0 0
0 0 1m 0
0 0 0 e−λ
 . (2)
This matrix has boost weight 0, and, if we decompose C according to the boost
weight, C =
∑
b(C)b, the boosts have the following property:
B(C)bB
−1 = ebλ(C)b.
2.1.2 Spins
The spins can be considered as a matrix
R =

G 0 0 0
0 1 0 0
0 0 G¯ 0
0 0 0 G
 , (3)
where G ∈ SO(n) and G¯ is its adjoint representation; i.e., for an antisymmetric
n × n matrix A ∈ so(n), so that A = ABǫB where ǫB is a basis for so(n),
GAG−1 = ǫCG¯CBA
B.
The spins also have boost weight 0.
2.1.3 Null rotations
The null rotations can be considered as follows. For a column vector z ∈ Rn,
define the b.w. −1 operator (in the Lie algebra representation of the null rota-
tions):
Nˇ(z) =

0 0 0 0
zt 0 0 0
−Zt 0 0 0
0 z Z 0
 , z = (zi), Z = (ZkB) = (ziδkj − zjδki) (4)
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There is also an analogous b.w. +1 operator Nˆ(z). The null rotations can now
be found by exponentiation: N(z) = eNˇ(z). This can be equated to (which is
also the b.w. decomposition):
N(z) = eNˇ(z) = 1 + Nˇ(z) +
1
2
Nˇ(z)2. (5)
Note that the inverse is as follows:
N−1(z) = N(−z) = e−Nˇ(z) = 1− Nˇ(z) + 1
2
Nˇ(z)2.
The null rotations are the only transformations that mix up the boost weight
decomposition.
3 The Weyl operator
Let us henceforth consider the Weyl tensor. For the Weyl tensor we can make
the following identifications (indices B,C, .. should be understood as indices
over [ij]) 1 :
Hˆij = C0i0j , Hˇ
i
j = C1i1j , (6)
LˆiB = C0ijk , Lˇ
i
B = C1ijk , (7)
Kˆi = C010i, Kˇ
i = −C011i, (8)
M ij = C1i0j , Φ = C0101, (9)
AB = C01ij , H¯
B
C = Cijkl . (10)
The Weyl tensor is also traceless and obeys the Bianchi identity:
Cµαµβ = 0, Cα(βµν) = 0.
These conditions translate into conditions on our block matrices. Let us consider
each boost weight in turn, and let us use this to express these matrices into
irreducible representations of the spins.
Note that only non-positive boost weights are considered. To get the positive
boost weights, replace all checked quantities with hatted ones.
3.1 Boost weight 0 components
Here we have
C0101 = C0i1
i, C0i1j = − 12Cikj k + 12C01ij , Ci(jkl) = 0. (11)
Starting with the latter, this means that the matrix H¯BC fulfills the reduced
Bianchi identies. It is also symmetric which means that it has the same sym-
metries as an n-dimensional Riemann tensor. Hence, we can split this into
1Note that the presence of 1
2
in front of the bivector metric implies that we have to be
a bit careful when lowering/raising indices. Here we will define components CM
N
to be the
components of the Weyl tensor, which differs from the definition in [18] in 4d.
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irreducible parts over SO(n) using the “Weyl tensor”, “trace-free Ricci” and
“Ricci scalar” as follows (n > 2):
H¯BC = C¯ijkl +
2
n− 2
(
δi[kR¯l]j − δj[kR¯l]i
)− 2
(n− 1)(n− 2) R¯δi[kδl]j , (12)
R¯ij = S¯ij +
1
n
R¯δij . (13)
The remaining Bianchi identities now imply:
Mij = − 12n R¯δij − 12 S¯ij − 12Aij (14)
Φ = − 12 R¯. (15)
This means that the b.w. 0 components can be specified using the irreducible
compositions above:
R¯, S¯ij︸ ︷︷ ︸
n(n+1)
2
, Aij︸︷︷︸
n(n−1)
2
, C¯ijkl︸ ︷︷ ︸
n(n+1)(n+2)(n−3)
12
. (16)
Note that in lower dimensions we have the special cases for the n-dimensional
Riemann tensor:
• Dim 4 (n = 2): S¯ij = C¯ijkl = 0.
• Dim 5 (n = 3): C¯ijkl = 0.
• Dim 6 (n = 4): C¯ijkl = C¯+ijkl + C¯−ijkl , where C¯+ and C¯− are the self-dual,
and the anti-self-dual parts of the Weyl tensor, respectively. The same
can be done with the antisymmetic tensor Aij = A
+
ij +A
−
ij .
A spin G ∈ SO(n) acts as follows on the various matrices:
(M,Φ, A, H¯) 7→ (GMG−1,Φ, G¯A, G¯H¯G¯−1). (17)
If Cµναβ is the Weyl tensor (we recall that Greek indices run over the full
spacetime manifold), the type D case is therefore completely characterised in
terms of a n-dimensional Ricci tensor, a Weyl tensor, and an antisymmetric
tensorAij , as explained earlier. Therefore, let us first use the spins to diagonalise
the “Ricci tensor” R¯ij . This matrix can then be described in terms of the
Segre-like notation corresponding to its eigenvalues. There are two types of
special cases worthy of consideration. The first is the usual degeneracy in the
eigenvalues which occurs when two, or more, eigenvalues are equal. The other
special case happens when a eigenvalue is zero. Using a Segre-like notation, we
therefore get the types
R¯ij : {1111..}, {(11)11..}, {(11)(11)...} etc.
{0111..}, {0(11)1..}, {00(11)...} etc., (18)
where a zero indicates a zero-eigenvalue. Regarding the antisymmetric matrix
Aij , this must be of even rank. A standard result gives the canonical block-
diagonal form of A:
A = blockdiag
([
0 −a1
a1 0
]
,
[
0 −a2
a2 0
]
, · · · ,
[
0 −ak
ak 0
]
, 0, · · · , 0
)
. (19)
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Therefore, we see that we can characterise an antisymmetric matrix using the
rank; i.e., 2k. Note that the stabiliser is given by
O(2)× · · · ×O(2)︸ ︷︷ ︸
k factors
×O(n− 2k) ⊂ O(n).
The antisymmetric matrix A may also possess degeneracies allowing for more
symmetries. For example, if a1 = a2, then the symmetry O(2)×O(2) acting on
these blocks, is being enhanced to U(2) (under the adjoint action).
Finally, characterisation of the “Weyl tensor” C¯ijkl reduces to characteris-
ing the Weyl tensor of the corresponding fictitious n-dimensional Riemannian
manifold.
Algebraically, we can also consider alignments; e.g., if the antisymmetric
tensor Aij which can be an eigenvector or not, to H¯
B
C . If the bivector A
B is
indeed an eigenbivector then this would be a special case.
3.2 Boost weight -1 components
For the b.w. −1 components we have the following identities:
C011i = −C1jij , C1(ijk) = 0. (20)
Let us start with the latter identity which involves the matrix Lˇ = (LˇiB). The
index B is an antisymmetric index [jk], therefore, we can consider the tensor
Lˇijk = −Lˇikj
Such tensors have been classified (see, e.g., [19]). Furthermore, the Bianchi
identity implies that Lˇ(ikj) = 0, which gives:
1. For n = 2, there exists a vector vˇi such that
Lˇijk = δ
i
j vˇk − δikvˇj .
2. For n ≥ 3, there exists an irreducible and orthogonal decomposition so
that
Lˇijk = δ
i
j vˇk − δikvˇj + Tˇ ijk,
where Tˇ(ijk) = 0, and Tˇ
i
ji = 0.
The first of the identities (20) now gives
Kˇi = −(n− 1)vˇi. (21)
Therefore, the boost weight -1 components can be specified using the irreducible
decomposition:
vˇi︸︷︷︸
n
, Tˇ ijk︸︷︷︸
n(n2−4)
3
where Tˇ i(jk) = Tˇ(ijk) = Tˇ
i
ji = 0. (22)
Also note that
Kˇi = 0 ⇔ Lˇiji = 0, (23)
Tˇ ijk = 0 ⇔ LˇijkLˇijk = 2n−1 LˇjijLˇkik. (24)
These conditions can be used to characterise the b.w. −1 components into a
type (A) case (for which Kˇ = 0) and a type (B) case (for which Tˇ = 0).
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3.3 Boost weight -2 components
Here we have that
C1i1
i = 0. (25)
This identity implies that the matrix Hˇ is traceless:
TrHˇ = 0. (26)
The matrix Hˇ can be characterised in terms of its eigenvalues, λˇi. These eigen-
values fulfill
∑
i λˇi = 0.
4 The algebraic classification
Let us consider the classification in [1], and investigate the different algebraic
types in turn. In general, there will also be algebraically special cases of type
G as Hˆ can have degenerate cases (e.g., {(11)1}) or there might be alignment
of the various blocks.
4.1 Type I
The tensor Cµναβ is of type I if and only if there exists a null frame such that
the operator C takes the form:
C =

M Kˆ Lˆ 0
Kˇt −Φ −At −Kˆt
Lˇt A H¯ Lˆt
Hˇ −Kˇ Lˇ M t
 (27)
If Cµναβ is the Weyl tensor, there would be two subcases for which:
2
• Type I(A): Kˆ = 0.
• Type I(B): Tˆ = 0.
More precisely, we shall refer to these as subcases Aˆ and Bˆ to differentiate the
subcases in subsection 4.4; however, we shall omit the quantifiers if the context
is clear.
If the type I Weyl tensor is in the aligned null-frame, then criteria for the
Weyl tensor being in each of these subcases can be given as follows:
• Type I(A) ⇔ Ciji0 = 0.
• Type I(B) ⇔ Cijk0Cijk0 = 2n−1Cjij0Ckik0.
2Note that Kˆ = 0 and Tˆ are invariant and unambiguous statements when only one WAND
is present, but not necessarily when there are several WANDs (i.e., for type Ii [1]).
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4.2 Type II
The tensor Cµναβ is of type II if and only if there exists a null frame such that
the operator C takes the form:
C =

M 0 0 0
Kˇt −Φ −At 0
Lˇt A H¯ 0
Hˇ −Kˇ Lˇ M t
 (28)
Then there will be algebraic subcases according to whether some of the irre-
ducible components of b.w. 0 are zero or not. A complete characterisation of
all such subcases is very involved in its full generality. However, a rough clas-
sification in terms of the vanishing the irreducible components under spins can
be made:
• Type II(a): R¯ = 0
• Type II(b): S¯ij = 0
• Type II(c): C¯ijkl = 0.
• Type II(d): A = 0
Note that we can also have a combination of these; for example, type II(ac),
which means that R¯ = 0 and C¯ = 0.
4.3 Type D
The tensor Cµναβ is of type D if and only if there exists a null frame such that
the operator C takes the form:
C =

M 0 0 0
0 −Φ −At 0
0 A H¯ 0
0 0 0 M t
 (29)
Here all Lorentz transformations have been utilised, except for the spins. In
addition, we note that type D tensors are invariant under boosts.
As in the case of type II, we can have subcases as follows:
• Type D(a): R¯ = 0
• Type D(b): S¯ij = 0
• Type D(c): C¯ijkl = 0
• Type D(d): A = 0.
Note that in principle analogous algebraically special subcases exist for type
I etc. For example, an algebraically special type I(A) can also obey further
conditions like (a), (b), (c) or (d) (e.g., type I(Aad), etc).
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4.4 Type III
The tensor Cµναβ is of type III if and only if there exists a null frame such that
the operator C takes the form:
C =

0 0 0 0
Kˇt 0 0 0
Lˇt 0 0 0
Hˇ −Kˇ Lˇ 0
 (30)
If Cµναβ is the Weyl tensor, then the orthogonal decomposition of Lˇ defines two
subcases:
• Type III(A): Kˇ = 0.
• Type III(B): Tˇ = 0.
More precisely, types III(Aˇ) and III(Bˇ). Again, these cases can be given in terms
of conditions on the Weyl tensor:
• Type III(A) ⇔ Ciji1 = 0.
• Type III(B) ⇔ Cijk1Cijk1 = 2n−1Cjij1Ckik1.
4.5 Type N
The tensor Cµναβ is of type N if and only if there exists a null frame such that
the operator C takes the form
C =

0 0 0 0
0 0 0 0
0 0 0 0
Hˇ 0 0 0
 (31)
A type N tensor can be completely classified as follows. The matrix Hˇ
is symmetric, so by using the spins we can therefore diagonalise this matrix
completely. The type N tensor is therefore characterised by the eigenvalues of
the matrix Hˇ . If Cµναβ is the Weyl tensor, this matrix is traceless and, using a
Segre-like notation, we get the following possibilities in low dimensions:
• Dim 4: {11}
• Dim 5: {111}, {(11)1}, {110}
• Dim 6: {1111}, {(11)11}, {(111)1}, {(11)(11)}, {1110}, {(11)10}, {1100}
5 Dimension 4 (n = 2)
Let us consider the special case of dimension 4 and show how it reduces to the
standard analysis. In 4 dimensions, the Weyl operator can always be put in type
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I form by using a null rotation (hence, Hˆ = 0). Furthermore, the irreducible
representations under the spins are:
vˆi, R¯, A, vˇi, Hˇ.
We notice that seemingly there are a total of 8 components; however, we still
have the unused freedom of one spin, one boost and two null-rotations. In each
of the algebraically special cases we can use these to simplify the Weyl tensor
even further. Since the 4 dimensional case is well-known, let us only consider
type D and type III for illustration.
5.1 Type D
For n = 2, the Weyl tensor reduces to specifying two scalars, namely R¯ and
A34. We now get
M =
[
− 14 R¯ − 12A34
1
2A34 − 14 R¯
]
,
[
−Φ −At
A H¯
]
=
[
1
2 R¯ −A34
A34
1
2 R¯
]
; (32)
consequently, the Weyl operator C has eigenvalues:
λ1,2 = λ3,4 = −1
4
(R¯± 2iA34), λ5,6 = 1
2
(R¯± 2iA34). (33)
We note that this is in agreement with the standard type D analysis in 4 dime-
nions (see [18]). The type D case is boost invariant, and also invariant under
spins, consequently the isotropy is 2-dimensional.
The two subcases A34 = 0 and R¯ = 0 (type D(d) and D(a), respectively) are
in 4 dimensions referred to the purely “electric” and “magnetic” cases, respec-
tively. In 4 dimensions, there is a duality relation, ⋆, which interchanges these
two cases; i.e., C 7→ ⋆C interchanges the electic and magnetic parts.
5.2 Type III
In dimension 4, only case III(B) exists, which is idential to the type III general
case. Therefore, the type III case has only non-trivial vˇi and Hˇij . However, we
still have unused freedom in spins, null-rotations, and boosts.
Using the equations for null-rotations in Appendix C when applying a null-
rotation, the Hˇij transform as (for type III case):
Hˇij = Hˇij + 4vˇ(izj) − 2δij vˇkzk.
Let us see if we can set Hˇij = 0 using a null-rotation. This reduces to requiring:
0 = Hˇ33 + 2(vˇ3z3 − vˇ4z4)
0 = Hˇ34 + 2(vˇ4z3 + vˇ3z4). (34)
We can always find a zi solving these equations provided that vˇ23 + vˇ
2
4 6= 0.
Consequently, for a proper type III spacetime, we can always use a null rotation
so that Hˇij = 0. The remaining spin and boost can then be used to set vˇ
3 = 1,
vˇ4 = 0. This is a well-known result in 4 dimensions.
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6 Dimension 5 (n = 3)
The 5-dimensional case is considerably more difficult than the 4-dimensional
case. The complexity drastically increases and hence the number of special
cases also increases. However, the 5 dimensional case is still managable and some
simplifications occur (compared to the general case). Most notably, C¯ijkl = 0,
and Tˇ ijk can be written, using a matrix nˇij , as follows (similarly for Tˆ
i
jk):
Tˇ ijk = εjklnˇ
li, (35)
where the conditions on Tˇ ijk imply that nˇ
ij is symmetric and trace-free.
Therefore, we have the following components in dimension 5:
• b.w. +2: Hˆij
• b.w. +1: vˆi, nˆij
• b.w. 0: R¯, S¯ij , Aij
• b.w. −1: vˇi, nˇij
• b.w. −2: Hˇij
Let us consider here the following order of the spatial bivectors:
[45], [53], [34],
and consider some of the special cases in dimension 5.
6.1 Type D
For a type D Weyl tensor only the following components can be non-zero:
R¯, S¯ij , Aij ,
where i, j = 3, 4, 5. Let us use the spins to diagonalise (S¯ij) = diag(S33, S44, S55).
Without any further assumptions, the Weyl blocks take the form:
M =
−
1
6 R¯− 12S33 − 12A34 12A53
1
2A34 − 16 R¯− 12S44 − 12A45
− 12A53 12A45 − 16 R¯− 12S55
 ,
[
−Φ −At
A H¯
]
=

1
2 R¯ −A45 −A53 −A34
A45
1
6 R¯− S33 0 0
A53 0
1
6 R¯− S44 0
A34 0 0
1
6 R¯− S55
 (36)
The general type D tensor thus has this canonical form.
There are two special cases where we can use the extra symmetry to get the
simplified canonical form:
• (i) S33 = S44 = − 12S55: A53 = 0
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• (ii) S33 = S44 = S55 = 0: A53 = A45 = 0.
We note that case (ii) will, without further assumptions, be invariant under
spatial rotations in the [34]-plane (in addition to the boost). Assuming, in
addition, that A45 = 0, then case (i) is also invariant under a rotation in the
[34]-plane. Assuming that Aij vanishes completely (hence, type D(d)), we note
that case (ii) enjoys the full invariance under the spins (i.e., SO(3)).
6.2 Type III
A type III Weyl tensor can have the following non-zero components:
vˇi, nˇij , Hˇij
Generally, we can use the spins to diagonalise nˇij . Therefore, the general case
is {111} (all eigenvalues different), with the special cases {(11)1}, {110} and
{000} (the latter case is, of course, type III(B) ). Furthermore, in the general
case, the vector vˇi needs not be aligned with the eigenvectors of nˇij (nor Hˇij).
There would consequently be special cases where vˇi is an eigenvector of nˇij (and
Hˇij). Therefore, unlike in dimension 4 for which there is only one case, the type
III case in 5 dimensions have a wealth of subcases. It is possible to explicitly
delineate all algebraically special cases; this will be done elsewhere [20].
6.3 Weyl tensors with symmetry
Let us consider the case of dimension 5 (n = 3), where we impose certain
(additional) symmetries on the Weyl tensor. The isotropy must be a subgroup
of SO(1, 4), of which there are numerous subgroups. If the isotropy consists of
a boost, then it must be of type D.
Let us concentrate on groups H such that H ⊂ SO(4) ⊂ SO(1, 4). These
groups would therefore have spacelike orbits. The group SO(4) is not simple
and can be considered as:
SO(4) ∼= SU(2)× SU(2)
Z2
.
Using the quarternions, H, we can consider the action of SO(4) as the action of
the unit quaternions, H1 ∼= SU(2), on a vector v ∈ H (∼ R4 as a vector space)
as follows:
v 7→ q1vq−12 , (q1, q2) ∈ H1 ×H1. (37)
Note that the “diagonal action”, v 7→ q1vq−11 , leaves the vector v = 1 invariant;
hence, this is the standard SO(3) ⊂ SO(4).
In the following we will consider various subgroups of SO(4) that can occur
and see what restrictions these impose on the form of the Weyl tensor in 5
dimensions. However, note that these are not all of the possible subgroups.
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6.3.1 SO(2)
Here, defining κ = diag(−2, 1, 1), the Weyl tensor can be chosen to have the
following form:
Hˇ = λˇ1κ, nˇ = λˇ2κ, vˇ
i = δi3vˇ,
AB = (A45, 0, 0), S¯ = sκ, R¯, (38)
Hˆ = λˆ1κ, nˆ = λˆ2κ, vˆ
i = δi3vˆ,
6.3.2 SO(2)× SO(2)
For this case, the Weyl tensor can be chosen to be of the form (κ = diag(−2, 1, 1)):
Hˇ = Hˆ = λ1κ, nˇ = nˆ = λ2κ, vˇ
i = vˆi = 0,
AB = 0, S¯ = sκ, R¯ =
3
2 (s+ 2λ1). (39)
6.3.3 SO(3)
Here, there is only one independent component, namely R¯. Hence, this is auto-
matically of type D.
6.3.4 SU(2)
Defining D = diag(λ1, λ2, λ3) where λ1 + λ2 + λ3 = 0, the Weyl tensor can be
chosen to be of the following form:
Hˇ = Hˆ = D, nˇ = nˆ =
√
2D, vˇi = vˆi = 0,
AB = 0, S¯ = −2D, R¯ = 0. (40)
6.3.5 U(2)
Again defining κ = diag(−2, 1, 1), the Weyl tensor can be chosen to have the
following form:
Hˇ = Hˆ = λκ, nˇ = nˆ =
√
2λκ, vˇi = vˆi = 0,
AB = 0, S¯ = −2λκ, R¯ = 0. (41)
6.3.6 SO(4)
This is the conformally flat case; hence, this is of type O.
6.4 Examples
An Einstein space: Let us consider a 5-dimensional example and determine
the Weyl type of this metric. We will consider the particular Kundt metric [11]:
ds2 = 2du
[
dv + σv2du+ αv(dx + sin ydz)
]
+a2(dx+ sin ydz)2 + b2(dy2 + sin2 ydz2). (42)
By chosing
σ =
a2
4b4
, α =
√
2(a2 − b2)
b2
,
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this is an Einstein space with Rµν = [(2b
2−a2)/(2b4)]gµν . By using the standard
Kundt frame,
ℓ = du, n = dv + σv2du+ αv(dx + sin ydz),
m3 = a(dx+ sin ydz), m4 = bdy, m5 = b sin ydz, (43)
the Weyl tensor is seen to have b.w. 0, −1 and −2 terms. However, we still
have some null-rotations we can use to try to simplify the Weyl tensor further.
Indeed, performing the null-rotation as follows:
ℓ˜ = ℓ, n˜ = n− ζ22 ℓ− ζm3,
m˜3 = m3 + ζℓ, m˜4 = m4, m˜5 = m5, (44)
where ζ = vα, brings the Weyl tensor into a type D form. In the tilded null-
frame, the only non-zero components of the Weyl tensor are:
R¯ =
a2 + 2b2
4b4
, A45 = − a
2b4
√
2(a2 − b2),
S¯ij = − (a
2 − b2)
3b4
diag (−2, 1, 1) . (45)
Consequently, we get the result:
1. a2 6= b2: Type D with SO(2) isotropy.
2. a2 = b2: Type D with SO(3) isotropy.
Indeed, one can easily check that these isotropies of the Weyl tensor, including
the boost-isotropy, correspond to actual Killing vectors of the spacetime (in fact,
the metric above is also space-time homogeneous)
A 5d spatially homogeneous cosmology: Let us consider the following
metric:
ds2 = −dt2 + a(t)2
[
e−2w
(
dx+ 12 (ydz − zdy)
)2
+e−w
(
dy2 + dz2
)
+ dw2
]
. (46)
Using the obvious orthonormal frame, we get the following results:
Hˇ = Hˆ = λκ, nˇ = nˆ =
√
2λκ, vˇi = vˆi = 0,
AB = 0, S¯ = −2λκ, R¯ = 0. (47)
Consequently, the Weyl tensor possesses an U(2) isotropy. Indeed, the spatial
sections, for fixed t, is the complex hyperbolic space H2
C
, which can be con-
sidered as the homogeneous space SU(1,2)
U(2) . Consequently, the spacetime will
have an isotropy group U(2) which, of course, the Weyl tensor will inherit.
This spacetime is thus an example of a spacetime where the Weyl tensor has a
U(2)-isotropy.
Let us also check the eigenvalues of the Weyl tensor and see what kind of
projection operator we can obtain in this case. Due to the simple structure of
the Weyl tensor we can easily find the eigenvectors/values of the Weyl operator
in this case. Using the orthonormal frame, the eigenvalues and eigenvectors are:
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• −4λ: [45] + [x3]
• 2λ: [53] + [x4], [34] + [x5]
• 0: All bivectors orthogonal to the bivectors above.
If we therefore consider the projector, ⊥, associated with the eigenvalue −4λ,
we note that this can be written:
⊥αβµν = FαβFµν , where (1/2)Fµνωµ ∧ων = ω4 ∧ ω5 + ωx ∧ω3.
We observe that by a contraction we obtain:
⊥αβµβ = diag(0, 1, 1, 1, 1),
which is a curvature projector of type {1, (1111)}. Consequently, in the lan-
guage of [4], the metric (46) is an I-non-degenerate metric. In fact, all non-
conformally flat 5d metrics with U(2) isotropy of the Weyl tensor are I-non-
degenerate.
7 Weyl tensors with large symmetry groups
In this section we will state some results with regards to the Weyl tensor when
the Weyl tensor possesses a relatively large isotropy group with spacelike orbits.
First, let us state a well-known result regarding almost maximal symmetry:
Theorem 7.1. For a d-dimensional spacetime, if the Weyl tensor has an SO(d−
1) symmetry, then the Weyl tensor vanishes and consequently it is of Weyl type
O.
Proof. This proof is well-known and can easily be obtained using the Weyl
operator in the orthonormal frame, see Appendix D.
This means that, for d > 3, all such spacetimes are conformally flat. Exam-
ples of such spacetimes would be the higher-dimensional Friedmann-Robertson-
Walker models.
Theorem 7.2. If the isotropy is SO(d − 2) (and d > 4), then the spacetime
necessarily is of Weyl type D(bcd) and has only one independent component,
namely R¯.
Proof. We can assume this group acts on the basis vectors mi. Consequently,
all matrices need to be completely symmetric under the full set of spins and
this implies that Hˆ = Hˇ = S¯ = 0. It is also clear that vˇ = vˆ = 0 and that
Tˇ = Tˆ = 0. Moreover, C¯ijkl is a “Weyl tensor” with maximal symmetry; hence,
this is zero also. For Aij and d > 4, we also need Aij = 0. The only scalar
is R¯, which is clearly invariant and therefore the only component that can be
non-zero.
Note that for d = 4, the symmetry SO(2) also requires the Weyl tensor to
be of type D; however, A45 needs not be zero. Therefore, in 4 dimensions the
Weyl tensor may have 2 non-zero components.
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Corollary 7.3. The eigenvalues of a Weyl tensor with SO(d − 2) symmetry
are:
• d = 4:
−1
4
(R¯ ± 2iA34) [×2], 1
2
(R¯± 2iA34).
• d > 4:
− 1
2(d− 2) R¯ [×2(d− 2)],
1
2
R¯,
1
(d− 2)(d− 3) R¯ [×
(d−2)(d−3)
2 ]
We notice that in this case, as long as R¯ 6= 0, there will be one projection
operator of the block form (here, 0 is the square zero-matrix)
⊥ = diag(0n, 1, 0m, 0n),
as long as d > 4. Consequently, by a contraction Pµν ≡ (⊥)µανα, we get
projectors of type {(1, 1)(11...1)}.
For a smaller isotropy group we have the following result:
Theorem 7.4. If the isotropy is SO(d − 3) (and d > 5), then the Weyl tensor
can be put in the following form (κ = diag(d− 3,−1,−1, . . . ,−1)):
Hˇ = λˇ1κ, Tˇ = 0, vˇ
i = δi3vˇ,
AB = 0, S¯ = sκ, R¯, C¯ijkl = 0 (48)
Hˆ = λˆ1κ, Tˆ = 0, vˆ
i = δi3vˆ
Proof. We choose the action so that it leaves m3 invariant while acting on mi,
i = 4, ..., d in the standard way as a vector. We now see immediately that
Hˇ , Hˆ , S¯, vˇ and vˆ have the claimed form. For spatial bivectors the action of
SO(d − 3) will be as follows: [3i] as a vector, [ij] as bivector, for i, j = 4, ..., d.
Consequently, since d > 5, then AB = 0. For the tensor Tˆ , we get Tˆ
3
3i = 0,
Tˆ 3ij = 0, Tˆ
k
ij = 0, and Tˆ
k
3i ∝ δki. However, since Tˆ i3i = 0, we thus get Tˆ = 0.
Similarly, Tˇ = 0. For the “Weyl tensor” C¯ijkl , this is the (d − 2)-dimensional
Weyl tensor with SO(d− 3) symmetry; consequently, C¯ijkl = 0.
Finally, we should point out that we still have null rotations and a boost left
which can be used to simplify the Weyl tensor even further.
Theorem 7.5. Assume that the spacetime has odd dimension, d = 2k+ 1 > 4.
Assume also that the Weyl tensor is non-zero with isotropy U(k). Then the
spacetime is locally conformal to
−dt2 + dσ2,
where dσ2 is one of the following Riemannian spaces:
1. complex projective space, CPk, with the Fubini-Study metric.
2. complex hyperbolic space, Hk
C
, with the Bargmann metric.
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Proof. First we note that the group U(k) acts irreducibly on the spatial tangent
space spanned by {ωx,mi} (orthonormal frame). Using the bivector operator
for the orthonormal frame (see Appendix D), we find that the Weyl tensor
components involving t have to be of the following form:
Ctxtx = λ, Ctitj = λδij , other Ctαµν = 0.
However, Ctµtµ = 0, which means that λ = 0 and thus Ctαµν = 0. Consequently,
the Weyl tensor is purely spatial with symmetry U(k). A standard result is that
this Weyl tensor only has one independent component. The Weyl tensor can
therefore be written C = φ2C˜, where φ is some function and C˜ is a constant
tensor in the orthonormal frame. This tensor is U(k)-symmetric and has only
one component; therefore, the Weyl tensor has to be proportional to one of the
2 spaces given (the proportionality factor, φ2, will be related to the conformal
factor).
In the above theorem the group U(k) acts irreducibly on the spatial vectors.
Consequently, if we consider the rank 2 tensor T µν ≡ CµαβγCναβγ , it must
necessarily have Segre type {1, (11...1)} or {(1, 11...1)}. By the proof we see
that T tt = 0 while T
µ
µ 6= 0 since it is a sum of squares. Therefore, the tensor
T µν has Segre type {1, (11...1)}, and hence:
Corollary 7.6. A spacetime for which the Weyl tensor fulfills the conditions in
Theorem 7.5 is I-non-degenerate.
8 Summary
In this paper we have considered bivectors and defined the Weyl bivector oper-
ator in arbitrary dimensions. We have then utilized the Weyl bivector operator
and the boost weight decomposition of the Weyl tensor and consequently re-
fined the algebraic classification of [1] in terms of the irreducible representations
of the spins. Various algebraically special cases can now easily be defined. In
Tables 1, 2, and 3 we have summarised the classification of the Weyl tensor and
its independent components in dimensions d = 4, d = 5 and d ≥ 6, respectively.
All of the algebraically special cases in 5d can be delineated precisely; this
will be done in a future work [20].
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b.w. Ind. Components Weyl components
+2 Hˆij C0i0j = Hˆij
+1 vˆi C0ijk = δij vˆk − δikvˆj , C010i = −vˆi
0 R¯, A34
{
C1i0j = − 14 R¯δij − 12Aij , C01ij = Aij ,
C0101 = − 12 R¯, Cijkl = 12 R¯(δikδjl − δilδjk)
−1 vˇi C1ijk = δij vˇk − δikvˇj , C011i = vˇi
−2 Hˇij C0i0j = Hˇij
Table 1: Dimension d = 4
b.w. Ind. Components Weyl components
+2 Hˆij C0i0j = Hˆij
+1 vˆi, nˆij C0ijk = δij vˆk − δikvˆj + εjklnˆli, C010i = −2vˆi
0 R¯, S¯ij , Aij
{
C1i0j = − 12 R¯ij − 12Aij , C01ij = Aij ,
C0101 = − 12 R¯, Cijkl = R¯ijkl
−1 vˇi, nˇij C1ijk = δij vˇk − δikvˇj + εjklnˇli, C011i = 2vˇi
−2 Hˇij C0i0j = Hˇij
Table 2: Dimension d = 5: Here R¯kikj = R¯ij =
1
3 R¯δij + S¯ij .
b.w. Ind. Components Weyl components
+2 Hˆij C0i0j = Hˆij
+1 vˆi, Tˆ
i
jk C0ijk = δij vˆk − δikvˆj + Tˆijk, C010i = −(d− 3)vˆi
0 R¯, S¯ij , C¯ijkl , Aij
{
C1i0j = − 12 R¯ij − 12Aij , C01ij = Aij ,
C0101 = − 12 R¯, Cijkl = R¯ijkl
−1 vˇi, Tˇ ijk C1ijk = δij vˇk − δikvˇj + Tˇijk, C011i = (d− 3)vˇi
−2 Hˇij C0i0j = Hˇij
Table 3: Dimension d ≥ 6: Here R¯kikj = R¯ij = 1d−2R¯δij + S¯ij .
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A Algebraic classification
Given a covariant tensor T with respect to a generalised Newman-Penrose (NP)
tetrad (or null frame) {ℓ,n,mi}, the effect of a boost ℓ 7→ eλℓ, n 7→ e−λn allows
T to be decomposed according to its boost weight,
T =
∑
b
(T )b, (49)
where (T )b denotes the boost weight b components of T . Recall that the boost
weight b components are defined as those components, Tab...d, of T that trans-
form according to
Tab...d 7→ ebλTab...d,
under the aforementioned boost.
An algebraic classification of tensors T has been developed [1] which is based
on the existence of certain normal forms of (49) through successive application
of null rotations and spin-boosts. In the special case where T is the Weyl
tensor in four dimensions, this classification reduces to the well-known Petrov
classification. However, the boost weight decomposition can be used in the
classification of the Weyl tensor C in arbitrary dimensions. For the Weyl tensor
we have in general,
C = (C)+2 + (C)+1 + (C)0 + (C)−1 + (C)−2, (50)
in every null frame. A Weyl tensor is algebraically special if there exists a frame
in which certain boost weight components can be transformed to zero.
B Curvature operators and curvature projec-
tors
A curvature operator, T, is a tensor considered as a (pointwise) linear operator
T : V 7→ V,
for some vector space, V , constructed from the Riemann tensor, its covariant
derivatives, and the curvature invariants.
The archetypical example of a curvature operator is obtained by raising one
index of the Ricci tensor. The Ricci operator is consequently a mapping of the
tangent space TpM into itself:
R ≡ (Rµν) : TpM 7→ TpM.
Another example of a curvature operator is the Weyl tensor, considered as an
operator, C ≡ (Cαβµν), mapping bivectors onto bivectors.
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For a curvature operator, T, consider an eigenvector v with eigenvalue λ;
i.e., Tv = λv. If d = dim(V ) and n is the dimension of the spacetime, then
the eigenvalues of T are GL(d) invariant. Since the Lorentz transformations,
O(1, n − 1), will act via a representation Γ ⊂ GL(d) on T, the eigenvalue of
a curvature operator is an O(1, n − 1)-invariant curvature scalar. Therefore,
curvature operators naturally provide us with a set of curvature invariants (not
necessarily polynomial invariants) corresponding to the set of distinct eigen-
values: {λA}. Furthermore, the set of eigenvalues are uniquely determined by
the polynomial invariants of T via its characteristic equation. The characteris-
tic equation, when solved, gives us the set of eigenvalues, and hence these are
consequently determined by the invariants.
We can now define a number of associated curvature operators. For example,
for an eigenvector vA so that TvA = λAvA, we can construct the annihilator
operator:
PA ≡ (T− λA1).
Considering the Jordan block form of T, the eigenvalue λA corresponds to a set
of Jordan blocks. These blocks are of the form:
BA =

λA 0 0 · · · 0
1 λA 0
. . .
...
0 1 λA
. . . 0
...
. . .
. . .
. . . 0
0 . . . 0 1 λA

.
There might be several such blocks corresponding to an eigenvalue λA; however,
they are all such that (BA−λA1) is nilpotent and hence there exists an nA ∈ N
such that PnAA annihilates the whole vector space associated with the eigenvalue
λA.
This implies that we can define a set of operators ⊥˜A with eigenvalues 0 or
1 by considering the products ∏
B 6=A
P
nB
B = ΛA⊥˜A,
where ΛA =
∏
B 6=A(λA − λB)nB 6= 0 (as long as λB 6= λA for all B). Further-
more, we can now define3
⊥A ≡ 1−
(
1− ⊥˜A
)nA
where ⊥A is a curvature projector. The set of all such curvature projectors
obeys:
1 = ⊥1 +⊥2 + · · ·+⊥A + · · · , ⊥A⊥B = δAB⊥A. (51)
We can use these curvature projectors to decompose the operator T:
T = N+
∑
A
λA⊥A. (52)
3This corrects a mistake in the algorithm given in [4] (thanks to LodeWylleman for pointing
this out).
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The operator N therefore contains all the information not encapsulated in the
eigenvalues λA. From the Jordan form we can see that N is nilpotent; i.e.,
there exists an n ∈ N such that Nn = 0. In particular, if N 6= 0, then N is a
negative/positive boost weight operator which can be used to lower/raise the
boost weight of a tensor.
Considering the Weyl operator, we can show that (where the type refers to
Weyl type):
• Type I: N = 0, λA 6= 0.
• Type D: N = 0, λA 6= 0.
• Type II: N3 = 0, λA 6= 0.
• Type III: N3 = 0, λA = 0.
• Type N: N2 = 0, λA = 0.
• Type O: N = 0, λA = 0.
C Null rotations
The null rotations act as follows:
Hˆ
i
j = Hˆ
i
j , (53)
vˆi = vˆi − 1
n− 1Hˆ
i
kz
k, (54)
Tˆ
i
jk = Tˆ
i
jk − 2z[jHˆik] +
2
n− 1zlHˆ
l
[jδ
i
k], (55)
R¯ = R¯+ 4(n− 1)vˆizi − 2Hˆijzizj, (56)
R¯ij = R¯ij + 2Tˆ(ij)kz
k + 2δij vˆkz
k + 2(n− 2)vˆ(izj)
+Hˆij |z|2 − 2z(iHˆj)kzk, (57)
Aij = Aij + 2nvˆ[izj] − zkTˆ kij + 2z[iHˆj]kzk, (58)
H¯ij kl = H¯ij kl − 4z[iδj][kvˆl] − 4z[kδl][ivˆj] − 2z[iTˆj]kl − 2z[kTˆl]ij
−4z[iHˆj][kzl], (59)
(n− 1)vˇi = (n− 1)vˇi − 12 R¯zi − 12 R¯ijzj + 32Aijzj + zjzkTˆjki
−(2n− 1)zizkvˆk + 12 (n+ 1)vˆi|z|2 + ziHˆjkzjzk − 12Hˆijzj |z|2(60)
Tˇ
i
jk = Tˇ
i
jk + δ
i
j(vˇk − vˇk)− δik(vˇj − vˇj)− ziAjk +Ai[jzk] + T ijk(z)
+z[jR¯
i
k] + z
iznTˆ
n
jk − 12 |z|2Tˆ ijk + 2z[jTˆk]inzn + 2nziz[j vˆk]
−|z|2δi[j vˆk] − 2δi[jzk]vˆnzn + 2ziznHˆn[jzk] − |z|2Hˆi[jzk] (61)
Hˇij = Hˇij + 2nvˇ(izj) − 2δij vˇkzk − 2Tˇ(ij)kzk − z(iR¯j)kzk + 12 |z|2R¯ij
− 12 R¯zizj + 3z(iAj)kzk +Hij(z, z) + n|z|2z(ivˆj) − 2nzizj vˆkzk
+δij |z|2vˆkzk + 2zkzlTˆkl(izj) + 12 |z|2Tˆ(ij)kzk
+zizjHˆklz
kzl − |z|2zkz(iHˆj)k + 14 |z|4Hˆij (62)
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where
Tijk(z) = zlC¯lijk + 2
n− 2
(
z[jR¯k]i − δi[jR¯k]lzl
)
+
2R¯
(n− 1)(n− 2)δi[jzk]. (63)
Hij(z, z) = zkzlC¯kilj + 1
n− 2
(|z|2R¯ij − 2z(iR¯j)kzk + δijR¯klzkzl)
+
R¯
(n− 1)(n− 2)
(
zizj − |z|2δij
)
. (64)
D Weyl operator in orthonormal frame
Another commonly used frame is the orthonormal frame. Let us also give the
Weyl operator in such a frame; this is particularly useful for proving some of
the theorems of section 7. Using the orthonormal frame {ωt,ωx,mi}, we get
the bivector basis:
ω
t ∧mi, ωt ∧ωx, mi ∧mj , ωx ∧mj ,
or for short: [ti], [tx], [ij], [xi]. The metric, ηMN , in bivector space is ( m =
n(n− 1)/2):
(ηMN ) =
1
2

−1n 0 0 0
0 −1 0 0
0 0 1m 0
0 0 0 1n
 ,
where 1n, and 1m are the unit matrices of size n× n and m ×m, respectively.
With these assumptions, the operator C can be written on the following (n +
1 +m+ n)-block form (using the same definitions as eq.(1))
C =

1
2
(
M +M t − Hˇ − Hˆ
)
1√
2
(
Kˆ + Kˇ
)
− 1√
2
(
Lˆ− Lˇ
)
1
2
(
M t −M + Hˇ − Hˆ
)
1√
2
(
Kˆt + Kˇt
)
−Φ At 1√
2
(
Kˆt − Kˇt
)
1√
2
(
Lˆt − Lˇt
)
−A H¯ 1√
2
(
Lˆt + Lˇt
)
1
2
(
M t −M − Hˇ + Hˆ
)
− 1√
2
(
Kˆ − Kˇ
)
1√
2
(
Lˆ+ Lˇ
)
1
2
(
M +M t + Hˇ + Hˆ
)
 (65)
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