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ABSTRACT
Human-induced climate change intensifies the hydrological cycle since air can
hold more moisture at a higher temperature. Such effects can result in more frequent
extreme weather conditions, such as floodings, droughts, and heatwaves. Outputs
from the Global Climate Model are always used to study the impacts of climate change
on the hydrological cycle. But the inferences suffer from significant uncertainties,
which need to be addressed before any robust conclusion of climate change can be
made. In this dissertation, a Bayesian weighted averaging (BWA) method is applied
to investigate the change of peak annual runoff seasonality in the future period based
on outputs from GCMs contributing to CMIP5. A high-quality daily runoff dataset
is used in this BWA framework to reduce the bias of model projections. Based on
the Bayesian inference, we identified a robust spatial pattern for the change of peak
annual runoff timing, which is attributed to the shift of snowmelt and soil wetness
seasonality caused by increased temperature.
Evapotranspiration (ET), representing a crucial component of the surface water,
and energy balance, can be affected by climate change. The associated latent heat flux
helps to control surface temperatures, which is related to the intensity and duration
of heatwaves. However, the reliability of the estimation of ET at any scale remains
challenging since observations of ET are sparse in space and time. Therefore, models
are required to simulate ET at any scale using in situ or remote sensing observations.
This dissertation applied a novel method based on the Maximum Entropy Production
xxii
(MEP) theory to estimate ET, which requires only net radiation, temperature, and
specific humidity as inputs. Using site-level eddy flux data in the Amazon rainforest,
the MEP method shows high skill at the hourly, daily, and monthly scales. The
site-level MEP-based estimates outperform the estimates of the MODIS ET product,
which is commonly used for large-scale assessments. We then applied MEP to project
the change of ET in the future with GCMs forcings. The MEP-based projections are
more robust than the GCM-based projections, implying the uncertainty of ET in
climate models can be reduced by using this novel, parsimony algorithm.
It is clear that the hydroclimate is already changing, and changes will cascade into
the watershed response. This dissertation presented a framework for quantifying the
uncertainty of urban flooding simulation to resolve the uncertainty at the local scale.
A physically rigorous hyper-resolution hydraulic and hydrologic model - tRIBS-OFM
- is used here to advance numerical representation and understanding of interactions
between flooding and the urban environment. Due to the steep computational cost
and constraints of resolving the 2D Saint-Venant equations at very high resolutions,
no effort has been made to address the uncertainty systematically. The uncertainty
quantification remains challenging even the model is run in parallel with multiple
cores. We approach this problem by training a surrogate model for tRIBS-OFM.
Specifically, this surrogate model relies on polynomial chaos expansions, which creates
a mapping of flooding outputs from the uncertain inputs. The surrogate model is very
computationally inexpensive; therefore, the uncertainty in the inputs/parameters can
be propagated to outputs efficiently through the surrogate model. Within this uncer-
tainty quantification framework, we propose a real-time high-fidelity urban flooding
forecasting framework, which is able to predict near-instantaneous quantities of inter-
est (e.g., river discharge, inundation field) given a forecasted rainfall. For this study,
we reproduce a flooding event in a catchment located in the city of Houston during
the 2017 Harvey event and validate the performance of the uncertainty quantification
xxiii
framework with streamflow, high watermarks, and inundation depth data.
xxiv
CHAPTER I
Introduction
According to the Intergovernmental Panel on Climate Change report (IPCC,
2018), the earth is undergoing a period of rapid temperature increase caused by hu-
man activity. The global temperature rises about 1 ◦C compared to the pre-industries
period, and it is projected to be worse in the future if we maintain the current CO2
emission level. A warmer climate intensifies the hydrological cycle, which results
in a more frequent occurrence of extreme events (e.g., flood, drought, heatwave).
Therefore, it is imperative for us to understand how climate change affects hydro-
climate, hydrology, and hydraulic across scales. For a larger scale, General Circular
Models’(GCM) outputs are used directly to imply the impacts of climate change
on the hydrological system (Milly et al., 2005; Chadwick et al., 2013; Knutti and
Sedla´cˇek , 2013). However, the resolution of GCMs is too coarse to be directly used
at local scales. The outputs need to be downscaled and then used as forcing in hy-
draulic/hydrologic/ecohydrology models to understand how the local system responds
to climate change (Kim et al., 2016; Manning et al., 2009; Kim and Ivanov , 2015).
During such analysis, uncertainties are inevitable, which should be addressed in some
optimal fashion before any robust conclusions about climate change can be drawn.
1
1.1 Uncertainty Sources
1.1.1 Climate projections uncertainty
Coupled Model Intercomparison Project Phase 5 (CMIP5) provides outputs from
about 50 GCMs developed by different institutes all over the world. As shown in
Figure 1.1, significant discrepancies exist across the models when compared to ob-
servation at the same location. There is no ’perfect’ climate model, therefore, it
suggested climate projections should be inferred from multi-model ensemble (Tebaldi
and Knutti , 2007). However, defining appropriate model weights for a multi-model
ensemble remains challenging (Christensen et al., 2010; Knutti , 2010; Weigel et al.,
2010). There are several solutions to assign weights for constructing a multi-model
ensemble.
Figure 1.1: Precipitation seasonality (subplot b) and temperature seasonality
(subplot c) of historical period (1961 - 1990) for the location of Detroit (red circle in
subplot a) from each individual GCM participate CMIP5. The black dashed line
with diamonds represent the observation for the same period from WebMET
meteorological stations (http://www.webmet.com/).
The first approach is weighting each model equally (e.g., Simple Average, SA),
and the ensemble uncertainty can be expressed with the variance. But this method
is sensitive to outliers and is always associated with a large spread.
Bayesian formalism has shown the potential to be a sufficiently general machin-
ery to combine multiple model estimates with varying degrees of uncertainty (Fowler
et al., 2007; Fowler and Ekstrm, 2009). The approach of Raftery et al. (2005) and
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Gneiting et al. (2005) permits individual model bias correction and estimates model-
specific weights as posterior probabilities relying on models performance in the train-
ing period (i.e., using historical observations). For example, this approach was ap-
plied to combine multiple Regional Climate Model (RCM) outputs in Yang and Wang
(2011). However, it requires multiple replicates to use as training data, which may
not always be available in hydrology and climate study.
Another method is the Bayesian Weighted Averaging (BWA) method of Tebaldi
et al. (2005) that derived from the reliability ensemble average (REA) method (Giorgi
and Mearns , 2002). Model weights are not defined here as posterior probabilities, but
are assigned based on models performance in the control (i.e., accounting for model
bias with respect to observations) and the future (i.e., accounting for the convergence
of model results) periods (Tebaldi et al., 2005; Giorgi and Mearns , 2002). The BWA
methodology received significant attention because of its flexibility to use multimodel
estimates with little subjectivism in terms of assumptions concerning the governing
distributions. But recent studies argued this method narrows the uncertainty too
much under some situations (Smith et al., 2009; Xu et al., 2018). To resolve this
issue, a multivariate version of BWA that multiple regions are considered in one
statistical model simultaneously was proposed by Smith et al. (2009).
A recent method of Chandler (2013) and Leith and Chandler (2010) differs from
the above approaches by assuming that all climate models represent the same dynam-
ical processes, though some may fail to reproduce the reality exactly. Specifically, the
time series from different climate models are assumed to have a similar structure,
sharing the same form of the statistical process. But parameters of the corresponding
statistical descriptors can be different for different models. The associated uncertainty
can be examined by deriving the distribution of these parameters.
3
1.1.2 Output downscaling
GCMs’ resolutions are typically too coarse to be used directly at local scale (Fowler
et al., 2007; Kim et al., 2016). Downscaling techniques aim to resolve these issues, and
there is a need to further improve their skill in order to connect coarse-scale results
to finer resolutions in terms of spatial and temporal scales. There are three common
downscaling methods (Fowler et al., 2007): dynamic downscaling (Castro et al., 2005;
Jacob et al., 2014; Maraun et al., 2010; Wood et al., 2004), statistical downscaling
(Piani et al., 2010; Schmidli et al., 2006; Schoof and Pryor , 2001; Widmann et al.,
2003; Wilby et al., 1998; Zorita and von Storch, 1999), and stochastic downscaling
(Fatichi et al., 2013; Kim et al., 2016; Manning et al., 2009). They are outlined below.
In dynamic downscaling methods, GCM projections are used as the boundary
conditions to drive models of finer spatial resolution, such as Regional Climate Model
(RCM; Christensen and Hewitson, 2007). For example, the time-slice experiments
of North American Regional Climate Change Assessment Program (NARCCAP) run
simulations for the historical period using RCMs and boundary conditions recon-
structed from observational data. Observations are subsequently perturbed using
GCM climate trajectories to construct RCM boundary conditions for future periods
(Mearns et al., 2013). However, when forced with boundary conditions obtained from
different GCM projections, RCM simulations can be significantly different (Wang
and Yang , 2008; Yang et al., 2012). This highlights that uncertainty originated from
multiple trajectories determined by GCM outputs are not eliminated with RCM ap-
plication and needs to be accounted for (Olson et al., 2016; Yang and Wang , 2011).
Few studies aimed to explicitly quantify the uncertainty using advanced methods.
Kang et al. (2012) combined different RCMs from NARCCAP to investigate the
uncertainty of their dynamical downscaling method. Yang and Wang (2011) used
a Bayesian approach, concluding that the experiments yielding Bayesian ensemble
mean were superior to RCM simulations driven by individual reanalysis products.
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Still, even finer spatial scale RCM outputs are often too coarse for local impact stud-
ies such as those focusing on small and mid-sized watersheds, agricultural fields, or
water infrastructure networks (Chen et al., 2011). Another limitation of dynamic
downscaling is that available outputs typically have a low temporal resolution (e.g.,
monthly) that do not capture extremes (Maraun et al., 2010).
Statistical downscaling seeks to identify a relationship between GCM outputs
and the corresponding observational data. The approach can be relatively simple
and has received extensive attention (Mamalakis et al., 2017; Onyutha et al., 2016;
Jakob Themel et al., 2011). Compared to dynamic downscaling, it can reduce com-
putational time significantly. Another advantage is that statistical downscaling is
more flexible, it can be modified for any specific purpose, and observational data can
be applied directly in its procedures (Von Storch, 2000). Although various statisti-
cal downscaling methods have been developed, they still pose multiple drawbacks.
In essence, variability may be underestimated, while sensitivity to outliers can be
too high, and many features of the projected climate variable are inherited from the
historic data (Diaz-Nieto and Wilby , 2005; Fowler et al., 2007).
Stochastic downscaling approaches offer an attractive alternative to address the
deficiencies of the above methods (Burlando and Rosso, 2002; Fowler et al., 2007; Ma-
raun et al., 2010; Semenov and Stratonovitch, 2010). In these methods, the variability
of climatic time series is fully explored, as compared to statistical downscaling. As
a specific example, an hourly weather generator that can reproduce stochastic vari-
ations in climate variables (Fatichi et al., 2011; Ivanov et al., 2007), coupled with a
Bayesian Weighted Averaging (BWA) method (Tebaldi et al., 2005), was developed to
downscale climate projections from native GCM resolutions to station-scale (Fatichi
et al., 2013; Kim et al., 2016). Weather generators have been applied to locations
with different climate characteristics showing highly satisfactory performance (Fatichi
et al., 2011, 2013, 2016; Fowler et al., 2007; Kim et al., 2016; Manning et al., 2009;
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Peleg et al., 2017). Specifically, observational data are required to estimate a set of
parameters that allow the generator to mimic historical climate conditions. Factors
of change (FOCs) (Fatichi et al., 2011) are subsequently applied to climate statis-
tics representing historical observations to yield statistics representative of the future
period, whose philosophy is similar to the ’delta change factor’ and ’change factor’
presented in Akhtar et al. (2008); Anandhi et al. (2011); Hay et al. (2000); Kilsby
et al. (2007); Fowler et al. (2007); Fowler and Ekstrm (2009). Two kinds of FOC are
used in the stochastic downscaling framework, additive factor of change is the differ-
ence between a GCM statistic representing the future period (FUT) and the control
period (CTL); it is typically used for statistics of air temperature. Product factor of
change is the ratio between GCM statistics for the future and control periods, and it is
commonly used for statistics of precipitation. The product factor of change may also
be applied to other variables such as vapor pressure, incoming shortwave radiation,
cloudiness, wind speed, and atmospheric pressure required by weather generator. The
assumption behind such an approach is that GCMs produce reasonable estimates of
the change for various climate statistics, even though not necessarily accurate abso-
lute magnitudes (Anandhi et al., 2011; Fowler et al., 2007). Additionally, FOCs are
calculated from multiple outputs of GCMs (or RCMs) using BWA (Fatichi et al.,
2011; Fowler and Ekstrm, 2009; Kim et al., 2016) or other techniques (Bishop and
Abramowitz , 2013; Haughton et al., 2014, 2015; Semenov and Stratonovitch, 2010),
to reduce the uncertainty associated with the multi-model ensemble spread (Tebaldi
and Knutti , 2007).
1.1.3 Hydrologic model uncertainty
Due to the complexity of the hydrologic system, it is impossible to reproduce any
corresponding process exactly in a model. Each model simplifies the physical process
to some extent, to guarantee a tractable solution. Consequently, these assumptions
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introduce uncertainty to the predictions, which can only be reduced by improving
the model with better knowledge. Both the data used as input to the model and
the data used to validate the model always contain uncertainty caused by sampling
and measurement errors. The uncertainties and limited length of data can lead to
uncertain model parameters estimates during calibration. Further, one should expect
more uncertainty in the outputs when extending such a calibrated model to an un-
gauged watershed with specified parameters or empirical values, which is common
in hydrology studies. Therefore, it is essential to account for uncertainty when one
predicts with a model.
Numerous approaches have been developed to quantify the predictive uncertainty
of hydrologic responses (Renard et al., 2010; Montanari and Koutsoyiannis , 2012;
Beven, 1993), but this remains a challenge. For example, finer spatial resolutions
of relevant data sets on topography, land cover, soil type, building layout, and civil
infrastructure describe the heterogeneity of the real world and have the potential to
advance the knowledge on hydrological/hydraulic process in natural and urban areas,
but also come at an extreme computational cost. In the traditional uncertainty quan-
tification method, one needs to draw samples from the priors of model parameters
and inputs to drive the model, for example, through Monte Carlo simulation. Con-
sequently, thousands of simulations have to be run to obtain the uncertainty in the
outputs because of the high dimensionality of the parameter space and heterogeneity
of input fields. The traditional method for uncertainty quantification is not always
feasible for the high-fidelity model, which is computationally expensive.
Recent work of Dwelle et al. (2019) applied the framework of Najm (2009) and
Sargsyan et al. (2014) to quantify uncertainty of a physically hydrologic model, tRIBS-
VEGGIE (Ivanov et al., 2008, 2010), which is computationally expensive. Specifically,
Polynomial Chaos Expansion (PCE) is used to build surrogate, reduced-order repre-
sentation of a physical model. A surrogate model is generally used to simulate the
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behavior of a more computationally complex model. The purpose of using a surro-
gate model is that it is computationally inexpensive compared to the original model,
and it can be rigorously sampled for uncertainty propagation, parameter inference,
or sensitivity analysis. A full analysis of the uncertainty for any outputs of interest is
carried by running a Monte Carlo simulation with the surrogate model. Due to the
efficiency of the PCE surrogate, thousands of simulations can be finished in a reason-
able time. There are multiple frameworks that fall into the class of surrogate models,
e.g.: Gaussian process (GP) models (Rasmussen, 2004; Kennedy and O’Hagan, 2000),
artificial neural networks (Ripley , 1996), support vector machines (Abe, 2010), and
polynomial chaos expansions (PCEs) (Xiu and Karniadakis , 2002). GP models and
PCEs are mainly used in statistics and engineering (often computational fluid dy-
namics), whereas neural networks and support vector machines were more used in
data-intensive applications.
1.2 Research Scope
This dissertation aims to address uncertainties in hydrological applications across
different scales, for example, assessing the impacts of climate change on hydrologi-
cal variables at coarse scale and predict the response of a watershed to an extreme
event at local scale. In Chapter II, the stochastic downscaling framework of Fatichi
et al. (2013) and Kim et al. (2016) is revisited. It is applied to three locations of
the US with different climate characteristics to investigate the role of observation in
this framework. The first step of the stochastic downscaling framework is extracting
climate signals in the future from climate models with Bayesian Weighting Averag-
ing (BWA) method Tebaldi et al. (2005). Observations are generally thought to be
important for correcting bias in BWA multimodel ensemble. However, we found the
inclusion of observation in the BWA procedure (Tebaldi et al., 2005) can introduce un-
predictable impacts, such as unrealistic narrow uncertainty. A modified BWA method
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is proposed to use in the stochastic downscaling framework, differences between the
modified method and the original one are discussed. Further, the comparison implies
that the modified BWA produces more reasonable uncertainty bound for Factor of
Changes.
We apply a multivariate BWA framework (Smith et al., 2009) in Chapter III to
infer the change of peak annual runoff timing with daily runoff projections from 10
CMIP5 GCMs. This framework is adapted to the time variable due to its circular
nature. Based on the Bayesian inference, we identified a clear spatial change pattern
for the peak annual runoff timing in the future caused by global warming. Specifically,
the areas where runoff is dominated by snowmelt will experience an earlier peak runoff.
For the areas that the peak annual runoff timing is projected to delay, we found that
soil moisture plays an important role.
Chapter IV validates a novel evapotranspiration model based on the Maximum
Entropy Production (MEP) theory with nine observation sites in the Amazon rain-
forest. While MEP requires only net radiation, temperature, and specific humidity
as inputs, it shows high skill in reproducing ET in highly biodiverse regions. The
uncertainty of MEP based ET is less than that of the classical ET algorithm, which
requires inputs such as wind, roughness, resistance parameters, etc. Those inputs or
parameters are hard to obtain on the surface and can carry high uncertainty, espe-
cially in high diversity rainforest. In light of the parsimony and good skill of the MEP
model, we apply it to project the change of ET at the US continent scale with inputs
from GCMs.
In Chapter V, Polynomial Chaos Expansion (PCE) framework is coupled with a
high-fidelity urban flooding model (e.g., tRIBS-OFM) for uncertainty quantification.
Simulations from tRIBS-OFM are used to train the PCE based surrogate model,
which creates a mapping of flooding outputs from the uncertain inputs. The surro-
gate model is computationally inexpensive due to its polynomial forms, making it
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feasible for real-time flood forecasting with uncertainty warranted. To demonstrate
the performance of this framework, we reproduce a flooding event in a catchment
located in the greater Houston area during the 2017 Harvey event and validate its
performance of forecast with USGS streamflow and inundation depth data.
The last chapter summarizes the dissertation and numerates the assumptions and
limitations, followed by the future direction of the research. Specifically, Chapter II,
III, and IV rely on the outputs from CMIP5 to infer the impacts of climate change on
horological variables. The models of new versions, Coupled Model Intercomparison
Project Phase 6 (CMIP6), are available to download and use recently. A compari-
son between CMIP5 and CMIP6 is important to understand if the skill of the newer
version is improved, which provides useful information for the modeler. The increas-
ing abundance and quality of data sources support the possibility of future regional
and global heat flux assessments with the Maximum Entropy Production (MEP)
theory. Geostationary Operational Environmental Satellite provides high-resolution
observations of net radiation and temperature, which can be used as inputs for the
Maximum Entropy Production method. The high-resolution MEP-based evapotran-
spiration estimates over the Amazon basin can be used to examine the response of
plants to droughts, for example, the 2015-2016 mega drought. Lastly, the uncertainty
quantification framework is not without its challenges. Although there is a reduc-
tion in the number of computational resources required during the real-time forecast,
high-performance computing (HPC) resources are still required to train the surro-
gates. Additionally, the number of required training simulations grows rapidly when
the number of uncertain inputs increases. Other surrogate techniques rely on less
training simulations should be considered as an alternative in future works.
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CHAPTER II
On the Use of Observations in Assessment of
Multi-model Climate Ensemble
2.1 Introduction
Climate change will affect global and local temperatures and the distribution and
amount of precipitation, with direct consequences for regional hydrology and water
resources in many parts of the world (Allan et al., 2014; Hanson et al., 2012; Kim
et al., 2016; Mahlstein et al., 2012; Nunes et al., 2013; Safeeq and Fares , 2012). It is
thus vital to quantify characteristics of the change and the corresponding uncertainty.
A substantial amount of recent research has relied on climate projections obtained
with General Circulation Models (GCMs) that contributed to the fifth phase of the
Coupled Model Intercomparison Project (CMIP5; Taylor et al., 2012b) or CMIP3
(Meehl et al., 2005). Such modeling results typically carry biases that must be re-
duced in some optimal fashion before any robust conclusions of climate change can be
drawn (Giorgi and Mearns , 2002; Knutti , 2010; Knutti et al., 2017; RISNEN , 2007).
Additionally, outputs from GCM are too coarse to be applied directly at local scales.
In this chapter, a stochastic downscale method is used to address the resolution
issue. Specifically, climate change information is extracted using the BWA approach of
Tebaldi et al. (2005) in the form of factors of change (FOCs), which are used to perturb
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the observation series and obtain parameters representative of future climate for an
hourly weather generator as described below. Previous studies using the approach
with GCM or RCM ensembles obtained FOCs and then applied these factors to the
same observations that had been used in BWA to infer the climate signal (Fatichi
et al., 2011, 2013; Fowler et al., 2007; Kim et al., 2016; Manning et al., 2009). Other
techniques relying on a multimodel ensemble to infer climate change information have
also been evaluated and discussed (Collins et al., 2012; Haughton et al., 2015; Knutti ,
2010; Leith and Chandler , 2010). While these studies carried out comprehensive
analyses, a focused discussion of the role of observations in the context of Bayesian
averaging of model result ensemble has not yet taken place. This appears to be
particularly important for such a vital climate variable as precipitation.
FOCs can be extracted from GCMs with or without relying on observation to
correct the bias. The default methodology of Tebaldi et al. (2005) accounts for biases
(i.e., uses observations in the estimation of the PDFs of factors of change), but we
find that this creates vulnerability for cases when a substantial disagreement exists
between model outputs and observed data. We also contend that these caveats are not
rare cases but typical for CMIP5 precipitation projections at the national scale. Al-
though observations are considered to be crucial for correcting biases in GCM outputs
(Tyralis and Koutsoyiannis , 2017), one can surmise that GCMs provide reasonable
climate signals without reproducing observations accurately (Anandhi et al., 2011;
Fowler et al., 2007). Furthermore, using observations twice in the stochastic down-
scaling framework is not advisable. The above issues suggest that observations should
be excluded in BWA when FOCs are computed; however, historical observations are
necessary when FOCs are applied to calculate the characteristics of the projected
climate.
We propose a modified version of the BWA approach that isolates the stage of
identification of projection information based on outputs of climate model ensemble
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(historic vs. future periods), from the step of observation-based weighting. Observa-
tions are used in the last phase of the stochastic downscaling framework by perturbed
by the inference of the climate change signal. Such an approach is consistent with the
philosophy that is already used in dynamic downscaling (e.g., in NARCCAP efforts):
variation between the current and projected future climates is evaluated from the
model outputs and only then it is applied to observations to yield a projection of
future conditions (Mearns et al., 2013). Additionally, two alternative methods, en-
semble ”simple average” and Bayesian averaging with equal weights, are introduced as
a reference for the revised BWA method. It should be noted that the proposed BWA
doesn’t represent a generalized Bayesian weighting method, but rather a method that
is more suitable in frameworks of stochastic downscaling.
2.2 Ensemble averaging
A detailed stepwise procedure of the stochastic downscaling method used in this
chapter is presented in Kim et al. (2016) and Fatichi et al. (2011). Only a brief
description of the original BWA methodology, related parameters, and modifications
are shown in the following.
2.2.1 Bayesian Weighted Averaging
The BWA approach of Tebaldi et al. (2005) has grown in popularity as a sufficiently
general tool with minimum subjective assumptions to assess uncertainty in climate
change from multiple model projections. It relies on independent GCM outputs,
which is important for multi-model ensemble prediction (Abramowitz , 2010), and
in this chapter realizations from 18 GCMs developed in different institutions are
downloaded from the CMIP5 database (http://pcmdi9.llnl.gov/, see Table 2.1). We
picked one model from one institution to reduce the dependence among models. Mean
temperature and daily precipitation statistics are calculated from GCM realizations
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for each month of the year. Posterior distributions for the control (CTL) and future
(FUT) scenarios are generated by BWA, with the weight estimated based on the
performance of the models in reproducing historical observations as well as inter-
model agreement in the future period. These criteria are referred to as the model
’bias’ and ’convergence’, respectively. A model with a smaller bias in the CTL period
and a better agreement with other model estimates in the FUT period is weighted
more heavily in the estimation of the posterior distributions of a variable of interest
(such as mean air temperature or mean precipitation) for both periods.
The approach of Tebaldi et al. (2005) is described briefly in the following. Specif-
ically, model outputs are assumed to follow Normal distribution.
Xi = µ+ ηi
Yi = ν + βx(Xi − µ) + ξi/
√
θ
(2.1)
where ηi ∼ N(0, λ−1i ), and ξi ∼ N(0, λ−1i ). In Eq (2.1), Xi and Yi represent ith
model output of climate variables for the control and future periods respectively, and
parameters µ and ν are the corresponding true values, which are common for all
GCMs.
Model weight is not defined explicitly in the BWA framework but is related to
a ’precision parameter’ λi(i = 1 . . . 18) and λ0, where the subscript i represents the
ith GCM model and λ0 is related to the weight for observational data. The θ is
the parameter that allows GCMs to have different precisions when simulating future
climate conditions, as compared to the historical period; Tebaldi et al. (2005) uses βx
as a regression parameter to introduce correlation between the model outputs of past
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and future. The prior distribution is selected for each parameter:
µ, ν, βx ∼ U(−∞,∞)
λi ∼ Ga(a, b)
θ ∼ Ga(c, d)
(2.2)
Uniform distribution and Gamma distribution (Ga(a,b)) with a = b = c = d = 0.01
are adopted to guarantee the priors are uninformative. Then, we can have posterior
distributions from the Bayes theorem:
Posterior ∝ Prior × Likelihood (2.3)
Although the analytical forms of the joint posteriors for the climate quantities of
interest are unknown, closed-forms of each marginal posterior distribution are derived
in the appendix of Tebaldi et al. (2005). Markov Chain Monte Carlo (MCMC) process
is used to estimate the posterior distributions. Specifically, 25,000 iterations are used
as ”burn-in” period here, and sampling of the posterior distribution is saved every 50
iterations to minimize correlation between successive samples. Finally, 1000 samples
are used to construct the posterior distribution of each parameter, which results
in 75,000 iterations in total. Parameter λi is sampled from Gamma distribution
with expected value of form in Eq (2.4), which allows its estimation including the
uncertainty (Tebaldi et al., 2005). Parameter λ0 is constant value as a measure of
natural variability for the variable, which is determined from historic data (Fatichi
et al., 2011).
E(λi) =
a+ 1
b+
1
2
(Xi − µ˜)2 + 1
2
(Yi − ν˜ − βx(Xi − µ˜))2
(2.4)
Parameters a and b are set to be 0.01 to ensure the prior distributions for λi are
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diffuse/non-informative. In above equation, µ˜ and ν˜ (see Eq (2.5)) are the expected
values of µ and ν. Consequently, the terms (Xi − µ˜)2 and (Yi − ν˜)2 correspond to
the ’bias’ and ’convergence’ criteria, respectively. In the last step, FOC distributions
are constructed using the BWA-computed posterior distributions for the control and
future periods.
µ˜ =
∑N
i=1 λiXi − θβx
∑N
i=1 λi(Yi − ν − βxXi) + λ0X0∑N
i=1 λi + θβ
2
xλi + λ0
ν˜ =
∑N
i=1 λi(Yi − βx(Xi − µ)∑N
i=1 λi
(2.5)
Table 2.1: A list of CMIP5 models used in this chapter
No. Institution Model name Resolutions References
1 BCC bcc-csm1-1 128 × 64 Wu (2012)
2 BNU BNU-ESM 128 × 64 Wei et al. (2012)
3 CCCMA CanESM2 128 × 64 Chylek et al. (2011)
4 CMCC CMCC-CM 480 × 240 Scoccimarro et al. (2011)
5 CNRM CERFACS CNRM-CM5 256 × 128 Voldoire et al. (2013)
6 CSIRO BOM ACCESS1-0 192 × 145 Bi et al. (2013)
7 CSIRO QCCCE CSIRO-Mk3-6-0 192 × 96 Jeffrey et al. (2013)
8 INM Inmcm4 180 × 120 Volodin et al. (2010)
9 IPSL IPSL-CM5A-LR 96 × 96 Dufresne et al. (2013)
10 LASG CESS FGOALS-g2 128 × 60 Li et al. (2013)
11 MIROC MIROC5 256 × 128 Watanabe et al. (2010)
12 MOHC HadGEM2-ES 192 × 145 Jones et al. (2011)
13 MPI M MPI-ESM-MR 192 × 96 Giorgetta et al. (2013)
14 MRI MRI-CGCM3 320 × 160 Yukimoto et al. (2012)
15 NCAR CCSM4 288 × 192 Gent et al. (2011)
16 NCC NorESM1-M 144 × 96 Bentsen et al. (2013)
17 NOAA GFDL GFDL-ESM2G 144 × 96 Dunne et al. (2012)
18 NSF DOE NCAR CESM1-CAM5 288 × 192 Meehl et al. (2013)
The purpose of this study is to investigate the effect of observations in the iden-
tification of climate change signals from multiple GCM outputs in the context of
Bayesian averaging inference. In this chapter, we propose to remove the observation-
based weight (i.e., λ0) in the formulation of the original BWA framework and intro-
duce observational information after FOCs are estimated using GCM outputs solely in
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the stochastic downscaling framework. The formulation for computing the posterior
expected value ν˜ (future period) remains identical to the expression in Tebaldi et al.
(2005) but the estimation of the expected value corresponding to the historic period µ˜
now follows Eq (2.6). The ’bias’ criterion is removed from the weighting scheme that
impacts the estimation of the posterior distributions, and therefore model weights
stem only from the model output convergence at the control and future periods. As
a result, µ˜ has a similar formulation as ν˜, with the term (Xi − ν˜)2 representing the
deviation of the ith model projection from the overall ’convergence’ with respect to
the model ensemble at the control period.
µ˜ =
∑N
i=1 λiXi − θβx
∑N
i=1 λi(Yi − ν − βxXi)∑N
i=1 λi + θβ
2
xλi
(2.6)
Defining appropriate model weights for a multi-model ensemble remains challeng-
ing (Christensen et al., 2010; Knutti , 2010; Weigel et al., 2010). To provide more
context for differences among various weighting schemes, ensemble Simple Averaging
(SA) and Simple Averaging in the Bayesian framework (BSA) are also used here for a
comparison. SA represents the arithmetic average of all GCM projections in the model
ensemble. BSA assigns equal weights to model outputs using the BWA framework -
this is in contrast to the weights that depend on the individual model performance
(Fatichi et al., 2016). Eq (2.7) is used to determine the precision parameter for each
model in the BSA context.
λBSA =
1
0.5
(∑
i=1N(Xi − X¯)2
N
+
∑
i=1N(Yi − Y¯ )2
N
) (2.7)
Equal weights in the BWA framework further imply that the precision parameter
is the same for all models in the GCM ensemble. The denominator in Eq (2.7) is the
average of estimates of model output variances for the control and future periods,
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indicating that the uncertainty of the posterior distributions is related to the overall
variability in GCM outputs. In an analogy with Eq (2.4), outputs from both periods
are used to estimate the weights.
2.2.2 Data
Data from three exemplary locations are used in this chapter: Fresno, CA (36.780◦N,
119.719◦W), Miami, FL (25.917◦N, 80.283◦W), and Flint, MI (42.969◦N, 83.752◦W).
These locations represent different climatic characteristics and have detailed hourly
meteorology data, which are required for parameterizing weather generator. The loca-
tion of Fresno has Mediterranean characteristics with warm, wet winters and hot, dry
summers; Miami has a warm climate and high precipitation throughout the year; the
location of Flint represents typical humid, temperate, continental climate (Peel et al.,
2007). RCP45 and RCP85 are chosen as the emission scenarios due to the availability
of all 18 selected GCMs. Two future periods are simulated: 2041-2070 and 2071-2100
to represent the middle and end of the century. Control (CTL) period is defined as
1961-1990, and observational data for precipitation and temperature for the control
period are downloaded from Meteorological Resource Center (www.webmet.com).
2.3 Results
2.3.1 Original BWA results of estimating FOCs for precipitation
The caveats of including observations in the estimation of FOC distribution are
illustrated in Figure 2.1a. It shows that all models fail to reproduce the observation.
As a result, the posterior distribution for the CTL estimated using the approach of
Tebaldi et al. (2005) has most of its mass shifted away from the cluster of model
outputs towards the observation. This is because the majority of the models have
larger biases, and their weights are thus penalized. The outputs from two models
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(#3 and #7) that are the closest to the observation receive higher weights, even
though they also do not reproduce the observation well. As seen, the shift of the
PDF also propagates into the posterior distribution for future precipitation (Figure
2.1b). This is questionable since the implication is that too much confidence (about
1 or 2 orders of magnitude higher, see Figure 2.1d) is placed in the two models, while
the information contained in the outputs from other models is mostly ignored.
The situation of a substantial disagreement between the model reconstruction of
the historical past and actual observations is not an exception. As Figure 2.2 clearly
shows, the GCM precipitation ensemble fails to capture station-level observations
most of the time: one can see a small slope of the empirical cumulative distribution
function in the region of 50% (Figure 2.2a). Specifically, models tend to overestimate
precipitation in the U.S. Northeast, while underestimating it in the U.S. Southeast.
As a result, the traditional BWA approach tends to over-emphasize the importance
of few models whose outputs ”happen” to be closest to the observations. While
there could be a favorable physical explanation of the better match of these model
results with observations, placement of confidence occurs without consideration of
that. Furthermore, the value of the information contained in other model outputs is
downplayed.
2.3.2 Performance of revised BWA
We focus on mean monthly precipitation and temperature because these are some
of the most significant hydro-meteorological variables. Figure 2.3 illustrates the un-
certainty of results for CTL and FUT periods using the 5 (lower bound) and 95 (upper
bound) percentiles of the BWA posterior distributions for the original and modified
methods. The difference is most pronounced for the distributions of the CTL and
FUT scenarios, while it is less pronounced for the FOC distribution since the effect of
observation between the two periods is partially canceled out by computing the ratio.
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Figure 2.1: Posterior distributions (solid and dashed lines), individual GCM
results (circle symbols), and observations (red diamond symbol) for mean June
precipitation for the location of Miami corresponding to (a) control period
(1961-1990); (b) future period (2041-2070, CMIP5 RCP45 scenario); and (c) the
PDF of factor of change [FUT/CTL]. Subplot (d) shows the median (solid lines)
and the 5th-95th percentiles (lower and upper dashed lines) for GCM ’precision
parameters’ of Tebaldi et al. (2005) (λi) based on 1000 MCMC samples. In subplots
(a)-(c), ’3’ and ’7’ represent the model number in Table 2.1. Traditionall BWA’
indicates Bayesian Weighted Averaging method in Tebaldi et al. (2005); ’Modified
BWA’ indicates the method presented in this chapter; ’SA’ is simpe averaging of
ensemble of model prejections; and ’BSA’ indicates simple averaging, where
constant, pre-determined model weights are used in Bayesian context. ’OBS’ refers
to the observation.
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Figure 2.2: The impact of observations on the shift of the CTL posterior
distribution of mean monthly precipitation (subplot (a), (b)) and temperature
(subplot (a) only). The posterior distribution is estimated using the approach of
Tebaldi et al. (2005). Observations are point measurements from 171 stations
obtained from the Meteorological Resource Center archive (www.webmet.com) for
the continental U.S.: 171 (stations) × 12 (months) = 2502 station-months, 30-year
averages are used. In subplot (a), the X-axis represents the percentile of the
estimated CTL posterior distribution (precipitation or temperature) corresponding
to the median of individual model outputs. For example, 50% implies that the
center of mass of the posterior distribution approximately coincides with the center
of mass of the GCM output ensemble implying that model outputs tend to agree
well with observations; the observation is larger for lower percentile values (such as
illustrated in Figure 2.1a) or smaller for higher percentiles. For example, 0% and
100% imply that the observation is outside of the model output ensemble, and
therefore, the posterior distribution is shifted away from the median of the model
outputs, effectively ignoring information content in GCM simulations. The Y-axis is
the empirical cumulative distribution function estimated using 2051 values. The
slope of the green line is smaller than that of the blue line, illustrating the level of
agreement for precipitation is smaller than for temperature. Subplot (b) shows the
spatial distribution of 171 stations. The symbol size (as shown in the model
ensemble outputs, e.g., values around 50% is largest and around 0% and 100% is the
smallest. The symbol color indicates the direction of the deviation: green means
50%, blue means higher percentile (models overestimate), and red means lower
percentile (models underestimate)
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However, for a few months when GCMs do not well reproduce observations (e.g.,
observations for the month of June-August are at the margin of the model ensemble),
the differences between the original and modified methods in terms of the median of
FOCs are quite appreciable (e.g., 9%, 14% and 16% for respective months). These
differences are quite large because product FOC will be multiplied by observation in
the subsequent steps. Figure 2.1 explicitly shows a comparison of two methods for
the month of June. As Figure 2.1d indicates, the majority of the model precision
parameters λi for the original method are lower than that of the revised approach,
except for models #3 and #7. These two models are considered to be more ’reliable’
(resulting in higher weights in the estimation of the posterior distribution) since their
outputs are closer to the observational values, even though they are outliers in terms
of model output convergence. In Figure 2.1c, it can also be seen that the FOC dis-
tribution inferred using the original BWA shows bi-modality, which results from the
’conflict’ of the two criteria, i.e., the ’bias’ and ’convergence’, in the weight assign-
ment. The reason is that model #3 and #7 gain higher weight than other models,
but their future projections are not consistent with the rest models (i.e., other models
exhibit larger convergence). The bi-modal posterior distribution is also a questionable
outcome since the assumption of the posterior distribution is its normality (Tebaldi
et al., 2005); and a specified percentile (i.e., 50%) of the bi-modal distribution cannot
be used to infer the corresponding properties at maximum likelihood. Conversely,
after the weight of observations has been removed from this procedure, most of the
18 models receive larger weights, and the precision of model ’outliers’ (i.e., models
#3 and #7) drops. Therefore, the revised BWA leads to a conceptually consistent
posterior distribution of FOC, as only models with higher output convergence get the
higher weights.
For the case when model outputs agree with the observation, a comparison be-
tween two methods is quite similar and model precision parameters are essentially the
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Figure 2.3: The 5th-95th percentile uncertainty bounds (blue and red) of the
posterior distributions of mean precipitation for the location of Miami
corresponding to (a) control period (1961-1990); (b) future period (2041-2070,
RCP45 scenario); and (c) the PDF of FOC [FUT/CTL]. The light grey solid lines
correspond to individual GCM monthly precipitation seasonalities. The two dotted
dark grey lines are the 5th-95th percentile uncertainty bounds for the BSA method.
’OBS’ refers to the observed data.
same (see Figure 2.4). Therefore, the revision impact is minimal for such cases and
the proposed method is asymptotically consistent with that of Tebaldi et al. (2005).
For the location of Fresno that exhibits several months with deficient precipita-
tion, the results are qualitatively consistent with the above considerations (Figure
2.5). For the dry summer period, the product FOC is very sensitive to the amount of
the projected change. A small change of precipitation in the future results in a very
large FOC, because the absolute value of the CTL period can be tiny, or even zero
(i.e., resulting in infinite product FOC). Since all GCMs overestimate precipitation,
the posterior distribution for the control period based on the traditional BEA shifted
towards the observation, which is outside of the model ensemble. The effect of ob-
servation also propagates to future posterior, i.e., the mean of the posterior is much
lower than most of the individual model projections.
As before, even though a large difference exists between the traditional and the
revised BWA for the control and future scenarios, the posterior FOC distributions
are similar for most of the months. However, for the driest month (June), the pos-
terior distributions of FTU and FOC contain negative values, which are physically
23
Figure 2.4: Posterior distributions, individual GCM results (circle symbols), and
observations (red diamond symbol) for mean February precipitation for the location
of Miami corresponding to (a) control period (1961-1990); (b) future period
(2041-2070, CMIP5 RCP45 scenario); and (c) the PDF of factor of change
[FUT/CTL]. Subplot (d) shows the median (solid lines) and the 5th-95th percentiles
(lower and upper dashed lines) for GCM ’precision parameters’ of Tebaldi et al.
(2005) (λi) based on 1000 MCMC samples. ’Traditional BWA’ indicates Bayesian
Weighted Averaging method in Tebaldi et al. (2005); ’Modified BWA’ indicates the
method presented in this chapter; ’SA’ is simpe averaging of ensemble of model
projections; and ’BSA’ indicates simple averaging, where constant, pre-determined
model weights are used in Bayesian context. ’OBS’ refers to the observation
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unreasonable (Figure 2.6). This is because the posterior distribution for the future
period is very close to zero due to the effect of observation. As a result, a significant
part of the distribution extends into the negative part of the axis. The percentage
of negative values in the MCMC samples from the joint distribution depends on the
location of the mean parameters (i.e., µ˜ and ν˜) as well as model precision parameters,
which account for the variance of the posterior distribution. To address the issue of
physically unrealistic values for precipitation, we truncated the posterior distribution
at zero and distributed the corresponding mass from the negative range uniformly
to the positive side of the axis. Even though both methods have negative values in
the posterior distribution due to low precipitation depth, the distribution estimated
with modified method is not changed significantly after the truncation (Figure 2.6b,
0.2% of the samples are negative). Since the modified BWA only relies on the model
convergence, this leads to a physically realistic range of precipitation values in the
posterior distribution for dry months. The substantial uncertainty for the traditional
BWA for the month of June (Figure 2.5c, 2.6c) is due to the product FOC is highly
sensitivity when CTL precipitation is small: deviation of FUT estimates from the
near-zero values for the CTL period leads to extremely large FOC, which are anyhow
applied to very low magnitude of precipitation.
Figure 2.7 shows a comparison of the two methods for the location of Flint. Al-
though Flint has an entirely different climate characteristic from the other two loca-
tions, the comparison exhibits features that are consistent with previous results. The
posterior distributions of FOC for both BWA methods for this location agree with
each other since GCMs projections are fairly consistent with observations, and the
climate is relatively wet. As expected, the largest differences can be observed for the
periods when the observation is outside the GCM ensemble.
It is important to note that in contrast to precipitation, GCM temperature es-
timates are more consistent with observation (Figure 2.2a) across the models and,
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Figure 2.5: The 5th-95th percentile uncertainty bounds (blue and red) of the
posterior distributions of mean precipitation for the location of Fresno
corresponding to (a) control period (1961-1990); (b) future period (2041-2070,
RCP45 scenario); and (c) the PDF of FOC [FUT/CTL]. FOC discontinuity of some
GCMs is because the model output at CTL is averaged zero, and therefore the ratio
of FUT and CTL is not defined
as has been pointed out in earlier studies, the primary source of uncertainty is the
emission scenario (Fatichi et al., 2016; Hawkins and Sutton, 2009; Kim et al., 2016).
This also applies to the case study locations (Figure 2.8): as seen, observations do
not affect the estimation of FOCs significantly, and therefore revised version of BWA
does not lead to any significant changes.
All simulation results for all of the considered scenarios for the three study loca-
tions (Miami, Fresno, and Flint), two emission scenarios (RCP45 and RCP85), and
two time windows (mid-century, 2041-2070, and end-century, 2071-2100) can be found
in Appendix A.
2.3.3 BWA versus BSA
Ensemble Simple Averaging (SA) and Simple Averaging in Bayesian (BSA) con-
text are introduced to investigate whether the weighting scheme can appreciably affect
the estimation of FOCs. Figure 2.1 illustrates that the mode of BSA posterior dis-
tribution for CTL and FUT periods is identical to the magnitudes obtained with the
simple averaging method. This demonstrates that the definition of BSA’s precision
parameter in this chapter indeed leads to equal weights in the Bayesian context. Al-
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Figure 2.6: Posterior distributions (solid and dashed lines), individual GCM
results (circle symbols), and observations (red diamond symbol) for mean June
precipitation for the location of Fresno corresponding to (a) control period
(1961-1990); (b) future period (2041-2070, CMIP5 RCP45 scenario); and (c) the
PDF of factor of change [FUT/CTL]. Subplot (d) shows the median (solid lines)
and the 5th-95th percentiles (lower and upper dashed lines) for GCM ’precision
parameters’ of Tebaldi et al. (2005) (λi) based on 1000 MCMC samples. ’Traditional
BWA’ indicates Bayesian Weighted Averaging method in Tebaldi et al. (2005);
’Modified BWA’ indicates the method presented in this chapter; ’SA’ is simple
averaging of ensemble of model projections; and ’BSA’ indicates simple averaging,
where constant, pre-determined model weights are used in Bayesian context. ’OBS’
refers to the observation. In subplots (b),(c), the PDF is truncated at zero and the
mass is redistributed to positive values to maintain the area under the curve equal
to 1.
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Figure 2.7: The 5th-95th percentile uncertainty bounds (blue and red) of the
posterior distributions of mean precipitation for the location of Flint corresponding
to (a) control period (1961-1990); (b) future period (2041-2070, RCP45 scenario);
and (c) the PDF of FOC [FUT/CTL]. The light grey solid lines correspond to
individual GCM monthly precipitation seasonalities. The two dotted dark grey lines
are the 5th-95th percentile uncertainty bounds for the BSA method. ’OBS’ refers to
the observed data.
though Fatichi et al. (2013) previously concluded that in their case study weighting
scheme does not significantly affect the determination of FOCs, we show that there
are cases where a considerable difference exists among the posterior FOC distribu-
tions estimated with SA/BSA and the BWA methods. However, the results of the
revised BWA approach are very close to that of BSA in terms of the first moment
properties. In Figure 2.1c, the revised BWA has a smaller uncertainty and a small
shift of the mean for both CTL and FUT as compared to BSA. This is because BSA is
more sensitive to outliers since it considers all models being ’equal’, while the revised
BWA is more strongly constrained by the convergence of model outputs. Figures 2.3,
2.5, and 2.7 show quite similar comparison between revised BWA and BSA in terms
of FOCs results for the three study locations. Even for the dry month (i.e., the June
in Figure 2.6), no negative samples are generated from the MCMC process in BSA.
This suggests that BSA may be a better alternate method for estimating FOCs when
observed precipitation is pretty low.
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Figure 2.8: The 5th-95th percentile uncertainty bounds (blue and red) of the
posterior distributions of mean temperature for the location of Miami corresponding
to (a) control period (1961-1990); (b) future period (2041-2070, RCP45 scenario);
and (c) the PDF of FOC [FUT/CTL]. The light grey solid lines correspond to
individual GCM monthly precipitation seasonalities. The two dotted dark grey lines
are the 5th-95th percentile uncertainty bounds for the BSA method. ’OBS’ refers to
the observed data.
2.4 Conclusions and discussion
A Bayesian averaging method that combines multiple model outputs based on
their performance in terms of ’bias’ and ’convergence’ criteria is modified to exclude
the former from the estimation of FOC from GCM projections, within the frame-
work of a stochastic downscaling procedure. The modified approach is more robust
in theory, as it is problematic to use the observation twice in the downscaling frame-
work. Specifically, in the original method of Tebaldi et al. (2005), parameter λ0
represents ’natural variability’ for a climate variable (such as monthly precipitation)
of the location of interest. This parameter, through the bias criterion, introduces
observation-based weights in the estimation of the posterior distributions, which is
typically much larger than performance-based weights introduced by individual mod-
els. An analysis of station-level data over the U.S. indicates, models rarely agree with
observations strictly, and this is particularly true for precipitation (Figure 2.2). The
implication is that an observational data point thus provides more information than
any model output, with the consequence that the information content of the model
ensemble has little weight. In the subsequent step of a typical downscaling procedure
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(e.g., Fatichi et al. (2011)), the posterior distribution of FOC is applied to observation
to derive future climate condition and the observation is assumed to represent CTL
with 100% confidence in this stage. This procedure results in a theoretical incon-
sistency: observation information is doubly used with different confidence levels. It
has a relatively large weight to account for the bias when combining outputs of the
climate model ensemble to estimate FOC posterior distribution. However, it is used
with a weight of ’1’ (e.g., certainty) when FOC is applied to derive the characteristics
of future climate. The proposed modification eliminates this theoretical inconsistency
by removing observation information in the first stage of the BWA process. Conse-
quently, separating the estimation of FOCs from observation makes the downscaling
framework less prone to artifacts.
Potential artifacts have been pinpointed in this study. The inclusion of observa-
tional data may introduce unpredictable impacts for precipitation downscaling. For a
typical situation when precipitation observation deviates significantly from the model
ensemble cluster, one or few models that happen to be closest to the observation re-
ceive the dominant weights in the estimation of the posterior distributions. When
estimating distribution for future conditions, it may be dangerous to translate the
model performance for the past conditions (bias criterion) into the model perfor-
mance of the future conditions because of the weak relation between current/historic
climate evaluation and future projection (Knutti , 2010). Further, the distribution
of factors of change inferred using the original BWA approach may reflect a conflict
of the two criteria defining individual model weight: the proximity of its output to
historical observations (i.e., the bias) and the level of agreement with the other mod-
els (i.e., the convergence). As our results indicate, the two criteria can result in the
bi-modality of the posterior distribution. The modified BWA leads to conceptually
consistent posteriors that center around the model ensemble median. Another issue
stemming from the inclusion of the bias criterion in the original BWA approach is the
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presence of dry periods in site seasonality: physically inconsistent, negative values
can be generated in the precipitation posterior distributions. While the revised BWA
may also contain a negative region, its fraction is much smaller since the estimation
relies only on GCM outputs, which are physically consistent.
To investigate the effect of the weighting scheme after removing observations from
the original Bayesian framework, we compared the new-weighting scheme with the
Bayesian Simple Averaging (BSA) approach that uses equal, pre-determined (before
MCMC simulation) model weights. The median of the BSA posterior distributions
is identical to the ensemble arithmetic average (referred to as SA here), but the
spread of the BSA distribution is controlled by the precision parameter (see Eq (2.7)).
Although there may be other formulations for the precision parameter, the solution
of linking the spread of the posterior distribution to an estimate of the variance of
model projections is a reasonable approximation. The difference between the results
of the application of the original BWA and BSA/SA methods is non-negligible, while
the modified BWA approach shows results comparable to BSA/SA. This comparison
implies that the difference in weighting schemes is not crucial for determining FOCs
when the bias criterion is not included. Although the validity of the convergence
criterion as a metric of model credibility has been questioned (Knutti , 2010), removing
the bias criterion appears to be reasonable for estimating FOCs and leads to a robust
weighting method.
At last, we need to note that the weighting scheme is not critical for product
FOC in very dry months since the absolute bias is negligible. In those cases, BSA
shows superiority as compared to the modified BWA method, as no negative value is
generated on the CTL, FUT, and FOC posterior distributions. Therefore, BSA may
be an alternative method for estimating FOCs for dry climate conditions.
Additional results were developed for mean monthly temperature. A comparison
between the original BWA method and the one proposed here shows that they are
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very similar. The reason is that the accuracy of temperature modeling is higher than
that of precipitation: temperature is a state variable of models, while precipitation is
a flux much more challenging to predict. This is reflected in both better agreement of
model outputs with observations (i.e., smaller bias, Figure 2.2) and lower coefficients
of variation representing the variability of GCM ensemble (i.e., higher convergence).
In summary, we show that the criteria used to weight members of a multi-model
ensemble can be critical in identifying the most probable climate change signal and
the associated uncertainty and that observations must be used with care when one
defines weighting criteria. A revised Bayesian Weighted Averaging method was pro-
posed that retains key features of the original method. The revised approach accounts
for the convergence of multiple models in simulating climate change signal and as-
signing uncertainties but avoids an explicit use of observations in estimating factors
of change.
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CHAPTER III
Change of Flooding Seasonality Caused by
Climate Change
3.1 Introduction
Runoff is an essential source of fresh water, whose major phase is closely related
to the life of humanity (Hall et al., 2014). For example, the major phase of runoff can
result in floods, which is among the most impactful natural hazards of all weather-
related events in terms of fatalities and material costs (Doocy et al., 2013). But it
also replenishes reservoir and rivers, carries tremendous energy, and is an essential
source of irrigation for agriculture in arid areas. Therefore, understanding the pattern
of runoff in space and time is crucial for flooding control, water supplies, crop yield,
water quality control, and hydropower generation. Its characteristics, such as mag-
nitude, frequency, and seasonality, can be affected by human-induced climate change
since warmer temperature intensifies the water cycle. The conclusions for the direc-
tion and magnitude of peak annual streamflow changes remain controversial between
observation-based analysis and climate model projections (Greve et al., 2018; Gud-
mundsson et al., 2019; Hirsch and Ryberg , 2012; Lins and Slack , 2005; Mallakpour
and Villarini , 2015; Milly et al., 2005; Yang et al., 2017). But there is high confidence
that the frequency of extreme floods (associate with maximum runoff within a year)
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has increased, and this trend will continue in the future (Hirabayashi et al., 2013;
Hirsch and Archfield , 2015; Milly et al., 2002; Slater and Villarini , 2016). In terms
of seasonality, numerous studies have been done to understand the effect of climate
change on maximum annual streamflow occurrence date, so far they only have focused
on historical period trends at station level (Blo¨schl et al., 2017; Clow , 2010; Cunder-
lik and Ouarda, 2009; Villarini , 2016). In this study, we investigate the change of
seasonality of peak runoff in the future at the US continental scale.
Strong flood seasonality has been reported over the US continent (see Figure
3.1), attributed to different flooding generation mechanisms (Berghuijs et al., 2016;
Villarini , 2016). Specifically, precipitation and soil water conditions are the factors
explaining the occurrence of the highest flows over central US (Slater and Villarini ,
2016) and west coastal areas (Berghuijs et al., 2016; Ye et al., 2017). In western
mountain areas (Li et al., 2017; Yan et al., 2019) and northeastern US (Hodgkins
et al., 2003), snowmelt and snowfall are the dominant drivers of runoff. The higher
temperature in the future can affect precipitation, soil moisture, snowmelt, which will
result in a change of runoff seasonality in different regions.
In this study, we project changes in runoff seasonality for the end of the 21st
century at the US continent scale based on runoff projections of 10 General Circular
Models (GCM) from the fifth phase of the Coupled Model Intercomparison Project
(CMIP5). GCMs estimate runoff (i.e., water excess in a grid cell), not streamflow
(i.e., flow at a given point in the channel), and annual peak runoff is used to indicate
the major phase of runoff in this work rather than annual peak flow (commonly used
in other studies). Runoff routing to streamflow can introduce additional uncertainty
since the coarse spatial resolution of GCM computational mesh cannot adequately
represent basin lag. Further, a comparison between the Livneh et al. (2013) runoff
dataset and streamflow measured at USGS gauges (see Figure 3.3) illustrates that
the correlation between the average annual runoff and streamflow is strong in both
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Figure 3.1: Peak annual runoff timing seasonality computed with daily runoff of
Livneh et al. (2013) between 1961 and 1990. The direction of the arrow represents
the averaged occurrence dates of 30 years, and the length and color represent the
concentration metric (ψ) of Blo¨schl et al. (2017). The concentration metric (ψ)
varies from 0 to 1, where ψ = 1 means the peak annual runoff occurs at the same
date, where ψ = 0 means evenly distributed. 3 examples are selected to visualize the
distribution of peak annual runoff dates in the inserted plot. The green circle,
diamond, and square correspond to high (ψ = 0.9), medium (ψ = 0.6) and low
(ψ = 0.1) concentration metric, respectively.
magnitude and timing, suggesting the lag effects of the watershed is not significant at
this scale. Another advantage is that runoff projection allows us to study the spatial
variability of the entire US continent excluding the effects of water management
compared to point-level streamflow.
It has been established in the literature that projections based on a multi-model
ensemble are preferred over single model outputs (Knutti , 2010; Tebaldi and Knutti ,
2007). Biases of GCM projections of hydrological variables (e.g., temperature, precip-
itation) can be significant (Knutti , 2010; Xu et al., 2018), and therefore they must be
reduced before any robust conclusion climate change can be drawn. Consequently, we
apply a Bayesian weighting averaging (BWA) method (Smith et al., 2009) to produce
multi-model ensemble inference, which relies on model performance in the past and
convergence in the future to assign model weights.
35
3.2 Methods and Data
3.2.1 Multi-variate Bayesian Weighting Averaging
Bayesian weighted averaging (BWA) approach of Smith et al. (2009), Tebaldi et al.
(2005) has grown in popularity as a sufficiently general tool to assess uncertainty in
climate change from multiple model projections with minimum subjective assump-
tions. This approach is derived from the reliability ensemble average (REA) method
introduced by Giorgi and Mearns (2002) to integrate outputs, such that the model
weights are based on performance in the past period with historical observations and
model output convergence in the future period. The first version of BWA was univari-
ate such that each location was considered separately, creating solutions informed by
the model performance at local scale (Tebaldi et al., 2005). In the cases of substantial
model - observation differences, this version could produce problematic posterior dis-
tributions (Xu et al., 2018), also see Chapter II. To extend the approach utility, Smith
et al. (2009) proposed a multivariate version of BWA that simultaneously considers
a set of outputs in multiple regions. Model weights rely on its performance in all re-
gions/locations considered, which ensures a more robust model skill evaluation given
site-to-site variations of uncertainties. Specifically, the issues presented in Chapter
II can be resolved with this multivariate version since the observation at a single
location will not be overweighted. Another advantage of the multivariate Bayesian
method is fewer parameters are required in calculating the posterior distribution than
the univariate version. When a large number of locations are considered, using the
multivariate Bayesian approach is much more computationally efficient. Readers are
referred to Smith et al. (2009) for a detailed derivation, and only a brief description
of the formulation is introduced here.
Smith et al. (2009) postulated that the jth climate model projections in the past
and future at ith region are denoted as Xij and Yij, e.g., j = 1, . . . ,M , and i =
36
1, . . . , R, where M is the total number of models in an ensemble and R is the total
number of regions considered. Xi0 represents the associated historical observation
from the same past period. It is assumed that observations and projections are
random Gaussian variables that are distributed as:
Xi0 ∼ N
[
µ0 + ζi, λ
−1
0i
]
(3.1)
Xij ∼ N
[
µ0 + ζi + αj, (ηijφiλj)
−1] (3.2)
Yij|Xij ∼ N
[
ν0 + ζ
′
i + α
′
j + βi(Xij − µ0 − ζi − αj), (ηijθiλj)−1
]
(3.3)
where λ0i represents the variability of Xi0 based on the observational data. Other
parameters are assumed with the following prior distribution and all mutually inde-
pendent:
µ0, ν0, ζi, ζ
′
i, β0, βi ∼ U(−∞,∞)
θi, φi, ψ0, θ0, c, aλ, bλ ∼ Ga [a, b]
λj|a, bλ ∼ Ga [aλ, bλ]
ηij|c ∼ Ga[c, c]
αj|ψ0 ∼ N
[
0, ψ−10
]
α′j|αj, β0, θ0, ψ0 ∼ N
[
β0αj, (θ0ψ0)
−1]
(3.4)
Conventionally, Ga [a, b] denotes gamma distribution with shape parameter a and
rate parameter b. The parameters µ0 and ν0 are interpreted as the global means, ζi
and ζ ′i are the differences from the global mean defined for a specific region ’i’, and
αj and α
′
j represent the global biases for a specific model ’j’ for the past and future
periods, respectively. In terms of the variance assumption in Eq (3.4), λj represents
variation from the jth model, φi represents variation at ith region in the past, and
ψi represents the variation at ith region in the future. The introduction of ηij here
is to guarantee climate models have different variation patterns at different regions.
The uniform distribution is selected over (−∞,∞), a, b, and c are set to 0.01 to
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ensure all the priors are uninformative. Another three hyperparameters β0, θ0, ψ0 are
used to define the common distribution of climate models. The analytical forms of the
joint posterior distributions are unknown, but closed-forms of each marginal posterior
distribution are derived in the appendix of Smith et al. (2009). In practice, Markov
Chain Monte Carlo (MCMC) process is used to estimate the posterior distributions
(Smith et al., 2009).
The occurrence date of annual peak runoff is the variable of interest inferred from
the GCM outputs. Daily GCM runoff outputs are used to derive the annual peak
runoff timing, and Day of Year (DOY) is used to represent the occurrence date, with
January 1st corresponding to 1 and December 31st to 365 (or 366 during a leap year).
The original BWA cannot be applied directly to DOY due to its circular nature. For
example, for a given grid location, the observed DOY of annual peak runoff is 5,
and two climate models can produce outputs of annual peak runoff on days 10 and
365. Although both of such outputs correspond to the dates equally distant from the
observation, the model with the value of 365 would be regarded as having a poor skill
in BWA due to the large absolute difference of DOY values placed on a linear scale.
To resolve this issue, we use the differences between the modeled and observed dates
as the variable of interest in BWA to convert the circular variable to linear variable:
X˜i0 = 0,
X˜ij = Xij −Xi0,
Y˜ij = Yij = Xi0.
(3.5)
X˜i0 is taken as constant 0 for all the i− s to evaluate model performance over the
past period, since the more X˜ij deviates from 0 (e.g., X˜i0), the less skillful for model
Xij to reproduce Xi0. A method of directional statistics (Berens , 2009) is used to
calculate the differences in Eq. (3.5). Those new quantities are then used to replace
Xi0, Xij, Yij in Eq (3.3).
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3.2.2 Robustness of GCMs
Although the Bayesian framework is used to increase the confidence of multi-
model projections, the projection uncertainty can still be significant, particularly at
a local scale (Xu et al., 2018). To investigate the consistency of the GCMs used, a
robustness metric (R) introduced in Knutti and Sedla´cˇek (2013) is used in this work:
R = 1− A1
A2
, (3.6)
where A1 is defined as the integral of the squared area between two cumulative density
functions (CDFs), one constructed from combined individual model projections and
the other one from the BWA projection for a future period. Variable A2 is the integral
of the squared area between two CDFs, both constructed from the BWA of model
outputs for future and past periods. TheA1 andA2 represent ’model noise’ and ’model
signal’, respectively. Therefore, the robustness metric can be interpreted as a measure
of model relative agreement on the change in future projections. In the original
application of Knutti and Sedla´cˇek (2013), the Gaussian distribution is assumed for
CDFs, and their parameters are estimated from the sample mean and variance. In this
work, we use the von Mise distribution (Abramowitz , 1974) because of the circular
nature of the downscaled DOY variables. The two parameters of the distribution,
preferred direction (µ) and concentration (κ), are estimated from the samples with
the circular statistics tool as in Berens (2009). Specifically, the parameters µ and 1/κ
are analogous to the mean and variance in the normal distribution.
3.2.3 Runoff projections
Realizations from 10 GCMs developed in different institutions were downloaded
from the CMIP5 database (http://pcmdi9.llnl.gov/) to reduce the dependence
among models. The 10 GCMs selected in this study satisfy the criteria of availability
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of daily runoff, precipitation, soil moisture, and snow amount outputs and complete-
ness of spatial coverage over the contiguous US. Emission scenarios corresponding
to Representative Concentration Pathway (RCP; van Vuuren et al., 2011) 45 and
85 are used. RCPs are predictions of how concentrations of greenhouse gases in the
atmosphere will change in the future as a result of human activities, such as RCP 45
represents moderate temperature increase, and RCP 85 assumes ”business as usual”
in the future. Three assessment periods were chosen: past (1961-1990), mid-century
(2041-2070), and end-century (2071-2100).
3.2.4 Historical runoff dataset
Long-term estimates of daily runoff (surface water yield per unit area) provided
by Livneh et al. (2013) is used in this study as true ’observations’ within the Bayesian
framework of multi-model downscaling to reduce bias. This daily runoff is obtained
as output of the Variable Inltration Capacity (VIC) model (Liang et al., 1994) forced
with precipitation and temperature, at the spatial resolution of 1/16◦ × 1/16◦.
We selected 5,217 daily streamflow gauges from United States Geological Survey
(USGS; see Figure 3.2), which have at least 15 years data between 1961 and 1990,
to verify the runoff dataset of Livneh et al. (2013). The majority of the watersheds
are much smaller than the GCM resolution, therefore, it is not appropriate to correct
the bias of GCMs runoff with streamflow observations. The accuracy of the average
annual runoff magnitude and annual maximum runoff date is verified by the USGS
streamflow data, as shown in Figure 3.3. The discharge time series of the USGS gauge
data were converted to annual runoff by dividing by the respective contributing area
(Fekete et al., 2002). Runoff of all grid cells in Livneh et al. (2013) that are located
inside a watershed corresponding to a given USGS gauged outlet were aggregated.
The annual peak runoff dates from both datasets were subsequently identified and
averaged for the selected period (e.g., 1961-1990) with the method of directional
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Figure 3.2: Watershed delineation of the selected 5,217 USGS daily streamflow
gauges (left panel) and the distribution of the corresponding contributing area
(right panel).
statistics (Berens , 2009).
Because GCM outputs and the runoff dataset have different meshes, they were
converted to the same 1◦ × 1◦ resolution for computational convenience. Specifically,
we first re-mapped all GCM outputs to 1/16◦ × 1/16◦ resolution with the nearest
neighbor method. Then, both GCM and the runoff data layers were aggregated by
averaging over grid cells falling inside the respective elements of the 1◦ × 1◦ mesh.
3.3 Changes of peak annual runoff timing
BWA produces a posterior distribution of the multi-model mean of peak annual
runoff dates for the past and future periods separately. Then, we can construct
the posterior of the change based on the two posteriors. The change is defined as
the distance of the peak runoff time between the future and historical periods. For
example, Figure 3.4b shows the BWA posteriors of both periods at a single grid cell
specified in subplot a, and subplot c shows the posterior of the change of the peak
runoff seasonality.
Figure 3.5 illustrates the change of averaged peak annual runoff timing between
the future and the control periods from multi-model BWA posterior at maximum
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Figure 3.3: Validation of daily runoff data of Livneh et al. (2013) in terms of (a)
mean annual runoff magnitude with all selected 5,217 USGS gauges, and (b) mean
annual peak runoff magnitude , and (c) mean annual peak runoff date with 1,379
USGS gauges whose concentration metric of Blo¨schl et al. (2017) is larger than 0.6
over 1961 ∼ 1990. See Appendix B for how to the comparison is implemented.
X-axis represents data based on observations at USGS gauges and Y-axis represents
data product of Livneh et al. (2013). The blue dashed line is the 1:1 reference line
and the red solid line is the linear regression line. The shading level depth is
positively associated with the point density.
Figure 3.4: Multi-model BWA posterior of one grid cell locates in subplot (a) for
the control period (solid blue line) and future period (end century, RCP85, red
dashed line) in subplot (b). The blue markers represent the mean peak annual
runoff dates from each GCM during the control period, and the red markers are for
the future period. The black square is the mean date from Livneh et al. (2013) at
this grid cell, which is used as ”observation” in the Bayesian framework. Subplot (c)
represents the posterior of the change of days between the future and past that
constructed with the corresponding posteriors.
likelihood, and four cases due to the combination of two future periods and two
emission scenarios are presented separately. Robustness metric of Knutti and Sedla´cˇek
(2013) is used to calculate the robustness of the multi-model projections, and grids
with high robustness (robustness metric > 0.6) are stippled with green dots. The
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fraction of areas showing changes with high robustness for these four time periods
is (a). 9.3%, (b). 10.2%, (c). 10.7%, and (d). 17.2%, implying that the higher the
increase in temperature, the more significant and consistent changes are projected by
GCMs. In terms of spatial pattern, the changing trends are similar for all the cases
for some regions: the snowmelt dominant regions, such as Rocky Mountain, and New
England, are projected that annual peak runoff shifts to earlier months. The runoff
peak is delayed for the Midwest, southern Florida, and part of the west coast, where
the soil moisture is the key factor (Ivancic and Shaw , 2015). The change in the West
Gulf exhibits high uncertainty due to the low concentration (e.g., peak annual runoff
occurs uniformly over a year), where the monsoon typically causes the peak annual
runoff. The changes have different directions in the upper Missouri basin between the
end-of-century period for RCP85 and the other three cases, but model uncertainties
can cause this.
3.4 Attributions for the change of peak annual runoff timing
To understand the attributions of this timing change pattern, we investigate out-
puts of daily precipitation, surface snow amount, and top layer soil moisture from
CMIP5 multi-model ensemble. While extreme heavy precipitation (e.g., return pe-
riod larger than 100 year) is always associated with peak annual runoff (Smith et al.,
2013), change of peak annual precipitation timing cannot explain the peak annual
runoff timing change as shown in Figure 3.6. Specifically, there is no correlation be-
tween the change of maximum precipitation timing and the change of peak runoff
timing. The maximum 3-day, 5-day, and 7-day accumulated precipitation are not
associated with peak annual runoff based on our results (see Figure 3.11, 3.12, and
3.13). This is consistent with the studies based on stream gauge data showing that
snowpack dynamic and antecedent soil wetness play a more critical role in generating
peak runoff than precipitation only (Ivancic and Shaw , 2015), except for the urban
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Figure 3.5: Change of mean peak annual runoff occurrence date between future
period (FUT) and control period (CTL). The differences (FUT − CTL) are taken
from the BWA posterior at maximum likelihood (Figure 3.4c). The grid cells with
high robustness (metric of Knutti and Sedlek (2012) > 0.6) are stippled with green
points.
areas where heavy rainfall is the primary driver (Sharma et al., 2018).
We use maximum annual snow amount (i.e., the mass of surface snow) occurrence
time to denote the onset of snow melting, and Figure 3.7 shows its change in terms of
arithmetic multi-model mean. There is a strong correlation between the peak runoff
timing change and the peak snow amount timing change for the grid cells with early
shift annual peak runoff, and the corresponding robustness metric is larger than 0.6
(see Figure 3.10 blue squares). This good correlation supports the hypothesis that
global warming induces earlier snowmelt and results in earlier peak runoff in the areas
where snow-related processes dominate the runoff generation mechanism.
We selected projections of daily soil moisture of the top layer (at 10 cm) to in-
vestigate the relationship between soil wetness and peak runoff. Soil moisture can
reach saturation many times in a given year, which makes it is different from pre-
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Figure 3.6: Change of annual peak precipitation time between future period and
control period. The differences are calculated from the simple average mean of
selected GCMs in terms of annual peak precipitation time (e.g., FUT CTL).
cipitation and snow amount that we can identify a single maximum value in a year.
Thus, we identified all dates within the spring period (from February to May) when
soil moisture is larger than 95% of saturated soil moisture out from the control pe-
riod and future period separately from all the GCMs to construct cumulative density
function (CDF). In this study, maximum soil moisture over all periods is identified
as saturated soil moisture. Figure 3.8b shows the multi-model based CDFs of both
periods for one of the grid cells that show delayed peak runoff corresponding to the
end-century RCP 85 scenario, and the change is robust (e.g., grids stippled with green
dots in Figure 3.5). Apparently, the CDF of future period shifts as a whole to a later
time of the year compared to that of the control period, meaning that the centroid
of the wet period during the spring is moving to a later time due to global warming.
Since we constrain the dates in the CDF to the spring period, this delay reflects the
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Figure 3.7: Change of annual maximum snow amount time between the future
period and the control period. The differences are calculated from the simple
average mean of annual maximum snow amount time (e.g., future - historical). The
white pixels represent maximum snow amount is less than 100 kg/km2 (equivalent
to 10 mm in water depth) in the future period.
overall control of precipitation, evapotranspiration, and snow melts on the subsurface
wetness due to the persistence of soil moisture (Ghannam et al. 2016). Peak annual
runoff may occur on any day along with the CDF, but we calculate the difference
between the two CDFs at the median value to assess the difference between the dis-
tribution centroids. Figure 3.9(d) illustrates this change over the whole US continent
corresponding to the end-century RCP 85 scenario, which correlates with the shift
of annual peak runoff timing clearly (see Figure 3.10). Additionally, as shown in
Figure 3.10, the correlation is similar to the shift of CDF at 25% and 75% percentile,
implying that the selection of the percentile on CDF does not affect the results.
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Figure 3.8: CDF of all the dates between February and May that soil moisture is
larger than 95% of saturated soil moisture from all the selected GCMs during
control period (blue solid line), and end century with RCP 85 (red dashed line)
from the grid cell shown as green square in subplot (b).
Figure 3.9: The shift of centroid of soil saturation period during Spring time (from
February to May) between future period and control period. The soil saturation
period includes the dates between February and May that soil moisture is larger
than 95% of saturated soil moisture. We constructed CDFs for the soil saturation
period with all the selected GCMs for the control and future period separately (see
Figure 3.8 for the example of the CDFs at one grid cell). The values in the map of
all the subplots are the differences between these two CDFs at 50% percentile.
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Figure 3.10: The regression between the peak annual runoff timing change and the
peak snow amount timing change (blue squares), and the shift of median of CDF
defined in Figure 3.8 for the end-century and RCP 85 scenario. Only pixels with
early shift (delay shift) of peak annual runoff timing with high robustness metric are
presented in the blue squares (red squares). The grey plus and star signs represent
the regression of runoff timing change with the 25% (pluses) or 75% (stars) change
of the distribution of spring days of soil saturation, respectively.
3.5 Conclusion
Our results show a clear pattern of peak annual runoff timing change caused by
the global climate change that drives changes in the physical processes of land-surface
hydrology. In summary, snowmelt will occur earlier in the future due to increased
temperature, and this will cause an early shift of peak annual runoff in the regions
where runoff is dominated by snowmelt. For the other regions with peak annual runoff
timing projected to delay, we found the centroid of soil wetness period delays as well.
Those changes can pose severe threats to the society and environment since we are
already adapted to the original runoff seasonality (Blo¨schl et al., 2017). Further,
all the changes are projected to be more significant and more robust by the end of
21 century if we maintain the current greenhouse gas emission levels, as RCP 85
represents business as usual scenario (van Vuuren et al., 2011). Hence, it is urgent
for us to constraint the global warming under some level to mitigate the change of
high runoff seasonality, for instance, the 1.5◦C target set by Paris Agreement.
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Figure 3.11: Change of annual maximum 3-day accumulated precipitation time
between future period and control period. The differences are calculated from the
simple average mean of selected GCMs in terms of annual peak precipitation time
(e.g., FUT CTL).
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Figure 3.12: Change of annual maximum 5-day accumulated precipitation time
between future period and control period. The differences are calculated from the
simple average mean of selected GCMs in terms of annual peak precipitation time
(e.g., FUT CTL).
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Figure 3.13: Change of annual maximum 7-day accumulated precipitation time
between future period and control period. The differences are calculated from the
simple average mean of selected GCMs in terms of annual peak precipitation time
(e.g., FUT CTL).
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CHAPTER IV
Estimation and Projections of Evapotranspiration
Using Maximum Entropy Production Theory
4.1 Introduction
Evapotranspiration (ET) is an important component of surface water and energy
cycle, which transfers the water from the land surface back to the atmosphere. ET
accounts for 60% of the land precipitation (Oki and Kanae, 2006), and over half of
the net radiation is used in this process (Huang et al., 2017; Trenberth et al., 2009)
at the global scale. The temperature is projected to continue increasing until the end
of the 21 century due to human activities, which has an impact on ET. Any changes
in ET can affect precipitation, and the associated latent heat flux helps to control
surface temperatures. Therefore, it is imperative to understand the effect of climate
change on ET.
The reliability of ET estimation at any space-time scale remains challenging. Al-
though eddy covariance (EC) measurement systems (Gerken et al., 2018; Restrepo-
Coupe et al., 2013; Baldocchi et al., 2001) provide observations of land surface fluxes at
high temporal resolutions, they are representative of fairly small footprints (∼ 1km2).
Furthermore, EC measurement errors are generally as high as 20% (Wilson et al.,
2002), and pose certain gap-filling issues (e.g., during low turbulence mixing condi-
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tions). Thus, models are required to simulate ET at any scale, using in-situ or remote
sensing observations. Classical methods for estimating ET requires input data on wa-
ter vapor gradient, wind speed, and surface roughness as well as model parameters
such as stomatal resistance and atmospheric resistance. These inputs or parameters
are often difficult to obtain on ground (Brutsaert , 1982), making it challenging to
evaluate ET accurately in space and time.
Recently, a novel model based on the theory of maximum entropy production
(MEP) (Dewar , 2005) was proposed by Wang and Bras (2009, 2011) for partitioning
net radiation into latent (e.g., λE) or ET, sensible (H), and ground heat (G) fluxes.
Unlike other methods that require ad hoc parameterizations, the MEP model only
needs three inputs, i.e., net radiation, specific humidity, and temperature. The only
parameter is soil thermal inertia of the surface where the radiative exchange takes
place. This model has been validated with field observations for a diverse range of
biomes (e.g., bare soil, sparse dry shrubs, grazed pasture, temperate forest, ocean,
snow, and ice surface) with satisfactory performance (Huang et al., 2017; Nearing
et al., 2012; Shanafield et al., 2015; Wang et al., 2014; Yang et al., 2013). But the
MEP model was not yet assessed for highly bio-diverse regions such as the Amazon
to obtain ET estimates at regional scales. In this chapter, we first fill this gap by
assessing whether the MEP model yields a robust skill across scales with inputs of
different origins for the Amazon region.
4.1.1 ET estimation at Amazon rainforest
Amazon rainforest represents 60% of the world’s remaining rainforests, playing a
critical role in the global water, energy, and carbon cycles (Davidson et al., 2012; Kim
et al., 2012b; Malhi , 2012). Amazon forest transfers a large volume of water from
the land surface to the atmosphere through ET. Therefore, any change of ET over
Amazonia may affect climate at the regional and global scales (Maeda et al., 2017;
53
Spracklen et al., 2012). Due to the recent severe drought events in 2005 (Marengo
et al., 2008), 2010 (Lewis et al., 2011), and the strong 2015-2016 El Nin˜o episode
(Jime´nez-Mun˜oz et al., 2016), it is imperative to investigate how the basin-wide ET
might be affected, particularly if there is an impact from water stress.
Different methodologies have been applied to modeling ET over the Amazon rain-
forest. Shi et al. (2008); Shuttleworth and Pereira (1988); Werth and Avissar (2004)
used the classical Penman-Monteith (P-M) formulation with canopy and aerodynamic
resistances as the two key parameters. Canopy resistance behavior can be approxi-
mated through inverse estimation (Jarvis et al., 1976), but effective parameterizations
are cumbersome for tropical biomes with high diversity (ter Steege et al., 2013). Other
inputs, such as wind speed and surface roughness, are difficult to obtain. Bowen ratio
energy balance method is another approach widely used to estimate ET (Biudes et al.,
2015; de Abreu Sa´ et al., 1988; Shi et al., 2008; Sommer et al., 2002), however, the
method is sensitive to the measurement accuracy of water vapor gradient (Hu et al.,
2014). Additionally, water budget analysis has also been applied to estimate ET at
the Amazon basin scale (Karam and Bras , 2008; Maeda et al., 2017). This approach
computes ET as the residual of the basins water budget equation and requires pre-
cipitation, river discharge, and change in the basins water storage as input. Reliable
historical discharge records are limited, preventing robust application of this method
to most areas of the basin.
While previous studies carried out comprehensive analyses, environmental (e.g.,
net radiation, vapor pressure deficit) and biophysical (vegetation traits) controls on
ET in the Amazon are yet to be fully understood (Christoffersen et al., 2014; Werth
and Avissar , 2004). For instance, net radiation is the main driving force of ET (Fisher
et al., 2009; Hasler and Avissar , 2007; Hutyra et al., 2007). This is maintained
even for the relatively dry southern part of the Amazon, where ET appears to be
sustained by the soil water storage (Jurez et al., 2007). However, General Circulation
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Models (Hasler and Avissar , 2007) and land surface models (Dickinson et al., 2006)
report that annual ET is closely correlated with precipitation, implying that seasonal
drought might have an appreciable control on the forest canopy conductance (Costa
et al., 2010). Hence, an interplay of the main ET limitations (energy vs. water)
remains unclear for seasonally dry conditions and episodes of severe water stress.
Furthermore, the role of leaf phenology in regulating forest water flux in the Amazon
region during seasonal droughts is not well understood (Christoffersen et al., 2014;
Manoli et al., 2018; Wu et al., 2016). Overall, the estimation of water fluxes from the
rainforest during drought periods requires an improved understanding of biophysical
controls on canopy conductance, vegetation phenology, and root water uptake. The
biodiversity of the Amazon region also implies that accurate parameterization of the
primary ET agent – vegetation will remain challenging. Therefore, a parsimonious
model of ET (i.e., a model with fewer inputs and parameters) is desirable, particularly
at larger scales.
In this chapter, we apply the MEP method to a set of sites with detailed heat flux
measurements and varying conditions of seasonal water stress. The MEP modeled
ET is further compared with ET estimates from the widely used Moderate Resolution
Imaging Spectroradiometer terrestrial ET (MOD16A2) product, at both local and
basin scales.
4.1.2 Future projections of ET from GCMs
As discussed in Chapter II, model outputs from GCMs carry biases that need
to be addressed by comparing to observations before any reliable statements can be
drawn. However, the number of sites with measurements suitable for ET estimation
is limited, and measurement periods are typically short compared to other variables
(e.g., precipitation, temperature). Thus, the evaluation of GCM ET performance with
observations is limited to sparse locations and short periods (Yao et al., 2016). Other
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studies use reanalysis, satellite-based products, Land Surface Model (LSM) results, or
multi-dataset synthesis to assess ET estimates obtained from GCMs. (Mueller et al.,
2011, 2013; Mueller and Seneviratne, 2014).
In this chapter, we provide an assessment of ET estimates from GCM for the whole
US continent with ET derived from the residuals using the water budget method.
We use the precipitation and runoff provided by a long-term hydrological dataset
of Livneh et al. (2013), which relies on Variable Infiltration Capacity (VIC) model
driven by precipitation and temperature from numerous observed stations. Further,
we show that the skill of GCM in simulating ET can be improved by running MEP
model with net radiation, temperature, and specific humidity. Although MEP model
requires fewer inputs than the classical model, it is still accurate since the information
entropy guarantees the relevance and logical consistency of the information provided
by the input variables (Xu et al., 2019).
MEP model yields more robust projections of ET driven by GCM outputs, as
the uncertainty of the variables that are hard to obtain (e.g., wind speed, roughness
depth, resistance parameters) are excluded. Additionally, if the elevated CO2 will
enhance the ET by increasing the area of transpiring leaves or suppress ET due to a
decrease of stomatal conductance is still not clear (Pan et al., 2015). The parsimony
of MEP avoids the use of the stomatal resistance in estimating ET. Our results show
that long-term annual ET performance at the US continent is improved for each GCM
and multi-model ensemble by using the MEP method.
4.2 Data
4.2.1 Eddy flux sites
To verify MEP at the Amazon rainforest, we selected data from nine flux towers
from the Large-Scale Biosphere-Atmosphere Experiment in Amazonia (LBA) project
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(Keller et al., 2004) to assess the modeled ET. A detailed description of site charac-
teristics can be found in Table 1 of Restrepo-Coupe et al. (2013) and Table 4.1. The
sites have the following abbreviations in this study: CAX - Cauxiana island (tropical
rainforest), K34 Manaus (tropical rainforest), K67 Santarem K67 (tropical rain-
forest), K77 Santarem K77 (pasture-agriculture), K83 Santarem K83 (selectively
logged tropical rainforest), BAN Bananal island (forest-savanna ecotone), RJA -
Reserva Jaru (tropical wet and dry forest), FNS Fazenda Nossa Senhora (pasture),
PDG - Pe de Gigante (savanna). Observations of latent and sensible heat fluxes are
used in comparisons at their original (hourly) and aggregated (daily and monthly)
temporal scales. Only days with valid measurements for all daytime hours (from 6:00
to 19:00) are used to compute heat fluxes at daily scale. The magnitude of night-
time ET is much lower than that of daytime flux, making it a negligible contribution,
and therefore not considered in this analysis. Since the daily flux data may have
gaps, only months with at least 20 days of available data are used for comparisons at
the monthly scale. Using this criterion leads to sparse data for each individual site,
therefore analyses at this scale involve multiple sites.
4.2.2 Drought index
Drought severity is represented by surrogate metrics and includes vapor pressure
deficit (VPD) and cumulative water deficit (CWD). For a rainforest environment,
VPD indirectly reflects the degree of soil control on the vegetation-mediated water
flux that responds to the atmospheric demand (Novick et al., 2016): the higher VPD,
the higher the level of decoupling of the atmospheric state from the moisture source.
VPD is computed for the height at which the eddy fluxes are measured (Table 4.1).
CWD is an indicator of meteorologically-induced water stress used in several previous
studies in the Amazon (Araga˜o et al., 2007; Lewis et al., 2011). More negative CWD
corresponds to more severe water stress. Specifically, we use the precipitation data
57
T
a
b
le
4
.1
:
E
d
d
y
co
va
ri
an
ce
si
te
s
u
se
d
fo
r
va
li
d
at
in
g
M
E
P
ID
S
it
e
N
am
e
L
at
/L
on
C
an
op
y
H
ei
gh
t
[m
]
B
io
m
e
T
y
p
e
L
A
I
[m
2
/m
2
]
M
ea
su
re
m
en
t
P
er
io
d
C
A
X
C
ax
iu
an
a
1.
72
S
/5
1.
53
W
30
-3
5
T
ro
p
ic
al
ra
in
fo
r-
es
t
5.
14
01
/0
1/
99
-
07
/3
0/
03
K
34
M
an
au
s
2.
61
S
/6
0.
21
W
30
-3
5
T
ro
p
ic
al
ra
in
fo
r-
es
t
4.
7
06
/1
4/
99
-
09
/3
0/
06
K
67
S
an
ta
re
m
K
67
2.
85
S
/5
4.
97
W
35
-4
0
T
ro
p
ic
al
ra
in
fo
r-
es
t
6.
0
01
/0
2/
02
-
31
/1
2/
14
K
77
S
an
ta
re
m
K
77
2.
42
S
/5
4.
88
W
0-
0.
6
P
as
tu
re
-
A
gr
ic
u
lt
u
re
(s
in
ce
D
ec
20
01
)
2.
52
01
/0
1/
00
-
12
/3
0/
05
K
83
S
an
ta
re
m
K
83
3.
01
S
/5
4.
58
W
35
-4
0
S
el
ec
ti
ve
ly
lo
gg
ed
tr
op
ic
al
ra
in
fo
re
st
4.
9
06
/2
9/
00
-
03
/1
2/
04
B
A
N
B
an
an
al
is
la
n
d
9.
82
S
/5
0.
13
W
18
tr
ee
s
u
n
d
er
-
st
or
y
S
ea
so
n
al
ly
fl
o
o
d
ed
,f
or
es
t-
sa
va
n
n
a
ec
ot
on
e
3.
5-
4.
5
10
/2
4/
04
-
12
/0
8/
06
R
J
A
R
es
er
va
J
ar
u
10
.0
8S
/6
1.
93
W
30
T
ro
p
ic
al
w
et
an
d
d
ry
fo
re
st
5.
5
03
/1
2/
99
-
11
/1
4/
02
F
N
S
F
az
en
d
a
N
os
sa
S
en
h
or
a
10
.7
6S
/6
2.
36
W
0.
2-
0.
5
P
as
tu
re
1.
4(
20
00
)
2.
8(
20
03
)
02
/0
4/
99
-
11
/0
4/
02
P
D
J
P
e
d
e
G
ig
an
te
21
.6
2S
/4
7.
63
W
1-
3
(7
3%
)
¡8
(2
7%
)
S
av
an
n
a
(c
er
-
ra
d
ao
)
6
01
/0
1/
04
-
12
/3
1/
06
58
from Tropical Rainfall Measuring Mission (TRMM), and estimate averaged evapo-
transpiration from the flux tower data for wet and dry seasons to construct CWD.
The following algorithm is used to generate CWD time series for month ’n’:
CWDn = CWDn−1 − ETn + Pn,
if CWDn > 0, then CWDn = 0,
CWD0 = 0
(4.1)
Since the calculation of CWD should start from the wet period with CWD = 0
and the Amazon basin experienced intense drought in 1997-1998 (Williamson et al.,
2000), we compute monthly CWD from 1999 to 2017.
4.2.3 Remote sensing and reanalysis products
MOD16A2 product provides global terrestrial ET using a modified P-M method
(Mu et al., 2007, 2009, 2011) driven by remote sensing data from MODIS and the
global reanalysis meteorological data from the Modern-Era Retrospective Analysis
for Research and Applications (MERRA; Rienecker et al., 2011):
ET =
∆(Rn −G) + ρcp(es − ea/ra)
∆ + γ(1 + rs/ra)
(4.2)
where ρ is the air density, cp is the specific heat of air, es is the saturated vapor
pressure, ea is the actual vapor pressure, ∆ is the slope of vapor pressure curve, γ
is the psychrometric constant, ra is the aerodynamic resistance, and rs is the sur-
face resistance. Collection 5 provides continuous ET at a temporal resolution of
8 days (available through Google Earth Engine http://earthengine.google.com)
or monthly (available through Numerical Terradynamic Simulative Group, NTSG,
http://www.ntsg.umt.edu/), both at 1 km resolution. MOD16A2 Collection 6 data
product is also available but not used here due to lower spatial coverage and similar
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performance as collection 5.
To estimate the basin scale ET over the Amazon, net radiation, and surface tem-
perature from the SYN-1deg monthly Clouds and the Earth’s Radiant Energy System
(CERES) product (Wielicki et al., 1996), as well as the MERRA product, are used to
drive the MEP model. The finer 3-hourly SYN-1deg CERES product was previously
used by Huang et al. (2017) to produce global ET. Since direct observations of ET do
not exist, the MEP-simulated ET at the basin scale was assessed against MODIS ET
product and water budget analysis. The original 1-km resolution MODIS product
was converted to the 1-degree resolution by averaging all MODIS grid values inside
the corresponding CERES grid cells.
4.2.4 Water budget method
Long-term mean annual ET can be obtained from the water balance equation:
ET = P −R + dS
dt
(4.3)
where P is the mean annual precipitation , R is the mean annual runoff, and
dS
dt
represents the rate of change of soil water storage. For evaluating averaged ET at the
amazon basin scale, mean precipitation from TRMM 3B42 daily product (Huffman
et al., 2007) aggregated to the basin scale and the mean annual runoff obtained by
dividing streamflow at the most downstream gage station Obidos (http://www.grdc.
sr.unh.edu/html/Polygons/P3629000.html) by the contributing area is used in Eq
(4.3). The streamflow data are provided in the supplementary material of Lopes
et al. (2016). While the watershed area at Obidos does not correspond to the entire
Amazon basin (see its delineation in Figure 4.1), the analyses are carried out for this
catchment. The data for the period of 2003 - 2013 were used here, assuming that the
change of water storage is negligible (i.e.,
dS
dt
≈ 0).
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Figure 4.1: Boundary for the Amazon basin and the contributing area for
streamflow gauge at Obidos
For the analysis of ET at the US continent, annual mean precipitation and runoff
between 1961 and 1990 are taken from Livneh et al. (2013). The change of water
storage in the soil is neglected here as 30 years is long enough. Due to the lack of
observations of ET for the selected period, the performance of this ET estimation is
validated indirectly by comparing the precipitation (see Appendix B) and runoff with
WebMET precipitation and USGS streamflow (see Figure 3.3).
4.3 Maximum Entropy Production theory
Readers should refer to Wang and Bras (2009, 2011) for a detailed derivation of
the MEP model, and Hajji et al. (2018) for the improvement of model performance
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under water stress by introducing a stomatal openness related parameter. Only a
brief description of the MEP model is shown in the following.
Net radiation (Rn) is partitioned into surface heat fluxes λE, H, and G as:
Rn = λE +H +G (4.4)
In the MEP theory, a dissipation function of energy fluxes D is expressed as:
D(λE,H,G) ≡ 2λE
2
Ie
+
2H2
Ia
+
2G2
Is
(4.5)
Where Ie, Ia, and Is are the thermal inertia associated with the corresponding fluxes
described in Wang and Bras (2009, 2011). There exists a unique solution for each
flux term in Eq (4.5) that maximize the dissipation function of Eq (4.5) under the
constraint of energy conservation of Eq (4.4) (Wang and Bras , 2010):
G =
B(σ)
σ
Is
I0
H|H|−
1
6
λE = B(σ)H
(4.6)
where B(σ) is a function of a dimensionless parameter σ characterizing water and
thermal state of the evaporating surface (Wang and Bras , 2011):
B(σ) = 6
(√
1 +
11
36
σ − 1
)
σ =
λ2
cpRv
qs
T 2s
(4.7)
In the above, λ is the vaporization heat of liquid water, Rv is the gas constant
for water vapor and qs and Ts represent the specific humidity and temperature at
the transpiring surface, respectively. Combining Eqs. (4.4), (4.6), and (4.7), one can
solve for λE (and H). Two versions of the MEP formulation are presented in Wang
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and Bras (2011): soil evaporation and canopy transpiration.
4.3.1 Evaporation
Only evaporation (EvMEP ) from the soil is considered when the land surface is
bare soil. The thermal inertia of soil is related to the soil moisture:
Is = Ids +
√
θIw (4.8)
In the above, Ids is the thermal inertia of dry soil, θ is the volumetric soil moisture,
and Iw is the thermal inertial of water (e.g., 1.56× 103 [Jm2K1s120]). For the domi-
nant types of soils on Earth, Ids varies from 600 to 1000 [Jm
2K1s12] (Farouki et al.,
1981; Wang et al., 2010). A constant value Ids = 800 [Jm
2K1s12] is used in this
study, and Huang et al. (2017) suggests such assumption will not introduce signif-
icant uncertainty for the ET estimation. Parameterization of Ia, Ie, and I0 can be
found in Wang and Bras (2009, 2011). Further, qs and Ts should be measured at the
soil surface to compute σ.
4.3.2 Transpiration
For the case of closed canopy where the energy balance is defined at the canopy
top, ground heat flux G is negligible compared to λE and H. Thus, the energy
conservation of Eq (4.4) is reduced to:
Rn = λE +H (4.9)
Under this constraint, the solution of Tr that maximizing Eq (4.5) in the MEP context
is:
Tr =
Rn
1 +B−1(σ)
(4.10)
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Recalling the equation of B(σ) in Eq (4.7), Tr can be solved. In this version, qs and
Ts represent the specific humidity and temperature at the leaf surface, respectively.
Those measurements at the leaf level are commonly unavailable. Since MEP model
is insensitive to temperature (Xu et al., 2019), Ts may be replaced with near-surface
air temperature (Ta) without leading to appreciable uncertainty.
When unavailable, qs my be parameterized in terms of specific humiidty within
leaf stomatal cavities qsat(Ts, ψs) as:
qs = ηsq
sat(Ts, ψs) (4.11)
where qsat(Ts, ψs) is given in Eq (A2) of Wang and Bras (2011), ψs is leaf water
potential, and ηs(0 ≤ ηs ≤ 1) is a parameter related to the openness of leaf stomatal
apertures. Specifically, when stomata close to prevent water loss, this results in a
difference between qs and q
sat within the stomatal cavity, expected to be particularly
pronounced during water stress periods. Hajji et al. (2018) used soil moisture to
evaluate ηs and showed an improved MEP performace under significant water stress:
ηs(θ) = min
[
1,
10(θ − θmin)
3(θmax − θmin)
]
(4.12)
where θ is the volumetric soil moisture, θmin and θmax represent the soil moisture of
capacity and wilting point. In practice, θmin and θmax can be estimated by the 1st
and 99th percentile of the distribution of long-term soil moisture data when the soil
types are unknown.
However, the degree to which water stress controls transpiration in Amazonia is
still unclear (Christoffersen et al., 2014), making it challenging to determine ηs. When
estimating ET in Amazon basin, above-canopy air specific humidity (qa) was used as
a surrogate of qs in the site-level analysis since surface soil moisture is unlikely to be
a suitable metric to characterize water stress of the Amazon where plants may take
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up water from very deep soil (Brum et al., 2019; Ivanov et al., 2012; Nepstad et al.,
1994). In the MEP-based analysis that relies on CERES product, qs is replaced with
qsat.
4.3.3 Vegetation fraction
ET of any GCM grid consists of evaporation from bare soil and transpiration from
the vegetated surface, therefore, the vegetation fraction is required to separate ET.
Hajji et al. (2018) proposed a relationship between Normalized difference vegetation
index (NDVI) and vegetation fraction in the context of MEP theory:
fveg =
NDV I −NDV Imin
NDV Imax −NDV Imin . (4.13)
However, NDVI is not available in GCM and any other satellite dataset during the
control period. Leaf area index (LAI) is a dimensionless quantity that characterizes
plant canopies. It is a measure for the total area of leaves per unit ground area and
directly related to the amount of light that can be intercepted by plants. We use Leaf
Area Index (LAI) as a surrogate of NDVI to approximate vegetation fraction since
there exists a relationship between LAI and NDVI (Saito et al., 2001):
fveg =
LAI − LAImin
LAImax − LAImin . (4.14)
Once fveg, EvMEP , and TrMEP is calculated at each grid cell, the ET of MEP is:
λEMEP = (1− fveg)× EvMEP + fveg × TrMEP (4.15)
where the subscript ”MEP” refers to the MEP method for estimating evapotranspi-
ration, as given above in Eq. (4.10) for Tr and Eq. (4.6) for Ev.
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4.4 Energy budget imbalance
4.4.1 Bowen Ratio Closure method
A typical magnitude of measurement errors of the EC method is 20% of the budget
(Gerken et al., 2018; Wilson et al., 2002), leading to imbalance of the measured surface
energy budget. The imbalance issue makes it difficult to evaluate model performance
by directly comparing the model estimates with EC surface flux data. Specifically, in
the context of the MEP approach, the energy conservation statement as in Eq (4.9) is
automatically satisfied, while the sum of EC-measured latent and sensible heat flux
is often lower than Rn as shown in Figure 4.2 and 4.3 for hourly and daily scale,
respectively. The Bowen ratio closure method (Mallick et al., 2016; Twine et al.,
2000) is used here to address this problem. Bowen Ratio (Bo) obtained directly from
the measurements of λEOBS and HOBS is assumed to be valid, and the net energy
imbalance is redistributed to the surface heat fluxes:
Bo =
HOBS
λEOBS
λ˜E =
RnOBS
1 +Bo
(4.16)
where OBS refers to observed fluxes, and λ˜E is the corrected flux. The assumption of
invariance of the Bowen ratio in Eq (4.16) implies a specific relationship between the
errors of heat flux measurements, demonstrated here to be acceptable. Furthermore,
one needs to keep in mind that Eq (4.9) is a reduced form of the energy budget
equation for a vegetated surface (Brutsaert , 1982, p. 209). Diurnal dynamics of heat
storage in the biomass and air and diffusive ground heat flux are not accounted for
as they are believed to represent relatively smaller energy budget components during
daylight hours for a rainforest environment (de Abreu Sa´ et al., 1988). Ground heat
flux can be safely assumed to be negligible for the majority of the sites, with the
possible exception of K77, FNS, PDG. However, the diurnal changes of heat storage
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within the canopy can be significant for the case of tropical rainforest (Lindroth et al.,
2010; Moore and Fisch, 1986) due to the high amount of biomass.
Leuning et al. (2012) pointed that energy balance could be closed at the daily scale
because when the heat storage energy is averaged over 24 hours, it is negligible com-
pared to the other terms in the energy conservation statement. However, sufficiently
large energy closure problems for the study sites remain at the daily (see Figure 4.3)
and even the monthly scales (not shown here), pointing to the need to address the
issue of imbalance in the eddy flux measurements. Additionally, a relatively lower
correlation between Rn and λE +H at K77, BAN, and PDG (e.g., R
2 < 0.5 at daily
scale, and R2 < 0.75 at hourly scale) may result from significant ground heat flux or
data quality issues. This large discrepancy between Rn and λE + H will introduce
high uncertainty in the MEP model since Eq (4.16) is used. Therefore, the results of
K77, BAN, and PDG are not presented in the result section.
4.4.2 Biomass and air heat storage
An analysis of the heat storage term carried out below further confirms that the
energy imbalance mainly results from the measurement uncertainty of eddy fluxes.
Specifically, approximation of formulation for heat storage in a vegetation layer pro-
posed in Moore and Fisch (1986) and the parameters used in Ivanov et al. (2012)
are adopted here: the specific heat capacity of wood is 2.93 [J · g−1 ·K−1], the heat
capacity of foliage is 3.50 [J ·g−1 ·K−1], 80% of leaf mass is assumed to be water. The
canopy biomass density is estimated from the method defined in Ivanov et al. (2012),
and a constant wood biomass density is assumed to be 30 [kg C ·m−2] including both
live and dead tissues (Saatchi et al., 2007).
Hourly tower data for the K67 site between 11-16-2017 and 12-11-2017 are selected
due to their continuity. The average observed diurnal cycles for Rn, λEOBS, HOBS,
and estimated heat storage (S) for the selected time window are shown in Figure 4.4a.
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Figure 4.2: Scatter plots of hourly observed net radiation (X-axis) vs. hourly
observed latent heat flux plus sensible heat flux (Y-axis) for all of the study sites. A
comparison only for the daytime hours (6:00am 19:00pm) is presented here. The
blue dashed line is the reference1:1 relationship. The red solid line represents the
linear regression line, with the regression equation and R2 shown in each subplot.
Figure 4.4b is the corresponding scatter plot for the hourly time series comparison.
Although this estimation is based on an ad-hoc selection of parameters from prior
studies, the result is not overly sensitive to the parameter values within their plausible
ranges. Even after adding the estimated heat storage term S to the eddy fluxes
λEOBS+HOBS, the total heat maintains a significant deficiency in the energy balance
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Figure 4.3: Scatter plots of daily observed net radiation (X-axis) vs. daily
observed latent heat flux plus sensible heat flux (Y-axis) for all of the study sites.
Daily value corresponds to average for daylight hours (6:00am 19:00pm). The blue
dashed line is the reference 1:1 relationship. The red solid line represents the linear
regression line, with the regression equation and R2 shown in each subplot.
(Figure 4.4a: λEOBS+HOBS+S). As shown in Figure 4.4c, at the daily scale, the heat
storage term is negligible, as compared to the other terms in the budget equation.
Therefore, the energy imbalance present in the observed series is certainly caused
by the measurement errors in λEOBS and HOBS at the daily and monthly scales, as
ground heat flux and heat storage components are negligible at these scales.
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Figure 4.4: Approximated estimation of heat storage by biomass and air at K67.
Subplot (a) shows the diurnal cycles of observed net radiation (Rn), latent heat flux
(λEOBS), sensible heat flux (HOBS), and heat storage (S). Subplot (b) is the scatter
plot for the comparison of Rn and λEOBS +HOBS + S (or λEOBS +HOBS), and
subplot (c) is the corresponding daily change of heat storage and its mean value
over the analyzed period.
4.4.3 Sensitivity analysis of Bowen ratio closure method
We selected K67 for testing the sensitivity of the Bowen ratio closure method by
perturbing the error term added to the observed heat fluxes λEOBS and HOBS:
λ˜E = λEOBS + λE = (1 + α)λEOBS
H˜ = HOBS + H = (1 + β)HOBS
Rn = λ˜E + H˜
(4.17)
where λE and H represent the error terms added to the original observations to
close the energy balance and obtain the corrected fluxes λ˜E and H˜. The parameters
α and β represent the ratios of the error term for corresponding observed fluxes.
The Bowen ratio closure method in Eq (4.16) corresponds to the case of
α
β
= 1,
as the ratio between the observed and the corrected fluxes is kept constant. In the
sensitivity test, we use different magnitudes of the ratio
α
β
to redistribute the error
terms in the corrected fluxes λ˜E and H˜ and subsequently carry out linear least squares
regression for the MEP-estimated hourly latent heat and the corrected observation
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λ˜E. The relationships between the slope and R2 of the regression line and
α
β
are
shown in Figure 4.5 (left panel). The ratio
α
β
→ 0 implies adding the residual heat
(e.g., Rn−λE−H) to H˜, while as α
β
→∞ represents the case when the imbalance is
biased towards λ˜E. Gerken et al. (2018) suggested that H may dominate the residual
energy between Rn and λE +H, implying that the Bowen ratio closure method may
not be appropriate in the form of Eq (4.16). Figure 4.5 (right panel) shows that the
averaged Bowen ratio is unreasonably high when the residual energy is increasingly
redistributed to sensible heat flux. Concurrently, Figure 4.5 (left panel) demonstrates
that the corrected flux λ˜E becomes increasingly dissimilar from MEP-based estimates
for progressively smaller values of
α
β
. Additionally, the measurement errors λE and
H should be of the same order of magnitude, suggesting
α
β
should not close to that
two limits (0 or ∞). In summary, the Bowen ratio closure method appears to be an
acceptable method to resolve the energy imbalance issue with the ratio
α
β
being close
to 1 (Figure 4.5, left panel). The clear advantage is that the method provides the
corrected fluxes λ˜E and H˜ that correspond to the energy balance closure.
Figure 4.5: Sensitivity analysis of the Bowen ratio closure method using K67 data.
The subplot on the left shows the relationship of the MEP performance metrics
(evaluated using the least squares regression line slope and the corresponding R2)
with respect to the hypothesized ratio of the flux errors α/β. The subplot on the
right shows the averaged Bowen ratio (at the hourly scale) for the corrected λ˜E and
H˜.
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4.5 Estimation of ET using MEP in Amazon
4.5.1 Validation of MODIS ET for tropical rainforest
Previous studies validated the MOD16A2 Collection 5 product against in situ flux
data across a wide range of sites around the world with both satisfactory (Miranda,
2017; Mu et al., 2011; Velpuri et al., 2013) and less than adequate performance (Hu
et al., 2015; Long et al., 2014; Wang et al., 2015). We report here that for tropical sites
across the Amazon basin, the skill of the MODIS ET remains a challenge. Specifically,
Figure 4.6(a)-(b) illustrate a comparison of MOD16A2 ET product with observed
data at the K67 site (chosen as an exemplary location because of data longevity
and reliability). The phase shift, biases, and the low coefficient of determination
(R2) of the MODIS ET product are apparent as shown in the figure, and a similar
skill for the other sites can be reported (not shown). Figure 4.6(c) illustrates a
comparison using data from all flux sites in the Amazon at the monthly scale: as
seen, MODIS ET tends to underestimate at the lower range of evapotranspiration
magnitudes and overestimate at the higher range. While inaccuracies may result
from biases in the MERRA forcing data, the skill of MODA216 is not improved
when estimation relies on site-level observations, as reported by their user guide
(https://lpdaac.usgs.gov/products/mod16a2v006/).
4.5.2 MEP model performance at Amazon rainforest
A comparison between MEP-based estimates and original/uncorrected observa-
tions (Figure 4.7) shows that MEP tends to overestimate ET for all sites. There are
two possible reasons for that: (a) water stress is not accounted for since the surface
resistance parameter ηs is ignored; (b) the energy budget imbalance in the observed
data. To determine whether water stress is responsible for the ET estimation using
the MEP method, the observed λE is first corrected using the Bowen ratio closure
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Figure 4.6: A comparison of the MODIS ET product (denoted as MODIS) for the
K67 site. Subplot (a) shows a comparison of the time series at 8-day resolution (i.e.,
average over 8 days): OBS refers to the data described in Restrepo-Coupe et al.
(2013) and Corrected refers to flux magnitudes adjusted using Eq (4.16). Subplot
(b) compares fluxes in (a) in the form of a linear regression, also adding
MEP-modeled ET resolved at the same temporal scale. MODIS ET is compared
with the corrected monthly ET observations for 9 sites across the Amazon in plot
(c). R2 was calculated excluding data for K77, BAN, and PDG whose observed
surface fluxes were intermittent. The grey dashed lines in subplot (b), and (c)
represents the reference 1:1 relationship.
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method as in Eq (4.16) to satisfy energy conservation.
Figure 4.8 illustrates a close agreement between the MEP modeled and the cor-
rected observed ET at hourly scale with the regression exhibiting high R2 (about
0.9) and the slope of the relationships being close to 1 for the majority of the sites.
The results for K77, BAN, and PDG sites are not shown due to data quality issues.
Although the simulated ET tends to be somewhat lower than the corrected observa-
tions overall, it is consistent with the replacement of qs with qa. Specifically, qa should
underestimate qs when λE is positive (e.g., away from the vegetated surface to the
atmosphere), leading to lower estimates of the heat flux. Further, using Eq (4.11)
with the assumption of ηs = 1 (i.e., no water stress) as a surrogate of qs leads to
similar MEP performance, but higher magnitudes (not shown here). Using saturated
humidity in the MEP theory provides an estimate of potential ET.
4.5.3 Invariance of MEP model skill with temporal scale
While the MEP model performs well at the hourly scale (section 4.5.2, also see
Wang and Bras (2011) for other environments), in many hydrologic analyses it is
sufficient to have daily or even monthly resolution. This is particularly true for areas
where accurate hourly data are unavailable, and this is representative of most of
the tropics. Figure 4.8g shows that MEP modeled ET is in close agreement with
observations at the monthly (and daily, not shown here) scale. Input data at site-
level are expected to have higher accuracy than reanalysis products that are also
representative of coarser scales. Nonetheless, using the SYN-1deg monthly CERES
net radiation and surface temperature data (Figure 4.8h) also results in a closer
agreement of MEP model estimates with observations as compared to MOD16A2 ET
(Figure 4.6c).
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Figure 4.7: Scatter plots of hourly MEP simulated latent heat flux (X-axis) vs.
observed (uncorrected) latent heat flux (Y-axis) for all of the study sites. A
comparison only for the daytime hours (6:00am 19:00pm) is presented here. The
blue dashed line is the reference 1:1 relationship. The red solid line represents the
linear least-squares regression line, with the equation and R2 shown in each subplot.
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Figure 4.8: Scatter plots of MEP estimated ET (X-axis) against observed ET
(Y-axis) corrected using the Bowen ratio closure method (Eq (4.16)) for selected
study sites at hourly scale (subplot (a) to subplot (f)) and at monthly scale
(subplot (g) and subplot (h)). Comparison only for the daytime hours (6:00am
19:00pm) at the hourly scale is presented. In subplot (g), MEP is driven by
observed net radiation, air temperature, and air specific humidity. In subplot (h),
MEP is driven by CERES net radiation and surface temperature. The blue dashed
line is the reference 1:1 relationship. The red solid line represents the linear
least-squares regression line, with the equation and R2 shown in each subplot (at
monthly scale, the data for K77, BAN, and PDG are excluded).
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4.5.4 MEP ET under drought conditions
Although MEP model estimates agree well with observations without considering
drought impacts, vegetation control of water loss can be an important factor during
dry intervals of high-intensity (Costa et al., 2010). Soil matric potential in the root
zone drives plant response, but relevant data are never available, and suitable prox-
ies are typically used. To assess MEP performance at varying moisture conditions,
we adopted vapor pressure deficit (VPD) and cumulative water deficit (CWD) to
represent drought severity, and ET is defined below to denote the MEP performance:
λE = λEMEP − λEcorrected (4.18)
where λEcorrected is computed from Eq (4.16). Drier conditions are associated with
higher VPD, and therefore, ET estimates without explicit inclusion of drought con-
trol on the function of plant stomata are expected to be higher than measured ET.
However, there is no significant relationship between VPD and λE(Figure 4.9a), indi-
cating the MEP model performs consistently across a range of VPD. Likewise, there
is no significant relationship found between λE and CWD (Figure 4.9b). Chi-Square
test of independence (McHugh, 2013) is used to test the relationship between the
performance and drought indicators with the null hypothesis that MEP performance
is independent with droughts. The p-value for pairs of data sets in subplots (a) and
(b) of Figure 4.9 are 0.2391, and 0.2928 respectively. Thus, we can accept the null
hypothesis that the performance of the MEP model is not affected by any drought
level in our validate data.
4.5.5 ET estimation at basin scale
There is a substantial difference in the spatial distribution of ET between MEP
and MODIS derived estimates (see Figure 4.10 as an illustration), which are driven
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Figure 4.9: The effects of (a). VPD, and (b). CWD on the performance of
MEP-based estimates (λEMEP − λEcorrected).
by different data products (CERES vs. MERRA). To address the comparison uncer-
tainty caused by differences in inputs, we run MEP analysis with: (1) CERES net
radiation and surface temperature; (2) CERES net radiation and MERRA air tem-
perature and air specific humidity at 2 m; and (3) MERRA net radiation and CERES
surface temperature. The results are scaled up by averaging ET over the Amazon
basin. Figure 4.11 illustrates a comparison of these scenarios. The original MODIS
ET product has a prominent phase shift when compared to the MEP ET that uses
CERES data (case 1). From the similarity of the time series for cases 1 and 3, one
may conclude that net radiation in MERRA and CERES is in close agreement (but
note the peak differences in Figure 4.11b). The MEP estimates for case 2 are quite
lower, dropping below MODIS ET magnitudes, implying that the source of specific
humidity is quite important.
Although the monthly MEP ET (driven by CERES data) and MODIS ET (driven
by MERRA) have discrepancies at the basin scale, the long-term annual ET is con-
sistent between the two estimates. For example, the annual ET averaged from 2003
to 2013 is 1,280 mm (MEP ET) and 1,284 mm (MODIS ET). Both methods over-
78
Figure 4.10: ET estimates from the MEP theory (left panel, driven with CERES
net radiation and surface temperature) and MODIS ET product (central panel:
driven with MERRA meteorological data) for August 2008. Average daily latent
heat flux is illustrated; the unit in the color bar is [W/m2]. The original resolution
of MODIS (1000 m×1000 m) is upscaled to the CERES resolution (1 deg×1 deg) by
averaging values in MODIS grid cells in the corresponding CERES grid cell. The
difference between the two products (MODIS - MEP-based estimates) is illustrated
in the right panel.
estimate ET, as compared to the water budget method, which yields 1,088 mm, but
is still within the range suggested in earlier studies (Maeda et al., 2017).
4.5.6 Discussion
Our results show that the performance of the MEP model has an adequate skill
in simulating ET across the Amazon. The model performance is consistent under a
variety of possible water stress situations, even though drought impacts on water flux
are not included explicitly. The two indicators representing the drought intensity
show no clear, statistically significant signal in the differences between the MEP
ET and observed ET. This fining provides indirect evidence in support of previous
research, arguing that the Amazon rainforest is resilient to seasonal water limitations
and mild droughts (Davidson et al., 2012). Another possibility is that the effect of
canopy constraint on water flux is already reflected in MEP inputs net radiation or
air specific humidity. Further evaluation is necessary under the conditions of extreme
water limitation, such as the 2015 drought (Jime´nez-Mun˜oz et al., 2016).
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Figure 4.11: A comparison of ET between MODIS and MEP based estimates at
the scale of the Amazon basin. The red solid line represents the monthly MODIS
ET product downloaded from the NTSG website; the other times series represent
MEP analysis carried out using inputs from different meteorological data sets: (1)
net radiation and surface temperature from CERES (the blue solid line); (2) net
radiation from CERES, while air temperature and air specific humidity at 2 m from
MERRA (the green solid line); and (3) net radiation from MERRA and surface
temperature from CERES (the black dashed line). The corresponding seasonality is
presented in subplot (b).
Site-level MEP ET is more consistent as compared to the MOD16A2 product.
The inferior performance of the MODIS product is likely due to the high biodiversity
of the Amazon rainforest, making it difficult to characterize the resistance terms in Eq
(4.2). Specifically, the MOD16A2 product uses LAI to parameterize canopy processes
and resistance (Mu et al., 2011), which is highly variable and challenging to capture
with remote sensing (Araga˜o et al., 2005; Hilker et al., 2015).
Both MEP ET and MODIS ET yield similar long-term averages at the Amazon
basin scale but are higher than the average obtained with the water budget analysis.
This overestimation with the MEP model might be caused by lack of inclusion of water
limitation effect during droughts: while we do not find a clear signature of droughts
at the site-level comparison, the two major droughts in the analysis period (i.e., 2005
and 2010) may not have been pronounced at the flux sites with observational data.
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But other areas in the basin can be affected by the drought significantly. Using
the saturated specific humidity qsat from Eq (4.11) as a proxy for qs (i.e., ηs = 1)
expectedly results in ET overestimation. Using qa as an alternative proxy for qs
might address the drought effects. For example, the MEP ET corresponding to case
3 in Figure 4.11b yields basin-scale ET of 1,200 mm, which better matches the
estimate from the water budget analysis. Another possible contributing factor is the
overestimation of net radiation by the CERES product, as shown in Figure 4.12, also
previously reported for the continental U.S. by Jin et al. (2011).
Figure 4.12: Validation of (a). CERES, and (b) MERRA net radiation products
with tower observation. Y-axis represents observed monthly net radiation in both
subplots. X-axis represents the CERES and MERRA monthly net radiation
respectively.
Furthermore, higher MEP ET is obtained in the basin southeast (Figure 4.10),
characterized by savannas, grasslands, and croplands (∼17.5% of the basin, Figure
4.13). It is reasonable to assume that ground heat flux is non-negligible for these
land-surface types. But this heat flux is ignored here, leading to higher ET from non-
forested areas, e.g., 1115 mm (MEP) vs. 979 mm (MODIS) in 2008, as an example.
Hence, the MEP ET at the basin scale can be further improved by addressing ground
heat flux in sparsely vegetated areas.
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Figure 4.13: Land cover type for 2008 from MODIS Land Cover Product
(MCD12Q1 Type-1). The classification scheme associated with each color is listed
in the legend. The red line is the watershed boundary corresponding to Obidos
station, which is used for basin scale analysis in this chapter.
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While the MEP model is parsimonious and does not require variables of high
uncertainty (e.g., LAI, surface resistance, wind speed, roughness lengths, etc.), a rel-
evant question is whether model inputs are readily available. Fairly accurate remote
sensing (e.g., CERES, Figure 4.12) and reanalysis data (e.g., MERRA) of net radi-
ation and temperature are becoming increasingly available. Surface humidity data
are however unavailable, but can be estimated from soil moisture and temperature
(Hajji et al., 2018) or replaced by near-surface air humidity. Thermal inertia of soil
is another MEP parameter for bare soil (not used here), which can be parameterized
as an empirical function of soil moisture through statistical analysis. The increasing
abundance and quality of data sources support the possibility of future regional and
global ET assessments with the MEP model.
Overall, the presented analysis demonstrates the ability of the MEP model to
simulate ET in the Amazon rainforest realistically. We underline that the model
performance can be attributed to efficient use of available information about four
aspects of the ET process: energy supply, liquid water supply, evaporation potential,
and transport of water vapor (Shuttleworth, 1993). The theoretical foundation of
the MEP method is the well-established maximum entropy principle in the Bayesian
probability theory and information theory (Jaynes , 2003). The information entropy
guarantees the relevance and logical consistency of the information provided by the
input variables (net radiation, surface temperature, and humidity) to ET parame-
terization. Additionally, the extremum solution of the Monin-Obukhov similarity
equations (Wang and Bras , 2010) allows one to avoid using gradients in the MEP
model formulation. In summary, it is an attractive method to assess regional en-
ergy budgets in tropical rainforest environments. Accurate ET estimates from MEP
may help understand mechanisms of transition from dry to wet season (Wright et al.,
2017), investigate the legacy effects of droughts (Saatchi et al., 2013), and improve
precipitation modeling (Yin et al., 2013) over the Amazon.
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4.6 Climate change impact on ET in future
Outputs from Global Climate Models (GCMs) are usually used to study the im-
pact of climate change on the variable of interest. In this section, we selected GCMs
from 12 individual institutions that participate in the CMIP5 based on the availabil-
ity of required inputs, i.e., net radiation, specific humidity, near-surface temperature,
leaf area index, and top layer soil moisture (Table 4.2). These models also provide
outputs of latent heat flux (e.g., ET), which will be used for comparison with MEP-
based ET estimates. Three periods are selected: 1961-1990 for the control period
(CTL), 2041-2070 for mid-century (MID), and 2071-2100 for the end-century (END).
RCP45 and RCP85 are used in this chapter to represent the emission scenario in
the future period (FUT). Outputs from all the GCMs are converted to 1◦ × 1◦ with
bi-linear interpolation for computational convenience.
Table 4.2: A list of CMIP5 models used for evaluating ET in MEP
No. Institution Model name Resolutions References
1 BNU BNU-ESM 128 × 64 Wei et al. (2012)
2 CCCMA CanESM2 128 × 64 Chylek et al. (2011)
3 CSIRO BOM ACCESS1-0 192 × 145 Bi et al. (2013)
4 INM Inmcm4 180 × 120 Volodin et al. (2010)
5 IPSL IPSL-CM5A-LR 96 × 96 Dufresne et al. (2013)
6 MIROC MIROC5 256 × 128 Watanabe et al. (2010)
7 MOHC HadGEM2-ES 192 × 145 Jones et al. (2011)
8 MRI MRI-CGCM3 320 × 160 Yukimoto et al. (2012)
9 NCAR CCSM4 288 × 192 Gent et al. (2011)
10 NCC NorESM1-M 144 × 96 Bentsen et al. (2013)
11 NOAA GFDL GFDL-ESM2G 144 × 96 Dunne et al. (2012)
12 NSF DOE NCAR CESM1-CAM5 288 × 192 Meehl et al. (2013)
4.6.1 Performance of MEP-based ET driven by GCM forcings
Since the observations of ET are not abundant, and the measurement periods are
always short, the precipitation and runoff data of Livneh et al. (2013) are used in
Eq. (4.3) to estimate mean annual ET during the control period (1961-1990) over the
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US continent. The performance of the water budget based ET can be guaranteed by
validating the precipitation and runoff with WebMET precipitation (see Appendix B)
and USGS streamflow data (see Figure 3.3) respectively. Figure 4.14 illustrates the
spatial pattern of annual mean ET of control period (e.g., 1961-1990) from Livneh
et al. (2013), multi-model mean of MEP-based ET, and ET from GCM outputs. ET
estimates from each individual GCM can be found in Figure 4.15 and Figure 4.16
for MEP method and original outputs, respectively. Figure 4.17 shows the pixel to
pixel scatter plots for each individual GCM in terms of original ET and MEP-based
ET. As indicated by the R2 and slope of the linear regression in Figure 4.17, MEP
modeled ET has similar performance as the GCM-based ET but lower magnitudes.
Aggregating the spatial ET to continent scale, Livneh et al. (2013), multi-model
mean of MEP and GCM yield 555 mm/year, 522 mm/year, and 664 mm/year,
respectively. The box plots of the annual ET during the control period at the conti-
nent scale for each GCM is illustrated in Figure 4.18. MEP method yields much lower
estimates of ET as compared to GCM outputs, even though MEP estimation uses a
subset of the same variables involved in ET simulation by any given GCM. Further,
Livneh et al. (2013) reported that their products tend to overestimate ET, where it is
shown that precipitation in Livneh et al. (2013) overestimates observed precipitation
from the station-based dataset by WebMET and runoff of Livneh et al. (2013) under-
estimates the observed streamflow from the USGS in average. Another data product
used in the comparison is from the National Climate Assessment - Land Data As-
similation System (NCA-LDAS; Jasinski et al., 2019), which yields 507 mm/year
for the averaged annual ET between 1979 and 1990 at the US continent. Therefore,
the MEP method provides a more consistent annual ET estimates as compared to
reference data.
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Figure 4.14: Mean annual ET over the US continent for the period of 1961-1990
using (a). Livneh et al. (2013) data set to estimate with the water budget method,
(b). arithmetic mean of ET from the multi-model ensemble of MEP-based
estimates, and (c). arithmetic mean of ET from the multi-model ensemble of
GCM-based estimates.
Figure 4.15: Mean annual ET over the US continent averaged from 1961 to 1990
for each individual GCM estimated using the MEP method. The color scale is the
same as that of Figure 4.14.
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Figure 4.16: Mean annual ET over the US continent averaged from 1961 to 1990
for each individual GCM estimate. The color scale is the same as that of Figure
4.14.
Figure 4.17: Pixel to pixel scatter plot for annual mean ET validation. The x-axis
represents the water budget ET estimates from Livneh et al. (2013). The y-axis
represents the MEP-based ET estimates (blue squares) and GCM original ET (red
circles). Darker color is associated with the density of the scatter plot for both.
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Figure 4.18: Boxplots of annual ET at the continent scale for each individual
GCM during control period. Specifically, the red box plots are for the GCM-based
ET estimates and the blue box plots are for the MEP-based ET estimates. The
black solid line represents the mean value from the Livneh et al. (2013) product, the
red dashed line denotes the multi-model ensemble mean from GCM-based estimates,
and the blue dashed line is the multi-model ensemble from MEP-based estimates.
4.6.2 Projections of ET from MEP
MEP model is run for two future periods and two emission scenarios, which corre-
sponds to four different cases: a). MID-RCP45; b). MID-RCP85; c). END-RCP45;
and d). END-RCP85, where ”MID” refers to the mid-century, ”END” refers to the
end-century, and RCP45 and RCP85 are the two emission scenarios. As suggested in
section 3.3, these four cases correspond to different increases of temperature in the
future periods. For example, the averaged temperature over the US continent can
increase about 2.5◦C, 3.2◦C, 3.0◦C, and 5.0◦C under future scenarios of MID-RCP
45, MID-RCP 85, END-RCP 45, and END-RCP 85, respectively. Projections of ET
change in the future can be found in Figure 4.19 for MEP-based estimates, and Figure
4.20 for GCM-based estimates. Representing the highest temperature increased in
the future, end-century RCP 85 shows the most considerable magnitude of change.
When considering the same future scenario, MEP-based estimates exhibit a lower
increase of ET than ET simulated by GCMs. This difference is likely caused by the
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inclusion of soil moisture in MEP formations (see Eq (4.8), (4.12)). Soil moisture
represents liquid water supply for transpiration through plant functionality, which is
a key aspect of the ET process (Shuttleworth, 1993). It is reported in Dai (2013) that
the climate models project that the soil moisture will decrease in most US regions,
giving rise to an increased risk of drought. This predicted drought represents an
increase of water limitation in soil moisture that can suppress the increase of ET
while higher temperatures, humidity, and radiation are projected in the future.
Metric of Knutti and Sedla´cˇek (2013) is used to represent the robustness of the
models’ projections. The robustness metric (e.g., R) is defined as the ratio of model
spread to the predicted change. If R = 1, it means the model noise is negligible
compared to their predicted change. Otherwise, it yields a small or negative value
(see section 3.2.2). The models show higher robustness for the projected change of ET
with the MEP method as compared to GCM-based ET estimates, such as there are
more cells with high robustness (e.g., R > 0.6) for the former method (see Figure 4.19
and Figure 4.20). Furthermore, the predicted changes from original GCM outputs are
more significant for all the four selected cases but exhibit lower robustness than that
of MEP projections. This means the model spread or uncertainty of ET projections
is reduced by using the MEP method.
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Figure 4.19: Projected change of ET from multi-model mean of MEP based ET
for (a). MID century, RCP45; (b) MID century, RCP 85; (c) END century, RCP45;
and (d) END century, RCP85. The change is defined as
Future− Control
Control
× 100[%]. The robustness of models’ projection are evaluated
with method of Knutti and Sedla´cˇek (2013). Grid cells with high robustness (e.g.,
robustness metric > 0.6) are overlaid with green slash lines. The darker color is
associated with high robustness metric.
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Figure 4.20: Projected change of ET from the multi-model mean of GCM-based
ET estimates for (a). MID century, RCP45; (b) MID century, RCP 85; (c) END
century, RCP45; and (d) END century, RCP85. The change is defined as
Future− Control
Control
× 100[%]. The robustness of models’ projection is evaluated with
method of Knutti and Sedla´cˇek (2013). Grid cells with high robustness (e.g.,
robustness metric > 0.6) are overlaid with green slash lines. The darker color is
associated with high robustness metric.
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4.6.3 Discussion
MEP method shows better skills in reproducing ET using GCM outputs. Specifi-
cally, MEP produces more consistent ET with other ET products than GCMs for the
control period at the US continent scale. The multi-model mean of GCM-based ET
estimate is about 20% higher than the Livneh et al. (2013) estimates, whose quality
is approved by checking the water budget using independent data sources: the USGS
streamflow and WebMET precipitation. This discrepancy is significant since the es-
timates are derived from the 30-year annual average at the continent scale. Thus,
we need to understand the source of additional water available for ET in the water
budget. For the annual precipitation and runoff of the control period averaged at
the continent scale, the CMIP5 multi-model mean is 884mm/yr and 220mm/yr,
respectively. For the Livneh et al. (2013) product, these estimates are 774mm/yr
and 226mm/yr. Additionally, Mehran et al. (2014) reported CMIP5 multi-model
ensemble overestimates precipitation in the west of the US, which correlates with the
overestimation of ET in the western US from our analysis. ET is typically sensi-
tive to water availability in the western US, where is an arid region. Therefore, the
overestimation of ET in GCM is attributed to the overestimated precipitation.
Soil moisture can influence the precipitation generation (Koster et al., 2004; Taylor
et al., 2012a) through its impact on ET (Gallego-Elvira et al., 2019). Specifically, local
ET is an important source of water vapor for precipitation (Burde and Zangvil , 2001;
Li et al., 2018), especially for the arid regions where external water vapor advection
is relatively low (Dominguez and Kumar , 2008). In turn, precipitation serves as
the water supply for ET at water limit regions. The climate models used in this
study trends overestimate ET Thus, an accurate estimation of ET may improve the
performance of precipitation in the climate model.
Both the ET estimates from the MEP method and GCM outputs are projected
to increase over the whole US continent in the future, but the magnitude of the
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increase from the MEP method is lower. The smaller signal is likely because the
MEP model includes soil moisture control on ET estimates in its formulation. Soil
moisture was projected to be drier in the future, which represents increased water
stress to suppress ET. Furthermore, projections from the MEP method are more
robust, suggesting the uncertainty of the estimates is less, and agreement among
the selected models are better. This can be attributed to the parsimony of the
MEP theory, which requires only net radiation, specific humidity, temperature, and
soil moisture as inputs. Other classical ET methods need inputs like wind speed,
resistance parameter, water gradient, and surface roughness that are difficult to obtain
and usually carry high uncertainty in model outputs. MEP method reduces such
uncertainties without using that information, produces less uncertain ET estimates
among climate models.
4.7 Conclusion
In this chapter, we validate a novel method of estimating ET based on the Maxi-
mum Entropy Production theory in the Amazon basin and apply it to regenerate ET
with General Circular Model outputs at the US continent scale. While fewer inputs
are required in the MEP method, it has higher performance in estimating ET in high
biodiversity environment than the ET product used classical method by comparing
to observations.
The MEP method is then applied to reproduce ET with outputs from GCMs,
showing good skills of mimicking the averaged annual ET in the historical period as
compared to the ET estimates using the water budget method. In terms of change of
ET in the future, the multi-model ensemble of MEP-based projection shows higher ro-
bustness but relatively less increase than the projections of the GCM-based estimates.
The uncertainty of MEP-based estimates is reduced compared to other methods due
to the efficient use of available information about the ET process. It provides an
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attractive alternative for monitoring ET at any scale without relying on inputs that
hard to obtain or carry high uncertainty from reanalysis products, for example, water
vapor gradient, wind speed, surface roughness, and stomatal resistance, etc. Further,
an accurate ET estimate is useful for understanding the atmosphere and land surface
interaction, which can improve the performance of precipitation estimations.
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CHAPTER V
A Novel Framework of Urban Flood Simulation for
Real-time Flood Forecasting Within Uncertainty
Quantification Framework
5.1 Introduction
5.1.1 Flooding trends in the past
Major floods impact all regions of the world, including those with growing pop-
ulation and increased urbanization (Figure 5.1a). Despite significant advances in
numerical weather prediction systems (Benjamin et al., 2018) and improvements of
models with forecasting capabilities, flooding in densely populated areas has remained
the costliest natural hazard of all weather-related events in terms of fatalities (Doocy
et al., 2013). For example, in the U.S., while there has been a gradual negative trend
since the late 1970s, the 30-year average of flood-related fatalities (1985-2018) remains
high (Figure 5.1b). According to post-event analyses by the National Oceanic and At-
mospheric Administration, about two-thirds of fatalities (1995-2017) are classified as
driving and in water (Table 5.1). A common scenario is when a vehicle heads straight
into waters, arguably, as a result of the lack of real-time information on the extent
and flow conditions in the area of impact. Flooding also incurs one of the highest
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material costs (Winsemius et al., 2016) and more accurate, probabilistic mapping of
areas prone to insufficient drainage, channel flooding, or coastal storm surges remains
a high priority.
While the total number of annual floods worldwide exhibits a complex temporal
trend, the proportion of global extreme floods is clearly on the rise (Figure 5.1c).
Changes in flooding severity can be due to individual or combined changes in pre-
cipitation, land use, and cover, as well as practices of water management. These
changes can co-occur, making it difficult to determine the relative importance of each
factor as drivers of observed evolution in river flooding behavior (Wyz˙ga et al., 2016).
Nonetheless, it is clear that the global hydroclimate is undergoing a transient state
(Fischer and Knutti , 2016; Kharin et al., 2013), and changes in flooding are consistent
with the distribution of changes in precipitation extremes (Mallakpour and Villarini ,
2015; d’Orgeville et al., 2014; Wasko and Sharma, 2017).
5.1.2 Challenges of flood modeling in urban environments
Areas with high level of urbanization have particularly been hot-spots of flooding
impacts because of the high density of population as well as a large fraction of im-
pervious areas that can increase flooding severity. Recent estimates indicate that the
number of people residing in the path of high-risk floods will double from one to two
billion, within two generations De Groeve et al. (2015). Problems associated with
flooding, therefore, have the potential to proliferate in the very near future rapidly.
The emerging needs are both (i) to understand how urban environments affect the
propagation of extreme floods, to inform mitigation measures, and (ii) to engineer
comprehensive modeling capabilities relevant to decision making in the critical times
of flooding. Both of these needs require spatially-explicit information on flood dy-
namics within the urban fabric that need to be commensurate with the typical scales
at which humans operate, as they prepare or react to flooding. Such human action
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Figure 5.1: (a) Count of extreme floods for the period of 1985-October 2019.
Symbol size is proportional to the count of floods occurring in a 7.5× 7.5 degree
grid. (b) Annual fatalities from flooding events: global (red squares) and the US
only (black circles). All fitted lines are smoothed trends obtained through LOESS
(Cleveland and Devlin, 1988) using weighted linear least squares. (c) The total
number of annual extreme floods worldwide (black circles) and the ratio of extreme
floods to all floods (red squares). Extreme floods are defined as events exceeding
Flood Magnitude (FM) of 6, where FM is computed as the common logarithm of
the product of flood duration, severity, and affected area (G.R.Brakenridge).
scales are arguably within the range that is characteristic of dimensions of a human
dwelling, an evacuation route, or a vehicle (i.e., O(100)−O(101) m). At these same
scales, flooding information needs to contain a measure of quantified uncertainty, such
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Table 5.1: Flooding fatalities partition of U.S. from 1995 to 20171
Year Total Vehicle In Water Flash Flood River Flood
1995 80 39 35 60 20
1996 131 79 31 94 37
1997 118 46 45 86 32
1998 136 75 25 118 18
1999 68 26 29 60 8
2000 38 24 7 30 8
2001 48 24 12 35 13
2002 49 28 11 38 11
2003 86 39 21 67 18
2004 82 45 25 58 24
2005 43 18 19 28 15
2006 76 32 34 59 17
2007 87 50 21 70 17
2008 82 39 23 58 24
2009 56 33 10 33 23
2010 103 45 22 67 36
2011 113 68 26 69 44
2012 29 10 11 19 10
2013 82 37 17 60 22
2014 38 16 14 29 6
2015 187 112 24 129 45
2016 126 58 34 86 40
2017 136 40 52 N/A N/A
Average 86.8 42.7 23.8 61.5 22.3
Percentage 49.25% 27.45% 70.87% 25.72%
*Note: According to the NOAA report, most vehicular fatalities occur when people
attempt to drive across flooded roadway. Of the deaths classified as being ”in water”,
many of the victims were originally in vehicles when they stalled in high water, left
the vehicle, were swept away by flood waters.
as confidence bounds, exceedance probability, or any other metric for which public
and decision-makers might express preference (Morss et al., 2008). Satisfying the
requirements of the need calls for comprehensive modeling technologies and shifts in
current paradigms of how flooding information is produced.
The history of modeling of runoff generation and overland flow has a rich history
and dates back to the 1970s (Buda, 2013; Fatichi et al., 2016). Recent developments
have led to the integration of watershed hydrology and flow hydrodynamics in com-
98
prehensive, first principles-based approaches that can be used as ’flooding models’
(Kim et al., 2012a). A number of advances in understanding fluid motion and capa-
bilities to represent various flooding characteristics (flow rate, water depth, dynamic
pressure, inundation extent) in space and time have been achieved in the past two
decades since the rapid advent of computational power. In urban areas, flood model-
ing has however remained difficult as human-made structures create complex mosaics
of hydrologic conditions and flow impediments. Surface flow confluence and blockages
due to buildings, bridge piers, flood control structures, and even non-uniformly dis-
tributed vegetation patches are typical situations that need to be holistically modeled.
The representation of urban geometries to accurately resolve fluid object interactions
requires refinement of the model mesh (Schubert et al., 2008; Schubert and Sanders ,
2012) that may result in excessively large number of computational elements (e.g.,
O(103) per km2, see section 5.3.2). Despite typical simplifications of the govern-
ing mathematical formulations in flooding models derived from the Navier-Stokes
equations describing the motion of the viscous fluid, the resultant partial differential
equations require advanced modeling techniques, and their solution is still compu-
tationally expensive. Finer spatial resolutions might place additional constraints on
the model time step to ensure numerical stability. As a result, the computational
burden of flooding models may become prohibitively high even at moderate spatial
scales of the application (O(103−104 km2)). It is comparable to the typical of global
circulation models used in climate projections (O(106−108) cells) that are run a mod-
erate number of times offline in large computational centers. While the latter is not
the ultimate example of computational complexity, they provide a useful benchmark
because of the similarity of governing equations and scalability (see 5.4.3).
Even those flooding models that simplify the physics of fluid motion are chal-
lenged by the need to be executed in real-time, given forecast rainfall – even more
so, when they need to assess the forecast uncertainty. Despite recent advancements
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in the modeling of the underlying physics of inundation (Bates , 2012; Bierkens et al.,
2015; Fatichi et al., 2016) and novel platforms and libraries offering efficient paral-
lelized computations (Artichowicz and Gsiorowski , 2019; Neal et al., 2010), real-time
flood modeling at the required human action scale and with appropriate uncertainty
quantification is still not feasible. Furthermore, conventional computational means
available to a flood modeler – a workstation, a computational cluster, or even cloud
computing infrastructure (e.g., (Glenis et al., 2013)) – all remain to be modest and
cannot address the above challenge. In real life, the lack of this computational ca-
pability transforms into the inability to make better-informed disaster management
decisions, such as the selection of evacuation routes, determining areas to direct res-
cue resources, or risk analysis on buildings or critical infrastructure. In this chapter,
we propose a novel, paradigm-changing framework for real-time flood modeling and
uncertainty quantification that combines the rigor of classical physics of fluid motion
and recent advances in applied mathematics.
5.1.3 A real-time flood forecasting framework
The framework contains four essential steps and is outlined in Figure 5.2. In step
1, the uncertain, crucial inputs of a flood-resolving, physical model of high fidelity are
defined. Step 2 creates a set of surrogate models of reduced-order of complexity (e.g.,
polynomial functions, see section 5.2.1) from the response of the high-fidelity model
forced by the inputs in step 1. As an optional step, one can perform inference (step
3a), given observed data that can be mapped onto the state-space of the flooding
model. This can be done to learn about the effective properties of the modeled area
and to provide more information (step 3b) about the probabilistic outcome of the un-
certain inputs in Step 1. Once the set of surrogate models is created, real-time model
inputs can be supplied (step 4) for fast computation. This enables real-time calcula-
tion (step 5) of relevant hydrologic features such as inundation, river discharge, and
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water depth distribution that can be used for emergency planning or disaster response
management. By decomposing the response of the high-fidelity physical model into a
set of targeted quantities of interest (e.g., Figure 5.2), the framework offers progres-
sive ’learning’ of underlying physics with computationally cheap surrogate models.
They add the benefit of probabilistic assessment of flooding variables in space and
time and can be easily adjusted when new data arise. Importantly, the framework
permits to move all intensive computations entirely into the period that is outside of
the time window when real-time flooding information is needed.
One element of the proposed framework that contributes to a paradigm-changing
solution for real-time flood forecasting, making it distinct from the traditional ap-
proaches, is the reallocation of computationally heavy physical simulations from the
period of the flooding event to the time interval between major events (Figure 5.2,
blue box). For example, in the area of study that would correspond to the non-
hurricane season. These physical simulations of the flood-resolving model of high
fidelity are used to ’pretrain’ surrogate models representing specific quantities of in-
terest in the flooded area such as water depth or velocity at a given location: a major
road intersection, a freeway underpass, or floodplain. The reallocation of arduous
calculations in time critically changes the requirements of computational resources:
instead of needing large numbers of processing cycles during the flooding event when
resources are likely to be limited, one can perform these computations prior to the
event and store the simulations. Effectively, this replaces the challenge of computa-
tional burden with the problem of data storage in order to construct surrogates and
ensure straightforward access to them something that can be successfully resolved
with an ordinary desktop due to proliferation and low cost of data storage systems.
In this work, tRIBS-OFM, a physically rigorous hyper-resolution hydraulic and
hydrologic model is used to simulate flood propagation and advance numerical rep-
resentation and understanding of interactions between flooding and the urban en-
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Figure 5.2: Workflow of a novel paradigm for real-time flood-forecasting with
uncertainty quantification. A set of uncertain inputs X is required for a
flood-resolving model M of high fidelity that can simulate spatially-varying
structure of runoff generation and surface flow hydrodynamics in a domain of
arbitrary complexity. A surrogate MPCc is a model of reduced order of complexity
that is trained to represent any output quantity of interest (QoI) based on the
response of the model M given its uncertain inputs X. During the construction of
surrogates, observed data linkable to the outputs of M can be used to learn the
likelihood of model uncertain parameters, resulting in parametric inference. All of
the above computational effort needs to occur during a pre-flooding event period
(blue box). This permits computational feasibility in real time (pink box), also
resulting in fast propagation of uncertainties in inputs X (or parameters) through
MPCc to get probabilistic estimates of QoIs. Pink box: bold face type denotes
elements used in this study. Steps 1 through 5 outline connections among elements
of the workflow.
vironments. Specifically, tRIBS is short for Triangulated Irregular Network based
Real Time Integrated Basin Simulator, which is a comprehensive hydrologic model
that is capable of reproducing runoff through several generation mechanisms (Ivanov
et al., 2004). OFM represents the overland flow model, solving 2D Saint-Venant
equations with finite volume method and use Roes approximate Riemann solver for
computing fluxes (Bradford and Sanders , 2002; Begnudelli and Sanders , 2006). Kim
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et al. (2012a) further modified it to adapt for hydrological application (e.g., partially
submerged mesh cell), and coupled it with tRIBS for routing runoff on the surface.
Any scalar output from tRIBS-OFM can be used as a quantity of interest (QoI),
leading to the need to develop a surrogate model for each QoI. Many surrogate models
can be trained to mimic various QoIs that are direct or derived outputs of the flood-
resolving model both in space and time: flow rate, level, pressure, shear stress, etc.
Once simulation results from a model of high fidelity are generated, surrogate models
can be constructed and calculated nearly instantly even with a low-end computer at
the time of the extreme weather event. Multiple frameworks fall into the class of
surrogate models, e.g., Gaussian process (GP) models (Rasmussen, 2004), artificial
neural networks (Ripley , 1996), support vector machines (Abe, 2010), and polyno-
mial chaos expansions (PCEs) (Xiu and Karniadakis , 2002). These different classes
of surrogates were often developed in parallel fields over the last two decades, with
GP models and PCEs mainly being used in statistics and engineering (often compu-
tational fluid dynamics), whereas neural networks and support vector machines were
more used in data-intensive applications. PCEs method is accepted here to train
the surrogate model of tRIBS-OFM. It can capture the complex, non-linear behavior
of the physical model through a learned polynomial expansion, and provide easily
global sensitivity analysis (Dwelle et al., 2019). The polynomial form of the PCEs
guarantees the efficiency of surrogates, allowing for the uncertainty quantification to
take place, even in real-time.
To test this framework, we consider a recent real-world example of the flooding
that occurred during Hurricane Harvey in Houston, TX, in August 2017. This flood-
ing event is reconstructed to emulate the efficacy of the proposed novel framework
in the setting of a complex urban environment. In order to closely mimic an opera-
tional setting of the real-world scenario, we use quantitative precipitation estimates
(QPEs) provided by NOAA water resources and forecasting professionals with an
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18-hour lead time to construct uncertain rainfall forecasts. These forecasts serve as
inputs to forecast probabilistic streamflow and flooding estimates from the models
outputs. The efficacy of this approach is assessed by comparing derived inputs and
forecast outputs to streamflow, water levels, and inundation pattern observed during
this flooding event.
5.2 Methods
5.2.1 Polynomial Chaos Expansion
Polynomial Chaos Expansion (PCE) method is used in this chapter to construct
surrogate model of the flooding model (i.e., tRIBS-OFM), which is able to simulate
the behavior of the computationally complex model efficiently. Let’s useM to denote
the physical model with inputs x, where x = x1, x2, . . . , xM and M is the total number
of inputs. As a distributed model, the outputs of tRIBS-OFM are 2D in spatial and
1D in temporal scale. Nevertheless, if we select the output (e.g., yˆ) of a specified
location at a specified time as our Quantity of Interest (QoI), yˆ can be expressed as:
yˆ =M(x), (5.1)
where yˆ represents a scalar quantity. According to PCE theory, this physical model
M can be expanded as sum of infinite multivariate orthogonal polynomials:
M(x) =
∑
α
cαΨα, (5.2)
Ψα =
M∏
i=1
Ψi,αi(xi), (5.3)
where Ψi,αi(xi) is univariate polynomial whose form is associated with the potential
distribution of uncertainty input variable xi (see Table 5.2), and αi is member of
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multi-index α = (α1, α2, . . . , αM). In practie, the Eq (5.2) can be approximated with
a truncated PCE (Xiu and Karniadakis , 2002; Lin and Karniadakis , 2009) by only
selecting terms with a total degree of polynomials smaller than a certain value p.
This leads to a finite set Ap = {α :
∑M
i=1 αi ≤ p} for the multi-index α to take. For
example,
M(x) ≈MPC(x) =
∑
α∈Ap
cαΨα, (5.4)
The above equation can also been written as:
M(x) ≈MPC(x) =
P∑
j=0
cjΨj, (5.5)
where j represents the order number of any possible multi-index α in Ap in a prede-
fined order (see details in Appendix B of Dwelle (2018)). There are P + 1 polynomial
basis and requires P + 1 coefficients of cj for constructing the PCE. This number is
determined by both the input dimension M and the total degree for truncation p,
and the relationship is derived in Xiu and Karniadakis (2002):
P + 1 =
(M + p)!
M !p!
, (5.6)
This value P proliferates as the number of uncertain input variables increases. For
example, in this work that we consider M = 20 uncertain input variables and truncate
the PCE at p = 3, and it requires 1771 simulations of tRIBS-OFM to calculate the
cj in Eq (5.4) according to Eq (5.6). A typical urban watershed domain resolving at
100 - 101m scale can have the number of computational cells at O(106) order. Solv-
ing tRIBS-OFM at such scale is very computationally expensive, and running 1771
simulations is extremely challenging. Therefore, we applied the Bayesian compressive
sensing method (Sargsyan et al., 2014) to construct PCE, which allows us to use much
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fewer tRIBS-OFM simulations to find the coefficients cj in Eq (5.5).
After computing of the PC coefficients cj, the global sensitivity information can be
extracted by computing the Sobol indices (Sobol , 2001). The main sensitivity index
corresponding to input Xi can be estimated with the PC coefficients:
Si =
∑
j∈Πi c
2
j∑P
j=0 c
2
j
, (5.7)
where Π is the indices of basis terms that only involve input Xi, and P represents
the total number of non-zero order basis terms. The Sobol indicesSi can be interpreted
as the fraction of variance in the output that is associated with the uncertain model
input variable Xi only.
Table 5.2: Potential distributions for input variable and their orthogonal
polynomials.
Distribution of xi Support Polynomial
Uniform [-1, 1] Legendre
Gaussian (-∞, ∞) Hermite
Beta [-1, 1] Jacobi
Gamma [0, ∞) Laguerre
5.2.2 Karhunen-Loeve decomposition
Consider inundation depth to be a QoI simulated by tRIBS-OFM M(l; t;X),
where l and t represent location and time. The uncertain inputs are denoted by
X ∈ Rd, where d is the dimensionality of the input space. To train the surrogate,
we need to sample X S times and run tRIBS-OFM for each sample (e.g., X i). If we
have Nl cells in the mesh, Nt outputs in time, this gives Nl ×Nt × S forward model
evaluations yˆijk = M(lj; tk;X i), which is training simulations with i = 1, . . . , S,
j = 1, . . . , Nl, and k = 1, . . . , Nt.
The approach described in section 5.2.1 aims to build a separate surrogate for
each of the Quantity of Interests (QoIs). However, the high resolution of the domain
106
can result in a very large number of QoIs. Building and running a large number
of surrogates may become computationally prohibitive. Instead, if the QoIs exhibit
high spatial correlation, it is preferred first to reduce the dimensionality through
Karhunen-Loeve (KL) decomposition:
M(l; tk;X) ≈ M¯(l; tk;X) +
M∑
m=1
ξm(X)
√
µmφm(l, tk), (5.8)
where M¯(l; tk;X) represents the mean field of training simulation at time tk,
ξm(X) are KL coefficients,
√
µmφm(l, tk) are KL models scaled by the square-root
of eigenvalues (e.g.,
√
µm), and φm(l, tk) is the corresponding eigenvector, and m
denotes the order of eigenvalues in descending order. Now, given training samples
M(lj; tk;X i) with k fixed at a specified time and i = 1, . . . , S, j = 1, . . . , Nl, the
KL decomposition produces training samples for the coefficients ξm(X
i), where m =
1, . . .M . One needs to construct PCE surrogate for each of the M KL coefficients
only. The determination of M depends on eigenvalues of the training samples. In
general, M  Nl, and hence guarantee the computational efficiency.
From Eq (5.4), the surrogates of the KL coefficients can be expressed as:
ξm(X) =
P∑
j=0
bmpΨp, (5.9)
Plugging into Eq (5.8) to retrieve original model outputs (e.g., inundation depth):
M(l; tk;X) ≈ M¯(l; tk;X) +
M∑
m=1
P∑
j=0
bmpΨp
√
(µm)φm(l, tk)
= M¯(l; tk;X) +
P∑
j=0
[
M∑
m=1
bmp
√
µmφm(l, tk)
]
Ψp
=
P∑
p=1
[
M¯(l; tk;X) ∗ δp,0 +
M∑
m=1
bmp
√
µmφm(l, tk)
]
Ψp,
(5.10)
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which has a similar form as Eq (5.4) and the mean field is absorbed into the 0 − th
order coefficient via the Kronecker delta δp,0,
δi,j =

0 if i 6= j
1 if i = j
(5.11)
5.2.3 Error index
Relative error norms are used to measure the differences between tRIBS-OFM
and surrogate model:
q =
∥∥M(X)−MPC(X)∥∥
2
‖M(X)‖2
=
√∑S
i=1(|M(X i)−MPC(X i)|)2√∑S
i=1M((X i)2)
,
(5.12)
where q is the index for a QoI, and S is the total number of training simulations.
This index evaluates the averaged error for the PCE surrogate over all training data.
This index can also be used to measure the error of the surrogate model in validation
simulations.
5.3 Data
5.3.1 Study domain
Houston 2017 August flooding event is selected to demonstrate the uncertainty
quantification framework for real-time flood-forecasting problem. A watershed mon-
itored by United States Geological Survey (USGS gauge#08074540) is identified
in the city as the case study domain. Subplot (a) in Figure 5.5.1 shows the lan-
duse of Houston city and for the location of the selected watershed, inside which
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illustrates a high fraction of developed areas. The land use information is down-
loaded from National Land Cover Database 2016 (https://www.mrlc.gov/data?f%
5B0%5D=category%3Aland%20cover). Subplot (b) illustrates the inundation depth
map at 3m resolution developed by the Federal Emergency Management Agency
(FEMA). This map has been used to analyze the flooding extent and determine
damage levels on specific structures (see details at https://doi.org/10.4211/hs.
165e2c3e335d40949dbf501c97827837), but we need to note this product was only
available after the event, and does not have an associated time of occurrence.
Figure 5.3: Study watershed in the greater Houston area. (a) Land use of Houston
city and the watershed is identified with a yellow line; (b) is FEMA inundation
depth for the watershed.
5.3.2 Mesh generation
The mesh of the study watershed is generated based on the 3m Digital Eleva-
tion Model (DEM) from USGS (available at https://viewer.nationalmap.gov/
basic/), building footprints, stream networks, and transportation paths. The pro-
cedure is illustrated in Figure 5.4. Specifically, ArcGIS tool ”Raster2TIN” is used
to generate Triangulated Irregular Network (TIN) from the 3m resolution Digital
Elevation Model (DEM) from USGS. TIN is the representation of the terrain sur-
face with triangular facets that can capture the terrain information with fewer nodes
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as compred to the original DEM. To understand the effects of buildings to flood
wave propagation, we next merge the building footprints (download from https://
koordinates.com/layer/12890-houston-texas-building-footprints/) into the
TIN nodes. The building footprints are simplified by ArcGIS tool ”Simplify Polygon”
to some extent to make the buildings’ shape more regular. Figure 5.5 illustrates a
small region of the simplified buildings. There are two major reasons for the simplifi-
cation: 1) avoid the occurrence of tiny triangles (area < 0.1 m2), as the smallest area
of computational cell restricts the time step in finite volume method for stability;
and 2) reduce the total number of cells and sequentially reduce the computational
burdens of the simulation.
Usually, the stream network can be extracted from the DEM based on the sur-
face flow accumulation. However, in our study case, the stream becomes discon-
tinuous where a highway/bridge crosses the rivers. To fix these discontinuities,
we add additional stream nodes discretized from continued streamline to the TIN
nodes and simplified building footprints. Additionally, bridges and transportation
paths nodes are added to keep the connectivity of the urban environments. Fi-
nally, all the nodes are input into a Delaunay Triangulator (available at https:
//www.cs.cmu.edu/~quake/triangle.html) to generate a constrained Delaunay tri-
angular mesh (Shewchuk , 1996).
In summary, the watershed area is 46.9 km2, and results in 136,423 mesh nodes
and 271,215 triangle cells. There are about 20,000 buildings included in the mesh,
which makes up 30% of the total watershed area. All of the land cover is developed
areas: open space (13.2%), low intensity (31.6%), medium intensity (34.6%), and high
intensity (21.1%).
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Figure 5.4: Mesh generation process.
Figure 5.5: An example of building simplification. Subplot (a) illustrates the
original building footprints for the green area in the top left insert plot, and (b)
represents the simplified building shapes.
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5.3.3 Precipitation
Another challenge in urban flooding forecasting is the difficulty of measuring or
forecasting rainfall at a high resolutions and accuracy. Figure 5.6 shows the accumu-
lated rainfall at the study watershed for the simulated period (Aug 27 00:00 Aug
27 5:00 AM, 2017) from 4 sources: 1) radar product (500m × 500m); 2) Precipita-
tion Measurement Mission (PMM (0.1◦ × 0.1◦), download from https://pmm.nasa.
gov/data-access/downloads/gpm); 3) High-Resolution Rapid Refresh forecast prod-
uct (HRRR (3000m×3000m), https://rapidrefresh.noaa.gov/hrrr/); 4) results
from Regional Spectral Model (12km×12km, assimilating 8-km CMORPH (interpo-
lated to a 12-km resolution grid), with initial and boundary conditions from NCEP-
DOE R2; 5) gauge station from Weather Underground (Station ID: KTXHOUST1941,
available at www.wunderground.com/weather/us/tx/houston/KTXHOUST1941). This
station is not inside the watershed, but it is the nearest available precipitation gauge.
Figure 5.7 illustrates the spatial rainfall distribution in the watershed from the four
spatial products at the same time. Both figures highlight the significant uncertainty
of the rainfall data at local scale, which should be considered when they are used to
forecast flood events.
Figure 5.6: Accumulated rainfall in the watershed from Radar product,
Precipitation Measurement Mission, High-Resolution Rapid Refresh, and Weather
Underground. The X-axis represents the time of Apr 27th in GMT.
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Figure 5.7: Snapshot of spatial distribution of rainfall intensity at Apr 27th 5:00
AM from (a) Radar product, (b) Precipitation Measurement Mission, (c)
High-Resolution Rapid Refresh, and (d) Regional Spectral Model. All the three
subplots are plotted at the same color scale, which is shown in the left panel and the
unit is [mm/hour].
5.4 Overland Flow Model (OFM)
5.4.1 Governing equations
The overland flow model solves the 2D Saint-Venant equations (e.g., shallow wa-
ter equation Begnudelli and Sanders , 2006), which derived from depth-integrating
the Navier-Stokes equations describing the motion of viscous fluid. The governing
equations consist of a continuity equation and two momentum equations for two per-
pendicular horizontal directions:
∂U
∂t
+
∂E
∂x
+
∂G
∂y
= S, (5.13)
where U is vector of flow variables, E and G are the flux terms in x and y direction
respectively, and S is the source vector (Kim et al., 2012a). Specifically,
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U =

h
uh
vh
 ,
E =

uh
u2h+ 1
2
gh2
uvh
 ,G =

vh
uvh
v2h+ 1
2
gh2
 ,
S =

i
−gh∂zb
∂x
− CDu
√
u2 + v2
−gh∂zb
∂y
− CDu
√
u2 + v2
 ,
(5.14)
where h represents flow depth, u, v are the flow velocity in x and y directions, g is the
gravity acceleration, constant zb is bed elevation, and CD is surface drag coefficient.
A detailed numerical scheme of the numerical solution with the finite-volume method
can be found in Begnudelli and Sanders (2006).
Solving a full set of the 2D Saint-Venant equations is valid for any kinds of chan-
nel conditions, but remains numerically challenging. Further, the time step can be
constrained by the smallest cell area in the mesh in the finite-volume method for
numerical stability, which introduces another challenge in the forecast with the over-
land model. For example, a typical time step is about O(10−1) for a high resolution
application (e.g., cell area is O(101)).
5.4.2 Code verification
The parallelization of OFM is accomplished using Portable, Extensible Toolkit for
Scientific Computation (PETSc; Balay et al., 2019) and the PDEs are solved with
the forward Euler scheme (Abhyankar et al., 2018). Code verification is done with the
Method of Manufactured Solutions (MMS Roache, 2001). Specifically, a combination
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of exponential and sinusoidal functions is used for an analytic manufactured solution:
h(x, y, t) = h0(1 + sin(
pix
Lx
) sin(
piy
Ly
)) exp(t/t0),
u(x, y, t) = u0(1 + sin(
pix
Lx
) sin(
piy
Ly
)) exp(t/t0),
v(x, y, t) = v0(1 + sin(
pix
Lx
) sin(
piy
Ly
)) exp(t/t0),
(5.15)
where h0, u0, and v0 are the initial values for flow variables, Lx, Ly and t0 are
constants. Then, the derivatives that appear in the governing equation 5.13 can be
evaluated exactly as presented in Appendix C. A regular grid is used to implement
the code verification (Figure 5.8).
Figure 5.8: Regular grid for code verification. The black solid lines are the inner
cells and the red dashed lines represent the boundary cells. Lx = Ly = 5m
The time step dt is fixed at constant value and allow the spatial resolution to
vary as within a range dx = dy ∈ [0.05, 0.1, 0.25, 0.5, 1] meter to test the model error
associated with spatial discretization. The time step dt = 0.01s is selected to make
sure the error is dominated by the spatial discretization. Other parameters are setup
as: h0 = 0.005, u0 = 0.025, v0 = 0.025, t0 = 20. The initial condition is specified by
inserting t = 0 in Eq. (5.15), and the Dirichlet condition (e.g., constant values are
specified at the boundary) is chosen as the boundary condition. The code is run for
tend = 5s, thus, the exact solution is h(x, y, t = 5), u(x, y, t = 5), and v(x, y, t = 5).
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The relative errors L1, L2, and Lmax are used to measure the error of solution from
running the code:
L1 = ‖hexact − href‖1 =
1
N
N∑
n=1
|hexact,n − href,n|,
L2 = ‖hexact − href‖2 = (
1
N
N∑
n=1
(|hexact,n − href,n|)2)1/2,
Lmax = ‖hexact − href‖∞ = max|hexact,n − href,n|,
(5.16)
were hexact is the exact solution from Eq (5.15), and href represents the solution from
the code.
Figure 5.9: Errors of the code for the three variables, such as water depth (left
panel), x-direction velocity (middle panel), and y-direction velocity (right panel)
from different (a) spatial discretization and (b) temporal discretization. The red
line, green line, and blue line represent the error in L1 norm, L2 norm, and Lmax
norm, respectively. The blue dashed line is the first order trend of the error decrease
by reducing the grid spacing and time step.
As shown in Figure 5.9a, the error is proportional to the grid spacing. This
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behavior is consistent with the finite volume method we implement in the code for
solving the 2d Saint-Venant equations (Kim et al., 2012a). However, the error cannot
be reduced by fixing dx = dy = 0.1[m] and changing dt from 0.1[sec] to 0.001[sec].
The possible reason is that the time step is constrained by the cell area to guarantee
numerical stability (e.g., the Courant-Friedrichs-Lewy condition). To guarantee a
stable solution, the selection of time step dt always results in much smaller error as
compared to the spatial discretization. Thus, the error from spatial discretization
dominates in the total error, and the decrease of the error is negligible with a smaller
time step.
5.4.3 Computational performance and scalability
Global Circulation Models (GCMs) or Earth System Models (ESMs) are used in
climate projections with mesh representing the Earth system with O(106− 108) cells.
GCMs are run a moderate number of times, typically less than a few dozens of times,
offline in large computational centers. While GCMs are not the ultimate examples of
computational complexity, they provide a useful benchmark because of the similarity
of governing equations and scalability as compared to flooding models of high fidelity.
There are numerous ways to assess computational performance of a numerical
model. To enable a cross-comparison with models of similar as well as reduced-order
of complexity, we introduce Core Seconds per Simulated Day - Normalized (CSSD-N):
η =
τSD
N
, (5.17)
where τSD represents the total CPU seconds required for a 24-hour simulation pe-
riod and N is the total number of computational cells used by the model. As the
formulation suggests, η is a performance metric normalizing simulation time per unit
cell, which attempts to eliminate the effect of dimensionality of the modeled problem.
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There are 271, 215 cells in the case study domain, and ∼ 52 hours are used to simulate
a 24-hour flood event with the model run in a serial mode (Intel(R) Xeon(R) Gold
6140 CPU /@ 2.30GHz). This yields a value of the CSSD-N for the flood-resolving
high-fidelity model (FHFM):
ηFHFM =
52× 3600
271, 215
= 0.69 [sec], (5.18)
or, more generally, the typical order of ηFHFM is expected to be in the range
O(10−1) - O(100). Although inundation simulation is typically carried out at fairly
small scales of a local watershed, just as illustrated in the case study, it might have a
larger computational burden as compared to an application of a Global Circulation
Model (GCM). This is because urban floods need to be simulated at a high spa-
tial resolution (few meters) and, correspondingly, small time steps are required for
numerical stability. For example, to evaluate computational performance of GCMs
in the Coupled Model Intercomparison Project 6 (CMIP6) Balaji et al. (2017) used
Core Hours per Simulated Year (CHSY) defined as the product of run time for one
simulated year and the number of cores allocated to the simulation. Typical grid di-
mension of a GCM varies from O(106) to O(108) and it takes from O(102) to O(105)
core hours to finish a simulation of 1 year period. To provide a comparison with the
simulation performance for an urban flooding problem, we convert CHSY metric to
CSSD-N using the following transformation:
ηGCM =
CHSY
NGCM
1
365× 3600 , (5.19)
where NGCM denotes the number of computational cells used in a GCM. Values of
CHSY and NGCM reported in Balaji et al. (2017) lead to GCM varying from O(10−4)
to O(10−2) which are 2-3 orders of magnitude lower than ηFHFM estimated above.
One needs to note that GCM simulations are run off-line (no real-time applica-
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tions are intended), and this is typically done at high-performance computing (HPC)
centers using hundreds to thousands cores with a parallelized version. While the com-
putational performance of a high-fidelity flooding model is quite poorer than that of
a typical GCM, it is unlikely to expect that the problem can be resolved using a sim-
ilar ’brute-force’ approach, i.e., by allocating many CPUs for flood simulation in real
time. Model parallelization can shorten the execution time, but there is evidence that
simulation will still not be fast enough for real-time forecasting as the speedup gain
is limited (see Figure 5.10; the scalability of the model used in this study is similar to
others reported in Artichowicz and Gsiorowski (2019) and Neal et al. (2010)). From a
practical point of view, modeling every urban center subjected to flooding during an
extreme event using a large number of cores would create a deficit of computational
resources. Furthermore, no formal uncertainty quantification would be still possible
as the latter requires many thousands of forward model simulations.
Figure 5.10: Computational performance of parallel OFM model with subplot (a).
speedup and subplot (b). simulation time for simulating 24-hour event.
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5.5 Results
5.5.1 Validation of tRIBS-OFM
The flooding model needs to be validated before implement the uncertainty quan-
tification framework. Figure 5.11(a) shows a comparison of the discharge at the outlet
between tRIBS-OFM forced with the Radar precipitation product (see Figure 5.7)
and the USGS observed streamflow. The model simulates the rising limb of the hy-
drograph relatively well but not able to capture the recession curve. Specifically, the
model simulated discharge declines faster than the observation after the peak. This
may be caused by the lower estimate of rainfall after hour 12 in the simulation period,
which is not sufficiently high to maintain the simulated streamflow at magnitudes of
the observation. Thus, it is crucial to address the rainfall data uncertainty in flood
modeling.
Besides the need to account for the uncertainty in model inputs, one needs to rec-
ognize uncertainty in observational data. Streamflow also carries uncertainty, making
it a challenge to validate the model results (Kiang et al., 2018). For example, the cal-
ibration limit for the monitoring station is 2.83 m3/s, which is 2 orders of magnitude
lower than the reported peak flow discharge during the event. Further, the Harvey
event was extremely rare, and the maximum 3-days precipitation was over 1000 mm
(van Oldenborgh et al., 2017; Emanuel , 2017), This unusually high precipitation may
have filled up adjacent watersheds/depressions/ponds, and they would spill the water
to the study domain. Such additional water sources cannot be tracked since we only
focus on the case study watershed. The larger domain should be simulated to study
this possibility, which is beyond the scope of this study.
Figure 5.11(b) illustrates the inundation depth of the whole watershed at the
time of peak discharge (e.g., hour 13). We zoom in three regions to present details
of inundation caused by different mechanisms. A highway passes through region
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1 horizontally, which is an area of particular interest for forecast during the event
because people need to evacuate through it. Region 2 is a commercial district where
the river passes through and represents the example of fluvial flooding. Region 3
is a residential area where inundation caused by heavy precipitation (e.g, pluvial
flooding). Unlike the discharge is monitored by USGS gauge, the inundation depth
is not always available. The only inundation depth data for our selected period and
our study domain, to our best knowledge, is the FEMA map shown in Figure (b).
However, this product is a post-event accumulated inundation estimate that was
generated by interpolating DEM, high watermarks, and other model results. It has
been used to evaluate the damage of flooding to buildings, but cannot be used to
validate the simulation.
Figure 5.11: Validation of tRIBS-OFM simulation results. For the model setup,
zero depth initial condition, saturated initial soil moisture, and spatial uniform
roughness are assumed. Subplot (a) shows the comparison of the discharge at the
outlet between tRIBS-OFM forced by the radar precipitation (red dashed line) and
the observed streamflow from USGS gauge (solid blue line). Basin-averaged
precipitation from the used Radar product is plotted on the top of subplot; (b)
illustrates the snapshot of inundation depth on August 27, 13:00 from the results of
tRIBS-OFM forced by the radar precipitation product. Three regions are blown up
to show details corresponding to the three boxes in the watershed, such as region 1:
yellow box, region2: black box, and region 3: pink box. The white areas represent
the building footprints.
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5.5.2 Performance of surrogate model
The surrogates were trained using series of uncorrelated pulses to capture. Rainfall
rate within each hour is assume to follow the uniform distribution within the limits
of the distribution.Specifically, Pr = [X1, . . . , X18] and
Xi ∼ U(0, rmax), i = 1, . . . , 18 (5.20)
where rmax represents the maximum hourly precipitation rate that is dependent on
the climate of the study area. The process defined by Eq. (5.20) includes all the
possible 18-hour rainfall series. For the study domain, rmax = 50mm/hr is sufficiently
high enough to capture the rainfall variability. Figure 5.12 shows examples of 100
realizations from Eq (5.20). In practice, we feed 1000 random 18-hour rainfall series
to tRIBS-OFM to simulate the training sets for reduced-order modeling. Then the
1000 training simulations are used to construct surrogates for QoIs.
Figure 5.12: An example of realizations of rainfall represented as series of
uncorrelated pulses from Eq. (5.20) (100 realzations).
In this chapter, we select the half-hourly discharge at the outlet, hourly inunda-
tion depths of all the cells in the three regions (zoomed in) as visualization in Figure
5.11 for QoIs to construct PCE based surrogates. Specifically, we truncate PCE at
order p = 3, and train the polynomial coefficients with Bayesian compressive sens-
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ing method (Sargsyan et al., 2014). Each surrogate model needs to be trained with
1000 training simulations individually. The study has 36 surrogates for discharge and
(1, 292 + 4, 476 + 1, 289)×18 = 127, 026 surrogates for inundation depth. Specifically,
1, 292, 4, 476, and 1, 289 are the numbers of cells in Region 1, Region2, and Region 3,
respectively and 18 hours represent the duration of the simulation period for each lo-
cation from tRIB-OFM. The surrogate’s performance is validated with 150 validation
simulation, which are forced with additional random rainfall series generated using
Eq (5.20) (see Figure 5.13). The validations for inundation depths at other hours
have good performance as well as Figure 5.13(b), (c), (d), but are not shown here. In
brief, the average error for all the surrogates are 0.015, 0.072, 0.009 for Region 1,
Region2, and Region 3, respectively.
To understand the reason for why surrogates have a relatively higher error in Re-
gion 2, we present training inundation depths of 4 QoIs from lower error to higher error
in terms of surrogate performance (Figure 5.14). Specifically, subplot (a) represents
an example of surrogate with good performance, and the relationship between the
depth and antecedent rainfall is almost linear. Such relationships in Figure 5.14(b),
(c), (d) exhibit thresholds: when the accumulated antecedent rainfall reaches some
value, there is an abrupt change in the relationship slope. This phenomenon of nonlin-
earity can be caused by the complexity of local topography and building connectivity.
For example, Figure 5.15 illustrates the the elevation contours of topography near the
location of QoI of Figure 5.14(c). The small depression on the west side of this region
introduces additional contributing areas by spilling water to this QoI location when
it is filled up by antecedent rainfall.
In summary, the examples of inferior surrogate performance can occur anywhere
in the domain, depending on topography and building effects. Table 5.3 shows that
Region 2 has more QoIs behaving as those shown in Figure 5.14, which results in
larger overall surrogates’ error.
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Figure 5.13: Validation of surrogate model with 150 validating simulations for (a)
36 half-hourly discharges; and inundation depth of all cells at hour 14 in (b) Region
1, (c) Region 2, (d) Region 3. The X-axis represents the tRIBS-OFM simulation
results, and Y-axis denotes the values from the corresponding surrogate model. The
black dashed line is the reference line of y = x. The fitted linear regression and R2
are inserted in the left corner of each subplot.
5.5.3 Reduction of QoI dimensionality
In many instances with flood modeling, there can be many QoIs to be investigated.
This could be flooding depths at locations in the study domain, at certain times in
the simulation. For example, we select the hourly inundation depth of 7, 057 cells as
our QoIs, which leads to 7.057× 18 = 127, 026 surrogates to train in total. Training
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Figure 5.14: Relationship between training simulation inundation depths of a
single cell and accumulated antecedent rainfall for surrogate error equal to (a). 0.01,
(b). 0.1, (c). 0.2, and (d) 0.3.
Table 5.3: Distribution of PCE surrogates errors over different ranges.
q ≤ 0.01 0.01 < q ≤ 0.1 0.1 < q ≤ 0.2 0.2 < q ≤ 0.3 q > 0.3
Region 1 53.36% 45.88% 0.62% 0.13% 0.026%
Region 2 13.73% 60.10% 20.67% 4.72% 0.77%
Region 3 63.37% 36.63% 0.009% 0% 0%
Figure 5.15: Local area contour map for the location corresponding to Figure
5.14c. The black diamond denotes the location and the total area is 200m× 200m
and running such a large number of surrogates are quite inefficient, even they are in
the polynomial form. To guarantee the efficiency of the real-time forecast framework,
we prebuilt Karhunen-Loeve expansions (see section 5.2.2) for the inundation depth
field at each hour to reduce the dimensionality of QoI. Because of the strong regional
correlation of the inundation depth, the dimensionality can be reduced to M = 3 in
Eq (5.8) by using the first three dominant eigenvalues of the training sets without
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losing much information (Figure 5.16). Consequently, we will train 3 × 18 = 54
surrogates for KL coefficients in Eq (5.8) instead of working on surrogates with every
cell of each region individually. The performance of surrogates representing the KL
coefficients is validated in Figure 5.17.
Figure 5.16: The first three eigenvalues from the training sets for Region 2 for all
18 simulation hours. Specifically, the eigenvalues are computed from 4, 476× 1000
matrix, where 4, 476 is the number of cells in Regions and 1000 is the number of
training simulations.
5.5.4 Computational efficiency of surrogate models
Due to its polynomial form, the reduced-order surrogate model is expectedly much
more computationally efficient than the high-fidelity model. About 2.84 CPU seconds
(Intel(R) Xeon(R) Gold 6140 CPU @ 2.30GHz) is necessary to run all of the 127, 026
constructed surrogate models (i.e., 7507 locations 18 hours). Thus, Core Seconds
per Simulated Day - Normalized (CSSD-N, Eq. (5.17)) metric for polynomial chaos
surrogate (PCS) can be computed as ηPCS = 2.84/750724/18, or O(10−4) CPU
seconds to carry out 24-hour simulation for a single location (i.e., mesh node of the
high-fidelity model). This estimate signifies 3-4 orders of magnitude difference with
respect to what is typical of a high-fidelity, physical flooding model (the corresponding
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Figure 5.17: Validation of surrogates representing the KL coefficients for the
inundation depth at hour 14 for all the cells in (a). Region 1, (b). Region 2, and (c).
Region 3. The X-axis represents the outputs from 150 tRIBS-OFM validating
simulations. The Y-axis represents the inundation depth retrieved using the KL
coefficients computed from surrogates (see Eq (5.8)). The black dashed line is the
reference line of y = x. The fitted linear regression and R2 are inserted in the left
corner of each subplot.
range is assessed as O(10−1) - O(10−0)), which is sufficiently fast for forward runs in
real-time flood-forecasting.
However, the need to carry out at the least 127, 026×O(10−1)→ O(106) of basic
algebraic operations embedded in polynomial expansion series per single forward run
might still pose computational challenges for uncertainty analysis, especially when
these are run serially on a low-performance desktop. For example, carrying out 10, 000
simulations for each QoI to quantify the uncertainty stemming from precipitation
input can take about 8 hours; even more so, if the number of selected QoIs is an
order(s) of magnitude higher. However, if the dimensionality of QoIs can be reduced
significantly because of their high spatial correlation, there is no need to formally carry
out uncertainty quantification for all QoIs. In the case study illustrated, 127, 026 QoIs
can be reduced to just 54, which increases the numerical efficiency by additional 3
orders of magnitude: ηPCS ∼ O(10−7) This guarantees the efficiency of uncertainty
quantification using the proposed framework relying on surrogate models.
The reallocation of intense training simulations from the flooding periods to the
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time interval between them effectively replaces the strain of computational burden
in real-time with a data storage problem. However the actual amount of storage is
likely to remain modest: in the case study considered, 3 Gigabytes of outputs from
the high-fidelity model are used to train 127, 026 surrogate models, and their multi-
index arrays total in volume of ∼ 1.3 Gigabytes. Normalizing the latter value by
the total number of QoIs yields 0.01 Megabytes per QoI, a trivial magnitude, given
the low cost of modern storage systems. Since the QoI dimensionality can be further
reduced using the Karhunen-Loeve decomposition, the storage of multi-index arrays
representing surrogate models is only ∼ 0.5 Megabytes.
5.5.5 Sensitivity analysis
Although the PCE surrogates trained using input rainfall series of uncorrelated
pulses show high skill in mimicking the tRIBS-OFM model, the performance is slightly
different for QoIs in different locations (Figure 5.13). Of particular interest is Region
2, which shows obviously higher error than other regions. To investigate the reason
for this, we conduct a sensitivity analysis using Eq (5.7). Figure 5.18 shows the main
sensitivity Sobol index of the KL coefficient at hour 14 corresponding to the first
eigenvalue, which contains over 99% information of the training sets in all the three
regions. Specifically, Region 1 and Region 3 are most sensitive to the antecedent 3
hours rainfall, but up to 7 hours of previous rainfall affect Region 2 significantly. This
resulted in higher variability of the inundation depths in Region 2 than other regions.
However, the same number of training simulations are used to train surrogates for all
three regions, which could be another reason for the relatively inferior performance
of the surrogate model in Region 2.
Surrogate simulations for region 2 are sensitive to a longer period of previous
rainfall, which can be attributed to several factors. First, the interaction between
river and land, as Region 2 contains a segment of the river. This makes the inunda-
128
tion depths in Region 2 to be impacted by river depth, which integrates watershed
response over a longer period. Another attribution element can be the complexity
of topography and connectivity of buildings in Region 2. These two factors together
influence the flow drainage route, which results in higher sensitivity.
Figure 5.18: Main sensitivity analysis of rainfall to inundation depth for the three
selected regions. The Y-axis represents Sobol main sensitivity index for the KL
coefficients corresponding to the first eigenvalue. The sum of the Sobol indices for
all the 18 hours of rainfall inputs is equal to 1.
5.5.6 Forecast with surrogates
While this work focuses only on the discharge at the outlet and inundation depths
in the three regions in Figure 5.11, one needs to note that any scalar quantity in the
model outputs can be selected as QoIs for constructing surrogates. Running train-
ing simulations, selecting QoIs, and constructing surrogates should be done before
flood season. Then, one can use the surrogate model to predict flooding information
with uncertainty quantification using the surrogate model rather than running the
computationally expensive physical flooding model during the event.
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The quantity precipitation estimation or QPE represented by the High-Resolution
Rapid Refresh (HRRR) product (Benjamin et al., 2016) provides an 18-hour rainfall
forecast in the study area. Issued at the onset of the storm caused by the Hurri-
cane Harvey landfall, the QPE product is one of many precipitation estimates that
NOAA released prior to or following this forecast. This forecast is aggregated to
the watershed scale and averaged every hour since the surrogates are trained with
hourly spatially uniform rainfall inputs. Further, it is used to construct a stochastic
description of the rainfall process, providing uncertainty on this vital model input
(Figure 5.19). By sampling from this stochastic process, a set of rainfall realizations
during the forecast period is generated and used as inputs into the surrogate models
of streamflow and inundation.
Specifically, Figure 5.20 illustrates the forecast of streamflow at the outlet with
corresponding uncertainty bounds. While there are some differences between surro-
gates’ prediction and USGS observations, it stems from the accuracy of the forecasted
rainfall input. A snapshot of the inundation forecast of Region 1, Region2, and Region
3 is presented in Figure 5.21. The spatial distribution of uncertainty is heterogeneous;
for example, the channelized area exhibits relatively larger uncertainty as compared to
the land area in Region 2. Along the river stem, downstream areas exhibit higher un-
certainty than upstream areas. Additionally, the area with smaller inundation depth
can have higher uncertainty (Region 3, northeast corner), highlighting that forecast
with uncertainty quantification is necessary. Such heterogeneity of the forecast con-
fidence is caused by the complexity of topography and building connectivity, which
can not be captured by a model that lacks spatial simulation of flooding conditions.
Therefore, this framework provides a promising tool for forecasting flooding events at
even a local river forecast center, which may not have access to super computation
resources.
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Figure 5.19: Gaussian process for the HRRR forecast. Blue dashed illustrate
HRRR rainfall forecast, shaded area represents two standard deviations of the
Gaussian process (GP) process fitted to the forecast rainfall series. Radial basis
function kernel is used with length scale = 0.1 and variance = 533. The Gaussian
noise variance is specified with 15.
Figure 5.20: Forecast of forward 18-hour streamflow from surrogate model forced
with HRRR Gaussian Process. Black solid line: the outlet discharge series from the
USGS measurements. Red dashed line: the estimation results using surrogate
models for 36 half-hour intervals (HRRR forecast is used as input). Blue shaded
area: 5%-95% posterior probability region obtained from the surrogates that used
10,000 realizations from Gaussian Process.
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Figure 5.21: Left panel shows the inundation depth at hour 14:00 for the (a)
Region 1, (b) Region 2, and (c) Region 3 estimated with surrogate models (HRRR
forecast is used as input). The right panel in each row represents the uncertainty of
the estimated inundation depth expressed as the depth difference between 95% and
5% of the posterior distribution obtained from the surrogates that used 10, 000.
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5.6 Discussion and Conclusion
The quantity and intensity of hurricanes are projected to intensify, and this work
aims to increase the ability to compute and understand risk arising from the complex
processes governing flooding in urbanized areas. Specifically, in this chapter we con-
duct the uncertainty analysis for the urban flood simulation concerning the rainfall
uncertainty. Due to the high computational burden of the flooding model that solves
2D Saint-Venant equations, we trained reduced-order models based on a polynomial
chaos expansion for the physical model tRIBS-OFM. Then, the surrogate model can
be used for full uncertainty quantification. While only the uncertainty of precipitation
is considered in this work, one can easily include other inputs and model parameters
in this framework, for example, soil moisture, roughness coefficients, hydraulic con-
ductivity, etc.
Furthermore, a real-time urban flooding forecasting framework based on this un-
certainty quantification framework has been proposed. This forecasting framework
contains two steps: pre-event training and real-time forecasting (see Figure 5.2).
Thousands of high fidelity flood model simulations are required to train the surrogate
models in the first step. While such a physical model is computationally expensive,
this can be done during no-flooding periods. Next, one can use the pre-trained sur-
rogate model to forecast streamflow and inundation field during the flooding event.
The polynomial form of the surrogate model guarantees the forecast can be finished in
nearly the same time as when rainfall forecast is provided to it. Our results prove that
this framework can reproduce the 2017 Harvey flooding event in a selected urbanized
watershed with sufficient accuracy, and what is important, this can be achieved in
real-time.
During the pre-training process, we assume that the rainfall is uniform over the
whole watershed. However, Figure 5.6 illustrates that this is a simplification, and
the spatial distribution is not uniform. Using the rainfall process varies in spatial for
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the study domain will introduce more uncertain input variables than gauge rainfall
forcing, and the number of polynomial basis terms in Eq (5.2) increases rapidly when
the number of random variables grows. Consequently, many more simulations of the
high-fidelity model are required to train the PCE based surrogate model, which is
what we want to avoid due to limited computational resources. Additionally, ap-
plying PC expansion to problems with a high number of random variables remains
challenging (Zhang et al., 2017). Although the rainfall field is heterogeneous, there
exists a strong regional correlation, which can be used to reduce the dimensionality
of the stochastic field. For example, a two-dimensional stochastic weather generator
(Peleg et al., 2017) that capable of capturing the spatiotemporal evolution of the
storm structure can be used to provide training rainfall series without introducing a
large number of uncertain variables.
Our results show that inundation depths can exhibit threshold effects, which is
caused by the complexity of topography and the effects of building connectivity on the
propagation of flooding wave. This thresholding behavior of flooding propagation in
the urban environment can be adequately captured by Polynomial Chaos Expansion
based surrogate model, which is trained by simulation results from a distributed
hydrologic and hydrodynamic model. Despite the fact that the surrogate model
shows different skill in reproducing inundation depth in different regions, the overall
performance is excellent.
The surrogate model can be implemented on a desktop for real-time forecast-
ing with detailed information at high resolution due to its low computational cost.
Another application of this framework is parametric inference, Specifically, given ob-
served inundation or streamflow, one can infer the value of parameters or inputs easily
through PCE theory as had been demonstrated in Dwelle et al. (2019). Further, this
framework can be extended to future flood-smart urban design to incorporate ele-
ments of optimal drainage characteristics of the urban fabric and/or flood control.
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CHAPTER VI
Research Summary and Future Efforts
6.1 Summary of research
The global temperature has already increased by 1C◦ compared to the pre-industrial
period, and this trend is projected to continue in the future (IPCC, 2018). Global
warming intensifies the hydrological cycle since air can hold more moisture at a higher
temperature, which will affect the life of humanity. Climate models are generally used
to study the impacts of anthropogenic climate change, however, their projections are
always criticized for low convergence and significant uncertainties. We have to reduce
the uncertainties in some optimal fashion to get a robust conclusion of the impacts of
climate change on the environment and society. Additionally, climate models’ outputs
cannot be used directly at local scale due to their coarse resolution. To get detailed
climate information at local scale, one needs to apply the downscaling method to cli-
mate model projections. The downscaled projections can further be used as forcing
for high-resolution hydraulic/hydrological/ecohydrological models to understand the
response of watershed/ecosystem to climate change.
This dissertation aims to address the uncertainties in understanding hydroclimate,
hydrology, and hydraulics across scales. A Bayesian Weighting Averaging (BWA)
method has been coupled with an hourly weather generator in previous work to down-
scale hydrologic variables from climate model coarse resolution to local scale, which
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represents a stochastic downscaling framework. This framework is revisited in Chap-
ter II to downscale precipitation and temperature from 18 GCMs that participate
in CMIP5 at three meteorological stations in the US. BWA method is commonly
used to integrate over multi-model ensembles of climate series to extract climate
change information, which will be used to estimate parameters in the weather gen-
erator to generate future meteorological series. Observations are generally thought
to be relevant for correcting biases in model outputs in this process. However, they
concurrently may introduce unpredictable impacts in the context of the downscaling
process, in particular, when model output on precipitation is of interest. Specifically,
the posterior distribution may excessively depend on few ’outlier models’ being close
to the observation, when all other models fail to capture observation of the histor-
ical perioda common situation for precipitation metrics. Another issue emerges for
climates with very dry months: the inclusion of observation in BWA may result in a
significant spread of the posterior distribution into the negative region. To address
these problems, a modified version of the BWA method that removes observations in
the initial phase of downscaling (computation of Factors of Change) and adds them
in the estimation of posterior distributions is explored in chapter II. Comparisons of
simulation results between the modified BWA and the traditional BWA demonstrate
consistent outcomes with regards to the effect of observation in the Bayesian method.
Further, the modified BWA approach generally reduces uncertainty, as compared to
’simple averaging’ in the Bayesian context, which assigns equal weights to all model
outputs.
When downscaling the hydrological variable of interest to many locations at once,
a multivariate BWA (Smith et al., 2009) is preferred than the univariate version used
in the previous chapter. Chapter III applied the multivariate BWA method to 10
GCMs to infer the change of peak annual runoff timing under different future periods.
Based on the BWA posteriors, we identified a clear spatial pattern for the shift of
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peak annual runoff timing, which is driven by global warming. Specifically, the areas
where runoff is dominated by snowmelt will experience an early shift maximum annual
runoff. For the areas that the peak annual runoff is projected to delay, arguably, we
found the centroid of wetness of soil moisture moves to a later time. This pattern tends
to be stronger as the projection of more temperature increase in the future period and
can result in considerable economic and environmental consequences (Blo¨schl et al.,
2017). Hence, it is urgent for us to reduce the CO2 emissions to mitigate the impacts
of climate change.
There are abundant stations/sites measuring precipitation, temperature, and stream-
flow, which can be used to verify and calibrate models. Those observation has been
used to correct the bias of GCMs and reduce projection uncertainties. Unlike these
variables, measurements of ET are sparse in space and time, and their errors are
generally high 20% (Wilson et al., 2002). Thus, models are required to simulate
ET at any scale since it represents an important component of the surface water and
energy balance that transfers water from land surface to atmosphere. Existing ET
products rely on classical methods that require input data on water vapor gradient,
wind speed, and surface roughness as well as model parameters that are often dif-
ficult to obtain from in situ and remote sensing observations. The uncertainty of
these variables can be exceptionally large for the Amazon rainforest with high bio-
diversity, making it challenging to evaluate ET in space and time. In Chapter IV,
a novel energy partition method based on the maximum entropy production (MEP)
theory is applied to simulate ET. This method is first validated by using site-level
eddy flux data from the Amazon basin and shows high skill at the hourly, daily, and
monthly scales. Consistent performance under different levels of land surface dry-
ness is revealed, hinting that drought signal is appropriately resolved. The sitelevel
MEP-based estimates outperform the estimates of the Moderate Resolution Imaging
Spectroradiometer evapotranspiration product, which is commonly used for largescale
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assessments. At the Amazon basin scale, the two series yield similar averages but ex-
hibit spatial differences. The parameter parsimony and demonstrated the skill of the
MEP method make it an attractive approach for environments with diverse strategies
of water flux control. Then we apply the MEP method to project the change of ET
at the US continent scale in the context of GCM. Compare to the GCM-based esti-
mates, the MEP-based estimates are less biased in terms of annual magnitude, and
the projections of change in the future are more robust among the selected models.
Another crucial hydrological variable in the water budget is runoff, whose major
phase is always related to flooding events in urban areas. A high-fertility physically-
based model is required to modeling the process of runoff in the urban environments
since the topography and building connectivity determine the drainage routes. Thus,
Chapter V relies on tRIBS-OFMa physically rigorous hyper-resolution hydraulic and
hydrologic modelto simulate flood propagation and advance numerical representa-
tion and understanding of interactions between flooding and the urban environment.
Uncertainty quantification of the urban flooding simulation is necessary because of
the uncertainty of the surface roughness, the difficulty of measuring or forecasting
rainfall at the high resolutions and accuracies, and other parameters/inputs. How-
ever, the steep computational cost and constraints associated with resolving the 2D
Saint-Venant equations at very high resolutions prevent such uncertainty analysis.
We approach this problem by coupling tRIBS-OFM with an uncertainty quantifica-
tion framework to pre-train simulation areas on an uncertain rainfall process arising
from extreme weather events. The framework relies on polynomial chaos expansions,
which creates a mapping of flooding outputs from the uncertain rainfall. This inexpen-
sive surrogate model allows near-instantaneous predictions of quantities of interest,
therefore, we turn this uncertainty quantification framework to a real-time flooding
forecast framework. We justify this framework by reproducing the 2017 Havery event
in an urban watershed of Houston city. Given a forecasted rainfall product, the surro-
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gate model is able to predict inundation depths, streamflow, and flow velocities with
uncertainty in a few seconds.
6.2 Research assumptions and limitations
Several assumptions and limitations underlie this dissertation, which can be found
in the following.
6.2.1 Chapter II
• The GCM from each institution is assumed to be independent of each other.
But some research argued some GCMs are dependent since they share the same
boundary condition, initial condition, or same processes. The dependent GCMs
may be overweighted in BWA and result in less objective inference.
• We assume that GCMs produce reasonable estimates of the change for various
climate statistics, even though not necessarily accurate absolute magnitudes.
6.2.2 Chapter III
• We use the maximum runoff date for each year to represent the seasonality of
the major phase of runoff. This method can result in problematic results at the
regions which have multi-modal flood seasonality.
• This work cannot detect the change in peak runoff generation mechanism under
future conditions. For example, the snow amount reduces significantly due to
global warming in a region, where the peak runoff is caused by spring snowmelt
in the past. The peak runoff generation mechanism transits to precipitation
related in the future.
• We assume the shift of maximum snow amount date correlates with the shift of
the maximum snowmelt date.
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6.2.3 Chapter IV
• The maximum entropy production method requires only three single level in-
puts: net radiation, temperature, and specific humidity at the evaporating sur-
face. For the transpiration, the temperature and specific humidity should be
measured at the leaf surface, however, this level measurements are not available.
In this study, we use air specific humidity (qa) and saturated specific humidity
(qsat) as surrogate of leaf surface specific humidity (qs). Using qa results in un-
derestimation of ET since qa < qs based on the water vapor gradient from the
leaf surface to atmosphere. The estimates of ET with qsat trends to overestimate
as water limitation is not included.
• We assume a linear relationship to transform Leaf Area Index (LAI) to vegeta-
tion fraction in GCM grid cell. This assumption may result in bias in estimates
of ET in MEP theory since the relationship between LAI and vegetation fraction
is not straightforward.
• Since there is not enough ET measurement data to validate the outputs from
GCMs, we use the water budget method to estimate annual ET assuming the
storage change term is negligible. The historical period we selected is 30 years,
which is long enough for this assumption. However, it only applies to annual
ET, and we cannot validate the GCMs’ ET in terms of seasonality.
6.2.4 Chapter V
• The soil is assumed to be saturated in the simulation of tRIBS-OFM. This
assumption is appropriate for the 2017 Harvey event since there is a significant
volume of rainfall before our selected start time that saturated the soil. To
extend this framework to a general applications, initial soil moisture and other
inputs need to be considered as uncertain during the training process.
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• An uncertain hourly gauge rainfall time series is accepted here to train the
surrogate, which is reasonable due to the size of the study domain is small.
When a larger domain is considered, the spatial structure and finer temporal
resolution are necessary. However, this will introduce more number of uncertain
input variables, which represents a challenge for training PCE based surrogates.
• This framework only accounts for parameter/input uncertainty, but no model
structure uncertainty. For example, the building footprints are simplified before
they are merged into the mesh to reduce the number of computational cells and
eliminate tiny cells. While simplification improves computational efficiency, it
also lowers the accuracy of the representation of the real-world in the model as
a trade-off.
• The only observation that we can use to validate the model or perform inference
is the streamflow from the USGS monitoring gauge. However, the streamflow
during our simulation period is significantly higher than the rating limit, imply-
ing low confidence in the measurement itself. Additionally, inundation depth
data are even sparse and poor in quality.
6.3 Future works
6.3.1 Transition from CMIP5 to CMIP6
Climate models simulate the physics, chemistry, and biology of the atmosphere,
land, and oceans in great detail, representing an important tool for us to understand
how the earth system works and its response to climate change. These models are con-
tinually being improved as more institutions, models, experiments, data, new physical
processes, and biogeochemical cycles are involved. However, these improvements in
models didn’t lead to reduced uncertainties of projections from CMIP5 compared to
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CMIP3 (Knutti and Sedla´cˇek , 2013). For some processes, the older version models
even show better skills than the new version (Mueller and Seneviratne, 2014).
The next phase of Coupled Model Intercomparison Projects (CMIP) is CMIP6,
which will be featured in the upcoming 2021 IPCC sixth assessment report (AR6). A
lot of CMIP6 models are available to download and use to the date of this dissertation,
and more models will continue to release in the future (see Table 6.1). CIMP6 is a
substantial expansion over CMIP5 with respect to the number of models. Another
significant difference is that CMIP6 provides more reasonable future scenarios to
project how policies affect greenhouse gas emissions in the future. Hence, we should
transit to CMIP6 for future studies. The first question is if the great efforts of
updating CMIP6 models will lead to better performance in reproducing climate series
in the historical periods and more convergence in projecting climate change in future
periods?
For example, our results in Chapter IV show that CMIP5 models overestimate
ET in the western of the US, which correlates with the overestimation of precipi-
tation. Unfortunately, this bias pattern still exists in a similar pattern, as shown
in Figure 6.1. Evaluation of other variables and in-depth analysis should be imple-
mented in future studies. But one needs to note, more sophisticated process, higher
spatial resolution, and more calibrating data does not necessarily narrow the uncer-
tainty, as these efforts are added to represent a more comprehensive model (Knutti
and Sedla´cˇek , 2013). While the uncertainty may remain unchanged, there is more
confidence in the projections due to the additional efforts.
6.3.2 High resolution ET for Amazon rainforest
Our results in Chapter IV illustrate that the estimation of ET is not sensitive
to mild droughts in the Amazon rainforest, while water limitation constrains ET by
closing stomata in some extent. There are two possibles explanations: 1) the plants
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Table 6.1: A list of CMIP6 models
No. Model name No. Model name
1 CESM2-FV2 17 INM-CM4-8
2 CESM2-WACCM 18 INM-CM5-0
3 CESM2-WACCM-FV2 19 IPSL-CM6A-LR
4 CanESM5 20 KACE-1-0-G
5 E3SM-1-0 21 MCM-UA-1-0
6 E3SM-1-1 22 MIROC6
7 E3SM-1-1-ECA 23 MPI-ESM-1-2-HAM
8 EC-Earth3 24 MPI-ESM1-2-HR
9 EC-Earth3-Veg 25 MPI-ESM1-2-LR
10 FGOALS-f3-L 26 MRI-ESM2-0
11 FGOALS-g3 27 NESM3
12 FIO-ESM-2-0 28 NorCPM1
13 GFDL-ESM4 29 NorESM2-LM
14 GISS-E2-1-G 30 NorESM2-MM
15 GISS-E2-1-G-CC 31 SAM0-UNICON
16 GISS-E2-1-H 32 TaiESM1
Figure 6.1: Spatial difference between Livneh et al. (2013) and multi-model mean
of CMIP6 in terms of averaged (a) annual ET, and (b) annual precipitation in the
control period (1961-1990). The multi-model mean of CMIP6 is computed with all
the GCMs listed in Table 6.1 with equal weights.
are resilient to the seasonal water limitations and the mild ENSO driven drought
events (e.g., 2005 and 2010) through up-taking water from deep soils; 2) the sites we
used in our analysis are not affected by droughts. The future direction is to extend the
analysis of ET to the whole basin and longer period including 2015 drought, which
is considered to be more severe than the previous droughts. This can be done by
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driving MEP with satellite data. For example, the following products provide all the
required inputs for the MEP model:
1. NASA’s GOES Surface and Insolation Product (GSIP) version 3 product pro-
vides net radiation at hourly temporal resolution and 4 km spatial resolution.
2. Hourly specific humidity, surface temperature, vegetation fraction, and soil
moisture are taken from ERA5, which is the fifth generation of reanalysis prod-
uct produced by the European Centre for Medium-Range Weather Forecasts
(ECMWF). The spatial resolution of this product is 0.25◦ × 0.25◦.
Figure 6.2 illustrates an example of MEP based ET driven by above forcings using
the transpiration version formulation (Eq (4.10)) and assume the ground heat flux
is negligible. This assumption is appropriate for most of the Amazon basin but can
result in significant overestimation of ET in the southeast of the basin, where the
land cover is savannas, grasslands, croplands, etc (see Figure 4.13). Therefore, a full
version of MEP (Eq (4.15)) should be used to provide more accurate ET at the basin
scale. Another problem we need to address in the future is that which depth of soil
moisture represents the water supply in the ET process? While Hajji et al. (2018)
proposed a relationship between top layer soil and water limitation to improve the
performance of MEP theory under significant water stress, it doesn’t apply to the
Amazon rainforest because of the deep root systems (Ivanov et al., 2012).
The high-resolution ET allows us to investigate 1). what is the threshold of
drought severity that will affect the plant functionality; 2). which part of the Amazon
rainforest is more vulnerable to drought, and 3) legacy effects of 2015 mega drought
to the basin.
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Figure 6.2: An example of MEP based ET driven by GSIP3 net radiation, and
ERA5 specific humidity and surface temperature using Eq (4.10). The spatial
resolution is 4kmkm and the time associate with this snapshot is 03/20/2016
12:45pm.
6.3.3 Deep learning of tRIBS-OFM for real-time flood forecasting
We train a surrogate model of the physical flooding model (e.g., tRIBS-OFM)
with Polynomial Chaos Expansion (PCE) in Chapter V. The PCE based surrogate
model shows high skill in reproducing the outputs of tRIBS-OFM, such as inundation
depths, discharge, and flow velocity. However, the performance is not consistent for all
the selected Quantity of Interests. For example, Figure 5.14 illustrates some Quantity
of Interests that the accuracy of the surrogate model is lower than others because of
high non-linearity. While the overall performance of PCE based surrogate is excellent,
the next question is if we can improve the performance of surrogate models for those
high non-linear Quantity of Interests? The PCE is truncated at order 3 during the
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training process, but higher order doesn’t improve its performance (not shown here).
Thus, we need to consider other methods.
Neural networks can learn high non-linear function using layers of neurons which
mathematically transform the data and is computationally cheap, which provides an
alternative option for the surrogate model. The inundation depths of Region 2 at hour
14 from 1,000 training simulations in Chapter V are used to train a fully-connected
ReLU network with two hidden layers presented in Figure 6.3 in this section. Specif-
ically, this neural network contains an input layer for the 18 rainfall inputs, 2 hidden
layers with 8 neurons in each one, and a single neuron in the output layer that repre-
sents the scalar Quantity of Interest from flooding model. 150 validating simulations
are used to validate the performance of this neural network and compare it with the
PCE surrogate model that we used in Chapter V. Figure 6.4a shows the comparison
of PCE and neural network in reproducing the KL coefficients of the first eigenvalue
of KL decomposition (see Eq (5.8)), which represents the overall performance for all
the inundation depths in Region 2. The averaged errors using Eq (5.12) for the vali-
dating simulation (training simulation) are 0.32 (0.19) and 0.22 (0.09) for PCE and
neural network, respectively. Subplot (b) illustrates the comparison corresponding to
inundation depths from one Quantity of Interest that PCE cannot capture accurately,
and the relative error is 0.25. The performance of the surrogate model is improved
by using the neural network for this specified Quantity of Interest with relative error
reduced to 0.16. In summary, the performance of a simple neural network is better
than Polynomial Chaos Expansion, while some non-linear behavior remains poorly
resolved. In the future, other architectures and activation functions should be tried.
6.3.4 Impacts of climate change on urban flooding
Changes in flooding can be due to individual or combined changes in precipitation,
land use, and land cover, as well as practices of water management. These changes
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Figure 6.3: Neural Network used in this study. 18 hourly rainfall are used as
inputs, and two hidden layers are selected with 8 neurons for each. There is a scalar
in the output layer, which is the QoI.
Figure 6.4: Comparison of performance of Polynomial Chaos Expansion and
Neural Network in reproducing 150 validating simulations for (a) the KL coefficients
of first eigenvalue derived from inundation depth of Regions 2 at hour 14, and (b)
inundation depth at hour 14 from an individual cell in Region 2 corresponding to
higher error. In both subplots, X-axis represents results from tRIBS-OFM and
Y-axis represents results from surrogate model.
can co-occur and make it difficult to tease out the relative importance of each factor
as drivers of observed changes in river flooding behavior. Given empirical evidence,
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however, it is clear that the hydroclimate has already changed, and changes will
cascade into the watershed response. For example, Chapter III shows a clear pattern
of change of peak annual runoff timing induced by global warming, which is always
associated with flooding events. Despite a lot of literature discussed the change of
flooding characteristics (see Chapter III), there is a lack of such evaluation at ”human
action” scale (e.g., O(100) ∼ O(101) meter). There are two major challenges for
such analysis: 1) Global Climate Models don’t simulate extreme events well, and 2)
computational burdens of flooding model in urban environments make is hard for
frequency analysis with long term period simulations.
These two challenges can be addressed by the frameworks/methods implemented
in this dissertation. Specifically, the stochastic downscaling framework we investi-
gated in Chapter II is able to downscale the climate forcings (e.g., temperature and
precipitation) from the coarse GCM resolution to local scale and capture the stochas-
tic variability and low-frequency properties of variables. Figure 6.5 shows the change
of return period in the end-century with RCP85 scenario in terms of annual maxi-
mum precipitation at 7 WebMET stations in Michigan. Specifically, hourly rainfall
realizations of 3,000 years are used for both periods (historical and future) to capture
the natural variability and any possible extreme events. Then, the uncertainty quan-
tification framework we present in Chapter V provides an efficient tool to convert the
change of precipitation to the change of runoff/streamflow.
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Figure 6.5: Projected change in annual maximum precipitation frequency over
seven WebMET locations in Michigan. It shows return period (years) in 2071-2100
under RCP85 for annual maximum precipitation corresponding to the 100-year
return period under the control period (1961-1990) condition.Stochastic downscale
framework presented in Chapter II is used to downscale the precipitation
projections from 18 GCMs to the seven selected locations. 3,000 year hourly
precipitation is generated from a Weather Generator (Fatichi et al., 2011) for both
the control period (1961-1990) and future period (2071-2100, RCP85).
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APPENDIX A
BWA Result Comparison of All Cases for
Precipitation and Temperature
A comparison of results for all the simulations scenarios can be found in Figure A.1
and Figure A.2 and one can note that they are consistent with the results presented in
Chapter II: (1). FOC distributions corresponding to traditional BWA (Tebaldi et al.,
2005) and revised BWA are quite similar, except for some months when observations
are not captured by the GCM output ensemble; (2). Modified BWA has better
results for dry months, such as the month of June for the location of Fresno; (3). The
difference between temperature FOCs based on two methods is marginal for all cases.
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Figure A.1: The 5th - 95th percentile uncertainty bounds of the posterior
distribution of FOCs of precipitation for all considered cases, including 3 locations:
Miami, Fresno, and Flint; 2 emission scenarios: RCP45 and RCP85; and 2 time
windows: mid-century (2041-2070) and end-century (2071-2100). The light grey
solid lines represent FOCs of monthly precipitation from individual GCM.
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Figure A.2: The 5th - 95th percentile uncertainty bounds of the posterior
distribution of FOCs of temperautre for all considered cases, including 3 locations:
Miami, Fresno, and Flint; 2 emission scenarios: RCP45 and RCP85; and 2 time
windows: mid-century (2041-2070) and end-century (2071-2100). The light grey
solid lines represent FOCs of monthly temperature from individual GCM.
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APPENDIX B
Validation of precipitation of Livneh et al. (2013)
The mean annual precipitation of Livneh et al. (2013) between 1961 and 1990
are validated with observed precipitation from 183 WebMET (www.webmet.com) sta-
tions, whose locations can be found in Figure B.1b. Figure B.1a confirms that the
mean annual precipitation of Livneh et al. (2013) agrees well with observation for the
selected period overall as the R2 is pretty high and the slope of the regression line
approaches 1. However, Livneh et al. (2013) overestimates the annual precipitation
at about 13% of the WebMET stations significantly (relatively error > 10%).
Although there is sparse observations of ET, one can get a reliable annual es-
timates in longer term through water budget method: ET = P − R. The change
of water storage is generally negligible in long term. The accuracy of water budget
method is high since the precipitation and runoff are verified by observation with
good performance. Because the precipitation product overestimate the observation
(Figure B.1a), and the runoff product underestimate the observation slightly (Figure
3.3, the water budget method is expected to yield higher estimate of ET.
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Figure B.1: Validation of annual mean precipitation of Livneh et al. (2013) during
1961-1990 with WebMET observation. Subplot a shows the scatter plot with
regression line (red dashed line) of the comparison, and the black solid line represent
the 1:1 reference line. The spatial location of the WebMET locations can be found
in subplot b, the red triangles and blue triangles indicate the relative error is larger
than 10% with positive and negative bias, respectively. The green circle markers
represent good agreement (relative error less than 10%) between the product of
Livneh et al. (2013) and WebMET observation
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APPENDIX C
Derivatives for Manufactured Solution
The derivatives of manufactured solution (Eq 5.15) that appear in the governing
equation 5.13 of 2D Saint-Venant can be evaluated exactly as following:
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]2
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