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Ce mémoire est d’abord une présentation de quelques preuves connues de l’in
égalité fameuse de Bernstein pour les polynômes algébrique et trigonométriques
à coefficients complexes.
Nous présenterons ensuite une étude détaillée des cas d’égalité d’un raffine
ment de l’inégalité de Bernstein dû à Ruscheweyh. Pour cela nous étudierons en
profondeur un article récent de Dryanov et Fournier.
Nous nous attarderons finalement à déterminer les polynômes extrémaux
d’une classe de raffinements de l’inégalité obtenus récemment par Frappier, Rah
man et Ruscheweyh.




This masters thesis is a presentation of several known proofs of Bernstein’s
inequality for algebraic and trigonometric polynomials with complex coefficients.
We will then present a detaileci stucly of Ruscheweyh’s eqllality case of one of
the refinements of Bernstein’s inequality. For this we will stncly in detail a recent
paper by Dryanov and Fournier.
We will finally determine the extremal polynomials of a cla.ss of refinemeiits
of Bernstein’s inequality that were first obtaineci by Frappier, Rahman and Ru
scheweyh.
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INTRODUCTION
Considérons un polynôme de degré n, bien entendu de module borné sur
le disque unité du plan complexe. Que peut-ou dire de la taille de sa dérivée?
L’inégalité de Bernstein répond à cette questioll eu montrant que le module de
la dérivée est en quelque sorte comparable au maximum sur le disque unité du
module du polynôme.
La forme classique de l’inégalité de Bernstein est
<np, n> 1
pour tout polynôme p de degré plus petit ou égal à n. Ici
WU = max
pour chaque polynôme q de degré plus petit ou égal à n. En outre, les polynômes
p pour lesquels p’W = nUp sont uniquement des monômes de degré n ou la
constante identiquement nulle. Dans ce contexte nous appellerons ces polynômes
des polynômes extrémaux.
Une extension de ce résultat aux polynômes trigonométriques a été démontrée
par S. Bernstein pour les polynômes sinusoïdaux et aussi pour les polynômes
cosinusoïclaux en 1912. La forme de l’inégalité de Berustein présentée ci-dessus
fut d’abord trouvée par M. Riesz en 1914.
Dans ce document nous allons étudier quelques preuves de l’inégalité de Bern
stem, quelques raffinements de la même inégalité ainsi que les polynômes extré
maux pour ces raffinements. L’inspiration de cette étude des cas d’égalité est
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principalement due à un article de Dryanov et Fournier de 2002 où ils ont démon
tré que les polynômes extrémaux du raffinement
2n
zp’(z) + ao <np, n> 2, z <1,
n+2
a0 étant le coefficient constant du polynôme p de degré plus petit ou égal à n,
sont tout simplement les monômes de degré n ou le polynôme identiquement nul.
Ce résultat est élégant clans sa simplicité et aussi par le fait que le cas d’égalité
de l’inégalité de Berustein dans sa forme classique conduit aux mêmes polynômes
extrémaux. Ceci mène à l’étude des cas d’égalité des raffinements
zp’(z) — p(z) + dao <(n — pU, n> 2, 0 < , (1)
zp’(z) — + dao < (n
—
n> 2, (2)
zp’(z)- (p(z)-p(0))+dao < (n-l)p, n>2, (3)
p(Rz) — p(z) + dao <(Ra — 1)hpW, n> 2, R> 1, (4)
zp’(z) +da1 <np, n>2, (5)
zp’(z) + <np, n> 6. (6)
Ces raffinements ont été démontrés dans une série d’articles par Frappier, Rah
man et Ruscheweyh. L’initiative de ces raffinements remonte à des séminaires de
l’Université de Montréal en 1982 où Ruscheweyh nous a fourni le cas particulier
de l’inégalité (1) avec = 0. L’objet de cette étude est de démontrer les étapes
principales qui nous ont permis de répondre à la question suivante s Est-ce que
les polynômes extrémaux des variations ci-dessus de l’inégalité de Bernstein sont
des monômes?
Chapitre Ï
QUELQUES RÉSULTATS DE LA THÉORIE
DES SÉRIES DE FOURIER
Dans ce chapitre nous ferons uii rappel de quelques résultats de la théorie des
séries de Fourier. Les résultats de ce chapitre peuvent être retrouvés dans [111
et [131. Nous allons utiliser ceci dans le chapitre suivant où nous démontrerons
l’inégalité de Bernstein.
Les notations suivantes seront utilisées tout au long de ce documellt. La partie
réelle de z e C est lRz. La partie imaginaire de z e C est z. Nous dénotons
= {z e C z < 1}, le disque unité fermé du plan complexe. Nous dénotons
1D = {z e C : z < 1}, le disque unité ouvert dii plan complexe. Nous dénotons
= {z e C : = 1}, le cercle unité du plan complexe. Nous dénotons par
IP7, l’ensemble des polynômes de degré au plus n à coefficients complexes, c’est à
dire que si p e , alors p(z) a,z” où a e C et z e C. Pour tout p e P,,
dénotons = supZE p(z).
1.1. LE NOYAU DE DIRIcHLET ET LE NOYAU DE FEJÉR
Etuclioiis en détail le noyau de Dinichlet.
Définition 1.1.1 (Le noyau de Dirichlet). Le polynôme trigonométrique
Dm(9) = O e R
/1=—m
est appelé le noyau de DirichÏet.
Nous avons le résultat immédiat
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Théorème 1.1.1 (Le noyau de Dirichiet).
sin[(m + 1)9]
Pour tout 6 R Drn(&) 2 (1.1)
sin()
DÉMoNsTRATIoN. D’après les propriétés des fonctions exponentielles, on voit
que,
m in











= 1 + 2?[ Ï — 2[2 — e8 — e zO (1 —
— 1 ei(m+0
1 + J[ — 21J?[
Ï—cosu
= 1 — 1
— [iei(m)0] = sin[(m + )0]
sin() sin
D
Regardons maintenant en détail le noyau de Fejér.





est appetée te noyau de Fejér.
Remarque 1.1.1. Voici une propriété des fonctions trigonométriques que nous
allons utiliser dans te théorème suivant
1— cos[(n + 1)9] = (1— cos6)[n + 1 + 2 (n+ 1— m)cos(mO)].
m=1
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DÉMONSTRATION. Il est clair que pour n 1,
1 — cos[(n + 1)61 1 — cos(20)
= 2(1 — cos0)(Ï +cos0)
= (1— cos0)[2 + 2(n+ 1— 1) cos 0]
= (1— cos0)[n + 1 + 2 Z(n+ Ï m)cos(rnO)].
m=1
Ensuite, en raisonnant par récurrence, nous déduisons que la propriété trigono
métrique
1— cos[(n + 1)9] = (1— cos6)[n+ 1 + 2 (n + Ï— m)cos(rn6)]
m=1
est vraie pour n> 1. D
Ceci mène au résultat suivant
Théorème 1.1.2 (Le noyau de Fejér). Pour tout 0 e R,
K(0) = 1 +
2






rn=O 2 m=O 2 m=O
1 e — 1 1 —
= Im[ I = . Im[ ]sin() Ï — e sin() e —
— 1 — cos[(n + 1)01 — 1 — cos[(n + 1)0]
— 2sin()sin() — Ï— cos0
1—cos[(n+1)8]Il est maintenant evident que K(0)
(n+1)(1co8)













1.2. LES FONCTIONS 27r-PÉRIODIQUES
Pour une preuve de l’inégalité de Bernstein clans le prochain chapitre, nous
avons besoin d’étudier les sommes de Césaro d’une fonction continue et 2qr-
périodique arbitraire. Soit g une telle fonction.
Soit ce”0 sa représentation en série de Fourier où c, = f g()e”d.
Dénotons la iême somme partielle de g par S,(O; g) = Dénotons
aussi la moyenne arithmétique des sommes partielles de g par um(6; g)
=
(; g).
La section 1.1. implique que
S(O; g) Z[L
= f g()










= ± f7V g(O2rr
pour tout O e R.
Nous allons allssi avoir besoin de la remarque suivante.
Remarque 1.2.1. Pour toute jonction g continue et 2-ir-périodique,









[co + c71e + ce0 + . . . + Z ce°]
1






Le théorème suivant est le résultat de ce chapitre qui nous permettra de prouver
l’inégalité de Berustein a prochain chapitre
Théorème 1.2.1. Supposons que g soit une fonction continue 2n-périodique telte
que g(O) < M pour tout O R. Ators,
m(0;g)M VOeR,
avec égaÏite si et seulement si il existe e R let que g(O) = Me’7 pour tout O e R.
DÉMONSTRATION. D’après (1.2),
f Km(O)dO = f[i + (m+ 1- t) cos(O)]dO
— fo+ (1+1) (m+1 _r)f cos()dO= 1.
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Donc,





Considérons maintenant le cas d’égalité. Supposons qu’il existe ‘y R tel que




Inversement, supposons que = J/i. S’il existe Rtel que g(c < M,
par continuité on aura,
M
I f 9(9 -
<M( fKrn()d)
=M.
Ceci est une contradiction. Et donc g(O) = M, VO R. D
Chapitre 2
TROIS PREUVES CLASSIQUES DE
L’IN]GALITÉ DE BERNSTEIN
Nous allons clans ce chapitre prouver l’inégalité de Bernstein de trois manières
différentes.
2.1. L’INÉGALIT DE BERNsTEIN
Voici le résultat classique qu’on peut retrouver clans [13, chapitre 141.
Théorème 2.1.1 (L’inégalité de Bernstein). Soit p E P. Alors,
p <np Vz E
avec égalité cri rin point z0 E 3IO si et seulement si il existe -y E R tel que p(z)
pour tout z E ID.
DÉMoNsTRATIoN. Soit p E IP tel que p(z) ZoavzL. Définissons le poly
nôme trigonométrique g(6) e”p(e). Notons que,
g(O) = e’ ave2vO
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Et d’après la remarque 1.2.1.
u_i(—9; g)
= (n — 1) + ï
[(n — 1) + 1 —
= (n —




= e°p(e°) = p(e’8) < V6 R.
Et clone en appliqant le théorème 1.2.1. à (2.1),
1e
p !(ez8) —p ‘(e°) < VO e R
Supposons maintenant que p’(e° = npH. Alors un_i(—O;g) = Par le
Théorème 1.2.1., g est constante et on voit facilement que p est un monôme de
degré n ou bien p O. D
2.2. QUELQUES LEMMES UTILES
Les cieux lemmes suivants sont nécessaires pour établir la formule de Riesz, qui
nous mènera à une extension importante de l’inégalité de Bernstein. Les résultats
suivants concernant la formule de Riesz peuvent être retrouvés clans [13, chapitre
Définition 2.2.1. Dénotons par T la classe des polynômes trigonométriques de
n ikOla forme t(9)
= k=—n ake , a C C.
Remarque 2.2.1. Nons aurons besoin de l’identité suivante pour la preuve du
prochain lemme
1 — cos(ni)
= n + (n — j)(euJv + euiv), Vv e R.
1 — cos u
i=1
12
DÉMONSTRATION. Pour tout u e R,
n—1 n—1 n—1
n + Z(n — j)(e’ + eiv) n + 2iJ?Z(n — j)eui = n + 2Z
j=1 j=1 k=1
n—1






—n + ne_i2v — 2e_w + 2e1
(1 — e’)2
— e — 2emn + 2 + e2(1)v — e
=211?[
(1 — ej2(1 — e”)2
1 — e Ï — cos(nu)
= 2(
2 — 1 — cos u
D
Le lemme suivant peut être trouvé clans [3].
Lemme 2.2.1. Pour tout p e IP et pour tout ‘y, J e R,
1 /“‘ 1 — cos(nv)
‘(e)
= —] cos(nu + 1 p(e”)du.— cos u
DÉMONsTRATIoN. Soit p(z)
=




D’après la remarque 1.2.1. et en appliquant la propriété e”dv = t D S tOl2r si i=O
— cos(nu +7) p(e)duF 1 — cos(nu)n 1—cosy
13
+ e][n + Z(n — j)(eziv + e_zJv)1 akedv
ake’ e”(n + (n — j)euiv)dv
ake’ f e —
= ake2n[n — (n — k)]
=
Lemme 2.2.2. Supposons que t r1 et y R. Alors,
—ft(o)doz t(1Z+).
DÉMONSTRATION. Soit t e r,1 tel que
n—I
akezk8 = a0 + akeikO.
k=—(n--1) k=—(n—l)
kO
Alors, en appliquant f’ e”’dv = {j2 on aura
*
[
t(O)dO f e°dO = a0.















2.3. LA FORMULE DE RIESZ
Nous allons maintenant utiliser la formule de Riesz pour obtenir une extension
de l’inégalité de Bernstein. On peut utiliser les résultats de la section 2.2 pour
donner une preuve nouvelle de la formule d’interpolation de Riesz. On pourra
comparer cette preuve à celle donnée clans le livre [13, page 511].
Théorème 2.3.1. $ t E T, ators
t ‘() = Z(—1)t( — Ou), V E R,
ou = (2(O))2 et O = avec 1 < zj < 2n






Il est clair que tk 1—cos() si k est impair Posons
j n2 k=O
1 — cos(nv)







[‘ri + (n — j)(euJv + eiv)p(e)].
Ceci met en évidence le fait que t est un polynôme de degré inférieur à 3n — 1. Et




]\/Iaintenant, en utilisant le lemme 2.2.1.












1— — (_1)k1 — cos(ku
— (2.2)— 2n 1 — cos(-)
k=O n
Comme (2.2) est vrai pour tout 7 e R, nous pouvons choisir 7 = O.
2n— 1
1’—





















__ _ _ _ _ _
e’p ‘(ej
— 2n sin2()









En posant k = 2v — 1,
2n




(e’p(ej)’ = — i\ie p(e°), V E 2n.
11=1
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Nous remarquons maintenant que,
—ie”0 = —ie _ie_ive = e” =
Et finalement,
Zv(_1)vt(_ Ou), V t e r et V R.
D
Remarque 2.3.1. = n , où ), est défini comme dans te théorème
précédent.
DÉMoNsTRATIoN. Considérons le polynôme trigonométrique sin(n&). D’après la
formule de Riesz,











2.4. L’INÉGALITÉ DE BERN5TEIN POUR LES POLYNÔMES TRIGO
NOMÉTRIQUES
Théorème 2.4.1. Soit t E T tet que t(O) < M pour tout O e R. Alors,
t’(0)<Mn, VOeR.
Nous avons égatité pour un 0 e R seulement si t est de la forme,
t(8) ae0 + be8 où a + = M.
DÉMONSTRATION. Encore d’après la formule de Riesz, pour tout t E r, tel que
< M et pour tout O E R,
= Z(-1)vÀvt(O - o)j
— notons ciue > o
Mv Mn.
IVlaintenant, supposons qu’il existe 00 tel que t’(Oo) = Mn. On aura
Mn = t’(0o) = Z(—1)t(Oo — O)j \t(O0 — O) Mn.
Donc, t(00 — M, pour chaque y admissible car n et aucun des





implique clone qu’il existe un ‘y e R tel que l’on ait
(—1)t(O0 — O,.)e’7 = M, V y e {1, ..., 2n},
ou
(—1)t(O0 — O,.)e = —M, V y e {1, ..., 2n}.
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On voit que t(&o — &,)ez7 alterne entre M et —M. On en tire facilement que t(6)
a la forme Msin (n(9
— &o)) + ccos (n(& —
où c est une constante. Maintenant,
t(6)
(t8o)
— e(°)) + (e(°°°) + eiT00))]
= e_i7(e0 + + e( — + e00)e_0




0) M = max ae”0 + be° = a + b M,
OCR
ce qui donne, a + b = M.
2.5. UNE AUTRE PREUVE DE L’INÉGALITÉ DE BERN5TEIN
Nous prouverons maintenant l’inégalité de Bernstein, cette fois à l’aide d’un
théorème dû à Lagrange.
Définition 2.5.1. Une transformation de ta forme
z (a,b,c,dEC,ad—bcO)
est appetée une transformation de M5bius.
Dénotons la transformation de IVR5bius ij par T().
Théorème 2.5.1 (Théorème de Lagrange). Supposons p E 1P7, tel que
p(z) O,V z E . Alors,
p(z) +
c z1 O, V C z E .
DÉMoNsTRATIoN. Supposons p E tel que p(z) O, Vz E .
Alors, il existe k E C tel que p(z) k fl1 (1 — jjz) où rj E Remarquons que
lnp(z) = lnk + Zln(Ï — z)
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Pour z, E I, l’image de par la transformation i T() est un disque
ne contenant pas l’origine en son intérieur. Par convexité les nombres T()
appartiennent au même disque et comme ils sont distincts, leur moyenne ne peut
être nulle, i.e.,
p(z)(1 + =p(z) + C_Zp1(z) O, Vz, E
n p(z) n
D
La preuve suivailte de l’inégalité de Bernsteiri est essentiellement due à de Bruijn
[2].
Théorème 2.5.2 (L’inégalité de Bernstein).
$ipEP, ators
p’(z) <np, Vz E ft
DÉMoNsTRATIoN. Il est clair que pont tout ,\ E C tel que > nous avons
p(z) — O, Vz E D.
D’après le théoreme de Lagrange,
p(z) — +
/() O, V, z E
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c’est à dire que
p(z) — p’(z) + p’(z) , V,z E ft
Ainsi
p(z) - p’(z) + p1(z) < UpH, V,z E
Il existe co E ID tel que,
p(z) - p’(z) + p(z) - + L Vz E
Et
z o
< p(z) — —p’(z) + ‘ pU, Vz E ft
n n n
Finalement, par contilluité, nous avons p’(z) <np, Vz E ll. D
Chapitre 3
UN RAFFINEMENT DE L’IN1GALIT1 DE
BERN$TEIN
Dans ce chapitre 110115 allons raffiner l’inégalité de Bernst.ein en tenant compte
d’un des coefficients du polynôme. L’idée de tels raffinements est principalement
due à Ruscheweyh [12, chapitre 4j. Dénotons l’ensemble des fonctions analytiques
sur D par 7-(D). Définissons fœ(z) = aiz1c et f(z) aJzk. Pour
deux fonctions telles que fœ(z) = Z°= akzk et g(z) = bz dans (lD),




et est une fonction de ?t(D). Définissons B = {f e lP, : f(O) = 1 et f * R <
HpU, Vp P} et Bœ = {G e G(O) = let G*fW < ,Vf e )}
Enfin définissons F(z) = 1 + Akz’ g 7t(l) et F(z) = 1 + Akzk g
7i(I).
3.1. QUELQUES LEMMES UTILES
Nous rappelons maintenant le lemme de Schwarz, un lemme utile dans ce
chapitre.
Lemme 3.1.1 (Lemme de $chwarz). Soit f une fonction analytique sur te disque
unité ouvert telle que f(z) <1 pour tout z g D et f(O) O. Alors f’(O) <1 et
<zVz eD.
Dans chaque cas, l’égalité n’a lieu que pour des multiples de la fonction identité.
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Les résultats suivants se trouvent clans [13, chapitre 12j et [12, chapitre 4j.
Définition 3.1.1. Si ta matrice carrée H est telle que H = HT, la matrice H est
appelée hermitienne.
Dénotons la matrice hermitienne correspondante à f,, par
a0 a1 ... a,,
di a0 ... an_1
n an_1 a0
Définition 3.1.2. Le m,ème mineur principal de f,, est te déterminant de la ma
trice hermitienne correspondante à Jrn que nous allons dénoter par det M(fœ; m).
Lemme 3.1.2. F e B,, si et seulement si ta forme de Toeplitz-Hermite de F,,,,,
(zo, z1, , z,,) A0 = 1, A_k À, k = 1,. . . , n,
est semi définie positive.
Proposition 3.1.1. Une condition nécessaire et suffisante pour que la forme de
Toeplitz-Hermite de F,,,, soit définie positive est que tous les mineurs pincipa’ux
de la matrice hermitienne correspondante soient positifs.
Lemme 3.1.3. Nous avons F q B,, si et seulement si
F(z) = G(z) + z”’H(z) où G q B,,,, et H e
En fait la classe B,,,, est identique à la classe des fonctions normalisées à partie
réelle plus grande que , d’où le résultat suivant qu’on retrouve dans le livre de
Tsuji [15, page 153-1591
Lemme 3.1.4. (Carathéodory et Toeplitz,). Si det M(F; n) > O, n = Ï, 2,
alors F,,,, e B,,,,. Réciproquement, supposons que F,,,, e B,,,, et qu’il existe Y 1
tel que det M(F,,,,; y) O. Alors, il existe un nombre N > 1 tel que
det M(f; n) > O quand n = O, ..., N — 1





où les coefficients )j, j = 1, ..., N sont strictement positifs et les N nombres
compleres e j = 1, ..., N, sont distincts.
3.2. UN RAFFINEMENT DE L’INÉGALITÉ DE BERNsTEIN
Dans ce qui reste du chapitre 3 de ce mémoire nous exposerons les résultats
principaux d’un article dû à Dryanov et Fournier [4].
Voici quelques remarques utiles pour la preuve du raffinement de l’inégalité
de Bernstein qui nous intéresse. Dénotons Fd;e(z) = JZd + e’°z.
Remarque 3.2.1. Soit d = sup {d> O p’H + dao(p) < Vp e
ÀÏors, d = stip {d>O: Fd;O E B,VO E R}.
DÉMoNsTRATIoN. Définissons, j5(z) = zp() et observons que si p e IP, et que
si nous représentons p par p(z) = alors p’(z) = uaz’ et aussi
(j’)(z) = z1 l-’az”. De plus remarquons que = sup1 zp() =
V p E P,. iViaintenant,











F e B (V& e R)
et donc, d sup {d O: Fd;o E B,VO C R}. D
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Remarque 3.2.2. Le k’ mineur principal de Fd;O, clet M(Fd.o; k), vaut 2k—1












En soustrayant la colonne de
en ajoutant la (k + 1)ièrne rangée à
la (j + 1)ième colonne (1 < j < k) et ensuite
la première rangée nous obtenons
Remarque 3.2.3. Le nième mineur principal de Fd.o satisfait à
2’ d n+2


















1 —1 ... —1
1 1 • . —1
11...
2n—k O O O
n—1 1 —1 •.. —1
n—2 1 1 —1
















n n—1 1 de’8
1 n—1 n ... 2 1
detM(Fd;o:n)
nn+l






n n — 1 1
nn+l t
O ... n
n+1 2 .. n n—1
n
n—Ï n ... 2
n...2
n—2 n—1 . d2
+ (—1)
nn+l n — nn+l
2...n




= 2n — n 9n_1 +
2de0 — d2(n + 2) 9T3
n2n’ —
1 1 —1 —1
2 ... n—1 n n—1
= +
2(1Y’dCOSO( 2)n_2





Par conséquent clet M(Fd;o; n) > O si U et l’égalité ne tiendra que si U
et O = n. Voici maintenant le raffinement de l’inégalité de Bernstein cjui nous
intéresse






DÉMONSTRATION. Supposons d’abord que n=1. Soit p(z) = a0 + a1z. Alors,
Wp’W + da0 = a1 + da0
+ aoL
= = sup a0 + a1z
zR
et donc
d1 = sup {d>O: da0 < ao} 1.
Maintenant supposons que n > 2. D’après la remarque 3.1.2 tous les mineurs
principaux de Fd;O sont positifs et d’après la remarque 3.1.3 son ne mineur
principal est positif pour tout d < De plus, il existe Oo tel que si d
alors detM(Fd,;oo;n) -(1 + )(1 — 2d) O. Maintenant, d’après la
proposition 3.1.1, la forme de Toeplitz-Hermite de Fd;o est définie positive pour
tout cl < Et donc d’après le lemme 3.1.2, si alors Fd;e E B.
Finalement d sup{d> O: Fd;9 E } = D
3.3. LE CAS D’ÉGALITÉ
Dans toute cette section, supposons que p(z) = az” P tel que
Wp’H + dao = D’après la remarque 3.2.1., nous avons
<iU, VOeR,
et il existe un nombre réel 0,, et un nombre complexe z E 8ID tels que
=
Le but de cette section est de démontrer que la classe des fonctions pour lesquelles
l’égalité tient est constituée des fonctions de la forme z ‘—÷ az’. Rappelons que
Fd;8(Z) = -z + e’°z.
Remarque 3.3.1. Si j5 est une fonction constante, alors p(z) = z’5() = az’.
Stipposons maintenant que j5 soit une fonction non-constante. Nous distingue
rons les cas det l[(F(j,;o,; n) > O et det M(Fdr;o; n) = O séparément.
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3.3.1. Le cas où cletM(Fdn;e;n) >0.
Remarque 3.3.2. Il existe >0 tel que cletIl/i(Ft+;o,,;n) >0.
D IMONsTRATION. D ‘après la définition,
n n — 1 1 de°
1 n—1 n ... 2 1
cletIv[(Fd,.o,;n)
= nfl+l :
Ue’ 1 ... n—l n
n+1
Il est clair que quand O,. est fixe, det M(Fd,;o,; n) est une fonction continue de U,..
Donc, il existe >0 tel que detM(Fd+;o;n) > 0. D
Théorème 3.3.1. Dans te cas où detM(Fd,;o;n) >0, p(z) a,.z”.
DÉMoNsTRATION. D’après la remarque 3.2.3 et la proposition 3.1.1, la forme de
Toeplitz-Hermite de est définie positive. Cela implique, d’après le lemme
2.0.1, que B,,. Nous avons
Wp’U
+ U,.±




= (j5 * (z,.)
M MpM.
D’après notre hypothèse que p’M + d,.a0 MpU, nous avons
p’ + (U,. + ao < Mp’M +
C’est à dire que, a0 = O où > O ou encore que a0 0. lVlamtenant, p’ nHpU
et clone, d’après le théorème 1.2.1, p(z) = az”. D
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3.3.2. Le cas où cletM(Fd,;e,;n) = O.
Remarque 3.3.3. Fd;9, Z=i + z’H(z) OÙ H E H(ILI).
DÉMONSTRATION. Par cléfinitioll, Fd;(z) = E B. D’après
le lemme 3.1.3 il existe G E Bœ tel que Fd;o(z) = G(z) + z’H(z). Et clone
d’après le lemme 3.1.4 Fd;Q() = + z’H(z), où les \j sont positifs





Nous remarquons aussi que pour k = 0, = 1.












Le résultat suit immédiatement . D
Ainsi l’étude de Jet M(Fd,.o; n) = O mène à une étude de l’ensemble {j}1.
3.3.2.1. Le cas où {}1 n’est pas fermé sous la conjugaison.
Remarque 3.3.5. 5((jz) = j = 1,...,n.
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DÉMONSTRATION. Supposons que j5(z) = c,z”,
IIII = * Fd = * Zi
k=O j=1 k=O j=I
= Z/\iZck(cjzn)
UII Z À =
Ceci nous donne l’égalité
= j, j =







Ceci est une contradiction, alors [(Ckz) V(, e {(}L.








Donc, jz,1) V j où ( E Or {k}i n’est pas fermé sous
conjugaison. Alors, il existe E {} tel que = j5 où ( {}n
D
Remarque 3.3.7. Le polynôme trigonométrique t(O) = J5H2 — (e8)2 est iden
tiquement nul.
DÉMONSTRATION. Il est clair que t(O) > 0 pour tout O E R et comme
(e°)2 =(et°)(ei8) =
il est aussi clair que t E ‘ri,. Et clone, t a au plus 2n zéros sur [0, 2n). Or, en
comptant les multiplicités, t a au moins 2n + 2 zéros, d’où le résultat. D
Théorème 3.3.2. Dans te cas où cletM(Fd;o;n) = O et où {} n’est pas
fermé sous conjugaison,
p(z) = az’, a E C.
DÉMONsTRATION. D’après la remarque précédente (z)I est constant pour tout
z E ft On en déduira que p est un monôme. Ce monôme est de degré n ou bien
p O parce que sinon l’égalité p’U + daoj = np ne pourrait être valide. D
3.3.3. Le cas où cletM(Fdn;o;n) = O et {(j}’ est fermé sous la conju
gaison.
Dans cette section notis allons utiliser les notations suivantes.
,1—1
1 Ç2 rt2
-‘-‘ri Il-n — , ‘—‘,,
,n f-fl f-n X n




Observons que d’après la remarque 2.2.6.,
n n =
,ixi
Remarque 3.3.8. ,, est ‘une matrice inversibte.


















Supposons maintenant que l’énoncé précédent est vrai pour un nombre fixe, n> 2.
Si nous remplaçons C+i par z, il existe un polynôme, p , tel que
p(z) = Kfl(z
- C)



























où p(C) = 0, i 1, ..., n. Alors, p est un polynôme de la forme
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où K est une constante et aussi le flième coefficient de p(z). C’est à dire que,














Après un argument par récurrence,
detVr)
= fl ( — ), Vu.
1<j<i<n
Comme (j (j pour tout i j, nous avons Jet V O, V n
Après les propriétés des déterminants,
implique que Jet ,, = clet V Jet I( O.
Finalement, est une matrice inversible.
Remarque 3.3.9. Supposons que,
L L3j L1
LL...L21 n
et que 11/(z) = fJ(z
—













fi si i=ja()k où
= {
k=O
n—1 j kPosons, qj(z) kO Qkz et remarquons que q() = Et donc, qj(z) E IPi
avec n — 1 zéros. C’est à dire que nous pourrons représenter qj comme,








De plus, en remarquant que W(Cj) = O,






c = , W) O.
W’ ((i)
n—i -
V j k W(z)
qJ(z)=az
=
Maintenant, après les propriétés des matrices,
(vi’ =
a a ... a,1 1 1 ... 1
V’Vn
a ... a1 i Ç2 ...
In






















DÉMONSTRATION. Nous avons défini Â7, et tels que
Li)
9

































= Qn- 1)L _ZkL_dL1)
où
= —










— 1 f 14/(z) n-1 —
n-1
— (n — 1)!
kO












+ (1— )2.14n(ç) —
_____




— W’()(l — Ç)2
(n
— )( — C) +
— 117(1) — W(1)









Remarque 3.3.11. Supposons qu’il existe jo tel que = 1 e {Ci}1• Alors
1/V(1) = O et
1 147”(l) ci,
— n — 1
— 21’V’(l) — W’(l)
DÉMONSTRATION. Nous avons vu clans la preuve de la remarque 2.2.12. que
n—1 n—1









_ _ _____________ _______






11/(z) I/V(z) — T/V(C0) T’V’(1)
lim ZL0zk = lim = lim
z-+c z— j0W’(j0)(z
— ci0) z-+jo (z — cj0)W’(l) w’(l)k=O
et
n—1 n—1
kL° 1imk = 1n_lkL0zl
=
k=1 k=O




z—1 W’(l)(z — 1)2 )
lim
( W”(z)(z —1) + W’(z) — W!(z))








dncj — (W’(1)+dn)) Vj jo
DÉMONSTRATION. Encore d’après la preuve de la remarque 2.2.12,
n—1 n—1
















c)2V’(c) — (1 — c)cI/T71(cï
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IViaintenant,
= 1 ( T/V’(l)
________
n (1— -








Nous résumons les trois remarques précédentes
1





n 2W’(l) — WTï))’ si W(1) = O et j =jo
W( 1) si W(1) O.
Remarque 3.3.13. j5(Cz) = j5W V
DÉMONSTRATION.





ce qui implique le résultat. D
Remarque 3.3.14. Sans perte de généralité, nons posons z, = 1.
DÉMONSTRATION. Supposons que z, 1. Nous définissons, bz” (z) =
(zz)
=
a(zz)’. Donc, ou encore = Nous avons aussi
= z’(zz). Donc, et Hp’U. Maintenant,




(z) cW(z) + où c E C.
DÉMONSTRATION. Nous avons, p() = , Vj. Alors, p(z)
—
est un poiy






Le contenu de la remarciue suivant.e est. un résultat connu (le Lemme de Jack,





DÉMONSTRATION. Définissons, j5() = {j3(z) z E }. Soit 1 0 j5(). En appli
quant. le Théorème de Lagrange (Théorème 1.6.1) au polynôme — 77:
Vz,CE
(z)





< V z, E
E R, jîi(z) — z’(z) + &°zp’(z) V z E
(z) - + <p V z E
5(C)
- + C;1(C)
C’tC) - < =1 Vj, (Cnp(() ‘np(C)
C’(C <1- C’tC)
flp(j) np(c)
Ainsi, d’après l’inégalité du triangle,
o < C5’(C) <1.
- n(C) -
39
L’idée de la remarque suivante se trouve dans [5, page 49].
Remarque 3.3.17. o est constant.





alors g est une fonctioir analytique sur telle que g(O) = O et < 1. Nous





avec Z E ID. Il suit que
___
+ p(0) Vz E R.
— UU —b p(O)
IViaintenant,
j5(z) —j5((j)










— IzHl 1 —
> F
+ (O)Hz - zj
-
-
Iz1 (1- z)( + (O) zD
-
- j5(O) I
- p U + (O)I
Si o pour un certain j, il suivra que = (0)I. Mais ceci ne peut que
être vrai que si est constant. Réciproquement, si j5 est collstant il est clair que
= O pour tout z et clone que O pour tout j. D
Remarque 3.3.18. arg f(Çj) est constant pour tout j.
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nons avons aussi le fait que,
Cela nous permet d’observer que,







Donc si W(1) 0, forcément W(1) > 0. Maintenant, d’après la remarque 3.2.12.,
— W(1) c
— n cW’() (i_ )2 i)










Cela implique que ck(c) < 0, Vj où (j 1. C’est-à-dire cyue arg h((j) est constant
pour tout j où (j 1. Et comme h(1) = 0, nous avons que argh() est constant
pour tout j.
Remarque 3.3.19. Si 1-17(1) 0, alors nÉ.
DÉvIONSTRATION. Supposons que f(u) A + uB + D avec B =




— (n — 1), b argB et d = argD.
.
d, W’(l) d
L1 W(1) 7 W(1) W(1)
Comme, f(e°) A + + V& R.
Nous avons. f(e0_)) = A + e’ (Be’° + De_tO). V9 R.
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Par hypothèse Bj Dj, ce qui implique que (BIe’ + De) O.
Et donc f() est une ellipse non-dégénérée, image injective de 8 par f.
C’est à dire que la ligne reiargf(i) où r R et f(n) se rencontrent au plus deux
fois. Nous remarquons aussi que re arg f() est une ligne car arg f ((j) est constant.
Cette ligne intersecte f(u) pour chaque j 1, .., n. Il est donc obligé que n < 2.
IViaintenant nous nous rappelons que nous sommes clans le cas où {(j} est
fermé sous conjugaison. Cela implique que n=2.
— W’(l) d
W(1) W(1)
Ceci signifie que soit = n ou n
—
Comme, {j}I est fermé
sous conjugaison,
W’(l) 1 1 n
Ceci implique que = n
—
Maintenant, f((j) = 1 — Comme
(j et arg f((j) est constant pour tout j, il est évident que est constant
pour tout j. Ceci implique que n < 2. Encore une fois, {(} est fermé sous
conjugaison et n=2. D
Remarque 3.3.20. Si n = 2, {(j} = { + i, — i}.
DÉMONSTRATION. Nous avons 1 et il existe (tel que {c}1 {(, }. Ceci
implique que






(À1 + ‘\2)(( +
(2) 0. (3.1)
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Donc ()2 (1 + ?<). Nous avons
+ + /\ + Ci = O
(2À1
—
1)()(1 + 2C) =0. (3.2)
Les équations (3.1) et (3.2) mènent à trois possibilités
Possibilité 1. = ; ceci implique que + = 1. Donc = et
Possibilité 2. = 0; ceci implique que = et donc que n=1, une contradliction.
Possibilité 3. lR =
— ; ceci implique que
()2
—, encore une contradiction.
Maintenant nous avons vu que n=2 quand W(1) O. Après des calculs brefs,
J() = — et f() + i. Ceci montre que argf(j) n’est pas constant,
une contradiction. Donc, il faut que 117(1) = O. Nous distinguerons finalement
deux cas.
Si W’(l) + d:
Supposons que h(u) = —B — D + ‘uB + D, où B = —dv, D = —W’(l) — d.
Comme Ïi(1) = O, h(ID) est une ellipse une fois couverte qui rencontre l’origine.
Alors la ligne rencontre h(u) au plus deux fois. C’est à dire que n 2.
Or, {(}L1 est fermé sous conjugaison où 1 {c}L1. Donc n=1. Ceci est une
contradiction à notre hypothèse initiale que n > 2.
Si dI = IW’(l) + d
Dans ce cas W’(l) O ou W’(l) = —2d. C’est à dire que W’(l) O. Or,
W(z) = (z — 1) fl=i(z
— () où Ct = 1. Posons maintenant, u(z) = fli(z —
s1 st
Alors, comme {}L1 est fermé sous conjugaison , u(Ï) > O. Donc, W’(l) =
u(z) + (z — 1)u’(z)1 u(1) > O, une contradiction.
Finalement, on se retrouve avec des contradictions quand {c}1 est fermé
sous conjugaison. Alors, il faut que ne soit pas fermé sous conjugaison et
donc d’après les théorèmes 3.2.1 et 3.2.2, p(z) =
Chapitre 4
CAS D’ÉGALITÉ POUR QUELQUES
RAFFINEMENT$ DE L’INÉGALITÉ DE
BERN$TEIN
Nous identifions claris ce chapitre la classe des polynômes extrémaux pour
des raffinements connus de l’inégalité de Bernstein. Le résultat principal de ce
chapitre sera l’objet d’une publication clans le journal Computational IVlethocÏs
and Function Theory.
4.1. LES RAFFINEMENTS DE L’INGALIT DE BERN5TEIN
Nous avons les inégalités suivailtes pour tout z D et pour tout p P,,
zp’(z) — Àp(z) * cÏa0 < (n
—
n 2, 0 < , (4.1)
Izp’(z) — + dIaoI (n n 2, (4.2)
jzp’(z) - (p(z) -p(0))j + d,11a01 (n - n 2, (4.3)
p(Rz) — p(z) + dao < (R — 1)HpH, n 2, R> 1, (4.4)
zji(z) + drjai n> 2, (4.5)
zp’(z) + d,ja2 <np, n > 6. (4.6)
Dans chaque cas, d, est une constante optimale positive bien déterminée, qui
peut varier d’une inégalité à une autre selon les paramètres de l’inégalité. Ici “op
timal’ signifiera que pour n’importe quelle inégalité ci-dessus, si nous remplaçons
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d par une constante arbitraire é > d, l’inégalité sera renversée pour au moins
un polynôme p E IP.
Considérons par exemple l’inégalité (4.1). On aura
2(n—2i\) n
— 2
alors que pour l’inégalité (4.2)
1. . n—1
é,, = .(n impair),
2(n + 9)
pair)
&u pour l’inégalité (4.5)
(n>4).
Ces inégalités ont été obtenues dans une série d’articles publiés par Frappier, Rah
man et Ruscheweyh [13, page 518j, [1, [81, parfois ensemble, parfois séparément.
Chacune de ces inégalités est un raffinement de l’inégalité de Bernstein
np,p E P, n 1. (4.7)
De plus, nous pouvons les démontrer toutes en utilisant des idées semblables. Il
est bien connu qu’on a égalité dans (4.7) pour les polynômes algébriques de la
forme p,, (z) = az”, a7, E C; ceci était la conclusion du chapitre 3 pour ). = O. Le
résultat principal de ce chapitre est
Théorème 4.1.1. Pour chaque inégalité (4.1), (4.2), (4. 3), (4.4), (4.5), (4.6) ci
dessus, nous avons égalité si et seulement si tes polynômes sont des monômes
de degré n ou bien identiquement nuls.
4.2. UN RÉSULTAT AUXILIAIRE
Lemme 4.2.1. Supposons que n> 1 et f E B,, avec det M(f; n) > O. Supposons
aussi que O < j < n; alors, it existe une constante strictement positive d telle que
Hf * p + pour tout p e r,,, p(z)
=
azk.
En particulier, nous avons l’égalité f *p = seulement pour les polynômes
p constants.
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DÉMONSTRATION. D’après les lemmes 3.1.3 et 3.1.4, l’hypothèse Jet M(f; n) > O
implique que Jet M(f; k) > O pour tout O < k < n. Il est Jonc clair que, par
continuité, si fE = J(z) + nous avons
cletM(fE;k)>O, O<k<n
pour tout E E C avec < cl où U est une constante strictement positive qui
dépend de f et de j mais qui est indépendante de k. D’après le lemme 3.1.2,
e B. C’est à dire que,
f *p(z) +Eaz3 < z E , U.




Supposons maintenant qu’il existe P E lPr. non-constant tel que
If * PU IIU•
Il existe Jonc un indice 1 j0 < n tel que a0(P) O. Ensuite nous obtenons,
UU + dIaj0I jf * PU + UIa0I
ce qui est une contradiction, et Jonc il est nécessaire que P soit constant! D
Frappier et Qazi [91 ont posé la question suivante étant donné O k < n,
existe-t-il une constailte A qui dépend de k telle que
Up’U + AIa njp
pour tout p e IP? Ceci, d’après un argument semblable à celui Je la remarque




+ezn_k E B, cl < —.
D’après les remarciues 3.2.2. et 32.3. les mineurs principaux de Je sont stricte
ment positifs. Et donc l’hypothèse du lemme est satisfaite pour fo. Nous avons
maintenant à choisir A nU(fo, n — k) > O pour vérifier que la réponse à leur
question est positive.
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4.3. LA PREUVE DU THEORÈIVIE 4.1.1.
Les preuves des inégalités (4.1),(4.2),(4.3),(4.4),(4.5),(4.6) ont des caractéris
t.iciues communes. Chacune est équivalente, pour un j n — 2, n — 1 ou n, à une
inégalité du type
* f + dai(q) Hq, q E (4.8)
où J E , et d, est mie fonction de d. Par exemple (4.1) est écjuivalent à
q(z)* (i+(i— )z +La(q) z, qEP
OU d1
= (n;\)•
De plus, nous avons égalité en (4.8) avec q(z) = zp() E IP si et
seulement si nous avons égalité clans l’équation correspondante (4.1),...,(4.6). En
regardant les références [13, page 5181, [1, [8], on voit que dans tous les cas le
polynôme J E B,, clans (4.8) a les cieux propriétés suivantes : si
JE = f(z) +EZ = 0k(fE)zk, I <c,, (4.9)
alors clet M(f; k) > 0, 0 < k < n — Ï. En outre il existe un unique nombre
complexe tel que
detM(f;n) = O et detM(fE;n) >0 si = d, z . (4.10)
Considérons maintenant un polynôme q e P, qui est extrémal pour (4.8),
c’est-à-dire cyue
Hq * f + a(q) = UqH. (4.11)
Donc, il existe z0 E 8 et 9 E R tels que
q * Jneio(Z0) = q * J(zo) +
= q * J(zo) +
=
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Premièrement, nous allons supposer que e0 e’8; d’après (4.9), (4.10) et le
lemme 3.1.2., il existe U > O tel que f(n±d)eo e B. En particulier
II flq * f(+d)e0
q *
— q * j(zo) + ( + d)e°a(q)z
= q * f(zo)( + ( + d)a(q)
= UU + a(q)d.
Il est évident que Ia(q) = O et donc d’après (4.11) et le lemme 3.1.4., ç’ e IP0.
C’est-à-dire que p(z) = z’q() est un monôme de degré n ou bien p 0.
Supposons maintenant que e° e’°; alors det M(f; n) = 0. D’après le lemme
3.1.4.,








(È 1k) WU (4.13)
= UqR.
Donc nous avons égalité en (4.12) et (4.13). Comme les 1k sont strictement positifs,
il existe n nombre réel p tel que
q(kzo) 1 k < n.





où O K C. Sans perte de généralité , nous pouvons supposer cjue e’ =
z0 = 1. Posons Q(z) Ifl1(i — Çkz). Il est evident que Q(z) >
O, V z E . La représentation de Fejér-Riesz 13, page 410J pour les polynômes
trigonométriques p osit ifs implique que
Q(z) iQ(z)2 Vz E ,pour un certain M> O.
Il s’en suit qu’il existe A, B E C tels que Q(z) A+Bz” et que ceci est aussi valide
pour q et p. Si nous étudions chaque inégalité (4.1),...,(4.6), il sera évident que les
polynômes extrémaux qui correspondent à chaque inégalité sont des monômes.
4.4. QuELQuEs DERNIÈRES REMARQUES
Le théorème 4.1.1. peut être faux si on se permet de varier les paramètres.
Par exemples quand n 1 les inégalités (4.1),(4.2) et(4.4),
zp’(z)
— ,\p(z)I + (1 — 2À)ao(p) <(1 — À)UpU, O < À < z E ,
zp’(z) - ay(p)z + ao(p) z E 3,
p(Rz) — p(z) + (r — l)ao(p) < (R — ‘)HpH, R> 1, z E ,
sont valides pour tout? E 1P1. De plus, les polynômes de la forme p(z) Az + B
sont extrérnaux même si B O. Un autre exemple serait de poser À clans
l’inégalité (4.1)
zp’(z) - p(z) z E
Cette dernière inégalité est maintenant valide pour tout p E P. et les uniques
polynômes extrémaux ont la forme p(z) Az + B même si B O. La preuve
de ceci se trouve dans la puhlication[6].
Il se peut que sous une variation de paramètre le théorème (4.1.1) reste vrai.
Par exemple, la version optimale de l’inégalité (4.5) avec n = 1 n’est rien d’autre
que l’inégalité de Bernstein avec n = 1 où nous avons égalité seulement pour les
monômes. Un autre exemple d’un changement de paramètres qui ne modifie pas
le résultat du théorème (4.1.1) se trouve dans l’inégalité suivante, valide pour
tout p E , n> 1,
zp’(z)—Àp(z)l+dao(p)<(n—À)hpW, zE, OÀ<, Oci<d
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où les polyllômes extrémaux sont exclusivemellt des mouômes, même claris le cas
n 1. Ceci est une conséquence de iïotre preuve du lemme 4.2.1 et de la structure
générale de l’inégalité (4.1).
CONCLUSION
En supposant qu’un polynôme est de degré n et que nous ayons des connais
sances de ses valeurs sur le discïue unité du plan complexe, on a constaté que
l’on est capable de dire quelque chose sur la taille de sa dérivée. De plus, on est
aussi capable de trouver la forme des polynômes, que nous avons appelés des po
lynômes extrémaux, où la valeur absolue de la dérivée est en quelque sorte d’une
taille maximale. Les connaissances des valeurs du polynôme et la restriction de
ses dérivées ont été présentées sous la forme de l’inégalité de Bernstein ou l’une
de ses variations. Dans presque toutes les inégalités étudiées ici, les polynômes
extrémaux étaient toujours des monômes.
Il est intéressant. de remarquer qu’il existe des variations de l’inégalité de
Berustein où les polynômes ext.rémaux sont autres que des monômes. Par exemple,
les polynômes extrémaux de l’inégalité
zp’(z) - p(z) IIpII, 1, z E
sont de la forme p(z) = Az’ + B où B n’est pas nécessairement nul. De plus,
il s’agit des seuls polynômes extrémaux de l’inégalité ci-dessus. Il faut donc étu
cher les polynômes extrémaux de chaque raffinement de l’inégalité de Bernstein
séparément bien que les résultats se ressemblent assez souvent.
Comme dernière remarclue, il est évident que nous pourrons avoir des varia
tions de l’inégalité de Bernstein en appliquant successivement des résultats connus
plusieurs fois. Par exemple. en appliquant l’inégalité (4.1) avec O deux fois,
il est clair que
2n(n — 1) 2(n — 1)
Ilp” <n(n —
— n + 2 — +
a, n> 3
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pour tout p E lPri avec égalité si et seulement si p est un monôme de degré n ou
p est identiquement nul.
L’étude des inégalités de Bernstein pour les dérivées d’ordre supérieur nous
conduira certainement à des variations de l’inégalit.é de Bernstein encore plus raffi
nées. Il est probable que la méthode utilisée ici sera aussi efficace pour déterminer
les polynômes extrémaux de ces raffinements.
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