Modeling the contagious distribution of species has long been a challenging issue in ecology. Autologistic regression modeling has been a primary approach used to describe the spatially correlated distribution of single species on landscapes. Here we introduce a generalized auto multicategorical regression method to model the simultaneous distribution of multiple species. The auto multicategorical regression model includes the autologistic model as a special case. We develop a stochastic approximation algorithm for calculating the maximum likelihood estimates of parameters in the auto-multicategorical model. Based on the pseudo-likelihood likelihood function, we propose three model selection criteria for the selection of a 'good' model. A simulation study is carried out to examine the performance of the maximum likelihood estimation method and the three model selection criteria. An application of the model is provided through the analysis of the distribution of vegetation types in terms of climate variables in British Columbia, Canada.
INTRODUCTION
The spatial distribution of species is typically documented as the presence or absence of a species in a gridded map of equal cell size. Such data are essential for studying biodiversity patterns in ecology [10] , understanding environmental determination of species distribution [9, 18, 14] , predicting distribution in areas where observations are not available [15, 23] , and planning biological conservation [25] . The majority of these studies have thus far focused on the distribution of a single species and its dependence on environmental covariates [3, 11, 31, 16, 14] . However, species rarely grow alone on landscapes; they live together, interacting and competing with each other for light, space, and * NSF grant SES-0643663.
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nutrients. As a result, different species may dominate different local sites, forming a distribution as shown in Figure 1 (a). An important feature in the distribution of species is that the distribution is spatially correlated. Statistical models for analyzing the correlated distribution can be divided roughly into two categories: (i) marginal logistic models that specify the marginal mean of a dependent variable as a function of covariates; and (ii) conditional auto-logistic models that define the full conditional distribution of the observation in each focal cell as a function of covariates and observations in other (neighboring) cells [30] . The inclusion of observations from neighboring cells as explanatory terms captures both the nature of species dispersal as well as the influence of underlying environmental factors which may lead species occurrence in neighboring pixels to be more similar than that in distant pixels. While several structures have been proposed to describe this spatial correlation, the first-order and second-order neighboring correlations [32, 13, 18, 16, 14] are most commonly used ( Figure 2 ).
This study develops an auto-multicategorical regression model which is then used to analyze the distribution of several species of vegetation in British Columbia (BC) by considering the second-order correlation structure. The secondorder correlation is viewed as a necessary structure in describing the spatial distribution of vegetation because the physiography of BC is characterized by mountain ranges in the northwest-southeast direction; the dispersal/migration processes in the distribution of vegetation may therefore impose a long-range effect. The secondary goals of this study are to (i) develop the maximum likelihood method for estimating parameters in the auto-multicategorical model; and (ii) develop and evaluate model selection criteria for choosing a 'good' model from a group of candidate models.
The remainder of the paper is organized as follows. In Section 2, the auto-multicategorical regression model is introduced. Section 3 describes a Markov chain Monte Carlo (MCMC) stochastic approximation (SA) algorithm for computing the maximum likelihood (ML) estimate. Three model selection criteria are proposed based on the pseudo-likelihood function. In Section 4, a simulation study is conducted to investigate the empirical performance of the ML estimation method and the three model selection criteria. In Section 5, the auto-multicategorical model is applied in an analysis of the distribution of four types of vegetation in BC. The study concludes with a discussion in Section 6. 
THE AUTO-MULTICATEGORICAL MODEL
We consider a dataset
∈ D} recorded at n D locations on a subset D of a finite lattice, where the coordinate (k, l) specifies the row and column of the lattice D at which it is located. At the site (k, l), X k,l is a q × 1 covariate vector and response variable Y k,l has C possible values, say 0, 1, . . . , C − 1. In this paper, Y k,l = 0 denotes the absence of all species and Y k,l = j ( = 0) denotes the presence of the jth species. Neither the ordering nor the difference between species numbers is meaningful.
A common model to analyze the data {(X k,l , Y k,l ) : (k, l) ∈ D} is a multicategorical response model [24] , which assumes that the Y k,l s are independent and satisfy (1)
for i = 0, . . . , C − 1, where the superscript T denotes transpose, β(0) is set to 0 to avoid redundancy, and β(i) denotes the coefficients vector for the odds of Y k,l = i relative to Y k,l = 0 for i = 1, . . . , C − 1. A key assumption of this model is independence among all Y k,l . However, the assumption of independence is often unrealistic in ecology, as the presence/absence of a species in one site may have a potential effect on the presence/absence of the same species in the neighborhood. Therefore, an accurate model should incorporate the spatial dependence among all Y k,l s.
A class of random fields that captures spatial correlation with wide applications in ecology is the Markov random field (MRF) on a finite lattice [5, 7] . Because D is usually an irregular lattice in most applications, we consider the joint distribution of the internal site responses
where ∂D and D o , respectively, denote the set of all sites forming the boundary of D and the set of all internal sites of D. Explicitly, the probability function of the MRF of
∈ D} can be written in a Gibbsian form as follows:
where For computational simplicity, we focus on a first-or second-order auto-multicategorical regression model. In this model the potential/energy function Q(Y, X; θ) depends only on contributions from cliques in which every pair of distinct sites are neighbors containing no more than two sites. For example, in the left panel of Figure 2 , the site (k, l) has four first-order neighbors (k, l − 1), (k − 1, l), (k, l + 1), and (k + 1, l). Specifically, we assume that Q(Y, X; θ) is given by
where φ k,l;k ,l (y k,l , y k ,l ) characterizes the relationship between y k,l and y k ,l and (k, l) ∼ (k , l ) denotes that (k, l) and (k , l ) are either first-order or second-order neighbors and that either ( Figure 2 ). It should be noted that although we may include more complicated interactions between the sites in D, such models with complicated interactions can be computationally prohibitive. For simplicity, we consider only a special case of the second-order model, in which φ k,l;k ,l (y k,l , y k ,l ) is defined as follows:
where 1(·) is an indicator function and δ(y k,l , y k ,l ) equals one whenever y k,l = y k ,l and zero otherwise. We set γ i (0) = 0 for i = 1, 2, 3 and 4 to avoid redundancy. Parameters γ i (j) represent spatial correlations along certain directions. Specifically, γ 1 (·), γ 2 (·), γ 3 (·), and γ 4 (·) denote spatial correlations along the north-south, west-east, southwestnortheast, and northwest-southeast directions, respectively ( Figure 2) . Moreover, because different species have different distribution patterns (Figure 1) , we allow γ i (j) to vary with j. Furthermore, if we set γ 3 (y k,l ) = γ 4 (y k,l ) = 0, then the second-order auto-multicategorical regression model reduces to the first-order auto-multicategorical regression model. If
, which is the well-known Potts model [27] .
For the general first-and second-order auto-categorical regression models, the potential function Q(Y, X; θ) can be written as follows:
For instance, in the second-order auto-categorical regression model, we have
where
Thus, θ includes both β(j) for the odds of Y k,l = j relative to Y k,l = 0 and γ i (j) for describing the spatial correlations among multiple species. It follows from (2) and (4) that the conditional probabil-
) is a function of y k,l and the set of its neighbors, denoted by N (y k,l ). For instance, for the second-order model,
ESTIMATION METHODS AND MODEL SELECTION

Maximum likelihood estimate
The maximum pseudo-likelihood (MPL) and ML methods have been used widely to estimate θ in spatial models such as the autologistic regression model [5, 18, 12, 14] . Each estimation method has characteristic advantages and disadvantages. The MPL method is computationally simple and easy to implement in statistical packages such as SAS and SPlus. The ML method, by comparison, is computationally intensive due to the intractable partition function. However, when the spatial correlation is relatively high, the MPL estimate is inefficient in comparison to the ML estimate [26, 12] .
We propose to use the MPL estimate as the starting point and then use a stochastic approximation algorithm to compute the ML estimate, denoted byθ. For model (2) , the MPL estimateθ P maximizes the log pseudo-likelihood function P,n (θ) = P,n (θ, Y), which is given by
where E k,l denotes the expectation with respect to (5). Because − 2 P,n (θ) is always positive semi-definite, the log pseudo-likelihood function is concave. Furthermore,θ P is unique when P,n is locally strictly concave in a neighbor of θ 0 . We use the Newton-Raphson algorithm to estimateθ P directly.
We note several important facts about the log-likelihood function for observed-data y 0,n given by
Because the partition function Z n (θ) involves summing over all possible configuration Y I , the observed-data loglikelihood function is computationally intractable. Furthermore, the first and second derivatives of n (θ) can be written by
where and 2 denote the first and second derivatives with respect to θ, respectively. Using the iden-
⊗2 }, where E θ denotes the expectation with respect to the density in (2), we can show that log Z n (θ) = E θ {S(Y)}, and (10)
where for vector a, a ⊗2 = aa T . Thus, if Var θ {S(Y)} is always positive semi-definite, then the log-likelihood function n (θ) is globally concave.
Calculating the ML estimateθ = argmax θ n (θ) requires computation of Z n (θ). Because the number of terms in Z n (θ) is enormous even for today's computers, it is not feasible to maximize n (θ) directly, even in the modern computing environment. Instead, we approximate the first and second derivatives of n (θ) and then use the Newton-Raphson algorithm to calculate the ML estimate in spatial models. Such estimation methods for calculatingθ include the Monte Carlo likelihood method [18] and the Markov chain Monte Carlo stochastic approximation (MCMC-SA) algorithm [12] .
We adapt the MCMC-SA algorithm of [12] to calculateθ for the auto-multicategorical regression model. The MCMC-SA algorithm is valid for calculating the ML estimate for a large class of spatial models which includes model (2) as a special case. The MCMC-SA algorithm combines MCMC methods, such as the Gibbs sampler, with SA methods, such as adaptive search direction. In particular, the MCMC methods can be used to simulate samples from model (2) approximately, while the SA methods can be used to handle noise in approximating ∇ n (θ) and ∇ 2 n (θ). The final estimates ofθ and −∇ 2 n (θ) are used as the ML estimate and its covariance matrix, respectively. For model (2), we include detailed steps of the MCMC-SA algorithm in the Appendix. Although the MCMC-SA algorithm usually converges to a local optimum as pointed out by a reviewer, it does converge to a global maximum of model (2) when Var θ {S(Y)} is positive semi-definite for all θ, because n (θ) is globally concave.
Model selection procedures based on the pseudo-likelihood function
We now discuss methods for selecting the "best" approximate model from a group of candidate models MD(m) = {p(Y|θ We develop three model selection criteria based on the pseudo-likelihood function. Because direct computation of the likelihood function n (θ) is extremely difficult, we propose to use the pseudo-likelihood function, which is computationally easy, to construct a model selection criterion. The model selection criteria for the pseudo-likelihood function are pseudo AIC (PAIC), pseudo CAIC (PCAIC), and pseudo BIC (PBIC). These are defined as follows:
In practice, we select the best model with minimum PAIC(m) (or PCAIC(m), or PBIC(m)) over m = 1, . . . , M 0 . A simulation study in Section 4.2 provides an empirical performance of {PAIC, PCAIC, PBIC}. Following Sin and White (1996), we may derive the consistency of {PAIC, PCAIC, PBIC} under some conditions, which are beyond the scope of this paper. It has been well known that for independent data structure, information criteria, such as AIC, with the constant penalty tends to overfit the data. Thus, we expect that PAIC(m) with the penalty 2tr{Î P,n (θ P,(m) )V (θ 0 ) (3) } may overfit the data in this spatial data structure.
A SIMULATION STUDY
Performance of the ML estimates
We considered a 40 × 40 lattice and the observed categorical response had three possible values: 0, 1, and 2 at each site (k, l). We considered a first-order auto-multicategorical 
+ γ(i){y * (1)
T , and (γ(1), γ(2)) varied as (0.2, 0.2), (0.5, 0.5), and (1.0, 1.0). The total number of the unknown parameters was six.
To simulate the process, the Gibbs sampler was used. The initial state of the process was determined at random such that Y k,l at each site (k, l) was taken independently to be 2/1/0 with 1/3 probability. Then, the Gibbs sampler was repeated 2000 × 40 2 times (2000 Monte Carlo steps) to ensure that equilibrium states are achieved. For each param-
T , 500 datasets were generated. We set (a 1 , b 1 , K 0 , η 1 ; a 2 , b 2 , N, η 2 ) as (0.6, 2.0, 100, 0.1; 0.8, 1.0, 10000, 0.003) in the MCMC-SA algorithm.
Based on 500 parameter estimates, we calculated the following quantities: the estimated sample mean (EST) and its sample standard deviation, the mean of the estimated standard error estimates (MSD) and its sample standard deviation, and the mean number of iterations for each estimate (AVEN). All relative efficiencies (the ratio of the mean of the standard deviation estimates to the root meansquare error) are close to 1.0 (Table 1 ). To evaluate whether approximately N (0, 1) , we constructed the (1−α) confidence interval of θ asθ i ±z α/2σi , whereθ i was an estimate of θ,σ i was the standard error estimate, and z α/2 was the normal quartile corresponding to the (1 − α) confidence level. Based on the parameter estimates and standard error estimates, we constructed confidence intervals and calculated the actual coverage probabilities of the 95%, 90%, and 30% confidence intervals and their corresponding sample standard deviation for each set of true parameter values [18] . To test whether the coverage probabilities were equal to the nominal value, the exact Binomial two-sided test was used. Under the significance level α = 0.05, the critical values for the various confidence levels were: 95%(0.930, 0.969), 90%(0.872, 0.926), and 30%(0.260, 0.341). The ML estimates obtained via the MCMC-SA algorithm and the estimated standard error estimates were accurate (Table 1) .
Comparison of model selection criteria
In this section, we compare the empirical performance of the six model selection criteria based on the pseudolikelihood and likelihood functions. Following the simulation study in Section 4.1, we considered model (2) with f k,l (y k,l = i|θ, N (y k,l )) given in (14) . Moreover, we chose the following M 0 = 4 models as our candidate models with 
given by:
We chose the following two scenarios. In the first scenario, we set γ(1) = γ(2) = 0, and thus MD(1) was the true model. In the second scenario, we set either γ(1) = γ(2) = 0.5 or γ(1) = γ(2) = 1.0, and thus MD(2) was the true model. We again used 500 simulated datasets to compare the finite performance of the three model selection criteria under those two scenarios.
The PCAIC selection criterion performed best with the smallest probability of overfit (Table 2) . Moreover, the PBIC criterion worked very well with smaller probability of overfit in all three cases, whereas PAIC had relatively high probability of overfit. The probabilities of underfit for all three selection criteria were zero in this simulation study.
MODELING THE DISTRIBUTION OF VEGETATION IN BRITISH COLUMBIA
In this section we use the auto-multicategorical model to analyze the distribution of vegetation in British Columbia. The data we used are a subset of a large dataset from a previous study that addresses the vegetation distribution of all of Canada from an ecophysiological perspective [22] . Our goals were to model the relationship between the distribution of vegetation and the climate, and to assess the potential impact of climate change on vegetation distribution.
Four major types of vegetation in BC and a general background condition are described below:
V0-background-consisting of human habitation, glaciation, and other land cover; V1-low arctic shrub tundra-dominated by dwarf shrubs and graminoids but absent of upright trees; V2-subarctic evergreen woodland-the broad ecotone between tundra (at higher elevation) and closed forest (at lower elevation), i.e., between the treeline and the continuous forest line; V3-boreal evergreen forest-dominated by black spruce (Picea mariana (Mill.) B.S.P.), white spruce (Picea glauca (Moench) Voss), jack pine (Pinus banksiana Lamb.) and balsam fir (Abies balsamea (L.) Mill.), and occupying the central mountainous region and the northeastern upland; V4-temperate evergreen forest-characterized by the dominance of coniferous species such as Sitka spruce (Picea sitchensis (Bong.) Car.), western hemlock (Tsuga heterophylla (Raf.) Sarg.), western red cedar (Thuja plicata Donn.) and Douglas-fir (Pseudotsuga menziesii (Mirb.) Franco), and restricted to the coastal and intermountain region of southern BC.
The entirety of BC is divided into a lattice of 707 cells with cell size = 0.5
• × 0.5 • (Figure 1 ). The number of observations for each type of vegetation is summarized in Table 3 .
In each cell, there are records for five climatic variables: absolute minimum temperature (
• C) for the coldest month (X 1 ), annual degree-days with base temperature = 0
• C (X 2 ), total actual evapotranspiration (mm) for summer months (X 3 ), annual soil moisture deficit (mm) (X 4 ), and annual snowpack (mm) (X 5 ). These climate variables are calculated from two fundamental climatic factors: monthly temperature and monthly precipitation over a 30 year period (Lenihan and Neilson, 1993) . These five variables are expected to have significant effects on the distribution of vegetation as global warming continues to change climactic conditions. We considered 13 different auto-multicategorical models, each having different correlation structures distinguished by different orders and constraints. See Figure 2 for the notation of spatial structures. To avoid clutter, we denote the first-and second-order structures by FST and SEC, respectively. MD(1) denotes the multicategorical response model, while the candidate models, MD(2) to MD(7), are given as follows:
MD (2) In the above models, we assume the implicit constraint that γ j (i) is independent of species i, thus omitting (i) in the γ j (i). For the candidate models MD(8) to MD(13), we relaxed the above constraint and considered some models in which the γ j (i)s depend on species i. Those models are given as follows:
MD (8) 
We applied the PAIC, PCAIC and PBIC selection criteria to select the best model among the above 13 candidate models. Judged by the model selection criteria, our results (not presented) showed that neither the multicategorical regression model nor the first-order model was favored. This indicates the need to incorporate the secondorder and higher-order correlation structures. As expected (Section 4), the three selection criteria {PAIC, PCAIC, PBIC} did not agree with each other. For example, PCAIC favored MD(8), PAIC favored MD(12), while PBIC favored MD (10) . Based on our simulation study (Table 2) , we chose MD(8) as the best model. We used the two-stage MCMC-SA algorithm and set (a 1 , b 1 , K 0 , η 1 , N, a 2 , b 2 , η 2 ) = (0.6, 2, 100, 0.1, 10000, 0.8, 1, 0.002) to obtain the ML estimates. We calculated the ML estimates of θ in MD(8) (Table 4).
The significance of the ML estimates of {γ 1 (2), γ 1 (3), γ 1 (4)} reflected the importance of the spatial correlation structure. In addition to the spatial coefficients, the coldest month (X 1 ) and the annual snowpack (X 5 ) were important covariates determining the distribution of the vegetation in BC. We also calculated the conditional probability of each vegetation type in each cell in BC and presented the vegetation type with the largest conditional probability in each cell of BC (Figure 1 (b) ).
It is interesting to predict the redistribution of vegetation under various scenarios of global warming. It has been predicted that an enhanced greenhouse effect (e.g., doubling atmospheric CO 2 concentration) would increase the global mean temperature at a magnitude of 1.5 to 4.5
• C in next 50 years, with even a higher increase in temperature in the Northern Hemisphere [21, 17] . One advantage of the automulticategorical model is that the effect of climate change can be quantified through the odds ratio of the conditional probabilities. For example, if the minimum temperature X 1 increases by one degree while other variables remain constant, then the odds ratio of the conditional probabilities of the j-th vegetation presence is predicted to increase by a factor e β2 (j) 23 .0% (12.02%, 32.70%), and 2.3% (−5.23%, 11.3%), respectively. This result suggests that low arctic shrub tundra, subarctic evergreen woodlands, and boreal evergreen forests in BC would all be substantially reduced by global warming. More formally, we used the Gibbs sampler to simulate from the fitted model MD (8) incorporating the change of temperature. We then estimated the conditional probability of each vegetation type in each cell. The predicted redistributions of the vegetation types with the largest conditional probability in each cell of BC due to the impact of climate change are shown in Figure 1 (c) and (d).
DISCUSSION
Although the autologistic regression model has been widely used to model spatial distribution of species [4, 3, 31, 18, 16, 14] , the application of auto-multicategorical regression to modeling the distribution of multiple species has not yet been reported. A key limitation of the use of the autologistic regression model is that it does not distinguish between all other species and the true empty cells, treating them together as 'absence'. As such, it can only model one species at a time. Because the environmental conditions in those 'absent' cells are not homogeneous, it is an inefficient model both statistically and biologically. Different species clearly have different preferences for varied environmental conditions, and the auto-logistic regression model cannot model these different preferences simultaneously. In such cases, the auto-multicategorical regression model must be used. It is clear, then, that the auto-multicategorical regression model provides a useful approach to analyzing multiple species simultaneously, such as in the current example involving the distribution of vegetation in BC. In addition, the autocorrelation structure in model (3) describes spatially contagious processes in species distribution, which extends the Potts model. Furthermore, by using the automulticategorical regression model, we can directly estimate the probability of the presence of each species in a given focal cell and predict the impact of temperature changes on their distributions.
In this study we have developed the ML estimate for the auto-multicategorical model and proposed three model selection criteria based on the pseudo-likelihood function. Our simulation and application results have shown that our proposed methods work well for the auto-multicategorical regression model. Although the ML estimate is more efficient than the MPL estimate in some cases [12, 26] , the disadvantage of the ML method is that it is little more computationally costly than the MPL method.
A toolbox for implementing statistical procedure for the auto-multicategorical regression has been made available at http://www.bios.unc.edu/∼hzhu/autocat/autocat.tar.
APPENDIX
The MCMC-SA algorithm for the auto-multicategorical regression model consists of two basic steps. At the t-th iteration, θ t is the current estimate ofθ, h t is the current estimate of Eθ{S(Y)}, and Γ t is the current estimate of Eθ{S(Y)} ⊗2 .
Step 1. At the t-th iteration, set Note N is a pre-selected integer. In practice, we suggest to choose N to be about 5n ∼ 20n.
The main procedure of the MCMC stochastic approximation algorithm consists of two stages. At the first step of Stage I, we choose an initial point θ 0 , an initial matrix Γ 0 , an initial vector h 0 , and an initial spatial configuration Y (0) . Then, we set t = 1 and iterate Steps 1 and 2 with t = 1, . . . , K 1 . The gain constants in Stage 1 are defined by
where K 1 ≥ K 0 is determined by
Sign(θ t −θ t−1 )/K 0 ≤ η 1 .
In addition, K 0 is a prefix integer and function Sign(θ) is a vector of 1, 0 or −1 according to whether the component of θ is positive, zero or negative, respectively. The real number a 1 is usually set to be close to 0.5 and b 1 is set to be relatively large (e.g., a 1 = 0.3 and b 1 = 5) to obtain large gain constants to ensure that θ t can move quickly into a neighborhood of the ML estimate. Also, we choose a relatively small value of η 1 and K 0 (e.g., η 1 = 0.1 and K 0 = 100).
Stage 
