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Under-Foliage Object Imaging Using SAR
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Yue Huang, Laurent Ferro-Famil, Member, IEEE, and Andreas Reigber, Senior Member, IEEE
Abstract—This paper addresses the imaging of objects located
under a forest cover using polarimetric synthetic aperture radar
tomography (POLTOMSAR) at L-band. High-resolution spectral
estimators, able to accurately discriminate multiple scattering
centers in the vertical direction, are used to separate the response
of objects and vehicles embedded in a volumetric background. A
new polarimetric spectral analysis technique is introduced and is
shown to improve the estimation accuracy of the vertical position
of both artificial scatterers and natural environments. This ap-
proach provides optimal polarimetric features that may be used to
further characterize the objects under analysis. The effectiveness
of this novel technique for POLTOMSAR is demonstrated using
fully polarimetric L-band airborne data sets acquired by the
German Aerospace Center (DLR)’s E-SAR system over the test
site in Dornstetten, Germany.
Index Terms—Multibaseline PolInSAR, SAR tomography,
underfoliage imaging.
GLOSSARY OF NOTATION
AT Transpose of the matrix A.
A† Conjugate transpose of A.
tr(A) Trace of A ∈ Cm×m.
AB Hadamard product of
A,B ∈ Cm×n, defined by
[AB]ij = [A]ij [B]ij .
A⊗B Kronecker product of A ∈
C
m×n and B ∈ Cp×q .
‖A‖2W = tr(AWA†) Weighted Frobenius norm of
A ∈ Cm×n.
I(m×m) (m×m) identity matrix.
1(m×n) (m× n) matrix of ones.
δk,l Kronecker delta (equal to one
if k = l and equal to zero
otherwise).
E() Expectation operator.
N (m,Γ) Complex Gaussian distribu-
tion with meanm and covari-
ance matrix Γ.
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θˆ = argmaxθ f(θ) Maximizing argument of
f(θ).
θˆ = argmaxθ,loc f(θ) ∈ Cn×1 Values of θ corresponding to
the n largest local maxima of
f(θ).
I. INTRODUCTION
SYNTHETIC aperture radar (SAR) tomography is the ex-tension of conventional 2-D SAR imaging to three dimen-
sions and is achieved by the formation of an additional synthetic
aperture in elevation. The coherent combination of images
acquired from several parallel flight tracks using multibaseline
SAR interferometric (InSAR) (MB-InSAR) techniques allows
a direct localization of multiple scattering contributions within
a resolution cell, leading to a refined analysis of volume
structures, like forests or dense urban areas. Airborne SAR
tomography was first demonstrated in [1] where tomograms
for various polarization channels have been analyzed. The
joint use of data sets acquired in a polarimetric MB-InSAR
(MB-PolInSAR) configuration permits to both estimate 3-D
distribution of volumetric structures and extract their physical
features [2], [3].
Three-dimensional SAR focusing may be considered as a
spectral estimation problem, and a wide variety of spectral
analysis techniques can be used to perform tomography, rang-
ing from classical Fourier-based methods to high-resolution
(HR) approaches. It is well known that nonparametric ap-
proaches, like beamforming and Capon method, are, in gen-
eral, more robust to focusing artifacts, whereas parametric
approaches, like multiple signal classification (MUSIC) and
maximum likelihood (ML) estimators, are characterized by a
better vertical resolution. Capon’s spectral estimation approach
has been applied to the study of under-foliage objects, to extract
the shape of objects and canopy profile [2]. Considering the
complex structure of such objects, HR approaches are required
to discriminate their closely spaced scattering features in the
vertical direction. The performance of these spectral analysis
techniques is conditioned by the statistical nature of the scatter-
ing response of the observed objects. As it has been shown in
[4] and [5], under-foliage objects may be associated to a series
of complex scattering centers with a deterministic response
embedded within a speckle-affected environment.
In this case, usual spectral estimators may reach some limi-
tations due to their lack of adaptation to the statistical features
of the backscattered information. It has been shown in [6] and
[7] that subspace methods such as weighted noise subspace
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Fig. 1. MB-InSAR acquisition geometry for under-foliage object imaging.
fitting (NSF) and weighted signal subspace fitting (SSF) can
cope with data showing complex statistical properties and can
be applied to arbitrary array structure. In particular, the SSF
estimator provides a prominent performance for direction-of-
arrival estimation in the presence of highly correlated sig-
nals. In order to overcome limitations due to the unknown
scattering nature of the imaged objects, we propose to apply
weighted subspace fitting (WSF) estimators to tomographic
focusing.
Considering polarimetric data, the NSF estimator has been
implemented in the dual-polarization case, as shown in [8].
In order to further discriminate and characterize the objects
under analysis using their polarimetric responses, we extend the
NSF estimator to the fully polarimetric (FP) case, named FP-
NSF estimator. An analytic solution for the FP-NSF estimator
optimization is derived that maintains the complexity of this
technique to the one of the single-polarization (SP) case.
This paper is outlined as follows. In Section II, general SAR
tomographic signal models are given under different cases,
corresponding to coherent (deterministic), distributed, and hy-
brid scatterers that may be encountered when observing under-
foliage objects. FP tomographic signal models for under-foliage
object imaging are derived in Section III, and the proposed
FP tomographic estimator is presented in Section IV. The
performance of our approach is demonstrated using numerical
examples in Section V and MB-PolInSAR data sets acquired
by the German Aerospace Center (DLR)’s E-SAR system at
L-band over Dornstetten in Section VI.
II. SAR TOMOGRAPHIC SIGNAL MODELS
The MB-InSAR acquisition geometry for under-foliage ob-
ject imaging is shown in Fig. 1 and consists of M acquisition
positions, each pair of which is separated by a baseline. The
baseline distance between the master position and the jth po-
sition, noted as Bj , can be decomposed into B‖j , a component
parallel to the slant-range direction, and a perpendicular one
B⊥j , aligned with the cross-range direction. Considering an
azimuth–range resolution cell that contains ns backscattering
contributions from scatterers located at different heights and
assuming no decorrelation between the different acquisitions,
the received data vector y ∈ CM×1 can be formulated as
follows:
y(l) =
ns∑
i=1
sia(zi) + n(l) = A(z)s+ n(l) (1)
where l = 1, . . . , L indicates one of the L independent re-
alizations of the signal acquisition, also called looks. The
source signal vector s = [s1, . . . , sns ]T contains the unknown
complex reflection coefficient of the ns scatterers, and n ∈
C
M×1 represents the complex additive noise, assumed to be
Gaussianly distributed with zero mean variance σ2n and to
be white in time and space with, i.e., n ∼ N (0, σ2nI(M×M))
and E(n(l)n†(k)) = σ2nI(M×M)δl,k. The steering vector a(z)
contains the interferometric phase information associated to a
source located at the elevation position z above the reference
focusing plane and is given by
a(z) = [1, exp(jkz2z), . . . , exp(jkzM z)]
T (2)
where kzj = (4π/λ)(B⊥j/r1 sin θ) is the two-way vertical
wavenumber between the master and the jth acquisition tracks.
The carrier wavelength is represented by λ, whereas θ stands
for the incidence angle and r1 is the slant-range distance
between the master track and the scatterer. The steering matrix
A(z) consists of ns steering vectors corresponding each to a
backscattering source
A(z) = [a(z1), . . . ,a(zns)] (3)
with z = [z1, . . . , zns ]T being the vector of unknown source
heights.
Considering now the interferometric decorrelation between
different acquisitions, the initial model in (1) may be reformu-
lated as a sum of contributions from random sources [9]
y(l) =
ns∑
i=1
xi(l) a(zi) + n(l) (4)
where xi ∈ CM×1 accounts for both the reflection coefficient
of the ith source si and its potential variations between the
interferometric acquisitions or over the L realizations.
The problem addressed in this paper concerns the estimation
of the elevation zi and reflectivity σi = |si|2 of each of the ns
sources from independent realizations of the noisy MB-InSAR
measured signal y(l), l = 1, . . . , L. Depending on the type
of scatterer under observation, the source signal xi possesses
varying statistical properties. The resulting composite signal
y(l) may then follow different scattering behaviors that are
detailed in the following.
A. Distributed Scatterer Model
Distributed media are characterized by a scattering response
having a random behavior conferred by the speckle effect.
Under some assumptions summarized in [10] and [11], the
scattered signal may be modeled using a multiplicative random
term following a centered complex Gaussian distribution with
unitary variance. Considering the ns sources as distributed
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scatterers with speckle-affected responses, each source signal
can be expressed as
xi(l) = sixui(l) ∈ CM×1, with xui(l) ∼ N (0,Ci) (5)
where xui(l) represents the multiplicative speckle term and si
is the complex response of the ith scatterer, its reflectivity being
given by σi = |si|2. The stochastic signals {xui(l)}Ll=1 are in-
dependent and identically distributed, i.e., E(xui(l)x†ui(k)) =
Ciδl,k. The (M ×M) covariance matrix Ci describes the
interferometric coherence and, for a well-calibrated acquisi-
tion system, contains unitary diagonal elements, whereas off-
diagonal terms depend on the acquisition conditions.
This kind of source signal is well adapted to the modeling
of scattering over natural environments, like rough surfaces,
ground, and volumetric environments. Under this unconditional
model (UM) assumption [4], the received data vector in (5)
is named yu(l) and follows a centered Gaussian random dis-
tribution, i.e., yu(l) ∼ N (0,R), and its covariance matrix is
given by
R =
ns∑
i=1
σiCi  a(zi)a†(zi) + σ2nI(M×M). (6)
The reflectivity σi and height zi of each scatterer are the
unknown parameters to be estimated from R.
B. Deterministic Scatterer Model
In the case of deterministic scatterers, the backscattered
source signal is frozen over all the observations and presents
no decorrelation between the different acquisitions. For a well-
calibrated system, its form is given by
xi(l) = sixci(l) ∈ CM×1, with xci(l) = 1(M×1). (7)
This behavior is generally related to specular scattering
mechanisms and can be observed over coherent scatterers
like calibrators, facets facing the radar, and double-bounce
reflections over dihedral-like objects having smooth surfaces
(like ground–trunk interactions and double-bounce reflections
between an object and the ground), or may be linked to resonant
behaviors over quasi-periodic media [12].
Under this conditional model (CM) assumption [4], the re-
ceived data vector in (7) is named yc(l) and follows a Gaussian
distribution with mean A(z)s and covariance matrix equal to
the additive noise one, i.e., yc(l) ∼ N (A(z)s, σ2nI(M×M)).
The equivalent to the matrix R given in (6) is
R = E
(
yc(l)y
†
c(l)
)
= A(z)ss†A†(z) + σ2nI(M×M) (8)
and may be used to estimate the reflectivity σi and height zi of
each source.
C. Hybrid Scatterer Model
SAR scenes generally consist of a mixture of coherent and
distributed scatterers [13]. In such cases, a hybrid MB-InSAR
signal model, introduced by Sauer et al. [14], [15], may be used
to describe the received signal, as it includes both deterministic
and distributed contributions
y(l) =yc(l) + yu(l)
=
ns1∑
i=1
sixci(l) a(zi) +
ns2∑
i=1
sixui(l) a(zi) + n(l).
(9)
This type of signals can be frequently encountered when
dealing with intermediate-resolution SAR images. In this paper,
this hybrid model is used to describe the signal received from
objects embedded in forests, since it contains deterministic CM
components, due to double-bounce mechanisms or to coherent
scatterers that are part of the object, and distributed UM terms
related to scattering over the ground or over the forest canopy.
The reflectivity σi and height zi of each source may be esti-
mated from R = E(y(l)y†(l)) which is characterized by the
following form:
R = A(z)PA†(z) + σ2nI(M×M) (10)
where P represents the (ns × ns) source signal covariance
matrix and ns is the number of effective sources.
In order to illustrate the statistical properties of such a
signal, one may consider a two-component hybrid source signal
represented by x(l) = √σuxu(l) +√σcxc(l) ∈ C2×1, where
the UM and CM terms have been defined in (5) and (7), respec-
tively. The covariance matrix of the UM contribution is then
Ru = σuI2×2, whereas the CM term has a covariance matrix
given by Rc = σc12×2. Therefore, the covariance matrix of the
global hybrid signal x may be expressed as
Rx = Ru +Rc = (σu + σc)
[
1 ρ
ρ∗ 1
]
(11)
where the correlation between the sources is defined as
ρ =
1
1 + UCR
, with UCR = σu
σc
(12)
where UCR represents the ratio of UM to CM scattered power.
If the coherent contribution of the hybrid signal dominates,
i.e., ρ → 1 and UCR → 0, then Rx becomes singular, making
difficult the parameter estimation by spectral techniques that
cannot cope with highly correlated signals, like MUSIC [16],
[17]. In the opposite case, when UCR  0, the uncorrelated
contribution predominates, and hybrid scatterers tend to be
behave like distributed ones.
III. POLTOMSAR SIGNAL MODEL
The polarimetric response of a scatterer is fully described by
its (2 × 2) complex scattering matrix S given by
S =
[
Shh Svh
Shv Svv
]
. (13)
This paper considers data acquired in a monostatic configu-
ration, for which the matrix S is symmetric, i.e., Shv = Svh.
The scattering matrix can be vectorized using, for instance, the
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Pauli basis matrix set {Ψp}p=1,...,3 [18], in order to build a
target vector v
v =
1√
2
[Shh + Svv, Shh − Svv, 2Shv]T = sk (14)
where σ = |s|2 = v†v represents the polarimetric span [18] of
the scatterer response and k = [k1, k2, k3]T ∈ C3×1 represents
a unitary polarimetric target vector, i.e., k†k = 1. In an MB-
PolInSAR configuration, the array response may be represented
by rearranging the M acquired polarimetric signals vj , with
j = 1, . . . ,M being the track index, under the form of a 3M
element vector yP composed of three MB-InSAR components,
each related to a polarization channel
yP =
[
yT1 y
T
2 ,y
T
3
]T ∈ C3M×1 (15)
where yp ∈ C3M×1, with p = 1, 2, or 3, represents the MB-
InSAR response for the pth polarimetric channel, i.e., [yp]j =
[vj ]p. Using this convention of representation, the polarimetric
steering vector and steering matrix are given by
a(zi,ki) =ki ⊗ a(zi)
A(z,K) = [a(z1,k1), . . . ,a (zns ,kns)] (16)
where ki is the polarimetric target vector of the ith source
and K = [k1, . . . ,kns ]. A polarimetric steering vector can be
defined using five real coefficients given by the elevation z and
the real and imaginary parts of two complex numbers defining
a unitary three-element polarimetric complex vector whose
absolute phase is arbitrary. Similarly to the SP expression
given in (1), the received MB-PolInSAR signal yP (l) may be
formulated as
yP (l) = A(z,K)s(l) + n(l) ∈ C3M×1 (17)
where, similarly to the SP case, s(l) ∈ Cns×1 represents a
realization of the complex amplitude of the ith source. Di-
verse model assumptions, corresponding to UM, CM, and
hybrid signals, given for SP signals, can be similarly used for
POLTOMSAR signals. The reflectivity σi, scattering vector ki,
and height zi of each source may be estimated from RP =
E(yP (l)y
†
P (l)), given by
RP = A(z,K)PA
†(z,K) + σ2nI(3M×3M). (18)
IV. SAR TOMOGRAPHIC RECONSTRUCTION
A. Estimation of MB-PolInSAR Signals
As it has been mentioned previously, source characteristics
can be estimated from the covariance matrix of the received
signal RP = E(yPy†P ). However, in practice, this informa-
tion needs to be estimated. For a locally Gaussian statistical
behavior, an ML estimate of RP may be computed from L
independent locations surrounding the pixel under analysis as
RˆP =
1
L
L∑
l=1
yP (l)y
†
P (l). (19)
Under the hypothesis of a uniform true reflectivity and for a
sufficient number of looks L, RˆP may be used instead of RP
to perform tomography. Other techniques aiming to estimate
the covariance matrix information for nonuniform reflectivity
textures are given in [19] and [20].
The number of sources ns is, in general, unknown and needs
to be estimated from the measured data. Some commonly
used model order (MO) selection (MOS) techniques based
on statistical approaches, e.g., information theoretic criterion
(ITC), minimum description length, and Akaike information
criterion [21]–[23], may be used to determine nˆs. Other modern
methods, which are not based on a specific probability density
function of the noise but rather on subspace orthogonality and
shift-invariance properties, can also give accuracy estimates, as
shown in [24] and [25].
B. SP Tomography
Spectral estimation techniques may be applied to perform
SP tomography, by estimating the height profile of a medium
and the corresponding set of reflectivity coefficients, using MB-
InSAR data sets acquired for a given polarization channel.
In the following are presented some classical monodimen-
sional spectral estimators, like beamforming, Capon method,
and MUSIC, and multidimensional ones based on WSF-based
approaches, like SSF and NSF.
1) Classical Monodimensional Techniques: These
approaches determine zˆ, an estimate of the elevation of
the scatterers under observation, as the coordinates of the nˆs
largest local maxima of an objective function with a scalar
elevation argument P (z)
zˆ = argmax
z,loc
P (z). (20)
For the classical beamformer and Capon spectral estimation
techniques, the objective function is given by the continuous
estimate of the reflectivity PB,C(z) = σˆB,C(z) defined as
σˆB(z) =
a†(z)Rˆa(z)
M2
σˆC(z) =
1
a†(z)Rˆ−1a(z)
. (21)
Once the set of scatterer elevations zˆ is estimated using
(20), the corresponding reflectivities can be obtained from (21).
The selection of discrete sources from peaks of the reflectivity
spectrum confers to the beamformer and Capon estimation
techniques an important sensitivity to the acquisition configu-
ration and, particularly, to the presence of spurious sidelobes
related to an irregular baseline sampling. The beamformer
is known to show a low resolution and may then overlook
some closely spaced scatterers, whereas Capon’s technique
possesses an improved resolution but a reduced radiometric
accuracy.
MUSIC is a subspace-based single-dimension technique,
whose objective function is a measure of the orthogonality
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between a steering vector and the noise subspace and is
given by
PM (z) =
1
a†(z)EˆnEˆ
†
na(z)
(22)
where Eˆn represents an estimate of the noise subspace and is
described in the next section. Once zˆ is determined by inserting
(22) in (20), a least squares (LS) estimate of the complex
reflectivity vector sˆ(l) can be obtained from [9], [26]
sˆ(l) = argmin
s
‖y(l)−A(zˆ)s‖2
=
(
A†(zˆ)A(zˆ)
)−1
A†(zˆ)y(l) (23)
from which one may compute an L-look estimate of the reflec-
tivity of each source using
σˆi =
1
L
L∑
l=1
|sˆi(l)|2 . (24)
Nonparametric approaches, like beamforming and Capon
method, are generally used to globally appreciate the structure
of a volumetric medium and the main trends of the contin-
uous reflectivity distribution in elevation. For the analysis of
discrete spectral components, they may fail to discriminate
closely spaced scatterers due either to their limited resolution
or to the presence of sidelobes that may induce an erroneous
estimation of the source location. MUSIC generally presents
better performances for the analysis of discrete sources, related
to a better resolution. Nevertheless, like all parametric methods,
MUSIC is sensitive to data modeling errors and, particularly, to
those related to the estimated number of sources nˆs. Moreover,
MUSIC is known to work well in the case of uncorrelated
scatterers, i.e., ρ = 0 in (11), but its performance may degrade
significantly in the presence of correlated scatterers since the
source signal covariance matrix tends to be singular. One of
the main advantages of such techniques resides in the low
numerical complexity of the monodimensional optimization
described in (20).
2) Multidimensional WSF: Efficient spectral estimation
techniques have been developed in [7] and [27], based on the
eigendecomposition of the covariance matrix of the received
MB-InSAR signal
R = A(z)PA†(z) + σ2nI(M×M) =
M∑
j=1
λjeje
†
j (25)
where λ1, . . . , λM denote the eigenvalues of R in nonincreas-
ing order and e1, . . . , eM are the corresponding orthonormal
eigenvectors. This may be rewritten as
R = EsΛsE
†
s + σ
2
nEnE
†
n (26)
with Λs = diag([λ1, . . . , λns ]), Es = [e1, . . . , ens ], and En =
[ens+1, . . . , eM ]. It is clear from (25) that, if the signal co-
variance matrix P has rank ns, then En is orthogonal to
A(z)PA†(z), implying that the range space of Es coincides
with that of A(z). These relationships may be summarized
using two simple relations
Es −A(z)T =0
E†nA(z) =0 (27)
where T is a full-rank (ns × ns) matrix. The matrix Es ∈
C
M×ns is said to represent the signal subspace of R, whereas
En ∈ CM×(M−ns) is associated to its noise subspace.
In practice, the number of sources ns and the eigenstructure
matrices need to be estimated from the sample covariance
matrix
Rˆ = EˆsΛˆsEˆ
†
s + EˆnΛˆnEˆ
†
n. (28)
Such estimates are consistent, but due to the intrinsic vari-
ability of L-look representations, there exists, in general, no
value of z such that the relations between spaces specified in
(27) are verified. Instead, one may determine the set of scatterer
elevations zˆ that minimizes the left-hand side expressions (27)
in the weighted LS sense, i.e., that optimizes a WSF criterion.
Such an approach leads to the definition of two cost functions
with vector argument. The weighted NSF cost function is
defined as
QNSF(z) =
∥∥∥Eˆ†nA(z)
∥∥∥2
W
= tr
(
A†(z)EˆnEˆ†nA(z)W
)
(29)
whereas the weighted SSF cost function is given by
QSSF(z) =
∥∥∥Eˆs −A(z)T
∥∥∥2
W
= tr
(
P⊥A(z)EˆsWEˆ
†
s
)
(30)
where the fitting matrix T is replaced by it LS estimate Tˆ =
(A†(z)A(z))−1A†(z)Eˆs and
P⊥A(z) =
(
I(M×M) −A(z)
(
A†(z)A(z)
)−1
A†(z)
)
(31)
represents the orthogonal projector on the null space of A†(z).
Both cost functions may be used to estimate the elevation of the
scatterers using an nˆs-dimensional minimization
zˆWSF = argmax
z
QWSF(z) (32)
where the suffix WSF indicates one of the methods, NSF or
SSF, mentioned previously. The reflectivity of each source may
then be estimated by inserting the heights determined from (32)
in the LS expression given in (23). It has been shown in [7]
that any Hermitian positive semidefinite weighting matrix W
yields consistent parameter estimates. In particular, a consistent
estimate of W permits to obtain minimum variance estimates,
which asymptotically reach the Cramér–Rao lower bound [27].
Such a value is given for each case in [7] and [6] as
WSSFopt =
(
Λˆs − σˆ2nI(nˆs×nˆs)
)2
Λˆ
−1
s
WNSFopt =
(
A†(z)EˆsW−1SSFoptEˆ
†
sA(z)
)−1
. (33)
Tomographic focusing using WSF techniques permits to
reach a very high vertical resolution. For specific values of the
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weighting matrix W, the WSF approaches can be asymptoti-
cally associated to other spectral estimators, like a multidimen-
sional version of MUSIC [16] or ML methods under the CM
and UM assumptions [4], used in [5] and [28] for the analysis
of urban areas from MB-InSAR data sets.
The adaptation to the signal characteristics provided by the
optimal W values given in (33) permits WSF-based tomo-
graphic techniques to discriminate closely spaced scatterers and
accurately estimate their characteristics, independently of their
statistical behavior, that may be related to the UM, CM, and
hybrid models introduced previously. Coupling such an adap-
tive estimation, together with a multidimensional optimization,
provides a lower sensitivity to focusing artifacts, like sidelobes,
or to inaccurate estimates of the number of sources nˆs. The
multidimensional subspace method, NSF, achieves a precise
estimation for partially correlated scatterers but may reach
some limitations for highly correlated ones, i.e., as ρ → 1 in
(11), whereas SSF outperforms the other methods for relevantly
localizing highly correlated scatterers.
C. FP Tomography
FP tomography, which aims to estimate the height, reflec-
tivity, and polarimetric scattering mechanism of each of the
observed sources, possesses an improved potential, compared
to SP 3-D focusing, for recovering some of the physical features
of the observed medium. The coherent processing of MB-
PolInSAR is also expected to provide enhanced discrimination,
due to the adaptation of the imaging approach to the electro-
magnetic features of the scatterers.
1) Conventional FP Estimators: The elevation and scatter-
ing mechanisms of the different scatterers are estimated as the
coordinates of the nˆs largest local maxima of a polarimetric
objective function P (z,k)
zˆ, Kˆ = arg max
z,k,loc
P (z,k). (34)
Similarly to the SP case, the beamformer and Capon ob-
jective functions are given by continuous estimates of the
reflectivity PB,C(z,k) = σˆB,C(z,k), with
σˆB(z,k) =
a†(z,k)RˆPa(z,k)
M2
σˆC(z,k) =
1
a†(z,k)Rˆ−1P a(z,k)
. (35)
The direct local maximization of the FP objective function in
(34) would require searching solutions in a 5-D argument space.
Rewriting the polarimetric steering vector as
a(zi,ki) =
(
I(3×3) ⊗ a(zi)
)
ki = Ba(zi)ki (36)
permits to formulate the estimators and reduce the search
dimension to one
PB(z) = max
k
PB(z,k) =
λmax
(
B†a(z)RˆPBa(z)
)
M2
PC(z) = max
k
PC(z,k) =
1
λmin
(
B†a(z)Rˆ−1P Ba(z)
) (37)
where λmin(M) and λmax(M) represent the minimum and
maximum eigenvalues of the positive semidefinite matrix M,
respectively. Once the nˆs elevations are determined from the
local maxima of (37), the corresponding scattering mechanisms
can be estimated from
kˆBi = emax
(
B†a(zˆi)RˆPBa(zˆi)
)
kˆCi = emin
(
B†a(zˆi)Rˆ
−1
P Ba(zˆi)
)
(38)
where emin(M) and emax(M) indicate the eigenvectors of
M associated with λmin(M) and λmax(M), respectively. A
similar approach may be applied to concentrate the FP MUSIC
objective function
PM (z) = max
k
PM (z,k) =
1
λmin
(
B†a(z)EˆnEˆ
†
nBa(z)
)
kˆMi = emin
(
B†a(zˆi)EˆnEˆ
†
nBa(zˆi)
)
(39)
where Eˆn represents here the eigenvectors of RˆP span-
ning its noise space. The reflectivity of the sources can
be estimated, using an L-look polarimetric LS approach,
as sˆ = (A†(zˆ, Kˆ)A(zˆ, Kˆ))−1A†(zˆ, Kˆ)yP (l) and σˆi = (1/L)∑L
l=1 |sˆi(l)|2.
These conventional estimators are considered as monodi-
mensional, since the estimation of the elevation and the scatter-
ing mechanism is jointly realized by eigendecomposition. Such
methods are computationally efficient but may reach some of
the limitations mentioned in the SP case.
2) FP-NSF Estimator: In this section, we propose an FP
version of the multidimensional and model-adaptive NSF spec-
tral estimator introduced in [5]. This derivation is an extension
to three polarization channels of the efficient approach pro-
posed in [8] for the dual-polarization case. The objective of the
FP-NSF approach is to determine zˆ and Kˆ that minimize the
NSF weighted cost function given by
QNSF(z,K) = tr
(
A†(z,K)EˆnEˆ†nA(z,K)W
)
. (40)
Note that any symmetric positive definite W will yield
consistent parameter estimates [8]. The optimal weighting
matrix that makes the estimation error covariance attain its
Cramér–Rao low bound [8], [27] is given by
Wopt=
(
A†(z,K)Eˆs
(
Λˆs−σ2nI(nˆs×nˆs)
)−2
ΛˆsEˆ
†
sA(z,K)
)−1
.
(41)
The direct minimization of (40), i.e., the estimation of nˆs
optimal elevations zˆi and target vectors ki, requires an op-
timization over a 5nˆs-dimensional space and implies an ex-
cessive computational burden. As it has been shown in [5], a
reformulation of the NSF criterion (40) permits to efficiently
concentrate the optimization with respect to the polarimetric
domain and to reduce the search space dimension to that of the
SP case.
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Vectors of polarimetric coefficients are defined as
φp =
[
k1p , . . . , knˆsp
]T
∈ Cnˆs×1, p = 1, 2, 3. (42)
These vectors completely define the polarimetric properties
of the nˆs sources since K = [φ1,φ2,φ3]T. The polarimetric
steering matrix may then be expressed as
A(z,K) =
(
I(3×3) ⊗A(z)
)
Φ = BA(z)Φ (43)
where Φ ∈ C3nˆs×nˆs is composed of three diagonal matrices of
polarimetric coefficients
Φ = [Φ1Φ2Φ3]
T, with Φp = diag(φp). (44)
Splitting the augmented steering matrix as BA(z) =
[A1(z)A2(z)A3(z)], with Ap(z) ∈ C3nˆs×nˆs , the polarimetric
steering matrix may be rewritten as
A(z,K) = A1(z)Φ1 +A2(z)Φ2 +A3(z)Φ3. (45)
Using this alternative expression, the NSF cost function in
(40) may be rewritten as
QNSF(z,K) =
3∑
i=1
3∑
j=1
tr
(
Φ†iA
†
i(z)ΠAj(z)ΦiW
)
(46)
where Π = EˆnEˆ†n. Using the properties of the Hadamard prod-
uct, the FP-NSF cost function may be expressed as a simple
quadratic form
Q(z,φ) = φ†M(z)φ (47)
where φ = [φT1 ,φT2 ,φT3 ]T ∈ C3nˆs×1 represents the polarimet-
ric information, whereas M(z) ∈ C3nˆs×3nˆs is composed of
(nˆs × nˆs) blocks given by Mij = A†i(z,K)ΠAj(z,K)W,
i, j = 1, 2, or 3. Despite its very convenient form, the FP-
NSF cost function in (47) cannot be minimized using an
eigendecomposition of M(z), due to the inherent property of
the solution eigenvector, φˆ
†
φˆ = 1, which may not satisfy the
unitary constraint on the scattering vectors k†iki = 1. Instead,
we use a solution, proposed in [8] in the dual-polarization
case, based on the transformation of the minimization of
(47) into an unconstrained problem, by normalizing φ by the
polarimetric response of the first polarimetric channel, i.e.,
φ′ = [1(nˆs×1),φ
′T
2 ,φ
′T
3 ]
T
, where [φ′p]i = [φp]i/[φ1]i. If φ1
contains some zero values, a permutation between the different
polarimetric channels can easily be performed when forming φ
and reverted once the optimal solutions are found. The FP-NSF
criterion becomes Q(z,φ′) = φ′†M(z)φ′.
Solving ∂Q(z,φ′)/∂φ′2 = ∂Q(z,φ′)/∂φ′3 = 0 yields
Φˆ
′
2(z) = −M−122 (M21 +M23G)1(nˆs×1)
Φˆ
′
3(z) =G1(nˆs×1) (48)
with
G =
(
M†23M
−1
22M23 −M33
)−1 (
M31 −M32M−122M21
)
.
Once the optimal polarization configuration φˆ is found, the
FP-NSF cost function depends only on z, and its minimization
may be formulated as
zˆ = argmin
z
Q(z, φˆ
′
) = argmin
z
φˆ
′†
M(z)φˆ
′ (49)
whose search dimension is reduced to nˆs like in the SP case.
Once the FP-NSF estimator, the position in elevation, and the
scattering mechanism of each scatterer are determined, the
corresponding reflectivities can be easily obtained by using a
polarimetric LS solution.
V. NUMERICAL EXAMPLES
In order to demonstrate the performance of the aforemen-
tioned tomographic estimators, signals are simulated for two
scatterers located at h1 = 0 m and h2 = 4 m, with M = 5 ac-
quisitions. The baselines are assumed to be evenly distributed,
and between each successive acquisition, the difference of ver-
tical wavenumbers is Δkz = 0.1. Assuming equal reflectivities,
the covariance matrix of source signals is given by
Rx =
[
1 ρ
ρ∗ 1
]
and SNR = 20 dB. By adjusting the correlation factor value ρ,
Rx can represent the source covariance matrix of coherent scat-
terer (ρ = 1), distributed scatterer (ρ = 0), and hybrid scatterer
(0 < ρ < 1).
A. MB-InSAR Configuration
First, we fix ρ = 0 and simulate the sample data covariance
matrix with different numbers of looks, in order to investigate
the asymptotic properties of the Capon, MUSIC, NSF, and
SSF estimators. With the estimation performance for both
sources being equal, the analysis concentrates on h2 only.
Fig. 2(a) shows the rapid convergence of the HR estimators to
a low root-mean-square error (rmse) as the number of looks
increases. Capon rmse converges to a higher value due to a
limited vertical resolution. SSF, NSF, and MUSIC estimators
are asymptotically equivalent in rmse for large sample size
data. In order to study the vertical resolution, these estimators
are applied to uncorrelated signals (ρ = 0) with varying height
difference between the scatterers Δh = |h1 − h2|. Fig. 2(b)
shows that, when Δh < 2 m, MUSIC performance degrades
significantly due to closely spaced scatterers. SSF and NSF
estimators both provide very good resolution with Δh ≥ 0.4 m,
whereas Capon’s method requires Δh > 4 m. The rmse of
the estimated h2 is plotted with respect to the correlation
factor ρ in Fig. 2(c) for a 256-look sample data covariance
matrix with ρ varying from 0 to 0.99. The NSF estimator
provides the most accurate estimate for uncorrelated or par-
tially correlated signals (ρ < 0.95), whereas the SSF estimator
copes well with highly correlated signals (ρ ≥ 0.95). MUSIC
cannot deal with highly correlated sources due to the quasi-
singularity of Rx. As mentioned in Section II, the ratio of
uncorrelated to coherent scattered power (UCR) determines
the statistical properties of hybrid signals, since it influences
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Fig. 2. MB-InSAR: Height estimation. RMSE of h estimation versus
(a) number of looks, (b) height difference when ρ = 0, (c) source correlation,
and (d) UCR (in decibels).
the correlation between sources. A coherent scatterer located
at 0 m and a distributed scatterer at 4 m with a varying UCR
value are simulated. Using the aforementioned estimators, the
Fig. 3. MB-PolInSAR height estimation. RMSE of h estimation versus
(a) source correlation and (b) polarization difference ζ (ρ = 0).
resulting rmse of h2 is shown in Fig. 2(d). Among these estima-
tors, the SSF estimator maintains the best performance when
UCR < −14.5 dB (i.e., ρ > 0.96), whereas NSF performs
best when UCR ≥ −14.5 dB (i.e., ρ < 0.96). The MUSIC
estimator reaches the same estimation accuracy as SSF and NSF
estimators when UCR ≥ 3 dB. This fact confirms the results
in Fig. 2(c).
B. MB-PolInSAR Configuration
In an MB-PolInSAR configuration, a 256-look sample co-
variance matrix is derived from FP signals from two canon-
ical surfacelike scatterers, i.e., k1 = k2 = [1, 0, 0]T. Fig. 3(a)
shows the height estimation rmse w.r.t. ρ: FP-Capon estimator
still cannot accurately separate two scatterers due to a limited
resolution, FP-NSF estimator provides the most precise height
estimate, and FP-MUSIC estimator has a degraded performance
for highly correlated scatterers.
The role played by polarization diversity for source separa-
tion is investigated, using the polarization difference angle ζ
with cos ζ = k†1k2/
√|k1|2|k2|2. The same surface scattering
is maintained for the medium at 0 m, whereas the scattering
mechanism at 4 m varies. As shown in Fig. 3(b), when ζ
increases, the polarization diversity between two scatterers
improves the height resolution, particularly for the FP-Capon
estimator which reaches the same resolution as that of MUSIC
when ζ > 60◦. The FP-NSF estimator performs best over all the
polarization difference angles.
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Fig. 4. Polarimetric SAR image (Pauli basis) of the observed scene and
horizontal baseline distribution (courtesy of DLR). (a) Observed scene.
(b) Baseline distribution.
VI. EXPERIMENTAL RESULTS
In this section, the tomographic analysis of a volumetric
forested area and subcanopy objects is led with diverse spectral
estimators, using FP L-band airborne data acquired by the
DLR’s E-SAR system over the Dornstetten test site, Germany,
shown in Fig. 4(a). The MB-PolInSAR acquisition geometry
consists of 23 flight tracks, three of which are located very
close to each other (quasi-null spatial baseline) in order to
estimate the temporal decorrelation. The horizontal baselines
form a quasi-uniform linear array with an average baseline
close to 20 m, as shown in Fig. 4(b), and the geometric vertical
resolution is about 2 m. This quasi-regular distribution provides
3-D features with reduced sidelobe levels and hence facilitates
the tomographic analysis.
A. MOS
Parametric spectral estimators require to estimate the dimen-
sion of the signal space, i.e., the number of effective sources
present in each resolution cell. The MOS technique developed
in [21] is used in this study to estimate this dimension from
the eigendecomposition of the data covariance matrix. For the
MOS of multicomponent InSAR signals, the techniques based
on ITCs have been applied in [11], and a technique based on
Capon and LS methods was also developed in [29]. In order
to increase the robustness of the ITC methods over speckle-
affected scatterers and stabilize the variations of the small-
est eigenvalues [30], we resort to the diagonal loading (DL)
technique. Unlike single polarimetric MOS techniques that
Fig. 5. MO estimation. (a) DL SP MOS estimation. (b) DL FP MOS
estimation.
Fig. 6. Setups on the test line.
may overlook sources with a selective polarimetric response,
polarimetric MOS techniques use the whole polarimetric space
and can detect scatterers with any polarimetric response.
SP and FP MOS techniques with DL and efficient detection
criterion 1 criteria are applied to the scene of Dornstetten. The
DL value is tuned so that, over bare surfaces, the MO equals
one. Fig. 5(b) shows that, using FP MB-InSAR data sets, we
obtain a higher MO than with SP ones [Fig. 5(a)]. As it may be
seen in Fig. 5, over the lake, the number of estimated sources
is equal to zero due to the low backscattered intensity for
this kind of smooth medium whose response is dominated by
the acquisition noise. Over forested areas, the estimated MO
shows intermediate values and reaches a maximum when an
underlying object is present in the pixel under consideration.
B. SP Tomograms
The test zone isolated in Fig. 6 contains under-foliage objects
and has been studied in [2] using SP tomograms. The forest
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Fig. 7. Reflectivity tomograms. (Yellow circle) Truck. (Violet square) Sidelobe. (Vertical axis) Height (in meters). (Horizontal axis) Azimuth (in bins). A
modified color scale is used in Capon spectrum for display purposes. (a) VV-Capon. (b) HH-Capon. (c) VV-MUSIC. (d) HH-MUSIC. (e) VV-NSF. (f) HH-NSF.
(g) VV-SSF. (h) HH-SSF.
profile and truck shape were both extracted using Capon’s
spectral estimation approach. However, as it is well known that
nonparametric estimators have limited spectral resolution and
sidelobe suppression, particularly in the SP case, we resort to
parametric estimators in order to improve the vertical resolu-
tion, particularly for objects with complex structures.
Taking a cut in the azimuth direction as in Fig. 6, SP tomo-
grams are computed for the VV channel. The Capon tomogram
shown in Fig. 7(a) represents the estimated reflectivity and
permits to visualize the forest profile as well as two trucks
(yellow circles), one over a bare soil and the other under the
forest canopy. The parametric methods MUSIC, NSF, and SSF
are applied using the MO shown in Fig. 5(a). The estimated
reflectivities vary from 30 to 55 dB. Unlike continuous to-
mographic approaches, like beamforming and Capon method,
parametric techniques provide discrete tomograms with a finite
number of sources, as it may be observed in Fig. 7(c), (e), and
(g). The MUSIC reflectivity tomogram in Fig. 7(c) enhances
the response of the artificial objects but is affected by spuri-
ous sidelobes (violet squares), particularly at the location of
trucks, due to the fact that MUSIC cannot accurately localize
scatterers with highly correlated responses. The NSF and SSF
reflectivity tomograms in Fig. 7(e) and (g) perform better than
that of MUSIC in terms of sidelobe reduction and height
estimation accuracy. The NSF can estimate accurately the
height of the truck located beneath the foliage, whose response
contains a mixture of distributed (vegetation) and deterministic
(truck) contributions, but its performance degrades for the truck
over the bare soil whose characteristics are highly coherent.
Due to its ability to discriminate coherent scatterers, the SSF
method provides an accurate estimate of the uncovered truck,
equal to 3 m.
These tomographic estimators are applied to the HH data
sets, and the resulting tomograms are shown in Fig. 7 with
reflectivities scaled from 30 to 55 dB. Compared with VV to-
mograms, scattering from bare soils is weak, but scattering from
the top of the under-foliage truck as well as from the underlying
ground becomes more energetic. Among these tomograms, the
SSF estimator maintains the best estimation for both the truck
height and the vertical profile of forests.
HUANG et al.: UNDER-FOLIAGE OBJECT IMAGING USING SAR TOMOGRAPHY AND SPECTRAL ESTIMATORS 2223
Fig. 8. SP-SSF 3-D reflectivity reconstruction. (a) 3-D reconstruction. (b) 3-D
reconstruction with height limitation.
The 3-D tomogram of the area, performed over azimuth bins
and for varying range positions using the SSF approach, is
shown in Fig. 8(a). The forest canopy and the truck profile over
the bare soil can clearly be discriminated. Limiting the recon-
struction height to 4 m above the terrain [Fig. 8(b)] permits
to isolate the under-foliage truck response. Its reconstructed
shape is similar to the uncovered one, with a reflectivity slightly
higher (about 5 dB more) than the surrounding environment
one.
C. FP Tomograms
The same azimuth cut is imaged using polarimetric spectral
estimators with the MO estimated in Fig. 5(b), and reflectivity
tomograms are shown in Fig. 9. Compared with the SP case,
the reflectivity tomograms illustrate some improvements due to
polarimetric diversity. The Capon tomogram in Fig. 9(a) shows
an improved resolution, leading to a better retrieval of vertical
profiles for both trucks and forests, but the limited spectral
resolution still affects the accuracy of the height estimation over
the truck embedded in the forest. The MUSIC tomogram in
Fig. 9(b) shows less sidelobes, particularly for the uncovered
truck, but still overestimates its height. The NSF estimator in
Fig. 9(c) refines the features of the uncovered truck, whose
height may be estimated around 3 m.
The tomograms of the polarimetric α angle [18], obtained
from the unitary target vector k estimated by FP estimators,
are shown in Fig. 10. For the truck outside the forest, the FP-
Capon method results in an accurate estimate of the double-
bounce reflection at the ground–truck interaction, but its limited
vertical resolution results in a single scattering mechanism for
Fig. 9. Reflectivity tomograms. (Circle) Truck. (Vertical axis) Height
(in meters). (Horizontal axis) Azimuth (in bins). A modified color scale is
used in Capon spectrum for display purposes. (a) FP-Capon. (b) FP-MUSIC.
(c) FP-NSF.
the whole truck, as shown in Fig. 10(a). In Fig. 10(b), the FP-
MUSIC estimator also precisely estimates the ground–truck
reflection but suffers from sidelobes, whereas the FP-NSF
estimator can precisely estimate scattering mechanisms from
the truck with surfacelike scattering mechanisms over the top
of the truck and double-bounce reflection on the ground in
Fig. 10(c). For the truck beneath the foliage, Capon’s method
cannot accurately estimate its height, but the estimated scat-
tering mechanism is quite reliable, i.e., double-bounce reflec-
tion between truck top and trunk as well as the one at the
ground–truck interaction. The MUSIC estimator provides a
quite good estimate for both truck height and the associated
scattering mechanisms. The FP-NSF estimator provides a good
height estimate describing the truck’s structure but is sensitive
to the degree of polarization. This may be due to the fact that the
polarimetric response of the under-foliage truck is affected by
the penetration through the canopy as well as by the sidelobes
of the volume contribution in the vertical direction. Within the
forest canopy, the α value reaches low due to an almost white
polarimetric covariance matrix. In this case, the entropy tends
to equal one, indicating that the value of α makes no physical
sense.
The FP-NSF estimator is applied over the whole test zone,
and the 3-D reconstruction of the parameter α value is shown in
Fig. 11. Fig. 11(a) shows that the truck outside the forest has a
strong double-bounce reflection at the ground–truck interaction
and the shape of the truck beneath the canopy is precisely
reconstructed with an α value around 45◦ due to a mixture of
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Fig. 10. α tomograms. (Circle) Truck. (Vertical axis) Height (in meters).
(Horizontal axis) Azimuth (in bins). (a) FP-Capon. (b) FP-MUSIC. (c) FP-NSF.
multiple reflections, i.e., double-bounce reflection between the
truck top and the trunk, volume scattering from the canopy, etc.
In order to better visualize the underlying truck response, the
height is limited to 4 m above the ground, and the reflectivity
is limited to values inferior to 43 dB [Fig. 11(b)]. The under-
foliage truck is well described in terms of both shape and
scattering patterns.
VII. CONCLUSION AND FUTURE WORK
In this paper, under-foliage object imaging has been investi-
gated using SP and FP SAR tomographies. Several parametric
estimators like MUSIC, NSF, and SSF are used to extract the
shape of under-foliage objects and the forest profile. Compared
to features with a limited resolution shown by Capon tomo-
grams, parametric estimators provide a better vertical resolution
for localizing objects with complex structures, whereas they
may be conditioned by their statistical behaviors. The MUSIC
performance degrades due to highly correlated scatterers and
results in many spurious sidelobes. The NSF estimator outper-
forms MUSIC in terms of sidelobe reduction but still cannot
cope with coherent scatterers like the truck over the bare soil.
The model-adaptive estimator SSF, dealing with distributed and
coherent scatterers, gives a precise estimation for the profiles of
trucks and forests.
Compared to SP SAR tomography, POLTOMSAR
techniques permit to extract some more physical features.
Subcanopy objects can be more reliably characterized by
scattering mechanisms obtained by POLTOMSAR, in addition
to the shape and reflectivity provided by SP tomography. The
Fig. 11. FP-NSF 3-D α reconstruction. (a) 3-D reconstruction. (b) 3-D
reconstruction with height and reflectivity limitations.
proposed PF-NSF estimator outperforms other polarimetry
estimators for localizing deterministic scatterers and refining
the estimation of their scattering mechanisms.
By means of 3-D reconstruction over the test zone, the forest
and the uncovered truck are both precisely visualized. As to
the under-foliage truck, SP tomographic reconstruction by SSF
correctly reconstructs the truck shape with a reflectivity slightly
higher compared to the associated environment one. Using FP-
NSF tomographic reconstruction, one can clearly distinguish
the underlying truck by means of scattering mechanisms.
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