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Abstract 
One of the most ubiquitous phenomena in daily life, boiling, remains surprisingly poorly 
understood.  While boiling’s technical applications are widely employed, many of the fundamental 
dynamics of individual bubbles and their interactions with the surface are not well known, and 
lack of experimental measurements of the interaction with surfaces has led to the development of 
countless competing numerical models.  Experimentally, bubbles provide a challenge because they 
are fast and stochastic, and obtaining accurate measurements of the dynamics, especially those 
beyond basic shape measurements, remains elusive.  In this work, I have developed and 
implemented novel experimental techniques to illuminate the dynamics of both bubbles and 
droplets. 
I have designed a system which permits continuous locally high heat fluxes of up to 250 
W/cm2 while still maintaining single bubble boiling.  With this, a new spectra of bubbles has been 
measured, beginning with the classical picture of a bubble growing and gradually pinching off, but 
many more modes have been observed.  Surprisingly a loose correlation is observed in which the 
lower energy mode bubbles are actually more prevalent at higher heating powers.  When non-
classical bubbles are observed their contribution to the overall heat transfer from the surface is 
unexpectedly high. Turning to the specific interactions with surfaces, we have observed a novel 
type of oscillation mode by heated bubbles sitting on a surface.  As a surface becomes more 
hydrophilic, a new frequency-volume relation emerges which is currently not predicted by theory. 
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Utilizing a novel thermoreflectance sensor which can enable high-speed single-shot 
measurements of temperature fields, I have identified different cooling mechanisms for the 
classical and non-classical bubbles.  Due to the high heat fluxes accessible by our measurement, 
we have determined that even the non-classical bubbles cool the surface through substantially 
different pathways than had previously been observed. 
Building on work in which surface wettability under bubbles were modified by exposing a 
metal-oxide surface to ultraviolet illumination, I finally address the application of UV-responsive 
ZnO surfaces to colloidal particles for emulsion destabilization.  Utilizing a holographic 
microscope, we have measured in situ the change of wettability of colloids sitting at an oil-water 
interface, providing a pathway to develop photoswitchable emulsions. 
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CHAPTER 1:  
 
A REVIEW OF BUBBLE DYNAMICS 
Abstract 
Here, we review the existing nucleation and growth dynamics of vapor bubbles formed in 
a boiling system.  The classical theory of nucleation is presented for homogeneous and 
heterogeneous nucleation, and deviations as they apply to boiling are discussed.  A derivation of 
the classical Rayleigh-Plesset (RP) equation is presented to highlight the underlying assumptions, 
and simplifications are made to describe the origin of growth, oscillations, jetting, and cavitation.  
Expanding beyond the RP equation, the two types of bubble growth modes are discussed: inertial 
and heat transfer limited.  The equations reviewed herein build a framework for understanding the 
bubble dynamics presented in the later chapters. 
Introduction 
Boiling, and by extension, bubbles, have played a substantial roll in the advancement of 
human technology.  Over time, boiling has facilitated numerous developments from cooking on a 
fire [1], to power generation via the steam engine [2,3], to cooling of computer chips [4] to name 
a few applications.    Moving beyond simply applying technical principles, in the last century, 
considerable development focused on studying the dynamics of individual bubbles, both in free 
solution and as they interact with surfaces [5-7]. A key feature missing from such studies of bubble 
dynamics is the interaction with the surface.  While the fundamentals of cavitation bubbles 
growing near surfaces is now well understood [6,8–10], such bubbles have traditionally been 
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treated as forming near, but not on the surface, and understanding of the interaction with the surface 
has been limited to the mechanical properties of the surface.   
Interactions with the surface have been better quantified in the field of boiling.  
Specifically, substantial interest has been devoted to investigating how the wettability of a surface 
modifies the maximum heat transfer from a surface [11–13].  Traditionally though, such studies 
have focused more on averaged heat transfer behavior, and little insight exists in how such bubbles 
interact with the surface.  Drawing on knowledge of the growth of individual bubbles, numerous 
predictions of boiling dynamics, incorporating the effects of bubble-surface and bubble-bubble 
interactions have been made [14–18], but often a specific surface interaction must be assumed, 
which affects the numerical calculations.  Nowhere is this perhaps more evident than for 
investigations of the heat transfer underneath a growing vapor bubble, where researchers have 
continued to debate the existence and relative contribution of the evaporation of a thin film of 
water which forms underneath growing vapor bubbles for nearly 50 years [19–23]. 
With this work in mind, it is clear that there are still fundamental unresolved questions in 
understanding how bubbles interact with the surface.  A principle component of this Thesis 
addresses some of these challenges.  Before addressing the specifics of each problem though, it is 
worthwhile to review the equations underlying the formation and growth of bubbles.  Following a 
brief review of the theory of nucleation, the derivation of the RP equation will be laid out to expose 
some of its core assumptions.  Simplifications will then be made to apply it to the understanding 
of bubble growth, collapse, and oscillations.   
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Nucleation of vapor bubbles 
A useful starting point to the understanding of bubble growth is that of homogeneous 
nucleation.  In its most simple form, the classical theory of nucleation balances the energy released 
in forming a vapor cluster, vG , with the surface tension,  , of the cluster 
 3 2
4
4
3
vW R G R      . (1.1) 
From this the critical radius, cr  is obtained 
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Due to thermal fluctuations in the liquid phase, clusters of vapor spontaneously form, and if their 
radius is larger than cr , they will continue to grow.  Equation (1.1) vastly oversimplifies the 
dynamics of nucleation, and several improvements can be made, accounting for the size- and 
shape-dependence of the surface tension [24], the size dependence of vG  [25], continuity of the 
chemical potential [24,26], and non-equilibrium conditions [27].  The qualitative form of this 
energy barrier as a function of time is the same however, regardless of the model used and only 
refines the critical cluster size and barrier height.   
An often underappreciated aspect of equation (1.1) is the magnitude of the energy barrier.  
Until the temperature of the system nears the critical point, the magnitude of the energy barrier 
required to form a spontaneous cluster is ≈1012 kBT, meaning that homogeneous nucleation is 
extremely unfavorable; however this overestimates the energy to form a cluster.  Applying some 
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of the improvements listed above to the basic theory, more complete theories predict that at 
atmospheric pressure, no clusters reach the critical size until the liquid temperature approaches 
300°, after which nearly all clusters formed, will spontaneously grow as is depicted in Figure 1.1.  
This threshold corresponds to the spinodal line for the phase transition.  Below this point, 
nucleation can only occur on defects which lower the barrier to nucleation. 
One method to reduce the barrier is to introduce a smooth surface.  As the bubble grows, 
it contacts the surface at an angle  , which assuming mechanical equilibrium, is defined simply 
by the surface energies between the liquid and vapor phases, and of the solid substrate.  If a the 
resulting bubble is assumed to be a truncated sphere, then the energy barrier to nucleate on a 
surface, sW , is readily determined by the contact angle and the energy to nucleate a free bubble 
by [26] 
 3
1 3 1
cos cos
2 4 4
sW W  
 
   
 
. (1.3) 
As the surface transitions from being preferentially wetted by the liquid phase, 0   , to the 
vapor phase, 180   , the barrier to nucleation is reduced.  While this is a very classical result, 
it cannot fully explain the effect of a surface on the nucleation behavior.  Most real surfaces have 
thermodynamically stable contact angles between 0° and 120°, resulting in at most a decrease in 
the nucleation barrier by 1 order of magnitude, and reducing the spontaneous nucleation 
temperature by only ~30 °C.  For this reason, most real boiling systems must nucleate on other 
imperfections, such as roughness of the surface and impurities in the liquid phase which can disrupt 
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the hydrogen bonding between water molecules, or on existing trapped vapor pockets on the 
surface.   
The effect of surface defects and cavities has been described in great detail 
elsewhere [28-31].  One of the most noteworthy aspects to come out of such studies is that the 
nucleation frequency appears to be fixed for individual nucleation sites.  Attempts to model the 
bubble frequency have resulted in estimates of the nucleation site frequency of the form 
 const.nf d   (1.4) 
where n = ½, 1, or 2 depending on the growth mode of the bubble [32–34], thus while sites have 
different nucleation rates which lead to chaotic behavior of bubble departures [35], if a single site 
is activated, a well-defined nucleation frequency should emerge. 
Dynamics of vapor bubbles 
In the previous section, I laid out the basic framework for the nucleation of a vapor bubble.  
Once a bubble forms with a radius larger than the critical radius, cr , it will begin to expand.  While 
many equations of motion have been developed [5,36–40], the most common expression for the 
dynamics of a vapor bubble is the Rayleigh-Plesset equation.  From this equation many bubble 
dynamics such as inertial growth, oscillations, and cavitation can be described. 
Derivation of the Rayleigh-Plesset equation 
The Rayleigh-Plesset equation can be obtained from a number of different directions which 
have been presented by Leighton [41].  In this section, we expand upon his derivation in terms of 
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an energy balance, and seek to clarify some of the assumptions so that a generalization to include 
thermal effects can be made. 
Consider a bubble of radius  R t , expanding with an interface velocity of R , and an initial 
equilibrium radius 0R .  This bubble is sitting in a pressure field  0P P P t   where 0P  is the 
hydrostatic pressure and  P t  is an external perturbation.  As the bubble uniformly expands or 
contracts, it induces a flow in the surrounding fluid, which by symmetry may be assumed to be 
irrotational and incompressible.  Thus the mass flow   /m d V dt  at any point in the fluid at a 
distance r  from the center of the bubble must be the same as the mass flow through a liquid shell 
of radius R  immediately surrounding the bubble.  Taking the volume of the fluid in a shell, 
24V r dr , the expression for the fluid velocity u is 
 2 2R R r u , (1.5) 
And the total kinetic energy imparted into fluid as it is pushed outwards by the expanding bubble 
is obtained by integrating over the liquid volume 
 
2 2
2 3
2
2
K l R
l
r r
R
E dr
R





 

. (1.6) 
We now consider the work to expand the bubble through a polytropic process.  At this time, 
we will not consider the effect of evaporation.  The differential work required to expand a volume 
is .dW PdV  where 0LP P P   is the gauge pressure. LP  and 0P  are the liquid pressure bubble 
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surface and the ambient system pressure.  Therefore the total work exerted by the expansion of a 
bubble from a radius 0R  to R  is  
 
 
0
24
R
L
R
W P P r dr 
. (1.7)
  
 Equating the kinetic energy to the work,  
 
 
0
2 2 34 2
R
L l
R
P P r dr R R   
 (1.8) 
and differentiating once with respect to R  gives  
 
   2 3 2 24 2 2 3L lP P R RR R R     . (1.9) 
Finally, in the long wavelength limit, we can take 0P P  so substituting in for 0P  and rewriting  
 
  2 0
3 1
2
L
l
RR R P P P t

    
. (1.10) 
If 0P  is the hydrostatic pressure of the fluid just outside of the bubble at equilibrium, then the 
pressure inside the (non-condensable) gas at equilibrium is  
 
,0 0
0
2
g vP P P
R

    (1.11) 
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where   is the surface tension and vP  is the vapor pressure of the liquid.  The 02 / R  term is 
from the Young-Laplace equation, and the vP  term arises from the fact that the bubble 
pressure, bubbleP , is the sum of the partial pressures  
 bubble g v
P P P 
. (1.12) 
In order to find the pressure inside the bubble at an arbitrary radius, R , it is typical to utilize 
the polytropic law for the gas expansion  
 PV c
   (1.13) 
 where   is the polytropic index and reflects whether the process is an isobaric, isothermal, 
adiabatic, or another process.  As a rule of thumb, the expansion of a gas bubble falls somewhere 
between the isothermal and adiabatic limits, so 1     where 1 / 2p vC C   .  Substituting 
3V R , we obtain the pressure for a bubble at an arbitrary radius R :  
 
3
0
,0g g
R
P P
R

 
  
  . (1.14) 
Again recognizing that the pressure in the liquid is related to the gas pressure by  
 bubble g v L surf
P P P P P   
, (1.15) 
 we can express the liquid pressure just outside the bubble as  
 
3
0
,0
2
L g v
R
P P
R R
P

 
   
  . (1.16) 
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In the fully derived RP equation, there is an additional term on the RHS of the previous 
equation due to the boundary conditions at the edge of the bubble it serves to ensure continuity of 
normal stresses at the wall, 4 /R R  .  Its derivation is beyond the scope of this introduction, but 
may be found in works by Poritsky [42] or Leighton [41].   
Putting all of this together, we finally obtain the RP equation  
  
3
2 0
,0 0
3 1 2 4
2
g v
R R
RR R P P P P t
R R R

 

  
           

   (1.17) 
where ,0gP  is given by equation (1.11). 
 Bubble Oscillations 
Following the analysis of Franc and Michel [43], we note that equation (1.17) can be 
integrated by noting that  
 
2 3
2
2
3 1
2 2
d R R
RR R
RR dt
   

 

. (1.18) 
Making this substitution the equation of motion becomes  
 
  
2 3
3 2 3 2
,0 0 0
1
2 4 8 2g v
d R R dR dR dR
P R R R RR P P P t R
dt dt dt dt
   


           
 


 (1.19) 
Since its effects are generally small, we will ignore the effect of viscosity.  Canceling dt  then 
allows us to integrate over dR  to get an expression for the velocity of the interface  
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 
   3 3 1 2 3,0 02 0 0 0 02 2 21 1 1
3 1 3
g v
L L L
P P P P tR R R R
R
R R R R R


   
             
                                 
    (1.20) 
In integrating (1.19), we have applied the initial equilibrium conditions   00R R  and 
 0 0R  .  This generally but not necessarily correlates to the assumption that  0 0P t   .  
Equation (1.20) is instructive because it clearly shows the interplay between the various terms as 
the radius changes relative to the initial equilibrium.  The first two terms on the RHS represent the 
balance between the elasticity of the gas within the vapor bubble and the surface tension at the 
interface.  As described above, since 1  , these two always work opposite to each other.  The 
third term represents a constant bias applied by the external pressure.  If the effect of the third term 
is small, then equation (1.20) will have 3 real roots: the initial equilibrium radius 0R  and two 
additional roots 1R  and 2R . In this regime, the bubble radius will oscillate between the initial 
equilibrium radius, 0R  and the root 1R  through the domain where 
2 0R  .  The root 2R  is 
inaccessible to the system because the bubble must pass through a region where 2 0R  , and 
motion is undefined over such a region. 
Linear Oscillations 
If the ratio 0 1/ 1R R  , then the motion of the bubble is expected to be linear, and we can 
determine the frequency by linearizing equation (1.17).  The details of the linearization are 
presented in Appendix 1.  From the linearization, the key result emerges for the natural frequency:  
 
2
02
0 0 0
1 2 2
3r P
R R R
 
 

  
    
    . (1.21) 
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Again, we see the balance between gas expansion and surface tension governs the oscillation.  We 
also recover the classical result first discovered by Minnaert [44] which states that 
1f R . 
Substituting in values for an air bubble in water at ambient conditions, we obtain 3.26m/sfR  .  
Non-linear Oscillations 
If the ratio 0 1/R R deviates from 1, the oscillations become non-linear and a numerical 
solution to the bubble radius must be pursued.  An early calculation by Borotnikova and 
Soloukin [45] demonstrated that an external perturbation could generate large oscillations in the 
size of a vapor bubble.  Instead of smoothly varying in response to sinusoidal perturbations, in the 
non-linear regime, bubbles undergo a series of rapid explosions and collapses.  An inspection of 
equation (1.20) reveals that these rapid expansions and collapses can be explained by exponents 
on the first and second terms of the RHS.  As the bubble collapses, the effect of the elasticity of 
the gas rapidly becomes dominant, causing a sharp turn around and expansion.  On the other hand, 
as the bubble grows, the surface tension pulls back only as 2R  , and so the collapse process is 
brought on more slowly.  A second feature non-linear oscillations is the onset of subharmonic 
oscillations.  The nonlinear frequency response of oscillating bubbles has been calculated as a 
function of increasing driving amplitude by others [5,36] to show the emergence of additional sub-
harmonics as the system is strongly driven.   
The effect of viscosity 
Thus far, we have neglected the effect of viscosity.  As a result, the oscillations described 
above continue indefinitely through the exchange of energy between the surface and the elastic 
compression of the gas phase.   If you are careful to include viscosity in the linearization of the RP 
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equation, it can be shown that the viscosity dampens the oscillations of the bubble at a rate of 
2
04 / R  and does not substantially shift the natural resonance of the bubble [43].   
Growth of vapor bubbles 
It is well known that once a bubble is nucleated, its growth can be categorized as falling 
into one of two regimes.  In the first regime, there is sufficient energy available in the surrounding 
fluid, such that the growth of the bubble is limited only by the inertia of the surrounding fluid 
which must be pushed away for the bubble to grow.  This condition is generally satisfied 
immediately after the nucleation of the bubble, since bubbles are statistically more likely to 
nucleate in superheated regions, and therefore have more energy available to them.  This regime 
is known as Inertia-controlled growth.  As the bubble grows however, it is likely to encounter 
cooler regions in the surrounding medium  At this point, a transition occurs and growth is limited 
by the rate at which heat can diffuse into the bubble.  This regime is known as heat-transfer-
controlled growth. 
In practice, the growth dynamics of any given bubble may sample one or both of these 
regimes depending on the initial conditions, however if both modes are present, the inertia-
controlled process dominates at shorter times.  It is generally possible however to intuit which 
mode should be dominant from the experimental conditions.  Inertia-controlled growth should be 
dominant for systems with a high amount of energy available to them.  Experimentally this can be 
realized either by increasing the available energy by raising the superheat of the system, or by 
decreasing the energy required to grow the bubble.  The former case can be achieved by increasing 
the liquid superheat prior to nucleation.  This is possible in systems with very few impurities or 
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with very smooth surfaces which are easily wet by the liquid phase, or in systems with a very high 
heat flux, where a rapid temperature rise is possible before a nucleation event becomes statistically 
likely.  The latter case of lowering the energy required to nucleate can be achieved either by 
utilizing fluids with a low latent heat of vaporization, or by lowering the system pressure, thereby 
increasing the vapor pressure of the liquid.    It obviously then stands to reason that increasing 
impurities, lowering the heat flux, or using fluids with high latent heats or low vapor pressures will 
increase the likelihood of heat-transfer controlled growth. 
The inertial limit 
We will start by assuming that the system pressure is constant throughout the bubble 
growth, so   0P t  .  In the inertial limit, we assume that the primary growth process is the 
vaporization of the surrounding liquid.  Therefore, we can ignore the energy required to grow the 
bubble, either by expansion or by vaporization is negligible, so we can ignore the bracketed terms.  
We simplify equation (1.17) ignoring all terms on the RHS except for the pressure terms 0vP P .  
The exclusion of the first term relating to the polytropic expansion of the gas is justified by the 
fact that vaporization due to the pressure difference makes up the dominant growth mode in this 
regime.  The energy lost to the surface tension can also be neglected because it too is small 
compared to the pressure difference.  Therefore, the RP equation reduces to  
 
 2 0
3 1
2
vRR R P P
   
. (1.22) 
Assuming constant vapor and ambient pressures, this equation has a solution  
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     0
2
3
vR t P P t   (1.23) 
 and the bubble radius grows linearly in time (i.e. R t ) and satisfies the initial condition 0 0tR  
.  An inspection of equation (1.20) reveals that this is also the limiting rate which satisfies the 
initial conditions   00R R  and  0 0R  for the case of R   .  Such growth is only possible 
when  0vP P  is sufficiently large to overcome the surface tension and elastic compression of the 
gas, such that equation (1.20) has only one real root at 0R . 
Substituting the Clapeyron relationship for the vapor pressure, (1.23) can then be written 
in terms of material properties [26]  
 
 
 
 
0 0
0
2
3
sat lv v
sat l
T T P h
R t t
T P


 
   
  , (1.24)
  
where 0
T
 is the system temperature,  0satT P  is the saturation temperature at the ambient pressure, 
lvh  is the heat of vaporization, and v

 is the vapor density.      
The thermal limit 
While the inertial limit can be well described through an analysis of the RP equation, as 
the bubble grows into the surrounding colder fluid, the vapor pressure begins to drop and growth 
is limited by the diffusion of heat to the bubble wall, and so the RP equation no longer apples.  In 
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order to solve the bubble wall velocity for the heat-transfer controlled limit, we need to consider 
the temperature, T , at a distance r  from the bubble center around the bubble [26],  
 
2
2
lT TT u r
r r r r
   
   
   

 (1.25) 
where l  is the thermal diffusivity of the liquid phase.  This equation has been solved by 
others [46,47], applying the appropriate boundary conditions and taking into account the effect of 
evaporation at the interface to find that in the heat-transfer controlled regime, the bubble grows as  
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where 
,p lc  is the specific heat capacity of the liquid. 
Cavitation 
As was illustrated in the previous section, under the proper conditions, a bubble may 
collapse in on itself rapidly.  Such sudden collapses are generally referred to as cavitation, because 
the dynamics of the collapsing bubble can be treated as being equivalent to collapse of an empty 
cavity or void; in other words, the material properties of the gaseous phase can be neglected.  While 
cavitation is generally to be avoided because the collapsing bubbles produce high pressure jets 
which can erode nearby surfaces, those same jets can be used to propel objects through water 
enabling directed transport of submersibles without a need for onboard fuel.  More conventionally, 
the high pressures and temperatures produced in the late stages of the collapse process can serve 
as self-contained microreactors for chemical reactions.   
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Bubble Collapse  
The usual framework for analyzing the dynamics of a collapsing bubble begins with an 
equilibrium bubble of radius 0R  sitting in an inviscid fluid.  At time 0t  , the pressure of the 
system is suddenly increased to P .  If we exclude any exchange of mass at the bubble interface, 
either through condensation or by diffusion of non-condensable gasses across the interface, the 
bubble will suddenly shrink.  As is generally the case, the usual starting point for the collapse 
dynamics is the RP equation.   
If we treat the bubble as a large void, then we can ignore polytropic compression by non-
condensable gasses, and so discard the first term of the RHS in Equation (1.20).   We will also 
assume that surface tension is insignificant.  In truth, its effects become significant as 0R  , but 
an analysis of signs indicates that it only serves to speed up the collapse.  Under these assumptions, 
Equation (1.20) simplifies to 
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 This equation has two distinctive features worth noting.  First, as 0R  , the interface velocity 
approaches a singularity.  Second, the time to collapse can be evaluated numerically to be [43]  
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where C  is a numerical constant of order unity.  While many features have been omitted, the 
simplistic description above well describes the motion and time scale for bubble collapse.   
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Jet formation 
In deriving equation (1.27), we chose to ignore the effect of non-compressible gasses, 
however during the high speed of collapse of a bubble, a fluid instability may form which can 
disrupt the rebound behavior.  As the bubble collapses, the surrounding fluid pushes in on the 
bubble drives the bubble to collapse.  Due to the conservation of mass however (again assuming 
an incompressible fluid), as the bubble collapses, the liquid is squeezed into an ever decreasing 
volume, resulting in the formation of very large pressures in the liquid shell immediately 
surrounding the bubble.  For a bubble in an infinite fluid sitting in zero gravity, the correspondingly 
large buildup in pressure inside of the bubble will eventually slow down the interface and cause 
the bubble to rebound and this behavior is captured within the RP equation.  If the symmetry of 
the system is broken however, either by the introduction of a wall or by introducing gravity, the 
pressure around the bubble will develop an imbalance. This is easiest to visualize in the case of a 
bubble near a wall.  In such a case, on the bubble side closest to the wall, the pressure will be lower 
because the fluid must now be drawn in from the sides at a greater distance than fluid on the 
opposite side must.  As a result, the bubble deviates from its spherical shape, and a pressure 
gradient develops.  As the bubble continues to collapse, this effect is magnified until a jet of liquid 
begins to pierce through the bubble.  The jet rapidly moves through the bubble and pierces the 
bubble on the wall side.  Due to the high velocity, the jet functions as a water hammer on the 
nearby surface and can induce pitting and erosion.  It should be noted that the dynamics for jetting 
always point towards the surface.  Further, the existing literature has universally treated the 
dynamics of bubble near, but not physically in contact with the surface.  
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Conclusion 
A few comments must be made regarding the derivations and results presented above.  The 
first comment pertains to the applicability of the RP equation.  While the discussion above has in 
many cases stretched the RP equation to apply it to situations in which phase changes are present 
due to the evaporation and condensation at the interface,  the equation neither accounts for the time 
scale for these processes to occur.  Furthermore, the model is derived for a homogeneous 
temperature field.  It does not implicitly allow for the expansion of a gas bubble in an 
inhomogeneous field as is more likely the case during boiling, nor does it account for changes to 
the interfacial temperature due to evaporation and condensation.  Instead, the RP equation is 
principally derived for the motion of a bubble consisting primarily of non-condensable gasses in 
an external pressure field.  With these comments in mind, it is not surprising that many discussions 
of bubble oscillations and cavitation begin by perturbing the bubble by an external pressure field 
 P t .  It is not only easier theoretically, but from an experimental standpoint, it is easier to impose 
acoustic perturbations on a bubble than thermal perturbations.   
In this work, I have carried out experiments on vapor bubbles in highly inhomogeneous 
thermal fields.  The rapid expansions of bubbles and their subsequent oscillations were triggered 
not by acoustic perturbations, but instead by strong superheating, and so the conventional picture 
applied by theorists of suddenly raising or lowering the ambient pressure to induce motion of a 
bubble wall is not immediately applicable to the experiments in this thesis.  For that reason, I have 
minimized the use of such tricks in the discussion above.  Nevertheless, with the proper treatment, 
the RP equation can be applied.   
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An inspection of equation (1.17) reveals that the conventional trick of lowering the pressure 
(  0P P t ) is equivalent to raising the vapor pressure vP .  By employing the Clapeyron 
relationship,  
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we see that by controlling the surrounding fluid temperature, we mimic the effects of a time-
dependent perturbation to the ambient pressure.  In principle, we can generalize the Rayleigh 
Plesset equation to account for inhomogeneous temperature fields by replacing 0 RT T    where 
R
T   is the temperature of the fluid layer immediately surrounding the bubble.  This substitution is 
rigorously exact for the case where the available energy in a shell of radius dr immediately 
surrounding the bubble is equivalent to the amount of energy necessary to grow the bubble by a 
distance dr .  In so doing, the bubble can grow without perturbing the surrounding temperature 
field, however this is a highly idealized case and generally not true due to the density difference 
between the two fluid phases.  A more exact solution would need to account for the full thermal 
field surrounding the bubble and the effect of fluid motion as was laid out in equation (1.25).  Even 
ignoring such complications however, we can write an expression for the thermal pressure  
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where  T R  is the initial temperature distribution surrounding the bubble.  In this way, we can 
estimate the radius of maximum expansion of a bubble from the initial nucleation temperature by 
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finding the roots of equation (1.20), and from the intuition gained from the expansion of bubbles 
in sudden changes of pressure, we can rationalize an overexpansion and subsequent collapse of the 
bubble as it approaches the root. 
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Figures 
 
Figure 1.1  Critical cluster properties as determined by Equation (3.43) of Kashchiev [24].  
Top: The critical cluster size.  Middle: Energy barrier to spontaneous growth. 
Bottom: probability of a thermal fluctuation reaching the energy barrier. 
 
 
Figure 1.2  The effect of surface wettability on the energy to form a critical cluster 
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CHAPTER 2:  
 
UNORTHODOX BUBBLES WHEN WATER BOILS INTO COLDER 
SURROUNDING WATER 
Adapted with permission from Scott Parker and Steve Granick (2014) Unorthodox bubbles when 
boiling in cold water, Physical Review E, 89, 013011.  Copyright © 2014 American Physical 
Society 
Abstract 
High-speed movies are taken when bubbles grow at gold surfaces heated spotwise with a 
near-infrared laser beam and exposed to water below the boiling point (60-70 C) with heating 
powers spanning the range from very low to so high that water fails to rewet the surface after 
bubbles detach.  Almost half of the time, we do not observe the classical pattern that bubbles grow 
symmetrically through evaporation until buoyancy lifts them away.  Instead, probably stimulated 
by a combination of superheating, convection, and turbulence, we identify other bubble types that 
appear to contribute disproportionately to heat transfer efficiency:  mushroom cloud shapes, 
violently explosive bubbles, and cavitation events.  Moreover, bubbles often follow one another 
in complex sequences.  This large dataset is analyzed and discussed with emphasis on 
discrepancies from classical expectations about boiling.  
Introduction 
Not enough is understood about boiling.   So familiar in one’s daily life that it can be taken 
for granted, it also presents a fundamental problem of non-equilibrium physics and on the practical 
side, it is of mounting importance to technologies such as development of high heat-flux surfaces 
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needed for safe and reliable performance of nuclear reactors and microchip systems.  Engineers 
have a long tradition of appreciating the potential to use boiling to practical ends, and in the 
engineering literature, studies have investigated effects of surface morphology [1–6], surface 
chemistry [4,7–10], and even the angle of inclination [10–13] of the boiling surface on how well 
hot surfaces transfer heat.  Many of these studies have often been accompanied by numerical 
models of the heat transferred by a single vapor bubble [3,5,14–17] and have been scaled up to 
predict macroscopic behavior.  Inevitably, model-dependent simulations assume a certain bubble 
geometry and interaction with a surface, however.   
Here we describe high-speed optical imaging of individual bubbles as they form and 
detach, one-by-one.  Relative to prior work, the new point is the following.  In one approach, prior 
experiments heated a large area of solid surface and studied the cooling produced by 
boiling [4,14,18–21] but while important, such studies show only by inference the lifecycles of 
individual bubbles, thus limiting their predictive power at the micro-scale.  In the alternative 
approach of studying single bubbles, pulsed lasers and lithographically patterned micro-heaters 
were used to generate uniform single bubbles [22–28].  But in this approach, even if the average 
power is low, the peak local power can be high, and while this situation is quite relevant to ink-jet 
printing [24,29], it is not representative of many other practical applications.  The work reported 
here considers the middle ground:  we study individual bubbles by heating the substrate spotwise 
with continuous application of heating power.  Part of the motivation to take this approach is that 
regarding applications, it might be representative of the heating produced by hundreds of 
transistors continuously switching on a microchip cooled by surrounding water.   
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In the study presented below, image analysis of high-speed movies has been used 
extensively and a large dataset has been analyzed statistically.  We conclude that while the naïve 
scenario of boiling is observed under some conditions, patterns of boiling decidedly more complex 
also contribute significantly.  The naïve scenario is considered to be this:  that in a superheated 
liquid region adjacent to the heated solid, bubbles grow on a nucleation site and upon exceeding a 
critical size, buoyancy overcomes surface tension force pinning the bubble to the surface and the 
bubble pinches off, allowing cooler surrounding liquid to flow in.  Tentative explanations are 
proposed of when to expect deviations from this.  
Experimental Section 
A closed cell was mounted onto the homebuilt microscope as depicted in Figure 2.1a and 
filled with deionized water.  In the optical path used for heating, a CW laser (OptoEngine, λ=800 
nm, power continuously variable up to 5 W) was focused onto the sample surface using a 20x 
long-working distance objective (Mitutoyo).  Laser power was constant throughout the boiling 
experiment.  A mechanical shutter with an opening time of 0.7 ms (Uniblitz LS6, not shown) was 
used to block the laser beam when not in use.  The laser beam had a 1 / e  diameter of 314 µm as 
measured by a knife-edge technique.  The surface temperature was measured by optical 
reflectivity.  This information and the measured laser radius were used to estimate the steady-state 
temperature field generated by the laser heating in the surrounding water, with results summarized 
in Figure B.1.  Briefly, these numerical simulations showed that heating a circular surface area 
produces a nearly hemispherical dome of heated liquid that extends to approximately the same 
height as the diameter of the heated surface, which was 300 µm for the parameters of this 
experiment. 
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The shape of resulting bubbles was recorded by bright-field microscopy in an optical path 
parallel to the heated surface.  For this, illumination was provided by a pulsed LED, light emitting 
diode (Light Speed Technologies, 630 nm) mounted behind the sample, with pulses synchronized 
to image acquisition by a high speed camera (Vision Research Phantom 7.3).  Pulsing the LED 
allowed us to acquire high contrast images with insignificant heating of the sample by the 
illumination source.  Images were recorded up to 50,000 frames per second.   
The sample surface consisted of layers of sputtered metal films on a glass slide as depicted 
in Figure 2.1b, with the heating laser beam introduced through the glass onto the metal films.  First, 
a 120 nm Si base layer, nearly transparent to the heating laser, was deposited for thermoreflectance 
measurements to measure surface temperature.  Next, a 120 nm Ti layer was deposited, but as 
titanium oxidizes when exposed to air and this would be problematic as oxides of titanium have 
photoswitchable wettability [30–34].  In order to prevent oxidation the Ti was capped by a 60 nm 
Au layer.  This was designed to be sufficiently thick that the power of the heating laser would be 
attenuated to a power level sufficiently low not to expect optical trapping of the growing vapor 
bubbles.   
A complication was that the optical characteristics of these layered films were found to 
depend on precise thin-film deposition conditions that could not be controlled.  To compensate for 
this, for each sample the reflectivity and transmission was measured in a UV-Vis 
spectrophotometer (Sinco S-4100) at 800 nm.  This information, combined with measurements of 
the incident laser power, allowed us to determine accurately the precise heating power applied in 
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each experiment.  Factoring in the known absorption and reflectivity of each sample, the actual 
heating power was up to 3 W with 86% of the power distributed over a circle with radius 314 μm.   
The boiling chamber consisted of an aluminum block (1”x1.25”x2.5”) with a cavity 
(0.5”x1.25”x1”) in which boiling took place.  Windows in the bottom and sides allowed us to view 
the sample during boiling.  To clean the cell between successive experiments, heated deionized 
water (70 °C) was pumped (10 min) through the chamber to equilibrate the temperature and also 
flush out any bubbles left on the surface from the earlier experiment.  The system was left to 
equilibrate without pumping (1 min, over which the temperature in the sample fell to 66 °C).  After 
these preparations, the heating laser was exposed to the sample (2 sec) while images were acquired 
with the high-speed camera.  This cycle was repeated.  Owing to the large working distance of 
objectives along both imaging paths, distortion from thermal lensing was negligible. 
Results and Discussion 
The time evolution of approximately 5000 bubbles was imaged optically during their 
growth and detachment cycles, and was evaluated according to how they grew, how their sizes 
ultimately diminished, how they broke up into other bubbles, and the direction in which they 
migrated after breakup.  When the heating power was just sufficient to produce boiling, bubbles 
grew and detached in repetitive succession.  At the extreme of high heating power, bubbles often 
grow to a stable size without detaching.  Between these extremes, we observed the broad spectrum 
of behavior summarized below.   
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Bubble Types 
Among the common features are these:  First:  bubble volume invariably diminished after 
bubbles detached from the heated solid, which is natural as the surrounding liquid was cooler.  
Second: the volume of many bubbles also diminished before detachment, at the point when these 
bubbles had grown large enough to be cooled by surrounding water.  To refer to shrinking of height 
and width before detachment, we will use the term, “bubble collapse.” Third:  Rayleigh-Taylor 
instabilities were sometimes observed when bubbles grew and collapsed rapidly, at speeds up to 4 
m/s.  Then, when the amplitude of instability became comparable to the size of these shrinking 
bubbles, they larger bubbles fragmented into smaller bubbles before detachment.  This 
fragmentation of bubbles that have not yet detached from the heated surface, we will refer to as 
“breakup.”  Fourth:  we followed the direction, relative to the surface, of bubbles when they 
departed.  As tracer particles to visualize the flow field might have interfered with nucleation, to 
estimate the flow we simply followed the paths of departing bubbles.   
Figure 2.2 presents a large tabulation of images describing the 6 bubble types we have 
identified, and Table 1 explains the detachment mode of each of them:   these types are classical, 
mushroom, recoil, triaxial, explosion, and implosion.  Among these, recoil and triaxial are closely 
related to mushroom and explosion modes, respectively, but warrant their own discussion.  While 
of course there is a continuum of behavior, these 6 categories are a convenient and concise way in 
which to discuss them, much as we utilize discrete colors to describe a rainbow.   
Classical Bubbles.   
Most common are the images in the first column of Figure 2.2:  “classical” bubbles.  They 
grow uniformly in each direction while maintaining a nearly constant radius of curvature.  As they 
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pinch off the surface into colder surrounding water, a neck forms, the result of competition between 
buoyancy and line tension forces, but the bubble’s top remains spherical.  As the bubble rises into 
cooler water, the bubble shrinks and its shape becomes even closer to spherical.  This is partly 
because vapor within the bubble condenses, partly because hydrodynamic flows encourage the 
rising bubbles to take a spherical cap shape [35].  Classical bubbles leave the surface vertically.  
Their departure is driven principally by buoyancy.  Break up into smaller bubbles is not observed. 
Implosion Bubbles.   
Conceptually, these are the opposite of classical bubbles.  Instead of gently lifting off the 
surface under the action of buoyancy, implosion bubbles first grow rapidly then collapsed, 
ultimately breaking up into many residual bubbles.  In contrast to all other bubble modes, the rate 
of height reduction is faster than the rate of width reduction (Figure 2.3a), even well before the 
destructive breakup of the bubble.  Flow resulting from the collapse drives the residual bubbles 
away from the nucleation site, parallel to the surface as indicated in the last column of Figure 2.2.  
From conservation of mass balance, it is then obvious that from the direction normal to the surface, 
water must be drawn towards the surface.           
This collapse followed by parallel ejection of residual bubbles is analogous to cavitation 
bubbles and vapor explosion [36–38].  Cavitation experiments are usually performed in a different 
way, however:  cavitation vapor bubbles are generated by delivering a sudden pulse of energy, 
sometimes by focusing a pulsed laser [39,40], sometimes by acoustic impulse [38,41], sometimes 
by initiating an electric spark [42,43]; the common element is to create a bubble whose vapor 
pressure exceeds that of its immediate surroundings.  These bubbles expand rapidly until growth 
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is arrested by surface tension.  Without sufficient damping, they expand beyond their equilibrium 
size, then collapse.  It is known that when cavitation bubbles form close to a rigid wall, the 
symmetry loss presented by the wall causes a singular jet to penetrate the bubble and strike against 
the wall [40,41,44–47], but studies of this kind were not made in the context of boiling.   
When cavitation is induced thermally by focusing a laser into liquid, energy is injected in 
sub-microsecond pulses [39,48,49], so there is no time for heat to build up in the surrounding fluid.  
Therefore bubble motion is determined by inertial expansion of the bubble.  There is no time for 
evaporation and once the bubble reaches its maximum size, as it contains no more mass than at its 
original size, thus providing a strong driving force for collapse.  But with boiling, heating of water 
is slower and steadier, and this allows water to evaporate along the edge of bubbles [50].  The mass 
of vapor contained within the bubble has time to increase and this discourages collapse of the 
bubble.  As bubbles form in such a different way from traditional cavitation, it is surprising to see 
that the lifecycle of implosion bubbles so much resembles cavitation. 
The fact that implosion bubbles nucleate at the heated solid, unlike typical cavitation 
bubbles, leads to other differences.  Typically, the implosion bubbles that we observed did not to 
become as large as normal cavitation bubbles would be expected to become if they were nucleated 
under otherwise similar conditions.   This is probably because growth is impeded by an additional 
dissipation channel:  when implosion bubbles wet the solid with a three-phase contact angle 
between solid, liquid, and vapor, this dissipates energy through the contact angle hysteresis of the 
surface and pinning [51–53].  In Figure 2.2, the images of implosion-bubble collapse at 0.4 and 
0.5 µs show this influence.  Whereas true cavitation bubbles collapse uniformly in all directions, 
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the presence of the nearby solid slows down the collapse of implosion bubbles, especially their 
lateral collapse.  This causes large amplitude instabilities to form along the surface of the bubble, 
generating layers instead of a single penetrating jet from the top.  In these images, one observes 
the additional effect of evaporation during the growth phase.  When the bubble reached its 
minimum size (0.4 µs), in the absence of evaporation it would have continued to collapse, but this 
bubble did not.   
Explosion Bubbles.    
Other bubbles are observed to “explode.”  After they grow like implosion bubbles (nearly 
hemispherical shape during rapid growth, over-expanded radius, and finally collapse), they too 
broke up into many smaller bubbles.  Explosions generated flow away from the surface as the 
bubbles departed.   
A special case is the triaxial bubble.  In this mode, bubbles fractionate into three distinct 
sub-bubbles as demonstrated in Figure 2.2 in the image taken at 0.7 ms.  The bubble’s thermal 
instabilities caused a layered structure to form.  With growing instability amplitude, the top layer 
pinched off and departed rapidly.  The bottom of the bubble split into two sub-bubbles and began 
to spread along the surface but more slowly than the vertical bubble departed.  As many such sub-
bubbles spread in multiple different directions, the principal flow direction was away from the 
surface.  Visually it looks like an explosion. 
Mushroom-shaped Bubbles.   
When collapse of bubbles is only partial, then buoyancy dominates, and the shape 
resembles the iconic mushroom cloud of a nuclear explosion.  As the bubble starts to rise, its top 
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flattens due to condensation driven by the surrounding cooler fluid.  In the meantime, buoyancy 
continues to drive the bubble upward, leaving a thin neck stretching down to the nucleation site.  
In Figure 2.2, an image (1.3 ms) illustrates this.  Later as this bubble rose higher, its neck detached 
to form a reentrant jet that pierced the bubble’s top surface.  This formed a toroid which ultimately 
broke up into smaller bubbles.  Because of the high velocity of the reentrant jet through the center 
of the bubble, rotational flow drew water inwards from the sides, up the center, and away from the 
heated surface, as illustrated in the final image of the sequence in Figure 2.2.  Thus, the mushroom 
bubble detached from the surface as a single bubble; later, it broke up into many bubbles, the result 
of flows generated away from the surface.   
A related case is the recoil bubble.  Resembling mushroom bubbles, they break up only 
after detaching from the surface.  The difference is that along their surfaces they display substantial 
instability as the bubble collapses, much as explosion and triaxial bubbles do.  As illustrated in 
Figure 2.2 by the image taken at 0.5 ms, compression of the vapor within the bubble caused the 
bubble to re-expand before it broke up.  Buoyancy then lifted this bubble off the surface.   
Size and Shape Parameters 
We now consider quantification, beyond the qualitative trends just summarized.   
Collapse ratio.   
The slow growth of bubbles by evaporation along the bubble surface (growth until 
buoyancy of the growing bubble overcomes surface pinning forces) can be more complex than the 
classical picture of boiling because in the absence of strong viscous damping, bubbles can exhibit 
a rapid over-expansion of volume, driven by a high initial vapor pressure which exceeds the 
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surrounding pressure.  These same bubbles then rapidly collapse to a volume closer to the 
equilibrium value.  The ratio, maximum volume to volume after the initial collapse, is denoted by 
the red arrow in the volume plots of Figure 2.2.  This we refer to as the “collapse ratio.”   
There is tendency for the collapse ratio to increase in the sequence of columns in Figure 
2.2, from classical to implosion bubbles, indicating that a progressively greater portion of the 
growth is driven by inertial expansion rather than evaporative growth.  For example, implosion 
bubbles exhibit complete collapse but classical bubbles do not collapse at all (although they do 
shrink as they rise into the colder surrounding fluid).   
Lifetime   
In the sequence of classical, mushroom, recoil, triaxial, explosion, and implosion bubbles, 
there is progressive increase in the average maximum volume of the bubble (Figure 2.3b).  Each 
growth mode represents an average volume, with implosion bubbles having the largest average 
volume. 
Size did not correlate with lifetime.  The majority of bubbles had a lifetime of 0.7 ms 
regardless of their growth mode (Figure B.6).  This implies that the larger the bubble volume, the 
faster the bubble collapse rate must be.  However, the vertical and lateral collapse rates can differ.  
For the most rapidly collapsing bubbles their vertical collapse rate was faster than their lateral 
collapse rate, whereas for all other bubbles, the lateral collapse rate was faster. Classical bubbles 
display no vertical collapse at all as the sole collapse mechanism is condensation into the 
surrounding liquid (Figure 2.3a). 
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The more rapid vertical collapse rate is even more spectacular when one considers that as 
the size and speed of the bubbles corresponding to each mode increases, their aspect ratio 
decreases, until at their maximum size they are nearly hemispherical (Figure 2.3c).  Furthermore, 
not only does aspect ratio decrease from normal to implosion bubbles, but so does the variability 
(Figure B.6).  Hemispherical growth is further evidence of the inertial growth of the vapor 
bubble [37,54,55].  Parenthetically, we note that care should be taken in interpreting aspect ratio 
for classical bubbles in Figure 2.3c.  Comparison with Figure 2.2 shows that classical bubbles are 
still quite spherical and exist as a truncated sphere instead of an elongated ellipsoid as their aspect 
ratio of 0.62 might imply.  All other bubbles however are still well approximated by a hemisphere 
and do not exhibit noticeable pinch off, as can also be seen in the second row of Figure 2.2.     
Classical bubbles were, on average, preceded by shorter waiting times and followed by 
longer waits until the next one.  Non-classical bubbles were preceded by longer waiting times and 
followed by shorter ones.  This aspect of the data is analyzed in Appendix B. 
Radial Displacement Power   
The consistent trends across the bubble modes presented in Figure 2.3a-c, along with the 
apparent severity of bubble breakup, suggest that the spectrum in Figure 2.2 might be organized 
according to the energy of these bubble growth modes.  It is convenient to estimate a quantity we 
refer to as the radial displacement power,  
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
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where AKE  is the apparent kinetic energy estimated from the bubble wall motion, evapE  is the 
energy lost due to evaporation, and t  is the time for the bubble to grow to its maximum size. A 
more detailed description of these terms is derived in Appendix B, with results plotted in Figure 
2.3d.   Since the radial displacement power increases with increasing bubble wall velocity, which 
in turn increases with the initial internal pressure of the bubble nucleus [55], rdP  provides us with 
an indirect measure of the energy available to the newly nucleated bubble. The radial displacement 
power follows the same trend as the other parameters: as the average size and apparent severity of 
break-up increases, so does the power.   
Abundance of various bubble types  
Classical bubbles, which are generally considered most important [14,22,56–58], were 
most abundant but non-classical bubbles were observed in at least half of our experiments, perhaps 
because non-classical bubbles were encouraged by superheating.  Figure 2.4 shows the relative 
abundance of bubbles of each type, displayed as histograms according to the heating power.   The 
comparison is made according to two metrics, first simply according to the number of times each 
bubble was observed across all experiments, and secondly (to check for bias in the first analysis) 
according to the number of experiments containing this type of bubble.  Each experiment consisted 
of a movie lasting 2 sec, as described in the Experimental Section. 
Just to observe bubbles is one thing;  for cooling, it also matters how long bubbles interact 
with the surface.  In this analysis, we compared relative times during which classical and non-
classical bubbles were observed.  As summarized by the histograms in Figure. 2.5, 21 experiments 
that displayed both classical and non-classical bubble growth were analyzed.  In Figure. 2.5a, 
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relative, the fraction of time the bubble was non-classical is compared to the total time that any 
bubble was observed, these data being compared across quartiles.   The relatively flat distribution 
indicates that on average, when both classical and non-classical modes are present, the system 
spends as much time growing classical bubbles as non-classical bubbles, although any particular 
sample may show a bias towards one mode or the other. This suggests that when both modes are 
present, non-classical bubbles should play a non-negligible role in the average heat transfer.   
We find that when the heating power is relatively low, non-classical bubbles are most 
dominant; in this regime they approach 50% of all the bubbles observed, but they were a minority 
when the heating power was highest.  This presents an apparent paradox when considering that the 
non-classical demonstrate a higher radial displacement power than classical bubbles.  One can 
understand this apparent paradox by inspecting the sequences of bubbles which occur at higher 
heating powers.  Samples containing both growth modes generally displayed long periods of no 
bubbles at all, followed by a large non-classical bubble and then several smaller sequential 
classical bubbles which were each seeded by a residual bubble left attached to the surface by pinch-
off of the previous bubble, as is shown schematically in Figure. 2.6.  The average lifetimes and 
probabilities of these bubbles are also plotted.  On average, sequences were preceded by a 
quiescent time of 32 ms prior to the formation of a non-classical bubble, and 60% of all sequences 
began with a non-classical bubble, with mushrooms being the most common, comprising 43% of 
all initial non-classical bubbles.   
Following the initial, short-lived non-classical bubble, a series of classical bubbles would 
be emitted, each with a shorter lifetime as plotted in Figure. 2.6.  Occasionally a non-classical 
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bubble would form after the initial bubble, but they were rare with a probability of just 0.5%. 
Interestingly, each of these subsequent non-classical bubbles were of the explosion class. 
The relative abundance of classical bubbles appears to be influenced by flow patterns 
generated by the preceding non-classical bubble.  This mixing, which may be turbulent, tends to 
homogenize and lower the fluid temperature near the nucleation site, making the inertial over-
expansion characteristic of non-classical bubbles less likely, and encourages steady evaporation, 
and in this spirit we can understand the abundance of classical bubbles at high powers.  At lower 
heating powers though, the cooling introduced by mixing following the departure of a non-
classical bubble may be sufficient to quench the growth of subsequent bubbles leading to fewer 
classical bubbles generated in the wake of mixing, driving up the relative proportion of non-
classical bubbles.   
Clearly then, the quiescent time between bubble events also matters, because bubbles 
remove heat which has built up prior to the nucleation event and generate flow patterns which 
continue to cool the surface after departure events.  It is therefore relevant to compare the incidence 
of non-classical bubbles including this metric, defined as described in Appendix B.  By this 
measure, non-classical bubbles accounted for over 75% of the boiling time (and similarly the heat 
transfer) in over 50% of the samples, as shown Figure. 2.5b.   
Persistent bubbles 
After a period of boiling, in many experiments we observed the system to transition to a 
state in which a single, long-lived bubble remained pinned to the surface, inhibiting the formation 
of additional bubbles, and persisting until the heating laser was turned off and the experiment was 
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stopped.  Such persistent bubbles, with lifetimes greater than 100 ms, were observed at nearly 
every absorption power investigated (Figure 2.4).  Below 850 mW heating power, persistent 
bubbles grew slowly, starting just as soon as the laser was turned on.  It seems that heat input to 
the bubble balanced conduction into the surrounding colder fluid, so bubbles did not grow large 
enough overcome their surface pinning.  Such trivial cases, which never developed into full-
fledged boiling, were disregarded in the analysis of Figure 2.4.  At heating powers > 850 mW, we 
measured the surface temperature to exceed 100 °C and buoyancy-driven liftoff was the rule, 
though some long-lived bubbles were still observed (20%).  But at heating powers > 1600 mW, 
75% of all experiments displayed long-lived bubbles that could not be attributed to surface pinning, 
because their formation followed the earlier departure of other bubbles from the same surface 
position.  For such bubbles to be stable despite the high heating power, they must reach a state 
where evaporation at the foot of the bubble is reduced so that it balances out condensation at the 
top of the bubble. 
Beyond the single-bubble limit, the engineering literature has identified a related 
phenomenon known as the critical heat flux (CHF) of the boiling surface [6,59–61].  Below this 
point, when bubbles detach, the surface is rewet, quickly providing the potential to nucleate new 
bubbles.  But above this point the surface is not rewet:  the heated surface remains coated with 
vapor, whose low thermal conductivity causes the surface temperature to escalate, often with 
destructive effects [55].  The growth of persistent bubbles, inhibiting the growth and departure of 
other bubbles, can be interpreted as the single-bubble equivalent of the CHF.  It seems unusual 
that whereas nucleation-induced boiling was observed to begin at a heating power of 850 mW, 
these persistent bubbles that we interpret to reflect critical heat flux behavior were observed at a 
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power twice this.  This is probably because our system lacked the copious boiling that, by agitating 
the liquid, encourages bubbles to leave the surface in the more usual case of heating a surface 
uniformly.   
More surprising is how this state was reached.  While the traditional interpretation of the 
CHF refers to an inability of the surrounding liquid to rewet the surface, these experiments reveal 
that the process is more nuanced.  Among the times that persistent bubble were observed, over 
60% of the cases experienced a complete rewetting event immediately prior to the formation of 
the persistent bubble (Figure B.7).  Following the rewetting event, bubbles grew slowly, gradually 
pushing the contact line to wider diameters while remaining pinned to the surface, eventually 
stabilizing as the evaporation near the contact line balanced the condensation at the top of the 
bubble.  The observed rewetting suggests a new CHF mechanism that may have a useful 
engineering implication: if the pinning force at the contact line is sufficiently strong to allow a 
bubble to fully cover a microheater, then the surface may experience a gradual dryout.  
As a rule of thumb, bubbles lasting longer than 100 ms did not depart on their own, and the 
overwhelming majority of them persisted to the end of the experiment.  In occasional experiments, 
though, we observed bubbles to be removed from the surface through the nucleation of a second 
bubble within the heated surface area.  In such cases, the pre-existing, long-lived bubble would be 
removed when a second bubble suddenly nucleated and grew, thus kicking off the first bubble, or 
when the second bubble merged with the original bubble leading to the departure of both bubbles 
(Figure B.8).  Through the interplay between bubbles, persistent bubbles could be removed, 
thereby providing a mechanism to raise the critical heat flux of a given surface.  
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Conclusions 
Through empirical analysis of high-speed optical microscopy data, we have categorized 
the diversity of behavior seen when bubbles boil into cooler water.  While bubbles with classically 
symmetric shape are most prevalent, bubbles of non-classical shape appear to contribute more to 
the overall heat transfer when they are present.  No relation was observed between bubble size and 
heating power.  In addition, these experiments also captured some rare events that help to 
understand bubble-bubble interactions.  While localized heating had the advantage of nicely 
defining the experimental system, it limited the experimental boiling window to the narrow heating 
power range between 850 mW and 1600 mW.  Above and below this range, bubbles remained 
pinned to the surface.   
Bubbles often followed one another in complex sequences.  Violent explosion, a common 
departure mechanism, was often followed up by slower-growing classical bubbles.  The violence 
of the first bubble in the sequence likely served two important functions.  First, it likely 
homogenized temperature in the liquid nearby, enabling the slower-growing bubbles to take hold.  
Second, as exploding bubbles broke up, they provided additional nucleation sites which grew when 
sufficiently close to the heating area.  Extrapolating this to the everyday case of boiling where a 
surface is uniformly-heated such that numerous bubbles are present simultaneously, we infer that 
the turbulence generated by some explosive departures may enhance the likelihood of slow and 
controlled growth of later classically-shaped bubbles.   
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Figures 
 
Figure 2.1  Optical instrument setup.  a) The sample is heated by a high-power 800 nm diode 
laser which is focused onto the sample through a homebuilt microscope.  In 
parallel, a high-speed video camera, illuminated by an LED, is used to visualize 
bubbles with a frame rate up to 50,000 fps and exposure time down to 10 ns. b) The 
water sample cell and the boiling bubbles formed within it sit on a glass slide with 
the indicated multilayer coating:   Si to measure near-surface temperature by optical 
reflectivity, Ti to absorb heat, Au capping layer to avoid oxidation of Ti. 
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Figure 2.2  Each column illustrates a different bubble departure mode.  Each successive row 
from the top shows how bubble shape changes with time.  Time, counted in ms 
since the bubble became large enough to see, is shown in numerals alongside each 
image.  Arrows in the bottom row of images show the direction of flow by 
surrounding water, inferred from the direction in which the bubble moves.  For the 
specific case of the recoil sequence, the blue arrow points to the departing bubble to 
distinguish it from nearby ambient bubbles.    On the bottom row, image analysis 
has been used to plot bubble volume against elapsed time for the bubble in that 
departure sequence.  In each plot, the red arrow shows the time at which the 
collapse ratio (ratio of largest volume to volume after initial collapse) was 
evaluated.  At the very bottom, the scale bar is 1 mm. 
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Figure 2.3  Size and shape parameters.  a)  collapse rate after reaching maximum volume, 
calculated alternatively from the bubble height dH/dt (blue) and bubble width 
(1/2)dW/dt (red) . b) aspect ratio at maximum volume;  c)  maximum volume;  d):  
estimated kinetic energy imparted into the surrounding liquid during bubble 
growth.   
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Figure 2.4  Relative abundance of bubbles of each type, displayed as histograms according to 
the heating power.  The analysis is performed two ways, first simply according to 
the number of times each bubble was observed, secondly  according to the number 
of experiments containing this type of bubble.  (a) Green, classical; (b) blue, 
mushroom; (c) orange, explosions; (d) red, implosions; (e) black, other modes or 
simultaneous bubbles [49] (top) or total samples (bottom); and (f) yellow, 
persistent bubbles. 
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Figure. 2.5  Comparison of 21 experiments during which both classical and non-classical 
bubble growth was observed.  Number of movies is tabulated according to the time 
fraction spent in non-classical boiling modes, this data being lumped into quartiles.  
a)  Quartiles are defined as relative time spent in non-classical growth, non-
classical growth time ( nct ) normalized by total bubble growth time.  b)  Account is 
taken of the quiescent time between bubbles.  Quartiles are defined as non-classical 
growth time including  associated quiescent time ( q,nct ) normalized by total movie 
time ( moviet .) 
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Figure. 2.6  Dependence of the bubble properties on the time after the start of a sequence.  Top: 
Schematic representation of bubble volumes in a sequence.  The first bubble is 
generally a large, non-classical bubble followed by a series of smaller normal 
bubbles.  Middle: After the initial non-classical bubble, the lifetime of subsequent 
bubbles diminishes as the sequence progresses.  Bottom: The probability of a given 
bubble type as the sequence progresses:  classical (dashed blue), persistent (solid 
green), non-classical (dotted red).  After 25 ms, 80% of all sequences have 
terminated, although of the remaining sequences, half have entered a persistent 
state.  Non-classical bubbles appear at the beginning of the sequence and with a 
very low probability for the first 10 ms of the sequence. 
 
  
51 
 
Tables 
 
 Collapse Break-Up 
Flow 
Directiona 
Classical   ↑ 
Mushroom x  ↑ 
Recoil xb  ↑ 
Triaxial x xc ↑ 
Explosion x x ↑ 
Implosion x x ↓ 
a↑ denotes away from surface, ↓ denotes towards 
bRayleigh-Taylor instabilities present 
cBreaks into 3 distinct parts 
 
Table 2.1  Criteria to define bubble type.   
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CHAPTER 3:  
 
THIN FILM SENSORS FOR ENHANCED THERMOREFLECTIVITY 
MEASUREMENTS 
Abstract 
We present a method for designing a thermoreflectance sensor with enhanced sensitivity 
based on the interference of multiply reflected beams within a thin film.  The analytical solution 
for the maximum thermal sensitivity is presented, and is generalized for weakly absorbing media.  
For highly absorbing media, assumptions about the reversibility of light break down, and a 
threshold to the applicability of this model is proposed.  The model has been applied to calculate 
the sensitivity of various thin films located between semi-infinite planes of glass substrate and 
titanium, and recommendations are made for material selection in a system designed to measure 
temperature excursions induced by a laser beam transmitting through the thin film and absorbing 
within the titanium.   
Introduction 
Thermoreflectance, wherein the temperature of a material is determined by measuring the 
reflectivity of light, is an excellent method to remotely monitor changes in surface temperatures 
with resolution of approximately 10 mK [1,2].  Because of the all optical nature of the 
measurement, such an approach may be readily adapted to obtain mapped temperature data [3–5] 
with a diffraction-limited spatial resolution of a few hundred nanometers.  This opens the door for 
simpler experimental setups than might otherwise be obtained utilizing resistivity based 
measurements [6,7] and is less invasive than scanning probe techniques [8,9].   
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A key limitation to thermoreflectance measurements is the magnitude of the signal.  Most 
materials have low thermal reflection coefficients, dR/dT ≈ 10-4 – 10-6 K-1, characterized by the 
change in the reflectivity over the change in temperature.  Such low signals can typically only be 
resolved by repeated cycling of an experiment and analysis utilizing lock-in technology, be it 
hardware or software, to filter the measured reflectivity and obtain high spatial resolutions.  
Consequently, thermoreflectance measurements have traditionally been limited to measuring the 
thermal responses of solid state systems, where experiments can be rapidly repeated in a short 
period of time.  Where fluids have been investigated, experiments have been limited to quasi-
steady state systems where the structure of the fluid does not vary substantially with time [10,11].   
If thermoreflectance is to be applied to time-variant or stochastic systems, then an 
improvement of the signal strength must be achieved.  While proper selection of a 
thermoreflectance material provides substantial improvement, additional enhancements must be 
obtained.  This can be achieved by designing a thin-film sensor in which multiple reflections of 
the illumination source results in destructive interference and a minimum in the reflectivity, and 
amplifying the proportional effects of slight changes in the reflectivity.  To that end, we have 
derived the expected sensitivity for thin films which could be used beyond the traditional scope of 
thermoreflectance applications. 
Reflectivity of an absorbing thin film 
The calculation of the reflectivity, R , of a thin film with refractive index, 2n , and thickness 
T  between two parallel plates is well known and is described by [12] 
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Where r  is the reflection coefficient between the thin film and the surrounding plates,   is the 
optical path length associated with a round trip across the thin film, and 2  is the angle of refraction 
within the film.  Equation (3.1) has been derived for non-absorbing media, where the refractive 
index of all materials is real, and while it is tempting to model absorbing media by making the 
simple substitution of complex refractive indices to derive the reflection coefficients, recognizing 
that 
2
r rr , where r  is the complex conjugate of r , this would be an error leading to inaccurate 
results.  In order to calculate the reflectivity of a thin absorbing film, equation (3.1) must be re-
derived systematically accounting for the effect of complex refractive indices. 
We begin by considering the multiple reflections of a beam with an electric field 
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impinging on a thin film at an angle 1  as shown in Figure 3.1.  The reflected light will be a 
superposition of the multiple reflections within the thin film, given by  
 1
R N
N
E E


 
. (3.3) 
In Figure 3.1, we have introduced four additional variables which modify the electric field strength 
of the propagating beam.  r  and t  are complex values which represent the reflection and 
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transmission coefficients of the interfaces and account for reduction in amplitude as well as phase 
shifts on reflection; subscripts denote the direction of propagation.  The accumulated absorption 
coefficient, a , represents exponential decay of the laser beam as it travels from the 1-2 interface 
to the 2-3 interface, and back to the interface 1-2.   Lastly, p  represents the phase shift due to 
propagation through the thin film.   
Substituting the complex refractive index, r in n in  into (3.2) to obtain 
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For a beam making a round trip across the thin film, then we can identify the absorption and phase 
terms 
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The optical path difference,  , has been isolated to note its similar form to equation (3.1).  If we 
now define 0x   at the initial point of incidence at the 1-2 interface, then we can express the 
subsequent reflections as at the same point in time  
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The N=1 case of course is trivially different because it has not traveled through the thin film.  The 
overall reflected field is given by the summation of all reflected waves, which can be rewritten in 
the form  
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Recognizing the geometric series, and substituting the Stokes relations:   
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and simplifying, equation (3.7) reduces to 
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Converting to intensity, 
2
R RI E   and dividing off the incident field, we get the reflectivity 
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Here, we have applied the usual definition for the reflectivity at an interface, 
2
R r .  Consider 
the case of a non-absorbing thin film, then 1a  , and 12r  and 23r  are real, leading to 
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    12 23 cosx x y y r r     .   (3.11) 
If then we consider the case of 12 23r r , then equation (3.1) is recovered, validating our solution.  
For absorbing media however, the mixed conjugate terms,  x x and  y y , do not simplify, 
however the reflectivity is guaranteed to be real because  x x x   .    
Thermal sensitivity of a thin film 
With an absorption corrected form for the thin film reflectivity, we can now determine the 
thermal sensitivity of a thin film.  For ease of expression, let us express equation (3.10) as 
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Taking the derivative with respect to temperature, 
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where subscripted T  represents a derivative with respect to temperature.   
It is simplest to treat each term separately, so we will begin with the reflectivity.  Bearing 
in mind that the refractive indices are complex, we can then write an expression for the reflectivity 
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Here again, we introduce 2f , and 2g  for ease of expression.  To evaluate 
12dR
dT
, we need to 
decompose the refractive indices into their real and imaginary parts.  Since we assume the ideal 
thin film has greater temperature dependence than the surrounding films, we define 1 1, 1,r in n in   
with lowercase to denote that these refractive indices are temperature independent, and 
2 2, 2,r in N iN   with uppercase to denote temperature dependent quantities.  Thus, we can 
calculate the temperature sensitivity of each interface 
 
2, 2 2 2,12
2
2
2 2 2 2
2 1, 1, 2, 2, 1, 2, 1, 2,
2 2 2 2
2 1, 1, 2, 2, 1, 2, 1, 2,
2, 2, 2, , 2,i 2,i, 1, 2, , 1,i 2,i,
2, 2, 2, , 2,i 2,i, 1,
2 2
2 2
2 2 2 2
2 2 2
T T
r i r i R R i i
r i r i R R i i
T R R T T R R T T
T R R T T
f g f gdR
dT g
f n n N N n N n N
n n N N n N n N
N N N N n N n N
N N
g
f
g N N n


     
   
  
 
 

 2, , 1,i 2,i,2R R T TN n N  (3.15) 
Equations (3.15) can be readily applied for the 23R  term by substituting 1,rn  and 1,in  for 3,rn  and 
3,in  respectively.  The derivative of the absorption coefficient becomes 
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Turning to x and y, we note that every term contains a dependency of 2n , so we will break the 
terms apart. 
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The first term, 
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then has derivatives 
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Similarly, 
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The derivative of the accumulated absorption, a , was already defined in (3.16) and is unchanged 
for a , and the final term of  becomes 
 
0 2, ,2 r T
d
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
, (3.21) 
which is again invariant of in the complex conjugation. 
Assembling the equations herein to a single equation is not possible within the space 
requirements of a paper, however we can combine them computationally to evaluate the thermal 
sensitivity of a single film.   
Model Limitations 
While the thin film model presented here is rigorous for non-absorbing and weekly 
absorbing thin films, it is possible under certain circumstances that the multiple reflections model 
fails with highly absorbing thin films, and that the calculated reflectivity can exceed unity for 
certain optical path lengths.  Clearly such a result is unphysical.    Mathematically, the breakdown 
arises in the terms x x  and y y , which can be equivalently expressed ( )Re x  and ( )Re y .  In 
weakly absorbing films, the imaginary components of 12r  and 23r  are much smaller than the real 
components, such that  12 23 12 23r r r r  and so holds the approximation 
 z x x y y    . (3.22) 
Since 12
1R 
 and 
2
23 1R a   then 
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It naturally follows that  
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In the presence of highly absorbing films however, the approximation (3.22) no longer 
holds, and it becomes possible that x x y y   , which may lead to 1RR  . We can determine 
the danger zone by expanding the sums x x  and y y  into their real and imaginary components, 
and analyzing the terms with opposite signs.  When we do so, the break-down condition arises 
    12 23sin cosRe r Im r  . (3.25) 
The nature of this breakdown is known to occur due to irreversibility of light in highly 
absorbing media.  This leads to a breakdown of the Stokes relations in equation (3.8), and has been 
explored in greater detail elsewhere [13,14].  In our experience, this is most likely to occur when 
the incident medium is highly absorbing, such as a Titanium-Silicon-Gold structure.  In spite of 
this breakdown, the model is considered useful for the determination of reflectivity maxima and 
minima, although the numerical values of the reflectivity may be incorrect.  
Material selection 
Selection of a material structure for the ideal enhanced thermoreflectance sensor is truly an 
optimization process.  The measurement figure of merit is the sensitivity 
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Considering the setup of the detector, it is insufficient to have a large /dR dT .  If the reflectivity 
is high, then a large /dR dT  will comprise only a small percentage of the dynamic range of the 
sensor.  By this, we can specify our design criteria:  
1) The ideal layer structure is one with a large /dR dT  and a minimum reflectivity to 
maximize sensitivity. 
2) 0I R  should be comparable to the sensor’s dynamic range to maximize resolution. 
3) 2 /dn dT  should be large to maximize /dR dT  
4)  23 0heatR   to ensure maximum transmission of heating beam into the thin film. 
5)  12 0heatR   to ensure maximum transmission of heating beam into the thin film 
6)  3Im n should be large to maximize absorption of the heating beam with a minimum 
film thickness 
7)  23 1probeR   to maximize /dR dT  
8)  12 0.05probeR    
Constraints 1-6 are trivial design criteria to ensure maximum sensitivity, resolution, and 
absorption of the heating beam.  The origin of constraints 7 and 8 however lies buried in the 
equations, although qualitative intuition may be gleaned.  Intuitively, we can understand (7) that 
by maximizing the reflectivity of the 2-3 interface, most of the light which enters the thin film is 
ultimately reflected back to the source, increasing the number of paths through the thin film, and 
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thus increasing the amplification of the thermoreflectance by the thin film.  The results of this are 
illustrated in Figure 3.2, which depicts the maximum sensitivity for a thin silicon film on a glass 
film.  In this case, three different real refractive indices were selected (0, 3, and 5) corresponding 
to each curve, and the imaginary refractive index was varied from 0 to 10.  The resulting 
reflectivity was plotted against the overall sample sensitivity.  For all combinations, as the 
reflectivity of the 2-3 interface increased, so did the sensitivity.   
More interesting is criterion (8) which demands a low, but non-zero reflectivity at the 1-2 
interface.  A low reflectivity ensures that light enters the thin film, allowing for the possibility of 
thin-film interference, but if 12R  becomes too low, the cumulative effect of multiple reflections 
becomes negligible.  The principle is illustrated in Figure 3.3 which depicts the sample sensitivity 
to the 1-2 interface, in which the refractive index of the incident material is varied from 0 to 10.  It 
is considered to be non-absorbing, so the imaginary component is fixed at 0.  For each of the curves 
plotted, 23R  is fixed at 60%, however an infinite number of combinations of real and imaginary 
refractive indices satisfy this result.  3 such combinations are plotted in Figure 3.3.  For all cases, 
as the reflectivity of the 12R  interface increases, so does the  sensitivity enhancement (inset).  The 
overall sensitivity however is maximized only for small reflectivity and is preferred method of 
comparison. 
While the design criteria above represent the ideal system,  a few necessary trade-offs must 
be made.  First, for imaging experiments at multiple wavelengths, it is most convenient to work 
with a glass substrate (material 1). Secondly,  the principle criterion for the thin film is that the 
material itself has a large /dn dT .  For these two reasons, we do not have a lot of control of the 
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1-2 interface.  Since we would like to apply heat independent of the probe, we need to work at two 
wavelengths and have selected 800 nm for the heating beam and 640 nm for the probe beam, based 
on available equipment.  For this combination, we found 2 /dn dT  to be sufficiently high and 
2, /idn dT  to be small for amorphous silicon.  It remains to select a thin backing material (material 
3) and a thickness of the material 2.  
Because of the close spacing of the two wavelengths (640 and 800), separating 23R  is 
highly coupled between the two wavelengths.  Therefore, an acceptable compromise (4) and (7) is 
to let 23 0.5R  .  By this selection, a either Palladium or Aluminum would comprise the best 
capping layer as shown in Figure 3.4. 
In Figure 3.5, we have plotted the sensitivity enhancement for a capping layer of titanium 
for various thicknesses of silicon.   While the most sensitive film is only 50 nm thick, in practice 
the reflectivity from this sample is too low, and so the measurement lacks the resolution to 
distinguish between temperatures.  Instead, for this system, the ideal thin film is about 118 nm 
thick.  Here, the reflectivity then is closer to the bulk value, giving a sensitivity enhancement of 4 
while maintaining a good reflectivity. 
Conclusions   
The equations herein serve as a guide to the proper selection of the layered structure to 
maximize the sensitivity in thermoreflectance, and the curves are based on literature values for the 
refractive index and its dependence on temperature.  In practice, these properties may change in 
thin films and depending on the deposition conditions.  The model laid out here also includes some 
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fundamental assumptions which may impact the measurement.  First, only a three layered structure 
is assumed.  Therefore, materials 1 and 3 are considered to be bulk, such that there is no 
interference from reflections at the opposite interfaces.  The interference as long as optical 
thickness of the materials are longer than the coherence length of the illuminating light,  this 
situation is satisfied.  This is most easily achieved by utilizing an LED to illuminate the sample 
instead of a laser.  The LED should therefore remain coherent in the thin film and not the 
surrounding media.  A secondary method to satisfy the condition, particularly in material 3 is to 
reduce the intensity, either by maintaining a high reflectivity of the probe at the 2-3 interface or by 
maintaining a high absorption of the probe in material 3.   
Selection of an LED illuminator will also affect the model inside of the thin film.  As 
successive reflections take place within the film, the optical path length increases, thereby 
decreasing coherence between the initial reflection and the subsequent reflections.  If the majority 
of the signal is determined by the first 2 reflections, in the thin film, this is not expected to be a 
problem, but if 12R  and 23R  are sufficiently high, then care must be taken. 
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Figures 
 
 
Figure 3.1  The electric field strength resulting from multiple reflections within a thin film of 
width T. 
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Figure 3.2  Maximum sample sensitivity dependence of the reflectivity of the R23 interface.  
Thin film thicknesses resulting in an overall reflectivity lower than the bulk 
reflectivity were excluded from analysis, but follow the same trend. 
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Figure 3.3  Maximum sample sensitivity dependence of the reflectivity of the R12 interface.  
Thin film thicknesses resulting in an overall reflectivity lower than the bulk 
reflectivity were excluded from analysis, but follow the same trend.  The inset 
depicts the enhancement of the sensitivity over the bulk sensitivity.   
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Figure 3.4  Curves representing the reflectivity of a three-material system as a function of the 
real and imaginary refractive indices of the third layer. Several real materials are 
also indicated.  
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Figure 3.5  Reflectivity, thermoreflection coefficient, and sensitivity enhancement of a thin 
film of Si between a glass substrate and Ti overlayer compared to bulk values of a 
glass-Si interface.   
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CHAPTER 4:  
 
NOVEL OSCILLATION MODES OF BUBBLES PINNED TO SURFACES 
The contents of this chapter are based on a manuscript in preparation by Scott Parker, Sung Chul 
Bae, and Steve Granick (2014) 
Abstract 
We have measured the oscillations bubbles pinned to a heated surface within the boiling 
regime.  Bubbles in this regime oscillate due to a complex cooperation between the surface tension, 
buoyancy, and natural convection flow field.  Two principle oscillation modes were observed: 
breathing and swaying.  Correlating the bubble volume (V) and oscillation period (τ) revealed two 
distinct power laws correlations.  On hydrophilic surfaces, bubbles oscillate with a 1/2 power 
which is well explained.  On hydrophobic surfaces, a new 2/3 power is observed which is not 
predicted in the classical theory. 
Introduction 
The growth of single bubbles is important to many fields, spanning from the generation 
and stability of foams to pumping in microfluidic devices to boiling heat transfer.  Typically the 
growth of a bubble is monotonic with the volume increasing in time, but under the proper 
conditions, bubbles can be made to oscillate.  Oscillating bubbles are technologically important in 
their own right, the simplest application being the study of cavitation in which bubbles rapidly 
grow and condense at least once, but often times several times as inertial and viscous forces 
balance each other out.  Further, oscillating bubbles may be utilized as pumps for microfluidic 
devices.  As a contrast agent, microbubbles have proven to be of enormous importance to the 
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medical industry, where bubbles are introduced into tissue samples and exposed to ultrasonic 
probes.  The microbubbles then preferentially scatter sound back to the detector improving the 
resolution in ultrasonic scans. 
The nature of oscillating bubbles was first considered by Minnaert in an attempt to explain 
the babbling sound of a brook.  Treating the vapor compressibility as a spring, he determined the 
natural frequency   of a vapor bubble to be  
 0
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 (4.1)  
where   is the ratio of specific heats, statp  is the pressure,   is the gas density, and 0R  is the 
average bubble radius [1].    More generally, the shape of a spherical vapor bubble can be given 
by the well-known Rayleigh-Plesset equation [2,3]   
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where R  is the instantaneous bubble radius,   is the surface tension at the bubble-liquid interface, 
vp  is the vapor pressure of the liquid phase inside the bubble,   is the liquid viscosity, ( )p t  is an 
externally applied time-variant sound wave, and dots denote derivatives with respect to time.  More 
advanced models including the effects of thermal and acoustic dissipation from the bubble have 
also been  developed [4,5].   In the linear limit, each of these equations has solutions with natural 
frequencies consistent with Minnaert.  Non-linear harmonic and sub harmonic solutions to bubble 
dynamical equations have also been determined [5,6]. 
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For technical applications such as boiling or microfluidic pumping, bubbles nucleate and 
grow not in free solution but against a wall.  The surface should intuitively modify the natural 
resonance of a vapor bubble though additional forces present at the three-phase contact line as well 
as by truncating the bubble, changing the volume to surface ratio, however there have been 
relatively few studies of oscillations of bubbles fixed to a surface.  Building off of Minnaert's 
analytical approach, Payne et al. introduced a surface and derived a liner response for surface-
attached bubbles which oscillate with a natural frequency which scales as 01/ R .  These bubbles 
were probed experimentally by perturbing surface-attached air bubbles in water with a chirped 
acoustic signal [7].  Studies of the shape oscillations of a heated air bubble in water subjected to 
natural convection performed by van der Geld have shown that the oscillation frequency scales as  
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where C is a proportionality constant [7,8].  Utilizing the Hocking condition [8,9] to empirically 
describe contact-line wetting and pinning of a bubble, Shklyaev and Straube have theoretically 
studied the oscillations of a bubble on a solid substrate.  They found that the surface provides a 
method for linear coupling of shape and volume oscillations and that under the proper conditions 
the lowest order eigenmodes can rearrange themselves [10].   
A related and more studied system to the surface attached bubble is the sessile drop.  While 
droplets are generally incompressible and therefore do not exhibit Minnaert resonance, they are 
capable of shape oscillations.  Utilizing small droplets below the capillary wavelength, Sharp 
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measured and derived an analytical expression for the contact angle dependence of the nth 
vibrational  mode to be 
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where m  is the mass of the droplet and   is the static contact angle [11].  
Experimental Details 
The optical setup utilized to study boiling behavior is depicted in Figure 4.1a.  The sample 
is mounted onto an in-house built dual microscope which permits simultaneous imaging from both 
the bottom and side of the sample.  Through the bottom microscope, a laser beam (OptoEngine, 
λ=800 nm, 5 W) is focused onto the sample surface with a Mitutoyo 20x long-working distance 
objective.  The diameter of the laser beam was measured utilizing a modified knife-edge technique.  
A half-coated a glass slide with an optically thick gold film was fabricated so that the edge of the 
film produced a clean edge.  This half-coated slide was mounted into the microscope with a 
photodiode mounted above the sample.  The slide was moved mechanically across the laser beam 
and the resulting intensity was fit with a 2D Gaussian integral function.  The 1/e beam diameter 
was measured to be 314 μm.  
Bubble shapes were recorded using the side-imaging microscope equipped with Mitutoyo 
2x long-working-distance objective.  Because of the large photon fluxes required for high speed 
imaging, continuous illumination sources such as halogen lamps are unsuitable for imaging 
because they will heat up the sample.  To overcome this, illumination was provided by a pulsed 
LED (Light Speed Technologies, 630 nm) which was synchronized with the camera acquisition.  
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Movies were captured with a Vision Research Phantom 7.3 high speed camera at 30,000 frames 
per second.  Selected frames are displayed in Figure 4.2.  
Samples were prepared by sputtering thin films onto a glass slide (Figure 4.1b) at a 
deposition temperature of 300 °C.  Samples contain a 120 nm silicon base layer which was utilized 
for thermoreflectance measurements reported elsewhere [12].  While the silicon layer does absorb 
some of the laser beam, most of the energy is absorbed in the 120 nm titanium layer.  Since titanium 
will form a native oxide layer with a photoswitchable wettability [13–15], the surface is capped 
with a 60 nm gold film.  After cleaning with ethanol, the contact angle of this surface was 40°. 
This layer also serves to prevent any laser radiation from penetrating beyond the sample surface, 
thereby preventing optical trapping of formed bubbles.  Hydrophobic samples were prepared by 
depositing an amorphous fluoropolymer onto top of the gold layer described above.  The 
fluoropolymer was a 20 nm thick thin film deposited utilizing inductively coupled plasma.  Contact 
angles on the thin film were measured to be 110°. 
Samples were mounted inside of an aluminum housing with windows on the bottom and 
side to allow optical access into the sample chamber.  The interior dimensions of this housing after 
the sample was mounted within were 30x30x7 mm.  The housing had two ports to allow water to 
be pumped into the sample chamber.  In between experiments, water was pumped through a heat 
exchanger connected to a temperature bath to raise the temperature of the sample and housing to 
70 °C.  During the experiments, pumping was stopped so no flow existed inside of the sample 
chamber.   
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During each experiment, the laser was exposed to the sample by opening a shutter (Uniblitz 
LS1).  Movies were recorded beginning 0.17 s prior to exposure of the laser and continued for 2 
seconds after the laser shutter was opened.  In a select few experiments, the laser shutter was closed 
while recording persisted, allowing for observation of dynamics as the bubbles decayed.  Timing 
of the laser shutter and camera was controlled by a LabView program.   
Results and Analysis 
After switching on the heating laser, bubbles would form on the heating surface.  Generally 
only one bubble was present at a time on the surface.  Two typical oscillation sequences are 
depicted in Figure 4.2.  (a)-(c) demonstrate a shape oscillation of a bubble.  The red lines depict 
the maximum extent of the bubble in (b).  In this sequence a bubble oscillates from side to side 
with the maximum radial displacement sweeping through the center during the oscillation.  
Typically oscillations of this type were observed towards the end of a heating experiment when 
the oscillating bubble had reached its steady state volume.  (d)-(f) depict a breathing mode of a 
bubble.  In this sequence, the red lines depict the bubble edges at the maximum volume in frames 
(d) and (f).  This mode was typically observed during the growth of bubbles and eventually 
decayed by the end of the experiment.   
Bubble sizes were determined by an in-house developed MATLAB edge-finding program 
utilizing the MATLAB BGL library [16] and a graph theory framework.  In this program, the 
outside edge of the bubble was found without any assumptions as to the shape of the bubble, other 
than the obvious criterion that the edge formed a closed loop.  Bubble volumes were estimated by 
averaging the left and right edges to find the center of the bubble.  In each row of pixels, the radius 
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was revolved around the center assuming a circular symmetry, thereby producing a series of 
stacked disks for each frame whose sum represented the total volume of the bubble.  While this 
method does require some assumption about the symmetry of the bubble shape, the presence of a 
surface imparts a substantial inhomogeneity to the bubble radius and data reduction to 1 dimension 
would not reflect this inhomogeneity.  In principle, the volumes we have reported could be 
converted to an effective radius as is often done for free bubbles by calculating the radius of an 
equivolume sphere, but such a conversion would result in radii smaller than the observed radius 
of curvature along the outside of the bubble. 
Traditional methods of determining frequencies involve taking a Fourier transform of a set 
of data, but the bubbles we are studying grow continuously throughout the experiment and we seek 
to correlate the instantaneous average size and frequency throughout the growth process.  
Therefore, a Fourier transform approach is not appropriate to determining oscillation periods.  
Instead, we have averaged the oscillating volume curve with a moving window large enough to 
span several oscillation cycles, producing a smooth curve which ran through the center of the 
oscillating volume curve.  By picking out the points where the volume curve crosses the averaged-
volume curve, the instantaneous frequency could be determined. 
The bubble volume and oscillation periods are plotted on a log scale in Figure 4.3 for 2 
representative  bubbles on gold surfaces (blue) and 4 representative bubbles on fluorocarbon (red) 
surfaces.  As can be seen in the fluorocarbon data, offsets between data sets could potentially 
obscure the scaling law if all of the samples were considered in aggregate.  The most striking 
observation from this data is change in scaling law between hydrophilic gold and hydrophobic 
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fluorocarbon surfaces.  On the hydrophilic and hydrophobic surfaces, the period of bubble 
oscillation scales as 1/2V   and 2/3V   respectively.   
In the gold data, sharp vertical lines in the bubble periods can be observed at 1.8E6, 3.2E6, 
and 3.8E6 μm3.   As was previously noted, oscillation periods were determined by smoothing a 
curve and measuring the time between intersections of the oscillating and smoothed curve.  
Naturally this analysis breaks down if sharp discontinuities in the bubble volume are present, as 
would be observed at the start and end of the bubble lifetime.  The vertical lines in the gold data 
represent numerical errors in fitting the discontinuities at the departure of vapor bubbles.  Such 
sharp discontinuities were not seen as frequently on fluorocarbon surfaces because the majority of 
bubbles observed persisted to the end of the recording movie and did not depart the surface.   
The theory for bubble oscillations so far has predicted scaling laws for bubble oscillations 
of 1/3V   and 1/2V .  1/3V  was predicted by Minnaert and applies for situations in which the vapor 
compressibility is dominant.  It also appears from the Rayleigh-Plesset equation which has a linear 
response frequency 
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For large bubbles, surface tension and viscosity effects become negligible, resulting in 1/3V  .  
As you approach smaller bubbles (12 µm for boiling water) surface tension becomes dominant 
over compressibility effects, leading to a natural frequency 
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and 1/2V  .  In principle small enough bubbles have a natural resonance governed by viscous 
forces, which could provide a scaling of 2/3V  , but the negative sign in the Rayleigh-Plesset 
indicates that this would be manifested as a damping constant and further, viscosity only begins to 
dominate for the smallest bubbles (≈3 nm for boiling water) where the vapor bubbles are not 
thermodynamically stable. 
History independence 
The exact nature leading to oscillating bubbles depended in part on the laser power utilized 
to generate the heating.  At low (850 mW) powers, one single bubble would slowly form and grow.  
As heat is applied to the bottom surface, a convective flow is setup inside of the sample chamber, 
drawing water in from the sides of the sample and forcing it up the middle.  As the convective flow 
perturbs the bubble, shape and volume oscillations are generated in the bubble.   
At high laser powers (1600 W), typical boiling sequences would involve the formation and 
departure of a rapid explosive bubble which departed in the shape of a mushroom cloud.  As the 
bubble departed, a remnant of the bubble would be left on the surface which would then grow 
slowly compared to the rapid explosion. The remnant bubbles can actually be observed in the 
microscope both floating in solution and on the surface.  These bubbles should not be confused 
with the nanobubbles which have been believed to lower the barrier for nucleation of subsequent 
bubbles [17,18].The forced convection from the collapse of such an explosive bubble on top of the 
natural thermal convective fields would oscillate the remaining bubble in a similar manner.  
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At intermediate powers, a mixture of boiling modes was observed including the two 
methods above as well as periodic and chaotic growth and departure from the surface.  Throughout 
movies at intermediate powers, stable oscillating bubbles would form for several milliseconds and 
many of these movies terminated with a stable oscillating bubble.  Again in this system, bubble 
oscillations were driven by a mixture of natural thermal convection and forced convection from 
the departure of previous bubbles. 
While there appear to have been many different origins of bubble oscillations, analysis of 
35 bubbles revealed that the bubble and sample history, which included several different heating 
powers and intermediate thermal states in the fluids, does not contribute to the bubble oscillation 
behavior.  In other words, the resonances we have observed, while driven by convective flows, are 
inherent natural resonances of the bubble and are purely determined by the bubble size and surface 
chemistry. 
Bubble Oscillations 
Instead of detaching, occasional bubbles remained on the surface for long times, 
oscillating.  We have identified 3 bubble oscillations modes, illustrated in Figure 4.5: breathing, 
pulsing, and swaying.  A fourth stationary mode (not depicted) was also observed, such that the 
bubble neither grew nor changed position.  While one mode might dominate for any particular 
bubble, long-lived bubbles may transition from one mode to the other over a few oscillation cycles.     
Figure 4.5a depicts the breathing mode in which the bubble height and width increase and 
decrease in phase. This well-known mode is the basis of most theoretical studies of bubble 
oscillation, dating to the pioneering work by Minnaert [1–3,10,19].  We observed it in only 40% 
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of bubbles which exhibited oscillations, and it was the primary mode for just 15% of all oscillation 
bubbles categorized in Table 4.1.  When present, generally it appeared in the early stages of 
growth, as the bubble volume was generally increasing.  This pattern is captured in Figure 4.5a, 
where the red curve at time t3 is fully contained within the green curve at time t2, indicating uniform 
shrinking, but does not quite overlap with the minimum of the previous oscillation, depicted by 
the blue curve at time t1 indicating a net growth over the oscillation period. 
Pulsing was the most common oscillation mode we observed.  As illustrated in Figure 4.5b, 
height and width oscillate 180° out of phase with each other, as the bubble alternates between tall 
and wide shapes.  Pulsing was present in 70% of all oscillating bubbles, and of the bubbles 
exhibiting only one oscillation mode, 75% were pulsing.  The abundance of pulsing bubbles can 
be understood by considering the liquid flow patterns around these bubbles.  Natural convection 
can be expected to establish a symmetric flow in the sample cell, such that liquid enters the sides 
towards the region of local heating and rises vertically above the heated surface.  It will squeeze 
the sides of the bubble while surface energy pulls the bubble back towards the surface; in the 
competition between these two processes, the bubble oscillates.  It seems that this oscillation is 
more easily excited than the fundamental breathing mode, perhaps because of the ever-present 
convective flow in the environment. 
Swaying is the third oscillation mode we observed.  As illustrated in Figure 4.5c, bubbles 
sway from left to right and along the way pass through a maximum height.  Similar to the pulsing 
mode, the height and width oscillate 180° out of phase, but the motion can be described 
mathematically as containing an additional horizontal oscillation at one-half the frequency of the 
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pulsing mode.  We found swaying to be almost as common as breathing, but unlike breathing 
which was usually observed during the growth phase, swaying could occur at any point in the 
lifetime of the bubble.  Usually, the process appeared to be triggered by perturbations in the 
external flow field.  When the symmetry of the buoyancy-driven flow up from the surface was 
disrupted, swaying was more likely.  Less commonly, two bubbles grew close to one another on 
the heated surface and merged upon contact:  the shift of the center of mass and relaxation of the 
surface tension causes oscillations along the surface of the bubble and manifests itself as swaying.  
While the decomposition of this mode into the sum of a pulsing and horizontally oscillating mode 
would suggest that an additional mode containing only horizontal oscillations without intermediate 
rise in the height of the bubble should exist, but we did not observe any such mode. 
Oscillations can become damped when bubbles remain on the surface long enough [10].  
The resulting stationary bubbles were observed as the endpoint of 20% of oscillating bubbles, and 
then only for bubbles whose lifetime exceeded 270 ms (Figure C.1).  Even among the longest-
lived bubbles, less than 1/3 of all bubbles failed to oscillate. 
Coupling of shape and volume oscillations 
There are two lowest order modes possible for the oscillation of a free vapor bubble.  Radial 
pulsing is traditionally achieved by the spring-like expansion and compression of the gaseous 
phase inside of the bubble.  Shape oscillations on the other hand are governed by fluctuations of 
pressure within the bubble and result in ellipsoidal shapes.  Shape oscillations become more 
prominent in larger bubbles where surface tension ceases to be dominant.  Both types of 
oscillations may further be driven by the thermal evaporation around the edge of the bubble if 
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either the bubble or surrounding liquid are directly heated, and oscillations may be damped by the 
equilibrium exchange of vapor with the surrounding fluid in order to maintain a constant vapor 
pressure.     
In order to analyze the coupling of shape and volume oscillations, we have investigated the 
aspect ratio of bubbles oscillating on the surface.  We define the aspect ratio as the ratio of bubble 
height to width, where height is measured from the surface to the top of the bubble.  We note here 
that while a free bubble would have an aspect ratio of 1 when the radius of curvature is constant 
(i.e. a spherical bubble), because the surface cuts off the lower section of the bubble, an aspect 
ratio of 1 now is biased towards bubbles which are asymmetrically tall.  Two typical aspect ratio 
traces are plotted in Figure 4.4 for gold and fluorocarbon surface chemistries.  The aspect ratios 
have been observed to oscillate in phase with the volume oscillations indicating that shape and 
volume oscillations are strongly coupled for both substrates.  For both shaking  and pulsing 
oscillation modes depicted in Figure 4.2(a-c) and (d-f) respectively, as the bubble passes through 
its maximum height, a contraction in the width is observed.   
A note should be made regarding the interpretation of aspect ratios as a measurement of 
shape as it pertains to the shaking oscillation mode.  The shaking mode exhibits two minima in the 
aspect ratio measurement at the right and left sides (a and c respectively) for every one shape 
oscillation cycle and so the bubble shape actually oscillates with a frequency equal to ½ of the 
aspect ratio.  By contrast, the pulsing mode of oscillation exhibits only one minima per shape 
oscillation as the bubble flattens out (d or f).   Therefore, while the aspect ratio and volume 
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oscillations may be in phase for the shaking mode, the shape and volume oscillations are by 
definition not in phase. 
We should also note that we have not observed any cases in which a purely volumetric 
oscillation occur independent of shape oscillations.  Coupling of shape and volume oscillations for 
free bubbles has been theoretically described by non-linear response [20–22].  When a surface is 
introduced however, shape and volume oscillations have been shown to exhibit linear coupling 
through the contact line regardless of any dynamic (de)wetting.  This linear coupling is predicted 
to cause simultaneous antiphase oscillations in shape and volume.  Linear coupling theory can be 
utilized to explain coupling for both shaking and pulsing modes.  As the resonant frequency for 
pulsing approaches an eigenmode for shape oscillations, the two modes interact strongly resulting 
in a single shape/volume oscillation.  For smaller bubbles, the pulsing resonant frequency interacts 
first with the 0s  shape oscillation in which the wavelength of oscillation is comparable to the size 
of the bubble.  As the bubble grows, it exits this regime and enters a region where it begins to 
interact with 2s  mode where the wavelength is comparable to twice the size of the bubble. While 
we have observed strong coupling between shape and volume, we have not observed the antiphase 
correlation previously predicted.  Instead, our results are perfectly in phase for the lifetime of the 
bubble.   
Conclusions 
We have observed the oscillations of boiling vapor bubbles on hydrophobic and 
hydrophilic substrates.  On hydrophilic substrates, bubbles exhibit a previously predicted scaling 
law of 1/2V  .  When oscillations occur on a hydrophobic surface, a new scaling law of 2/3V   
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has been observed, which has not been predicted by previous theories.  Oscillations on both 
substrates have also exhibited strong coupling between shape and volume modes.  Since 
oscillations arise from perturbations in the natural convection field surrounding the bubble, we 
believe that these oscillations are connected through a linear coupling at the contact line.   
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Figures 
 
Figure 4.1  Experimental Setup. The sample is heated by a diode laser (a) focused onto the 
surface and absorbed by the titanium layer (b).  Bubbles are illuminated by an LED 
and imaged to a camera (a).  The entire sample is enclosed within an aluminum 
housing (not shown) with windows on the sides and bottom for optical access.  For 
some experiments, a 20 nm fluorocarbon film may be deposited between the gold 
and water (b). 
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Figure 4.2  Bubble oscillation modes: Two typical oscillation modes are depicted.  (a)-(c) 
display the second order mode in which shape oscillations are decoupled from 
volume oscillations resulting in a swaying bubble.  The red lines indicate the 
bubble edges in (b).  (d)-(f) display the first order mode in which shape and volume 
oscillations are coupled resulting in a periodic breathing.  The red lines indicate the 
bubble edges in (d).  The scale bar is 1 mm. 
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Figure 4.3  Bubble oscillation period and average bubble volume.  The bubble volume is 
determined by averaging the bubble size over several oscillations.  Periods are 
determined by picking out the times when the volume crosses the averaged-volume 
curve.  On a hydrophilic surface (blue), the period scales as 1/2V .  On the 
hydrophobic surface, the period scales as 2/3V  
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Figure 4.4  Representative aspect ratios of oscillating bubbles on hydrophilic (blue) and 
hydrophobic (red) surfaces.  The dashed line at 1 represents a spherical bubble in 
free solution.  Both bubbles exhibit similar aspect ratio oscillations and are centered 
around the same value.  The differing periods of each bubble has to do with the size 
of each selected bubble and is not related to the aspect ratio. 
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Figure 4.5  Experimental data illustrating how bubbles oscillate:  breathing (a), pulsing (b), and 
swaying (c).  The real image at time corresponding to the green curve is also shown 
(grey).  Successive time is color-coded, blue to green to red. The horizontal black 
line represents the boiling surface, with optical reflections of the bubble below. 
Each scale bar is 200 µm. 
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Tables 
 
 Breathing Pulsing Swaying Stationary Total 
Present 45 83 39 25 118 
Majority 14 52 18 6 90 
Only 8 30 2 0 40 
Table 4.1   Oscillation Frequency.  A sample of 118 oscillating bubbles with lifetime longer 
than 5 ms is analyzed according to type of oscillation and the number of instances 
of each type.  Top row: total number of each kind observed; Middle row: number 
of times this oscillation mode was observed to be the majority type for a given 
bubble as it transitioned between various modes; Bottom row:  number of times 
solely this oscillation mode was observed within a bubble 
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CHAPTER 5:  
 
TIME AND SPACE RESOLVED SINGLE-BUBBLE THERMAL IMAGING OF 
BOILING INTO COLD WATER 
The contents of this chapter are based on a manuscript in preparation by Scott Parker, Sung Chul 
Bae, David Cahill, and Steve Granick (2014) 
Abstract 
Utilizing a novel thermo-optic probe permitting time- and spatially-resolved temperature 
measurements, we map how individual bubbles grow at a hot surface immersed in cooler water 
below the boiling point at heating rates over 500 W/cm2 and have correlated the thermal 
measurements to observations of the bubble shape.  Two different types of bubbles, conventional 
pinch-off, and mushroom-shaped, were investigated to determine the principle cooling 
mechanisms as each bubble grows and departs the surface. Three regimes of surface cooling are 
observed as the bubble grows, pinches off, and induces convective flow patterns, and surface 
temperatures are reduced most during the initial growth of bubbles.  In addition to cooling due to 
evaporation, mushroom bubbles displayed strong cooling by an adiabatic-like depressurization 
which is not present for pinch-off bubbles.  Surprisingly, bubbles could grow larger than the heated 
area, and could be maintained at such large sizes for several seconds.  While the apparent contact 
radius of bubbles could grow to very large sizes, we have observed evidence of a semi-permanent 
thin liquid film in locations of the substrate where the surface temperatures fall below the boiling 
point.  
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Introduction 
It is always interesting to revisit with new technology problems that seemed to be already 
solved in textbooks.  Here we are interested in boiling.  Engineering textbooks would suppose that 
temperature is uniform across the boiling surface, with a superheat of only a few degrees [1–3], 
but such a continuous description cannot be so, given that bubbles evolve through discrete events 
such as nucleation and departure, and thermodynamic properties change abruptly where the bubble 
contacts the surface.   
A yet unresolved question in the field of boiling concerns how bubbles interact with the 
surface, specifically, what are the dominant cooling mechanisms as bubbles grow and depart [4].  
The high temporal- and spatial-resolution required to investigate bubbles, along with the highly 
chaotic nature of boiling [5] has continued to be a burden to experimental investigations. Previous 
attempts to measure the interaction between bubbles and the heated surface include 
individual [6-8] and arrays [9–11] of patterned microheaters, liquid crystal thermometry [12,13], 
and infrared microscopy [14].  Each of these methods however is limited, and the resulting 
measurements are very coarse in either the spatial or temporal dimensions.  Seeking to jointly 
optimize the temporal and spatial resolution, this study combines time-resolved thermoreflectance 
with fast video microscopy.  This produced hitherto-unachieved time resolution of surface 
temperature, accompanied by direct visualization of how bubbles grow with time.   
To image surface temperature below individual bubbles as they grow, we employ 
thermoreflectance, the idea that as the refractive index of materials change with temperature T, 
temperature-dependent changes in a material’s optical reflectivity R read out its temperature.  Here 
we go beyond the traditional implementation of this approach.  Boiling is traditionally 
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incompatible with the requirement of highly repeatable and triggered lock-in detection used 
previously for lock-in amplification to detect small signals characteristic of this technique  
6 4 1/ 10 10 KdR dT      [15].  Overcoming this challenge, we designed a multilayer thin film 
structure to amplify the thermal signal using thin film interference which is combined with on-
edge imaging to correlate spatial temperature distributions to the dynamic motion of growing 
bubbles.   
The thin film structure has been utilized to investigate the substrate surface temperatures 
underneath growing and oscillating vapor bubbles.  From the thermal data, we have observed 
strong correlations between surface temperatures and measures of the bubble size such as volume, 
height, and contact radius for several different types of bubbles.  Additionally, very strong 
transitional behaviors are observed near locations where the initial surface temperature, 0T , crosses 
the boiling point of 100 °C.  In particular, the evidence suggests that within this region, the bubble 
exists in direct contact with the heated substrate for all observed time scales, whereas points on 
the surface with sub-boiling temperatures support a thin liquid film with enhanced heat transfer 
near the contact line. 
Experimental Details 
Figure 5.1a shows a schematic of the sample and optical paths.   We used high-speed video 
microscopy not just to detect the bubble shape, but also to measure the thermoreflectance signal.  
Within a homebuilt microscope, an infrared CW laser (OptoEngine, λ=800 nm, power 
continuously variable up to 5 W) is directed onto the sample through an objective from below, 
causing the Ti layer to heat.  Using the knife-edge method, we measured the heating beam radius 
to be 314 µm.  The initial temperature distribution resulting from the impinging heating laser is 
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found to closely match the radial profile of the impinging Gaussian heating laser.  Through the 
same objective, LED light at 640 nm (HPLS-36, Light Speed Technologies) also enters from 
below, and the image of light reflected from the Si layer is focused onto a high-speed video camera 
(Vision Research Phantom 7.3).  The LED is pulsed and synchronized to the camera acquisition 
to obtain a strong signal while minimizing heating from the illumination.  For edge-on optical 
imaging, LED light at 480 nm (HPLS-36, Light Speed Technologies) illuminates the water close 
to the heated surface and monitors the growth of individual bubbles.  Both images are 
simultaneously focused side-by-side onto the video camera as in Figure 5.1b and recorded at 
30,000 frames per second.   
The multilayer structure in Figure 5.1c which comprises the boiling substrate, 
thermometer, and heater were deposited by sputtering onto 1 mm glass slides heated to 300° C 
under vacuum conditions of 10-6 Torr.  The glass slides were previously cleaned for 1 h in piranha 
solution.  The nominal thicknesses were Si (120 nm), followed by Ti (120 nm), and Au (60 nm).  
The choice of material and its thickness for optimal thermometry is a compromise between the 
need to have a thermoreflectance intensity large enough to measure, yet with sufficient sensitivity,  
 
/dR dT
S
R
 . (5.1)    
The lower the reflectivity (R), the more efficient the thin film interference is, hence the greater the 
sensitivity.  In practice, there is a tradeoff between the desired condition of small R and sufficiently 
high light intensity to measure a signal.   
The thermoreflectance signal was calibrated before each experiment for each individual 
pixel on the video camera.  Calibration was performed by heating in air and measuring the overall 
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intensity returned to the camera.  Temperatures were cycled from 50 °C to 210 °C repeatedly over 
a period of 3 hours until the calibration were nearly linear and displayed no hysteresis.  A sample 
calibration is depicted in Figure 5.1d, where the initial measurements marked with “x” depict 
intensities prior to aging the surface and are not included in the calibration.  After calibrating, the 
sample cell was cooled to 20 °C filled with water to verify that the reflectivity was insensitive to 
the presence or absence of water.  In principle, thermoreflectance measurements are also sensitive 
to pressure (the Young-Laplace pressure and acoustic pressure), but comparison of the 
compressibility (1/  ), thermal expansion coefficient (), and thermoreflectivity /dn dT  of Si 
shows that these pressures could contribute only up to 2.5 K uncertainty, less than the noise in 
the data for individual pixels.     
Bubble growth experiments were conducted according to the following protocol.  First, to 
equilibrate the system, deionized water (18 MΩ) was pumped slowly through the cell at 80° C for 
1 hour, during which the laser was continuously exposed to the surface with 486 mW of laser 
power absorbed by the sample.  This laser power was determined to be sufficiently low to heat the 
surface but not produce bubbles in the absence of circulation.  Then circulation was turned off, the 
sample was allowed to sit for 1 min to equilibrate, and the absorbed laser power was increased to 
818 mW.  Video camera measurements were made starting 33 ms prior to the increase of laser 
power and continued for 2 sec afterwards.  Finally, laser power was reduced to the original level 
and water was recirculated for 5 more minutes.  This cycle was typically repeated 50 times per 
sample.   A typical thermal image after applying the calibration is shown in Figure 5.1d. The image 
displays a high degree of radial symmetry, which simplifies the analysis of the data. 
99 
 
As currently implemented, we obtain substrate surface temperatures beneath growing 
bubbles with a spatial resolution of 5 μm and a temporal resolution of up to 33 μs however these 
values are optimized for the camera and light source utilized. In order to minimize blurring due to 
the fast motion of the bubbles, the integration time for the thermal measurements has been selected 
to be at least 1 order of magnitude faster than the temporal resolution.  The absolute limits of the 
measurement technique can exceed these values by several orders of magnitude with improved 
illumination sources and detectors.   
Results and discussion 
Initial Temperatures and Bubble Types 
Upon increasing the laser intensity, the substrate temperature rises above the bulk boiling 
temperature of water, reaching local temperatures as high as 150 °C.  In our samples, such 
temperatures could be sustained for up to 70 ms, however this value was found to vary for each 
individual sample.  This initial substrate temperature is radially symmetric about the center of the 
focused heating laser, and the radial temperature profile was found to match the profile of the 
heating laser, as depicted in Figure 5.2.   
As the surface is heated, a superheated pocket of water is formed above the heating laser, 
illustrated schematically in the inset.  Because the thermal diffusivities of glass and water are 
similar, to a first order approximation, the temperature of the fluid falls off from 150 °C to the bulk 
temperature (68 °C) in the same way as the radial substrate temperatures.  This approximation has 
been validated in the presence of natural convection through a finite element simulation. Such 
superheated temperatures are metastable and fall well within the measured kinetic limit of 
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superheat for nucleation within water, and in principle could be sustained indefinitely for a 
sufficiently pure system [16].  
Within a typical boiling experiment, many types of bubble shapes and sequences are 
observed.  From image analysis [17,18] we identify the surface contour and, with the assumption 
of axisymmetry, we infer the bubble volume and its radius in contact with the surface.  In analyzing 
over 4000 bubbles across 70 movies, the two most common modes of boiling are the conventional 
pinch-off, and mushroom-shaped bubbles, comprising 69% and 9% of all types of bubbles 
observed, respectively.     
The bubbles which we describe as conventional pinch-off bubbles are depicted in Figure 
5.3a.  These bubbles steadily grew until they reached a sufficient size to lift off of the surface.  As 
the bubbles began to pinch off, the bubble volume slowly diminished as the bubble condensed into 
the surrounding fluid, as plotted in Figure 5.3b.  The size and lifetime of these bubbles proved to 
be sensitive to the nucleation site history within a given experiment, however a majority (61%) of 
bubbles had lifetimes between 0.5 and 0.7 ms, and so by restricting ourselves to lifetimes below 
1.5 ms, we can average over the heterogeneity. Conventional pinch-off bubbles were also 
associated with relatively low surface superheats, with the maximum surface temperature reaching 
141 °C. 
Increasing the initial surface temperature to 150 °C resulted in the formation instead of 
mushroom-shaped bubbles, as depicted in Figure 5.4a.  Initially the bubbles grow hemispherically 
which is indicative of the inertial growth of explosive vapor bubbles [3,19], but after 0.20 ms they 
shrink as they have expanded into the subcooled surrounding fluid and begin to collapse with 
instabilities forming on the surface. During this time, the volume falls off symmetrically to the 
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growth phase, as plotted in Figure 5.4b, which stands in contrast to the conventional pinch-off 
bubbles where the volume decreased more slowly than the growth phase.  Starting near 0.40 ms, 
the bubble begins to pinch off and the volume slowly decreases as the vapor bubble condenses. 
The bubble finally detaches completely around 1.3 ms. Bubbles of this kind were found to be very 
homogeneous across samples, with differences in the lifetime less than 33 μs.   
Surface Cooling Mechanisms 
Traditionally, there are two regimes in which people have measured surface temperature 
reductions within the life cycle of a bubble [4].  First, as the bubble grows, the surface is cooled 
due to the evaporation of water trapped underneath the bubble [3,20,21].  Eventually this water 
layer fully evaporates and surface temperatures begin to rise, leading to the second mechanism.  
As the bubble pinches off, the surrounding cooler liquid flows in and displaces the bubble, again 
cooling the surface.   The bubbles in this study however have been formed at higher continuous 
heat fluxes than have previously been investigated, so it is not clear that results obtained for 
bubbles formed at lower powers should be applicable here. 
Analyzing the conventional pinch-off bubbles, experience showed that thermal footprints 
underneath vapor bubbles were symmetric about the nucleation site, permitting radial averaging 
about the nucleation center for each bubble, as illustrated in Figure 5.3c-d. Each row of the image 
in Figure 5.3d depicts the time evolution of substrate temperatures at a given radius from the 
nucleation site.  Three of these radii (r = 0, 185, and 270 μm) have been extracted in Figure 5.3c 
to illuminate the behaviors at the nucleation site, at the edge of the bubble, and far from the bubble.   
Comparison with the contact radii plotted in Figure 5.3b reveals that the 150 μm curve represents 
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the surface temperature under the bubble only from 0.1 to 0.2 ms; outside of this range, it represents 
the temperature under fluid, whereas the 0 μm curve is always under the bubble. 
Inspection of Figure 5.3 reveals that the only substantial temperature drop occurs as the 
bubble initially grows, which stands in sharp contrast to some existing descriptions which predict 
that the strongest cooling is due to the rewetting of the surface as the bubble pinches off [4,22,23].  
As the bubble then begins to depart from the surface, the surface temperatures gradually recover.  
Surprisingly, we do not see evidence of a secondary rewetting mechanism take place for the 
conventional pinch-off bubbles, a phenomenon which has been observed at lower heat 
fluxes [20,24].  The temperatures underneath the nucleation site (r = 0 μm) follow the same general 
trend as those right at the edge of the bubble (r = 185 μm), where evaporation takes place, but the 
surface does not dry out.  Of course, far from the bubble, we can verify that the surface 
temperatures are essentially unperturbed. 
Inspection of Figure 5.4 reveals that for mushroom bubbles as well, the largest surface 
temperature change occurs as bubbles initially grow, from 0 to 0.23 ms.  The surface also 
experiences a second cooling around 1.3 ms as the bubble pinches off.  We can attribute this 
secondary cooling, along with the rise in temperatures from 0.6 to 1.3 ms as the formation of a dry 
patch after surface evaporation has ceased, followed by the rewetting of surrounding colder water 
as the bubble pinches off.  While both mechanisms work to cool the surface, comparing the 
nucleation site temperatures (r=0 μm), we see a 6-fold enhancement in the surface cooling during 
bubble growth as opposed to pinch off (1.3 ms) at the nucleation site, as determined by surface 
temperature measurements.  Estimates of the heat flux, which represents the true measure of 
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cooling capacity, corroborate this result as well (see Appendix D).  Even when comparing the 
lowest surface temperatures achieved by each mechanism, growth wins, bringing the nucleation 
site temperature to 106 °C, compared to 119 °C for rewetting.   
An important caveat remains in the interpretation of these temperature values in the context 
of cooling.  While bubble growth for the mushroom-shaped bubbles was able to achieve larger 
temperature changes and cooler temperatures, suggesting higher instantaneous heat fluxes, there 
is a marked difference in the thermal behavior after cooling.  While temperatures began to rise 
immediately after the growth phase, after rewetting, temperatures remained constant around 120 
°C for several milliseconds, suggesting that the resultant flow patterns generated by the departure 
of the bubble are most significant in maintaining a cool surface, and ultimately may be more 
responsible for heat removal than the bubble itself.  A similar trend was observed for the 
conventional lift-off bubbles.  While the bubbles in Figure 5.3 were isolated, meaning that no pre-
existing flow pattern was present prior to nucleation, we have also inspected conventional pinch-
off bubbles which have been seeded by the departure of a previous bubble (see Appendix D).  
While the temperature rebounded immediately for the isolated bubbles, the convection generated 
by the successive departure of multiple bubbles helped to keep the surface cool longer for the 
seeded bubbles. 
 The volume dependence on cooling 
A careful inspection of the surface temperatures in Figure 5.4 reveals a novel third 
mechanism of cooling by mushroom-shaped bubbles.  In addition to the clearly evident cooling 
when the bubble first forms and when it leaves, we also note that there is a local maximum and 
104 
 
minimum in temperatures at all radii near t = 0.4 ms and t = 0.5 ms, respectively.  Surprisingly, 
these fluctuations in temperature correlate precisely to the growth and collapse of the vapor bubble.  
As the bubble grows, the nucleation site is cooled, up to 0.23 ms elapsed time, and as the bubble 
begins to shrink, the surface begins to be heated.  As the bubble once again begins to expand and 
contract again at 0.40, 0.57, 0.70, and 0.76 ms, the nucleation site temperature decreases and 
increases respectively.  Furthermore, these changes in temperature are observed at all radii 
underneath the bubble and act uniformly, as shown in Figure 5.2.  The key finding here is that the 
time rate of change in temperatures, /dT dt , and volume, /dV dt , change signs simultaneously 
within the resolution of our measurement.  
Simultaneous changes in temperature at all radii are only possible if the mechanism 
inducing said change in temperature can transport across the bubble within one time step (33 μs). 
We can therefore eliminate as a root cause all diffusive processes such as vapor transport to the 
outer bubble surface, and thermal diffusion across the vapor bubble or along the substrate, as the 
timescales for these mechanisms are longer than the bubble lifetime.  Further, we can put an upper 
bound on the thickness of any possible liquid film still evaporating underneath the bubble at 2 μm, 
based on the timescale for a change in the bubble temperature to diffuse across such a layer to the 
substrate.  Eliminating diffusive processes informs us that the surface temperature is instead 
controlled by changes in the internal pressure of the mushroom-shaped bubbles as they expand, 
the extreme limit of which is an adiabatic expansion.  Fitting a generalized polytropic expansion 
model (see Appendix D), we have confirmed that cooling on bubble growth is largely driven by 
the rapid depressurization of the bubble as it expands into the surrounding liquid, representing a 
new method by which bubbles can cool surfaces at high heat fluxes. 
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Lateral Heat Transfer 
While bubbles generally work to cool a surface, the highly localized nature of heating in 
this experiment reveals that it does so at the expense of the surroundings.  This is seen most clearly 
by examining the temperature map in Figure 5.4d.  Within this map, we can define 3 regions: In 
the innermost region, R < 250 µm, the surface is of the surface is continuously cooled during the 
growth phase, up to 0.23 ms, as illustrated in the red curve of Figure 5.4c.   Moving to intermittent 
radii (250 µm < R < 400 µm), we notice that as the bubble grows, the surface experiences a slight 
rise in temperatures before falling, illustrated by the dotted green line in Figure 5.4c.  Finally, for 
large radii (R > 400 µm), the temperature rises continuously as the bubble grows, illustrated by 
the dashed blue line in Figure 5.4c.   
We can attribute the lateral heating to superheated water near the nucleation site being 
pushed out of the way ahead of the advancing bubble.  For this reason, the demarcation between 
region 1 and region 2 is simply governed by the temporal resolution and corresponds to the distance 
traveled by the contact line within the first frame of bubble growth, plotted in Figure 5.4b. The 
demarcation between regions 2 and 3 is more interesting however.  It corresponds a location on 
the substrate where the initial surface temperature is less than the temperature of the bubble.     
Our results suggest that a complete theory of heat transfer by individual bubbles must 
account for this expulsion of heat from the nucleation site which has a homogenizing effect on the 
substrate temperatures.  While substrate heating by a bubble surface is a phenomena which may at 
first seem to be an artifact of the highly localized heating applied in our system, Such a behavior 
must also exist to a degree in conventional boiling systems.  The discrete nature of individual 
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bubbles, and the measured substrate temperature fluctuations underneath them would imply that 
even when a large area is heated, there must be spatial fluctuations in the substrate temperature as 
bubbles leave and depart.  Following the classical nucleation theory, bubbles are most likely to 
form in the hotter regions, and as they grow, they will push the superheated liquid into the colder 
regions of the substrate.   
Heat transfer at the contact line 
The pinch-off and mushroom-shaped bubbles described above may be present during 
boiling, but their short lifetime limits the information which we can gain about the interaction 
between the bubble and the underlying surface.  In order to address how the bubble makes contact 
with the surface, we now turn our attention to longer-lived bubbles.  These bubbles grow slowly 
with lifetimes on the order of 1 second, and as they do, they experience oscillations in their shape 
and volume, as depicted in Figure 5.5a.   
As might be expected from the temperature profiles of single departing bubbles, as the 
bubble volume oscillates, thermal fluctuations are induced in the vapor, resulting in temperature 
fluctuations on the on the substrate.  By taking a Short Time Fourier Transform (STFT), 
fluctuations in volume can be compared to fluctuations in surface temperatures as the bubble 
grows.  Here, we have selected a window for the STFT to correspond to approximately 3 
oscillations in the volume, and have measured the frequency response of the surface temperatures 
at the principle frequency of volume oscillations, which itself is a function of the average 
volume [25,26].  The phase difference between the surface temperatures and volume for a very 
large bubble (r > 500 μm) at the principle volume oscillation frequency has been plotted in Figure 
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5.5b.  Points where the amplitude of the STFT are less than 1% of the maximum amplitude have 
been shaded grey, as the volume and temperatures are relatively uncoupled in that region.   
Inspecting the phase difference, we notice that there is a transition near the radius where 
the substrate temperature equals 100 °C.  In Figure 5.5c, we have plotted the STFT phase and 
amplitude for a representative point in time within the bubble lifetime and have compared it to the 
substrate temperatures underneath the oscillating bubble, illuminating features not clearly stated 
in the radial phase map.  As you move along the surface, radially from the nucleation site, the 
substrate temperature begins to fall.  Close to T = 100, the surface temperatures oscillate strongly 
with the volume.  Moving further radially outward, the surface temperatures remain coupled with 
the volume oscillations, although there is a shift in phase.  We should note that since the bubble 
volume, height, and contact radius all oscillate out of phase with each other, it is not clear a priori 
which parameter, if any, should oscillate in phase with the bubble vapor temperature.  For this 
reason, we are less concerned with absolute values of the phase shift in Figure 5.5b & c and instead 
would like to call attention simply to the shift in phase behavior.   
 The fact that we see strong coupling between temperature and volume at T = 100 informs 
us that there is enhanced thermal transport as water condenses and evaporates on the substrate, 
resulting in strong temperature fluctuations.  In the region where T > 100, there should not be a 
stable liquid film, but as you move into the region where T < 100, evaporation is suppressed and 
a stable thin film is possible.  This is further confirmed by the phase shift which occurs as the 
substrate temperature falls from 100 °C to 85 °C.  A thin liquid film impedes the flow of heat 
between the substrate and the surrounding vapor.  As the liquid film thickness increases, this will 
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manifest itself in the form of an increasing delay between temperatures in the bubble and the 
measured surface temperatures. 
 The observed phase shift is seen for all oscillating bubbles, regardless of size.  Further, as 
you move away from the T = 100 line, temperatures become less coupled to volume for all bubbles, 
although the same general trend can be observed.  We have even seen this behavior for the short-
lived pinch-off bubbles.  While the short lifetime of the bubbles prevents the calculation of a 
meaningful STFT, similar information can be obtained by calculating the Pearson correlation 
between volume and surface temperatures.  Such a comparison is justified by calculating the 
correlation between two sinusoidal functions at a set phase difference.  As the phase difference 
varies from 0° to 90° to 180°, the correlation function varies from 1 to 0 to -1 and we can thus use 
the correlation as a substitute to measure a shift in phase between two shorter wavelets.   We should 
point out that the usefulness of this comparison however is limited to measuring large changes in 
phase between two regions, and smaller variations in the correlation coefficient, as well as values 
near zero, do not have a unique physical interpretation 
The correlation coefficients between bubble volume and the surface temperatures are 
plotted along the substrate in Figure 5.6.  Regions of high surface temperature correspond to the 
nucleation site, and regions of lower temperatures exist beyond the bubble.  For radii 
corresponding to an initial surface temperature greater than 100 °C, surface temperatures are 
strongly correlated with volume, but crossing the T = 100 °C line, the surface temperatures become 
strongly anti-correlated.  This transition from correlated to anti-correlated is equivalent to a 180° 
phase shift, centered about the bulk boiling point. 
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Conclusion 
We have designed a thermoreflectance sensor which does not rely on heavily repeatable 
experiments to study the stochastic nucleation of vapor bubbles on a gold surface.  We have applied 
our sensor to study the growth of vapor bubbles at high heat fluxes and at unprecedented imaging 
rates up to 30,000 fps.  We have observed that bubbles principally cool the surface as they grow, 
and not as they depart as colder surrounding fluid replaces the recently departed bubble.  For large 
explosive vapor bubbles, characterized by high initial superheats in the liquid phase, we have 
observed the primary method of cooling, which leads to the lowest surface temperatures, is due to 
the rapid expansion and depressurization of vapor inside of the growing bubbles.  This expansion 
leads to a uniform surface temperature distribution underneath the growing vapor bubble and we 
do not see evidence of a microlayer under large areas of the bubble.    
The story is different for smaller bubbles which gradually grow and pinch off.  As the 
bubbles grow, they lower, but do not homogenize the substrate temperatures.  Their growth 
through evaporation cools the substrate.  As they begin to depart and evaporation becomes less 
significant, surface temperatures begin to rise, although no evidence of a completely evaporated 
dry-out region was seen for these bubbles. 
Lastly, we have seen evidence of stable liquid films underneath vapor bubbles.  At the edge 
of these films, evaporation and condensation enhance the heat transfer and we have observed 
corresponding fluctuations in surface temperature.  Surprisingly, these thin films do not necessarily 
correspond to the apparent contact line of the bubble, although it does appear that their thickness 
increases as you move away from the center of the bubble.  An important caveat however is that 
these microlayers of water are only present where the substrate temperature falls below 100 °C.   
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Figures 
 
Figure 5.1  Experimental setup.  (a) Optical setups providing simultaneous heating and 
imaging of bubble shape and temperatures.  (b) Example processed CCD image of 
thermal and edge-on images side-by side. Scale bars: 0.5 mm. (c) Thin film 
structure with heating of Ti layer and thermoreflectance in the Si.  (d) Sample 
calibration fit (solid line) and data points before (x) and after (o) ageing.  Symbol 
colors and the dotted line denote order of measurements showing a pronounced 
shift after sample was initially heated. 
 
 
Figure 5.2  Surface temperatures before (dashed blue) and 0.23 ms after (dotted green) 
nucleation of a mushroom-shaped bubble.  Initial temperatures closely follow the 
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profile of the heating laser (solid blue).  The inset schematically depicts the 
superheated region of fluid adjacent to the substrate. 
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Figure 5.3  Conventional pinch-off bubbles.  Edge-on images of a typical pinch-off sequence 
are depicted in (a).  Scale bar 250 μm.   (b) Averaged bubble volume in mm3 (solid 
blue) and contact radius in mm (dotted green).  (c) Surface temperatures curves at 0 
(solid red), 185 (dotted green) and 260 (dashed blue) μm from the nucleation site 
corresponding to the surface temperature map (d). 
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Figure 5.4  Mushroom-shaped bubbles.  (a) Edge-on images of a typical bubble with 
corresponding time in ms.  Scale bar: 0.5 mm.  (b) Averaged bubble volume in 
mm3 (solid blue) and contact radius in mm (dotted green).  (c) Surface temperatures 
curves at 0 (solid red), 350 (dotted green) and 500 (dashed blue) μm from the 
nucleation site corresponding to the surface temperature map (d).   
 
 
116 
 
 
Figure 5.5  Phase behavior for oscillating bubbles.  (a) Normalized oscillations for bubble size 
parameters and window for STFT calculation.  Volume: solid blue; Height: dashed 
red; Contact radius: dotted green.  (b) Phase difference between bubble volume and 
surface temperatures, calculated by STFT.  Regions of low amplitude response 
have been shaded grey.  The curve corresponding to T = 100 °C is plotted in black.  
(c) Phase difference and amplitude response of surface temperatures as a function 
of radius from bubble center (top), and bubble temperature distribution (bottom).  
The vertical line corresponds to T = 100 °C. 
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Figure 5.6  Correlation coefficients between the bubble volume and local surface temperatures, 
plotted against the initial local surface temperature for isolated pinch-off bubbles 
(right).  On the left, representative temperature profiles for are plotted for locations 
on the surface corresponding to regions I (CV,T ≈ 1),  II (CV,T ≈ 0),  III (CV,T ≈ -1), 
along with the volume evolution for the bubbles.   
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CHAPTER 6:  
 
PHOTOSWITCHABLE PICKERING EMULSIONS 
Abstract 
We have measured the programed desorption of micron-sized photoresponsive particles 
from the oil/aqueous interface utilizing digital holographic microscopy, enabling time-resolved 
measurements of the three-dimensional position of the particles.  Polystyrene particles coated both 
uniformly and on one hemisphere with a photoswitchable ZnO thin film were observed to move 
into the aqueous phase on irradiation by ultraviolet (UV) light, resulting in displacements on the 
order of the particle size.  Due to the large sizes of the particles investigated here, we do not see 
conclusive evidence of particles actually desorbing from the interface, but large changes in the 
contact angle provide promising pathways for the development of photoswitchable emulsions. 
Introduction 
For over a century, it has been well known that particles adsorb to interfaces [1–3].  Such   
A simple comparison of surface energies reveals that if a particle of radius R  sits at the interface 
between two fluids with a three phase contact angle,  , then the energy required to remove the 
particle from the interface is given  
  
22
12 1 cosE R     ,  (6.1) 
where 12  is the interfacial surface tension between the two fluids.  For a 1 μm particle sitting 
equally in a toluene-water interface, the adsorption energy reaches 107 kbT, irreversibly adhering 
to the interface.   
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Because of the large adsorption energy, particles can be utilized to form extremely stable 
Pickering emulsions, adhering to the interface and preventing the coalescence of the emulsified 
droplets [2,4].  A technical challenge remains however in releasing materials encapsulated within 
the droplets and large energies are required to break the emulsion [5–9].  If the system can be 
modified in situ such that the adsorption energy of particles is reduced, then the energy required 
to break the emulsions may be reduced.  If the adsorption energy can be reduced such that it is 
comparable to the thermal energy, then the emulsion will spontaneously demulsify. Inspection of 
equation (6.1) suggests that a natural parameter to modify is the three-phase contact angle.  
Triggers to modify surface wettability include pH [10–12], ionic strength [12], 
temperature [10,13–15], magnetic fields [16], and light [17,18] to name a few.  Of these, light 
presents a versatile trigger which can enable remote triggering of the wettability without the 
introduction of additional chemicals which must be able to diffuse through the system, and is the 
subject of this study. 
A number of photoswitchable surfaces have been investigated in recent years.  Generally, 
we can characterize their behavior according to whether the surface is organic or inorganic.  
Organic surface chemistries based on azobenzenes [19,20] and spiropyran [21,22] are capable of 
highly reversible, well defined, contact angle changes of approximately 10° due to a 
photoisomerization of the molecules.  Inorganic surface chemistries on the other hand include 
photocatalytic materials such as TiO2 and ZnO [23,24].  These inorganic surfaces modify their 
wettability by catalyzing off hydrophobic organic impurities which naturally accumulate over 
time.  Further they are known to form oxygen vacancies on the surface, facilitating increased 
coordination of water molecules and thus forming a very hydrophilic surface.  Through these 
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combined effects inorganic surfaces can affect changes in wettability on the order of 80°, enabling 
over 3 orders of magnitude change in the adsorption energy.  When applied to particles, these 
inorganic surfaces provide a pathway to form very stable emulsions which can be switched off by 
the application of UV light. 
Experimental Details 
A flat liquid-liquid interface was obtained by the pinning of the contact line at the interface 
between two dissimilar materials.  A metal washer with a thickness of approximately 1 mm was 
attached to a glass cover slip was plasma cleaned to increase the hydrophilicity and then filled with 
the aqueous solution containing polystyrene particles at a volume fraction less than 10-5.  A 2 mm 
silicone spacer was attached on top of the washer and filled with PDMS oil and then capped with 
a glass slide, as shown in Figure 6.2.  While the thickness of the washer and silicone spacer could 
be varied, decreasing the thickness of either the spacer or the washer typically resulted in a 
breakdown of the thin film, and the liquids would form a columnar structure bridging the two glass 
surfaces instead of a layered film instead of the desired planar structure.  The sample was mounted 
in the microscope and particles were allowed to adsorb to the liquid-liquid interface by diffusion 
over a 1 hour period.   
In order to study the desorption of particles from the oil-water interface, we have 
constructed a holographic microscope as depicted in Figure 6.1.  When a colloidal particle is 
illuminated by a collimated, coherent laser, light is scattered from the particle, forming an 
interference pattern which is detected by a video camera mounted to an inverted microscope.  The 
center of the interference pattern, which corresponds to the particle position in the X-Y plane, is 
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determined with sub-pixel resolution and the interferogram is radially averaged about the center.  
Fitting the radial intensity distribution to the analytical Mie scattering results [25–27] using an in-
house developed MATLAB code, we can then determine the z-position of the particle.   
Photoswitching of the particle wettability was obtained by illumination with a pulsed UV 
laser (349 nm, 1000 Hz, 10 ns pulses, 75 μJ/pulse).  This laser was introduced at oblique incidence 
to the sample in order to avoid damage to the optical microscope.  A manual shutter was utilized 
to control exposure to the sample.   
In order to measure the slow desorption dynamics of a particle from the interface under 
UV switching, a laser tweezers setup was introduced as well to stabilize the particle in the X-Y 
plane and prevent it from diffusing out of the field of view.  The trapping beam was delivered from 
the bottom of the sample, and exerted optical  pressure on the particle, pushing it towards the oil 
phase.  To minimize the effects of the Z-trapping, the trap center was positioned in the oil phase 
in a location where the particle could not reach without breaching the interface and completely 
entering the oil phase; an unlikely result given the strong pinning of the particle to the interface.  
Because of the thickness of the water film, the objective (Zeiss, LD Par-NEOFLUAR 63x/0.75 
Korr) had a longer working distance (1.7 mm) with and lower numerical aperture (0.75) than is 
traditionally used for optical trapping [28], and we were only able to trap larger particles (6 μm 
diameter). 
In order to preserve the wave front integrity of the holographic imaging laser as it crosses 
the oil-water interface, the two liquids must be index matched.  A low molecular weight 
polydimethylsiloxane (PDMS, 3.8 kDa) oil was selected as the oil phase.  In place of a pure water 
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phase, a mixture containing water, glycerol, and pyridine was prepared.  The ratios of these three 
components could be varied to match the refractive index of the PDMS oil.  Optionally we could 
density match the aqueous phase to the polystyrene particles as well by varying the mixture 
concentrations, thereby decoupling the effect which gravity might have on the system.   
Core-shell particles consisting of a polystyrene particle coated in a thin ZnO film were 
obtained by growing a thin film onto the particles in a method adapted from Agrawal et al.[29].  
20 mL of 2-propanol containing 0.5 mM zinc acetate was heated to 55 °C.  1 mL of 1 μm carboxyl-
terminated polystyrene particles at 8% volume fraction (Invitrogen) were then mixed in and stirred 
continuously for 20 minutes.  0.5 mL of a 0.1 M solution of NaCl in deionized water was then 
introduced dropwise over a 10 minute period after which the system was allowed to react for 20 
additional minutes.  Particles were then centrifuged and redispersed in water for studies at the oil-
water interface.  From the zeta potential measurements in Figure 6.3c, we can estimate that this 
reaction produces core-shell particles with about 65% coverage.  Analysis by SEM in Figure 6.3b 
further confirms that the coating is smooth over the particle surface. 
In addition to homogeneous ZnO-coated particles, we have also investigated the dynamics 
of Janus particles which have a static hydrophilic hemisphere and a photoswitchable ZnO 
hemisphere.  The fabrication of such particles follows established methods which have been 
described in detail elsewhere [30].  Briefly, we prepare a monolayer of charged polystyrene 
particles on a glass substrate.  Utilizing e-beam deposition, one hemisphere can be selectively 
coated with a 10 nm film of ZnO. 
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Results and Analysis 
A technical challenge arises applying the Mie scattering solution to the particles utilized in 
this study.  While the Mie scattering solution is well defined for homogeneous spherical particles, 
particles in this study have been coated with a thin ZnO shell. While in principle, the scattering 
solution can be determined utilizing a discrete dipole approximation [31], the computational time 
required to interpret even a single interferogram rapidly diverges as the film thicknesses decrease, 
relative to the total particle size.  For the sake of computational speed, it would be convenient if 
we could calculate particle positions based off of a simple homogeneous spherical particle.   
To test the feasibility of such an approach, we have simulated interferograms of 
polystyrene particles in coated either uniformly or on one hemisphere (Janus) with a thin ZnO thin 
film, utilizing the HoloPy software package developed by the Manoharan group [32,33].  These 
images have then been analyzed utilizing our MATLAB platform to fit the holograms using an 
effective homogeneous particle model. While significant errors were observed in calculating the 
Z-particle position, in this experiment, we are only interested in the relative motion of particles 
from one frame to another.  If we only consider displacements on the order of one particle diameter, 
then the z-position error introduced  by fitting 1 μm core-shell particles with a homogeneous 
particle model is less than 10% of the particle diameter.  Janus particles are harder to measure due 
to errors introduced by the angular rotation of the particle.  In order to keep errors less than 50% 
of the particle diameter, particles must be at least 3 μm in diameter.  A more detailed analysis is 
presented in the subsequent chapter. 
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We have measured the position of over 1500 core-shell particles (1 μm diameter) sitting at 
the oil-aqueous interface prior to and after exposure to UV light for an aqueous solution containing 
55% glycerol and 45% water, resulting in a phase with a density of 1.14 g/cm3, which is heavier 
than the particle density of 1.06 g/cm3.  In the hydrophobic state particles sit in a narrow 
distribution shown in Figure 6.4a.  Because of the refractive index matching, we cannot measure 
the true position of the interface.  Instead, we have defined the interface position (z = 0) to 
correspond to the average measured z-position of the particles.  The width of the particle 
distribution is larger than two particle radii, which would at first suggest that particles are not 
adsorbed to the interface, however the very sharp distribution of particles belies that suggestion, 
as otherwise particles would exist more continuously through the aqueous phase.  Instead, the 
broadening of the distribution is expected to arise from the positioning of the interface itself.  The 
holographic microscopy technique used does not give us information about the actual position of 
the interface however capillary-gravity waves may which may arise from the coupling between 
Brownian motion of the particles and deformation of the interface as it contacts the 
particles [34,35] leads to microscopic fluctuations in the interface position.  Such fluctuations are 
convoluted with measurements of the particle position, and lead to an apparent broadening of the 
interfacial measurement. 
Exposure to ultraviolet illumination shifts the average particle position into the aqueous 
phase by approximately 2 μm.  Qualitatively, such a shift is expected by the increasing 
hydrophilicity of the ZnO surface; however the magnitude of the shift suggests that a substantial 
fraction of particles have desorbed from the interface.  Such a conclusion is further supported by 
125 
 
the slight broadening of the distribution; as the particles move into the aqueous phase, they become 
free free to explore the surrounding fluid volume, which results in a broadening of the distribution.   
While the data is certainly suggestive that some particles have desorbed, there is cause to 
be skeptical.  We have measured the photo-reversible wettability by depositing a 30 nm film of 
ZnO onto glass slides and measured the contact angle made by a water droplet with the surface.  
After UV illumination for 1 hour, the water contact angle was measured to be 10°.  After heating 
the slide in air for an hour at 100 °C, the water contact angle increased to 80°.  Considering particles 
in the hydrophilic state, we can calculate the expected adsorption energy of the 1 μm particles to 
the oil-aqueous interface.  Taking the interfacial surface tension to be 20 mN/m [36,37], the energy 
binding particles to the interface is approximately 900 kBT; even taking the lower end of the error 
bar results in a binding energy of about 60 kBT.  Given the large values of the adsorption energy, 
we can expect that all particles are still strongly bound to the interface, and we cannot discount the 
possibility that the interface has shifted between these two states.   
In order to address the uncertainty introduced above, we have studied the desorption 
dynamics of single particles.  In order to suppress the diffusion of the particle out of the field of 
view, we have utilized an optical trap to confine a particle in the X-Y plane, while still allowing 
motion in the Z direction.  Since the optical trapping force decreases with particle size [28], it was 
necessary to increase the diameter of the ZnO-coated particle to 6 μm due to the relatively long 
working distance of the objective required to image through a stable thin film of water.  In order 
to more accurately estimate the initial interface height, we have also utilized Janus particles 
consisting of a charged polystyrene core, coated on one hemisphere by a ZnO thin film.  The 
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charged polystyrene is hydrophilic enough to sit in the aqueous phase, while the hydrophobic ZnO 
film sits in the oil phase.  We have also decoupled the effect of gravity in this system by density 
matching the aqueous media to the polystyrene particles while maintaining the refractive index 
match.  This is achieved using a mass ratio between water, glycerol and pyridine of 58:21:21, 
however this is still higher than the density of the PDMS oil at 0.95 g/cm3. 
A typical trajectory is plotted in Figure 6.4b.  Since the position of the oil-aqueous interface 
is expected to be pinned at the interface between the hydrophobic ZnO and hydrophilic polystyrene 
surface, we have again estimated the interfacial height by the initial particle position.  When UV 
illumination is applied at t =0, the particle gradually moves into the aqueous phase.  Qualitatively, 
this slow desorption is measured observing the increase in fringe spacing of the interferogram.  As 
the particle moves into the aqueous media, and away from the focal plane of the camera, the fringe 
spacing increases.  The radius of the 6th order interference ring is plotted by the red line in Figure 
6.4b.  Fitting the interference pattern of all orders in the interferogram permits calculation of the 
particle height.  Since the accurate interpretation of the interference pattern is subject to amount of 
noise in the system as well as the stability of the nonlinear fitting algorithms involved, comparison 
of the nth order interference ring to the calculated particle position allows us to verify the accuracy 
of the calculated fit, differentiate between real features and numerical errors, and estimate the 
uncertainty in the measurement.  For the 6 μm particles studied in this experiment, the 
measurement uncertainty in the z-position was 0.1 μm.  As we suspected we do not see evidence 
of depinning of the particle from the interface, which would appear diffusive instead of directed 
as was observed for the single particle.  Instead the particle shifts continuously over a 10 minute 
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window, from the moment that the UV illumination is applied, confirming qualitative trends 
observed above. 
Conclusions 
This work indicates that ZnO coated particles provide a good framework for constructing 
photoswitchable emulsions, however many challenges remain moving forward.  We have 
successfully demonstrated that ZnO particles shift into the aqueous phase upon irradiation with 
UV light, but the particle sizes investigated prevent measuring the actual desorption dynamics of 
the particles.  Given the contact angle measurements available, we anticipate that the critical size 
for particle desorption which could result in emulsion destabilization is on the order of 20 nm.  
This however falls outside of experimentally accessible regime of holographic microscopy, as the 
small size results in a negligible scattering to form the holographic image. 
Alternative to reducing the particle size, one possible avenue moving forward would be to 
work to decrease the minimum contact angle after photoswitching.  This may be achieved by 
fabricating patchy ZnO films onto a highly hydrophilic substrate such as silica.  Such an approach 
has the drawback of reducing the contact angle in the hydrophobic state, however we anticipate 
that large adsorption energies could still be obtained.  Similarly, the wettability may be modified 
by incorporating hierarchical structures utilized to fabricate superhydrophobic and 
superhydrophilic surfaces.  Such photoswitchable materials have already been realized utilizing 
hierarchical ZnO surfaces in a planar geometry [38,39], but substantial advances in synthesis 
would be required to adapt such technologies to a colloidal scale. 
128 
 
References 
[1]  Ramsden, W. Proc. R. Soc. Lond. 1903, 72, 156–164. 
[2]  Pickering, S. U. J. Chem. Soc. Trans. 1907, 91, 2001. 
[3]  Binks, B. P. Colloidal particles at liquid interfaces; Cambridge University Press: 
Cambridge, 2006. 
[4]  Binks, B. P.; Lumsdon, S. O. Langmuir 2001, 17, 4540–4547. 
[5]  Sugita, N.; Nomura, S.; Kawaguchi, M. J. Dispers. Sci. Technol. 2008, 29, 931–936. 
[6]  Hwang, K.; Singh, P.; Aubry, N. ELECTROPHORESIS 2010, 31, 850–859. 
[7]  Chen, G.; Tan, P.; Chen, S.; Huang, J.; Wen, W.; Xu, L. Phys. Rev. Lett. 2013, 110, 064502. 
[8]  Stancik, E. J.; Kouhkan, M.; Fuller, G. G. Langmuir 2004, 20, 90–94. 
[9]  Melle, S.; Lask, M.; Fuller, G. G. Langmuir 2005, 21, 2158–2162. 
[10]  Xia, F.; Feng, L.; Wang, S.; Sun, T.; Song, W.; Jiang, W.; Jiang, L. Adv. Mater. 2006, 18, 
432–436. 
[11]  Zhu, Y.; Feng, L.; Xia, F.; Zhai, J.; Wan, M.; Jiang, L. Macromol. Rapid Commun. 2007, 
28, 1135–1141. 
[12]  Liu, X.; Ye, Q.; Yu, B.; Liang, Y.; Liu, W.; Zhou, F. Langmuir 2010, 26, 12377–12382. 
[13]  Nagase, K.; Kobayashi, J.; Okano, T. J. R. Soc. Interface 2009, 6, S293–S309. 
[14]  Chen, L.; Liu, M.; Lin, L.; Zhang, T.; Ma, J.; Song, Y.; Jiang, L. Soft Matter 2010, 6, 2708–
2712. 
[15]  Kurkuri, M. D.; Nussio, M. R.; Deslandes, A.; Voelcker, N. H. Langmuir 2008, 24, 4238–
4244. 
[16]  Grigoryev, A.; Tokarev, I.; Kornev, K. G.; Luzinov, I.; Minko, S. J. Am. Chem. Soc. 2012, 
134, 12916–12919. 
[17]  Abbott, S.; Ralston, J.; Reynolds, G.; Hayes, R. Langmuir 1999, 15, 8923–8928. 
[18]  Miyauchi, M.; Kieda, N.; Hishita, S.; Mitsuhashi, T.; Nakajima, A.; Watanabe, T.; 
Hashimoto, K. Surf. Sci. 2002, 511, 401–407. 
129 
 
[19]  Evans, S. D.; Johnson, S. R.; Ringsdorf, H.; Williams, L. M.; Wolf, H. Langmuir 1998, 14, 
6436–6440. 
[20]  Pei, X.; Fernandes, A.; Mathy, B.; Laloyaux, X.; Nysten, B.; Riant, O.; Jonas, A. M. 
Langmuir 2011, 27, 9403–9412. 
[21]  Rosario, R.; Gust, D.; Hayes, M.; Jahnke, F.; Springer, J.; Garcia, A. A. Langmuir 2002, 18, 
8062–8069. 
[22]  Ueda, M.; Kim, H.-B.; Ichimura, K. Mater. Lett. 1994, 20, 245–249. 
[23]  Sun, R.-D.; Nakajima, A.; Fujishima, A.; Watanabe, T.; Hashimoto, K. J Phys Chem B 2001, 
105, 1984–1990. 
[24]  Miyauchi, M.; Nakajima, A.; Watanabe, T.; Hashimoto, K. Chem. Mater. 2002, 14, 2812–
2816. 
[25]  Grier, D. Holographic Particle Tracking http://physics.nyu.edu/grierlab/rslm5b/node3.html 
(accessed Jul 24, 2012). 
[26]  Lee, S.-H.; Roichman, Y.; Yi, G.-R.; Kim, S.-H.; Yang, S.-M.; van Blaaderen, A.; van 
Oostrum, P.; Grier, D. G. Opt. Express 2007, 15, 18275–18282. 
[27]  Lee, S.-H.; Grier, D. G. Opt. Express 2007, 15, 1505–1512. 
[28]  Neuman, K. C.; Block, S. M. Rev. Sci. Instrum. 2004, 75, 2787–2809. 
[29]  Agrawal, M.; Pich, A.; Zafeiropoulos, N. E.; Gupta, S.; Pionteck, J.; Simon, F.; Stamm, M. 
Chem. Mater. 2007, 19, 1845–1852. 
[30]  Takei, H.; Shimizu, N. Langmuir 1997, 13, 1865–1868. 
[31]  Yurkin, M. A.; Hoekstra, A. G. J. Quant. Spectrosc. Radiat. Transf. 2011, 112, 2234–2247. 
[32]  Perry, R. W.; Meng, G.; Dimiduk, T. G.; Fung, J.; Manoharan, V. N. Faraday Discuss. 
2013, 159, 211–234. 
[33]  Holopy; https://launchpad.net/holopy, 2013. 
[34]  Razavi, S.; Koplik, J.; Kretzschmar, I. Soft Matter 2013, 9, 4585–4589. 
[35]  Hocking, L. M. J. Fluid Mech. 1987, 179, 253–266. 
[36]  Chaudhury, M. K.; Whitesides, G. M. Langmuir 1991, 7, 1013–1025. 
130 
 
[37]  Andriot, M.; DeGroot, Jr., J. V.; Meeks, R.; Gerlach, E.; Jungk, M.; Wolf, A. T.; Cray, S.; 
Easton, T.; Mountney, A.; Leadley, S.; Chao, S. H.; Colas, A.; de Buyl, F.; Dupont, A.; 
Garaud, J. L.; Gubbels, F.; Lecomte, J. P.; Lenoble, B.; Stassen, S.; Stevens, C.; Thomas, 
X.; Shearer, G. Silicones in Industrial Applications. www4.dowcorning.com 
[38]  Feng, X.; Feng, L.; Jin, M.; Zhai, J.; Jiang, L.; Zhu, D. J Am Chem Soc 2003, 126, 62–63. 
[39]  Huang, L.; Lau, S. P.; Yang, H. Y.; Leong, E. S. P.; Yu, S. F.; Prawer, S. J Phys Chem B 
2005, 109, 7746–7748. 
   
  
131 
 
Figures 
 
 
Figure 6.1  Imaging setup for measuring photoswitching during optical holography.  Three 
lasers are used.  L1: Spatially filtered 488 nm CW laser for holography.  This is 
imaged to the camera, C, which is defocused to the indicated focal plane, forming 
an interference pattern as shown in the inset. L2: 349 nm UV laser.  1000 Hz, ~10 
ns pulse width utilized to photoswitch the particles, 75 μJ/pulse.  L3: Optical trap: 
800 nm CW laser focused to confine the particle in X and Y dimensions. To 
minimize z-confinement, the trap is often focused above the interface as shown, but 
is not necessarily coincident with the focal plane of the camera. 
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Figure 6.2  Schematic (left) and photo (right) of sample cell to position particles at a flat 
interface.  Samples are sandwiched between 2 glass slides (a).  The discontinuous 
interface between a silicone spacer (b) and metal washer (c) serves to pin the oil 
(d)/water (e) contact line and maintain a flat interface across the sample, spanning 
about 0.6 cm2 
 
 
Figure 6.3  (a) Surface modification to coat polystyrene particles with a ZnO shell.  (b) Particle 
geometry after modification.  (c) Zeta potential measurements of pure polystyrene, 
pure ZnO, and the ZnO shell on polystyrene particle 
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Figure 6.4  (a) Particle height distribution before (red) and after (blue) exposure to UV 
illumination.  (b) Desorption of a single particle from the interface.  The blue line 
represents the calculated particle position from the interferogram.  The red line 
indicates the radius of the 6th order interference fringe from the histograms utilized 
in calculating the z-position, and is a qualitative indicator of particle position. 
 
 
Figure 6.5  Switching of the wettability by a ZnO surface upon application of heat or UV.  
After the initial preparation, the contact angle can be reversibly switched between 
10° and 80° by selective applying of UV illumination and heat. 
  
(a) (b) 
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CHAPTER 7:  
 
RAPID FITTING OF DIGITAL OPTICAL HOLOGRAMS 
The contents of this chapter are based on a manuscript in preparation by Scott Parker and Steve 
Granick (2014) 
Abstract 
Digital holographic microscopy (DHM) has become an effective tool for studying the three 
dynamics of homogeneous particles, but has not kept pace with recent experimental advances in 
generating anisotropic Janus and coated particles.  Deviations from a homogeneous particle require 
substantially more computational resources to analyze and so DHM is effectively limited to 
solving problems where the Mie scattering solution is well defined.  In order to expand the 
experimental window available to DHM, we have analyzed the errors introduced by fitting core-
shell and Janus particles with an computationally efficient effective homogeneous model.  For 
particles sized 0.5 – 6 μm, the effective particle model can introduce errors up to 1 particle radius 
in the absolute position.  For experiments measuring displacements instead of absolute positions, 
a cancelation of errors still results in highly accurate measurements of particle displacements, with 
errors only 1% of the particle diameter for core-shell particles, making such an approximation 
computationally prudent.  The errors introduced for Janus particles are larger, up to 60 nm due to 
uncertainty or neglect of the particle orientation, however coarse motion above this threshold can 
still be easily resolved.   
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Introduction 
Due to advances in computational processing, digital holographic microscopy (DHM) has 
recently become a useful tool for studying the dynamics of colloidal particles [1–4].  By measuring 
the interference pattern generated from light scattering off of colloidal particles, researchers can 
position of colloidal particles as they move in a system and enables 3 dimensional measurements 
of particle positions utilizing a simple conventional microscope and camera, without introducing 
additional complicated optics, making it a cost-effective tool for studying colloidal dynamics.  In 
addition to the simplicity of the setup, because DHM projects three dimensional information into 
a two-dimensional plane, it simultaneously affords better temporal and out-of-plane resolution 
measurements than competing technologies such as confocal microscopy, which is limited by the 
step size and raster speed of the illuminating beam [4].  
A typical DHM setup is illustrated in Figure 7.1.  In such a setup, a spatially filtered laser 
beam is transmitted through the sample, and scatters off of particles in the sample.  The scattered 
light from the particle interferes with the propagating beam, which serves both as the illumination 
and reference beam for producing the hologram.  A key factor to obtaining z-resolution 
measurements is to intentionally defocus the imaging pathway away from the plane of the particle.  
As the distance between the focal and particle planes increases, the interference pattern shown in 
Figure 7.1b from particle can grow to fill sensor the full sensor area, enabling high precision 
measurements of the particle position in three dimensions by fitting to the Mie scattering field or 
by applying Rayleigh-Sommerfeld [5–7] back-propagation, and varying the particle radius, 
refractive index, ambient refractive index, and the illumination parameter, α [7]. 
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In principle, DHM can be utilized to measure arbitrary objects which interact with the 
reference beam via Mie scattering.  In practice, measurements is limited to well defined,  
computationally simple systems such as the motion of a particle in a homogenous, isotropic 
fluid [8].  This regime can be extended by carefully index matching liquids, enabling 
measurements of particle dynamics at oil-water interfaces [9,10].  Additionally, through the 
superposition of well-defined objects, vibrational and self-assembly dynamics of more 
complicated structures such as clusters particles have also been investigated [5,11–14].   
So far, DHM studies have been limited to measurements of homogeneous spherical 
particles where the exact solution to the Mie scattering theory is known or can be closely 
approximated by a homogeneous model [15].  Determining holograms for arbitrary objects 
requires computationally inefficient calculations of the interaction of the incident beam with a 
series of dipole scatters located within the object volume, and can take several orders of magnitude 
longer to calculate than is the case for spherical homogeneous particles.  This becomes particularly 
challenging when those dipoles must be defined based on the smallest feature of an object, such 
as a 5 nm film coating on a 1 μm particles, and currently measurements of the dynamics of core-
shell and Janus particles which contain a thin film deposited onto one hemisphere of a spherical 
particle, are computationally inaccessible.  Recent work however with and clusters formed by 
Janus [16,17] and destabilization of Pickering emulsions containing stabilized colloidal core-shell 
particles [18,19] could benefit from dynamical information obtainable by DHM, and may enable 
measurements of accurate energy potentials between such particles, which are not currently 
available. 
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While Janus and core-shell particles cannot be modeled exactly, one possible avenue to 
studying their dynamics with DHM is to fit the particles utilizing an homogeneous particle model, 
where particle with an effective radius and single refractive index is utilized to measure the particle 
position.  To date however, it is unknown whether such a model can be numerically accurate to 
measure particle dynamics. In this work, we explore the effectiveness of such a model by 
calculating holograms for assorted core-shell and Janus particles and then attempting to fit them 
with a homogeneous particle model.  
Modeling of particles 
Holograms of particles were calculated utilizing the open source Holopy software package 
[20].  This software package has the capability of calculating holograms from arbitrary objects 
utilizing the discrete dipole approximation, but fitting data from such calculations is 
computationally burdensome.  Due to their widespread use in colloidal studies, we have modeled 
polystyrene particles (np = 1.59) with a radii of 0.5, 1, 3, and 6 μm, immersed in a PDMS oil with 
a refractive index of 1.4.  The particle height relative above the focal plane was varied between 50 
and 100 μm, providing clearly resolvable fringes in a 40 x 40 μm image, with a simulated 
resolution of 0.2 μm/pixel.   
Core-shell particles were coated with a 30 nm shell with a refractive index of 2.0, and 
holograms were exactly calculated according to the Mie scattering solution for concentric spheres 
[21].  A Janus shell was formed by subtracting the overlapping volume between two spheres with 
radii differing by 30 nm, and then removing all points in the lower plane.  This shell was added to 
a homogeneous particle and was calculated utilizing the discrete dipole approximation [22].  1000 
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particles were simulated at random heights between 50 and 100 μm, and in the case of Janus 
particles, at random rotational vectors as well.   
In order to maximize compatibility with existing analytical techniques available to us, we 
have developed our own an analysis code in MATLAB to process simulated and experimentally 
obtained holograms.  A key advantage of this code is that it fits holographic images by radially 
average the intensity pattern about the center of the hologram.  If the center can be accurately 
obtained by external methods, then this method is capable of rapidly processing holograms by 
fitting a one dimensional line instead of a two dimensional image.  Radial averaging additionally 
has the benefit of inherently reducing the weighting of pixels far from the center where the 
amplitude of intensity pattern decays to the bulk value.  In the presence of noise or other nearby 
pixels, this represents an important reduction to ensure good fits.     
To that end, we have further developed the code to first locating the center pixel by 
identifying the series of rings by finding peaks in the second derivative of the intensity distribution 
and fitting circles to closely identified points using image processing techniques developed to 
investigate bubble dynamics in Chapters 3-5.  Recognizing that the rings must be concentric, the 
hologram center can be found by averaging the centers from each concentric ring.  In the presence 
of noise, this must be done iteratively, first to finding the approximate center, and then to regroup 
points based on the center.  While such an iterative process may be time intensive, we have found 
that it performs substantially faster than trying to fit the center while varying other particle 
parameters simultaneously.  
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Results 
In Figure 7.2a, we have fit the z-coordinate 1 μm particles utilizing a homogeneous model 
in which the refractive indices, radii, and illumination parameter, α, are held constant, using the 
values of the pure polystyrene particle.  Because of the slightly different fitting methods between 
the code used to generate and analyze the holographic images, and the discretization involved in 
recording a hologram on a grid, even for homogeneous particles (blue), we observe a slight error 
in the particle position for homogeneous particles, but it was less than 2% of the particle diameter, 
or about 20 nm, and was independent of the particle position.  Both core-shell (red) and Janus 
(green) particles appear to be offset from their actual position.  As the particle moves further from 
the focal plane of the microscope, a negative error is introduced in fitting the position of the 
particle, meaning that a core-shell particle physically located 80 μm from the focal plane would 
appear at 79 μm instead.   
In practice however, DHM images are typically fit by finding the best parameter for the 
refractive index and particle radius to account for variations in material parameters due to inherent 
uncertainties in the particle synthesis.   In this respect, it is logical to check if this fitting can 
compensate for the thin films, since the bulk of the interference signal is expected to come from 
the core of the particle itself, and the thin film represents a small perturbation.  We have determined 
effective parameters utilizing a two-step process.  First, particles are fit by allowing the particle 
position, refractive index, radius, and α to vary freely.  From the average of the first fitting, we can 
determine an effective refractive index and radius and utilize them to fit the hologram z-position.  
Comparison between Figure 7.2a, which utilized fixed parameters, and Figure 7.2b, with the 
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effective model, clearly shows that utilizing an effective model can substantially compensate for 
perturbations introduced by the thin film.   
While the effective parameters can differ from the real parameters, as indicated in Figure 
7.3, the do not vary by more than about 10%.  Because both refractive index and radius values are 
varied simultaneously, we cannot expect that the resulting effective particle, however a clear trend 
is that as the particles get larger, the effect of the thin film is diminished and the effective 
parameters approach that of the core particle, particularly for the refractive index of the particle.  
Such behavior should be expected by considering the relative volumes occupied by each material 
and defining an effective refractive index by weighting by the volume fraction of each material.   
The error introduced by utilizing effective particle parameters does not substantially 
diminish as the particle size increases and generalized predictive trends are non-existent.  In Figure 
7.4, we have looked at the error introduced by effective particles.  The most substantial conclusion 
we can make regarding the accuracy of an effective model is that there appears to be a sweet spot 
where the model is highly accurate.  For instance, Janus particles give very accurate results for 1 
μm particles, but both larger and smaller particles give an average z-displacement.  Core-shell 
particles on the other hand are undergo a transition near 2 μm.   
While the absolute error introduced through an effective model can grow to about 25% of 
the particle diameter, often, it is the relative displacement of a particle over time which is the 
experimentally interesting parameter, rather than the absolute position.  With that now in mind, 
we turn our attention to the local uncertainty imposed on such a measurement.  Considering only 
core-shell particles, we have analyzed the local uncertainty in the position about its average value, 
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which corresponds to the width of the curves in Figure 7.2.  This width is plotted in red in Figure 
7.5.  Generally, as the particle size increases, the uncertainty decreases, especially if considered as 
a fraction of the particle diameter.  This result should be expected and is consistent with the 
assumption that as the core comprises a greater fraction of the volume, it becomes a better 
approximation.   
We have also looked at the error introduced in measuring a displacement of one particle 
diameter.   Mathematically we can consider this as the problem of a particle actually moving from 
a position 1z  to a position one diameter, d , away located at 2 1z z d  .  Due to the nonlinear 
response of our effective model, this corresponds to a particle appearing to move from 
1 1 1( )z z e z    to 2 1 2( )z z d e z    , where ( )e z  is the error introduced by the model.  Again we 
are not interested in the absolute error, but rather the error introduced in the displacement, 
2 1( ) ( )z e z e z   .  The results are plotted by the blue curve in Figure 7.5.  While this increases 
with particle diameter, it is only because the displacement itself has also increased.  As a 
percentage of the particle diameter the displacement error remains less than 1%.  Actual 
measurements of the uncertainty will exist as a combination of these two mechanisms and for 
small displacements such as the ones calculated here, are dominated instead by the uncertainty in 
the fitting, not the error introduced by the displacement. 
While an effective particle model introduces an error in fitting the z-position, the error and 
uncertainty for a displacement remain low due to the narrow width of the distribution.  Such is not 
the case for Janus particles.  Due to the asymmetry of the particle one would naturally expect that 
two identically positioned particles, one with a high index coating oriented towards the laser source 
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and the other with the high index coating oriented towards the camera to appear to be in two 
different locations.  The result is evident in Figure 7.2, where the distribution of particle 
measurements is substantially wider for the Janus particles than it is for the core-shell or 
homogeneous particles.  Reanalyzing the z-position error in terms of angle in Figure 7.6 we 
observe a clear angular dependence in the z-position error.  Surprisingly, the position error displays 
peaks at both 0° and 180°, corresponding to the high index coating pointing towards and away 
from the laser source, respectively, instead of smoothly varying from one limit to the other.  
Additionally, the distribution experiences two minima.  For the 1 μm particle, these minima are 
located just below 90°, corresponding to an orientation with the high-index coating still pointing 
slightly up towards the laser.  As the particle size increases, these points move closer to 0°.  At this 
time we do not have conclusive evidence to show that for very large particles this results in a 
minimum at β=0° instead of a local maximum, but currently the evidence supports such a 
conclusion. 
Turning again to the question of displacement error, this time for Janus particles, have 
measured the uncertainty in position introduced by ignoring rotational conformations of a particle.  
This corresponds to measuring the width of the distribution in Figure 7.2 and is plotted in blue in 
Figure 7.6.  Ignoring rotation introduces approximately 50 nm of uncertainty into measurement of 
the particle position, nearly independent of particle size, substantially higher than the uncertainty 
observed for core-shell particles, but still small compared to the particle diameter.  Like the core-
shell particles the displacement error initially starts out small for small particles, but as the particle 
radius increases, the displacement error rises rapidly, substantially surpassing the uncertainty due 
to rotational averaging for 6 μm particles.   
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Conclusions 
To a high degree of accuracy, core-shell and Janus particles are well approximated by an 
effective homogeneous particle.  As the particle size decreases, resulting in an increasing fraction 
of the volume occupied by the thin film compared to the core, the approximation begins to break 
down, although for 500 nm particles, the uncertainty in the position is less than 6% of the particle 
diameter for core-shell particles, and only 13% for Janus particles.  Conversely as particle size 
increases, the approximation becomes more accurate.  This is of course computationally 
significant, since holograms for small particles are substantially faster to compute than for large 
ones.  As a result, once fitting the precise model becomes computationally intensive, there is likely 
not to be a substantial trade-off in switching to the less accurate but more computationally efficient 
effective particle model.   
Due to errors introduced by the effective particle model, absolute particle position 
measurements cannot be taken too seriously, although we can confidently state that for particles 
within the range studied, the absolute error does not exceed one particle radius.  While generally 
not a problem since displacements are often more useful than position, it does raise some 
interesting challenges.  For instance a key drawback of DHM is the inability to resolve the interface 
between two index-matched liquids, and so recent studies of the dynamics of particles adsorbing 
to interfaces can only measure interactions with the interface by assuming that the interface is 
static.  A possible workaround to measure the interface would involve adsorbing smaller particles 
to the interface to measure the interface height.  While such an approach could accurately measure 
fluctuations of the interface which could be correlated to the motion of the larger particle, 
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measurements of the position of the particle within the interface would not be comparable if a 
Janus or core-shell particle were the subject of the study.    
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Figures 
 
 
Figure 7.1  (a) DHM setup.  A collimated laser beam illuminates the sample. The microscope 
is defocused from the actual plane of the particle, resulting in the interference 
pattern (b).  As the defocusing is increased, the radius of the ring pattern expands, 
providing particle height information.  Fitting the concentric rings (c) allows fast 
and accurate determination of the hologram center so that the radial average (d) can 
be computed. 
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Figure 7.2  Fitting error introduced by fitting 1 μm polystyrene particles to a homogeneous 
model.  Z particle position were fit using actual particle radii and refractive index 
(left) and effective radii and indices (right) for Janus (green)and Core-Shell (red) 
particles.  Model accuracy was validated by fitting homogeneous particles (blue).   
 
 
Figure 7.3  Effective refractive indices and particle diameters for core-shell (red) and Janus 
(green) used for determining the Z position error.  The blue line plotted in the 
effective radius plot is the value expected by taking a volume weighted average of 
the core and shell refractive indices. 
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Figure 7.4  Fitting error for core-shell (red) and Janus (green) particles for particles of various 
size, normalized by the particle diameter. 
 
Figure 7.5  Position uncertainty introduced by fitting  core-shell particles with a homogeneous 
model (red), and error introduced by a z-displacement of one particle diameter 
(blue) 
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Figure 7.6  Left: Fitting error for Janus are dominated by the rotation angle, β.  1 μm particles 
shown.  Right: Uncertainty in particle position introduced by disregarding 
rotational orientation of Janus particles (blue); Error introduced by a z-
displacement of one particle diameter (red)  
  
β
Laser 
direction
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APPENDIX A:  
 
LINEARIZATION OF THE RAYLEIGH-PLESSET EQUATION 
In the Rayleigh-Plesset equation, we defined an external pressure term  P t  which 
fluctuates around 0.  If the fluctuation amplitudes are small, then we can linearize the Rayleigh 
Plesset equation by making the definition    0R t R r t  , where r  represents low amplitude 
fluctuations in the radius R  about the equilibrium value 0R .  In this case, the Rayleigh-Plesset 
equation becomes  
 
 
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0 0 0
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. (A.1) 
Here, we have ignored the effects of viscosity and vapor pressure to simply the math, although it 
can be shown that they generally amount to small perturbations in the final solution.  We then 
linearize the LHS, keeping only first-order terms in r  
  
  20 0
3
2
r R r r rR    
. (A.2) 
To linearize the RHS, we will take a first-order Taylor expansion about 
0
r
R
:   
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with coefficients given by 
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The final expansion can be written 
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 Equating the LHS and RHS and rearranging gives  
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This equation is an inhomogeneous differential equation of the form  
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 rr r f t   (A.8) 
 .  The homogeneous differential equation has the well-known solution  
 
sin cosr rr A t B t    (A.9) 
, where the natural resonance frequency is  
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Here, we see the classical relationship for the natural frequency of an oscillating bubble, first put 
forward by Minneart [1] where 1
r R
 .   
For the particular solution, we assume that the time-dependent pressure perturbation can 
be decomposed into normal modes of the form    sinAP t P t  and guess the particular 
solution  sinr C t .  Solving for C, we get the general solution for the radius of bubble  
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There are two classical results to be obtained from this relationship depending on the frequency of 
the external perturbation   relative to the natural frequency: 
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 So small bubbles, corresponding to high natural frequencies, oscillate in phase, with the external 
perturbation and are consequently driven towards the anti-nodes of the standing wave.  Conversely, 
large bubbles oscillate out of phase and in order to minimize their energy, are driven to pressure 
nodes, where the amplitude of oscillation is lower.  This is the well-known Bjerknes effect [2]. 
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APPENDIX B:  
 
SUPPLEMENTARY MATERIAL TO CHAPTER 2 
Adapted with permission from Scott Parker and Steve Granick (2014) Unorthodox bubbles when 
boiling in cold water, Physical Review E, 89, 013011.  Copyright © 2014 American Physical 
Society 
Thermal penetration depth 
One of the driving forces for the collapse of vapor bubbles is condensation along the edge 
of the bubble.  To estimate local temperature, we employed a COMSOL simulation to estimate the 
heating depth into the water phase based on the surface temperatures we measured empirically 
using thermal reflectivity.  The thermal boundary condition along the metal films is a constant 
temperature boundary condition which has been matched to the empirically measured averaged 
steady state temperature profile from a 0.8 W incident laser. Figure B.1a shows the computed color 
plot of temperature against linear distance from the center of the heating spot using literature values 
for the thermal conductivity of various of the system, allowing for natural convection, and 
assuming no phase change in the water.  Figure B.1b plots measured surface temperature against 
distance r from the center of the bubble (blue).  Figure B.1b also plots the calculated temperature 
as a function of distances h(r) above the center of the heated spot (red).  From the graph, it is clear 
that in the steady state, a superheated liquid region exists within an approximate hemisphere with 
a radius comparable to that of the heating laser.   
The high thermal conductivities of the metal thin films above the silicon, coupled with the 
insulating glass thin film below the silicon, make it likely that the measured temperature is a good 
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approximation of the actual temperature against water.  As nucleation is considered to be impeded 
by the smoothness of our Au films sputtered at the slow rate of 0.3 Å/s, it is reasonable to find the 
indicated temperatures at the center of the laser beam, especially considering that according to the 
classical theory of nucleation, steady-state superheats up to 180 °C are permitted before nucleation 
becomes kinetically necessary [1].   
Turbulent flow patterns, likely when bubbles leave the surface, will tend to stir up the 
system, so this calculation must be considered an upper bound on the actual local temperatures 
before bubbles form.  In addition, as bubbles grow they may become larger than the original 
superheated region, pushing the superheated layer outward.   
Thermoreflectance measurements 
The layered sample structure in Figure 2.1b is designed to absorb the incident heating laser 
and to provide a temperature sensor near the boiling surface.  If, while the heating laser is on, the 
surface is simultaneously illuminated by a 630 nm LED light, the reflectivity of the Si layer will 
vary, depending on the temperature [2–4].  By imaging the reflected surface signal to a video 
camera as shown in Figure B.2, a spatially resolved temperature profile of the heating surface 
could be obtained.  Each individual sample was calibrated in air up to 200 °C before water was 
introduced for the boiling experiments.   
Evaluation of bubble volumes 
As optical measurements focused on the substrate showed bubbles to be cylindrically 
symmetric on the surface up to the point of breakup, a MATLAB code was written to analyze the 
images of bubble growth and departure based on this assumption.   The bubble edge was identified 
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with sub-pixel resolution as the position of maximum intensity gradient in the horizontal, vertical, 
and diagonal directions.  Points were then connected using a graph theory framework [5,6] and 
interpolated to find the bubble width at each pixel height, as shown in Figure B.3.  Here dh  
corresponds to the height of one pixel.   With the assumption that radius ( )r h  is symmetric about 
the central axis, the volume of the bubble was  
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 
 (B.1) 
Radial displacement power 
Determining the energy of a given bubble is a delicate matter, both experimentally and as 
a matter of definition.  Calculating the energy of a bubble requires measurement of the distribution 
of thermodynamic variables (pressure, temperature, flow velocity) within the bubble, or at least a 
measurement of the averaged properties, which poses an experimental challenge.  Further 
determinations must be made for how to account for the available energy to grow the bubble, 
located in the surrounding fluid and substrate, and to the point in time that the measurement is 
taken.   
To gain intuition about the energy initially available to the bubble, we can calculate the 
radial displacement power, 
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where t  is the time for the bubble to grow to maximum size, evapE  is the energy spent to create 
water vapor in the bubble, and the apparent kinetic energy, 
 
 
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2
AK ll
E dV  v n
 (B.3) 
is the kinetic energy imparted into the liquid as the bubble grows, assuming an irrotational 
incompressible flow, where l  is the liquid density, v  is the fluid velocity, and n  is a unit vector 
pointing radially away from the nucleation site.  Rewriting in terms of radii and assuming a 
hemispherical bubble, the apparent kinetic energy can be expressed  
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where R  is the bubble radius.  Through the conservation of mass, the fluid velocity at a point r  
can be related to the velocity of the bubble interface by  
 2 2R R r r  , (B.5) 
which when substituted into (B.4) yields  
 2 3AK lE R R   (B.6) 
which can be calculated through experimentally accessible properties.  Since the shape of bubbles 
can be well approximated by a hemisphere but exhibits some spatial variation, we use an average 
radius corresponding to that of an equivolume hemisphere throughout the bubble growth phase. 
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 In the absence of evaporation, a pure cavitation bubble would completely collapse and AKE  
would be sufficient to describe energy available to the bubble.  The rebounding behavior seen in 
Figure 2.2 however implies that evaporation has taken place and the bubble wall motion is results 
in the sum of inertial and evaporative processes.  A correction factor must be applied to subtract 
off the effect of evaporation.  Assuming that the initial collapse of vapor bubbles is purely inertial, 
we estimate the evaporated mass during the growth phase from the volume taken after the initial 
collapse, evapV ,  denoted by the red arrows on the volume plots of Figure 2.2.  For conventional 
bubbles, which do not collapse, the evapV  was taken to be the maximum volume.  Assuming the 
internal temperature of the bubble is the saturation temperature, satT , and the internal pressure is 
atmospheric, 0p , we can calculate the evaporated energy, evapE , to be  
 0,satevap v evapT p
E V h 
 (B.7) 
 where vp  is the vapor density, and 65satv T T
h h h

    is the change in specific enthalpy to 
vaporize water from the ambient temperature.  
By substituting equations (B.6) and (B.7) into (B.2), we can calculate the radial 
displacement power for each bubble, and have plotted the averages for each bubble type in Figure 
2.3d. 
Boiling mode times 
Figure B.5 contains the raw data for Figure. 2.5 in the main text.  Bubbles were observed 
during roughly 5% of the total elapsed time for each experiment.  The key information is the ratio 
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of classical to non-classical growth modes.  Note that when both modes are present, on average 
50% of the time is spent in each category.  Seeking to estimate the heat transfer between surface 
and liquid, we note that heat entered the system regardless of whether bubbles were observed, so 
this time should enter the calculation too.  Various estimates of this were made. 
The “Preceding” panel supposes that heat transfer by each bubble is proportional to the 
time from end of the previous bubble, to the time at end of the given bubble, the bubble removing 
all heat that built up during this time.  By this measure, non-classical bubbles accounted for a large 
proportion of the total; classical bubbles were the dominant mode for just 5 of the 21 samples. 
The “Following” panel supposes instead that the departure of each bubble generates a 
convective flow pattern which continues to remove heat after the bubble leaves, removing the heat 
input after the bubble departure.  Here, heat transfer by each bubble is proportional to the time 
from beginning of the given bubble to the beginning of the next bubble.  By this measure, classical 
bubbles were relatively dominant, accounting for a majority heat transfer in 13 of the 21 samples.  
This allotment is somewhat nonphysical however because the explosive bubble growth seen 
throughout the movies reflect the fact that heat builds up before each nucleation event, indicating 
that convection is being replaced by the thermal build-up mechanism described in the “Preceding” 
panel. 
The “Midpoint” panel supposes a transition from convection to heat build-up, and splits 
the difference, attributing half of the time before and after each bubble to each bubble.  By this 
measure, we likewise conclude that classical bubbles were the dominant mode for just 5 of the 21 
samples.  As the 50/50 criterion is arbitrary, alternatively, Figure. 2.5b of the main text weights 
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the contribution of each bubble in proportion to its size.  For instance, for a succession of three 
bubbles with relative sizes 1, 3, and 2, 75% of the time between the first two bubbles would be 
allotted to the middle and 60% of the time between the last two bubbles would be allotted to the 
middle.  This is justified because larger bubbles should be formed through a greater build-up of 
heat prior to their arrival.  Similarly, larger bubbles should generate larger flow patterns on 
departure.  By this measure, classical bubbles were the dominant mode for just 7 of the 21 samples. 
The difference between the “Preceding” and “Following” frames indirectly gives 
information about timing between bubbles.  Classical bubbles are, on average, preceded by shorter 
waiting times and followed by longer waits.  Non-classical bubbles are preceded by longer waits 
and followed by shorter ones.  Such observations were verified in the movies, where non-classical 
bubbles are often followed by several classical bubbles before the system goes into an extended 
waiting period, before this cycle repeats.  
Aspect ratio and lifetime distribution 
Aspect ratios in Figure B.6 are calculated by taking the ratio of height (H) to width (W) of 
bubbles.  Note that because they grow from surfaces, a bubble with a constant radius of curvature 
has an aspect ratio of 0.5, not 1 as one might naively expect.  As bubbles become more energetic, 
the aspect ratio decreases from about 0.6 to 0.5, indicating that the bubbles are more hemispherical, 
more nearly dominated by inertial growth.  Since inertial growth occurs nearly uniformly in all 
directions, the distribution of aspect ratios then becomes sharper.  
Non-classical bubbles had a consistent average lifetime, 0.7 ms, the same lifetime as for 
the Recoil and Triaxial bubbles (not shown here).  On average, classical bubbles have a shorter 
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lifetime, as they are smaller, however their distribution is broader since they lack explosive driving 
force of the non-classical modes, and could become pinned to the surface for times exceeding 1 
ms. 
 
Rewetting size 
 In 202 of the 539 boiling experiments, a persistent bubble was observed.  These bubbles 
remained on the surface until the end of each experiment and had lifetimes greater than 100 ms.  
There are two mechanisms by which a permanent bubble was observed to come into existence.  
First, a bubble may leave the surface, but not fully detach, leaving behind a residual vapor pocket.  
In such cases, the surface is not rewet as a vapor pocket thermally insulates the heating surface, 
preventing the growth of new bubbles.  The second method involves the slow growth of a bubble 
following a complete rewetting event.  In such a case, the colder surrounding fluid penetrates to 
the heater, allowing ample opportunity for subsequent boiling, but for reasons which we do not 
understand, the bubble remains pinned to the surface and does not depart.   
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 In Figure B.7, we have measured the initial contact diameter of each persistent bubble at 
the moment of the departure of the previous bubble.  If a residual vapor pocket was left on the 
surface by the previous departing bubble, a contact diameter was measured, but if the surface was 
completely wet, the contact diameter was set to 0.  Surprisingly, over 60% of bubbles followed a 
complete rewetting event. 
Multi-bubble behavior 
Figure B.8 depicts the two primary methods by which bubble interactions lead to 
detachment of previously pinned bubbles.   Some bubbles merged with others, as illustrated in 
panel (a).  This would happen when a second bubble grew nearby (arrow at 0.2 ms in (a) and 
merged with the pre-existing bubble as it grew.  Then the bubble was found to shake back and 
forth, and finally the merged bubble lifted off the surface.  Some other bubbles simply pushed 
nearby bubbles off the surface, as illustrated in panel (b), where the red arrow shows the time-
dependent position of the original bubble.   
In both panels, rapid inertial growth of a second bubble removes the first.  This makes 
sense when one considers that as the original bubble sits for a long time on the surface, a large 
superheat builds up in the nearby fluid.  Larger pre-existing bubbles are more likely to merge, 
while smaller ones are more likely to be kicked off.   
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Figures 
 
Figure B.1  Steady State Temperatures calculated using COMSOL software and no turbulence. 
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Figure B.2  Thermoreflectance setup and example calibration 
 
 
Figure B.3  Coordinates used to estimate bubble volume from the optical images. 
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Figure B.4  Radius definitions 
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Figure B.5  Fraction of time for classical (red), non-classical (green) and multiple (yellow) 
bubbles, calculated by 4 different methods.  Grey indicates the quiescent time 
unallocated to any bubble.  The 21 columns each refer to an independent 
experiment without distinguishing between incident power.  Regardless how the 
estimate is made, these estimates suggest that non-classical bubbles are responsible 
for more than ½ of the heat transfer on average, in those cases when both classical 
and non-classical bubbles are present.     
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Figure B.6  Aspect ratio and lifetime histogram for bubbles of different types. 
 
 
Figure B.7  Histogram of initial bubble contact diameters of persistent bubbles.  The x-axis has 
been normalized by the radius of the heating beam for ease of comparison.   
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Figure B.8  Bubbles can interact leading to joint detachment.  In both panels, the number shows 
time in ms after the first frame.  (a) Merger of 2 bubbles when a second one, 
indicated by an arrow, grows nearby. (b) Kick-off of a stationary bubble when a 
second one grows nearby.  In (b), arrows indicate the position of the original 
bubble. 
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APPENDIX C:  
 
SUPPLEMENTARY MATERIAL TO CHAPTER 4 
The contents of this chapter are based on a manuscript in preparation by Scott Parker, Sung Chul 
Bae, and Steve Granick (2014) 
Regardless of heating power, breathing, pulsing, and swaying oscillation modes were 
present, comprising the dominant oscillation mode (> 50% of time) for bubbles regardless of their 
lifetime.   When the heating power exceeded 1 W, some bubbles became stationary, failing to 
oscillate (the lifetime was the best predictor of this) but no bubble with lifetime shorter than 270 
ms became stationary.   
Bubble oscillation modes were identified automatically using a home-built MATLAB 
code.  Bubble edges were calculated using a graph theory framework [1,2].  From the bubble 
outline, the height (H), width (W), left (L), and right (R) sides of the bubbles were identified.  We 
considered only bubbles with a lifetime greater than 5 ms.  Oscillation modes were determined by 
inspecting the bubble properties over a moving 5 ms window and applying the following criteria: 
1) When ΔH and ΔW within the moving time window were less than 10% of average height 
or width, this bubble was considered stationary. 
2) When H and W oscillated in phase (Pearson correlation > 0.1), the bubble was considered 
to be “breathing.” 
3) When H and W oscillated out of phase (correlation < -0.1) and L and R oscillated out of 
phase (correlation < -0.1), the bubble was considered to be “pulsing.” 
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4) When H and W oscillated out of phase (correlation < -0.1) and L and R oscillated in phase 
(correlation > 0.1), the bubble was considered to be “swaying.” 
Modes were identified with given bubbles when this bubble fit the pattern for at least 10% 
of the bubble lifetime.  Modes that described the bubble for more than 50% of the lifetime were 
considered to “dominate.”  Modes that described the bubble for at least 90% of the lifetime were 
considered to be the “only” mode.  Bubbles that fit none of the above criteria, roughly 2 % of the 
total, were discarded from analysis.  
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Figures 
 
Figure C.1  Histogram of dominant oscillation modes, plotted against power (top panel) and 
lifetime (bottom panel):  breathing (red), pulsing (blue), swaying (green), stationary 
(burgundy).  In the bottom panel, the data are binned into logarithmic bins of equal 
size, as lifetimes range between 5 ms and 2 s. 
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APPENDIX D:  
 
SUPPLEMENTARY MATERIAL TO CHAPTER 5 
The contents of this chapter are based on a manuscript in preparation by Scott Parker, Sung Chul 
Bae, David Cahill, and Steve Granick (2014) 
Estimate of the local heat flux 
While changes in surface temperature, T  can give an impression for the overall level of 
cooling, the true measure of energy flow is the heat flux, q , transported from the solid to the 
substrate, which is given by Fourier’s law 
 0z
T
q
z




  (D.1) 
where   is the thermal conductivity of the substrate and z  is defined in Figure D.1a.  The surface 
temperature measurement developed in this work, while providing good resolution in x and y, tells 
us nothing about the z temperature gradient, so we must estimate the heat flux through existing 
measurements.   
Calculating the conservation of energy for a differential volume, $dV$, located just below 
the surface, we can describe the time evolution of the surface temperatures by  
  2v laser
T
C T Q
t
 

  

 (D.2) 
where   and vC  are the substrate density and heat capacity, respectively, and /laser laserQ q   
represents the energy per volume delivered into (or generated in) the volume element by a laser 
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with intensity laserq  being absorbed by a film of thickness  .  Here, we have implicitly assumed 
that the differential element, dV  functions both as the heater and the thermometer, which is 
justified by the fact that the thermal diffusion length per frame in even the most resistive material 
in our system (liquid water) is 2 μm, which is over an order of magnitude larger than the actual 
thickness of the heater and thermometer elements. 
Expanding the Laplacian, into Cartesian coordinates, we can rewrite equation (D.2) as  
 
2 2 2
2 2 2v laser x y z laser
T T T T
C Q Q Q
t z
Q Q
x y
 
    
       
  

  , (D.3) 
where xQ , yQ  and zQ  represent the energy gained or lost in each direction, and are independent 
of each other.   For an element located at the surface, we recognize that the vertical heat flow, zQ  
is equivalent to the summation fluid zQ Q  , independent of the specific heat flow mechanisms.  
Recognizing that zQ  is an energy density, flowing out of a volume dV , if we prescribe a thickness 
z  to the differential element, then we can calculate the heat flux, zq  in the vertical direction 
flowing away from the differential volume element, noting that 2 /z zQ q z  . 
We can estimate the heat flux flowing out of a differential volume, dV in the Z direction 
by 
 
2 2
2 2 2
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qT T T z
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While this does not differentiate between heat flowing into the fluid and into the liquid, the 
intuitive picture would state that when the liquid undergoes a dramatic cooling event with 
temperatures falling, most of the calculated heat flux should be pointed in the direction of the fluid 
and not the substrate.   
For simplicity, we substitute in material parameters for glass, because of its large thermal 
mass relative to the thin metal films.  The calculated heat flux for conventional pinch-off and 
mushroom bubbles are plotted in Figure D.2 and Figure D.3.  In each figure, the vertical dashed 
line corresponds to the average bubble pinch off time.  In each case, the primary cooling appears 
to take place during the growth phase only, consistent with our observations of surface 
temperature.  The double peak in the total heat flux of the mushroom plot corresponds to the 
secondary cooling associated with oscillations in the internal pressure of the bubble. 
Bubble time scales 
In considering the possible mechanisms for to explain the change in surface temperatures 
as the bubble begins to either grow or shrink, we can analyze the time that it takes for changes in 
temperature at various locations in the bubble to be felt at the substrate.   Namely, there are two 
locations where evaporation and condensation processes can take place, as indicated in Figure D.4.  
1) Along the outer surface of the bubble; 2) Underneath the bubble at a thin liquid film in contact 
with the substrate.   
As we saw at the substrate, temperatures are reduced in regions where evaporation takes 
place.  Similarly, one would expect temperatures to rise under condensation.  If we now consider 
a shrinking bubble, condensation will occur along the outside edge of the bubble, corresponding 
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to region 1, since the liquid temperatures are lower than the vapor temperature.  This will have the 
effect of raising the temperature along the outer surface of the bubble, and in principle this heat 
may be transported to the measurement point by pathway “a” and we can estimate the time for 
such an effect to be felt through the thermal diffusivity, 
2l


 .  Taking into account the size of 
the bubble (~ 500 μm), and the thermal diffusivity of the vapor, (40 μm2/μs),  the timescale for 
thermal diffusion along pathway “a” is approximately 6 ms, which far exceeds the lifetime of the 
bubble.  Therefore, we can eliminate any thermal communication between the nucleation site and 
the outer surface.  Similarly, we can eliminate energy transport by mass diffusion from the surface 
1 to the nucleation site, which has a similar time scale. 
If we neglect the thin liquid layer which may be present under the bubble, then temperature 
changes due to condensation at the outer surface of the bubble, near point 2 may be propagated 
more rapidly through the surface along path “b”.  This too can be eliminated, as the thermal 
diffusivity of the most conductive substrate material (gold) is ~ 125 μm2/μs.  Along this pathway 
a change in temperatures along the outside of the bubble would still take 2 ms to register at the 
nucleation site. 
A third possibility is that water condenses along the bottom surface of the bubble, forming 
or adding to a thin liquid film depicted near point 2.  If a pre-existing liquid film is present, it will 
take a finite time for this temperature rise to travel across the liquid film via pathway “c” and be 
measured at the substrate.  Using thermal diffusivity arguments coupled with the fact that we have 
observed simultaneous changes in bubble volume with temperature, we can estimate the maximum 
possible thickness of such a liquid film by considering the distance heat diffuses across a water 
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layer (α=0.15 μm2/μs) in 1 time step (33 μs).  This maximum thickness is therefore 2 μm.  We note 
that that this limit is almost an order of magnitude smaller than existing theories would predict 
such a microlayer to be, based on boundary layer arguments [1–3]. 
Cooling by depressurization 
Diffusive processes are not fast enough to register the long-range uniform cooling seen 
underneath mushroom bubbles.  Pressure, on the other hand, equilibrates at the speed of sound, 
450 m/s in water vapor, which means that a 1 mm bubble will equilibrate in 2 µs, fast enough to 
appear instantaneous given the temporal resolution of our measurement.  Pressure is also a natural 
variable to consider because the initial internal pressures are much higher than the surroundings of 
the bubble nucleus.  To confirm this, we note that the rapid growth of the bubble is similar to that 
of cavitation bubbles which to first order can be treated as an adiabatic expansion and collapse [4].   
When cavitation bubbles are formed in a superheated liquid, their initial pressure is equal to the 
vapor pressure of the superheated liquid.  As the bubble grows, the pressure drops adiabatically 
until the system equilibrates with the ambient pressure.  If the bubble is expanding into a sub-
cooled liquid however, by the time the internal pressure reaches the atmospheric pressure, the 
bubble has grown to such a size that the vapor pressure around the edge of the bubble is now lower 
than the atmospheric pressure, causing the bubble to recoil and the pressure to increase.  For a 
purely adiabatic process, the bubble volume is related to the temperature by  
 1 const.TV    ,  (D.5) 
and since 1  , there is an inverse relationship between volume and temperature, mediated by the 
pressure.   
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In Figure D.5, the initial expansion of a mushroom bubble has been fitted to equation (D.5)
, where we have replaced   with the polytropic exponent  .  As long as 1     and the inverse 
between temperature and pressure still holds.  As we can see from the fitting this condition is 
satisfied with 1.02  .  Here again, we note that since the pressure is the primary variable 
controlling temperature, and pressure equalizes instantaneously in our experiment, the temperature 
should also be uniform which is consistent with the plot in Figure 5.2 of the main text.  We also 
note that the subsequent oscillations in volume seen in Figure 5.4 of the main text can also be well 
fitted by a polytropic model, but the limited range of volumes and temperatures for such fits do 
not lead to great certainty in the obtained values.  
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Figures 
 
Figure D.1  (a) Coordinate system for heat flowing into the liquid.  (b) A differential volume 
element located just below the solid-liquid interface. 
 
 
 
Figure D.2  Spatially resolved heat flux estimate (top) and total surface heat flow (bottom) for 
conventional pinch-off bubbles. 
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Figure D.3  Spatially resolved heat flux estimate (top) and total surface heat flow (bottom) for 
mushroom-shaped bubbles. 
 
 
 
 
 
Figure D.4  Pathways for heat transport around the bubble 
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Figure D.5  Bubble volumes and nucleation site temperatures for a mushroom bubble.  The 
green curve corresponds to a polytropic fitting of the initial expansion.  As the 
bubble collapses, it deviates from the curve. 
 
 
 
 
