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1 Introduction and Outline 
1.1. Brønsted acid catalysis 
In the past two decades, using small organic molecules as catalysts in organic reactions 
became more and more important. The advantages of the so called organocatalysts 
compared to common metal catalysts are that they are resource-friendly and easily 
available, non-toxic and not sensitive to water and oxygen.[1] Chiral Brønsted acids, 
which enable the access to enantiomeric products, are extremely successful in the 
enormous field of organocatalysts.[2] In 2004 Akiyama and Terada published some highly 
enantioselective Mannich type reactions with chiral phosphoric acids as catalysts.[3,4] 
They consists of an axially chiral 1,1’-bi-2-naphtol (BINOL) backbone with various 
substituents in 3,3’-posititon, which provide due to their spatial demanding structure the 
chiral environment for enantioselective transformations (Figure 1). The enormous 
potential of these catalysts is for example demonstrated in more than 100 publications in 
2013, which utilized them as catalysts for synthetic applications.[5] One main reason for 
the wide applicability of phosphoric acid catalysts is their bi-functionality: On the one 
hand the phosphoryl oxygen atom acts as Brønsted base and on the other hand the 
proton of the hydroxyl group acts as Brønsted acid.[6] Thus, this prominent class of 
catalysts can be used in versatile reactions, mostly under simple and mild reaction 
conditions. Beside the Mannich type reaction mentioned above, these powerful catalysts 
are used in several asymmetric transformations, like Friedel-Crafts reactions, 1,3-dipolar 
cycloadditions, Diels-Alder reactions, aldol reactions, Nazarov cyclizations, transfer 
hydrogenations or Strecker reactions.[5] 
 
Figure 1: A selection of different BINOL-derived Brønsted acid catalysts. Beside the acidic motif 
also the 3,3’-substituents (= Ar) can be varied to change the properties of the catalysts. The 
shown pka values were experimentally measured with potentiometric, spectrometric and 
conductometric methods (for CPA and NTPA: Ar = 2,4,6-(iPr)3-C6H2 and for DSI: Ar = H).[7] 
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However, the limited acidity of chiral phosphoric acids is insufficient to effectively active 
less basic substrates. Hence, different acidic motives of the BINOL-derived catalysts 
were developed to modify the acidity of this outstanding class of catalysts (Figure 1).[5] 
For example the reduction of N-alkyl-imines with Hantzsch ester was possible with highly 
acidic[7] disulfonimide catalysts (DSI), whereas chiral phosphoric acids typically fail 
(Figure 2a).[8] Furthermore, disulfonimide catalyst can be used to activate aldehydes.[4] 
Thus, for the disulfonimide catalyzed Mukaiyama aldol reaction of naphthaldehyde with 
ketene acetal high yields and ee were obtained, while with phosphoric acid catalysts 
almost no product could be detected (Figure 2b).[9]  
 
Figure 2: In some Brønsted acid catalyzed reactions the acidity of chiral phosphoric acids (CPAs) 
is not sufficient. By using more acidic but structural similar disulfonimide catalysts (DSIs) the 
yields and ee-values could be increased. Exemplarily the a) asymmetric reduction of N-alkyl 
imines[8] and the b) enantioselective Mukaiyama aldol reaction[9] are shown. 
Also the activation of unfunctionalized carbonyls with common phosphoric acid catalysts 
is still demanding.[10] By introducing a strong electron-withdrawing N-
trifluoromethanesulfonyl (N-Triflyl = NTf) group the acidity of the phosphoric acid catalyst 
is increased significantly (Figure 1).[2,5,7] The obtained N-triflyl phosphoramide (NTPA) 
could be successfully used as catalyst in an asymmetric Diels-alder reaction of ethyl 
vinyl ketones with siloxy dienens (Figure 3a).[11] By using the N-triflyl phosphoramide 
catalyst the product was provided in excellent yield and selectivity, whereas the 
phosphoric acid catalyst gave no product.[11] Also in an asymmetric protonation reaction 
of silyl enol ethers of 2-substituted cyclic ketones no product was found with phosphoric 
acid catalysts, whereas by catalyzing the reaction with the more acidic N-triflyl 
phosphoramide the product was afforded in almost quantitative yield (Figure 3b).[12] 






Figure 3: The acidity of chiral phosphoric acids (CPAs) is not sufficient enough for some 
Brønsted acid catalyzed reactions. By using more acidic but structural similar N-triflyl 
phosphoramides (NTPAs) yields and ee could be increased. Amongst others this is the case for 
a) an asymmetric Diels-Alder reaction[11] and b) an enantioselective protonation reaction.[12] 
Even if this class of catalysts can be used in several reactions and provide excellent 
yields and ee, the occurring reaction mechanisms are so far scarcely explored and 
therefore in many cases only proposed. Equally, investigations regarding the occurring 
intermediates and interactions are very rare. Indeed in recent years, several theoretical 
models have been developed to describe the interactions between catalyst and 
substrate and their influence on the reaction outcome.[13] Nevertheless, due to the 
relatively large molecular size of these catalysts often simplified catalyst structures had 
to be assumed for the calculations. However, the experimental access to occurring 
structures, interactions and mechanisms is extremely difficult due to countless 
interactions between substrate and catalyst as well as the high flexibility within the 
catalyst/substrate-complex, which enable the existence of several conformations. 
Despite these difficulties, the groups of Schneider and MacMillan found two crystal 
structures for different phosphoric acid/imine complexes.[14,15] In both cases a hydrogen 
bond is formed between the E-imine and the phosphoric acid catalyst. However, the 
imine is differently orientated to the catalyst.[14,15] In solution our group could show that 
not only two but four different core structures of the phosphoric acid catalyst/imine-
complex are present.[16,17] Thus, for both E- and Z-imine two different orientations of the 
imine were found. Partially also dimers of the catalyst/imine-complex could be 
identified.[17] Nevertheless, also in solution a strong, ionic hydrogen bond between 
catalyst and imine exists, which acts as a structural anchor. 
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1.2. Substrate activation via hydrogen bonds 
In general, a hydrogen bond can be described as a beginning proton transfer reaction: 
X-H···Y to X-···H-Y+.[18] That means that depending on the acidity of the proton donor X 
and the proton acceptor Y the position of the proton inside the hydrogen bond varies. 
Therefore, the X-H bond is weakened, while a partial H-Y bond is already formed.[18,19] In 
case, that the proton is located directly in the middle between proton donor and acceptor 
the hydrogen bond is referred as symmetric or strong.[18] 
The formation of a hydrogen bond plays a crucial role in several reaction mechanisms. 
Thus, in the whole field of organocatalysis several examples are known were the 
substrate-activation via hydrogen bond formation is assumed.[20,21] For some examples, 
even a bidentate binding of the catalyst to the substrate reduces the conformational 
freedom and therefore increases the catalytic efficiency.[20] This dual hydrogen bond 
interaction[22] is also responsible for the success of thiourea derived catalysts (Figure 
4a).[21,23–25] By adding an additional primary, secondary or ternary amine functionality to a 
chiral thiourea derivative, it is possible to activate two substrates simultaneously before 
the reaction takes place. Meanwhile, also for these bifunctional catalysts several 
examples are known.[23,24,26] One of them is the enantioselective addition of ketones to 
nitroolefins. Here the ketone forms an enamine intermediate with the amine group while 
the nitroolefin is activated through dual hydrogen bonding between the thiourea moiety 
and the nitro-group of the substrate (Figure 4b).[27]  
 
Figure 4: a) Proposed transition state of a thiourea catalyzed Strecker reaction.[28] Between 
catalyst and imine two hydrogen bonds are formed.[28] b) The proposed transition state for a 
highly enantioselective addition of ketones to nitroolefins is shown. The bifunctional catalyst 
consists of a thiourea moiety (orange) and an amine functionality (green). Both groups are 
connected with a chiral linker (grey). In this way ketone and nitroolefin are activated 
simultaneously.[27]  
 





Also in photocatalytic reactions hydrogen bonded intermediates are proposed. For 
example for a ketyl-olefin cyclisation a hydrogen-bonded pre-catalytic species between 
Brønsted acid catalyst and the ketyl moiety is assumed (Figure 5).[29] Therefore the 
single-electron transfer (SET) from the reduced photocatalyst is facilitated. 
Simultaneously, the proton of the Brønsted acid is transferred along the hydrogen bond 
to obtain a neutral ketyl radical, which reacts with the electron-poor olefin moiety. Finally, 
the hydrogen atom transfer (HAT) from the Hantzsch ester affords the product.[29] 
Equally, for the conversion of amides, alcohols or ketones a hydrogen bonded 
intermediate is proposed prior to the proton-coupled electron transfer (PCET).[30–32] 
 
Figure 5: The proposed mechanism for an intramolecular ketyl-olefin coupling is shown. The 
activation of the substrate takes place via a hydrogen bond formation. Subsequently, a proton-
coupled electron transfer (PCET), the C-C-bond formation and the hydrogen atom transfer (HAT) 
takes place.[29]  
Despite the generic assumption of hydrogen bonding, the experimental detection of 
hydrogen bonds is often very challenging. This is particularly the case for short living 
intermediates, which are additionally in fast exchange with each other. Hence, in many 
cases the existence of hydrogen bonds within a reaction mechanism has to be assumed, 
but could not be proven experimentally. 
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1.3. Hydrogen bond analysis 
Beside IR-spectroscopy, one method of choice for investigating hydrogen bonds is 
NMR-spectroscopy.[18] However, due to fast chemical exchange of different hydrogen 
bonded species often the obtained signals are averaged. In order to slow down the fast 
exchange, the formation of extended hydrogen bond networks, as they appear in 
proteins, can be useful.[33] The interplay of many different intramolecular interactions 
results in a rigid and less dynamic system. Thus, in 1998 the first trans-hydrogen bond 
2hJNN scalar couplings, in the order of magnitude of 7 Hz, could be measured in Watson-
Crick base pairs of 15N-labeled RNA.[34] Two years later, it was possible to detect the 
significant weaker trans-hydrogen bond 3hJPN und 2hJPH coupling constants between a 
protein and a nucleotide[35] as well as in a flavoprotein.[36] 
Another possibility to prevent the fast exchange of the hydrogen bonded species is the 
use of low-temperature measurement, in many cases at 180 K or below. The advantage 
is that in this way also small molecules can be investigated. For example Limbach et al. 
analyzed in several studies the occurring OHN hydrogen bond between different Schiff 
bases and carboxylic acids (Figure 6).[37,38] Due to the fact that with increasing hydrogen 
bond strengths also the shielding of the hydrogen bonded proton is increased, a 
correlation between the 1H chemical shift and the position of the proton inside the 
hydrogen bond can be obtained.[18] In a similar way the 15N chemical shift is continuously 
high field shifted with increasing degree of protonation. Thus, the valence bond orders 
as well as the atomic distances can be calculated from the 1H and 15N chemical 
shifts.[38,39] Furthermore, the trans-hydrogen bond scalar coupling constants enable an 
experimental access to the hydrogen bond angles and can therefore be used as a highly 
sensitive indicator for small changes in the hydrogen bond geometry.[37,38,40] 
 
Figure 6: Limbach et. al. investigated several Schiff bases/carboxylic acid-complexes by means 
of NMR–spectroscopy. These complexes exhibit an intra- (blue) and an intermolecular (red) 
hydrogen bond. Beside the 1H and 15N chemical shifts also 1JNH and 3JHH coupling constants are 
experimentally accessible.[37] 






In all chapters of this thesis the focus was on the NMR-spectroscopic investigation of the 
occurring intermediates in Brønsted acid catalysis. Even through the broad applicability 
of BINOL derived Brønsted acids in asymmetric synthesis, the experimental insight into 
the involved structures and intermediates is still rare. Furthermore, the substrate binding 
and activation is often assumed to take place via hydrogen bonding. But, due to the fast 
exchange of various hydrogen bonded species it is most of the time not possible to verify 
these hydrogen bonds experimentally. Thus, these studies should contribute to get more 
insights into the activation modes in a Brønsted acid catalysed asymmetric transfer 
hydrogenation of imines and maybe extended on other reactions. 
In chapter 2 the POHN-hydrogen bonds between a phosphoric acid catalyst (TRIP) and 
several imines were investigated in detail by low-temperature NMR-spectroscopy and 
quantum chemical calculations. Since, the frequently proposed full protonation of the 
substrate is an oversimplification and an extreme point of view, the hydrogen bond 
situation in the intermediates of the transfer hydrogenation was investigated. To this 
point, the binding situation in a real catalyst/substrate-complex was experimentally not 
analysed, even though the properties of an external quantified hydrogen bond are not 
comparable to the situation in an effective intermediate during the reaction. By means of 
a Steiner-Limbach curve, which correlates the1H and 15N chemical shifts empirically, the 
analysis of the hydrogen bond strengths in the real catalyst/imine-complexes and the 
associated determination of the atomic distances was conducted. Furthermore, the 1JNH 
coupling constant as well as the 2hJPH and 3hJPN trans-hydrogen bond couplings 
constants were measured and related to the hydrogen bond geometry. The variation of 
the steric and electronic properties of the imines does not influence the geometry of the 
hydrogen bonds. Thus, the strong hydrogen bonds can be seen as a structural anchor 
between catalyst and substrate. 
The 3rd chapter of the thesis expands the hydrogen bond analysis of Brønsted acid 
catalyst/imine complexes by varying the 3,3’-substituents of BINOL derived phosphoric 
acid catalysts. For catalysts with different 3,3’-substituents major differences in reactivity 
and stereoselectivity for the same reaction were observed. However, the most suitable 
catalyst differs from reaction to reaction and the most effective BINOL-derived catalyst is 
in many cases identified by trial and error. Up to now, the structural features, which are 
dependent on the 3,3’-substituents and decisive for the reactivity and stereoselectivity, 
have been scarcely explored by experiments. In contrast, in silico the occurring 
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interactions and structures are much more investigated. In order to drive the 
experimental access to these key issues forward, the pre-catalytic binary complexes with 
different phosphoric acids were investigated by NMR-spectroscopy. For this propose an 
internal acidity scale was implemented as a tool to correlate the acidity of the different 
phosphoric acid catalysts with their reactivity in the asymmetric reduction of imines. 
In chapter 4 the influence of the functional acidic group of the BINOL-derived Brønsted 
acid catalyst was studied. Because the limited acidity of chiral phosphoric acids 
complicates the activation of less basic substrates, the by far more acidic disulfonimide 
catalysts are used in many reactions. It has not yet been clarified whether the increase 
in reactivity with disulfonimide catalysts is only traced back to the higher acidity or 
whether also other factors play a crucial role. In general, to our knowledge there are 
neither theoretical nor experimental studies, which investigate the properties of the 
disulfonimides. To gain new insights into this class of Brønsted acid catalysts a 
hydrogen bond as well as structural analysis of the pre-catalytic disulfonimide/imine-
complexes was performed. Additionally, it was investigated whether the more acidic 
catalysts still form charge-assisted hydrogen bonds are whether pure ion pairs without 
hydrogen bond contribution are present. This issue is of great importance because it 
was previously assumed that the hydrogen bond acts as a structural anchor and is 
responsible for a high stereoselectivity. In addition, due to the presence of five hydrogen 
bond acceptors of disulfonimide catalyst an enormous mobility of the imine in the binary 
disulfonimide complexes is expected. Thus, structural investigations should contribute to 
identify the existing pre-catalytic species. 
The focus of chapter 5 was a detailed study of the imine-isomerization. Recently, our 
group developed method to decrypt the transition states of the asymmetric transfer 
hydrogenation of imines by light (DTS-hν method). However, for the successful use of 
this technique it is required that the isomerization is the rate-determining step. Up to 
now, there are only indirect hints for a slow isomerization. Thus, in case of the transfer 
hydrogenation the slow isomerization was assumed due to the separated signals of both 
imine-isomers in a 1H-spectra even at 300 K. Nevertheless, the experimental 
quantification of the isomerization rates is still missing and thus, no direct comparison 
between the isomerization rate and other possible rate-determining is possible. 
Therefore, by means of in-situ NMR photoisomerization a detailed quantification of the 
imine-isomerization was conducted. Due to the different reactivities of the previously 
investigated Brønsted acid catalysts with varying acidities, the influence of the degree of 





imine-protonation on the isomerization rate was of particular interest. The obtained 
E-to-Z- and Z-to-E-isomerization rates revealed that, an interplay of the sterical imine 
environment and the degree of protonation is responsible for the isomerization rates. 
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Hydrogen bonding plays a crucial role in Brønsted acid catalysis. However, the hydrogen 
bond properties responsible for the activation of the substrate are still under debate. 
Here, we report an in depth study of the properties and geometries of the hydrogen 
bonds in (R)-TRIP imine complexes (TRIP: 3,3′-Bis(2,4,6-triisopropylphenyl)-1,1′-
binaphthyl-2,2′-diylhydrogen phosphate). From NMR spectroscopic investigations 1H and 
15N chemical shifts, a ,,Steiner-Limbach correlation’’, a deuterium isotope effect as well 
as quantitative values of 1JNH, 2hJPH and 3hJPN were used to determine atomic distances 
(rOH, rNH, rNO) and geometry information. Calculations at SCS-MP2/CBS//TPSS-D3/def2-
SVP-level of theory provided potential surfaces, atomic distances and angles. In 
addition, scalar coupling constants were computed at TPSS-D3/IGLO-III. The combined 
experimental and theoretical data reveal mainly ion pair complexes providing strong 
hydrogen bonds with an asymmetric single well potential. The geometries of the 
hydrogen bonds are not affected by varying the steric or electronic properties of the 
aromatic imines. Hence, the strong hydrogen bond reduces the degree of freedom of the 
substrate and acts as a structural anchor in the (R)-TRIP imine complex. 
2.2. Introduction 
Hydrogen bonding impacts the energetics and structures of molecules as well as the 
reactivity and stereoselectivity of their reactions and is therefore of utmost significance in 
nature.1 Nowadays, hydrogen bonding is more and more recognized by chemists as 
potential activation mode for electrophilic substrates such as carbonyl compounds or 
imines in the field of asymmetric catalysis.[2-4] A ,,privileged class’’ of asymmetric 
Brønsted acid catalysts constitute BINOL (1,1’-binaphtol) derived phosphoric acids, 
which were introduced by Akiyama and Terada[2,5-7] and found applications in a wide pool 
of reactions with imines as substrates, including Mannich reactions, cycloadditions, aza-
ene-type reactions, hydrocyanations and transfer-hydrogenations.[7,8] Especially, for the 
asymmetric reductions of imines with Hantzsch 1,4─dihydropyridine ester 1 this class of 
chiral phosphoric acids provides high stereoselectivities and yields as, e.g. ,published by 
the groups of Rueping,[9,10] List[11] and MacMillan.[12] The proposed catalytic cycle for this 
asymmetric reduction is shown in Figure 2.1a.[3,9,11] The phosphoric acid protonates the 
imine and forms a chiral hydrogen bond assisted ion pair, which reacts subsequently 
with the Hantzsch ester 1 to form the chiral amine. 






Figure 2.1. a) Catalytic cycle proposed for the Brønsted acid catalyzed enantioselective reduction 
of imines with Hantzsch-1,4-dihydropyridine ester 1;[9,11] b) experimental observables used in this 
study to characterize the hydrogen bond interaction in (R)-TRIP imine complexes. 
Several DFT studies of the groups of Himo and Goodman addressed the issue of 
enantioselectivity in this catalytic reaction.[13-16] They proposed a fast acid-base 
equilibrium between imine and catalyst followed by an E/Z isomerization of the iminium 
ion. Next a ternary complex is formed between the ion pair and the Hantzsch ester, 
which is stabilized by an additional hydrogen bond between the NH of the Hantzsch 
ester and the phosphoric acid. The absolute stereochemistry of the product and the 
enantiomeric excess (ee) is then determined by the relative energy of the ternary 
transitions states of the E and Z iminium ion, respectively.[13-17]  
Furthermore, a detailed experimental study was published by Tang et al., regarding the 
basis of enantioselectivity in the Brønsted acid catalyzed reduction of imines with 
gaseous H2 as reduction agent and an achiral iridium complex as cocatalyst.[8] Again, a 
ternary complex and the corresponding transition states were proposed to be 
responsible for the stereodiscrimination.  





However, in the whole field of Brønsted acid catalysis detailed experimental data 
providing structural insights are extremely rare. Thus, so far not even the hydrogen bond 
situation in the binary ion pair intermediate has been clarified. The concept of full 
protonation of basic substrates such as imines by acidic catalysts - often proposed by 
synthetic chemists and theoreticians - is an oversimplification and an extreme point of 
view as noted by Toste et al.[4] For example, purely hydrogen bonded complexes were 
proposed in a computational and NMR spectroscopic study of the activation of N-Boc 
protected imines by a chiral phosphoric acid.[18] Furthermore, in a preceding NMR study 
of our group investigating achiral diphenylphosphoric acid (DPP) imine complexes, both 
hydrogen bonded complexes and ion pairs were proposed to coexist in solution.[19] 
There, a typical temperature dependent ratio was observed, high temperatures favor 
hydrogen bonding, whereas at low temperatures ion pairs are more stabilized.[19] 
Contrary results were obtained studying complexes of DPP with 2-methylquinoline at 
elevated temperatures.[20] There, ion-pairing was found to be the dominant interaction 
motif.[20] However, to our knowledge detailed experimental studies about the hydrogen 
bond properties in ketimine complexes with the chiral phosphoric acids have not been 
reported so far. 
Therefore, in this work we present the first detailed, NMR based experimental 
investigations on the hydrogen bond activation of imines by chiral phosphoric acids. The 
hydrogen bonds in these binary catalyst substrate complexes were experimentally 
characterized by 1H, 15N chemical shifts and trans-hydrogen bond scalar couplings. 
From the chemical shifts the individual atomic distances (rOH, rNH, rNO) within the 
hydrogen bonds were derived and the 2hJPH and 3hJPN scalar couplings give information 
about the angles (Figure 2.1b). These detailed experimental data are compared with 
high level theoretical calculations about the atomic distances, scalar couplings of the 
hydrogen bonds and structures of the binary complexes. This reveals not only 
unprecedented insights into the hydrogen bond activation of Brønsted acid catalysis but 
also the limitations of both experimental and theoretical models. 
2.3. Results and Discussion 
2.3.1. Model Systems 
(R)-TRIP was chosen as catalyst, because structural information based on NOE data 
was available for some (R)-TRIP imine complexes (see below).[21] In addition, imines with 
different steric and electronic properties were selected (Figure 2.2) to rationalize the 





influence of the substrate on the hydrogen bonding properties of the ion pairs. 
Furthermore, tetrafluoroboric acid, was selected to mimic purely ionic complexes. Acetic 
acid (AcOH), trimethyl acetic acid (TMA), as well as phenols (4-chlorophenol, 4-
nitrophenol, 3,5-dichlorphenol, 3-(trifluoromethyl)phenol) were chosen to form strictly 
neutral hydrogen bonded complexes. The preparation of 15N-labeled imines and 
representative methods for sample preparation are described in the Supporting 
Information. All acid imine and phenol imine complexes were investigated in CD2Cl2 
and/or freonic mixtures by NMR spectroscopy, because in these solvents the best NMR 
properties were detected in terms of chemical shift dispersion and line widths (for 
spectra in toluene see Supporting Information). Extremely low temperatures between 
180 and 130 K were used to reach the slow hydrogen bond exchange regime. These low 
temperatures in combination with the selection of phosphoric acids and up to 98% 15N 
enriched imines allowed for the detection of 2hJPH and 3hJPN as sensors for hydrogen 
bond angles and atomic distances.[22]  
 
Figure 2.2. Model systems for hydrogen bond studies; Brønsted acid catalyst (R)-TRIP and other 
acidic compounds were used as donors; all imines 2–11, tested as acceptors were 98% 15N 
enriched to enable the detection of ∆δ15N and 3hJPN. 





2.3.2. Computational Details 
The binary complexes consisting of (R)-TRIP and imines 3-5 and 8 were chosen as 
models in the theoretical calculations. The structures are optimized at RI-DFT level of 
theory using meta-GGA functional TPSS-D3 with def2-SVP basis set in the gas phase 
and in the continuum of dichloromethane (SMD model).[23-25] A dielectric constant of 16.2 
was used to simulate the low temperature measurement at 180 K. Bond parameters 
(distances and angles) were averaged over large conformational space (due to isopropyl 
rotation) according Boltzmann distributions at 180 K. The final free energies of the 
conformations were evaluated at SCS-RI-MP2/CBS level of theory (for extrapolation 
procedure see Supporting Information).[26] Solvation energies were added subsequently 
to the Gibbs free energy using SMD solvation model at 180 K in dichloromethane. The 
1H and 15N chemical shifts, respectively the scalar coupling constants (1JNH, 2hJPH and 
3hJPN), were computed at TPSS with IGLO-III basis set using the complete model, 
respectively the reduced model.[27] The 2,4,6-triisopropylphenyl groups were replaced 
with hydrogens, and subsequently subjected to frozen optimization. For the geometry 
optimization, free energy of solvation and scalar coupling constant calculation 
Gaussian09 version D.01 was used. For single point calculation ORCA3.0.3 was 
used.[28,29] 
2.3.3. Detection and Characterization of Hydrogen Bonds by NMR 
For most of the chiral phosphoric acid imine complexes ((R)-TRIP·2─11), two main ion 
pair species were detected representing hydrogen bridged ion pairs with E and Z 
configured imines. Therefore, in the following this general pattern and its assignment is 
described exemplarily on the hydrogen bonded complex of (R)-TRIP and 5 in CD2Cl2 at 
180 K (Figure 2.3). For (R)-TRIP·5E and (R)-TRIP·5Z the proton in the hydrogen bond is 
detected at 16.47 and 16.75 ppm, respectively (Figure 2.3a). Such chemical shifts larger 
than 16 ppm are usually observed for hydrogen atoms in ,,strong’’ or ,,low-barrier 
hydrogen bonds’’.[1,30,31] Both signals are doublets with 1JNH coupling constants of 79.7 
and 81.2 Hz showing the covalent connectivity to 15N and the existence of an ion pair 
structure (for further support see 1H,15N-HMQC spectra in the Supporting Information).[19] 
The E and Z configurations of the imines were assigned based on 3JNH couplings 
constants between 15N of imine and methyl protons and as well as by NOESY 
measurements (for details see Supporting Information). The ionic character of both 
isomers is further corroborated by the significant high-field shift of the 15N resonances to 
206.7 and 209.2 ppm for E and Z, respectively (Figure 2.3b and d), compared to the free 
base 5 at 321.0 ppm (Figure 2.3e); ∆δ15N > 110 ppm), which is a clear indicator for the 





proton transfer to the lone pair of the nitrogen.[32] Also the 13C low field shifts of the imino 
groups (∆δ ~ 13.7 and ∆δ ~16.0 ppm for E and Z, respectively; see Figure 2.3d and e) 
corroborate this analysis.[33,34] 
For (R)-TRIP imine complexes the large 1JNH coupling constants, the significant high field 
shift of the 15N resonances upon complex formation and the refined spectroscopic and 
theoretical analysis of the data (see below) indicate a strong preference for the ionic 
hydrogen bond[1,35] (Figure 2.3d) except for imine 7, in which the two CF3-groups 
significantly reduce the basicity. The hydrogen bonded complex can be involved in 
association/dissociation equilibria with the isolated molecules or the separated ion 
pairs.[36-38] In case of imines with low basicity (e.g., 4 or 7) or in the presence of an 
excess of imine a separated 15N signal of the free non protonated imine is observed at 
180 K, which is in slow exchange with the imine in the complex. 
 
Figure 2.3. a-c) Sections of the 1H, 15N-DEPT-135 and 31P spectra of a 1:1 complex of (R)-TRIP 
and 5 (CD2Cl2, 180 K, 600 MHz), clearly showing the coexistence of both E and Z complexes; 
d) chemical shifts of (R)-TRIP·5E/Z; e) chemical shifts of unbound 5.  
 





Considering our experimental conditions (e.g., low temperatures and the 
noncoordinative CD2Cl2 as solvent) and the estimated strength of the formed hydrogen 
bonds (>70 kJ/mol),[1] the formation of solvent separated ion pairs in (R)-TRIP 
complexes is negligible.[39] This is substantiated by detection of large 2hJPH and 3hJPN 
coupling constants (see below).[40] Thus, the 1H and 15N chemical shifts observed for the 
binary substrate complexes of (R)-TRIP with the imines at 180 K are the ,,intrinsic’’ 
chemical shifts of the individual hydrogen bonded species and can be used for the 
analysis of the hydrogen bond situation of these complexes.[35,41] 
2.3.4. Hydrogen Bond Analysis Based on δ1H, δ15N and 1JNH 
In 1H-NMR spectra, chemical shifts above 16 ppm are usually observed for hydrogen 
atoms in ,,strong’’ or ,,low-barrier hydrogen bonds’’.[1,30,31] According to literature the 
formation of strong hydrogen bonds is associated with a ,,proton-transfer reaction’’[1,38] 
between hydrogen bond donor and hydrogen bond acceptor. The progress of the proton 
transfer is dependent on the acidity of the hydrogen bond donor and the basicity of the 
acceptor, and as well as the polarity of the solvent.[1,36,38,39,42] Therefore, empirical 
correlations of 1H ,,{δ(OHN)}’’ and 15N ,,{δ(OHN)}’’ chemical shifts, as well as 1JNH 
,,{1J(OHN)}’’ coupling constants with the atomic distances can be used to determine the 
position of the proton inside the hydrogen bond, as previously developed by Limbach 
and Denisov in their studies of OHN hydrogen bonds in pyridine acid complexes 
(Equation 1-5).[35,41,43,44] Using an extended set of complexes with varying acidic and 
basic properties of their hydrogen bond donors and acceptors, the proton position within 
the hydrogen bond can be varied stepwise. There, the parabolic dependence of δ(OHN) 
on δ(OHN) was used to determine the valence bond orders pOHH and pNHH by employing 
the empirical correlations presented in Equation 1-2.  
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 + 4()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Furthermore, they proposed a correlation between 1J(OHN) and the valence bond orders 
as well.[35,41,43,44] 
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The determined pOHH and pNHH for a hydrogen bond are then consulted to derive the 
corresponding atomic distances (rOH, rNH, rNO) according to Equations 4-5.  
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For a detailed explanation of the empirical equations and constants applied in this study 
for the acid imine complexes see Supporting Information. To enable a reliable 
parametrization of the constants {δ(OH)°; δ(HN)°; δ(HN)°; δ(N)°; 1J(HN)°; δ(OHN)*; 
δ(OHN)*, 1J(OHN)*} used in Equations 1-3, it was necessary to cover a wide range of 
the valence bond orders pOHH and pNHH. Hence, the database was extended from 
(R)-TRIP imine complexes with ,,strong’’ hydrogen bonds to ionic and neutral acid imine 
complexes with ,,moderate’’ hydrogen bond strength.[1,35,41] As mentioned earlier, for the 
strictly ionic acid imine complexes, tetrafluoroboric acid was selected, which was already 
used in our previous study.[19] 
 
Figure 2.4. Plot of δ(OHN)ref against the δ(OHN) of the hydrogen bonded complexes; a) (R)-TRIP 
with 2–11; b) HBF4 with 3 and 5; c) carboxylic acids and phenols with 3 and 5; the 15N chemical 
shifts of all complexes are referenced to 7 {δ(OHN)ref= δ(OHN) - 340.8 ppm}; spectra 





corresponding to the different hydrogen bond types are shown in Figure 2.5; for details see 
Supporting Information.  
Acetic acid (AcOH) and trimethylacetic acid (TMA) as well as several substituted phenols 
were selected for the strictly neutral acid imine complexes. The plot of δ(OHN)ref against 
δ(OHN) of all acid imine complexes is shown in Figure 2.4. Representative 1H and 15N 
spectra related to the different hydrogen bond types are shown in Figure 2.5. 
 
Figure 2.5. Dependence of δ(OHN) and δ(OHN) on the hydrogen bond strength in the E and Z 
acid imine complexes shown by selected of 1H (low field sections) and 15N spectra in CD2Cl2 and 
freonic mixtures between 180 to 130 K; the shown spectra correspond to the hydrogen bond 
types in Figure 2.4; a) (R)-TRIP imine complexes; b) HBF4·3 and HBF4·5; c) AcOH·5 and 4-
chlorophenol·5; for the 15N spectra of (R)-TRIP·7, (R)-TRIP·5 and HBF4·5 polarization transfer 
experiments were used (INEPT and DEPT); (*) signals of free imine; (deg) impurity or artifact; in 
case of (R)-TRIP·7 signals of ((R)-TRIP)2X complexes are observed[35,55]; a list of δ(OHN) and 
δ(OHN) of the individual complexes is provided in the Supporting Information Table S9-12.  
 In strictly ionic complexes with ,,moderate’’ hydrogen bonds (HBF4·3, HBF4·5) δ(OHN) 
values between 12 and 13 ppm and high values of 1JNH about 92.6 Hz are observed, 
indicating a complete proton transfer reaction and therefore short rNH (Figure 2.4b, 
Figure 2.5b).[1] With decreasing acidity of the hydrogen bond donor (R)-TRIP and 
decreasing basicity of the acceptor (5 > 3 > 2 > 11 > 4 > 7) the proton is shifted toward 
the center of the hydrogen bond, which is interpreted as an increase of strength of the 
hydrogen bond (Figure 2.4a; Figure 2.5a).[1,35,41] In the case of (R)-TRIP·7E, the proton is 
even shifted beyond the maximum indicating a decrease of the hydrogen bond strength 
and a considerable population of the neutral hydrogen bonded complex. In the 
predominant ionic complexes high proton chemical shifts are observed from 16.47 ((R)-
TRIP·5E) to 18.85 ppm ((R)-TRIP·7Z) in combination with reduced absolute 1JNH 





coupling constants from 82.2 Hz ((R)-TRIP·5E) to 60.6 Hz ((R)-TRIP·7Z). In contrast, for 
the neutral hydrogen bonded complex (R)-TRIP·7E a reduced 1JNH coupling constant (42 
Hz at 170 K) was observed, which is in full agreement with the trend in the Steiner-
Limbach correlation curve. Continuing to the less acidic donors AcOH and 
4─chlorophenol the proton is now shifted further on, toward the oxygen atom (Figure 
2.4c, Figure 2.5c). This leads again to a weakening of the hydrogen bonds, visible by the 
high field shift of the proton signal at 11.81 ppm for 4-chlorphenol·5. Now with the proton 
close to the oxygen, the splitting due to the 1JNH coupling vanishes. In contrast, the 15N 
resonance of the hydrogen bonded complexes is shifted continuously from 182.2 ppm 
for HBF4·5E over 230.2 ppm for (R)-TRIP·4Z to 299.7 ppm for 4-chlorophenol·5 (Figure 
2.5a-c).  
A satisfying curve fit of the data points was achieved, employing Equation 1 and 
Equation 2 (Figure 2.4, red curve; for details and fitting parameters see Supporting 
Information). The observed parabolic dependence of δ(OHN) on δ(OHN) is in good 
agreement with the previous investigations on pyridine-acid complexes by Limbach and 
co-workers.[35,41] For (R)-TRIP imine complexes the continuous progression of the data 
points on the correlation curve is indicative for a strong hydrogen bond and excludes a 
tautomeric equilibrium between two proton positions in a classical double well potential 
(data points on two intersecting straight lines).[35] Regarding the 1JNH coupling constants 
of the investigated Brønsted acid imine complexes, a good characterization by the 
valence bond model is achieved as well, shown by the plots of 1J(OHN) against δ(OHN) 
and δ(OHN) (see Supporting Information). The magnitude of the measured coupling 
constants (60.6 – 82.2 Hz) reflects again the above-described predominant ionic 
character of the (R)-TRIP imine complexes and the significantly reduced value of 
(R)-TRIP·7E (42 – 46 Hz) corroborates the shift toward neutral hydrogen bonds. 
On the basis of the δ(OHN) of the Brønsted acid imine complexes (see Table S9-12 in 
the Supporting Information) and the fitted correlation curve (Figure 2.4), the bond orders 
pOHH and pNHH of the individual (R)-TRIP imine complexes were obtained (see Supporting 
Information Table S13). Next equations 4-5 are used to determine the atomic distances 
rOH, rNH and rNO. These experimentally derived values for rNH and rOH, are depicted in 
Figure 2.8 and discussed below together with the results from the theoretical 
calculations. For all values including rNO see Table S13 in the Supporting Information. All 
hydrogen bond distances are in the range of strong OHN hydrogen bonds1 and vary 





between 111 and136 pm for rNH, 114-146 pm for rOH, and 249–257 pm for rNO. In addition, 
the obtained average proton donor distances - in the case of (R)-TRIP complexes rOH - 
below 160 pm indicate the partial covalent character of the formed hydrogen bonds.[45,46] 
2.3.5. Comparison of NMR Data and Theoretical Calculations. 
2.3.5.1. Ion Pair Structures 
Next the results of this study were correlated with our recent NMR spectroscopic and 
computational study regarding the general structures of (R)-TRIP complexes with the 
aromatic imines (3-5) to gain further insight into the hydrogen bond interaction.[21] In 
general two binding modes of E/Z-imines and catalyst (R)-TRIP are theoretically 
possible, which are stabilized by dispersive interactions.  
 
Figure 2.6. Global minima of (R)-TRIP·5 in CD2Cl2 at 180 K (ε = 16.20), optimized at DFT level of 
theory (for computational details see Supporting Information); a) (R)-TRIP·5E; b) (R)-TRIP·5Z.  
For E-imines (3-5) theoretical calculations showed that the orientation, in which the para-
substituted ketone moiety reclines on the chiral BINOL aromatic surface is majorly 
populated for all aromatic imines investigated (Figure 2.6a). However, initial 
experimental and theoretical structural studies with short aliphatic imines (2 and 8) and 
doubly substituted imines[21] indicate the second orientation with a 180o rotated imine 
(structure not shown) to be also populated. In case of Z-imine complexes ((R)-TRIP·3-5) 
also, NOESY spectra predict that the two binding modes in the complex to be populated. 
The most stable one is depicted in Figure 2.6b.[21] Furthermore, 1H spectra, which 
showed only one averaged signal set for the protons at the BINOL moiety, suggested 





that the Z isomers of the (R)-TRIP imine complexes are extremely dynamic even at very 
low temperatures. The theoretical calculations predicted that both orientations differ only 
by 4.5–6 kJ/mol. It is very likely that the compact structure of Z-imines allows the rotation 
and translation of the imines in the binary complex.[21] Fortunately, the actual 
interpretation of the hydrogen bonds is not affected by this structural diversity, because 
the geometries of the hydrogen bonds are extremely similar in both conformations. For 
further discussion of hydrogen bond geometry (atomic distances and angles) and the 
interpretation of scalar coupling constants (1JNH, 2hJPH, 3hJPN), only Boltzmann averaged 
values over two orientations and the isopropyl rotation were considered. 
2.3.5.2. Potential Surface of the Hydrogen Bond Complexes 
The theoretical calculations showed that the alteration of hydrogen bond situation 
strongly depends on the dielectric medium, in which the complex is simulated (Figure 
2.7a-c). In the gas phase, ion pair- and neutral hydrogen bond-complexes are true 
minima (Figure 2.7a). Without any solvent correction, the latter is thermally more stable 
(ca. 8 – 13 kJ/mol) and therefore almost exclusively populated. However, the solvent 
correction at 180 K (ε = 16.20) to the gas phase structure (nonrelaxed) leads to a 
significant stabilization of the charge separated contact ion pair minima and inverts the 
population (Figure 2.7b).  
 
Figure 2.7. a) Schematic gas phase potential energy profiles of (R)-TRIP/imine complexes; b) 
schematic solvent corrected (in DCM: 180 K, nonrelaxed) potential energy profiles of (R)-
TRIP/imine complexes; c) relaxed scan over rOH of the complexes in DCM continuum at 180 K 
(ε = 16.20).  
After the relaxation in the continuum, the minimum of the neutral hydrogen bonded 
complex even disappeared and the potential surface becomes an asymmetric single well 





potential (Figure 2.7c).[47] Furthermore, weaker hydrogen bonds are calculated indicated 
by longer rOH and rNO as well as shorter rNH values (for rOH and rNH see Figure 2.8). 
However, the calculated atomic distances of the solvent relaxed structures are still in the 
range of strong OHN hydrogen bonds (rNO ≤ 265 pm, for details see Supporting 
Information).[31] 
From the experimental data available, it is difficult to assess whether the second 
minimum of the neutral hydrogen bond really disappears in solution at 180 K. The most 
indicative parameter for a single well or double well potential is the deuterium isotope 
effect.31,48 For (R)-TRIP·3,5E a small positive isotope effect was measured ((R)-TRIP·3E 
∆δ(1H-2H, 180 K, CH2Cl2) = 0.15 ppm, (R)-TRIP·5E ∆δ(1H-2H, 180 K, CH2Cl2) = 0.27 
ppm, for spectra see Supporting Information), while a slightly larger isotopic effect was 
obtained for (R)-TRIP·4E (∆δ(1H-2H, 180 K, CH2Cl2) ~ 0.36 ppm). The slightly larger 
value for (R)-TRIP·4E could be caused by a flattened shape of the potential surface 
along the proton transfer coordinates and a vibrational motion of the proton near to the 
flattened surface,[30] and is in agreement with its potential energy profile (see Figure 
2.7c). The effects of the flattened surface and the dynamic motion of the proton near to 
the surface are further supported by the considerable deviation between experimental 
and theoretical values of 1JNH in (R)-TRIP·4E (see discussion below). Furthermore, 
complexes with less basic imines and considerable contributions of neutral hydrogen 
bonds such as (R)-TRIP·7E let expect the existence of double well potentials. 
Nevertheless, all accessible experimental isotope effects so far are in agreement with an 
asymmetric single well potential as shown in Figure 2.7c.[48] 






Figure 2.8. Comparison of the experimentally derived and calculated rNH and rOH distances of 
(R)-TRIP·3-5 and (R)-TRIP·8. 
2.3.5.3. Validation of Theoretical Models Based on Atomic Distances, 1JNH, and Chemical 
shifts 
To further validate the applicability of the different theoretical models for the 
interpretation of the experimental data, next the theoretically calculated atomic distances 
were compared with those derived from the ,,Steiner-Limbach correlation’’ (Figure 2.8) 
for the normal case, the predominantly ionic complexes. The calculated distances of the 
contact ion pairs in the gas phase are very close to the values derived from the ,,Steiner-
Limbach correlation’’, which was at first glance very surprising. However, it is known that 
in the previous work of Limbach and co-workers[35,41] the parameters and constants (rOH°, 
rNH°, bOH, bNH) were fitted with a solid state data set[49] and compared to gas phase data.  
To circumvent potential systematic offsets connected with indirectly derived NMR 
parameters, next 1JNH coupling constants as directly measurable values were selected. 
Experimental 1JNH values between 68.6 Hz – 82.2 Hz indicate the predominant 
occupation of the ion pair minimum. Therefore, in the following discussion of the 
theoretical values the limiting case of exclusive population of ion pairs was assumed, 
i.e., exclusively the values of the contact ion pair minima are considered even in the gas 
phase. Our results show that using the gas phase structures even for the exclusive 
interpretation of the ion pairs, the calculated 1JNH values are significant smaller than the 
directly measured coupling constants (red bars in Figure 2.9, for details see Supporting 





Information). By the application of solvent relaxed structures a significant improvement 
was achieved in the prediction of the 1JNH coupling constants for E and Z complexes of 
(R)-TRIP·3, 5, 8 (blue bars in Figure 2.9). 
 
Figure 2.9. Comparison of experimental (black bars) and calculated (blue and red bars) 1JNH 
values of (R)-TRIP·3, 4, 5, 8 show an excellent agreement between experimental values and 
calculated values using solvent relaxed structures, with the exception of (R)-TRIP·4 E; only ion 
pair structures are considered in the calculations; values of the E/Z isomers were Boltzmann 
averaged over the two experimentally observed conformations, see text.  
In these cases the absolute deviation between experiment and calculation is mostly 
marginal and amounts to ~2 Hz (Figure 2.9). Therefore, the relaxed structures in the 
solvent model are considered to represent the experimental condition/observation more 
realistically and are used for the further discussion. The only significant deviation (8.8 Hz 
for E) is obtained for (R)-TRIP·4E, which provides the strongest/shortest hydrogen bond 
due to the electron withdrawing CF3-substituent in the imine 4 (Figure 2.9). A partial 
decoupling of the 1JNH due to chemical exchange with the unbound imine would be a 
potential explanation for the reduced 1JNH values. However, an experiment with 2-fold 
excess of 4 revealed, that neither the chemical shift nor the observed 1JNH are affected 
significantly (see Supporting Information). This excludes a significant influence of 
chemical exchange on the 1JNH under our experimental conditions. (R)-TRIP·4 is the 





complex with the highest probability of a population of the neutral hydrogen bonded 
complex (see discussion about the potential above and Figure 2.7c). Now this reduced 
1JNH scalar coupling constant can be an indication for the existence of a second 
minimum for the neutral hydrogen bonded complexes in solution. The next probable 
explanation is that the low basicity of 4 leads to a significant delocalization of the proton 
within the asymmetric single well potential. These dynamic motions of the proton can 
only be reproduced by dynamic calculation, which would be extremely costly for a 
system of this size. Both scenarios are in principal possible; however our current 
interpretation of isotopic effect favors the asymmetric potential picture as depicted in 
Figure 2.7c. In summary the application of the ,,Steiner-Limbach correlation’’ based on 
the chemical shifts and 1JNH coupling constants confirm the formation of strong hydrogen 
bonds in the (R)-TRIP imine complexes and the predominance of the contact ion pair 
structure. For (R)-TRIP complexes with highly basic imines theoretical and experimental 
data indicate an asymmetric single well potential. The comparison of the atomic 
distances reveals that the classical ,,Steiner-Limbach correlation’’ reproduces the 
distances of the gas phase structures. However, the comparison of the “direct” 
observables 1JNH with the different theoretical models demonstrates that the solvent 
relaxed structures resemble the experimental data the most, which was also 
corroborated by the analysis of the 1H,15N chemical shifts and NBO[50] (for details see 
Supporting Information). Despite of this substantial improvement, the large deviation 
between the calculated and experimental values for (R)-TRIP·4E demonstrated 
somewhat the limit of the applied theoretical treatment, which failed to describe either 
the correct shape of the potential surface or the dynamic motion of the proton in extreme 
cases. 
The described offset in combination with our theoretical data about the solvent relaxed 
structures can now be used to introduce a solvent correction term (see Equation 6) in 
the empirical correlation between chemical shifts and atomic distances for phosphoric 
acid imine complexes.[51] 
&' =	&'()*+,*-#./0 +	12345(∆)  (6) 
The solvent correction term depends implicitly on the experimental condition (e.g., 
solvent, temperature) and explicitly on the bond order difference (∆p = pOHH – pOHH) from 
the Steiner-Limbach model. This difference in bond order indicates the strengths of the 





hydrogen bond, the position in the Steiner-Limbach curve and the sign of the correction 
term to be applied. By considering the parabolic form of the Steiner-Limbach curve, the 
correction term should be larger with stronger hydrogen bond character and approaches 
a maximum with the strongest hydrogen bond. Therefore, Gauss-functions were applied 
for the correction term (see Equation 7 and for fitting procedures Supporting 
Information). 
12345(∆) = 7 ∗ 9:;( −	)	exp	(−< ∗ ( −	)) + = (7) 
The constants A, B and C were obtained via fitting to the available theoretical data (for 
data see Supporting Information). Accordingly, the corrected empirical values are now 
very close to the predicted values in the solution phase (see Figure 8.2). A first cross 
validation of this solvent correction term derived from the TRIP complexes on a binary 
complex using another catalyst ((R)-3,3′-Bis(3,5-bis(trifluoromethyl)phenyl)-1,1′-
binaphthyl-2,2′-diyl hydrogen phosphate)[9] and 3E provided only marginal offsets 
(deviation without correction: 2.1 pm for NH bond distance, respectively 6.1 pm for OH 
bond distance; with correction: 0.7 pm for NH bond distance, respectively 2.1 pm for OH 
bond distance) between the empirical value and the solvent relaxed structure. This 
suggests a general applicability to phosphoric acid imine complexes, however the full 
potential will be subject to further studies.  
2.3.5.4. Analysis of Hydrogen Bond Geometry Based on 2hJPH and 3hJPN 
Trans-hydrogen bond scalar couplings can serve as valuable sensors for changes in 
hydrogen bond geometry.[22] Therefore, next calculated and measured 2hJPH and 3hJPN 
scalar couplings[52] (Figure 2.1b) were interpreted to get insight into the geometrical 
properties of the hydrogen bonds in (R)-TRIP imine complexes. In all calculated (R)-
TRIP imine structures nearly linear hydrogen bonds were found (see Figure 2.6 for (R)-
TRIP·5), which is expected for strong hydrogen bonds.[1] The calculated angles (POH, 
OHN) and dihedral angles (α) vary only insignificantly between gas phase and solvent 
relaxed structures. Furthermore, there are only minor deviations between the imines 3-5 
and 8, regarding the POH and OHN hydrogen bond angles (for data, see Supporting 
Information). The 2hJPH couplings between the NH protons and 31P were measured 
qualitatively by 1D/2D 1H,31P-HMBC spectra and 3D HNPO spectra and quantitatively by 
spin echo difference experiments as reported previously[53] (for spectra and pulse 
sequences, see Supporting Information). The sign of the 2hJPH and 3hJPN scalar couplings 
was not determined and therefore only absolute values are stated. Figure 2.10 shows a 





plot of the 1H chemical shift of the hydrogen bonded proton δ(OHN) against the 
experimental 2hJPH coupling constants. 
 
Figure 2.10. Plot of 2hJPH values  versus δ(OHN); experimental values black and cyan (180 K, 
except (R)-TRIP·8 200 K and (R)-TRIP·4 170 K); calculated, Boltzmann averaged values of 
(R)-TRIP·3, 4, 5, 8: magenta. 
With increasing δ(OHN) a continuous decrease of the 2hJPH is observed (from 2.99 ± 0.19 
Hz for (R)-TRIP·5Z, CD2Cl2, 180 K to 1.64 ± 0.07 Hz for (R)-TRIP·4E, 170 K, Freon). In 
general, slightly smaller values were measured for the complexes in Freon mixtures, 
which is in agreement with the higher 1H chemical shifts indicating a stronger hydrogen 
bond. From protein nucleotide complexes[54] and their model systems[22] the 2hJPH angle 
coupling constant is known to depend on rNO and the POH angle. Considering the small 
variance of the POH-angles in our system ((R)-TRIP·3-5, 8E 117°-118° and (R)-TRIP·3-
5, 8Z 115o-117o), the observed decrease of the 2hJPH should be connected with the 
increasing hydrogen bond strength and therefore decreasing rOH (see above) and rNO 
(see Supporting Information). In the study of Brüschweiler et al. increasing 2hJPH values 
are predicted for decreasing rNO. In our (R)-TRIP imine systems the opposite trend is 
observed. Therefore, the 2hJPH coupling constants of (R)-TRIP·3-5, 8 in CD2Cl2 were 
calculated for the ion pair minima. First of all, the calculated 2hJPH values successfully 
reproduce the order of the magnitude of the experimental data (Figure 2.10). However, 





the trend in the experimental data, i.e., decreasing 2hJPH with increasing hydrogen bond 
strength could not be found. Considering the discussion about the 1JNH scalar coupling 
constants of (R)-TRIP·4, any effect of a population of the neutral hydrogen bond or 
vibrational effects should also affect the corresponding 2hJPH data. The calculations 
reveal a negative sign for 2hJPH coupling constants similar to previous studies of protein 
nucleotide complexes22,54 and a positive sign for 2hJPH for the neutral hydrogen bonded 
complex. Thus, both a small population of the neutral hydrogen bonded complex as well 
as vibrations of the proton toward oxygen should result in reduced scalar coupling 
values as detected for (R)-TRIP·4. Next the 3hJPN coupling constants were investigated 
to get insight into the geometric properties regarding the dihedral angles POHN. The 
experimental 3hJPN coupling constants are in the range of ~ 3.25 – 2.50 Hz (see Figure 
2.11). 
The absolute magnitude of the 2hJPH and 3hJPN coupling constants is significantly larger 
than that reported by Mishima et al. for weak hydrogen bonds providing similar POH 
angles of around 107° to 120°.[53] This can be rationalized by the different electron 
density distribution due to the strong and partially covalent hydrogen bond character in 
(R)-TRIP imine systems.[1,45,46] Also for 3hJPN the calculations were able to reproduce the 
order of the magnitude and revealed a negative sign for 3hJPN. However, both 
experimental and calculated 3hJPN values lack a clear dependence on the 1H chemical 
shifts (Figure 2.11). Similar independence of the hydrogen bond strength was observed 
previously for 2hJFN in HF collidine complexes.[36] From the calculated structures dihedral 
angles POHN around 90° ± 15° are predicted (see Supporting Information). Exactly for 
this range of dihedral angles the smallest absolute values and smallest variations of 
3hJPN are expected. Additionally, the OHN-angles are very linear (165°-175° for (R)-TRIP 
E-imine and 170°-180° for (R)-TRIP Z-imine; see Supporting Information for the 
complete data). Thus, the slight decrease of the 2hJPH and the stability of 3hJPN confirm 
the marginal variance of the hydrogen bond geometry found in the calculations.  






Figure 2.11. Plot of 3hJPN values  versus δ(OHN); experimental values black and cyan (180 K, 
except (R)-TRIP·8 200 K and (R)-TRIP·4 170 K); calculated, Boltzmann averaged values of (R)-
TRIP·3, 4 ,5 ,8: magenta. 
2.4. Conclusions 
Thorough NMR and computational investigations of the activation of imine substrates via 
hydrogen bonding by (R)-TRIP, a catalyst with broad applicability in Brønsted acid 
catalysis, were conducted for the first time. A strong hydrogen bond constitutes the 
dominant interaction between (R)-TRIP and imine. The analysis of its 1H, 15N chemical 
shifts as well as its 1JNH values reveals mostly a predominantly ionic character of the 
hydrogen bonded complexes. For (R)-TRIP·7E, including the imine with the lowest 
basicity, also contributions of neutral hydrogen bonds were found. Individual atomic 
distances of the hydrogen bonds were elucidated by applying a ,,Steiner-Limbach 
correlation’’ based on 1H, 15N chemical shifts, which are in good agreement with the gas 
phase structures from the DFT based calculations, therefore a solvent correction term 
was introduced. Indeed, a comparison with 1JNH values as direct experimental data 
demonstrates the solvent relaxed structures to describe the system more realistic. The 
continuous shift of the proton by variation of the imine basicity is indicative for a strong 
hydrogen bond character. Theoretical calculations of the potential surface reveal a major 
population of the neutral hydrogen bond complex in the gas phase and an inverted 
population in solution phase. Moreover, in (R)-TRIP·4E/Z, the complex with the strongest 





hydrogen bond calculated, the comparison between theoretical and experimental 
coupling constants suggests a potential participation of neutral hydrogen bond 
complexes or a strongly delocalized hydrogen atom due to vibrational motion, which 
cannot be described by our theoretical treatment. For the weaker but more neutral 
(R)-TRIP·7E complex even a double well potential is expected. The magnitude of 
deuterium isotope effect corroborates an asymmetric single well potential for (R)-TRIP·3-
5E complexes. Furthermore, the trans-hydrogen scalar couplings 3hJPN and 2hJPH were 
detected via 1H,31P-HMBC and 3D-HNPO experiments and quantified via spin echo 
experiments. These experimental values in combination with structure and coupling 
constant calculations give a detailed insight into the spatial arrangement of the hydrogen 
bond atoms. Nearly linear hydrogen bonds are formed with minimal variations within one 
structural type independent of the imine investigated. That means, the variation of the 
steric and electronic properties of aromatic imines does not affect the structure as well 
as the hydrogen bond geometry. Thus, in the (R)-TRIP imine complexes investigated, 
the hydrogen bond acts as structural anchor in the precatalytic complex.  
Preliminary results showed that the product formation is faster with stronger hydrogen 
bonds in the precatalytic (R)-TRIP imine complex. Further investigations about the 
formation, stability and the hydrogen bond interaction of ternary complexes are currently 
conducted. 
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The concept of hydrogen bonding for enhancing substrate binding and controlling 
selectivity and reactivity is central in catalysis. However, the properties of these key 
hydrogen bonds and their catalyst dependent variations are extremely difficult to 
determine directly by experiments. Here, for the first time the hydrogen bond properties 
of a whole series of BINOL-derived chiral phosphoric acid (CPA) catalysts in their 
substrate complexes with various imines were investigated to derive the influence of 
different 3,3’-substituents on the acidity and reactivity. NMR 1H and 15N chemical shifts 
and 1JNH coupling constants of these hydrogen bonds were used to establish an internal 
acidity scale corroborated by calculations. Deviations from calculated external acidities 
reveal the importance of intermolecular interactions for this key feature of CPAs. For 
CPAs with similarly sized binding pockets a correlation of reactivity and hydrogen bond 
strengths of the catalyst was found. A catalyst with a very small binding pocket showed 
significantly reduced reactivities. Therefore, NMR isomerization kinetics, population and 
chemical shift analyses of binary and ternary complexes as well as reaction kinetics 
were performed to address the rate determining zone of the transfer hydrogenation. The 
results of CPAs with different 3,3’-substituents show a delicate balance between the 
isomerization and the ternary complex formation as rate-determining zone. For CPAs 
with an identical acidic motif and similar sterics, reactivity and internal acidity correlated 
inversely. In case higher sterical demand within the binary complex hinders the binding 
of the second substrate the correlation between acidity and reactivity breaks down  
 Introduction 3.2.
Over the past decade, a large number of reactions were developed, where 
enantioenriched products are formed using a chiral organic molecule with acidic 
functionality as catalyst.[1–3] A prominent example of the so-called chiral Brønsted acid 
catalysis was a Strecker reaction catalyzed by peptide-based thiourea derivatives.[1,4–6] 
One success factor of Brønsted acid catalysts in enantioselective transformations is the 
formation of a central hydrogen bond between catalyst and substrate, thus anchoring the 
structures, which favor one enantiotopic face over the other.[1] Another milestone was the 
development of chiral phosphoric acid (CPAs) catalysts with BINOL (1,1’-bi-2-naphthol) 
backbones by Akiyama and Terada.[7,8] These catalysts are applicable in several highly 
enantioselective reactions with imines such as transfer hydrogenations,[9–11] reductive 
aminations,[12,13] Mannich type reactions[14–16] and Strecker reactions.[17] Particularly, in 
the asymmetric reduction of imines with Hantzsch 1,4-dihydropyridine ester these BINOL 





derived CPAs can achieve high yields as well as high enantioselectivities.[12,18–20] 
Rueping et al. proposed a catalytic cycle (Figure 1a), where the imine is protonated by 
the phosphoric acid and forms a hydrogen bond assisted ion pair.[3,7] In the last step, the 
hydride transfer from the Hantzsch ester leads to the chiral amine, while the pyridinium 
salt regenerates the Brønsted acid.[18] 
 
Figure 1. a) Proposed catalytic cycle for the asymmetric transfer hydrogenation. CPAs are used 
and Hantzsch ester acts as a reducing agent;[18] b) the influence of different Ar and R1 
substituents on the hydrogen bond of the ion pair highlighted in grey is the focus of this 
work as well as their effect on the reactivity in the shown hydrogenation. 
This asymmetric reduction of imines works with many different CPAs, which differ only in 
the 3,3’-substituents. Prominent examples are amongst others TRIP (3,3’-Bis(2,4,6-
triisopropyl-phenyl)-1,1’-binaphthyl-2,2’-diyl-hydrogen phosphate), TRIFP (3,3’-Bis(3,5-
bis(trifluoro-methyl)-phenyl))-1,1’-binaphthyl-2,2’-diyl-hydrogen phosphate) and TiPSY 
(3,3’-Bis(triphenyl-silyl)-1,1’-binaphthyl-2,2’-diylhydrogen phosphate) (Figure 2a).[19,21,22] 
Thus, the 3,3’-substituents are the key to ee values and yields and sometimes even 
reverse stereoselectivity.[23–26] The way that structures of the catalysts influence the 
outcome varies from reaction to reaction and, up to now, there have been few direct 
experimental measurements of relevant structural features.[27] Thus, the screening of the 
catalysts to find the most effective BINOL derived CPA is still the predominantly 
employed method in synthesis. On the contrary, in silico, the understanding of the 
occurring interactions and structures is by far more developed.[28] One approach follows 
a multivariate regression model analysis, utilizing various parameters to develop a 
mathematical model that explains the relationship between structure and reactivity or 





selectivity. This model is capable of distinguishing certain crucial non-covalent 
interactions present between the catalyst and the substrate.[29,30] 
In 2016, Goodman et al. introduced some parameters to describe the steric bulk of the 
3,3’-substituents of the catalysts. Thus, they could show that the stereoselectivity of the 
asymmetric transfer hydrogenation of imines (Figure 1a) is widely dependent on two 
parameters: the rotation barrier describing the proximal bulk and the AREA (θ) taking the 
distal bulk into account.[31] Also, other groups investigated the influence of different 3,3’-
substituents of CPAs in several reactions regarding the occurring transition states, the 
structural differences and/or the enantioselectivity by theoretical methods.[32–40] 
Nevertheless, our recent NMR study about the influence of 3,3’ substituents on the 
structures and populations of binary CPA/imine complexes revealed a significant 
deviation of experimental populations compared to those calculated with the standard 
theoretical methods applied to these systems.[41] In general, experimental insight into the 
structures involved in Brønsted acid catalysis is very rare.[42,43] In earlier studies we 
revealed the hydrogen bond strengths and geometries of TRIP/imine complexes in 
detail.[42] In addition, we could experimentally show that for TRIP, TRIFP, TiPSY and 
TRIM (3,3’-Bis(2,4,6-trimethyl-phenyl)-1,1’-binaph-thyl-2,2’-diyl-hydrogen phosphate) 
four different core structures of their binary CPA/imine complexes are omnipresent in 
solution (Type I/II E and Type I/II Z).[41,43] The different 3,3’-substituents influence mainly 
the energetics/population of these binary complexes, however, much less their general 
sterically features and interaction patterns.[41] Nevertheless, despite the crucial function 
of hydrogen bonds in Brønsted acid catalysis as structural anchor[43] or regarding 
acidity/reactivity correlations[44] detailed experimental insights about the effect of 3,3’ 
substituents on this hydrogen bond are elusive so far. 
In general, the formation of hydrogen bonds in catalyst/substrate complexes is often 
highly relevant and plays a key role in the activation of the substrate. For example, in the 
field of asymmetric catalysis, the activation of electrophilic substrates such as carbonyls 
or imines seems to take place via a hydrogen bond.[3,9,45,46] Also in photochemistry 
several examples are known, where the proposed mechanisms is based on a hydrogen 
bonded species. Exemplary, Knowles et al. could show that ketones, amides or alcohols 
can be converted by a proton-coupled electron transfer (PCET) and assumed a 
hydrogen bond formation between the substrate and proton donor/acceptor prior to the 
electron transfer.[47–49] Finally, there are various examples throughout organocatalysis, in 
which the substrate binding and activation via a hydrogen bonded species is 





proposed.[50–54] However the central hydrogen-bonded species are often in fast chemical 
exchange or have short lifetimes, therefore it is for most of the systems experimentally 
not possible to detect these hydrogen bonds. 
In the literature hydrogen bonds are described as a beginning proton transfer 
reaction.[55,56] This means that the position of the proton inside the hydrogen bond varies 
depending on the acidity of the hydrogen bond donor respectively basicity of the 
acceptor. Limbach et al. developed on model systems a NMR spectroscopic access to 
the position of these hydrogen atoms inside the hydrogen bonds using an empirical 
correlation of the 1H and the 15N chemical shifts.[57,58] This in combination with our 
recently developed access to the hydrogen bonds in CPA/imine complexes[42] allows for 
the first time to tackle the effect of the 3,3’-substituent on the hydrogen bonds and thus 
on the acidity with NMR. This acidity may play a crucial role regarding reactivity. 
However, up to now there are only few experimentally determined pka values of CPAs. In 
2011, O’Donoghue et al. determined pka values for TRIP and TRIFP in DMSO by using a 
spectrophotometric titration method.[59] Here, variations of the 3,3’-substitents resulted in 
modulation of the pKa-values of the CPAs up to ~1.5 pKa units (pKaTRIP (DMSO) = 4.22 
and pKaTRIFP (DMSO) = 2.63).[60] In acetonitrile, a similar variation range of experimental 
pKa values for five phosphoric acids between 12.5 and 14.0 is found (pKaTRIP (ACN) = 
13.3).[44] However BINOL derived N-triflyl-phosphoramides show significant smaller pKa 
values between 6.3 and 6.9.[44] Thus, at least in acetonitrile, the acidity of the catalysts is 
significantly influenced by the acidic motif, while the 3,3’-substituents have minor 
effects.[44] Most interestingly, in a Nazarov cyclization higher rates were found for more 
acidic Brønsted acids and a direct correlation between acidity and reactivity was 
postulated.[44] Given the large deviations of CPA acidities between the previous studies 
and our access to hydrogen bonds in CPA imine complexes for TRIP this opens up the 
possibility to measure an internal acidity scale, to investigate the influence of 3,3’-
substituents and to check the correlation between the internal acidity and the reactivity of 
these complexes. 
Therefore, in this study, we used four different CPAs and several imines to develop for 
the first time an internal acidity scale for binary CPA/imine complexes. Low temperature 
measurements and NMR-spectroscopic hydrogen bond analysis of the binary complexes 
allowed to determine the acidity of the CPAs via chemical shifts or 1JNH coupling 
constants. Finally, the resulting internal acidity scale was compared with the reactivity of 
the catalysts in the transfer hydrogenation. 





 Results and Discussion 3.3.
 Investigated systems/complexes 3.3.1.
In order to investigate the influence of different 3,3’-substituents on the acidity of CPAs 
and to correlate this internal acidity with the reactivity in transfer hydrogenations, we 
selected four different CPAs and twelve imines with different electronic and steric 
properties (Figure 2). The binary complexes of the four CPAs 1a-1d with the imines 2 
and 6-13 were used to cover the whole range of the Steiner-Limbach curve, while imines 
3, 4 and 5 were chosen for a detailed hydrogen bond analysis within the binary 
complexes. Altogether, we screened 32 different binary complexes.15N labelling of the 
imines allowed the access to the 15N chemical shifts[42] and CD2Cl2 was chosen as 
solvent, since CD2Cl2 provides the best chemical shift dispersion and smallest line 
widths of all solvents investigated. To reach the slow exchange regime of the hydrogen 
bonds all spectra were recorded at 180 K unless otherwise mentioned. 
 
Figure 2. Structures of the investigated a) phosphoric acids with different 3,3’-substituents and b) 
imines. The hydrogen bonds of the binary complexes of TRIP 1a, TRIFP 1b, TiPSY 1c and TRIM 
1d with the imines 3, 4 and 5 were investigated in detail by means of NMR. The other imines 2 
and 6-13 are necessary to cover the complete hydrogen bond range of the Steiner-Limbach 
curve. The non-isomerizable imine 14 was used to investigate the influence of the Hantzsch ester 
concentration on the reaction rate. c) The main focus of this work was the NMR-spectroscopic 
investigation of the binary CPA/imine-complexes. The imine exists either as E- or Z-isomer. 





 Determination of the Internal Acidity 3.3.2.
Since external pKa measurements/calculations are performed versus protons whereas 
in the transfer hydrogenation a binding to an imine occurs, there is no reason why there 
necessarily should be a correlation between external acidity and reactivity. Therefore, an 
internal acidity scale was constructed within the binary CPA imine complexes to be later 
compared to the reactivity. The Steiner-Limbach correlation can be used to characterize 
hydrogen bonds in phosphoric acid catalyst/imine complexes as previously 
demonstrated for TRIP/imine complexes.[42] By plotting the 1H chemical shift δ(OHN) of 
the acidic proton against the 15N chemical shift δ(OHN) of the basic nitrogen, a parabolic 
correlation curve can be fitted through the data points (see Figure 3 and SI). In order to 
achieve a sufficient fit, hydrogen bonds in a variety of different strengths are required. 
Thus, for the data points of weaker hydrogen bonds on the outer parts of the curve 
several phenol derivatives, carboxylic acids and tetrafluoroboric acid were added from 
our previous work (for details see SI).[42] All CPA/imine complexes investigated in this 
work feature a strong hydrogen bond with 1H chemical shifts ranging from 15 to 19 ppm 
(see highlighted points in Figure 3a). Their referenced 15N chemical shifts (for details see 
SI) range from -90 to -150 ppm. Furthermore, for many of these binary complexes 
magnetisation transfers across the hydrogen bond via 3hJPN and 2hJPH are detectable. All 
of these parameters are typical for a strong hydrogen bond with a substantial covalent 
character providing high geometrical preferences for a linear arrangement. The position 
of these binary complexes on the left side of the curve highlighted in Figure 3a) shows 
that these binary complexes have a partial ion pair character.  






Figure 3. In the Steiner-Limbach curve the δ(OHN) is plotted versus δ(OHN) of the hydrogen bonded 
complexes. All CPA/imine complexes are located on the left side of the curve (highlighted in grey) 
and form hydrogen-bond assisted ion pairs. The data for the complexes with TRIP, HBF4, phenols 
and carboxylic acids were taken from reference.[42] All 15N chemical shifts are referenced to 
{δ(OHN) = δ(OHN)exp – 340 ppm} (for details and exact values see SI); b) enlarged section of the 
Steiner-Limbach curve showing only the binary complexes of CPAs 1a-1d and imine 3, 4 and 5 
for the sake of clarity. The arrow I visualizes the observed increasing hydrogen bond strengths for 
the Z-complexes. The comparison of the hydrogen bond strengths of the different CPAs with one 
given imine is illustrated with the dotted lines II (E-complexes) and III (Z-complexes). These 
trends are exemplary shown with one imine but can be observed for imines 3-5. 
Since in the first step of the asymmetric transfer hydrogenation the imine-activation via a 
hydrogen bond formation is assumed (Figure 1a), this hydrogen bond of the binary 
complex can be used to monitor the binding between catalyst and substrate. In general, 
three parameters can be used to determine the hydrogen bond strength: the chemical 
shifts of 1H and 15N as well as the 1JNH coupling constants. In case that only the 
hydrogen bond character influences these parameters all of them should directly 
correlate, i.e. the stronger the hydrogen bond the larger the 1H and 15N chemical shifts 
(smaller negative values) and the smaller the 1JNH coupling constant. The 1H chemical 
shift is known to be significantly influenced by anisotropic shielding effects e.g. from 





aromatic moieties and other neighbourhood effects, while for TRIP/imine complexes the 
15N chemical shift was shown to reflect directly the hydrogen bond situation.[42] 
Therefore, the 15N chemical shift was used as a descriptor for the hydrogen bond 
strength and acidity, which also directly correlates with the 1JNH coupling constant (see 
discussion below). 
The simplified excerpt of the Steiner-Limbach curve presenting only complexes with 
imines 3, 4 and 5 in Figure 3b reveals different hydrogen bond strengths for the four 
catalysts and common trends for E- and Z-imines. In general, for all CPA/Z-imine 
complexes stronger hydrogen bonds are observed than for the complexes with E-imines, 
as indicated by the low field shift of the hydrogen atom as well as the nitrogen atom 
(Figure 3b, exemplarily illustrated for imine 5 with the black arrow I). Due to the reduced 
steric requirements of the imine in the Z-configuration the imine can approach closer to 
the catalyst. This is corroborated by the experimentally derived atomic distances of the 
hydrogen bonds of the TRIP complexes[42] and further supported by the distances in the 
calculated structures of various binary complexes (for coordinates see SI). Furthermore, 
within the E- and Z-complexes different trends regarding the hydrogen bond strengths 
upon variation of the catalyst are observed: For the E-complexes TRIP forms the 
strongest hydrogen bonds (least negative 15N chemical shift), followed by TiPSY, TRIM 
and TRIFP (Figure 3b, exemplarily illustrated for E-imine 3 with the blue, dotted line II). 
For Z-complexes TiPSY forms the strongest hydrogen bond directly followed by TRIP 
and then with a slight gap again followed by TRIM and TRIFP (Figure 3b, exemplarily 
illustrated for Z-imine 4 with the grey, dotted line III). These trends of the hydrogen bond 
strengths (TRIP > TiPSY > TRIM > TRIFP for E-complexes and TiPSY ≥ TRIP > TRIM > 
TRIFP for Z-complexes) were observed for imines 3-5 and could be confirmed by the 
1JNH coupling constants (see below). The hydrogen bond strengths can be directly 
correlated with the internal acidity,[61] because with a given imine a variation of the acidity 
of the catalyst changes the position of the proton in the hydrogen bond. In case of the 
investigated hydrogen assisted ion pair complexes, which are located on the left side of 
the Steiner-Limbach curve, a higher acidity effects a weaker hydrogen bond. That 
means a higher acidity or lower pKa value relates to a reduced 1H and 15N chemical shift 
(larger negative value for the referenced 15N) and an increased 1JNH coupling constant. 
For the catalysts in their binary complexes two different internal acidity scales for the E- 
and the Z-complexes were obtained. For the E-complexes the internal acidity gave the 
following trend: pKaTRIP > pKaTiPSY > pKaTRIM > pKaTRIFP (Figure 3b, exemplary illustrated 
for E-imine 3 with the blue, dotted line II). Whereas, for the Z-complexes TiPSY is the 





least acidic catalyst and an order of pKaTiPSY ≥ pKaTRIP > pKaTRIM > pKaTRIFP (Figure 3b, 
exemplary illustrated for Z-imine 4 with the grey, dotted line III) was obtained. 
The analysis of the 1JNH coupling constants (Figure 4) confirms the internal acidity for 
both, E- and Z-complexes. Furthermore, the Hammett σpara values of the aryl 
substituents of the imines correlate with the coupling constants for E- and Z-complexes 
of imine 3-6 (see SI). Given the fact, that the hydrogen bond of all investigated 
CPA/imine complexes tends towards ionic complexes, i.e. to a complete proton transfer, 
lower 1JNH coupling constants correspond to stronger hydrogen bonds. Within all 
investigated CPA/E-imine complexes TRIP shows the smallest 1JNH coupling constants, 
followed by TiPSY, TRIM and TRIFP. This is in accordance with the internal acidities 
(pKaTRIP > pKaTiPSY > pKaTRIM > pKaTRIFP) discussed before based on the 15N chemical 
shifts. For the Z-complexes, in almost all cases slightly smaller 1JNH coupling constants 
were observed, corroborating the stronger hydrogen bonds derived from the chemical 
shift analysis (see above) i.e. the reduced internal acidity of the Z- compared to the E-
complexes. For the CPA/Z-imine complexes 1JNH coupling constants for TiPSY are 
slightly smaller than for TRIP, suggesting stronger hydrogen bond and shorter distance 
from the catalyst, thus congesting the active catalyst pocket (Figure 4), which is also 
reflected in the acidity scale for the Z-complexes (pKaTiPSY ≥ pKaTRIP > pKaTRIM > 
pKaTRIFP), obtained from the 15N chemical shifts. For the E-complexes the order of 1JNH 
(TRIP < TIPSY < TRIM < TRIFP) agrees with the acidity trend pKaTRIP > pKaTiPSY > 
pKaTRIM > pKaTRIFP as discussed above. 
 
Figure 4. The experimental CPA/imine 1JHN coupling constants are shown for E- and Z-imines of 
3, 4 and 5. The following trend is observed for the E-imines: 1JHN TRIP < 1JHN TIPSY < 1JHN TRIM 
< 
1JHN TRIFP. For Z-complexes slightly different trend was found: 1JHN TIPSY < 1JHN TRIP < 1JHN 





TRIM < 1JHN TRIFP. Due to overlap the 1JHN of TRIP/4Z was determined from HN-HMBC spectra 
(marked by an asterisk; for all values see SI). 
In our theoretical calculations, the same qualitative trend for the scalar coupling 
constants (1JNH TRIP < 1JNH TiPSY < 1JNH TRIM < 1JNH TRIFP, for details see SI) could 
be reproduced for the E-complexes. Indeed, for the Z-complexes, the switched order of 
TRIP and TiPSY is not reflected in the calculations. Next, this internal acidity was 
compared to experimental and theoretical external acidities. The experimental, external 
acidities of TRIFP and TRIP as described by O’Donoghue (pKaTRIFP < pKaTRIP) in 
DMSO,[60] correlate at least in their trend with our internal acidities. Absolute pKa values 
of many CPAs in DMSO (SMD) at 298 K using various thermodynamic cycles have been 
also computed at DFT level of theory.[62] Thus, to compare the internal acidities in DCM 
at 180 K with the external acidity, we calculated relative external acidity of TRIP, TRIM 
and TiPSY to TRIFP. In general, the relative external acidities of the investigated CPAs 
in DCM confirm the previous calculated relative pKa values in DMSO within ~0.5 pKa 
units. This indicates that the implicit solvent model may vary the absolute pKa values but 
not the order. Thus, regardless of the choice of dielectric medium, the relative external 
acidity scale deviates significantly from the internal acidity scale. Especially the almost 
identical internal acidities of TRIM and TiPSY are not reflected in the calculated external 
acidities. As a result, this internal acidity scale can be used as a direct experimental 
indicator for the importance of intermolecular interactions such as dispersion[63,64] in 
Brønsted acid catalysis, which was already proposed for CPA’s and other catalytic 
systems[65,66] but so far only accessible via theoretical calculations/analyses or 
multicomponent experimental data such as reactivities.[64,67,68] 
Table 1: Calculated pKa-values relative to TRIFP in DMSO at 298 K and DCM at 180 K 
 
pKacalc in DCM at 180K 
(relative to TRIFP) 
pKacalc in DMSO at 298K 
(relative to TRIFP)[52] 
TRIP +0.85 +0.55 
TRIM +1.57 +2.26 
TiPSY +6.00 n.a. 
 





The presented first internal acidity scale of CPA/imine complexes and to our knowledge 
the first systematic and broad experimental NMR-study about the trends in hydrogen 
bond strengths within catalyst/substrate complexes in enantioselective catalysis shows 
that the intermolecular interactions between catalyst and substrate and potentially also 
the modulated solvent interactions of the complex significantly affect even the relative 
acidities. Furthermore, the comparison of the internal with the external acidity may in the 
future represent a useful tool to evaluate the non-covalent interactions in these 
complexes and especially the interactions of the 3,3’-substituents, because at least for 
the imines 3–5 there are common internal acidity trends. 
 Reactivity Analysis 3.3.3.
Previously, a correlation was postulated between the acidity of CPAs and their reactivity 
in a different system. In a Nazarov cyclisation, the highest reactivity was observed for 
the most acidic CPA catalyst.[44] With the internal acidities at hand, we tested whether 
this relationship is transferable to the transfer hydrogenation of imines, and whether also 
there the relative reactivities of the four catalysts match the internal acidities obtained 
from our NMR investigations. To compare the internal acidities with reaction rates, the 
reactivities were determined in CD2Cl2. 
In the transfer hydrogenation with imine 3 we identified TRIP as the most reactive 
catalyst. TRIM showed a slightly lower reactivity, followed by TRIFP, while for TiPSY a 
considerable drop in reactivity was observed (Figure 5). For the transfer hydrogenation 
of imine 5 under identical conditions, the order of reactivity is conserved, however we 
observed an overall significantly lower reaction rate in agreement with the Hammett σpara 
values of the aryl substituents (for details see SI). Obviously, the order of reactivity for 
the investigated transfer hydrogenation (TRIP > TRIM > TRIFP >> TiPSY) does not 
match the internal acidity scale, which show that TRIP and TiPSY have similar acidities 
(weakest acids pKaTRIP ≥ pKaTiPSY > pKaTRIM > pKaTRIFP) and should in case of an 
acidity/reactivity correlation exhibit similar reactivities. Excluding TiPSY as a potential 
exception, the comparison of reactivity and internal acidity for the remaining catalysts 
TRIP, TRIM and TRIFP interestingly shows an inverse correlation. In contrast to the 
previously reported direct correlation with acidity in a Nazarov cyclisation,[44] our 
investigated transfer hydrogenation is not proportionally correlated with the internal 
acidity. 






Figure 5. a) The reaction profiles for the symmetric transfer hydrogenation of imine 3 were done 
in situ in the NMR spectrometer with 1.4 equivalents of Hantzsch ester and 1 mol% catalyst 
(TRIP, TRIFP, TiPSY and TRIM) at 40°C in CD2Cl2. b) The slope of the linear ranges allows to 
access the rate constants. 
Nevertheless, three catalysts (TRIP, TRIM and TRIFP) show an inverse correlation, 
while an extreme drop in reactivity of TiPSY is observed (94.6 % in the initial linear 
product build up compared to TRIFP). The low reactivity of TiPSY was already 
recognized in various reactions, e.g. a higher catalyst loading is often necessary. Hence, 
next the individual steps of the catalytic cycle were considered for a correlation with the 
reactivity. 





In general, there are five possible rate-determining steps for the investigated transfer 
hydrogenation catalytic cycle: binary complex formation (Figure 6, step A), E-to-Z-imine 
isomerization (step B), formation of the ternary complex (step C), hydride transfer (step 
D) and product release/product inhibition (step E). 
The binary complex formation (step A) can be readily observed by mixing the imine and 
CPA (1:1) and directly measuring its NMR spectra. The equilibrium between free imine 
and imine in the binary complex enables the experimental access to the association 
constant Kab of the binary complex. 1:1-samples of the catalysts 1a-1d and imine 5 show 
for all catalysts approximately the same amount of free imine (TRIP: 26%, TRIFP: 16%, 
TRIM: 35% and TiPSY: 27% free imine; for Ka values see Table 2). The same outcome 
is observed even with sample preparation at 180 K. At this low temperature condition, no 
product formation takes place proving that the binary complex formation (rateaB) is faster 
than the observed overall rate (rateobs). This indicates a sufficient association constant 
for this pre-equilibrium (especially at 1 mol % of catalyst, the imine is likely to saturate 
the catalyst) and suggests kinetics of the binary complex formation not contributing to 
the rate determining step. 
The transition state of the hydride transfer originating from the minor-populated Z-imine 
complex has been postulated by calculations and confirmed by our previous studies to 
be energetically more favoured than that of the E-imine complex in this transformation.[69] 
Hence, after the binary complex formation, the isomerization of the imine may contribute 
to the rate-determining step (step B). Therefore, we experimentally determined the rate 
constants of the E-to-Z-isomerization using a combination of low temperature, in situ 
illumination NMR device developed in our group,[70] and photoisomerization. A 
temperature of 190 K was chosen to supress thermal back isomerization and thus, upon 
irradiation with 365 nm, the photostationary states with highest possible Z/E binary 
complex ratios between 1:1 and 2:1 were reached. Next, the temperature was raised to 
230 K, the light was switched off, and the decay curves of the thermal Z-to-E-back-
isomerization were recorded (for details see SI). Fitting of these curves allowed us to 
obtain the activation barriers for the Z- to-E-isomerization of the binary complexes. From 
these data and the known Boltzmann distribution of the binary E- and Z-complexes in 
the thermodynamic equilibrium (1H spectra), the E-to-Z-isomerization rates were 
calculated. This experimental access to the isomerization process  is independent of the 
exact mechanism of isomerization (inversion, protonation-rotation and addition-rotation-
elimination[71–74]), which may be differently operative dependent on 






Figure 6. The catalytic cycle of the investigated transfer hydrogenation of imines is shown. 
Therefore, all possible rate determining steps are shown. These steps which could be neglected 
as rate-determining steps by experiments or calculations are shown in green, while the potential 
bottlenecks are shown in red. Finally, we assume are delicate equilibrium between the E-to-Z-
isomerization and the ternary complex formation to be the rate-determining step. 
At 230 K, the experimentally determined isomerization process is fastest for TRIP/5 
(kE

Z = 1.36*10-3 1/s) and similar for TiPSY/5 (kE

Z = 5.71*10-4 1/s) and TRIFP/5 (kE

Z = 
4.45*10-4 1/s). While the similar offset in the isomerization rates, 
kiso(TRIP/5):kiso(TRIFP/5) = 3.05 and in the observed reaction rate, 
robs(TRIP/5):robs(TRIFP/5) = 3.43 fit for TRIP and TRIFP, those for TRIP and TiPSY show 
a large deviation: kiso(TRIP/5):kiso(TiPSY/5) = 2.38 and robs(TRIP/5): robs(TiPSY/5) = 34.33 
(see SI for reaction kinetic of CPA/5). For TRIM such an analysis was not possible due 
to severe signal overlap. Thus, our results showed that the relative rate of transfer 
hydrogenation between TRIP and TRIFP is in the same qualitative trend with their 
relative isomerization rates. However, for the reaction with TiPSY, additional factors may 
contribute to the rate determining zone. 
The next step in the catalytic cycle is the formation of a ternary complex between CPA, 
imine and Hantzsch ester (step C) as proposed by theoretical calculations.[11,75–77] 
Despite extensive efforts in our working group to make the ternary complex accessible 
by NMR spectroscopy, we have not been able so far to detect any separated proton 
signals of the ternary complex upon Hantzsch ester addition. For mixtures of TRIP, 





Hantzsch ester and imine 5 some small changes of chemical shifts were detected (see 
SI), which are most pronounced for the ortho-methyl protons of Hantzsch ester and also 
observable for the hydrogen bond signals of the binary complex. This potentially 
indicates a fast chemical exchange of the ternary complex formation on the NMR time 
scale (for spectra see SI). Structural analysis of the computed ternary complex revealed 
a spatial proximity of the ortho-methyl group to the CPA BINOL backbone, which 
explains the observed high-field shift due to shielding by the aromatic ring (see SI for 
model structure). For TRIM, under similar conditions no chemical shift changes of the 
hydrogen bond protons of the binary complex were observed. Thus, the NMR studies of 
the ternary complex suggests a low (TRIM) to moderate (TRIP) association constant KaT 
and a fast exchange between binary and ternary complex on the NMR time scale even 
at temperatures down to 180 K, where no reaction occurs.  
Additionally, the low solubility of Hantzsch ester (endergonic ∆Gsolv in step F) in the 
organic solvents used in this study reduces the concentration of the ternary complex 
even further and thus amplifies the problem of a low to moderate association constant 
(KaT). Given these experimental results the ternary complex formation/concentration can 
contribute to the reaction rate or even become the rate determining step and thus 
influence the relative reactivities of the catalysts. In addition, for a non-isomerizable 
imine 14, a 1st order dependence of the dissolved Hantzsch ester concentration on the 
observed overall reaction rate was found (see SI). A similar shift of the rate determining 
step due to concentration modulations has been intentionally used in our previous 
mechanistic study of dienamines.[78] 
Assuming the ternary complex formation contributes significantly to the rate-determining 
zone and the solubility of Hantzsch ester is similar in all reactions, the origin of 
differences in reactivity with various catalysts lies in the alternation of association 
constant (KaT) and/or barrier for the ternary complex formation (kaT). Especially the 
bulkiness of the 3,3’-substituents and their effect on the size of the binding pocket is 
expected to affect the association constant (KaT) and barrier for formation (kaT). 
Indeed, the AREA (θ) value, a sterical descriptor introduced by Goodman et. al., which 
describes the cone angle of the substrate binding pocket of the CPA is for TiPSY 
significantly smaller than for the other CPAs.[31] These values (TiPSY: 29°, TRIFP: 62°, 
TRIM: 61°, TRIP: 51°)[31] demonstrate that the 3,3’-substituents of TiPSY are sterically by 
far more demanding and may therefore hinder the formation of the ternary complex. 





Despite the largest sterical hindrance of TiPSY (smallest AREA (θ)), for the binary Z-
complex the strongest hydrogen bond was found, i.e. the formation of the binary 
complex is not affected by the steric demands of the SiPh3-groups. Thus, the flexibility of 
the substituents allows the structural adaptation of the catalyst to the imine. This is also 
corroborated by the experiments, which showed comparable association constants Ka 
for all catalysts (Table 2). After the binary complex is formed, the degree of freedom of 
the 3,3´-substituents is reduced in order to maximize the interaction with the imine 
enthalpically. The structural comparison between TRIP/3 and TiPSY/3 revealed a 
sterical shield for the Hantzsch ester binding for TiPSY/3, which indicates a large 
reorganization penalty (Figure 7). In contrast, for TRIP/3 almost no reorganization is 
required. Thus, the steric of the 3,3’-substituents can explain the large difference in the 
reactivity of TiPSY compared to the other structurally analogous CPAs.  
 
Figure 7. a) The comparison of the calculated structures of the binary (blue) and ternary (green) 
complex with TRIP and imine 3 shows that for the Hantzsch ester (HE) binding almost no 
reorganization is required. b) Whereas, the binary complex of TiPSY and imine 3 (red) revealed a 
sterical shield for the Hantzsch ester. Thus, before the ternary complex formation a large 
reorganization is assumed. 
The next step in the catalytic cycle, the hydride transfer (step D) is not accessible by 
NMR methods. Our calculations for TRIP indicated that the hydride transfer has a by far 
higher rate constant kred than the isomerization kiso (see SI) and can be neglected as the 
rate-determining step if the ternary complex is formed in a sufficient amount. However, 
as described above, the marginal ternary complex concentration decelerates the overall 
rate of the hydride transfer. Therefore, this step is coupled to the ternary complex 





formation. This is in agreement with the experimentally observed 1st order dependence 
on the Hantzsch ester concentration for the non-isomerizable imine 14. 
To minimize the potential inhibition of the acidic catalyst by the product basic sites and 
its effect on the observed reaction rate (step E), we followed the initial rate kinetics 
approach during our investigations. In this way, product inhibition has a negligible 
contribution to the rate-determining step in the catalytic cycle. This is most probably valid 
throughout the course of the reaction. On the contrary, an increase in the reaction 
turnover with CPA has been reported for the transfer hydrogenation of N-methyl imines 
by protecting the formed highly basic amine. Thus, the N-methyl amine was proposed to 
inhibit the catalyst and leads therefore to a slowdown of the reaction.[79] For our reaction 
using N-phenyl imines, the generated products are unlikely to significantly inhibit the 
catalytic cycle due to lower basicity of the aromatic amines as evidenced by the high 
yields. Nevertheless, the initial rate kinetics discussed here avoid the problem of 
potential product inhibition. 
Table 2: All experimental data discussed above are summarized. Beside the relative, calculated 
external pka values, all experimentally obtained parameters, like the internal acidity (obtained 
from 15N chemical shift and 1JNH coupling constant) for both E-and Z-complexes, the association 
constants Ka of the binary complexes as well as the isomerisation rate kiso are given. For the sake 
of completeness also the AREA (Ɵ) values were added.[31] The influence of all these parameters 
on the relative reaction rate was investigated. TiPSY does not follow this trends observed for the 
other catalysts TRIP, TRIM and TRIFP (visualized with grey bars). 
 
All of the experimental data discussed above are summarized in Table 2. Based on the 
results presented there, a previously established correlation of an increased acidity 
giving higher reactivity in chiral phosphoric acid-catalyzed reactions[44] cannot be 
transferred to the asymmetric transfer hydrogenation of imines. However, a possible 
inverse relationship of the internal acidity for TRIP, TRIM and TRIFP with the reactivity 
could be observed, thus in our system, the less acidic catalysts give the fastest reactions 
(see Table 2). In contrast, TiPSY does not follow this trend. Despite having the strongest 
hydrogen bond, as well as a binary complex association constant Ka and an 
isomerization rate constant kiso, comparable to the other catalysts, the observed 





reactivity is by far the slowest. The only parameter deviating significantly from the other 
catalysts is the AREA (θ) value, which is extremely small. In addition, the blockage of the 
second binding site in TiPSY complexes may amplify the issue of the ternary complex 
formation inside the rate-determining zone (see discussion above and Figure 7). The 
experimental and theoretical studies on aromatic imines provided, show that the 
formation of the binary complex as well as product inhibition can be neglected as rate 
determining steps. Furthermore, the rate constant of hydride transfer (kred) is by far 
higher than for the isomerization (kiso). Finally, isomerization and ternary complex 
formation have to be decisive for the observed overall reaction rate. Thus, the 
comparison of isomerization rates, reaction rates and ternary complex formation of CPAs 
with different 3,3’-substituents shows that in a delicate equilibrium isomerization rates 
and ternary complex formation contribute to the rate-determining zone. Thus, the 
presented results suggest that within a similar acidic motif and similar sterics of the 
CPAs the reactivity is inverse correlated to the internal acidity. For CPAs with small 
AREA (θ) values the steric bulk seems to overrule the internal acidity and the reactivity is 
significantly decreased. 
 Conclusion 3.4.
By means of NMR-spectroscopic studies, a hydrogen bond analysis of 32 CPA/imine 
complexes regarding 1H and 15N chemical shifts as well as 1JNH coupling constants was 
established. This allowed for the first time to implement an internal acidity scale of 
CPA/imine complexes as a direct experimental tool to probe a correlation between 
acidity and reactivity. All CPA/imine complexes form strong, charge-assisted hydrogen 
bonds. The analysis of the chemical shifts and the resulting hydrogen bond strengths of 
the four Brønsted acid catalysts TRIP, TiPSY, TRIM and TRIFP show two different 
acidity scales for E- and Z-imines complexes (E-imines: pKaTRIP > pKaTiPSY > pKaTRIM > 
pKaTRIFP; Z-imines. pKaTiPSY > pKaTRIP > pKaTRIM > pKaTRIFP). All the investigated imines 
showed the same trend. The internal acidity analysis by chemical shifts was 
corroborated by experimentally determined 1JNH coupling constants and theoretical 
calculations of the complexes. Our calculated external acidity scale in DCM (pKaTRIFP < 
pKaTRIP < pKaTRIM < pKaTiPSY) deviates from the experimental internal acidity scale. This 
shows that intermolecular interactions in CPA/imine complexes are essential to describe 
the acidic properties of these complexes correctly and either experimental data or 
calculations of the binary complexes have to be accounted for. 





While the calculated external acidity scale does not exhibit any correlation with the 
reactivity of the transfer hydrogenation, the internal acidity at least of TRIP, TRIM and 
TRIFP shows an inverse correlation. Thus, the least acidic TRIP with the strongest 
hydrogen bond gives the highest reactivity. However, TiPSY does not follow this trend, 
demonstrating that for Brønsted acids with an identical acidic functional group, also other 
factors may contribute. Isomerization rates, reaction rates and ternary complex formation 
data of CPAs with different 3,3’-substituents show that a delicate balance between the 
isomerization and the ternary complex formation is potentially the rate-determining zone. 
The collected experimental data of TRIP, TRIM and TRIFP suggest that the lower the 
internal acidity, the higher the isomerization rates and the higher the reactivity in the 
transfer hydrogenation. This trend can be predicted by calculating internal acidities (i.e. 
1JNH coupling constants), which match the experimental results best. However, for a 
small binding pocket the correlation with the internal acidities fails, i.e. for TiPSY, still a 
very strong hydrogen bond is formed, but the reactivity breaks down most probably due 
to sterical congestion at the active site for the second binding partner. 
 





 Supporting information 3.5.
3.5.1. Synthesis of Imine Substrates  
The imines were prepared according to a modified literature procedure.[80–85] The toluene was 
used either in p.A. quality or was dried by refluxing over sodium. The 15N-enriched aniline for 
the presented syntheses below was purchased from Euriso-top GmbH and Sigma Aldrich. 
For the preparation of imines 10-13 see reference.[80] 
Exemplary procedure for (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 5 












Molecular sieves 4 Å (1.625 g) were weighed into a 25 ml Schlenk flask equipped with a 
reflux condenser and a stopper. The setup was connected to a vacuum line and was 
evacuated and dried with a heat gun. 4-Methoxyacetophenone (0.500 g, 3.33 mmol) and 
Aniline (98% 15N, 0.31 ml, 0.316 g, 3.35 mmol) were added to the Schlenk flask under argon 
atmosphere and were dissolved in 5 ml toluene. The stop cock was exchanged with a drying 
tube filled with CaCl2 and the solution was heated to reflux overnight. The orange solution 
was filtered off from the molecular sieves and was concentrated under reduced pressure. 
The remaining solid was recrystallized from methanol. The product was obtained as yellow 
solid (0.303 g, 1.33 mmol, 40%) and predominantly as E-isomer (>99 % via 1H-NMR 
analysis). 
1H-NMR (400.1 MHz, CD2Cl2) δH = 7.95 (m, 2H, Aryl-H), 7.35 (m, 2H, Aryl-H), 7.07 (m, 1H, 
Aryl-H), 6.96 (m, 2H, Aryl-H), 6.77 (m, 2H, Aryl-H), 3.86 (s, 3H, -OCH3), 2.18 ppm (d, 3JHN = 
1.76 Hz, -CH3) 





13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 164.5 (d, 1JNC = 7.1 Hz), 161.9, 152.5 (d, 2JNC = 1.7 
Hz), 132.5 (d, 1JNC) = 8.4 Hz), 129.3, 129.2 (d, 3JNC = 3.3 Hz), 123.2, 119.9 (d, 2JNC = 2.3 Hz), 
113.9, 55.8, 17.2 ppm (d, 2JNC = 2.7 Hz) 
15N-NMR (40.5 MHz, CD2Cl2): δN = 325.5 ppm 
1H- and 13C-spectra were in accordance with the literature.[86] 
(E)-1-(4-bromophenyl)-N-phenylethan-1-imine (98 % 15N) 2 
For the syntheses of the imines, the same procedure was used as in our previous 
publication.[80] 
The reaction was carried out on 4.32 mmol scale.  
The remaining yellow-orange residue was dissolved in 1 ml MeOH 
under gentle heating (water bath 60°C) and was stored in the 
fridge (~ 4°C). The crystallized product was sucked off over a 
Büchner funnel and was washed with ice-cold MeOH. Solvent 
residues were removed under reduced pressure. The product was 
obtained as almost yellow crystalline solid (0.438 g, 38 %) and predominantly as E-isomer (~ 
99% via 1H-NMR analysis). 
1H-NMR (400.1 MHz, CD2Cl2) δH = 7.87 (2H, m, Aryl-H), 7.59 (2H, m, Aryl-H), 7.36 (2H, m, 
Aryl-H), 7.09 (1H, m, Aryl-H), 6.77 (2H, m, Aryl-H), 2.20 ppm (3H, d, 3JNH = 1.8 Hz, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 164.5 (d, 1JCN = 7.2 Hz), 151.9 (1JCN = 1.5 Hz), 
138.9 (d, 2JCN = 8.6 Hz), 131.8, 129.3, 129.2 (d, 3.3 Hz), 125.2, 123.6, 119.6 (2.3 Hz), 17.3 
(d, 2JCN = 2.8 Hz) 
15N-NMR (40.5 MHz, CD2Cl2): δN = 333.4 ppm 
1H- and 13C-spectra were in accordance with the literature.[87] 





(E)-1-(4-methylphenyl)-N-phenylethan1-imine (98% 15N) 3 
For the syntheses of the imines, the same procedure was used as in our previous 
publication.[80] 
The reaction was carried out on 3.73 mmol scale.  
The solidified residue was washed with cooled MeOH (~-35°C). After 
drying under reduced pressure over CaCl2, the product was obtained 
as orange crystals (0.220 g, 1.05 mmol, 28 %) predominantly as 
E-isomer (>99 % via 1H-NMR analysis). The product was used 
without further purification.  
1H-NMR (400.1 MHz, CD2Cl2) δH = 7.87 (m, 2H, Aryl-H), 7.34 (m, 2H, Aryl-H), 7.26 (m, 2H, 
Aryl-H), 7.07 (m, 1H, Aryl), 6.76 (m, 2H), 2.41 (s, 3H, -CH3), 2.19 ppm (d, 3JHN = 1.76 Hz, 3H, 
-CH3)  
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 165.3, 152.4, 141.2, 133.9, 129.5, 129.3, 127.5, 
123.3, 119.7, 21.5, 17.4 ppm 
15N-NMR (40.5 MHz, CD2Cl2): δN = 328.9 ppm 
1H- and 13C-spectra were in accordance with the literature.[83] 
(E)-N-phenyl-1-(4-(trifluoromethyl)phenyl)ethan-1-imine (98% 15N) 4 
For the syntheses of the imines, the same procedure was used as in our previous 
publication.[80] 
The reaction was carried out on 1.59 mmol scale.  
The obtained yellow solid was further dried in the desiccator over 
KOH. The product was obtained as yellow solid (0.306, 1.16 
mmol, 72 %) predominantly as E-isomer (>99 % via 1H-NMR 
analysis). The product was used without further purification. 
1H-NMR (400.1 MHz, CD2Cl2): δH = 8.11 (m, 2H, Aryl-H), 7.73 (m, 2H, Aryl-H), 7.38 (m, 2H, 
Aryl-H), 7.12 (m, 1H, Aryl-H), 6.80 (m, 2H, Aryl-H), 2.25 ppm (d, 3JNH = 1.8 Hz, 3H, -CH3) 





13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 164.5, 152.0, 143.2, 132.1, 129.4, 128.0, 125.6, 
124.6, 123.9, 119.5, 17.5 ppm 
19F-NMR {1H} (376 MHz, CD2Cl2): δF = - 63.1 ppm 
15N-NMR (60.8 MHz, CD2Cl2): δN = 338.2 ppm 
1H- and 13C-spectra were in accordance with the literature.[83] 
 
(E)-1-(4-fluorophenyl)-N-phenylethan-1-imine (98 % 15N) 6 
For the syntheses of the imines, the same procedure was used as in our previous 
publication.[80] 
The reaction was carried out on 4.32 mmol scale.  
The remaining yellow-orange residue was dissolved in 1 ml MeOH 
under gentle heating (water bath 60°C) and was stored in the fridge 
(~ 4°C). The crystallized product was washed with ice-cold MeOH. 
Solvent residues were removed under reduced pressure. The 
product was obtained as almost colorless/slightly yellowish 
crystalline solid (0.248 g, 27 %) and predominantly as E-isomer (~ 99% via 1H-NMR 
analysis). 
1H-NMR (400.1 MHz, CD2Cl2) δH = 8.00 (2H, m, Aryl-H), 7.35 (2H, m, Aryl-H), 7.14 (2H, m, 
Aryl-H), 7.09 (1H, m, Aryl-H), 6.77 (2H, m, Aryl-H), 2.20 ppm (3H, d, 3JNH = 1.8 Hz, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 164.6, 164.3, 152.1, 136.2, 129.7, 129.3, 123.5, 
119.6, 115.5, 17.4 ppm 
15N-NMR (40.54 MHz, CD2Cl2): δN = 330.9 ppm 
1H- and 13C-spectra were in accordance with the literature.[86] 
 





(E)-1-(naphthalen-2-yl)-N-phenylethan-1-imine (98% 15N) 7 
For the syntheses of the imines, the same procedure was used as in our previous 
publication.[80] 
The reaction was carried out on 4.33 mmol scale. 
The intensive orange solution was cooled down and was quickly 
filtered off from the molecular sieves. The product started 
crystallizing at r.t. Crystallization was completed in an ice bath for 
2 h. The yellow crystals were sucked off with a Büchner funnel 
and were washed with ice-cold toluene. The liquid residue was 
concentrated under reduced pressure and the resulting solid was 
suspended in 2.5 ml methanol and was shortly heated at 60°C in 
a water bath. After cooling down, the yellow solid was sucked off with a Büchner funnel and 
washed with ice cold methanol. Solvent residues were removed under reduced pressure. 
The product was obtained as yellow solid (0.489 g, 1.99 mmol, 45 % yield) predominantly as 
E-isomer (>99 % via 1H-NMR analysis). 
1H-NMR (400.1 MHz, CD2Cl2) δH = 8.37 (s, 1H, Aryl-H), 8.24 (dd, 3JHN = 8,68 Hz, 4J = 1.64 
Hz, 1H, Aryl-H) 7.99 – 7.94 (m, 1H, Aryl-H), 7.94 – 7.87 (m, 2H, Aryl-H), 7.60 – 7.52 (m, 2H, 
Aryl-H), 7.42 – 7.35 (m, 2H, Aryl-H), 7.11 (m, 1H, Aryl-H), 6.83 (m, 2H, Aryl-H), 2.34 ppm (d, 
3JHN = 1.76 Hz, 3H, -CH3)  
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 165.3, 152.3, 137.3, 134.8, 133.3, 129.3, 129.2, 
128.2, 128.1, 128.0, 127.6, 126.7, 124.6, 123.5, 119.7, 17.4 ppm 
15N-NMR (40.5 MHz, CD2Cl2): δN = 333.5 ppm 
1H- and 13C-spectra were in accordance with the literature.[86] 





 (E)-N-phenyl-1-(3´,4´,5´-(trimethoxy)phenyl)ethan-1-imine (98% 15N) 8 
For the syntheses of the imines, the same procedure was used than in our previous 
publication.[80] 
To the mixture of 3,4,5-Trimethoxyacetophenone (0.486 g, 2.30 
mmol) and Aniline (98% 15N, 0.22 ml, 2.30 mmol) additionally 
sodium bicarbonate (1g, 11.9 mmol) was added. The reaction 
was carried out in 2.30 mmol scale. 
The solidified residue was washed with cooled MeOH (~-35°C). 
After drying under reduced pressure, the product was obtained 
as coluorless solid (0.140 g, 0.49 mmol, 21 %) predominantly 
as E-isomer (>99 % via 1H-NMR analysis). The product was 
used without further purification.  
1H-NMR (400.1 MHz, CD2Cl2) δH = 7.35 (m, 2H, Aryl-H), 7.24 (s, 2H, Aryl-H), 7.08 (m, 1H, 
Aryl-H), 6.76 (m, 2H, Aryl-H), 3.91 (s, 6H, OCH3), 3.83 (s, 3H, -OCH3), 2.19 ppm (d, 3JHN = 
1.75 Hz, 3H, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 164.9, 153.8, 152.3, 140.8, 135.5, 129.7, 123.8, 
120.0, 105.4, 61.4, 56.9, 17.8  
15N-NMR (40.5 MHz, CD2Cl2): δN = 329.7 ppm 





 (E)-N-phenyl-1-(4-(tert-butyl)phenyl)ethan-1-imine (98% 15N) 9 
For the syntheses of the imines, the same procedure was used than in our previous 
publication.[80] 
The reaction was carried out in 2.84 mmol scale.  
The solidified residue was recrystallized in 0,4 ml ethanol and 
washed with cooled MeOH (~-35°C). After drying under reduced 
pressure, the product was obtained as colorless crystals (0.160 g, 
0.63 mmol, 22 %) predominantly as E-isomer (>99 % via 1H-NMR 
analysis). The product was used without further purification.  
1H-NMR (400.1 MHz, CD2Cl2) δH = 7.91 (m, 2H, Aryl-H), 7.48 (m, 2H, Aryl-H), 7.35 (m, 2H, 
Aryl-H), 7.07 (m, 1H, Aryl-H), 6.76 (m, 2H, Aryl-H), 2.20 (d, 3JHN =1.83 Hz, 3H, -CH3),1.34 (s, 
9H, tert-Butyl) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC = 165.9, 154.9, 153.1, 137.9,129.6, 128.0, 126.3, 
124.0, 120.4, 35.7, 32.0, 18.1 ppm 
15N-NMR (40.5 MHz, CD2Cl2): δN = 329.4 ppm 
1H- and 13C-spectra were in accordance with the literature.[83] 
3.5.2. Sample preparation of binary complexes in CD2Cl2 
Deuterated solvents were purchased from Deutero or Sigma Aldrich. When anhydrous 
solvents were required, CD2Cl2 was freshly distilled over CaH2 under argon atmosphere. The 
catalysts were purchased from Sigma Aldrich or synthesized from the corresponding 
binaphthols according to the procedure of Klussmann et al.[88] 
The catalyst was dried for 30 min at 150°C under reduced pressure. Ketimine and 
phosphoric acid catalyst were directly weighed into a 5 mm NMR tube under an inert argon 
atmosphere. CD2Cl2 (0.6 ml) and 1.0 ml of tetramethylsilane atmosphere were added to the 
tube. The sample was stored in an -80°C freezer. For all samples a 1:1 ratio of 
catalyst/ketimine was used. Even after careful sample preparation, partial hydrolysis of the 
imine could not be completely prevented. Therefore the imine/CPA-ratios are slightly different 
from 1:1. A concentration of 25 mmol or 50 mmol/L was used for all samples, depending on 
solubility at low temperatures. 





3.5.3. Spectrometer data 
NMR experiments were performed on Bruker Avance III HD 400 MHz spectrometer, 
equipped with 5 mm BBO BB-1H/D probe head with Z-Gradients and a Bruker Avance III HD 
600 MHz spectrometer, equipped with a 5 mm TBI 1H/31P and a 5 mm CPPBBO BB-1H/19F. 
Triple resonance experiments were performed on the TBI probe head. The temperature was 
controlled in the VT-experiments by BVT 3000 and BVTE 3900. For NMR measurements 
employing standard NMR solvents, 5 mm NMR tubes were used, if not otherwise noted. 
NMR data were processed, evaluated and plotted with TopSpin 3.2 software. Further plotting 
of the spectra was performed with Corel Draw X7, X8 or 2017 software. 1H and 13C chemical 
shifts were referenced to TMS or the respective solvent signals. The heteronuclear 15N and 
19F spectra were referenced, employing ν(X) = ν(TMS) x Ξreference / 100 % according to Harris 
et al.[89] The following frequency ratios and reference compounds were used: Ξ(15N) = 
10.132912 (lq. NH3) and Ξ(19F) = 94.094011 (CCl3F) 
Pulse programs 
All pulse programs used are standard Bruker NMR pulse programs. 
Acquisition Parameters 
1H-NMR: Pulse program: zg; Relaxation delay = 2 – 3 s, Acquisition time = 2.48 s, SW = 
22.0 ppm, TD = 64k, NS = 8 – 64; zg30; Relaxation delay = 2 s, Acquisition time = 2.48 s, 
SW = 22.0 ppm, TD = 64k, NS = 8 – 64;  
15N-NMR: Pulse program: zg; Relaxation delay = 10.00 s, Acquisition time = 0.54 s, SW = 
502.8 ppm, TD = 32k, NS = 256 – 2048;  
13C-NMR: Pulse program: zgpg30; Relaxation delay = 2.00 s, Acquisition time = 0.80 s, SW = 
270.0 ppm, TD = 64k, NS = 1k – 2k;  
19F-NMR: Pulse program: zg30; Relaxation delay = 2 – 3 s, Acquisition time = 11.60 s, SW = 
10.0 ppm, TD = 128k, NS = 8 – 64; 





3.5.4. Steiner-Limbach correlation 
Theory 
All investigations regarding the hydrogen bond analysis were done in accordance with our 
previous work on TRIP/imine complexes.[80] 
The 1H and 15N chemical shifts of an OHN hydrogen bond can be correlated by multiplication 
of the constants δ(OH)°, δ(HN)°, δ(HN)° and δ(N)° with the defined valence bond orders pHOH 
(equation S1 and S2). δ(OH)°, δ(HN)°, δ(HN)° and δ(N)° reflect the 1H respectively 15N 
















 	  (S2) 
 
δ(HN)° and δ(HN)° are the 15N, respectively 1H chemical shift of the completely protonated 
imine and are experimentally accessible. δ(OH)° is the chemical shift of the free phosphoric 
acid (CPA). Because of dimerization and remaining water, δ(OH)° has to be fitted. δ(N)° 
takes into account the referencing of the 15N chemical shift (see chapter 3.2). To consider the 
asymmetry of the OHN hydrogen bond compared to symmetric XHX hydrogen bond, the 
correction factors δ(OHN)* and δ(OHN)* are used (for values see table S1). These 
parameters were slightly modified compared to our previous publication.[80] 














pyridine–HA[90] in CDF3/CDF2Cl 0 126 -4 2 7 20 
collidine–HA[90] in CDF3/CDF2Cl 0 126 -8 2 7 20 
solid collidine–HA[61] 0 126 0 -3 7 20 
imine/TRIP[80] 0 -170 -6 2 6 16 
imine/TiPSY, imine/TRIFP and 
imine/TRIM 
0 -151.6 -4.89 1.04 12.33 14.2 





To consider the zero anharmonic vibrations of the hydrogen atom within the hydrogen bond 
Limbach and Denisov proposed the correction factors for the valence bond orders pHOH and 
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After a mathematically fitting the parameters dH, cH, f and g were slightly modified in 
comparison to our previous work (table S2).[80,90] 
Table S 2: Correction factors used for the hydrogen-bond correlations. 
systems f g cH dH 
weak and medium strong OHN bonds[90] 0 0 0 0 
pyridine/HA and collidine/HA[90] in 
CDF3/CDF2Cl 
5 2 360 0.7 
pyridine/HA and collidine/HA solid[61] 5 2 360 0.7 
imine/TRIP[80] 8 2 360 0.3 
imine/TiPSY, imine/TRIFP and imine/TRIM 7.3 1.36 349.9 0.33 
 
In accordance with Limbach and Denisov, the measured NMR data of the hydrogen bonds 
were correlated with their geometries by using the concept of valence bond orders of 
Pauling.[57,58,90] The valence bond orders for the hydrogen bonds of the proton and the heavy 
atoms within an OHN hydrogen bond are given by pHOH (equation S5) and pHNH (equation 
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Referencing of the 15N chemical shift 
As proposed in the literature, the 15N chemical shifts were referenced to the chemical shift of 
the non-hydrogen bonded imine 11 (δ15N = 340.8 ppm, 300 K, CD2Cl2).[58] Thus, the 15N 
chemical shifts reflect the deviation of the complexed imines from their neutral form (δ15N = 
~330 ppm) and range from -90 to -150 ppm. Because of this correction δ(N)° can be set to 0. 
Steiner-Limbach correlation curve: experimental 1H and 15N chemical shifts 
Table S 3: NMR parameters (δ1H and δ15N chemical shift as well as 1JNH) of HBF4/imine, TRIP/imine, 
carboxylic acids and phenol/imine complexes in CD2Cl2. All values are obtained from literature.[80]  
Complex 
δ 
1H δ 15N 1JNH 
Solvent T [K] Ref. [ppm] [ppm] [Hz] 
HBF4/3E 12.35 189.4 92.3 CD2Cl2 180 TMS 
HBF4/3Z 12.48 193.4 91.9 CD2Cl2 180 TMS 
HBF4/5E 12.23 182.8 92.5 CD2Cl2 180 TMS 
HBF4/5Z 12.26 188.2 92.6 CD2Cl2 180 TMS 
R-TRIP/2E 17.68 224.3 75.4 CD2Cl2 180 TMS 
R-TRIP/2Z 17.68 221.1 n.d. CD2Cl2 180 TMS 
R-TRIP/3E 17.07 216.0 79.2 CD2Cl2 180 CHDCl2 
R-TRIP/3Z 17.11 215.0 78.4 CD2Cl2 180 CHDCl2 
R-TRIP/4E 18.20 235.1 68.7 CD2Cl2 180 TMS 
R-TRIP/4Z 18.20 228.0 74.8[a] CD2Cl2 180 TMS 
R-TRIP/5E 16.47 206.6 82.2 CD2Cl2 180 TMS 
R-TRIP/5Z 16.75 209.1 81.0 CD2Cl2 180 TMS 
R-TRIP/6E 17.42 220.6 77.3 CD2Cl2 180 TMS 
R-TRIP/6Z 17.42 217.9 n.d. CD2Cl2 180 TMS 
R-TRIP/10E 18.42 243.3 67.7 CD2Cl2 180 TMS 
R-TRIP/10Z1 18.18 228.9 74.3 CD2Cl2 180 TMS 
R-TRIP/10Z2 18.13 228.7 75.2 CD2Cl2 180 TMS 
R-TRIP/11E 17.70 268.1 n.d.  CD2Cl2 180 TMS  
R-TRIP/11E 17.93 264.1 41.7 CD2Cl2 170 TMS  
R-TRIP/11Z 18.85 240.6 60.6 CD2Cl2 180 TMS  





R-TRIP/12 17.35 225.5 77.0 CD2Cl2 200 TMS 
R-TRIP/13E 17.31 223.6 78.1 CD2Cl2 180 TMS 
R-TRIP/13Z 17.07 221.7 79.3 CD2Cl2 180 TMS 
4-NO2-Phenol/3 13.43 299.3 n.d. CDCl2F[b] 130 TMS 
4-Cl-Phenol /5 11.81 299.7 n.d. CDCl2F[b] 130 TMS 
3,5-Cl-Phenol/5 12.25 297.1 n.d. CDCl2F[b] 130 TMS 
3-CF3-Phenol/5 11.96 299.0 n.d CDCl2F[b] 130 TMS 
Acetic Acid/5 14.60 294.3 n.d. CDCl2F[b] 130 TMS 
TMA/5 14.34 295.8 n.d CDCl2F[b] 130 TMS 
[a]derived from HN-HMBC [b] Freonic mixture; CDCl2F/CDClF2 ratio slightly varies between samples. For sample preparation, see 
reference.[80] 





Table S 4: NMR parameters (δ1H and δ15N chemical shift as well as 1JNH) of TRIFP/imine, 
TiPSY/imine and TRIM/imine complexes in CD2Cl2. 
Complex 
δ 
1H δ 15N 1JNH 
Solvent T [K] Ref. [ppm] [ppm] [Hz] 
R-TRIFP/2E 16.49 210.6 82.8 CD2Cl2 170 TMS 
R-TRIFP/2Z 16.96 215.2 81.1 CD2Cl2 170 TMS 
R-TRIFP/3E 15.95 204.2 85.1 CD2Cl2 170 TMS 
R-TRIFP/3Z 16.50 209.9 82.7 CD2Cl2 170 TMS 
R-TRIFP/4E 17.09 218.2 80.8 CD2Cl2 170 TMS 
R-TRIFP/4Z 17.39 220.4 80.5 CD2Cl2 170 TMS 
R-TRIFP/ 5E 15.39 196.4 86.0 CD2Cl2 170 TMS 
R-TRIFP/5Z 16.11 204.4 85.1 CD2Cl2 170 TMS 
R-TRIFP/6E 16.18 207.1 83.0 CD2Cl2 170 TMS 
R-TRIFP/6Z 16.79 213.1 82.3 CD2Cl2 170 TMS 
R-TiPSY/2E* 16.79 219.6 77.3 CD2Cl2 180 TMS 
R-TiPSY/2Z* 17.16 222.7 73.9 CD2Cl2 180 TMS 
R-TiPSY/3E 16.12 211.3 81.2 CD2Cl2 180 TMS 
R-TiPSY/3Z 16.64 216.6 78.1 CD2Cl2 180 TMS 
R-TiPSY/4E 17.32 228.3 73.1 CD2Cl2 180 TMS 
R-TiPSY/4Z 17.56 228.3 71.8 CD2Cl2 180 TMS 
R-TiPSY/5E 15.53 203.6 83.7 CD2Cl2 180 TMS 
R-TiPSY/5Z 16.24 211.3 80.0 CD2Cl2 180 TMS 
R-TiPSY/6E 16.50 216.3 79.2 CD2Cl2 180 TMS 
R-TiPSY/6Z 17.00 220.6 76.0 CD2cl2 180 TMS 
R-TiPSY/7E 16.30 212.0 81.4 CD2Cl2 180 TMS 
R-TiPSY/7Z 16.90 218.8 77.2 CD2Cl2 180 TMS 
R-TiPSY/8E 15.78 207.8 83.5 CD2Cl2 180 TMS 
180 TMS R-TiPSY/8Z 16.74 218.3 77.0 CD2Cl2 
R-TiPSY/9E 16.13 212.0 81.7 CD2Cl2 180 TMS 
R-TiPSY/9Z 16.60 218.8 77.7 CD2Cl2 180 TMS 
R-TRIM/3E 16.26 208.0 83.9 CD2Cl2 180 TMS 
R-TRIM/3Z 16.72 211.5 80.9 CD2Cl2 180 TMS 
R-TRIM/4E 17.51 224.6 77.3 CD2Cl2 180 TMS 
R-TRIM/4Z 17.76 224.1 76.0 CD2Cl2 180 TMS 
R-TRIM/5E 15.80 200.5 85.4 CD2Cl2 180 TMS 
R-TRIM/5Z 16.31 206.0 82.2 CD2Cl2 180 TMS 
*this complex showed precipitation inside the NMR tube 





Plot of 1JHN against δOHN  
 
Figure S 1: Plot of 1JHN values against δ(OHN). Experimental δ(OHN)/ 1JHN pair values derived from 
TiPSY/imine complexes (blue), TRIFP/imine complexes (green), TRIM/imine (pink), TRIP/imine 
complexes[80] (orange) and HBF4/imine[80] (red). 
Measurements of scalar couplings 1JNH in CPA/imine complexes were also performed. Also, 
the 1H chemical shift and scalar coupling are related to one another according to the 
following equation S10:[58,90]  
1J(OHN) = 1J(HN)°pHNH – 81J(OHN)*(pOHH)2pHNH   (S10) 
Three clusters appeared corresponding to each of the four investigated catalysts. The 
complexes formed with TRIP have overall higher 1H chemical shift values (~16.5 ppm to 
~18.5 ppm) compared to the complexes formed with TiPSY, TRIM, and TRIFP. This 
indicates the formation of a stronger hydrogen bond. Differences in 1H chemicals shifts 
between the other three catalysts are smaller. Still, higher 1H shifts values were found for 
complexes involving TiPSY and TRIM compared to the TRIFP/imine-complexes. 





On the other hand, the separation between TiPSY, TRIM and TRIFP clusters is mainly due to 
the 1JNH values (for values see table S3 and S4). Consistently higher 1JNH values (smaller in 
absolute values) were obtained with TiPSY complexes followed by TRIM and TRIFP. Since 
the focus of the curve (right side of the plot) corresponds to the shorter hydrogen bonds, 
complexes formed with TiPSY are overall slightly stronger than complexes formed with TRIM 
and TRIFP.  
Plot of 1JHN against δOHN  
 
Figure S 2: Plot of 1JHN values against δ(OHN). Experimental δ(OHN)/ 1JHN pairs derived from 
TiPSY/imine complexes (blue), TRIFP/imine complexes (green), TRIM/imine (pink), TRIP/imine 
complexes[80] (orange) and HBF4/imine[80] (red). δ(OHN) was referenced to 11 (340 ppm, 300K). 





3.5.5. Comparison of the calculated and experimental 1hJNH 
Table S 5: Experimental and calculated 1hJNH coupling constants for all catalysts with imines 3, 4 and 5 









3E -79.87 79.2 
3Z -77.24 78.4 
4E -77.35 68.7 
4Z -75.04 74.8 
5E -82.03 82.2 




3E -81.76 85.1 
3Z -82.08 82.7 
4E -79.65 80.8 
4Z -80.80 80.5 
5E -82.86 86.0 




3E -80.42 81.2 
3Z -78.59 78.1 
4E -76.41 73.1 
4Z -76.00 71.8 
5E -81.84 83.7 




3E -81.65 83.9 
3Z -78.74 80.9 
4E -78.82 77.3 
4Z -76.13 76.0 
5E -83.63 85.4 
5Z -80.25 82.2 





3.5.6. Calculation of the external pKa values 
An experimental acidity scale with pKa values of different Brønsted acid catalysts, including 
TRIP and TRIFP was published by O’Donoghue in 2011.[60] To our knowledge, there is no 
such scale including the four catalysts TRIP, TRIFP, TRIM and TiPSY. Therefore, relative 
pKa values in DCM of TRIP, TRIFP, TRIM and TiPSY for an external acidity scale were 
calculated at DG180 SCS-MP2/CBS//TPSS-D3/def2-SVP level of theory using equation S11 
and S12. For the computational data see appendix (DVD).  
 
         (S11) 
 
         (S12) 
Table S 6: Calculated relative (in DCM at 180K) and experimental (in DMSO at 25°C)[60] pKa values of 
the CPAs. 
 pKacalc pKaexp 
TRIFP 0 0 
TRIP +0.85 +1.59 
TiPSY +6.00 n.a. 
TRIM +1.57 n.a. 
 
The calculations show the lowest pKa value for TRIFP followed by TRIP, TRIM and TiPSY. 
The trend of the external acidity (pKaTRIFP < pKaTRIP < pKaTRIM < pkaTiPSY) predicted in the 
calculations does not correlate with the internal acidity scale obtained from the Steiner-
Limbach analysis (E-imines: pKaTRIFP < pKaTRIM < pKaTiPSY < pKaTRIP; Z-imines:. pKaTRIFP < 
pKaTRIM < pKaTRIP < pKaTiPSY). This demonstrates that other interactions (dispersion, steric, 
and electrostatic) significantly contribute in the internal scale. 





3.5.7. Reaction kinetics of the transfer hydrogenation 
Procedure for the in-situ kinetics 
The reactions were performed with a 0.1 molar solution of imine 3 or 5 with 1.4 equivalents of 
diethyl 1,4-dihydro-2,6-dimethyl-3,5-pyridinedicarboxylate and 1 mol% of catalysts (TRIFP, 
TRIM and TiPSY) at 313.15 K in 0.5 ml deuterated dichloromethane. Due to solubility 
reasons, the reaction with TRIM was done in a 0.065 molar solution of 3 with 1.4 equivalents 
of diethyl 1,4-dihydro-2,6-dimethyl-3,5-pyridinedicarboxylate and 1 mol% of catalysts at 
313.15 K in 0.5 ml deuterated dichloromethane. The imines were prepared as described in 
the experimental section 1.2. Both catalysts and Hantzsch ester were purchased from Sigma 
Aldrich. To compare the intensities of the spectra, the intensity of the alpha-methyl group of 
the imine in the first spectrum was used to calibrate the intensities of the alpha-methyl 
groups of the products. For this reaction in toluene higher yields and enantiomeric excesses 
are reported. Since structure determination[41] and hydrogen bond analysis were done in 
dichloromethane, this solvent was also used for the reaction kinetics. Additionally, the signals 
in dichloromethane are better separated and enable therefore a more exact integration.  
The fastest reaction is observed with TRIP, followed by TRIM and TRIFP. Catalyst TiPSY 
shows only a slow product formation. 
Procedure for the ex-situ kinetics 
A Schlenk tube with an attached septum was dried at 350 °C for 5 min under reduced 
pressure and then cooled down to room temperature. Imine 5 (73.7 mg, 327 µmol, 1.0 eq.) 
and Hantzsch Ester (116.0 mg, 457.8 µmol, 1.4 eq.) were weighed into the tube. The tube 
was evacuated and flushed with argon three times. A standard stock solution of 1,3,5-
trimethoxybenzene (54 mM) in anhydrous toluene was prepared and 3 mL of the standard-
stock solution were added to the tube under argon flow. The setup was placed into a metal-
heating block and preheated to 35 °C. A catalyst stock solution was prepared by dissolving 
the catalyst (2.9 mM) in anhydrous toluene. To start the reaction, the catalyst stock solution 
(1.0 mL, 0.009 eq catalyst) was added to the reaction mixture. After 1, 5, 10, 15, 20, 25, 30, 
45 and 60 min, samples of the reaction mixture (≈ 0.1 mL) were taken via a septum and 
quenched by adding to a solution of n-hexane (2.0 mL) and NEt3 (10 µL, 7.3 µg, 0.072 mmol, 
100 eq. based on the catalyst). The mixture was filtered through a syringe filter and analyzed 





by CSP-HPLC. It was shown that the addition of NEt3 quenches the reaction and that the 
standard does not interfere with the reaction. 
HPLC conditions: CSP-HPLC, CHIRAPACK IC column (4.6mm x 250 mmL, particle size: 
5 µm), eluent n-hexane/i-propanol 99/1, flowrate 0.9mL/min, column compartment 
temperature 20°C, λ = 220 nm. retention times: toluene/NEt3: τ1 = 3.73 min; major (R)-amine: 
τ2 = 10.1 min; minor (S)-amine: τ3 = 11.1 min; 1,3,5-trimethoxybenzene: τ4 = 15.4 min; 
imine 5: τ5 = 24.9 min; HE-pyridin: τ6 = 42.8 min; 





Kinetics of the transfer hydrogenation with imine 5 
 
Figure S 3: a) The reaction profiles for the symmetric transfer hydrogenation of imine 5 are shown. 
The kinetics were done in-situ in the NMR spectrometer with 1.4 equivalents of Hantzsch ester and 1 
mol% catalyst (TRIP, TRIFP, TiPSY and TRIM) at 40°C in CD2Cl2 b) the linear ranges enable the 
access to the rate constants. 





In general, the reaction with imine 5 is significantly slower than with imine 3. For all catalysts, 
the reaction rate of the transfer hydrogenation is reduced to more than half. This is also 
reflected in the isolated yields after five hours.[69]  
Also with imine 5 we identified TRIP as the most reactive catalyst and the reaction catalyzed 
by TiPSY is by far the slowest. However, the reactivity of TRIM and TRIFP is more or less 
the same (see Figure S3). These kinetic profiles were recorded in-situ in the NMR-
spectrometer. The lower reactivity of TRIM with imine 5 compared to imine 3 may also be 
due to the low solubility of TRIM in CD2Cl2. Thus, following the reaction kinetics without 
stirring has some potential drawbacks. Less amount of catalyst is dissolved in the reaction 
mixture and the reaction rate is slowed down compared to the other well-soluble catalysts. 
For this reason, ex-situ kinetics under the normal reaction conditions (in toluene at 35°C) 
were done. Here we observed the same result as with imine 3: the reaction with TRIP is the 
fastest, followed by TRIM and TRIFP. The amount of product for the reaction catalyzed by 
TiPSY is small and could not be detected by HPLC.  
 
Figure S 4: The linear ranges of the reaction profiles for the symmetric transfer hydrogenation of imine 
5 are shown. The kinetics were done ex-situ with 1.4 equivalents of Hantzsch ester and 0.9 mol% 
catalyst (TRIP, TRIFP, TiPSY and TRM) at 35°C in toluene. The amount of product was analyzed with 
chiral HPLC. 





3.5.8. Amount of free imine in the 1H spectra 
The amount of free imine is experimentally accessible by the integration of the 1H-signals 
obtaining from the OMe-groups of imine 5 in 1:1 sample of the catalyst and imine 5 in CD2Cl2 
at 180K. In this region three different signals (free imine, hydrogen bonded E- and Z-imine) 
are visible. For referencing the signal of the hydrogen-bonded E-imine was set to 1 in all 
cases. The determination of the amount of free imine for other imines is unreliable because 
of signal overlapping. 
 
Figure S 5: 1H-spectra of a 1:1 sample of TRIP and imine 5 in CD2Cl2 at 180K. For the determination 
of the amount of free imine the signals of the OMe-groups (free imine: 3.90 ppm, Z-imine: 3.80 ppm 
and E-imine: 3.62 ppm) were used. Furthermore, the signals of the hydrogen-bonded protons (Z-
imine: 16.75 ppm and E-imine: 16.47 ppm) are shown. 






Figure S 6: 1H-spectra of a 1:1 sample of TRIFP and imine 5 in CD2Cl2 at 180K. For the determination 
of the amount of free imine the signals of the OMe-groups (free imine: 3.90 ppm, Z-imine: 3.83 ppm 
and E-imine: 3.74 ppm) were used. Furthermore, the signals of the hydrogen-bonded protons (Z-
imine: 16.11 ppm and E-imine: 15.39 ppm) are shown. 
 
Figure S 7: 1H-spectra of a 1:1 sample of TiPSY and imine 5 in CD2Cl2 at 180K. For the determination 
of the amount of free imine the signals of the OMe-groups (free imine: 3.90 ppm, Z-imine: 3.84 ppm 
and E-imine: 3.72 ppm) were used. Furthermore, the signals of the hydrogen-bonded protons (Z-
imine: 16.24 ppm and E-imine: 15.53 ppm) are shown. 






Figure S 8: 1H-spectra of a 1:1 sample of TRIM and imine 5 in CD2Cl2 at 180K. For the determination 
of the amount of free imine the signals of the OMe-groups (free imine: 3.88 ppm, Z-imine: 3.84 ppm 
and E-imine: 3.76 ppm) were used. Furthermore, the signals of the hydrogen-bonded protons (Z-
imine: 16.31 ppm and E-imine: 15.80 ppm) are shown. 
For all cases, the obtained integrals (of free imine as well as hydrogen bonded E- and Z-
imine) and the amount of free imine 5 are summarized in Table S9. 
Table S 7: The integrals of the 1H-signals in CD2Cl2 at 180 K are summarized. The OMe signals for 
the free imine as well as the hydrogen bonded E- and Z-imines were integrated and the the amount of 
free imine was calculated. 
catalyst imine integral (E) integral (Z) integral (free) free [%] 
TRIP 5 1 0.31 0.47 26 
TRIFP 5 1 0.30 0.25 16 
TiPSY 5 1 0.43 0.54 27 
TRIM 5 1 0.90 1.08 36 
 
 





3.5.9. Formation of the binary complex 
 
 
Figure S10: Fast formation of the binary complex. The blue spectrum was recorded 7 min after 
solvation of TRIM and imine 5 at – 80°C, the red spectrum 3 days afterward (the sample was 
continuously kept at – 80°C). The relative integrals show, that no further complexation occurs after 
7 min.





3.5.10. Reactivity at 180 K and 220 K of TRIM/imine complex with Hantzsch Ester 
 
 
Figure S11: A 1:1 sample of TRIM and imine 5 was prepared (50 mM) at room temperature. The 
sample was cooled to 180 K and Hantzsch Ester (1.4 eq.) was added. A) Shows two overlapped 
spectra of the sample (blue: directly after HE addition, red: 150 min after the blue spectrum). Both 
spectra are identical despite the presence of dissolved Hantzsch Ester and binary E- and Z-complex, 
showing that no reaction occurs at 180 K. B) Overlap of two spectra of the sample (∆t = 13 h) at 
220 K. The blue spectrum (t=0) was recorded 5 h after HE addition, the red spectrum 13 h afterwards. 
The product formation could be observed, as well as a signal decrease of TRIM/Z-5, showing that a 
slow reaction occurs at 220 K. In all recorded spectra, no additional signals appeared over time 
(despite the formed product), indicating that no build up of the ternary complex proceeds. 
 





3.5.11. Determination of the E-to-Z-isomerization rates 
For the determination of the E-to-Z-isomerization rates kE→Z, the ∆Gges has to be determined 
first. ∆Gges arises from equation S13. The definition of ∆G1 and ∆G2, which are used in this 
work, is depicted in figure S6. 
∆$% + ∆$& = ∆$'(  (S13) 
 
Figure S 9: The E-imine is thermodynamically more favored than the Z-imine. Additionally, the 
definition of the ∆G1 and ∆G2 used in this work is shown. 
The only experimental way to determine the Z-to-E-isomerization rate is by increasing the 
amount of thermodynamically unfavored Z-imine by illumination with 365 nm (in-situ, for 
experimental set-up, see reference[70]). Afterwards the back-isomerization to the more stable 
E-imine was observed with NMR. Finally, the decay-curves of the Z-imine can be fitted 
mathematically (with equation S14). The Z-to-E-isomerization rate is defined as kZ→E = 1/t1. 
Then ∆G2 can be calculated from equation S15. The obtained values are summarized in 
Table S7. The decay curves are shown in chapter 7.1. 
) = *% ∗ 
+,
-. + )	  (S14) 
/0→2 = (34∗5)6 ∗ 	
7∆89:;
  (S15) 
 
 





Table S 8: The experimentally observed Z-to-E-isomerization rates kZ→E, as well as the related ∆G2 at 





 1/s] ∆G2 [kJ] 
TRIFP 5 230 2.52 67.28 
TiPSY 5 230 1.19 68.71 
TRIP 5 230 9.04 64.83 
 
For the determination of the E-to-Z-isomerization rate constants, the amount of E-and Z-
imine in the binary complex was determined. Here it is very important that the spectra were 
recorded in the thermodynamic equilibrium. After some mathematical transformations of the 
Boltzmann distribution (equation S16), ∆G1 can be observed from equation S17. Here, N0 







   (S16) 
∆$% = −?@ ∗ ln	(<=)  (S17) 
After the calculation of ∆Gges (equation S13) the E-to-Z-isomerization rate kE→Z can be 
determined with equation S18. The obtained values for ∆G1, ∆Gges and kE→Z are summarized 
in table S8 for different catalysts at 230 K. 
/2→0 = (34∗5)6 ∗ 	
7∆8CDE:;
 (S18) 
Table S 9: The experimentally observed amounts of Z-imine (Ni) and E-imine (N0) as well as the 
calculated ∆G2, ∆Gges and the Z-to-E-isomerization rates kZ→E at 230 K in CD2Cl2 are shown. 
catalyst imine T [K] Ni N0 ∆G1 [kJ] ∆Gges [kJ] kE→Z [*10-3 1/s] 
TRIFP 5 230 0.1768 1 3.31 70.59 0.45 
TiPSY 5 230 0.4786 1 1.41 70.11 0.57 
TRIP 5 230 0.1500 1 3.63 68.46 1.36 





3.5.12. Decay curves 
The amount of Z-imine is increased by illumination with 365 nm with a glass fiber inside the 
NMR.[69,70] For the imine 5 the photostationary state in CD2Cl2 at 190 K was reached after 3 h 
(constant E/Z-ratio of 1/1.7). Then the thermal Z-to-E-back-isomerization is observed inside 
the NMR-spectrometer at 230K. 230K were chosen because here the Z-imine is thermally 
back converted to the E-isomer in a reasonable amount of time. Over 250 K the back-
isomerization is so fast that it could not be detected. All the measured decay curves as well 
as the associated fit-equations (see also equation S14) are shown in figure S7 to S9. 
 
Figure S 10: The thermal back-isomerization of the Z-imine (red) in the binary TRIFP/5-complex at 
230K in CD2Cl2 is shown. While the amount of Z-imine decreases, the amount of the 
thermodynamically more stable E-imine (black) is increased. The fit delivers the following values for 
the constants: y0 = 16.94±0.05, A1 = 34.41±0.12 and t1=0.1104±0.0008. 






Figure S 11: The thermal back-isomerization of the Z-imine (red) in the binary TiPSY/5-complex at 
230K in CD2Cl2 is shown. While the amount of Z-imine decreases, the amount of the 
thermodynamically more stable E-imine (black) is increased. The fit delivers the following values for 
the constants: y0 = 31.51±0.03, A1 = 27.64±0.03 and t1=0.2329±0.0008. 
 
Figure S 12: The thermal back-isomerization of the Z-imine (red) in the binary TRIP/5-complex at 
230K in CD2Cl2 is shown. While the amount of Z-imine decreases, the amount if the 
thermodynamically more stable E-imine (black) is increased. The fit delivers the following values for 
the constants: y0 = 13.41±0.02, A1 = 29.67±0.10 and t1=0.0307±0.0002. 





3.5.13. Investigations of the ternary complex with TRIP, imine 5 and Hantzsch ester 
For the investigations of the ternary complex in this chapter, a TRIP/imine 5/Hantzsch ester-
ratio of 1:3:3 was used. This ratio was chosen to shift the equilibrium between the Hantzsch 
ester in its free form and the Hantzsch ester in the ternary complex to the side of the ternary 
complex.  
 
Figure S 13: The spectra of a) TRIP and Hantzsch ester (HE) and b) Hantzsch ester with TRIP and 
imine 5 in CD2Cl2 at 200K are shown. The very small shift (∆δ = 0.03 ppm) of the NH-proton of the 
Hantzsch ester (red circle) in both spectra is a hint that only a small amount of ternary complex was 
formed. Both spectra are referenced to TMS. 






Figure S 14: The spectra of a) TRIP and Hantzsch ester (HE) and b) Hantzsch ester with TRIP and 
imine 5 in CD2Cl2 at 200K are shown. For the ortho-methyl group of the Hantzsch ester (red 1) a small 
highfield shift (∆δ = 0.51 ppm) was observed. This may be due to the shielding by aromatic protons of 
the catalyst backbone. For the other aliphatic signals, almost no shift is observed. Both spectra are 
referenced to TMS. 
 
Figure S 15: Structural analysis of the computed ternary complex (imine 5: blue, TRIP: red, Hantzsch 
ester: green) revealed spatial proximity of the ortho-methyl group (green circle) to the BINOL 
backbone of the TRIP which explains the high-field shift due to shielding by the aromatic ring. As an 
example, the type I E-imine 5 was chosen. 






Figure S 16: a) In the spectra of imine 5 and TRIP the hydrogen-bonded protons of the E- and Z-
complex (E-complex: 16.61 ppm and Z-complex: 16.86 ppm) are showen. b) By adding Hantzsch 
ester to imine 5 and TRIP both signals are slightly shifted (E-complex: 16.37 ppm and Z-complex: 
16.65 ppm). Both spectra were recorded at 200 K in CD2Cl2.  





3.5.14. Investigations on the ternary complex of TRIM, imine 5 and Hantzsch ester 
In the investigations of the ternary complex in this chapter a TRIM/imine 5/Hantzsch ester-
ratio of 1:1:1.4 was used. 
 
Figure S 17: The spectra of a) Hantzsches ester (HE) and b) Hantzsch ester with TRIP and imine 5 in 
CD2Cl2 at 180K are shown. For the signals 2 and 3 of the Hantzsch ester (red), small shift (for 2: 
∆δ = 0.06 ppm and for 3: ∆δ = 0.04 ppm) could be observed. The assignment of proton 1 in spectrum 
b) is not unambiguous. 






Figure S 18: a) In the spectra of imine 5 and TRIM the hydrogen-bonded protons of the E- and Z-
complex (E-complex: 15.81 ppm and Z-complex: 16.31 ppm) are well separated. b) By adding 
Hantzsch ester to imine 5 and TRIM no shift of the signals is detectable (E-complex: 15.81 ppm and Z-
complex: 16.31 ppm). Both spectra were recorded at 180 K in CD2Cl2 and referenced to TMS. 





3.5.15. Barrier of the hydride transfer 
According to the previous calculations, the barrier of hydride transfer equals 53 to 60 
kJ/mol.[69] Thus, under the assumption that the formation of the ternary complex is not 
rate limiting or thermodynamically unfavorable, the measured isomerization rate (barrier 
approx. 65  to 70 kJ/mol), is several order of magnitude slower than the hydride transfer 
step. The NMR spectra showed a fast exchange between the ternary complex and the 
binary complex. Hence, kinetically the formation of the ternary complex is not 
demanding; however, the minor shift of the Hantzsch ester acidic proton-signal suggests 
that the binding constant of Hantzsch ester is very low.  
3.5.16. Solubility of Hantzsch ester in toluene 
Hantzsch ester (14.50 mg, 0.057 mmol) was weighed into an NMR tube, and a solution 
of the standard (1,3,5-trimethoxybenzene, 2.88 mg, 0.017 mmol, 0.30 eq., 3.4 mM stock 
solution) in PhMe-d8 (0.5 mL) was added. The sample was equilibrated at 308 K in the 
spectrometer for 15 min and 1H NMR spectra (AQ: 10 s, pre-scan delay 2 s, 64 scans) of 
the dissolved Hantzsch ester were acquired on a 600 MHz instrument at 308 K (35 °C). 
The fast-relaxing methyl signals of the Hantzsch ester (δ 1.08 ppm) and the standard (δ 
3.38 ppm) were integrated, and the concentration of the dissolved ester calculated. 
Hantzsch ester from three different suppliers was used for this study for comparison. 
Some of the samples were stirred (600 rpm) in a Schlenk flask at 35 °C, treated with 
ultrasound (5 min) at 35 °C, or equilibrated for 1 h. In all cases, the concentration of the 
Hantzsch ester remained low and constant at 1.2 – 1.7 mg.mL-1 (4.7 – 6.7 µM). 
3.5.17. Computational details 
For details see Appendix (DVD). 
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In Brønsted acid catalysis, hydrogen bonds play a crucial role for reactivity and 
selectivity. However, the contribution of weak hydrogen bonds or multiple acceptors has 
been unclear so far, since it is extremely difficult to collect experimental evidence for 
weak hydrogen bonds. Here, our hydrogen bond and structural access to Brønsted 
acid/imine complexes was used to analyse BINOL-derived chiral disulfonimide 
(DSI)/imine-complexes. 1H and 15N chemical shifts as well as 1JNH coupling constants 
revealed for DSI/imine-complexes ion pairs with very weak hydrogen bonds. The high 
acidity of the DSIs leads to a significant weakening of the hydrogen bond as structural 
anchor. In addition, the five hydrogen bond acceptors of DSI allow an enormous mobility 
of the imine in the binary DSI-complexes. Theoretical calculations predict the hydrogen 
bonds to oxygen to be energetically less favored, however their considerable population 
is corroborated experimentally by NOE and exchange data. Furthermore, an N-alkyl-
imine, which shows excellent reactivity and selectivity in reactions with DSI, reveals an 
enlarged structural space in complexes with the chiral phosphoric acid TRIP as potential 
explanation of its reduced reactivity and selectivity. Thus, considering factors such as 
flexibility and possible hydrogen bond sites is essential for catalyst development in 
Brønsted acid catalysis.  
4.2. Introduction 
In asymmetric synthesis, the substrate activation by a chiral catalyst has been 
established as a powerful strategy.[1] Particularly, BINOL-derived Brønsted acids 
constitute a class of robust, highly enantioselective and extremely active catalysts 
available for many asymmetric transformations, including transfer hydrogenations, 
Strecker reactions, carbonyl additions and many others.[1,2] One prominent example of 
these organocatalysts are chiral phosphoric acids (CPAs).[1] Extensive NMR-studies of 
the binary complexes between different CPAs and aromatic N-aryl imines proved the 
formation of strong, charge-assisted hydrogen bonds in these catalysts/substrate-
complexes, supported by a network of CH-π- and π-π-interactions.[3–5] Thus, the induced 
stereoselectivity stems from the non-covalent interactions.[6,7] However, for some 
transformations, even stronger Brønsted acids are required or at least show higher 
activities.[8–12] 
For this purpose, the groups of List and others reported the synthesis[13–15] of 
disulfonimide catalysts (DSIs),[16] which are more acidic than the CPAs and were 
successfully applied as catalysts for the transfer hydrogenation of N-alkyl imines.[9] 





Compared to N-aryl amines, the formed products are more basic and slow down the 
reaction by inhibiting the catalyst. In addition to the poor conversion, for the combination 
of CPA-catalysts and N-alkyl imines also disappointing steroselectivities were observed. 
In contrast, the more acidic DSI-catalysts provided both high turnovers and astonishingly 
good enantioselectivities.[9] In general, DSIs and other highly acidic catalysts have been 
applied in various reactions, in which the substrates are difficult to activate and the 
acidity of the CPAs is not sufficient.[17–19] 
 
Figure 1. a) Assumed catalytic cycle for the DSI-catalyzed asymmetric transfer hydrogenation of 
N-alkyl imines 2 derived from that of CPAs. b) Focus of this study was a hydrogen bond as well 
as a structural analysis of DSI/imine-complexes regarding the influence of the weakened 
hydrogen bonds and the increased ion pair character. All results were compared to the previously 
investigated less acidic CPAs.[3–5,20] Finally, the internal acidity of these different classes of 
catalysts was correlated to the reactivity in the transfer hydrogenation. c) In contrast to the CPAs, 
not only two but five possible hydrogen bond acceptors exist for the DSIs. d) The investigated 
binary E-and Z-complexes are shown. 





The assumed catalytic cycle for the transfer hydrogenation with N-alkyl imines and DSI 
catalysts is similar to the proposed mechanism of the CPA-catalyst transfer 
hydrogenation[21] and is shown in Figure 1. In the first step, the Brønsted acid catalyst 1 
protonates the imine 2 and a pre-catalytic species, the binary complex, is formed. 
Subsequently, the Hantzsch ester 3 reduces the imine and the chiral amine 4 is formed 
as product. Finally, the catalyst 1 is regenerated by proton transfer. 
In a Brønsted acid catalyzed Nazarov cyclization, a direct correlation between the pka-
values of the catalysts and the observed reaction rate was found.[22] For the cyclization, 
a faster reaction was observed for more acidic catalysts.[22] In one of our previous 
studies, the internal acidity of different CPAs was compared with the reactivity in the 
transfer hydrogenation of N-aryl imines.[5] There, it was shown that the reaction with the 
least acidic CPA was the fastest, while the slowest reaction was observed with the most 
acidic CPA.[5] However, the most sterically hindered catalyst showed a drastic drop in 
reactivity. Since the formation of the binary complex (i.e. the binding of the imine) was 
similar to the other catalysts, most probably the binding of the Hantzsch ester is 
hindered.[5] This suggested  that the reaction rate of the transfer hydrogenation is not 
only dependent on the internal acidity of the catalyst but can be also modulated by other 
factors such as  the steric demand of the 3,3’-substituents and the corresponding size of 
the binding pocket.[5] 
However, the use of stronger Brønsted acids rise the question, whether still binary 
complexes with charge-assisted hydrogen-bonds are present similar to the CPA/imine-
complexes[3,5] or whether pure ion pairs without hydrogen bond contribution are formed. 
As shown previously, the potential hydrogen bond is such a sensitive experimental 
indicator that the a hydrogen bond analysis can give information about the binding 
situation and even small structural changes within the binary complexes can be 
derived.[3,5] 
For CPA/imine-complexes, four highly conserved core structures were observed 
experimentally. Thus, in solution two different orientations (type I and type II) of each 
imine isomer (E and Z) inside the binary complex were detected.[4] The structural 
investigations of various CPA complexes showed that the 3,3’-substituents affect the 
relative population of these core structures but not their existence.[20] Despite the fact 
that low-temperature NMR spectroscopy was proven to be an excellent tool to 
investigate the occurring intermediates in Brønsted acid catalysis as well as the 
interactions between catalyst and substrates, up to now most of the NMR investigations 
are confined to CPAs or their derivatives.[3–5,20,23,24] Similarly, the extensive computational 
studies within Brønsted acid catalysis focused mainly on CPAs.[25–33] However, to our 





knowledge, other acidic motifs and especially the promising DSI-catalysts have not been 
examined. 
Therefore, in this study, we investigated the binary complexes of two DSIs with two N-
aryl imines by low-temperature NMR-spectroscopy. A detailed hydrogen bond analysis, 
regarding 1H and 15N chemical shifts and coupling constants, as well as structural 
investigations were conducted. These results are compared with the corresponding 
CPA/imine complexes. Particularly, the effect of the increased number of hydrogen bond 
acceptors of the DSI compared to the CPA is addressed (Figure 1c). In addition, the 
differences of the more basic N-alkyl-imine in binary complexes with TRIP and DSI were 
compared. Finally, the expanded acidity range is correlated to the observed reaction rate 
in the transfer hydrogenation of imines. 
 
4.3. Results and Discussion 
 Model system 4.3.1.
In order to compare the NHN hydrogen bonds of binary DSI/imine-complexes with our 
previously investigated POHN hydrogen bonds of CPA/imine-complexes[3,4,20] a detailed 
hydrogen bond and structural analysis was conducted. As catalysts we selected the 
commercially available DSIs 1e and 1f (Figure 2). To enable a comparison with our 
previous structural investigations on CPA/imine complexes[3–5,20] and to reduce the 
severe chemical shift overlap the methoxy-substituted N-aryl imines 2a and 2b were 
chosen. 15N labeling of the imine 2a allowed to access 1JHN coupling constants. 
Furthermore, the imines 2a, 2c and 2d were chosen for reactivity studies to consider the 
influence of electronic effects as well as isomerization. In addition, the highly acidic 
sulfonic acid (BINSA) 1g was used in the reactivity comparison to expand the pka-range 
of the catalysts even more. Finally, the more basic N-alkyl imine 3a was included into the 
structural investigations to address the special effects of N-alkyl versus N-aryl imines 
known from synthetic applications.[9] To achieve the smallest possible signal linewidths, 
all NMR measurements were conducted in CD2Cl2. All NMR spectra were recorded at 
180 K to minimize exchange processes of the hydrogen-bonded protons. 






Figure 2. The binary complexes of different BINOL-derived Brønsted acids were analyzed. a) 
While the phosphoric acids (CPAs) 1a-1d were the main focus of our previous works.[3–5,20] b) in 
this study the binary complexes between with the disulfonimides catalysts (DSIs) 1e and 1f were 
investigated. c) In addition, the sulfonic acid (BINSA) 1g was used for the reactivity analysis. d) 
The hydrogen bond and structural analysis was done with imine 2a and 2b. Whereas, the 
reaction kinetics of imines 2a, 2c and 2d were investigated. e) Additionally, also the hydrogen 
bonds between the N-alkyl imine 3a and CPA 1a as well as DSI 1e were investigated. 
 Hydrogen bond analysis of the N-aryl-imine-complexes 4.3.2.
In general, the position of the proton within a hydrogen bond is dependent on the acidity 
of the hydrogen bond donor and the basicity of the acceptor. Thus, with increasing 
acidity of the donor the proton is initially shifted towards the center of the hydrogen bond, 
where the strongest hydrogen bonds are formed, then further on to the hydrogen bond 
acceptor resulting in a hydrogen bond assisted io pairs, and finally completely to the 
acceptor forming pure ion pairs (Figure 3a). To define the position of the proton within 
OHN hydrogen bonds in pyridine/acid-complexes Steiner and Denisov developed an 
empirical correlation of 1H- and the 15N-chemical shifts.[34,35] Recently, we showed that 
this correlation is also applicable to the POHN hydrogen bonds in CPA/imine-





complexes.[3,5] For most of the binary CPA/imine-complexes, the 1H chemical shifts of 
the hydrogen-bonded protons are above 16 ppm and follow a parabolic curve revealing 
very strong hydrogen bonds (Figure 3b).[3,5] The position on the left upper half of the 
parabolic curve indicates hydrogen bond assisted ion pairs. In contrast to these CPA-
complexes, those with DSIs exhibit high field shifts for both 1H and 15N. As a result, the 
DSI/imine-complexes are positioned far down on the left side of the Steiner-Limbach 
curve close to the almost pure ion pair with HBF4 (Figure 3b). This position of the DSI-
complexes on the curve shows that the proton within the hydrogen bond is significantly 
shifted towards the nitrogen as expected for the more acidic DSI-catalysts (Figure 3a). In 
general, 1H and 15N chemical shifts as well as the 1JNH coupling constants can be used to 
determine the hydrogen bond strengths. However, the 1H chemical shift of the 
CPA/imine-complexes was significantly influenced by neighbourhood and shielding 
effects, whereas the 15N chemical shift, which was directly correlated with the 1JHN 
coupling constant, is not so sensitive for these effects and could be used as an 
appropriate descriptor for the hydrogen bond strengths.[3,5] For this reason the hydrogen 
bond analysis of the DSI-complexes was based on the 15N chemical shifts. Especially, 
the E-configured DSI/2a-complexes show a 15N chemical shift, which is similar to the 
HBF4-model system for purely ionic complexes, suggesting none or an extremely weak 
hydrogen bond. In contrast, for the investigated Z-complexes with DSI a position on the 
curve significantly closer to the CPA catalysts was found indicating a substantial 
contribution of a hydrogen bond within in these ion pairs (Figure 3b). However, from 
chemical shifts alone it is difficult to distinguish between hydrogen bond assisted ion pair 
and pure ion pair. Therefore, next the scalar couplings within and through the hydrogen 
bonds were investigated. 






Figure 3. a) With increasing acidity of the hydrogen bond donor, the proton is shifted toward the 
nitrogen of the hydrogen bond acceptor until an ion pair is formed. b) Plot of δ(OHN) against δ(OHN) 
of the hydrogen-bonded complexes. The binary complexes of DSIs 1e and 1f with the imines 2a 
and 2b (green diamonds) are complemented with the binary imine-complexes of HBF4 (purple 
triangles), CPAs (pink cycles) and some carboxylic acids and phenols (orange triangles) from 
previous studies.[3,5] All 15N chemical shifts are referenced [δ(OHN)ref = δ(OHN)exp − 340ppm] (for 
details and exact values see SI). 
The observed 1JHN coupling constants are a measure for the binding strengths between 
proton and nitrogen of the imine, i.e. the larger the1JHN the higher the ion pair character 
of the binary complex. The 1JHN coupling constants of the DSI/2a-complexes are larger 
than for all CPA-complexes (1JHN between 82 and 86 Hz), but still slightly smaller than 
the 1JHN coupling constants of the completely protonated imine with HBF4 (Figure 4). Due 
to signal broadening caused by exchange processes, for the E-imine 2a only the 1JHN of 
the complex with (CF3)2-DSI 1e was experimentally available (1JHN = 90.6 Hz). This 
coupling constant differs about 2 Hz from that observed for the completely protonated 
HFB4/E-2a-complex (1JHN = 92.5 Hz) and thus reveals a very weak hydrogen bond for the 
(CF3)2-DSI 1e/2a-complex. In all investigated CPA-complexes the 1JHN coupling 
constants for the Z-complexes are slightly smaller than for the E-complexes reflecting 
the reduced steric hindrance of the Z-imine allowing a closer approach to the catalyst 





and thus stronger hydrogen bonds.[3,5] This is also the case for the DSI-complexes. In 
accordance with this trend and the high acidity of DSI, the coupling constants for both Z-
2a-complexes with DSIs 1e and 1f (1JHN = 88.8 Hz for both) are larger than those of the 
CPA-complexes (1JHN between 80 and 85 Hz) and smaller than the respective 
E-complexes as well as the protonated imine with HBF4 (1JHN = 92.6 Hz). These 
observations show unambiguously that for the Z-complexes a hydrogen bond assisted 
ion pair is present. 
 
Figure 4. a) The experimental 1JHN coupling constants are shown for E- and Z-imine 2a with the 
CPAs 1a-1d[3] u Acidity],HBF4[3] and the DSIs 1e and 1f (for values see SI). Due to fast chemical 
exchange the 1JHN of 1f/Z-2a could not be determined (marked by an asterisk). b) Except the 
(green) 1JHN also trans-hydrogen bond scalar couplings (red 1hJNH and 2hJNN) were addressed. 
Next potential trans-hydrogen bond scalar couplings (1hJNH and 2hJNN) were addressed, 
since for magnetization transfers via 2hJNN scalar couplings across NHN hydrogen bonds 
large coupling constants are expected. The first trans-hydrogen bond scalar coupling 
was measured across such hydrogen bonds between the nitrogen atoms of Watson-
Crick base pairs in 15N-labeled RNA and showed unexpectedly large through hydrogen 
bond scalar couplings of 2hJNN ≈ 7 Hz.[36] Later also 3hJNC scalar couplings through COHN 
hydrogen bonds could be detected in proteins. Due to the additional bond the observed 
scalar coupling constants were one order of magnitude smaller (i.e. 3hJCN = 0.2 - 0.9 
Hz)[37] than the 2hJNN coupling constants. Surprisingly, in our previous study of the 
CPA/imine-complexes for the POHN hydrogen bonds (similar to the protein situation) 
very large trans-hydrogen bond scalar couplings of 3hJPN ≈ 2-3 Hz were measured, 





indicating the formation of strong, charge assisted hydrogen bonds.[3] Comparable to the 
situation in RNA also in the DSI-complexes the additional oxygen atom within the 
hydrogen bond is missing. Therefore, compared to the 3hJPN coupling constants of the 
CPA-complexes, by far stronger trans-hydrogen bond 2hJNN scalar couplings were 
expected for hydrogen bonds with similar strengths. For more ionic DSI-complexes these 
through hydrogen bond scalar couplings should be the best sensor to probe the 
existence of weak hydrogen bonds. However, even with 15N-labelled DSI 1e neither the 
2hJNN coupling nor the 1hJNH coupling between the acidic proton and DSI-nitrogen (see 
Figure 4b) were detectable in a 1D 15N or 2D 1H,15N-HSQC spectrum. Therefore, 
theoretical calculations were conducted and revealed for the 1e/E-2a-complex a very 
small 1hJNH coupling constant of 0.5 Hz, and a 2hJNN coupling constant of 7 Hz. 
Considering the linewidths of the hydrogen bonded proton of the Z-complex in the 1H-
spectrum (half line widths ≈ 22.9 Hz), it is typical for conformational exchange and in 
none of the 1H,15N-spectra through hydrogen bond cross peaks are detectable. 
Additionally, the 15N-signal of the free labeled DSI is sharp (half line widths ≈ 3.5 Hz), 
while the 15N-signal of the DSI in the binary complex is broadened significantly (for 
spectra see SI). Again, this line broadening suggests exchange processes, which would 
also explain the missing cross peaks via partial decoupling. 
Overall the hydrogen bond analysis based on 1H and 15N chemical shift as well as 1JHN 
coupling constant revealed in all investigated DSI-complexes the formation of weak 
charge-assisted hydrogen bonds. Due to the higher acidity of the catalyst, the hydrogen 
bonds and the related effect as structural anchor is weakened compared to the CPAs. 
However, even with 15N-labelled DSI it was not possible to detect any through hydrogen 
bond coupling (neither the 2hJNN coupling nor the 1hJNH coupling). This observation in 
combination with the line broadening of the 15N-signal of the DSI in the binary complex 
suggests several exchange processes. 
 Structural investigations of the N-aryl-imine-complexes 4.3.3.
To address the potential exchange processes suggested by the hydrogen bond analysis, 
next structural investigations of the DSI/imine-complexes were conducted. In this way 
the structural changes caused by the transition from strong to weak hydrogen bonds in 
the binary Brønsted acid/imine-complexes should be revealed. Furthermore, in this 
manner the differences of a single versus a multiple hydrogen bond acceptor catalyst 
within this system should become obvious. 





In our previous studies of the CPA-complexes for each imine-isomer two different 
orientations of the imine (type IE, type IIE, type IZ and type IIZ) in the binary complex 
were found.[4,20] These core structures are independent of the CPA and the substitution 
of the N-aryl-imine. In principle, two different exchange pathways between type I and 
type II are possible: Either the imine tilts inside the binary complex and switches the 
oxygen that constitutes the hydrogen bond, or the imine rotates around 180° under 
retention of the hydrogen bond. Although type I and type II are in fast exchange on the 
NMR time scale even at 180 K, it was possible to identify the effective exchange modes 
between the two orientations experimentally.[4,20] For the E-imine in most of the 
investigated complexes exclusively the tilting-pathway was observed (with exception of 
TRIM), whereas for the Z-imines a combination of tilting and rotation was found.[4,20] 
These tilting and rotation processes are fast on the NMR time scale. In contrast, the 
exchange of the free imine with the imine in the binary CPA-complex 
(dissociation/association of the imine) is slow on the NMR time scale.[4,20] 
 
Figure 5. Overlay of TRIP 1a (red) and (CF3)2-DSI 1e (blue) showing the differences of the 
binding pockets (oxygen, phosphorus and nitrogen atoms are marked in respective colors). 
Indeed, the binding pocket of DSI is just slightly larger, but the hydrogen binding sites of the DSI 
(denoted with blue arrows) stick out of the binding pocket and are easier available for the 
substrate compared to TRIP. This in combination with the increased number of hydrogen bond 
acceptors may result in a higher mobility of the substrate. 
Due to the significant weaker hydrogen bonds in the DSI/imine-complexes and the five 
readily accessible hydrogen binding sites of the DSI (Figure 5), additional exchange 
processes compared to CPAs were expected. Thus, for the first time a fast exchange 





between the free imine and the E-imine in the binary complex was observed in the 1H 
spectrum at 180 K (for spectra see SI), indicating a fast dissociation/association process 
of the E-imine. In addition, different sets of signals are observed for the E- and Z-imines 
within the complexes, but only one set of chemical shifts for the DSI-catalyst. This hints 
at a slow E/Z-isomerization in combination with various complex structures leading to an 
assimilation of the catalyst chemical shifts. Therefore, theoretical calculations were used 
to explore the structural space of the DSI/imine-complexes. These calculations predict 
for the E-imine one most stable complex structure, in which a hydrogen bond between 
the imine and the nitrogen of the DSI (type EN) is formed (Figure 6a). The orientation of 
the imine in type EN is equivalent to the type IE-structure of the CPA-complexes. In 
addition, various structures with a hydrogen bond to one of the oxygens (type EO) were 
found, whereby two of these orientations are energetically preferred. One of them 
corresponds to type IE (here type IEO) and the other to type IIE (here type IIEO) of the 
CPA complexes (Figure 6b). In general, the calculations predict a stronger hydrogen 
bond to the nitrogen than to the different oxygens. Furthermore, initial movement 
calculations predict that for the exchanges between the different orientations of the imine 
not only the tilting-pathway (such as for most of the CPA-complexes) but also the 
rotation-mechanism is active. 
To confirm the predicted structures experimentally, selective 1D 1H,1H-NOESY as well 
as 2D NOESY spectra were recorded. The intense intermolecular NOEs between the p-
methoxy group of the imine 2a and the BINOL backbone of the DSI corroborate the 
existence of the energetically most favored structure (type EN). Furthermore, the 
existence of the type IIEO orientation was confirmed by a NOE between the p-methoxy 
group of the imine 2a and the 3,3’-substitents of the DSI (green arrow in Figure 6b, for 
spectra see SI). Overall, the line broadening of the 15N signal of the labeled (CF3)2-DSI 
1e in the binary complex with imine 2a (see the discussion about hydrogen bonds 
above), the detection of a single set of chemical shifts for the catalyst and the observed 
NOEs showed experimentally, that the hydrogen bond is not only formed to the 
strongest (here nitrogen), but also to the weaker hydrogen bond acceptors (here 
oxygen). Similar experimental data were found for the binary 1f/2a- as well as the 1f/2b-
complex (for spectra and assignment see SI). 






Figure 6. Calculations predict for the DSI/imine 2a-complexes the existence of a) one stable 
structure, where a hydrogen bond to the nitrogen of the DSI-catalyst (type EN), is formed and b) 
several orientations with a hydrogen bond to one of the oxygens. The two most stable structures 
are shown. type II Eo could be identified by the green NOE. All distances given in this figure were 
obtained from calculations. 
Next, the structures of the DSI/Z-complexes were addressed. The theoretical 
calculations predict no structural preference for the Z-complexes despite the stronger 
hydrogen bonds compared to the E-complexes (see hydrogen bond analysis above). 
Thus, the sterically less demanding Z-imine seems to enable even more structural 
orientations within the binary complex than the corresponding E-complexes. This was 
confirmed by various sel. NOESY experiments, in which the NOE is transferred from the 
α-methyl-group to the whole catalyst-backbone as well as to the protons on the 3,3’-
substituents (for spectra see SI). Even at smaller mixing times (τmix = 25 ms) the same 
NOE pattern was observed, indicating a fast exchange between several hydrogen 
bonded species, which could not be identified unambiguously. 





Overall the structural investigations of three different binary DSI-complexes showed a 
high mobility of the substrate inside the binding pocket of the DSI-catalyst due to the 
presence of five hydrogen bond acceptors. Despite theoretical calculations propose 
significantly weaker hydrogen bonds to the oxygens, these hydrogen bonds and the 
corresponding structures are considerably populated even at 180 K. Thus, the weaker 
and more diverse hydrogen within DSI/imine complexes do not longer act as tight 
structural anchor. Finally, in the E-complex the energetically most stable structure (type 
EN) as well as another, where the hydrogen bond is formed to one of the oxygens (type 
EO), was identified experimentally. On the other hand, for the complexes with the 
sterically less demanding Z-imines no structural preference was found. Despite this 
enormous flexibility of the binary complexes, the (R)-product is achieved in excess 
(imine 2a: 70-78% ee with DSIs 1e and 1f, imine 2d: 32-40% ee with DSIs 1e and 1f; 
see SI). Maybe also in DSI complexes the conformational and structural dynamics 
stabilize non-covalent interactions or minimize steric repulsion to achieve high 
selectivities, as proposed previously.[38] 
 Reactivity analysis of CPAs, DSIs and BINSA in transfer hydrogenations 4.3.4.
Recently, for the CPA-catalyzed transfer hydrogenation of N-aryl-imines an inverse 
correlation between reactivity and internal acidity was obtained.[5] This means that, the 
least acidic TRIP (i.e. forming the strongest hydrogen bond) shows the fastest overall 
reaction rate. Hence, it was investigated whether this correlation is also applicable for 
catalyst with different acidic functionalities. Therefore, the reactivities of imines 2a, 2c 
and 2d were compared. However, no correlation was found between the different 
classes of catalysts (for data and discussion see SI). This may be due to the extremely 
weakening of the hydrogen bond in the DSI- and BINSA-complexes. Thus, in DSI 
complexes not only the impact of the hydrogen bond as structural anchor in the pre-
catalytic species is drastically decreased but also the influence of the hydrogen bond 
strengths on the reactivity gets lost. 
 Analysis of the binary N-alkyl-imine-complexes 4.3.5.
Interestingly, the reaction outcome of the transfer hydrogenation of the more basic N-
alkyl imines is extremely dependent on the used catalyst. While the highly acidic DSI 
catalysts were applied successfully and obtain the product in excellent yields and 
stereoselectivities, the less acidic CPA catalysts provided only disappointing 
enantioselectivities and low conversions.[9] To figure out if exclusively the high 
differences in acidity of the catalysts are responsible for these observations, also the 





pre-catalytic, binary complexes of imine 3a with TRIP 1a and (CF3)2-DSI 1e at 180 K 
were analyzed. 
Initially, the analysis of the binary TRIP/3a-complex revealed that apart the E- and Z-
complexes, various other hydrogen bonded species are present (Figure 7, top 
spectrum). The additional species were not identified, but selective 1D 1H,1H-NOESY 
experiments showed that in two of these species the Z-imine and in the third the E-imine 
is involved (for spectra see SI). Most probably some of these complexes are dimeric 
species, which were observed previously in the TRIM/N-aryl-imine-complexes.[20] The 
population of the additional Z-species is significantly higher compared to the 
complemented E-species, most likely due to the less sterical demand of the Z-imine. 
Furthermore, a dimeric species of the phosphoric acid was identified.[3] Under the 
assumption that the transfer hydrogenation of the N-alkyl-imines also proceeds through 
the transition states of the Z-imine, as previously proposed for the N-aryl-imines,[39] these 
off-cycle equilibria of the Z-imine reduce the amount of the reactive species and may 
result in a reduced reactivity. Furthermore, this is the first time that we observed an 
enlarged structural space (two additional Z-imine and one additional E-imine complex) in 
the core structures of TRIP/imine complexes in comparison to our previously reported N-
aryl imine complexes,[3–5,20] which may explain the low enantioselectivity with TRIP (26 % 
ee).  
Furthermore, for the CPA-catalysts a correlation between their reactivity in the transfer 
hydrogenation of N-aryl-imines and the internal acidity was found: The least acidic TRIP 
(i.e. forming the strongest hydrogen bond) shows the fastest overall reaction rate.[5] 
Thus, also the hydrogen bonds of the TRIP/3a-complex were analyzed. The position of 
the TRIP/3a-complexes on the Steiner-Limbach curve (see SI) and the 1JHN coupling 
constant of the binary E-complex (1JHN ≈ 85 Hz) revealed the formation of a charge-
assisted hydrogen bond. However, the observed hydrogen bond is weakened compared 
to the CPA/N-aryl-imine-complexes. The weakening of the hydrogen bond is also 
indicated by the fact, that for the major E- and Z-complexes no magnetization is 
transferred from the hydrogen bonded proton to the phosphorus in a 1H,31P-HMBC 
spectrum. In contrast, for the CPA/N-aryl-imine-complexes, which form stronger 
hydrogen bonds, this magnetization transfer was observed. Since, the weakening of a 
hydrogen bond comes along with an increased distance between the hydrogen bonded 
proton and proton-donor (TRIP), the through hydrogen bond magnetization transfer is 
complicated. Taking into account, that for weaker hydrogen bonds lower reactivities in 





the CPA-catalysed transfer hydrogenation of N-aryl imines were observed,[5] the even 
more weakened hydrogen bonds of the TRIP/N-alkyl-imine-complex may also be a 
reason for the disappointing reactivity. 
 
Figure 7. 1H NMR spectra of the hydrogen bond region of the TRIP 1a/3a and DSI 1e/3a binary 
complexes in CD2Cl2 at 180 K, showing the presence of various hydrogen bonded species with 
TRIP. In contrast with the (CF3)2-DSI only the major E- and Z-complexes were observed. 
In contrast, in the 1H-spectrum of the binary (CF3)2-DSI 1e/3a-complex only two 
hydrogen bonded species, which could be assigned as binary E- and Z-complex, were 
observed (Figure 7, bottom spectrum). The analysis of the Steiner-Limbach curve 
showed that these E- and Z-complexes are positioned in the region of the pure ion pairs 
(see SI). Nevertheless, the 1JHN coupling constant of the (CF3)2-DSI 1e/E-3a-complex 
(around 91 Hz) is still slightly lower than the coupling constant in the pure ion paired 
HBF4/E-2a-complex (92.5 Hz, see above), indicating a very minor contribution of the 
hydrogen bond. Thus, also for the DSI/N-alkyl-imine-complex the hydrogen bond is still 
present and can be decisive for the reactivity and selectivity. Again, weak hydrogen 
bond, possible switching between various DSI hydrogen bond donors and a large 
binding pocket allow the mobility of the imine. These properties, coupled to the smaller 





size of the N-methyl substituent compared to N-phenyl, result in a fast exchange 
between all the possible complex structures and give only averaged NMR signals for 
each E- and Z-configurations even at 180 K. 
Overall, the analysis of TRIP 1a/N-methyl imine complex showed the presence of 
various hydrogen-bonded species, which might lower the reactivity and selectivity due to 
the competition and off-cycle equilibria. For highly acidic DSI 1e/ N-methyl imine 
complex, only two structures, specifically an E- and a Z-complex, were observed. In this 
case, off-cycle equilibria were not detectable. This may give a hint that the change in 
core structures could be decisive for the reaction outcome. 
4.4. Conclusion 
A hydrogen bond analysis of the binary complexes consisting of imines and 
disulfonimide (DSI) catalysts is performed and compared to chiral phosphoric acid (CPA) 
catalysts. With the highly acidic DSI catalysts, complexes with a high ion pair character 
were formed, but unexpectedly still weak hydrogen bonds were detected. By means of 
NMR spectroscopy, these hydrogen bonds were analyzed using the Steiner-Limbach 
curve and the chemical shifts as well as the observed 1JNH coupling constants suggest 
the formation of very weak hydrogen bonds. Exchange line broadening and the lack of 
magnetization transfers across hydrogen bonds indicate several exchange processes of 
the imine. 
The weakening of the structural anchor allows a high mobility of the substrate inside the 
pocket. Additionally, the presence of multiple hydrogen bonding sites (four oxygens and 
one nitrogen) results in increased structural flexibility and reveals additional entropic 
contributions in the DSI-complexes. To identify the present species in the binary 
complex a structural analysis was conducted. Calculations predicted out of a multitude of 
structures three energetically most favored E-imine complexes (type EN, type IEO and 
type IIEO) in a fast exchange via rotation and dissociation. Even though, these processes 
are fast on the NMR time scale, the existence of at least two structures with a hydrogen 
bond to the nitrogen or oxygen (type EN and type IIEO) were confirmed by various 
NOESY measurements. Thus, the experiments show that not only the strongest possible 
hydrogen acceptor (nitrogen) is engaged in hydrogen bonding, which should be 
considered in the future development of catalyst design. 





In the transfer hydrogenation of N-alkyl imines, CPAs exhibit low activity and selectivity 
compared to DSIs. In comparison to the previously investigated N-aryl-imines, for an N-
alkyl-imine several additional complex structures with TRIP were found. These additional 
structures and their equilibria may contribute to the poor performance of TRIP. In 
contrast, for the corresponding DSI-complexes only the typical binary E- and Z-
complexes were observed.  
Overall this study shows that a high structural flexibility is not in contrast to a good 
performance of a catalytic system.  





4.5. Supporting information 
4.5.1. Synthesis of Imine Substrates  
The imines were prepared according to a modified literature procedure.[3,39] The toluene was 
used either in p.A. quality or was dried by refluxing over sodium. The used 15N-enriched 
aniline was purchased from Sigma Aldrich. All imines were synthesized in accordance to our 
previous publications.[3,39]  












Molecular sieves 4 Å (9.8 g) were activated by 450°C under reduced pressure. Under argon 
atmosphere 4-methoxyacetophenone (2.16 g, 14.3 mmol, 1.3 eq) and aniline (98% 15N, 1 ml, 
1.02 g, 11.0 mmol) were added to the Schlenk flask and dissolved in 33 ml toluene. The 
solution was heated to reflux overnight with a drying tube filled with CaCl2. The molecular 
sieves were removed, and the orange solution was concentrated under reduced pressure. 
The remaining solid was recrystallized from diethylether at -20°C. The product was obtained 
as yellow solid.  
1H-NMR (400.1 MHz, CD2Cl2) δH [ppm] = 7.95 (m, 2H, Aryl-H), 7.35 (m, 2H, Aryl-H), 7.07 (m, 
1H, Aryl-H), 6.96 (m, 2H, Aryl-H), 6.77 (m, 2H, Aryl-H), 3.86 (s, 3H, -OCH3), 2.18 (d, 3JHN = 
1.76 Hz, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 164.5, 161.9, 152.5, 132.5, 129.3, 129.2, 
123.2, 119.9, 113.9, 55.8, 17.2 
15N-NMR (40.5 MHz, CD2Cl2): δN [ppm] = 325.5 
1H- and 13C-spectra were in accordance with the literature.[40] 
For the reaction kinetics the imine 2a was used in its unlabeled form. The synthesis was 
done according to this procedure only by using unlabeled aniline. 



















Molecular sieves 4 Å (9.7 g) were activated by 450°C under reduced pressure. Under argon 
atmosphere 4-triflouromethylacetophenone (2.72 g, 14.3 mmol, 1.3 eq) and 4-anisidine (1.37 
g, 11.0 mmol) were added to the Schlenk flask and dissolved in 33 ml toluene. The solution 
was heated to reflux overnight with a drying tube filled with CaCl2. The molecular sieves were 
removed, and the reaction solution was concentrated under reduced pressure. The 
remaining solid was recrystallized from a diethylether/pentan-mixture (1:1) at -20°C. The 
product was obtained as yellow needles.  
1H-NMR (400.1 MHz, CD2Cl2) δH [ppm] = 8.10 (d, 3JHH = 8.1 Hz, 2H), 7.71 (d, 3JHH = 8.3 Hz, 
2H), 6.93 (m, 2H), 6.76 (dm, 2H), 3.81 (s, 3H), 2.27 (s, 3H) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 164.5, 156.7, 144.6, 143.5, 127.9, 125.6, 
121.0, 114.6, 55.8, 17.4 
19F-NMR {1H} (376 MHz, CD2Cl2): δF [ppm] = - 62.9  
15N-NMR (40.5 MHz, CD2Cl2): δN [ppm] = 337.3 







Molecular sieves 4 Å (10.0 g) were activated by 450°C under reduced pressure. Under argon 
atmosphere benzophenone (2.5 g, 14.0 mmol, 1.3 eq) and aniline (1 ml, 1.02 g, 11.0 mmol) 
were added to the Schlenk flask and dissolved in 33 ml toluene. The solution was heated to 
reflux overnight with a drying tube filled with CaCl2. The molecular sieves were removed, and 
the reaction solution was concentrated under reduced pressure. The remaining solid was 
recrystallized from diethyl ether at -20°C. The product was obtained as a yellow solid.  
1H-NMR (400.1 MHz, CD2Cl2): δH = 7.77 (m, 2H, Aryl-H), 7.50 (m, 1H, Aryl-H), 7.42 (m, 2H, 
Aryl-H), 7.33 - 7.26 (m, 3H, Aryl-H), 7.18 - 7.10 (m, 4H, Aryl-H), 6.95 (m, 1H, Aryl-H), 6.78 
(m, 2H, Aryl-H) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 168.3, 151.9, 139.9, 136.7, 131.1, 129.7, 
129.6, 128.8, 128.8, 128.5, 128.2, 122.2, 121.0 
15N-NMR (60.8 MHz, CD2Cl2): δN [ppm] = 330.2 





(E)-1-(4-methylphenyl)-N-phenylethan1-imine (98% 15N) 2d 
 
Molecular sieves 4 Å (9.8 g) were activated by 450°C under reduced pressure. Under argon 
atmosphere 4-methylacetophenone (2.27 mL, 2.28 g, 17.0 mmol, 1.6 eq) and aniline (98% 
15N, 1 ml, 1.02 g, 11.0 mmol) were added to the Schlenk flask and dissolved in 33 ml toluene. 
The solution was heated to reflux overnight with a drying tube filled with CaCl2. The 
molecular sieves were removed, and the reaction solution was concentrated under reduced 
pressure. The remaining solid was recrystallized from petroleum ether at -20°C. The product 
was obtained as yellow needles.  
1H-NMR (400.1 MHz, CD2Cl2) δH [ppm] = 7.86 (m, 2H, Aryl-H), 7.34 (m, 2H, Aryl-H), 7.25 (m, 
2H, Aryl-H), 7.06 (m, 1H, Aryl), 6.76 (m, 2H), 2.40 (s, 3H, -CH3) 2.18 (d, 3JHN = 1.76 Hz, 3H, -
CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 165.3, 152.4, 141.2, 133.9, 129.5, 129.3, 
127.5, 123.3, 119.7, 21.5, 17.4 
15N-NMR (40.5 MHz, CD2Cl2): δN [ppm] = 328.9 
1H- and 13C-spectra were in accordance with the literature.[41] 





(E)-1-(4-triflouromethylphenyl)-N-phenylethan1-imine (98% 15N) 2e 
 
Molecular sieves 4 Å (5 g) were activated by 350°C under reduced pressure. Under argon 
atmosphere 4-triflouromethylacetophenone (3.66 g, 19.5 mmol, 1.3 eq) and aniline (98% 15N, 
1.40 ml, 1.40 g, 15.0 mmol) were added to the Schlenk flask and dissolved in 25 ml toluene. 
The solution was heated to reflux overnight with a drying tube filled with CaCl2. The 
molecular sieves were removed, and the reaction solution was concentrated under reduced 
pressure. The remaining solid was recrystallized from methanol at -20°C. The product was 
obtained as yellow needles.  
1H-NMR (400.1 MHz, CD2Cl2) δH [ppm] = 8.11 (m, 2H, Aryl-H), 7.72 (m, 2H, Aryl-H), 7.37 (m, 
2H, Aryl-H), 7.11 (m, 1H, Aryl), 6.79 (m, 2H), 2.25 (s, 3H, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 164.5, 151.7, 143.2, 132.1, 129.4, 128.0, 
125.6, 124.6, 123.9, 119.5, 17.5 
15N-NMR (40.5 MHz, CD2Cl2): δN [ppm] = 338.2 
19F-NMR {1H} (376 MHz, CD2Cl2): δF [ppm] = - 63.1  
1H- and 13C-spectra were in accordance with the literature.[42] 







N-Methyl imine 3a was synthesized following the literature procedure.[9] A solution of 
methylamine (33 % in EtOH, 5 mL, 40 mmol, 4 eq.) was added to a flask containing 
molecular sieves 4 Å (2.5 g). The mixture was cooled to 0° C, and freshly distilled 
acetophenone (1.2 mL, 10 mmol) was added. The mixture was stirred at rt for 3 days, 
filtered, and the solid residue washed with DCM. The solvents were then evaporated under 
reduced pressure to give the product as a clear yellow oil (0.88 g, 66 % yield). 
1H-NMR (400.1 MHz, CDCl3) δH [ppm] 7.82 – 7.75 (m, 2H), 7.42 – 7.33 (m, 3H), 3.33 (s, 3H), 
2.23 (s, 3H). 
13C-NMR {1H} (100.6 MHz, CDCl3) δC [ppm] 167.2, 141.2, 129.4, 128.0, 126.5, 39.5, 15.1. 
1H- and 13C-spectra were in accordance with the literature.[9] 





4.5.2. Sample preparation of binary complexes in CD2Cl2 
The DSI-catalyst was weighted directly into a 5 mm NMR-tube and dried for 20 min at 120°C 
under reduced pressure. Under argon atmosphere the imine was added. CD2Cl2 (0.6 ml) and 
1.0 ml of tetramethylsilane atmosphere were added to the tube. If not mentioned a 1:1 
catalyst/imine-ratio was used. Despite careful sample preparation hydrolysis of the imine 
could not be completely prevented. Therefore, the catalyst/imine-ratios are slightly different 
than 1:1. A concentration 50 mmol/L was used for all samples, except the sample with the 
15N-labeled DSI (30 mM). Between the measurements the samples were stored at -80°C. 
 
4.5.3. Spectrometer data 
NMR experiments were performed on Bruker Avance III HD 400 MHz spectrometer, 
equipped with 5 mm BBO BB-1H/D probe head with Z-Gradients and a Bruker Avance III HD 
600 MHz spectrometer, equipped with a 5 mm CPPBBO BB-1H/19F. Temperature was 
controlled in the VT-experiments by BVT 3000 and BVTE 3900. For NMR measurements 
employing standard NMR solvents 5 mm NMR tubes were used. All pulse programs used are 
standard Bruker NMR pulse programs. NMR Data were processed, evaluated and plotted 
with TopSpin 3.2. Further plotting of the spectra was performed with Corel Draw X7. 1H and 
13C chemical shifts were referenced to TMS or the respective solvent signals. The 
heteronuclei 15N and 19F and were referenced, employing ν(X) = ν(TMS) x Ξreference / 100 % 
according to Harris et al.[43] The following frequency ratios and reference compounds were 
used: Ξ(15N) = 10.132912 (lq. NH3) and Ξ(19F) = 94.094011 (CCl3F). All pulse programs used 
are standard Bruker NMR pulse programs. 





4.5.4. NMR Parameters an Spectra of the binary DSI/imine Complexes 
Experimental 1H and 15N chemical shifts and 1JHN coupling constants 
Table S 1: NMR parameters (δ(NHN), δ(NHN) and 1JHN) of DSI/imine-complexes in CD2Cl2 at 180K. 









(CF3)2-DSI 1e/2aE 12.86 188.70 90.6[b] 
(CF3)2-DSI 1e/2aZ 13.92 196.4 88.8[b] 
CF3-DSI 1f/2aE 13.06 190.20 n.d. 
CF3-DSI 1f/2aZ 14.18 197.4 88.8[c] 
(CF3)2-DSI 1e/2bE 14.24 n.d. - 
(CF3)2-DSI 1e/2bZ 14.99 205.8[a] ~80.6[a] 
CF3-DSI 1f/2bE 14.66 n.d. - 
CF3-DSI 1f/2bZ 15.16 n.d. - 
(CF3)2-DSI 1e/3aE 11.81 182.8[a] 91-92[a] 
(CF3)2-DSI 1e/3aZ 12.56 190.5[a] - 
TRIP 1a/3aE 14.74 195.4[a] 84.6[a] 
TRIP 1a/3aZ 15.36 201.5[a] - 
BINSA 1g/2eE 13.13 202.1 90.2 





4.5.5. Complete set of spectra 
(CF3)2-DSI 1e/2a (CD2Cl2, 180K) 
 
 
Figure S 1: Low field section of the 1H spectrum (BF1 = 600.0 MHz; zg30; NS = 32; DS = 0; TD = 
65536; D1 = 1; SW = 26.04; O1P = 12) and the 15N spectrum (BF1 = 60.8 MHz; zg30; NS = 1024; DS 
= 0; TD = 65536; SW = 507.5 ppm; O1P = 200) of the (CF3)2-DSI 1e/2a-complex in CD2Cl2 at 180K. 





CF3-DSI 1f/2a (CD2Cl2, 180K) 
 
 
Figure S 2: Low field section of the 1H spectrum (BF1 = 600.0 MHz; zg30; NS = 32; DS = 0; TD = 
65536; D1 = 1; SW = 26.04; O1P = 12) and the 15N spectrum (BF1 = 60.8 MHz; zg30; NS = 1024; DS 
= 0; TD = 65536; SW = 507.5 ppm; O1P = 200) of the CF3-DSI 1f/2a-complex in CD2Cl2 at 180K. 





(CF3)2-DSI 1e/2b (CD2Cl2, 180K) 
 
 
Figure S 3: Low field section of the 1H spectrum (BF1 = 600.0 MHz; zg30; NS = 32; DS = 0; TD = 
65536; D1 = 1; SW = 26.04; O1P = 12) and the 1H,15N-HMBC spectrum (BF1 = 600.0 MHz; BF2 = 
60.8 MHz; inv4gplrndqf_swfix; NS = 32; DS = 16; TD-F2 = 4096; TD-F1 = 128; D1 = 4; SW-F2 = 22.04 
ppm; SW-F1 = 499.9 ppm; O1P-F2 = 10; O1P-F1 = 200) of the (CF3)2-DSI 1e/2b-complex in CD2Cl2 at 
180K. 





CF3-DSI 1f/2b (CD2Cl2, 180K) 
 
Figure S 4: Low field section of the 1H spectrum (BF1 = 600.0 MHz; zg30; NS = 32; DS = 0; TD = 
65536; D1 = 1; SW = 26.04; O1P = 12) of the CF3-DSI 1f/2b-complex in CD2Cl2 at 180K. 
  





(CF3)2-DSI 1e/3a (CD2Cl2, 180K) 
 
 
Figure S 5: Low field section of the 1H spectrum (BF1 = 600.0 MHz; zg30; NS = 64; DS = 0 TD = 
32892; D1 = 2; SW = 24.03; O1P = 6)  and the 1H,15N-HMBC spectrum (BF1 = 600.0 MHz; BF2 = 60.8 
MHz; inv4gplrndqf_swfix; NS = 64; DS = 16; TD-F2 = 4096; TD-F1 = 128; D1 = 6; SW-F2 = 14 ppm; 
SW-F1 = 400 ppm; O1P-F2 = 6.36; O1P-F1 = 200) of the (CF3)2-DSI 1e/3a (non-15N-labelled)-complex 
in CD2Cl2 at 180K. 







Figure S 6: 1D selective 1H NOESY spectra (BF1 = 600.0 MHz; selnogp; NS = 128; DS = 2; TD = 
65536; D1 = 2; SW = 24 ppm; O1P = 6, mixing time D8 = 150 ms) of the (CF3)2-DSI 1e/3a (non-15N-









TRIP 1a/3a (CD2Cl2, 180K) 
 
Figure S 7: Low field section of the 1H spectrum (BF1 = 600.0 MHz; zg30; NS = 64; DS = 0 TD = 
32892; D1 = 2; SW = 24.03; O1P = 6)  and the 1H,15N-HMBC spectrum (BF1 = 600.0 MHz; BF2 = 60.8 
MHz; inv4gplrndqf_swfix; NS = 64; DS = 16; TD-F2 = 4096; TD-F1 = 128; D1 = 6; SW-F2 = 18 ppm; 
SW-F1 = 400 ppm; O1P-F2 = 7.98; O1P-F1 = 200) of the TRIP 1a/2e (non-15N-labelled)-complex in 
CD2Cl2 at 180K. 






Figure S 8: 1H 1D selective NOESY spectra (BF1 = 600.0 MHz; selnogp; NS = 128; DS = 2; TD = 
65536; D1 = 2; SW = 24 ppm; O1P = 6, mixing time D8 = 150 ms) of the TRIP 1a/3a (non-15N-
labelled)-complex in CD2Cl2 at 180K irradiated at δ 14.74 ppm (top spectrum) and 15.36 ppm (bottom 
spectrum). 
 
Figure S 9: Low field section of 1H 2D NOESY spectrum (BF1 = 600.0 MHz; noeygpph; NS = 24; DS 
= 16; TD1 = 256; D1 = 4; SW = 18 ppm; O1P = 8, mixing time D8 = 100 ms) of the TRIP 1a/3a (non-
15N-labelled)-complex in CD2Cl2 at 180K, showing the presence of various E- and Z-complexes. 





BINSA 1g/2e (CD2Cl2, 180K) 
 
Figure S 10: Low field section of the 1H spectrum (BF1 = 600.0 MHz; zg30; NS = 64; DS = 0 TD = 
32892; D1 = 2; SW = 22; O1P = 10), 15N spectrum (BF1 = 60.8 MHz; zg30; NS = 2048; DS = 0; TD = 
65536; SW = 507.5 ppm; O1P = 200)  and the 1H,15N-HMBC spectrum (BF1 = 600.0 MHz; BF2 = 60.8 
MHz; inv4gplrndqf_swfix; NS = 16; DS = 16; TD-F2 = 4096; TD-F1 = 128; D1 = 6; SW-F2 = 22 ppm; 
SW-F1 = 500 ppm; O1P-F2 = 10; O1P-F1 = 200) of the BINSA 1g/2e-complex in CD2Cl2 at 180K. 
 





4.5.6. Steiner-Limbach correlation 
Theory 
For the theory behind the hydrogen bond analysis of the chemical shifts using the Steiner-
Limbach curve see the supporting material of the reference.[5,44] 
Used fit parameters for the Steiner-Limbach curve 
Table S 2: Used NMR parameters (δ(N)°, δ(HN)°, δ(OHN)*, δ(OH)°, δ(HN)°, δ(OHN)*) as well as the 
correction factors (f, g, cH, dH) used for the fit of the Steiner-Limbach curve are shown. They were 














f g cH dH 




0 -151.6 -4.89 1.04 12.33 14.2 7.3 1.36 349.9 0.33 
imine /DSI 0 -151.6 -4.89 1.04 12.33 14.2 7.3 1.36 349.9 0.33 
 
Referencing of the 15N chemical shift 
As proposed in literature the 15N chemical shifts were referenced to the chemical shift of the 
non-hydrogen bonded imine 15N-labelded (E)-1-(4-bromophenyl)-N-phenylethan-1-imine 
(δ15N = 340.8 ppm[44], 300 K, CD2Cl2).[35] Thus, the 15N chemical shifts reflect the deviation of 
the complexed imines from their neutral form (δ15N = ~330 ppm) and range from -90 to -150 









Steiner-Limbach curve with TRIP/3a-, (CF3)2-DSI/3a- and BINSA/2e-complexes 
 





4.5.7. 15N-labeling of the DSI 1e 
Synthesis of the DSI-precursor BINSA 






To a suspension of NaH (60 % suspension in mineral oil, 72 mg, 1.75 mmol, 5 eq.) in 
anhydrous DMF (2 mL) was added solid diol (R)-5 (250 mg, 0.35 mmol). After the mixture 
turned red, N,N-dimethylthiocarbamoylchloride (189 mg, 1.53 mmol, 4.4 eq) was added and 
the mixture was stirred at 85 °C overnight. The mixture was cooled down, another portion of 





NaH (5 eq.) and N,N-dimethylthiocarbamoylchloride (5 eq.) was then added and the mixture 
was stirred at rt for 5 days. The reaction was quenched by the addition of 2 % aq. KOH (20 
mL) and the precipitate was filtered. The solid residue was then dissolved in DCM (20 mL) 
and washed with sat. aq. NaCl (20 mL). The layers were separated, and the aqueous layer 
extracted with DCM (20 mL). The combined organic layers were dried over MgSO4, filtered 
and the solvent evaporated under reduced pressure. The residue was purified by silica gel 
column chromatography (eluent hexanes/EtOAc 98:2 – 90:10) to give O,O’-thiocarbamate 6 
(300 mg, 97 % yield) as a white solid. 
 
1H-NMR (400.3 MHz, CDCl3) δH [ppm] 8.17 – 7.70 (m, 10 H), 7.60 – 7.27 (m, 6H), 2.04 – 3.12 
(m, 12H). 
19F-NMR {1H} (376.5 MHz, CDCl3) δF [ppm] -63.21, -63.23, -63.3. 







Solid 6 (300 mg, 0.34 mmol) was stirred at 250 °C for 75 min. The flask was then cooled 
down and the residue was purified by silica gel column chromatography (eluent 
hexanes/EtOAc 95:5) to give S,S’-thiocarbamate 7 (237 mg, 79 % yield) as a white solid. 
 
1H-NMR (400.3 MHz, CDCl3) δH [ppm] 8.08 (br s, 4H), 7.98 (br s, 2H), 7.95 – 7.90 (m, 2H), 
7.86 (br s, 2H), 7.54 – 7.48 (m, 2H), 7.34 – 7.28 (m, 2H), 7.28 – 7.22 (m, 2H), 2.47 (br s, 
12H). 





19F-NMR {1H} (376.5 MHz, CDCl3) δF [ppm] -62.6. 
13C-NMR {1H} (100.6 MHz, CDCl3) δC [ppm] 165.1, 144.5, 143.4, 141.1, 133.4, 132.9, 130.6 
(m), 130.5 (q, JCF = 32.8 Hz), 129.8, 127.9, 127.8, 127.6, 127.3, 127.2, 123.5 (q, JCF = 272.6 
Hz), 120.3 (m), 36.9 – 36.0 (m). 
1H- and 13C-spectra were in accordance with the literature.[13] 
 
(R)-3,3'-Bis[3,5-bis(trifluoromethyl)phenyl]-1,1'-binaphthyl-2,2'-disulfonic acid (1g) 
 
 
Hydrogen peroxide (30 % aq., 1 mL) was added to HCO2H (8 mL) and the mixture was 
stirred at rt for 1 h. A solution of 7 (227 mg, 0.257 mmol) in DCM (4 mL) was then added and 
the mixture was stirred at rt for 2 h. The mixture was then filtered through a pad of silica gel, 
washed with DCM, and the solvents were evaporated under reduced pressure. The residue 
was purified by silica gel column chromatography (eluent DCM/MeOH 20:1 – 10:1) to give 1g 
(probably as a sodium salt, 100 mg, 46 % yield) as a white solid. The solid was dissolved in 
DCM (20 mL), washed with 6 M aq. HCl (12 mL), and the aqueous layer was extracted with 
DCM (2 x 15 mL). The organic layers were combined, the solvent evaporated under reduced 
pressure and the remaining water was removed by azeotropic distillation with toluene (3 x 20 
mL) to give 1g  (BINSA, 76 mg, 34 %) as a brown solid. 
 
1H-NMR (400.3 MHz, CD3OD) δH [ppm] 8.23 (s, 4H), 7.94 (,d J = 8.2 Hz, 2H), 7.91 (s, 2H), 
7.82 (s, 2H), 7.52(t, J = 7.6 Hz, 2H), 7.32 (t, J = 7.8 Hz, 2H), 7.09 (d, J = 8.6 Hz, 2H). 
19F-NMR {1H} (376.5 MHz, CD3OD) δF [ppm] -63.9. 
13C-NMR {1H} (100.6 MHz, CD3OD) δC [ppm] 147.0, 139.6, 137.8, 136.7, 134.6, 134.2, 132.6, 
132.1, 131.0 (q, JCF = 33.0 Hz), 129.0, 128.8, 128.7, 128.3, 125.3 (q, JCF = 271.8 Hz),121.3 
(m). 





1H- and 13C-spectra were in accordance with the literature.[13] 
Synthesis of the 15N-labeled DSI 1e 
The 15N-DSI 1e was synthesized from its precursor BINSA using 15NH3 (aq.) (instead of 2 M 
NH3 in MeOH) by following the literature procedure.[13]  
 
BINSA 1g (90 mg, 0.110 mmol) was dissolved in thionylchloride (2.5 mL), anhydrous DMF 
(10 µL) was added and the mixture was refluxed for 2 h. The solvent was then evaporated 
under reduced pressure. The remaining solid was triturated with anhydrous Et2O (2 x 1 mL)  
to give 8 as a white solid, which was used further without any purification. 
1H-NMR (400.3 MHz, THF-d8) δH [ppm] 8.33 (s, 2H), 8.31 – 8.21 (m, 4H), 8.19 – 8.13 (m, 
4H), 7.86 – 7.80 (m, 2H), 7.59 – 7.54 (m, 2H), 7.34 (d, J = 8.8 Hz, 2H). 
19F-NMR {1H} (376.5 MHz, THF-d8) δF [ppm] -62.5. 
1H- and 19F-spectra were in accordance with the literature.[13] 







As no product was detected during a reaction of 8 with aq.15NH3 using THF as the solvent, 
biphasic conditions were applied: 
Crude sulfonic acid dichloride 8 was dissolved in CHCl3 (35 mL), cooled to -15 °C and 7 M 
aq.15NH3 (4 mL) was added over 5 h. The mixture was stirred at -15 °C for 24 h and then at rt 
for 2 days. Then 14 M aq.15NH3 (2 mL) was added and the reaction stirred overnight. The 
reaction was quenched by the addition of 5 % aq. KHSO4 (15 mL) and extracted with CHCl3 
(3 x 25 mL). The combined organic layers were dried over MgSO4, filtered and the solvent 
evaporated under reduced pressure. The residue was purified by silica gel column 
chromatography (eluent DCM/MeOH 40:1). The purified product was dissolved in DCM (5 
mL) and washed with 6 M aq. HCl (5 mL), and the aqueous layer was extracted with DCM (5 
mL). The organic layers were combined and washed again with 6 M aq. HCl (10 mL). The 
aqueous layer was extracted with DCM (10 mL). The organic layers were combined, the 
solvent evaporated under reduced pressure and the remaining water was removed by 
azeotropic distillation with toluene (6 x 20 mL) to give DSI-1e (16 mg) as a brown solid. 
1H-NMR (600.0 MHz, CD2Cl2) δH [ppm] = 8.18 – 8.11 (m, 4H), 8.07 (br s, 2H), 8.04 – 7.97 (m, 
4H), 7.83 (t, J = 7.8 Hz, 2H), 7.56 (t, J = 7.8 Hz, 2H), 7.27 (d, J = 8.7 Hz, 2H), 4.30 – 5.60 (br 
s).  
13C-NMR {1H} (100.6 MHz MHz, CD2Cl2): δC [ppm] = 141.2, 138.6, 134.3, 134.2, 133.6, 
132.2, 130.9 (m), 130.5, 129.2, 129.0 (m), 128.7, 128.1, 123.3 (q, JCF = 273.0 Hz), 122.4, 
121.7 (m). 
19F-NMR {1H} (376 MHz, CD2Cl2): δF [ppm] = -62.9, -63.0. 
15N-NMR {inverse-gated 1H} (40.5 MHz, CDCl3): δN [ppm] = 200.6. 
The spectral data of the purified product 1e match the published data.[13]





4.5.8. Comparison of the spectra of 15N-labeld and not labeled (CF3)2-DSI 1e/2a 
(CD2Cl2, 180K) 
 
Figure S 11: a) Low field section of the 1H spectrum of DSI 1e and 15N-labeled imine 2a (1:1, 50 
mM) in CD2Cl2 at 180K. b) The region of the hydrogen bonds with in the 1H spectra of 15N-labeld 
(CF3)2-DSI 1e and 15N-labeled imine 2a (1:1, 32 mM) in CD2Cl2 at 180K. The signal of the 
hydrogen bonded proton in the binary E-complex is significantly broadened. 
 
Figure S 12: a) 15N spectrum of DSI 1e and 15N-labeled imine 2a (1:1, 50 mM) in CD2Cl2 at 180K. 
b) To increase the sensitivity of the 15N spectra an inverse gated decoupled 15N spectra was 
recorded of the 15N-labeld DSI 1e and imine 2a (1:1, 32 mM) in CD2Cl2 at 180 K. The red signals 
may be from the 15N of the catalyst within the binary E- and Z-complex. c) To identify the 
observed signals a 1H,15N-HMBC at 180K was measured. 





4.5.9. Calculated 2hJNN , 1JNH and 1hJNH coupling constants 
For the coupling constant calculations of Type EN, reduced model (truncated 3,3´-
substituents) based on the groundstate were used. TPSS with IGLO-III basis set were 
used in the calculation. 
 





4.5.10. Assignments of the 1H and 13C chemical shifts 
The 1H (red) and 13C (blue) chemical shifts of all investigated binary complexes were 
assigned with standard 2D NMR experiments (1H,1H-COSY, 1H,1H-TOCSY, 1H,1H-
NOESY, 1H,13C-HSQC, 1H,13C-HMBC) at 180 K. The 15N (orange) and 19F (green) 
chemical shifts were assigned with 1H,19F-HMBC and 1H,15N-HMBC spectra respectively. 
(CF3)2-DSI 1e/2a (CD2Cl2, 180K) 





CF3-DSI 1f/2a (CD2Cl2, 180K) 
 
CF3-DSI 1f/2b (CD2Cl2, 180K) 





4.5.11. Predicted structures of the DSI-complexes by calculations 
E-complexes 
 
Figure S 13: Calculations predict for the DSI/imine 2a-complexes the existence of a) one stable 
structure, where a hydrogen bond to the nitrogen of the DSI-catalyst (type EN), is formed and b) 
several orientations with a hydrogen bond to one of the oxygens. The two most stable structures 
are shown. While the purple and blue NOEs are not unambiguous for one structure, type II Eo of 
both DSI/2a-complexes could be identified by the observation of the green NOE. All distances 
given in this figure were obtained from calculations. 
For computational data see appendix (DVD). 







Figure S 14: Calculations predict two stable structures for the DSI/Z-2a-complex, where the hydrogen 
bond to the nitrogen is formed. Within the CF3-DSI/Z-2b-complex some characteristic NOEs (shown in 
purple) indicate the existence of both structures (see below). However, for the other complexes it was 
not possible to identify the different structures. This may be due to the fast exchange of several 
hydrogen bonded species. 
For computational data see appendix (DVD). 
4.5.12. Structure identification of all binary complexes 
The structural investigations of the binary DSI-complexes were done in analogous to our 
previous investigations.[4,20] 
Selective 1H NOESY, 2D 1H,1H-NOESY and 1H,19F-HOESY spectra were used to identify the 
structures of complexes E-2a-b/1e-f in solution. All spectra were measured in CD2Cl2 at 180 
K. One orientation (TYPE EN) was identified by the NOE pattern between the varying p-
methoxy-groups of the imines 2a and parts of the BINOL backbone of 1e and 1f. In the 
complexes E-2a/1e-f, the p-methoxy-groups were excited in selective 1H NOESY spectra. In 
the E-2b/1f-complex no characteristic NOEs were found to proof the existence of TYPE EN. 
But it existence was assumed due to the the computationally calculated preference for this 
structure. Nevertheless, one of the other orientations (TYPE IIEO) was identified by 2D 1H,1H-
NOESY spectra with a mixing time of 300 ms in all investigated complexes. Here the 
characteristic NOE between aniline moiety and the backbone was found. Nevertheless, in 





the E-2a/1f-complex the NOE between aniline moiety and the backbone can be assumed. In 
contrast to the TRIP 1a/2b-complexes, it was not possible to excite selectively the methoxy-
group of the anisidine moiety of the imine 2b due to overlap. But in 2D 1H,1H-NOESY the 
characteristic NOEs between the methoxy group and the BINOL backbone were found. 
Selective 1H NOESY and 2D 1H,1H-NOESY spectra were used to identify the structures of 
complexes Z-2a-b/1e-f in solution. All spectra were measured in CD2Cl2 at 180 K. The 
selective excitation of the α-methyl-group of both Z-imines 2a-2b in selective 1H NOESYs 
show NOE transfer to the whole catalyst-backbone as well as to the protons on the 3,3’-
substituents. Also with a mixing time of 25 ms this NOE pattern was observed. Therefore, it 
is impossible to identify TYPE IZN and TYPE IIZN unambiguous. But for the 1d/2b-complex in 
the 2D 1H,1H-NOESY some characteristic NOEs indicates the existence of TYPE IZN and 
TYPE IIZN. 
NOE build-up curve 
 
Figure S 15: Selective 1D 1H-NOESYs of the 1e/2a-complex in CD2Cl2 at 180 K with different mixing 
times were measured. The α-methyl group of the imine was excited. The resulting build-up of the 
intensity of intramolecular NOE 1 (red arrow) is shown. Due to spin diffusion effects, even with 100 ms 
mixing time a deviation from a linear build was observed. 
 
 





(CF3)2-DSI 1e/2a (CD2Cl2, 180K) 
 
Figure S 16: A section of a selective 1D 1H-NOESY (τmix = 100 ms, RE-Burp pulse) excited on the p-
methoxy group of E-2a (yellow circle) at 180 K in CD2Cl2 is shown. NOEs are visible to the complete 
catalyst backbone, indicating the existence of type EN. However, also for some of the less populated 
type EO-orientations (e.g. type IEO) NOEs between the p-methoxy group of E-2a (yellow circle) and the 
BINOL backbone were expected. But due to the fact, that the NOE to proton 2 (purple) of the BINOL 
backbone is the strongest in combination with the comparison of the calculated distances these 
groups (type EN = 3.18 Å and type IEO = 5.12 Å) it can be assumed, that type EN exists in solution. The 
signals of the protons in brackets are overlapping. 
 
Figure S 17: A 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1e/2a at 180 K in CD2Cl2. In 
contrast to the CPA-complexes the NOE (labeled in yellow) between proton 1 of the DSI (purple) and 
proton 3 of the imine (blue) does not identify type IIEO unambiguously, because these calculated 
distances for type EN (6.02 Å) and type IIEO (6.32 Å and 6.40 Å) are similar. See figure S13. 






Figure S 18: A 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1e/2a at 180 K in CD2Cl2. The 
NOE (labeled in yellow) between proton 7 of the DSI (purple) and the p-methoxy-group of the imine 
suggest the existence of type IIEO. The calculated distances between these groups are in type EN 
(7.65 Å) are significantly bigger than in type IIEO (3.51 Å). In figure S11 this NOE is shown in green. 
 
Figure S 19: A section of a selective 1D 1H,1H-NOESY (τmix = 100 ms, Gauss180 pulse) excited on 
the α-methyl group of Z-2a (yellow circle) at 180 K in CD2Cl2 is shown. NOEs are visible to the 
complete catalyst backbone. Due to the extreme motion of the imine inside the binary complex no 
experimentally determination of the existing structures of the Z-complexes was possible. The signals 
of the protons in brackets are overlapping. 






Figure S 20: 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1e/2a at 180 K in CD2Cl2. The 
slight NOEs between the α-methyl-group of the imine (labeled in yellow) and some protons of the 
backbone of the catalyst (purple 1 and 2) give a hint for the existence of type IZN. On the other hand 
the experimental proof of type IIZN was not possible. 
 
Figure S 21: A section of a selective 1D 1H,1H-NOESY (τmix = 25 ms, Gauss180 pulse) excited on the 
α-methyl group of Z-2a (yellow circle) at 180 K in CD2Cl2 is shown. NOEs to the most protons of the 
catalyst backbone can be obtained. Due to the high excess of the binary E-complex it was not possible 
to excite exclusively the α-methyl group of Z-imine. Potentially also small parts of the α-methyl group 
of E-imine were excited. Therefore also the NOEs to the aromatic protons of the E-imine are visible.  





CF3-DSI 1f/2a (CD2Cl2, 180K) 
 
Figure S 22: A section of a selective 1D 1H-NOESY (τmix = 100 ms, RE-Burp pulse) excited on the p-
methoxy group of E-2a (yellow circle) at 180 K in CD2Cl2 is shown. NOEs are visible to the complete 
catalyst backbone, indicating the existence of type EN. However, also for some of the less populated 
type EO-orientations (e.g. type IEO) NOEs between the p-methoxy group of E-2a (yellow circle) and the 
BINOL backbone were expected. But in analogy the Figure S 19 the strong NOEs to the protons 1 and 
2 of the backbone (purple) indicate the existence auf type EN. Nevertheless the sterically less 
demanding 3,3’-substituents of the catalyst seems to enable a higher mobility of the imine in the 
complex. Therefore the intensity to the NOE to the proton 2 of the backbone (purple) is increased 
compared to the (CF3)2-DSI 1e/2a-complex. The signals of the protons in brackets are overlapping. 
The signal marked with a red ? might be from toluene (E-complex : Z-complex : toluene = 7.6:1:1 in 
the investigated sample). 
 
Figure S 23: 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1f/2a at 180 K in CD2Cl2 . In 
contrast to the CPA-complexes the NOE between proton 1 of the DSI (purple) and proton 3 of the 
imine (blue) does not identify type IIEO (labeled in yellow) unambiguously. 






Figure S 24: A 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1f/2a at 180 K in CD2Cl2. The 
NOE (labeled in yellow) between the 3,3’-substituents of the DSI (purple 6 and 7) and the p-methoxy-
group of the imine suggest the existence of type IIEO. These assumption is based on the calculated 
distances between these groups are for the 1e/2a-complex (see green NOE in figure S 13). 
 
Figure S 25: A section of a selective 1D 1H,1H-NOESY (τmix = 100 ms, Gauss180 pulse) excited on 
the α-methyl group of Z-2a (yellow circle) at 180 K in CD2Cl2 is shown. NOEs are visible to the 
complete catalyst backbone. Due to the extreme motion of the imine inside the binary complex no 
experimentally determination of the existing structures of the Z-complexes was possible. The signal 
marked with a red ? might be from toluene. Therefore, that the excited α-methyl group of Z-2a is close 
to the methyl-group of toluene it might also be excited (E-complex : Z-complex : toluene = 7.6:1:1 in 
the investigated sample). 






Figure S 26: 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1f/2a at 180 K in CD2Cl2. The 
slight NOEs between the α-methyl-group of the imine (labeled in yellow) and some protons of the 
backbone of the catalyst (purple 1, 2, 3 and 5) give a hint for the existence of type IZN. On the other 
hand the experimental proof of type IIZN was not possible. 
CF3-DSI 1f/2b (CD2Cl2, 180K) 
 
Figure S 27: The 1H,19F-HOESY spectra of complex 1f/2b at 180 K in CD2Cl2. The trifluromethyl 
group of E-2b (labeled in yellow) shows none of the expected signals (purple 1 and 2) to the backbone 
of the catalyst. Therefore this spectrum could not be used to identify type EN.  






Figure S 28: 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1f/2b at 180 K in CD2Cl2 . The 
existence of type IIEO is assumed because of the strongest NOEs between the methoxy-group of the 
imine (labeled in yellow) and the catalyst-backbone (purple 3, 4 and 5). Whereas, the NOEs between 
the methoxy-group of the imine (labeled in yellow) and the 3,3’-substituents of the catalyst (purple 6 
and 7) can be obtained from all three orientations (type EN, type IEO and type IIEO). The measurement 
of a selective 1D 1H,1H-NOESY, where the α-methyl group of E-2b is excited, is not possible due to 
signal-overlap. Thus, no unambiguous experimental proof for the type EN was found, but due to the 
situation in the other complexes and the computationally predicted preference for this orientation, 
nevertheless the existence of type EN was assumed. 
 
Figure S 29: A section of a selective 1D 1H,1H-NOESY (τmix = 100 ms, Gauss180 pulse) excited on 
the α-methyl group of Z-2b (yellow circle) at 180 K in CD2Cl2 is shown. Due to the extreme motion of 
the imine inside the binary complex no experimentally determination of the existing structures of the Z-
complexes was possible. NOEs are visible to the complete catalyst backbone. The signals of the 
protons in brackets are overlapping. 






Figure S 30: 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1f/2b at 180 K in CD2Cl2. The 
slight NOEs between the α-methyl-group of the imine (labeled in yellow) and some protons of the 
backbone of the catalyst (purple 1, 2 and 5) give a hint for the existence of type IZN. 
 
Figure S 31: 2D 1H,1H NOESY spectrum (τmix = 300 ms) of complex 1f/2b at 180 K in CD2Cl2. The 
existence of type IIZN could be assumed because of the slight NOEs between the aniline moiety of the 
imine (blue 4) and the backbone of the catalyst (purple 1, 2, 4 and 5). 





4.5.13. In-situ NMR-kinetics of the transfer hydrogenation 
Imine 2a (11.95 mg for 1e-sample or rather 11.87 mg for 1f-sample, 0.05 mmol, 1.0 eq) and 
diethyl 1,4-dihydro-2,6-dimethyl-3,5-pyridinedicarboxylate (16.8 mg for 1e-sample or rather 
18.7 mg for 1f-sample, 0.07 mmol, 1.4 eq) were weighted directly into a NMR tube and 
solved in 0.3 ml dry, deuterated dichloromethane. Under argon atmosphere 0.2 ml of a 
catalyst stock solution (0.01 eq, 3.01 mg 1e in 1.5 mL dry CD2Cl2 respectively 3.83 mg 1f in 2 
mL dry CD2Cl2). Immediately after addition of the catalyst a 1H-in-situ-NMR kinetic was 
measured at 313.15 K. The imine 2a was prepared as described in the experimental section 
1.2. Both catalysts as well as Hantzsch ester were purchased from Sigma Aldrich.  
For reasons of comparison, the intensity of the α-methyl group of the imine in the first 
spectrum was calibrated to 1. Since for structure determination and hydrogen bond analysis 
dichloromethane was used, the reaction kinetics were also performed in deuterated 
dichloromethane. A further advantage of using dichloromethane is the better separated 
signals, which enable therefore a more exact integration.  
 
Figure S 32: The reaction profiles for the symmetric transfer hydrogenation of imine 2a are shown. 
The kinetics were done in-situ in the NMR spectrometer with 1.4 equivalents of Hantzsch ester and 1 
mol% catalyst ((CF3)2-DSI 1e and CF3-DSI 1f) at 40°C in CD2Cl2 





4.5.14. Reaction kinetics of the transfer hydrogenation 
Representative procedure for the ex-situ kinetics with imine 2a 
A Schlenk tube with an additional attached septum was dried at 300 °C for 15 min under 
reduced pressure. The flask was left to cool down and was flushed with argon. Imine 2a 
(73.7 mg, 327 µmol, 1.0 eq.) and Hantzsch Ester (116.0 mg, 457.8 µmol, 1.4 eq.) were 
weighed into the tube. The tube was evacuated and flushed with argon three times. A 
standard stock solution of 1,3,5-trimethoxybenzene (54 mM) in anhydrous toluene was 
prepared and 3 mL of the standard stock solution were added to the tube under argon flow. 
The setup was put into a metal-heating block and preheated to 35 °C. A catalyst stock 
solution was prepared by dissolving the catalyst (2.9 mM) in anhydrous toluene. To start the 
reaction, the catalyst stock solution (1.0 mL, 0.009 eq., 0.9 mol % catalyst) was added to the 
reaction solution. After 1, 5, 10, 15, 20, 25, 30, 45 and 60 min, samples of the reaction 
mixture (≈ 0.1 mL) were taken via a septum and quenched by adding to a solution of n-
hexane (2.0 mL) and NEt3 (10 µL, 7.3 µg, 0.072 mmol, 100 eq. based on the catalyst). The 
mixture was filtered through a PTFE syringe filter and analyzed by chiral HPLC. Previously, it 
was shown that the addition of NEt3 quenches the reaction and that the standard does not 
interfere with the reaction. 
The kinetics with the imines 2c and 2d were performed at the same scale.  
4.5.15. HPLC conditions 
(E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine 2a 
CSP-HPLC, CHIRALPAK IC column (4.6mm x 250 mm, particle size: 5 µm), eluent n-
hexane/i-propanol 99/1, flowrate 0.9 mL/min, column compartment temperature 20°C, 
λ = 220 nm. 
Retention times: toluene/NEt3: τ1 = 3.7 min; major (R)-amine: τ2 = 10.8 min; minor (S)-
amine: τ3 = 11.8 min; 1,3,5-trimethoxybenzene: τ4 = 16.0 min; imine 2a: τ5 = 25.7 min; HE-
pyridine: τ6 = 42.9 min. 






Figure S 33: CSP-HPLC chromatograms of the reaction components in the transfer hydrogenation of 
2a. 
 
Figure S 34: Representative CSP-HPLC chromatogram of a sample taken during the transfer 
hydrogenation of imine 2a. HPLC conditions: Chiralpak IC, n-hexane/i-propanol 99:1, 0.9 mL.min-1, 20 
°C, 220 nm detection.






CSP-HPLC, CHIRALPAK IC column (4.6mm x 250 mm, particle size: 5 µm), eluent n-
hexane/i-propanol 99/1, flowrate 0.9 mL/min, column compartment temperature 20°C, 
λ = 220 nm. 
Retention times: toluene/NEt3: τ1 = 3.7 min; product 4c: τ2 = 5.1 min; imine 2c: τ3 = 8.6 min; 
1,3,5-trimethoxybenzene: τ4 = 16.0 min; HE-pyridine: τ5 = 43.0 min. 
An aliquot from the quenched samples was diluted 4x with n-hexane before syringe filtering 
and HPLC analysis because of the high absorption of the product at higher conversion. 
 
Figure S 35: Representative CSP-HPLC chromatogram of a sample taken during the transfer 
hydrogenation of imine 2c. HPLC conditions: Chiralpak IC, n-hexane/i-propanol 99:1, 0.9 mL.min-1, 
20 °C, 220 nm detection. 
(E)-1-(4-methylphenyl)-N-phenylethan-1-imine (98% 15N) 2d 
CSP-HPLC, CHIRALCEL OD-H column (4.6mm x 250 mm, particle size: 5 µm), eluent n-
hexane/i-propanol 98/2, flowrate 0.9 mL/min, column compartment temperature 20°C, 
λ = 220 nm. 
Retention times: toluene/NEt3: τ1 = 4.0 min; HE-pyridine: τ2 = 6.3 min; minor (S)-amine 4d: 
τ3 = 9.2 min; 1,3,5-trimethoxybenzene: τ4 = 9.4 min; major (R)-amine 4d: τ5 = 10.2 min; imine 
2d: τ6 = 11.7 min. 





Because of the partially overlapping peaks of the minor enantiomer of the product and the 
standard, the enantiomeric ratio of the product was determined at 254 nm, where the 
standard absorbs minimally. The integral of the minor enantiomer at 220 nm was calculated 
from the er and the major enantiomer peak, and the integral of the standard was calculated 
by subtraction from the overlapping peak. 
 
Figure S 36: Representative CSP-HPLC chromatogram of a sample taken during the transfer 
hydrogenation of imine 2d. HPLC conditions: Chiralcel OD-H, n-hexane/i-propanol 98:2, 0.9 mL.min-1, 
20 °C, 220 nm detection. 
4.5.16. Enantiomeric excess by using different catalysts 
The enantiomeric ratios of the chiral amines were determined from crude reaction mixtures 
by CSP-HPLC after substantial conversion to the products (usually after 2 h). We observed 
that ee is constant during the reaction. 
The orientation of components in the ternary complex is decisive for the stereoselectivity. 
Due to observed enantioselectivities in a similar range (68 – 78 % ee, corresponding to 
energy difference approx. 1 kJ.mol-1) in the transfer hydrogenation of N-aryl imines with 
catalysts TRIFP 1b, (CF3)2-DSI 1e and BINSA, which have identical chirality, BINOL 
backbone and 3,3’-substituents, there must be similar non-covalent interactions in the active 
transition state. Hence, the acidic motif of the catalyst does not seem to influence the 
selectivity, provided there is a hydrogen bond anchor. On the other hand, this motif is a 
crucial factor for the reactivity. 
 





Table S 3: The obtained ee-values for the asymmetric transfer hydrogenation in toluene at 35°C by 
using different (R)-catalysts are shown. The ee-values were determined from the crude reaction 
mixture after 120 min by chiral HPLC. [a] After isolation. See reference.[39] 
chiral amine catalyst ee [%] 
 
(R)-TRIP 1a 85[a] 
(R)-TRIFP 1b 74[a] 
(R)-TRIM 1d 84 
(R)-(CF3)2-DSI 1e 78 
(R)-CF3-DSI 1f 70 
(R)-BINSA 1g 68 
 
(R)-TRIP 1a 78 
(R)-(CF3)2-DSI 1e 40 
(R)-CF3-DSI 1f 32 
 
The orientation of components in the ternary complex is decisive for the stereoselectivity. 
Due to observed enantioselectivities in a similar range (68 – 78 % ee, corresponding to 
energy difference approx. 1 kJ.mol-1) in the transfer hydrogenation of N-aryl imines with 
catalysts TRIFP 1b, (CF3)2-DSI 1e and BINSA, which have identical chirality, BINOL 
backbone and 3,3’-substituents, there must be similar non-covalent interactions in the active 
transition state. Hence, the acidic motif of the catalyst does not seem to influence the 
selectivity, provided there is a hydrogen bond anchor. On the other hand, this motif is a 
crucial factor for the reactivity. 
4.5.17. Reactivity analysis 
1-(4-methoxyphenyl)-N-phenylethan-1-amine 4a 
From the position of the data points of the DSI-complexes on the Steiner-Limbach curve 
(Figure 3b) it is obvious, that both DSI/2a-complexes form weaker hydrogen bonds than the 
CPA-complexes. On the left side of the curve, a weaker hydrogen bond denotes a more 
acidic proton donor, i.e. a more complete proton transfer.[5] By comparison of the exact 15N 
chemical shifts in the DSI/2a-complexes (for values see SI), it is apparent that the (CF3)2-DSI 
1e is just slightly more acidic than the CF3-DSI 1f (Figure 3b). Previously, we have shown 
that for the CPA-catalyzed transfer hydrogenation, the least acidic TRIP (i.e. forming the 





strongest hydrogen bond) shows the fastest overall reaction rate.[5] Based on this 
observation, we expected the reactions with the DSIs 1e and 1f to be the slowest. However, 
the transfer hydrogenation of imine 2a and (CF3)2-DSI 1e (calculated pKa 0.05 in DMSO)[45] is 
the fastest, whereas with CF3-DSI 1f and TRIP 1a (calc. pKa 3 – 4 in DMSO) the overall 
reaction rate is similar (Figure 8). Nevertheless, the small differences in the internal acidity of 
the two DSIs should not reflect this huge reactivity differences. This unexpected discrepancy 
seems to be due to the reduced influence of the hydrogen bond as a structural anchor by 
using more acidic DSI-catalysts. On the other hand, the considerable difference in acidity 
between CPAs and DSIs should not result in similar reactivity of TRIP 1a and CF3-DSI 1f, if 
also in the extended pKa range a direct correlation between the acidity and reactivity exists. 
The even slower reaction rate of TRIM (1d), which has smaller substituents (large steric 
parameter AREA θ 61),[27] showing the importance of the bulky 3,3’-substituents and 
dispersion effects for the reaction rate (cf. 1a AREA θ 51). Additionally, the transfer 
hydrogenation was carried out with an extremely acidic, but structural similar BINOL-derived 
sulfonic acid BINSA 1g (calc. pKa -9 in DMSO). Surprisingly the reaction was extremely slow, 
and the overall reaction rate was similar to TRIFP (Figure 8). This observation might be 
explained by the low tendency of BINSA 1g to form the ternary complex due to the internal 
stabilization by a hydrogen bond, resulting in the lack of a proper bifunctional moiety. 
Reaction with TiPSY (1c) is extremely slow and only traces of the product were detected 
after several hours, probably because of very bulky 3,3’-substitutents (small AREA θ 29). 
Thus, no correlation between reactivity and acidity of catalysts with different acidic functional 
groups was found. In conclusion, these results suggest that the previously established 
acidity/reactivity-relationship[5] is only applicable if the crucial catalytic sites of the catalyst are 
not changed. 






Figure S 37. The reactivities of the asymmetric transfer hydrogenation of imine 2a are shown. The 
reaction profiles of three CPAs 1a, 1b and 1d[5] are compared with the more acidic DSIs 1e and 1f. 
Additionally, the even more acidic BINSA 1g was used as a catalyst. The kinetics were done ex-situ 
and the samples analyzed by CSP-HPLC. All reactions were done in a 0.327 mmol scale with 1.4 
equivalents of Hantzsch ester and 0.9 mol% catalyst at 35°C in toluene. 
For imine 2d, the same order of reactivity was found for the three investigated catalysts 
(TRIP 1a and both DSIs 1e and 1f, see chapter 0). However, for imine 2c, the fastest 
reaction was observed with CF3-DSI 1f, suggesting that the steric requirements of the bulkier 
imine 2c can change the reactivity order (see chapter 0). Thus, not only the structure of the 
catalyst (size of the binding pocket[5] and acidic motif) is crucial for the reactivity, but also the 
properties of substrate should not be neglected.  





N-benzhydryl aniline 4c 
 
 
Figure S 38: The formation of 4c in the asymmetric transfer hydrogenation of imine 2c is shown. The 
kinetics were done ex-situ and the samples analyzed by CSP-HPLC. The reaction was conducted with 
1.4 equivalents of Hantzsch ester and 0.9 mol% catalyst with 0.5 eq. 1,3,5-trimethoxybenzene as the 
standard at 35°C in PhMe. 
 
Sulfonylimide catalyst (CF3)2-DSI (1e) gives faster reaction than phosphoric acid TRIP (1a). 
However, in this case the reaction is even faster with CF3-DSI (1f), most probably due to 
steric reasons. Catalyst 1f is endowed with smaller 3,3’-substituents than both 1a and 1e, 
which probably is the decisive factor with bulky substrates such as 2c.  





1-(4-methylphenyl)-N-phenylethan-1-amine (98% 15N) 4d 
 
 
Figure S 39: The formation of 4d in the asymmetric transfer hydrogenation of imine 2d is shown. 
The kinetics were done ex-situ and the samples analyzed by CSP-HPLC. The reaction was 
conducted with 1.4 equivalents of Hantzsch ester and 0.9 mol% catalyst with 0.5 eq. 1,3,5-
trimethoxybenzene as the standard at 35°C in PhMe.
 
In the transfer hydrogenation of 2d, the reactivity order with three different catalysts 
corresponds to the order observed in the transfer hydrogenation of 2a.
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5 A Quantitative Analysis of the E,Z-Isomerization of 









All NMR measurements as well as the complete analysis of the obtained data were 










Recently, our group developed method to decrypt the transition states of the asymmetric 
transfer hydrogenation of imines by light (DTS-hν method). However, for the successful 
use of this technique it is required that the isomerization is the rate-determining step. Up 
to now, there are only indirect hints for a slow isomerization, but the experimental 
quantification of the isomerization rates is still missing. Therefore, no direct comparison 
between the isomerization rate and other possible rate-determining was possible. Thus, 
by means of in-situ NMR photoisomerization a detailed quantification of the imine-
isomerization was conducted. Due to the different reactivities of the previously 
investigated Brønsted acid catalysts with varying acidities, the influence of the degree of 
imine-protonation on the isomerization rate was of particular interest. This analysis 
showed a rough dependency between the degree of imine-protonation and the 
Z-to-E-isomerization rate. However, the observed Z-to-E-isomerisation for the imine in 
the binary complex with the sterical most demanding catalyst was slower than expected. 
Thus, apart from the imine protonation also the sterical properties of the catalyst seem to 
affect the isomerization rate. On the other hand, the E-to-Z-isomerisation rates were less 
affected by the bulk of the catalyst, indicating the consideration of the sterical 
contribution in the stabilisation of the Z-imine. Furthermore, the analysis of the thermal 
isomerization barriers at low temperatures confirms the interplay of the sterical 
environment of the imine and the degree of protonation being responsible for the 
isomerization rates. At higher temperatures a decreasing contribution of the imine-
protonation was observed, while the sterical factor increases. 
5.2. Introduction 
In the field of pharmacology the control over conformation and activity of molecules is of 
great interest.[1] Particularly suitable molecules are photoswitches, which can be 
converted between two thermodynamically stable forms through an external stimulus 
(i.e. irradiation). Thus, a light-sensitive functionality can be introduced, either by 
incorporation into large biomolecules or the use as enzyme ligands. By irradiation with 
an appropriate wavelength the pharmacologic active substance is formed and reacts 
locally with a high efficiency.[2,3] In this way the irradiation with a defined wavelength can 
be used to control the activity of different drugs from the outside.[2] Several organic 
compounds have been reported with the necessary properties of a photoswitch,[1] but 
one of the most popular and well-studied example is still azobenzene (Figure 1).[1,4–6] 
The trans-azobenzene can be switched to the cis-form by irradiation with UV light (300 - 





400 nm). Thus, the geometry and also the chemical behavior (i.e. polarity) changes.[5–7] 
The cis-azobenzene can be back-isomerized to the trans-form either by irradiation with 
blue light (> 400nm) or by thermal relaxation.[1,2,5,6] For the well-known azobenzene and 
its derivatives the switching takes place via a cis-trans-isomerization. Although, other 
mechanisms, like reversible ring closure and ring opening electrocyclization, are 
known.[4–6,8] 
 
Figure 1: The trans-azobenzene can be isomerized to the cis-form by irradiation with UV light 
(300 - 400 nm).[5,6] The back-isomerization takes place by irradiation with blue light (> 400nm) or 
by thermal relaxation.[5,6] 
Also, in chemical reactions isomerization often plays an important role. Amongst others, 
the Keto-enol tautomerism is a special form of isomerism and is one step in several 
reaction mechanisms, like α-functionalization of carbonyls, carboxyls and ketones (i.e. 
Mannich reaction) or condensation reactions (i.e aldol condensation, claisen 
condensation, and more).[9] Another type of isomerism is the rearrangement of individual 
atoms or small groups. An example of the [1,2]-rearrangements in carbocation’s is the 
Wagner-Meerwein rearrangement, which is exemplarily a step in the mechanism of 
Friedel-Crafts alkylation or selected olefin-isomerizations.[9] Furthermore, in 
intramolecular cyclizations the isomerization of the substrate to the reactive 
conformation is often essential.[10–12] Also for the Brønsted acid catalyzed reduction of 
imines the isomerization of the thermodynamic more stable E-imine to the active Z-imine 
is a key step.[13] 
In 2005, Rüping et al. proposed a mechanism for this asymmetric imine reduction 
(Figure 2), in which the imine 2 is protonated by the phosphoric acid catalyst 1 and 
therefore a hydrogen-bond assisted ion pair, the so-called binary complex, is formed.[14] 
Subsequently, the hydride is transferred from the Hantzsch ester 3 and the chiral amine 
4 is formed.[14] Our previous studies about the active transition state in this asymmetric 
transfer hydrogenation showed that the reaction takes place via the transition states of 
the less populated Z-imine, while the E-imine is the thermodynamically more stable 





isomer. Hence, it became obvious that the isomerization of the imine has to play a 
crucial role within the reaction mechanism.[13]  
 
Figure 2: Proposed catalytic cycle of Brønsted acid catalyzed transfer hydrogenation of imines.[14] 
Focus of this work was the detailed investigation of the isomerization of the imine. 
Since, the transition state of the Z-imine seems to give the major product,[13] a via 
isomerization increased amount of the Z-imine means a faster reaction under the 
assumption that the isomerization is the rate-determining step. One common method for 
the isomerization of imines is the irradiation with light,[13,15–17] and indeed we could show 
that the investigated N-aryl-imines can be isomerized to their Z-forms by irradiating with 
365 nm.[13] However, due to the small thermal barrier between both isomers, a fast 
thermal back-isomerization of the Z-imines was observed at room temperature.[15] In our 
previous work we assume a slow isomerization on the NMR timescale because of the 
separated signals for both isomers in 1H-spectra of the binary complex (Figure 3).[13] 
However, this assumption contradicts some theoretical calculations, which predict a fast 
equilibrium between E- and Z-imine in the presence of an acidic catalyst.[18–21] 
Nevertheless, an experimentally determination of the isomerization rates is still missing. 






Figure 3: The 1H spectra of a 1:1-sample containing the depicted imine and phosphoric acid 
catalyst in CD2Cl2 at 260 K show separated signals for the E and the Z-imine in the binary 
complex. This is a hint for a slow isomerization, at least on the NMR-timescale. 
In general, different theories are known to describe a reaction (and also the 
isomerization) on a molecular level. One well-known example is the Eyring-theory, 
developed by Henry Eyring in 1935, which is based on transition state theory.[22] For 
visualization of the reaction mechanism the Gibbs energy ∆G can be plotted vs. the 
reaction coordinate (in case of an isomerization see Figure 4b). At the maximum of the 
energy profile the transition state is located. By taking a closer look to the reaction profile 
of the isomerization it becomes visible that during the E-to-Z-isomerization the E-imine 
has to overcome the energy barrier of the transition state. The necessary energy can be 
supplied exemplary by irradiation or heating. Afterward the product (in our case the Z-
imine) is formed without additional energy consumption. However, the formation of a 
pre-equilibrium between the reactants and the transition states, which is described by 
the equilibrium constant K≠, is assumed (Figure 4a). This means that after reaching the 
transition state once again both isomers can be formed. However, in the following only 
the productive pathway to the Z-isomer is considered. 
Finally, the Gibbs energy of activation ∆Gtotal = ∆G1 + ∆G2 for the formation of the 
transition state from the starting materials is directly correlated with the rate constant k. 
This mathematical correlation is called Eyring equation (1):[22] 
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Consequently, the higher the energy barrier (the bigger ∆G) the slower is the reaction 
(the smaller is k). The energy profile for the investigated isomerization of imines is shown 
in Figure 4b. 
 
Figure 4: a) The Eyring-theory assumes a pre-equilibrium between starting materials (here: E-
imine) and the transition state. This equilibrium is described by the equilibrium constant K≠. After 
the formation of the transition states the product (here: Z-imine) or the starting material (here: E-
imine) can be formed without additional energy consumption. b) The energy profile for the 
isomerization of imines is shown. In general, the E-imine is energetically more favored than the Z-
imine. For the both isomerization processes (E-to-Z and Z-to-E) the energy barrier of the 
transition state has to be overcome. 
Since, by definition ∆G = ∆H – T ∆S, an alternative form of the Eyring equation (2) can 
be obtained:  
 =  ∗ 	
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Thus, also the thermodynamic variables enthalpy ∆H and entropy ∆S can be 
mathematically derived from a theoretical model. For the sake of completeness, it must 
be pointed out that ∆H and ∆S as well as the rate constant k are highly temperature 
dependent. The empirical correlation between temperature and rate constant was found 
by Arrhenius in the 19th century and is known as the Arrhenius equation (3):[23] 
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Where, A is the pre-exponential factor and depends on the order of the investigated 
reaction. Ea is the temperature independent activation energy for the reaction. 
The isomerization around C-N-double bonds can take place over two different 
mechanisms: either rotation or inversion (Figure 5).[24,25] In case of a rotation the Ph-
substituent rotates around the C-N-single bond of the zwitterionic resonance structure. 
During this process both sp2-hybridisation and the resulting bond angle (C-N-Ph) 
remains (Figure 5a).[24] In contrast, the inversion takes place by flipping the Ph-
substituent within one plane from the trans- to the cis-position (or vice versa). Thus, 
during the inversion the bond angle (C-N-Ph) increases meanwhile to 180°, while the 
C-N-bond remains mainly unaffected (Figure 5b).[24] For guanidinium salts, which do not 
possess a free electron pair, an inversion could be excluded.[26] Similarly, a more acidic 
CPA-catalyst increases the degree of imine-protonation within the investigated binary 
complexes and thus the free electron pair of the nitrogen may be progressively blocked. 
As a result, the inversion should be more hindered in the case of a high degree of imine-
protonation. 
Figure 5: The E/Z-isomerization of imines is possible via a) rotation and b) inversion.[24]  
In general, these isomerization mechanisms (rotation and inversion) can be 
distinguished by an analysis of the thermodynamic variables ∆H and ∆S. Our group also 
investigated the mechanism of the aggregation of phosphoramidite ligands.[27] There, we 
assumed large negative ∆S values (-90 to -160 J/Kmol) in combination with small ∆H 
values (0 to 20 kJ/mol) for crowded transition states, which are typical for inversions 
around a nitrogen atom.[27–29] Whereas, for the rotation around the C-N-bond higher ∆S 
(0 to 70 J/Kmol) values as well as higher ∆H values (40 to 60 kJ/mol) were proposed.[27] 
It has to be emphasized, that in literature many different contradictory interpretations of 
the isomerization mechanisms on the basis of ∆G, ∆H and ∆S were proposed.[24,27–34] 
For this reason and the high temperature dependency of ∆S and ∆H this analysis has to 
be considered with extreme caution. 





5.3. Results and Discussion 
 Model system 5.3.1.
The rate constants of the isomerization were investigated for three free imines 2a, 2b 
and 2c, which exhibit different electronic properties, as well as for several binary 
complexes (Figure 6). Since, the influence of the imine-protonation on the isomerization 
rate was of great interest, four different catalysts with varying acidities were chosen (for 
the acidities of the CPAs see chapter 3). The acidity of the three chiral phosphoric acid 
(CPA) catalysts 1a-1c is within an order of magnitude, while the disulfonimide catalyst 
1d is by far more acidic. Therefore, the DSI catalyst 1d was selected as a model system 
for an almost completely protonated imine (see chapter 4 and reference[35]). Especially, 
for the binary complexes the overlapping signals of E- and Z-imine were very 
challenging. Thus, no separated signals could be observed for 1c/2b, 1c/2c and1c/2d. It 
was also tried to analyze the 19F-spectra of the 1c/2b-complex, but the assignment of the 
signals was ambiguous. Nevertheless, the p-methoxy-groups of the imine 2a are often 
well separated and thus the access to the isomerization rates for the binary complexes 
with the CPAs 1a – 1d and imine 2a between 220 and 250 K was possible. For all NMR-
spectroscopic investigations CD2Cl2 was used, since this solvent provided the smallest 
linewidths. 
 
Figure 6: The isomerization rates of the free imines 2a–2c were determined. Additionally, the 
influence of the degree of imine-protonation on the isomerization rate was investigated within the 
binary complexes consisting of imine 2a and the CPAs 1a-1c between 220 and 240K in CD2Cl2. 
For the complexes with imine 2a and DSI 1d the isomerization rates between 230 and 250 K in 
CD2Cl2 were determined. Investigations with 1c/2d were not possible because of signal overlap. 
For the investigation of the binary CPA-complexes at 230 K see also reference.[36]  






For the measurements of the thermal Z–to-E-isomerization rates first the 
thermodynamically more stable E-imine was photoisomerized inside the spectrometer to 
its Z-form using a 365 nm LED (for the in-situ NMR illumination set-up see reference[37]). 
The advantage of the in-situ NMR illumination is that the progress of the isomerization 
can be easily monitored via signal integration. To prevent the thermal back isomerization 
to the E-imine, low temperature was applied and the photoisomerization was executed at 
190 K. During the irradiation at 365 nm the amount of Z-imine increased until the 
photostationary state was reached after 3 to 6 hours (Figure 7, step I). For example, the 
photostationary state of the free imine 2a at 190 K in CD2Cl2 was reached after 3 hours 
(constant E/Z-ratio of 1/1.7; for the other systems see chapter 5.5.1). In a next step, the 
spectrometer was warmed up to the different temperatures between 200 and 250K and 
the decay curves of the Z-imine were detected similar to Haag and Saalfrank.[38] This 
temperature range was chosen, since only above 200 K the Z-isomer is decomposed in 
a reasonable amount of time and at temperatures higher than 250 K the thermal back-
isomerization is so fast, that it was not possible to record the decay curves of the Z-imine 
by NMR-spectroscopy. During the warming up the sample was still illuminated but due to 
the faster thermal back isomerization (Z-to-E) at elevated temperatures the amount of 
Z-imine was slightly decreased (Figure 7, step II). Finally, the decay curves of the Z-
imine were measured until the initial E/Z-ratio was reached (Figure 7, step III). For these 
decay curves a row of 1H-spectra were recorded and the well separated signals of the 
p-OMe-group of imine 2a were integrated (for imine 2b and 2c: α-methyl-group). In all 
cases the signal of the E-imine in the first spectrum was referenced to 1. 
 
Figure 7: The experimental procedure for the determination of the isomerization rates is shown. 
After sample preparation the Z-imine is significantly less populated compared to the E-imine. By 
irradiation at 365 nm at low temperatures (190 K) the amount of Z-imine can be increased (step 
I). Even though continuous irradiation during the warming-up (to temperatures between 220 and 
250 K) of the spectrometer small amounts of the Z-imine isomerizes thermally back to the E-imine 
(step II). Finally, the decay curves of the Z-imine at different temperatures in the dark were 
recorded (step III). 






Figure 8: After irradiation at 365 nm the amount of Z-imine could be increased significantly. 
Afterwards the decay curves of the Z-imine were recorded at 230 K for different binary complexes 
1a-d/2a and the free imine 2a in CD2Cl2. All decay curves are fitted mathematically and therefore 
the isomerization rates kZ-to-E (= 1/”red value”) can be determined. For decay curves of the binary 
CPA-complexes see also reference.[36] 





The observed decay curves can be fitted mathematically. Since, the Z-to-E-isomerization 
is a first order reaction the isomerization constant kZ-to-E can be obtained from equation 
(4). Selected decay curves with imine 2a and all catalysts 1a-1d at 230 K are shown in 
Figure 8 (for the other decay curves see chapter 5.5.3.). 
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All observed Z-to-E-isomerization rates kZ-to-E are summarized in Table 1. Finally, the 
free Gibbs energy ∆G2 can be calculated out of the Eyring equation (5). The values are 
also given in Table 1. 
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Table 1: The isomerization rates kZ to E of different binary imine/catalyst complexes and three free 
imines were determined in CD2Cl2 at different temperatures. Furthermore, the related ∆G2 values 
were calculated out of the Eyring equation (5). 
 
entry catalyst R1 T [K] kZ to E [*10-3 1/s] ∆G2 [kJmol-1] 
1 TRIP 1a OMe 220 3.36 63.74 
2 TRIP 1a OMe 230 9.04[a] 64.83[a] 
3 TRIP 1a OMe 240 23.03 65.87 
4 TRIFP 1b OMe 220 1.27 65.53 
5 TRIFP 1b OMe 230 2.52[a] 67.28[a] 
6 TRIFP 1b OMe 240 7.22 68.19 
7 TiPSY 1c OMe 220 0.31 68.10 
8 TiPSY 1c OMe 230 1.19[a] 68.71[a] 





9 TiPSY 1c OMe 240 5.88 68.60 
10 DSI 1d OMe 230 0.58 70.08 
11 DSI 1d OMe 235 1.91 69.32 
12 DSI 1d OMe 240 1.03 72.08 
13 DSI 1d OMe 250 4.97 71.89 
14 - OMe 200 0.02 66.24 
15 - OMe 210 0.08 67.37 
16 - OMe 220 0.76 66.47 
17 - OMe 230 3.64 66.57 
18 - OMe 240 18.8 66.27 
19 - OMe 250 70.7 66.37 
20 - CF3 210 0.12 66.57 
21 - Me 210 0.12 66.63 
[a] see reference.[36] 
Since, the isomerization barriers ∆G2 are directly correlated with the isomerization rates 
via the Eyring equation (5) the observed trends are only described on the isomerization 
rates kZ to E. Furthermore, the sterical environment of the imine is expected to influence 
the isomerization rate or rather the isomerization mechanism significantly, thus the free 
imines and the imines in the binary complexes were analyzed separately.  
Initially, the isomerization rates at 210 K of three free imines with different electronic 
properties were compared. Independent on the substituent, for all free imines 2a-2c the 
observed isomerization rates are in the same order of magnitude (0.08*10-3 – 0.12*10-3 
1s-1). Hence, the substitution pattern of the free imines does not influence the 
isomerization rate significantly. However, the analysis of the Hammett parameters (σ(p-
OMe) = -0.27, σ(p-Me) = -0.16, σ(p-CF3) = +0.54) shows that the p-methoxy-substituent 





is the most electron donating group und thus suggest the highest single bond character 
of the CN-bond for the imine 2a. Consequently, for the imine 2a the fastest isomerization 
rate was expected, if the isomerization takes place via rotation (see chapter 5.2). Since, 
this is not the case and the isomerization of imine 2b and 2c is even slightly faster than 
the isomerization of imine 2a, the observed isomerization rates hint at an inversion-
mechanism - at least for the free imines (for a detailed discussion of the isomerization 
mechanism see chapter 5.3.6.).  
Subsequently, the isomerization rates of all investigated binary complexes (1a-d/2a) 
were compared at 230 K. All of them showed faster Z-to-E-isomerization rates (0.58*10-3 
– 9.04*10-3 1s-1) than the free imines (0.08*10-3 – 0.12*10-3 1s-1). Furthermore, the 
following order was observed: kZ to E(DSI) < kZ to E(TiPSY) < kZ to E(TRIFP) < kZ to E(TRIP). 
This sequence of the isomerization rates is not directly reflected in the degree of imine- 
protonation caused by the acidity of the catalyst (pKaDSI < pKaTRIFP < pKaTiPSY < pKaTRIP, 
see chapter 3 and 4 as well as reference[35,36]), indicating that also other factors, such as 
the steric demand of the 3,3’-substituents, contribute to the isomerization rate. To 
compare the sterical demand of the CPA-catalyst the usage of the AREA (θ) values, 
which describe the cone angle of the substrate binding pocket, is well suited.[39] The 
AREA (θ) values for TRIP and TRIFP (TRIP: 51, TRIFP: 62) are similar, while the small 
AREA (θ) value of TiPSY (29) reflects the sterical very demanding SiPh3-substituents.[39] 
However, for catalysts with a similar steric demand (TRIP, TRIFP and DSI) the 
increasing protonation of the imine seem to slow down the isomerisation. Thus, for the 
imine in the binary complex with the highly acidic DSI a considerable decrease of the 
isomerisation rate was observed, even though the size of the binding pocket of the DSI 
and TRIP are similar (see chapter 4 and reference[35]). Whereas, the catalyst with the 
sterically most demanding 3,3’-substituents (TiPSY, AREA (θ): 29) deviates from the 
observed trend. Potentially, the reduced isomerization rate of TiPSY can be traced back 
to the small binding pocket, which hinders the isomerization process. Overall, these 
results suggest that the isomerization rate is dependent on the protonation of the imine, 
but also the steric of the catalyst seems to have an impact on the isomerization rate. 
 E-to-Z-Isomerization 5.3.3.
Since, it was shown previously, that the asymmetric transfer hydrogenation takes place 
via the transition states of the less populated Z-imine, while the E-imine is the 
thermodynamically more stable isomer,[13] the investigation of the isomerization rates for 
the E-to-Z-isomerisation is of particular interest. As depicted in Figure 4, the 





isomerization barrier of the E-to-Z-isomerization (∆Gtotal) is the sum of the isomerization 
barrier of the Z-to-E-isomerization (∆G2) and the energetic difference between E- and Z-
imine (∆G1). Since, the ∆G2 was already determined (see chapter 5.3.2), now the E-to-Z-
isomerization is investigated. Initially, the energetic difference between E- and Z-imine 
(∆G1) was determined by means of the Boltzmann distribution (equation (6)) in the 
thermodynamic equilibrium of the binary complex. Whereby, N0 is the integral of the 





    (6) 
After a mathematical transformation the Gibbs free energy ∆G1 per mole can be 
obtained from equation (7), where R is the gas constant (= 8.314 JK-1mol-1) and T the 
temperature in Kelvin.  
∆* =	−,- ∗ ln 0%&%'1   (7) 
Due to an E/Z-ratio between 1/0.2 and 1/0.5 in the binary complexes, the populations of 
the E- and Z-imine were easily determined via integration of the 1H-spectra. Therefore, 
the Gibbs free energy ∆G1 of the binary complexes could be derived exclusively from 
experimental data (equation (7)). In contrast, the free imine exists mainly as E-isomer 
(> 99%) and thus, the integration of the free Z-imine signals was not possible in an 
appropriate error range. To substitute the experimentally not accessible ∆G1 values of 
the free imines, theoretical calculations were conducted. Since, the Gibbs free energy 
∆G is widely temperature-independent the calculated ∆G1 values for the free imine 2a at 
295.15K were assumed for the whole temperature range between 200-250 K (entry 14-
19 in Table 2). The ∆G1 values of the imines 2b and 2c were not calculated.  
Next, the isomerization barrier of the E-to-Z-isomerization (∆Gtotal), which is composed of 
the previously obtained ∆G2 (from the Z-to-E-isomerization rate kZ to E) and the ∆G1 
(derived from the Boltzmann distribution), has to be calculated (equation (8)). Finally, 
with these ∆Gtotal values the E-to-Z-isomerization rate kE to Z can be determined out of the 
Eyring equation (9). 
2*34356 =	2*7 +	2*   (8) 
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The resulting ∆G1 as well as the kE to Z are presented in Table 2. 
Table 2: The experimentally obtained ∆G1 valuesas well as the isomerization rates kE to Z 
at different temperatures in CD2Cl2 are shown.  
 
entry catalyst R1 T [K] ∆G1 [kJmol-1] kE to Z [*10-3 1/s] 
1 TRIP 1a OMe 220 3.53 0.49 
2 TRIP 1a OMe 230 3.63[a] 1.36[a] 
3 TRIP 1a OMe 240 3.71 3.60 
4 TRIFP 1b OMe 220 2.77 0.28 
5 TRIFP 1b OMe 230 3.31[a] 0.45[a] 
6 TRIFP 1b OMe 240 3.41 1.31 
7 TiPSY 1c OMe 220 1.43 0.14 
8 TiPSY 1c OMe 230 1.41[a] 0.57[a] 
9 TiPSY 1c OMe 240 1.09 3.40 
10 DSI 1d OMe 230 3.25 0.11 
11 DSI 1d OMe 235 3.38 0.34 
12 DSI 1d OMe 240 3.37 0.19 
13 DSI 1d OMe 250 3.46 0.94 

















16 - OMe 220 6.90[b] 0.02 
17 - OMe 230 6.90[b] 0.10 
18 - OMe 240 6.90[b] 0.59 
19 - OMe 250 6.90[b] 2.56 
[a] see reference.[36] [b] calculated. Due to the widely temperature independence of the Gibbs energy ∆G the 
calculated values at 298K free imine 2a were used over the whole temperature range between 210 and 
250 K. 
In general, the E-to-Z-isomerization is by far slower than the Z-to-E-isomerization. This 
was already expected because the E-imine is the thermodynamically more stable 
isomer. In the following, only the isomerization rates for the binary complexes at 230 K 
were compared because the E-to-Z-isomerization rates of the free imines are 
experimentally not accessible. In contrast to the Z-to-E-isomerization the observed 
isomerization rates follow the degree of protonation: kE to Z (DSI) < kE to Z (TRIFP) < kE to Z 
(TiPSY) < kE to Z (TRIP). That means that for the almost completely protonated imine in 
the DSI/2a-complex (for details see chapter 4 and reference[35]) the isomerization rate is 
the smallest (0.11*10-3 1s-1). The isomerization of the imine in the binary complex with 
the most acidic[36] phosphoric acid TRIFP is faster (0.45*10-3 1s-1), followed by TiPSY 
(0.57*10-3 1s-1) and for the least acidic[36] TRIP the isomerization is the fastest (1.36*10-3 
1s-1). Nevertheless, these differences in the isomerization rates do not reflect the 
differences in the internal acidity exactly (see chapter 3 and 4 as well as reference[35,36]). 
Thus, similar to the Z-to-E-isomerisation also the E-to-Z-isomerization rate seems to be 
not only dependent on the acidity, but also other factors such as the sterics of the 
catalyst may contribute. Whereby, this additional contribution has to be less pronounced 
than for the Z-to-E-isomerization. However, according to the principle of the microscopic 
reversibility it is not possible that the sterical demand of the catalyst affect both 
isomerization processes (Z-to-E and E-to-Z) differently. Since the E-to-Z-isomerization 
rates were derived from ∆G1 and ∆G2, whereby for ∆G2 previously a dependency on the 
sterics was found (chapter 5.3.2), the ∆G1 has to compensate the sterical factor anyhow. 
Consequently, the stabilisation of the Z-imine seems to be dependent on the sterics of 





the catalyst. To compare the observed E/Z-ratio in the binary complexes at 230 K with 
the sterical demand of the catalyst, the AREA (θ) values were used. These sterical 
descriptors for CPAs were introduced by Goodman et. al. and describe the cone angle of 
the substrate binding pocket.[39] This comparison clearly shows, that for the catalyst with 
the smallest AREA (θ) value (29, TiPSY) the by far highest population of Z-imine (32% 
Z-imine) was observed. In contrast for TRIP and TRIFP similar AREA (θ) values (TRIP: 
51, TRIFP: 62) as well as similar E/Z-ratios (TRIP: 13% Z-imine, TRIFP: 15 % Z-imine) 
were found. This observation is in accordance with the assumption of Goodman et. al., 
that for catalysts with small binding pockets (i.e. small AREA (θ) values) the interactions 
between imine and the 3,3’-substituents are energetically more costly than the internal 
steric repulsion of the substituents within the Z-imine.[39] Consequently, the population of 
the Z-imine in the binary complexes is increased. Thus, the stabilisation of the Z-imine 
seems to reflect the sterics of the catalyst to some extend and due to that the E-to-Z-
isomerization rates are less affected by the sterical demand of the 3,3’-substituents than 
Z-to-E-isomerization rates.  
Overall, it was shown that the E-to-Z-isomerization rates are reduced with a higher 
degree of imine-protonation. Furthermore, the E-to-Z-isomerization rates are less 
affected by the sterics of the catalyst than the Z-to-E-isomerization rates, but rather the 
sterics seems to be reflected in the stabilisation of the Z-imine.  
 Thermal Isomerization Barriers of the Imines at low temperature 5.3.4.
Since, the rate of the Z-imine-formation as well as the rate of Z-imine-degradation 
influence the overall amount of the active Z-imine, it is necessary to consider both, 
E-to-Z- and Z-to-E-isomerization, for investigations regarding the impact of the 
isomerization on the overall reaction rate. The analysis of the isomerization barriers, 
which are given by the Gibbs free energy ∆G, offers a good opportunity to consider both 
processes. For reasons of clarity, all values for ∆G1, ∆G2 and ∆Gtotal obtained from the 
experimental isomerization rates are summarized once again in Table 3.  





Table 3: The ∆G1 values for the binary complexes could be determined from the Boltzman 
distribution (6) at different temperatures in CD2Cl2. In contrast, the related ∆G2 values were 
calculated with the Eyring equation (5) after determination of the experimental Z-to-E-
isomerization rate (kZ to E). ∆Gtotal is the sum of ∆G1 and ∆G2. 
entry catalyst imine T [K] ∆G1 [kJmol-1] ∆G2 [kJmol-1] ∆Gtotal [kJmol-1] 
1 TRIP 1a 2a 220 3.53 63.74 67.28 
2 TRIP 1a 2a 230 3.63[a] 64.83[a] 68.46[a] 
3 TRIP 1a 2a 240 3.71 65.87 69.58 
4 TRIFP 1b 2a 220 2.77 65.53 68.30 
5 TRIFP 1b 2a 230 3.31[a] 67.28[a] 70.59[a] 
6 TRIFP 1b 2a 240 3.41 68.19 71.60 
7 TiPSY 1c 2a 220 1.43 68.10 69.53 
8 TiPSY 1c 2a 230 1.41[a] 68.71[a] 70.11[a] 
9 TiPSY 1c 2a 240 1.09 68.60 69.69 
10 DSI 1d 2a 230 3.25 70.08 73.32 
11 DSI 1d 2a 235 3.38 69.32 72.69 
12 DSI 1d 2a 240 3.37 72.08 75.45 
13 DSI 1d 2a 250 3.46 71.89 75.34 
14 - 2a 200 6.90[b] 66.24 73.14 
15 - 2a 210 6.90[b] 67.37 74.27 
16 - 2a 220 6.90[b] 66.47 73.37 
17 - 2a 230 6.90[b] 66.57 73.47 
18 - 2a 240 6.90[b] 66.27 73.17 





19 - 2a 250 6.90[b] 66.37 73.27 
20 - 2b 210 - 66.57 - 
21 - 2c 210 - 66.63 - 
[a] see reference.[36] [b] calculated. Due to the widely temperature independence of the Gibbs energy ∆G the 
calculated values at 298K free imine 2a were used over the whole temperature range between 210 and 
250 K. 
The experimentally derived ∆G1 and ∆G2 values of the binary complexes are slightly 
dependent on the temperature (see Table 3). Nevertheless, the experimentally observed 
∆G2 values of the free imine 2a are almost stable between 200 K and 250 K. Thus, the 
assumption of the calculated ∆G1 (298.5 K) value of the free imine 2a for the whole 
temperature range between 200 K and 250 K seems not to be a problem. In contrast, for 
the binary complexes the differences in temperature have an impact on the ∆G1 values. 
This is most probably due to the different conformational stabilizations of the 
3,3‘-substituents of the catalysts at different temperatures, influencing the stabilization of 
the Z-imine. The energetic difference between E-and Z-imine (∆G1) is for TRIP 1a, 
TRIFP 1b and DSI 1d in the same order of magnitude (between 2.7 and 3.7 kJmol-1). 
However, the ∆G1 values of TiPSY 1c are even smaller (between 1.1 and 1.4 kJmol-1). 
This means, the population of the Z-imine in the TiPSY-complex is significantly 
increased compared to the other catalysts. This is most probably, due to the sterically 
very demanding 3,3’-substituents, which reduce the size of the binding pocket 
significantly and thus the internal repulsion of the imine-substituents is energetically 
more favored than the interactions between the imine and the 3,3’-substitents.[39] 
Furthermore, the isomerization barriers (∆Gtotal) of all investigated binary complexes with 
the exception of TiPSY 1c increase at higher temperatures (Figure 9). Thus, the 
sterically very demanding 3,3’-substituents of TiPSY seems to control the isomerization 
barriers in some way. Interestingly, the ∆G2-values of the TiPSY-complex are similar at 
all investigated temperatures (∆∆G2 ≈ 0.6 kJmol-1), whereas the ∆G2 of the complexes 
with the other catalysts differs between 2 and 3 kJmol-1. Due to the small contribution of 
the ∆G1 on the E-to-Z-isomerization barriers (∆Gtotal), the ∆G2-values seem to be 
responsible for the various temperature dependences of the different catalysts. This was 
verified by the observation, that the E-to-Z-isomerization barriers (∆Gtotal) as well as the 
Z-to-E-isomerization barriers (∆G2) of TiPSY 1c are similar between 220 and 240 K, 
whereas a temperature dependence for the ∆G1-values of TiPSY 1c was found. Thus, 
the sterical influence of the different catalysts on the Z-to-E-isomerization of the imine 





has to be so pronounced that it is also reflected in the E-to-Z-isomerization barriers. 
Finally, this shows once again that the interplay of the sterical environment of the imine 
and the degree of protonation are responsible for the isomerization rates.  
When comparing the E-to-Z-isomerization barriers (∆Gtotal) at 230 K, it became apparent 
that the almost complete protonation of the imine 2a through the DSI 1d (for details see 
chapter 4 and reference[35]) seems to enlarge the barrier (around 73 kJmol-1, for exact 
values see table 3) compared to the hydrogen bonded binary CPA-complexes (1a/2a, 
1b/2a and 1c/2a, around 70 kJmol-1). This is in accordance with the previously obtained 
dependency between isomerization rate and degree of protonation (see chapter 5.3.2. 
and 5.3.3.). Hence, with the most acidic DSI 1d the imine is almost completely 
protonated and thus the isomerization is mostly hindered, implying a higher E-to-Z-
isomerization barrier (∆Gtotal). 
Overall, a higher E-to-Z-isomerization barrier (∆Gtotal) was found for a more protonated 
imine. Nevertheless, the temperature dependence of the E-to-Z-isomerization barrier of 
the binary complexes with TRIP, TRIFP and DSI, which is in contrast to the almost 
constant ∆Gtotal-values of the TiPSY-complex, confirms once again that apart the degree 
of protonation also the sterical environment of the imine influences the isomerization. 
 
Figure 9: The experimentally derived E-to-Z-isomerization barriers (∆Gtotal) of the binary imine-



































 Extrapolation of the Thermal Isomerization Barriers to 298 K 5.3.5.
Because of the fast thermal back isomerization of the Z-imine at room temperature the 
experimental determination of the isomerization rates could only be conducted at 
temperatures between 200 and 250 K (see above). In contrast, the asymmetric transfer 
hydrogenation is usually carried out between 25°C and 60°C.[14,40,41] Therefore, by using 
the so-called Eyring-Polanyi plot, which correlates ln(k/T) versus 1/T, also the 
isomerization barriers at 25°C (= 298.15 K) were determined (for the E-to-Z-
isomerization see Figure 10 and for the Z-to-E-isomerization see chapter 5.5.5.). The 
observed linear fit equations enable the access to some thermodynamic variables. On 
the one hand the Gibbs energy ∆G at 298.15 K for the E-to-Z- and Z-to-E-isomerization 
processes can be determined by extrapolating and analyzing the curves. However, this 
is only valid under the assumption that the isomerization mechanism does not change at 
different temperatures. On the other hand, the enthalpy ∆H and the entropy ∆S can be 
calculated out of the linear equation (see chapter 5.3.6. and 5.5.5). 
 
Figure 10: The Eyring-Polanyi plot for the E-to-Z-isomerization of the free imine 2a and the imine 
in different binary complex (1a/2a, 1b/2a, 1c/2a and 1d/2a) is shown. The ln(k/T) is plotted versus 
1/T. From the linear fit the thermodynamic variables ∆G298.15K, ∆S and ∆H are accessible. 





By analyzing and extrapolating the Eyring-Polanyi plot (Figure 10), for the free imine 2a 
an E-to-Z activation free energy ∆Gtotal 298.15K of +72.9 kJmol-1 was obtained at 298.15 K. 
Theoretical calculations proposed an free energy barrier of (∆G‡calc298.15K= +80.1 kJmol-1), 
which is significantly higher than the experimentally derived value, most probably due to 
the inaccuracy in the entropy calculation.[42] Considering the importance of the 
isomerization within the binary complex for the outcome of the reaction, we also 
investigated the effect of protonation by the catalyst on the isomerization barrier at 
298.15 K. Therefore, also the Eyring-Polanyi plots for the binary complexes with 
catalysts 1a-1c and the more acidic 1d were analyzed. All obtained values for the E-to-
Z-isomerization are shown in Table 4 and the isomerization barriers are additionally 
visualized in Figure 11.  
Table 4: The isomerization rate at 298K kZ-to-E 298.15K, and the Gibbs energy at 298K ∆Gtotal298.15K, 
for free imine 2a and different binary complexes (1a/2a, 1b/2a, 1c/2a and 1d/2a) were obtained 
from the Eyring-Polanyi plot. All values shown in this table are related to the E-to-Z-isomerization. 
entry catalyst imine kE-to-Z 298K [1/s] ∆Gtotal298K [kJmol-1] 
1 TRIP 1a 2a 0.002 88.2 
2 TRIFP 1b 2a 0.03 81.5 
3 TiPSY 1c 2a 2.77 70.5 
4 DSI 1d 2a 0.03 81.9 
5 - 2a 1.05 72.9 
 
The E-to-Z-isomerization barrier at 298.15 K of the TiPSY/2a-complex is a little bit 
smaller (∆Gtotal298.15K = +70.5 kJmol-1) than for the free imine 2a (∆Gtotal298.15K = +72.9 kJ 
mol-1). Whereas the E-to-Z-isomerization barrier of TRIFP/2a and DSI/2a are very similar 
(∆Gtotal298.15K ≈ 82 kJmol-1, for exact values see Table 4). The E-to-Z-isomerization barrier 
for TRIP/2a is by far the highest (∆G‡total298.15K = +88.2 kJmol-1). Especially the 
isomerization barrier of the completely protonated imine (1d/2a) differs not significantly 
compared to the CPA/imine complexes, indicating that the protonation of the imine 
seems not to influence the E-to-Z-isomerization process at 298.15 K. This observation 
contradicts the previously obtained correlation between acidity of the catalysts with 





similar sterical demand and the isomerization rates at 230 K (see chapter 5.3.4). It is 
notable, that for both catalysts with equal 3,3’-substituents (TRIFP and DSI) E-to-Z-
isomerization barriers are very similar (around 82 kJmol-1), while the E-to-Z-
isomerization barriers of TiPSY (70.5 kJmol-1) and TRIP (88.2 kJmol-1) deviate. In 
general, the E-to-Z-isomerization barriers of TiPSY at 298 K are still in the same order of 
magnitude than at lower temperatures (∆∆Gtotal = 1 kJmol-1). In contrast for the other 
catalysts huge differenced were obtained (∆∆Gtotal between 8 and 21 kJmol-1). These 
observations indicate that the contribution of the imine-protonation on the isomerization 
rates decreases at higher temperatures, while the sterical factor increases. Thus, at 
higher temperatures the influence of the entropic factor ∆S≠ on the Gibbs free energy 
∆G≠ seems to be increased (see equation (10)) compared to the situation at lower 
temperatures (see chapter 5.3.4.). The huge influence of the entropy ∆S≠ on the 
isomerization is also reflected in the high deviation of the activation energy Ea from the 
isomerization barrier ∆Gtotal (for values and discussion see chapter 5.5.4.). 
ΔG;34356 =	ΔH; − -ΔS;  (10) 
Overall, these results imply that above 298 K the catalyst is able to activate the substrate 
and induce stereoselectivity, but the degree of protonation does not influence the 
isomerization significantly. However, the estimated isomerization barriers at 298 K for 
the free imine 2a and all investigated binary complexes (1a/2a, 1b/2a, 1c/2a and 1d/2a) 
are significantly higher compared to the hydride transfer via type IZ and type IIZ 
(calculated: 45-54 kJmol-1),[13] indicating a potential rate-determining step in the transfer 
hydrogenation of imines (for discussion about the rate determining step see chapter 3 
and reference[36]). 






Figure 11: The energy profiles for the isomerization at 298 K of the imine 2a in a) CPA-
complexes as well as in b) its free and completely protonated forms in CD2Cl2 are shown. The 
values for ∆Gtotal and ∆G2 were obtained from the extrapolation of the Eyring-Polanyi plot (for 
∆Gtotal see Figure 10 and for ∆G2 see chapter 5.3.2). ∆G1 is calculated out of the difference 
between ∆G2 and ∆Gtotal. For the free imine ∆G1 is obtained from calculations. 





 Isomerization mechanism 5.3.6.
As already mentioned in chapter 5.3.2., a comparison of the isomerization rates of the 
free imines 2a-c with the Hammett parameters of their varying substituents suggests that 
the isomerization takes place via inversion. The Hammett parameters 
(σ(p-OMe) = -0.27, σ(p-Me) = -0.16, σ(p-CF3) = +0.54) show that the p-methoxy-
substituent is the most electron donating group and thus indicate the highest single bond 
character of the CN-bond for the imine 2a. In principle, it is assumed that in case of a 
rotation-mechanism the Ph-substituent of the imine rotates around the CN-single bond 
within the zwitterionic resonance structure. Consequently, for the imine with the highest 
single bond character (here: imine 2a) the fastest isomerization should be observed, if 
the isomerization takes place via rotation. However, this is not the case and the 
isomerization of imine 2b and 2c is even slightly faster than the isomerization of imine 
2a. These observations suggest at least for the free imines an isomerization via 
inversion. Furthermore, it was shown previously that the isomerization of guanidinium 
salts, without a free electron pair, no inversion-mechanism is possible.[26] Hence, the at 
least rough dependency of the isomerization rate on the degree of imine-protonation 
(see chapter 5.3.2 and 5.3.3.) enhances the assumption of an inversion.  
In addition, the thermodynamic variables enthalpy ∆H and entropy ∆S can provide 
information about the isomerization mechanism. Both, enthalpy and entropy are 
accessible from the Eyring-Polanyi plot (for the E-to-Z-isomerization see Figure 10 and 
for the Z-to-E-isomerization see chapter 5.5.5.). Thus, the slope is -∆H/R and the 
intercept is put together of ln(kB/h) + ∆S/R (for linear equations see for the E-to-Z-
isomerization Figure 10 and for the Z-to-E-isomerization see chapter 5.5.5.). Where R is 
the gas constant (= 8.314 JK-1mol-1), kB the Boltzman constant (= 1.38*10-23 JK-1) and h 
the Planck’s constant (= 6.62*10-34 Js-1). The obtained values for the enthalpy ∆H are all 
in the same order of magnitude (31.7 – 75 kJmol-1, for exact values see Table 5). Indeed 
the entropy for the free imine 2a is slightly higher than for the binary complexes. The 
experimental values for the entropy ∆S of the binary complexes are between -11.1 and -
167.2 JK-1mol-1. Whereas, the entropy ∆S for the free imine 2a is positive (7.1 JK-1mol-1). 
In analogy to our previous study of phosphoramidites the large negative values for the 
entropy ∆S are typical for crowded transition states, indicating an inversion 
process.[27,28,32] However, it has to be mentioned explicitly, that this analysis has to be 
considered with extreme caution. This is due to the reason, that in literature many 
different interpretations, which often contradict each other, regarding the isomerization 
mechanisms on the basis of ∆G, ∆H and ∆S were found.[24,27–34] Additionally, ∆S and ∆H 





are highly temperature-dependent. Therefore the obtained values have a big error 
range.  
Overall, the experimental data obtained from the isomerization rates of the free imine 
and the binary complexes as well as the analysis of enthalpy and entropy indicate that 
the isomerization mainly takes place via inversion. Furthermore, the structural and 
vibrational analysis of the transition states confirm the assumption of an inversion.[42]  
Table 5: The enthalpy ∆H and entropy ∆S for free imine 2a and different binary complexes 
(1a/2a, 1b/2a, 1c/2a and 1d/2a) were obtained from the Eyring-Polanyi plot. All values shown in 
this table are related to the E-to-Z-isomerization. 
entry catalyst imine ∆H [kJmol-1] ∆S [JK-1mol-1] 
1 TRIP 1a 2a 41.8 -155.8 
2 TRIFP 1b 2a 31.7 -167.2 
3 TiPSY 1c 2a 67.2 -11.1 
4 DSI 1d 2a 43.2 -130.0 
5 - 2a 75.0 7.1 
 
 Photosensitized isomerization of imine 2a at 455 nm 5.3.7.
Since the absorption of the imine 2a is between 250 and 400 nm, it is not possible to 
isomerize 2a directly to its Z-form by irradiation with a 455 nm LED (Figure 12b). 
However, in literature several examples of photosensitized isomerizations are known. 
Thus, stilbenes, β-alkylstyrene, olefins and alkenes can be photoisomerized by using a 
photosensitizer.[43–46] For example Gilmour et al. could show that the E-to-Z-
isomerization of olefins and alkenes with riboflavin as photosensitizer is a highly effective 
method.[45,46] Furthermore, there are also some examples for the photosensitized 
isomerization of C-N-double bonds,[15] but the photoisomerization of oximes has been by 
far more investigated, due to their higher conformational stability at room 
temperatures.[15] Common photosensitizers for the oxime-isomerization are 
acetophenone and benzophenone derivatives as well as 2-acetonaphtone.[47,48] Further 
known photosensitizers, which exhibit a sufficient extinctions coefficient at 455 nm, are 





RFTA, TCBQ and DDCQ.[49] For this reason, we also tried to isomerize the imine 2a by 
irradiation at 455 nm LED in the presence of three different photosensitizers (RFTA, 
TCBQ and DDCQ, for structure and UV-absorption-spectra see Figure 12a und c). 
 
Figure 12: a) The isomerization of imine 2a with 455 nm irradiation is not possible. Here we tried 
to isomerize 2a in the presence of a photosensitizer. Therefore, three photosensitizers were 
tested. b) The absorption spectra of imine 2a in dichloromethane is shown. The imine does not 
absorb at 455 nm. c) The absorption spectra of all three photosensitizers are shown. At 455 nm 
RFTA has by far the biggest extinctions coefficients (948.9 Lcm-1mol-1) followed by DDQ (61.8 
Lcm-1mol-1) and TCBQ (12.8 Lcm-1mol-1). 
By the photoisomerization with RFTA and 455 nm LED after one hour approximately 9 % 
Z-imine could be observed (Figure 13). Whereby the photostationary state (around 11% 
Z-imine) was reached after 2.5 hours. Even by using 10 mol% RFTA instead of 5 mol% 
or using dry and degassed CD2Cl2 the amount of Z-imine could not be increased 
significantly. Also, with TCBQ it was possible to isomerize the imine, but after three 
hours just around 5% Z-imine could be observed. Although if the extinction coefficient of 
DDQ (ε = 61.8 Lcm-1mol-1) is higher than for TCBQ (ε = 12.8 Lcm-1mol-1) no 
isomerization in the presence of DDQ was possible (Figure 13). Indeed, the 
isomerization at 455 nm and all photosensitizer is by far not so effective than by 
irradiation at 365 nm (around 60% Z-imine after 3h). In contrast to the isomerization with 
365nm[13], it was not possible to speed the asymmetric transfer hydrogenation up by 
irradiation at 455 nm in the presence of RFTA. Even though the increased amount of the 





reactive Z-imine[13], for both reactions (dark and irradiated), the same isolated yield 
(42%) after 5 hours were observed. On the contrary the ee-values decreased in the 
presence of RFTA (455 nm: 73%, dark: 85%). 
 
Figure 13: By irradiation at 455 nm LED the imine 2a could be isomerized in the presence of 
RFTA (orange curve) and TCBQ (green curve). In contrast, it was no Z-imine could be detected 
with DDQ (blue curve) or without a photosensitizer (black curve). All of these curves were 
measured directly inside the NMR-spectrometer in CD2Cl2 at 190K. For the set-up of the 
illumination unit see reference.[37] 
Gilmour et al. proposed a triplet energy transfer from the photosensitizer to the 
substrate.[45] In case of the investigated isomerization that would mean that the triplet 
state energy of the photosensitizer has to be higher than that one of the excited state of 
the imine. Calculations predict a triplet state energy ET1 for the E-imine 2a of 310kJ/mol 
and for RFTA of 230kJ/mol.[42] The triplet state energies of TCBQ 
(ET1(TCBQ) = 237.4kJ/mol)[49] and DDQ (ET1(DDQ) = 257.6kJ/mol)[49] are just slightly 
higher than for RFTA, but still considerable smaller than the triplet state energy of the 
excited state of the imine. Nevertheless, the photosensitized E-to-Z-isomerization with 
455 nm is possible (at least with RFTA and TCBQ). Thus, it is most likely that no triplet 
energy transfer occurs. In contrast, a single-electron transfer from the imine to the 
photosensitizer is more probable (Figure 14). At least in theory, the reduction potential of 
the excited RFTA (E0(1RFTA/2RFTA-) = 1.67 V vs. SCE)[50] allows the oxidation of the 
imine 2a to the radical-cation (E0(2a/2a+) = 1.25 V vs. SCE in acetonitrile, CV spectra 
see in chapter 5.5.6.). Another hind for the assumed photoinduced single electron 
transfer it that a fluorescence emission quenching of RFTA in the presence of a high 





excess of imine 2a was observed (see chapter 5.5.7.). Thus, the inefficient isomerization 
with 455 nm compared to 365 nm can be potentially explained by the short lifetime of the 
radical cation. In the time frame of this work, the reaction pathways from the radical 
cation to the E-imine (dotted arrow in Figure 14) were not investigated. 
 
Figure 14: Proposed photosensitized electron transfer from the excited RFTA to the E-imine 2a. 
At least, the redox potentials of the excited RFTA[50] and imine 2a in acetonitrile would allow this 
electron transfer. However, the dotted reaction pathways were not investigated within this work. 
Nevertheless, the increased amount of E-imines was unambiguous verified by 1H-NMR-spectra. 
5.4. Conclusion 
By means of NMR-spectroscopy, a detailed quantification of the E-to-Z- and Z-to-E-
isomerization of three free imines and four binary Brønsted acid/imine-complexes was 
performed. The varying acidities of the catalysts allowed the investigation of the 
isomerization rates dependent on the degree of imine-protonation. This analysis 
revealed that the increasing protonation of the imine hinders the isomerization of the 
imine. Thus, the smallest isomerization rates were observed for the almost completely 
protonated imine with the highly acidic DSI-catalyst. At least for the Z-to-E-isomerisation 
rate, the catalyst with the sterically most demanding 3,3’-substitents (TiPSY), does not 
follow this trend. This observation demonstrates that apart from the imine protonation 
also the steric bulk of the catalyst contributes to the isomerization rate. Since, the E-to-Z-
isomerisation rates are less affected by the steric demand of the 3,3’-substituents it can 
be assumed that in this case the sterical contribution is already considered in the 
stabilisation of the Z-imine. The observed isomerization rates are directly correlated with 
isomerization barriers via the Eyring equation. Thus, the analysis of the thermal 





isomerization barriers at low temperatures confirms that the interplay of the sterical 
environment of the imine and the degree of protonation are responsible for the 
isomerization rates. In general, for catalysts with similar sterical demanding 
3,3’-substituents a higher E-to-Z-isomerization barrier was found for a more protonated 
imine. Furthermore, the extrapolation of the Eyring-Polanyi plot enables the access to 
the isomerization barriers at room temperature, which cannot be measured directly due 
to the fast thermal back reaction of the Z-imine at 298 K, under the assumption that the 
isomerization mechanism is not changing at different temperatures. Interestingly, no 
correlation between isomerization barriers at room temperature and degree of 
protonation was found. This observation is in contrast to the results from the low 
temperature analysis, where at least a rough dependency of the isomerization rate on 
the degree of imine-protonation was found. When comparing the isomerization barriers 
at room temperature with the sterical properties of the catalysts, it became obvious that 
the contribution of the imine-protonation on the isomerization rates decreases at higher 
temperatures, while the sterical factor increases. 
Additionally, some initial studies regarding the isomerisation mechanism were 
performed. In general, it is imaginable that the isomerization takes place via inversion or 
rotation. Up to now, the experimental data obtained from the isomerization rates of the 
free imine and the binary complexes as well as the analysis of enthalpy and entropy 
suggests that the isomerization mainly takes place via inversion. Similarly, the 
calculations predict also an inversion-mechanism.  
Furthermore, the principle of photosensitized isomerisation, which is known from 
literature, was also applied. Thus, the investigated imines could be photoisomerized with 
455 nm LED in the presence of a suitable photosensitizer, even if the imine is not 
absorbing 455 nm. Nevertheless, the direct photoisomerization with 365 nm was by far 
more efficient.  





5.5. Supporting information 
5.5.1. E/Z-ratios after reaching the photostationary state 
Table 6: The following E/Z-ratios were obtained in the photostationary state after the irradiation 
with 365 nm at 190 K in CD2Cl2. The values were determined by integration of α-CH3-groups of 
the free imines respectively the hydrogen bond signals of the binary complexes in the 1H-NMR 
spectra. 
entry system irradiation time [h] E-imine [%] Z-imine [%] 
1 free imine 2a 3 37 63 
2 free imine 2b 6 38 62 
3 free imine 2a 4.5 36 64 
4 TRIP 1a/2a 4,5 55 45 
5 TRIFP 1b/2a 6 49 51 
6 TiPSY 1c/2a 7 36 64 
7 DSI 1d/2a 4 60 40 
 
5.5.2. Temperature calibration 
Since, the previously determined ∆S- and ∆H-values (chapter 5.3.6.) are highly 
temperature-dependent, special attention was given to the temperature stabilization 
inside the spectrometer. During the experimental procedure for the determination of the 
Z-to-E-isomerization rates, which are the basis for the ∆S- and ∆H-determination, the 
recording of the decay curves of the Z-imine starts directly after warming-up the 
spectrometer. Because of the partially fast decay of the Z-imine, especially at higher 
temperatures, it was not possible to wait a sufficient amount of time until a stable 
temperature was reached for certain. Therefore, it was tested how long it takes until a 
reasonable temperature-stabilization was reached in the spectrometer needs. Thus, the 
proton chemical shift of the hydrogen bonded proton was used to calibrate the 
temperature. By plotting the 1H chemical shift versus the temperature a linear curve was 
observed (Figure 15).  






Figure 15: The 1H chemical shift of the hydrogen bonded protons of E- and Z-complex (TRIFP 
1b/2a) were determined at different temperatures in CD2Cl2 and plotted versus each other. 
Therefore two linear curves were obtained. These can be used to calculate the real temperature 
in the NMR-tube. 
The stability of the temperature was tested exemplary on the binary complex of TRIFP 
1b and imine 2a at 210 K. By means of the linear equations and the observed chemical 
shifts of the hydrogen bonded protons the real temperature was calculated after different 
time steps. Hence, it was visible that the temperature is shifted only around one degree 
after 22 hours (Table 7). 
Table 7: The chemical shifts of the hydrogen bonded protons of a 1:1 sample of TRIFP 1b and 
imine 2a in CD2Cl2 were used to calculate the real temperature inside the NMR-tube. The 
adjusted temperature was 210 K. Only a small shift of around one degree was observed after 22 
hours. The used fit equations were taken from Figure 15.  
entry δE [ppm] δZ[ppm] t [min] t [h] Tcalc (E-Fit) [K] 
Tcalc (Z-Fit) 
[K] 
1 15.4216 16.1276 4.12 - 208.9 211.5 
2 15.4177 16.1229 412.63 6.88 208.3 210.2 
3 15.4157 16.1242 822.63 13.71 208.0 210.6 
4 15.4154 16.1227 1332.63 22.21 208.0 210.2 





5.5.3. Additional decay curves 
 
Figure 16: After irradiation at 365 nm the amount of Z-imine could be increased significantly. 
Afterwards the decay curves of the Z-imine of different free imines 2a-c in CD2Cl2 were recorded 
at 210 K. All decay curves are fitted mathematically. Since, for the free imines in the 
thermodynamic equilibrium no Z-imine exists, the isomerization rates kZ-to-E can be obtained 
directly from the fit equation (red value). The obtained values of kZ-to-E are given in Table 1.  






Figure 17: After irradiation at 365 nm the amount of Z-imine could be increased significantly. 
Afterwards the decay curves of the Z-imine 2a in CD2Cl2 were recorded at different temperatures 
(200 K, 220 K, 240 K and 250 K). All decay curves are fitted mathematically. Since, for the free 
imines in the thermodynamic equilibrium no Z-imine exists, the isomerization rates kZ-to-E can be 
obtained directly from the fit equation (red value). The obtained values of kZ-to-E are given in Table 
1. 






Figure 18: After irradiation at 365 nm the amount of Z-imine could be increased significantly. 
Afterwards the decay curves of the Z-imine were recorded at 220 K and 240K for different binary 
complexes 1a-c/2a in CD2Cl2. All decay curves are fitted mathematically and therefore the 
isomerization rates kZ-to-E (= 1/”red value”) can be determined. The obtained values of kZ-to-E are 
given in Table 1. 







Figure 19: After irradiation at 365 nm the amount of Z-imine could be increased significantly. 
Afterwards the decay curves of the Z-imine were recorded at 235 K, 240K and 250K for different 
binary complexes 1d/2a in CD2Cl2. All decay curves are fitted mathematically and therefore the 
isomerization rates kZ-to-E (= 1/”red value”) can be determined. The obtained values of kZ-to-E are 
given in Table 1. 





5.5.4. Determination of the activation energy Ea 
The experimental activation energy Ea can be determined from the Arrhenius equation 
(11) after little mathematical transformations (12). After plotting the ln(k) vs. 1/T the slope 
is Ea/R.  




 + 	?@  (12) 
Where, R is the gas constant (= 8.314 JK-1mol-1) and A a pre-exponential factor, which is 
dependent on the order of the investigated reaction. The graphs for both isomerization 
processes are shown in Figure 20 and 21. 
 
Figure 20: From the plot of ln(k) versus 1/T. for the E-to-Z-isomerization of the free imine 2a and 
the imine in different binary complex (1a/2a, 1b/2a, 1c/2a and 1d/2a) the activation energies Ea 
can be determined. 






Figure 21: From the plot of ln(k) versus 1/T. for the Z-to-E-isomerization of the free imine 2a and 
the imine in different binary complex (1a/2a, 1b/2a, 1c/2a and 1d/2a) the activation energies Ea 
can be determined. 
For better comparison, the obtained activation energies Ea as well as the previously 
determined ∆Gtotal298K values are summarized in Table 8. These parameters are based 
on different theoretical models (∆G: Eyring theory, Ea: Arrhenius), however, both 
describe the energy, which is necessary to overcome the transition state. Surprisingly, 
the obtained Ea-respectively ∆G- values are deviating drastically. Only, the values for the 
free imine 2a and the binary TiPSY/2a-complex are matching reasonably. For the binary 
complexes with TRIP, TRIFP and DSI deviations between 27 kJmol-1 and 49 kJmol-1 
were received. These observations can be explained with the mathematically definition 
of Ea and ∆G (equation (13) and (14)). 
A5 =	∆B + ,-   (13) 
∆* =	∆B − 	-∆C   (14) 
The comparison of both equations shows, that the entropy ∆S is not contained in the 
definition of the activation energy Ea. In contrast, the definition of the Gibbs energy ∆G 





includes ∆S. This means, the differences between Ea and ∆G has to be due to an 
extremely high contribution of the entropy ∆S for the isomerization of the binary 
complexes with TRIP, TRIFP and DSI. In contrast, the sterically very demanding 3,3’-
substituents of TiPSY, hinder the movement of the imine and therefore the contribution 
of the entropy is significantly decreased. 
Table 8: The experimental activation energies Ea for both isomerization processes of the free 
imine 2a and different binary complexes (1a/2a, 1b/2a, 1c/2a and 1d/2a) were determined. 









1 TRIP 1a 2a 88.2 72.1 43.7 42.1 
2 TRIFP 1b 2a 81.5 76.1 33.5 37.9 
3 TiPSY 1c 2a 70.5 70.3 69.2 64.2 
4 DSI 1d 2a 81.9 78.0 51.6 50.7 
5 - 2a 72.6 66.0 76.8 69.9 





5.5.5. Eyring Polanyi plot for Z-to-E-isomerization 
By extrapolating the observed linear equations of the Eyring-Polanyi plot (for the E-to-Z-
isomerization see Figure 10 and for the Z-to-E-isomerization see Figure 22) the 
isomerization rate at 298.15 K can be determined. Hence the Gibbs energy ∆G at 298 K 
can be calculated with the Eyring equation: 
 =  ∗ 	


   (13) 
 
Figure 22: The Eyring-Polanyi plot for the Z-to-E-isomerization of the free imine 2a and the imine 
in different binary complex (1a/2a, 1b/2a, 1c/2a and 1d/2a) is shown. The ln(k/T) is plotted versus 
1/T. From the linear fit the thermodynamic variables ∆G298.15K, ∆S and ∆H are accessible. 
As already mentioned, also the thermodynamic variables enthalpy ∆H and entropy ∆S 
are also accessible from the Eyring-Polanyi plot (Figure 10 and Figure 22) after a few 
mathematical transformations. Thus, the slope is -∆H/R and the intercept is put together 
of ln(kB/h) + ∆S/R. Where R is the gas constant (= 8.314 JK-1mol-1), kB the Boltzman 
constant (= 1.38*10-23 JK-1) and h the Planck’s constant (= 6.62*10-34 Js-1). 
!	34	 = D-ℎ ∗ 	
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All obtained values for the Z-to-E-isomerization (kZ-to-E 298K, ∆Gtotal298K, ∆H and ∆S) are 
summarized in Table 8. Similar to the situation for the E-to-Z-isomerization, also for the 
Z-to-E-isomerization the obtained values for the enthalpy ∆H are all in the same order of 
magnitude (36.1 – 68.1 kJmol-1, for exact values see Table 9). Furthermore, the enthalpy 
∆H values of both isomerization directions are very similar. The values for the entropy 
∆S for the Z-to-E-isomerization in the binary complexes are between -27.0 and -134.0 
JK-1mol-1. Thus they are slightly less negative, but the tendencies are still preserved. 
Whereas, the entropy ∆S for both isomerization processes of the free imine 2a is almost 
the same and positive (E-to-Z-isomerization: 7.1 JK-1mol-1, Z-to-E-isomerization: 7.0 
JK-1mol-1). Consequently, the large negative values for the entropy ∆S indicate an 
inversion process for the Z-to-E-isomerization of the binary complexes.[27,28,32] This 
tendency is in accordance with the previously investigated E-to-Z-isomerization 
mechanism (chapter 5.3.6.). 
Table 9: The isomerization rate at 298K kZ-to-E 298K, Gibbs energy at 298K ∆Gtotal298K, enthalpy ∆H 
and entropy ∆S for free imine 2a and different binary complexes (1a/2a, 1b/2a, 1c/2a and 1d/2a) 
were obtained from the Eyring-Polanyi plot. All values shown in this table are related to the Z-to-
E-isomerization 





-1] ∆S [JK-1mol-1] 
1 TRIP 1a 2a 1.48 72.1 40.2 -106.7 
2 TRIFP 1b 2a 0.28 76.1 36.1 -134.0 
3 TiPSY 1c 2a 3.05 70.3 62.2 -27.0 
4 DSI 1d 2a 0.14 78.0 42.1 -120.2 
5 - 2a 16.94 66.0 68.1 7.0 





5.5.6. Cyclic voltammetry of imine 2a 
The cyclic voltammetry (CV) measurements were performed in degassed acetonitrile 
containing 0.1 M tetra-n-butylammonium hexafluorophosphate as a conducting salt and 
using ferrocene/ferrocenium (Fc/Fc+) as an internal standard under argon atmosphere at 
room temperature. The measurements are carried out with an Autolab PGSTAT302N 
Metrohm. A glassy carbon electrode (working electrode), platinum wire counter electrode 
and Ag wire quasi-reference electrode were employed. The cyclic voltammogram is 
shown in the Figure 23. The oxidation potential of 2a is irreversible and was determined 
at the 5% offset of the peak (Eox = +1.52 V vs Ag/AgCl = +1.26 V vs SCE).[51]  
 
Figure 23: Cyclic voltammogram of imine 2a in acetonitrile. The irreversible oxidation potential 
was determined at the 5% offset (indicated by the red line). 





5.5.7. Fluorescence emission quenching of RFTA 
A fluorescence cuvette containing RFTA (cRFTA = 7.6·10-6 molL-1) in dichloromethane was 
placed in a fluorescence spectrometer (Fluoromax-4 Spectroflourometer). The solution 
was irradiated at 430 nm and the fluorescence emission spectrum was measured 
(maximum intensity at 504 nm; black curve in Figure 24). After addition of 200 
equivalents of the quencher (imine 2a, red curve in Figure 24) the emission intensity at 
504 nm was slightly decreased. To ensure that this decrease in intensity is because of 
fluorescence quenching an additional, undefined amount of imine was added. In this way 
a significant intensity decrease at 504 nm could be observed (blue curve in Figure 24). 
This indicates a weak electron transfer from RFTA to the imine 2a. 
 
Figure 24: Emission spectra of RFTA (black curve) between 450 and 700 nm. After addition of 
the quencher (imine 2a) the emission intensity is decreased (red and blue curve). 





5.5.8. Synthesis of the imines 
The imines were prepared according to a modified literature procedure.[52–57] The toluene 
was used either in p.A. quality or was dried by refluxing over sodium. The 15N-enriched 
aniline for the presented syntheses below was purchased from Euriso-top GmbH and 
Sigma Aldrich. 
(E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a 
 
After activation of the molecular sieves 4 Å (9.8 g) at 450°C under reduced pressure, 4-
methoxyacetophenone (2.16 g, 14.3 mmol, 1.3 eq) and aniline (98% 15N, 1 ml, 1.02 g, 
11.0 mmol) were added to the Schlenk flask under argon atmosphere. Then the 
reactants were dissolved in 33 ml dry toluene. The solution was refluxed overnight with a 
drying tube (filled with CaCl2). The molecular sieves were removed, and the orange 
solution was concentrated under reduced pressure. The remaining solid was 
recrystallized from diethylether at -20°C. The product was obtained as yellow solid.  
1H-NMR (400.1 MHz, CD2Cl2): δH [ppm] = 7.95 (m, 2H, Aryl-H), 7.35 (m, 2H, Aryl-H), 
7.07 (m, 1H, Aryl-H), 6.96 (m, 2H, Aryl-H), 6.77 (m, 2H, Aryl-H), 3.86 (s, 3H, -OCH3), 
2.18 (d, 3JHN = 1.76 Hz, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 164.5, 161.9, 152.5, 132.5, 129.3, 129.2, 
123.2, 119.9, 113.9, 55.8, 17.2 
15N-NMR (40.5 MHz, CD2Cl2): δN [ppm] = 325.5 
1H- and 13C-spectra were in accordance with the literature.[58] 





(E)-1-(4-triflouromethylphenyl)-N-phenylethan1-imine (98% 15N) 2b 
 
After activation of the molecular sieves 4 Å (5 g) at 350°C under reduced pressure, 4-
triflouromethylacetophenone (3.66 g, 19.5 mmol, 1.3 eq) and aniline (98% 15N, 1.40 ml, 
1.40 g, 15.0 mmol) were added to the Schlenk flask under argon . Then the reactants 
were dissolved in 25 ml dry toluene. The solution was heated to reflux overnight with a 
drying tube (filled with CaCl2). The molecular sieves were removed, and the reaction 
solution was concentrated under reduced pressure. The remaining solid was 
recrystallized from methanol at -20°C. The product was obtained as yellow needles.  
1H-NMR (400.1 MHz, CD2Cl2): δH [ppm] = 8.11 (m, 2H, Aryl-H), 7.72 (m, 2H, Aryl-H), 
7.37 (m, 2H, Aryl-H), 7.11 (m, 1H, Aryl), 6.79 (m, 2H), 2.25 (s, 3H, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 164.5, 151.7, 143.2, 132.1, 129.4, 
128.0, 125.6, 124.6, 123.9, 119.5, 17.5 
15N-NMR (40.5 MHz, CD2Cl2): δN [ppm] = 338.2 
19F-NMR {1H} (376 MHz, CD2Cl2): δF [ppm] = - 63.1  
1H- and 13C-spectra were in accordance with the literature.[59] 





(E)-1-(4-methylphenyl)-N-phenylethan1-imine (98% 15N) 2c 
 
After activation of the molecular sieves 4 Å (9.8 g) at 450°C under reduced pressure, 4-
methylacetophenone (2.27 mL, 2.28 g, 17.0 mmol, 1.6 eq) and aniline (98% 15N, 1 ml, 
1.02 g, 11.0 mmol) were added to the Schlenk flask under argon atmosphere. Then the 
reactants were dissolved in 33 ml dry toluene. The solution was heated to reflux 
overnight with a drying tube (filled with CaCl2). The molecular sieves were removed, and 
the reaction solution was concentrated under reduced pressure. The remaining solid 
was recrystallized from petroleum ether at -20°C. The product was obtained as yellow 
needles.  
1H-NMR (400.1 MHz, CD2Cl2): δH [ppm] = 7.86 (m, 2H, Aryl-H), 7.34 (m, 2H, Aryl-H), 
7.25 (m, 2H, Aryl-H), 7.06 (m, 1H, Aryl-H), 6.76 (m, 2H), 2.40 (s, 3H, -CH3), 2.18 (d, 3JHN 
= 1.76 Hz, 3H, -CH3) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 165.3, 152.4, 141.2, 133.9, 129.5, 129.3, 
127.5, 123.3, 119.7, 21.5, 17.4 
15N-NMR (40.5 MHz, CD2Cl2): δN [ppm] = 328.9 
1H- and 13C-spectra were in accordance with the literature.[55] 















After activation of the molecular sieves 4 Å (10 g) at 450°C under reduced pressure, 
4-tert-butylacetophenone (1.93 mL, 1.86 g, 10.6 mmol, 1.3 eq) and anisidine (1 g, 8.13 
mmol) were added to the Schlenk flask under argon atmosphere. Then the reactants 
were dissolved in 33 ml dry toluene. The solution was heated to reflux overnight with a 
drying tube (filled with CaCl2). The molecular sieves were removed, and the reaction 
solution was concentrated under reduced pressure. The remaining solid was 
recrystallized from diethylether at -20°C. The product was obtained as yellow needles.  
1H-NMR (400.1 MHz, CD2Cl2): δH [ppm] = 7.93 (m, 2H, Aryl-H), 7.49 (m, 2H, Aryl-H), 
6.92 (m, 2H, Aryl-H), 6.74 (m, 2H, Aryl-H), 3.82 (s, 3H, -OCH3), 2.24 (s, 3H, -CH3), 1.38 
(s, 9H, t-Bu) 
13C-NMR {1H} (100.6 MHz, CD2Cl2): δC [ppm] = 165.1, 155.9, 153.7, 145.1, 137.1, 126.9, 
125.2, 120.7, 114.2, 55.4, 34.7, 31.0, 16.9 
1H- and 13C-spectra were in accordance with the literature.[60] 
 





5.5.9. Sample Preparation 
The deuterated dichloromethane was purchased from Deutero or Sigma Aldrich and 
freshly distilled over CaH2
 
to remove traces of water. All catalysts were purchased from 
Sigma Aldrich. All samples were stored in an -80°C freezer during the measurements. 
Even after careful sample preparation, partial hydrolysis of the imine could not be 
completely prevented. Therefore the imine/catalyst-ratios deviate slightly from 1:1. 
Free imine 2a in CD2Cl2 
5.11 mg (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (22.6 µmol) were 
weighted in a commercial available amber thin wall NMR-tube and dissolved in 0.5 mL 
dry CD2Cl2. 
Free imine 2b in CD2Cl2 
6.28 mg (E)-1-(4-triflouromethylphenyl)-N-phenylethan-1-imine (98% 15N) 2b 
(28.3 mmol) were weighted in a commercial available amber thin wall NMR-tube and 
dissolved in 0.5 mL dry CD2Cl2. 
Free imine 2c in CD2Cl2 
4.95 mg (E)-1-(4-methylphenyl)-N-phenylethan-1-imine (98% 15N) 2c (23.5 mmol) were 
weighted in a commercial available amber thin wall NMR-tube and dissolved in 0.5 mL 
dry CD2Cl2. 
Imine 2a and TRIP 1a in CD2Cl2 
20.75 mg (R)-TRIP 1a (29.9 µmol) are weighted in a commercial available amber thin 
wall NMR-tube and dried under reduced pressure at 120°C for 20 minutes. Then 6.68 
mg (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (29.5 µmol) and 0.5 
mL dry CD2Cl2were added under argon atmosphere. 
 
 





Imine 2a and TRIFP 1b in CD2Cl2 
20.79 mg (R)-TRIFP 1b (22.4 µmol) are weighted in a commercial available amber thin 
wall NMR-tube and dried under reduced pressure at 120°C for 20 minutes. Then 5.57 
mg (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (20.5 µmol) and 0.5 
mL dry CD2Cl2were added under argon atmosphere. 
Imine 2a and TiPSY 1c in CD2Cl2 
25.25 mg (R)-TiPSY 1c (29.1 µmol) are weighted in a commercial available amber thin 
wall NMR-tube and dried under reduced pressure at 120°C for 20 minutes. Then 6.66 
mg (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (29.4 µmol) and 0.5 
mL dry CD2Cl2were added under argon atmosphere. 
Imine 2a and DSI 1d in CD2Cl2 
21.03 mg (R)-DSI 1d (25.7 µmol) are weighted in a commercial available amber thin wall 
NMR-tube and dried under reduced pressure at 120°C for 20 minutes. Then 5.63 mg 
(E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (24.9 µmol) and 0.5 mL 
dry CD2Cl2were added under argon atmosphere. Finally, TMS-atmosphere was added. 
Imine 2b and TiPSY 1c in CD2Cl2 
21.02 mg (R)-TiPSY 1c (24.3 µmol) are weighted in a commercial available amber thin 
wall NMR-tube and dried under reduced pressure at 120°C for 20 minutes. Then 6.61 
mg (E)-1-(4-triflouromethylphenyl)-N-phenylethan-1-imine (98% 15N) 2b (25.0 µmol) and 
0.5 mL dry CD2Cl2were added under argon atmosphere. 
Imine 2c and TiPSY 1c in CD2Cl2 
21.63 mg (R)-TiPSY 1c (25.0 µmol) are weighted in a commercial available amber thin 
wall NMR-tube and dried under reduced pressure at 120°C for 20 minutes. Then 5.23 
mg (E)-1-(4-methylphenyl)-N-phenylethan-1-imine (98% 15N) 2c (24.9 µmol) and 0.5 mL 
dry CD2Cl2were added under argon atmosphere. 
 





Imine 2a and RFTA in CD2Cl2 
5.24 mg (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (23.2 µmol) were 
weighted in a commercial available amber thin wall NMR-tube and evacuated. Then 0.2 
mL dry CD2Cl2 and 0.3 mL of a RFTA-stock solution (5 mol%, 2.20 mg RFTA in 1 mL dry 
CD2Cl2) were added under argon atmosphere. 
Imine 2a and DDQ in CD2Cl2 
5.17 mg (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (22.9 µmol) were 
weighted in a commercial available amber thin wall NMR-tube and evacuated. Then 0.2 
mL dry CD2Cl2 and 0.3 mL of a DDQ-stock solution (5 mol%, 0.89 mg DDQ in 1 mL dry 
CD2Cl2) were added under argon atmosphere. 
Imine 2a and TCBQ in CD2Cl2 
5.27 mg (E)-1-(4-methoxyphenyl)-N-phenylethan-1-imine (98% 15N) 2a (23.3 µmol) were 
weighted in a commercial available amber thin wall NMR-tube and evacuated. Then 0.2 
mL dry CD2Cl2 and 0.3 mL of a TCBQ-stock solution (5 mol%, 0.87 mg DDQ in 1 mL dry 
CD2Cl2) were added under argon atmosphere. Finally, TMS-atmosphere was added.
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In recent years, BINOL-derived Brønsted acids have emerged as a preferred class of 
catalysts in the field of enantioselective organocatalysis. Despite the enormous success 
of these catalysts regarding the obtained excellent enantioselectivities, the high yields as 
well as the versatile applicability, the intermediates and activation modes are up to now 
largely unexplored. Nevertheless, for the asymmetric transfer hydrogenation of imines 
the existence of a pre-catalytic species, where the BINOL-derived Brønsted acid catalyst 
and the substrate form a hydrogen bonded ion pair, is postulated. Most probably, the 
introduction of the enantioselectivity proceeds within this ion pair, consisting of a cationic 
substrate species and a chiral anion provided by the catalyst. Therefore, in this thesis 
several of these binary Brønsted acid/imine-complexes were investigated by means of 
NMR-spectroscopy. By that, the interactions between different catalysts and substrates 
should be better understood, which subsequently allows the aimed choice of an optimal 
catalyst for a selected reaction. 
Therefore, the second chapter of this thesis focusses on NMR-spectroscopic 
investigations of the binary complex, which consists of the chiral phosphoric acid TRIP 
and several 15N-labeled imines. Due to the use of imines with different electronic and 
steric properties, the basicity of the substrate was varied. The 15N-labeling of the imine 
allows, apart the measurement of the 1H proton chemical shift, also the experimentally 
access to the 15N chemical shift and the three coupling constants (1JNH, 2hJPH and 3hJPN). 
These parameters enable the detailed analysis of the formed hydrogen bond. Both 1H 
and 15N chemical shift are dependent on the position of the proton within the hydrogen 
bond: the closer the proton is shifted to the nitrogen the more highfield shifted are 1H and 
15N chemical shift. Thus, the Steiner-Limbach curve, which correlates the 1H and 15N 
chemical shifts empirically, shows that most of the TRIP/imine complexes form strong 
hydrogen bonds with an ionic character. Additionally, from the parabolic fit curve the 
individual atomic distances rOH and rNH were calculated. Theoretical calculations 
predicted an asymmetric single well potential surface, which was confirmed 
experimentally by measuring the deuterium isotope effect. Similar to the chemical shifts 
also the 1JNH coupling constant is dependent on the degree of imine-protonation: the 
closer the proton is shifted to the nitrogen the larger is the 1JNH coupling constant. 
Furthermore, the trans-hydrogen bond 2hJPH and 3hJPN scalar coupling constants were 
quantified. Both are very sensitive on changes of the hydrogen bond geometry. 






observed. Only the position of the hydrogen bonded proton varies, due to the basicity of 
the imine. Thus, the hydrogen bond can be seen as a structural anchor between 
substrate and catalyst. 
In the third chapter of the thesis, the influence of the 3,3’-substituents of BINOL-derived 
chiral phosphoric acids was investigated. Therefore, a detailed hydrogen bond analysis 
from three additional phosphoric acid catalysts (TRIFP, TRIM and TiPSY) with three 
selected imines was done and compared to the previously investigated TRIP-complexes. 
Independent on the 3,3’-substituents, almost all binary complexes form strong, charge-
assisted hydrogen bonds. Nevertheless, the acidity of the catalysts differs and therefore 
the position of the proton in the hydrogen bond is affected. Thus, the difference of the 
15N chemical shift in the binary complex of one imine with all four catalysts (TRIP, 
TRIFP, TRIM and TiPSY) could be used as a descriptor for the catalyst-acidity. In this 
way the first internal acidity scale for chiral phosphoric acid/imine-complexes was 
implemented. The order of the catalyst-acidity is slightly different for E-and Z-complexes. 
However, both internal acidity scales obtained from chemical shifts could be confirmed 
by the measured 1JNH coupling constants. Nevertheless, the calculated external acidity 
scale is not in accordance with the experimental internal acidity scales. On the other 
hand, the calculations of the internal acidities, for example in the form of computed 1JNH 
coupling constants, reflect the experimental results. Thus, the significant influence of the 
intermolecular interactions on the acidic properties of these complexes becomes 
apparent. At least for three of the four investigated phosphoric acid catalysts an inverse 
correlation of the acidity with the reactivity was found. That means the more acidic the 
catalyst, the slower is the over-all reaction rate. However, since the catalyst with the 
sterically most demanding 3,3’-substitents does not follow this trend it becomes visible, 
that at least for the asymmetric transfer hydrogenation, also other factors than the 
internal acidity influence the reactivity. The analysis of isomerization rates as well as 
further investigations regarding populations and chemical shifts of both binary and 
ternary complexes showed that a delicate balance between isomerization and ternary 
complex formation seems to be significantly responsible for the reactivity of the chiral 
phosphoric acid catalyst in the transfer hydrogenation. Due to the formation of strong 
hydrogens bonds with all investigated catalysts, it is most probably that the break-down 
of reactivity for the sterically most demanding catalyst is caused by the blocking of the 
binding pocket through the imine. Thus, the binding of the second substrate is hindered. 
Nevertheless, after consideration of the size of the binding pocket the internal acidity can 






The fourth chapter of this thesis investigated the hydrogen bond and structural 
properties of the structural similar BINOL-derived disulfonimide catalysts in their binary 
imine-complexes. The acidity of this class of catalysts is significantly increased 
compared to the previously investigated phosphoric acids. However, the observed 1H 
and 15N chemical shifts in combination with the 1JNH coupling constants revealed that 
also for the stronger Bronsted acids charge-separated but still hydrogen-bonded binary 
complexes are formed. Nevertheless, the hydrogen bond is considerable weakened 
compared to the phosphoric acid catalysts. Therefore, the almost complete loss of the 
hydrogen bond as structural anchor in the binary complex in combination with the 
increased number of hydrogen bond acceptors leads to a high mobility of the imine in 
the binary complex. This is also reflected in the theoretical calculations, which predict for 
both imine-isomers several orientations. Nevertheless, it was possible to verify the 
existence of at least two of the computational predicted, most stable structures for the 
E-complexes experimentally by various NOESY measurements. In one of these 
structures the formation of a hydrogen bond to the nitrogen in the other one to the 
oxygen of the disulfonimide catalyst was assumed. These observations proofed that not 
only the strongest possible hydrogen acceptor (nitrogen) is occupied. On the other hand, 
for the more compact Z-imines no structural preference was found. Furthermore, the 
reactivity of the different classes of catalysts in the transfer hydrogenation of several N-
alkyl-imines was compared to the observed hydrogen bond strengths. However, no 
acidity/reactivity-correlation between the catalysts with varying acidic motives was found. 
Due to the the extremely weakening of the hydrogen bond in the disulfonimide- and 
sulfonic acid-complexes, not only the impact of the hydrogen bond as structural anchor 
in the pre-catalytic species seems to be drastically decreased but also the influence of 
the hydrogen bond strengths on the reactivity is attenuated. Finally, the binary 
complexes of an N-alkyl imine were investigated, because for this substrate highly acidic 
disulfonimide catalysts provide high yields and good enantioselectivities in the transfer 
hydrogenation while the less acidic phosphoric acid catalyst exhibit poor conversions 
and low stereoselectivities. The hydrogen bond analysis of the N-alkyl imine/TRIP-
complexes revealed several additional complex structures, which have not yet been 
observed in the previously investigated N-aryl-imine-complexes. These additional 
structures and their equilibria may contribute to the poor performance of TRIP. In 
contrast, for the corresponding N-alkyl imine/DSI-complexes only the typical binary 






The focus of the fifth chapter was the detailed investigation of the imine-isomerization. 
Initially, the isomerization rates for both E-to-Z- and Z-to-E-isomerization rates of free 
imines as well as for a partially protonated imine in four different binary complexes were 
quantified. Since the isomerization seems to play an important role for the overall 
reaction rate of the asymmetric transfer hydrogenation, the impact of the degree of 
protonation on the isomerization was of great interest. This analysis showed that the 
Z-to-E-isomerization rate of a more protonated imine is reduced. However, the observed 
Z-to-E-isomerisation for the imine in the binary complex with the sterical most 
demanding catalyst (TiPSY) was slower than expected due to the internal acidity scale 
of the catalysts. Thus, apart from the imine protonation also the sterical properties of the 
catalyst seem to affect the isomerization rate. However, the E-to-Z-isomerisation rates 
were less affected by the bulkiness of the catalyst. This observation indicates that the 
sterical contribution is already considered in the stabilisation of the Z-imine. 
Furthermore, the analysis of the thermal isomerization barriers at low temperatures 
confirms the interplay of the sterical environment of the imine and the degree of 
protonation being responsible for the isomerization rates. Furthermore, the extrapolation 
of the Eyring-Polanyi plot enables the determination of the isomerization barriers at room 
temperature. Interestingly, the analysis of the isomerization barriers at 298 K showed, 
that the contribution of the imine-protonation on the isomerization rate degreases at 
higher temperatures, while the sterical factor increases. In general, all observed 
isomerization barriers (73-88 kJmol-1) at 298 K are significantly higher than the 
calculated barriers for the hydride transfer via type IZ and type IIZ (calculated: 45-
54 kJmol-1). Thus, the hydride transfer could be excluded to be the rate determining 
step, if the ternary complex is formed sufficiently. Finally, it was shown that it is also 
possible to photoisomerize the imines by using a photosensitizer. Indeed the direct 
photoisomerization is by far more effective, than using one of the investigated 
photosensitizers. Both investigations of the reduction/oxidation potentials as well as 
fluorescence quenching experiments suggest a single-electron transfer from the imine to 
the photosensitizer followed by the isomerization of the radical cation. 
In conclusion, in this thesis the interactions between different Brønsted acid catalysts 
and imines were investigated by NMR spectroscopy. First, the strong hydrogen bond 
between TRIP and various imines was investigated. In all cases the hydrogen geometry 
was not significantly affected by the substitution pattern of the imine. Therefore, the 
hydrogen bond seems to be a structural anchor of the pre-catalytic species. Since, the 






acidity scale based on the 15N chemical shifts of the imine could be implemented. In this 
way it could be shown that the reactivity of the transfer hydrogenation correlates inverse 
with the internal acidity. However, isomerization and ternary complex formation also play 
an important role. For example, a break down in reactivity was observed if the sterical 
bulk of the 3,3‘-substitents hinders the binding of the second substrate and thus the 
ternary complex formation is hampered. Additionally, the investigations of the more 
acidic disulfonimide catalyst showed, that the previously observed acidity/reactivity-
correlation is not applicable between different classes of catalysts. This is most probably 
due to the extremely weakening of the hydrogen bond caused by the higher acidity of 
the disulfonimide catalyst, leading to an attenuated influence of the hydrogen bond 
strengths on the reactivity. Furthermore, by means of a detailed quantification of 
isomerization rates and barriers, it could be shown that the experimentally determined 
isomerization barriers are significantly higher than the calculated barriers for the hydride 
transfer. For this reason, the hydride transfer could be neglected as rate-determining 
step of the transfer hydrogenation, if the ternary complex is formed sufficiently. However, 
also the ternary complex formation can be assumed to be slow because of the low 
solubility of the Hantzsch ester. Unfortunately, up to now the ternary complex itself was 









7 Abbreviation Register 
1D    one dimensional 
2D   two dimensional 
3D   three dimensional 
AcOH    acetic acid 
Å    ångström 
BINOL   1,1’-bi-2-naphtol 
BF   basic transmitter frequency 
Boc    tert-butyloxycarbonyl 
OP    transmitter frequency offset 
bs   broad signal 
COSY   correlation spectroscopy 
cm   centimeter 
°C   degree celsius 
CSA    chemical shift anisotropy 
D    delay 
δ   chemical shift 
DCM   dichloromethane 
DD    dipolar dipolar 
DFT   density functional theory 
DPP   diphenyl phosphate 
DS    dummy scans 
EI    electron impact 
ESI    electron spray ionization 
EV   electron volt 
GC-MS   gas chromatography – mass spectrometry 
g    gram 
h   hour(s) 
HMBC   heteronuclear multiple bond correlation 
HMQC   heteronuclear multiple quantum correlation 
HSQC   heteronuclear single quantum coherence 
HR-MS   high resolution mass spectrometry 
iPr   isopropyl 
K   kelvin 





mg   milligram 
mL   milliliter 
mmol    millimole 
mM   millimolar 
MS    molecular sieves 
n.d.   not determined 
NMR    nuclear magnetic resonance 
NOE   nuclear overhauser effect 
NOESY  nuclear overhauser enhancement spectroscopy 
NS   number of scans 
p.A.    per analysis 
pm   picometer 
ppm    part per million 
r.t.   room temperature 
RT    retention time 
SW    spectral width 
µL   microliter 
µmol    micromole 
FID    free induction decay 
TD    size of FID 
TMA    trimethyl acetic acid 
TMS   tetramethylsilane 
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