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Introduction
L’extraction de motifs locaux en fouille de donne´es est un sujet tre`s e´tudie´. Les motifs lo-
caux pertinents sont spe´cifie´s sous forme de contraintes (proprie´te´s qu’ils doivent satisfaire).
Les me´thodes de recherche mises en œuvre utilisent les proprie´te´s spe´cifiques des contraintes
telles que l’ (anti-)monotonicite´ pour re´aliser du filtrage et re´duire de manie`re drastique
l’espace de recherche. En revanche, jusqu’a` re´cemment, seules des me´thodes ad hoc ont e´te´
propose´es pour l’extraction de motifs de plus haut niveau tels que les motifs n-aires qui
mettent en relation plusieurs motifs. Pour chaque motif n-aire ou re`gle portant sur plu-
sieurs motifs, il est ne´cessaire de de´velopper une me´thode de recherche spe´cifique [23, 40].
Un tel couˆt de mise en œuvre a constitue´ un frein pour l’utilisation des motifs n-aires.
La Programmation Par Contraintes (PPC) [37] offre un cadre ge´ne´rique pour mode´liser
et re´soudre les proble`mes d’extraction de motifs en fouille de donne´es. L’utilisation de la
PPC pour l’extraction de motifs est un domaine de recherche tre`s re´cent. Le projet CP4IM
(KU Leuven) a montre´ l’apport de la PPC pour l’extraction de motifs locaux [22, 34, 35, 36].
En ce qui concerne l’e´quipe CoDaG, Mehdi Khiari a propose´ deux approches utilisant la
PPC pour l’extraction de motifs n-aires [17, 18]. Le point commun de l’ensemble de ces
travaux est de mode´liser les proble`mes d’extraction de motifs, qu’ils soient locaux ou n-
aires, sous forme de proble`mes de satisfaction (CSP). Ainsi, un motif (local ou n-aire) ne
sera retenu que s’il ve´rifie toutes les contraintes.
Mais, l’utilisateur aimerait pouvoir spe´cifier des pre´fe´rences entre contraintes et en
relaxer certaines lorsque le nombre de motifs retenus devient tre`s petit (ou nul dans les cas
extreˆmes). Par exemple, pour la recherche d’un ensemble de mole´cules couvrant un espace
chimique, l’utilisateur peut indiquer la taille minimale de l’espace qui doit eˆtre couvert, le
recouvrement maximal autorise´ entre les espaces chimiques de deux mole´cules intervenant
dans la solution, ou encore exiger que certaines types de mole´cules soient pre´sents ou
pas, etc. Cependant, il est possible que, au final, l’utilisateur pre´fe`re une solution avec
une mole´cule d’un type non pre´se´lectionne´ mais qui permet de couvrir un grand espace
chimique avec peu de mole´cules.
Nos travaux en cours sur la relaxation de contraintes pour l’extraction de motifs ont
pour objectifs de lever les deux verrous suivants :
i) la rigidite´ du cadre actuel qui fait qu’une solution potentiellement inte´ressante n’est
pas prise en compte de`s qu’une contrainte et/ou une valeur seuil pour une contrainte
sur une mesure n’est pas ve´rifie´e.
Dans la pratique, on pre´fe`re, par exemple, accepter entre deux mole´cules un recou-
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vrement un peu supe´rieur au maximum demande´ si ce choix conduit a` une bonne
solution globale pour couvrir l’espace chimique. Pour cela, nous proposons de re-
laxer certaines contraintes portant sur des mesures par l’introduction de seuils
souples.
ii) l’impossibilite´ pour l’utilisateur d’exprimer des pre´fe´rences entre contraintes,
pour prendre en conside´ration des priorite´s ou encore des incertitudes. Souvent, cer-
tains motifs s’ave`rent plus inte´ressants que d’autres.
Par exemple, on pre´fe`re des mole´cules d’un certain type chimique par rapport a` un
autre. Ou encore, lors de la construction d’un classifieur pour pre´dire la toxicite´, le
biochimiste pre´fe`re que certains attributs soient choisis avant d’autres. Il existe rela-
tivement peu de travaux en fouille de donne´es pour traduire des relations entre des
pre´fe´rences exprime´es par un utilisateur : citons les motifs les plus informatifs tradui-
sant une relation de dominance partiellement locale entre motifs selon une fonction
de score [24] ou les skylines qui retournent les points d’inte´reˆts non domine´s par les
autres crite`res dans un espace [12].
Ce travail de stage de master propose une nouvelle approche pour lever le premier
verrou.
Annonce du plan
Le chapitre 1 rappelle les travaux et concepts existants pour l’extraction de motifs sous
contraintes. Le chapitre 2 rappelle les notions de base relatives aux CSPs dont nous aurons
besoin dans ce me´moire. Le chapitre 3 pre´sente la relaxation de contraintes et motive notre
choix du cadre de la relaxation disjonctive [27] pour la relaxation des contraintes pour
l’extraction de motifs.
Dans le chapitre 4, nous e´tudions la relaxation des contraintes de seuil, ou` nous pro-
posons trois se´mantiques de violation. Pour la premie`re se´mantique (e´cart absolu), le couˆt
de violation est la distance de la mesure du motif au seuil. Pour la seconde se´mantique
(e´cart relatif), le couˆt de violation est la distance de la mesure du motif au seuil normalise´.
Pour la troisie`me se´mantique (e´cart relatif restreint), si on juge que la mesure du motif
est trop loin du seuil, alors on conside`re que la contrainte est insatisfaite donc le couˆt de
violation est infini, sinon le couˆt de violation est la distance de la mesure du motif au seuil
normalise´.
Dans le chapitre 5, nous pre´sentons l’implantation en Gecode [16] pour la mise en
œuvre de notre travail. Le chapitre 6 de´crit les expe´rimentations faites sur les re`gles d’ex-
ception [40] et les re`gles inattendues [23]. Le chapitre 7 pre´sente un sche´ma de relaxation
montrant l’inte´reˆt de notre approche sur une application re´elle dans le domaine de la
che´moinformatique [29, 33, 28, 30, 32, 31]. Enfin, nous concluons et dressons diffe´rentes
perspectives prolongeant ce travail.
Chapitre 1
Extraction de motifs
De´finition 1 (item). Un item est un litte´ral que nous noterons en lettres capitales A,B,etc.
I de´signe l’ensemble des items et est de cardinalite´ n.
De´finition 2 (transaction). Une transaction t est un ensemble d’items, t ⊂ I formant
une entre´e de la base de donne´es. Par exemple :{A,ABC,AEF,DCF,. . .}
T de´signe l’ensemble des transactions et est de cardinalite´ m.
Soit (di,j)1≤i≤n et 1≤j≤m la matrice boole´enne associe´e a` T . Cette matrice est de´finie
par :di,j = 1 ssi l’item i appartient a` la transaction j.
De´finition 3 (base de donne´es). Une base de donne´es formelle est la donne´e d’un couple
(T ,P) ou` :
— T est un ensemble fini de transactions,
— I est un ensemble fini d’items.
Exemple 1. Conside´rons par exemple la base de donne´es suivante :
Trans. Items
t1 A C D
t2 B C E
t3 A B C E
t4 B E
t5 A B C E
t6 B C E
ou` :
— T = {t1, t2, t3, t4, t5, t6}.
— I = {A,B,C,D,E}.
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1.1 Extraction de motifs locaux
De´finition 4 (motif local). Un motif local est un sous-ensemble non-vide de I. L’en-
semble de tous les motifs d’une base est donc l’ensemble des parties de I, note´ 2I\∅.
De´finition 5 (taille). La taille d’un motif est le le nombre d’items que ce motif contient.
Soit X un motif local, taille(X) =| {i ∈ X} | ou` i ∈ I.
Exemple 2. Pour la base de donne´es en exemple 1, on a donc :
— 5 motifs de taille 1 : {A}, {B}, {C}, {D} et {E}.
— 10 motifs de taille 2 : {AB}, {AC}, {AD}, {AE}, {BC}, {BD}, {BE}, {CD}, {CE}
et {DE}.
— 10 motifs de taille 3 : {ABC}, {ABD}, {ABE}, {ACD}, {ACE}, {ADE}, {BCD},
{BCE}, {BDE}, et {CDE}.
— 5 motifs de taille 4 : {ABCD}, {ABCE}, {ABDE}, {ACDE} et {BCDE}.
— 1 motif de taille 5 : {ABCDE}.
Ces motifs sont regroupe´s dans le langage LI = 2I\∅. Un contexte transactionnel est
alors de´fini comme un multi-ensemble de motifs de LI .
De´finition 6 (Extraction de Connaissances des Bases de Donne´es (ECBD)). L’ECBD
peut eˆtre conside´re´e comme un processus d’extraction de connaissances nouvelles, poten-
tiellement utiles et ayant un degre´ de plausibilite´, dans de grands volumes de donne´es.
— nouvelles : c’est-a`-dire pas de´ja` connues.
— utiles : re´utilisable dans un processus de raisonnement.
— plausibles : on cherche a` controˆler la plausibilite´ des connaissances extraites.
— grands volumes de donne´es :
— ne´cessite des processus automatiques.
— permet une certaine ”validite´ statistique” des connaissance extraites.
La recherche de motifs locaux est une taˆche centrale en ECBD. Ces motifs peuvent
correspondre a` des sous-parties des donne´es, e´ventuellement de faible taille ou impliquant
peu d’attributs mais qui ont un fort inte´reˆt parce qu’ils traduisent un comportement qui
s’e´carte des connaissances ge´ne´rales sur les donne´es. La recherche de motifs locaux est au
cœur de l’extraction sous contraintes. Une contrainte permet a` l’utilisateur de focaliser la
recherche de l’information a` extraire suivant ses centres d’inte´reˆts.
L’extraction de motifs a pour but la de´couverte d’informations a` partir de tous les motifs
ou d’un sous-ensemble de LI . L’extraction sous contraintes cherche la collection de tous
les motifs de LI pre´sents dans T et satisfaisant un pre´dicat appele´ contrainte. Ces motifs
sont appele´s motifs locaux, ce sont des re´gularite´s observe´es dans certaines parties des
donne´es. La localite´ de ces motifs provient du fait que, ve´rifier s’ils satisfont une contrainte
donne´e, peut s’effectuer inde´pendamment des autre motifs. La de´couverte de motifs sous
contraintes a pour but de se´lectionner les motifs locaux d’une base de donne´es, qui satisfont
une contrainte.
1.1. EXTRACTION DE MOTIFS LOCAUX 3
De´finition 7 (mesure). Une mesure est une fonction qui associe une valeur (une lon-
gueur, une probabilite´, etc) a` des sous-ensembles d’un ensemble donne´.
Pour l’ECBD une mesure est une fonction qui associe une valeur a` un motif.
De´finition 8 (couverture). La couverture d’un motif est l’ensemble de transactions qui
le contiennent. Soit X un motif local, couverture(X) = {t ∈ T | X ⊂ t}.
Si une transaction t ∈ couverture(X), alors X couvre t.
De´finition 9 (fre´quence). La fre´quence d’un motif est le nombre de transactions qui le
contiennent. Soit X un motif local, freq(X) =| {t ∈ T | X ⊂ t} |=| couverture(X) |.
Une contrainte de fre´quence permet de se´lectionner les motifs qui apparaissent dans
la base de donne´es un nombre de fois qui de´passe un seuil minimal fixe´ par l’utilisateur :
freq(X) ≥ minfr.
malades
Patient Descripteurs
P1 A B E F
P2 A E
P3 A B C D
P4 A B C D E
P5 D E
P6 C F
Table 1.1 – Descripteurs me´dicaux caracte´risant un groupe pathologique.
Exemple 3. Conside´rons une e´tude me´dicale portant sur la maladie de l’athe´roscle´rose et
dont le but est d’identifier des facteurs pathoge`nes 1 (Supposons qu’on dispose de donne´es
comme celles indique´es dans le tableau 1.1). Le contexte malades repre´sente 6 patients
identifie´s par P1, . . ., P6 et de´crits par les 6 descripteurs e´tiquete´s de A a` F. La premie`re
ligne signifie que les 4 descripteurs A,B,E et F sont pre´sents pour le patient P1. Par
exemple, le descripteur A correspond a` une forte consommation de tabac ; le descripteur
B, a` des ante´ce´dents familiaux ; le descripteur C, a` une taille supe´rieure a` 1m80 ;etc. Les
medecins sont inte´resse´s par les combinaisons de descripteurs pre´sents aupre`s de nombreux
patients car ceux-ci sont de potentiels facteurs de risque. De telles re´gularite´s sont appele´es
motifs fre´quents. Plus pre´cise´ment, un motif est dit fre´quent si son nombre de re´pe´titions
(ici, le nombre de patients qu’il caracte´rise) exce`de un seuil fixe´. La fre´quence de {A,B},
de´note´e freq ({A,B}), est 3 car A et B apparaissent simultane´ment chez le patients P1, P3
et P4. De cette manie`re, si le seuil minimal retenu est 3, le motif {A,B} (i.e. “une forte
consommation de tabac accompagne´e d’ante´ce´dents familiaux”) sera extrait. Ce dernier
n’est qu’un exemple de la collection des 7 motifs du contexte satisfaisant la contrainte
freq(X) ≥ 3, a` savoir {A},{B},{C},{D},{E},{A,B} et {A,E}.
1. Ces donne´es ont e´te´ utilise´es lors de plusieurs ECML/PKDD Discovery Challenges
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Plus ge´ne´ralement, pour les motifs ensemblistes, les objets d’e´tudes formant la base de
donne´es sont appele´s transactions et leurs descripteurs, items. Cette terminologie est issue
de la taˆche originelle de l’analyse du “panier du consommateur” [1]. Dans l’exemple, les
transactions mode´lisent donc les patients et les items, les descripteurs.
Deux autres mesures utilise´es fre´quemment sont :
De´finition 10 (aire). Soit X a motif local, la mesure d’aire est de´finie par :
aire(X)=fre´quence(X)×taille(X)
Le neuf motifs suivants {A,C}, {B,C}, {B,E}, {C,E}, {A,B,C}, {A,B,E}, {A,C,E},
{B,C,E} et {A,B,C,E} satisfont la contrainte aire(X) ≥ 6.
Pour la mesure suivante on a 2 classes de´finies par les ensembles de transactionsD1,D2 ⊂ T .
De´finition 11 (e´mergence). L’e´mergence ou taux de croissance d’un motif X est de´finie
par :
e´mergence(X) = |D2|×freq(X,D1)|D1|×freq(X,D2)
ou` D1 et D2 sont les ensembles de donne´es correspondant aux 2 classes.
1.2 Extraction de motifs n-aires
De´finition 12 (contrainte n-aire). Une contrainte n-aire porte sur plusieurs motifs
locaux.
De´finition 13 (motif n-aire). Un motif est n-aire s’il figure dans une contrainte n-aire.
Peu de travaux concernant l’extraction de motifs n-aires ont e´te´ mene´s et les me´thodes
de´veloppe´es sont toutes ad hoc [40]. La difficulte´ de la taˆche explique l’absence de me´thodes
ge´ne´riques : en effet, si l’extraction de motifs locaux ne´cessite de´ja` le parcours d’un espace
de recherche tre`s conse´quent, celui-ci est encore plus grand pour l’extraction de motifs n-
aires (le passage d’un a` plusieurs motifs augmente fortement la combinatoire 2). Ce manque
de ge´ne´ricite´ est un frein a` la de´couverte de motifs pertinents et inte´ressants car chaque
contrainte n-aire entraˆıne la conception et le de´veloppement d’une me´thode ad hoc.
Les contraintes n-aires permettent de mode´liser un large ensemble de motifs utiles a`
l’utilisateur tel que la de´couverte de re`gles d’exception [40] ou les re`gles inattendues [23].
Exemple 4. Les contraintes n-aires sont une fac¸on naturelle de concevoir des motifs
tole´rants aux fautes et candidats a` eˆtre des groupes : ceux-ci sont de´finis par l’union de
plusieurs motifs locaux satisfaisant une contrainte d’aire (cf de´finition 10) et ayant un fort
recouvrement entre eux. Plus pre´cise´ment, a` partir de deux motifs locaux X et Y, on de´finit
la contrainte binaire suivante :
2. Nous devons prendre en compte et comparer les solutions satisfaisant chaque motif implique´ dans
les contraintes.
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c(X, Y ) ≡

aire(X) > minaire
aire(Y ) > minaire
aire(X ∩ Y ) > α×minaire
ou` minaire est le seuil minimal d’aire et α est un parame`tre forni par l’utilisateur pour fixer
le recouvrement minimal entre motifs locaux.
Comme cas spe´cial de motifs n-aires, on peut de´finir les re`gles d’association :
De´finition 14 (re`gle d’association). La relation A→ B est appele´e re`gle d’association
entre A et B (A 6= B) avec A ⊆ I, B ⊆ I et A ∩B = ∅. A est appele´e la pre´misse de la
re`gle et B la conclusion. Une re`gle est caracte´rise´e par son support et sa confiance.
Dans ce cas, une mesure est une fonction qui associe une valeur re´elle a` une re`gle
d’association X → Y . Les mesures utilise´es le plus fre´quemment sont les suivantes :
De´finition 15 (support). Le support ou taux de couverture d’une re`gle d’association
A→ B est de´fini par :
support(A→ B) = freq(A∪B)
n
ou` n = card(T ).
Cette mesure repre´sente le pourcentage d’objets (transactions) ve´rifiant la re`gle.
De´finition 16 (confiance). La confiance d’une re`gle d’association A → B est de´finie
par :
confiance(A→ B) = freq(A∪B)
freq(A)
Cette mesure repre´sente le pourcentage d’objets ve´rifiant la conclusion de la re`gle parmi
ceux qui ve´rifient la pre´misse.
Les requeˆtes n-aires nous permettent de de´crire beaucoup de motifs demande´s par
l’utilisateur tels que la de´couverte de paires de re`gles d’exception [40] ou les re`gles inatten-
dues [23].
1.2.1 Re`gle d’exception
Une re`gle d’exception est de´finie comme un motif combinant une re`gle ge´ne´rale et une
re`gle de´viationelle par rapport a` la re`gle ge´ne´rale. L’inte´reˆt d’une re`gle est mis en e´vidence
par la comparaison avec l’autre re`gle.
La comparaison entre les re`gles signifie que ces re`gles d’exception ne sont pas des motifs
locaux. Cela nous permet de distinguer les re`gles d’exception des re`gles rares ou` une re`gle
rare est une re`gle ayant une fre´quence tre`s faible. Ceci est utile car, en pratique, les re`gles
rares ne peuvent pas eˆtre utilise´es directement, car beaucoup d’entre elles surviennent par
hasard et ne sont pas fiables.
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De´finition 17 (re`gle d’exception). Une re`gle d’exception est de´finie dans le contexte
d’une paire de re`gles ou` I est un e´le´ment (par exemple une valeur de classe) et X, Y sont
des motifs locaux :
e(X → ¬I) ≡
{
vrai si ∃Y ∈ LI tel que Y ⊂ X, on a (X\Y → I) ∧ (X → ¬I)
fausse sinon
Une telle paire de re`gles est compose´e d’une re`gle ge´ne´rale X\Y → I et d’une re`gle
de´viationelle X → ¬I. La re`gle de´viationelle isole information inattendue. Cette de´finition
suppose que la re`gle ge´ne´rale a une fre´quence e´leve´e et une confiance assez e´leve´e et la
re`gle de´viationelle a une fre´quence faible et un degre´ de confiance tre`s e´leve´.
Soient minfr,maxfr, δ1, δ2 ∈ N des seuils. La requeˆte n-aire mode´lisant une re`gle d’ex-
ception est formule´e comme suit :
X\Y → I doit eˆtre une re`gle fre´quente
ayant une valeur de confiance e´leve´e :
→
freq((X \ Y ) unionsq I) ≥ minfr
∧
(freq(X \ Y )− freq((X \ Y ) unionsq I)) ≤ δ1
X → ¬I doit eˆtre une re`gle rare ayant
une valeur de confiance tre`s e´leve´e :
→
freq(X unionsq ¬I) ≤ maxfr
∧
freq(X)− freq(X unionsq ¬I) ≤ δ2
Pour re´sumer :
exception(X, Y ) ≡

freq((X \ Y ) unionsq I) ≥ minfr ∧
freq(X \ Y )− freq((X \ Y ) unionsq I)) ≤ δ1
∧
freq(X unionsq ¬I) ≤ maxfr ∧
freq(X)− freq(X unionsq ¬I) ≤ δ2
Dans notre exemple (voir Tableau 1.2), la re`gle de AC → ¬c1 est une re`gle d’exception
parce que nous avons conjointement une re`gle ge´ne´rale A → c1 et une re`gle de´viationelle
AC → ¬c1. Notez que Suzuki propose une me´thode fonde´e sur une estimation probabi-
liste [40] pour extraire les re`gles d’exception, mais cette me´thode est ad hoc.
1.2.2 Re`gle inattendue
Padmanabhan et Tuzhilin ont introduit dans [23] la notion de re`gle inattendue X → Y
par rapport a` une croyance U → V ou` U et V sont des motifs. Une re`gle inattendue est
de´finie dans [23] par :
1. Y ∧ V n’est pas valide,
2. X ∧ U est valide (XU est un motif fre´quent),
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Trans. Items
t1 A B c1
t2 A B c1
t3 C c1
t4 C c1
t5 C c1
t6 A B C D c2
t7 C D c2
t8 C c2
t9 D c2
Table 1.2 – Exemple de contexte transactionnel T .
3. XU → Y est valide (XU → Y est une re`gle fre´quente et de confiance suffisante),
4. XU → V n’est pas valide (soit XU → V n’est pas une re`gle fre´quente, soit XU → V
est une re`gle de faible confiance),
De´finition 18 (re`gle inattendue). Une re`gle inattendue selon la de´finition dans [23] :
e´tant donne´e une croyance U → V , on cherche une re`gle X → Y telle que :
un(X,Y ) ≡

freq(Y ∪ V ) = 0 ∧
freq(X ∪ U) ≥ minfr1 ∧
freq(X ∪ U ∪ Y ) ≥ minfr2 ∧
freq(X ∪ U ∪ Y )/freq(X ∪ U) ≥ minconf∧
(freq(X ∪ U ∪ V ) < maxfr ∨
freq(X ∪ U ∪ V )/freq(X ∪ U) < maxconf)
ou` minfr1, minfr2 et maxfr sont des seuils de fre´quence et
minconf et maxconf sont des seuils de confiance.
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Chapitre 2
CSP : notions de base
Ce chapitre introductif pre´sente les notions de base relatives aux CSPs, dont nous aurons
besoin dans ce me´moire. Tout d’abord, nous pre´sentons les notions de CSP, de cohe´rence et les
me´canismes de filtrage associe´s, ainsi que diffe´rentes me´thodes de recherche.
2.1 Le formalisme des CSPs
2.1.1 Variables et domaines
Soit X un ensemble fini de n variables X={X1, . . ., Xn}. A` chaque variable Xi est associe´e un
domaine, note´ DXi , repre´sentant l’ensemble fini des valeurs pouvant eˆtre prises par cette variable.
Le domaine d’une variable peut eˆtre nume´rique {1,3,4} ou symbolique {Matin,Soir,Repos}. On
de´signe l’ensemble des domaines par D = {DX1 , . . ., DXn}.
De´finition 19 (affectation d’une variable). On appelle affectation d’une variable Xi, le fait
d’attribuer a` Xi une valeur de son domaine.
L’affectation de la variable Xi a` la valeur vj est note´e (Xi=vj). Une affectation comple`te A={
(X1=v2),. . ., (Xn=vn)} est une affectation de toutes les variables de X. Lorsque qu’au moins une
variable n’est pas affecte´e, on parlera d’affectation partielle (note´e Ap).
2.1.2 Contraintes
Soit C un ensemble contenant e contraintes. Chaque contrainte c ∈ C porte sur un ensemble
de variables note´ Xc. Cet ensemble de variables est appele´ porte´e
1 de la contrainte c.
Une contrainte est une relation qui impose des conditions sur les valeurs qui peuvent eˆtre
affecte´es aux variables de sa porte´e. Ces restrictions peuvent eˆtre exprime´es de manie`re symbolique
(par exemple X1 < X2), dans ce cas on parle de contrainte en intention. Elles peuvent aussi eˆtre
exprime´es sous la forme d’un ensemble de tuples autorise´s, c’est-a`-dire l’ensemble des affectations
des variables satisfaisant la contrainte. On parle dans ce cas de contrainte en extension ou de
contrainte table.
1. La porte´e d’une contrainte c est aussi appele´e scope de c.
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De´finition 20 (contrainte satisfaite). Une contrainte c est dite satisfaite ssi les variables Xc
sont comple`tement instancie´es et forment un tuple ve´rifiant c.
Soit les deux variables X1 et X2 de domaines DX1 = DX2 = {1 ; 2}, la contrainte X1 6= X2
est satisfaite si X1 est affecte´e a` la valeur 1 et X2 a` 2 (ou inversement).
Un tuple autorise´ est une affectation de toutes les variables de la porte´e d’une contrainte
c satisfaisant celle-ci. Par opposition, un tuple interdit pour une contrainte c correspond a` une
affectation comple`te des variables de Xc ne satisfaisant pas c.
Les contraintes portant sur une variable sont dites unaires. Les variables portant sur deux
variables, trois variables et n variables sont respectivement appele´es binaires, ternaires et n-aires.
2.1.3 Proble`me de satisfaction de contraintes
Une instance du proble`me de satisfaction de contraintes 2 (CSP) [21, 19] est de´finie par un
triplet (X ,D,C), avec X l’ensemble des variables, D l’ensemble des domaines associe´s aux variables
de X et C l’ensemble des contraintes. Un CSP dont la porte´e maximale des contraintes est 2 est
dit binaire.
Exemple 5. Soit le re´seau de contrainte P= (X ,D,C), avec X={X1, X2, X3, X4}, D={DX1,
DX2, DX3, DX4}, DX1=DX2={1, 2, 3}, DX3={2, 3}, DX4={2, 3, 4} et C={X1 = X2, X1 = X3,
X2 = X3, X1 + X2 ≤ 3, X3 < X4}.
De´finition 21 (solution d’un CSP). Une solution d’un CSP P est une instanciation comple`te
qui satisfait toutes les contraintes de P.
Le CSP P (Exemple 1) posse`de deux solutions :
— { (X1=1), (X2=2), (X3=3), (X4=4)} ;
— { (X1=2), (X2=1), (X3=3), (X4=4)}.
2.2 Me´thodes de cohe´rence
Dans le formalisme des CSPs, les contraintes restreignent l’espace de recherche afin de de´finir
les solutions. En s’appuyant sur ces contraintes, plusieurs me´canismes de cohe´rence ont e´te´ pro-
pose´s afin d’interdire ou de filtrer des valeurs (ou des combinaisons de valeurs), et afin de pro-
pager les conse´quences des retraits. Nous donnons ci-dessous une description rapide de quelques
me´canismes de filtrage.
2.2.1 Cohe´rence de nœud
La nœud cohe´rence est le me´canisme de filtrage le plus simple permettant de ve´rifier que les
contraintes unaires sont satisfaisables.
De´finition 22 (Cohe´rence de nœud). Une variable Xi est dite nœud cohe´rent si et seulement si
chaque valeur de son domaine satisfait toutes les contraintes unaires portant sur Xi. Un CSP est
nœud cohe´rent si et seulement si toutes ses variables le sont et qu’aucun domaine n’est vide.
2. Par abus de langage, nous utiliserons le terme CSP pour de´signer une instance du proble`me de
satisfaction de contraintes.
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2.2.2 Arc cohe´rence
L’arc cohe´rence permet de filtrer les valeurs des domaines en tenant compte des contraintes
binaires. Pour cela, elle se base sur la notion de support de´finie ci-dessous.
De´finition 23 (Support d’une valeur d’une variable pour une contrainte binaire). Soient cij
une contrainte binaire portant sur Xi et Xj, a une valeur de Di et b une valeur de Dj. b est dite
support de (Xi = a) pour cij si et seulement si le tuple (a, b) est autorise´. L’ensemble des supports
de (Xi = a) pour cij est note´ support(cij , Xi, a).
De´finition 24 (Viabilite´ d’une valeur). Une valeur a d’une variable Xi est viable si et seulement
si pour toute contrainte binaire cij, il existe au moins un support de a dans le domaine de Xj.
De´finition 25 (Arc cohe´rence d’un CSP, [42, 13]). Un CSP est arc cohe´rent si et seulement si
toutes les valeurs des variables sont viables et qu’aucun domaine n’est vide.
La cohe´rence d’arc est une cohe´rence locale a` chaque contrainte. Un CSP peut donc tre arc
cohe´rent et n’avoir aucune solution. La figure 2.1 repre´sente le graphe de micro-structures d’un
tel CSP.
1 2
1
2
1
2
x1
x2 x3
Figure 2.1 – Exemple de CSP arc cohe´rent insatisfaisable.
Afin de rendre un proble`me arc cohe´rent, de nombreux me´canismes ont e´te´ propose´s. Parmi
ceux-ci, nous pouvons citer AC-4 qui fuˆt la premie`re me´thode optimale dans le pire cas propose´e
par [20]. Sa complexite´ temporelle pour un graphe binaire est O(e × d2), avec e le nombre de
contraintes et d la taille du plus grand domaine. Cependant, celle-ci est peu utilise´e en pratique
en raison d’une complexite´ spatiale non ne´gligeable (O(e× d2)) et d’une phase d’initialisation en
O(e× d2) couˆteuse (i.e. qui a la meˆme complexite´ que l’algorithme lui-meˆme). Afin de pallier ces
proble`mes, plusieurs ame´liorations ont e´te´ propose´es :
— AC-6 ([6]) permet de diminuer, graˆce a` un calcul paresseux des supports, la complexite´
spatiale a` O(e×d) et la complexite´ temporelle en moyenne (la complexite´ temporelle dans
le pire cas e´tant pre´serve´e).
— AC-7 ([7]) permet pour des contraintes bidirectionnelles de diminuer le nombre de ve´rifications
de cohe´rence lors de la re´solution.
— AC-2000 ([8]) base´ sur le principe de AC-3 [19] permet de ve´rifier la cohe´rence par perte
ou pre´sence de support suivant le cas le plus avantageux.
— AC-2001 ([8]) utilise une structure de donne´es additionnelle permettant de stocker le
dernier support trouve´. Lors du prochain test de cohe´rence, on testera en premier si
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ce support est toujours pre´sent dans le domaine et si tel est le cas, aucune recherche
de support n’est effectue´e. Cet algorithme a une complexite´ temporelle dans le pire cas
optimale O(e× d2) et une complexite´ spatiale de O(e× d).
2.3 Recherche de solution
Dans le cadre des proble`mes de satisfaction de contraintes, on peut distinguer trois types de
proble`mes fondamentaux :
— l’existence d’une solution ;
— la recherche d’une solution ;
— le comptage et/ou la recherche de toutes les solutions d’un proble`me.
Le proble`me de l’existence d’une solution est un proble`me NP-Complet. Les deux proble`mes
de la recherche d’une solution et du comptage de toutes les solutions sont des proble`mes de
difficulte´ plus e´leve´e.
Dans la suite de cette me´moire, nous nous inte´resserons essentiellement au proble`me de la
recherche d’une solution. Nous utiliserons l’exemple suivant : Exemple 2 : Le but est de trouver
une solution au proble`me du carre´ latin de dimension 3 de la figure 2.2.
Figure 2.2 – Carre´ latin de dimension 3.
Arbre de recherche
i) Structure d’un arbre de recherche
L’espace de recherche peut eˆtre repre´sente´ par un arbre : a` chaque noeud de l’arbre (ou point
de choix) correspond une variable et a` chaque branche une de´cision. Suivant la nature du
point de choix et le nombre de branches sortant de celui-ci, nous parlons de branchement :
— d-aire : chaque branche issue d’un meˆme noeud repre´sente une des diffe´rentes affectations
possibles de la variable ;
— binaire : a` chaque point de choix, deux branches sont associe´es. Sur la premie`re branche,
le choix d’affecter la valeur vj a` la variable Xi est fait (Xi = vj), et sur la seconde le
choix de ne pas affecter cette variable a` cette valeur (Xi 6= vj) ;
— par se´paration de domaine : chaque de´cision re´duit le domaine de la variable (sans
force´ment l’affecter). Par exemple, pour DX1={1, . . ., 10}, la contrainte X1 > 4 peut
eˆtre ajoute´e sur une branche et X1 ≤ 4 sur une autre.
Chaque feuille de profondeur n repre´sente une instanciation comple`te re´sultant des instan-
ciations faites le long de la branche menant a` cette feuille. Si cette instanciation comple`te
satisfait toutes les contraintes du proble`me alors il s’agit d’une solution.
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Figure 2.3 – Les valeurs a` gauche des noeuds repre´sentent l’ordre de parcours des noeuds
selon la strate´gie en profondeur d’abord et celles de droite en largeur d’abord.
ii) Strate´gies d’exploration
Il existe plusieurs strate´gies pour explorer un arbre de recherche :
— le parcours en profondeur d’abord (depth first) : cette strate´gie favorise la descente dans
l’arbre de recherche en explorant en premier les noeuds les plus a` gauche dans l’arbre de
recherche.
— le parcours en largeur d’abord (breadth first) : l’arbre est explore´ par niveau de la gauche
vers la droite.
— le parcours en utilisant le meilleur d’abord (best first) : cette strate´gie utilise la gestion
d’une frontie`re entre les noeuds explore´s et ceux non explore´s (cette frontie`re peut eˆtre
repre´sente´e par une file a` priorite´s). Au moment de choisir un noeud a` explorer, le noeud
de la frontie`re qui est le plus prometteur selon un crite`re d’e´valuation est se´lectionne´.
Une fois un noeud traite´, tous ses fils sont ajoute´s a` la frontie`re.
La figure 2.3 pre´sente sur un exemple l’ordre d’exploration des noeuds d’un arbre de recherche
selon les strate´gies en profondeur d’abord, et en largeur d’abord.
Dans la suite de cette section, nous utiliserons la strate´gie de parcours en profondeur d’abord 3.
Sur l’exemple du carre´ latin de dimension 3 de la figure 2.2, plus de 1400 branches doivent
eˆtre explore´es avant d’atteindre une premie`re solution, soit environ 65% de l’espace de recherche.
3. Nous utiliserons l’ordre lexicographique pour ordonner les variables et les valeurs.
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Figure 2.4 – Arbre de recherche.
Chapitre 3
Relaxation de contraintes
De nombreux proble`mes re´els sont par nature sur-contraints (ils ne posse`dent aucune solution).
Cela est souvent duˆ a` un ensemble d’exigences trop fortes des utilisateurs de l’application. Ainsi,
dans les proble`mes d’emplois du temps, les souhaits ou pre´fe´rences exprime´s par les e´le`ves, les
enseignants et l’administration sont souvent incompatibles. Diffe´rents mode`les ou cadres pour la
relaxation des CSPs ont e´te´ propose´s : les CSPs hie´rarchiques [11], les Partial CSPs [14], les CSPs
value´s [38], les Semi-ring CSPs [10], la relaxation disjonctive [25], . . ..
Le cadre que nous avons retenu pour mode´liser la relaxation dans l’extraction de motifs sous
contraintes est le mode`le disjonctif [25]. Dans ce chapitre, nous pre´sentons successivement la
proble´matique, le mode`le disjonctif et les raisons qui ont motive´ notre choix.
3.1 Proble´matique
Relaxer une contrainte (quelconque) c’est l’autoriser a` ne pas eˆtre ne´cessairement satisfaite
contre un couˆt. Lorsque l’on cherche a` mode´liser un proble`me sur-contraint, on distingue deux
cate´gories de contraintes.
1. Les contraintes d’inte´grite´ (ou dures) doivent eˆtre impe´rativement satisfaites. Les contraintes
d’inte´grite´ refle`tent ge´ne´ralement des obligations d’ordre physique.
Exemples : un enseignant ne peut faire deux cours en meˆme temps, une salle ne peut
accueillir deux cours en meˆme temps, . . .
2. Les contraintes de pre´fe´rence (ou souples) expriment des souhaits formule´s sous forme de
proprie´te´s que l’on aimerait voir ve´rifie´es par une solution. Ces contraintes de pre´fe´rence
correspondent a` des souhaits qu’il faudrait respecter pour obtenir une solution de bonne
qualite´.
Exemples : certains enseignants souhaitent ne pas faire plus de six heures de cours par jour,
les e´tudiants souhaitent que les cours commencent apre`s 9 heures, . . .
Le but de la relaxation n’est plus de satisfaire toutes les contraintes (cela n’est pas toujours
possible), mais de les satisfaire au mieux, i.e. satisfaire toutes les contraintes dures et minimiser
une agre´gation des couˆts des contraintes de pre´fe´rence insatisfaites. Ainsi, la relaxation se mode´lise
sous forme d’un proble`me d’optimisation (COP).
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3.2 Relaxation disjonctive d’un re´seau de contraintes
Thierry Petit et al. proposent dans [25, 26] de transformer la re´solution d’un proble`me sur-
contraint (COP) en un proble`me de satisfaction afin de be´ne´ficier du savoir faire sur les CSPs.
Pour cela, les couˆts sont inte´gre´s directement au proble`me via l’ajout d’un ensemble de variables.
De´finition 26 (variable de couˆt associe´e a` une contrainte [25]). Soit ci une contrainte, la variable
de couˆt zi (associe´e a` ci) est une variable a` valeurs nume´riques positives ou nulle telle que :
— si ci est satisfaite alors zi = 0,
— si ci est insatisfaite alors zi > 0.
La valeur de zi quantifie la violation et de´pend de la se´mantique de violation retenue pour la
contrainte ci.
De´finition 27 (se´mantique de violation). µ est une se´mantique de violation pour la contrainte
c(X1, ..., Xn) ssi µ est une fonction de DX1 × ...×DXn vers R+ telle que : ∀A ∈ DX1 × ...×DXn,
µ(A) = 0 ssi c(X1, ..., Xn) est satisfaite.
Exemple 6. Soit la contrainte binaire ci de´finie par X1 = X2, avec pour domaines DX1 =
DX2 = {1, 2, 3}. Si l’on choisit comme se´mantique de violation la distance entre les deux variables,
alors zi = |X1 −X2|. Les couˆts de violation de diffe´rentes instanciations sont pre´sente´s dans les
tableaux suivants :
Couˆts de violation pour l’exemple 6
La version relaxe´e de chaque contrainte est formule´e sous forme d’une disjonction : soit la
contrainte est ve´rifie´e et le couˆt est nul, soit la contrainte est insatisfaite et le couˆt est pre´cise´.
De´finition 28 (relaxation disjonctive d’une contrainte [25]). Soit R=(X ,D, C) un re´seau de
contraintes, ci ∈ C une contrainte, c¯i sa ne´gation et zi sa variable de couˆt. La relaxation disjonctive
de ci est la contrainte cdisji de´finie par :
cdisji = [[ci ∧ [zi = 0]] ∨ [c¯i ∧ [zi > 0]]
Exemple 7. La relaxation disjonctive de la contrainte ci de l’exemple 6 est la suivante :
cdisji = [[X1 = X2 ∧ zi = 0] ∨ [X1 6= X2 ∧ zi = |X1 −X2|]
Soit Cs l’ensemble des contraintes souples et Ch l’ensemble des contraintes d’inte´grite´. A
chaque contrainte ci ∈ Cs, on associe zi qui est sa variable de couˆt. Soit z la variable repre´sentant
la violation totale (cumul des violations), alors z =
∑
ci∈Cs zi. Soit λ la quantite´ maximale de
violation que l’on s’autorise. On doit avoir : z ≤ λ, i.e. ∑ci∈Cs zi ≤ λ. Le domaine de z est re´duit
a` l’intervalle [0..λ].
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De´finition 29 (relaxation disjonctive d’un re´seau de contraintes [25]). Soit R=(X ,D, C) un
re´seau de contraintes, la relaxation disjonctive de R est le re´seau de contraintes R
′
=(X ′ ,D′ , C′)
de´rive´ de R tel que :
— X ′ = X ∪ XZ ∪ {z}
— D′ = D ∪DZ ∪ {[0..λ]}
— C′ = Ch ∪ Cdisj ∪ {z = ⊕|Cdisj |i=1 zi}
avec
— XZ = {z1, . . . , z|Cs|} ∪ {z}, l’ensemble des variables de couˆt,
— DZ = {Dz1 , . . . , Dz|Cs|} ∪ {[0..λ]}, l’ensemble des domaines des variables de couˆt,
— Cdisj l’ensemble des contraintes de pre´fe´rence exprime´es sous forme disjonctive,
— Ch l’ensemble des contraintes d’inte´grite´.
Exemple 8. Soit le CSP P=(X ,D, C) tel que :
— X = {X1, X2, X3},
— D = {DX1 = {2, 3}, DX2 = {1, 2}, DX3 = {1, 2, 3}},
— C = {c1 = [X1 > X2], c2 = [X1 = X3], c3 = [X3 > X2]}
On suppose que :
— c1 est une contrainte d’inte´grite´.
— c2 et c3 sont des contraintes de pre´fe´rence.
— La se´mantique de violation de c2 est la distance entre les valeurs de ses deux variables.
— La se´mantique de violation de c3 est le carre´ de l’e´cart entre les valeurs de ses deux
variables.
La relaxation disjonctive de P est le re´seau de contrainte P
′
=(X ′ ,D′ , C′) tel que :
— X ′ = X ∪ {z1, z2, z}
— D′ = D ∪ {Dz1 , Dz2 , Dz}
— C′ = {X1 > X2,
[X1 = X3 ∧ z1 = 0] ∨ [X1 6= X3 ∧ z1 = |X1 −X3|],
[X3 > X2 ∧ z2 = 0] ∨ [X3 ≤ X2 ∧ z2 = (X3 −X2)2]
z = z1 + z2}
Remarque : Cette forme ge´ne´rale est difficilement exploitable en raison des disjonctions
apparues. Dans certains cas, on peut simplifier cette e´criture de manie`re drastique, comme nous
le montrerons dans la section 4.3.
3.3 Motivations de notre choix
Le premier apport du mode`le disjonctif est que les variables de couˆt permettent de controˆler
la violation de manie`re simple et explicite : e´quilibrage de la violation, limitation de la violation
d’une contrainte, ou encore ajout de contraintes sur les variables de couˆt. L’ajout de contraintes
portant sur les variables initiales et les variables de couˆt (me´ta contraintes) permettra d’exprimer
ce controˆle de la violation.
Un autre point fort de ces me´ta contraintes est qu’elles peuvent, graˆce au filtrage, re´duire les
domaines des variables de couˆt et ainsi provoquer la re´duction des domaines des variables de la
contrainte initiale.
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Le formalisme des WCSPs est une solution alternative. Mais, dans cette phase exploratoire,
on ne les a pas choisis car les solveurs de WCSPs ne savent prendre en compte que les contraintes
binaires ou ternaires (Pour une comparaison plus fine entre les WCSPs et le mode`le disjonctif, se
reporter a` la the`se de Jean-Philippe Me´tivier section 3.3).
Le mode`le propose´ par Thierry PETIT et al. posse`de a` la fois la possibilite´ d’exprimer des
mesures de violation fines et d’exprimer facilement des re`gles de controˆle de la violation (notam-
ment graˆce aux variables de couˆt). De plus le mode`le disjonctif ne posse`de pas de limitation sur
les contraintes utilisables (ni sur le nombre de variables, ni sur la nature de la contrainte). Les
bonnes proprie´te´s de ce mode`le nous ont conduit a` le retenir pour la relaxation de contraintes
pour l’extraction de motifs.
Chapitre 4
Relaxation de contraintes de seuil
4.1 Proble´matique et e´tat de l’art
Soient X un motif local, {mi} un ensemble de mesures, {αi} un ensemble des seuils (correspon-
dant aux mesures {mi}) et une requeˆte exprime´e sous la forme d’une conjonction de contraintes
de la forme mi(X) ≥ αi (ou bien ≤).
On se pose 2 questions :
— Si un motif X satisfait presque toutes les contraintes de la requeˆte, pourquoi le rejeter ?
— Comment sont fixe´es les valeurs des seuils qui doivent ve´rifier les mesures ?
D’ou` l’ide´e d’accepter, comme solutions, les motifs qui ne satisfont pas la requeˆte, mais qui
sont “proches”. Pour cela, nous souhaitons approximer l’ensemble des solutions de la contrainte
originale (note´e c) par une collection de motifs plus large correspondant a` l’ensemble de solutions
d’une contrainte moins restrictive c
′
de´duite de c.
L’ide´e sous-jacente est d’obtenir une relaxation ve´rifiant le cadre disjonctif. Plus pre´cise´ment,
e´tant donne´ un langage L, une base de donne´es T et une contrainte c, nous souhai-
tons obtenir automatiquement une relaxation de c. Une telle approche est une me´thode
d’optimisation qui pre´serve la comple´tude [5] puisque l’e´lagage issu de la relaxation ne rejette pas
de motifs satisfaisant c.
Dans la litte´rature, la relaxation est aussi utilise´e pour de´couvrir des motifs plus inattendus [2]
ou introduire de la souplesse afin d’e´viter une se´lection trop binaire (effet “crisp” [9]). D’autres
travaux utilisent la relaxation pour obtenir des contraintes “relaˆche´es” ayant des proprie´te´s de
monotonie dans le but de re´utiliser les algorithmes usuels de filtrage. Ainsi, les contraintes base´es
sur des expressions re´gulie`res sont relaxe´es en des contraintes anti-monotones pour extraire des
se´quences [15]. Dans le domaine des ensembles, une large collection de formules boole´ennes de
contraintes monotones [39] et de contraintes d’agre´gats [43] peuvent eˆtre relaxe´es. Dans [39], e´tant
donne´e une contrainte c, les auteurs proposent de ge´ne´rer automatiquement une relaxation mono-
tone et anti-monotone de la contrainte c. Compare´ a` toutes ces me´thodes, nous proposons une
approche ge´ne´rique en relaxant n’importe quelle type des contrainte. Par ailleurs,
notre me´thode est comple`tement automatisable.
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4.2 Se´mantiques de violation pour les contraintes de
seuil
Comme nous avons a vu dans la de´finition 27, on peut de´finir des se´mantiques de violation
permettant de quantifier la violation sur des mesures utilise´es pour l’extraction de motifs.
Soit I un ensemble de n items et T un ensemble de m transactions sur I. Soit X un motif
local et α un seuil.
Afin de de´crire notre approche, nous l’illustrons par 2 exemples avant de pre´senter le cas
ge´ne´ral :
4.2.1 Exemple introductif : c1 ≡ freq(X) ≥ α
Une premie`re se´mantique de violation µ1 pour la contrainte c1 est d’associer, a` chaque
motif X, l’e´cart (absolu) de sa fre´quence au seuil α :
µ1(X) =
{
0 si freq(X ) ≥ α
α− freq(X ) sinon
Une seconde se´mantique de violation 1 µ2 pour la contrainte c1 est d’associer, a` chaque
motif X, l’e´cart (relatif) de sa fre´quence au seuil α :
µ2(X) =
{
0 si freq(X ) ≥ α
α−freq(X )
α sinon
Une troisie`me se´mantique de violation µ3 pour la contrainte c est de´finie comme suit :
si la fre´quence d’un motif X est juge´e trop loin du seuil, alors on conside`re que la contrainte est
insatisfaite.
On s’autorise a` relaxer dans une proportion de (r × α), ou` r est un pourcentage (r ∈ [0..1]).
Il y a de´sormais 3 cas :
1. freq(X) ≥ α alors la contrainte est satisfaite et µ3(X) = 0.
2. (1− r)× α ≤ freq(X) ≤ α alors la contrainte est relaxe´e et µ3(X) = (α− freq(X))/α,
3. freq(X) < (1− r)× α alors la contrainte est insatisfaite.
On a alors : ∀X ∈ LI , µ3(X) ∈ [0..r], avec :
µ3(X) =

0 si freq(X ) ≥ α
α−freq(X )
α si (1− r)× α ≤ freq(X) ≤ α
∞ sinon
1. Si l’on veut sommer des violations issues de plusieurs contraintes de fre´quence, il vaut mieux “normer”
a` l’aide de la violation maximale (ici α).
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4.2.2 2nd exemple : c2 ≡ freq(X) ≤ α
Une premie`re se´mantique de violation µ1 pour la contrainte c est d’associer a` chaque
motif X, l’e´cart (absolu) de sa fre´quence au seuil α :
µ1(X) =
{
0 si freq(X ) ≤ α
freq(X )− α sinon
Une seconde se´mantique de violation µ2 pour la contrainte c2 est d’associer a` chaque
motif X, l’e´cart (relatif) de sa fre´quence au seuil α (m − α e´tant la violation maximale pour la
mesure freq(X)) :
µ2(X) =
{
0 si freq(X ) ≤ α
freq(X )−α
m−α sinon
Une troisie`me se´mantique de violation µ3 pour la contrainte c2 est de´finie comme suit :
si la fre´quence d’un motif X est juge´e trop loin du seuil, alors on conside`re que la contrainte est
insatisfaite.
On s’autorise a` relaxer dans une proportion de (r × α), ou` r est un pourcentage (r ∈ [0..1]).
Il y a de´sormais 3 cas :
1. freq(X) ≤ α alors la contrainte est satisfaite et µ3(X) = 0.
2. α ≤ freq(X) ≤ (1 + r)× α alors la contrainte est relaxe´e et µ3(X) = freq(X)−αα ,
3. (1 + r)× α < freq(X) alors la contrainte est insatisfaite.
µ3(X) =

0 si freq(X ) ≤ α
freq(X )−α
α si α ≤ freq(X) ≤ (1 + r)× α
∞ sinon
4.2.3 Cas d’une mesure quelconque m(X)
On peut ge´ne´raliser les trois se´mantiques de violation pre´ce´demment de´crites a` une mesure
quelconque m et un seuil α pour cette mesure.
— Une premie`re se´mantique de violation µ1 pour la contrainte c est d’associer a` chaque
motif X, l’e´cart (absolu) de sa fre´quence au seuil α :
→ c ≡ m(X) ≥ α → µ1(X) =
{
0 si m(X ) ≥ α
α−m(X ) sinon
→ c ≡ m(X) ≤ α → µ1(X) =
{
0 si m(X ) ≤ α
m(X )− α sinon
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— Une seconde se´mantique de violation µ2
2 pour la contrainte c est d’associer a` chaque
motif X, l’e´cart (relatif) de sa fre´quence au seuil α :
→ c ≡ m(X) ≥ α → µ2(X) =
{
0 si m(X ) ≥ α
α−m(X )
α sinon
→ c ≡ m(X) ≤ α → µ2(X) =
{
0 si m(X ) ≤ α
m(X )−α
maxm−α sinon
— Une troisie`me se´mantique de violation µ3 pour la contrainte c est d’associer :
→ c ≡ m(X) ≥ α → µ3(X) =

0 si m(X ) ≥ α
α−m(X )
α si (1− r)× α ≤ m(X) ≤ α
∞ sinon
→ c ≡ m(X) ≤ α → µ3(X) =

0 si m(X ) ≤ α
m(X )−α
α si α ≤ m(X) ≤ (1 + r)× α
∞ sinon
4.3 Transformation : Cas des motifs locaux
4.3.1 Exemple introductif : freq(X) ≥ α (cf Section 4.2.1)
a) Cas de la se´mantique µ1
Soit ci ≡ (freq(X) ≥ α) et sa se´mantique de violation µ1. Sa relaxation disjonctive est :
c′i ≡ [(freq(X) ≥ α) ∧ zi = 0] ∨ [(freq(X) < α) ∧ zi = α− freq(X)]
Que l’on peut simplifier en :
c′i ≡ [zi = max(0, α− freq(X))]
b) Cas de la se´mantique µ2
Soit ci ≡ (freq(X) ≥ α) et sa se´mantique de violation µ2. Sa relaxation disjonctive est :
c′i ≡ [(freq(X) ≥ α) ∧ zi = 0] ∨ [(freq(X) < α) ∧ zi =
α− freq(X)
α
]
Que l’on peut simplifier en :
c′i ≡ [zi = max(0,
α− freq(X)
α
)]
2. maxm est la valeur maximale pour la mesure m (pour la frequence maxm = m, pour la taille,
maxm = n, etc)
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c) Cas de la se´mantique µ3
Soit ci ≡ (freq(X) ≥ α) et sa se´mantique de violation µ3. Sa transformation est :
c′i ≡ [freq(X) ≥ (1− r)×α]∧ [(freq(X) ≥ α)∧ zi = 0]∨ [(freq(X) < α)∧ zi =
α− freq(X)
α
]
Que l’on peut simplifier en :
c′i ≡ [freq(X) ≥ (1− r)× α] ∧ [zi = max(0,
α− freq(X)
α
)]
4.3.2 2nd exemple : freq(X) ≤ α (cf Section 4.2.2)
a) Cas de la se´mantique µ2
Soit ci ≡ (freq(X) ≤ α) et sa se´mantique de violation µ2. Sa relaxation disjonctive est :
c′i ≡ [(freq(X) ≤ α) ∧ zi = 0] ∨ [(freq(X) > α) ∧ zi =
freq(X)− α
m− α ]
Que l’on peut simplifier en :
c′i ≡ [zi = max(0,
freq(X)− α
m− α )]
b) Cas de la se´mantique µ3
Soit ci ≡ (freq(X) ≤ α) et sa se´mantique de violation µ3. Sa transformation est :
c′i ≡ [freq(X) ≤ (1 + r)×α]∧ [(freq(X) ≤ α)∧ zi = 0]∨ [(freq(X) > α)∧ zi =
freq(X)− α
α
]
Que l’on peut simplifier en :
c′i ≡ [freq(X) ≤ (1 + r)× α] ∧ [zi = max(0,
freq(X)− α
α
)]
4.3.3 Cas d’une mesure quelconque m(X) (cf Section 4.2.3)
a) Cas de la se´mantique µ2
— Soit ci ≡ (m(X) ≥ α) Sa relaxation disjonctive est :
c′i ≡ [(m(X) ≥ α) ∧ zi = 0] ∨ [(m(X) < α) ∧ zi =
α−m(X)
α
]
Que l’on peut simplifier en :
c′i ≡ [zi = max(0,
α−m(X)
α
)]
— Soit ci ≡ (m(X) ≤ α) Sa relaxation disjonctive est :
c′i ≡ [(m(X) ≤ α) ∧ zi = 0] ∨ [(m(X) > α) ∧ zi =
m(X)− α
maxm − α ]
Que l’on peut simplifier en :
c′i ≡ [zi = max(0,
m(X)− α
maxm − α)]
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b) Cas de la se´mantique µ3
— Soit ci ≡ (m(X) ≥ α) Sa transformation est :
c′i ≡ [m(X) ≥ (1− r)× α] ∧ [(m(X) ≥ α) ∧ zi = 0] ∨ [(m(X) < α) ∧ zi =
α−m(X)
α
]
Que l’on peut simplifier en :
c′i ≡ [m(X) ≥ (1− r)× α] ∧ [zi = max(0,
α−m(X)
α
)]
— Soit ci ≡ (m(X) ≤ α) Sa transformation est :
c′i ≡ [m(X) ≤ (1 + r)× α] ∧ [(m(X) ≤ α) ∧ zi = 0] ∨ [(m(X) > α) ∧ zi =
m(X)− α
α
]
Que l’on peut simplifier en :
c′i ≡ [m(X) ≤ (1 + r)× α] ∧ [zi = max(0,
m(X)− α
α
)]
4.3.4 Transformation d’une requeˆte
Pour chaque contrainte ci de la requeˆte, faire :
— si ci est une contrainte dure alors elle reste telle quelle.
— si ci est une contrainte souple alors elle est remplace´e par sa transforme´e :
1. pour la se´mantique µ2, la transforme´e est une contrainte de couˆt.
2. pour la se´mantique µ3, la transforme´e est la conjonction d’une contrainte dure et d’une
contrainte de couˆt.
Ainsi, toute requeˆte contenant une ou plusieurs contraintes souple peut eˆtre transforme´e en
une requeˆte e´quivalente ne contenant que des contraintes dures et pouvant donc eˆtre re´solue
par un solveur de contraintes.
Enfin, pour quantifier la violation globale, on de´finit une nouvelle variable de couˆt Z repre´sentant
le cumul des violations, puis on ajoute la contrainte Z ≤ λ, avec Z = ∑ci zi et DZ = [0..λ], ou` zi
est la variable de couˆt associe´ a` chaque contrainte souple ci et λ la quantite´ maximale de violation
autorise´e.
Motivations pour l’extraction de motif n-aires
Le cadre de l’extraction de motifs sous contraintes est un paradigme puissant pour de´couvrir
de nouvelles connaissances tre`s pre´cieuses et exprimer l’inte´reˆt de l’utilisateur. Le paradigme de
la programmation par contraintes apporte des techniques utiles pour exprimer un tel inte´reˆt.
Si l’extraction de motifs locaux est de´sormais un domaine bien maˆıtrise´, y compris des ap-
proches ge´ne´riques, ces me´thodes ne prennent pas en compte l’inte´reˆt d’un motif par rapport
aux autres motifs qui sont extraits : les motifs utiles sont perdus parmi les informations triviales,
bruite´es et redondantes. En pratique, beaucoup de motifs qui sont attendus par l’analyste de
donne´es ne´cessitent d’examiner simultane´ment plusieurs motifs pour combiner les informations
fragmente´es par les motifs locaux.
4.4. TRANSFORMATION : CAS DES MOTIFS N-AIRES 25
Exploiter la localite´ des motifs pour extraire des motifs globaux tels que classificateurs ou
clustering est devenu, ces dernie`res anne´es, un domaine de recherche e´mergent et prometteur.
Dans la suite, de tels motifs seront appele´s motifs n-aires, et une requeˆte impliquant des motifs
n-aires sera appele´e requeˆte n-aire.
Comme nous l’avons vu dans la section 1.2, peu de travaux concernant l’extraction de motifs
n-aires ont e´te´ mene´s et les me´thodes de´veloppe´es sont toutes ad hocC’est pourquoi nous nous
inte´ressons dans ce stage au cas des motifs n-aires.
4.4 Transformation : Cas des motifs n-aires
Pour ce cas on utilise le meˆme principe que pour les motifs locaux, c’est-a`-dire que pour
relaxer une requeˆte n-aire (conjonction de contraintes n-aires) on fait la meˆme transformation :
Pour chaque contrainte ci de la requeˆte, faire :
— si ci est dure alors elle reste telle quelle.
— si ci est souple alors elle est transforme´e.
Enfin, comme pour le cas des motifs locaux, on ajoute la contrainte Z =
∑
ci
zi ≤ λ.
4.4.1 Exemple : Re`gles d’exception
Comme nous l’avons vu en section 1.2.1, les re`gles d’exception sont compose´es de 2 parties :
une re`gle ge´ne´rale (X\Y → I) et une re`gle de´viationnelle (X → ¬I). Nous avons choisi de relaxer
la re`gle ge´ne´rale car on sait mieux fixer les seuils de la re`gle de´viationnelle, alors qu’il est plus
difficile de fixer les seuils de la re`gle ge´ne´rale. Nous rappelons ci-dessous la de´finition de la re`gle
d’exception :
exception(X,Y, I) ≡

freq((X \ Y ) unionsq I) ≥ minfr ∧
freq(X \ Y )− freq((X \ Y ) unionsq I) ≤ δ1
∧
freq(X unionsq ¬I) ≤ maxfr ∧
freq(X)− freq(X unionsq ¬I) ≤ δ2
minfr et maxfr : seuils de fre´quence
δ1 et δ2 : seuils de confiance
D’ou` les contraintes qui de´finissent la re`gle ge´ne´rale :
re`gle ge´ne´rale(X,Y, I) ≡
{
freq((X \ Y ) unionsq I) ≥ minfr ∧
freq(X \ Y )− freq((X \ Y ) unionsq I) ≤ δ1
Pour relaxer ces deux contraintes, on utilise la se´mantique de violation µ3 :
1. Pour la contrainte freq((X \ Y ) unionsq I) ≥ minfr (la re`gle ge´ne´rale est fre´quente), on lui
associe la variable de couˆt z1 et on applique la transformation suivante (cf. Section 4.3.1c) :
z1 = max(0,
minfr−freq((X\Y )unionsqI)
minfr ) ∧ freq((X \ Y ) unionsq I) ≥ (1− r)×minfr
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2. Pour la contrainte freq(X \ Y ) − freq((X \ Y ) unionsq I) ≤ δ1 (la re`gle ge´ne´rale est de forte
confiance), on associe la variable de couˆt z2 et on utilise la transformation (cf Section 4.3.2c) :
z2 = max(0,
(freq(X\Y )−freq((X\Y )unionsqI)−δ1
δ1
) ∧ freq(X \ Y )− freq((X \ Y ) unionsq I) ≤ (1 + r)× δ1
Enfin, on de´finit une variable de couˆt Z repre´sentant le cumul des violations, puis on ajoute la
contrainte Z ≤ λ au mode`le CSP, avec Z = z1 + z2 et DZ = [0..λ].
4.4.2 Exemple : Re`gles inattendues
Les re`gles inattendues sont de´finies par :
un(X,Y ) ≡

freq(Y ∪ V ) = 0 ∧
freq(X ∪ U) ≥ minfr1 ∧
freq(X ∪ U ∪ Y ) ≥ minfr2 ∧
freq(X ∪ U ∪ Y )/freq(X ∪ U) ≥ minconf∧
(freq(X ∪ U ∪ V ) < maxfr ∨
freq(X ∪ U ∪ V )/freq(X ∪ U) < maxconf)
Nous avons choisi de relaxer les trois premie`res contraintes :
(i) freq(Y ∪ V ) = 0 ;
(ii) freq(X ∪ U) ≥ minfr1 ;
(iii) freq(X ∪ U ∪ Y ) ≥ minfr2 ;
La relaxation de la contrainte (i) est motive´e par le fait qu’il s’agit d’une contrainte dure qui
est tre`s difficile a` satisfaire dans la pratique. Pour les deux autres contraintes, cela est duˆ, d’une
part, a` la difficulte´ de fixer chacun des deux seuils individuellement pour d’obtenir les contraintes
correspondantes et d’autre part, a` la difficulte´ de donner un seuil approprie´ a` minfr1 par rapport
au seuil minfr2.
La relaxation de la contrainte (i) est de´finie comme suit :
— On de´finit la variable de couˆt z1 et on applique la relaxation disjonctive suivante :
c
′ ≡ [freq(Y ∪ V ) = 0 ∧ z1 = 0] ∨ [freq(Y ∪ V ) > 0 ∧ z1 = freq(Y ∪ V )]
Que l’on peut simplifier en : c
′ ≡ [z1 = freq(Y ∪ V )]
Pour les deux autres contraintes, on utilise la se´mantique de violation µ1 :
— Pour la contrainte freq(X ∪ U) ≥ minfr1 (XU est un motif fre´quent), on de´finit la va-
riable de couˆt z2 et on obtient la transforme´e ci-dessous (cf Section 4.3.1a) :
z2 = max(0,minfr1 − freq(X ∪ U))
— Pour la contrainte freq(X ∪ U ∪ Y ) ≥ minfr2 (XU → Y est une re`gle fre´quente), on
de´finit la variable de couˆt z3 et on obtient la transforme´e suivante (cf Section 4.3.1a) :
z3 = max(0,minfr2 − freq(X ∪ U ∪ Y ))
Finalement, on de´finit la variable de couˆt global Z et on ajoute la contrainte Z ≤ λ au CSP,
avec Z = z1 + z2 + z3 et DZ = [0..λ], ou` λ est le seuil de violation maximale.
Chapitre 5
Mise en œuvre
Ce chapitre de´crit l’implantation de notre mode`le de relaxation pour le cas des motifs n-
aires. Pour cela, nous avons utilise´ l’implantation de l’extracteur de motifs FIM CP 1 qui est une
approche PPC pour l’extraction de motifs locaux [34]. Cette approche traite dans un cadre unifie´
un large ensemble de motifs locaux et de contraintes telles que la fre´quence, la fermeture, la
maximalite´, les contraintes monotones ou anti-monotones et des variantes de ces contraintes.
Cet extracteur a e´te´ e´tendu par Mehdi Khiari pour l’extraction de motifs n-aires et cette
approche a e´te´ mise en œuvre en Gecode [16].
5.1 Formulation ge´ne´rale
La recherche de motifs ensemblistes peut se mode´liser a` l’aide d’un CSP P = (X ,D, C) :
— X = {X1, . . . , Xk}. Chaque variable Xi repre´sente un motif ensembliste inconnu.
— D = {DX1 , . . . , DXk}. Le domaine initial de chaque variable Xi est [{}, . . . , I]
— C = Cens ∪ Cnum :
— Cens est une conjonction de contraintes ensemblistes formule´es a` l’aide d’ope´rateurs
ensemblistes (∪,∩,\,∈,/∈,. . .)
— Cnum est une conjonction de contraintes nume´riques telles que : (<,≤,6=,=,. . .)
Me´thode de transformation
Pour faire la relaxation de contraintes de seuil pour l’extraction de motifs n-aires, nous avons
de´fini une me´thode de transformation comme suit :
1. Mode´lisation de la re`gle choisie sous forme d’un CSP.
2. Obtention du CSP associe´ a` la relaxation dans le cadre disjonctif.
3. Implantation.
1. http://www.cs.kuleuven.be/~dtai/CP4IM/fim\_cp.php
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5.2 E´tape 1 : Mode´lisation de la re`gle choisie sous
forme d’un CSP
5.2.1 Re`gles d’exception
D’apre`s la de´finition 17, nous avons :
exception(X,Y ) ≡

freq((X \ Y ) unionsq I) ≥ minfr ∧
freq(X \ Y )− freq((X \ Y ) unionsq I)) ≤ δ1
∧
freq(X unionsq ¬I) ≤ maxfr ∧
freq(X)− freq(X unionsq ¬I) ≤ δ2
Que l’on peut formuler avec des contraintes primitives comme suit :
Contrainte Formulation
freq((X \ Y ) unionsq I) ≥ minfr
freq(X2) ≥ minfr
∧ I ∈ X2
∧ X1 ( X3
freq(X \ Y )− freq((X \ Y ) unionsq I) ≤ δ1 freq(X1)− freq(X2) ≤ δ1∧ X2 = X1 unionsq I
freq(X unionsq ¬I) ≤ maxfr freq(X4) ≤ maxfr∧ ¬I ∈ X4
freq(X)− freq(X unionsq ¬I) ≤ δ2 freq(X3)− freq(X4) ≤ δ2∧ X4 = X3 unionsq ¬I
Table 5.1 – Formulation des contraintes
La table 5.1 de´crit l’ensemble des contraintes primitives mode´lisant les re`gles d’exception, que
l’on peut de´crire par le CSP P1 = (X1,D1, C1) ci-dessous :
a) X1 = {X1, X2, X3, X4} est l’ensemble des variables qui repre´sentent les motifs recherche´s :
— X1 : X \ Y , et X2 : (X \ Y ) unionsq I (re`gle ge´ne´rale) et
— X3 : X, et X4 : X unionsq ¬I (re`gle de´viationnelle).
b) D1 = {DX1 , DX2 , DX3 , DX4} est l’ensemble des domaines ou` DX1 = DX2 = DX3 = DX4 =
{∅, . . . , I}.
c) C1 = C1ens ∪ C1num est l’ensemble des contraintes :
— Les contraintes ensemblistes : C1ens = {(I ∈ X2), (X2 = X1 unionsq I), (¬I ∈ X4), (X4 = X3 unionsq
¬I), (X1 ( X3)}.
— Les contraintes nume´riques : C1num = {(freq(X2) ≥ minfr), (freq(X1) − freq(X2) ≤
δ1), (freq(X4) ≤ maxfr), (freq(X3)− freq(X4) ≤ δ2)}.
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5.2.2 Re`gle inattendue
D’apre`s la de´finition 18, nous avons :
un(X,Y ) ≡

freq(Y ∪ V ) = 0 ∧
freq(X ∪ U) ≥ minfr1 ∧
freq(X ∪ U ∪ Y ) ≥ minfr2 ∧
freq(X ∪ U ∪ Y )/freq(X ∪ U) ≥ minconf∧
(freq(X ∪ U ∪ V ) < maxfr ∨
freq(X ∪ U ∪ V )/freq(X ∪ U) < maxconf)
Que l’on peut formuler avec des contraintes primitives comme suit :
Contrainte Formulation
freq(Y ∪ V ) = 0
freq(X2) = 0
X2 = X1 unionsqX7
X1 = Y
X7 = V
freq(X ∪ U) ≥ minfr1
freq(X3) ≥ minfr1
X3 = X0 unionsqX6
X0 = X
X6 = U
freq(X ∪ U ∪ Y ) ≥ minfr2 freq(X4) ≥ minfr2X4 = X3 unionsqX1
freq(X∪U∪Y )
freq(X∪U) ≥ minconf freq(X4)freq(X3) ≥ minconf
freq(X ∪ U ∪ V ) < maxfr freq(X5) < maxfr
X5 = X3 unionsqX7
∨ ∨
freq(X∪U∪V )
freq(X∪U) < maxconf
freq(X8)
freq(X6)
< maxconf
X8 = X6 unionsqX7
Table 5.2 – Formulation des contraintes pour les re`gles inattendues
La table 5.2 de´crit l’ensemble des contraintes primitives mode´lisant les re`gles inattendues que
l’on peut de´crire par le CSP P2 = (X2,D2, C2) ci-dessous :
a) X2 = {X0, X1, X2, X3, X4, X5, X6, X7, X8} est l’ensemble des variables ou` :
— X0 : X,
— X1 : Y ,
— X2 : Y ∪ V ,
— X3 : X ∪ U ,
— X4 : X ∪ U ∪ Y ,
— X5 : X ∪ V ,
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— X6 : U ,
— X7 : V ,
— X8 : U ∪ V .
b) D2 = {DX0 , DX1 , DX2 , DX3 , DX4 , DX5 , DX6 , DX7 , DX8} est l’ensemble des domaines ou`DX0 =
DX1 = DX2 = DX3 = DX4 = DX5 = DX6 = DX7 = DX8 = {∅, . . . , I}.
c) C2 = C2ens ∪ C2num est l’ensemble des contraintes :
— Les contraintes ensemblistes : C2ens = {(X2 = X1 unionsq X7), (X1 = Y ), (X7 = V ), (X3 =
X0 unionsqX6), (X0 = X), (X6 = U), (X4 = X3 unionsqX1), (X5 = X3 unionsqX7), (X8 = X6 unionsqX7)}.
— Les contraintes nume´riques : C2num = {(freq(X2) = 0), (freq(X3) ≥ minfr1), (freq(X4) ≥
minfr2), (
freq(X4)
freq(X3)
≥ minconf), (freq(X5) < maxfr), (freq(X8)freq(X6) < maxconf)}.
5.3 E´tape 2 : Obtention du CSP associe´ a` la relaxation
dans le cadre disjonctif
5.3.1 Re`gle d’exception
Maintenant, on de´finit le CSP P ′1 = (X
′
1,D
′
1, C
′
1) associe´ a` P1, ou` :
a) X ′1 = X1 ∪ {z1, z2, Z} est l’ensemble des variables :
— Les variables de couˆt {z1,z2} quantifient la violation pour les contraintes souples et la
variable de couˆt globale Z sert a` quantifier la violation globale.
b) D′1 = D1 ∪ {Dz1 , Dz2 , DZ} est l’ensemble des domaines :
— Comme on utilise la se´mantique de violation µ3 (e´cart relatif restreint), alors les valeurs
des variables z1 et z2 sont normalise´es, donc les domaines des variables de couˆt Dz1 =
Dz2 ={0,. . ., 1} et DZ ={0,. . .,λ}.
c) C′1 = C1ens ∪ C1
′
num ∪ {Z =
∑
zi} ∪ {Z ≤ λ} est l’ensemble des contraintes :
— Contraintes nume´riques : C1′num = C1hard ∪ C1
′
soft ou` :
— C1hard = {(freq(X4) ≤ maxfr), (freq(X3) − freq(X4) ≤ δ2)} est l’ensemble des
contraintes dures
— C1soft = {(freq(X2) ≥ minfr), (freq(X1)−freq(X2) ≤ δ1)} est l’ensemble des contraintes
souples dont la relaxation est : C1′soft = {(z1 = max(0, minfr−freq(X2)minfr )), (z2 = max(0, freq(X1)−freq(X2)−δ1δ1 ))}
5.3.2 Re`gle inattendue
Maintenant, on de´finit le CSP P ′2 = (X
′
2,D
′
2, C
′
2) associe´ a` P2, ou` :
a) X ′2 = X2 ∪ {z1, z2, z3, Z} de´signe l’ensemble des variables :
— Les variables de couˆt {z1,z2,z3} quantifient la violation pour les contraintes souples et la
variable de couˆt globale Z sert a` quantifier la violation globale.
b) D′2 = D2 ∪ {Dz1 , Dz2 , Dz3 , DZ} de´signe l’ensemble des domaines :
— Comme on utilise la se´mantique de violation µ1 (e´cart absolu) et les variables souples
portent sur la mesure de frequence, alors les variables z1, z2 et z3 ont, au plus, la valeur
m, donc les domaines des variables de couˆtDz1 = Dz2 = Dz3 ={0,. . .,m} etDZ ={0,. . .,λ}.
c) C′2 = C2ens ∪ C2
′
num ∪ {Z =
∑
zi} ∪ {Z ≤ λ} de´signe l’ensemble de contraintes :
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— Contraintes nume´riques : C2′num = C2hard ∪ C2
′
soft ou` :
— C2hard = {(freq(X4)freq(X3) ≥ minconf), (freq(X5) < maxfr), (
freq(X8)
freq(X6)
< maxconf)} est
l’ensemble des contraintes dures.
— C2soft = {(freq(X2) = 0), (freq(X3) ≥ minfr1), (freq(X4) ≥ minfr2)} est l’en-
semble des contraintes souples dont la relaxation est : C2′soft = {(z1 = freq(X2)), (z2 =
max(0,minfr1 − freq(X3)), (z3 = max(0,minfr2 − freq(X4))}.
5.4 E´tape 3 : Implantation
5.4.1 Le cadre CP4IM - Khiari
a) Mode´lisation des k motifs n-aires recherche´s :
Soit d la matrice 0/1 de dimension (m,n) telle que ∀t ∈ T ,∀i ∈ I, (dt,i = 1) ssi (i ∈ t). Soient
X1,X2,. . .,Xk les k motifs n-aires recherche´s.
Tout d’abord, chaque motif n-aire inconnuXj est mode´lise´ par n variables de de´cision {X1,j , X2,j , . . . , Xn,j}
(de domaine {0,1}) telles que (Xi,j = 1) ssi l’item i appartient au motif Xj :
∀i ∈ I, (Xi,j = 1)⇐⇒ (i ∈ Xj) (5.1)
Puis, m variables de de´cision {T1,j ,T2,j ,. . .,Tm,j} (de domaine {0,1}) sont associe´es a` chaque
motif n-aire inconnu Xj telles que (Tt,j = 1) ssi (Xj ⊆ t) :
∀t ∈ T , (Tt,j = 1)⇐⇒ (Xj ⊂ t) (5.2)
La relation entre le motif recherche´ Xj et T est e´tablie via des contraintes re´ifie´es imposant
que, pour chaque transaction t, (Tt,j = 1) ssi (Xj ⊆ t), ce qui se reformule en :
∀j ∈ [1 . . . k], ∀t ∈ T , (Tt,j = 1)⇐⇒
∑
i∈I
Xi,j × (1− dt,i) = 0 (5.3)
Ainsi, les mesures freq et taille se formulent comme suit :
freq(Xj) =
∑
t∈T
Tt,j et taille(Xj) =
∑
i∈I
Xi,j (5.4)
Exemple 9. Conside´rons la base de donne´es T = {t1, t2, . . . , t9} et I = [1..6] (cf. Table
1.2), ou` les items A,B,C,D, c1, c2, sont nume´rote´s de 1 a` 6. Alors nous avons :
∀j ∈ [1..k],
(T1,j = 1)⇔ (X3,j = 0 ∧X4,j = 0 ∧X6,j = 0)
(T2,j = 1)⇔ (X3,j = 0 ∧X4,j = 0 ∧X6,j = 0)
(T3,j = 1)⇔ (X1,j = 0 ∧X2,j = 0 ∧X4,j = 0 ∧X6,j = 0)
(T4,j = 1)⇔ (X1,j = 0 ∧X2,j = 0 ∧X4,j = 0 ∧X6,j = 0)
(T5,j = 1)⇔ (X1,j = 0 ∧X2,j = 0 ∧X4,j = 0 ∧X6,j = 0)
(T6,j = 1)⇔ (X5,j = 0)
(T7,j = 1)⇔ (X1,j = 0 ∧X2,j = 0 ∧X5,j = 0)
(T8,j = 1)⇔ (X1,j = 0 ∧X2,j = 0 ∧X4,j = 0 ∧X5,j = 0)
(T9,j = 1)⇔ (X1,j = 0 ∧X2,j = 0 ∧X3,j = 0 ∧X5,j = 0)
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b) Contraintes nume´riques et ensemblistes :
Conside´rons un ope´rateur op∈ {<,≤, >,≥,=, 6=} ; les contraintes nume´riques se reformulent
comme suit :
— freq(Xp) op α→
∑
t∈T Tt,p op α
— taille(Xp) op α→
∑
i∈I Xi,p op α
Certaines contraintes ensemblistes (telles que e´galite´, inclusion, appartenance,. . .) se refor-
mulent directement a` l’aide de contraintes line´aires :
— Xp = Xq → ∀i ∈ I, Xi,p = Xi,q
— Xp ⊆ Xq → ∀i ∈ I, Xi,p ≤ Xi,q
— i0 ∈ Xp → Xi0,p = 1
Les autres contraintes ensemblistes (telles que intersection, union diffe´rence,. . .) se reformulent
aise´ment a` l’aide de contraintes boole´ennes en utilisant la fonction de conversion (b :: {0, 1} →
{False, True}) et les ope´rateurs boole´ens usuels :
— Xp ∩Xq = Xr → ∀i ∈ I, b(Xi,r) = b(Xi,p) ∧ b(Xi,q)
— Xp ∪Xq = Xr → ∀i ∈ I, b(Xi,r) = b(Xi,p) ∨ b(Xi,q)
— Xp \Xq = Xr → ∀i ∈ I, b(Xi,r) = b(Xi,p) ∧ ¬b(Xi,q)
Enfin, l’ensemble des contraintes, qu’elles soient re´ifie´es, nume´riques ou ensemblistes, est traite´
par Gecode.
5.4.2 Exemple : Re`gle d’exception
Comme de´crit en Section 5.3.1, le CSP P ′1 = (X
′
1,D
′
1, C
′
1) est constitue´ par l’ensmble des
contraintes nume´riques C1′num = C1hard ∪ C1
′
soft, avec :
— C1hard = {(freq(X4) ≤ maxfr), (freq(X3)−freq(X4) ≤ δ2)} est l’ensemble des contraintes
dures,
— C1soft = {(freq(X2) ≥ minfr), (freq(X1)−freq(X2) ≤ δ1)} est l’ensemble des contraintes
souples dont la relaxation est : C1′soft = {(z1 = max(0, minfr−freq(X2)minfr )), (z2 = max(0, freq(X1)−freq(X2)−δ1δ1 ))}.
D’apre`s la section 5.4.1b, toutes les contraintes nume´riques se reformulent comme suit :
∀i ∈ [1..k], freq(Xi) op αi →
∑
t∈T
Tt,i op αi (5.5)
Donc :
— freq(X4) ≤ maxfr →
∑
t∈T Tt,4 ≤ maxfr,
— freq(X3)− freq(X4) ≤ δ2 →
∑
t∈T Tt,3 −
∑
t∈T Tt,4 ≤ δ2,
— z1 = max(0,
minfr−freq(X2)
minfr → z1 = max(0,
minfr−∑t∈T Tt,2
minfr ),
— z2 = max(0,
freq(X1)−freq(X2)−δ1
δ1
→ z2 = max(0,
∑
t∈T Tt,1−
∑
t∈T Tt,1−δ1
δ1
).
De la meˆme fac¸on, on peut mode´liser et implanter toutes les contraintes de seuils pour l’ex-
traction de motifs (locaux ou n-aires), en suivant cette de´marche.
Chapitre 6
Expe´rimentations
Ce chapitre a pour but de montrer la faisabilite´ et les apports pratiques de l’introduction de
la relaxation de contraintes sur les approches PPC de´ja` de´veloppe´s pour l’extraction de motifs
(locaux ou n-aires).
6.1 Protocole expe´rimental
Diffe´rents expe´rimentations ont e´te´ mene´es sur plusieurs jeux de donne´es de l’UCI repository 1
utilise´s par le projet CP4IM 2, ainsi que sur un jeu de donne´es re´el (note´ Meningitis) issu de
de l’Hoˆpital Central de Grenoble. Meningitis recense les pathologies des enfants atteints d’une
me´ningite virale ou bacte´rienne. La table 6.1 re´sume les diffe´rentes caracte´ristiques des jeux de
donne´es utilise´s.
Les expe´rimentations ont e´te´ mene´es sur deux exemples de contraintes n-aires : les re`gles
d’exception et les re`gles inattendues. La machine utilise´e est un PC 2.13 GHz Intel (R) Core
(TM) i3 processor avec 4GB RAM, sous Ubuntu Linux.
Jeu de donne´es #trans #items densite´
Mushroom 8142 119 0.18
SoyBean 630 50 0.32
Tic-tac-toe 958 27 0.33
Meningitis 329 84 0.25
Table 6.1 – Description des jeux de donne´es
Comme la re´solution effectue´e par le solveur de contraintes est correcte et comple`te, notre
approche permet d’extraire l’ensemble correct et complet des motifs satisfaisant la transformation
en contraintes souples de n’importe quelle contrainte n-aire (cf Section 4.3).
1. http://www.ics.uci.edu/~mlearn/MLRepository
2. http://dtai.cs.kuleuven.be/CP4IM/
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6.2 Re`gles d’exception
Pour introduire la relaxation dans l’extraction de re`gles d’exception, nous avons retenu la
se´mantique de violation µ3 (c’est-a`-dire e´cart relatif restreint). Comme cette se´mantique de vio-
lation ne´cessite l’introduction d’un parame`tre r appele´ e´cart de violation, nous avons distingue´
deux cas :
— meˆme e´cart de violation pour toutes les contraintes a` relaxer (un seul parame`tre r donne´
par l’utilisateur pour toutes les contraintes) ;
— diffe´rents e´carts de violation, un pour chaque contrainte a` relaxer (un parame`tre ri donne´
par l’utilisateur pour chaque contrainte).
6.2.1 Meˆme e´cart de violation pour toutes les contraintes
Figure 6.1 – E´volution du nombre de re`gles d’exception
La figure 6.1 de´crit l’e´volution du nombre de paires de re`gles d’exception en fonction des
parame`tres λ (seuil de violation maximale) et r (e´cart de violation) pour les jeux de donne´es
Soybean et Meningitis. Nous avons aussi teste´ d’autres jeux de donne´es. Mais, comme les
re´sultats obtenus sont similaires, ils ne sont pas indique´s ici.
Pour les besoins de nos expe´rimentations, nous avons initialise´ le parame`tre λ a` r (i.e., λ=r)
pour 2 raisons principales :
— pour minimiser les nombres de parame`tres donne´s par l’utilisateur. En effet, en plus de
seuils minfr, maxfr, δ1 et δ2, l’utilisateur doit e´galement de´finir le parame`tre r.
— pour imposer a` chaque contrainte d’eˆtre viole´e au plus par un e´cart r et que la violation
globale ne peut de´passer ce meˆme e´cart.
Notons que pour r = 0, nous nous ramenons au cas dur (i.e., aucune contrainte n’est relaxe´e).
Dans ce cas, comme on peut le constater sur la figure 6.1, il n’existe pas solutions satisfaisant les
contraintes (avec des seuils durs) de la re`gle d’exception. En revanche, en relaxant les seuils de
fre´quence et de confiance de la re`gle ge´ne´rale, nous arrivons a` trouver des solutions “proches”.
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Comme attendu, plus la valeur de r est grande, plus le nombre de re`gles d’exception augmente.
En effet, quand r augmente, les seuils de la fre´quence et de la confiance de la re`gle ge´ne´rale
de´croisent et il y a donc un plus grand nombre de re`gles ge´ne´rales.
6.2.2 Diffe´rents e´carts de violation pour les contraintes
Figure 6.2 – E´volution du nombre de re`gles d’exception
Pour ce second cas, nous avons re´alise´ deux se´ries d’expe´rimentations. Tout d’abord, dans un
premier temps, nous autorisons uniquement la relaxation du seuil de fre´quence de la re`gle ge´ne´rale
(i.e., r2 = 0). Puis, dans un second temps, nous relaxons uniquement le seuil de confiance (i.e.,
r1 = 0).
La figure 6.2 de´crit l’e´volution du nombre de paires de re`gles d’exception en fonction des
valeurs des parame`tres λ et ri (i = 1, 2) pour les jeux de donne´es Soybean et Meningitis. Une
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fois de plus, nous retrouvons le meˆme comportement que pre´ce´demment, a` savoir, plus ri est
grand, plus le nombre de re`gles d’exception augmente. Par ailleurs, nous constatons que plus la
valeur de λ est grand, plus la courbe repre´sentant cette valeur est dominante.
Sur le jeu de donne´es Soybean, on peut remarquer que l’e´cart de violation associe´ au seuil
de confiance (parame`tre r2) est beaucoup plus important dans le cas d’un seuil de fre´quence dur
(i.e., r1 = 0). Ce qui n’est pas le cas pour un seuil de confiance dur (i.e., r2 = 0), ou` de petits
e´carts de violation du parame`tre r1 sont suffisants pour trouver des premie`res solutions.
Mise en valeur de motifs demande´s par les utilisateurs
Les re`gles d’exception sont un cas particulier des re`gles rare. D’apre`s le travail effectue´ par
M. Khiari [17] meˆme s’il existe quelques travaux permettant d’extraire les re`gles rares [41], il est
impossible de distinguer les re`gles d’exception a` partir de l’ensemble de re`gles rares. C’est une
limitation forte car la plupart des re`gles rares sont peu fiables, d’ou` l’inte´reˆt des re`gles d’exception
et de leur extraction. Savoir rechercher directement les re`gles d’exception permet de re´duire de
manie`re drastique le nombre de motifs obtenus.
Mais pour certaines requeˆtes on n’obtient pas de solution, car l’utilisateur ne connaˆıt pas a
priori les bonnes valeurs pour les seuils, d’ou` l’inte´reˆt de trouver des solutions “proches” pour
pouvoir tirer de conclusions de ces solutions, a` la diffe´rence du cadre dure pour lequel on n’aurait
aucune solution.
6.3 Re`gles inattendues
Pour introduire la relaxation dans l’extraction de re`gles inattendues, nous avons choisi d’uti-
liser la se´mantique de violation µ1 (e´cart absolu), car les trois contraintes relaxe´es sont toutes des
contraintes de fre´quence, donc il n’est pas ne´cessaire de normaliser l’e´cart pour pouvoir agre´ger
les valeurs des variables de couˆt zi.
Figure 6.3 – E´volution du nombre de re`gles inattendues
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Les expe´rimentations ont e´te´ mene´es sur le jeu de donne´es re´el Meningitis (cf. la table 6.1).
La figure 6.3 de´crit l’e´volution du nombre de paires de re`gles inattendues en fonction du seuil λ
(seuil de violation maximale). Pour λ = 0 (aucune contrainte n’est relaxe´e), aucune solution n’a
pu eˆtre trouve´e sur ce jeu de donne´es. Avec notre approche de relaxation, il est alors possible
de trouver des solutions plus proches des valeurs des seuils. Comme attendu, plus λ est grand,
plus le nombre de re`gles inattendues augmente. En effet, quand λ augmente, les fre´quences des
contraintes relaxe´es diminuent, par conse´quent le nombre de re`gles inattendues augmente.
Comparaison avec le travail pre´ce´dent
Les re`gles inattendues sont un cas particulier des re`gles rare. Mais a` la diffe´rence des re`gles
d’exception, ou` on cherche une re`gle qui contredit une re`gle ge´ne´rale, dans les re`gles inattendues on
cherche une re`gle qui contredit une croyance U → V , c’est a` dire une re`gle donne´e par l’utilisateur
(avec un parame`tre γbelief ).
D’apre`s le travail effectue´ par M. Khiari [17], meˆme si la mode´lisation CSP des re`gles inatten-
dues est faite il est difficile de trouver des solutions, meˆme pour des jeux de donne´es petits. D’ou`
l’inte´reˆt d’utiliser la relaxation de contraintes sur ce travail. Pour trouver des solutions “proches”
et pouvoir en tirer de conclusions de ces solutions.
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Chapitre 7
De´couverte de fragments
toxicophores
7.1 Pre´sentation de l’application
Dans ce chapitre, nous proposons un sche´ma de relaxation montrant l’inte´reˆt de notre ap-
proche sur une application re´elle dans le domaine de la che´moinformatique. Ce travail s’inscrit
dans une collaboration avec le CERMN (UPRES EA 4258, Universite´ de Caen Basse-Normandie).
La toxicologie est la science e´tudiant les substances chimiques toxiques. Elle s’inte´resse no-
tamment a` l’identification de fragments mole´culaires spe´cifiques au sein de la structure d’une
mole´cule appele´s toxicophores et conside´re´ comme responsable direct des proprie´te´s toxiques
d’une substance chimique. Un objectif majeur est alors la de´couverte de tels fragments afin de
mieux identifier les caracte´ristiques des mole´cules lie´es a` la toxicite´. Un motif chimique e´mergent
est une conjonction de descripteurs mole´culaires qui apparaˆıt fre´quemment dans une classe de
mole´cules et peu fre´quemment dans une autre classe [4, 3]. Ces motifs sont de´finis par les mesures
de fre´quence et de taux de croissance explicite´es a` la section 7.2.
Re´cemment, G. Poezevara a propose´ une me´thode fonde´e sur l’enchaˆınement d’une technique
de recherche de sous-graphes fre´quents utilise´e pour changer la description des donne´es avec
une me´thode re´cente de fouille sous contraintes dans le cas de donne´es binaires afin d’extraire
l’ensemble correct et complet de motifs e´mergents de graphes [29]. Les contraintes de fre´quence et
d’e´mergence (cette dernie`re e´tant issue de la mesure de taux de croissance) de´finissent ces motifs
qui s’ave´rent pre´cieux pour la pre´diction de la toxicite´ [33].
Il est naturel de souhaiter combiner ces contraintes caracte´risant les motifs du point de vue
de leur pre´sence dans les donne´es avec des connaissances chimiques comme l’aromaticite´ ou la
densite´ ou d’une mole´cule qui sont des indicateurs connus de la toxicite´. Dans ce chapitre, les
mole´cules sont de´crites par des attributs correspondant a` des sous-graphes initialement extraits
des mole´cules et pour lesquels il est possible d’attacher des valeurs de proprie´te´s chimiques, comme
l’aromaticite´ ou la densite´. Pour effectuer le processus de fouille, il est alors ne´cessaire de de´clarer
une requeˆte combinant 4 mesures. Si il n’est pas toujours simple de fixer un seuil pour ces mesures,
il est encore plus de´licat d’en fixer 4 simultane´ment. En permettant de relaˆcher certaines de ces
proprie´te´s, nous pensons que notre cadre de relaxation facilite ainsi leur optimisation simultane´e.
De plus, il est simple de privile´gier certaines proprie´te´s : typiquement, les proprie´te´s chimiques
39
40 CHAPITRE 7. DE´COUVERTE DE FRAGMENTS TOXICOPHORES
sont ici vues comme pre´ponde´rantes.
Nous avons utilise´ un jeu de donne´es de 564 mole´cules (base ECB 1 fournis par le CERMN.
La toxicite´ est une valeur continue mais celle-ci est classiquement divise´e en 4 classes : classe R50
(mole´cules tre`s toxiques), R51 (mole´cules moyennement toxiques), R52 (mole´cules faiblement
toxiques) et 007 (mole´cules non toxiques). Le jeu de donne´es utilise´ est partitionne´e en deux
sous-ensembles : l’ensemble D1 contient des mole´cules tre`s toxiques (372 mole´cules, classe R50)
et l’ensemble D2 contient des mole´cules non toxiques (192 mole´cules, classe R52).
7.2 Requeˆtes pertinentes pour la de´couverte de frag-
ments toxicophores
Dans ce travail, on s’inte´resse a` la de´couverte de toxicophores des mole´cules de la classe R50
versus R52. Une difficulte´ majeure de la taˆche est le nombre potentiels de motifs qui est tre`s
grand. Il devient alors important de re´duire le nombre de motifs extraits a` ceux pre´sentant un
inte´reˆt potentiel exprime´ par l’utilisateur sous forme de contraintes. Ci-dessous une description
des diffe´rentes contraintes que nous avons retenues :
• Contrainte d’e´mergence : les motifs e´mergents sont des motifs dont la fre´quence varie
fortement entre deux classes donne´es. Cette contrainte, qui repose sur le taux de croissance,
permet de caracte´riser une mole´cule d’une classe (toxique) par rapport a` une autre classe
(non-toxique) :
q1(X) ≡ |D2|×freq(X,D1)|D1|×freq(X,D2) ≥ minρ
ou` minρ est un seuil minimal pour le taux de croissance.
• Contrainte de fre´quence : les motifs avec une fre´quence tre`s faible sont souvent duˆs a`
des artefacts dans les donne´es et sont du bruit. Pour les e´liminer, on ajoute a` la contrainte
pre´ce´dente, une contrainte de fre´quence :
q2(X) ≡ q1(X) ∧ freq(X) ≥ minfr
ou` minfr est un seuil minimal pour la fre´quence.
• Contrainte d’aromacite´ : pour chaque sous-graphe (donc chaque attribut) est associe´
une valeur de l’aromaticite´ qui est une mesure chimique. L’inte´reˆt de cette mesure est qu’elle
traduit une hypothe`se toxicophore : plus un attribut a une forte valeur d’aromaticite´, plus
une mole´cule supportant cet attribut tend a` eˆtre toxique. l’aromaticite´ d’un motif est la
moyenne de l’aromaticite´ de ses attributs. Soit m une mesure donnant l’aromaticite´ d’un
attribut. La requeˆte q3 permet alors d’extraire des motifs inte´grant en plus une connaissance
chimique portant sur l’aromaticite´ de ces attributs :
q3(X) ≡ q2(X) ∧m(X) ≥ minaromaticite
ou` minaromaticite est un seuil minimal pour l’aromaticite´.
• Contrainte de densite´ : la requeˆte pre´ce´dente peut eˆtre comple´te´e en ajoutant une
seconde connaissance chimique sur la densite´ d’un attribut (codant les mole´cules). Plus
un sous-graphe est dense, plus ce sous-graphe est “solide” ; un motif compose´ d’attributs
1. European Chemicals Bureau.
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denses renforce l’hypothe`se d’un toxicophore. Il est donc judicieux de combiner la densite´
avec la mesure d’aromacite´. On obtient alors la requeˆte q4 suivante :
q4(X) ≡ q3(X) ∧ d(X) ≥ mindensite
ou` d est la mesure de densite´ et mindensite le seuil minimal de densite´.
Typiquement, la densite´ se calcule en prenant le nombre d’areˆtes du sous-graphe divise´ par
le nombre de sommets du graphe au carre´, c’est-a`-dire : d(X) = nbA(X)nbS(X)2 ou` nbA est le
nombre d’areˆtes et nbS le nombre de sommets.
Comme on peut le voir, nous avons plusieurs mesures dont il est difficile de donner les seuils
pour obtenir les contraintes correspondantes et il est encore plus difficile de donner un seuil
approprie´ pour une mesure par rapport aux autres seuils donne´s. D’ou` l’inte´reˆt de relaˆcher les
seuils, ce qui donne, de fac¸on relative, moins d’importance au choix des seuils.
Enfin, en se qui concerne les se´mantiques de violation, on peut a priori faire plus confiance
a` la connaissance du domaine (notamment l’aromaticite´) et donc pe´naliser plus fortement une
violation de la contrainte lie´e a` l’aromaticite´ que les autres contraintes.
7.3 Transformation
Pour cette requeˆte, on a de´cide´ d’utiliser la se´mantique de violation µ2(c’est a` dire l’e´cart
relatif), parce-que l’on va relaxer 4 contraintes de nature he´te´roge`ne, d’ou` l’ide´e on normaliser
les e´carts. On fait les transformations comme suit :
→ c1 ≡ |D2|×freq(X,D1)|D1|×freq(X,D2) ≥ minρ → µ2(X) =
 0 si
|D2 |×freq(X ,D1 )
|D1 |×freq(X ,D2 ) ≥ minρ
minρ− |D2 |×freq(X ,D1 )|D1 |×freq(X ,D2 )
minρ sinon
→ c2 ≡ freq(X) ≥ minfr → µ2(X) =
{
0 si freq(X ) ≥ minfr
minfr−freq(X )
minfr sinon
→ c3 ≡ m(X) ≥ minaromaticite → µ2(X) =
{
0 si m(X ) ≥ minaromaticite
minaromaticite−m(X )
minaromaticite
sinon
→ c4 ≡ d(X) ≥ mindensite → µ2(X) =
{
0 si d(X ) ≥ mindensite
mindensite−d(X )
mindensite
sinon
Maintenant on va de´finir la formulation pour la mode´lisation sous forme d’un CSP.
Formulation
La table 7.1 de´crit l’ensemble des contraintes primitives mode´lisant la requeˆte propose´e pour
la de´couverte de toxicophores.
— La variable ensembliste {X} repre´sente le motif recherche´.
— Les variables entie`res {E,F ,M ,D} repre´sentent l’e´mergence, la fre´quence, la aromaticite´
et la densite´ de X respectivement.
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Contrainte Formulation
|D2|×freq(X,D1)
|D1|×freq(X,D2) ≥ minρ E ≥ minρ
freq(X) ≥ minfr F ≥ minfr
m(X) ≥ minaromaticite M ≥ minaromaticite
d(X) ≥ mindensite D ≥ mindensite
Table 7.1 – Formulation des contraintes pour la de´couverte de toxicophores
— Contraintes nume´riques : C = {(E ≥ minρ), (F ≥ minfr), (M ≥ minaromaticite), (D ≥
mindensite)
Mode´lisation sous forme d’un CSP
Maintenant on de´finit le CSP P=(X ,D, C) ou` :
a) X = {X} ∪ {Xent} ∪ {z1, z2, z3, z4, Z} est l’ensemble des variables :
— La variable ensembliste {X} repre´sente le motif recherche´.
— Les variables entie`res Xent={E,F ,M ,D} repre´sentent l’e´mergence, la fre´quence, la aroma-
ticite´ et la densite´ de X respectivement.
— Les variables de couˆt {z1,z2,z3,z4} qui quantifient la violation pour les 4 contraintes de la
requeˆte et la variable de couˆt globale Z pour quantifier la violation globale.
b) D = DX ∪DE ∪DF ∪DM ∪DD ∪ {Dz1 , Dz2 , Dz3 , Dz4 , DZ} est l’ensemble des domaines :
— Le domaine de la variable ensembliste DX ={∅, . . . , I}
— Les domaines des variables entie`res :
— DE ={0,. . . , 1}.
— DF ={0,. . . ,m} ou` m=nombre de transactions.
— DM ={0,. . . ,}
— DD ={0,. . . , 1}
— Comme on utilise la se´mantique de violation µ2 (e´cart relatif), alors les valeurs des variables
z1, z2, z3 et z4 sont normalise´es, donc les domaines des variables de couˆt Dz1 = Dz2 =
Dz3 = Dz4 ={0,. . ., 1} et DZ ={0,. . .,λ} 2.
c) C = C′num ∪ {Z =
∑
zi} ∪ {Z ≤ λ} est l’ensemble des contraintes :
— Contraintes nume´riques :Cnum = {(E ≥ minρ), (F ≥ minfr), (M ≥ minaromaticite), (d(X) ≥
mindensite) dont la relaxation C′num = {(z1 = max(0, minρ−Eminρ )), (z2 = max(0, minfr−Fminfr )),
(z3 = max(0,
minaromaticite−M
minaromaticite
))}, (z4 = max(0, mindensite−Dmindensite ))
2. λ :seuil de violation maximale
Conclusion et perspectives
Conclusion
Ce me´moire propose une solution au proble`me de la relaxation de contraintes pour l’extraction
de motifs. La solution propose´e, base´e sur l’utilisation du cadre disjonctif, semble au vu des tests
effectue´s mener a` une extraction de motifs e´quivalente a l’ensemble de solutions, ne ne´cessite donc
pas des postprocessing. La complexite´ des calculs est de plus tre`s faible, rendant l’imple´mentation
de cette me´thode parfaitement re´alisable.
Il reste cependant beaucoup a` faire, notamment dans la prise en compte de pre´fe´rences ou
la possibilite´ de traiter d’autres types de contraintes n-aires. En effet, graˆce a` notre cadre de
relaxation, nous avons propose´ la relaxation pour deux contraintes n-aires tre`s connues (re`gles
d’exception, re`gles inattendues). Cependant, dans les applications re´elles, il existent d’autres types
de contraintes n-aires qu’il est ne´cessaire de prendre en compte. Nous souhaitons e´tendre notre
cadre de relaxation pour d’autres cas d’e´tudes comme le clustering ou` la relaxation de contraintes
n-aires est souvent ne´cessaire pour trouver des solutions.
Perspectives
i) Relaxation de contraintes ensemblistes : de´finir les se´mantiques de violation et les transfor-
mations ne´cessaires pour faire la relaxation des contraintes ensemblistes.
Comme exemple on peut de´finir quelques se´mantiques de violation pour certaines contraintes
ensemblistes :
— Xp = Xq → z= = card(Xp \Xq) + card(Xq \Xp)
— Xp ⊆ Xq → z⊆ = card(Xp \Xq)
ii) Traiter d’autres contraintes n-aires : Ils existent plusieurs types de contraintes n-aires que
l’on aimerait relaxer, notamment le clustering qui est tre`s utilise´ dans plusieurs domaines
d’application, ou` il est parfois tre`s difficile de satisfaire toutes les contraintes du proble`me.
iii) Prise en compte des pre´fe´rences : dans certains cas l’utilisateur aimerait exprimer des pre´fe´rences
entre les contraintes et/ou les solutions.
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