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Abstract
The intent of this thesis was to develop an understanding for the particle flow
characteristics in the human lung by examining particle flow profiles in a three
generation lung model. To develop this understanding, experimentally derived flow
profiles were compared to analytical solutions, where applicable, and Computational
Fluid Dynamics (CFD) generated models for validation of both the CFD model and the
experimental set-up. Validation of flow velocities in a three generation model could
contribute significantly to the medical industry as a better understanding of particle
behavior in the lung could lead to more accurate treatment of certain diseases and better
prediction of health effects of inhaled contaminants.
Particle flow in a three generation lung model was studied using a technique
known as Particle Image Velocimetry (PIV). PIV involves passing a widely dispersed
laser beam through a flow field of specifically sized and fluorescently colored particles.
These fluorescent particles are photographed by a high-speed camera under high
magnification. These images are then digitally sent to VisiFlow analysis software where
each particle's flow path is mapped and converted, through a cross-correlation technique,
into a vector field, from which the velocity profiles can be derived.
Following successful interpretation of the experimentally derived velocity
profiles, a comparison was drawn between the experimentally collected data and the
anticipated result based on an existing CFD model. This comparison served to not only
validate the experimental test set-up but also to validate the CFD model. A favorable
111
correlation between the experimental results and the CFD results provided confidence
that a valid solution for flow profiles was achieved.
Achieving a valid experimental result was dependent on many factors. The ability
of the test setup to accurately produce flow profiles was measured using less complicated
and easily calculated models. In doing so, confidence was developed that current
scientific, analytical and experimental practices and procedures were accurately
eliminating or minimizing sources of error and ultimately providing an accurate solution.
As a result, not only was a valid experimental model derived but a thorough
understanding ofproper laboratory techniques was achieved.
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Chapter 1
Optical Physics
As with many research topics, it becomes necessary to develop an understanding of
additional physical phenomena that may not seem to have any relevance to the research
objective. While conducting research pursuant to the objective of attaining velocity
profiles in the three generation lung model, it became evident that there was a great deal
to learn about subjects such as refraction, fluorescence and parallax and how each could
affect the results of the velocity profile analysis as obtained by the PIV technique.
Although some of these topics may not seem relevant to the research objective, it is
important to understand that gaining a better understanding of these subjects provides
substance and merit to the research findings and therefore becomes an integral and
necessary part of the research process.
Although the PIV analysis technique may seem somewhat uncomplicated, several
research topics required study prior to fully understanding and interpreting the analysis
results. Understanding the effects of light passing through one media to another, each
with a different index of refraction, is essential to be able to ascertain accurate movement
measurements of the particles that are in the flow field. The effects of viewing
microscopic objects under high magnification using conventional photographic
equipment becomes of particular importance. Fluorescence must be fully understood in
an attempt to optimize the particle's visible presence in the field of view. Complications,
inherent to capturing microscopic motion with digital video equipment, must be fully
understood and accounted for in the research results for the findings to be justifiable.
The following paragraphs are intended to document the research that was
performed in an effort to ascertain acceptably valid velocity profiles in the three-
generation lung model. An effort will be made to develop a clear association between the
subject and the research objective. Most of the following information can be found in
classroom text books (Serway, 1 996) but has been provided to future researchers in one
convenient location to lessen the research duration.
1.1 Refraction and Index ofRefraction
In the preliminary stages of the PIV experimentation, initial testing was performed on a
simple inlet tube. This simple inlet tube was constructed from clear acrylic material. It
was thought that by using clear acrylic, an optimum balance could be struck between
optical clarity and versatility. One characteristic of the clear inlet tube was its curved
exterior surface. At the time, this feature of the tube was very unassuming but as the
initial PIV experimentation progressed it became evident that an optical phenomenonwas
occurring that was hindering accurate PIV analysis results. This PIV hindering optical
phenomenon is known as refraction.
1.1.1 Theory
Refraction refers to an optical phenomenon in which light, traveling in the form of a
wave, is deflected when it transitions from one transparent medium to another. The
amount of this deflection is dependent on the velocity in which the wave travels through
each medium. The light wave deflection occurs at the boundary surface between the two
mediums. The angle in which the light wave intersects the boundary surface is the angle
of incidence. The light wave deflection is referred to as the angle of refraction.
Fortunately, a physical relationship has been established that relates the angle of
incidence to the angle of refraction and the velocity in which the light wave travels
through both intersecting mediums. This physical relationship is referred to as Snell's law
and is illustrated in the following equation, Equation (1.1)
sin B-, z7
= = constant n i)
sin#, z,
Here, 9] represents the angle of incidence and 02 represents the angle of refraction. Both
of these angles are measured counter clockwise from the virtual perpendicular line to the
boundary surface, z/ and z2 refer to the velocity of the light wave in medium one and
medium two, respectively. Further illustration of Snell's law is provided in Figure 1.1.
As mentioned previously, each of the two intersecting mediums have optical
properties that affect the velocity of the light wave as it travels within them. In an effort
to quantify the relationship of light wave velocity in one medium of particular optical
properties to that of another medium with different optical properties, a medium's Index
of Refraction (IOR) was defined. A medium's IOR is a relative measure that denotes a
ratio of the absolute maximum velocity a light wave can travel (the speed of light in a
vacuum) and the maximum velocity that a light wave can travel within the medium.
Since the speed of light in a vacuum is the absolute maximum velocity that a light wave
can travel, a medium's IOR will always be some number that is greater than or equal to
one.
Virtual Perpendicular Lines
\ 9'
Medium 1 Z]
Medium 2 ^2
-> 02 \ |
Medium 1
~~H e> \
Zl
Figure 1.1- Description ofLight Ray Refraction
This relationship is illustrated in the following equation, Equation (1. 2).
n = (1.2)
Here, c represents the absolute maximum speed of a light wave in a vacuum and z
represents the actual speed of a light wave in a medium with index of refraction, n.
It is important to note that when a light wave travels though a medium not only
does its velocity change but its wavelength changes as well. As a light wave front passes
through a boundary surface between two mediums of differing IOR, it changes velocity
based on the medium's IOR. Since a light wave maintains three main properties; velocity,
frequency and wavelength, and the frequency of a light wave must remain constant, the
wavelength of the light wave must change or wave fronts would amass at the boundary
surface. A relationship exists that accounts for the balance of light wave velocity, z,
frequency,/, and wavelength, X. This relationship is illustrated in the following equation,
Equation (1.3).
z=f-X (1.3)
Since the frequency of a light wave, as it transitions from one medium to another,
must remain constant, a balance relationship can be established that illustrates how the
ratio of light wave velocity and light wavelength in one medium, zj and Xj, relates to that
in another, z2 and X2. This relationship is illustrated in the following equation. Equation
(1.4).
Zj z2
T~% <l'4)
Since the velocity of a light wave through a medium is a function of a medium's
IOR, the relationship shown in Equation (1. 1) can be substituted into the relationship
shown in Equation (1. 4) to create a relationship that illustrates the balance between the
wavelength of a light wave in one medium to that in another medium as a function of
each medium's IOR. This relationship is provided in the following equation, Equation (1.
5).
A} , =X2 n2 (1.5)
Here, A} and X2 represent the wavelength of the light wave in the two respective mediums
and nj and n2 represents the indices of refraction of the two respective mediums.
Figure 1 . 2 depicts the affect of differing indices of refraction as a light wave,
with wavelength ofA] , traveling through a medium with an IOR ofm, falls incident on a
second medium with an IOR of n2. Since n2 is greater than /, the wavelength A] will be
greater than the wavelength X2. Once the light wave exits the second medium and
reenters the first medium, the wavelength returns to its initial length when it originally
fell incident onmedium two.
n2> ri| A,] > A,2
Figure 1. 2 - Wavelength and Index ofRefraction Relationship
Finally, by substituting Equation (1.5) into Equation (1. 1) the most useful form
of Snell's law is developed. This form of Snell's law relates the angle of incidence to the
angle of refraction as a function of the ratio of indices of refraction of the two mediums
that the light wave is traveling through. This relationship is illustrated in the following
equation, Equation (1. 6).
sin 0X 77, = sin 02 n2 (1. 6)
1.1.2 Effect ofRefraction on Experimentation
The effects of refraction became evident when attempting to ascertain velocity profiles in
the inlet tube experiment. This inlet tube was constructed of clear acrylic and, like most
other tubes, had a curved exterior surface. This curved exterior surface had a double
impact on the PIV analysis results. First, the maximum centerline velocities were much
lower than expected. Second, the width of the profiles was wider than expected.
To ensure that the PIV analysis is performed as accurately as possible a
calibration procedure must be followed precisely. This calibration procedure will be
discussed in detail in Section 4.4.2. In general, this calibration procedure assigns a known
physical distance to the number of pixels a particle travels between consecutive images.
Initially, since the experiment involved measuring the velocity of particle-laden fluid
through a round flow passage, it seemed prudent that the known physical distance would
be the inside diameter of the flow passage. Unfortunately, all of the subsequent inlet tube
PIV analyses were constantly yielding lower than expected fluid velocities.
A small experiment was conducted using a secondary analysis tool known as
particle tracking (see Appendix A3). In general, particle tracking compares the location
of the particle-laden fluid in one instance in time to the location in another instance in
time. Like the PIV analysis which employs cross correlation analysis to track particle
motion, particle tracking employs a calibration procedure to establish a pixel to distance
frame of reference. It was presumed that using particle tracking as a second form of
analysis might provide insight as to why the fluid velocities were consistently lower than
the theoretically expected velocities.
The particle tracking analysis confirmed the results of the PIV cross correlation
analysis. Because both forms of analysis relied on a calibration procedure to establish a
distance frame of reference, and the perceived inside diameter of the flow passage was
selected as the calibration distance for each procedure, an investigation ensued that
focused on the size of the flow passage. This investigation led to the conclusion that the
optical illusion that resulted in the unfavorable comparison between perceived and known
diametrical dimensions, was the refraction of light through the clear acrylic tube's curved
exterior surface. An illustration of the effects of refraction on the perception of the tube
inside diameter is included in Figure 1.3.
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Figure 1.3- Perspective Effect ofRefraction on Calibration Point Selection (Straight Tube Filled
with Water Test Fluid) , with Laser Illumination, Scale is in l/64ths of an inch.
Choosing the apparent inside diameter of the tube as the calibration distance was
causing a reduction in velocity profile magnitude. This was because refraction was
causing the tube diameter to appear larger than its actual dimension. As a result, the
relative distance that a particle traveled between consecutive image frames was a smaller
percentage of the numerical value assigned to the calibration distance. Because the
particle's motion accounted for a smaller percentage of the calibration distance value, an
illusion was created where the particles appeared to travel a lesser distance between
consecutive frames, thus the calculated particle velocity was less. An illustration of this
concept is provided in Figure 1 . 4.
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Figure 1.4- Effect ofRefraction on Calibration Procedures
A new calibration procedure (see Section 4.4.2) was devised that used a ruler to
provide the correct distance to pixel frame of reference. This ruler was placed at the
image plane elevation and was unaffected by any refractive phenomena. Using the new
calibration procedure, the velocity profile results were correct in magnitude but still
appeared wider than expected. This was because although the effects of refraction were
removed from the calibration procedure, they were not removed from the experiment
itself. The tube still appeared wider than expected, thus it follows that the velocity
profiles would as well.
Based on the work of others (Jan, 1 989), two improvements were made to the
experiment in an effort to eliminate this widening of the velocity profile. First, the tube
was submerged in index matching fluid. Second, index matching fluid was used as the
test fluid. A box (see Figure 5. 3) was constructed of acrylic (n = 1.49) that surrounded
the tube (n = 1.49). This box was filled with index matching fluid (n = 1.41) to submerge
the tube. In doing so, the tube's curved exterior surface no longer had any refractive
effects as the tube was viewed through the flat surface of the index matching fluid. The
new test solution was made by mixing the previously chosen fluorescent particles with
the index matching fluid that the tube was submerged in. Performing both of these
modifications made the resulting velocity profiles appear as expected regarding width.
1.1.3 Effect ofRefraction on Optical Glare
Although optical distortion due to refraction through a curved viewing surface was a
minimal issue with the three-generation experimentation, reflective glare caused by
refraction was a significant issue. This reflective glare was actually the result of the
difference in the indices of refraction between the test fluid and the three-generation lung
model material. In the PIV experiment the laser light passes from the model into the flow
media and then back into the model. Because of the differences between refractive
indices, the laser light is refracted at the boundaries between the two mediums causing an
overwhelming level of glare, at the medium boundaries, that hinders the PIV cross
correlation analysis by causing poor particle contrast. Gaining a better understanding of
the concept of index of refraction provided the ability to overcome this hindrance to the
analysis.
Although optical filters were used with marginal results to filter out the refracted
light, the most improvement was witnessed with the use of test fluid with an index of
refraction that matched that of the lung model. By matching the indices of refraction, the
two mediums shared the same optical properties and as a result, refraction was minimized
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and the refractive glare was all but eliminated. To illustrate the effects of matched
indices of refraction on the refractive glare, Figure 1. 5 and Figure 1. 6 have been
included for comparison. In each figure, the model material is silicone rubber (Sylgard
186, Dow Midland, Mi.) which has an index of refraction of 1.4140 0.0004. This
refractive index was measured using a refractometer. A refractometer measures the
refraction angle of the light passing though a small piece of the silicone material, with an
accuracy of 0.0004. In Figure 1 . 5, the flow medium is water which has an index of
refraction of approximately 1.33 (Serway, 1996). In Figure 1. 6, the flow medium is an
index matching fluid that has an index of refraction that is equivalent to that of the
silicone model. The glare is significantly reduced in Figure 1. 6, since the difference
between the indices of the test fluid and the medium is reduced from 0.08 to zero. The
remaining glare seen at the bifurcation in Figure 1 . 6 could be the result of a reflection
caused by the model geometry, build up of particles at the bifurcation or residual soil
build-up from repeated experimentation, but it was found to have negligible impact on
the outcome of the PIV analyses.
Another hindrance to the analysis was the presence of flaws imbedded in the
model that were the result of the manufacturing process, as seen in Figure 1.5. Shown to
the right and near the joint of the bifurcation are parallel and vertical marks. Considered
the result of a laser deposition process, these vertical marks mimic those that are inherent
to the male mold that was used in creating the internal flow passages of the lung model.
The flaws are only visible because they represent an uneven surface where refracted light
is scattered. Because each of the bifurcation joints contains the vertical manufacturing
marks, the photographic images lacked the contrast needed to provide enough particle
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displacement information to perform an adequate VisiFlow analysis. Fortunately, once
the alteration was made to utilize index matched test fluid as the flow medium, the model
flaws were all but eliminated, as seen by comparing Figure 1 . 5 and Figure 1 . 6.
Also shown in Figure 1. 5, is a flaw that appears as a long, narrow pale white
feature in the middle of the upper bifurcation passage. This flaw is believed to be the
result of a small crease containing air that is imbedded in the material. These air pockets
are absent in Figure 1 . 6 as a second silicone three-generation lung model that lacked this
type of manufacturing imperfection was used. It should be noted that all other features
that are present in the model used in Figure 1 . 5 are present in the model used for Figure
1. 6, therefore an effective "with index matching
fluid"
vs. "without index matching
fluid"
comparison was possible.
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Figure 1.5- Effects ofNon Index Matched Mediums (difference in indices is 0.08), Silicone
(n=1.4140), Water (n=1.33)
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Figure 1. 6 - Effects of Index Matched Mediums (difference in indices is zero), Silicon (n=1.4140),
Index Matching Fluid (n=1.4140)
1.1.4 Conclusion
Refraction played an important role in the PIV experimentation. It was found in the
experimentation with the simple inlet tube that refraction caused optical distortion that
hindered the calibration process. The reason the resulting fluid velocities were lower than
theoretically expected was because the object selected for the calibration procedure, the
inside diameter of the flow passage, appeared larger than its physical dimension. This
seemed logical because a larger diameter, with the same flowrate flowing through it,
would yield a lower flow velocity. A new calibration method, to be discussed in detail in
Section 4.4.2, eliminated the effects of refraction on the experiment with the use of the
ruler, rather than the clear acrylic tube's inside diameter, to indicate calibration points.
Using the new calibration method, the experimental velocity profile results compared
favorably with theoretically derived profiles regarding velocity magnitude. This
calibration procedure was later used in the three-generation experimentation as well.
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Using index matching test fluid and a submersion box ensured that the inlet tube velocity
profile results had the correct width.
One of the most important breakthroughs contributing to the success of the PIV
analysis of the three generation lung model was the use of index matched fluid as the
flow medium by matching the refractive indices of the model to that of the test fluid. The
penetrating laser light was minimally refracted at the boundaries between the model and
the flow medium, minimizing light scatter and glare. Once these optical hindrances were
eliminated, particle contrast was restored and VisiFlow analyses were much improved.
1.2 Parallax
During the process of determining why the PIV analysis flow velocities of the inlet tube
experiment were much less than that of the theoretically expected flow velocities, another
optical phenomena was discovered. This optical phenomenon had much less of an effect
on the PIV experiments than refraction did but still warranted investigation. The optical
phenomenon is known as parallax. To reach the conclusion that the effects of parallax on
the PIV experiments were negligible, it was first necessary to quantify the amount of
error that parallax introduced into the analyses. The following paragraphs provide a more
detailed description of parallax and the experiments that were employed to conclude that
parallax had a negligible effect on the comparison analysis between experimentally and
theoretically derived velocity profiles in the inlet tube experiment.
1.2.1 Theory
Parallax is a naturally occurring phenomenon in optical physics dealing with depth
perception and perceived distortion of the size and shape of objects. According to
American Heritage Dictionary,
2n College Edition, parallax is defined as the apparent
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change in direction of an object, caused by a change in observational position that
provides a new line of sight. Simply stated, the size and shape of an object and perceived
distance of an object can appear to change depending on the position of the observer.
This phenomenon provides humans the ability to perceive objects in three-dimensions
and develop hand-eye coordination allowing humans the ability to carry out many
ordinary functions such as walking and driving an automobile. Depth perception,
illustrated in Figure 1. 7, is an aspect of parallax that involves the perception of objects
closer as appearing much larger than objects that are farther away. It can be seen on the
left of Figure 1 . 7 that all three of the objects have the same cross sectional area, and as a
result their length and width are identical. The important difference in the three objects is
with respect to their height. Because of the difference in height between the three objects
of identical cross sectional area, they are perceived to have different cross sectional areas
as shown on the right of Figure 1 . 7. This change in the perceived dimensions of an
object was of utmost concern during the calibration procedure of the PIV
experimentation.
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Figure 1.7- The Effect ofParallax on Perceived Object Size
1.2.2 Effect of Parallax on Calibration Process
Since conventional camera lenses act similarly to the human eye, they are not excluded
from the effects of parallax. In fact, the effects of parallax become problematic if it is
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necessary to ascertain precision measurements of highly magnified objects with the use
of a conventional camera lens. The experimental procedure used for ascertaining velocity
profiles requires that a camera and magnification lens be used to monitor the motion of
particles with a diametrical measurement of 10 urn. When attempting to capture precise
particle movements, on such a minute scale, the effects of parallax on depth perception
become quite evident.
Prior to determining that refraction was the predominant cause of the discrepancies
between experimentally and theoretically derived velocity profiles, the effect that
parallax had on the calibration process was speculated and examined. To explore the
validity of this speculation, an experiment was conducted using a reticle feature of the
video capturing software program. The reticle feature of the video capture program
allows the analyst to conduct a series ofmeasurements on the PC monitor, within the PIV
photographic images (see Particle Tracking Procedure in Appendix A3 for Reticle use).
For the investigation of the effects ofparallax, the image being analyzed simply consisted
of the clear tube that was being used for the flow analysis and two identical rulers, placed
at different elevations relative to the camera lens. Since both rulers were identical,
measurements on one ruler should correspond numerically with similar measurements
taken from the second ruler. If the effects of parallax exist, it was speculated that the
measurements of the ruler placed at a distance farther from the camera lens, would yield a
slightly smaller measurement when compared to a similar measurement of the ruler
closer to the camera lens. Additionally, ifparallax did exist, the use of rulers would allow
for quantification of the effect ofparallax.
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The ruler, closest to the camera lens, was placed on top of the tube and
perpendicular to the tube's axial centerline. Since the PIV analysis was primarily
concerned with the axial centerline velocity of the flow passage, the second ruler was
placed at the camera's focal plane which corresponded to an elevation equivalent to the
axial centerline of the tube. Because the tube had a V2 in. outside diameter, the distance
between the two scales was the radius of the tube or 0.25 in. Next, measurements were
taken using the reticle feature of the video capturing software. Not knowing the error
involved with the selection process, several repetitive measurements were taken in an
effort to determine selection repeatability. The measurement selection procedure is
illustrated in Figure 1. 8.
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Figure 1.8- Parallax Effect on Calibration Process
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The first two measurement points, labeled one (1 ) and two (2) in Figure 1 . 8 were
the points selected to calibrate the image. The small rings represent the actual location
marker that the video capture software uses to indicate selected points within the image.
Once these two points were selected, the numerical value of 0.03 1 25 in. was assigned to
the distance between them. The value of 0.03125 in. was chosen because the
measurement scales were in graduations of 1/64 of an inch, or 0.0156 in., and the
calibration distance spanned two graduations. Once the image was calibrated, the reticle
feature of the video capture software could associate a certain number of pixels with a
specific distance. The next set of reticle points, points three (3) and four (4), represent the
first of three subsequent identical measurements. It can be seen by the placement of the
small rings, that points three and four quite accurately span two graduations of the
measurement scale. As speculated, the effects of parallax were present as the reticle
feature of the video capture program returned a distance value of 0.03022 in. To test the
error involved with repeatedly selecting presumably identical distances, the measurement
process was repeated two additional times between the two sets of points five (5) and six
(6), seven (7) and eight (8). All three of the measurements resulted in identical distance
values (to five significant digits) of 0.03022 in. As a result, the selection process was
considered acceptably accurate and the effects of parallax were verifiable as a 0.25 in.
difference in depth equates to approximately 0.00103 in. object size reduction. Since this
calibration distance is used by VisiFlow to determine distance traveled per unit time, this
error translates to a 0.6 % velocity measurement uncertainty for an offset distance of
0.25 in.
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1.2.3 Conclusion
Parallax is a naturally occurring phenomenon in which objects closer to a photographic
lens appear larger than their physical size. Through several experiments, the effects of
parallax on the calibration process were quantified. At an approximate difference in
height of 0.25 in. the effect of parallax on the perceived inside diameter is 0.00103 in.
which translates into a 0.6 % velocity measurement uncertainty. This is minimal
compared to the effect of refraction (overestimates diameter by 0.0625 in).
Accounting for the effects of parallax in the calibration procedure would overly
complicate the calibration procedure and introduce another avenue for error. As a result,
rather than account for parallax in the calibration process, a new procedure was
developed that allows the calibration measurement to occur at a distance from the camera
lens that is equivalent to the location of the flow passage's axial centerline. This process
is estimated to bring the calibration plane and the image planes within 0.03 inches and
therefore adding negligible error in measured velocity. In doing so, parallax no longer
plays an inhibitive role in the flow passage analysis.
1.3 Fluorescence
The phenomenon of fluorescence plays a critical role in the success of flow visualization
techniques such as PIV. Since the technique of PIV was employed to visualize and map
velocity profiles in various flow field configurations, it became imperative to develop a
thorough understanding of the fluorescence concept. Beginning with the conceptual
explanation of fluorescence and ending with the practical application of the concept, the
aspects of fluorescence were researched.
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1.3.1 Theory
The concept of fluorescence is founded on the principle of energy transfer. For a
substance to exhibit fluorescence it must absorb energy while simultaneously emitting
energy. This energy, primarily in the form of light energy, can be supplied either in the
form of pure light energy, as from a laser light source, or visible light energy as from the
sun or an artificial light source such as a light bulb.
One of the founding concepts of fluorescence is based on the wavelength of light.
The wavelength in which a substance absorbs light energy is termed its excitation (Ex)
wavelength. The wavelength in which a substance emits light energy is termed its
emission (Em) wavelength. For each fluorescent substance there exists wavelengths in
which the substance's maximum capability to absorb and emit energy is achieved. These
wavelengths are often referred to as the fluorescent excitation and emission maxima.
Because a fluorescent substance most often emits energy at longer wavelengths than
the wavelengths in which it absorbs energy, a shift exists between the excitation and
emission maxima. This shift is referred to as the Stokes' shift and is named after the
scientist to first coin the term fluorescence, Sir G. G. Stokes (1852). An illustration of
the concept of
Stokes'
shift is presented in Figure 1 . 9.
Not all fluorescent substances excite and emit at the same wavelength maxima. In
fact, there are hundreds of fluorescent dyes available for research purposes alone that can
be specially selected for either the desired emission wavelength, excitation wavelength or
a combination of both. These dyes are typically imparted to particles or even bacteria in
an effort to produce a traceable probe that will fluoresce when excited with a specially
selected light source. These probes enter a system, whose properties are to be studied,
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and provide a detailed explanation for many phenomena such as flow and absorption
patterns and the locations in which they occur. Care should be taken when selecting an
appropriate dye for the system's light source as fluorescent properties of dyes can be very
different once the dye is imparted to a particle. Once the dye has been applied to a
particle a shift can occur between the Ex/Em wavelength maxima of the dye and the
Ex/Em wavelength maxima of the dyed particle. The amount of this shift varies greatly
with the construction material of the particles. For example, a particle constructed from
polystyrene will exhibit less of a maxima shift than other materials. Often, this maxima
shift can only be determined by using highly specialized equipment to measure the new
Ex/Em maxima of the newly dyed particles. It is for this reason that it is often prudent to
order particles either from a knowledgeable and experienced custom manufacturer or a
stock item whose fluorescent properties have already been tested and documented.
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Figure 1.9- Fluorescence and Stokes' Shift Relationship
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1.3.2 Effect on Experimentation
The effects of fluorescence on the PIV experimentation are prevalent. The ability to
perceive the particles in the flow depends on fluorescence. If the fluorescence of the
particles is chosen carefully, such that the particles excite at the laser's wavelength, then
particle contrast will be optimized and the PIV analysis will be conducted with increased
accuracy. If the fluorescence of the particle is chosen haphazardly, the result will be poor
particle contrast and PIV analysis results falter. It is in PIV analysis where the previously
discussed concept of Stokes' shift plays an important role in the successful outcome of
the analysis results.
Since the Stokes' shift is the difference in spectral peaks of the fluorescent
substance, a large
stokes'
shift indicates that the peak emission wavelength of the
substance is much longer than its peak excitation wavelength. A large Stokes' shift is
desirable for PIV analysis because having a large Stokes' shift allows for the use of
optical filters to enhance particle contrast in the PIV images and ultimately improve the
accuracy of the PIV analysis results.
Optical filters are specially designed to allow certain wavelengths of light to pass
through them and block the transmission of others. Because laser light used to excite the
fluorescence substance can enter the PIV images and effectively reduce the image
contrast, optical filters are often employed to minimize the effects of the light source
emissions. In these instances the optical filters are chosen that block all wavelengths
below the emission wavelength of the fluorescent substance. As a result, only the light
emitted from the fluorescent substance enters the PIV images.
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It is important to note that the cut-off wavelength of an optical filter does not
occur at a precise wavelength location. Most optical filters have a transition zone,
between fully allowing light and fully blocking light, where only portions of light are
allowed through the filter. This is another reason why a large
Stokes'
shift is desirable. If
the
stokes'
shift is large, there is a higher probability that the emission wavelength of the
fluorescence will not fall within the transition zone of the cut-off filter and the image
contrast will be optimized. If the emission wavelength of the fluorescence falls in the
transition zone of the cut-off filter, the total possible light intensity will not be presented
to the PIV images and contrast will suffer.
Optical filters that block low wavelengths while permitting high wavelengths are
referred to as long pass filters. A long pass filter was employed in the PIV experiment
with very subtle effects. Figure 1. 10a and Figure 1. 10b depict PIV images of the
primary passage of the three-generation lung model without and with the use of an optical
filter, respectively. In each case water is the flow medium (non-index matched) and all
other PIV and camera settings are identical. To the inexperienced eye, there may appear
to be no distinguishable difference between the two images but, upon careful inspection,
it can be seen that the particles in the image on the right appear to be more prevalent and
well defined. Additionally, the bright bands that appear at the top and bottom edges of the
images are slightly less intense and narrower in the image on the right. The bands are due
to refractive glare at the model/water interface and are further reduced by index matching
fluids as discussed in Section 1.1.3. The optical filter did not block all glare within the
images. This is due to the fact that the laser emits light at two wavelengths, 51 1 nm and
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578 nm and the filter is more effective at blocking the lower laser wavelength than the
upper due to its cut-off curve.
It should be noted that although optical filters have many benefits they also have a
somewhat significant disadvantage, a reduced percentage of light transmission. All
optical filters block a certain percentage of desirable lighting. Even at the wavelengths
that the filter is designed to allow maximum transmission, values of 95% to 99%
transmittance are possible. This means that 1% to 5% of desirable lighting could be
blocked with the use of optical filters. As a result, it becomes prudent to choose optical
filters wisely and use them sparingly, especially in PIV experimentation where available
light is at a premium.
>U .UIJ'.LM ILJJ .;JW*S#jp/,,'i4H-J ' - 1, "
Figure 1.10- PIV Image Comparison - Images taken (a) without and (b) with an optical filter,
Three-Generation Lung Model, Primary Flow Passage, Water Test Fluid
1.3.3 Conclusion
Fluorescence is an optical phenomenon where light energy is transformed. A fluorescent
substance is one in which, when light energy is absorbed at a particular excitation
wavelength, it is emitted in a completely different emission wavelength, usually a longer
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wavelength. This emission of a longer wavelength indicates a loss of energy in the
transition.
Fluorescence played an important role in the PIV experimentation. The light that
the particles emitted enhanced their contrast in the PIV images. As a result, the PIV
analyses accuracy was improved. The particles were selected based on their excitation
wavelength and their emission wavelength. Ideally, the particles would have an excitation
wavelength that was equivalent to the emission wavelength of the light source. If the two
wavelengths matched, an optimal amount of emitted light energy from the particles could
result.
The difference between the particle's excitation wavelength spectrum and their
emission wavelength spectrum is known as the Stokes' shift. The presence of a large
Stokes'
shift allows the use of a long pass cut-off optical filter to eliminate the excitation
spectrum from the PIV imagery. In doing so, particle contrast was improved in the PIV
images by eliminating excessive light "noise". Care was taken when selecting an optical
filter because the benefit of reduced background "noise" may not overcome the issues
associated with lost available lighting due to the optical
filter'
s percent transmission
rating.
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Chapter 2
Particle Seeding
2.1 Introduction
Particle seeding refers to the selection and method by which the particles are introduced
into the PIV experiments. Although there are many aspects of seeding particles to be
considered, characteristics such as particle physics and particle imaging, are considered
to have the most influence on the PIV analyses.
Particle physics relates to the entrainment level of the seeding particles.
Entrainment is a word given to how closely a seeding particle follows the flow medium
streamlines. Deposition modes such as sedimentation, impaction and diffusion, are all
considered part of the particle physics realm and all describe the particle's tendency to
deviate from these streamlines and therefore can be a significant indicator of the expected
accuracy of the PIV analyses.
Particle imaging refers to all aspects of the seeding particles that contribute to the
ability to capture their presence in the flow medium photographically. Intuitively, if the
particles cannot be seen, their presence will go unnoticed. For this reason, particle aspects
such as diameter, fluorescence and quantity are very influential regarding the accuracy of
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the PIV analyses. The following paragraphs will attempt to describe in detail each of
these aspects of particle seeding.
2.2 Particle Physics
Particle physics is the study of how a particle reacts to physical forces such as buoyancy
and inertial forces. By understanding the physical laws under which particles move, a
better understanding is gained of how particles react under certain circumstances. As a
result, validity is brought to conclusions that are made regarding unexplained particle
motion phenomena within the PIV experimental results.
A significant portion of particle physics is revealed with the study of particle
deposition (Hinds, 1999; Reist, 1984). Deposition refers to the removal of the particles
from the flow medium by naturally occurring phenomena. There are three primary modes
of deposition, the first being sedimentation. Sedimentation deposition can be used to
show how gravity and buoyancy forces affect the motion of a particle. The second
primary deposition, impaction deposition, describes how the inertia of a particle moving
along a streamline in a flow field may react when it encounters an immovable object. The
third primary deposition, diffusion deposition, can be used to describe how particles of
very small diameter can become inadvertently removed from a flow field. These topics
and their pertinence to the PIV experiments will be described in detail in the following
paragraphs.
2.2.1 Sedimentation Deposition
The first primary mode of deposition that can be used to describe particle motion is
sedimentation. The presence of sedimentation deposition indicates that the particles are
either negatively or positively buoyant, meaning that they either exhibit the tendency to
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fall or rise in the medium. In either scenario, if a significant rising or settling occurs, the
perceived particle velocity will be less than that of the flow medium. As a result, the PIV
analyses will not be representative of the true flow phenomena within the flow field.
One method for determining the effect of sedimentation deposition on the PIV
analyses is to examine the sedimentation collection efficiency of the flow passage, nsed.
The sedimentation collection efficiency is a unitless characteristic that describes the
number of particles that will be "captured" by the flow passage because of settling.
Because the sedimentation collection efficiency is a function of both the x and y vector
components of the particle's velocity in the flow, prior to defining the sedimentation
collection efficiency, it is prudent to derive the equations for both components of the
particle's velocity.
Prior to deriving the velocity component of the particle it is necessary to examine
the forces acting on a buoyant particle that is suspended in a medium. There are three
primary forces acting on the buoyant particle in a direction parallel to the effect of
gravity. These three primary forces acting on the particle are illustrated in Figure 2. 1 .
?
Figure 2. 1 - Three Primary Forces Acting on a Moving Particle
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The first primary force acting on the particle is a drag force, Fd also known as
Stoke 's Drag. This force is the result of the friction of the flow medium moving past the
surface of the sphere. This drag force is represented in equation (2. 1).
Fd=-3-7r-fi-dp-unl (2.1)
Here, the quantity is negative because a drag force is a force that resists forward motion
of the particle. Also, //, represents the absolute viscosity of the flow medium, dp
represents the particle diameter and urd represents the velocity of the particle, relative to
the flow medium velocity, and is given by Equation (2. 2).
"/ = " " Kve (2- 2)
Here, u represents the velocity of the particle and Vave represents the average velocity of
the flow medium.
The second primary force acting on the particle is a buoyancy force, FBo . This
buoyancy force acts to lift the particle through the medium. This buoyancy force is given
by Equation (2. 3).
P,Bo=-Vp-g-Pf (2-3)
Here, Vp, represents the volume of a spherical particle, g represents gravitational
acceleration and pf represents the density of the medium. Again, as with the drag force
term, the quantity is negative because a buoyancy force is a force that resists forward
motion of the particle.
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The third primary force acting on the particle is the gravitational force, Fw . This
gravitational force attempts to pull the particle down through the medium. The
gravitational force is given by Equation (2. 4).
K = vP-i- PP (2- 4)
Here, all variables of the gravitational force are identical to those found in the buoyancy
force equation, Equation (2. 3), with exception to the density of the particle, p This
term is positive because it imparts motive force on the particle.
The all-inclusive force experienced by the sphere, F , is the summation of all
three primary forces and is given by Equation (2. 5).
du
F = Fd+FBo + Fw=m-
dt
(2.5)
Because the force balance equations are in vector form, the particle velocity, with
respect to both the vertical and the horizontal directions, can be derived. An illustration of
the x and y components of the particle velocity is provided in Figure 2. 2.
Y
X g
Figure 2. 2 - Particle Velocity VectorComponents
By substituting equations (2. 1), (2. 2), (2. 3) and (2. 4) into equation (2. 5) and
separating the vector quantities into their respective x-components and y-components, the
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following relationship for x-component particle force balance, Equation (2. 6), can be
ascertained.
du
m
dt
*- = [-3-x-M.dp.(u-x-VaJ]+[Vp-gx-(pp-Pf)} (2.6)
Since there is no acceleration due to gravity in the x-component direction,
Equation (2. 6) is reduced to the form shown in Equation (2. 7).
dUf=[-3-x-p-dp\u,-Vmi,)\m dt (2.7)
Collecting like terms and simplifying the following integral equation, Equation (2. 8), is
ascertained:
- /
I du.J l-x-V-dp-K,-*,) ',, (2.8)
where uxf represents the final x-component of the particle velocity, ux, represents the
initial x-direction component of the particle velocity, tf represents the final time and tt
represents the initial time.
Upon integrating and collecting like terms the above equation becomes the final
form of the x-component particle velocity as illustrated in Equation (2. 9).
Uxf = Vavex
- (L, ~ Ux, ) exp
-(tf-t,).(l>.n.p-dp)
m
(2.9)
A similar process can be employed to derive the y-component velocity of the
particle. The primary equation, given in Equation (2. 10).
du.
m-^
= [-3-7C-M-dp-(uy-Vmy)]+[vp-gy-(pp-pf)] (2. 10)
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Here, there is no y-component flow velocity as the flow is perpendicular to the Y-
direction due to the fully developed flow assumption. As a result, Fuve = 0 . Accounting
for this characteristic and collecting like terms the above equation is equivalent to
Equation (2. 11):
dUy K-gy-(Pp-pf)l -m
u. (2.11)3-n p-dp dt 3-7i p-dp
Collecting like terms and simplifying the following integral equation, Equation (2.
12), is derived:
I
du.
Vp-gy-(Pp-pf)
3 n p dp
I- dt
m
3-n- p-dp
(2. 12)
Upon integrating once more and collecting like terms the above equation becomes
the final form of the y-component particle velocity, Equation (2. 13):
uy< =
vP-g\pP-pf) (Vp-g-(pp-pf)
3-n-p-d 3-n-p-d,
exp
f-{tl-t,).(3^-p.dp)
m
(2. 13)
It can be proven that when the particle is released it does exhibit some rapid
acceleration in the y-direction but quickly reaches a terminal velocity where it is no
longer accelerating. Once the particle reaches this point its y-component velocity is
constant and therefore is no longer a function of time.
With the successful completion of the derivation of the x and y velocity
components of particle motion, the collection efficiency of the particle can be examined.
Sedimentation collection efficiency is a measure for determining the likeliness that a
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particle will be captured within a flow passage and is a function of both the residence
time of the particle and the settling time of the particle.
The residence time, Tr, is the time that the particle remains in the flow passage
and is a ratio of the length of the flow passage, Lp, to the average velocity of the flow
within the passage, Vme, and is given by Equation (2. 14).
Tr=^~ (2.14)
ave
Settling time, Ts, refers to the time that it takes for the particle to travel to the
lower boundary of the passage from its current position. Settling time is the ratio of the
diameter of the flow passage, df, to the settling velocity of the particle, uy, and is given by
Equation (2. 15).
T.=
(2.15)
Sedimentation collection efficiency, nsed, is proportional to the ratio of Tr and Ts
as illustrated in Equation (2. 16)
Tr
7ied Kdr (2.16)
A sedimentation collection efficiency of 1 indicates that the particle is captured
within the flow passage and is therefore not precisely entrained in the flow and does not
particularly portray the flow field phenomena. Because the sedimentation collection
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efficiency is a function of experimental parameters such as passage length, diameter and
particle density, in all cases, a value much less than 1 indicates that a particle can be
considered fully entrained in the flow.
2.2.2 Impaction Deposition
The second primary mode of deposition that can be used to describe particle motion is
impaction deposition. The result of an imbalance in resistive forces, impaction occurs
when the inertia of a particle overcomes its tendency to maintain its current streamline
when traversing a curvilinear streamline. Impaction is of particular concern when the
particle is more dense than the flow medium. If the particle is denser than the flow
medium, it will exhibit a higher tendency to leave its current streamline. This is due in
part to the fact that the flow medium has less inertia and can successfully navigate the
corner but the particle, exhibiting a higher inertia, cannot and leaves its current
streamline.
Impaction deposition is based on curvilinear dynamics and the forces involved
with holding a particle in a particular trajectory while progressing along a curved path. A
ball being twirled in a circle on the end of a string exhibits curvilinear motion. The inertia
of the ball attempts to keep the ball moving in a straight line while the tension in the
string holds the ball in a circular trajectory. If the string were to break, a force imbalance
would occur where the force attempting to hold the ball in a circular trajectory is
suddenly removed. As a result the ball would continue on the straight line trajectory it
maintained at the moment the string broke.
Analogous to a ball on the end of a sting, a particle progressing along a streamline
will deviate from that curvilinear trajectory if a force imbalance occurs. The particle
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would then leave its streamline and impact on the surface of the flow passage it was
attempting to navigate. The only way that a force imbalance could occur is if the
particle's inertial force exceeds the fluid resistive force. This relationship is illustrated in
Figure 2. 3. Here Va, is the transverse velocity of the particle traversing the curvilinear
path and ar is the radial acceleration of the particle, given by Equations (2. 17) and (2.
1 8), respectively.
Figure 2. 3 - CurvilinearMotion and Force Balance
Va=co-R
a=o2-R
(2.17)
(2. 18)
Here co represents the particle angular velocity and R represents the radial distance from
the particle's position to the center of the curved trajectory path.
The balanced forces that are involved with holding the particle on its current
trajectory are the radial acceleration force, Fr , and the fluid resistive force, FR . As
illustrated in Figure 2. 3, the radial acceleration force attempts to dislodge the particle
from its current trajectory and the fluid resistive force attempts to hold the particle on its
current trajectory. The fluid resistive force is analogous to the Stoke's drag force that was
given Equation (2. 1) and is also given as the following Equation (2. 19).
FR=3-n-p-dp-Vr (2.i9)
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The only difference between this equation and the one presented (2. 1) is the presence of
Vr rather than urei. Here, Vr represents the radial velocity which is roughly equivalent to
the flow field velocity as will be demonstrated later. The radial inertia force is given by
the following equation, Equation (2. 20).
Fr -m-ar =
mco2R (2.20)
In this equation m represents the particle mass.
Examining the force balance required to hold the particle on a curvilinear
streamline will provide insight regarding the amount of impaction deposition that can be
expected under any experimental conditions. For the particle to remain on its current
trajectory, the fluid resistive and radial acceleration forces must be equivalent. As a
result, the following force balance equation, Equation (2. 21) can be derived.
Fr = FR or
m-co2
-R = 3-n-p- dp -Vr (2.21)
Realizing that the particle mass is given by the following equation, Equation (2.
22),
m =T Pp ' dP (2- 22)
o
the radial velocity of the particle, as it leaves its current trajectory, can be ascertained by
solving Equation (2. 21) for Vr, and is given by Equation (2. 23).
pn -d
'
R-co
V= (2.23)
IS-p
An important characteristic of particle dynamics, the relaxation time, is imbedded
in this solution. The relaxation time, r, is the characteristic of particle dynamics that
describes the time it takes for a particle to become entrained once it is released into a
flowing medium. The relationship for relaxation time is given by Equation (2. 24).
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r = l.ft
18 // ^
(2. 24)
By substituting the relaxation equation (2. 24), and the fact that co is equivalent to
Va divided by R, into Equation (2. 23), the radial velocity can be rewritten in the form of
Equation (2. 25).
V
l
R
(2.25)
It is important to note that the angular velocity, V^ is approximately equivalent to
the average velocity of the flow field. As a result, since all of the parameters within the
radial velocity equation are known, a value for the radial velocity for the PIV
experiments can be ascertained, given a known radius of curvature, R, for a given
bifurcation (see Figure 2. 4).
5.6 mm
Figure 2. 4 - Particle Trajectory
Knowing Vr allows the calculation of 8, the distance the particle deviates from its
current path once it does enter a bifurcation region of the flow field. The deviation
distance, 8, is easily derived from a few simple relationships that result from the
dynamics of a particle on a curvilinear trajectory as shown in Figure 2. 5.
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5.6 mm
Figure 2. 5 - Deviation Distance Geometry
As a particle moves along its curvilinear path an angle is formed between the
particle's current position and some horizontal datum, for instance the horizontal axis of
the center of the curvature radius. This angle, </>, changes with time, t, and is a function of
the particle's angular velocity Vm, and the radius of curvature, R. As time increases the
angle increases. The change in <f> with respect to time is illustrated in Equation (2. 26).
d = K
dt R
(2. 26)
Additionally, the deviation distance, 8, also is a function of time, the particle's
radial velocity and the angle <f>. This relationship is illustrated in Equation (2. 27).
d8 = Vr- sin <f) dt (2. 27)
Combining Equations (2. 26) and (2. 27) using the chain rule, substitution and the
relationship described in equation (2. 25), a unique relationship can be established as
shown in Equation (2. 28).
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dS dt Pp-dp2-Vj . , R
sin^- (2.28)dt dip IS-p-R Vm
By simplifying equation (2. 28) and simplifying where appropriate and collecting
like terms, the following integral equation, Equation (2. 29), can be established.
\ds=\p>\d;uK-^-dt
o o
io- p
2
V<o . , ,,
(2. 29)
Integrating equation (2. 29) and substituting in the relationship presented by
equation (2. 24), the final representation of the deviation distance for a particle in the
three-generation lung model is illustrated by Equation (2. 30).
S = T'Ko Jsin^-cty (2.30)
o
Often, the impaction characteristics of a flow obstruction are quantified with a
characteristic known as Stokes number, Stk. The Stokes number is a dimensionless
parameter that is represented by Equation (2. 31).
^ ~
d (2. 31)af
Analogous to sedimentation efficiency, a Stokes number much less than 1 indicates a
good entrainment.
2.2.3 Diffusion Deposition
The third primary mode of deposition that can be used to describe particle motion is
diffusion. Diffusion is the motion of particles due to molecular bombardment and, unlike
the other two primary modes of deposition, has no particular dependency on particle
density. Diffusion is primarily important for very small particles which have a diameter
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less than 0. 1 urn. Smaller particles are more influenced by molecular bombardment due
to their small mass relative to the mass of the molecules. Particles larger than 3 urn have
negligible diffusion deposition efficiencies.
2.3 Particle Entrainment
The PIV experimental technique is used to examine specific flow phenomena within a
flow medium. Particles are used as probes or markers that indicate where certain flow
phenomena are occurring. For the PIV analysis results to be accurate the particle must
follow the flow phenomena precisely and this cannot occur if the particles do not exhibit
full entrainment. Quantification of entrainment is possible by examining the effects of
buoyancy, inertia and diffusion. The following paragraphs will describe the quantification
process and their results.
2.3.1 Effect ofBuoyancy
To quantify the effect of buoyancy on particle motion, an experimental scenario was
developed that first examined the sedimentation collection efficiency (nSed) of a system
and then the rise distance of a system. It was important to quantify the sedimentation
collection efficiency to determine if the positively buoyant particles would deviate far
enough from their streamlines, in the inlet tube and three-generation model experiments,
to result in inaccurate PIV analyses. Additionally, by examining the rise time of the
particles in these two experiments, insight was gained as to how far a particle would rise
during the time it passes through the three-generation lung model.
In this scenario a 1 0 um diameter particle, having a density of 1 .05 gm/cm , was
released from rest at the image plane at a location of 2.8 mm (axial centerline). The flow
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medium, having a density of 1.495 0.018 gm/cm3and an absolute viscosity of 2
centipoise, was flowing at an average velocity of 0.093 m/s. The length of the flow
passage was 50 mm. Using Equation (2. 14) to calculate the residence time of the
particle, it can be seen that the particle remains in the 50 mm long passages for 0.539 sec.
Using Equation (2. 15) and Equation (2. 13) to calculate the settling time of the particle,
it can be seen that the particle takes 236 seconds to rise through the flowmedia to the top
surface of the 5.6 mm flow passage. Using the residence time and the settling velocity
and Equation (2. 16), the sedimentation collection efficiency is calculated as 2E-3, which
is much less than 1 . This indicates that it is not likely that the particle will contact the
upper passage wall, during its 0.539 sec stay in the 50 mm long pipe.
The parameters of this experiment were chosen to represent an extreme scenario
derived from the actual three-generation lung model experiment. The tube length of 50
mm was chosen to represent approximately the entire length of the three-generation lung
model as opposed to just the primary flow passage. To represent a real-life scenario, the
tube length would be 12 mm long. This distance represents the true length of the 5.6 mm
diameter flow passage of the three-generation lung model. Given a flow passage length of
12 mm, the residence time would be much less than that which was previously calculated
for the 50 mm long passage (0.539 sec). As a result, the collection efficiency in the real-
life experiment would be even less then that of the extreme scenario, and was calculated
as 6E-4.
To further impress the negligible impact that positive buoyancy has on the three-
generation lung model experiment, the rise distance of a particle was examined. The rise
distance, Dr, is simply the distance the particle will rise in the flow media based on the
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vertical velocity component of the particle motion, uy, and the residence time, Tr. The rise
distance ofa particle is given by Equation (2. 32)
Dr=Tr- uy (2. 32)
Given the previously calculated residence time of 0.539 seconds and the
previously calculated settling velocity of 1 .2E-5 m/s, the actual rise distance is easily
calculated using Equation (2. 32) as 6.38E-6 m during the time the particle is in the
model. The actual three-generation experiment rise distance in the 12 mm passage would
be 1 .53E-6 m or less than one-sixth of the diameter of one particle. The rise distance
between two consecutive frames, separated by 0.0005 sec would be 6E-9 m. These
distances are considered negligible and therefore the particle deposition due to
sedimentation was assumed to have negligible effect on particle entrainment.
2.3.2 Effect of Inertia
For the PIV experiments, particularly regarding the three-generation lung model, the
worst case scenario of the effect of inertia is represented with average flow velocity, for
the 5.6 mm diameter primary flow passage at a flow rate of 0.137 lit/min, of 0.093 m/s.
For the primary flow passage of the three-generation lung model, with a radius of
curvature of approximately 1 mm at the inside bifurcation wall, the radial velocity of a 10
urn particle in the given test fluid, using Equation (2. 25), is approximately 2.4E-5 m/s or
approximately 0.026% of the average flow medium velocity. Because the three-
generation lung model was modeled after typically accepted lung morphology (Weibel,
1963), all daughter passages of the three-generation lung model form a thirty-five degree
angle with the parent passage. As a result, thirty-five degrees was used to perform this
calculation.
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Using Equation (2. 30), since z*Vw is representative of a particle's stopping
distance, the deviation distance for a particle in the PIV experiments is approximately
0.18 times the stopping distance of the particle or approximately equivalent to 4.8E-8 m.
This distance represents 0.48% of the diameter of a single 10 urn diameter particle. As a
result, the amount of deviation that was experienced during the PIV experiments was
considered negligible and therefore the effects of impaction were considered negligible.
Given the deviation distance that was previously calculated, 4.8E-8 m, and the
fact that the primary flow passage of the three-generation lung model is 5.6 mm in
diameter, the Stokes number associated with the primary passage of the three-generation
lung model is 8.5E-6. Again, this number is much less than one, which is the maximum
value that the Stokes number can achieve. As a result, further evidence is provided that
the impaction mode ofdeposition is negligible.
In summary, the impaction mode of deposition was considered negligible for the
three-generation lung model PIV experiment. This conclusion was based on the evidence
presented by the calculations for radial velocity, Vr, the deviation distance, 5, and the
Stokes number. Careful calculations revealed that the values for these parameters were
2.4E-5 m/s, 4.8E-8 m and 8.5E-6, respectively.
2.3.3 Effect ofDiffusion
The particles that were used in the PIV experiments were 10 urn, 2 orders ofmagnitude
larger than a diffusion range particle, the diffusion of the particles from the flow medium
was considered negligible and therefore not considered to have a substantial affect on the
entrainment of the particles within the flow.
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2.3.4 Particle Entrainment Summary
A study regarding particle physics was conducted that proved that the particles could be
considered fully entrained in the flow. This study involved examining the effects of
sedimentation deposition by quantifying the sedimentation collection efficiency and the
effects of impaction deposition by quantifying the deviation distance of a particle
traversing a curvilinear streamline. Diffusion was not considered since the particles were
not in the diffusion regime.
To prove that sedimentation deposition was minimal a study was conducted that
examined the two-dimensional velocity components of particle motion and their
relationship to residence and settling time. For the PIV experiments, the sedimentation
collection efficiency was 6E-4. This value was considered much less than one and
therefore the effect of sedimentation on particle entrainment was negligible and the
particles were considered fully entrained in the flow.
To prove that impaction deposition was minimal a study was conducted that
examined the deviation distance of a particle as it follows a curvilinear trajectory. For the
PIV experiments, the Stokes number was a mere 8.5E-6. This was considered much less
than one and therefore the effects of impaction deposition on particle entrainment were
considered negligible.
The values for a particle traveling in three-generation lung morphology, at the
typical experimental parameters of an average velocity of 0.093 m/s, are provided in
Table 4. 1. The extensive study proved that the particles in the PIV experiments did not
exhibit a significant amount of any of the three primary forms of deposition and therefore
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exhibited a sufficient level of entrainment for the PIV analysis results to be considered
representative of the true flow phenomenawithin the flowmedium.
Table 4. 1 - Experimental Values for Three-Generation Lung Model Geometry
Characteristic Symbol Value
Residence Time (12 mm passage) Tr 0.129 sec
Rise Distance (12 mm passage) Dr 1.53E-6m
Sedimentation Collection Efficiency t]sed 6E-4
Relaxation Time T 2.8E-6 sec
Rising Time Ts 473 sec
Stopping Distance T*Vm 2.67E-7 m
Radial Velocity Vr 2.4E-5 m/s
Deviation Distance (<fi =35) 8 4.8E-8 m
Stokes Number Stk 8.5E-6
2.4 Particle Imaging
Particle imaging refers to the aspect of the PIV experimental technique where photos are
taken of the seeding particles that are within the flow field. The accuracy of the cross
correlation analysis depends significantly on the ability of the particles to "stand
out"
from the flow field background. The more the particles "stand out"the more accurate the
cross correlation analysis results will be. A quantitative measure for this ability for the
particles to "stand out"is referred to asparticle contrast.
Particle contrast depends on many factors. These factors include the particle
diameter, the fluorescent characteristics of the particle, the Image Particle Density (IPD)
and method by which the particles are introduced into the flow field population. Each of
these factors and their effect on the PIV experiments will be described in detail in the
following paragraphs.
45
2.4.1 Particle Diameter
Because the PIV experiments rely heavily on the ability to capture the motion of small
moving objects at high speeds, the choice for the particle diameter is very important. If
the particles are too large in diameter they will not maintain the proper resolution to
adequately reveal the most subtle flow phenomena. If the particles are too small
(dp<=\[im), they will not emit enough light energy to provide the level of particle
contrast that is necessary for accurate cross correlation analyses. Additionally, due to the
cost associated with procuring particles of this nature, if the particle diameter is too small,
it would be necessary to purchase an excessive amount of particles to satisfy the
minimum required Image Particle Density (IPD). IPD will be discussed in more detail in
Section 2.4.3.1. It was found that for these reasons, a 10 urn diameter particle was the
best choice for the PIV experiments. For perspective, the largest flow diameter of the
three-generation lung model is 5.6 mm and it would take 560 of these lOum diameter
particles, stacked against each other, to span the width of the flow passage.
2.4.2 Particle Fluorescence
Laser Induced Fluorescence (LIF) is an analysis technique used quite frequently in PIV
experiments. To effectively utilize the LIF technique, all components of the PIV system
must work in conjunction to create the optimal light intensity for the cross correlation
analysis. The particle fluorescence is the common tie between the remainder of the PIV
system and the accuracy of the cross correlation analysis. Because the particles exhibit
fluorescence, they become excited at one wavelength, called the excitation maxima, and
emit in another wavelength, the emission maxima. These two maxima must correspond to
not only the illumination equipment but also the optical filtering equipment to provide the
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optimal particle contrast for the cross correlation analysis (See Section 1.3 for further
details on fluorescence).
Although several factors influenced the selection of fluorescent particles for the
PIV experiments, the primary factor was the laser illumination source. The laser
illumination source emits light energy at both a primary and secondary wavelength with
an intensity ratio of 2:1, respectively. The laser primary emission wavelength occurs at
511 nm and the secondary emission wavelength occurs at 578 nm. To have proper
excitation and yet still provide enough particle contrast, the particles needed to have an
excitation maxima near to the laser's primary output wavelength but an emission maxima
higher on the visible spectrum than the laser's secondary emission wavelength. This
would allow the use of a long-pass blocking optical filter that would prevent the light
from the laser from detrimentally reducing particle contrast in the PIV images but still
allow the light from particles to be seen in the PIV images. This would dictate that the
fluorescence used to dye the particles must exhibit a Stokes' shift of at least 67 nm,
which is the wavelength differential between the laser's primary and secondary emission
maxima. Because optical filters are available in more configurations than the fluorescent
particles, the particles were selected first and then an optical filter was purchased based
on the characteristics of the particles.
The particles chosen for the experiment were purchased from Duke Scientific,
Inc. under part number 36-3. These particles were 10 um, monodispersed and exhibited
an excitation maxima of 542 nm and an emission maxima of 612 nm. These particles
were selected, primarily based on their ability to work in conjunction with the laser
illumination source.
47
Since the excitation maxima of the particles was 542 nm and the primary
emission wavelength of the laser was 5 1 1 nm, only a percentage of the
particles'
maximum fluorescence was possible. This means that the particles would not reach their
potential brightness.
To determine an approximate percentage of brightness that could be expected
from these particles, fluorescent spectrum plot information was obtained from the
manufacturer. By drawing a horizontal line in the particle's fluorescence spectrum plot,
from the point of intersection between the laser emission and the particle excitation
spectrum, to intersect with the particle's emission spectrum, the approximate
corresponding particle emission wavelength can be determined. An approximation of the
fluorescent spectrum plot, and this process for determining the particles'corresponding
emission wavelength is provided, in Figure 2. 6. It was determined that the approximate
corresponding emission wavelength of the particles was 580 nm to 590 nm, which
correlated to approximately 74% of its maximum relative luminescence potential.
Additionally, the
Stokes'
shift of the fluorescent particles that were used for the
PIV experiments was 70 nm, which satisfies the minimum required
Stokes'
shift of 67
nm. Having a
Stokes'
shift in excess of 67 nm allowed the selection of a long-pass
blocking optical filter that would block the majority of light below 5 1 1 nm.
2.4.3 Particle Solution
The particle solution is just as influential in determining the accuracy of the PIV analysis
as the particles alone. For the cross correlation analysis to have enough particle
information to provide accurate results, the proper number ofparticles per image, referred
to as Image Particle Density, must be achieved. Additionally, if the particle solution is
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not properly mixed, the particles will agglomerate forming large clumps of particles
throughout the flow field. As a result, the particles will not exhibit uniform behavior in
the flow, which can result in the loss of cross correlation analysis accuracy. The
following paragraphs describe these two aspects of the particle solution used in the PIV
experiments.
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Figure 2. 6 - Approximation of Fluorescence Spectrum
Image Particle Density
The number ofparticles within the PIV images, or the Image Particle Density (IPD), was
very important to consider. Although the possibility exists that a maximum IPD could be
reached, in general, there can never be too many particles in the PIV images. A more
deleterious scenario involved too few particles within the PIV images. The lack of
particles in the PIV images precluded an effective cross correlation analysis. The cross
49
correlation analysis relied on abundant particle displacement information to be accurate.
The lack of IPD will not divulge the true flow characteristics to the cross correlation
analysis. When particles are widely spaced apart there is no accurate method for
determining the flow characteristics between them other than interpolation. So when the
particles are closely spaced, these flow characteristics are revealed and the cross
correlation analysis becomes much more accurate.
Calculating the correct mixing ratio of particles and test fluid to ensure an optimal
IPD is easily accomplished by utilizing the following equations. First, the IPD must be
calculated and is given by Equation (2. 33)
1FU ~
^ (2. 33)
5max
Where, RH and Ry represent respectively, the horizontal and vertical image resolution,
each in units of number of pixels, Psmax represents the maximum particle separation, in
units of square pixels per particle, and IPD has units particles per square pixel.
Once the IPD has been calculated for the system, the desired ratio of particles to
test solution to achieve the calculated IPD, Rps can be calculated. This ratio is given by
Equation (2. 34)
R =
IPD
p* A . (2.34)A -t
-FOV lLS
Where, Apov refers to the square area of the image field of view, tLs refers to the thickness
of the light sheet, and Rps has units ofparticles per mm .
Next, the minimum number of particles that are necessary to achieve the
minimum IPD, P, can be calculated using Equation (2. 35)
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Pn = Rps ' VTF (2. 35)
Where, VTf represents the volume of the test fluid.
Lastly, the minimum number of dry particles that are needed to achieve the
optimal IPD is given by Equation (2. 36)
MP=Pp-Vp-P (2.36)
Where, pp represents the particle density and Vp represents the volume of a single
spherical particle. Vp\s given by Equation (2. 37).
K,=f..
v2,
(2.37)
Using Equations (2. 33) though (2. 37), the minimum number of dry particles
needed to achieve the optimal IPD was calculated. First it was necessary to obtain the
dimensions of the image resolution (RH and Rv). The image resolution dimensions are a
function of the selected photographic record rate for the experiment. Once the record rate
is specified in the Redlake MotionScope software program, the image resolution is
automatically calculated by the software. Since the typical record rate used for the
experiments was 500 fps, the corresponding image resolution dimensions were 320 x 280
square pixels (Rh = 320pixels, Ry= 280 pixels).
Second, it was necessary to consider the maximum desired particle separation to
ensure good particle contrast in the PIV images. It was suggested by the experts at
Oxford Lasers, Inc. that there is no clear maximum particle separation that will provide
an optimal IPD. The suggested technique was to start with a low IPD and gradually
increase the particle count until the PIV results were adequate. As a target, Oxford
Lasers, Inc. suggested achieving a maximum particle separation of 10 square pixels.
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Through extensive experimentation, the optimal particle separation was found to be
approximately 2 to 5 square pixels. Using image resolution dimensions (RH = 320 pixels,
Ry = 280 pixels), a maximum particle separation of 2 square pixels (Psmax = 2 square
pixels per particle) and Equation (2. 33), the minimum IPD was calculated as 22,400
particles per square pixel.
Third, it was necessary to determine the number of particles necessary, per
volume of the test fluid, to obtain the minimum IPD. This ratio as given by Equation (2.
34) is a function of the area of the image field of view (AFOy). The area field of view is
dependent on the level ofmagnification of the image and is easily determined if an object
of known size fills the image field of view. For example; typical magnification levels
during experiments conducted on the primary flow passage of the three-generation lung
model required that the flow passage, oriented horizontally in the images, fill the entire
image. Since the primary flow passage measures 5.6 mm and it spans the vertical height
of the image, it can be concluded that the vertical dimension of the image field ofview is
5.6 mm. The image area can be calculated from this dimension by first determining the
width of the image and multiplying the two dimensions together. The width of the image
is simply the height of the image multiplied by the aspect ratio of the image, which in this
case, at an image resolution of 320 x 280 square pixels, is 1.14. Given this aspect ratio
and the vertical image dimension of 5.6 mm, the calculated image width is 6.4 mm and
the area of the image field of view is 35.84 mm2. Since the thickness of the light sheet is
known to be 1mm and the image field of view was calculated to be 35.84 mm , the
minimum mixing ratio, Rps, as given by Equation (2. 34), is calculated as 625 particles/
mm .
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Fourth, the minimum number of particles, based on the known test fluid volume,
can be calculated using Equation (2. 35). If the volume of the test fluid, VTF is known to
be 700 ml, which is equivalent to 700000 mm3, and the mixing ratio was previously
calculated to be 625 particles/mm3, the minimum number of particles, as given by
Equation (2. 35), is 4.375E8.
Lastly, since the volume of a 10 urn diameter particle, as given by Equation (2.
37), is 5.24E-13 cm and the density of the polystyrene particles is 1.05 gm/cm3, the
minimum mass of particles necessary to provide the optimal IPD, as given by Equation
(2. 36), is 0.241 grams.
For the three-generation lung model, an extreme scenario existed where the image
height could be equivalent to the smallest flow passage, 3.6 mm. Repeating the
calculations for this scenario, the total particle mass to maintain the appropriate IPD
when 700 ml of test fluid is used was approximately 1/2 of a gram. In general, it was
found that adjusting the magnification of the camera such that the flow passage filled the
screen was impractical. As a result, the image height of the object of interest was much
smaller than the full image height. In this scenario, fewer particles would be necessary
than the extreme scenario of 1/2 grams. Based on these calculations, for 700 ml of test
fluid, approximately 1/3 of a gram of particles were needed to provide a sufficient IPD
for the image area.
In summary, an appropriate IPD was essential to the PIV experiments. Without
the proper amount of particles present in the PIV imagery, the cross correlation analysis
lacked the information needed to make a good quality and accurate velocity vector
matrix. By maintaining a maximum particle separation of 2 square pixels, the ability to
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achieve accurate PIV results was greatly improved. A simple calculation was all that was
necessary to ensure that the correct numbers ofparticles were present in the PIV imagery.
2.4.3.2 Particle Solution Mixing
The mixing of the particles required special attention. To ensure that the particles were all
equally dispersed throughout the fluid and were not agglomerated required a simple
technique that was proven effective. Similar to the manner in which a pharmacist might
use a mortar and pestle to concoct a therapeutic paste, distributing the particles into the
test fluid was accomplished with a tapping or grinding motion of the particles in a dish
with only a few drops of the test fluid. It was found that by only using a slight amount of
test fluid at this phase, the particles were much more evenly distributed throughout the
test fluid. Once the particles were evenly distributed in the few drops of test fluid, the
newly created solution was easily introduced into the reservoir filled with the clean test
fluid. At that stage, simple mixing with a plastic utensil or stirring rod completed the
distribution of the particles throughout the test fluid. During the experiments, especially
after long periods, it was prudent to intermittently stir the solution in the reservoir to
ensure even distribution. This intermittent stirring process was necessary as the particles
were not precisely neutrally buoyant.
2.4.4 Particle Imaging Summary
To satisfy all the particle requirements including particle entrainment and particle
imaging, the particles used for the PIV experiments were purchased from Duke
Scientific. Duke Scientific part number 36-3 designates a 10 urn, monodispersed particle
that is constructed from polystyrene and exhibits fluorescent characteristics, such as an
excitation maxima of 542 nm and an emission maxima of 612 nm, that work well with
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the existing PIV system. These particles are purchase by weight in 1 gram quantities.
Because the particles are monodispersed, each 10 um particle diameter is identical within
a small standard deviation. The particle density, due to being constructed from
polystyrene, is 1 .05 gm/cm3. This density is nearly 30% less than that of the test fluid
used for the experiments, however particle rise distance occurring during the time lapse
between two consecutive images was negligible. The diameter of the particles is such that
the proper balance between the ability to follow small flow phenomena and light intensity
is achieved. The fluorescence of the particles was such that they provided good particle
image contrast by working in conjunction with the existing illumination source and
optical filter.
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Chapter 3
Particle Image Velocimetry Equipment
3.1 Introduction and Overview
The PIV technique of flow analysis involves using a light source to illuminate a flow
field. Once the flow field is illuminated, digital photography captures the flow
characteristics within the flow field. These images are then subjected to a mathematical
cross correlation analysis that constructs a velocity vector matrix of the flow field. The
resulting vector matrix can be harvested to ascertain only the pertinent information of the
flow geometry being analyzed. To be able to accurately perform the PIV analysis
technique several pieces of specialized equipment are necessary including illumination,
imaging, computational equipment and flow measurement equipment. This chapter will
describe, in detail, each piece of equipment that was necessary to perform PIV
experiments.
3.2 Illumination Equipment
The primary component of the PIV experimental set-up is the light source. To illuminate
the flow field an Oxford Lasers, Ltd. Model LS20-10 laser was used. This model is a
Class IV, copper vapor laser that is capable of up to 20 watts of power output at a
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pulsation frequency of 10 kHz. Because the laser is considered a Class IV laser, special
safety precautions were necessary as per ANSI Standard Z136.1. An illustration of the
laser used for conducting PIV experiments is provided in Figure 3.1.
Figure 3. 1 -Oxford Lasers, Inc. - Model LS20-10 CopperVapor Laser
The acronym LASER stands for Light Amplification by Stimulated Emission of
Radiation. In typical laser operation, radiation is emitted when atoms, which are
stimulated to higher energy states, return to their ground state of energy. This radiation
emission is in the form of proton energy or light energy. The stimulation of the atoms is
controlled such that, prior to returning to their ground energy state, the atoms
momentarily pause at an intermediate energy state. At this intermediate energy state, the
atoms emit intense electromagnetic radiation at specific wavelengths on the visible
spectrum of colors.
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A copper vapor laser contains a refractory ceramic tube that contains pellets of
copper material, or fuel, surrounded by a buffer gas, typically 99.99 % pure neon. At each
end of this refractory ceramic tube is an electrode that emits pulsed discharges that raise
the temperature of the copper fuel to approximately
1400 Celsius. At this temperature
the copper fuel becomes vaporized. Excited electrons, associated with the electrical
discharge at the electrodes, collide and as a result excite the vaporized copper atoms to
higher energy states. As the elevated energy in the excited copper atoms decays to an
intermediate energy excitation level, colorful light is produced. In a copper vapor laser,
two different light wavelengths are produced as the copper atoms return to two separate
intermediate energy level states. These light wavelengths are at the 510 nm (green) and
the 578 nm (yellow) wavelengths in a 2:1 ratio, respectively. The output wavelength of
the laser plays an important role in inducing the fluorescence of the particles that are
entrained in the flow fluid as described earlier in Section 2.4.2. Because the laser light
output is so concentrated and unidirectional, a laser is an ideal source for the intense
directed illumination required for PIV experimentation.
To ensure the maximum, uninterrupted power output from the LS20-10 laser,
several precautionary steps must be taken. As its name implies the LS20-10 laser required
copper fuel to function properly. To ensure uninterrupted operation, the copper fuel must
be replaced after every 300 hours of use. Additionally, the neon buffer gas must be
replaced after 300 hours of use. To prevent the laser from overheating, tap water is
circulated through the laser from attached cooling lines. The prescribed flowrate for the
cooling water is 2 lit/min.
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Whenever the LS20-10 laser is transported, the laser head must be realigned.
Realigning the laser head will ensure that the beam output precisely interfaces with the
fiber optic delivery system. Improper alignment could lead to extensive damage to the
laser or injury to the operator. The laser head alignment procedure is simplistic and is
included in the laser documentation (Operations Manual, Oxford Lasers, 1997). Once the
laser head is properly aligned, the laser output measurement, taken approximately 100
millimeters prior to the fiber optic delivery system should be approximately 20 watts. An
illustration is provided in Figure 3. 2.
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Figure 3. 2 - Laser Power Output Measurement
Almost as equally important to the PIV experimentation as the laser is the Light
Sheet Generator (LSG). The laser light output is transferred to the LSG by a 5 meter long,
low energy loss, fiber optic cable. Because the transfer efficiency of the fiber optic cable
is high, very little energy loss is experienced from the output of the laser to the LSG.
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Based on power measurements taken after the fiber optic cable, only approximately 3
watts of power are lost due to the fiber optic cable. An illustration of the LSG set-up is
provided in Figure 3.3.
Figure 3. 3 - Light Sheet Generator
The LSG spreads the directed laser light output into a thin, flat sheet. This sheet is
at a minimum thickness of 1 millimeter at a distance of approximately 155 millimeters
from the leading focusing lens of the LSG. This 155 mm distance is referred to as the
throw distance. Centered on this 155 mm is a region that is 50 mm. In this region the light
sheet is considered 1 mm thick. On either outward side of this 50 mm region, the light
sheet thickness gradually expands and becomes thicker than 1mm. The standard width of
the light sheet is 48 mm and does not vary with distance away from the light sheet
generator. These concepts are illustrated in Figure 3. 4.
60
Throw
Distance
0=^3*
0=0*
1 mm
Bottom View
48 mm
1
J
Figure 3. 4 - Light Sheet Dimensions
Using a technique informally described as selective illumination, the LSG can be
positioned in such a way that the light sheet intersects a flow field in specific locations. In
doing so, only the flow phenomena in these locations will be visible to the next important
component of the PIV system, the high speed imaging system.
3.3 High Speed Digital Imaging System
To capture the images of the flow field a high speed digital imaging system was
employed. This system, shown in Figure 3. 5, consisted of a CCD camera head, lens, a
multi-lead coaxial video cable and a video acquisition board (not shown). Functioning as
a singular unit, this high speed imaging system is capable of capturing several hundred
images per second. This ability to capture a high number of images per second makes it
an ideal choice for PIV experimentation involving high flow velocities.
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The primary component of the high speed imaging system is the monochrome
CCD array digital camera. CCD is an acronym for a Charge-Coupled Device. A charge-
coupled device is a solid state silicone wafer that has been segmented into many different
photosensitive cells. The cells are classified as photosensitive because when proton
energy from the surrounding light strikes the silicone wafer, electrons are released in an
amount that corresponds to the intensity of the incidental proton energy. The more
intense the incidental proton energy becomes, the more electrons will be released. These
electrons are confined to their respective photosensitive cells by nonconductive
boundaries and represent an electrical charge that can easily be converted into a digital
image of the photographed object.
Another name for these photosensitive cells is pixels. Each pixel is responsible for
collecting a small portion of the characteristics of the object being imaged. The number
of pixels that a CCD camera array maintains is referred to as the sensor resolution. In
general, more realistic and detailed photo images require higher resolution. As a result, a
camera that is being used to photograph small moving objects, such as the 10 um
diameter particles used in the experimentation, requires a significantly higher camera
resolution. The CCD camera used during the PIV experiments was a Redlake MASD,
Inc. model PCI-1000S. The use of this high speed digital imaging system is simplistic
and outlined in the operations manual (Instructions, Redlake Imaging, 2000). This model
camera is a monochrome camera and has a sensor resolution of 656 pixels x 496 pixels
where each pixel is 7.4 micrometers square. This form of resolution is not to be confused
with image resolution. Image resolution is a function of the capabilities of the image
acquisition software and will be discussed in detail in Section 4.3.1 of this document. The
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sensor resolution of the camera merely defines the maximum number of photosensitive
cells that are available to acquire and translate the image.
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Figure 3. 5 - Digital High Speed Imaging Camera
The Redlake model PCI-1000S camera is capable of a record rate approaching
1000 frames per second (fps), which is especially useful and well suited for the flow
velocities that were being mapped in the PIV experiments. The ability to control the
frame rate is synonymous with the ability to control the time lapse between consecutive
frames that are recorded during the video capturing process. The time lapse between
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consecutive images plays an important role in determining the velocity of a particle
within the flow field as it crosses the camera's field of view (FOV). An additional feature
of this CCD camera is the ability to electronically control the aperture shutter speed.
Utilizing this feature provides the user a level of control over the length of time that the
aperture remains open. As a result, blur associated with faster moving objects can be
minimized by reducing the shutter speed. The ability to reduce blur due to rapid motion is
critical when tracking particle movements at higher flow velocities. A more detailed
explanation of the relationship between record rate, shutter speed and flow velocity will
be provided in Section 4.3.1 concerning the procedural aspect of the PIV experimental
technique.
The last feature of the CCD camera that significantly contributes to the successful
outcome of the PIV experiments is its "low light" option. Purchased as an extra option for
this camera, the low light option does not include a 1 mm CM500 infrared filter that
comes standard on most PCI-1000S cameras. This filter is typically used to block light
energy above 650 nm, or the infrared spectrum. In doing so, images depicted in
monochrome have the correct grey scale appearance. Unfortunately, the addition of a
filter reduces the total light transmitted to the CCD array. Because the infrared filter is
excluded from the camera used during the PIV experiments, this camera requires less
light energy to produce high contrast photographic images. This feature is important as
the PIV technique requires the highest level light energy possible to result in accurate
vector field results.
To maintain proper focus and magnification of the flow field a Navitar TV Zoom
7000 camera lens was used. Mounted to the CCD camera head by a typical c-type
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connector, the Navitar lens provides a good range of photographic options including
infinitely variable zoom magnification, image focus and aperture closure. As a result, an
unlimited combination of these settings is possible. Each of these three characteristics,
magnification, focus and aperture are all adjustable by rotating the three adjustment rings
that are illustrated in Figure 3. 6. The purpose of magnification ring is to adjust how
closely the object appears. The purpose of the image focus ring is to adjust the clarity and
crispness of the image. The purpose of the aperture ring is to adjust the amount of light
that is allowed into the image. Despite being infinitely adjustable, the aperture closure
ring and zoom rings are triple indexed meaning that three notched positions are provided.
These notches provide indication of either full-open, !/2-open or full-closed in the case of
the aperture ring and full-zoom, '/2-zoom or no-zoom in the case of the magnification
ring.
The maximum magnification level for the Navitar TV Zoom 7000 is a 6:1 ratio
(focus length ranges from 18 mm to 108 mm) and with the close-up lens attached, the
working distance ranges from 127 mm to 305 mm. Focal length refers to the distance
from the center of the camera lens to the focal point, in this case the CCD array sensor.
Working distance refers to the distance between the lens and the object being
photographed. The purpose of the camera lens is to transfer the image of the object to the
CCD imaging array. As a result, the camera lens must provide optimal non-distorted
images to be effective. The Navitar TV Zoom 7000 has been found to satisfy all of the
optical requirements for the PIV experimentation. An illustration of the Navitar TV
Zoom 7000 lens system is provided in Figure 3. 6.
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Figure 3. 6 - Navitar TV Zoom 7000 Lens System
3.4 Optical Filter
The purpose of the optical filter is to block as much of the laser emission light as possible
while simultaneously allowing all of the light emitted from the particles to pass through
to the CCD array sensor. In doing so, the PIV images do not become washed out and
therefore the optimal particle contrast is achieved and the PIV analysis accuracy is
greatest.
Unfortunately, because the copper vapor laser emits light in two wavelengths, the
choice of optical filters was limited. Although other types of filters like short-pass and
band-pass were considered, a long-pass filter was selected. A long-pass filter blocks all
light wavelengths below a specific wavelength. Alternatively, a short-pass filter blocks
all wavelengths above a specific wavelength and a band-pass filter allows only a narrow
band of wavelengths to pass. Initially, a band-pass filter seemed appropriate because of
its narrow pass through region, but locating a band-pass filter that centered precisely on
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the emission wavelength of the particles was difficult. Additionally, a band-pass filter
reacts like a short-pass and long-pass filter sandwiched together. This sounds unassuming
but, the maximum light transmittance through a band-pass filter is much less than that of
a single long-pass or short-pass filter. In general, it was found that a minimal number of
filters should be used during the PIV experiments. Because the PIV analysis requires an
abundance of available light in the PIV images to be accurate, and each filter disallows a
percentage of total available light, regardless ofwavelength, only one filter was used.
The optical filter that was used to filter out the majority of the laser emission light
was a long-pass blocking filter manufactured by Melles-Griot as part number 03FCGO83.
This filter is yellow in color and effectively blocks virtually all light wavelengths below
505 nm and allows only 30% of total light transmittance at 511nm, which is the laser's
primary emission wavelength. Nearly the laser's entire secondary emission wavelength,
578 nm, is allowed to pass through the filter which accounted for some image wash out
but it was found that the filter blocked enough light for good quality particle contrast in
the PIV images. More information regarding the effect of the optical filter on the PIV
experiments is included in Section 1.3.2.
3.5 Computational Equipment
The PIV experimental technique relies heavily on computation to arrive at a final result.
The images are digitally acquired and processed using frame grabber software and the
cross correlation analysis requires a significant amount of computational power to
compile. To accentuate the reliance on computational power, the captured images
maintain large file sizes requiring significant file storage capacity. To satisfy these
computational mandates, a Dell Precision Workstation 340 running Microsoft Windows
67
2000 operating system was utilized. This workstation has a Pentium IV 2.4 GHz
processor and 512 kilobytes of random access memory (RAM) with an additional 64
megabytes ofmemory on the NVIDIA Quadro 4 700XGL graphics board. Storage of the
video files and images occurs on an 80 gigabyte Integrated Drive Electronics hard drive.
This amount of processor speed, RAM and hard drive storage space was found to be
sufficient in accomplishing all of the video acquisition and manipulation tasks associated
with the PIV experiments.
Pursuant to conducting a cross correlation analysis of the digitally recorded video
footage, individual images must be separated from the video footage. This separation of
individual images, or frames, from the video footage is referred to as "frame grabbing"
and is accomplished using Redlake MSDA, Inc. MotionScope image manipulation
software. The MotionScope software permits the analyst to record and play the video
footage much in the same manner as a video cassette recorder. As a result, the analyst can
easily single out two consecutive candidate images to be presented to the cross
correlation software for analysis. The cross correlation analysis is accomplished using
AEA Technology's VisiFlow analysis software. The VisiFlow analysis software provides
the analyst the flexibility to perform several different types of analyses as well as cross
correlation analyses. Additionally, many parameters can be set that enhance the results of
the analysis to provide the best vector field matrix that is possible. Further discussion of
these parameters in the VisiFlow software and parameters in the MotionScope software
will follow in Section 4.3 and Section 4.4.
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3.6 FlowMeasurement
To ensure that the experiments were being conducted at the desired flowrates, a variable
area rotometer-type flowmeter was employed. This flowmeter was purchased from
Aalborg Instruments and Controls, Inc. under model number P46A4-BA0A. It consists of
a bank of four individual flowmeters, each with its own metering valve. The metering
valve was used for regulating the flow to the desired flowrate. An illustration of the
Aalborg Flowmeter is provided in Figure 3. 7.
Rotometer-type flow meters function under a simple premise; as a ball-float rises
due to increased flowrate, its position is measured relative to a graduated scale that is
located on the side of the float tube. The tubes are variable area, becoming larger in
diameter at the top of the tube. This gradual increase in cross sectional area ensures that
the rise of the float is linearly related to the flow passing through the tube. Tubes of
different tapers can be selected based on the fluid properties (such as viscosity and
density) and the desired flowrate. In addition, the ball-float material can be selected based
on the fluid properties and the desired flowrate. Based on the test fluid properties and the
desired flowrate used for the experiments, tube part number 054-1 7-GL was selected.
The ball-float material is glass.
Typically rotometer type flowmeters are available in one of two measurement
reading scales, a direct-read scale or a reference-read scale. A direct-read scale provides
real-time volumetric flowrate information as its measurement scale reflects volumetric
flowrate, typically in units of lit/min.
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Figure 3. 7 - Rotometer-Type Flowmeter - Aalborg Instruments, Inc.
This type of flowmeter typically comes from the manufacturer pre-calibrated for
the specific fluid whose flowrate will be measured. As a result, additional calibration is
not required. The reference-read scale measures flow in increments of millimeters. The
scale simply provides a frame of reference, not actual flowrate information. As a result,
this type of flowmeter must be calibrated for the specific fluid whose flowrate is to be
measured. This type of flowmeter offers the advantage of versatility as an unlimited
number of fluids could be tested using the same meter. Unfortunately, with each new
fluid that is to be measured, due to differences in density and viscosity, the flowmeter
must be calibrated.
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A reference-read flowmeter was used for the experiment and therefore the
flowmeter was calibrated prior to conducting the experiments. Accurate calibration is
critical since the resulting flow rate will be used as the primary variable to correlate the
CFD and PIV velocities. Calibration of this flowmeter was conducted in-house using a
reliable method in which fluid was captured in a 250 ml graduated cylinder while time
was monitored. This method ensured that the measurement error associated with the
flowmeter did not exceed 0.002 lit/min, which was the accuracy of the graduated
cylinder. Since the flowmeter consisted of four individual measurements, the calibration
process was conducted on all four meters.
To develop the flowrate calibration curve for each flowmeter, two separate ball
float elevation measurement heights were monitored. One calibration measurement was
taken at a flowrate that corresponded to a ball float elevation height of 10 mm and one at
55 mm. Three flowrate measurements were taken at each ball float elevation height.
These three flowrate measurements were then averaged together to get one average
flowrate measurement for each ball-float measurement height. Between each
measurement the flowrate was shut-off using the metering valves and then brought back
to the measurement height. In doing so, insight was gained as to the repeatability of the
flowmeters.
Both of the average flowrate measurements, for each flowmeter, were used to
derive a calibration curve that described the relationship between the ball-float
measurement height and the corresponding flowrate measurements. Once a separate
calibration curve was derived for each flowmeter, an average flowmeter calibration curve
was calculated based on the four individual calibration curves. This was considered
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acceptable as the variation in calibration curves, from one flowmeter to the next, was
negligible. Included in Figure 3. 8 is the average calibration curve for the Aalborg
flowmeter, calibrated using an unused batch of the test fluid from the experiments. The
test fluid contained particles during the calibration.
It was discovered that the flowmeter should be recalibrated every few
experiments. After each experiment, the experimental system was cleaned using water
and/or isopropyl alcohol. Unfortunately, a small amount of either of these two liquids
typically remained in the system prior to the next experiment. Once the test fluid was re
introduced into the experimental system, the remaining water and/or alcohol would mix
into the test fluid and slightly dilute it. As a result, the viscosity and density of the fluid
would change enough to invalidate the calibration curves.
200
t. 150
_j
E
<d 100
+>
(0
1-
o 50
0
y = 2.8333x + 4.6667
? Average Meter Reading
Linear (Average Meter Reading)
0 20 40 60
Meter Reading (mm)
80
Figure 3. 8 - Aalborg Flowmeter Average Calibration Curve, OHZB Index Matching Fluid (viscosity
of 1.137 cSt and density of 1.4950.018 gm/cm3), with Suspended Particles
3.7 Summary
The equipment that was utilized to perform the PIV experimentation was very important
to the accuracy of the vector field results. Each component had a specific purpose that
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contributed to the overall research in a constructive way. Selection of the appropriate
equipment for the PIV experiments was a daunting task. Each component was selected to
function coincidently with the other components of the system. As a result, the PIV
equipment set-up was highly customized for the particular experimentation that was
conducted.
The illumination equipment ensured that the flow field was visible to the high
speed digital imaging system. The laser was the heart of the PIV system providing the
illumination of the flow field, while the Light Sheet Generator modified the light into a
highly specialized tool for selectively illuminating only a small portion of the flow field.
The flow phenomenon in this small portion for the flow field was digitally photographed
by a CCD Camera with a powerful zoom lens and specially designed, frame-grabbing
software. The flow phenomena in the flow field were visible because of specially selected
fluorescent particles that were entrained in the flow. A long-pass optical filter was used to
reduce image wash out, which coincidently promoted optimal particle contrast, enhancing
PIV analysis accuracy. Finally, the computational equipment ensured that the analysis
was performed quickly and efficiently. The images were analyzed using computer
software and hardware that represented cutting-edge solutions for each of their respective
tasks.
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Chapter 4
Particle Image Velocimetry Technique
4.1 Introduction and Overview
In an effort to achieve the most accurate PIV analysis results possible, a regimented
technique was followed. An overview is provided in this chapter which emphasizes
portions of the technique that require further explanation or justification. Where
applicable, experimental results are used to provide quantification of error that may be
involved with the technique.
In general, the PIV process involves four primary elements. First, a source of
light, typically a laser, is used to illuminate a flow field that is laden with tracer particles.
Second, a digital camera and computer software is used to record images of the particles
traveling in the flow field. Third, the particle images are analyzed using a mathematical
technique, typically cross correlation. Lastly, a velocity vector matrix is derived from the
cross correlation data. An illustration of this general overview of the PIV technique is
provided in Figure 4.1.
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Figure 4. 1 - Overview of a Typical PIV Technique
The actual PIV technique is much more complicated than that presented in Figure
4. 1. The following paragraphs will describe the PIV technique that was utilized to
analyze the flow velocities in the inlet tube experiment and the three-generation lung
model experiment. Included in these paragraphs, will be the discussion of three distinct
phases of the PIV technique that was used. The first phase involves proper equipment set
up and includes such topics as Light Sheet Generator and Camera alignment and how
improper alignment might cause errant analysis results. The second phase involves the
steps required to acquire the best quality data prior to performing the analysis. The last
phase of the technique describes all facets of the analysis including calibration
techniques, a description of the cross correlation analysis and optimal software
parameters to achieve the best quality analysis results.
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4.2 Equipment Set-Up
Although there are several pieces of equipment that make up a complete PIV
experimental set-up, none are more vital to the outcome of the experiment then the Light
Sheet Generator (LSG) and the Camera. Proper placement and alignment of each of these
pieces of equipment ensures that the PIV analysis results are as accurate as possible. To
ensure that proper placement and alignment are consistently achieved, several techniques
were developed that have been proven experimentally effective in the laboratory.
Descriptions of these placement and alignment techniques are provided in the following
paragraphs.
4.2.1 Light Sheet Generator Placement and Alignment
Proper placement and alignment of the LSG, for PIV experimentation, is vital to the
accuracy of the analysis results. Placement of the LSG refers to the distance and elevation
away from the flow field that the LSG is placed. Alignment refers to the angles of yaw,
roll and pitch that the generated light sheet forms with the desired flow field plane.
As the light sheet intersects the flow passage, it illuminates a select portion of the
flow medium and as a result an image plane is formed. This image plane is all that is
visible to the PIV analysis equipment and therefore, placement and alignment of the light
sheet, relative to the desired flow inspection location is significantly important to the
accuracy of the PIV analysis results. Illustration of these aspects is shown in Figure 4. 2
and Figure 4. 3
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Figure 4. 2 - Light Sheet Generator Placement and Alignment
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Figure 4. 3 - Top View ofParticle Image Velocimetry - Image Plane Creation
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4.2.1.1 Throw Distance and Light Sheet Thickness
Proper placement of the light sheet is critical to the PIV experimentation. This is based on
the premise that the light sheet is not uniform in thickness throughout its length. The LSG
is designed to project a light sheet that is at a minimum thickness of 1 mm at a specific
placement distance from the outboard focusing lens of the LSG. This placement distance
is referred to as the throw distance. The manufacturer's recommended dimensions for
this throw distance are illustrated in Figure 4. 4.
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Figure 4. 4 - LSG Placement - Throw Distance and Placement Tolerance (side view)
It is very important that the light sheet be at a minimum thickness at the location
of interest within the flow field. If the light sheet thickness is greater than 1mm,
additional particles will be highlighted and captured in the PIV images. These particles,
flowing in the flow field at a location much farther from the axial centerline, will not
exhibit the flow velocity characteristics that are desired. As a result, the analysis results
will be obscured with undesired data and provide a false impression of the actual flow
within the flow field.
Recognizing the importance ofquantifying the error effect of an excessively thick
light sheet, a simple theoretical calculation was performed. Assuming that fully
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developed and laminar flow was flowing through a 5.6mm diameter smooth pipe at a
volumetric flowrate of 0. 1 0 lit/min, according to the Hagen-Poiseuille pipe flow model
(Fox & McDonald, 1998), the maximum centerline velocity would equal 0.135 m/s.
Since it has been previously established that the light sheet used to highlight the particles
is actually 1mm thick, particles at an elevation (see Figure 4. 2) of 0.5 mm from the
axial centerline will also be analyzed in the PIV analysis. Theoretical velocity at 0.5
mm from the true axial centerline is 0.131 m/s. This represents a 3.2 % reduction in the
measured centerline velocity. It should be noted that as the tube diameter decreases, if all
other flow parameters remain constant, the error increases dramatically. If, for instance,
the same volumetric flowrate was subject to a 3.6 mm diameter smooth pipe, the
theoretical centerline velocity would be 0.327 m/s. At a distance of 0.5mm from the
axial centerline the maximum velocity is 0.302 m/s. In this circumstance, the error due to
the thickness of the light sheet could account for up to a 7.7% reduction in theoretical
maximum flow velocity.
Of course this error assumes that all particles that are photographed for analysis
are located at the top and bottom edges of the light sheet thickness. Realistically, the
possibility of this occurring is minimal. The more likely scenario would be that only a
portion of the particles would be located at this distance from the flow passage axial
centerline and the majority of the particles would be located somewhere within the 0.5
millimeter distance from the axial centerline. As a result, the PIV analysis would be
dominated by particles that were well within the 0.5 millimeter tolerance range and
therefore would be closer to the precise theoretical velocity profile result as given by the
Hagen-Poiseuille model.
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Despite the presence of this error due to the light sheet thickness, the fact remains
that the light sheet cannot be altered in any way to provide a light sheet that is less than
one millimeter thick. The only controllable factor is the placement of the light sheet to
ensure that it is at a minimum thickness at the desired image plane location for analysis in
the flow field. This targeted placement of the light sheet is easily verified with a ruler. By
simply placing a ruler between the outer most focal lens of the LSG and the desired flow
field location to verify that the throw distance is per manufacturer's recommendations,
the minimum light sheet thickness is ensured. This process should be repeated whenever
the LSG or the model is moved to ensure the throw distance is maintained.
4.2.1.2 Light Sheet Elevation
The elevation of the light sheet, relative to the flow field, is also an important placement
aspect to consider. Similar to the reasons discussed regarding the effects of light sheet
thickness on the flow field analysis, a light sheet placed at an elevation other than on the
desired image plane will yield less than excepted velocity profile results. For both the
inlet tube and three-generation lung model experiments, the desired image plane was at
the axial centerline of the flow passage. This was so only the centerline flow would be
analyzed. In general, the proper placement of the horizontal light sheet at the desired
image plane of the flow field is simple and can be accomplished using a simple visual
placement method.
The visual placement method involved monitoring the image of the flow passage
on the PC monitor using the MotionScope software while simultaneously adjusting the
height of the light sheet using the linear positioning slide that the LSG was mounted on.
When the light sheet was at a location other than the flow passage axial centerline, bright
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bands appeared on the opposite sides of the flow passage. This was due to the thickness
of the light sheet and how it intersected the flow passage walls. An illustration is
provided in Figure 4. 5. By oscillating between light sheet elevations that were above and
below the flow passage axial centerline, while attempting to minimize the bright bands
located at the opposite flow passage walls, the precise location of the axial centerline was
obtained.
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Figure 4. 5 - Band Thickness Involved with Light Sheet Elevation Adjustment
Although other methods for light sheet elevation alignment were utilized, the
visual placement method proved to be ideal in both the inlet tube and the three-generation
lung model experiments. The visual placement method does not rely on reference
measurements to locate the flow passage centerline. As a result, uncertainty due to
measurement tolerance can be eliminated from the experiment. Additionally, because no
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reference measurements were necessary, obtaining accurate light sheet alignment, even
with a pliable and irregularly shaped model material like that of the three-generation lung
model, was possible.
It should be noted that if the light sheet elevation is not precisely placed at the
widest point of the flow passage (axial centerline), the observed flow velocities could be
less than expected. This is due to the fact that the light sheet would illuminate the flow
field at a narrower part of the passage where the maximum flow velocity would be less
than that at the axial centerline. Since the image plane is always adjusted to focus on the
illuminated portion of the flow field, less than maximum flow velocities would be
observed. Illustrated in Figure 4. 6, is the percent reduction in maximum velocity based
on light sheet elevation. Tube diameters for both the inlet tube experiment and the three-
generation lung model are shown.
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Figure 4. 6 - Light Sheet Elevation Error as a Function ofTube Diameter
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4.2.1.3 Light Sheet Alignment Angles
The alignment of the light sheet, relative to the flow field, is equally important to the
accuracy of the PIV analyses as the light sheet elevation. The alignment of the light sheet
refers to the angles that are formed between the plane, defined by the light sheet, and the
plane defined by the flow plane at the axial centerline of the flow field. Similar to the
angles that are used in avionics, yaw refers to the angle formed when rotation occurs
about a vertical axis. Similarly, pitch refers to the angle that is formed when rotation
occurs about a horizontal axis that is perpendicular to the forward direction. Roll refers to
the angle that is formed when rotation occurs about a horizontal axis that is parallel to the
forward direction. These terms are illustrated in Figure 4. 2.
The light sheet yaw angle only presents a concern if the angle is so large that the
light sheet does not fully intersect the flow field. This is visually verified and therefore is
of minimal concern. The two aspects of LSG alignment that are most influential
regarding the accuracy of the PIV analysis results are roll and pitch. When roll occurs,
the light sheet from the LSG bisects the flow field at an angle. This angle is illustrated in
Figure 4. 7.
The effect the LSG roll angle has on the perceived velocity profile is very evident
in Figure 4. 7. The velocity profile shown in the lower portion of the Figure 4. 7
represents the true profile for the flow field. It is parabolic in nature and exhibits an
expected full shape. This profile would result if the light sheet were to bisect the flow
field at the axial centerline. The profile in the upper portion ofFigure 4. 7 represents the
perceived profile if the light sheet exhibits a roll angle. Notice that the profile is less full
and comes to a more dramatic point rather than a round tip. In addition, notice the
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location of the apex of the parabola in relation to that of the profile shown in the lower
portion of Figure 4. 7 The perceived profile exhibits a less than expected maximum
velocity. It is for these reasons that the light sheet roll angle must be zero for the PIV
analyses to represent the actual flow phenomena within the flow field.
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Figure 4. 7 - The Effect of Light Sheet Roll Angle on Velocity Profde
When pitch occurs, the light sheet from the LSG bisects the flow field at an angle.
This angle is illustrated in Figure 4. 8. Similar to the effects of light sheet roll angle on
the perceived velocity profile, it can be seen in Figure 4. 8, that the presence of light sheet
pitch angle may make the velocity profile appear nanowed and skewed. In addition, the
perceived maximum velocity of the profile will be less than expected because the light
sheet bisects the flow field at an elevation that is higher than the axial centerline (see
Section 4.2.1.2).
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Figure 4. 8 - Effect of Light Sheet Pitch Angle on Velocity Profile
Ensuring that the light sheet roll and pitch angles are zero requires only that a
measurement for levelness, in both the roll and pitch axes, be taken on both the LSG and
the upper viewing surface of themodel. This is the surface that the camera views the flow
field through. It is assumed that the light sheet exits the LSG parallel to the LSG outer
surface. Using a simple carpenter's level, the levelness of both the light sheet and the
model is easily verified.
4.2.2 Camera Alignment
With similar implications to that of a misaligned light sheet, a misaligned camera could
affect the accuracy of the PIV experiment results. Ideally, the camera focal plane should
fall precisely on the same location as the light sheet. This seems intuitive as the entire
premise of the PIV experiments is based on recording video of the flow, only where the
85
light sheet has illuminated the flow field. Unfortunately, the error involved with a
misaligned camera is much more difficult to quantify than the other forms of error that
have been discussed thus far. Intuitively, since the cross correlation analysis relies so
heavily on clear particle definition in the PIV images, to arrive at a high quality and
accurate vector field matrix, the camera focal plane must be parallel to and at the same
elevation as the desired image plane. Otherwise, the particles could appear to be out of
focus or the flow field oddly shaped. These characteristics could adversely affect the
accuracy of the PIV analysis. An illustration of a non-equal camera focal and desired
image plane relationship is provided in Figure 4. 9.
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Figure 4. 9 - Non Parallel Camera Focal Plane and Desired Image Plane
If the camera focal plane is not at the same elevation as the desired image plane
the particles will appear blurred. Evidence of unfocused particles is presented by the PIV
images on the PC workstation monitor. As a result, the focus is easily adjusted by
viewing the particles on the PC monitor while simultaneously adjusting the focus on the
focus adjustment ring on the camera lens. The vertical elevation of the focal plane was
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adjusted either by moving the camera up or down on its mounting post and rechecking
for level in two planes or by manually adjusting the focal lens. An illustration of this
procedure is provided in Figure 4. 10. Preferably, the camera would be located on its
mounting post in such a location that all portions of the model could be brought into
focus by using only the focal lens. In doing so, the necessity for repeated checks for
camera levelness would be alleviated. Because the focus of the particles is easily detected
and adjusted during the experiment, the error introduced into the experiment is negligible.
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Figure 4. 10 - Focal Plane Adjustment
If the camera focal plane is not parallel to the desired image plane the image of
the flow field could appear to be oddly shaped in the PIV images. This odd shape would
be indicative of a partial illumination of the flow field as indicated by Figure 4. 11.
Because the camera will only see the portion of the flow field that is illuminated, only a
partial flow field will appear in the PIV images.
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Figure 4. 1 1 - Image Result ofNon Parallel Camera Focal Plane at Desired Image Plane
As with the alignment of the light sheet, the alignment of the camera was equally
as simple to accomplish. A bubble level was placed on the horizontal portion of the CCD
camera head. Since the camera head surface was assumed reasonably parallel with the
focal plane, if the bubble level appeared to be horizontal the focal plane should be as
well. This procedure is illustrated in Figure 4. 12. As with the error involved with the
focal plane elevation, the error introduced into the experiment where the focal plane is
not parallel to the desired image plane is easily detected and compensated for and
therefore not a concern.
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Figure 4. 12 - Camera Head Check for Levelness
4.3 Data Acquisition
The next phase of the PIV analysis technique is the acquiring of data used to form the
analysis. It is during the data acquisition phase that the photographic images of the flow
field are recorded and prepared for analysis. There are several aspects of the data
acquisition phase. The first phase of the data acquisition process is adjusting camera
settings, specifically the Record Rate and Shutter Speed, to ensure the clearest images
possible. The second phase of the data acquisition process is acquisition of the calibration
image that will be used to set a frame of reference for the forthcoming cross correlation
analysis. The last phase of the data acquisition process involves capturing video footage
of the flow field. Each of these phases will be discussed in detail in the following
paragraphs.
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4.3.1 Redlake MotionScope Camera Settings
4.3.1.1 Record Rate and Shutter Speed
Within the MotionScope software are two parameters that must be set prior to recording
video footage of the flow field. These two parameters are the Record Rate and Shutter
Speed. Each parameter has a different purpose but is equally important in many ways.
Measured in frames per second (fps), the record rate parameter defines the time
separation between two consecutive images in the video recording of the flow field. As a
result, it has a direct impact on how the cross correlation derives the velocity of the
particles in the flow field. At a record rate setting of 500 fps, the time separation between
consecutive images is simply 1/(500 fps) or 2 ms.
The shutter speed parameter defines the exposure time of each image. Designated
as a fraction of the record rate, the shutter speed parameter, Tsr,uller, is given in units of lx,
2x, 3x, etc. This relationship between shutter speed and record rate is illustrated in
Equation (4. 1) and Figure 4. 13.
T -L-1
shinier
~
D c (4. 1)Rr A
Here Rr represents the record rate and Ss represents the shutter speed. If the record rate is
set at 500 fps and the shutter speed is set at 2x, then the resulting length that the shutter is
open is 1/(1000 fps) or 1ms. Although shutter speed has no effect on the velocity
derivation in the cross correlation analysis it can be used to increase the quality of the
PIV images by reducing the blurred particle motion due to overexposure.
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Figure 4. 13 - Record Rate and Shutter Speed Explanation
In the MotionScope software, the record rate and shutter speed settings are easily
selected through a simple series of menu options. Located on the left side of the
application window is a column of button functions which include those for setting the
record rate and shutter speed. The application window, including button function column
is shown in the Figure 4. 14 and Figure 4. 1 5 .
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4.3.1.2 Effect ofRecord Rate and Shutter Speed on PIV Images
Choice of record rate and shutter speed can profoundly affect the image quality. Poor
image quality can have a deleterious effect on the accuracy and quality of the cross
correlation analysis results. Careful selection of these parameters is essential to achieve a
successful PIV analysis.
Proper selection of record rate depends largely on the flow velocity that is being
examined. Faster flows require that the record rate be set higher to ensure velocity
gradients are not so large that the cross correlation cannot analyze the flow field. More
simplistically, if the record rate is set too low for the velocity of the flow, the particle will
travel too far between images and the cross correlation analysis will not be able to
associate a particle in the first image with the same particle in the second image.
Unfortunately, arbitrarily setting the record rate high has the disadvantage of
reducing the available light to the images. This light reduction inhibits the cross
correlation analysis accuracy as particles appear dark or weakly defined. The light
reducing affects of the record rate setting are illustrated in Figure 4. 16 and Figure 4. 17.
Figure 4. 16 - Flow Field Image at a Rr=125 fps, Figure 4. 17 - Flow Field Image at a Rr =250 fps,
Ss=4x,Velocity = 0.05 m/s Ss=4x, Velocity
= 0.05 m/s
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Contrary to the record rate, shutter speed affects how long the camera aperture
remains open during the record interval. For high speed flows, setting the shutter speed
high can be useful in reducing particle streaking or the motion induced blur caused by
over exposure. Similar to record rate, increasing the shutter speed also reduces the light
available for the images and can consequently affect the accuracy of the cross correlation
analysis. The light reducing effects of altering the shutter speed are illustrated in Figure 4.
18 and Figure 4. 19.
Figure 4. 18 - Flow Field Image at a Rr =250 fps, Figure 4. 19 - Flow Field Image at a Rr =250 fps,
Ss =2x, Velocity=0.05 m/s Ss=4x, Velocity=0.05 m/s
4.3.1.3 Particle Streak Length Calculations
As mentioned previously, the shutter speed parameter played an important role when
analyzing high speed flows. Since the shutter speed designates how long the camera
aperture is open it also designates how long the particle motion is exposed to the
recording process. For high velocity particles, the image will become overexposed and
the particle will appear as a streak rather than a crisp dot if the shutter speed is not set
high enough. An illustration ofparticle streaking is provided in Figure 4. 20.
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Figure 4. 20 - Particle Streaking
Consequently, streaks are not easily analyzed with a cross correlation analysis. As
a result the shutter speed must be set at a higher rate for higher velocity flows. Depending
on the particle velocity, 1 ms might be enough time for a particle to travel a significant
distance within one image leading to the aforementioned particle streaking. A simple
calculation can be performed to determine the streak length, Ls, as given by Equation (4.
2), where, Vmax represents the maximum flow velocity.
L=V-Ts max s (4.2)
For an example, if the maximum flow velocity is 0.135 m/s and the record rate is
set at 500 fps and the shutter speed is set at 2x, the streak length is determined to be
1.35E-5 m. Although this might not seem significant, it is prudent to remember that one
particle is only 10E-6 m in diameter. As a result, the streak length is approximately 135
times as long as the diameter of 1 particle in the flow.
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4.3.1.4 Camera Settings Conclusions
It can be seen that a conundrum exists where, at increased particle flow velocities, the
particle streaks must be reduced to perform an accurate PIV analysis. As a result, the
record rate and/or shutter speed is increased to reduce streak lengths but at the same time
there is a reduction of available light for the PIV images. This reduction of available light
leads to reduced particle contrast, and ultimately, the PIV analysis accuracy again suffers.
Finding an appropriate balance between these camera settings, for any given flow
velocity, is a function of experience and intuition. The best procedure for determination
of the optimal camera settings is by trial and analysis. For the majority of the PIV
experiments regarding the three-generation lung model, a record rate and shutter speed
combination of 500 fps and 4x, respectively, were found to provide the best PIV analysis
results for flow rates that were indicative of the three-generation lung model experiments,
0.185 m/s.
4.3.2 Calibration Image Acquisition
The next phase of the data acquisition process was to obtain a calibration image to be
used later in the cross correlation analysis. This calibration image is important as it will
be used to establish a frame of reference used in determining the distance traveled by a
particle in the flow between consecutive images. Because the calibration image plays
such an important role in the PIV analysis process, special consideration must be given to
how the image is set up prior to recording the image. Recording the image only requires
knowledge of the Redlake MotionScope software but setting up the calibration image
requires knowledge of its purpose. In the following paragraphs the purpose of the
calibration image will be explained and then followed by a best-practice technique for
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preparing the calibration image. Finally, the procedure for recording the image will be
described.
The purpose of the calibration image, as previously alluded to, is to establish a
distance relationship that the cross correlation analysis software can use to calculate a
particle's velocity within a flow field. The distance traveled by a particle is measured in
meters but is based on a pixel-distance relationship that is established by the calibration
image during the actual calibration procedure. Within this calibration image is an object
of known physical dimension, such as a ruler. The purpose of the ruler is to develop the
pixel-distance relationship once the image is digitized and broken up into pixels. Since
the ruler accounts for a portion of these pixels and the dimensions of this ruler are known,
the pixel-distance relationship can be established. An illustration of this relationship is
provided in Figure 4. 21.
In Figure 4. 21, a ruler in graduations of 1 mm spans the width of an image that
has a horizontal pixel resolution of 480 pixels. Since, according to the ruler, the width of
the image measures approximately 23 mm and this ruler spans 480 pixels, the calibration
relationship for this image would be 23 mm equals 480 pixels or the calibration ratio is
23mm/480 pixels. Measured in units of micrometers per pixel, the final calibration ratio
equals 47.9 um per pixel. By multiplying this pixel-distance relationship with the
measured number of pixels that a particle travels between consecutive images, the cross
correlation analysis software can determine the physical distance the particle traveled.
Divide this distance by the time that elapsed between consecutive images and the result is
the particle's velocity.
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Figure 4. 21 - Calibration Image Acquisition - Calibration Image Explanation
The best-practice technique for preparing the calibration image is not
complicated. First, realizing that the camera magnification and focus cannot be changed
once the calibration image is recorded, the flow field is physically brought into the
camera FOV and the magnification and focus levels of the camera lens are set while
monitoring actual flow phenomenon. Although not essential, it was found that by
adjusting the magnification level of the camera lens so that the flow field filled the entire
FOV provided the best analysis results. Adjustment of the lens magnification was
accomplished by rotating zoom adjustment rings (see Figure 3.8). Once the desired
magnification level was achieved, the camera lens focus was adjusted. Adjusting the
focus simply involved rotating the focus adjustment ring of the camera while monitoring
the clarity of the particles flowing through the camera FOV on the PC workstation
monitor. When the particles appeared as crisp dots, rather than blurs, the optimal level of
focus was considered achieved. The magnification level is highly dependent on the flow
field being recorded. Additionally, there is no way of achieving the same level of
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magnification twice as the magnification adjustment ring is not indexed. As a result, it is
impractical to mention a standard level ofmagnification here.
Without disturbing the camera magnification or focus levels, the flow field was
removed from the camera field of view and replaced by the calibration object. It is
important that the calibration object be placed at the same focal plane as the flow field.
Failure to do so could lead to errant analysis results as described in Section 1.2.2
regarding parallax. Achieving the correct elevation for the calibration ruler was
accomplished by using a separate piece of silicone that was originally trimmed from the
model. This was used because it had the same thickness dimension as the model. A slice
was created at the mid plane of this piece of silicone, which represented the height of the
flow passages in the model. The calibration ruler was slid into the slice such that the ruler
graduations were visible.
Once the best-practice technique for preparing the calibration image was
completed, the calibration image could be recorded. Using the MotionScope record
feature, a single image of the ruler was recorded (see Figure 4. 22).
Figure 4. 22 - Calibration Ruler Image
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It was found that the use of a small incandescent work light helped to intensify the
illumination of the calibration device, even if the lens aperture was entirely open. As a
result, the image of the calibration device was bright and clear. It should be noted that
since the aperture function of the camera lens does not affect the camera focal plane, it
can be adjusted by using the aperture adjustment ring (see Figure 3.8), anytime
throughout the calibration image acquisition process to provide additional light for the
calibration image. Care should be taken not to inadvertently disturb the magnification or
focus during the adjustment of the camera aperture. If either of these two parameters is
disturbed another calibration image must be acquired after the magnification and focus
parameters are readjusted according to the subject flow field.
4.3.3 Flow Field Video Acquisition
Once the calibration image was recorded, actual video footage of the flow field could
take place. The subject flow field was returned to the camera FOV. Location of the image
plane was maintained as the camera settings were not disturbed and the model was held
securely in place by a bolt and plastic washer. Additionally, if the image plane were
inadvertently disturbed, it would be immediately evident as the flow field image would
appear out of focus or the bright bands, as illustrated in Figure 4. 5, would appear large
when viewed on the PC monitor. Once the subject flow field was in the camera FOV, the
flowrate was checked to ensure that the movement of the flow field did not have any
affect on the rate of flow. Upon verification that the desired flowrate was achieved, the
video footage of the flow field was recorded for a maximum of 2 seconds, again using the
record feature of the MotionScope software. The recorded video file of the flow field, in
an .AVI format, was then reviewed for the
"best"
sequence of consecutive images. To be
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considered the
"best"
sequence of images, a minimum of two consecutive images must
exhibit bright clear particles spanning the entire flow field within each image. Ensuring
that these criteria were met enhanced the probability that the cross correlation analysis
would be of high quality and accurate. Once the two
"best" images were selected, they
were saved as .TIF images using the MotionScope software. These .TIF images are the
images, in the required format, which would later be presented to the computer analysis
software package for cross correlation analysis. It should be noted that the MotionScope
software allows the user to automatically save a sequence of consecutive images. As a
result, the necessity for selecting, naming and saving each individual image is alleviated.
4.4 PIV Analysis
The PIV analysis is a complicated process that involves many aspects of experimentation
including theory, implementation and assessment of results. Because a cross correlation
technique was used to ascertain velocity profiles, it was necessary to develop a working
knowledge of cross correlation theory prior to executing the analysis. Implementation
involved becoming familiar with the chosen analysis software package, VisiFlow
Analysis System, Version 6.14.1, 32-Bit by AEA Technology, where the knowledge
gained from the study of cross correlation theory influenced the selection of specific
software parameters to ensure accurate results. Along with the understanding of the
analysis software, the development of a calibration procedure was necessary. Diligence in
the execution of this calibration procedure helped to ensure good quality analysis results.
Once the analysis was performed, post processing techniques were developed to enhance
the quality of the vector fields and ready them for comparison with other forms of
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analysis results such as from a Computational Fluid Dynamics (CFD) software package
known as Fluent.
4.4.1 Cross Correlation Theory
Prior to performing the analysis it was prudent to become familiar with the mathematical
theory involved with a cross correlation analysis. Establishing a working knowledge of
the theory behind a cross correlation analysis provided substance and validation to
theories and conclusions that can be posed regarding unexpected analysis results.
Additionally, knowledge of the cross correlation theory can provide justification for the
use of certain analysis parameter settings in the VisiFlow analysis software.
Although there are many methods of particle field analysis that are possible, the
cross correlation method was determined preferential. One of the major advantages to
this method of analysis is its tolerance to "noise" within the analysis images. As long as
the noise is random, the cross correlation method can exclude it from the analysis. In
general, the cross correlation computation examines the distance that a particle travels
between two images that are separated by an elapsed time. An illustration is provided in
Figure 4. 23. From this information the analysis develops a velocity vector, V , indicating
magnitude and direction for that particle.
Mathematically, the cross correlation analysis involves the use of Fourier
transform functions to correlate one interrogation region of the flow field to another.
Functions for spatial displacements, one for each image, are developed that can be
transformed into corresponding functions of spatial frequencies. The cross correlation
measures the degree of similarity between the two functions.
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Figure 4. 23 Cross Correlation Theory - Cross Correlation Explanation
A correlation peak occurs where the two functions exhibit the highest similarity.
This peak represents the dominant spatial displacement of the particles within the flow
field images and the average particle velocity can be computed form this (VisiFlow User
Guide, AEA Technology, 1999). Theoretically, the two functions might be similar for
more than one value. As a result, multiple peaks can be calculated. In fact, VisiFlow
analysis software calculates the three highest peaks for each vector in the velocity vector
matrix. In doing so, alternate peaks can be selected in the post-processing procedure if the
primary peak is errant or otherwise anomalous. Once the peak displacement value has
been determined, this value is compared to the elapsed time between consecutive images,
as specified by the record rate, to develop the average velocity of the particles within the
flow field. VisiFlow analysis software completes this correlation for every location,
defined by interrogation region, within the flow field. The result is a vector matrix that
represents the flow phenomena within the flow field.
102
4.4.2 Analysis Calibration
4.4.2.1 Calibration Procedure
To ensure that the cross correlation analysis was accurate, a calibration procedure was
developed and followed. This calibration procedure was instrumental in the cross
correlation analysis as it established a distance and time frame of reference by which the
velocity magnitudes were developed. Setting of the time calibration parameter involved
simply entering the time lapse between the two consecutive images that were selected for
analysis. This time corresponded directly with the record rate that was set in the
MotionScope software. Because virtually all of the experimentation was conducted at a
record rate of 500 fps, the time lapse between 2 consecutive images was 2000 us. This
was entered into the VisiFlow software by first accessing the "Analyse" pull-down menu
and selecting "Set Flow
Calibration"
and entering 2000 into the "Pulse
Separation" field.
This procedure is illustrated in Figure 4. 24 and Figure 4. 25.
S5JAEA VISIFLOW
File View Project Options j Analyse Help
AnalysisMethod.I
Image Source...
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Figure 4. 24 - VisiFlow Calibration Procedure - Analyse Pull-Down Menu
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OK Cancel
Figure 4. 25 - VisiFlow Calibration Procedure - Setting Pulse Separation Parameter
Setting the distance calibration parameter was slightly more involved and required
importing into the VisiFlow analysis software, the calibration image that was recorded
using the MotionScope software. This importing of the previously recorded file was
accomplished in VisiFlow by accessing the
"Analyse"
pull-down menu, selecting the
"Set Flow Calibration" option and selecting the "Compute
Conversion"
option. Note that
the "Pixels are
Square" box should be checked. After selecting
"Yes"
to the pop-up
window that queries "A Calibration Scale Should Be Aligned. Do You Wish To
Proceed", another pop-up window will prompt for the calibration image file. This
procedure is illustrated in Figure 4. 24, Figure 4. 25, Figure 4. 26 and Figure 4. 27.
|AEA VISIFLOW Application
J A calibrated scale should be aligned. Do you wish to proceed
Yes No j;
Figure 4. 26 - VisiFlow Calibration procedure - Calibration Alignment Prompt
104
EBS1
Look in: k3 7-23-04
_^
_D Thesis Photos
SlEvent988t-55mm_160mLPM_250-4x_00014.tif
g|Event988t-55mm_160mLPM_250-4x_00015.bl
S]Event988t-55mm_160mLPM_250-4x_0001G.b'f
@l Event988t-55mm 160mLPM 250-4x 00017.tif
?sylEvent990CalForEvent988.tif
3 js| Ml g| faal
sJJEvenl99H-55mm_160i
S)Evenl991t-55mm_160i
g Event992-4Gmm_135n
js| Event992-4Bmm_1 35n|
H Event993tZoom_0000|
]Evert993tZoom_0000;
File came: |Event990CalForEvent988 tii Open
Files of type: j PIV Image Files ("TIF) 13 Cancel
Figure 4. 27 - VisiFlow Calibration procedure - Loading Calibration Image
Once the calibration image was imported and displayed on the PC monitor, two
points that spanned a known physical distance within the image were selected using the
computer mouse and cursor on the PC monitor. These two points should closely indicate
the edges of a well defined feature within the calibration image, for example the edges of
two separate graduation marks on the calibration ruler, as shown in Figure 4. 28. After
selecting the two points, The "Conversion
Parameter"
window appears with the number
of pixels corresponding to the selected distance. The actual physical measurement (in
um) of the object between the two points was entered in the "Scale
Distance"
prompt.
This procedure is illustrated in Figure 4. 28.
After selecting "OK", the VisiFlow software correlated the known distance to the
corresponding number of pixels to calculate the pixel-distance relationship. The result is
18.2 Lim/pixel and the "Flow
Parameters"
window is updated to indicate the conect
number, as shown in Figure 4. 29. With this correlated distance and the known elapsed
time between analysis images, the cross correlation analysis could commence.
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Figure 4. 28 - VisiFlow Calibration Procedure - Distance Selection
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Figure 4. 29 - VisiFlow Calibration Procedure - Distance Selection
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4.4.2.2 Calibration Error
Because the calibration process, specifically the selection of the two points spanning a
known distance, was so subjective and could potentially introduce a significant amount of
error into the cross correlation analysis, an experiment was conducted in an effort to
quantify the magnitude of this speculated error. Intuitively, if the calibration process is
inaccurate, the resulting vector field will also be inaccurate. Although altering other
parameters in the VisiFlow software package can result in errant vector field results,
these types of alterations usually do not result in magnitude errors. Since the calibration
process relates travel distance to pixel distance, magnitude errors are inherent to the
process. Quantification of these magnitude errors is critical to the validation of the
VisiFlow vector field analyses.
It was important to develop an experiment that would accurately quantify the
magnitude errors inherent to the VisiFlow calibration process. As a result, careful
consideration was given to which parameters would change between iterations of the
experiment. It was clear that the main parameter that could change from one calibration
process to another was the number of pixels between the two selected points. A person
could select two points on the PC monitor, thereby specifying a pixel measurement, and
later in another calibration process, select two entirely different points resulting in an
entirely different pixel measurement. Although, in the two independent calibration
processes, the analyst was using the same calibration feature, the calibration results were
completely different. No matter how well intended the analyst is, there is great
probability that they will not select the same two points every time. The goal of this
experiment was to determine how much error is involved if the pixel distances vary by
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one, two or three pixels. Because of the nature of the point selection process and the
relatively large size of the pixels on the PC monitor, a maximum variance of three pixels
is considered acceptable. Additionally, if the relationship between number of pixels and
error in the calibration process results in a linear relationship, then this relationship can
be applied to any number of pixel variances whether the calibration process varies by
one, ten or ten thousand pixels.
To determine the error involved with the calibration process, four separate
VisiFlow analyses were conducted. These analyses were entitled 303, 304, 305 and 306
which designated the number of pixels used for the calibration process. During the
calibration process for each analysis, the point selection was deliberately incorrectly
chosen. With each analysis, the pixel distance was increased by one pixel and the same
calibration distance, 6350 um, was entered. Figure 4. 30 illustrates the point selection
process and ratios for the first three of four analyses.
Second Analysis
6350 um 304 Pixels
First Analysis
6350 um 303 Pixels
Figure 4. 30 - Calibration Error - Calibration Point
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Because the calibration distance was the same for all the analyses, the resulting
distance to pixel ratio was different for the four analyses. The resulting calibration ratios
are described in Table 4. 2. As mentioned previously, care was taken to ensure that no
other VisiFlow parameters were modified and the same two photographic images were
analyzed.
Table 4. 2 - Calibration Error - Calibration Ratios
Trial Known Distance (um) # ofPixels Ratio(um/pixel)
1 6350 303 20.96
2 6350 304 20.89
3 6350 305 20.82
4 6350 306 20.75
Using the VisiFlow parameters as to be described in Section 4.4.3, four separate
VisiFlow analyses were conducted. Upon the completion of the analyses, the magnitudes
of the first vector column of each analysis results were recorded. The first vector column
of the resulting vector field matrices represents the first velocity profile in the analysis
results. Once the first velocity profile was recorded for each of the four analyses, the
percent error calculations took place.
The data that was recorded was in the form of four columns, with each column
representing the four analysis results. The percent error between the true value from
analysis 303 and the observed values were calculated across each row of the vector
columns. These rows represent the data points that form the velocity profiles. Each
profile has the same number of rows and each row is located at the same radial location
as the velocity profile adjacent to it. Once the error was calculated for each row of the
vector columns, the average percent error for each analysis was calculated. In doing so,
an overall average percent error was obtained that accurately described the error inherent
to picking one, two or three pixels off from the true calibration distance. Finally, the
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standard deviation of the percent error, for each row, was calculated. By calculating the
standard deviation for the error in each analysis, insight was provided into how variable
the error was for each analysis. The percent error was calculated by using a standard
percent error formula (see Equation (4. 3)) and assuming that the first analysis, 303,
yielded the precise known velocity profile.
\A-B\
%error = [- L - 1 00
A
(4.3)
Here A is the velocity measurement for the first analysis, 303 and B represents the
velocity measurement for either the second, third or fourth (304, 305 or 306) analyses.
The standard deviation was calculated using a simple spreadsheet function.
The results of the experiment showed that the percent error involved with the
inaccuracies of calibration distance selection had negligible impact on the magnitudes of
the resulting velocity profile. Table 4. 3 represents the average percent error and standard
deviation calculations for each of the four analyses.
Table 4. 3 - Average Percent Error and Standard Deviation Based on Pixel Difference
Pixel Difference Average Std Dev
__j
1 0.330% 0.013%
2 0.655% 0.016%
3 0.981% 0.013%
By inspection of the way in which the average percent error changes, with respect
to the number of pixels difference, it can be seen that there exists a linear relationship. As
the number of pixels difference increments up by one pixel, the average percent error
increases by approximately 0.325 percent. As a result, it could be concluded that if the
same experiment was conducted but with a pixel difference of four, the average percent
error would be approximately 1.305%. This linear relationship is illustrated in Figure 4.
31.
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The last subject to be discussed pertains to how much error should be assigned to
any particular VisiFlow analysis because of the calibration process. This depends largely
on how many pixels difference is considered acceptable. Based on expertise, it is
reasonable to think that any person could repeatedly select the same two pixel locations
to within 3 pixels, which gives an error of approximately 1%.
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Figure 4. 31 -Calibration Error - Linear Relationship of Pixel Difference and Average Percent
Error
The ability to select the same locations repeatedly is partially dependent on the
quality of the photographic image with regards to lighting and focus, as well as the
chosen calibration feature. It is recommended, based on experience, that the calibration
feature be large enough to fill most of the photographic image. Because the analyst is
required to select calibration points that are far apart, the sensitivity to error is reduced.
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4.4.3 VisiFlow Parameters and Analysis Execution
The first step in the VisiFlow analysis procedure was to ensure that no forms of data
smoothing, interpolation or filling were active. In doing so, the final vector field results
would be representative of the true data and not subject to modifications. This was
accomplished by accessing the "Options" pull-down menu and selecting "Analyse Flow
Options"
as shown in Figure 4. 32.
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Figure 4. 32 - VisiFlow Analysis Procedure - Analyse Flow Options
Once the "Analyse Flow
Options"
option was selected a pop-up window,
depicting all possible vector field manipulation options is displayed. All boxes within the
"Analyse Flow Options" were unchecked as shown in Figure 4. 33.
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j F Export velocities io text file
T Jlepeat Monitor
P Pause before analyse
P Show live image before online analysis begins
OK Cancel
Figure 4. 33 - VisiFlow Analysis Procedure - Analyse Flow Options Pop-upWindow
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The next phase in the VisiFlow analysis procedure was to select the analysis
method. It was in this phase that the cross correlation method and its parameters were
selected. By accessing the "Analyse" pull-down menu and selecting "Analysis Method",
the type of analysis method can be selected from the "Method" pull-down menu as
illustrated in Figure 4. 34 and Figure 4. 35.
IffijjAEA VISIFLOW 1
File View Project Options j Analyse Help
g HgU r * j^, AnalysisMethod... / / S S3 lt=S VCR &0 ? *?
!-
Image Source...
Set Flow Calibration...
Binarise...
ijlpye Slide or Video... ' .
, .vfJjsplaylive image
Analyse Flow
Figure 4. 34 - VisiFlow Analysis Procedure - Analysis Method Pull-Down Menu
[Analysis Method
W Show distance scales and spot size
W Velocities in m/s
Method:
Cross-Correlation
Auto-Correlation
Particle Pairing
Manual Matching
iCross-Correlation
Optical Auto-Correlation
Single frame cross-correlation
""I Particle Tracking
Figure 4. 35 - VisiFlow Analysis Procedure - Analysis Method Selection
After selecting the cross correlation analysis method, the parameters that are
specific to that form of analysis were selected. Within the "Analysis
Method"
pop-up
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window, the option for "Parameters" was selected. The "Parameters" option is shown in
Figure 4. 36.
Analysis Method
P jShow distance scales and spot size!
F Velocities in m/s
Method:
Cross-Correlation
Parameters
"3
OK Cancel
Figure 4. 36 - VisiFlow Analysis Procedure - Analysis Method Parameters Selection
After selecting the
"Parameters"
option, a pop-up menu occurred that presented
many cross correlation analysis parameter options. It is here that the interrogation
window characteristics including size, shape and overlap, are chosen. The typically used
parameter settings are illustrated in Figure 4. 37.
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Figure 4. 37 - VisiFlow Analysis Procedure - Analysis Method Selection
114
These parameters establish the rules under which the specified analysis type will
be conducted. Although virtually all of the cross correlation analysis parameters remained
as designated by the default values for the software, a few parameters such as
Interrogation Region Squareness and Size and Area Overlap were altered to improve the
analysis results. It was found that the most anomaly-free vector matrices resulted from
using rectangular regions as opposed to square regions. An anomaly-free vector matrix
refers to a vector matrix with a low number of errant vectors and few gaps in the vector
matrix. Because the selection of the interrogation region shape affects the physical
spacing of the vectors on the image, using rectangular regions seemed to fill the
rectangular FOV of the image most adequately. It remained prudent to select
interrogation region dimensions that were as small as possible. In doing so, the analysis
was conducted at a fine resolution and small flow phenomena were revealed.
Contrastingly, if the dimensions of the interrogation regions were too small, particle
displacements would exceed the boundaries of the interrogation regions. As a result, the
correlation would be unable to track the motion of a particle and the resulting vector field
matrix was in disarray. Since the flow field was primarily streamlined and in a uniform X
direction, using a larger X direction interrogation region dimension was feasible and
prudent. If the flow field was to exhibit any anomalous flow phenomena, it would occur
in the Y direction. As a result, the Y direction interrogation region dimension was kept as
small as possible. These rectangular regions typically had dimensions of 64 pixels in the
X direction and 16 pixels in the Y direction. This would typically represent a vector
matrix that was 17 columns wide and 67 rows tall.
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Within the VisiFlow analysis software, the default value for Area Overlap is 50%.
This means that the interrogation regions overlap by 50%. In essence, overlapping the
interrogation regions by 50% ensures that the particle motion that falls within the
overlapping region will be subject to cross correlation analysis by both interrogation
regions. Doing so provides robustness and redundancy to the correlation analysis by
ensuring that a majority of the particle motion is subject to more than one cross
correlation analysis. An illustration of this is shown in Figure 4. 38. It was found that by
overlapping the interrogation regions by 75% provided the anomaly-free vector matrix
results. Exact orientation of the interrogation regions, relative to each other during an
analysis is unknown.
The final phase in the VisiFlow analysis procedure was to execute the analysis.
This was accomplished by accessing the
"Analyse"
pull-down menu and selecting the
"Analyse Flow" option. After doing so, a pop-up menu requested the two consecutive
image files, in a TIF format, that were to be considered for the analysis.
Overlapping
Region
Interrogation
Region
Figure 4. 38 - VisiFlow Analysis Procedure - Interrogation Region Overlap
Using the
"Shift" key on the keyboard to select multiple files at once, the two
desired images were selected. After selecting
"Open" from the file selection pop-up
menu, the VisiFlow analysis automatically began. This procedure for selecting image
files and executing the analysis is illustrated in Figure 4. 39 and Figure 4. 40.
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Figure 4. 39 - VisiFlow Analysis Procedure -Analysis Flow Pull-Down Menu
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Figure 4. 40 - VisiFlow Analysis Procedure - Analyse Flow Image File Selection
When the analysis finished its compilation, the vector field was presented. In the
vector field were vectors of various sizes and colors, overlaid on the actual image of the
flow field. To the left of the window is a legend that provides a scale reference for vector
magnitude and distance. Also included in the legend is the name of the .PIV file that is
being presented. Along the left and bottom edge of the vector field are scales that are in
graduations of micrometers. These provided a grid by which the exact location of each
vector can be found. The change in colors of the vectors denotes a percentage of the
maximum magnitude for that vector field. The threshold percentages and their respective
colors can be set by the user if the default values are unsatisfactory. An illustration of a
typical vector field, resulting from a cross correlation analysis with all analysis
parameters set as previously described, is shown in Figure 4. 41. By selecting the
"File"
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pull-down menu and selecting "Save
As"
the analysis results were permanently saved in
a .PIV file format for later retrieval.
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Figure 4. 41 - VisiFlow Analysis Procedure-Vector Field Result
4.5 Post Processing
Once the calibration process was performed and the VisiFlow analysis was conducted,
the final step in the PIV experimentation technique ensued. This final step involved post
processing of the resulting VisiFlow data to both enhance the quality of the vector matrix
and to present the data in a meaningful manner that could be easily compared to other
forms of analysis such as CFD analyses.
4.5.1 Vector Field Enhancements
During the experimentation it became obvious that unless the experimental conditions
were ideal, the resulting VisiFlow vector field matrix would contain some portion of
errant pockets of data. A vector was considered errant if its magnitude and/or direction
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was inappropriate for the flow field as defined by the surrounding vectors that were
immediately adjacent to the errant vector. Prior to comparing the VisiFlow results with
other forms of analyses, it was necessary to ensure that the results were as accurate as
possible by modifying the errant data. In doing so, the comparative analyses would be
much simpler to conduct. In an effort to modify the errant data, several enhancement
techniques were utilized. These techniques involved utilizing features that are embedded
in the VisiFlow software and include the selection of the next best vector, masking the
vector or manually editing the vector. It should be noted that in all analyses, the amount
of vector field enhancement was minimized to ensure that the enhanced vector field
matrix was truly representative of the flow field. In all instances, a structured approach to
vector field matrix enhancement was followed.
The first technique for vector matrix enhancement was to choose the next best
vector for the vector location where the errant vector resided. This feature of the
VisiFlow software, allows the analyst to scroll through the vectors corresponding to the
three highest calculated correlation peaks at that location within the vector field matrix.
The computer software program automatically chooses the highest correlation peak for
each vector location and this is what is presented at the conclusion of the analysis
compilation. Unfortunately, the highest correlation peak does not always correspond to
the most logical peak for any given vector location. As a result, choosing the next best
peak often resulted in a vector that more closely represented the flow phenomena of the
vectors surrounding it.
The procedure for selecting the next best vector is easily performed. First, the user
selects the errant vector using the cursor. Next, by either selecting the "Next Best Vector
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Selection" located within the "Edit" pull-down menu, or by selecting the
"F5"
key on the
keyboard, the vector can be toggled between the three calculated correlation peaks. This
procedure is illustrated in Figure 4. 42 and Figure 4. 43.
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Figure 4. 42 - Post Processing - Next Best Vector Procedure
If choosing the next best vector failed to provide a more desirable vector field
matrix, the second technique for vector matrix enhancement was masking of the errant
vector. This method was considered a viable option as masking the vector simply
removed the errant vector from the matrix rather than altering it in any way. By removing
the vector, a gap would be present in the data but this was considered a more desirable
situation than maintaining the errant vector.
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Figure 4. 43 - Post Processing - Next Best Vector Result
Masking the vector in VisiFlow was accomplished by accessing the
"Edit"
pull
down menu and selecting the
"Mask" Option. Once selected the vector was removed
from the vector field. This procedure is illustrated in Figure 4. 44 and Figure 4. 45.
Ifmasking failed to provide an anomaly-free vector matrix, the final enhancement
technique, manual editing, was employed. In this form of enhancement the analyst has
several options for determining the magnitude and direction of the errant or missing
vector. Ideally, if the errant vector was surrounded by vectors that were perceived as
good, the magnitude and direction of the errant vector would be determined by taking the
average magnitude and direction of the vectors surrounding it and manually editing the
vector values. The magnitude and direction of each vector in the matrix is available by
selecting the vector and observing the data presented in the lower right comer
of the
VisiFlow application window as shown in Figure 4. 46.
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Figure 4. 44 - Post Processing - Mask Vector Procedure
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Figure 4. 45 - Post Processing - Mask Vector Result
Care was taken to use good judgment in using this enhancement technique. Since
taking the average values of the surrounding vectors is associated with a degree of
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uncertainty, this form of matrix enhancement was reserved for only the poorest vector
data. It stands to reason that since the test fluid is incompressible and the flow passages in
the test models were both smooth and not convoluted that the occurrence of some small
isolated phenomena is highly unlikely. As a result, the manual editing of a small portion
of isolated errant vectors was considered an acceptable practice. Manually editing a
vector within the vector field was easily accomplished in VisiFlow by accessing the
"Edit"
pull-down menu and selecting the "Manual Edit
Selection"
option. Once selected
a "Manual Vector Edit" pop-up menu provided the option for changing both the vector
velocity and angle. By selecting "Change" and then "Finish" after manually entering the
velocity and angle, the vector is revised. This procedure is illustrated in Figure 4. 46,
Figure 4. 47 and Figure 4. 48.
In summary, as with all of the enhancement techniques, care must be taken when
altering the velocity vector matrix to avoid removing any real flow phenomena. It is for
this reason that the use of each enhancement method is highly situational and subjective.
Choosing the next best vector was considered the least invasive technique for matrix
enhancement because each of the next best vectors was actually calculated by VisiFlow.
Masking was considered the second least invasive enhancement technique because the
only subjectiveness involved was in choosing which vector should be removed and which
should remain. Manual editing was considered the least favorable enhancement technique
because of its high level of subjectiveness. Judgment is needed to first determine which
vectors are errant and second to determine what theirmagnitude and direction should be.
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Figure 4. 46 - Post Processing - Manual Edit Procedure
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Figure 4. 47 - Post Processing - Manual Edit Pop-upWindow
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Figure 4. 48 - Post Processing - Manual Edit Result
Once all enhancements were completed the file was saved with a unique naming
convention. An example is as follows:
Event922_500-4x_lABKl_136mLPM_ol25_WF.PIV
Here, the Event number is the number given to a .AVI video file when it is saved in
MotionScope software. This number is automatically generated and is incremented by 1
every time a file is saved. 500 represents the record rate, 4x
represents the shutter speed.
1ABK1 represents that location that the analysis was taken from, specifically the 1A
passage, Block 1. 136mLPM represents the approximate
flowrate measured in milliliters
per minute. ol25 designates the aperture setting, specifically open, 0.125 inches past first
dot and WF designates the experiment was conducted with filter.
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4.5.2 Data Exportation
Once the vector field was modified, the data was exported from the VisiFlow software in
an ASCII file format. This exportation of the data was required to ensure that the data
could be compared to other forms of analysis results and presented in a meaningful
manner. The exportation of the vector field was easily accomplished in VisiFlow by
accessing the
"File"
pull-down menu and selecting the
"Export"
option. Once the
"Export"
option was selected, a pop-up menu entitled "Save
As"
was presented that
provided the option of saving the file in different formats. For exportation of data to be
used in a spreadsheet program, the .ASC file format extension was chosen. This created
an ASCII file from the vector field. This procedure is illustrated in Figure 4. 49 and
Figure 4. 50.
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Figure 4. 50 - Post Processing - Post Processing - Data Exportation File Extension Selection
The exported file was easily imported into a mathematical spreadsheet
application, such as Microsoft Excel. An example of the exported data, as imported into
the spreadsheet program, is included in Figure 4. 51.
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Once the data was exported to the spreadsheet program it was permanently saved
in an Microsoft Excel .XLS file format. The naming convention for the Excel files was
typically as follows:
Event922_025-026_A2.xls
where, the event number is the number which is automatically generated by the
MotionScope software when the video file was originally recorded, the 025-026
represents the last three digits of the file names of the two best, consecutive,
automatically generated .TIF image files from VisiFlow, the A represents the revision of
the VisiFlow analysis parameters that were used and the 2 represents the revision to the
vector field due to enhancements (i.e. next best vector, masking or manual edit).
Once in the spreadsheet format the data was easily sorted into columns, each
representing a velocity profile at different locations along the direction of the flow. The
values for each profile can be ascertained by sorting the data, based on column number.
All data values with the same column number represent the velocity profile for that
column number. With the data in this format, each column could be presented as an
actual velocity profile which provides more visual clues regarding flow phenomena than
vectors in a velocity field matrix. Inspection of the profile shape provided some visual
information regarding the flow including if the flow was skewed or under developed at
specific locations. Additionally, a series of velocity profiles plotted against one another
provided some insight into developing flow phenomena, for instance as the flow
approached a bifurcation. Lastly, with the data in a spreadsheet format, the velocity
profiles at different locations throughout the flow field could be compared to other
analysis results such as those from the CFD application known as Fluent. This aspect of
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post process proved to be most useful when the comparisons were drawn between the
experimental results and the results from an identical model in the Fluent software
application.
4.6 Summary
Methods were developed to ensure an accurate PIV analysis. These methods involved
developing procedures for light sheet and camera placement and alignment to ensure that
the correct aspects of the flow field were being analyzed. Also, the interrelationship
between record rate and shutter speed was examined. In doing so, selecting of appropriate
settings based on certain flow field parameters was made simplistic. A calibration
procedure was developed that limited the inaccuracies involved with selecting a
calibration measurement using the VisiFlow flow analysis software. The cross correlation
theory was researched to develop an understanding of the mathematical concepts behind
the PIV analysis. Finally, extensive effort was placed forth in determining which
parameters in VisiFlow provided the best results and under what circumstances.
The PIV experiments involved special techniques and calibration procedures that
ensured that the results were of good quality and most importantly, accurate. Through
experience, a series of best practices were established that provided confidence in the
analysis results. Once these best practices were established, they were diligently applied
to ensure that the least amount of error was introduced into the analysis because of a poor
experimental technique.
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Chapter 5
Inlet Tube Experiment
5.1 Introduction and Overview
Prior to beginning testing on the complex three-generation lung model it was necessary to
develop a robust PIV technique that would provide accurate analytical velocity profile
results regardless ofmodel complexity. Pursuant to this end, a preliminary PIV technique
was developed using a simple straight inlet tube. A simple inlet tube presented an ideal
situation for developing this PIV technique because a theoretical result for a velocity
profile in a pipe was easily derived. By carefully controlling the experimental parameters
to validate the theoretical assumptions of the mathematical model, a direct comparison
between theoretical and mathematical analysis results was possible.
During the inlet tube experiment much was learned regarding optical physics and
its affect on the outcome of the experiment. Refraction and parallax can hinder the ability
to perform an accurate calibration while only a full understanding of fluorescence will
ensure the optimal light intensity in the PIV images. Both of these phenomena directly
influence the accuracy of the PIV analysis results.
Upon completion of the inlet tube experiment, a comparison between the
theoretical and experimental velocity profile results was conducted. Since the comparison
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was favorable, meaning that the two solutions were considered equivalent, the developed
PIV technique was then applied, with confidence, to more complex model geometry.
5.2 Theory
The theoretical solution of what the velocity profile should resemble was derived using
the Hagen-Poiseuille pipe flow model (Fox and McDonald, 1998). For the Hagen-
Poiseuille pipe flow model to be applicable to the experiment the flow must be assumed
steady and uniform, meaning no fluctuations in average velocity. The flow must also be
assumed fully developed, laminar and parallel to the pipe's axial centerline while
maintaining axial symmetry about this centerline. The flow must also be assumed
incompressible and viscous, which are characteristics of most liquids. Lastly, the flow
was assumed to have negligible body forces.
Flow
Figure 5. 1 - Theoretical System Description
The Hagen-Poiseuille pipe flow derivation begins with the continuity equation, in
cylindrical coordinates, as shown in Equation (5. 1).
1 d r ,r\ d fvA d
V.V =Z-^(r.Vr)+ -*- +f fc)= 0 (5.1)
V ' J dzr dr 30
In this equation, Vr, J^and Vz represent the velocity vector components of the flow field
in each direction; r, z and 0 (see Figure 5. 1). Because the flow is assumed parallel to the
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z axis, the F.and K* terms are equal to zero and therefore the continuity equation reduces
to Equation (5. 2).
To continue with the Hagen-Poiseuille pipe flow derivation, the momentum
equation, in cylindrical coordinates, is examined. Since it is unnecessary to include the 0
and r direction components of the momentum equation, due to their result being
equivalent to zero, only the z direction equation is considered. The z direction momentum
equation is shown in Equation (5.3).
Pj
'dV.
ir dV_ Vr dV dV+ Vr -- + -:- -- + V
dt dr r 30 dz )
dP T>
~f- + pfBz+n
dz
1
'
d2V^ 1 dV, 1 d2V d2V A
f- + H H
dr2
r dr r2 dO2 dz2
(5.3)
\ vi l Ul I UU uz J
Here pf is the fluid density, p is the fluid viscosity, p is the system pressure, and Bz
refers to the body force per unit mass. Several terms ofEquation (5. 3) are eliminated due
to the preliminary assumptions. Since the flow was considered steady, it is not changing
dV
as a function of time. As a result, the - term is equivalent to zero. Since the flow was
dt
assumed parallel to the z direction, Vr and Vg are also equivalent to zero. Since the
pressure term is only a function of the z direction, the partial derivative pressure term
becomes . Since the flow was originally assumed axi-symmetric, it can be assumed
dz
d2vr
~de2that
f- = 0. In addition, because Vz is only a function of r, due to the fully developed
flow assumption, all partial derivatives are replaced by total derivative terms. Since body
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forces were assumed negligible, pfBz = 0. Considering all of these assumptions and
substituting the resulting continuity equation, Equation (5. 2), into the momentum
equation, the momentum equation is reduced to Equation (5. 4)
dp
P dz\u )
' d2V, dV
r ^ + -
dr' dr (5.4)
Using the product rule and reorganizing terms a final condensed equation can be
formed as illustrated in Equation (5. 5).
d dV, r dp
dr\_ dr j p\_dz J
After two integrations with respect to r, and once with respect to Vz, the equation
for velocity, as a function of r, in the z direction, V-, is represented by Equation (5. 6).
Vz(r) =
Ap
dp
\dz j
rz+CAnr + C2 (5.6)
Here, Cj and C2 are constants of integration to be determined from carefully selected
boundary conditions. Because the flow is assumed fully developed, steady and
dV
symmetric, it can be assumed that - = 0 at r = 0. Therefore, the integration constant C/
dr
= 0, and Equation (5. 6) can be represented by Equation (5. 7).
Vz(r) =
1
Ap
<dp^
\dz j
r2+C, (5.7)
Since it is assumed that there is a no-slip condition at the pipe walls, or where r = R, then
the integration constant, C2, can be represented by Equation (5. 8).
4p dz j
R1
(5.8)
Substituting Equation (5. 8) into Equation (5. 7), Equation (5. 9) is derived.
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VAr) = -j-
Ap
(dp^
\dz j
r2-
Ap
fdp)
ydz )
_ 2L R2
(5.9)
Collecting like terms, the final derivation of the Hagen-Poiseuille pipe flow model
is derived. This final derivation is illustrated in Equation (5. 10).
Ap v dz j
1
i?2 (5. 10)
Since maximum velocity occurs at the pipe centerline, where r = 0, for axi-
symmetric flow, Vmax is given by, Equation (5. 11).
v =1
max A
Ap
'dp)
\dz j
= 2-V, (5. 11)
As a result, the Hagen-Poiseuille pipe flow model can also be represented as in
Equation (5. 12).
z \ / m
1
R- (5. 12)
Vmax is also equivalent to two times the average velocity, V^e, of the flow in the
pipe. This relationship was used with measured flowrate to obtain Vmax for the PIV to
CFD comparison. Flowrate through the pipe is given by the following equation, (5. 13).
Q = Vave A (5.i3)
Here Q represents the volumetric flowrate and A represents the cross sectional area of the
pipe.
5.3 Experimental Set-up
In an effort to keep the number of experimental variables low, a simple experimental set
up was employed to develop the PIV technique. The system consisted of typical PIV
equipment including a laser for illumination, a digital video camera to capture the images
134
and a PC workstation for image manipulation and analysis compilations. Specific
information regarding the PIV equipment is available in Chapter 3.
In addition to the PIV equipment that was used, a fluid handling system was also
employed. This fluid handling system consisted of several sections of clear vinyl tubing
connected together by a series of reduction fittings. Flow velocity is provided by a
Gorman-Rupp centrifugal pump, part number 15651-058, which operates on 12 VDC as
supplied by a standard 12 VDC power supply. Verification of the system flowrate was
accomplished using a previously calibrated Aalborg Instruments and Controls, Inc.,
variable area rotometer, model P46A4-BA0A. This rotometer flowmeter included a bank
of four individual flowmeters but only bank number one was used for the experiments
involving the inlet tube. Also a part of the fluid handling system was a reservoir and,
most importantly, the inlet tube assembly. An all-inclusive illustration of the equipment
used in the simple inlet tube experiments is included in Figure 5.2.
The final configuration of the inlet tube assembly came after many hours of
experimentation. Initially, the inlet tube assembly consisted only of the acrylic tube. The
tube had a 9.525/9.601 mm inside diameter and a 12.7 mm outside diameter. Acrylic was
chosen not only for its optical clarity but its availability. Unfortunately, because the
tube's exterior surface was curved, much error was introduced into the experiment due to
the effects of refraction as explained in Section 1.1.2. In summary, the curved exterior
surface of the tube caused refractive distortion when attempting to examine the flow
within the tube. As a result, the PIV analyses were inaccurate and often incomplete.
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PIV Equipment
(Camera, Lens,
Optical Filter)
nlet Tube
Assembly
Pump
Figure 5. 2 - Simple Inlet Tube Experimental Set-up
The final tube assembly configuration consisted of the same inlet tube described
above but the tube was encased in a small acrylic box (Jan, 1989) that was constructed
using waterproof adhesive and tongue and groove joinery techniques. An illustration of
this tube and box assembly is provided in Figure 5. 3.
136
Open Face and
Index Matched
J' Fluid
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Figure 5. 3 - Tube and Box Assembly
The top of the box, which was to face the camera lens, was open to air. The
purpose of this box was simple; remove the error-introducing effects of refraction from
the PIV experiment. This was accomplished by filling the box with a small portion of the
index matching fluid in an effort to entirely submerge the tube. This ensured that a
perfectly flat viewing surface was parallel to the camera focal plane. For reasons
discussed in Section 1.1.2, a flat viewing surface ensured that the true dimensions of the
tube inside diameter, and subsequently the flow field, were visible. The tube and box
assembly was mounted on a positioning sled. The purpose of this positioning sled was to
provide an optical stage that had the capability for precision positioning of the assembly.
The ability to precisely position the model, in small incremental movements, made
conducting the experiments more convenient.
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The particle solution that was used for the experiment consisted of an index
matching fluid that was custom formulated by Cargille labs to maintain an index of
refraction of 1.4140. This was very similar to that of the acrylic tubing material of 1.49.
The test particles were purchased, in 1 gm quantities from Duke Scientific under part
number 36-3. These particles were 10 um in diameter, monodispersed and a density of
1.05 gm/cm . The particles exhibited fluorescence at 612 nm when excited at 542 nm.
The test fluid solution was carefully mixed to ensure proper particle dispersion (see
Section 2.4.3).
5.4 Experimental Procedure
The procedure for conducting the experiment was simple. Although a detailed
explanation of the procedure, including calibration processes and experimental
methodology, is provided in Chapter 4 regarding PIV Technique, it is prudent to review
the general procedure and define the inlet tube-specific experimental parameters here.
To begin the experiment, an appropriate flowrate for the experiment was chosen.
For this experiment, no specific flowrate was required meaning that this experiment was
not meant to emulate any real-life conditions such as breathing rates. As a result, a
flowrate was simply chosen that fell within the capacity of the flowmeter. Because future
experiments would require higher average flow velocities, a flowrate near the upper end
of the flowmeter capability was chosen. The flowmeter metering valve was set to restrict
the volumetric flowrate to 0.147 lit/min which corresponded to a ball float height
measurement of 55 mm, according to the flowmeter calibration curve (see Section 3.6). It
was found that the velocity of the flow was more stabile and consistent over the duration
of the experiment, if the voltage supply to the pump is set such that the desired average
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flow velocity is overachieved. Then, using the metering valve on the flowmeter, the flow
can be restricted to achieve the desired average flow velocity.
Once the flowrate was set it became necessary to select the appropriate camera
settings for the experiment. Contrary to the optimal camera settings as described in
Section 4.3.1 which found a record rate of 500 fps and a shutter speed of4x necessary for
good PIV images for flow in the three-generation lung model, it was found that the
optimal settings for the simple tube experiment were a record rate of 250 fps and a shutter
speed of 4x. A slower record speed was possible due to the slower average velocity of
this experiment and the optical clarity of the model material. This combination of camera
settings produced good results as the balance between necessary light and reduced streak
length was optimized. A comprehensive listing of all experimental parameters is included
in Table 5. 1.
After selecting the appropriate camera settings, video recording of the flow field,
including the recording of a calibration image, was conducted. Typically, a calibration
image would be collected prior to recording video footage of the flow. This standard
procedure was found inappropriate for this experiment due the exhibition of positive
buoyancy by the particles in the test fluid. As the experiment grows in duration, the
positively buoyant particles have a tendency to collect on the upper surface of the inside
diameter of the tube. This collection of particles, which cannot be cleared without a
complete tear-down of the experiment, obscure the actual flow phenomena in such a way
that the PIV analysis becomes erratic in these areas as explained in Section 5.6.
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Table 5. 1 - Experimental Parameters
Camera Settings:
Record Rate: 250 fps
Shutter Speed: 1/1000 sec (4x)
Aperture Opening: Open dot
VisiFlow Settings:
Interrogation Region Size: 128 x 16 pixels
Interrogation Region Shape: Rectangular
Interrogation Region Overlap: 75%
Number ofVectors in Field: 1224
Vector Resolution (axial dir.): 1 vector/700um
Vector Resolution (crossflow dir.) 1 vector/ 1 43 um
Flow Parameters:
Air Flowrate: 1.61 lit/min
Liquid Flowrate: 0.1470.002 lit/min
Reynolds Number: 239
Maximum Velocity: 0.069 m/s
Fluid Density: 1.495 0.018 gm/cm
J
Fluid Viscosity 1.370 0.004 cSt
Fluid Refractive Index: 1.4140
Particle Diameter: 10e-6m
Particle Dispersion: monodispersed
Particle Density: 1 .05
gm/cm3
Fluorescent Parameters:
Particle Excitation Maxima: 542 nm
Particle Emission Maxima: 612 nm
Laser Emission: 51 1/578 nm in 2:1 ratio
Optical Filter Cut-off: 50% block below 515 nm
Because of this particle collection phenomena, it was prudent to record the video
footage of the flow first and then follow with the recording of the calibration image
which is unaffected by particle collection. The necessity for system teardown to remove
collected particles was not necessary for the three-generation lung experiment. The lung
model was pliable and therefore could be tapped or jostled to dislodge and release the
particles back into the flow. This was impossible with the rigid tube assembly. The
calibration procedure was conducted in a similar way as described in Section 4.3 but
here, the calibration ruler was held at the same elevation as the image plane using the
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positioning sled. It should be noted that submersion of the ruler for calibration was not
necessary. The video capturing procedure was conducted as described in Section 4.3.3.
5.5 Analysis
As described in Section 4.4.3, VisiFlow Analysis software was used to analyze the
experimental data. All parameters described in Section 4.4.3 were utilized with exception
to the size of the interrogation regions. For this analysis, where the flow field geometry
was simple and the flow phenomena is presumably more predictable, larger interrogation
regions settings are possible without sacrificing the ability to analyze subtle flow
phenomena. It was found that using equal size, rectangular interrogation regions with
dimensions of 128 pixels x 16 pixels optimized the balance, allowing enough flow
resolution to accurately track the flow without excessive resolution that could cause
anomalous vectors to appear in the analysis.
Once the VisiFlow settings were optimized the cross correlation analysis was
conducted. Typically, as described in Section 4.5.1, some form of vector field
enhancement would be necessary to account for anomalous vectors in the resulting
VisiFlow vector field. Fortunately, due to the simplicity of the inlet tube experiment and
the optical clarity of the tube material, the entire VisiFlow vector field was anomaly free
with acceptation to a few localized regions, which will be discussed in Sections 5.6 and
5.7, and thus no enhancements were necessary.
Following the execution of the VisiFlow analysis, the vector field results were
compared to a theoretical Hagen-Poiseuille pipe flow model. The Hagen-Poiseuille
model was considered applicable to the experiment as all of the assumed initial
conditions were present in the experiment, namely flow through a smooth pipe, steady,
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incompressible, fully developed and laminar flow. The Reynolds number for the flow
was calculated to be 241 (using a v of 1.37 cSt, which was the kinematic viscosity of the
test fluid). To ensure that the experimental profile was fully developed upon entering the
camera field of view, the inlet tube was cut to a length that provided an excessively long
entrance length. The minimum required entrance length, Le, based on the previously
calculated flow Reynolds number of 241 and diameter of 9.525 mm (Le = 0.06*Re*dp),
was 137.6 mm. The length of straight pipe leading into the camera field of view was
approximately 2.75 times this length. Because of the excessively long entrance length and
the low Reynolds number, fully developed and laminar flow was a reasonable
assumption. Because the system pump provided a consistent average velocity, the
assumption of steady flow was reasonable. Also, because the flow is through a constant
diameter circular pipe, the flow could be considered axi-symmetric. The test fluid was
also considered incompressible and viscous. Since all the conditions existed in the
experiment that allowed the derivation of the Hagen-Poiseuille Pipe Flow model, the
experimental results could be compared, with confidence, to the theoretically derived
Hagen-Poiseuille solution for flow in a pipe of similar dimensions and flow parameters as
were witnessed in the experiment.
5.6 Results
The theoretical solution for the velocity profile was created using Equation (5. 12) in a
mathematical spreadsheet computer program. Both a high range solution and low range
solution were generated that formed a tolerance window. The difference between the high
and low range theoretical solution is representative of the flowmeter measurement
tolerance of 0.002 lit/min. This tolerance window represents the potential of a
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theoretically predicted velocity profile, given the flow parameters that were witnessed
during the experiment. The velocity profiles for the high and low range theoretical
solutions were obtained in three simple calculations. First, by utilizing the experimental
flowrate and known diameter of the pipe with Equation (5. 13) , the average velocity was
calculated. The average velocity was then used in conjunction with Equation (5. 11), to
establish the maximum velocity of the flow. Finally, the maximum velocity and known
pipe radius were used in conjunction with Equation (5.12) to develop the flow profile in
a pipe that is a function of the radial location within the pipe. The maximum velocities
for the high and low range theoretical profiles were calculated to be 0.07O m/s and 0.067
m/s respectively.
The experimental solution for the velocity profile was created using the VisiFlow
analysis computer software program as described in Section 4.4.3. Based on the size of
the previously mentioned VisiFlow interrogation regions, the resulting VisiFlow vector
field contained twelve individual velocity profiles. Each of these profiles, represented by
the 12 vertical columns ofvectors in Figure 5. 4, is equally spaced across the width of the
image (1 vector/700 um). Each velocity profile column is constructed of 67 individual
vectors which span the height of the flow field. Each of these 67 vectors is equally spaced
across the height of the image (1 vector/143 urn). Each of the vectors is part of a
coordinate system that is defined by VisiFlow, and is located with an assigned horizontal
and vertical coordinate. It should be noted that each of the 67 vectors maintains the same
vertical coordinate as those in adjacent velocity profile columns. As a result, each of the
67 vectors is a part of a row of vectors that spans the 12 velocity profile columns. Each
vector row, consisting of 12 vectors (one from each column), can be averaged to ascertain
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a single velocity profile column that represents the average velocity in the camera field of
view.
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VISIFLOW
Figure 5. 4 - VisiFlow Vector Field Result (128x16 Interrogation Regions)
Since no vector field enhancements were necessary to correct anomalous data,
this vector field was exported as an ASCII file to a spreadsheet program where the twelve
individual velocity profile columns were easily averaged together to ascertain a single
velocity profile that was representative of a velocity profile at the image plane for a 9.525
mm diameter pipe of length 8.404 mm. Because each row of 12 vectors contained an
amount of variation, the standard deviation for each row was calculated. This standard
deviation was portrayed as the error bars shown in Figure 5.5. Each error bar represents
1 standard deviation for that particular data point.
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Once the average velocity profile was ascertained a comparison plot between the
experimental average velocity profile and the theoretically expected profile was created.
Because of the flowrate measurement tolerance, both a low and high range theoretical
velocity profile derivation was included in the comparative analysis plot. To facilitate the
comparison of the experimental data to the theoretical data and to indicate the trend of the
experimental data, a 2nd order polynomial fit trend-line was included in the comparison
plot. The closeness of fit of this trend-line to the experimental data is indicative of its
associated coefficient of determination, R2, which is simply the square of the correlation
coefficient. An R value of 1 indicates a perfect trend-line fit, meaning that there is a
clear and definable relationship within the experimental data. An
R2
value of say, 0.9 is
actually an indicator of a somewhat poor correlation. It can be seen, from Figure 5. 5, that
the correlation is poor. This poor correlation is due in part to the presence of two regions
of high deviation data points located symmetrically about the vertical axis. These high
deviation regions are also illustrated in Figure 5. 6 for further clarification.
5.7 Discussion
Three predominant trends can be described after inspection of the resulting velocity
profile as shown in Figure 5. 5. One of these predominant trends includes a presence of
highly localized regions of data points that exhibit a large deviation. Also, within these
regions of high deviation lie a few individual data points that exhibit low deviation.
Lastly, another predominant trend is the presence of inward curved series of data points,
or flare-outs, on either tail of the profile. Regardless of the presence of these trends, the
velocity profile exhibits expected phenomena including a smooth parabolic shape and a
maximum velocity at the centerline of 0.067 m/s, which falls precisely within the
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theoretical velocity profile tolerance window ( 0.067 m/s > Vmax > 0.070 m/s). The
following paragraphs will attempt to explain the trends in the experimental velocity
profile and thus justify the validity of the developed PIV technique. All of these trends
are illustrated in Figure 5. 6.
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Figure 5. 5 - Plot ofExperimental Results vs. Theoretical Range - Bars indicate Standard Deviation
of 12 vectors averaged over 8.404 mm
5.7.1 High Deviation Regions
As mentioned previously, one of the predominant trends of a comparison between Figure
5. 5 and Figure 5. 6 is the presence of localized regions of high deviation. These areas of
high deviation occur symmetrically about the passage centerline (0.00245 m). Since the
occurrence of these regions was symmetrical, theories regarding their origin center on
non-naturally occurring phenomena.
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There is strong evidence that suggests that these symmetrically occurring bands
are the result of slow moving or stationary particles located on the inside upper surface of
the passage. These stationary particles were obstructing the VisiFlow analysis of the
particles flowing at the image plane, thus resulting in high deviation data points.
0.006
Flare-Out
-0.006 Flare-Out
Radius (m)
Figure 5. 6 - Average Velocity Profile Anomalous Data Regions
Observations during the experiment indicated that as the experiment grew longer
in duration more particles would collect on the upper inside surface of the tube and the
regions became larger. By tapping the tube assembly during the experiment, some of the
particles would be released from the tube surface and the regions would reduce in size.
Further, by carefully reviewing the recorded video of the experiment, it is indisputable
that the highlighted areas in Figure 5. 7 and Figure 5. 8 exhibit stationary particles.
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Figure 5. 7 - Experimental Velocity Profile Superimposed Over Flow Field Image
764 Mm
l^Uynm/s
Event980 250-4):
VISIFLOW
Figure 5. 8 - VisiFlow Anomalous Data Regions
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Although the exact origin of these extraneous light projections is unknown, this
hypothesis was supported by inspection of prior tube experiments where the particles
were precisely neutrally buoyant.
Shown in Figure 5. 9 and Figure 5. 10 is a comparison of a PIV image taken from
a previous inlet tube experiment where the particles were neutrally buoyant and a PIV
image of the current experiment were the particles exhibited stagnation. In the prior
experiment the bands appear more as a reflection. In the recent experiment, the bands
appear more as a line of illuminated particles. It can be seen that regardless of the
appearance of the bands, they both occur in approximately the same radial locations.
Figure 5. 9 - Bright Band Comparison - Previous Figure 5. 10 - Bright Band Comparison -
Inlet Tube Experiment - Particles are Neutrally Recent Inlet Tube Experiment - Particles are
Buoyant Positively Buoyant
Since these high deviation regions were considered the result of a non-naturally occurring
phenomena and not truly representative of the flow at the flow passage axial centerline
plane, they were not considered in the final analysis.
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5.7.2 Low Velocity, Low Deviation Points
The presence of the low velocity, low deviation points in the high deviation regions is
easily explained. One characteristic of the VisiFlow analysis is that if a region of no flow
or poor particle definition is analyzed, it will place a velocity vector of near zero
magnitude in these locations. The three or four points that exhibit these low velocity, low
deviation characteristics are located in the vector field at locations where all 12 data
points are poor due to the poor particle definition created by the stationary particles.
5.7.3 Flare-out Regions
The last observed trend relates to the presence of small "flare-out" features at each tail of
the velocity profile. In these regions, located symmetrically about the centerline axis and
starting at approximately 0.00445 m, the trend of the points is to curve inward forming
a slight bowl in either tail of the profile. These regions are illustrated in Figure 5. 6.
Although the true origin of these flare-out regions is unknown, it was
hypothesized that they could have been the result of some true flow phenomena. This
hypothesis is supported by the fact that additional experiments revealed similar
phenomena and in some cases regarding the three-generation experiment, the CFD
simulation predicted similar flare-out regions.
To examine these flare-out regions further, a second inlet tube experiment was
conducted where the magnification was increased by 2x so that only V2 of the tube
diameter was visible in the analysis images. In doing so, it was hoped that magnifying the
suspect region may provide insight into its origin. The experimental parameters were
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identical to the main inlet tube experiment except the flowrate was 0.15 m/s rather than
0.147 m/s.
It can be seen in Figure 5. 11 that the flare-out region exists and begins at
approximately -0.00448 m from the centerline axis. This represents only a 0.00003 m
difference in location from the non-magnified experiment. As a result, it can be
concluded that the level ofmagnification had no effect on the size or location of the flare-
out regions of the velocity profile.
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Figure 5. 1 1 - Inlet Tube Velocity Profile Experiment - 2x Camera Magnification, Flowrate of 0.150
lit/min
Because the flare-out features occurred in two separate experiments and at two
different levels of magnification proof was provided that the phenomena were not an
anomalous occurrence but the result of a true flow phenomenon. Future work could
include further research into the exact origins of the flare-out features. Since the flare-out
regions were considered potentially to be a true flow phenomenon, and their effect on the
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overall comparison between the theoretical and experimental velocity in the inlet tube
was considered minimal, the flare-out regions were included in the final analysis.
5.7.4 Summary
Since the regions of high deviation data points were considered not representative of the
resulting profile, a second experimental velocity profile comparison plot was created that
eliminated the high deviation bands and low velocity, low deviation data points. It can be
seen in Figure 5. 12 that once the high deviation regions and the low velocity, low
deviation points were removed, the experimental velocity profile compared quite well
with the theoretical solution with the exception of the aforementioned
"flare-out" features
near the tails of the experimental profile. The trend line fit for the experimental data has a
much improved R2 value then that shown in Figure 5. 5, which indicates a higher quality
trend-line fit and a clear relationship between the experimental data.
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Figure 5. 12 - Improved Average Velocity Profile - High Deviation Bands and Anomalous Low
Velocity, Low Deviation points Removed
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5.8 Conclusion
In an effort to develop a robust PIV technique for determining velocity profiles in
cylindrical flow passages, experiments were conducted on a simple inlet rube. Since the
solution for a velocity profile in a simple pipe is easily derived, a comparison between the
experimental results and the theoretical solution was forthcoming. The experiment was
conducted in accordance with the PIV procedure outlined in Chapter 4 with minor
changes to camera settings and VisiFlow analysis software parameters. The results of the
experiment revealed the presence of three types of anomalous data, high deviation
regions, which contained a few isolated low velocity, low deviation data points and
finally, flare-out regions at each tail of the velocity profile. Both were considered to have
an insignificant effect on the final analysis, but the obviously errant high deviation
regions, containing some data points that exhibited low velocity and low deviation, were
removed. Once these regions were removed from the experimental results, the improved
experimental velocity profile correlated sufficiently well with the theoretical solution to
consider the developed PIV technique robust. As a result, it can be concluded that the
developed technique can be applied to more complex analyses such as those regarding
the three-generation lung model but future work should be conducted to determine the
exact origins of both the flare-out regions.
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Chapter 6
3-Generation LungModel Experiment
6.1 Introduction and Overview
The purpose of this experiment was to validate current CFD predictions for velocity
profiles in an idealized three generation lung model. Utilizing the PIV technique that was
previously developed during the simple inlet tube experiment described in Chapter 5,
velocity profiles were mapped throughout a three-generation lung model. After the
completion of the velocity profile mapping, the experimental results were compared to
the CFD predictions and conclusions were drawn regarding the correlations. A favorable
comparison would prove that the CFD model can accurately predict flow in the simplistic
idealized geometry of the three generation lung model and therefore could be applied
with confidence to more complex lung geometry.
6.2 3-Generation Hollow LungModel
The model used for this study is classified as a three generation lung model. This
classification denotes that the model contains three levels of airways, each separated by a
bifurcation. A bifurcation is an area where one airway diverges into two separate, yet
smaller airways. The model is dichotomous and symmetrical meaning that each branch is
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divided into two equal branches and each half of the model is identical. This particular
model represents an idealized rendition of the third through fifth tracheobronchial airway
of an adult human lung. The model is considered idealized because of its perfect
symmetry and lack of features such as cartilage ridges and other surface imperfections
found in a real human lung. The diameter, length and angle dimensions of the model are
derived from Weibel lung morphology (Weibel, 1963). An illustration of the model is
provided in Figure 6. 1 and the dimensions of each airway are included in
Table 6. 1.
The model was manufactured by Dr. Michael Oldham of the Department of
Community and Environmental Medicine, University of California, Irvine, CA using a
mold and potting technique (Oldham, 2000). In this technique, a solid mold of the lung
model was created using a stereo lithography process, which incorporated the
tracheobronchial morphology as described in
Table 6. 1 . The mold was suspended in liquid silicone rubber (Sylgard 1 86, Dow
Midland, Mi.) and the silicone was allowed to cure. Once the silicone was cured, the
mold was removed and the manufacturing of the model was complete.
It should be noted that the manufacturing process introduced some surface
imperfections to the model that required that special measures be taken during the PIV
experiments. In the stereo lithography process, the model was created from a computer
generated model by laser deposition. The laser deposits material, in the shape of the
computer generated model, in concurrent passes. With each concurrent pass of the laser,
another layer of material is deposited to the mold until the mold resembles the exact
dimensions of the computer generated model. This layering process resulted in
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microscopic stair-like features within the mold itself. These features were transferred to
the internal geometry of the model during the potting process and resulted in reflective
glare during the PIV experiments that reduced particle contrast, requiring the use of index
matching fluid (See Section 1 . 1 .3).
Figure 6. 1 Three Generation LungModel
Table 6. 1 - Lung Model Morphology
Generation
(Global)
Generation
(Local)
Airway
Diameter
(mm)
Airway
Length
(mm)
Branch
Angle
(degrees)
3 1 5.6 11.0 0
4 2 4.5 9.2 35
5 3 3.6 7.7 35
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Careful measurement of the flow passage diameters revealed that the actual
dimensions of the flow passages of the three-generation lung model were as presented in
Table 6. 2. A sacrificial model was used to determine the actual diametrical dimensions
of the flow passages. Although this model was constructed from polyurethane rather than
silicone, its manufacturing process was identical and therefore the dimensions were
assumed identical. This sacrificial model was dissected at each flow passage and the
dimensions were measured using pin gauges. In doing so, the measured lung model
morphology was as presented in Table 6. 2. These dimensions were considered to
accurately represent the Weibel lung morphology presented in Table 6.1.
Table 6. 2 Measured Lung Model Morphology
A. Airway BranchGeneration Generation . ; . .
Diameter Angle
(Global) (Local) (mm) (degrees)
5.6134
5.6388
4.4958
4.5212
35
3.5560
3.5814
35
For the purposes of the PIV experiments, further modification of the model was
necessary to ensure optimal PIV performance during the experiment. As received, the
model maintained an excess ofmaterial that the laser's light was required to pass though,
prior to intersecting the flow passages. This excessive material absorbed vital light
energy from the laser making the images dark and limiting particle contrast. As a result, it
was necessary to trim the excess material from the model.
Intuitively, to ensure that enough light energy would reach the flow passages in
the model, the material thickness between the outside edges and the flow passages needed
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to be minimal. Additionally, the outside edge of the model needed to be free of surface
imperfections and be as perpendicular as possible to the model faces. Surface
imperfections, such as scratches, grooves or roughness either reduce the available light
energy to the flow passages or cast shadows across the flow passages that prohibit the
PIV analysis. Trimming was accomplished using a simple round cookie cutter that was
carefully honed into a sharp edge and formed into an oval. This form of cutting apparatus
proved to be ideal as the sharp smooth edge, lubricated lightly with vegetable oil,
controllably and cleanly sliced through the silicone material leaving a smooth,
perpendicular and defect-free surface.
6.3 Experimental Set-Up
6.3.1 PIV Imaging System
The PIV experiment was conducted using equipment available in the RIT laser lab which,
as described in detail in Chapter 3, included a copper vapor laser which supplied
illumination to the model through a fiber optic cable and light sheet generator, a CCD
array digital video camera with zoom magnification lens, optical filter and the three-
generation lung model as described in Section 6.2. An illustration of the PIV equipment
that was used in the experiment is included in Figure 6. 2.
The laser used for the experiment was an Oxford Lasers, Inc. model LS20-10
copper vapor laser. This laser is capable of 20 watts of power output and provides
illumination through a 5 m long fiber optic cable. The power loss through the fiber optic
cable is approximately 15% to 18%. Attached to the outlet of the fiber optic cable is an
Oxford Lasers, Inc. Light Sheet Generator (LSG). The LSG is used to form the raw light
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output from the laser into a thin sheet that is ideal for selectively illuminating the flow
field.
Light Sheet
Generator
PC
Workstation
12 VDC
Power
Supply
Optical
Filter
Digital
Camera
Head
Magnification
Lens
Lung
Model
Pump
Flowmeter
Reservoir
Figure 6. 2 - Three-Generation PIV Experimental Set-up
To capture the motion of the tracer particles flowing through the lung model, a
Redlake MotionScope PCI high speed digital imaging system was used. This system
consisted of a CCD array digital video camera, PCI computer hardware board, data
transfer cable and a Navitar TV Zoom 7000 magnification lens. This imaging system is
capable of up to 1000 frames per second with exposure times of as little as 0.050 ms. The
Navitar zoom lens is fully adjustable with manual adjustment rings for aperture opening,
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zoom and focus. An optical filter was used (Melles-Griot) to filter unwanted light from
the PIV images. The filter is a long pass configuration which blocks 100% of
transmission below 505 nm.
The PIV images were recorded using the Redlake MotionScope image acquisition
software and a Dell Precision Workstation 340 running Microsoft Windows 2000
operating system. The PIV cross correlation analysis was conducted using AEA
Technology's VisiFlow Flow Analysis System software.
6.3.2 Fluid/Particle System
The experimental setup consisted of the three-generation lung model, laid horizontally,
which was connected to a series of clear vinyl tubing sections. These tubing sections,
originating and ending at a reservoir, were connected together with several copper
push-
on, barb fittings and reducers. For additional leakage protection, metal hose clamps were
utilized at each tubing connection.
Flow velocity is provided by a Gorman-Rupp centrifugal pump, part number
15651-058, which operates on 12 VDC as supplied by a standard laboratory power
supply. The pump moved the fluid, at a constant velocity, from the reservoir, through the
entire system, and back into the reservoir. Verification of the system flowrate was
accomplished using a previously calibrated Aalborg Instruments and Controls, Inc.,
variable area rotometer, model P46A4-BA0A. This rotometer flowmeter included a bank
of four individual flowmeters, one for each outlet of the lung model.
The test fluid was a custom made Cargille index matching fluid. The fluid was
specially formulated to ensure a refractive index that matched that of the lung model,
which was 1.4140. The fluid density of the test fluid was verified using a method which
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involved weighing a known volume of the liquid on a triple beam balance. The density of
the fluid was 1.495 0.018 gm/cm3, which did not agree with the manufacturer's value
of 1.544 gm/cm . The kinematic viscosity of the test fluid was measured using an
Ubbelohde viscometer. Three measurements were taken and the average viscosity of the
fluid was 1.370 0.004 cSt, which also did not agree with the manufacturer's value of 2
cSt.
The particles used to seed the flow were 10 um in diameter, monodispersed and
constructed from polystyrene having a density of 1 .05 gm/cm3The particles exhibited
red fluorescence at approximately 612 nm when excited at 542 nm. The particles were
purchased, in 1 gram quantities, from Duke Scientific, under part number 36-3.
The flow requirements for this experiment were to emulate the resting inspiratory
air flowrate of a human. This flowrate was considered 1.5 lit /min of air at the inlet to the
third generation of the tracheobronchial airway system. To effectively emulate this
flowrate, an equivalent liquid flowrate was established using the dimensionless Reynolds
number. It should be noted that cyclic breathing patterns were neglected for the purposes
of this experiment. As a result, only steady flowrate was examined. The calculated
Reynolds number for air at standard temperature and pressure conditions, given a flow
passage diameter of 5.6 mm, was 379. Since the Reynolds number is a ratio of inertial
forces to viscous forces, it is heavily influenced by fluid density and viscosity. As a
result, using the average density and average viscosity of the test fluid, an average flow
velocity of 0.093 m/s was calculated. This average flow velocity corresponds to an
equivalent liquid volumetric flowrate of 0.137 lit/min. At this volumetric flowrate, the
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maximum expected theoretical flow velocity in the first flow passage of the lung model is
0.185 m/s.
The entrance length, based on the Reynolds number and flow diameter, is 127
mm. This is the minimum inlet length necessary to ensure fully developed flow entering
into the model. The lung model was outfitted with a 609 mm long, straight copper pipe.
This pipe had an outside diameter of approximately 6.35 mm and an inside diameter of
approximately 4.8 mm. The end of the tube that interfaces with the model was slightly
flared to ensure a smooth transition of the flow between diameters. This pipe was
bottomed in the existing counterbore that was approximately 7.85 0.10 mm deep. An
illustration of this pipe and model assembly is included in Figure 6. 3.
Extended inlet Tube (609 mm)
Estimated Fully Developed
Flow Region
Figure 6. 3 - Extended Inlet Tube for Three-Generation Lung Model
The four outlets of the model were fitted with brass nipples that had an outside
diameter of 4.76 mm diameter and an inside diameter of 3.2 mm. These diameters were
slightly smaller than those of the lung model. The inlet of each nipple was slightly flared,
using a pipe flaring tool. The purpose of the flare is to ensure a smooth transition between
the model's flow passages and the inside diameter of the brass nipples. These nipples
were all pressed into the model until bottoming out in their respective counterbores.
These nipples did not shorten the length of the airways for the PIV measurements. All
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flow provisions, including the copper pipe and the four brass nipples were secured in
place with a water-tight seal of silicone adhesive. An illustration of fitting locations and a
summary of fitting dimensions is provided in Figure 6. 4 and Table 6. 3.
Figure 6. 4 - Model Fitting Locations
Table 6. 3 - Model Fitting Dimensions
Fitting Location
Inside Diameter
(mm 0.10 mm)
Outside Diameters
(mm 0.10 mm)
Counterbore Depth
(mm 0.10 mm)
1 4.76 6.35 7.85
2,3,4,5 3.25 4.76 9.25
6.3.3 Experimental Procedure
The experimental procedure presented in Chapter 4 provides specific information
regarding the procedures necessary to perform much of the PIV experiment. In that
chapter specific information regarding camera settings, alignment, calibration and
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analysis parameters are presented. In this section, specific information regarding how the
three-generation lung model experiment was conducted will be presented.
Prior to conducting the PIV experiments, it was necessary to charge the system
with the particle and test fluid solution. With the system completely filled and devoid of
air bubbles, the flowrate of the system was adjusted to ensure that the parameters listed in
Table 6. 4 were achieved and that the flowrate at all four outlets were equivalent. The
model was located approximately in the camera FOV and the desired magnification level
and focus was achieved.
Without disturbing the camera settings, the model was removed from the FOV
and was replaced by the calibration ruler. Alignment of the ruler and image plane was
achieved by using a piece of silicone material, of identical thickness as that of the model,
with a small slit located at the image plane height. The ruler was slid into this slit and
placed into the FOV. A still image of the calibration ruler was recorded using the
MotionScope software. Following the recording of the calibration image, the ruler was
replaced by the model in the camera field of view. A separate calibration image was
recorded each time the camera settings were altered, specifically the magnification or
focus, as these alter the position of the focal plane. It was at this time that the model was
positioned more precisely, based on the section of the model that was being analyzed.
The system flowrate was re-verified to match the parameters in Table 6. 4. The
record rate and shutter speed were adjusted to ensure proper particle contrast. The
optimal camera settings for this experiment were found to be a record rate of 500 frames
per second and a shutter speed of 0.5 ms. With the correct adjustment of the camera
settings, the recording of the flow ensued. Each recorded segment was a maximum of 2
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seconds long. At a record rate of 500 fps, this corresponds to 1000 individual frames, of
which the 2 best consecutive images were chosen for the PIV analysis. To be considered
the two best images, each image must contain a large amount of clearly defined particles.
By selecting the two best consecutive images, the quality of the cross correlation analysis
was improved.
Table 6. 4 - Experimental Parameters Reference
Camera Settings:
Record Rate: 500 fps
Shutter Speed: 1/2000 sec (4x)
Aperture Opening: Open - 1st dot
VisiFlow Settings:
Interrogation Region Size: 64 x 1 6 pixels
Interrogation Region Shape: Rectangular
Number ofVectors in Field: 1139
Vector Resolution (axial dir.): 1 vector/339um
Vector Resolution (crossflow dir.) 1 vector/89|j.m
Flow Parameters:
Air Flowrate: 1.5 lit/min
Liquid Rate: 0.137 0.002 lit/min
Reynolds Number: 379
Theoretical Maximum Velocity: 0.185 m/s
Fluid Density: 1.495 0.018
gm/cm3
Fluid Viscosity: 1.370 0.004 cSt
Fluid Refractive Index: 1.4140
Particle Diameter: 10e-6m
Particle Dispersion: monodispersed
Particle Density: 1 .05 gm/cm
Fluorescent Parameters:
Particle Excitation Maxima: 542 nm
Particle Emission Maxima: 612 nm
Laser Emission: 511/578 nm in 2:1 ratio
Optical Filter Cut-off: 50% block below 5 1 5 nm
Using VisiFlow flow analysis software, the cross correlation analysis was
performed on the previously chosen, 2 best images. For the VisiFlow analysis,
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rectangular 64 x 16 pixel interrogation regions were employed at a 75% overlap. The
proper execution of the analysis is provided in Section 4.4.3.
Because the three-generation lung model is large and contains several flow
passages which project at different angles, it was necessary to develop a specialized
photographic mapping technique to ensure that all flow fields within the lung model were
recorded. In addition to the steps listed above, the following procedure was followed.
Each flow passage was longer than the FOV of the camera, for the desired level of
magnification. As a result, each passage was separated into two separate sections. Each
section, including the bifurcation regions, was video recorded individually. In doing so,
the resulting analyses could be pieced together to form an overall flow field
representation.
To ensure the two separate video recorded sections overlapped, a grid system was
employed. A small piece of grip paper was positioned between the model and optical
stage such that it could be seen through the model flow passage in the camera FOV.
Since only a very small portion of the grid needed to be seen in the images, the paper was
slid under the model until just the tips of the grid marks were visible along the passage
edge (See Figure 6. 5). This grid paper was separated into 5 mm squares and provided a
reference for location of the individually recorded sections. Each recorded section could
be aligned with the subsequent section by using a common grid mark that was present in
both recorded images. An example of how the two individual video recorded sections and
the grid mark overlapping technique was performed is included in Figure 6. 5.
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Figure 6. 5 - Two Block Photographic and OverlappingMethodology
Each bifurcation region was photographed in only one section due to the
decreased level of magnification necessary to sufficiently record the bifurcation region.
An ideal magnification level for photographing the bifurcation regions was chosen to
allow both a good portion of the inlet passage and a good portion of both outlet passages
to be included in the photograph. In doing so, the transitional flow characteristics in the
bifurcation region were included in one analysis. A good indicator of an appropriate
bifurcation magnification level is illustrated in Figure 6. 6. This photographic process
was repeated for the entire three-generation lung model. In doing so, it was possible to
create an all-inclusive analysis that represented each region in the model. This procedure
was found to be the best method ofphotographically mapping the model.
Figure 6. 6 - Bifurcation Region Magnification Level
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6.4 Analysis
6.4.1 CFD Model
The CFD model solution was completed by Dr. Risa Robinson (Rochester Institute of
Technology). The model geometry was originally created in FIRE which is a
commercially available CFD software package by AVL List GMBH (Heistracher, 1996).
This digital model was used to create the solid mold that was used during the potting
process when the hollow lung model was created (Oldham, 2000).
Once the CFD model was created in FIRE, the geometry was imported to
GAMBIT, which is a commercially available CFD preprocessor manufactured by Fluent,
Inc. It was in Gambit that the model was meshed prior to final CFD analysis. The mesh
consisted of 834,288 tetrahedral cells and the maximum capacity of the program is 1
million cells per gig RAM. An illustration of the Gambit model and meshing scheme is
included in Figure 6. 7. To improve analysis accuracy, 3D double precision was
employed as well as a segregated solver to residual convergence of E-7.
To ensure that the CFD model accurately represented the experimental conditions
specific boundary conditions and model parameters were chosen. Among these selected
parameters was the fact that the experimental model was examined while in the
horizontal position. To achieve this condition in the CFD model, the direction for gravity
was defined as perpendicular to flow. The mass flowrate at each of the four model outlets
was set to be equivalent to each other, just as was the experimental procedure. Because
the excessively long copper inlet tube of the experimental model ensured fully developed
flow at the entrance to the model, a parabolic inlet profile was defined using a maximum
velocity that matched the average max velocity measured by the PIV experiments in the
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main passage. This average maximum velocity was ascertained by averaging the first
four velocity profiles in the PIV analysis results for the main passage. These four velocity
profiles were separated by 0.36 mm. A trend-fit line was applied to the PIV average
velocity profile and the average maximum velocity at the centerline was 0.187 m/s,
which was used in the CFD simulation.
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Figure 6. 7 - Model geometry used for CFD and illustration of surface mesh at bifurcation
Two separate solutions were ascertained for the CFD analysis. Each solution was
the result of a different choice for Reynolds number. One analysis was executed using a
Reynolds number of 381 and a second was executed at a Reynolds number of 383. The
purpose of the two solutions was to cover the range of the uncertainty involved with the
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viscosity measurement of the experimental test fluid, which was 1.370 0.004 cSt. It was
determined that this small range ofReynolds number yielded negligible differences in the
two CFD solutions and thus all comparative analyses that were conducted reflected the
CFD model created using the Reynolds number of 381. Table 6.5 lists the CFD flow
parameters for both runs.
Table 6. 5 - CFD Simulation Flow Parameters
Model Input
Run 1 Run 2
Vmax (m/s) 0.187 0.187
P (kg/m3) 1495 1495
u (kg/ms) 2.042E-3 2.054E-3
Corresponding
Calculated Values
Re 383 381
Q (lit/min) 0.138 0.138
Following the completion of the CFD analysis, the solution results were exported
to and ASCII file for post processing. This post processing involved importing the ASCII
file into a spreadsheet software program where a comparison analysis, involving both the
CFD solution and the PIV experimental results, took place. It was found that by using
Microsoft Excel, a comparison analysis was easily completed.
6.4.2 Procedures for Correlating PIV and CFD Results
6.4.2.1 Regions and Mapping Used forModel Analysis
In preparation for the final comparative analysis between the CFD and PIV analysis
results, it was necessary to define a coordinate system to facilitate the alignment of the
resulting analysis data. Without a well defined system convention, an accurate
comparative analysis would not be possible.
The lung model was divided into several regions, each with a unique naming
convention. The regions were carefully selected to ensure that some overlap between
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regions existed. The presence of overlap in the regions ensured that a complete PIV
analysis of the lung model occurred. This unique naming convention is illustrated in
Figure 6.8.
k/> Kj>
Figure 6. 8 - PIVModel Region Naming Convention
The main passageway region was assigned the convention 1A. This region
included a large portion of the first bifurcation as well. The two subsequent daughter
passages, immediately following the 1A region were named the 2A and 2B regions,
located from left to right. As with the 1A region, these two subsequent regions also
included a large portion of the bifurcations that immediately followed them. The
remaining regions were named 3A, 3C, 3D and 3B, located from left to right of the
model. These regions were predominantly only straight pipe sections and included only a
small portion of the preceding bifurcation sections.
To accurately map both the CFD and PIV vector flow fields and ensure that
alignment between the two was simplistic, a system of local coordinate axes, common to
both models, was developed. The local coordinate system for the 1 A passage was placed
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simply at the beginning of the passage and at the centerline. For all subsequent flow
passages the local coordinate axis was placed at a point of intersection between the flow
passage centerline and a line, perpendicular to the passage, passing through the tangent
point of the bifurcation nose. An illustration of the placement of the local coordinate
systems using the tangent line method is provided in Figure 6. 9.
Figure 6. 9 - Local Coordinate System Location - Tangent Line Method
The spacing between consecutive velocity profiles in the CFD model is dependent
on the passage. For the 1A, 3C and 3D passages, each profile location is separated by 1
mm. In the 2A and 2B passages, each profile is separated by 1.22 mm. In the 3A and 3B
passages, each profile is separated by 1.47 mm. Because of the mesh density used in the
CFD analysis, the nodal location of the velocity data points did not all fall precisely on
these locations. It was determined that all data points used to form the velocity profiles
for the CFD model fell within 0.01 mm from each location. A listing of the CFD
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velocity profile separation is provided in Table 6. 6 and an illustration of the CFD
mapping scheme is provide in Figure 6. 10.
Table 6. 6 - Distance between Velocity Profiles for Each Flow Passage
Passage
Approximate Distance
between Velocity
Profiles (mm)
1A 1.00 0.01
2A 1.22 0.01
2B 1.22 0.01
3A 1.47 0.01
3B 1.47 0.01
3C 1.00 0.01
3D 1.00 0.01
Figure 6. 10 - CFD Velocity Measurement Plane Spacing
The spacing between consecutive velocity profiles in the PIV model is solely
dependent on the interrogation region settings used when conducting the cross correlation
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analysis. For the typical interrogation region size used for analysis of the three-generation
lung model (see Table 6.4) the velocity profile spacing was 0.36 mm. The location of the
first PIV velocity profile, relative to the passage local coordinate system was easily
established. Using the ability to measure distances within the PIV images in the VisiFlow
software program, the distance between the aforementioned grid marks and the local
coordinate system was measured. Since the location of the velocity profiles within the
PIV images are also known, a common reference was established that could accurately
locate each PIV profile from the local coordinate system for each passage to within 0. 1
mm. The entire model was mapped by aligning analyses for each flow passage. An
illustration of this mapping is provided Figure 6. 1 1 .
Figure 6.11 - Overall PIV Velocity Field
A naming convention was established so that the plotted results for a specific
location could be easily referenced. In this naming convention, each location is identified
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by its relative distance from the local coordinate origin. For example, a profile location
occurring at 9 mm from its local coordinate origin is identified as the Y = 9 mm location.
6.4.2.2 Matching Profile Locations between PIV and CFD Data
PIV to CFD profile alignment was accomplished in one of two methods. Either the
profiles were aligned by matching profile diameters or by referencing a distance from the
local coordinate origin for each passage.
For the 1A, 2A and 2B passages, the diameter alignment method was employed.
In this method a CFD profile location was identified, in each flow passage, where the
flow passage diameter began to increase. This diameter increase occurred at the leading
edge of a bifurcation regions. A PIV profile location with a matching diameter was then
matched to this CFD location.
For the 1A passage the closest matching diameter location occurred at
approximately 9.0 mm from the passage local coordinate system. The CFD diameter was
5.90 mm and the PIV diameter was 5.82 0.05 mm. For the 2A and 2B passages, the
closest matching diameter location occurred at approximately 10.0 mm and 11.3 mm
respectively, from the passage local coordinate system. For the 2A passage, the CFD
diameter was 4.66 mm and the PIV diameter was 4.74 0.05 mm. For the 2B passage,
the CFD diameter was 5.25 mm and the PIV diameter was 5.25 0.05 mm.
For the 3A, 3B, 3C and 3D passages, each velocity profile location was aligned
by referencing the common local coordinate system for each passage. The first CFD
velocity profile location in each region was aligned with the corresponding first velocity
profile location of the PIV model.
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If an instance occurred where a corresponding PIV profile location did not exist,
interpolation was employed to derive a PIV profile for that location. This interpolation
method simply involved interpolating between the two PIV velocity profiles that
straddled the corresponding CFD profile location. The interpolation method proved quite
accurate when compared to either of the two straddling profiles as very little difference
existed. An example of the interpolation accuracy is illustrated in Figure 6. 12, where
interpolation occurred in the 2A passage at the Y = 11.28 mm location. In this example,
the distance between the Straddle 1 location and the interpolation location was 0.095 mm
and the distance between the Straddle2 location and the interpolation location was 0.280
mm. As a result, the interpolated trace should be closer in magnitude to that of the
Straddle 1 trace. In fact, it is.
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6.5 Results
6.5.1 Inlet Velocity Profile Validation
To ensure that the entire velocity profile results for both the CFD and PIV analyses could
be considered accurate, the inlet velocity profile of each was validated. This validation
was the result of a comparison between a theoretical mathematical solution that was
based on a flowrate of 0.137 lit/min for a diameter that was 5.6 mm. The PIV results are
indicative of flow parameters that were identical to that of the theoretical mathematical
solution whereas the CFD results are indicative of being conducted at an average
maximum flow velocity of 0.187 m/s. As described earlier, this average maximum
velocity was ascertained from the PIV experimental results by averaging the first four
velocity profiles, applying a trend-fit line to this average profile and obtaining the
maximum centerline velocity. This was done to ensure that the PIV and CFD velocities at
the beginning of the model were the same. For the purposes of this comparison, the Y = 3
mm location in the PIV and CFD data were compared. An illustration of the inlet velocity
profile comparison is provided in Figure 6. 13.
The velocity profile plot, shown in Figure 6. 13, has many characteristics. One of
these characteristic is that two solutions for the Hagen-Poiseuille pipe flow model were
plotted. The plotting of two Hagen-Poiseuille results, including a low and high range, is
indicative of the uncertainties involved with the volumetric flowrate measurement
method which were verified to be 0.002 lit/min. As a result, the low range Hagen-
Poiseuille plot represents the nominal volumetric flowrate minus the uncertainty or 0.135
lit/min. The high range Hagen-Poiseuille plot represents the nominal volumetric flowrate
plus the uncertainty or 0.139 lit/min.
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Another important characteristic is the appearance of flare-outs as were described
in Section 5.7. It was hypothesized that the occurrence of these flare-out regions could be
a real flow phenomenon such as particle affects involving two-phase flows near the tube
walls. Despite the lack of explanation of their origins, the effect of the flare-out regions
on the overall assessment of the comparison analysis in the inlet tube experiment was
minimal and therefore the same methodology applies here. It should be noted that the
study of the two-phase flows and their potential contribution to these flare-out regions
should be the subject of future work.
The last important characteristic is that both the CFD and PIV velocity profile
results correlate well with the mathematical Hagen-Poiseuille solution. Although there
appears to be a difference between the maximum flow velocities of the CFD and PIV
models, they both fall acceptably near the Hagen-Poiseuille solution. At the Y = 3 mm
location, the maximum velocity for the PIV result was 0.185 m/s. The maximum velocity
for the CFD result, at the Y = 3 mm location, was 0.182 m/s. This represents a small
deviation form the expected 0.187 m/s velocity, which is the maximum velocity that the
CFD simulation was conducted with, but is considered the result of a slight settling out of
the inlet boundary conditions which was not noticeable after the 1A passage. Considering
the observed PIV and CFD maximum velocities of 0.185 m/s and 0.182 m/s, respectively,
this accounts for a 1.36 % difference in maximum velocity between the PIV and CFD
results.
6.5.2 Velocity Profile Development in each Airway
To begin the velocity profile development in each airway of the CFD and PIV results, it
was prudent to create and observe an overall view of each velocity field. In doing so,
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general predictions and conclusions could be drawn about flow field trends. Also
included as part of the velocity profile development are regional overlay plots for both
the CFD results and the PIV results. These plots provide passage-specific information
about how the velocity profiles evolve throughout the entire length of each passage. In
the following paragraphs several plots will be provided and descriptions and conclusions
will follow. A larger version of each profile comparison plot (Figure 6. 22 through Figure
6. 29) that describe the profile development in each airway, is included in the Appendix
Al.
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Figure 6. 13 - Y = 3 mm Velocity Profile Validation Comparison
The creation of the overall CFD velocity field, as shown in Figure 6. 14, was
simplistic in that it was automatically created during the execution of the analysis itself.
Ascertaining the velocity field was simply a matter of selecting the type of plot that was
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desired and executing the command and is representative of a plane that bisects the
model.
Although, as seen in Figure 6. 14, the CFD flow field exhibits symmetry about the
centerline of the 1A passage, an entire flow field comparison between the PIV and CFD
results was conducted to ensure that a symmetric assumption was valid. Because of the
symmetric assumption, only one half of the results are presented, which represent the left
half of the model or passages 1A, 2A, 3A and 3C. The comparative analysis results for
the right halfof the model, which correspond to the locations presented here, are included
in the Appendix A2. An example of symmetric profile locations is provided in Figure 6.
15 and Figure 6. 16.
Contours of Velocity Magnitude (m/s) Aug 18, 2004
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Figure 6. 14 - Overall CFD Velocity Field
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Figure 6. 16 - Symmetric Comparison - 2B passage, Y = 6.4 mm
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Another observation that can be ascertained by examining the CFD and PIV flow
fields is the line ofmaximum velocity of the flow. More dramatically portrayed in the
PIV flow field results, the flow velocity tends to be much more defined as it transitions
through the middle of the 1A passage, to the inside edges of the 2A and 2B passages and
then finally towards the outside middle of both the 3C and 3D passages. This seems
intuitive as fluid inertiawould have a tendency to keep the flow moving in as straight ofa
line as possible. This phenomenon is realized and illustrated in Figure 6.17.
Once general observations and predictions were made regarding the overall
velocity fields, regional overlays ofeach flow passage region were created in an effort to
study the evolution ofthe velocity profiles as the flow advances down each flow passage.
Recall that only the results for the left half of the model will be presented as flow
symmetry about the 1A passage axial centerline was proven to be a reasonable
assumption.
Highest Flow
Velocity
Intensity and
Regions of
Skewness
Figure 6.17 -Velocity Field Definition and Skewness
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By examining the evolution of each profile progression, more precise
observations and predictions were made regarding the flow field. It should be noted that
velocity profiles, chosen for the following regional overlay plots, were chosen to best
represent the velocity evolution progression in each passage. Included for reference is
Figure 6. 18, Figure 6. 19, Figure 6. 20 and Figure 6. 21. These figures show the locations
of the velocity profile measurements within each passage.
_"^-Y=15mm
*- Y=14mm
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Y=0
Figure 6. 18 - Evaluation Planes for the 1 A passage (Figure 6. 22 and Figure 6. 23)
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Figure 6. 19 - Evaluation Planes for the 2A Passage (Figure 6. 24 and Figure 6. 25)
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Figure 6. 20 - Evaluation Planes for the 3A Passage (Figure 6. 26 and Figure 6. 27)
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Figure 6. 21 - Evaluation Planes for the 3C Passage (Figure 6. 28 and Figure 6. 29)
A series ofplots, one for the 1A, 2A, 3A and 3C passages, was created containing
the PIV regional overlay followed by the CFD regional overlay. For each series of plots,
general observations regarding velocity differences, trends in maximum velocities and
overall skewness, defined as the distance of the maximum flow velocity from the axial
centerline of the flow passage, in both the CFD and PIV results will be discussed. A more
detailed comparison of velocity profiles for selected locations is created in Section 6.5.3.
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In all of these regional overlay plots, it can be seen that in the locations of the
bifurcations the flow passage diameter will increase.
In the series comparison for the 1A passage, as illustrated by Figure 6. 22 and
Figure 6. 23, many trends can be observed. First, between the profile locations of Y = 3
mm and Y = 13 mm, there is a smaller reduction in maximum velocity for the PIV
progression (-0.028 m/s) than for the CFD progression (-0.042 m/s). Second, the
maximum velocity of the PIV at the Y = 13 mm location is 0.020 m/s faster than that of
the CFD. This indicates that either the overall velocity of the PIV results are higher or
PIV flow appears to be less susceptible to the influence of the approaching bifurcation as
it is taking longer to bifurcate. Lastly, a general observation is that the PIV data is much
more erratic and includes gaps in data.
In the comparative series of plots for the 2A passage, illustrated by Figure 6. 24
and Figure 6. 25, many trends can be observed. First, an interesting trend is that both the
PIV and CFD profile progressions start with a lower maximum velocity at the Y = 0.30
mm position, increase at the Y = 2.74 mm location, then decrease for the remainder of the
passage. Second, at the Y = 0.30 mm location, the PIV maximum velocity was higher
than that of the CFD results (0.145 m/s vs. 0.134 m/s). This represents an approximate
7.6% difference in maximum velocities. Third, both plots exhibit decreasing velocity as
the bifurcation approaches. Fourth, with exception to the difference in maximum
velocities between the CFD and PIV results, the same general trends in skewness are
observed where the profile peaks are off-center and to the left of the passage centerline.
Lastly, in the 2A and 2B passages are the only places that the PIV profiles exhibit more
pronounced skewness then the CFD profiles, even when entering the trailing bifurcation.
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In the comparative series ofplots for the 3A passage, as illustrated by Figure 6. 26
and Figure 6. 27, many trends can be described. First, the CFD profile progression
exhibits the same low-high-low maximum velocity trend that was observed in the 2A
passage, albeit to a much lesser degree. Second, the PIV profile progression does not
share this trend. It starts very low and steadily increases towards the outlet of the passage.
Third, the maximum velocity at Y = 0.49 mm for the PIV (0.078 m/s at the -0.03 mm
radial location) was different than that of the CFD results (0.099 m/s at the -1.07 mm
radial location). This represents an approximate 2 1 % difference in maximum velocities
and is opposite of what was observed in the 2A passage where the PIV maximum
velocity was the higher of the two. Fourth, both the PIV and CFD profiles exhibit small
flare-out features (see Section 5.7) on the left hand tail of the profiles. Lastly, the trend of
the skewness of the PIV and CFD profiles started to the far left of the passage centerline
and gradually shifted towards the center while remaining slightly skewed.
In the comparative series ofplots for the 3C passage, as illustrated by Figure 6. 28
and Figure 6. 29, many trends can be observed. First, the maximum velocity at Y = 1 .06
mm for the CFD results (0.105 m/s at the 0.08 mm radial location) was close to that of
the PIV (0.1 13 m/s at the centerline). The difference in maximum velocities represents a
7 % difference. Second, the difference in skewness between the CFD and the PIV
velocity results were never as obvious as they are in the 3C comparison. In the PIV
results the sharply pointed skewness is nearly centered on the passage centerline upon
entering the passage whereas the skewness of the CFD result is located to the far right of
the centerline. After progressing for 1 mm or 2 mm, the PIV results begin to skew
somewhat further to the right of the centerline. This trend is similar to the CFD results
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but never quite reaches the level of skewness in the CFD results. Third, the PIV profiles
remain sharply pointed whereas the CFD profiles are much more rounded and blunt.
Lastly, it is interesting to note a reverse trend in this comparison. The PIV maximum
velocities start high and tend to low, whereas the CFD maximum velocities start low,
tend to high, and then return to low.
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Figure 6. 22 - PIV Regional Overlay - 1A Passage
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Figure 6. 24 - PIV Regional Overlay - 2A Passage
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Figure 6. 25 - CFD Regional Overlay - 2A Passage - Reynolds Number of 381
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Figure 6. 26 - PIV Regional Overlay - 3A Passage
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Figure 6. 27 - CFD Regional Overlay - 3A Passage - Reynolds Number of 381
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Figure 6. 28 - PIV Regional Overlay - 3C Passage
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6.5.3 Comparison of PIV and CFD Profiles
Now that the individual velocity measurement planes have been defined by regional
overlay comparisons and preliminary observations regarding the flow tendencies
have
been made, it becomes prudent to directly compare, location for location, the individual
velocity measurement locations for both the CFD and PIV results. In doing so, subtle
differences between the two sets of results will become obvious and further observations
regarding the flow trends can be made.
For this comparative analysis, only the 1A, 2A, 3A and 3C flow passages will be
analyzed as permissible by the symmetry assumption. Additionally, only the CFD data
pertaining to the Reynolds number of 381 was used in the comparisons.
For the PIV data,
a second order, or in some cases a sixth order, polynomial trend line was fitted to the
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experimental data. In doing so, trends in the data will be easily observed. The closeness
of fit of the trend line to the PIV data is indicative of the R2 value that is included in each
plot.
For each flow passage of the lung model, a series of plots are included. Only the
most representative velocity profiles, for each flow passage, are included in this
comparative analysis. For each series of comparison plots observations and or
conclusions that were drawn regarding the trends of the analyses are discussed.
A series of velocity comparison plots for the 1A passage are shown, as illustrated
by Figure 6. 30 through Figure 6. 35, for various y-positions along the axis. There are
several observances that were made regarding general trends the data. The first
observance is that in general, the maximum PIV velocities are higher than those of the
CFD results. Additionally, with exception to the two profiles located at Y = 14 mm and Y
= 15 mm, in Figure 6. 34 and Figure 6. 35, where a percent difference calculation
between maximum velocities is not practical, the general trend is an increasing percent
difference between the CFD and PIV maximum velocities. This trend occurs as the
location of the profiles nears the bifurcation region starting with a 1% difference for the
Y = 3 mm measurement location and advancing to an 1 1% difference at the Y = 12 mm
measurement location. Another observance of the comparison is that both the CFD and
PIV profiles exhibit relatively little skewness. This is to be expected as the passage is
straight and the inlet to the passage is straight. An additional observance is the relatively
high closeness of fit of the trend line to the PIV data. With exception to the last two plots
where the PIV data is poor in the bifurcation regions, the
R2
value of the trend fit line is
at least 0.99. This high R2 value provides confidence that a clear trend exists in the data
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and is indicative of the quality of the PIV analyses. Since the R values are high they are
more likely to accurately portray true flow phenomena. The last observance is the
presence of the small flare-out features in the PIV profiles at measurement locations ofY
= 10 mm, 12 mm and 14 mm, which were previously described in Section 5.7. In general,
this series of velocity comparison plots describes a situation where the difference
between the CFD and PIV velocity profile plots is relatively small. As a result, it can be
concluded that for the 1A passage, the PIV velocity analyses correlate acceptably well
with the CFD velocity analyses.
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Figure 6. 30 - CFD vs. PIV Velocity Profile Comparison - 1 A Passage - Y
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Figure 6. 31 - CFD vs. PIV Velocity Profile Comparison - 1 A Passage - Y = 9 mm
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Figure 6. 32 - CFD vs. PIV Velocity Profile Comparison - 1A Passage - Y = 10 mm
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Figure 6. 33 - CFD vs. PIV Velocity Profile Comparison - 1A Passage - Y = 12 mm
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Figure 6. 34 - CFD vs. PIV Velocity Profile Comparison - 1A Passage - Y = 14 mm
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Figure 6. 35 - CFD vs. PIV Velocity Profile Comparison - 1A Passage - Y = 15 mm
A series of velocity comparison plots for the 2A passage are shown, as illustrated
by Figure 6. 36 through Figure 6. 41, for various y-positions along the axis. There are
several observances that were made regarding general trends the data. The first
observance is that in general, the maximum trend-line fit PIV velocities are higher than
those of the CFD results with exception to the last three plots as shown in Figure 6. 39,
Figure 6. 40 and Figure 6. 41. Additionally, with exception to the last two plots at the
bifurcation where a percent difference calculation between maximum velocities is not
practical (Figure 6. 40 and Figure 6. 41), the general trend is a decreasing percent
difference between the CFD and PIV maximum velocities as the location of the
measurement planes draw closer the bifurcation region. This trend starts with an 18%
difference for the Y = 0.30 mm measurement location and reducing to a 6.8% difference
at the Y = 11 .28 mm measurement location. The overall shape differences between the
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PIV and CFD velocity plots are realized as the CFD velocity plots exhibit a tendency to
be more rounded and blunt whereas the PIV velocity plots are more profoundly pointed
and exhibit a steeper, inward-curved slope on the right-hand tail of the profiles. Another
observance is the increased presence of skewness to the left in the PIV profiles over that
of the CFD profiles. This is indicative of the distance from the axial centerline where the
maximum velocity occurs for each profile. It can also be seen that the
R2
value, which is
indicative of the strength of the trend of the data, is lower at the leading bifurcation,
becomes higher near the middle of the passage and then drops off in the trailing
bifurcation. This is to be expected as it has been observed that PIV data in the bifurcation
regions often exhibits higher deviation then in straight sections of the model. In general,
this series of velocity comparison plots exhibits a relatively small difference between the
CFD and PIV velocity profile plots. As a result, it can be concluded that for the 2A
passage, the PIV velocity analyses correlate closely with the CFD velocity analyses.
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Figure 6. 36 - CFD vs. PIV Velocity Profile Comparison - 2A Passage - Y = 0.30 mm
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Figure 6. 37 - CFD vs. PIV Velocity Profile Comparison - 2A Passage - Y = 2.47 mm
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Figure 6. 38 - CFD vs. PIV Velocity Profile Comparison - 2A Passage - Y = 6.40 mm
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Figure 6. 39 - CFD vs. PIV Velocity Profile Comparison - 2A Passage - Y = 1 1.28 mm
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Figure 6. 40 - CFD vs. PIV Velocity Profile Comparison - 2A Passage - Y = 13.72 mm
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Figure 6. 41 - CFD vs. PIV Velocity Profile Comparison - 2A Passage - Y = 14.94 mm
A series of velocity comparison plots for the 3A passage are shown, as illustrated
by Figure 6. 42 through Figure 6. 44, for various y-positions along the axis. There are
several observances that were made regarding general trends the data. The first
observance is that in general, the maximum CFD velocities are higher than those of the
PIV results. This trend is contrary to the trend observed in the 1A and 2A passages.
Exhibiting a decreasing percent difference in maximum velocities beginning with 21%
difference and ending with 0.2% difference, the overall correlation between the CFD and
PIV velocity profiles improved as location of the measurement planes drew nearer to the
passage outlet. Another observance of the comparison is the apparent lack of dominant
skewness in either the CFD or the PIV results. In this series of velocity profile
comparison plots, both the CFD and the PIV profiles are equally as skewed to the right of
the centerline. As with the 1A passage, the
R2
value of the PIV plots indicate a high
quality analysis result and therefore lends confidence that the PIV results are accurate. In
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general, the overall size and shape of the comparison plots in the 3A passage indicates
that a close correlation exists between the CFD and PIV velocity profile results
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Figure 6. 42 - CFD vs. PIV Velocity Profile Comparison - 3A Passage - Y = 0.49 mm
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Figure 6. 43 - CFD vs. PIV Velocity Profile Comparison - 3A Passage - Y = 3.43 mm
201
Experimental CFD-Re381 Experimental Trendfit
m
E,
>^
o
o
CD
>
0.120 |
y =
9E+14x6
-
3E+12x5
-
6E+0gx4
+ 2E+07x3 -18770x2-22.752x + 0.0915
R2
= 0.9947
-@
/ *S
-"</ 0.080 -
L'-\ ::'-.
' I
.
-"I
1 /* *v ItM
1 /
0.060 -
^8% !
I A ?v\
r1/
'*
0.040
7 0.020 - _^
y+
0000
-0.002 -0.001 0.000
Radius (m)
0.001 0.002
Figure 6. 44 - CFD vs. PIV Velocity Profile Comparison - 3A Passage - Y = 6.37 mm
A series of velocity comparison plots for the 3C passage are shown, as illustrated
by Figure 6. 45 through Figure 6. 47, for various y-positions along the axis. There are
several observances that were made regarding general trends the data. The first
observance is that with exception to the Y = 1 .06 mm measurement location shown in
Figure 6. 45, a similar trend exists that was witnessed in the 3A passage. This trend
reveals that the maximum CFD velocities are higher than those of the trend-line fit PIV
velocities. In this series the percent difference in maximum velocities decreased from 7.1
% to 2.4%. As with the 3A passage, the overall correlation between the CFD and PIV
velocity profiles improved as location of the profiles drew nearer to the passage outlet.
Another observance of the comparison is the unique skewness of the PIV profile at the Y
= 1.06 mm measurement location. As shown in Figure 6. 45, the PIV profile tends to
have a protrusion that is nearly centered on the passage centerline whereas the CFD
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profile exhibits an overall general tendency to be round and blunt. As with the other
passages that exhibit high R values, a clear trend in the data is present and therefore
confidence is provided regarding the quality of the PIV analyses for the 3C passage. This
confidence inspires conclusions that the PIV analyses are more likely to be accurate. In
general, the overall size and shape of the comparison plots in the 3C passage indicates
that a close correlation exists between the CFD and PIV velocity profile results.
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Figure 6. 45 - CFD vs. PIV Velocity Profile Comparison -3C Passage - Y = 1.06 mm
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Figure 6. 46 - CFD vs. PIV Velocity Profile Comparison - 3C Passage - Y = 3.06 mm
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Figure 6. 47 - CFD vs. PIV Velocity Profile Comparison -3C Passage - Y = 6.06 mm
204
In summary several general trends were observed throughout all the passages that
were analyzed. The first general trend was the overall similarities of the CFD and PIV
velocity profiles. In most locations, the closeness of size and shape between the CFD and
PIV velocity profiles were very similar. On a more acute level, the PIV profiles generally
appeared to be more sharply pointed then the CFD profiles which appeared to be blunter.
Additionally, the PIV profiles exhibited slightly more skewness and higher relative
maximum velocities than the CFD profiles in the upper regions of the lung model, such
as the 1A and 2A passages, where the overall flow velocities were higher. Nearer the
outlets of the lung model, the CFD profiles exhibited slightly more skewness (defined as
the radial distance of the maximum velocity form the centerline) and higher relative
maximum flow velocities than the PIV profiles. Another general observance was that the
PIV profiles tended to bifurcate sooner than the CFD profiles meaning that the flow
started to separate into two distinct regions at a further distance from the bifurcation joint
then the CFD profiles did. The last general observance was that as the flow progressed
down through the lung model, the correlation between the PIV and CFD velocity profiles
started good in the 1A passage and became poorer in the 2A passage and became good
again in the 3A and 3C passages. This is due to the overall skewness and shape of the
profiles in the 2A passage as compared to the more blunt shape of the profiles in the 1 A,
3A and 3C passages. The overall conclusion is that general trends between the CFD and
PIV profiles correlate well.
6.6 Discussion and Justification ofTrends
Based on the PIV and CFD profile comparison plots, several general trends were
observed. Many of these trends can be explained while others require further
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investigation. There were several variations in the PIV maximum velocities. There were
also many variations in the overall shape of the PIV profiles when compared to the CFD
profiles. The following paragraphs will bring forth these observations and trends as well
as attempt to justify their occurrences.
6.6.1 Justifications in Maximum Velocities
6.6.1.1 Reversal of Dominant Maximum Velocities in PIV and CFD
Results
In general, higher maximum velocities were exhibited by the PIV results in the 1A, 2A
and 2B passages but lower maximum velocities than the CFD results in the 3A, 3B, 3C
and 3D passages. This trend is not fully understood. There are several potential
explanations for the existence of this trend. The presence of some flow phenomena that is
not accounted for in the CFD model or that the PIV analysis cannot accurately portray
could be the cause. Additionally, the inability of the CFD computational solution to
accurately model particulate flows may be the cause. Further, there may exist some
discrepancy in the PIV analysis technique that results in the observed trend in maximum
velocities. Regardless of the true cause of this trend in maximum velocities, further
research and experimentation should be conducted to verify the origins of the trend.
6.6.1.2 Increase in PIV Maximum Velocities in 3A and 3B Passages
An increase in maximum velocity was observed in the 3A and 3B passages. In these
passages the maximum velocity was much lower than expected at the inlet measurement
location but then increased to near expected by the last measurement location. Although
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the exact cause of this trend in not fully understood, one explanation is the potential
presence of a flow passage centerline which is not perfectly parallel with the image plane.
Because the 3A and 3B passages were suspended over the edge of the optical
stage (see Figure 6.48) the weight of the suspended tubing could have deflected each
passage of the lung model like a cantilevered beam. If this situation were to occur, only a
portion of the passage axial centerline would lie within the image plane. As a result,
portions of the flow not located at the passage axial centerline would fall within the
image plane and therefore be analyzed. According to the Hagen-Poiseuille pipe flow
model, any portion of the flow not located at the passage axial centerline would exhibit
lesser flow velocities than those located at the axial centerline. In this instance, it could
be surmised that the passage axial centerline intersected the image plane near the outlet of
the flow passages. Thus the PIV analyses revealed higher velocities near the outlet of the
3A and 3B passages rather than uniform maximum velocities throughout the two
passages.
Another potential cause for this increasing velocity trend in the 3A and 3B
passages could be that the model flow passages were not cast precisely in a uniform two-
dimensional plane that was parallel with the exterior surface of the lung model. During
the experimentation, the lung model was laid flat on the optical stage (see Figure 6.48).
An assumption was made that the 3A and 3B passages were perfectly parallel with the
lung model surface. If the centerlines of the 3A and 3B passages were not parallel with
the exterior surface of the lung model, they would lie only partially in the image plane.
Based on the explanation given in the previous paragraph, the potential exists that an
increase in maximum velocities could be witnessed along the length of the passages if the
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passage centerlines fell precisely in the image plane near the passage outlets rather than at
the passage inlets. Future research and experimentation should be conducted to verify the
exact cause of this increase in maximum velocities as observed in the 3A and 3B
passages.
6.6.1.3 Uneven Balance of Maximum Velocities in the 3A, 3B and 3C,
3D Passages
According to the PIV experimental results, the maximum flow velocities were observed
to be higher in the 3C and 3D passages than in the 3A and 3B passages when they should
have, in theory, been equivalent. There are three hypotheses that could support this trend.
One hypothesis to support this trend is that the fluid was merely taking the path of
least resistance flowing down through the model in as straight a line as possible. This
trend was observed in the overall flow field map that was presented in Figure 6. 11. It
was evident from this figure that the intensity of the flow was directed down through the
3C and 3D passages not the 3A and 3B passages.
Another hypothesis to support this trend was that the connecting tubes to the 3A
and 3B passage outlets were bent into an arc upon exiting the model, whereas the
connecting tubes to the 3C and 3D passages were not (see Figure 6. 48). This sweeping
arc could have introduced more pressure loss in the 3A and 3B passages resulting in more
of the flow being directed down the 3C and 3D passages as the flow took the path of least
resistance.
It should be noted that an imbalance in maximum velocities does not necessarily
correlate with and imbalance in flowrates. This is because the flowrate depends on the
average velocity and not the maximum velocity. As a result, two separate profiles could
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have different maximum velocities but their passages could have the same flowrate
because their average velocities might be the same. The profile with a smaller maximum
velocity may exhibit a fuller profile than the profile with a larger maximum velocity but
narrower profile. A comparison between the areas under the velocity profiles would
provide a better gauge as to if the passage flowrates, between the two profiles, were
equivalent. Future work could involve investigation into this concept.
The last hypothesis to support this trend lies in the flowmeter. It is possible that
the flowmeter was not set to precisely allow % the inlet flowrate to flow out of each
passage. If this were to occur, an imbalance in passage flowrate outputs could occur.
Since the metering of the valves on the flowmeter was based on an average flowrate for
each individual flowmeter, it is possible that one meter was under the average calibration
curve whereas another might be over.
Figure 6. 48 - Model Outlet Connecting Tubes
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6.6.1.4 Reduction in Percent Difference of Maximum Velocities at
Passage Outlets
Another general observance was the reduction in percent difference, between the
maximum PIV and CFD velocities, near the passage outlets. There are two factors as to
why these trends may have occurred.
First, an unknown flow phenomenon could be occurring within the bifurcation
regions that the PIV analysis technique is unable to accurately portray. As a result,
inconsistent and erratic PIV results, caused by this inaccurate portrayal of the flow, could
contribute to the observed large percent difference in those regions. As will be described
in Section 6.6.2.3, the
R"
value in the bifurcation regions is low compared to those found
in the middle of passages or the passage outlets. This indicates that some phenomena
exists in the bifurcation regions that the PIV analysis technique has difficulty analyzing.
Second, the flowrates at the outlet passages are less than those in the upper
regions of the lung model. In general, PIV analyses seem to become more accurate as the
flow velocities decrease. Since the flow velocities in the four outlet passages was less
than anywhere else in the model, presumably the percent difference in maximum
velocities would also be less in these regions. In fact it was. In the 3A and 3B passages,
the percent difference was approximately 0.2% and in the 3C and 3D passages, the
percent difference was approximately 2.4%. Even though it was anticipated that the
velocities in these four passages should have been equal, the velocity in the 3A and 3B
passage was lower than that of the 3C and 3D passages, thus the lower percent difference.
Future research and experimentation could reveal the precise cause of the large percent
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difference between PIV and CFD maximum velocities that were observed in the
bifurcation regions.
6.6.2 Justifications in Profile Shape
6.6.2.1 PIV Skewness and Shape
In general, the PIV velocity profiles exhibited more profound features. These features,
found in the lower model passages, included a profoundly pointed nose and a
dramatically inward swept tail opposite the skew of the profile. The CFD profiles
generally were more blunt and rounded, exhibiting very little if any inward swept
features. The PIV profiles appeared, in most instances, to be less skewed than the CFD
profiles in the slower velocity passages (3A, 3B, 3C and 3D passages) but more skewed
in the faster velocity passages (2A and 2B).
The exact explanation for these trends is unknown. It had been speculated that a
narrow profile could be the result of an incorrect Light Sheet Generator alignment or
placement. This would in fact result in a narrow velocity profile but this would always
result in a less than expected maximum velocity. Since the PIV velocities in the locations
of narrow profiles were higher than expected, considering the narrow profiles the result
of an errantly placed LSG does not seem logical.
A more likely explanation would be that some property of the fluid was causing
the PIV results to exhibit higher maximum velocities than the CFD simulation. It is
interesting to note that although the PIV profiles appear more predominantly pointed in
the upper regions of the model than the CFD profiles, they are also more inward swept.
This indicates that the area under the velocity profile curves may be equal, thus indicating
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a similar average velocity. This would explain why the maximum velocities could be
different yet the volumetric flowrate out of the model could be similar.
It is possible that the viscosity of the actual fluid was higher than that which was
used in the CFD simulation. A higher viscosity could increase the fluid viscous forces
and thus result in more developed velocity profile characteristics like those exhibited by
the PIV results such as profound nose and inward swept tail. The viscosity of the test
fluid was measured as 1.370 0.004 cSt but the manufacturer states that it should be 2
cSt. This represents a potential increase in actual fluid viscosity of 31% over that which
was used in the CFD simulation. If this were to occur, the Reynolds number could go
from 380 down to 260. It is unclear as to if this potential deviation in viscosities would
have as profound of an effect on the PIV profiles as was witnessed. Future work should
be conducted to examine the effects of varying fluid viscosity on profile characteristics
either by PIV experimentation ofby CFD simulation.
One final possibility regarding the profoundness of the PIV velocity profiles is
that because of the evident velocity concentration of the flow along the streamlines
illustrated in Figure 6. 17, the potential exists that a higher particle concentration was
present along this defined flow path. As a result, higher flow velocities and more
profound profile features were observed. It has been stated that IPD is very influential on
the accuracy of the PIV analysis, as a result if more particles were concentrated in very
specific areas of the flow field, the possibility exists that portions of the profile could be
inaccurate, resulting in profoundly point velocity profiles and inward swept tail features.
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6.6.2.2 Flare-Out Regions
There were many occurrences of flare-out regions in the PIV data. These flare-out
regions appear to be the same flare-out regions that were observed in the inlet tube
experiment as discussed in Section 5.7. The true explanation for the flare-out regions is
unknown. Since they do occur to a lesser degree in the CFD results, a conclusion could
be drawn that the flare-out regions are representative of a true flow phenomena. Although
prior speculation points to some extended no-slip boundary condition or boundary layer
separation associated with particle flow regimes, no precise cause has been determined.
Future work should include further research into the origins of the flare-out regions.
6.6.2.3 Coefficients ofDetermination (R )
The strength of the PIV analysis can be described by the coefficient of determination of
the trend line that is fit to the data. As mentioned previously, an R value of one indicates
that a strong trend exists in the data. The presence of a strong trend indicates that either a
true phenomenon is occurring or that the PIV analysis technique is accurately portraying
the true flow characteristics. In either case, an indication of a strong trend in the data
suggests that the data is not likely errant.
Several characteristics regarding the
R2
values of the PIV profile plots were
observed. First, the
R2
value in the 1A passage is high. Second, the
R2
values in the 2A
and 2B passages are the lowest
R2
values observed. Finally, the
R2
values in the four
outlet passages are as high as those found in the 1A passage. Table 6. 7 is a table of the
R2
values that were observed in the PIV data.
The
R2
values in the 1A passage are high initially but decreases when the flow
enters the bifurcation region. This is to be expected based on previous speculation that
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that the PIV analysis technique has difficulty accurately portraying the true flow
characteristics in the bifurcation regions. This would also explain why the
R2
values in
the 2A and 2B passages, which begin and end with bifurcations, were lower than those
found elsewhere in the model. It should be noted that the R2 values in the middle of the
2A and 2B passages are higher presumably due to the lack ofdeleterious effects from the
bifurcation regions on the PIV analyses.
Table 6. 7 - Coefficients ofDetermination for the PIV Profile Results
Location 1A-R2
3 mm 0.9929
9mm 0.9916
10mm 0.9964
12mm 0.9968
14mm - 2A 0.9016
14mm -2B 0.9586
15mm -2A 0.9898
15mm -2B 0.9551
Location 2A-R2 2B-R2
0.3mm 0.935 0.9677
2.74mm 0.9658 0.9865
6.4mm 0.9632 0.9706
11.28mm 0.9288 0.947
13.72mm 0.8629 0.9095
14.94mm 0.8871 0.8541
Location 3A-R2 3B-R2
0.49mm 0.9841 0.9604
3.43mm 0.9981 0.9886
6.37mm 0.9947 0.9799
Location 3C-R2 3D-R2
1.06mm 0.9833 0.9888
3.06mm 0.9871 0.9885
6.06mm 0.9896 0.9513
Average R2 0.973 0.924 0 939 0.992 0.976 0.987 0.976
Lastly, the reason that the R values improve in the four outlet passages is
presumably because the flow near the outlets is steadier and slower, both of which are
flow characteristics that lend themselves to more accurate PIV analyses.
6.6.2.4 Trend in PIV Flow Passage Diameter
It was observed that in many locations the diameter of the PIV profile results appeared to
be much smaller than that of the CFD profile diameters. Although there could be several
explanations for this apparent decrease in flow passage diameter, the most likely
explanation is the error in diametermeasurement due to the light sheet thickness.
As previously discussed, the thickness of the light sheet can introduce error into
the diameter measurement. Because the light sheet is 1mm thick, this represents a large
percentage of the flow passage diameters. The light sheet thickness represents 17% of the
5.6 mm, 22% of the 4.5 mm and 28% of the 3.6 mm flow passages. As a result, the actual
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perceive flow passage diameter could be much smaller than it actually is. An illustration
of this concept is provided in Figure 6. 49.
As shown in Figure 6. 49, the thickness of the light sheet, centered on the desired
image plane, can result in a 1.6% reduction in perceived diameter for the 5.6 mm
passage, a 2.5%> reduction in perceived diameter in the 4.5 mm passage and a 3.9%
reduction in perceived diameter for the 3.6 mm passage. This perceived reduction in
diameter affects the post-processing of the VisiFlow vector matrix as the flow field is
built based on the perceived diameter. This is the potential explanation for the apparent
reduction in flow passage diameters in the PIV data. It should be noted that this would
not affect the maximum velocities that were observed in the PIV analyses because this
diameter was not used during the VisiFlow calibration procedure.
Perceived Diameters Due To
Light Sheet Thickness
5.51 mm
1 .6% Reduction in the
5.6 mm Diamter
2.5% Reduction in the
4.5 mmm Diameter
3.9% Reduction in the
4.5 mm Diameter
Light Sheet Thickness
4.5 mm
5.6 mm
Actual Diamters
Figure 6. 49 - Perceived Diameter Due to Light Sheet Thickness
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6.6.3 Conclusions
6.6.3.1 Major Flow Characteristics
Several overall characteristics of the flow were observed. Based on the topics of
discussion several conclusions can be made regarding the PIV and CFD comparison
results. The following paragraphs will summarize those conclusions.
First, the overall trends in the PIV results do emulate the CFD results with an
acceptable degree of accuracy. In general, both the PIV and CFD results exhibit the same
shape and magnitude throughout the three-generation lung model. Since multiple
experiments were necessary to map the entire model, an indication of identical overall
trends provides confidence that the PIV technique exhibits robustness and repeatability.
This conclusion is also supported by the fact that the shapes and trends are generally
symmetric across the 1A passage centerline, indicating that the shapes and trends are not
a random occurrence.
Second, discrepancies between PIV and CFD fluid viscosities could lead to
differences between the PIV and CFD profile shapes. If the PIV viscosity was higher than
what was used for the CFD simulation, the actual fluid profile may appear to be more
profoundly shaped and developed due to increased viscous forces. Also, inappropriately
metered flowmeters could result in the observed trend where the PIV flow velocities were
higher than expected in the 1A, 2A, and 2B passages, yet lower than expected in the 3A,
3B, 3C and 3D passages.
Third, the presumed presence of erratic PIV analysis results in the bifurcation
regions, as indicated by the low R2 values in those regions, should be the subject of future
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research and experimentation in an effort to determine their origins. Although it has been
presumed that some flow phenomena exists in the bifurcation regions that the PIV
analysis technique cannot accurately portray, future research and experimentation should
be conducted to confirm or deny this presumption.
Fourth, future work should be conducted to determine the origins of the flare-out
regions that were witnessed in both the PIV and CFD profiles. Also, future work should
include investigation into the origins of the more predominant profile characteristics that
were exhibited by the PIV profiles which may have been the result of the aforementioned
viscosity discrepancy.
Lastly, the apparent decrease in PIV flow diameters was considered the result of
the fact that the light sheet thickness provides the appearance that the flow passage
diameter is much smaller than it actually is. This was because the light sheet thickness, at
lmm, is a large percentage of each flow passage diameter and as it bisects the tube at the
axial centerline, its upper and lower edges intersect the diameter at a narrower part of the
tube. What is seen in the PIV images is a smaller passage diameter. Future work could
include investigation into a method for decreasing the light sheet thickness. A thinner
light sheet could alleviate passage diameter discrepancies.
6.6.3.2 PIV Capabilities
The comparison between he PIV and CFD models was identical as the geometry for both
was created from the same computer model and the boundary conditions for the CFD
model were carefully selected to emulate the actual experimental conditions including
volumetric flowrate, density and viscosity of the test fluid. Finally, the comparison results
between the CFD and PIV velocity measurement planes, for each region of the three-
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generation lung model, revealed that the closeness of correlation between the two sets of
results was quite good.
The PIV experimental procedure was founded on countless hours of research and
experimentation. The validation of this PIV experimental procedure was proven during
the simple inlet tube experiment as described in Chapter 5. During both the inlet tube and
three-generation lung model experiments, techniques were developed and improved in an
effort to quantify and/or eliminate PIV experimental uncertainties and error. Several
procedural uncertainties were quantified including the flowrate measurement uncertainty,
the VisiFlow analysis calibration uncertainty and flow passage diameter measurement
uncertainty, as well as the uncertainties involved with measuring the viscosity and
density of the test fluid. Each of these uncertainties either contributed insignificantly to
the experimental results or was accounted for in the results. A listing of these
uncertainties is included in Table 6. 8.
Table 6. 8 - Experimental Uncertainties
Description Uncertainty
Flowrate Measurement 0.002 lit/min
Viscosity Measurement 0.004 cSt
Density Measurement 0.018
gm/cmJ
Light Sheet Thickness as a Percentage of Passage Diameter
(5.4, 4.5 and 3.6 mm passages)
1.38%, 4.2%,
7%
% Reduction in Perceived Diameter Due to Light Sheet
Thickness (5.4, 4.5 and 3.6 mm passages)
1.6%, 2.5%,
3.9%
Parallax 0.6%o
VisiFlow Calibration (3 pixel variation) 0.98 %
VisiFlow Diameter Measurement 0.05 mm
VisiFlow Mapping Technique 0.4 mm
A similar study was performed in an effort to quantify flow velocities in three-
generation lung model geometry (Ramuzat, 2002). Although this study was performed at
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an incomparable Reynolds number of 1 000, the flow field results for the inspiratory cycle
revealed similar overall velocity distributions and skewness to those presented in this
chapter for both the PIV and the CFD results. In this study the trend of the flow was to
follow as straight line down through the model as was illustrated in Figure 6. 14 and
Figure 6. 17. Because this trend is similar to what was observed for this experiment
further justification of the validness of these experimental results was provided.
6.6.3.3 Real Lung Similarities
It could be concluded that flow within an actual human lung may not behave entirely the
same as it did in the idealized lung model but similarities could exist. During the
inspiratory and expiratory portions of the breathing cycle, the air flow behaves very much
like a steady flow condition. As a result, similar flow distribution and skewness patterns
may exist, in the actual human lung that was observed in the idealized lung model. It
could be hypothesized that based on the flow patterns that were observed in the idealized
experiment, a particle traveling at a typical resting human flowrate, could advance to the
portions of the human lung that are deeper than the
5th
generation.
Fortunately, the human lung contains many torturous paths, lined with mucus
membranes and cilia that work to effectively prevent particle motion. These features were
absent form the idealized model. Additionally, cyclic breathing is a characteristic of
living beings. During the apexes of the breathing cycle, the air flow in the lungs changes
directions rapidly and as a result turbulence is created. Since the idealized lung model
experiment was studied under steady flow conditions, no turbulence due to cyclic flow
patterns was realized.
219
6.7 Conclusion
Throughout the entire three-generation lung model, both the CFD and PIV velocity
profiles behaved predictably and consistently. Overall tendencies in the flow, such as
skewness and shape, were observed that suggest a definite relationship between the CFD
and PIV velocity profile results. Based on these findings, a prediction could be made
regarding the behavior of the CFD results, based on the observance of the PIV results.
Although there were differences between the PIV experimental velocity profile results
and the CFD velocity profile results, these differences were considered acceptably
minimal and thus the PIV results do validate the CFD results to a reasonable degree.
Overall, the PIV experimental results correlated well with the CFD results but additional
effort is needed to further improve the accuracy and correlation of the results with
particular focus being placed on the bifurcation regions.
An improved grid spacing method could be employed were the resolution of the
grid is much smaller. In doing so, the bifurcation regions could be magnified and mapped
in smaller segments. These smaller segments could then be pieced together much like a
puzzle, based on a diligent coordinate identification convention strategy. Increased
magnification in the bifurcation regions could provide more insight into the PIV analysis
technique's ability or inability to accurately portray true flow phenomena in the
bifurcation regions.
Additionally, a new model could be fabricated that is more conducive to the PIV
technique. This new model would ideally contain less internal flaws, such as the laser
deposition marks, pre-fabricated flat edges so that trimming is not necessary and material
minimization is upheld. Also, provisions could be made for more effective attachment of
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the model to the remainder of the fluid handling system. In doing so, model distortion
due to incompatible interface diameters could be alleviated.
Improvements to particle contrast could be realized if many changes were
implemented. Constructing the model from a more optically clear material would reduce
the amount of light lost due to absorption. Larger particles would improve particle
contrast as more surface area translates into additional illumination surface. Switching to
15 to 30 micrometer diameter particles would dramatically improve available light
without sacrificing the ability to examine subtly flow phenomena. However, it should be
noted that increasing the particle diameter size could exacerbate presumed deleterious
effects that particle flows have on the PIV to CFD comparative analyses.
Improving the coordination of fluorescence within the experiment could improve
particle contrast. The fluorescent dye used in the particles would ideally have a large
Stokes'
shift to facilitate the selection and use of more available optical filters. Also the
dye should excite at the precise wavelength of the laser, 511 nm.
Newer, high speed digital cameras are available that require less light to record
faster flows. As a result, index matching fluids of lower viscosity, which are more readily
available and easier to use, could be utilized. Test fluids with lower viscosities often have
lower densities as well. A test fluid with a density very close to that ofwater permits the
use of neutrally buoyant particles. Although, the level of non-neutral buoyancy in this
experiment was not presumed to be a factor in the results, it did affect the ease of use
factor as experiments were often conducted under time constraints in an effort to stay
ahead of settling particles that caused poor particle contrast as the experiment progressed.
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Overall, the experiment was a considered a success and many aspects of optical
physics, particle flow dynamics, Particle Image Velocimetry and experimental
procedures were experienced, first hand. It is hoped that this work will provide others at
RIT and elsewhere, the opportunity to take the next step and advance the research by
perhaps applying these techniques to more complex model geometry. In the end, by
gaining a better understanding of how particles travel in the human lung, improvements
to the overall health of the world could take place.
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Appendix Figure Al. 1 - Regional Overlay, PIV, 1A Passage (Figure 6.22)
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Appendix Figure Al. 2 - Regional Overlay, CFD, 1A Passage (Figure 6.23)
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Appendix Figure Al. 3 - Regional Overlay, PIV, 2A Passage (Figure 6.24)
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Appendix Figure Al. 4 - Regional Overlay, CFD, 2A Passage (Figure 6.25)
228
E
E
r^
cq
CD
li
>
E
E
<o
CO
II
>
E
E
CD
+
E
E
CD
II
>
GO
CO
(s/uu) AipopA
Appendix Figure Al. 5 - Regional Overlay, PIV, 3A Passage (Figure 6.26)
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Appendix Figure Al. 6 - Regional Overlay, CFD, 3A Passage (Figure 6.27)
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Appendix Figure Al. 7 - Regional Overlay, PIV, 3C Passage (Figure 6.28)
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Appendix Figure Al. 8 - Regional Overlay, CFD, 3C Passage (Figure 6.29)
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A2 Symmetrical Comparison Plots
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A3 Particle Tracking Procedure
The technique ofparticle tracking analysis involves using Redlake MotionScope software
to examine and manually track particles in two consecutive frames of the captured video
sequence.
To begin the procedure the operator must load or record a video recording of the
flow. The procedure for recording a file in MotionScope software is outlined in detail in
Section 4.3. A pre-recorded file is easily loaded by selecting the "Load" button from the
menu column on the left have of the application. In typical "Windows" fashion, a pop-up
window prompts for a file location and name. Select the AVI video file and select "OK".
See Appendix Figure A3. 1 below.
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Appendix Figure A3. 1 - Particle Tracking File Loading
239
Once the .AVI file is loaded, any functionality that would be expected from a VCR
or DVD player is available. The buttons for these functions are located at the button of
the application window. Of particular interest is the individual frame advance button.
This button will permit the selection of a single desired frame. See Appendix Figure A3.
2 below.
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Appendix Figure A3. 2 - Frame Manipulation Functions
Prior to conducting the analysis the image must be calibrated. This requires that
an object of known size be present in the image window. The calibration procedure
assigns a known distance to the number of pixels spanning the known distance. This
procedure is accomplished by first selecting the
"Reticle"
button and selecting "Enable
Reticle"
option. See Appendix Figure A3. 3 below. Once the reticle has been enabled a
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set of cross hairs will appear on the screen. In the "Reticle" button the cross hair position
is indicated.
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Appendix Figure A3. 3 - Calibration Procedure - Reticle Button Feature
Pick and place the cross hairs, using the PC mouse, on one edge of the calibration
object. Once the cross hairs are located, left-click and a menu will appear, select
"Reticle"
pull-down menu and select the "Set
Point"
option. A blue circle will appear at
centered at the location where the point was selected and set. See Appendix Figure A3. 4
below.
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Appendix Figure A3. 4 - Calibration Procedure - First Point Selection
Next repeat the process but this time select the opposite edge of the calibration
device. Once both points, spanning the calibration device, have been selected, re-select
the
"Reticle" button and select "Calibrate" See the Appendix Figure A3. 5 below. Once
selected, a pop-up window will prompt for a
"Distance"
and units of measure and select
"OK". See Appendix Figure A3. 6 below. Another pop-up window will warn that "all
data points will be cleared", select "OK". The calibration process is not complete. The
particle tracking analysis can begin.
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Appendix Figure A3. 5 - Calibration Procedure - Calibration Function
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Appendix Figure A3. 6 - Calibration Procedure - Distance and Units ofMeasure Entry
To begin the process, pick and place the crosshairs on a desired particle. Left-
click, choose
"Reticle"
and select the "Set
Point"
option. A blue ring appears, centered at
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the cross hair location. Using the single image advance button, advance to the next frame
and repeat the particle selection and "Set Point" procedure. It should be noted that both
points should be parallel to the flow and have no lateral distance between them. See
Appendix Figure A3. 7 below. After both points have been selected, the
"Reticle" button
now displays the pixel location, the "Distance" button and the "Velocity" buttons display
the resultant distance and velocity between the two points.
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Appendix Figure A3. 7 - Calibration Procedure - Point Alignment
Index back to the original screen using the individual reverse image button and
repeat the process for another particle at a different location in the flow field. This
process can be repeated as many times as necessary. Once the flow field has been
sufficiently tracked, the data can be exported to a spreadsheet.
To export the data, select the
"Reticle" button and select the "data" option. See
the Appendix Figure A3. 8 below. A data table will pop-up that displays each point's
coordinates, the frame number they were recorded in, the distance between consecutive
points and the velocity between consecutive points. By selecting the
"Export" button in
this pop-up window and selecting a file location and name the data in the table is saved.
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See Appendix Figure A3. 9 below. A pop-up window will warn that the file was saved,
select "OK". Then select "OK" in the data table pop-up window.
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Appendix Figure A3. 8 - Data Export - Data Table Function
The data file can now be opened in a spreadsheet program such as Microsoft
Excel by opening the file, being sure to select the "All Files (*
*)"
option so that the
program will see the extension-less file. Open the file being sure to select the "Delimited"
option prior to advancing to the next window. In the next window, under the
"Delimiter"
options, select the
"Tab"
and
"Comma"
options and select
"Next"
to complete the file
loading process.
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Once open, the table appears just as it did in the MotionScope data table pop-up
window with the addition of a column that denotes the time lapse between frames. See
Appendix Figure A3. 10.
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Appendix Figure A3. 9 - Data Export - Save File Location
It is important to note that when a series of points are tracked, MotionScope
actually "connects the
dots" between all points not just the corresponding points between
frames. This can be confusing at first but it is easy to see that any point will an
excessively large velocity represents the velocity that was calculated between pairs of
points and therefore should be neglected.
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Appendix Figure A3. 10 - Post Processing - Microsoft Excel File Import
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