ABSTRACT. We show that any d-Ahlfors regular subset of R n supporting a weak (1, d)-Poincaré inequality with respect to surface measure is uniformly rectifiable.
INTRODUCTION
For p ≥ 1, a metric measure space (X, µ) admits a weak (1, p)-Poincaré inequality for all measurable functions u with constants C, λ ≥ 1 if µ is locally finite and
for any rectifiable curve γ connecting x to y in X. This condition was introduced by Heinonen and Koskela in [HK98] , as it is a property shared by a large class of metric spaces (such as the Heisenberg group and Ahlfors regular Riemannian manifolds of non-negative Ricci curvature) and imposes certain geometric properties on the metric space X. For example, X must be quasiconvex and in fact there are quantitatively many curves running through X (we will be more specific about this later). Also, a classical result of Cheeger says that if µ is a doubling measure and X is complete, then the metric space admits a differentiable structure akin to the way smooth manifolds do, that is, it admits a partition into sets upon which there are maps into some Euclidean space playing the role of chart maps, and in particular one has a Rademacher-type theorem saying that Lipscshitz functions may be differentiated a.e. with respect to these chart maps [Che99] (see also [Kei04] for an improvement on this result, [KM16] for a compact primer to these results, and [BKO19] for a shorter proof using Guth's multilinear Kakeya inequality for neighbourhoods of Lipschitz graphs). Having a differentiable structure does not imply having a Poincaré inequality, since such a set can be totally disconnected. We should also mention that Bate has characterized Lipschitz differentiability spaces in terms of having Alberti representations, which is weaker than having a Poincaré inequality [Bat15] .
Additionally, in Cheeger's original setting, if µ H d (where H d is Hausdorff measure, see [Mat95] ) and X can be bi-Lipschitz embedded into Euclidean space, Cheeger showed X is d-rectifiable, meaning it can be covered up to H d -measure zero by countably many Lipschitz images of subsets of R d [Che99, Theorem 14 .3], and in fact later it was shown that µ H d is not necessary as it is implied by having a differentiable structure [DPMR17] .
On the other hand, there are well-known examples of metric spaces satisfying these properties (apart from being subsets of Euclidean space) that are not rectifiable, let alone uniformly, such as the Heisenberg group and Laakso spaces [Laa00] . However, recently Bate and Li have characterized d-dimensional rectifiable metric spaces as those metric spaces with positive and finite d-dimensional densities (with respect to Hausdorff measure) and for which there is a differentiable structure such that the chart maps are d-dimensional [BL17] .
The purpose of this note is to develop a quantitative version of Cheeger's original result, or in other words, to determine what better rectifiable structure we can attain if we know more about the differentiable structure of a set. We do so for Ahlfors d-regular subsets of Euclidean space, which are sets E ⊆ R n for which there is a constant A so that
x, r)) ≤ Ar d for all x ∈ E and 0 < r < diam E.
Our main result is as follows:
Main Theorem. Let n > d ≥ 2 be integers and X ⊆ R n be an Ahlfors dregular set with constant A ≥ 1 supporting a weak (1, d)-Poincaré inequality with respect to H d | X with constants C, λ ≥ 1. Then X is uniformly d-rectifiable (UR), meaning there are constants L, c > 0 so that for every x ∈ X and 0 < r < diam X, there is an L-bi-Lipschitz image of a subset of
The constants L and c depend on n, C, λ, and A.
Uniformly rectifiable sets were introduced by David and Semmes in [DS91] , and are a sort of quantitative version of a rectifiable set, in the sense that X is UR if it is rectifiable by the same amount and Lipschitz constant in every ball. They feature in various results that characterize when a certain quantitative property holds on an Ahlfors regular set. For example, certain classes of singular integral operators are bounded on an Ahlfors regular set if and only if that set is UR [DS91] .
One previous result similar to our Main Theorem is due to Merhej [Mer17] , who showed that if additionally d = n − 1 and the unit normal vectors to the set have small BMO norm, and in this case locally X is contained in a bi-Lipschitz image of R n−1 (rather than just containing big pieces of R n−1 as in the definition of UR). She also has a higher codimensional version of this result [Mer16] , which again requires some small oscillation of the tangents in the set X. There are other similar results for sets that inherit a Poincaré condition from some stronger topoligcal assumptions: David (not the aforementioned one) showed that any compact Ahlfors d-regular locally linearly contractible complete oriented topological d-manifold is UR [Dav16, Theorem 1.13], and such spaces support a weak (1, d)-Poincaré inequality by [Sem96] (see also [HK98, Theorem 6.11] ). This is more general than our result in that it holds for non-Euclidean metric spaces, although the topological condition is more restrictive than being Loewner.
The proof of the Main Theorem goes roughly as follows: the Poincaré inequality implies that there are quantitatively many curves passing through the set by a result of Heinonen and Koskela. Using Dorronsoro's theorem, we can show that, for many x ∈ X and r > 0, and for any (d − 1)-dimensional plane V , we can find parts of X that lie close to a line segment passing through x in B(x, r) and have large angle from V . Inductively, this means we can actually find parts of X close to d many line segments passing through x that have large angle from each other. We then use similar arguments to show that, for most balls on X, X is approximately contained in a d-dimensional plane in those balls (otherwise, we could also find parts of X close to a (d + 1)st-line passing through each x, but we know X is d-rectifiable and so it must be approximately d-flat somewhere, violating the existence of this extra line). These two geometric properties imply that in fact X is close to a d-dimensional plane in the Hausdorff metric, and this implies uniform rectifiability by a result of David and Semmes. We point out that this aspect of finding approximate line segments in many directions is in a way reminiscent of how Bate finds Alberti representations in differentiability spaces [Bat15] .
We would like to thank David Bate, Mihalis Mourgoglou, and Tatiana Toro for discussing this problem with him at various points in time, and Guy C. David for answering his questions about differentiability spaces while we were both at the 2018 conference " The Geometric Measure Theory and its Connections" in Helsinki.
2. PRELIMINARIES 2.1. Notation. We will write a b if there is a constant C > 0 so that a ≤ Cb, a t b if the constant depends on the parameter t, and a ∼ b and a ∼ t b to mean a b a and a t b t a respectively. We will assume all implied constants depend on n, d, and also on the Poincaré and Ahlfors regularity constants for X, and hence write ∼ instead of ∼ d,n,A,C,λ .
Whenever A, B ⊂ R n we define dist(A, B) = inf{|x − y|; x ∈ A, y ∈ B}, and dist(x, A) = dist({x}, A).
We let B(x, r) denote the closed ball centered at x of radius r in R n , and we will often write B = B(0, 1). If B is a generic ball, we will write x B for its center and r B for its radius, so B = B(x B , r B ). We let G (d, n) denote the Grassmannian, that is, the set of d-dimensional subspaces of R n (that is, the d-dimensional planes containing the origin), and A (d, n) denote the affine Grassmannian, which is the set of all d-dimensional planes in R n (not necessarily containing the origin).
Given a plane V ∈ A (d, n), we let π V : R n → V denote the projection into V , V ∈ G (d, n) the d-dimensional plane parallel to V and containing the origin, and
that is, ∠(V, W ) is the norm of the linear operator
2.2. Curves and Modulus. In this section we introduce the notion of modulus of curve families. For a more in depth treatment, see [Hei01] or [Vuo88] . By a curve γ, we will mean any continuous image of a closed interval I ⊆ X. Given γ, we will denote this function also as γ : I → X. We define the length of γ as
where the supremum is over all sequences a = t 1 < · · · < t k = b if the endpoints of I are a and b. If I is not closed, we define the length of γ to be the supremum over the lengths of all subcurves with closed domain. If γ is of finite length, we say γ rectifiablethen γ factors as γ = γ s • s γ where s γ : I → [0, (γ)] is so that s γ (t) = (γ| [0,t] ) and γ s is the arclength parametrization, that is, a 1-Lipschitz function γ s : [0, (γ)] → X with γ(I) = γ. We will assume all rectifiable curves below are arclength parametrized. If all closed subcurves are rectifiable, we say γ is locally rectifiable.
Given a metric space X, a Borel measure µ, a family of curves Γ in X, and a Borel function ρ, we say ρ is admissible for Γ if for each rectifiable curve γ ∈ Γ,
Note that this notation means we are integrating ρ composed with the function γ and not ρ on the image of γ. However, the former is at least the latter: since the arclength parametrization is 1-Lipschitz, [Mat95, Theorem 7 .5]), and so
although these two integrals may not equal, for example if γ doubles back on itself. If γ is only locally rectifiable, we define γ ρ to be the supremum of γ ρ over all rectifiable subcurves γ . We define the p-modulus of Γ to be
We say (X, µ) is a p-Loewner space if, whenever E, F ⊆ X are two disjoint continua, and Γ(E, F ) is the collection of curves in X starting in E and ending in F , then
The following lemma is quite standard, but we include a proof for completeness.
Lemma 2.1. Let B be a ball in X and E, F ⊆ Q two disjoint continua so that ∆(E, F ) ≤ t. Let Γ C,B (E, F ) be those curves in Γ(E, F ) of length at most Cr B . Then for C large enough (depending on t and the Loewner constants),
Proof. Recall that there is a constant C 0 depending on t and the Loewner constants so that
First let Γ 1 be those curves in Γ(E, F ) that contain a point outside of AB for some A ≥ 2 to be chosen shortly. Let
Then it is not hard to show that γ ρ 1 1 for all γ ∈ Γ 1 . Thus,
See [Hei01, Theorem 7 .18] for a proof of a similar estimate. Choose A large enough (depending on d and C 0 ) so that
Now let Γ 2 be those curves in Γ(E, F ) contained in AB but so that their length is at least Cr B Let ρ = 1 Cr B 1 AB . Then ρ is admissible for Γ 2 , and so
Hence, we can pick C depending on A and C 0 (and so just really on C 0 ) so that
Thus, by the subadditivity of the modulus (see [Hei01, Equation (7.7)]),
The connection between the Poincaré inequality an Loewner spaces is via the following result. This follows from [HK98, Theorems 5.7 and 5.12]. Note that the first of these theorems (the forward implication) requires X to be φ-convex; we won't define this, but it is satisfied when X is quasiconvex, which holds when X has a weak (1, d)-Poincaré inequality by a theorem of Semmes (see the appendices of [Che99, KM16] ).
Compactness Lemma.
Recall that a sequence of compact sets X j converge to another compact set X in the Hausdorff metric in R n if
Given closed nonempty but possibly unbounded sets X j and X in R n , we will say X j → X in the Hausdorff metric if for each R > 0 there is ε j ↓ 0 so that X j ∩B(0, R +ε j ) converges to X ∩B(0, R) in the Hausdorff metric, or equivalently, if
We will also use the notion of convergence of pointed metric measure spaces.
There is a lot of notation to unpack here, so we instead refer the reader to [Kei03, Section 2] for the terminology. His definition of measured (GromovHausdorff) convergence is different than that used in [Che99] , but after passing to a subsequence they are equivalent (see [Kei03, Section 1.3].
Here we recall a well-known compactness lemma. We couldn't find an exact statement of this result, but give a sketch of the proof.
n be a sequence of Ahlfors d-regular sets admitting a weak (1, p)-Poincaré inequality for some p > 1 with the same constants, and suppose 0 ∈ X j . Then there is a subsequence that converges in the Hausdorff distance to an Ahlfors d-regular set also satisfying a weak (1, p)-Poincaré inequality.
Proof. By the main result of [KZ08] , there is ε > 0 (independent of j) so that each X j also satisfies a weak (1, p − ε)-Poincaré inequality quantitatively, and with the same constants for each j. Let p j be the path-metric on X j . As mentioned above, the X j are uniformly quasiconvex, and thus (X j , ρ j ) is bi-Lipschitz equivalent to (X j , | · |), where | · | is the usual Euclidean metric.
By [Che99, Theorems 9.1 and 9.6], we can pass to a subsequence so that the pointed metric spaces (X j , 0, ρ j , µ j ) converge in the Gromov-Hausdorff sense to a pointed metric space (X 0 , p 0 , ρ, µ 0 ) also satisfying a weak (1, p )-Poincaré inequality for each p > p − ε, and so in particular when p = p. It is not hard to show that µ 0 is Ahlfors regular. Note that as (X j , ρ j ) is biLipschitz equivalent to (X j , | · |) via some maps g j : (X j , ρ j ) → (X j , | · |) so that g j (0) = 0, we may pass to a subsequence via Arzela-Ascoli to find a bi-Lipschitz map g : (X 0 , ρ 0 ) → (X, | · |). Thus, X also satisfies a Poincaré inequality with respect to g[µ 0 ]. Since µ 0 is Ahlfors regular and g is biLipschitz, this measure is comparable to surface measure on X, and so X satisfies a weak (1, p − ε)-Poincaré inequality. By Jensen's inequality, it also satisfies a (1, p)-Poincaré inequality.
β-numbers. For
Given a ball B(x, r) centered on X, we will also sometimes write β X (B(x, r)) for β X (x, r). It is not hard to show that, if B(x, r) ⊆ B(y, s) are centered on X, then
Furthermore, for r > 0 and x, y ∈ X,
The compactness result above gives us an easy first quantitative version of Cheeger's rectifiability theorem that we will need later to prove the full version we seek:
Lemma 2.4. Let X ⊆ R n be a d-Loewner space For all ε ∈ (0, 1/2), x ∈ X, and r > 0, there is r ε r and x ∈ B(x, r/2) ∩ X so that
Proof. It suffices to prove the lemma in the case that x = 0 and r = 1. Suppose there was ε > 0 and a sequence of d-Loewner spaces X j ⊆ R n with the same constants so that for all x ∈ B(0, 1/2) ∩ X j and r ≥ 1/j,
These spaces satisfy a weak (1, d)-Poincaré inequality with the same constants for all j. We can pass to a subsequence so that they converge in the Hausdorff metric to another d-regular set satifsying a weak (1, d)-Poincaré inequality. By [Che99, Theorem 14.2], X is d-rectifiable, and since X is Ahlfors d-regular, X has a tangent at some point x ∈ X ∩ B(0, 1/2) (see the discussion after [Vil17, Definition 1.7]), so there is a plane P passing through x and r > 0 small so that
There is ε j so that X j ∩ B(0, 1 + ε j ) converges to X in the Hausdorf metric, so for j large enough,
In particular, for j large enough we can find x j ∈ X j ∩ B(x, r/2) and so that for each y ∈ B(x j , r/2) ∩ X j , there is y ∈ X with |y − y | < . Thus,
If we take the supremum over all y ∈ B(x j , r/2) ∩ X j , then for 1/j < r/2, by how we chose the X j .
ε ≤ β X j (x j , r/2) < ε, which is a contradiction.
2.5. Christ-David Cubes. We recall the following version of "dyadic cubes" for metric spaces, first introduced by David [Dav88] for Ahflors regular sets, but generalized in [Chr90] and [HM12] .
Theorem 2.5. Let X be a doubling metric space. Let X k be a nested sequence of maximal ρ k -nets for X where ρ < 1/1000 and let c 0 = 1/500. For each n ∈ Z there is a collection D k of "cubes," which are Borel subsets of X such that the following hold.
(1) For every integer k,
and
3. PROOF OF THE MAIN THEOREM 3.1. The bilateral weak geometric lemma. For x ∈ X, r > 0 and V ∈ A (d, n), we define the d-dimensional bilateral β-number with respect to V to be
and then define bβ X (x, r) = inf
bβ(x, r, V ).
The main black-box theorem we will use is the following characterization of uniform rectifiability due to David and Semmes [DS93, Theorem I.2.4]. Here, we write We will establish that X in the Main Theorem is UR by proving it satisfies the BWGL over the course of the following sections.
3.2. Finding approximate line segments in X. For x ∈ X, r > 0, V a plane of dimension between 1 and n − 1, and θ > 0, define
where the infimum is over all lines L passing through x so that if e L is the vector parallel to L, then
We record a few basic properties of the η-numbers. Firstly, since all lines pass through x in this definition, we immediately have
Proof. For the first of these equations, let L be any line passing through x. Then
and infimizing over all L, we obtain rη
Then L passes through y and also has angle at least θ with V . If z ∈ L ∩ B(y, r), then z := z − y + x ∈ B(x, r) ∩ L, and so there is z ∈ X with |z − z | ≤ η
Dividing both sides by r and taking the supremum over all z ∈ B(y, r) ∩ L gives (3.2).
The main objective of this section is the following lemma.
There is θ > 0 so that, for δ > 0,
We will require a lemma:
Lemma 3.4. Let C be as in Lemma 2.1. There is θ > 0 so that the following holds. Let V be a plane through the origin of dimension between 1 and n−1. Let B be a ball centered on X with 0 < r B < diam X and suppose there is r B (which exist since X is connected). For technical reasons, it will be more convenient to work with loops rather than curves. For a family of rectifiable curves Γ 0 and γ ∈ Γ 0 , leṫ γ = γ on [0, (γ)] andγ(t) = γ(2 (γ) − t) for t ∈ [ (γ), 2 (γ)]. Thenγ is a curve of length 2 (γ). LetΓ 0 = {γ : γ ∈ Γ 0 }. Then one can show
Let Γ =Γ C,B (A 1 , A 2 ). By Lemma 2.1 and the above observations,
Note that since the curves in Γ C,B (A 1 , A 2 ) start and end in 1 2 B, they must be contained in CB (otherwise their lengths would be at least 2(C − 1)r B , and we can assume C is large enough so that 2(C − 1)r B > Cr B , and thus their length would be too big). Let
Our aim is to show that some multiple of ρ is admissible for Γ. If this is the case, then by Ahlfors regularity
and so by Chebychev's inequality, there must be a set E ) and x 0 is far from x B + V , it must have large projection into V ⊥ , we can then find a large subset F γ where the projection is biLipschitz and hence lies in a Lipschitz graph. This implies that the images of the affine maps that best approximate γ over this set can't make too steep an angle with V ⊥ , and so must have large angle with V . We can use Dorronsoro's theorem to estimate the distance of these affine images to γ and hence to X, giving us an upper bound on the square integral of η on F γ and thus a lower bound on ρ on F γ .
Recall that γ ⊆ CB by the definition of Γ. Our goal now is to show Without loss of generality, we'll scale things so that [0, (γ)] = [0, 1] (recall that since γ ∈ Γ, 1 = (γ) ∼ r B ) and translate so that γ(0) = 0. We recall the following theorem. 
where the infimum is over all affine maps A :
Set
Then
We can extend γ to the whole real line by setting γ(t) = 0 for t ∈ [0, (γ)] (recall that by our definition of Γ, γ(0) = γ( (γ)), so our extension is 1-Lipschitz on all of R). For an interval I in the real line, let
where the infimum is over all affine functions A : R → R n . Then it is not hard to show (see [Azz16b, Lemma 2.5]) that,
where the sum is over all dyadic intervals in R. Let A I be the affine map that achieves the infimum in Ω(3I). Let δ > 0 and I 1 be those maximal intervals I ⊆ [0, 1] for which diam(π • γ(I)) < δ|I|.
Let A > 0 and let I 2 be those maximal intervals I for which
Then by Chebychev's inequality, (3.7)
Let {I j } be a subcollection of the intervals I 1 so that no point in I∈I 1 I is contained in more than two of the I j . Then
Since |π(γ)| 1, this means that for δ small enough and A large enough (depending on M ), if we set
then since γ and π are 1-Lipschitz,
where C is the constant implicit in (3.7), and so for A large and δ small,
Indeed, under these assumptions, I is not contained in an interval from I 1 , and so diam(π • γ(I)) ≥ δ|I|. Since Ω(3I) < ε, for ε δ we then have that
Let X ∈ F γ and x ∈ E γ be so that γ(x ) = x. Let I be a dyadic interval containing x and let r be so that
Thus, recalling that Ω(3I) < ε 1,
Now, the line L I doesn't pass through x necessarily, so let L x,r be the line parallel to L I passing through x. Then for ε <
≤ 48 δ rε < r and so for each z ∈ L x,r ∩ B(x, r), the closest point to z in L I is contained in B(x, 2r). Thus,
Hence, 
In particular, (recall r B ∼ 1)
This proves (3.4).
Proof of Lemma 3.3. First notice that since X is Ahlfors d-regular, for any V ∈ G (d − 1, n) and any cube Q ∈ D, the ball B Q := c 0 C B Q satisfies the conditions of Lemma 3.4. Let
We will use the following lemma.
Lemma 3.6. [DS93, Lemma VI.1.12] Let α : C → [0, ∞) be given and suppose there is N > 0 and η > 0 so that for all R ∈ D,
Thus, our lemma will follow once we show the following claim: if for δ > 0 and Q ∈ D we set
Recall that |E R | ≥ c|R| for some constant c. Let Q j be the maximal cubes in R for which
and F R has the property that (3.13)
We require the following lemma.
Lemma 3.7. [Azz16a, Section 3] Let µ be a C µ -doubling measure and let D the cubes from Theorem 2.5 for X = supp µ with admissible constants c 0 and ρ. Let E ⊆ Q 0 ∈ D, M > 1, δ > 0, and set
Then there is
This is slightly different from the original statement of this lemma, but it is a consequence (see for example [AM16] ).
Let P R be the cubes from Lemma 3.7 with µ = H d | X , E = F R , and δ/4 in place of δ, and set
Let ε > 0 and Q ∈ C R be so that
where again we set η = η V,θ X . We claim that, for ε small enough this implies η(Q) < δ.
By (3.1), (3.15) implies
By Chebychev, this implies that if
Let x ∈ F R ∩ Q and let Q(x) be the largest cube in Q\S Q containing x (if it exists). Then
Thus, since Q(x) intersects F R and the parent of Q(x) (which has diameter ρ −1 diam Q(x)) intersects S Q , for ε > 0 small (depending on δ and c) and since X is Ahlfors d-regular,
Thus, if Q ∈ C R , then every x ∈ Q is at most δ 4
(Q) from a point in F R , and so in fact by definition of C R ,
Thus, by (3.2), for ε
This proves the claim. Thus,
Thus,
Let N be a large integer and
So for N large enough,
This proves the lemma.
3.3. Finding d-approximate line segments though each point.
Then for δ > 0,
Proof. Let V 1 , ..., V N be a maximally
Let x ∈ Q ∈ G . Without loss of generality, we will assume x = 0. Then η V 1 (Q) < δ, and so there is a line L 1 (x) passing through x so that
. Then η V 1 (Q) < δ, and so there is a line
The final lines we obtain L 1 (x), ..., L d (x) have angle at least θ/2 between each other. Since we can find such lines for each x ∈ Q, this implies η(Q) < δ for all Q ∈ G , and
3.4. The weak geometric lemma. We now use very similar arguments to get control on how flat X is.
Lemma 3.9. For R ∈ D and δ > 0,
This is the so-called weak geometric lemma (WGL) in the argot of David and Semmes [DS91, Chapter 5]. The name is a bit misleading since it is a property and not a theorem or implication: it really means that the above inequality holds, but this alone does not imply UR. It is still an important step toward our objective.
The WGL will follow from a few lemmas.
Lemma 3.10. For V ∈ G (d, n). For β > 0 small enough, there is θ > 0 depending on β so that if
Let Q ∈ D, letQ be the maximal cube in Q containing the same center as Q so that (Q) <
(Q) 4C
, and let Q j be those maximal cubes inQ for which β(Q j , V ) ≥ β 2 and set S = Q j .
Case 1: If |S| < 1 2 |Q|, then set E Q,V = Q\S, so then
For x ∈ E Q,V and 0 < r < (Q), we can find Q ⊆ Q containing x so that ρ (Q ) < r ≤ (Q ), and since x ∈ Q and x ∈ E Q,V ,
so for β > 0 small enough, β X (x, r, V ) < β and so ξ(x, r) = 0. In particular,
Case 2: Alternatively, suppose |S| ≥
for some θ small enough depending on β. Since the balls {4CB Q j k } are disjoint, if we set
Then E Q,V ⊆ Q and
Now let x ∈ E Q,V , then there is Q j containing x. For r > (Q j ), there is Q ⊆ Q properly containing Q j so that ρ (Q ) < r ≤ (Q ). Thus, since Q j was maximal and B(x, r) ⊆ 2B Q , β(x, r, V ) β(Q , V ) < β 2 so for ε small enough β(x, r, V ) < β, and so ξ(x, r) = 0 for all (Q j ) < r ≤ (Q).
Lemma 3.11. Choose β and θ so that the conclusions of the previous lemma hold. For Q ∈ D, let
Then for δ > 0.
Proof. This is shown in much the same way as Lemma 3.3. Let δ > 0. Let E R = E R,V , so again |E R | ≥ c|R| for some constant c depending on β. Let Q j be the maximal cubes in R for which |Q j ∩ E R | < c 2 |Q j | and set
Define F R just as before, let P R be the cubes from Lemma 3.7 with β/2 in place of δ. Define C R just as before. Let ε > 0 and Q ∈ C R be so that
Note that
Indeed, if β X (x, s, V ) < β, then (2.2) implies β X (x, r, V ) < βs/r, and so
This proves (3.19). Thus, (3.18) implies
We claim that, for ε small enough this implies
Again set
Hence, for ε small enough, we again have by Chebychev
and with the same proof as before, for ε > 0 small enough (depending on δ and β),
Hence, for x ∈ Q ∈ C R , there is x ∈ S Q with |x − x | < min δ 2 , β ρ (Q).
, then
and so ξ θ ,β/ρ V (x, 2 (Q), V ) = 0 < δ.
This proves (3.20). In particular,
Just as before, for each R ∈ D we can now find G R ⊆ R so that |G R | |R| and
This completes the proof.
For all β > 0 small enough so that Lemma 3.10 holds, there is ε > 0 so that if η(Q) < ε and ξ(Q) < ε, then β(B Q ) β.
Proof. Suppose η(Q) < ε and ξ(Q) < ε but β(B Q ) ≥ Aβ for some large constant A > 0.
Let θ > 0, which will be determined shortly and will depend on θ and θ (and so ultimately on X and β, but not on ε). By Lemma 2.4, there is a ball B ⊆ c 0 B Q centered on X so that β(B ) < θ and r B ≥ c θ (Q) for some c θ > 0. Let x be the center of this ball, so by Theorem 2.5 x ∈ Q.
By Lemma 3.8, since η(Q) < ε and x ∈ Q there are lines L 1 (x), ..., L d (x) passing through x so that sup y∈B(x, (Q))∩(L 1 (x)∪···∪L d (x)) dist(y, X) (Q) < ε.
Since β(B Q ) ≥ Aβ, β(x, 2 (Q)) (2.2) β(B Q ) ≥ Aβ.
Thus, for A large enough, this implies that for all V ∈ G (d, n), β X (x, 2 (Q), V ) ≥ β X (x, 2 (Q)) ≥ β/ρ and so ξ θ ,β/ρ V (x, 2 (Q)) = η V,θ X (x, 2 (Q)) < ε where the last inequality follows from the assumption that η(Q) < ε. Let V be the d-plane containing the lines L i (x). Since ξ V (Q) < ε, there is a line L d+1 (x) passing through x so that ∠(L d+1 (x), V ) ≥ θ and sup y∈B(x,2 (Q))∩L d+1 (x) dist(y, X) (Q) < ε.
But for ε small enough (depending on θ and θ , and c θ ), this implies that β(B ) min{θ, θ }. Since β(B ) < θ , this is impossible for θ min{θ, θ }, which gives a contradiction.
Proof of Lemma 3.9. By Lemmas 3.8, Lemma 3.11, and 3.12, for β > 0 small enough, Proof. Without loss of generality, we can assume B = B. Suppose instead that for all j we could find d-Loewner spaces X j ⊆ R n (with the same constants) containing 0 so that β(jB) < 1 j 2 and sup x∈B∩X j η(x, j) < 1 j 2 , but bβ X j (B) ≥ δ for some δ > 0. We can pass to a subsequence so that this converges in the Hausdorff metric to an Ahlfors d-regular set X containing 0 and with the property that for all x ∈ X there are d lines L 1 (x), ..., L d (x) ⊆ X containing x with angles at least θ > 0 apart, and so that β X (rB) = 0 for all r > 0. In particular, X is contained in a d-dimensional plane, which we can assume without loss of generality to be R d . Moreover, bβ X (B) ≥ δ. Since X ⊆ R d , this implies there is z ∈ B ∩ R d with dist(z, X) ≥ δ. Let x ∈ ∂B(z, δ) ∩ X. If V is the (d − 1)-dimensional plane in R d tangent to B(z, δ) ∩ R d at x, then there is at least one i so that L i (x) is not parallel with V , so in particular, L i (x)∩(R d \B(z, r)) • = ∅ (where we are taking the interior with respect to R d ), but then L i (x) ∩ R d \X = ∅, whereas L i (x) ⊆ X, so we get a contradiction.
Corollary 3.14. For δ > 0 there is N ∈ N and ε > 0 so that if Q ∈ D, Q N is the N -th generation ancestor of Q, β X (B Q N ) < ε, and η X (Q N ) < ε, then bβ(B Q ) < δ.
This follows from the previous lemma, and we leave the details to the reader.
We now finish the proof of the main theorem. Observe that the map sending Q → Q N is at most C(N )-to-1, and so Now X is UR by the bilateral weak geometric lemma. This completes the proof of the Main Theorem.
