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The collective dynamics of complex networks of FitzHugh-Nagumo units exhibits rare and recurrent events of
high amplitude (extreme events) that are preceded by so-called proto-events during which a certain fraction
of the units become excited. Although it is well known that a sufficiently large fraction of excited units is
required to turn a proto-event into an extreme event, it is not yet clear how the other units are being recruited
into the final generation of an extreme event. Addressing this question and mimicking typical experimental
situations, we investigate the centrality of edges in time-dependent interaction networks. We derived these
networks from time series of the units’ dynamics employing a widely used bivariate analysis technique. Using
our recently proposed edge centrality concepts together with an edge-based network decomposition technique,
we observe that the recruitment is primarily facilitated by sets of certain edges that have no equivalent in the
underlying topology. Our finding might aid to improve the understanding of generation of extreme events in
natural networked dynamical systems.
Many natural, technological, or social systems
are capable of recurrently generating large events
that can lead to disasters when interacting with
exposed or vulnerable human or natural systems.
The understanding of the dynamical underpin-
nings of the generation of such extreme events has
recently attracted much attention. While certain
dynamical mechanisms have already been iden-
tified, only little is know about potential path-
ways in networked dynamical systems, that may
play a vital role in facilitating the build-up of
precursor structures that eventually lead to an
extreme event. We here use the concept of cen-
trality – originally proposed in the social sci-
ences for network vertices and recently extended
for network edges – to identify such pathways
in networks of coupled, weakly interacting non-
linear oscillators. These networks are prototypi-
cal for excitable systems and are capable of self-
generating and self-terminating extreme events.
We demonstrate that particularly interactions
and only rarely edges in the coupling topology
facilitate the build-up of precursor structures of
extreme events.
I. INTRODUCTION
Extreme weather events and other natural hazards,
large-scale blackouts in power supply networks, mar-
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ket crashes, mass panics, wars, harmful algal blooms in
marine ecosystems, or epileptic seizures in the human
brain are recurrent, large-impact events that occur spon-
taneously in many natural, technological or social dy-
namical systems1–7. For systems that can be described
by a time-dependent (or evolving) interaction network,
novel methods have been developed over the last years
that allow one to identify precursors of extreme events8.
This holds true particularly for climate extremes9–20,
seismic extremes21, hydrological extremes22, economic
extremes23–25, and epileptic seizures26,27. Methods em-
ployed so far either aim at assessing global networks prop-
erties (e.g., clustering-coefficient-related or path-related
measures) or local network properties – mostly vertex
centralities28. For interaction networks – in which an edge
represents attributes of an interaction (strength, direc-
tion, coupling function) between two vertices – an im-
proved characterization of edge properties could add to
advance understanding, prediction, and control of such
networks29. To this end, and in order to find which edges
in a network are important between other pairs of ver-
tices, we recently modified various, widely used centrality
concepts for vertices to those for edges30. We also pro-
posed a network decomposition technique that is based
on edge centrality and allows one to identify a hierarchy
of sets of edges, with each set being associated with a
different level of importance30.
We here apply these novel concepts to investi-
gate precursor structures of extreme events in the
dynamics of complex networks of excitable units of
FitzHugh–Nagumo type. Previous studies31–35 have
shown these systems to be capable of self-generating
and self-terminating strong, rare, short-lasting, and re-
current deviations from their regular dynamics without
the influence of noise or parameter change. These ex-
treme events are preceded by local excitations (so-called
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2proto-events31,35) in a certain fraction of units that play a
decisive role in their generation. Similar phenomena were
also observed in other excitable systems36–45. It is, how-
ever, not yet clear how the other units in a network are
being recruited into the final generation of an extreme
event, and we here conjecture that the recruitment is fa-
cilitated by certain edges. We demonstrate the suitability
of our novel concepts for the analysis of empirical data
by mimicking typical experimental situations.
II. METHODS
A. Networks of excitable units
We consider networks of V diffusively coupled, ex-
citable FitzHugh-Nagumo units (n ∈ {1, . . . , V }), where
the equations of motion of unit n read
x˙n = xn(an − xn)(xn − 1)− yn (1)
+
K
V − 1
V∑
m=1
Anm(xm − xn)
y˙n = bnxn − cnyn.
The unit’s internal control parameters are an, bn, and
cn, and the coupling strength is denoted by K. The
symmetric adjacency matrix A ∈ {0, 1}V×V has entries
Anm = Anm = 1, iff units n and m are coupled. We em-
ploy parameter settings that had been identified in previ-
ous studies31,32,35 to allow robust generation of extreme
events in complex networks. In particular, we set parame-
ters a and c identical for all units: an = a = 0.0274∀n and
cn = c = 0.018∀n; the parameter b is mismatched with
bn = 0.006 +
n
V−10.008,∀n, and the coupling strength K
is chosen individually for each network. We regard three
coupling topologies each of which connects V = 20 ver-
tices but with different number of edges E:
• TA: a binary network with a small-world topol-
ogy46 with E = 100 (number of nearest neighbors:
5; rewiring probability: 0.25) and K = 0.128;
• TB: a binary network with a small-world topol-
ogy46 with E = 40 (number of nearest neighbors:
2; rewiring probability: 0.25) and K = 0.33;
• TC: a binary network with a scale-free topology47
with E = 36 and K = 0.1128. The degree (κ) dis-
tribution F of the network follows a power law of
the form F(κ) ∝ κ−3.
Each networks’ dynamics was integrated using an adap-
tive, explicit Runge-Kutta method of 5th order48 with
a step size of 11. We discarded at least 104 initial time
units, and time series (here: x-components) used for fur-
ther analyses consisted of 106 data points. The choice of
the initial conditions (near the attractor) had no influ-
ence on our observations.
In Fig. 1 we show, for each coupling topology, ex-
cerpts of the time series of the average of the first dy-
namical variable x(t) = 1V
∑V
n xn(t). Generally, we ob-
serve x(t) to exhibit irregular, low-amplitude oscilla-
tions31,32,35 with −0.15 < x(t) < 0.15. Occasionally, we
observe stereotyped events at which all units become ex-
cited and thus x(t) clearly exceeds – by at least a factor
of six – the amplitude of the collective low-amplitude
oscillations. We consider these rare but recurring high-
amplitude events as extreme events (time interval begin-
ning with x(t) exceeding a threshold θ = 0.5). We find
195 such events for TA, 138 events for TB, and 830 events
for TC. For TA and TC, for which we often observe double
extreme events31,35, only the leading one is considered.
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FIG. 1. (left) Exemplary temporal evolutions of the average
of the first dynamical variable x for topologies TA – TC (top
to bottom). (right) Excerpt around an extreme event (colored
black) of the respective time series.
B. Data-driven construction of time-dependent interaction
networks
Mimicking typical experimental situations49–52, we de-
rive time-dependent interaction networks by estimating
– using a sliding-window approach – the strength of in-
teraction between pairs {n,m} ∈ {1, . . . , V } of time se-
ries of the first dynamical variables x. To do so, we
employed an established method for investigating time-
variant changes in phase synchronization. The mean
phase coherence53 is defined as
Rnm =
∣∣∣∣∣ 1T
T−1∑
t=0
ei(Φn(t)−Φm(t))
∣∣∣∣∣ , (2)
where Φn are the instantaneous phases of time series from
unit n (we here use the Hilbert transform53,54), and T
denotes the number of data points. By definition, Rnm
3is confined to the interval [0,1], where Rnm = 1 indicates
fully phase-synchronized units. Note that the window size
T is a critical parameter since it affects the sensitivity of
the mean phase coherence. We here chose T such that
a window captured at least one full cycle of either an
extreme event or a low-amplitude oscillation.
Having calculated Rnm for all pairs (n,m) of units,
we derived – for each window – a synchronization ma-
trix whose non-diagonal elements were associated with
an adjacency matrix A˜. This matrix represents an undi-
rected, weighted snapshot network. To simplify notation,
in the following we define A˜nn := 0 ∀n. Depending on
the underlying coupling topology we refer to these time-
dependent interaction networks as networks A, B, and
C.
We position a reference window (window number 0)
around the extreme event, such that the window center
coincides with the first time point for which the ampli-
tude of x(t) exceeds the threshold θ. The window number
increases while going back in time, with time windows of
number 6 or larger are assumed to represent typical inter-
event dynamics.
C. Estimating edge importance in time-dependent
interaction networks
For our investigations, we employ two opposing30 con-
cepts to estimate the centrality of edges in each snapshot
network, namely edge betweenness centrality CBe and edge
eigenvector centrality CEe .
Edge betweenness centrality (of edge k) can be defined
as55,56
CBe (k) =
2
V (V − 1)
∑
i 6=j
qij(k)
Gij
, (3)
where k ∈ {1, . . . , E}, {i, j} ∈ {1, . . . , V }, qij(k) is the
number of shortest paths between vertices i and j running
through edge k, and Gij is the total number of shortest
paths between vertices i and j. A shortest path is defined
as the path between two edges for which the sum of the
inverse weights of edges along this path is minimal30.
Edge eigenvector centrality (of edge k) is defined30 as
the kth entry of the eigenvector ~v corresponding to the
dominant eigenvalue λmax of matrixM, which we derive
from the eigenvector equationM~v = λ~v using the power
iteration method:
CEe (k) =
1
λmax
∑
l
Mkl CEe (l), (4)
with {k, l} ∈ {1, . . . , E}. Here M denotes the edge ad-
jacency matrix A˜(e) ∈ RE×E+ whose entries A˜(e)ij are as-
signed the average weight of edges i and j if these edges
are connected to a same vertex, and 0 otherwise.
With the aforementioned definitions, we regard an edge
with the highest centrality value as most important (rank
1) and the one with the lowest centrality value as least
important (rank E). In case of equal centrality values we
rank in order of appearance.
D. Identifying important sets of edges in time-dependent
interaction networks
With the aforementioned edge centrality concepts, we
employ our previously proposed edge-centrality-based
network decomposition technique30 that allows us to
identify a bottom-up hierarchy of sets of edges (or
“webs”), where each set is associated with a different level
of importance. The decomposition technique consists of
the following steps:
0. initialize algorithm: set E′ = E and set iteration
q = 1;
1. estimate centrality Ce(k) for all edges k ∈
{1, . . . , E′} in the current network;
2. choose the lowest centrality value as threshold value
Θ = mink Ce(k), in order to eliminate less central
edges;
3. every edge k′ with Ce(k′) ≤ Θ is assigned to the web
of rank q and is removed from the current network
(which decreases E′; note that the < sign holds for
repetitions of step 3 within the qth iteration);
4. repeat step 1 and step 3 until no further edge is
assigned to the web of rank q;
5. continue with next iteration (increase q by 1) at
step 1, as long as there are remaining edges to be
assigned to webs;
6. reverse ranking of webs; the most important web
has rank 1.
We note that this network decomposition can lead to two
divisions of a network that are not helpful in identifying
sets of edges associated with different levels of impor-
tance. These cases are either an assignment of all edges
to only one web (number of webs NW = 1) or an assign-
ment of each edge to a web (NW = E). We also note
that edges in a web do not have to be connected with
each other.
III. RESULTS
As shown earlier31,35, extreme events in the dynamics
of coupled FitzHugh-Nagumo oscillators are preceded by
proto-events during which a fraction of the units (those
with low values of the control parameter b) become ex-
cited and which turn into extreme events, if and only
if this fraction is sufficiently large (note that not all
proto-events are followed by an extreme event). It is,
however, not yet clear how the other units are being
recruited into the final generation of an extreme event.
4We conjecture that the recruitment is facilitated by cer-
tain edges (or sets thereof), and in the following, we will
identify and characterize these edges employing the edge-
centrality concepts and the edge-based network decom-
position technique. Given that most of the complexity
of a interaction network is encoded into the topology of
interactions among its vertices (i.e., edges) and into the
layout of the interactions’ weights57–60, we first investi-
gate how the edge weight distributions change when our
time-dependent interaction networks transit into an ex-
treme event. Since edge weights represent the strengths
of interaction between units (estimated with Rnm; see
Eq. 2), we expect a narrow range of large edge weights
despite the constant and rather low coupling strengths
K. Indeed, the edge weight distribution peaks close to the
maximum value of Rnm = 1 with a rather narrow spread,
by construction (see Fig. 2). For our time-dependent in-
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FIG. 2. Edge weight distributions (means and standard de-
viations obtained from observations of the respective amount
of extreme events) of time-dependent interaction networks A,
B, and C (from top to bottom) for each time window. Time
window 0 is positioned around the extreme events, and the
window number increases while going back in time.
teraction networks, we find edge weights from the time
window capturing an extreme event to compare to those
from most preceding windows. Interestingly though, we
observe decreased edge weights in the time window di-
rectly preceding the extreme event (window 1), and this
decrease is most pronounced for networks A and B. With
our analysis approach, proto-events thus reflect a desyn-
chronized state during which only few units are simulta-
neously excited, while the other units are not. We note
that similar desynchronization phenomena were observed
prior to epileptic seizures recorded in humans61 and in a
simple dynamical model of two interacting networks of
integrate-and-fire neurons that mimics such an event62.
Since edge weights impact on the centrality concepts
employed here (cf. Sec. II C) and given our previous ob-
servations, we next hypothesize that a certain amount
of edges in the interaction networks from the time win-
dows prior to the extreme event will rank among the
ones with highest centrality and are therefore possibly
more relevant for the recruitment of further units. In or-
der to check this hypothesis, we estimate – for each time
window – the probability P for an edge to be identi-
fied as most important (i.e., highest centrality value and
thus highest rank) with the respective edge centrality.
For each network, and independently of the used central-
ity, we observe (data not shown) in each time window
(including time window 0) the respective probability dis-
tributions to peak around a small amount of edges (if we
neglect edges with P < 0.2). In addition, we observe that
these distributions differ in the time window prior to the
extreme event, indicating that during this time window
other edges are most important.
Given these findings, we further investigate which
edges are connected to vertices whose dynamics exhibit
proto-events and whether these edges have a high rank
and can be traced back to the underlying coupling topol-
ogy (direct edge) or not (indirect edge). As shown in
Fig. 3, we observe edges with low rank to be (on av-
erage) more frequently connected to such vertices in all
time windows preceding time window 1. In time window
1, we additionally observe few more high-ranked edges to
be frequently connected to these vertices, however, this
findings holds for importance estimated using CBe only.
If importance was estimated using CEe , the low-ranked
edges are even more frequently connected to these ver-
tices. Whereas the underlying coupling topologies had no
influence on these findings, the differences seen for the
two edge centralities can be related to the differences in
their conceptual basis. While CEe considers the centrality
of the neighborhood of a given edge, CBe is a path-based
approach to identify a central edge. For either centrality
concept it is rather straightforward to understand that
in time windows far from the extreme event, high-ranked
edges are not expected to be connected to the few ver-
tices whose dynamics exhibit proto-events. In the time
window prior to the extreme event, the opposite can be
observed with CBe . This indicates that the recruitment of
non-excited vertices is facilitated via short paths from
excited vertices, making it more likely for edges that are
directly connected to such vertices to have a high rank.
On the other hand, with CEe highest-ranked edges con-
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FIG. 3. Relative frequency of an edge with a given rank to be connected to a vertex whose dynamics exhibits proto-events.
Edge rank estimated via ranking of a) edge eigenvector centrality and b) edge betweenness centrality. Time window 0 is
positioned around the extreme events, and the window number increases while going back in time. Data from 195, 138 and 830
extreme events in the time-dependent interaction networks A, B, and C (from top to bottom). Red dots indicate edges in the
time-depended interaction networks and black dots edges from the underlying coupling topology.
nect non-excited vertices as these are mostly stronger
connected (larger edge weights) to other non-excited ver-
tices.
For direct edges and independent of their centrality
ranking, we furthermore observe a general decrease, in
time window 1 compared to other time windows, in their
relative frequency to be connected to a vertex whose dy-
namics exhibits proto events. One can thus deduce, that
most of the edges that are connected to a vertex whose
dynamics exhibits a proto-event represent indirect edges,
with few exceptions found with betweenness centrality.
Summarizing our findings discussed so far, we conclude
that the recruitment of non-excited units into the gener-
ation of an extreme event is facilitated by the most im-
portant and the least important indirect edges. As a last
point, we investigate whether these edges form specific
sets. To this end, we employ our edge-centrality-based
network decomposition technique to identify – for each
time window – the most and the least important web
and eventually detail their characteristics. Our results
presented in Figs. 4 and 5 indicate that the least im-
portant webs for time window 1 consist of smaller sets of
edges than the ones in the least important webs identified
for windows preceding window 1 or even for the window
that captures the extreme event. These sets consists to
a greater amount of indirect edges than of direct edges.
In general, differences are most distinct for networks A
and C and for the CBe -based network decomposition. We
note that we achieved similar findings when considering
the most important webs (data not shown).
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FIG. 4. Adjacency matrices of least important webs projected
onto the underlying coupling topology (grey) with direct and
indirect edges marked black and red, respectively. Only edges
with a relative frequency (occurrence in data from respective
amount of extreme events) higher than 75 % were considered.
CEe -based network decomposition. Vertices sorted in ascending
order of the control parameter b.
Interestingly, the sets seen for time window 1 are
composed of edges (either direct or indirect ones) con-
nected to vertices whose dynamics exhibit proto-events.
As expected the CBe -based decomposition mostly identi-
fies long-range connections while the CEe -based decompo-
sition mostly identifies (nearest or next-nearest) neigh-
boring connections within the web. It can be summa-
rized that distinct sets of primarily indirect edges appear
to play a vital role (in the time window prior to the ex-
treme event) for the recruitment of non-excited units into
excitation leading up to an extreme event.
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FIG. 5. Same as Fig. 4 but for CBe -based network decomposi-
tion.
IV. CONCLUSIONS
We investigated which edges in networks of coupled,
excitable FitzHugh-Nagumo units facilitate the recruit-
ment of non-excited units into the final generation of an
extreme event. With an eye on typical experimental sit-
uations that explore excitable system, we investigated
the importance of edges in time-dependent interaction
networks. We derived these networks from investigating
the strength of interaction between time series of the
units’ dynamics in a time-resolved manner. Importance
of edges and sets thereof were characterized with the con-
cept of edge centrality and an edge-centrality-based net-
work decomposition technique respectively. Our findings
indicate, that the recruitment of non-excited units is fa-
cilitated primarily by sets of certain most and least im-
7portant edges, both of which have no equivalent in the
underlying topology. A more comprehensive understand-
ing of the role of such indirect edges and their relationship
to the underlying coupling topology might aid to gain
further insights into the generation of extreme events in
natural networked dynamical systems.
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