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Abstract. In this paper, we develop a class of high order conservative semi-Lagrangian (SL)
discontinuous Galerkin (DG) methods for solving multi-dimensional linear transport equations. The
methods rely on a characteristic Galerkin weak formulation, leading to L2 stable discretizations for
linear problems. Unlike many existing SL methods, the high order accuracy and mass conservation
of the proposed methods are realized in a non-splitting manner. Thus, the detrimental splitting
error, which is known to significantly contaminate long term transport simulations, will be not
incurred. One key ingredient in the scheme formulation, borrowed from CSLAM [Lauritzen, Nair
& Ullrich, 2010], is the use of Green’s theorem which allows us to convert volume integrals into a
set of line integrals. The resulting line integrals are much easier to approximate with high order
accuracy, hence facilitating the implementation. Another novel ingredient is the construction of
quadratic curves in approximating sides of upstream cell, leading to quadratic-curved quadrilateral
upstream cells. Formal third order accuracy is obtained by such a construction. The desired
positivity-preserving property is further attained by incorporating a high order bound-preserving
filter. To assess the performance of the proposed methods, we test and compare the numerical
schemes with a variety of configurations for solving several benchmark transport problems with
both smooth and nonsmooth solutions. The efficiency and efficacy are numerically verified.
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1 Introduction
Transport phenomena are ubiquitous in nature, which may be described by a set of transport
equations. We are concerned with the following first order transport equation
∂u
∂t
+∇ · (au) = 0, (1.1)
where a is the advection coefficient and could depend on space, time and even u itself for a nonlinear
problem. (1.1) has a wide range of applications in science and engineering. For example, a real-world
application of (1.1) is the multi-tracer transport process in the chemistry-climate model. In such a
model, the dynamical core (the fluid flow component) determines the wind field a that transports
various physical and chemical substances in the atmosphere, ofter referred to as tracers, via a set
of transport equations, see [28, 24]. The tracers, on the other hand, provide feedback to the fluid
flow through the parametrization process. As our initial effort to develop a class of genuinely high
order and efficient transport schemes, we restrict our attention to the linear transport equations,
meaning that a is independent of solution u. The extension to general transport equations including
the Vlasov equation in plasma physics and the multi-tracer transport model on the sphere will be
addressed in our subsequent papers.
A transport scheme must feature several essential properties to qualify for practical applications.
First, the transport equation (1.1) may exhibit complex solution structures. For instance, in the
multi-tracer transport process, the distributions of tracers often develop rich structures in space
such as clouds. Hence, it often requires that the scheme used is able to effectively resolve the fine-
scale structures. Second, the equation (1.1) may conserve several physical quantities on the partial
differential equations level, such as total mass, momentum, and energy. It is thus of paramount
significance to conserve those physical invariants on the discrete level. Note that a violation of
mass conservation will lead to large deviation and eventually crash long-term transport simulations
[31]. Lastly, a transport scheme should be efficient in terms of computational cost. The current
generation global climate models include O(100) tracer species in order to adequately represent
complex physical and chemical processes [24]. To this end, we propose to develop a class of novel
genuinely high order schemes, motivated by the following two facts: (1) Many popular transport
solvers are in the mesh-based Eulerian framework (see, e.g., [20, 36, 23]), which are known to suffer
from the inherent CFL time step restriction for stability. However, the time scales of the physics of
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interest may be well above the time step restriction associated with the stability requirement [38].
A semi-Lagrangian (SL) approach avoids this issue while achieving desirable accuracy with time
step restrictions only set by the physical quantities [17], leading to great computational efficiency.
For pioneering work on high order semi-Lagrangian schemes, we refer to several classical work
on characteristic-Galerkin or Lagrangian-Galerkin methods[29, 37, 16]. (2) The widely recognized
discontinuous Galerkin (DG) transport schemes [33, 10, 1, 9, 13, 11, 8, 12, 30, 21] with excellent
conservation properties are very effective in resolving complex solution structures, thanks to the
discontinuous nature of the approximation space. On the contrary, a continuous finite element
method tends to introduce excessive numerical diffusion by the restrictive continuity requirement,
resulting in smears of the solution or spurious oscillations [21]. Therefore, the proposed work
aims at incorporating DG spatial discretization into the SL framework in a genuinely high order
way in order to take advantage of both. Many existing SLDG schemes are designed based on a
dimensional splitting strategy due to its simplicity, which comes at the cost of a splitting error,
see [35, 32, 18]. Such an error may be significant and hence greatly contaminating the solutions
for long term transport simulations [7]. On the other hand, the SLDG scheme proposed in [34] is
based on a flux form and free of splitting error, but subject to time step restriction, which degrades
its computational efficiency to some extent.
In our earlier work [18], an SLDG weak formulation was formulated for one-dimensional (1D)
transport equations based on a characteristic Galerkin weak formulation, see, e.g., [29, 14, 5, 22].
Such a method consists in breaking the upstream cell into several intersection subintervals and then
evaluating the underlying integral on each subinterval via a high order quadrature rule. It is worth
noting that the extension to multi-dimensional cases without splitting is doable but very involved
in implementation, since the shape of an upstream cell may be irregular and an accurate numerical
quadrature for arbitrary geometry in multi-dimensions is difficult to construct. Recently, Lee et
al. proposed a non-splitting characteristic DG formulation for the two-dimensional (2D) transport
equations in [26]. Their method relies on approximating a upstream cell with a set of intersection
polygons, followed by breaking each polygon into several triangles, and then generating quadrature
points over each triangle. The scheme is second order accurate and the numerical results provided
there are promising. However, as we mentioned, the extension to third or higher order accuracy is
challenging. In particular, to attain the formal third order accuracy, quadratic curves are required
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to approximate boundaries of a upstream cell. Consequently, one needs to construct adequately
accurate quadrature for triangles with a curved boundary, which is demanding in implementation.
In this paper, we seek to develop a non-splitting SLDG scheme that is unconditionally sta-
ble, genuinely high order accurate, mass conservative, and relatively easy to implement for multi-
dimensional transport equations. We start with a reformulation of our previous 1D SLDG scheme
[18], and noting that the reformulated scheme does not rely on a numerical quadrature rule but the
exact integration by means of fundamental theorem of calculus. The scheme has the potential to be
generalized to multi-dimensional cases, since we are able to take advantage of the multi-dimensional
generalization of the fundamental theorem of calculus, e.g., Green’s theorem for the 2D case. By
doing so, we indeed convert the area integrals into a set of line integrals which are much easier to
evaluate. Such a technique has been used in a conservative semi-Lagrangian multi-tracer transport
finite volume scheme (CSLAM) [25]. Unlike the formulation proposed in [26], the newly proposed
scheme can be naturally extended to third order accuracy, by evaluating line integrals defined on
quadratic curves as approximations to upstream cells boundaries.
Note that (1.1) preserves the maximum principle if a is non-divergent. On the discrete level,
it is highly desired that the numerical scheme used is able to preserve such a property, at least
the positivity of the solution, since nonphysical negative values of tracers may trigger unrealistic
processes in the climate modeling [39]. To address the issue, we employ a high order bound-
preserving (BP) filter [40] to ensure the desirable positivity preserving property, while retaining the
original high order accuracy.
The rest of the paper is organized as follows. In Section 2, we reformulate the 1D high order
conservative SLDG scheme which can be extended to multi-dimensional cases. In Section 3, based
on the reformulation, we develop a non-splitting conservative high order SLDG method for 2D
transport equations. Some implementation details including the search algorithm are discussed.
We present several numerical results in Section 4 to benchmark the proposed scheme in terms of
accuracy, efficiency, performance as well as the mass conservation property. We conclude the paper
in Section 5.
4
2 1D SLDG Scheme for Linear Transport
We start with the following 1D linear transport equation
∂u
∂t
+
∂
∂x
(a(x, t)u) = 0, x ∈ [xa, xb], (2.1)
with a given initial condition and subject to proper boundary conditions. We assume a(x, t) is
continuous with respect to x and t. The formulation is designed in a very similar spirit to the
scheme proposed in [18], but with a slightly different implementation strategy for the ease of
extension to 2D problems discussed in the next subsection.
In order to formulate the schemes, we start with a partition of computational domain xa = x 1
2
<
x 3
2
< · · · < xM+ 1
2
= xb. Let Ij = [xj− 1
2
, xj+ 1
2
] denote an element of length ∆x = xj+ 1
2
− xj− 1
2
.We
define the finite dimensional approximation space, V kh = {vh : vh|Ij ∈ P k(Ij)}, where P k(Ij)
denotes the set of polynomials of degree at most k with k ≥ 0. Note that if k = 0, the scheme
formulated below reduces to a first order SL finite volume scheme.
We update the solution at the time level tn+1 over a cell Ij from the solution at t
n. We employ
the weak formulation of characteristic Galerkin method proposed in [6]. Specifically, we let the
time-dependent test function ψ(x, t) satisfy the adjoint problem with ∀Ψ ∈ P k(Ij),{
ψt + a(x, t)ψx = 0,
ψ(t = tn+1) = Ψ(x), t ∈ [tn, tn+1], (2.2)
where tn denotes the n-th time level. Let ∆t = tn+1− tn denote the time step. We remark that for
the above advective form of equation, the solution stays constant along a trajectory. It was shown
in [18] that
d
dt
∫
Ij(t)
u(x, t)ψ(x, t)dx = 0, (2.3)
where Ij(t) is a dynamic interval bounded by characteristics emanating form cell boundaries of Ij
at t = tn+1. An SL time discretization of (2.3) leads to∫
Ij
un+1Ψdx =
∫
I?j
u(x, tn)ψ(x, tn)dx, (2.4)
where I?j = [x
?
j− 1
2
, x?
j+ 1
2
] with x?
j± 1
2
being the foots of trajectory emanating from (x?
j± 1
2
, tn+1) at the
time tn. In particular, to update the numerical solution un+1, the following procedure is performed.
(1) We choose k+ 1 interpolation points xj,q, such as the Gauss-Lobatto points (the midpoint for
k = 0) over the interval Ij and locate the feet x
?
j,q (see Figure 2) , by numerically solving the
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following final-value problem (trajectory equation):
dx(t)
dt
= a(x(t), t) with x(tn+1) = xj,q (2.5)
with a high order numerical integrator such as a fifth order Runge-Kutta method given in [4].
tn
tn+1
xj− 1
2
xj+ 1
2
x?
j− 1
2
x?
j+ 1
2
I?j,1 I
?
j,2
(a)
tn
tn+1
xj− 1
2
xj+ 1
2
x?
j− 1
2
x?
j+ 1
2
xj,p
(x?j,p,Ψ(xj,p)) → ψ?(x)
interpolate
(b)
Figure 2.1: Schematic illustration for one-dimensional SLDG schemes.
(2) Recall that the test function ψ solves the final-value problem (2.2) and hence stays constant
along the characteristics, i.e., ψ(x?j,q, t
n) = Ψ(xj,q). Now we are able to determine the unique
polynomial ψ?(x) of degree k that interpolates ψ(x, tn), i.e. the test function at tn, with the
data points (x?j,q,Ψ(xj,q)), q = 0, · · · , k, see Figure 2 (b).
(3) Detect intervals/sub-intervals within I?j =
⋃
l I
?
j,l, which are the intersections between I
?
j and
the grid elements (l is the index for sub-interval). For instance, in Figure 2 (a), there are two
sub-intervals: I?j,1 = [x
?
j− 1
2
, xj− 1
2
] and I?j,2 = [xj− 1
2
, x?
j+ 1
2
].
(4) Lastly, the right hand side (RHS) of (2.4) is approximated by∫
I?j
u(x, tn)ψ(x, tn)dx ≈
∑
l
∫
Ij,l
un(x)ψ?(x)dx. (2.6)
The summation is defined by incorporating all the sub-intervals of I?j . Note that the integrands
in (2.6) are polynomials of degree 2k; thus the integration can be evaluated exactly.
The main difference between the above reinterpretation and the formulation proposed in [18]
is that, rather than using the numerical quadrature to evaluate
∫
I?j
u(x, tn)ψ(x, tn)dx, we first
approximate ψ(x, tn) by an interpolating polynomial ψ?(x), then evaluate the integrals exactly.
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Similarly, the newly proposed method is locally conservative (which can be easily verified by letting
Ψ(x) = 1). More importantly, based on the same idea, we can develop a non-splitting SLDG
scheme for multi-dimensional transport equations by taking advantage of the multi-dimensional
generalization of the fundamental theorem of calculus, e.g., Green’s theorem in 2D cases.
3 A Non-splitting SLDG Formulation for 2D Transport Problems
In this section, we develop a non-splitting SLDG scheme for 2D transport equations which is a
natural generalization of the 1D reformulation we proposed in the previous section.
Consider the following 2D transport problem
∂u
∂t
+
∂
∂x
(a(x, y, t)u) +
∂
∂y
(b(x, y, t)u) = 0. (3.1)
Here (a, b) is a prescribed velocity field depending on time and space. We assume a Cartesian
partition of the computational domain Ω = {Aj}Jj=1 (see Figure 3.2 (a)) for simplicity. Note that
the procedure below also applies to unstructured meshes, but the implementation is more involved.
Similar to the 1D case, we define the DG approximation space as a finite dimensional vector space
V kh = {vh : vh|Aj ∈ P k(Aj)}, where P k(Aj) denotes the set of polynomials of degree at most k.
To update the numerical solution from time step tn to tn+1 over cell Aj , we consider the following
adjoint problem for the test function Ψ ∈ P k(Aj):
ψt + a(x, y, t)ψx + b(x, y, t)ψy = 0, subject to ψ(t = t
n+1) = Ψ(x, y), t ∈ [tn, tn+1]. (3.2)
Aj
v4
A?j
v?4
Al
(a)
A?j,l
A?j
Al
(b)
Figure 3.2: Schematic illustration of the SLDG formulation in two dimension. P 1 case.
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The scheme formulation takes advantage of the identity
d
dt
∫
Aj(t)
u(x, y, t)ψ(x, y, t)dxdy = 0, (3.3)
where Aj(t) is a dynamic moving cell, emanating from the Eulerian cell Aj at t
n+1 backward in
time by following characteristics trajectories. The non-splitting SLDG scheme is formulated as
follows: Given the approximate solution un ∈ V kh at time tn, find un+1 ∈ V kh such that ∀Ψ ∈ V kh ,
we have ∫
Aj
un+1Ψ(x, y)dxdy =
∫
A?j
unψ(x, y, tn)dxdy, (3.4)
for j = 1, · · · , J and n = 0, 1, · · · .. A?j denotes the upstream cell of grid cell Aj following the
characteristics backward to tn, see the deformed cell bounded by red curves in Figure 3.2 (a), and
the test function ψ(x, y, t) satisfies the adjoint problem (3.2).
A key step of the proposed methodology is the evaluation of the RHS of (3.4). In general,
the upstream cell of the RHS of (3.4) is no longer a rectangle or a quadrilateral. In the following
subsections, we will discuss several techniques to evaluate the volume integral in (3.4), where
the shape of the upstream cell is approximated by either a quadrilateral or a quadratic-curved
quadrilateral with the goal to achieve second or third order spatial accuracy. We first present the
algorithm for the second order P 1 SLDG scheme with a quadrilateral approximation for the shape
of upstream cells. Then we generalize it to the third order P 2 SLDG scheme with quadratic-curved
quadrilateral upstream cells, by highlighting the new components in the algorithm design.
3.1 A P 1 SLDG Scheme with Quadrilateral Upstream Cells
Below, we present the procedure of the proposed P 1 SLDG scheme with quadrilateral upstream
cells. The algorithm consists of two main components: one is the search algorithm that finds
overlapping regions between the upstream cell and background grid cells, i.e., Eulerian cells; and
the other is the use of Green’s theorem that enables us to convert the area integrals to line integrals
when evaluating the RHS of (3.4). Such a procedure is similar to that in [25].
(1) Characteristics tracing. Locate four vertices of upstream cell A?j : v
?
1, v
?
2, v
?
3 and v
?
4 by
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tracking the characteristics backward to time tn, i.e., solving the characteristics equations,
dx(t)
dt = a(x(t), y(t), t),
dy(t)
dt = b(x(t), y(t), t),
x(tn+1) = x(vq),
y(tn+1) = y(vq)
(3.5)
starting from the four vertices of Aj : vq, q = 1, · · · , 4 (see Figure 3.2 (a)). For the P 1 SLDG
scheme it is sufficient to approximate the upstream cell by a quadrilateral to retain second
order accuracy, see A?j in Figure 3.2 (b).
(2) Least squares approximation of test function ψ(x, y, tn). Approximate ψ(x, y, tn) over
the upstream cell A?j . Specifically, based on the fact that the solution of the adjoint problem
(3.2) stays unchanged along characteristics, we have
ψ(x(v?q ), y(v
?
q ), t
n) = Ψ(x(vq), y(vq)), q = 1, 2, 3, and 4.
Thus, we can reconstruct a linear function ψ?(x, y) approximating ψ(x, y, tn) on A?j by a least
squares strategy and denote it as ψ?(x, y).
(3) Denote A?j,l as a non-empty overlapping region between the upstream cell A
?
j and the back-
ground grid cell Al, i.e., A
?
j,l = A
?
j ∩ Al, A?j,l 6= ∅, l ∈ ε?j = {l|A?j,l 6= ∅}, see Figure 3.2 (b).
Then, we can approximate the RHS of (3.4) as follows∫∫
A?j
u(x, y, tn)ψ(x, y, tn)dxdy ≈
∑
l∈ε?j
∫∫
A?
j,l
u(x, y, tn)ψ?(x, y)dxdy. (3.6)
(4) Line integral evaluation. Note that the integrands on the RHS of (3.6) are piecewise
quadratic polynomials. By introducing two auxiliary function P (x, y) and Q(x, y) such that
−∂P
∂y
+
∂Q
∂x
= u(x, y, tn)ψ?(x, y),
the area integral
∫∫
A?
j,l
u(x, y, tn)ψ?(x, y)dxdy can be converted into line integrals via Green’s
theorem, i.e., ∫∫
A?
j,l
u(x, y, tn)ψ?(x, y)dxdy =
∮
∂A?
j,l
Pdx+Qdy, (3.7)
see Figure 3.2 (b). Note that the choices of P and Q are not unique, but the value of the line
integrals is independent of the choices. In the implementation, we follow the same procedure
in [25] when choosing P and Q.
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A?j
(a)
Lq
(b)
s1
s2
s3
s4
c1Sq
(c)
Figure 3.3: Schematic illustration of the search algorithm. P 1 case.
In summary, combining (3.6) and (3.7), we have the following∫∫
A?j
u(x, y, tn)ψ(x, y, tn)dxdy
=
∑
l∈ε?j
∫∫
A?
j,l
u(x, y, tn)ψ
?(x, y)dxdy
=
∑
l∈ε?j
∮
∂A?
j,l
Pdx+Qdy
=
No∑
q=1
∫
Lq
[Pdx+Qdy] +
Ni∑
q=1
∫
Sq
[Pdx+Qdy], (3.8)
where we compute the line integrals by organizing them as two categories: outer line segments (see
Figure 3.3 (b)) and inner line segments (see Figure 3.3 (c)). Again the procedure in evaluating the
volume integral is the same as that in CSLAM and we refer to [25] for more details.
For implementation, the search algorithm of line segments is provided as follows. We
compute all intersection points of the four sides of the upstream cell with grid lines and organize
them in the counterclockwise order. Then, we connect the organized points in the counterclockwise
orientation and obtain the outer line segments, denoted as Lq, q = 1, · · · , No, see Figure 3.3 (b).
The line-segments that are aligned with grid lines and enclosed by A?j are defined as super inner
line segments. For example, in Figure 3.3 (c), there are two super inner line segments, denoted by
s1s2 and s3s4. We can thus find the inner line segments, denoted by Sq, q = 1, · · · , Ni, in each
super line segment. In particular, four inner line segments −−→s1c1, −−→c1s2, −−→s2c1 and −−→c1s1 are obtained
through breaking the super line segment s1s2. Note that the orientation of inner segments must
be taken in account when evaluating the associated line integrals. For instance, −−→s1c1 belongs to
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the left background cell and −−→c1s1 belongs to the right background cell. The indices of inner line
segments in the background cell are ordered in a counterclockwise way.
Remark 3.1. Note that the above procedure can directly generalize to P k SLDG schemes with
quadrilateral upstream cells, while the use of quadrilateral approximation will yield the second
order accuracy for any high order P k approximation spaces. We will test the performance of such
a configuration with k = 2 in Section 4. Such observation motivates the construction of quadratic-
curved quadrilateral approximation to the upstream cell in the next subsection for a third order
P 2 SLDG scheme.
Remark 3.2. A similar second order scheme named characteristic discontinuous Galerkin method
with quadrilateral upstream cells was proposed in [26]. This method approximates a quadrilateral
upstream cell by breaking quadrilateral upstream cells into several triangles and then generating
quadrature points over each triangle. As mentioned, the generalization of the strategy to the
third order accuracy is very demanding in implementation. On the other hand, our scheme can
be naturally extended to the third order accuracy via the use of quadratic-curved quadrilateral
upstream cells.
3.2 A P 2 SLDG Scheme with Quadratic-curved Quadrilateral Upstream Cells
We now present the procedure of the P 2 SLDG scheme with quadratic-curved quadrilateral up-
stream cells to achieve a formal third order accuracy. In particular, we propose to construct a
parabola in approximating four sides of the upstream cell. Since the scheme formulation is simi-
lar to that of the P 1 SLDG scheme described in the preceding subsection, we only highlight new
ingredients in the algorithm design.
(1) Characteristics tracing. Locate the nine vertices of upstream cell A?j : v
?
i , i = 1, . . . , 9 by
tracking the characteristics backward to time tn, i.e., solving the characteristics equations,
for the nine vertices of Aj : vi, i = 1, . . . , 9 (see Figure 3.4 (a)).
(2) Reconstructing sides of upstream cells. Construct a quadratic curve to approximate each
side of the upstream cell. In particular, to construct the quadratic curve, ˝ v?1, v?2, v?3 as shown
in Figure 3.4 (b), we do the following.
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Aj
v7
A?j,l
A?j
v?7
Al
(a)
ξ
η
v?2
v?1
v?3
(b)
Figure 3.4: Schematic illustration of the SLDG formulation in two dimensions. P 2 case.
(2a) Construct a coordinate transformation x − y to ξ − η such that the coordinates of v?1
and v?3 are (−1, 0) and (1, 0) in ξ−η space, respectively (see Figure 3.4 (b)). Let (x1, y1)
and (x3, y3) be the x− y coordinate of v?1 and v?3, then the coordinate transformation is
obtained as {
ξ(x, y) = ax+ by + c,
η(x, y) = bx− ay + d, (3.9)
where
a =
2(x3 − x1)
(x1 − x3)2 + (y1 − y3)2 ,
b =
2(y3 − y1)
(x1 − x3)2 + (y1 − y3)2 ,
c =
x21 − x23 + y21 − y23
(x1 − x3)2 + (y1 − y3)2 ,
d =
2(x3y1 − x1y3)
(x1 − x3)2 + (y1 − y3)2 .
Its reverse transformation can be constructed accordingly:{
x = x3−x12 ξ +
y3−y1
2 η +
x3+x1
2 ,
y = y3−y12 ξ − x3−x12 η + y3+y12 .
(3.10)
(2b) Get the ξ − η coordinate for the point v?2 as (ξ2, η2). Based on (−1, 0), (ξ2, η2) and
(1, 0), we construct the parabola,˝ v?1, v?2, v?3 : η(x, y) = η2ξ22 − 1(ξ(x, y)2 − 1). (3.11)
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(3) Search algorithm of line segments. The scheme is implemented by evaluating the line
integrals along outer line segments and inner line segments in the RHS of (3.8), similar to the
quadrilateral case. To organize these outer and inner line segments, we perform the following
procedure.
(3a) Outer segments: compute all the intersections between grid lines and four curved-sides
of the upstream cell A?j and organize them in the counterclockwise order to obtain the
outer line segments Lq, q = 1, · · · , No. To find intersection points, we solve the following
equations
xi =
x3−x1
2 ξ +
y3−y1
2 η +
x3+x1
2 (intersection with grid line x = xi),
η = η2
ξ22−1
(ξ2 − 1) (3.12)
and yj =
y3−y1
2 ξ − x3−x12 η + y3+y12 (intersection with grid line y = yj),
η = η2
ξ22−1
(ξ2 − 1). (3.13)
If ξ ∈ [−1, 1], the solution (ξ, η) is identified as an intersection point.
(3b) Inner segments: collect all intersections from four sides and follow a similar procedure
provided in Section 3.1, then the inner line segment Sq, q = 1, · · · , Ni can be determined.
(4) Line integral evaluation. The integral of inner line segments
∑Ni
q=1
∫
Sq [Pdx + Qdy] can
be evaluated in the same way as in the P 1 case. The integral of outer line segments∑No
q=1
∫
Lq [Pdx + Qdy] can be evaluated by the following parameterization on each side. As-
sume that Lq is the part of the side ˚ v?1v?2v?3. Substitute (3.11) into (3.10), we havex(ξ) = x3−x12 ξ + y3−y12 η2ξ22−1(ξ2 − 1) + x3+x12 ,y(ξ) = y3−y12 ξ − x3−x12 η2ξ22−1(ξ2 − 1) + y3+y12 . (3.14)
Hence,∫
Lq
[Pdx+Qdy] =
∫ ξ(q+1)
ξ(q)
[P (x(ξ, η), y(ξ, η))x′(ξ) +Q((ξ, η), y(ξ, η))y′(ξ)]dξ, (3.15)
where (ξ(q), η(q)) and (ξ(q+1), η(q+1)) are the starting point and the end point of Lq in ξ −
η coordinate, respectively. The above integral can be done analytically or by numerical
quadrature rules.
13
Remark 3.3. Note that the proposed SLDG schemes are mass conservative, as with CSLAM
[25, 15], if the boundary condition of (3.1) is periodic or has compact support. Letting the test
function ψ = 1, the total mass on all upstream cells can be written as follows,
J∑
j=1
∫∫
A?j
u(x, y, tn)dxdy =
J∑
j=1
∑
l∈ε?j
∫∫
A?
j,l
u(x, y, tn)dxdy, (3.16)
where the first summation is with respect to the index for upstream cells and the second summation
is with respect to their nonempty overlapping regions with background Eulerian cells. On the other
hand, denote Aj,l as a non-empty overlapping region between the Eulerian cell Aj and the upstream
cell A∗l . The total mass on all upstream cells equals the total mass on all Eulerian cells under the
periodic boundary condition, i.e.
J∑
j=1
∑
l∈ε?j
∫∫
A?
j,l
u(x, y, tn)dxdy =
J∑
j=1
∑
l∈εj
∫∫
Aj,l
u(x, y, tn)dxdy =
J∑
j=1
∫∫
Aj
u(x, y, tn)dxdy, (3.17)
where εj = {l|Aj,l 6= ∅}. In the second expression in eq. (3.17), the first summation sign is with
respect to the index for Eulerian cells while the second one is with respect to their nonempty over-
lapping regions with upstream cells. Note that the area integral
∫∫
Aj,l
u(x, y, tn)dxdy is converted to
line integrals in the implementation of the proposed SLDG scheme. The SLDG scheme maintains
the mass conservation, given that an upstream cell shares the same side with its adjacent neighbors.
Remark 3.4. To the best of authors’ knowledge, the proposed methodology is the first non-splitting
scheme that is able to attain the formal third order accuracy and allows for large time step evolution
and mass conservation.
Remark 3.5. When the velocity field a = (a, b) is constant, an upstream cell will have the same
shape as the Eulerian cell. Based on the observation, using the strategy in [32], we can easily show
that the proposed SLDG schemes are L2 stable and establish a prior error estimate accordingly.
However, when a becomes space and time dependent, one needs to use either a quadrilateral or a
quadratic-curved quadrilateral to approximate each upstream cell, see (3.6). As such, the Galerkin
weak formulation (3.4) is not exactly computed but subject to some approximation error, leading
to a variational crime (see [3], Chapter 10). In our future work, we will study such a variational
crime and establish the L2 stability analysis in the general setting.
Remark 3.6. The proposed method was established based on a Cartesian partition of a 2D rect-
angular domain for simplicity. In principle, the method can be extended to unstructured meshes.
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The only modification needed lies in the search algorithm. In particular, instead of considering the
intersection of each upstream cell with background Cartesian grid lines, we need to consider the
intersection of each upstream cell (approximated by triangles or quadratic-curved triangles) and
the sides of background Eulerian triangle cells, which may be more involved in the implementation.
The extension of the algorithm to three dimensions or higher, by using the Green’s Theorem, is
subject to future investigation.
3.3 Bound-preserving (BP) Filter
With the assumption that the velocity field a is divergence free, if the initial condition for (1.1) is
positive, then the solution always stays positive as time evolves. Such a property is called positivity
preserving. In our SLDG schemes, it can be shown that the updated cell averages at tn+1 stay
positive, if the cell averages at tn are positive. Similar to [32, 18, 19], in order to preserve positivity
of numerical solutions, we further apply a high order BP filter [40] into the proposed SLDG scheme,
which can be implemented as follows. The numerical solution u(x, y, tn) in cell Aj is modified by
u˜(x, y)
u˜(x, y) = θ(u(x, y, tn)− u) + u, θ = min
ß∣∣∣∣ um′ − u ∣∣∣∣ , 1™ ,
where u is the cell average of the numerical solution and m′ is the minimum value of u(x, y, tn)
over Aj . For P
1 polynomials, the minimum value can be found by comparing the values at four
vertices of Aj . For P
2 polynomials, besides the four vertices, all critical points inside Aj should
be considered to determine the function’s minimum value. Note that the proposed SLDG schemes
with the BP filter feature the L1 conservation property hence the L1 stability for nonnegative initial
conditions, and the proof follows a similar argument in [32].
3.4 Data structure and flowchart
In this subsection, we present the data structure and the flowchart of the proposed 2D SLDG
schemes. The implementation is based on the object-oriented technology and the class hierarchy is
shown in Figure 3.5. Compared with a structured approach, the object-oriented technology allows
for data encapsulation and hence greatly facilitates data access and manipulation. Note that a line
in Figure 3.5 represents a certain relationship between classes. The two main classes are Cell-E
and Cell-U which represent an Eulerian cell and an upstream cell, respectively. There is a one-to-
one relation between class Cell-E and class Cell-U. Recall that an upstream cell is obtained by
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tracing the characteristics backward for one time step. Class Cell-E has class Node-E and class
DG solution as it data members: Node-E represents the vertices of the Eulerian cell and class
DG solution stores the DG solutions (coefficients). Furthermore, class Cell-U has three data
members including class Node-U, class Test function, and class Segment. In particular, class
Node-U represents the vertices of the underlying upstream cell; class Test function stores the
reconstructed test functions defined over the upstream cell; class Segment stores the data of the
inner and outer segments. Also note that class Side-U that represents the sides of an upstream
cell use class Node-U to define the start and end points. In addition, the intersection points of the
sides of an upstream cell (class Side-U) and the grid lines are stored in class Intersection point,
which is a data member of class Segment and is used to obtain the inner and outer segments.
Figure 3.6 presents the algorithm flowchart of the proposed SLDG schemes based on the class
hierarchy introduced in Figure 3.5. In particular, such a flowchart summarizes the main procedures
of the schemes developed in Section 3.1 and 3.2.
Cell-E
DG solution Node-E
Cell-U
Node-U
Side-U
Segment
Intersection
point
Test function
Cell-E: Eulerian Cell.
Node-E: {vq}41 for P 1 or {vq}91 for P 2.
Cell-U: Upstream Cell.
Node-U: {v?q}41 for P 1 or {v?q}91 for P 2.
Side-U: Side of Upstream Cell.DG solution: u(x, y, tn) .
Intersection point: Intersecion points of the sides of an upstream cell and grid lines.
Test function: ψ?(x, y) .
Figure 3.5: Class diagram for SLDG code.
4 Numerical Results
In this section, we first test the performance of the P k SLDG schemes (k = 1, 2, 3) for 1D examples.
Then, we perform numerical tests in 2D for the P k SLDG schemes (k = 1, 2) with quadrilateral
upstream cell (denoted by P k SLDG) and P 2 SLDG with quadratic-curved quadrilateral upstream
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Initialization:
set parameters,
generate meshes,
and initialize the
solution at t0.
DG solution at
tn
Compute Node-
U from Node-E
via characteristic
tracing .
Compute Side-U
from Node-U
Approximate test
function ψ?(x, y)
via least squares.
Compute inter-
section point
and then Seg-
ment via the
search algorithm .
Obtain Line inte-
grals via Green’s
theorem
Update DG solu-
tion .
tn+1 <
Tfinal
n = n+ 1
Yes
No
Stop
Figure 3.6: Flowchart for SLDG code.
cells (denoted by P 2 SLDG-QC). In particular, for the constant-coefficient transport and the rigid
body rotation problems, we only test the P k SLDG scheme, since the sides of the upstream cells are
always straight lines. For the swirling flow problem, we run numerical tests for both the P k SLDG
with k = 1, 2 and P 2 SLDG-QC schemes. Note that the upstream cells are no longer quadrilateral
and hence different approximations used will lead to different numerical performance. Furthermore,
similar to other DG methods, the proposed SLDG schemes will generate spurious oscillations if
the underlying solutions involve discontinuities due to the famous Gibbs phenomenon. In the
simulations, we use a simple WENO limiter proposed in [41] to suppress such undesired oscillations.
The positivity-preserving property of the SLDG solutions can be realized by incorporating the BP
limiter.
Example 4.1. (1D linear equation.) We start with the following 1D transport equation
ut + ux = 0, x ∈ [0, 2pi], (4.1)
with smooth initial data u(x, 0) = sin(x) and exact solution u(x, t) = sin(x− t). Table 4.1 summa-
rizes the convergence study including the L2 and L∞ errors and the associated orders of accuracy
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of numerical solutions by P k SLDG methods with ∆t = 0.5∆x and ∆t = 2.5∆x. The expected
orders of convergence are observed. The errors from ∆t = 2.5∆x are either comparable or slightly
smaller than those from simulations with ∆t = 0.5∆x.
Table 4.1: SLDG for (4.1) with u(x, 0) = sin(x). T = 20.
mesh P k SLDG with ∆t = 0.5∆x P k SLDG with ∆t = 2.5∆x
L2 error Order L∞ error Order L2 error Order L∞ error Order
P 1 SLDG
20 3.89E-03 7.66E-03 3.20E-03 1.00E-02
40 8.08E-04 2.27 2.13E-03 1.85 7.59E-04 2.08 2.46E-03 2.03
80 2.00E-04 2.01 6.18E-04 1.79 1.97E-04 1.94 6.58E-04 1.90
160 4.89E-05 2.04 1.58E-04 1.97 5.07E-05 1.96 1.71E-04 1.94
320 1.15E-05 2.09 3.73E-05 2.09 1.15E-05 2.14 3.79E-05 2.18
P 2 SLDG
20 7.37E-05 1.42E-04 7.37E-05 1.42E-04
40 9.22E-06 3.00 2.98E-05 2.25 9.22E-06 3.00 2.98E-05 2.26
80 1.15E-06 3.01 2.08E-06 3.84 1.15E-06 3.01 2.08E-06 3.84
160 1.44E-07 2.99 4.42E-07 2.24 1.44E-07 2.99 3.27E-07 2.67
320 1.74E-08 3.05 2.98E-08 3.89 1.74E-08 3.05 2.99E-08 3.45
P 3 SLDG
20 1.46E-06 3.30E-06 1.46E-06 3.32E-06
40 9.08E-08 4.00 2.38E-07 3.79 9.08E-08 4.00 2.38E-07 3.80
80 5.80E-09 3.97 1.46E-08 4.03 5.80E-09 3.97 1.46E-08 4.03
160 3.52E-10 4.04 8.31E-10 4.13 3.42E-10 4.08 6.48E-10 4.49
320 2.47E-11 3.83 8.12E-11 3.36 2.47E-11 3.79 8.11E-11 3.00
Example 4.2. (1D transport equation with variable coefficients.) Consider
ut + (sin(x)u)x = 0, x ∈ [0, 2pi] (4.2)
with initial condition u(x, 0) = 1 and the periodic boundary condition. The exact solution is given
by
u(x, t) =
sin(2 tan−1(e−t tan(x2 )))
sin(x)
. (4.3)
We report the L2 and L∞ errors and the associated orders of accuracy for the proposed SLDG
schemes using ∆t = 0.5∆x and ∆t = 2.5∆x in Table 4.2. The order of convergence for the P 1
SLDG scheme is slightly less than expected second order measured in both the L2 and L∞ norms.
Similarly, the order of convergence for the P 2 SLDG scheme is slightly less than the expected third
order. The expected fourth order accuracy for the P 3 SLDG scheme is observed in both the L2 and
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L∞ errors. For this example, the test functions are distorted more over larger time steps. Hence,
the errors from simulations with ∆t = 2.5∆x are observed to be slightly larger.
Table 4.2: SLDG for (4.2) with u(x, 0) = 1. T = 1.
mesh P k SLDG with ∆t = 0.5∆x P k SLDG with ∆t = 2.5∆x
L2 error Order L∞ error Order L2 error Order L∞ error Order
P 1 SLDG
20 1.28E-02 4.46E-02 1.73E-02 6.21E-02
40 3.46E-03 1.89 1.30E-02 1.77 1.01E-02 0.77 4.41E-02 0.49
80 9.17E-04 1.92 4.70E-03 1.47 1.40E-03 2.85 7.26E-03 2.60
160 2.50E-04 1.87 1.40E-03 1.75 3.24E-04 2.11 1.42E-03 2.35
320 6.47E-05 1.95 3.91E-04 1.84 1.00E-04 1.69 3.60E-04 1.98
P 2 SLDG
20 1.58E-03 9.83E-03 6.03E-03 2.59E-02
40 2.45E-04 2.69 1.85E-03 2.41 8.08E-04 2.90 5.22E-03 2.31
80 4.00E-05 2.62 3.94E-04 2.23 9.09E-05 3.15 5.98E-04 3.13
160 6.62E-06 2.59 9.48E-05 2.06 1.14E-05 2.99 1.13E-04 2.40
320 1.14E-06 2.54 2.33E-05 2.02 1.80E-06 2.67 2.56E-05 2.15
P 3 SLDG
20 1.23E-04 6.91E-04 7.54E-04 2.85E-03
40 7.82E-06 3.97 4.95E-05 3.80 2.60E-05 4.86 1.61E-04 4.15
80 4.88E-07 4.00 4.04E-06 3.61 1.52E-06 4.09 7.39E-06 4.45
160 3.42E-08 3.83 2.98E-07 3.76 9.92E-08 3.94 7.47E-07 3.31
320 2.21E-09 3.95 2.12E-08 3.82 7.12E-09 3.80 8.75E-08 3.09
Example 4.3. (2D linear equation.) Consider
{
ut + ux + uy = 0, x ∈ [0, 2pi], y ∈ [0, 2pi]
u(x, y, 0) = sin(x+ y)
(4.4)
with the periodic boundary conditions in both x and y directions. The exact solution of (4.4) is
u(x, y, t) = sin(x+ y − 2t).
Table 4.3 summarizes the L2 and L∞ errors and the associated orders of accuracy when the
P k SLDG methods with ∆t = 0.5∆x and ∆t = 2.5∆x are applied to equation (4.4). Expected
orders of accuracy are observed. Comparable errors are observed from simulations with these two
different CFLs.
Example 4.4. (Rigid body rotation.) Consider
ut − (yu)x + (xu)y = 0, x ∈ [−2pi, 2pi], y ∈ [−2pi, 2pi]. (4.5)
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Table 4.3: SLDG for (4.4) with u(x, y, 0) = sin(x+ y) at T = pi.
mesh P k SLDG with ∆t = 0.5∆x P k SLDG with ∆t = 2.5∆x
L2 error Order L∞ error Order L2 error Order L∞ error Order
P 1 SLDG
20×20 7.00E-03 3.24E-02 6.86E-03 3.40E-02
40×40 1.73E-03 2.02 8.40E-03 1.95 1.72E-03 2.00 8.60E-03 1.98
80×80 4.31E-04 2.00 2.13E-03 1.98 4.30E-04 2.00 2.16E-03 1.99
160×160 1.08E-04 2.00 5.38E-04 1.99 1.08E-04 2.00 5.41E-04 2.00
P 2 SLDG
20×20 3.50E-04 4.06E-04 3.49E-04 4.06E-04
40×40 4.37E-05 3.00 5.05E-05 3.00 4.37E-05 3.00 5.05E-05 3.01
80×80 5.46E-06 3.00 6.31E-06 3.00 5.46E-06 3.00 6.31E-06 3.00
160×160 6.83E-07 3.00 7.89E-07 3.00 6.83E-07 3.00 7.89E-07 3.00
with the initial condition u(x, y, 0) = exp(−x2 − y2). We apply the proposed P k SLDG methods
with k = 1, 2 to solve this problem. Table 4.4 summarizes the L2 and L∞ errors and the associated
orders of accuracy. In the simulations, we let ∆t = 0.5∆x and ∆t = 2.5∆x and the solution is
computed up to T = 2pi. The second order accuracy measured with the L2 error is observed as
expected. However, we also observe lightly order reduction in L∞ error. The third order accuracy
for the P 2 SLDG scheme is observed in both the L2 norm and L∞ norm.
Table 4.4: SLDG for (4.5) with u(x, y, 0) = exp(−x2 − y2) at T = 2pi.
mesh P k SLDG with ∆t = 0.5∆x P k SLDG with ∆t = 2.5∆x
L2 error Order L∞ error Order L2 error Order L∞ error Order
P 1 SLDG
20×20 1.80E-02 1.12E-01 1.06E-02 1.12E-01
40×40 3.61E-03 2.32 3.29E-02 1.76 3.10E-03 1.78 3.36E-02 1.73
80×80 7.71E-04 2.23 1.07E-02 1.62 6.83E-04 2.18 8.97E-03 1.90
160×160 1.81E-04 2.09 3.32E-03 1.69 1.68E-04 2.02 3.01E-03 1.57
P 2 SLDG
20×20 1.80E-03 1.85E-02 5.36E-03 5.70E-02
40×40 2.14E-04 3.07 2.84E-03 2.70 2.37E-04 4.50 2.80E-03 4.35
80×80 2.66E-05 3.01 4.03E-04 2.82 2.93E-05 3.02 5.26E-04 2.41
160×160 3.34E-06 3.00 5.09E-05 2.98 3.42E-06 3.10 6.28E-05 3.07
Example 4.5. We numerically solve equation (4.5) with an initial condition plotted in Figure
4.7, which consists of a slotted disk, a cone as well as a smooth hump, similar to the one used
in [27] for comparison purposes. The numerical solutions computed by the P k SLDG methods
with k = 1, 2 after one full rotation are plotted in Figure 4.8. Note that the schemes are able
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to effectively resolve the complex solution structures, while some mild oscillations appear in the
vicinity of discontinuities. Once the WENO limiter and the BP filter are applied, the spurious
oscillations are suppressed and the positivity of the numerical solution is guaranteed. In addition,
we observe that the P 2 SLDG scheme is able to better resolve solution structures compared with
the P 1 counterpart.
Figure 4.7: Plots of the initial profile. The mesh is 400×400.
Example 4.6. (Swirling deformation flow.) We consider solving
ut −
Å
cos2
Å
x
2
ã
sin(y)g(t)u
ã
x
+
Å
sin(x) cos2
Å
y
2
ã
g(t)u
ã
y
= 0, x ∈ [−pi, pi], y ∈ [−pi, pi], (4.6)
where g(t) = cos
(pit
T
)
pi. The initial condition is set to be the following smooth cosine bells (with
C5 smoothness),
u(x, y, 0) =
rb0 cos6
Å
rb(x)pi
2rb0
ã
, if rb(x) < rb0,
0, otherwise,
(4.7)
where rb0 = 0.3pi, and r
b(x) =
»
(x− xb0)2 + (y − yb0)2 denotes the distance between (x, y) and the
center of the cosine bell (xb0, y
b
0) = (0.3pi, 0). In Table 4.5, we summarize the convergence study
for P 1 and P 2 SLDG as well as P 2 SLDG-QC methods in terms of the L2 and L∞ errors. We
observe the second order convergence for the P 1 and P 2 SLDG schemes measured by both errors.
Furthermore, the third order convergence for the P 2 SLDG-QC scheme measured by the L2 error
is observed. Half order reduction is observed for the L∞ error. In addition, the magnitude of
the errors for the P 2 SLDG-QC method is much smaller than both P 1 and P 2 SLDG methods.
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(a) P 1 SLDG (b) P 1 SLDG+WENO+BP
(c) P 2 SLDG (d) P 2 SLDG+WENO+BP
Figure 4.8: Plots of the numerical solutions of SLDG methods for equation (4.5) with initial data
Figure 4.7; T = 2pi; The numerical mesh has a resolution of 80×80. ∆t = 2.5∆x. Top left: P 1
SLDG; Top right: P 1 SLDG with WENO limiter and BP filter; Bottom left: P 2 SLDG; Bottom
right: P 2 SLDG with WENO limiter and BP filter.
The observation justifies the use of the quadratic-curved quadrilateral approximation in the SLDG
formulation.
Example 4.7. We numerically solve equation (4.6) with g(t) = cos
(pit
T
)
pi and the same initial
condition as in Example 4.5. Numerical solutions for the SLDG methods are plotted in Figure 4.9.
To better compare performance of the schemes with different configurations, we plot 1D cuts of the
numerical solutions along with the exact solution in Figure 4.10. In Figure 4.9 and Figure 4.10,
one can observe that, without using limiters, some mild spurious oscillations appear, which can
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Table 4.5: SLDG for (4.6) with (4.7) at T = 1.5.
mesh P k SLDG with ∆t = 0.5∆x P k SLDG with ∆t = 2.5∆x
L2 error Order L∞ error Order L2 error Order L∞ error Order
P 1 SLDG
20×20 1.25E-02 2.03E-01 8.59E-03 2.45E-01
40×40 2.92E-03 2.10 6.92E-02 1.55 2.14E-03 2.00 6.74E-02 1.87
80×80 5.96E-04 2.29 1.48E-02 2.22 5.42E-04 1.98 2.19E-02 1.62
160×160 1.30E-04 2.20 4.32E-03 1.78 1.33E-04 2.02 6.16E-03 1.83
P 2 SLDG
20×20 3.22E-03 8.97E-02 9.37E-03 2.70E-01
40×40 6.58E-04 2.29 3.44E-02 1.38 2.87E-03 1.71 1.28E-01 1.08
80×80 1.42E-04 2.22 8.37E-03 2.04 6.92E-04 2.05 4.19E-02 1.61
160×160 3.15E-05 2.17 2.47E-03 1.76 1.89E-04 1.87 1.20E-02 1.80
P 2 SLDG-QC
20×20 2.61E-03 6.27E-02 5.29E-03 1.51E-01
40×40 3.15E-04 3.05 1.20E-02 2.38 7.78E-04 2.77 2.63E-02 2.52
80×80 3.81E-05 3.05 1.78E-03 2.76 1.04E-04 2.90 4.59E-03 2.52
160×160 4.91E-06 2.96 2.74E-04 2.70 1.47E-05 2.83 7.85E-04 2.55
be removed by further coupling the WENO limiter. Again, positivity of the numerical solution is
guaranteed when the BP filter is applied. Note that, for this test, the performance between the P 2
SLDG-QC and P 2 SLDG schemes is qualitatively comparable, which is slightly better compared
with the P 1 SLDG scheme. Figure 4.11 shows the contour plots of the numerical solution for
SLDG methods at the final integration time 0.75, when the solution is quite deformed. Figure 4.12
presents the time evolution of the relative error in the total mass, which demonstrates the mass
conservation property of the proposed SLDG schemes.
Example 4.8. In this example, we still consider the swirling deformation flow (4.6) but with
g(t) = 1. The initial condition is set to be
u(x, y, 0) =
{
1, if
»
(x− pi)2 + (y − pi)2 ≤ 8pi5 ,
0, otherwise.
(4.8)
The numerical solutions at T = 5pi of SLDG methods are plotted in Figure 4.13. The results
with excellent resolution are observed. Again, the WENO limiter and BP filter effectively remove
the undesired oscillations and keep the numerical solution nonnegative.
Example 4.9. We consider a 2D deformation flow in [2]. The initial circular distribution deforms
into crescent shape as it moves in the domain, and returns to the initial position when the flow
23
reverses. The velocity field is defined on unit square [0, 1]2 as
a(x, y, t) = aθ(r, t) sin(θ), b(x, y, t) = aθ(r, t) cos(θ), (4.9)
where r =
»
(x− 0.5)2 + (y − 0.5)2, θ = tan−1[(y − 0.5)/(x− 0.5)], and
aθ(r, t) =
4pir
T
ñ
1− cos
Å
2pir
T
ã
1− (4r)6
1 + (4r)6
ô
.
The initial condition is given by
u(x, y, t = 0) =

(
1+cos(pir˜)
2
)2
if r˜ ≤ 1
0 if r˜ > 1,
where r˜ = 5
»
(x− 0.3)2 + (y − 0.5)2. Though the velocity field is complicated, the analytical
solution is known at the final time t = T and equals to the initial state, therefore, the error
measures can be computed at time T .
For the simulation, the SLDG schemes with mesh 60×60 and ∆t = 1.5∆x are used. In Figure
4.14, Figure 4.15 and Figure 4.16, we report the contour plots of the numerical solutions of the
P 1 SLDG and P 2 SLDG-QC schemes at (a) t = T , (b) t = T/4, (c) t = T/2 and (d) t = 3T/4,
without and with the BP filter, respectively. It is observed that the SLDG schemes are able to
capture fine features of the solution (Figure 4.14 and Figure 4.15) even without using the BP filter.
Compared to the solution by the P 1 SLDG scheme reported in Figure 4.14, the P 2 SLDG-QC
scheme generates the numerical solution with better resolution, see Figure 4.15. Note that the BP
filter ensures the positivity of numerical solution and also helps to get rid of unphysical oscillations.
In Table 4.6, we observe that the magnitude of error by the P 2 SLDG scheme is smaller than that
by the P 1 SLDG scheme but larger than that by the P 2 SLDG-QC scheme, as expected. On the
other hand, the P 2 SLDG-QC scheme requires the most CPU time among the three schemes in
which case the search algorithm is the most complicated.
5 Conclusion
In this paper, we developed high order conservative semi-Lagrangian discontinuous Galerkin (SLDG)
methods for 2D transport problems. The main ingredients of the proposed methods include the
characteristic Galerkin weak formulation, the use of quadrilateral and the quadratic-curved quadri-
lateral approximations for the shape of upstream cells, and Green’s theorem. The resulting schemes
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Table 4.6: SLDG for 2D deformation flow. The normalized L1, L2, L∞ errors and CPU time of
SLDG schemes with or without the BP filter are reported at T = 2 for comparison. ∆t = 1.5∆x.
The numerical mesh has a resolution of 60×60.
scheme L1 error L2 error L∞ error CPU time (s)
P 1 SLDG 4.03E-03 1.81E-02 2.23E-01 1.40
P 1 SLDG+BP 4.28E-03 2.05E-02 2.75E-01 1.45
P 2 SLDG 7.41E-04 4.03E-03 1.43E-01 3.15
P 2 SLDG+BP 7.69E-04 4.21E-03 1.46E-01 3.37
P 2 SLDG-QC 4.82E-04 2.40E-03 3.24E-02 3.82
P 2 SLDG-QC+BP 5.24E-04 2.73E-03 4.55E-02 3.85
are up to third order accurate, locally conservative, unconditionally stable for linear constant co-
efficient problems, and are free of splitting errors in multi-dimensions. Accuracy and efficiency of
the methods is showcased by classical tests for transport problems. Future work includes system-
atic theoretical investigation of the scheme for transport equations with variable coefficients, and
development of the schemes for the Vlasov equation for plasma application and the multi-tracer
transport model on the sphere.
Acknowledgment
We are grateful to Dr. Ram Nair from National Center for Atmospheric Research for helpful
discussions.
References
[1] B. Ayuso, J. Carrillo, and C.-W. Shu. Discontinuous Galerkin methods for the one-dimensional
Vlasov-Poisson system. KRM, 4:955–989, 2011.
[2] P. Blossey and D. Durran. Selective monotonicity preservation in scalar advection. J. Comput.
Phys., 227(10):5160–5183, 2008.
[3] S. Brenner and R. Scott. The mathematical theory of finite element methods, volume 15.
Springer Science & Business Media, 2008.
[4] J. C. Butcher. Numerical methods for ordinary differential equations, 2008.
[5] M. Celia, T. Russell, I. Herrera, and R. Ewing. An Eulerian-Lagrangian localized adjoint
method for the advection-diffusion equation. Adv. Water Resour., 13(4):187–206, 1990.
25
[6] P. Childs and K. Morton. Characteristic Galerkin methods for scalar conservation laws in one
dimension. SIAM J. Numer. Anal., 27(3):553–594, 1990.
[7] A. Christlieb, W. Guo, M. Morton, and J.-M. Qiu. A high order time splitting method based
on integral deferred correction for semi-Lagrangian Vlasov simulations. J. Comput. Phys.,
267:7–27, 2014.
[8] B. Cockburn, S. Hou, and C.-W. Shu. The Runge-Kutta local projection discontinuous
Galerkin finite element method for conservation laws IV: The multidimensional case. Math.
Comput., 54:545–581, 1990.
[9] B. Cockburn, S. Lin, and C.-W. Shu. TVB Runge-Kutta local projection discontinuous
Galerkin finite element method for conservation laws III: one-dimensional systems. J. Comput.
Phys., 84(1):90–113, 1989.
[10] B. Cockburn and C.-W. Shu. TVB Runge-Kutta local projection discontinuous Galerkin finite
element method for conservation laws II: general framework. Math. Comput., pages 411–435,
1989.
[11] B. Cockburn and C.-W. Shu. The Runge-Kutta local projection p1-discontinuous Galerkin
finite element method for scalar conservation laws. Math. Model. Numer. Anal.(M2AN),
25:337–361, 1991.
[12] B. Cockburn and C.-W. Shu. The local discontinuous Galerkin method for time-dependent
convection-diffusion systems. SIAM J. Numer. Anal., 35(6):2440–2463, 1998.
[13] B. Cockburn and C.-W. Shu. The Runge-Kutta discontinuous Galerkin method for conserva-
tion laws V: multidimensional systems. J. Comput. Phys., 141(2):199–224, 1998.
[14] J. Douglas Jr and T. Russell. Numerical methods for convection-dominated diffusion prob-
lems based on combining the method of characteristics with finite element or finite difference
procedures. SIAM J. Numer. Anal., 19(5):871–885, 1982.
[15] C. Erath, P. H. Lauritzen, and H. M. Tufo. On mass conservation in high-order high-resolution
rigorous remapping schemes on the sphere. Monthly Weather Review, 141(6):2128–2133, 2013.
26
[16] F. X. Giraldo. The lagrange–galerkin spectral element method on unstructured quadrilateral
grids. Journal of Computational Physics, 147(1):114–146, 1998.
[17] Y. Gu¨c¸lu¨, A. Christlieb, and W. Hitchon. Arbitrarily high order Convected Scheme solution
of the Vlasov–Poisson system. J. Comput. Phys., 270:711–752, 2014.
[18] W. Guo, R. Nair, and J.-M. Qiu. A conservative semi-Lagrangian discontinuous Galerkin
scheme on the cubed-sphere. Mon. Wea. Rev., 142(1):457–475, 2013.
[19] W. Guo, R. Nair, and X. Zhong. An efficient WENO limiter for discontinuous Galerkin
transport scheme on the cubed sphere. International Journal for Numerical Methods in Fluids,
81:3–21, 2015.
[20] A. Harten, B. Engquist, S. Osher, and S. Chakravarthy. Uniformly high order accurate essen-
tially non-oscillatory schemes, III. J. Comput. Phys., 71(2):231–303, 1987.
[21] R. Heath, I. Gamba, P. Morrison, and C. Michler. A discontinuous Galerkin method for the
Vlasov–Poisson system. J. Comput. Phys., 231(4):1140–1174, 2012.
[22] I. Herrera, R. Ewing, M. Celia, and T. Russell. Eulerian-Lagrangian localized adjoint method:
The theoretical framework. Numer. Meth. Part. D. E., 9(4):431–457, 1993.
[23] G.-S. Jiang and C.-W. Shu. Efficient implementation of weighted ENO schemes. J. Comput.
Phys., 126:202–228, 1996.
[24] J.-F. Lamarque, D. Kinnison, P. Hess, and F. Vitt. Simulated lower stratospheric trends
between 1970 and 2005: Identifying the role of climate and composition changes. J. Geophys.
Res.-Atmo., 113(D12), 2008.
[25] P. Lauritzen, R. Nair, and P. Ullrich. A conservative semi-Lagrangian multi-tracer transport
scheme (CSLAM) on the cubed-sphere grid. J. Comput. Phys., 229(5):1401–1424, 2010.
[26] D. Lee, R. Lowrie, M. Petersen, T. Ringler, and M. Hecht. A high order characteristic discontin-
uous Galerkin scheme for advection on unstructured meshes. J. Comput. Phys., 324:289–302,
2016.
27
[27] R. LeVeque. High-resolution conservative algorithms for advection in incompressible flow.
SIAM J. Numer. Anal., 33(2):627–665, 1996.
[28] O. Morgenstern, M. A. Giorgetta, K. Shibata, V. Eyring, D. W. Waugh, T. G. Shepherd,
H. Akiyoshi, J. Austin, A. J. G. Baumgaertner, S. Bekki, P. Braesicke, C. Brhl, M. P. Chip-
perfield, D. Cugnet, M. Dameris, S. Dhomse, S. M. Frith, H. Garny, A. Gettelman, S. C.
Hardiman, M. I. Hegglin, P. Jckel, D. E. Kinnison, J.-F. Lamarque, E. Mancini, E. Manzini,
M. Marchand, M. Michou, T. Nakamura, J. E. Nielsen, D. O. G. Pitari, D. A. Plummer,
E. Rozanov, J. F. Scinocca, D. Smale, H. Teyssdre, M. Toohey, W. Tian, and Y. Yamashita.
Review of the formulation of present-generation stratospheric chemistry-climate models and
associated external forcings. J. Geophys. Res.-Atmo., 115(D3), 2010.
[29] K. Morton, A. Priestley, and E. Suli. Stability of the Lagrange-Galerkin method with non-exact
integration. RAIRO Mode´l. Math. Anal. Nume´r., 22:625–653, 1988.
[30] R. Nair, S. Thomas, and R. Loft. A discontinuous Galerkin transport scheme on the cubed
sphere. Mon. Wea. Rev., 133(4):814–828, 2005.
[31] J.-M. Qiu and C.-W. Shu. Conservative semi-Lagrangian finite difference WENO formulations
with applications to the Vlasov equation. Commun. Comput. Phys., 10(4):979–1000, 2011.
[32] J.-M. Qiu and C.-W. Shu. Positivity preserving semi-Lagrangian discontinuous Galerkin for-
mulation: Theoretical analysis and application to the Vlasov–Poisson system. J. Comput.
Phys., 230(23):8386–8409, 2011.
[33] W. Reed and T. Hill. Triangular mesh methods for the neutron transport equation. Los
Alamos Report LA-UR-73-479, 1973.
[34] M. Restelli, L. Bonaventura, and R. Sacco. A semi-Lagrangian discontinuous Galerkin method
for scalar advection by incompressible flows. J. Comput. Phys., 216(1):195–215, 2006.
[35] J. Rossmanith and D. Seal. A positivity-preserving high-order semi-Lagrangian discontinuous
Galerkin scheme for the Vlasov-Poisson equations. J. Comput. Phys., 230:6203–6232, 2011.
[36] C.-W. Shu and S. Osher. Efficient implementation of essentially non-oscillatory shock-capturing
schemes. J. Comput. Phys., 77(2):439–471, 1988.
28
[37] A. Staniforth and J. Cote. Semi-Lagrangian integration schemes for atmospheric models: A
review. Mon. Wea. Rev., 119(9):2206–2223, 1991.
[38] J. White and J. Dongarra. High-performance high-resolution semi-Lagrangian tracer transport
on a sphere. J. Comput. Phys., 230(17):6778–6799, 2011.
[39] D. L. Williamson. The evolution of dynamical cores for global atmospheric models. J. Meteor.
Soc. Japan, 85:241–269, 2007.
[40] X. Zhang and C.-W. Shu. On maximum-principle-satisfying high order schemes for scalar
conservation laws. J. Comput. Phys., 229:3091–3120, 2010.
[41] X. Zhong and C.-W. Shu. A simple weighted essentially nonoscillatory limiter for Runge–Kutta
discontinuous Galerkin methods. Journal of Computational Physics, 232(1):397–415, 2013.
29
(a) P 1 SLDG (b) P 1 SLDG+WENO+BP
(c) P 2 SLDG (d) P 2 SLDG+WENO+BP
(e) P 2 SLDG-QC (f) P 2 SLDG-QC+WENO+BP
Figure 4.9: Plots of the numerical solution of SLDG for equation (4.6) with g(t) = cos
(pit
T
)
pi.;
T = 1.5 and the final integration time 1.5; The numerical mesh has a resolution of 80×80. ∆t =
2.5∆x. 30
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Figure 4.10: Plots of the 1D cuts of the numerical solution for equation (4.6) with g(t) = cos
(pit
T
)
pi.
at y = pi2 . The solid line depicts the exact solution. The numerical mesh has a resolution of 80×80.
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(a) Contour of P 1 SLDG (b) Contour of P 1 SLDG+WENO+BP
(c) Contour of P 2 SLDG (d) Contour of P 2 SLDG+WENO+BP
(e) Contour of P 2 SLDG-QC (f) Contour of P 2 SLDG-QC+WENO+BP
Figure 4.11: Plots of the numerical solution of SLDG for equation (4.6) with g(t) = cos
(pit
T
)
pi.;
T = 1.5 and the final integration time 0.75; The numerical mesh has a resolution of 80×80.
∆t = 2.5∆x. 32
(a) P 1 SLDG (b) P 2 SLDG
(c) P 2 SLDG-QC
Figure 4.12: The relative mass error for SLDG. The numerical mesh has a resolution of 80×80.
∆t = 2.5∆x.
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(a) P 1 SLDG (b) P 1 SLDG+WENO+BP
(c) P 2 SLDG (d) P 2 SLDG+WENO+BP
(e) P 2 SLDG-QC (f) P 2 SLDG-QC+WENO+BP
Figure 4.13: Plots of the numerical solution with SLDG for equation (4.6) with g(t) = 1. Mesh
size: 80× 80. Final integration time 5pi. ∆t = 2.5∆x.
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(a) Initial (Final) Field (P 1 SLDG) (b) Field at T/4 (P 1 SLDG)
(c) Field at T/2 (P 1 SLDG) (d) Field at 3T/4 (P 1 SLDG)
Figure 4.14: 2-D deformation flow. The P 1 SLDG scheme without the BP filter is used. The
numerical mesh has a resolution of 60×60. ∆t = 1.5∆x. Panels (b), (c), (d) and (a) shows
the deformation of the initial distribution during the simulation at time T/4, T/2, 3T/4 and T ,
respectively. The contours are plotted in the range from -0.05 to 0.95 with increment of 0.1, and
an additional contour at 0 is added (see dashed line). Numerical oscillations appear and negative
numerical solution is observed. Thick contours are the highlighted exact (initial) solution for the
contour values 0.05 and 0.75.
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(a) Initial (Final) Field (P 2 SLDG-QC) (b) Field at T/4 (P 2 SLDG-QC)
(c) Field at T/2 (P 2 SLDG-QC) (d) Field at 3T/4 (P 2 SLDG-QC)
Figure 4.15: 2-D deformation flow. The P 2 SLDG scheme with quadratic-curved upstream cell
without the BP filter is used. The numerical mesh has a resolution of 60×60. ∆t = 1.5∆x. Panels
(b), (c), (d) and (a) shows the deformation of the initial distribution during the simulation at
time T/4, T/2, 3T/4 and T , respectively. The contours are plotted in the range from -0.05 to
0.95 with increment of 0.1, and an additional contour at 0 is added (see dashed line). Numerical
oscillations appear and negative numerical solution is observed. Thick contours are the highlighted
exact (initial) solution for the contour values 0.05 and 0.75.
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(a) Initial (Final) Field (P 2 SLDG-QC+BP) (b) Field at T/4 (P 2 SLDG-QC+BP)
(c) Field at T/2 (P 2 SLDG-QC+BP) (d) Field at 3T/4 (P 2 SLDG-QC+BP)
Figure 4.16: 2-D deformation flow. The P 2 SLDG scheme with quadratic-curved upstream cell
with the BP filter is used. The numerical mesh has a resolution of 60×60. ∆t = 1.5∆x. Panels
(b), (c), (d) and (a) shows the deformation of the initial distribution during the simulation at time
T/4, T/2, 3T/4 and T , respectively. The contours are plotted in the range from -0.05 to 0.95 with
increment of 0.1, and an additional contour at 0 is added (see dashed line). The numerical solution
is exactly positivity preserving. Thick contours are the highlighted exact (initial) solution for the
contour values 0.05 and 0.75.
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