is invariant under pseudo-conformal transformations (B.
[1], p. 52). From this follows that all measures of geometric objects in B which are based on the metric (1.1) are also invariant under pseudo-conformal transformations.
In the present paper we are concerned in particular with the Rίemann Curvature of (1.1) in an analytic direction (see definition in section 3). Since the second derivatives of the function log K {B) (z 19 z 2 ) are the main constituent in the definition of the curvature, we at first discuss bounds for their distortion under pseudo-conformal transformation (see Theorem 1). For this purpose, Bergman's method of the minimum integral is used (B. 1 Square brackets refer to the bibliography at the end of the paper. We use the abbreviations B. = Bergman, F. = Fuchs, K. = Kobayashi, S. = Stark.
2 In the present paper we consider only domains in the space of two complex variables. The generalization of the methods to the space of more complex variables involves difficulties of technical nature only. iO22 J. M. STARK regular in B and subject to certain auxiliary conditions. By varying these conditions, one obtains different λ/s. (Upper and lower indices on X B indicate the auxiliary conditions, as described, e. g., at the end of this section.) The method of the minimum integral, which is applied in order to obtain bounds and distortion theorems for various quantities having a geometrical meaning, is based on the fact that these λ/s depend monotonically on the domain B (see (1.6), (1.7)). Indeed, if, for instance, one can express these quantities and/or their distortion in terms of the λ/s, and if one knows that there exist "domains of comparison" 7 and A such that IcΰcA, then, using the relations among the λ's, one can estimate the geometrical quantities and/or their distortion in terms of the λ/s and the λ/s. In general, I and A are required to be domains for which the kernel function can be expressed in a closed form; therefore, the various λ's can be estimated if one knows how to express them in terms of the kernel function. This is done in B.
[2], pp. 41-43, (see (1.5)), and in §2, (see (2.2)).
Using the method of the minimum integral, Fuchs [1] has obtained an expression for the curvature in analytic direction R, in terms of certain λ/s, (see (3.6)). From this expression a bound for R is derived in terms of the corresponding λ/s and λ/s, where I and A are domains of comparison, IaBaA, (see (3.7)). It is shown in Theorem 4 and in the example which follows that this bound can be sharpened if a bound for the volume of B is given, and if a finite number of orthogonal functions in B and certain integrals over B with weighting functions depending only on A are known.
In order to prove some of the relations among the various λ's, we use some results which were obtained in S. 
(1) λ^2 > be the minima of the integral (1.2), for functions fe£f\B) which are normalized at teB by the respective auxiliary conditions (1) and (4); (1): (2) and (8);
Let G be a domain containing a domain B, BaG; we denote by
the minima of the integral for functions fe^f 2 (G) and normalized at teB by the conditions (n): (1) and (7); (o): (2), (3) and (7); (p): (2), (4), (5) and (7); (q): (2), (5) and (7); (r): (2), (3), (6) and (7); (s): (2), (7) 
2* Distortion theorems under some assumptions about the structure of the domain. If integrals over a domain B of the type
are known, where A is a domain which contains the domain B, then in (1.8)-(1.13) the terms involving the X AB can be evaluated. For, if X AB is any one of the λ's with double subindex in (1.8)-(1.13), then the relation between X AB and the λ^ which has the same upper indices is described as follows:
,be a complete orthonormal system of functions for the class £f 2 (A), then each function f(z) of this class can be represented in the form: /(^) = Σv oo =i4^! v) (^)> and the series converges absolutely and uniformly in any closed subdomain of A. Therefore, each of the λ/s is a special case of the general minimum problem described in (1.3), (1.4) 5 . Thus it follows from (1.5) that each λ^ can be written in the form
I is as in (1.5) and (N) is the matrix whose determinant occurs in the numerator of (1.5). (z, ξ) and its derivatives at the points z = t, ξ = t, and in the case of λ^2 ) also upon u lf u 2 . E.g., for
we have, using the notation
respectively.
Proof. We shall prove (2.2) only for the case of \°} B . The proof for the other cases can be carried out along the same lines.
Let 9> v (z) be a complete orthogonal system for the class Choosing n = 2, m = 1, α lv = φ*(t), and T u is the matrix which one obtains by deletion of the first row and the first column from the matrix Γ. Since such that each set consists of independent functions and each function belongs to £f\B).
, be sets of orthonormal functions such that each set is complete for £f\B) f and such that the first functions of each sequence are obtained respectively by orthonormalizing over B the sets {φ , in the same manner as we defined λ^, λ^, \%*J 9 λll 1 , except that auxiliary condition (7) of § 1 is replaced respectively by the conditions REMARKS: For two given domains, the theorem gives necessary conditions in terms of various properties that one of the domains can be mapped onto the other by a transformation of the type described. The middle terms in (2.8a), (2.8b) depend only upon B*, ί*.
For our proof we need certain relations between the λ's which we formulate in the Proof. To establish (2.9) we evaluate λg Λ ** β , λ2, λl 1 , and λ^ using (1.5) by taking for (m, n, X lf X 2f a lv , α 2v ) the values (q, 2, 0,1, /3 (v) , /8^)» (1, 2, 0,1, /^\ /8iJ>), (1,1,1, -, βζ\ -Y 1 and (1,1, 1, -, β™, -) respectively, where /5 (v) and βζ> are evaluated at t = (t lf t 2 ). Now all the λ's of (2.9) are expressed in terms of {/5 (v) }, v = 1,2, , and their derivatives at ί, and the relation between these λ's is easily verified to be (2.9). Equation (2.10)-(2.12) are established in the same manner by using in (1.5) for X°* B \ P , λ , values of (m,n,X 19 X*f «iv, oc 2v ) respectively as follows: (p, 2, 0,1, α {v) , a™) 9 (1, 2, 0,1, α (v) , αi 2 v) ), (1,1,1, -, aζ\ -), (1,1,1, _, a*\ -), (r, 1,1, _, φ™-), (1,1,1, _, ^, _), (r, 1,1, _, ^> f -), and (1,1,1, -, φζ, -) .
From the relations (1/λi) > Σ?=i I β {μ) \\ (1/λi) > Σ"=i I <* (v) I 2 » Jt fo1 -lows that the coefficients before the braces in (2.9) and (2.10) are each less than or equal to 1. By essentially the same reasoning used to derive (1.7) (see S.
[1], (3.7b)), we obtain.
y AID £> .
ii "_" means no special value is required for this quantity.
Equations (2.9) and (2.10) are of the form 12 (2.16) where λ£ 0 < 1, and where the auxiliary condition associated with are among the auxiliary conditions associated with λ jBJ5(S) . Hence *, and the brace in (2.16) is non-negative. By use of (2.15), and since + λr flf{(l/λ5f>) we have (2.17) (l/λ Λ ) > (1 -λr ffXl/λ^^,) + Using (2.15) in (2.11) and (2.12), and substituting the resulting inequalities into (2.17), we obtain (2.13) and (2.14). This completes the proof of Theorem 2 and we begin with the proof of the Theorem 1. Since
(see (1.1)), it follows from the normalization that [2]), it follows that the last two equalities are equivalent to (λi/λS). -Tg* s and Using the bounds for λi, λg, and λ^* 1 as given by (2.4), (2.13), and (2.14), we obtain (2.8a) and (2.8b).
To complete the proof of Theorem 1 we need only show that in (2.8a) and (2.8b) the λ's bearing multiple subscripts are expressible in 12 (2.16) 
Using Bergman's method of the minimum integral, Fuchs [1] has obtained the following result. Let Xψ = Xψ(t), t = (ί x , ί 2 ) e B denote the minimum of the integral Let I and i,ίeίcSci, be domains of comparison for the given domain B. Then from (3.6) and the monotonicity of the λ's, we obtain
) .
We shall show that the inequality (3.7) can be improved in certain cases if information about B of the following types is given: (1) Volume B < V, where V is a known number, (2) a few functions orthonormal over B f and (3) certain moments over B with weighting functions depending only upon I and A. We assume that (3.8)
VolA> V>Yo\B, IaBcA.
We shall show that this information leads to an improvement in (8.7) for some cases. } and their derivatives as indicated in the proof of Theorem 1. Combining the expressions for the minima so as to eliminate u lf u 2 and the sums involving {ψ {σ) } and their derivatives, we obtain (3.11). Relations (3.12) and (3.13) are established in a similar manner. In constructing examples we must always take m and M so related that Id A. We note that /ci if m < M.
Define F IA to be ) and where g λ {y) > ^2(τ/) for \y\ sufficiently small.
To obtain our desired example, we first choose y sufficiently near zero that g x (y) > g 2 (y). Then we take ε positive and near to W~2, m near to M, and B such that IdBczA and such that F/(Vol I) is near 1 so that This then gives the desired example, for we have L so that (3.15) gives a better bound for R at the origin in the direction (1, yi), y real and | y \ small, than does (3.7).
