Connectedness of Hilbert scheme strata defined by bounding cohomology by Fumasoli, Stefan








Connectedness of Hilbert scheme strata defined by bounding cohomology
Fumasoli, Stefan
Abstract: Sei HilbpK das Hilbertschema, das die abgeschlossenen Unterschemata des projektiven Raumes
PnK mit Hilbertpolynom p ∈ Q[t] über einem Körper K mit Char(K) = 0 parametrisiert. Durch
Beschränkung der kohomologischen Hilbertfunktionen der Punkte von HilbpK nach unten werden lokal
abgeschlossene Unterräume des Hilbertschemas definiert. In dieser Arbeit wird bewiesen, dass einige
dieser Unterräume zusammenhängend sind. Dazu wird die Theorie der Binomialideale, die von D. Mall
in [Connectedness of Hilbert function strata and other connectedness results, Journal of Pure and Applied
Algebra 150 (2000), 175- 205] untersucht worden sind, weiterentwickelt. Es stellt sich heraus, dass die von
Mall konstruierten Binomialideale Cohen-Macaulay-filtriert sind und dass für diese Ideale das Initialideal
und das generische Initialideal bezüglich jeglicher zulässiger Termordnung übereinstimmen. Let HilbpK
be the Hilbert scheme parametrizing the closed subschemes of PnK with Hilbert polynomial p ∈ Q[t] over
a field K of characteristic zero. By bounding below the cohomological Hilbert functions of the points of
HilbpK we define locally closed subspaces of the Hilbert scheme. The aim of this thesis is to show that
some of these subspaces are connected. For this we exploit the binomial ideals constructed by D. Mall in
[Connectedness of Hilbert function strata and other connectedness results, Journal of Pure and Applied
Algebra 150 (2000), 175-205]. It turns out that these binomial ideals are sequentially Cohen- Macaulay
and that their initial ideals and their generic initial ideals coincide for any admissible term order.
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Zusammenfassung
Sei HilbpK das Hilbertschema, das die abgeschlossenen Untersche-
mata von PnK mit Hilbertpolynom p ∈ Q[t] u¨ber einem Ko¨rper K
mit charK = 0 parametrisiert. Durch Beschra¨nkung der kohomo-
logischen Hilbertfunktionen der Punkte von HilbpK nach unten wer-
den lokal abgeschlossene Unterra¨ume des Hilbertschemas definiert. In
dieser Arbeit wird bewiesen, dass einige dieser Unterra¨ume zusam-
menha¨ngend sind. Dazu wird die Theorie der Binomialideale, die von
D. Mall in [Mal00] untersucht worden sind, weiterentwickelt. Es stellt
sich heraus, dass die von Mall konstruierten Binomialideale Cohen-
Macaulay-filtriert sind und dass fu¨r diese Ideale das Initialideal und
das generische Initialideal bezu¨glich jeglicher zula¨ssiger Termordnung
u¨bereinstimmen.
Abstract
Let HilbpK be the Hilbert scheme parametrizing the closed sub-
schemes of PnK with Hilbert polynomial p ∈ Q[t] over a field K of
characteristic zero. By bounding below the cohomological Hilbert
functions of the points of HilbpK we define locally closed subspaces of
the Hilbert scheme. The aim of this thesis is to show that some of
these subspaces are connected. For this we exploit the binomial ideals
constructed by D. Mall in [Mal00]. It turns out that these binomial
ideals are sequentially Cohen-Macaulay and that their initial ideals
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70 Introduction
Let PnK be the projective space of dimension n ≥ 1 over a field K and let
HilbpK be the Hilbert scheme which parametrizes the closed subschemes of
PnK with Hilbert polynomial p ∈ Q[t], thus the quotients OPnK  F with





)− p(t). R. Hartshorne proved in 1963 in his thesis [Har66] that
HilbpK is linearly connected. This means that for any two points of the Hilbert
scheme there is a sequence of deformations defined over P1K connecting these
points. Since then his techniques have been developed further and several
connectedness results concerning interesting topological subspaces of HilbpK
have been proved:
Let J ⊂ OPnK×KHilbpK be the universal sheaf of ideals with Hilbert polyno-
mial q. For each point x ∈ HilbpK define the function hx : Z → N to be the
Hilbert function of the ideal sheaf J (x) := J ⊗Kκ(x) ⊂ OPn
κ(x)
. If f, g : Z→ N
are two numerical functions we write f ≥ g if f(j) ≥ g(j) for all j ∈ Z. Let
f : Z→ N be a numerical function. By the Semicontinuity Theorem
H≥f := {x ∈ HilbpK | hx ≥ f}
is a closed and
Hf := {x ∈ HilbpK | hx = f}
is a locally closed subspace of HilbpK . G. Gotzmann [Got88] showed in 1988
thatH≥f is connected ifK is of characteristic zero. K. Pardue [Par97] showed
in 1996 that Hf is connected if K is an infinite field of any characteristic.
The K-points of HilbpK are precisely the saturated homogeneous ideals
with Hilbert polynomial q of the polynomial ring S := K[X0, . . . , Xn]. Two
such points are said to be connected by a Gro¨bner deformation if one of them
is the initial ideal or the generic initial ideal of the other. In this case, if one
of these ideals is generated by monomials and the other by monomials and
binomials, the Gro¨bner deformation is called binomial. In his Habilitations-
schrift of 1997, D. Mall [Mal00] gave an algorithmic proof of the fact that
over an algebraically closed field K of characteristic zero, not only Hf and
H≥f , but also
H≤f := {x ∈ HilbpK | hx ≤ f}
are connected by a sequence of Gro¨bner deformations, all of them binomial
excepting the first and the last one. Recently I. Peeva and M. Stillman [PS04]
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proved that in characteristic zero the set of all homogeneous (not necessar-
ily saturated) ideals with Hilbert function f is connected by a sequence of
Gro¨bner deformations, using some slightly different binomial ideals.
The aim of this thesis is to show that some subspaces of H≥f and Hf
defined by bounding below the cohomological Hilbert functions of the points
of HilbpK are connected. More precisely, for x ∈ HilbpK let F (x) := OPnκ(x)/J (x).
For i ∈ N and x ∈ HilbpK define the cohomological Hilbert functions










Let f = (fi)i∈N be a sequence of numerical functions fi : Z → N. Then by
the Semicontinuity Theorem
H≥f := {x ∈ HilbpK | hix ≥ fi ∀ i ∈ N},
H¯≥f := {x ∈ HilbpK | h¯ix ≥ fi ∀ i ≥ 1}
are closed subspaces of HilbpK .
In Theorem 3.30 we show that the spaces
Hf ∩H≥f , H¯≥f , Hf ∩ H¯≥f and H≥f ∩ H¯≥f
are connected if charK = 0.
Sketch of the proof: Let XK be one of these subsets of the Hilbert scheme.
Since XK is locally closed in Hilb
p
K , we may endow it with the induced
reduced scheme structure. By flat base change and general nonsense it follows
that Xk ∼= (XK ×K k)red for any field extension K ⊂ k. So it suffices to show
the connectedness of the set m(XK) of closed points of XK in the case when
K is algebraically closed.
Let charK = 0. We use the techniques of D. Mall [Mal97, Mal00],
J. Herzog and E. Sbarra [HS02, Sba01] to show that m(XK) is connected
by Gro¨bner deformations:
By the Serre-Grothendieck Correspondence the cohomology groups of
sheaves correspond to local cohomology groups. So the problem is trans-
lated into the language of commutative algebra. Given two homogeneous
saturated ideals a, b ⊂ S with the same Hilbert polynomial, the algorithm of
Mall yields a sequence of Borel ideals (ci)
r
i=0 and a sequence of binomial ide-
als (di)
r
i=1 such that c
sat
0 = Ginrlex(a) and c
sat
r = Ginrlex(b) with respect to the
9reverse lexicographic term order ≤rlex and such that for each i ∈ {1, . . . , r}
the set of all possible initial ideals of di equals {ci−1, ci}.
One of our main tools is a Theorem of [Sba01] and [HS02]: For i ∈ N and
a graded S-module M define the function hiM : Z→ N, j 7→ dimK H iS+(M)j,
where H iS+(M)j denotes the jth homogeneous part of the ith local coho-
mology module of M with respect to the irrelevant ideal S+. If a ⊂ S is a
homogeneous ideal, then hiS/a ≤ hiS/ inτ a for all i ∈ N and for any term order
τ . Moreover, hiS/a = h
i
S/Ginrlex a
for all i ∈ N if and only if S/a is sequentially
Cohen-Macaulay (cf. Proposition 2.28). Therefore, there are essentially two
facts which have to be proven, namely: One of the two initial ideals of a
Mall binomial ideal d is the generic initial ideal of d with respect to ≤rlex
(cf. Theorem 2.16). Moreover, S/d is sequentially Cohen-Macaulay (cf. The-
orem 2.25).
The connectedness of m(XK) now follows from the fact that m(XK) is
closed under isomorphisms. This means that for every two closed points x,
y ∈ HilbpK such that F (x) and F (y) are isomorphic as OPnK -modules it holds
x ∈ XK if and only if y ∈ XK (cf. section 3.3).
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1 Preliminaries
In this section we introduce the needed combinatorial and algebraic notions
and collect some results about initial and generic initial ideals. The latter
ones play an important role in the proof of connectedness of Hilbert schemes:
A homogeneous ideal a in a polynomial ringK[X1, . . . , Xn] over a fieldK and
its generic initial ideal Gin a have the same Hilbert function. Furthermore,
by means of weight orders, they are connected in the Hilbert scheme by a
sequence of lines (cf. section 3.3).
Generic initial ideals are Borel-fixed, which means that they are fixed
under the action of upper triangular matrices. If K has characteristic zero,
they correspond to Borel sets which have a combinatorial behaviour which
is rather easy to understand (cf. section 1.3).
First we want to fix some basic notations concerning essentially polyno-
mials and term orders.
1.1 Notations and definitions
Convention 1.1. Let N denote the set of nonnegative integers. Throughout
this thesis n, d ∈ N \ {0} are two positive integers.
Let K be a field. We assume that charK = 0 throughout the sections
1.3 and 2.
An expression like 1 ≤ i ≤ n has to be read as i ∈ {1, . . . , n}. An
expression like 1 ≤ i ≤ j ≤ n has to be read as
(i, j) ∈ {(k, l) ∈ N× N | 1 ≤ k ≤ l ≤ n}.
We fix a polynomial ring S := K[X1, . . . , Xn]. (In the last section S
will denote the polynomial ring K[X0, . . . , Xn] in one variable more.) Any
polynomial ring is endowed with the standard Z-grading.
By a ring we always mean a commutative ring with identity element. In
particular, all K-algebras are supposed to be commutative.
Definition 1.2. If R is a graded ring, M a graded R-module and N a
subset of M , we denote by 〈N〉R the submodule of M generated by N . If
i ∈ Z, we denote the ith graded component of M by Mi. For k ∈ Z let
M≥k :=
⊕
i≥kMi denote the k-truncation of M . We say that M is generated
in degree d if 〈Md〉R =M≥d.
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Let R =
⊕
i∈NRi be a homogeneous Noetherian ring with R0 = K and
let R+ :=
⊕
i>0Ri denote the irrelevant ideal of R. Let M be a graded R-
module. For i ∈ N let H iR+(M) denote the ith local cohomology module ofM
with respect to R+, endowed with its natural grading (cf. [BS98, Chap. 12]).
If M is finitely generated, we denote by
hM : Z→ N, i 7→ dimKMi
the Hilbert function of M . There exists a polynomial p ∈ Q[t], called the
Hilbert polynomial of M , such that
p(i) = hM(i) for all iÀ 0.
A polynomial p ∈ Q[t] is called an admissible Hilbert polynomial if there
exists a homogeneous ideal a ⊂ S with Hilbert polynomial p.
Notation 1.3. For any set L and any integer m ∈ N let L(n,m) denote the
set of all n×m matrices [Mij | 1 ≤ i ≤ n, 1 ≤ j ≤ m] with entries Mij ∈ L.
Let g = [gij | 1 ≤ i ≤ n, 1 ≤ j ≤ n] ∈ K(n,n) be a matrix. Then we denote
by g : S → S the homomorphism of K-algebras defined by Xj 7→
∑n
i=1 gijXi
for 1 ≤ j ≤ n.
If N is a set, #N denotes its cardinality.
For two functions f, g : Z→ N we write f ≥ g if f(k) ≥ g(k) for all k ∈ Z.
For 1 ≤ i ≤ n, let ei ∈ Nn denote the standard vector with (ei)j = 1 if
i = j and (ei)j = 0 otherwise.
For a = (a1, . . . , an), b = (b1, . . . , bn) ∈ Zn and for a subset A ⊂ Nn we
introduce the following notations:
|a| :=∑ni=1 ai,
m(a) := max ({1 ≤ i ≤ n | ai 6= 0} ∪ {1}),
µ(a) := min ({1 ≤ i ≤ n | ai 6= 0} ∪ {n}),
a+ kb := (a1 + kb1, . . . , an + kbn) for any k ∈ Z,




a∗ := a− anen = (a1, . . . , an−1, 0),
A∗ := {c∗ | c ∈ A},
A(i) := {c ∈ A | m(c) = i} for 1 ≤ i ≤ n,
A(i) := {c ∈ A | cn = i} for i ∈ N,
a+ := (max {a1, 0}, . . . ,max {an, 0}) ∈ Nn,
a− := a+ − a ∈ Nn,
Nnd := {c ∈ Nn | |c| = d}.
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Definition 1.4. In Nn we define the homogeneous lexicographic order >hlex
and the reverse lexicographic order >rlex as follows: Let a, b ∈ Nn.
a >hlex b :⇔ |a| > |b| or (|a| = |b| and aµ(a−b) > bµ(a−b)).
a >rlex b :⇔ |a| > |b| or (|a| = |b| and am(a−b) < bm(a−b)).
Definition 1.5. A term order of Nn is a total order of Nn with the following
properties:
(i) (0, . . . , 0) ≤ a for all a ∈ Nn,
(ii) a < b ⇒ a+ c < b+ c for all a, b, c ∈ Nn.
A term order of Nn is called admissible if it has the further properties
(iii) e1 > · · · > en,
(iv) |a| > |b| ⇒ a > b for all a, b ∈ Nn.
Remark 1.6. The homogeneous lexicographic order and the reverse lexico-
graphic order are admissible term orders of Nn.
Notation 1.7. For a = (a1, . . . , an) ∈ Zn write Xa := Xa11 · · ·Xann .
For a subset A ⊂ Nn one puts XA := {Xa ∈ Z[X1, . . . , Xn] | a ∈ A}.
We consider the set of monomials T := XNn as a subset of R[X1, . . . , Xn]
for any ring R, and we define log : T → Nn, Xa 7→ a.
Let R be a ring. For f ∈ R[X1, . . . , Xn] and m ∈ T let cfm ∈ R denote






The set suppR(f) := {m ∈ T | cfm 6= 0} is called the support of f ∈
R[X1, . . . , Xn]. For f ∈ S we write supp(f) := suppK(f).
Definition 1.8. An order of T is called a term order if it is induced by a
term order of Nn. A term order of T is called admissible if it is induced by
an admissible term order of Nn.
The term orders of T which are induced by the homogeneous lexicographic
order and by the reverse lexicographic order of Nn are called homogeneous
lexicographic order of T and reverse lexicographic order of T respectively.
Definition 1.9. Let B ⊂ Nnd . A subset A ⊂ B is called a lexicographic
segment of B if for all a, b ∈ B with a ∈ A and b >hlex a we have b ∈ A.
The subset B ⊂ Nnd is called lexicographic if B is a lexicographic segment
of Nnd .
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An ideal of S is called a monomial ideal if it is generated by elements of
T.
A monomial ideal a ⊂ S is called a lex ideal if log (ai ∩ T) is lexicographic
for all i ∈ N.
Remark 1.10. Since the homogeneous lexicographic order is total, there
exists for each 0 ≤ m ≤ #Nnd a unique lexicographic set B ⊂ Nnd with m
elements. It follows that lex ideals are uniquely determined by their Hilbert
function.
If a ⊂ S is a lex ideal, then asat is also a lex ideal.
If b ⊂ S is a saturated homogeneous ideal and k ∈ N, then (b≥k)sat = b.
Lemma 1.11. a) Let a ⊂ S be a homogeneous ideal. Then there exists a
unique lex ideal alex ⊂ S with ha = halex.
b) Let p ∈ Q[t] be an admissible Hilbert polynomial. Then there exists a
unique saturated lex ideal lp ⊂ S with Hilbert polynomial p.
Proof. a) See for example [Spe30, 4.].
b) Let a ⊂ S be a homogeneous ideal with Hilbert polynomial p. Set
lp := (a
lex)sat. This is a saturated lex ideal with Hilbert polynomial p. Let
b ⊂ S be another saturated lex ideal with Hilbert polynomial p. Then there
exists k ∈ N such that hb(i) = p(i) = hlp(i) for all i ≥ k. It follows that
b≥k = (lp)≥k and therefore b = (b≥k)sat = ((lp)≥k)sat = lp.
Definition 1.12. Let τ be a term order of T and let f ∈ S. If f 6= 0,
the leading term of f is defined by Ltτ (f) := maxτ supp(f); furthermore we
define Ltτ (0) := 0. If M ⊂ S is a subset, let Ltτ M := {Ltτ (f) | f ∈M}.
Let a ⊂ S be an ideal. Then the initial ideal of a with respect to τ is
defined to be inτ a := 〈Ltτ a〉S.
Lemma 1.13 ([Eis95, 15.26]). Let a ⊂ S be a homogeneous ideal and let
τ be a term order of T. Then ha = hinτ a and hS/a = hS/ inτ a. 
1.2 Weight orders
One has a standard procedure to connect an ideal a ⊂ S with its initial
ideal with respect to any term order τ in the Hilbert scheme by an affine
line (cf. Proposition 3.19). The idea is to find a flat family of K[z]-algebras
whose fiber over 1 is S/a and whose fiber over 0 is S/ inτ a.
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Notation 1.14. Let R be a ring and ω ∈ Zn. Define
αRω : R[X1, . . . , Xn] \ {0} → Z, f 7→ sup {
n∑
i=1
(ωi (logm)i) | m ∈ suppR(f)}.
Let ϕ : R→ R′ be a homomorphism of rings. For a ∈ R′ define






If R′ = R and ϕ = idR we write βaω := β
ϕ,a
ω .
Lemma 1.15. Let a ⊂ S be a homogeneous ideal, a ∈ K and ω ∈ Zn. Let
K[z] be a polynomial ring in one variable and ι : K → K[z] the canonical
inclusion. Let ϕ : K[z]→ K denote the homomorphism of K-algebras defined
by ϕ(z) = a. Let h : K[z][X1, . . . , Xn] ⊗K[z] K → S denote the canonical
isomorphism and j : 〈βι,zω (a)〉K[z][X1,...,Xn] ↪→ K[z][X1, . . . , Xn] the inclusion
map. Then there exists an isomorphism
〈βι,zω (a)〉K[z][X1,...,Xn] ⊗K[z] K ∼= 〈βaω(a)〉S
such that the diagram
K[z][X1, . . . , Xn]⊗K[z] K h∼= // S








Proof. Let ϕ¯ : K[z][X1, . . . , Xn] → S be the homomorphism of S-algebras
induced by ϕ. Define h′ := h ◦ (j ⊗K[z] K). Then h′(g ⊗ k) = ϕ¯(k g) for all
k ∈ K and all g ∈ 〈βι,zω (a)〉K[z][X1,...,Xn].
For f ∈ a it holds











ω (f)−αKω (m)cfmm = β
a
ω(f).
We deduce that Imh′ = 〈βaω(a)〉S.
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Let g ∈ Kerh′. Write g =∑ri=1 gi ⊗ ki with gi ∈ 〈βι,zω (a)〉K[z][X1,...,Xn] and
ki ∈ K and set g′ :=
∑r




























ϕ¯(ki gi)⊗ 1 =
r∑
i=1
h′(gi ⊗ ki)⊗ 1 = h′(g)⊗ 1 = 0.
This shows that Kerh′ = 0 and hence the statement is proved.
Remark 1.16. Let R be a ring, a ∈ R, a ⊂ R[X1, . . . , Xn] a homogeneous
ideal and ω ∈ Zn. Then 〈βaω(a)〉R[X1,...,Xn] is homogeneous.
Moreover, if R = K and if a ∈ K∗ is a unit, then S/a and S/〈βaω(a)〉S are
isomorphic as graded S-modules (cf. [Eis95, 15.17]).
Definition 1.17. For an ideal a ⊂ S and ω ∈ Zn define inω a := 〈β0ω(a)〉S.
Proposition 1.18 ([Eis95, 15.16, Ex. 15.12]). Let a ⊂ S be a homoge-
neous ideal and τ a termorder of T. Then there exists ω ∈ Zn such that
inτ a = inω a. 
Proposition 1.19 ([Eis95, 15.17]). Let a ⊂ S be a homogeneous ideal and
ω ∈ Zn. Let K[z] be a polynomial ring in one variable and ι : K → K[z] the
canonical inclusion. Then the canonical homomorphism of rings
K[z]→ K[z][X1, . . . , Xn]/〈βι,zω (a)〉K[z][X1,...,Xn]
is flat. 
1.3 Borel sets
In this section we assume that charK = 0. Then the Borel-fixed ideals a ⊂ S
are monomial ideals which are characterized by the following property: If a
monomial m ∈ a is divisible by an indeterminate Xj, then XiXj m ∈ a for all
1 ≤ i ≤ j. In each homogeneous component they correspond to so called
Borel sets. Borel sets are the Borel order analogue to lexicographic sets.
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There are several equivalent ways to define the Borel order. The most
plausible is the following one: For all monomials m ∈ T and for all 1 ≤ k < n
set Xkm >Bor Xk+1m and take the associative hull:
Definition 1.20. Define the Borel order ≥Bor of Nnd as follows. Let a, b ∈ Nnd .
a ≥Bor b :⇔ ∀ 1 ≤ k < n ∃αk ∈ N : a− b =
∑n−1
j=1 αj(ej − ej+1).
A set A ⊂ Nnd is called a Borel set if for all a, b ∈ Nnd with a ∈ A and
b ≥Bor a we have b ∈ A.
For technical reasons it will be more convenient to have a description
of the Borel order by upper triangular integer matrices (s. Lemma 1.26).
Remark that the Borel order is not total, so it is not a term order.
As a consequence of the fact that generic initial ideals are Borel-fixed irre-
spective of the admissible term order (Proposition 1.33) we have the following
characterization of the Borel order:
Lemma 1.21 ([Con04, 2.2]). Let a, b ∈ Nnd . Then it holds a ≥Bor b if and
only if a ≥τ b for all admissible term orders τ of Nn. 
Definition 1.22. An element of a Borel set B ⊂ Nnd which is minimal with
respect to the Borel order is called a root of B.
Definition 1.23. A monomial ideal a ⊂ S is called a Borel ideal if log(ai∩T)
is a Borel set for all i ∈ N.
Remark 1.24. If a ⊂ S is a Borel ideal, then asat = (a : X∞n ) (cf. [Eis95,
15.24]). Hence, if B ⊂ Nnd is a Borel set, then the set XB∗ generates the ideal
〈XB〉satS . Since this ideal is monomial, XB∗ is a Gro¨bner basis of 〈XB〉satS
with respect to any admissible term order of T.
Let B ⊂ Nnd be a Borel set. Since 〈XB〉S is generated in degree d, it is clear
that (〈XB〉satS )≥d ⊃ 〈XB〉S. On the other hand, as 〈XB〉S is a Borel ideal, it
follows that (〈XB∗〉S)≥d ⊂ 〈XB〉S. We conclude that (〈XB〉satS )≥d = 〈XB〉S.
Notation 1.25. Set U(n) := {M ∈ N(n,n) |Mij = 0 ∀ 1 ≤ j < i ≤ n}.
Lemma 1.26. Let a, b ∈ Nnd . Then the following are equivalent:
(i) a ≥Bor b,
(ii) ∃M ∈ U(n) :
n∑
i=1
Mij = bj ∀ 1 ≤ j ≤ n,
n∑
j=1







bk ∀ 1 ≤ i ≤ n.
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Proof. (i)⇒(ii): Let a ≥Bor b. Choose αk ∈ N for all 1 ≤ k < n such that
a− b =∑n−1k=1 αk(ek−ek+1). Set α0 := 0 and m := −∑ni=1min {0, bi − αi−1}.
We will construct a sequence of matricesM(0), . . . ,M(m) ∈ Z(n,n) such that
for all 0 ≤ k ≤ m the following properties hold:
(1) M(k)ij = 0 for all 1 ≤ j < i ≤ n,












min {0,M(k)ii} = k −m.
Property (5) implies that M(m)ii ≥ 0 for all 1 ≤ i ≤ n, hence M(m) is the
requested matrix in U(n).
Define M(0) ∈ Z(n,n) by M(0)ij :=

αi, if i = j − 1;
bi − αi−1, if i = j;
0, otherwise.
It is clear thatM(0) has the properties (1), (2), (3) and (5). Setting αn := 0,
we have for all 1 ≤ i ≤ n
n∑
j=1







whence M(0) has also property (4).
If m > 0, we construct M(1), . . . , M(m) recursively. Let 0 ≤ k < m
and assume that M(k) ∈ Z(n,n) with the required properties is constructed
already. Since k < m, by property (5) there exists
l := min {1 ≤ j ≤ n |M(k)jj < 0}.
Properties (1), (3) and (4) imply that there exist p, q ∈ N with 1 ≤ p < l <
q ≤ n and M(k)pl, M(k)lq > 0. Now define M(k + 1) ∈ Z(n,n) by
M(k + 1)ij :=

M(k)ij + 1, if (i, j) ∈ {(l, l), (p, q)};
M(k)ij − 1, if (i, j) ∈ {(p, l), (l, q)};
M(k)ij, otherwise.
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It is clear that M(k + 1) has the required properties.
(ii)⇒(iii): Let M ∈ U(n) be such that ∑ni=1Mij = bj for all 1 ≤ j ≤ n
and
∑n































i=1 bi for all 1 ≤ k ≤ n.





















































It follows immediately from Lemma 1.21 that lexicographic sets are Borel
sets. The idea of D. Mall’s proof of the connectedness of certain Hilbert
scheme strata is to find a sequence of Borel sets which are “more and more
lexicographic”. For this way of proceeding the following definition is crucial:
Definition 1.27. Let B ⊂ Nnd be a Borel set. Then B is called growth-
height-lexicographic if the following conditions hold:
(i) B(i) is a lexicographic segment of (Nnd)(i) for all 1 ≤ i < n,
(ii) B(i) is a lexicographic segment of Nnd(i) for all 1 ≤ i ≤ d.
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Define the growth vector of B by gv(B) := (#B(1), . . . ,#B(n)) and the
height vector of B by hv(B) := (#B(1), . . . ,#B(d)).
Remark 1.28. Let A be a lexicographic segment of B ⊂ Nnd . Then A is
uniquely determined by its cardinality and by B. Thus a growth-height-
lexicographic Borel set B ⊂ Nnd is uniquely determined by its growth and
height vectors.
It holds |hv(B)| = gv(B)n.
Proposition 1.29 ([Mal97, 2.17]). Let B ⊂ Nnd be a Borel set. Then
there exists a unique growth-height-lexicographic Borel set Lgh(B) ⊂ Nnd with
gv(Lgh(B)) = gv(B) and hv(Lgh(B)) = hv(B).
The set Lgh(B) is called growth-height-lexicographic normal form of B.

Proposition 1.30 ([Mal00, 2.9]). Let A, B ⊂ Nnd be Borel sets. Then we
have
a) h〈XA〉S = h〈XB〉S ⇐⇒ gv(A) = gv(B).









, if i ≥ d;
i∑
j=0
hv(B)d−j, if 0 ≤ i < d.

Corollary 1.31. Let A, B ⊂ Nn+1d be two Borel sets such that the ideals
〈XA〉S and 〈XB〉S have the same Hilbert polynomial. Then it holds gv(A) =
gv(B).
Proof. Let p ∈ Q[t] be the Hilbert polynomial of 〈XA〉S, resp. 〈XB〉S. It
holds 〈XA〉S = (〈XA〉S)sat≥d and 〈XB〉S = (〈XB〉S)sat≥d (cf. Remark 1.24). By
Proposition 1.30 b) it follows that h〈XA〉S(i) = p(i) = h〈XB〉S(i) for all i ≥ d,
whence h〈XA〉S = h〈XB〉S . The corollary now follows from part a) of Proposi-
tion 1.30.
1.4 Generic initial ideals and reverse lexicographic or-
der
Generic initial ideals have a lot of nice properties. We already mentioned
that they are Borel-fixed. In this subsection we show that their formation
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commutes with truncation, and if charK = 0 and S is endowed with the
reverse lexicographic order, then their formation commutes with saturation.
Definition 1.32. The unipotent subgroup U ⊂ Gl(n,K) is the group of all
upper triangular matrices with ones on the diagonal.
Proposition 1.33. Let a ⊂ S be a homogeneous ideal and τ an admissible
term order of T.
a) [Eis95, 15.18] There is a non-empty Zariski open set U ⊂ Gl(n,K)
and a unique ideal Ginτ a ⊂ S such that Ginτ a = inτ g(a) for all g ∈ U .
Furthermore, the open set U meets the unipotent group U .
The ideal Ginτ a is called the generic initial ideal of a with respect to τ .
b) [Eis95, 15.20] The generic initial ideal Ginτ a is Borel-fixed, i. e. for
all upper triangular matrices g ∈ Gl(n,K) it holds g(Ginτ a) = Ginτ a.
c) [Eis95, 15.23] If charK = 0, then an ideal b ⊂ S is Borel-fixed if and
only if it is a Borel ideal. 
Corollary 1.34. If a homogeneous ideal of S remains fixed under the action
of U , then its generic initial ideal and its initial ideal with respect to any
admissible term order coincide. 
Lemma 1.35. Let a ⊂ S be a homogeneous ideal and τ an admissible term
order of T. Then inτ (a≥d) = (inτ a)≥d and Ginτ (a≥d) = (Ginτ a)≥d.
Proof. The first claim is obvious. Choose g ∈ Gl(n,K) such that Ginτ (a≥d) =
inτ g(a≥d) and Ginτ a = inτ g(a). It follows that Ginτ (a≥d) = inτ g(a≥d) =
inτ (g(a)≥d) = (inτ g(a))≥d = (Ginτ a)≥d.
Proposition 1.36. Assume that charK = 0. Let a ⊂ S be a homogeneous
ideal. Then
Ginrlex(a
sat) = (Ginrlex a)
sat.
Proof. Let P :=
⋃
p∈Ass(S/a)\{S+} p be the set of all elements of S contained
in some associated prime of S/a excepting possibly the irrelevant ideal. We
first show that (a : u∞) = asat for all u ∈ S1\P . Let u ∈ S1\P . Let r ∈ N be
such that asat = (a :S S
r
+). Since u
r /∈ P , it holds (0 :S/a ur) = H0S+(0 :S/a ur)
(cf. [BS98, 18.3.8 (iii)]). Hence, for any f ∈ (a :S ur) there exists m ∈ N such
that Sm+ f ⊂ a, which means that f ∈ asat. Since ur ∈ Sr+, it is clear that
asat = (a :S S
r
+) ⊂ (a :S ur). It follows (a :S ur) = asat.
We next prove that there is a non-empty Zariski open set U ⊂ Gl(n,K)
such that g(asat) = (g(a) : X∞n ) for all g ∈ U . Since #K = ∞, the open
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subset S1 \P ⊂ S1 is not empty, whence U := {g ∈ Gl(n,K) | g−1(Xn) /∈ P}
is a non-empty open subset of Gl(n,K). Let g ∈ U . Then it holds g(asat) =
g(a : g−1(Xn)∞) = (g(a) : X∞n ).
Now, by Proposition 1.33, we may choose g ∈ U such that Ginrlex a =
inrlex g(a) and Ginrlex(a
sat) = inrlex g(a
sat). Since Ginrlex(a) is a Borel ideal
it holds (Ginrlex a)
sat = (Ginrlex a : X
∞
n ) (cf. Remark 1.24); and it follows
from [Eis95, 15.12] that inrlex(g(a) : X
∞
n ) = (inrlex g(a) : X
∞
n ). Altogether we
obtain Ginrlex(a
sat) = inrlex g(a
sat) = inrlex(g(a) : X
∞
n ) = (inrlex g(a) : X
∞
n ) =
(Ginrlex a : X
∞
n ) = (Ginrlex a)
sat.
The following Lemma states a property of the reverse lexicographic order
which is needed to prove Proposition 2.6.
Lemma 1.37 ([Stu96, 12.1]). Let f1, . . . , fr ∈ S be homogeneous poly-
nomials such that Xn - fi for all 1 ≤ i ≤ r, let a1, . . . , ar ∈ N and let
a := 〈{Xain fi | 1 ≤ i ≤ r}〉S. If {Xain fi | 1 ≤ i ≤ r} is a Gro¨bner basis of
a with respect to the reverse lexicographic order, then {fi | 1 ≤ i ≤ r} is a
Gro¨bner basis of (a : X∞n ) with respect to the reverse lexicographic order. 
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2 Binomial ideals
Throughout this section K is a field of characteristic zero.
D. Mall showed in [Mal00] that for any Borel set B ⊂ Nnd there exists
a sequence of Borel sets (Bi)
r
i=0, beginning with B0 = B and ending with
its growth-height-lexicographic normal form Lgh(B) = Br, such that all Bi
have the same growth and height vectors and such that for each 1 ≤ i ≤ r
there is a ρi ∈ Zn with (Bi−1 \Bi) + ρi = Bi \Bi−1 (cf. Proposition 2.7).
The triples (Bi−1 ∩ Bi, Bi−1 \ Bi, ρi) are called binomial systems. There
is an analogous result, saying that the growth-height-lexicographic normal
form Lgh(B) and the lexicographic set L with #L = #B are connected by
a sequence of binomial systems (cf. Proposition 2.8). This sequences yield
a sequence of Groebner deformations, connecting any point of the Hilbert
scheme HilbpK with the unique lexicographic point.
We want to use this sequences of Groebner deformations in order to prove




i=0 be a sequence of Borel sets provided by Mall’s algorithm, let
1 ≤ i ≤ r, and let bi−1, bi ⊂ S be two ideals generated by Bi−1 and Bi
respectively. Let ci ⊂ S be a binomial ideal given by the binomial system
(Bi−1∩Bi, Bi−1 \Bi, ρi) (cf. 2.5). Then inrlex ci = bi−1 and inhlex ci = bi. Our
aim is to compare the local cohomology modules of S/bi−1 and S/bi. This is
possible by a Theorem of Herzog and Sbarra (s. Proposition 2.28). In order to
apply this Theorem in section 2.4, we have to show two facts: In section 2.2 we
prove that inrlex ci = Ginrlex ci (s. Theorem 2.16) and in section 2.3 we prove
that S/ci is sequentially Cohen-Macaulay (s. Theorem 2.25). Both results
are a consequence of certain properties of the binomial system (Bi−1 ∩ Bi,
Bi−1 \ Bi, ρi). The first section 2.1 is devoted to prove that all occurring
binomial systems have several common properties providing the subsequent
results. Since Mall did not state these properties explicitely, we have to go
into the technical details of [Mal00]:
2.1 Binomial systems
Definition 2.1. A triple (A,C, ρ) consisting of two subsets A,C ⊂ Nnd and
of an n-tuple ρ ∈ Zn is called a binomial system (of degree d in n indetermi-
nates) if the following conditions hold:
(i) C + ρ ⊂ Nnd ,
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(ii) A ∩ C = A ∩ (C + ρ) = C ∩ (C + ρ) = ∅,
(iii) A ∪ C and A ∪ (C + ρ) are Borel sets.
Remark 2.2. If (A,C, ρ) is a binomial system, we always assume that it is
of degree d in n indeterminates unless otherwise stated.
If (A,C, ρ) is a binomial system, then A is a Borel set.
If (A,C, ρ) is a binomial system, then for any term order of Nn we have:
If c < c+ ρ for some c ∈ C, then c < c+ ρ for all c ∈ C.
If (A,C, ρ) is a binomial system, then (A,C + ρ,−ρ) is also a binomial
system.
Definition 2.3. A binomial system (A,C, ρ) is admissible if C is empty or
if ρm(ρ) > 0.
A binomial system (A,C, ρ) is good if it is admissible and if bi = ci for all
1 ≤ i < m(ρ) and for all b, c ∈ C.
A binomial system (A,C, ρ) is Mall if it is good and if ρµ(ρ) > 0 and
m(c) = m(c+ ρ) for all c ∈ C.
Remark 2.4. If (A,C, ρ) is a binomial system which is not admissible, then
(A,C + ρ,−ρ) is an admissible binomial system.
If a binomial system (A,C, ρ) is Mall, then c >rlex c+ ρ and c <hlex c+ ρ
for all c ∈ C.
Notation 2.5. If C ⊂ Nn and ρ ∈ Zn are such that C + ρ ⊂ Nn, set
Bin(C, ρ) := {Xc −Xc+ρ ∈ S | c ∈ C}.
Remark 1.24 If (A,C, ρ) is a binomial system, set
F (A,C, ρ) := 〈XA ∪ Bin(C, ρ)〉S.
In the following Proposition we give some important properties of bino-
mial ideals:
Proposition 2.6. Let (A,C, ρ) be a binomial system.
a) If (A,C, ρ) is admissible, then XA ∪ Bin(C, ρ) is a Gro¨bner basis of
F (A,C, ρ) with respect to the reverse lexicographic order.
b) F (A,C, ρ)sat = (F (A,C, ρ) : X∞n ).
c) If (A,C, ρ) is admissible, then XA
∗ ∪Bin(C∗, ρ) is a Gro¨bner basis of
F (A,C, ρ)sat with respect to the reverse lexicographic order.
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d) If (A,C, ρ) is Mall, then inhlex F (A,C, ρ) = 〈XA∪(C+ρ)〉S.
e) If (A,C, ρ) is Mall and ρn = 0, then
inhlex(F (A,C, ρ)
sat) = 〈XA∗∪(C+ρ)∗〉S.
f) (F (A,C, ρ)sat)≥d = F (A,C, ρ).
Proof. The first two properties are shown in [Mal00, 3.7(1)] and [Mal00,
3.8]. Assertion c) follows from a), b) and Lemma 1.37. Statement d) is a
consequence of [Mal00, 3.7(2)] and of Remark 2.4, statement e) is proved in
[Mal00, 3.10].
f) We may assume that (A,C, ρ) is admissible (cf. Remark 2.4). Then
by statement c) it holds F (A,C, ρ)sat = 〈XA∗ ∪ Bin(C∗, ρ)〉S. If a ∈ A and
u ∈ Nnan , then u + a∗ = a + u − anen ∈ A since A is a Borel set, whence
XuXa
∗ ∈ F (A,C, ρ)d. If c ∈ C and v ∈ Nncn , then v + c∗ ∈ A ∪ C and
v + c∗ + ρ ∈ A ∪ (C + ρ), since A ∪ C and A ∪ (C + ρ) are Borel sets.
Furthermore, it holds v + c∗ ∈ C if and only if v + c∗ + ρ ∈ C + ρ, whence
Xv(Xc
∗ −Xc∗+ρ) ∈ F (A,C, ρ)d.










with some homogeneous polynomials fa, gc ∈ S with deg fa = an and
deg gc = cn for all a ∈ A, c ∈ C. By what has been shown above it is
clear that all summands of f are in F (A,C, ρ)d, and hence f ∈ F (A,C, ρ)d.
Since the other inclusion is obvious, we have proven that (F (A,C, ρ)sat)d =
F (A,C, ρ)d. Hence, our statement follows.
Proposition 2.7. Let B ⊂ Nnd be a Borel set and let Lgh(B) be its growth-
height-lexicographic normal form. If B 6= Lgh(B) then there exists a finite
sequence of Mall binomial systems ((Ai, Ci, ρi))
r
i=1 with the following proper-
ties:
(i) B = A1 ∪ C1,
(ii) Ai ∪ (Ci + ρi) = Ai+1 ∪ Ci+1 for all 1 ≤ i < r,
(iii) Lgh(B) = Ar ∪ (Cr + ρr),
(iv) m(ρi) < n for all 1 ≤ i ≤ r.
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Proof. Mall [Mal00] gives an algorithm ([Mal00, 4.41]) to find a sequence of
binomial systems with the properties (i) – (iii). Furthermore, these binomial
systems satisfy the equations hv(Ai∪Ci) = hv(Ai∪(Ci+ρi)) for all 1 ≤ i ≤ r,
and this implies the property (iv).
It remains to show that these binomial systems are Mall.
It is enough to show that (A,C, ρ) := (A1, C1, ρ1) is Mall, then one can
use an inductive argument to prove the general case. At this point it is
necessary to enter deeper in the details of Mall’s paper:
If c is a root of B and 1 ≤ i ≤ n, let Tc(i) denote the lexicographically
maximal element in the set
{a ∈ Nnd \B | a >hlex c, m(a) = m(c), aj = cj ∀ i ≤ j ≤ n} ∪ {c}.
Since B is not growth-height-lexicographic, there exists 2 < m < n with the
property that there is a root c ∈ B such that Tc(m+ 1) 6= c (cf. Proposition
[Mal00, 4.31]). Let now 2 < m < n be the minimal integer with this property.
(Then B is said to be m-trivial, but not (m+1)-trivial, cf. Definition [Mal00,
4.27] and Lemma [Mal00, 4.28]).
In step (7) the algorithm of Mall chooses ρ to be the lexicographically
maximal element in the set {Tc(m+ 1)− c ∈ Zn | c is a root of B}. Since B
is not (m + 1)-trivial, we may select, in step (8) of the algorithm, a root cρ
of B such that ρ = Tcρ(m+ 1)− cρ >hlex (0, . . . , 0). Therefore, ρµ(ρ) > 0.
On the other hand, since B is m-trivial, but not (m + 1)-trivial, it is
shown by Mall that m(ρ) = m (Lemma [Mal00, 4.34]) and that (A,C, ρ) is
admissible (Lemma [Mal00, 4.35]).
In steps (9) and (10) of the algorithm, the set C is constructed by adding
some elements of B to the set {cρ}. This is done in a finite loop by building
so-called completion-adjunction pairs of width at most n − m (cf. Lemma
[Mal00, 4.21] and Lemma [Mal00, 4.40]). At the end of this procedure, in
particular (C,C) is a completion-adjunction pair of width at most n − m.
So, by definition, we get (cρ)i = ci for all 1 ≤ i < m = m(ρ) and for all c ∈ C
(Definition [Mal00, 4.36(3)]). Therefore, (A,C, ρ) is good.
By the definition of Tcρ(m+1) it holds m(cρ) = m(Tcρ(m+1)). It follows
from Tcρ(m+1) = cρ+ ρ and ρm(ρ) > 0 that m(cρ) = m(cρ+ ρ) ≥ m(ρ). Let





i=m(ρ)(cρ)i > 0, we deduce that m(c) ≥ m(ρ).
Now m(c+ ρ) = m(c) follows from ρm(ρ) > 0, and we conclude that (A,C, ρ)
is Mall.
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Proposition 2.8. Let B ⊂ Nnd be a growth-height-lexicographic Borel set and
let L ⊂ Nnd be a lexicographic set such that gv(B) = gv(L). If L 6= B, then




(i) B = A1 ∪ C1,
(ii) Ai ∪ (Ci + ρi) = Ai+1 ∪ Ci+1 for all 1 ≤ i < r,
(iii) L = Ar ∪ (Cr + ρr),
(iv) gv(Ai ∪ Ci) = gv(L) for all 1 ≤ i ≤ r,
(v) h〈XAi∪Ci 〉satS < h〈XAi∪(Ci+ρi)〉satS for all 1 ≤ i ≤ r.
Proof. Assume that B 6= L. The condition gv(B) = gv(L) implies #B =
#L. Let c := minhlexB and c
′ := maxhlexNnd \B. Then
(i) c′ >hlex c,
(ii) c′n > cn,
(iii) c ∈ B \ L,
(iv) c′ ∈ L \B,
(v) m(c) = m(c′) = n.
Proof of (i): If c >hlex c
′, then B is a lexicographic set and hence equals
L.
Proof of (ii): Assume that c′n ≤ cn. Let b := c+(cn−c′n)(en−1−en). Since
B is a Borel set, we have b ∈ B(c′n). Thus, because B(c′n) is a lexicographic
segment of Nnd(c′n) and c′ /∈ B(c′n), it holds c′ <hlex b. From bn = c′n and
|b| = |c′| it follows that µ := µ(b−c′) < n−1. Therefore, we have ci = bi = c′i
for all 1 ≤ i < µ and cµ = bµ > c′µ, whence c >hlex c′, which contradicts the
previous statement.
Proof of (iii): If c ∈ L, then b ∈ L for all b ∈ B, because L is lexicographic
and c ∈ B is minimal with respect to the lexicographic order. But B ⊂ L
contradicts #B = #L and B 6= L.
Proof of (iv): The set B′ := {b ∈ B | b >hlex c′} is lexicographic by the
definition of c′. If c′ /∈ L, then c′ <hlex l for all l ∈ L, since L is lexicographic.
It follows that L ⊂ B′ ⊂ B, which is a contradiction.
2.2 The generic initial ideal of a binomial ideal 27
Proof of (v): Since B and L are both growth-height-lexicographic and
since gv(B) = gv(L), it holds {b ∈ B | m(b) < n} = {l ∈ L | m(l) < n}. By
the previous three statements we have c′ ∈ L \ (B ∪ {l ∈ L | m(l) < n}) and
c ∈ B \ L, whence c ∈ B \ {b ∈ B | m(b) < n}.
Set A := B \ {c}, C := {c} and ρ := c′ − c. We claim that (A,C, ρ) is a
binomial system. We have to show that A ∪ {c′} is a Borel set. By Lemma
1.21 it is clear that A is a Borel set. Let now b ∈ Nnd be such that b >Bor c′.
By Lemma 1.21 it holds b >hlex c
′. Hence, by the definition of c′, we have
b ∈ B. We know that c′ >hlex c, whence b 6= c, and the claim is proved.
Moreover, A ∪ (C + ρ) = A ∪ {c′} is growth-height-lexicographic.
Now it is easy to see that (A,C, ρ) is Mall. In fact, from c′n > cn it
follows that (A,C, ρ) is admissible. So (A,C, ρ) is good, as C has only one
element. From c′ >hlex c it follows that c′µ(c′−c) > cµ(c′−c), whence ρµ(ρ) =
c′µ(c′−c)−cµ(c′−c) > 0. Furthermore, m(c) = m(c′) = m(c+ρ). Thus, (A,C, ρ)
is Mall.
We have gv(A ∪ (C + ρ)) = gv(A ∪ C), and for 1 ≤ i ≤ d
hv(A ∪ (C + ρ))i =

hv(A ∪ C)i − 1, if i = cn;
hv(A ∪ C)i + 1, if i = c′n;
hv(A ∪ C)i, otherwise.
Applying the formula of Proposition 1.30 b) we compute
h〈XA∪(C+ρ)〉satS (i) =

h〈XA∪C〉satS (i), if 0 ≤ i < d− c′n;
h〈XA∪C〉satS (i) + 1, if d− c′n ≤ i < d− cn;
h〈XA∪C〉satS (i), if i ≥ d− cn.
This shows that h〈XA∪C〉satS < h〈XA∪(C+ρ)〉satS .
Recall that c ∈ B \ L and c′ ∈ L \ B. Hence, setting (A1, C1, ρ1) :=
(A,C, ρ), we conclude by induction on the number #(L \B).
2.2 The generic initial ideal of a binomial ideal
Let (A,C, ρ) be a good binomial system and F (A,C, ρ) the induced bino-
mial ideal. Then the generic initial ideal of F (A,C, ρ) and the initial ideal
of F (A,C, ρ) with respect to any admissible term order coincide (Theorem
2.16). This conclusion is not at all trivial: It does not hold in general if
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(A,C, ρ) is only admissible, but not good (s. Example 2.18). The crucial
point is that F (A,C, ρ) is fixed under the action of the unipotent group if
(A,C, ρ) is good (Proposition 2.15).
In case the binomial system (A,C, ρ) is good, we want to compute g(f)
if f is a generator of the binomial ideal F (A,C, ρ) and g ∈ U is unipotent.
To do this, we introduce generic coordinates for g:
Notation 2.9. Set T := K[Yij | 1 ≤ i ≤ j ≤ n].
Define the automorphism of T -algebras




Let g = [gij | 1 ≤ i ≤ n, 1 ≤ j ≤ n] ∈ K(n,n) be a matrix. Then we
denote by g¯ : T [X1, . . . , Xn] → S the homomorphism of S-algebras defined
by g¯(Yij) := gij for 1 ≤ i ≤ j ≤ n.
For a ∈ Nn set ga :=∏ni=1 gaiii and Y a :=∏ni=1 Y aiii .
For M ∈ N(n,n) set Y M :=∏1≤i≤j≤n Y Mijij .
For ρ ∈ Zn and M ∈ Z(n,n) let M + ρ ∈ Z(n,n) denote the matrix which is
defined by
(M + ρ)ij :=
{
Mij, if i 6= j;
Mii + ρi, otherwise.
For a, b ∈ Zn set






Mij = bj ∀ 1 ≤ j ≤ n}.
To introduce more notations, we need the following Lemma:
Lemma 2.10. Let b, c ∈ Nnd and ρ ∈ Zn be such that b + ρ, c + ρ ∈ Nnd and
such that bi = ci for all 1 ≤ i < m(ρ).
a) Let b ≥Bor c and M ∈ U(b, c). Then Mjj = cj for all 1 ≤ j ≤ m(ρ).
b) Let b ≥Bor c and M ∈ U(b, c). Then Mjj + ρj ≥ 0 for all 1 ≤ j ≤ n.
c) LetM ∈ Z(n,n). ThenM ∈ U(b, c) if and only ifM+ρ ∈ U(b+ρ, c+ρ).
Proof. a) We use an inductive argument. It is clear that M11 =
∑n
i=1Mi1 =
c1. Let 1 < j ≤ m(ρ) and assume that ck = Mkk for all 1 ≤ k < j. We have
Mkk = ck = bk =
∑n
i=1Mki for all 1 ≤ k < j and therefore Mkj = 0 for all
1 ≤ k < j. Since Mij = 0 for all i > j, it holds cj =
∑n
i=1Mij =Mjj.
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b) The statement follows from part a) and from the condition cj + ρj ≥ 0
for all 1 ≤ j ≤ n.
c) Let M ∈ U(b, c). Then part b) states that M + ρ ∈ U(n). Since
(b+ ρ)j = bj + ρj =
n∑
i=1





(c+ ρ)j = cj + ρj =
n∑
i=1




for all 1 ≤ j ≤ n, it holds M + ρ ∈ U(b+ ρ, c+ ρ).
In order to prove the converse implication, one just has to replace b, c, ρ
with b+ ρ, c+ ρ, −ρ respectively.
Remark 2.11. Part b) and hence part c) of the previous Lemma are also
true if b, c and ρmiss the preconditioned property bi = ci for all 1 ≤ i < m(ρ).
To prove this, one can use the following fact:
Let b, c ∈ Nnd with b ≥Bor c and let M ∈ U(b, c). Then
∀ 1 ≤ j ≤ n ∃a ∈ Nnd : b ≥Bor a ≥Bor c and Mjj = aj.








m1! · · ·mn! .






M1j, . . . ,Mnj
)
.
For a, b ∈ Nnd let αba := cϕ(X
b)
Xa ∈ T be the coefficient of Xa in the polyno-











For b, c ∈ Nnd and ρ ∈ Zn such that b + ρ, c + ρ ∈ Nnd and bi = ci for all






(By Lemma 1.26 and Lemma 2.10 b) this is a polynomial in T [X1, . . . , Xn]).
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In the proof of Proposition 2.15 we shall make use of the following two
Lemmata:
Lemma 2.13. Let a, b ∈ Nnd .




b) Then αbb = Y
b.
c) Let ρ ∈ Zn be such that b+ ρ ∈ Nnd . Then pρb,b = Y b−ρ
−
.
d) Then a ≥Bor b ⇐⇒ αba 6= 0 ⇐⇒ a ∈ suppT (ϕ(Xb)).


























k11, k12, k22, ..., k1n, ..., knn∈NPj
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bj, if i = j;
0, otherwise.






















b. Therefore, it follows that pρb,b = µMY
M−ρ− = Y b−ρ
−
and, by
part a) of the Lemma, αbb = µMY
M = Y b.
d) We notice that µM > 0 for all M ∈ N(n,n). By part a) and by Lemma
1.26 we have
a ∈ suppT (ϕ(Xb)) ⇐⇒ αba 6= 0 ⇐⇒ U(a, b) 6= ∅ ⇐⇒ a ≥Bor b.
Lemma 2.14. Let b, c ∈ Nnd and ρ ∈ Zn be such that b + ρ, c + ρ ∈ Nnd and
bi = ci for all 1 ≤ i < m(ρ). Then αcb = pρb,c Y ρ
−




Proof. If b 6≥Bor c, then αcb = αc+ρb+ρ = 0 by Lemma 2.13 d) and pρb,c = 0 by
Lemma 1.26. Hence, we can assume that b ≥Bor c. The first equation follows
immediately from Lemma 2.13 a). To prove the second one, we first show
that µM = µM+ρ for all M ∈ U(b, c). Let M ∈ U(b, c). Let 1 ≤ j ≤ n. If
j ≤ m(ρ) we have by part a) of Lemma 2.10 that(
cj











(M + ρ)1j, . . . , (M + ρ)nj
)
.










. The claim now follows
from the definition of µM and µM+ρ.









M−ρ−+ρ+ = pρb,c Y
ρ+ .
Proposition 2.15. Let (A,C, ρ) be a good binomial system and g ∈ U an
unipotent matrix. Then g(F (A,C, ρ)) = F (A,C, ρ).
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Proof. If C = ∅, the statement follows from the fact that the ideal 〈XA〉S is
Borel-fixed (s. Proposition 1.33).
Now let C 6= ∅ and c := minrlexC. Then (A,C \ {c}, ρ) is again a good
binomial system (cf. Lemma 1.21). Since 〈g(G)〉S = g(〈G〉S) for any set
G ⊂ S, it is enough to show that
〈g(XA ∪ Bin(C, ρ))〉K = 〈XA ∪ Bin(C, ρ)〉K .
Hence it is enough to show that
g(XA ∪ Bin(C, ρ)) ⊂ 〈XA ∪ Bin(C, ρ)〉K .
By induction we may assume that g(F (A,C \ {c}, ρ)) = F (A,C \ {c}, ρ),
whence
g(XA ∪ Bin(C \ {c}, ρ)) ⊂ 〈XA ∪ Bin(C, ρ)〉K .
Therefore, it is enough to show that
g(Xc −Xc+ρ) ∈ 〈XA ∪ Bin(C, ρ)〉K .
Observe that ga = 1 for all a ∈ Zn as g is unipotent. Using Lemma 2.13 and
2.14 we compute





























































































Hence our Theorem is proved.
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Now, it follows immediately from Proposition 2.15 and Corollary 1.34:
Theorem 2.16. Let (A,C, ρ) be a good binomial system and τ an admissible
term order. Then Ginτ F (A,C, ρ) = inτ F (A,C, ρ). 
As a further consequence we have by Proposition 1.36 and 2.6:
Corollary 2.17. Let (A,C, ρ) be a good binomial system. Then
Ginrlex(F (A,C, ρ)
sat) = 〈XA∪C〉satS = 〈XA
∗∪C∗〉S.
Furthermore, if (A,C, ρ) is Mall and ρn = 0, then
inhlex(F (A,C, ρ)
sat) = 〈XA∪(C+ρ)〉satS = 〈XA
∗∪(C+ρ)∗〉S. 
We conclude this subsection with a counterexample which shows that
Theorem 2.16 fails if the binomial system (A,C, ρ) is not good:
Example 2.18. Consider the ring R := K[X1, . . . , X5] = K[x, y, z, t, u]. Let
ρ := (1,−2, 2,−2, 1), b := (0, 2, 0, 3, 0), c := (0, 2, 0, 2, 1) and C := {b, c}.
Let B ⊂ N55 be the smallest Borel set containing D := C ∪ (C + ρ) and
set A := B \ D. Then (A,C, ρ) is an admissible binomial system. Let
a := F (A,C, ρ). We then compute:
Ginrlex a = 〈{x5, x4y, x3y2, x2y3, xy4, y5, x4z, x3yz, x2y2z, xy3z, y4z, x3z2,
x2yz2, xy2z2, y3z2, x2z3, xyz3, y2z3, xz4, x4t, x3yt, x2y2t,
xy3t, y4t, x3zt, x2yzt, xy2zt, y3zt, x2z2t, xyz2t, y2z2t, xz3t,
x3t2, x2yt2, xy2t2, y3t2, x2zt2, xyzt2, y2zt2, xz2t2, x2t3, xyt3, y2t3,
x4u, x3yu, x2y2u, xy3u, y4u, x3zu, x2yzu, xy2zu, y3zu, x2z2u,
xyz2u, y2z2u, xz3u, x3tu, x2ytu, xy2tu, y3tu, x2ztu, xyztu,
y2ztu, xz2tu, x2t2u, xyt2u, x3u2, x2yu2, xy2u2, x2zu2, xyzu2}〉R,
inrlex a = 〈{x5, x4y, x3y2, x2y3, xy4, y5, x4z, x3yz, x2y2z, xy3z, y4z, x3z2,
x2yz2, xy2z2, y3z2, x2z3, xyz3, y2z3, xz4, x4t, x3yt, x2y2t,
xy3t, y4t, x3zt, x2yzt, xy2zt, y3zt, x2z2t, xyz2t, y2z2t, xz3t,
x3t2, x2yt2, xy2t2, y3t2, x2zt2, xyzt2, y2zt2, xz2t2, x2t3, xyt3, y2t3,
x4u, x3yu, x2y2u, xy3u, y4u, x3zu, x2yzu, xy2zu, y3zu, x2z2u,
xyz2u, y2z2u, xz3u, x3tu, x2ytu, xy2tu, y3tu, x2ztu, xyztu,
y2ztu, x2t2u, xyt2u, y2t2u, x3u2, x2yu2, xy2u2, x2zu2, xyzu2}〉R.
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These ideals are not equal, as is indicated by the underlined generators. The
reason is the following: LetM ∈ N(5,5) be the unique element of U(b, c). Then
M55 = 0 6= c5, but m(ρ) = 5 (counterexample to part (a) of Lemma 2.10).
We cannot conclude that µM equals µM+ρ; indeed µM = 1 and µM+ρ = 2.
It follows that αc+ρb+ρ = 2p
ρ
b,cY
ρ+ (counterexample to Lemma 2.14). Let g ∈
Gl(5, K) be unipotent. We then compute
g(Xc −Xc+ρ) = Xc −Xc+ρ + g¯(pρb,c)(Xb − 2Xb+ρ) +
∑
a∈A
g¯(αca − αc+ρa )Xa
/∈ 〈XA ∪ Bin(C, ρ)〉K
(counterexample to Proposition 2.15). A further computation yields
g(Xb −Xb+ρ) = Xb −Xb+ρ +
∑
a∈A
g¯(αba − αb+ρa )Xa.
Since A is a Borel set, it is clear that XA ⊂ g(F (A,C, ρ)), whence Xb−Xb+ρ,
Xb − 2Xb+ρ + g¯(pρb,c)−1(Xc − Xc+ρ) ∈ g(F (A,C, ρ)). Since b >rlex c we
get Xb+ρ ∈ Ginrlex F (A,C, ρ) \ inrlex F (A,C, ρ) and Xc ∈ inrlex F (A,C, ρ) \
Ginrlex F (A,C, ρ).
2.3 Binomial ideals and sequentially Cohen-Macaulay-
ness
In [HS02, 2.2] J. Herzog and E. Sbarra showed that in characteristic zero the
S-module S/b is sequentially Cohen-Macaulay if b is a Borel ideal. Later
J. Herzog, D. Popescu, and M. Vladoiu [HPV03] generalized this result to
monomial ideals of Borel type in any characteristic of K. An ideal b ⊂ S
is of Borel type if (b : X∞j ) = (b :S 〈X1, . . . , Xj〉∞S ) for all 1 ≤ j ≤ n. It is
well known that Borel-fixed ideals are of Borel type ([Eis95, 15.24]). Since
a binomial ideal F (A,C, ρ) is fixed under the action of the unipotent group,
if the binomial system (A,C, ρ) is good (Proposition 2.15), it is natural to
ask whether S/F (A,C, ρ) is sequentially Cohen-Macaulay. In this section we
prove that in fact S/F (A,C, ρ) and S/F (A,C, ρ)sat are sequentially Cohen-
Macaulay if (A,C, ρ) is an admissible binomial system (Theorem 2.25).
Definition 2.19. Let R be a graded ring. A finitely generated graded R-
module M is sequentially Cohen-Macaulay if there exists a finite filtration
0 =M0  M1  . . .  Mr =M
2.3 Binomial ideals and sequentially Cohen-Macaulayness 35
of M by graded submodules such that
(i) Mi/Mi−1 is Cohen-Macaulay for all 1 ≤ i ≤ r,
(ii) dim(Mi/Mi−1) < dim(Mi+1/Mi) for all 1 ≤ i < r.
Provided that (A,C, ρ) is an admissible binomial system with m(c) =
m(c + ρ) for all c ∈ C such that F (A,C, ρ) 6= 0, we construct a filtration
F (A,C, ρ)sat = F0 ⊂ · · · ⊂ Fn−1 = S of ideals such that the quotients Fi/Fi−1
are zero or Cohen-Macaulay of dimension i for all 1 ≤ i < n (Proposition
2.24). There is a natural way to define the ideals Fi:
Notation 2.20. For i ∈ N let S(i) denote the polynomial ring K[X1, . . . , Xi]
and let Ti be the set of monomials of S(i). In particular, S(n) = S and Tn = T.
For i < j one has a canonical inclusion S(i) ⊂ S(j).
For A ⊂ Nn and 1 ≤ i ≤ n set
Ai := {(a1, . . . , ai) ∈ Ni | (a1, . . . , ai, 0, . . . , 0) ∈ A}.
Let (A,C, ρ) be a binomial system. For 0 ≤ i ≤ n−m(ρ) set
Fi(A,C, ρ) := (F (A,C, ρ) ∩ S(n−i))satS.
For n−m(ρ) < i < n set
Fi(A,C, ρ) :=
(
(inrlex F (A,C, ρ)) ∩ S(n−i)
)sat
S.
Lemma 2.21. Let 1 ≤ l ≤ n and let G ⊂ S be a set of polynomials such that
g ∈ S(l) or supp(g)∩S(l) = ∅ for all g ∈ G. Then 〈G∩S(l)〉S(l) = 〈G〉S ∩S(l).
Proof. The inclusion “⊂” is obvious. We have to show that 〈G〉S ∩ S(l) ⊂
〈G∩ S(l)〉S(l) . Let f ∈ 〈G〉S ∩ S(l). Then there are monomials u1, . . . , ur ∈ T
and polynomials g1, . . . , gr ∈ G such that f =
∑r
i=1 uigi. For all 1 ≤ i ≤ r





uigi ∈ 〈G ∩ S(l)〉S(l) .
The following Lemma is crucial, because it allows us to compute the
generators and the initial ideals of all ideals Fi(A,C, ρ).
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Lemma 2.22. Let (A,C, ρ) be an admissible binomial system and m(ρ) ≤
i ≤ n. Then
X(Ai)
∗ ∪ Bin((Ci)∗, (ρ1, . . . , ρi))
is a Gro¨bner basis of (F (A,C, ρ) ∩ S(i))sat with respect to the reverse lexico-
graphic order of Ti.
Proof. Since (Ai, Ci, (ρ1, . . . , ρi)) is an admissible binomial system in i inde-
terminates, by Proposition 2.6 c) the set X(Ai)
∗ ∪ Bin((Ci)∗, (ρ1, . . . , ρi)) is
a Gro¨bner basis of F (Ai, Ci, (ρ1, . . . , ρi))
sat with respect to the reverse lex-
icographic order of Ti. To complete the proof it is enough to show that
F (A,C, ρ) ∩ S(i) = F (Ai, Ci, (ρ1, . . . , ρi)).
Since m(ρ) ≤ i, it holds g ∈ S(i) or supp(g) ∩ S(i) = ∅ for all g ∈
XA ∪ Bin(C, ρ). By Lemma 2.21 we get
F (A,C, ρ) ∩ S(i) = 〈XA ∪ Bin(C, ρ)〉S ∩ S(i) = 〈(XA ∪ Bin(C, ρ)) ∩ S(i)〉S(i)
= 〈XAi ∪ Bin(Ci, (ρ1, . . . , ρi))〉S(i) = F (Ai, Ci, (ρ1, . . . , ρi)).
Lemma 2.23. Let (A,C, ρ) be an admissible binomial system and put m :=
m(ρ). Then
a) Fi(A,C, ρ) = (Fi(A,C, ρ)∩ S(n−i−1))S ∀ i ∈ {0, . . . , n− 1} \ {n−m},
b) Fi+1(A,C, ρ) = (Fi(A,C, ρ)∩S(n−i−1))satS ∀ i ∈ {0, . . . , n−2}\{n−m},
c) (F (A,C, ρ) ∩ S(m))sat ⊂
(
(inrlex F (A,C, ρ)) ∩ S(m−1)
)sat
S(m),
d) Fi(A,C, ρ) ⊂ Fi+1(A,C, ρ) for all 0 ≤ i < n− 1.
e) {X1, . . . , Xm−1} ⊂√(
(F (A,C, ρ) ∩ S(m))sat :
S(m)
(





f) Let u ∈ Tm. Then u /∈ inrlex(F (A,C, ρ) ∩ S(m))sat implies Xmu /∈
inrlex(F (A,C, ρ) ∩ S(m))sat.
Proof. a) Let i ∈ {0, . . . , n−1}\{n−m}. If i > n−m, then by Remark 1.24
Fi(A,C, ρ) =
(
(inrlex F (A,C, ρ)) ∩ S(n−i)
)sat
S is generated in S(n−i−1) since
(inrlex F (A,C, ρ))∩ S(n−i) ⊂ S(n−i) is a Borel ideal by Proposition 2.6 a). On
the other hand, if n− i > m, then by Lemma 2.22 we have
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Since ρn−i = 0, therefore Fi(A,C, ρ) is also generated in S(n−i−1).
b) Let i ∈ {0, . . . , n− 2} \ {n−m}. Set
a :=
{
F (A,C, ρ), if i < n−m;
inrlex F (A,C, ρ), otherwise.
Since i 6= n −m we have Fi(A,C, ρ) = (a ∩ S(n−i))satS and Fi+1(A,C, ρ) =
(a ∩ S(n−i−1))satS. It follows that
Fi+1(A,C, ρ) = (a ∩ S(n−i−1))satS = ((a ∩ S(n−i)) ∩ S(n−i−1))satS
= ((a ∩ S(n−i))sat ∩ S(n−i−1))satS = (Fi(A,C, ρ) ∩ S(n−i−1))satS.
c) Set b :=
(
(inrlex F (A,C, ρ))∩S(m−1)
)sat
S(m).We first prove the following
claim
X(Am)
∗ ∪X(Cm)∗ ∪X(Cm)∗+(ρ1,...,ρm) ⊂ b.
Let b ∈ (Am)∗ ∪ (Cm)∗ ∪ ((Cm)∗ + (ρ1, . . . , ρm)).
Case 1: b ∈ (Am)∗ ∪ (Cm)∗. Then there exists a ∈ A ∪ C such that
b = (a1, . . . , am−1, 0) and m(a) ≤ m. Let a′ := a + am(em−1 − em). Since
A∪C is a Borel set, we have a′ ∈ A∪C. Hence (a1, . . . , am−2, am−1+ am) ∈
(A ∪ C)m−1 and (a1, . . . , am−2, 0) ∈ ((A ∪ C)m−1)∗. By Remark 1.24 and
Proposition 2.6 a) it follows that
X(a1,...,am−2,0) ∈ 〈X(A∪C)m−1〉satS(m−1) ⊂
(
(inrlex F (A,C, ρ)) ∩ S(m−1)
)sat
,




Case 2: b ∈ (Cm)∗ + (ρ1, . . . , ρm). Then there exists c ∈ C such that
b = (c1, . . . , cm−1, 0) + (ρ1, . . . , ρm). By similar arguments to those used in
case 1 we obtain a′ := c + ρ + (c + ρ)m(em−1 − em) ∈ A ∪ (C + ρ). Since
m(a′) = m− 1 it holds a′ ∈ A, and therefore
X(c1,...,cm−2,0)+(ρ1,...,ρm−2,0) ∈ ((inrlex F (A,C, ρ)) ∩ S(m−1))sat.






and our claim is proved.
Now we get our statement by means of Lemma 2.22:
(F (A,C, ρ) ∩ S(m))sat = 〈X(Am)∗ ∪ Bin((Cm)∗, (ρ1, . . . , ρm))〉S(m)
⊂ 〈X(Am)∗ ∪X(Cm)∗ ∪X(Cm)∗+(ρ1,...,ρm)〉S(m) ⊂ b.
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d) Let 0 ≤ i < n− 1. If i 6= n−m we have by parts a) and b) that
Fi(A,C, ρ) = (Fi(A,C, ρ) ∩ S(n−i−1))S
⊂ (Fi(A,C, ρ) ∩ S(n−i−1))satS = Fi+1(A,C, ρ).
If i = n−m we have by part c) that
Fn−m(A,C, ρ) = (F (A,C, ρ) ∩ S(m))satS ⊂
(
(inrlex F (A,C, ρ)) ∩ S(m−1)
)sat
S.
By definition, the last ideal equals Fn−m+1(A,C, ρ).
e) By Proposition 2.6 a) and Remark 1.24 it holds(
(inrlex F (A,C, ρ)) ∩ S(m−1)
)sat
= (〈XA∪C〉S ∩ S(m−1))sat
= 〈X((A∪C)m−1)∗〉S(m−1) .
Without loss of generality we may assume that Am−1 6= ∅ and set
r := max {am−1 ∈ N | a ∈ (A ∪ C)m−1}+ ρm.
Let 1 ≤ i < m. It is enough to show that
Xri 〈X((A∪C)m−1)
∗〉S(m−1)S(m) ⊂ (F (A,C, ρ) ∩ S(m))sat.
Let a ∈ (A ∪ C)m−1. Since (A ∪ C)m−1 is a Borel set, we have
c := am−1ei + a∗ = a+ am−1(ei − em−1) ∈ (A ∪ C)m−1.




a∗ ∈ F (A,C, ρ) ∩ S(m−1) ⊂ (F (A,C, ρ) ∩ S(m))sat.
Case 2: c ∈ Cm−1. Then c′ := (c1, . . . , cm−1, 0, . . . , 0) ∈ C. Since (A ∪
(C + ρ))m−1 is a Borel set, we have b := c′ + ρ+ ρm(ei − em) ∈ A ∪ (C + ρ).
It is clear that m(b) < m, whence b ∈ A. It follows that Xam−1+ρmi Xa∗ =
xρmi (X
c′ −Xc′+ρ) +Xρmm Xc ∈ F (A,C, ρ) ∩ S(m) ⊂ (F (A,C, ρ) ∩ S(m))sat.
In both cases our claim follows.
f) From Lemma 2.22 it follows that
inrlex(F (A,C, ρ) ∩ S(m))sat = 〈X(Am∪Cm)∗〉S(m) .
Thus, if Xmu ∈ inrlex(F (A,C, ρ) ∩ S(m))sat, there exists b ∈ (Am ∪Cm)∗ such
that Xb divides Xmu. Since X
b is not divisible by Xm, it has to divide u.
Hence u ∈ inrlex(F (A,C, ρ) ∩ S(m))sat.
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Proposition 2.24. Let (A,C, ρ) be an admissible binomial system and let
1 ≤ i < n. Then Fi(A,C, ρ)/Fi−1(A,C, ρ) is zero or Cohen-Macaulay of
dimension i.
Proof. Let m := m(ρ). Assume first that i 6= n−m+ 1. Set
a := Fi−1(A,C, ρ) ∩ S(n−i).
Then by Lemma 2.23 a) and b) we have Fi−1(A,C, ρ) = aS and Fi(A,C, ρ) =
asatS. It follows that
Fi(A,C, ρ)/Fi−1(A,C, ρ) = asatS/aS = (asat/a)⊗S(n−i) S
= H1(S(n−i))+(a)⊗S(n−i) S.
The (finitely generated) S(n−i)-module H1(S(n−i))+(a) is Artinian (cf. [BS98,
7.1.4]), therefore it is zero or Cohen-Macaulay and zero-dimensional. Thus,
the S-module
Fi(A,C, ρ)/Fi−1(A,C, ρ)
is zero or Cohen-Macaulay of dimension i (cf. [BH93, 2.1.9]).
We now prove our statement for i = n−m+ 1. Set
a :=
(




b := (F (A,C, ρ) ∩ S(m))sat.




(inrlex F (A,C, ρ)) ∩ S(m−1)
)sat
S/(F (A,C, ρ) ∩ S(m))satS
= (a/b)⊗S(m) S,
it is enough to show that the S(m)-module a/b is zero or one-dimensional and
Cohen-Macaulay.
By Lemma 2.23 e) it holds
dim a/b = dimS(m)/(0 :
S(m)







≤ dimS(m)/〈X1, . . . , Xm−1〉S(m) = 1.
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Thus, it is enough to show that Xm is a non-zerodivisor of a/b.
Lemma 2.23 f) states that Xm is a non-zerodivisor of S(m)/ inrlex b. Since
any non-zerodivisor of S(m)/ inrlex b is a non-zerodivisor of S(m)/b by [Eis95,
15.15] and hence of a/b, our proof is finished.
Theorem 2.25. Let (A,C, ρ) be an admissible binomial system. Then the S-
modules S/F (A,C, ρ)sat and S/F (A,C, ρ) are sequentially Cohen-Macaulay.
Proof. Assume that F (A,C, ρ) 6= 0. For 0 ≤ i < n set
Mi := Fi(A,C, ρ)/F (A,C, ρ)
sat.
Then, by Lemma 2.23 d), one has a filtration
0 =M0 ⊂M1 ⊂ · · · ⊂Mn−1 = S/F (A,C, ρ)sat.
By Proposition 2.24 the quotients Mi/Mi−1 = Fi(A,C, ρ)/Fi−1(A,C, ρ) are
zero or Cohen-Macaulay of dimension i for all 1 ≤ i < n. So S/F (A,C, ρ)sat
is sequentially Cohen-Macaulay.
Furthermore, set M¯i := Fi−1(A,C, ρ)/F (A,C, ρ) for 1 ≤ i ≤ n and M¯0 :=
0. Then 0 = M¯0 ⊂ M¯1 ⊂ · · · ⊂ M¯n = S/F (A,C, ρ) is a filtration of
S/F (A,C, ρ) such that the quotients M¯i+1/M¯i = Fi(A,C, ρ)/Fi−1(A,C, ρ)
are zero or Cohen-Macaulay of dimension i for all 1 ≤ i < n. Using the fact
that
M¯1 = F (A,C, ρ)
sat/F (A,C, ρ) = H1S+(F (A,C, ρ))
is Artinian, the quotient M¯1/M¯0 = F (A,C, ρ)
sat/F (A,C, ρ) is zero or Cohen-
Macaulay and zero-dimensional. Hence S/F (A,C, ρ) is also sequentially
Cohen-Macaulay.
2.4 Sequences of Gro¨bner deformations
It is well known that for any polynomial p ∈ Q[t] there exists an integer b ∈ N
such that every saturated homogeneous ideal of S with Hilbert polynomial
p is generated in degree b (s. Proposition 3.6 c)). Consider the set I of all
homogeneous ideals of S with fixed Hilbert polynomial p and with generators
all sitting in degree b. Let f : Z → N be a numerical function. Define
I=f := {a ∈ I | hasat = f} and I≥f := {a ∈ I | hasat ≥ f}. Then [Mal00]
states that any two points in I=f resp. in I≥f are connected by a sequence of
Gro¨bner deformations.
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Now let f := (fi)
∞
i=1 be a sequence of numerical functions fi : Z→ N and
define
I≥f=f := {a ∈ I=f | hiS/a ≥ fi for all i ≥ 1},
I≥f≥f := {a ∈ I≥f | hiS/a ≥ fi for all i ≥ 1}.
Then, as we shall show below, any two points in I≥f=f resp. in I
≥f
≥f are also
connected by a sequence of Gro¨bner deformations (Corollary 2.30, Theorem
2.31).
Definition 2.26. We say that two homogeneous ideals a, b ⊂ S are con-
nected by a Gro¨bner deformation if one of the following equalities hold:
Ginrlex a = b, inhlex a = b, a = Ginrlex b or a = inhlex b.
LetM be a set of homogeneous ideals of S, and let a, b ∈M . A connecting
sequence in M from a to b is a sequence (ci)
r
i=0 of ideals ci ∈ M with the
properties:
(i) c0 = a, cr = b;
(ii) ci−1 and ci are connected by a Gro¨bner deformation for all 1 ≤ i ≤ r.
Remark 2.27. Let M be a set of homogeneous ideals of S, and let (ci)
r
i=0
be a connecting sequence in M from a ∈ M to b ∈ M . Then all ideals c0,
. . . , cr have the same Hilbert function (cf. Lemma 1.13).
Let a, b, c ∈M, and let (ci)ri=0 and (ci+r)r′i=0 be two connecting sequences
in M from a to b, respectively from b to c. Then (ci)
r+r′
i=0 is a connecting
sequence in M from a to c.
Proposition 2.28. Let a ⊂ S be a homogeneous ideal.
a) [Sba01, 2.4] Then hiS/a ≤ hiS/ inτ a for all i ∈ N and for any term order
τ of T.
b) [HS02, 2.2] If a ⊂ S is a Borel ideal, then S/a is sequentially Cohen-
Macaulay.
c) [HS02, 3.1] The following are equivalent:
(i) S/a is sequentially Cohen-Macaulay;
(ii) hiS/a = h
i
S/Ginrlex a
for all i ∈ N. 
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Theorem 2.29. Let (fi)i∈N be a sequence of functions fi : Z→ N. Let M be
the set of all saturated homogeneous ideals a of S such that S/a has Hilbert
function f0 and such that h
i
S/a ≥ fi for all i ≥ 1. If B ⊂ Nnd is a Borel
set such that 〈XB〉satS ∈ M and if Lgh(B) is the growth-height-lexicographic
normal form of B, then 〈XLgh(B)〉satS is in M , too. Moreover, for all a, b ∈M
there is a connecting sequence in M from a to b.
Proof. Let a, b ∈M . Then c := Ginrlex a is a saturated Borel ideal such that
S/c has Hilbert function f0 and such that h
i
S/c ≥ hiS/a ≥ fi for all i ≥ 1 (cf.
Proposition 1.33, Proposition 1.36, Remark 2.27 and Proposition 2.28).
Assume that c and Ginrlex b are both generated in degree d. Set B :=
log (cd ∩ T). This is a Borel set in Nnd and it holds c = 〈XB〉satS . Let Lgh(B)
be the growth-height-lexicographic normal form of B.
We claim that there is a connecting sequence inM from a to 〈XLgh(B)〉satS .
Set c0 := a and c1 := c. If B is growth-height-lexicographic, we are done.
Therefore, assume that B 6= Lgh(B). By Proposition 2.7 there exists a
sequence of Mall binomial systems ((Ai, Ci, ρi))
r
i=1 with the following prop-
erties:
(i) B = A1 ∪ C1,
(ii) Ai ∪ (Ci + ρi) = Ai+1 ∪ Ci+1 for all 1 ≤ i < r,
(iii) Lgh(B) = Ar ∪ (Cr + ρr),
(iv) m(ρi) < n for all 1 ≤ i ≤ r.
It suffices to show that there is a connecting sequence inM from 〈XA1∪C1〉satS
to 〈XA1∪(C1+ρ1)〉satS , then one can use an inductive argument to get the claim.
Set c2 := F (A1, C1, ρ1)
sat and c3 := 〈XA1∪(C1+ρ1)〉satS . By property (iv)
we have (ρ1)n = 0. Since (A1, C1, ρ1) is Mall, by Corollary 2.17 we have
Ginrlex c2 = c1 and inhlex c2 = c3. It remains to show that c2 and c3 are in M .
It is clear that S/c2 and S/c3 have the Hilbert function f0 (cf. Remark
2.27). Since (A1, C1, ρ1) is Mall, by Theorem 2.25 the S-module S/c2 is
sequentially Cohen-Macaulay. Thus, S/c1 and S/c2 have the same coho-
mological Hilbert functions (Proposition 2.28 c)). Finally we have hiS/c3 =
hiS/ inhlex c2 ≥ hiS/c2 for all i ∈ N by Proposition 2.28 a). Thus, our claim is
proved.
Now, by Proposition 1.30, the Borel set B′ := log ((Ginrlex b)d ∩ T) has
the same growth and height vectors as B. Hence there exists a connecting
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sequence in M from b to 〈XLgh(B)〉satS = 〈XLgh(B′)〉satS , and our Theorem is
proved.
Corollary 2.30. Let (fi)i∈N be a sequence of functions fi : Z → N. Let M
be the set of all homogeneous ideals a of S with the following properties
(i) a = (asat)≥d,
(ii) S/asat has Hilbert function f0,
(iii) hiS/a ≥ fi for all i ≥ 1.
Then for all a, b ∈M there exists a connecting sequence in M from a to b.
Proof. Let c, c′ ∈M . By Theorem 2.29 one has a connecting sequence (ci)ri=0
from csat to (c′)sat in the set of all saturated homogeneous ideals a of S such
that S/a has Hilbert function f0 and such that h
i
S/a ≥ fi for all i ≥ 1. We
claim that ((ci)≥d)ri=0 is a connecting sequence from c to c
′ in M . It is clear
that (ci)≥d ∈ M for all 0 ≤ i ≤ r. Furthermore, by Lemma 1.35 it holds
Ginrlex(a≥d) = (Ginrlex a)≥d and inhlex(a≥d) = (inhlex a)≥d for all homogeneous
ideals a ⊂ S. Hence, our claim is proved.
Theorem 2.31. Let p ∈ Q[t]. Assume that all saturated homogeneous ideals
of S with Hilbert polynomial p are generated in degree d. Let (fi)i∈N be a
sequence of functions fi : Z→ N. Let M be the set of all homogeneous ideals
a of S with the following properties
(i) a = (asat)≥d,
(ii) a has Hilbert polynomial p,
(iii) hS/asat ≤ f0 ,
(iv) hiS/a ≥ fi for all i ≥ 1.
Then for all a, b ∈M there exists a connecting sequence in M from a to b.
Proof. Let a ∈ M . Then, as in the proof of Theorem 2.29, we see that
c := Ginrlex a
sat is a saturated Borel ideal such that hS/c = hS/asat and such
that hiS/c ≥ fi for all i ≥ 1. Set B := log (cd ∩ T) and let Lgh(B) be its
growth-height-lexicographic normal form. By Theorem 2.29 the ideal c′ :=
〈XLgh(B)〉satS has the same Hilbert function as c and moreover, hiS/c′ ≥ fi for
44 2 BINOMIAL IDEALS
all i ≥ 1. Hence, by Corollary 2.30, there is a connecting sequence inM from
a to 〈XLgh(B)〉S.
Let l be the unique saturated lexicographic ideal with Hilbert polynomial
p (cf. Lemma 1.11). We claim that there exists a connecting sequence in
M from 〈XLgh(B)〉S to l≥d. Set L := log (ld ∩ T). By our assumptions, l is
generated in degree d. So we have l≥d = 〈XL〉S, and Corollary 1.31 tells us
that gv(Lgh(B)) = gv(L). Assume that Lgh(B) 6= L. Then, by Proposition
2.8, there exists a finite sequence of Mall binomial systems ((Ai, Ci, ρi))
r
i=1
with the following properties:
(i) Lgh(B) = A1 ∪ C1,
(ii) Ai ∪ (Ci + ρi) = Ai+1 ∪ Ci+1 for all 1 ≤ i < r,
(iii) L = Ar ∪ (Cr + ρr),
(iv) gv(Ai ∪ Ci) = gv(L) for all 1 ≤ i ≤ r,
(v) h〈XAi∪Ci 〉satS < h〈XAi∪(Ci+ρi)〉satS for all 1 ≤ i ≤ r.
It suffices to show that there is a connecting sequence in M from 〈XA1∪C1〉S
to 〈XA1∪(C1+ρ1)〉S, then one can use an inductive argument to get the claim.
Set c0 := 〈XA1∪C1〉S, c1 := F (A1, C1, ρ1) and c2 := 〈XA1∪(C1+ρ1)〉S. Since
(A1, C1, ρ1) is Mall, by Proposition 2.6 and Theorem 2.16 we have Ginrlex c1 =
c0 and inhlex c1 = c2. It remains to show that c1 and c2 are in M . By
Proposition 2.6 f) and Remark 1.24 we have (csat1 )≥d = c1 and (c
sat
2 )≥d = c2.







for all i ∈ N. From the above properties (ii) and (iv) it follows
that gv(A1∪(C1+ρ1)) = gv(L), hence by Proposition 1.30 a), the ideal c2 has
Hilbert polynomial p. From property (v) it follows that hS/csat2 < hS/csat0 ≤ f0.
Thus, c1, c2 ∈M , and our claim is proved.
Altogether we have constructed a connecting sequence inM from a to l≥d.
Connecting another ideal b ∈M with l≥d in M yields a connecting sequence
in M from a to b.
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3 Hilbert function strata
Let p ∈ Q[t] be a polynomial. The Hilbert scheme HilbpK is defined as the
representing scheme of the Hilbert functor HilbpK : SchK → Set which assigns
to each locally Noetherian scheme T over K the set of all coherent quotient
sheaves F of OPnT which are flat over T with Hilbert polynomial pF ,x = p for
all x ∈ T (s. section 3.2).
To each point x ∈ HilbpK is associated a quotient sheaf
F (x) ∈ HilbpK(Spec(κ(x))).
Hence it is possible to define subsets of HilbpK by bounding the vector space
dimensions of the Serre cohomology groups H i(Pnκ(x),F (x)(j)) of F (x) for x ∈
HilbpK , i ∈ N and j ∈ Z (s. section 3.4).
Let XK ⊂ HilbpK be such a topological subspace defined by bounding
cohomology. How to prove that it is connected? We proceed as follows: By
use of the Serre-Grothendieck Correspondence, the bounding conditions are
translated into the language of local cohomology. Hence, if charK = 0, we
may try to apply the previous results about connecting sequences of Gro¨bner
deformations. To prove that connectedness by Gro¨bner deformations yields
topological connectedness (cf. section 3.3), it is crucial that XK is closed
under isomorphisms: If x, y ∈ HilbpK are two closed points and x ∈ XK , then
F (x) ∼= F (y) implies y ∈ X.
To get the connectedness of XK in case the field K is not algebraically
closed, we prove that XK carries a reduced scheme structure such that
(XK ×Spec(K) Spec(k))red = Xk for any field extension K ⊂ k. This is
done in two steps: First by showing by means of the semicontinuity The-
orem that XK is locally closed in Hilb
p
K . Then by constructing a subfunctor
XK : SchK → Set of the Hilbert functor HilbpK , defined by the bounding
conditions imposed on XK , and by showing that XK is representable by XK
(cf. section 3.4).
As before n denotes a positive integer. But now we redefine the polyno-
mial ring S by S := K[X0, . . . , Xn].
3.1 Cohomological Hilbert functions and Hilbert poly-
nomials
We first describe basic properties of graded local cohomology and cohomology
of sheaves on a projective scheme. As an introduction to local cohomology
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we refer to [BS98, Bro01]. As an introduction to sheaves and schemes we
recommend [Har93, EGA I].
Notation, Definition and Remark 3.1. Let R :=
⊕
i∈NRi be a positively
graded homogeneous Noetherian ring with R0 = K.
A) Let M be a graded R-module. For i ∈ N we consider the ith local
cohomology module H iR+(M) ofM with respect to the irrelevant ideal R+ en-
dowed with its natural grading. IfM is finitely generated, theK-vector space
H iR+(M)k has finite dimension for any i ∈ N and k ∈ Z ([BS98, 15.1.5(i)]).
For i ∈ N we denote by
hiM : Z→ N, k 7→ dimK H iR+(M)k
the ith cohomological Hilbert function of M .
The end of M is defined by end(M) := sup {i ∈ Z | Mi 6= 0}. (Use the
following convention: supA = ∞ if A ⊂ Z is not bounded above; sup ∅ =
−∞; −∞+ i = −∞ for all i ∈ Z. For infima use analogous conventions).
The (Castelnuovo-Mumford) regularity of M is defined by
regM := sup {end (H iR+(M)) + i | i ∈ N}.
If M is finitely generated, it holds regM <∞ (cf. [BS98, 15.1.5(ii), 6.1.2]).
If M is finitely generated and non zero, then M is generated in degree
regM ([BS98, 15.3.1]).
B) Let X := Proj(R) be the projective scheme induced by R. If M is
a R-module, we denote the induced quasi-coherent sheaf of OX-modules by
M˜ .
For i ∈ Z let R(i) be the shifted graded R-module with R(i)k = Ri+k for
all k ∈ Z. Define OX(i) := R˜(i). Let F be a sheaf of OX-modules. For i ∈ Z
let F(i) := F ⊗OX OX(i) denote the ith twist of F .
For i ∈ Z let H i(X,F) denote the ith Serre cohomology group of X with
coefficients in F, endowed with its natural K-vector space structure.
If F is coherent, then the K-vector space H i(X,F(k)) has finite dimen-
sion for any i ∈ N and k ∈ Z (cf. [Har93, III. 5.2(a)]). For i ∈ N we denote
by
hiX,F : Z→ N, k 7→ dimK H i(X,F(k))
the ith cohomological Hilbert function of (X,F).
Let m ∈ Z. The sheaf F is said to be m-regular if H i(X,F(k − i)) = 0
for all i > 0 and k ≥ m.
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The (Castelnuovo-Mumford) regularity of F is defined by
regF := inf {m ∈ Z | F is m-regular}.
If F is coherent, it holds regF <∞ (cf. [Har93, III. 2.7, 5.2(b)]).
If A is a commutative ring, set PnA := Proj(A[X0, . . . , Xn]). If T is a
scheme over K, let PnT denote the fiber product PnK ×Spec(K) T .
If a ⊂ S is a homogeneous ideal, then
a˜ = a˜sat and
⊕
k∈N
H0(PnK , a˜(k)) ∼= asat
(cf. [Har93, II. Ex. 5.10]).
Proposition 3.2 ([BS98, 12.4.2, 20.4.4], Serre-Grothendieck Corre-
spondence). Let R :=
⊕
i∈NRi be a homogeneous Noetherian ring and M




H0(X, M˜(k))→ H1R+(M)→ 0




∼=→ H i+1R+ (M)
for all i > 1. 
Proposition 3.3 ([BS98, 13.1.8], Graded flat base change). Let R :=⊕
i∈NRi be a homogeneous Noetherian ring, R
′
0 a flat Noetherian R0-algebra,
R′ := R ⊗R0 R′0 and M a graded R-module. Then there are homogeneous
isomorphisms of R′-modules
H iR+(M)⊗R R′
∼=→ H iR′+(M ⊗R R
′)
for all i > 1. 
Remark 3.4. We collect some consequences of the Serre-Grothendieck Cor-
respondence and graded flat base change. Let R :=
⊕
i∈NRi be a homoge-
neous Noetherian ring with R0 = K.
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A) Let M be a finitely generated graded R-module. Then
regM = sup {end (H0R+(M)), end (H1R+(M)) + 1, regF}.
B) Let a ⊂ S be a homogeneous ideal. Then H1S+(a) = asat/a and there-
fore, H0S+(S/a
sat) = 0. Hence for each k ∈ Z there is an exact sequence of
K-vector spaces
0→ (S/asat)k → H0(PnK , S˜/a(k))→ H1S+(S/asat)k → 0.
It holds H iS+(S) = 0 for i 6= n + 1; and Hn+1S+ (S/a) 6= 0 if and only if a 6= 0
(cf. [BS98, 6.1.2, 6.2.7]). The assumption n > 0 implies H1S+(S) = 0, hence
there is an exact sequence
0→ H1S+(S/a)→ H2S+(a)→ H2S+(S).




PnK ,gS/a − hS/asat .
C) Let F a coherent sheaf of OProj(R)-modules. Let R′0 be a field extension
of K, let R′ := R ⊗R0 R′0, and let f : Proj(R′) → Proj(R) be the canonical
morphism. Then hiProj(R),F = h
i
Proj(R′),f∗F for all i ∈ N.
Definition and Remark 3.5. Let R :=
⊕
i∈NRi be a homogeneous Noethe-
rian ring with R0 = K, X := Proj(R), and let F be a coherent sheaf of OX-
modules. Then there exists a polynomial p ∈ Q[t], the Hilbert polynomial of




(−1)i dimK H i(X,F(m))
for all m ∈ Z, it holds p(m) = dimK H0(X,F(m)) = h0X,F(m) for all m ≥
reg(F) (cf. [Har93, III. Ex. 5.2]).
If R = S and if F = M˜ is induced by a finitely generated graded S-
module M , then the Hilbert polynomial of F is the same as the Hilbert
polynomial of M .
Proposition 3.6. Let p ∈ Q[t] be an admissible Hilbert polynomial.
a) [Spe30, 6.] There exist s ∈ N with 0 ≤ s < n and b0, . . . , bs ∈ N with
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b) [Got78, 2.9] Let s, b0, . . . , bs ∈ N be as in part a). Let I ⊂ OPnK be a
coherent ideal sheaf with Hilbert polynomial p. Then I is bs-regular.
c) Let s, b0, . . . , bs ∈ N be as in part a). Then every saturated homoge-
neous ideal in S with Hilbert polynomial p is generated in degree bs.
Proof. c) Let a ⊂ S be a saturated homogeneous ideal with Hilbert polyno-
mial p, and let I := a˜ ⊂ OPnK be the ideal sheaf induced by a. Then I is
bs-regular. Since a is saturated, H
0
R+
(a) = H1R+(a) = 0. Thus the regularity
of a is reg a = sup {end(H0R+(a)), end(H1R+(a)) + 1, reg I} = reg I ≤ bs. It
follows that the ideal a is generated in degree bs (cf. 3.1 A)).
3.2 The Hilbert scheme HilbpK
An introduction to Hilbert schemes in a general setting can be found in
[Gro61]. As a more elementary introduction we recommend [Str96].
Notation 3.7. Let Set denote the category of sets, AlgK the category of
Noetherian K-algebras and SchK the category of locally Noetherian schemes
over K.
If T is a scheme, ι : U ↪→ T an open subscheme and F a sheaf on T , we
write FU := ι∗F for the restriction of F on U .
If T is a K-scheme, define the twisting sheaf OPnT (1) := pi∗(OPnK (1)), where
pi : PnT → PnK is the canonical morphism.
Let R be a graded ring, and M a graded R-module. If p ⊂ R is a prime
ideal, setM[p] := (
⋃
i∈ZRi\p)−1M . The 0th component of this graded module
is denoted by M(p) := (M[p])0.
Remark 3.8. Let f : A → B be a homomorphism of K-algebras and let
ι : PnB → PnA denote the induced morphism of schemes. Let M be a graded
A[X0, . . . , Xn]-module and m ∈ Z. Then
ι∗(M˜(m)) ∼= M˜ ⊗A B(m)
(cf. [EGA II, 2.8.11]).
Lemma 3.9. a) ([EGA I, 0.5.7.4]) Let X → Y be a morphism of schemes
and 0 → F → G → H → 0 an exact sequence of OX-modules. If H is flat
over Y , then G is flat over Y if and only if F is flat over Y .
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b) Let Y be a Noetherian scheme and F a coherent sheaf of OPnY -modules,
flat over Y . Then for each m ∈ Z the twisted sheaf F(m) is flat over Y .
c) Let R :=
⊕
i∈NRi be a graded ring and M a graded R-module. Let
X := Proj(R), Y := Spec(R0) and f : X → Y the canonical morphism of
schemes. If M is flat over R0, then M˜ is flat over Y .
Proof. b) Let f : PnY → Y be the canonical morphism. By [EGA III, 7.9.14]
the sheaf F is flat over Y if and only if the direct image sheaf f∗(F(m)) is a
locally free OY -module for all mÀ 0.
c) A sheaf F of OX-modules is flat over Y if the stalks Fx are flat over
OY, f(x) for all x ∈ X. Hence the induced sheaf of OX-modules M˜ is flat over
Y if and only if M(p) is flat over (R0)p∩R0 for all p ∈ Proj(R) (cf. [Har93,
II. 5.11]). Now assume that M is flat over R0. Let p ∈ Proj(R) and q :=
p ∩ R0. Then Mp is flat over (R0)q. Observe that there are inclusions of
(R0)q-modules N(p) ⊂ N[p] ⊂ Np for any graded R-module N . Let V be a
(R0)q-module. Then M[p] ⊗(R0)q V = R[p] ⊗R M ⊗(R0)q V = (M ⊗(R0)q V )[p]
and M(p) ⊗(R0)q V = (M[p] ⊗(R0)q V )0. We deduce that M(p) ⊗(R0)q V ⊂
M[p] ⊗(R0)q V ⊂ Mp ⊗(R0)q V, and it follows easily that M(p) is flat over
(R0)q.
Notation and Remark 3.10. Let X → Y be a morphism of schemes
over K, let y ∈ Y , and let F be a sheaf of OX-modules. Let κ(y) denote the
residue field of y on Y . Let κ(y) ⊂ k be a field extension and ι : Spec(k)→ Y
the canonical morphism of schemes. We write Fk := (ι′)∗F for the inverse
image of F by the induced morphism ι′ : X ×Y Spec(k)→ X.
Now let X := PnY . If Y is Noetherian, then X is also Noetherian. If Y
is locally Noetherian and F is coherent on X, then X ×Y Spec(k) = Pnk ,
and Fk is a coherent OPnk -module (cf. [EGA I, 3.3.1]). By flat base change it




,Fκ(x) for all i ∈ N (cf. Remark 3.4 C)). In particular the
Hilbert polynomials of Fκ(y) and of Fk are identical. The Hilbert polynomial
of Fκ(y) is denoted by pF, y.
Proposition 3.11 ([Har66, 1.2]). Let Y be a locally Noetherian scheme
and F a coherent sheaf of OPnY -modules. If F is flat over Y , then the function
Y → Q[t], y 7→ pF, y is locally constant on Y . The converse is true if Y is
integral.
Definition and Remark 3.12. If T is a locally Noetherian scheme over K
and if p ∈ Q[t] is a polynomial, let HilbpK(T ) denote the set of all coherent
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quotient sheaves F of OPnT which are flat over T such that pF ,x = p for all
x ∈ T .
Let p ∈ Q[t] be a polynomial. Define the polynomial q ∈ Q[t] by q(t) :=(
t+n
n
)−p(t). If a is a homogeneous ideal of S with Hilbert polynomial q, then
the quotientOPnK /a˜ has Hilbert polynomial p and is flat over Spec(K). On the
other hand the kernel of a morphism of coherent sheaves over a Noetherian
scheme is coherent (cf. [Har93, II. 5.7]). Hence there is a bijection
{a ⊂ S | a is a saturated homogeneous idealwith Hilbert polynomial q } ∼= HilbpK(Spec(K)).
If f : T ′ → T is a morphism of locally Noetherian schemes over K,
f ′ : PnT ′ → PnT the induced morphism and F a coherent quotient sheaf of OPnT
which is flat over T , then (f ′)∗F is a coherent quotient sheaf of OPn
T ′
, flat over
T ′, and it holds p(f ′)∗F, x = pF, f(x) for all x ∈ T ′ (cf. [Har93, II, 5.8; III, 9.2],
[EGA I, 3.3.1] and 3.10). Therefore, there is a map
HilbpK(f) : Hilb
p
K(T )→ HilbpK(T ′), F 7→ (f ′)∗F .
Thus, we have defined a contravariant functor HilbpK : SchK → Set, the
Hilbert functor.
Grothendieck showed in [Gro61] that the Hilbert functor is representable
by a projective scheme HilbpK , the Hilbert scheme. We denote the representing
natural equivalence of functors by ψHilb : MorSchK (•, HilbpK)→ HilbpK .









the so-called universal sheaf. Then for all morphisms g ∈ MorSchK (T, HilbpK)
ψHilb(T )(g) = Hilb
p
K(g)(Hilb).
The universal sheaf has the following property: For any locally Noetherian
scheme X over K and for any F ∈ HilbpK(X) there is a unique morphism of
schemes f : X → HilbpK such that F = HilbpK(f)(Hilb).
3.3 Connectedness by Gro¨bner deformations
To prove the connectedness of the Hilbert scheme one uses the standard
argument that two points, connected by a Gro¨bner deformation, are linearly
connected. In this section we prove an analogue for certain subsets of the
Hilbert scheme.
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Notation 3.13. If X is a scheme, let m(X) denote the set of closed points
of X with the induced topology.
Remark and Notation 3.14. Let K be algebraically closed and p ∈ Q[t]
a polynomial.
A) Since HilbpK is of finite type over K, each closed point of Hilb
p
K has
residue field K. Hence, there is a bijection
ι : m(HilbpK)→ MorSchK (Spec(K), HilbpK).
Let γ : m(HilbpK) → HilbpK(Spec(K)) denote the composition of ι and
ψHilb(Spec(K)) : MorSchK (Spec(K), Hilb
p
K) → HilbpK(Spec(K)). If x ∈
m(HilbpK), set
F (x) := γ(x).
B) Define the polynomial q ∈ Q[t] by q(t) := (t+n
n
)− p(t). Assume that q
is admissible. Let I be the set of all saturated homogeneous ideals of S with
Hilbert polynomial q. By Proposition 3.6 and Remark 3.5 we may choose
an integer b ∈ N such that any ideal a ∈ I has the following properties: a is
generated in degree b and ha(i) = q(i) for all i ≥ b.
Let Ip := {a≥b | a ∈ I}. Then there is a bijection
δ : Ip → m(HilbpK), a 7→ γ−1(OPnK /a˜).
C) Let a ∈ Ip, let g ∈ Gl(n+1, K) and let τ be a term order of T. Choose
b ∈ {g(a), inτ a}. Then ha = hb (cf. Lemma 1.13) and therefore, bsat ∈ I. By
our choice of b we have hbsat(i) = q(i) = ha(i) = hb(i) for all i ≥ b, whence
(bsat)≥b = b≥b = b. This shows that b ∈ Ip.
Definition 3.15. Let K be algebraically closed and p ∈ Q[t] a polynomial.
A subset W ⊂ m(HilbpK) is called closed under isomorphisms if for each
w ∈ W and for each x ∈ m(HilbpK) the following holds:
If F (x) and F (w) are isomorphic as OPnK -modules, then x ∈ W .
Remark 3.16. Let F , G : SchK → Set be two contravariant representable
functors such that there exists a natural transformation η : F ′ → G′, where
the covariant functors F ′, G′ : AlgK → Set are defined by F ′ := F ◦ Spec
and G′ := G ◦ Spec. Then there exists a natural transformation η¯ : F → G
such that η¯(Spec(A)) = η(A) for all Noetherian K-algebras A.
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Definition and Remark 3.17. The general linear group over K is defined
by GlnK := Spec(K[Yij | 0 ≤ i < n, 0 ≤ j < n]det([Yij |0≤i<n, 0≤j<n])). The
set of all invertible n× n matrices with entries in a K-algebra A is denoted
by Gl(n,A). We consider the contravariant functor GlnK : SchK → Set,
T  Gl(n,OT (T )) which sends each K-scheme to the set of all invertible
n× n matrices with entries in the global sections of its structure sheaf. We
identify GlnK(Spec(A)) = Gl(n,A) for any K-algebra A. The functor Gl
n
K is
represented by the pair (GlnK , [Yij | 0 ≤ i < n, 0 ≤ j < n]). This means that
there exists a natural equivalence of functors
ψGl : MorSchK (•, GlnK)→ GlnK
such that the map ψGl(Gl
n




K) → GlnK(GlnK) sends the
identity morphism idGlnK to the matrix [Yij | 0 ≤ i < n, 0 ≤ j < n].
Definition and Remark 3.18. Let K[z] be a polynomial ring over K in
one indeterminate. The affine line over K is defined by A1K := Spec(K[z]).
We consider the contravariant functor A1K : SchK → Set, T  OT (T ) which
sends each K-scheme to the set of global sections of its structure sheaf.
We identify A1K(Spec(A)) = A for any K-algebra A, in particular we have
A1K(A1K) = K[z]. The functor A
1
K is represented by the pair (A1K , z). This
means that there exists a natural equivalence of functors
ψA1 : MorSchK (•, A1K)→ A1K
such that the map ψA1(A1K) : MorSchK (A1K , A1K)→ A1K(A1K) sends the iden-
tity morphism idA1K to the indeterminate z.
Proposition 3.19. Let K be algebraically closed, p ∈ Q[t] a polynomial,
W ⊂ m(HilbpK) a topological subspace, closed under isomorphisms, and a ∈ Ip
such that x := δ(a) ∈ W .
a) Let g ∈ Gl(n + 1, K). Then y := δ(g(a)) ∈ W , and x and y lie in the
same connected component of W .
b) Let τ be a term order of T. If y := δ(inτ a) ∈ W , then x and y lie in
the same connected component of W .
Proof. a) Since the general linear group Gln+1K acts on the Hilbert scheme
HilbpK by linear transformation of coordinates, there is a natural transfor-
mation ζ : Gln+1K → HilbpK such that ζ(Spec(A))(h) = OPnA /(h(a ⊗KA))∼
for any K-algebra A and all h ∈ Gl(n + 1, A). In particular, we have
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ζ(Spec(K))(h) = F (δ(h(a))) for all h ∈ Gl(n+ 1, K). Since F (δ(a)) ∼= F (δ(h(a)))
for all h ∈ Gl(n+ 1, K) and since W is closed under isomorphisms, we have
δ(h(a)) ∈ W for all h ∈ Gl(n+ 1, K).
By the Lemma of Yoneda (see for example [Eis95, A5.1]) there is a unique
morphism of K-schemes ζ : Gln+1K → HilbpK such that the diagram
MorSchK (•, Gln+1K )










Let A := K[Yij | 0 ≤ i ≤ n, 0 ≤ j ≤ n]det([Yij |0≤i≤n, 0≤j≤n]). For each
h = [hij | 0 ≤ i ≤ n, 0 ≤ j ≤ n] ∈ Gl(n + 1, K) define the maximal A-ideal
ph := 〈{Yij − hij | 0 ≤ i ≤ n, 0 ≤ j ≤ n}〉A and the morphism of K-algebras
λh : A→ K with λh(Yij) = hij for all 0 ≤ i ≤ n and 0 ≤ j ≤ n.
Claim: ζ(ph) = δ(h(a)) for all h ∈ Gl(n+ 1, K).
Let h ∈ Gl(n + 1, K). Since ι(ζ(ph)) = ζ ◦ Spec(λh), we have to show

























we verify indeed that
ψHilb(Spec(K))(ζ ◦ Spec(λh))
= (ψHilb(Spec(K)) ◦Mor(Spec(K), ζ) ◦Mor(Spec(λh), Gln+1K ))(idGln+1K )
= (ζ(Spec(K)) ◦Gln+1K (Spec(λh)) ◦ ψGl(Gln+1K ))(idGln+1K )
= ζ(Spec(K))(Gln+1K (Spec(λh))([Yij | 0 ≤ i ≤ n, 0 ≤ j ≤ n]))
= ζ(Spec(K))(h) = F (δ(h(a))) = ψHilb(Spec(K))(ι(δ(h(a)))).
Hence, the image of the closed points of Gln+1K by the map ζ lies in W
and the points δ(a) and δ(g(a)) lie in this image. Because K is supposed to
be algebraically closed, the set of closed points of Gln+1K is homeomorphic to
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an irreducible algebraic variety (cf. [Har93, II. 2.6]), and the statement a)
follows.
b) Choose ω ∈ Zn+1 such that inτ a = inω a (cf. Proposition 1.18). In the
sequel we make use of the notations of 1.14. For a ∈ K it holds
〈βaω(a)〉S =
{
a, if a = 1;
inω a, if a = 0.
Let ι : K → K[z] denote the canonical inclusion homomorphism and
set b := 〈βι,zω (a)〉K[z][X0,...,Xn]. By Proposition 1.19, the canonical homomor-
phism of rings K[z] → K[z][X0, . . . , Xn]/b is flat. Hence, F := OPn
K[z]
/b˜ is
flat over Spec(K[z]) (Lemma 3.9). By Proposition 3.11 the Hilbert poly-
nomial p′ := pF ,y ∈ Q[t] of F is constant in y ∈ Spec(K[z]), whence
F ∈ Hilbp′K(Spec(K[z])).
For any K-algebra A and any a ∈ A let ϕAa : K[z] → A denote the
homomorphism of K-algebras given by ϕAa (z) = a. For each Noetherian
K-algebra A we define the map
η(A) : A1K(Spec(A))→ Hilbp
′





Let g : A → B be a homomorphism of Noetherian K-algebras and a ∈ A.




























commutes. Hence, η : A1K ◦Spec→ Hilbp
′
K ◦ Spec is a natural transformation,
and by Remark 3.16 there is a natural transformation η : A1K → Hilbp
′
K such
that η(Spec(A)) = η(A) for any Noetherian K-algebra A.
Let a ∈ K. By means of ϕKa : K[z] → K, K is a K[z]-algebra. Using
Lemma 1.15, (K[z][X0, . . . , Xn]/b) ⊗K[z] K = S/〈βaω(a)〉S as quotients of S.
Bearing in mind Remark 3.8, we compute
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= (K[z][X0, . . . , Xn]/b⊗K[z] K)∼
= (S/〈βaω(a)〉S)∼
= OPnK /(〈βaω(a)〉S)∼ ∈ Hilbp
′
K(Spec(K)).
Using the fact that 〈β1ω(a)〉S = a, we get in particular p′ = p.
If a ∈ K∗ is a unit, then by Remark 1.16 it holds F (δ(a)) ∼= F (δ(〈βaω(a)〉S)).
Since W is closed under isomorphisms and δ(a), δ(inτ a) ∈ W , it follows that
δ(〈βaω(a)〉S) ∈ W for all a ∈ K.
Let η : A1K → HilbpK be the unique morphism of K-schemes such that the
diagram
MorSchK (•, A1K)









commutes. Arguing as in the proof of part a) we see that the image of the
connected set of closed points of A1K under the map η lies in W and the
points x and y lie in this image.
Corollary 3.20. Let K be algebraically closed, p ∈ Q[t] a polynomial and
W ⊂ m(HilbpK) a topological subspace, closed under isomorphisms. If for all
points x, y ∈ W there is a connecting sequence in δ−1(W ) from δ−1(x) to
δ−1(y), then W is connected. 
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by bounding the cohomology functions of the points of HilbpK (see the defi-











are connected. It remains an open question whether Hilbp,fK and Hilb
p,f ,≤f
K
are connected or not (s. 3.31).
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Lemma 3.21. Let X be a scheme over K, x ∈ X and F a coherent sheaf of
OPnX -modules. Then F(m)κ(x) ∼= Fκ(x)(m) for all m ∈ Z.
Proof. Let c : Spec(κ(x)) → X denote the canonical inclusion morphism.
Let U = Spec(A) be an affine open neighbourhood of x in X. Let b : U → X
denote the inclusion. Hence, there is a morphism of K-algebras f : A→ κ(x)
such that c = b◦Spec(f). Let γ : Pnκ(x) → PnX , β : PnU → PnX and α : Pnκ(x) → PnA
denote the morphisms induced by c, b and Spec(f), respectively.





β∗H for all sheaves of OPnX -modules G and
H. Therefore, β∗(F(m)) = β∗(F ⊗OPn
X




OPnU (m) = (β∗F)(m) for all m ∈ Z.
Since β∗F is a coherent sheaf on PnA , there is a graded A[X0, . . . , Xn]-
module M such that β∗F = M˜ . Let m ∈ Z. By Remark 3.8 it holds
α∗((β∗F)(m)) = α∗(M˜(m)) ∼= ˜M⊗Aκ(x)(m) ∼= (α∗M˜)(m) = (α∗(β∗F))(m).
It follows that F(m)κ(x) = γ∗(F(m)) = α∗(β∗(F(m))) ∼= α∗((β∗F)(m)) ∼=
(α∗(β∗F))(m) = (γ∗F)(m) = Fκ(x)(m).
Notation and Remark 3.22. A) Let p ∈ Q[t] be a polynomial, T a lo-
cally Noetherian scheme over K, F ∈ HilbpK(T ), y ∈ T and i ∈ N. Let
J be the kernel of the induced quotient OPn
κ(y)
→ Fκ(y). Then J is coher-













→ Hilb. Then I is coherent.
Let x ∈ HilbpK . Using the notation of 3.1 B), define the following maps
from Z to N:






















hF ,y := hκ(y)[X0,...,Xn]/IF,y hx := hHilb,x = hκ(x)[X0,...,Xn]/IHilb,x
B) Use the same notations as above. By Lemma 3.21, Hilbκ(x)(m) ∼=





58 3 HILBERT FUNCTION STRATA
for all m ∈ Z. Since Hilb is flat over HilbpK and coherent on PnHilbpK , the
sequence
0→ Iκ(x) → OPn
κ(x)
→ Hilbκ(x) → 0
is exact, whence













for all m ∈ Z.
C) Use the same notations as in A). Let f : T → HilbpK be such that
HilbpK(f)(Hilb) = F (cf. 3.12), and let f ′ : PnT → PnHilbpK be the induced
morphism. Then the sequence
0→ ((f ′)∗(I))κ(y) → OPn
κ(y)
→ HilbpK(f)(Hilb)κ(y) → 0
is exact. Therefore,
J = ((f ′)∗(I))κ(y) = Iκ(f(y)), IF ,y = IHilb,f(y), hF ,y = hf(y), h¯iF ,y = h¯if(y).
In particular, if g : T ′ → T is a morphism of locally Noetherian schemes over
K and y′ ∈ T ′, then







Definition 3.23. Let Y be a topological space. A map h : Y → Z is called
upper semicontinuous if {y ∈ Y | h(y) ≥ i} is a closed subset of Y for all
i ∈ Z.
Proposition 3.24 ([Har93, III. 12.8], Semicontinuity Theorem). Let
X → Y be a projective morphism of Noetherian schemes, and let F be a
coherent sheaf of OX-modules which is flat over Y . Then for each i ∈ N, the
map





Corollary 3.25. Let p ∈ Q[t] be a polynomial. Let f : Z→ N be a function
and i ∈ N. Then
{x ∈ HilbpK |hix ≥ f}, {x ∈ HilbpK |h¯ix ≥ f}, {x ∈ HilbpK |hx ≤ f}
are closed subsets of HilbpK and {x ∈ HilbpK |hx = f} ⊂ {x ∈ HilbpK |hx ≤ f}
is open.
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→ Hilb. Now, Pn
HilbpK
→ HilbpK is a projective
morphism of Noetherian schemes, and for each m ∈ Z the twisted sheaves




-modules, flat over HilbpK

















)− dimκ(x)H0(PnHilbpK ×HilbpK Spec(κ(x)), I(m)κ(x)).
We conclude by Proposition 3.24 that the sets {x ∈ HilbpK |hix(m) ≥ f(m)},
{x ∈ HilbpK |h¯ix(m) ≥ f(m)} and {x ∈ HilbpK |hx(m) ≤ f(m)} are closed
subsets of HilbpK . Hence
{x ∈ HilbpK |hix ≥ f} =
⋂
m∈Z
{x ∈ HilbpK |hix(m) ≥ f(m)},
{x ∈ HilbpK |h¯ix ≥ f} =
⋂
m∈Z
{x ∈ HilbpK |h¯ix(m) ≥ f(m)},
{x ∈ HilbpK |hx ≤ f} =
⋂
m∈Z
{x ∈ HilbpK |hx(m) ≤ f(m)}
are closed subsets of HilbpK .
Define the polynomial q ∈ Q[t] by q(t) := (t+n
n
) − p(t). Using the fact
that the Hilbert polynomial pI,x = q is independent of the point x ∈ HilbpK ,
there is an integer m0 ∈ N such that Iκ(x) is m0-regular for all x ∈ HilbpK by




) − q(m) for all m ≥ m0
and all x ∈ HilbpK (cf. 3.5). Assume that the set {x ∈ HilbpK |hx = f} is not
empty. Then f(m) = 0 for all m < 0 and f(m) = p(m) for all m ≥ m0.
Therefore,
{x ∈ HilbpK |hx=f} = {x ∈ HilbpK |hx≤f} \
m0−1⋃
m=0
{x ∈ HilbpK |hx(m)<f(m)}
is an open subset of {x ∈ HilbpK |hx ≤ f}.
Remark 3.26. A) [EGA I, 4.6.1] Let X be a scheme. For any locally closed
subset Y of X there is a unique reduced subscheme Yred of X such that the
underlying topological space of Yred is Y .
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B) Let X be a reduced scheme, f : X → Y a morphism of schemes and
Z a locally closed subscheme of Y with canonical morphism j : Z → Y . If
f(x) ∈ Z for all x ∈ X, then there exists a factorising morphism f ′ : X → Z
such that j ◦ f ′ = f . (If Z is closed, this is proved in [EGA I, 4.6.2], if Z is
open, then the statement holds even if X is not reduced (cf. [EGA I, 4.2.2
and 4.1.6])).
C) As a consequence, if X and Y are reduced schemes over a scheme S,
then (X ×S Y )red is the fibred product of X and Y over S in the category of
reduced schemes.
Definition and Remark 3.27. Let SchredK denote the category of reduced
locally Noetherian schemes over K. Let p ∈ Q[t] be a polynomial, f : Z→ N
a function and f = (fi)i∈N a sequence of functions fi : Z→ N.
A) If T is a locally Noetherian scheme over K, set
Hilbp,fK (T ) := {F ∈ HilbpK(T ) | hiF ,x ≥ fi ∀i ∈ N ∀x ∈ T},
Hilbp,f ,≤fK (T ) := {F ∈ Hilbp,fK (T ) | hF, x ≤ f ∀x ∈ T},
Hilbf,fK (T ) := {F ∈ Hilbp,fK (T ) | hF, x = f ∀x ∈ T},
¯Hilb
p,f
K (T ) := {F ∈ HilbpK(T ) | h¯iF ,x ≥ fi ∀i ≥ 1 ∀x ∈ T},
¯Hilb
p,f ,≤f
K (T ) := {F ∈ ¯Hilbp,fK (T ) | hF, x ≤ f ∀x ∈ T},
¯Hilb
f,f
K (T ) := {F ∈ ¯Hilbp,fK (T ) | hF, x = f ∀x ∈ T}.
If g : T ′ → T is a morphism of locally Noetherian schemes over K, F ∈
HilbpK(T ) and x ∈ T ′, then κ(x) is a field extension of κ(g(x)), and
hiPn
κ(x)




,Fκ(g(x)) for all i ∈ N (cf. Remark 3.4 C)). Hence,
if F ∈ Hilbp,fK (T ), then HilbpK(g)(F) ∈ Hilbp,fK (T ′). Therefore, there is a
map
Hilbp,fK (g) : Hilb
p,f
K (T )→ Hilbp,fK (T ′), F 7→ HilbpK(g)(F).
Thus, we have defined a contravariant subfunctor
Hilbp,fK : SchK → Set
of the Hilbert functor HilbpK .
Moreover, if g : T ′ → T is a morphism of locally Noetherian schemes over
K, F ∈ Hilbp,fK (T ) and x ∈ T ′, then hHilbpK(g)(F),x = hF ,g(x) (cf. 3.22 C)).
Therefore, we may define the contravariant subfunctors
Hilbp,f ,≤fK : SchK → Set, Hilbf,fK : SchK → Set
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of Hilbp,fK in the same way. Similarly, there are contravariant subfunctors
¯Hilb
p,f
K : SchK → Set, ¯Hilbp,f ,≤fK : SchK → Set, ¯Hilbf,fK : SchK → Set.
Restricting these functors to the full subcategory of reduced locally Noe-
therian schemes over K we get functors
Hilbp,fK : SchredK → Set, ¯Hilbp,fK : SchredK → Set,
Hilbp,f ,≤fK : SchredK → Set, ¯Hilbp,f ,≤fK : SchredK → Set,
Hilbf,fK : SchredK → Set, ¯Hilbf,fK : SchredK → Set.
B) Define the sets
Hilbp,fK := {x ∈ HilbpK | hix ≥ fi ∀i ∈ N},
Hilbp,f ,≤fK := {x ∈ Hilbp,fK | hx ≤ f},
Hilbf,fK := {x ∈ Hilbp,fK | hx = f},
¯Hilb
p,f
K := {x ∈ HilbpK | h¯ix ≥ fi ∀i ≥ 1},
¯Hilb
p,f ,≤f
K := {x ∈ ¯Hilbp,fK | hx ≤ f},
¯Hilb
f,f
K := {x ∈ ¯Hilbp,fK | hx = f}




{x ∈ HilbpK | hix ≥ fi}
is a closed subset of HilbpK , Hilb
p,f ,≤f





is an open subset of Hilbp,f ,≤fK . We endow these sets with the reduced induced





K and a locally closed reduced subscheme
¯Hilb
f,f
K of the Hilbert
scheme.
Proposition 3.28. Let p ∈ Q[t] be a polynomial, f : Z→ N a function and














K : SchredK → Set
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Proof. Let Hilb ∈ HilbpK(HilbpK) be the universal sheaf and j : Hilbp,fK →
HilbpK the inclusion morphism. If g : T → HilbpK is a morphism of locally
Noetherian schemes over K, and if x ∈ T , then κ(x) is a field extension









that HilbpK(g)(Hilb) ∈ Hilbp,fK (T ) if and only if g(x) ∈ Hilbp,fK for all x ∈ T .
If T is reduced, then by Remark 3.26 B), HilbpK(g)(Hilb) ∈ Hilbp,fK (T ) if and
only if there exists a factorising morphism of schemes g′ : T → Hilbp,fK such
that g = j ◦ g′.
Define the natural transformation
ψHilbf : MorSchK (•, Hilbp,fK )→ Hilbp,fK
by
ψHilbf (T ) : MorSchK (T, Hilb
p,f
K )→ Hilbp,fK (T ), g 7→ Hilbp,fK (j ◦ g)(Hilb)
for each locally Noetherian K-scheme T .





















Now assume that T is reduced. Let F ∈ Hilbp,fK (T ). Let g : T → HilbpK be
the unique morphism such that ψHilb(T )(g) = F . Since HilbpK(g)(Hilb) =
ψHilb(T )(g) = F ∈ Hilbp,fK (T ), g factorises through j. In this way we
have proven that ψHilbf (T ) is bijective. It follows that the functor Hilb
p,f
K :
SchredK → Set is represented by the pair (Hilbp,fK , HilbpK(j)(Hilb)).
Moreover, we have hF ,x = hg(x) for all x ∈ T by 3.22 C). Hence, if T
is reduced, then g : T → Hilbp,fK factorises through Hilbp,f ,≤fK or Hilbf,fK if
and only if F = Hilbp,fK (g)(Hilb) is an element of Hilbp,f ,≤fK (T ) or Hilbf,fK (T ),
respectively. Thus, we may define representing natural equivalences
ψHilbf ,≤f : MorSchredK (•, Hilb
p,f ,≤f
K )→ Hilbp,f ,≤fK ,




The remaining statements are proved similarly using the last equation of
3.22 C).
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Remark 3.29. A) Let C be a category with fibred products. For an object
Y of C let CY denote the category of objects and morphisms over Y . Let
Y ′ → Y be a morphism of C turning CY ′ into a subcategory of CY . Let
F : CY → Set be a contravariant functor, representable by an Y -object X.
Let F CY ′ : CY ′ → Set denote the restricted functor, defined by F CY ′ (T ) =
F (T ) for all objects T of CY ′ . Then F CY ′ is representable by X ×Y Y ′
([EGA I, 0.1.3.10]).
B) Let p ∈ Q[t] be a polynomial, f : Z → N a function and f = (fi)i∈N
a sequence of functions fi : Z → N. Let XK be one of the six reduced
subschemes of HilbpK defined in 3.27 B). Let K ⊂ k be a field extension.
Then, by Remark 3.26 C), it holds Xk ∼= (XK ×Spec(K) Spec(k))red.
We now put together all previous results and prove our main Theorem:
Theorem 3.30. Assume that the field K is of characteristic zero. Let p ∈
Q[t] be a polynomial, f : Z → N a function and f = (fi)i∈N a sequence of









K . So it suffices to prove our state-






K . Let XK ∈






K by XK .
If k is the algebraic closure of K, then by Remark 3.29 it holds Xk ∼=
(XK ×Spec(K) Spec(k))red. If XK were not connected, then also Xk were not
connected. Hence, we may assume that K is algebraically closed.
In a scheme, any non-empty closed subset contains a closed point. There-
fore, it suffices to show that m(XK) is connected.
In what follows we use the notations of 3.14. Since K is algebraically
closed, m(XK) is in bijection with the set MorSchK (Spec(K), XK), whence
m(XK) is a subset of m(Hilb
p
K). Notice that m(XK) is closed under isomor-
phisms.
We claim that for any two points x, y ∈ W := m(XK) there is a con-
necting sequence from δ−1(F (x)) to δ−1(F (y)) in δ−1(W ). Then our Theorem
follows from Corollary 3.20.
We assume that 0 /∈ Ip, because otherwise HilbpK has only one closed
point. Let a ∈ Ip. It follows from the Serre-Grothendieck Correspondence
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(Proposition 3.2) that
hiPnK,OPnK /ea = hi+1S/a for all i ≥ 1,
h0PnK,OPnK /ea = h1S/a + hS/asat ,
hiPnK,ea = hiS/a for all 1 ≤ i < n,
hnPnK,ea = hnS/a + hn+1S
(cf. Remark 3.4 B)). Hence, the following equalities hold:
δ−1(W ) = {a ∈ Ip | hS/asat = f, h1S/a ≥ f0 − f, hiS/a ≥ fi−1 ∀ i ≥ 2}
if XK = Hilb
f,f
K ,
δ−1(W ) = {a ∈ Ip | hS/asat ≤ f, hnS/a ≥ fn − hn+1S , hiS/a ≥ fi ∀ 1 ≤ i < n}
if XK = ¯Hilb
p,f ,≤f
K ,
δ−1(W ) = {a ∈ Ip | hS/asat = f, hnS/a ≥ fn − hn+1S , hiS/a ≥ fi ∀ 1 ≤ i < n}
if XK = ¯Hilb
f,f
K .
The claim now follows from Corollary 2.30 and Theorem 2.31.
Question 3.31. It is still an open problem whether the space Hilbp,f ,≤fK is
connected or not. To formulate the problem, we use the notations of the
previous proof: Let W := m(Hilbp,f ,≤fK ). If a, b ∈ Ip are two consecutive
elements of a connecting sequence in δ−1(W ) coming from the algorithm
described in Proposition 2.8, then h1S/a ≤ h1S/b and hS/asat ≥ hS/bsat (or vice
versa). But it is not a priori clear that
h0PnK,OPnK /ea = h1S/a + hS/asat ≤ h1S/b + hS/bsat = h0PnK,OPnK /eb.
The evidence of hundreds of examples up to dimension n = 5 suggests
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