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“Divide each of the difficulties under examination into as many parts as possible, and
as might be necessary for its adequate solution”
Rene´ Descartes

UNIVERSITAT POLITE`CNICA DE VALE`NCIA
Resumen
Departamento de Sistemas Informa´ticos y Computacio´n
Ma´ster Universitario en Computacio´n Paralela y Distribuida
Estudio e Implementacio´n en GPU de un Algoritmo de Eliminacio´n de
Ruido en Imagen Me´dica
por Est´ıbaliz Parcero Iglesias
Una de las tareas cruciales de la informa´tica dentro de la imagen me´dica es la de la
aplicacio´n de algoritmos para la reduccio´n de ruido ya que el ruido en una imagen
me´dica puede dificultar un diagno´stico preciso.
En este trabajo se implementa el filtro Fuzzy Peer Group Averaging (Fuzzy PGA), que
ha mostrado buenos resultados en ima´genes a color, y se adapta para su utilizacio´n en
mamogramas.
Para configurar correctamente el filtro se ha realizado un experimento multiparame´trico
utilizando infraestructura grid. Tras ello se ha comprobado que la eficacia de la te´cni-
ca implementada es adecuada mediante un estudio comparativo. Mediante este estudio
Fuzzy PGA ha demostrado ser ma´s eficaz que otras te´cnicas al obtener mayores puntua-
ciones de PSNR (Peak Signal to Noise Ratio). Por u´ltimo se ha realizado un estudio de
estabilidad de la te´cnica demostrando que se comporta correctamente con independencia
a las caracter´ısticas del mamograma.
Otro aspecto importante de los filtros es la eficiencia temporal, para lograrla se ha
implementado una segunda versio´n de la te´cnica utilizando programacio´n paralela en
GPU. Logrando un speedup de hasta 12 unidades.
El filtro Fuzzy PGA ha obtenido buenos resultados en eficacia, estabilidad y eficiencia,
demostrando ser un buen candidato para ser empleado como filtro en imagen me´dica.

UNIVERSITAT POLITE`CNICA DE VALE`NCIA
Abstract
Departamento de Sistemas Informa´ticos y Computacio´n
Ma´ster Universitario en Computacio´n Paralela y Distribuida
Estudio e Implementacio´n en GPU de un Algoritmo de Eliminacio´n de
Ruido en Imagen Me´dica
por Est´ıbaliz Parcero Iglesias
One of the main tasks of computer science in medical imaging is the design and ap-
plication of denoising algorithms, as noise in medical images can led to an imprecise
diagnostic.
In this work, the filter Fuzzy Peer Group Averaging (Fuzzy PGA), which has shown
good results in conventional colour images, has been implemented and adapted to its
use with mammograms.
First of all, a multiparametric experiment has been conducted in order to configure the
implemented filter. Secondly, the performance has been evaluated in terms of efficacy,
through a comparative study. This study shows that Fuzzy PGA performs better than
other techniques, since it obtains better scores of PSNR (Peak Signal to Noise Ratio).
Lastly, a stability study has been performed to demonstrate this technique shows an
adequate behaviour regardless the properties in the mammogram.
Another critical point in the implementation of a new filter is the efficiency, to achieve it,
another version of the filter has been implemented using parallel computation in GPU.
Reaching a speed up of 12 units.
The Fuzzy PGA filter has obtained good results in efficacy, stability, and efficiency,
proving to be an excellent candidate to be employed in medical image.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
La informa´tica de imagen me´dica es un campo multidisciplinar dentro de la ciencia y de
la ingenier´ıa que se encarga de diversas tareas tales como: recuperacio´n, transferencia,
almacenamiento, procesado, muestra, comprensio´n y uso de la informacio´n en medicina.
Otras disciplinas relacionadas con la informa´tica de imagen me´dica son por ejemplo, la
ingenier´ıa ele´ctrica, la f´ısica me´dica, la fisiolog´ıa y la psicolog´ıa.
Uno de los aspectos que trata la informa´tica dentro de la imagen me´dica es el procesado
del ruido de la imagen. Y es que son diversos los factores que pueden afectar a una
imagen me´dica, ya sea analo´gica o digital. Estos factores provocan variaciones aleatorias
en el brillo o color de la imagen, y a este feno´meno se le conoce como ruido [1]. El ruido
dota a la imagen de una apariencia sucia, sin embargo, el mayor problema radica en
que el ruido puede ocultar o reducir la visibilidad de ciertas caracter´ısticas cr´ıticas de la
imagen.
En el caso de la imagen me´dica, el ruido puede dificultar el diagno´stico. Por ejemplo, en
una mamograf´ıa (la radiograf´ıa de una mama) puede pasar inadvertida una microcalci-
ficacio´n. Para acentuar el contraste en una mamograf´ıa se utiliza una energ´ıa de rayos
X muy inferior a la utilizada en una radiograf´ıa de propo´sito general, por lo tanto los
sistemas de rayos y detectores se disen˜an espec´ıficamente para esto.
Es cierto que es posible reducir el ruido cambiando ciertos para´metros relacionados con
la toma de la imagen, en el caso de una radiograf´ıa ser´ıa posible aumentar la dosis,
sin embargo debemos encontrar una solucio´n de compromiso entre esto y la exposicio´n
del paciente a la radiacio´n. En el caso de la mamograf´ıa, adema´s de emplearse en el
apoyo al diagno´stico de mujeres con s´ıntomas como, por ejemplo, la presencia de masas
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(mamograf´ıa diagno´stica), e´sta tambie´n se emplea en la prevencio´n de ca´ncer de mama,
es decir, en mujeres asintoma´ticas (mamograf´ıa de deteccio´n), en el que el uso de una
dosis excesiva para la mejora del ruido es injustificable.
La necesidad de reducir la dosis radiactiva es especialmente importante en ima´genes de
tomograf´ıa computarizada (CT) [2]. Una imagen CT se toma mediante la irradiacio´n de
rayos X desde distintos a´ngulos para despue´s ser reconstruida por ordenador, haciendo
posible obtener una imagen tridimensional. El auge de esta te´cnica ha provocado que
aumente la media de la carga radiactiva de la poblacio´n.
Un modo de reducir el ruido en una imagen me´dica es mediante el uso de te´cnicas de
limpieza o filtrado de ima´genes. Este tipo de te´cnicas pueden mejorar sustancialmente la
imagen tomada. Se trata de un campo dentro del procesamiento de la imagen digital, y
por lo tanto significa utilizar algoritmos para manipular ima´genes. Mediante el filtrado
se obtiene una imagen ma´s limpia que facilita la interpretacio´n cl´ınica o la recuperacio´n
automa´tica de informacio´n.
Existe una multitud de algoritmos disen˜ados especialmente para cada tipo de ruido.
Los tipos ma´s comunes de ruido son el ruido gaussiano y el ruido impulsivo. El ruido
gaussiano aparece durante la adquisicio´n de la imagen debido a un dispositivo en mala
condiciones (o falta de iluminacio´n, altas temperaturas...), como podr´ıa ser el sensor en
una ca´mara o un esca´ner. Como consecuencia se obtiene un emborronamiento de todos
los p´ıxeles de la imagen, un efecto que se conoce como efecto bruma (blur). Por otro
lado, esta´ el ruido impulsivo que aparece durante la transmisio´n de la imagen por un
canal contaminado, afectando so´lo a ciertos p´ıxeles de la imagen [3].
En este trabajo se estudia la te´cnica de filtrado Fuzzy Peer Group Averaging (Fuzzy
PGA). Esta te´cnica combina dos me´todos para la limpieza de ruido impulsivo y gaus-
siano. Ha demostrado un buen comportamiento en ima´genes convencionales a color [4],
y se aplica a ima´genes mamogra´ficas, buscando que se mantenga la eficacia de la te´cnica
y no elimine informacio´n relevante.
Los me´todos de filtrado son algoritmos ma´s o menos sofisticados que consumen muchos
recursos computacionales. Por una parte, para un resultado satisfactorio, es necesario
configurar adecuadamente los para´metros de entrada que dependera´n de la naturaleza
de la imagen. A fin de determinar estos para´metros, podr´ıa ser necesario un estudio
detallado, para lo cual resulta de especial intere´s te´cnicas como la computacio´n grid, que
encaja especialmente bien en estudios multiparame´tricos. En este trabajo, el primer paso
para configurar nuestra implementacio´n de Fuzzy PGA sera´ encontrar los para´metros
o´ptimos de entrada, ese estudio se realiza con la ayuda de la computacio´n grid mediante
un experimento multiparame´trico.
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Por otra parte, la propia ejecucio´n del filtro es costosa, y para casos en los que la
velocidad de ejecucio´n sea importante (por ejemplo en tratamiento en tiempo real, o
para transmisio´n de v´ıdeo) se podr´ıa optar por la paralelizacio´n del me´todo.
La computacio´n paralela ha sido un campo de estudio de especial intere´s en estas u´lti-
mas de´cadas, en especial con el descenso del coste de las tarjetas gra´ficas, cuyas GPUs
(Graphic Processing Unit) pueden utilizarse incluso para la computacio´n de algoritmos
no relacionados con gra´ficos. Este nuevo campo de estudio se denomina computacio´n de
propo´sito general en GPUs (GPGPU). La plataforma de programacio´n ma´s utilizada en
el a´mbito de la GPGPU es CUDA (Compute Unified Device Architecture)
El ra´pido incremento en el rendimiento del hardware de gra´ficos, junto con recientes
mejoras en su facilidad de programacio´n, han hecho que el hardware de gra´ficos sea una
plataforma atractiva bajo el punto de vista computacional para una gran cantidad de
aplicaciones de distintos dominios. Hoy en d´ıa, con al abaratamiento de las GPUs, mu-
chos investigadores y desarrolladores se han interesado por el gran poder de computacio´n
para la resolucio´n de problemas de de propo´sito general.
En este trabajo se ha optado por la implementacio´n del Filtro Fuzzy PGA en GPU. La
mejora en rendimiento temporal del filtro puede puede facilitar su uso en otros a´mbitos
como en postproceso de imagen de CT o en filtrado de v´ıdeo en tiempo real (por ejemplo
para transmisio´n en streaming).
1.2. Objetivos
El objetivo principal de este trabajo es la correcta implementacio´n y adecuacio´n de
un filtro para imagen de tipo radiogra´fico. En concreto para la eliminacio´n de ruido
impulsivo y gaussiano. Dicho filtro debe ser eficaz, i.e. debe conseguir una calidad de
filtrado adecuada, estable, i.e. debe comportarse bien sea cual sea la morfolog´ıa de lo
radiografiado, por u´ltimo, y debe ser temporalmente eficiente. A continuacio´n se detallan
los objetivos concretos:
Implementar una te´cnica de filtrado que haya dado buenos resultados en estudios
previos.
Adaptar la te´cnica implementada para su uso con ima´genes mamogra´ficas mediante
la obtencio´n de los para´metros o´ptimos.
Analizar la eficacia de la te´cnica compara´ndola con otras te´cnicas de la bibliograf´ıa
empleando medidas de calidad relevantes.
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Asegurar la estabilidad del filtro ante diferencias morfolo´gicas de los mamogramas.
Paralelizar la te´cnica de filtrado para su ejecucio´n en GPU de manera que mejore
su rendimiento temporal.
1.3. Organizacio´n
Este trabajo se estructura segu´n la consecucio´n de los objetivos planteados. En el ca-
pitulo 2 se definen los fundamentos del ruido en imagen digital, filtrado y me´tricas
para la medida de calidad del proceso de filtrado. Tambie´n en este cap´ıtulo se ven los
antecedentes (estado del arte) relacionados con este trabajo.
En el cap´ıtulo 3 se presentan los materiales utilizados en este trabajo que son, el filtro
implementado, Fuzzy PGA y la base de datos de ima´genes mamogra´ficas, mini-MIAS.
El cap´ıtulo 4 trata el experimento multiparame´trico realizado para la obtencio´n de los
para´metros o´ptimos de entrada. La correcta configuracio´n de estos para´metros asegu-
ra que el filtro Fuzzy PGA se adapte al tipo de imagen deseado, en nuestro caso el
mamograma.
El ana´lisis del filtro Fuzzy PGA en te´rminos de eficacia, utilizando las me´tricas de calidad
descritas, y la comparacio´n con otros me´todos se exponen en el cap´ıtulo 5.
El cap´ıtulo 6 aborda el estudio de estabilidad del filtro, lo que significa examinar si el
filtro altera su comportamiento segu´n las caracter´ısticas morfolo´gicas encontradas en
el mamograma. Este estudio se realiza mediante el ana´lisis de la distribucio´n de los
resultados.
Una vez comprobado que el filtro es adecuado para su uso con ima´genes mamogra´ficas se
mejora su rendimiento temporal mediante la paralelizacio´n del me´todo para su ejecucio´n
en GPU, esto se muestra en el cap´ıtulo 7.
El cap´ıtulo 8 muestra las conclusiones finales del trabajo y, por u´ltimo, el cap´ıtulo 9 las
perspectivas de trabajo futuro.
Cap´ıtulo 2
Fundamentos y Antecedentes
En esta seccio´n se presentan los fundamentos y los trabajos ma´s relevantes en cuanto a
filtrado de ima´genes en general segu´n tipo de ruido, filtrado de ima´genes en el campo
de la medicina para la mejora del diagno´stico y para la reduccio´n de la dosis radiactiva
absorbida, y la implementacio´n de estos filtros de forma eficiente mediante paralelizacio´n
en GPUs.
2.1. Filtrado de Ima´genes
El problema cla´sico de filtrado de imagen, o reduccio´n de ruido, consiste en eliminar el
ruido de una imagen tomada, de manera que obtengamos la imagen ideal como solucio´n.
Es un problema ba´sico de inversio´n, el cual muchos autores han abordado desde mu´ltiples
puntos de vista diferentes. Los factores que pueden afectar a una imagen son mu´ltiples,
y se presentan en forma de tipos de ruido distintos. En este estudio se abordan el ruido
gaussiano y el ruido impulsivo.
Para cuantificar la actuacio´n de los filtros se utilizan varias medidas de calidad que se
extraen de la comparacio´n entre dos ima´genes. Las que se utilizara´n en este trabajo
son: el error medio absoluto (mean absolute error, MAE), error cuadra´tico medio (mean
square error, MSE), y el Peak Signal-to-Noise Ratio(PSNR).
2.1.1. Medidas de Calidad de Imagen
Las medidas de calidad de imagen son medidas objetivas de la variacio´n entre dos ima´ge-
nes, se utilizan para, por ejemplo, distinguir matema´ticamente la calidad de una recons-
truccio´n. Las medidas MAE y MSE indican la variacio´n entre dos ima´genes, por tanto
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cuanto menor sean mejor es el filtrado. La me´trica MSE proporciona una ponderacio´n
especialmente alta en errores muy dispares, por tanto es especialmente u´til en el caso
de que se desee evitar errores puntuales muy grandes. La me´trica MAE sin embargo,
pondera todos los errores por igual, de manera que es ma´s utilizado para ver el com-
portamiento en valores continuos. La me´trica PSNR se calcula a partir de MSE, y es
indirectamente proporcional a e´sta, de manera que cuanto mayor sea el valor de mejor
calidad es el filtrado.
En resumen, PSNR se utiliza como medida de la reduccio´n de ruido y MAE se utiliza
para medir la preservacio´n de la sen˜al. Para definir el PSNR, es necesario calcular el
MSE, que para dos ima´genes en escala de grises, u, la imagen filtrada y I0, la imagen
original se define como:
MSE =
1
MN
M−1∑
i=0
N−1∑
j=0
‖I0(i, j)− u(i, j)‖2 (2.1)
donde M ×N es el taman˜o de la imagen.
La medida PSNR se define:
PSNR = 10 log10(
MAX2I0
MSE
) (2.2)
donde MAXI0 es el ma´ximo valor posible de un p´ıxel.
Y por u´ltimo, MAE viene dado por:
MAE =
1
MN
M−1∑
i=0
N−1∑
j=0
|I0(i, j)− u(i, j)| (2.3)
2.1.2. Filtrado de Ruido Gaussiano
El ruido gaussiano es el tambie´n llamado ruido normal, ya que se distribuye por toda
la imagen siguiendo una distribucio´n normal. La funcio´n de probabilidad de densidad p
para una variable aleatoria z esta´ dada por:
pG(z) =
1
σ
√
2pi
e
−
(z − µ)2
2σ2 (2.4)
donde z representa el nivel de gris (intensidad de luz/color), µ el valor medio y σ la
desviacio´n esta´ndar.
El principal momento de introduccio´n de ruido gaussiano es en el proceso de adquisicio´n
de la imagen. Existen diversos factores que pueden provocar este ruido, se puede deber
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a fallas en el sistema de adquisicio´n, ya sea en el sensor de una ca´mara, en un esca´ner...,
puede ser debido a las condiciones del entorno, por ejemplo una mala iluminacio´n o altas
temperaturas, o incluso a ruido provocado por los propios circuitos electro´nicos. Como
consecuencia la imagen puede mostrar un efecto bruma que difumina muchos p´ıxeles.
Para eliminar el ruido gaussiano se emplean me´todos de filtrado en el dominio del espacio,
trabajando directamente con los p´ıxeles de la imagen. Uno de los filtros de ima´genes
cla´sicos es el suavizado gaussiano lineal, basado en las funciones de Gabor tal y como
indican en [5]. El ruido gaussiano se suaviza mediante un mediado de los valores vecinos,
y depende de que este conjunto de vecinos sea lo suficientemente grande. Tambie´n se
puede emplear el filtrado en el dominio de la frecuencia, donde las operaciones se llevan
a cabo en la transformada de Fourier de la imagen [6], me´todos basados en la resolucio´n
de problemas de mı´nimos cuadrados [7], y me´todos basados en el uso de ecuaciones de
difusio´n no lineal [8–16].
Sin embargo la l´ınea entre el filtrado y destruccio´n de la imagen es muy fina. El modelo
anisotro´pico de filtrado [17, 18] reduce tambie´n el ruido gaussiano, al igual que en el
caso anterior, pero e´ste preserva mejor los detalles y los bordes.
La te´cnica de variacio´n total para la reduccio´n de ruido en ima´genes [9, 19] persigue
minimizar el coste de la restauracio´n mediante una funcio´n que establece los gradientes
para cualquier punto de su dominio. La aplicacio´n de esta te´cnica en ima´genes supone
evitar oscilaciones provocadas por el ruido y preservar la informacio´n de los bordes
de los objetos de la imagen, sin embargo es posible que algunos detalles de la imagen
se pierdan si el multiplicador de Lagrange (que controla la cantidad de filtrado) es
demasiado pequen˜o. Distintos estudios se han realizado para tratar de corregir este
problema [20, 21].
Las anteriores te´cnicas se basan en el uso de vecinos que esta´n pro´ximos en el espacio,
la te´cnica de filtrado de Yaroslavsky [22–24], sin embargo, basa la relacio´n de vecindad
en los valores de niveles de gris que poseen los p´ıxeles. De este modo, el valor filtrado de
un p´ıxel i sera´ una media de los valores de gris parecidos al que posee el p´ıxel original.
Se trata de un me´todo no local, ya que utiliza p´ıxeles de toda la imagen.
El filtro emp´ırico local Wiener [23, 25] es un filtro que actu´a en el dominio de la fre-
cuencia. En este caso se trata de estimar el valor de la sen˜al en el p´ıxel central de una
ventana que se mueve a lo largo de la imagen. Este filtro puede incurrir en un problema,
la aparicio´n del patro´n chessboard (tablero de ajedrez).
El uso de filtros lineales no es eficiente para funciones con discontinuidades, para lo cual
se estudian me´todos basados en lo que se denomina en ingle´s wavelet thresholding [26].
Este procedimiento se basa en la idea de que la imagen viene representada mediante
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coeficientes de wavelets grandes, los que sera´n mantenidos, y por coeficientes pequen˜os
que pertenecen al ruido, que se cancelara´n. Sin embargo, en los bordes existira´n muchos
coeficientes muy pequen˜os, que obtendra´n como resultado una imagen con oscilaciones
cercanas a los bordes. Una mejora de este me´todo se presenta en [27].
Una aproximacio´n diferente ser´ıa el uso de me´todos estad´ısticos para el filtrado de ima´ge-
nes [28]. Este me´todo se basa en la comparacio´n de subventanas para estimar el valor
de restauracio´n.
Las te´cnicas ma´s recientes resaltan el buen funcionamiento de las ecuaciones de difusio´n
no lineal [29–31]. Son me´todos que eliminan el ruido mientras preservan los bordes de
la imagen.
2.1.3. Filtrado de Ruido Impulsivo
El ruido impulsivo, a diferencia del ruido gaussiano, no esta´ asociado al proceso de ad-
quisicio´n de la imagen. En este tipo de ruido, los p´ıxeles que son alterados son p´ıxeles
aleatorios de la imagen, este ruido no sigue una distribucio´n normal. Generalmente to-
man valores muy diferentes a los valores de los p´ıxeles vecino, toman los valores extremos
(puntos muy luminosos, o muy oscuros). Este ruido es debido a errores de transmisio´n,
o corrupcio´n al guardado o conversio´n de la imagen.
En presencia de ruido impulsivo, los filtros lineales, expresados como convoluciones a
partir de la matriz de la imagen, pueden producir desenfoque en la imagen, pe´rdida
de caracter´ısticas locales y un filtrado pobre [32]. Para superar estas limitaciones se
proponen los filtros no lineales.
Los filtros no lineales [33] pueden ser muy efectivos a la hora de eliminar ruido impulsivo.
Un ejemplo de este tipo de filtros son los filtros de orden. Los filtros de orden esta´n
basados en los estad´ısticos de orden [34], una de las herramientas fundamentales de la
estad´ıstica no parame´trica. Estos filtros utilizan una ventana o peer group de un ancho
definido de taman˜o pequen˜o para reemplazar el p´ıxel central por un valor acorde con una
regla predefinida para esa ventana. Por ejemplo, el filtro de la mediana [35] selecciona
el valor que se situ´a en el medio de la lista ordenada de valores de la ventana. Esta
te´cnica tiene ciertas limitaciones ya que no tiene en cuenta las caracter´ısticas locales de
la imagen, actu´a igual en todos los lugares de la imagen.
Son muchas las mejoras que buscan mejorar la te´cnica de la mediana mediante una
parametrizacio´n del ruido mediante un paso previo de deteccio´n del ruido, por ejemplo,
el filtro de la mediana ponderado (weighted median filter [36]), el filtro adaptativo de
media truncada [37], el filtro de pesado central de la mediana [38], el filtro basado en
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cambio de la mediana [39], el filtro ma´scara de la mediana [40] y el me´todo de mı´nimo-
ma´ximo [41].
Basados tambie´n en el concepto de peer group han surgido nuevas aproximaciones en el
que e´ste consiste en un conjunto difuso de entre todos los vecinos, seleccionando aquellos
que se consideran ma´s relevantes, llamado ahora fuzzy peer group, estos me´todos han
obtenido buenos resultados en ima´genes a color [42–44]. Ejemplos de dichas te´cnicas son:
Peer Group Fuzzy Metric (PGFM) y el me´todo de Difusio´n No Lineal Fuzzy (FNLDF),
analizados en [45–48].
Las te´cnicas ma´s recientes, como la u´ltima citada, buscan eliminar tanto ruido impulsivo
como gaussiano. Adema´s, las te´cnicas ma´s novedosas utilizan detectores de tipo fuzzy,
basados en diferencias de rangos ordenados (ROD) y en las diferencias estad´ısticas [49].
De nuevo basa´ndose en los valores que se encuentran en una ventana, tambie´n deno-
minada peer group, podemos refinar este grupo mediante me´tricas fuzzy a fin de crear
el fuzzy peer group [4] que no contendra´ necesariamente todos los valores vecinos, si no
so´lo los interesantes para el p´ıxel analizado como en el caso de la te´cnica Fuzzy PGA
que implementamos en este trabajo. Otro estudio basado en te´cnicas fuzzy se dedico´ al
filtrado de ruido impulsivo en v´ıdeo [50].
2.2. Filtrado de Ima´genes Me´dicas
La necesidad del uso de filtros se hace au´n ma´s patente en el a´rea de la imagen me´dica, ya
que en el caso de la imagen me´dica, el ruido puede dificultar el diagno´stico. Generalmente
se utilizara´n filtros que ayuden a reducir tanto ruido gaussiano como ruido impulsivo.
El filtro de difusio´n no lineal se ha aplicado con e´xito en ima´genes de rayos X [51]. Es
especialmente importante que los filtros utilizados eliminen el ruido y a la vez preserven
los bordes, de manera que se mantengan todas las caracter´ısticas locales de la imagen,
ya que pueden ser relevantes para el diagno´stico. Tambie´n se han aplicado las u´ltimas
tendencias sobre el uso de me´tricas fuzzy [45, 52]. En un estudio sobre imagen CT se
utiliza el filtro de difusio´n h´ıbrida anisotro´pica [53]. En otro estudio sobre imagen MRI
(imagen de resonancia magne´tica) se utiliza un filtro basado en wavelet thresholding [54].
Un a´rea de estudio dentro del filtrado de ima´genes me´dicas es el filtrado para la reduc-
cio´n de la dosis radiactiva absorbida. El objetivo es reducir la dosis de radiacio´n a la cual
el paciente se ve sometido. La idea de utilizar filtros se basa en que es posible mejorar la
calidad de la imagen sin necesidad de incrementar la dosis radiactiva [55, 56]. En ima´ge-
nes CT es especialmente importante reducir la dosis debido al gran nu´mero de planos
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radiados. En un estudio se presenta la posibilidad de combinar la reconstruccio´n iterati-
va de las ima´genes CT con un algoritmo de filtrado basado en la adaptacio´n estad´ıstica
[57], la misma te´cnica se utiliza para estimar la radiacio´n de la angiograf´ıa coronaria
CT [58, 59]. Un ana´lisis sobre ima´genes de radiograf´ıa computarizada pedia´trica valida
estad´ısticamente los modelos de adicio´n de ruido para el estudio de la reduccio´n de dosis
radiactiva [60].
2.3. Paralelizacio´n de Filtrado de Imagen mediante GPU
Las unidades de procesamiento gra´fico (GPU) fueron disen˜adas originalmente para
computacio´n paralela y eficiente de gra´ficos, como en el caso de rasterizacio´n de ima´ge-
nes, o efectos de luz. Sin embargo, a medida que las GPUs han ganado en potencia,
gracias a la unificacio´n de cientos de procesadores, las GPUs se han comenzado a uti-
lizar para resolver problemas complejos de propo´sito general. Los primeros intentos de
uso de GPUs para tareas no relacionadas con los gra´ficos se realizaron convirtiendo el
problema a primitivas gra´ficas e interpretando los resultados gra´ficos. Actualmente exis-
ten toolkits tanto para nVidia [61] como para ATI [62] que permiten a los desarrolladores
escribir sus funciones, llamadas kernels, en lenguaje C (incluyendo unas extensiones del
propio toolkit), y e´stas se ejecutara´n en paralelo en las distintas unidades de proceso.
Esto unido al abaratamiento del hardware ha supuesto un incremento muy importante
de intere´s de la comunidad cient´ıfica y un desarrollo considerable de la programacio´n
GPGPU.
As´ı mismo, el filtrado de ima´genes tambie´n puede hacer uso de esta tecnolog´ıa para
conseguir un filtrado ma´s eficiente. A menudo el filtrado de imagen se realiza sobre se-
cuencias de v´ıdeo, por tanto necesita que se ejecute en poco tiempo [63], por ejemplo
para reducir el ruido impulsivo en v´ıdeo de imagen multicanal utilizando frames con-
secutivos para afinar el filtrado [64], que adema´s utiliza me´tricas fuzzy. Otro trabajo
presenta el filtrado como un paso de pre-procesamiento en la codificacio´n de v´ıdeo, y
de postprocesamiento en la decodificacio´n [65]. Por otra parte, es posible incrementar la
sofisticacio´n de algunos algoritmos y que se ejecuten en un tiempo razonable [66].
Algunos trabajos se han centrado en el filtrado de una imagen, intentando maximizar el
uso de la GPU [44, 67] con el objetivo de encontrar una solucio´n de compromiso entre
calidad y tiempo computacional.
Cap´ıtulo 3
Materiales
Esta seccio´n describe la te´cnica de filtrado Fuzzy PGA que es el me´todo que queremos
examinar en detalle y comprobar que es eficaz, estable y eficiente. Tambie´n se detalla
la base de datos de ima´genes mamogra´ficas utilizadas en el trabajo, la base de datos
mini-MIAS.
3.1. Filtro Fuzzy Peer Group Averaging (Fuzzy PGA)
Este filtro actu´a en dos pasos, el primer paso consiste en la deteccio´n y reduccio´n del
ruido impulsivo, el segundo paso correspondera´ al suavizado del ruido gaussiano. Ambos
pasos se basan en la te´cnica fuzzy peer group, esto es un grupo de pares o p´ıxeles vecinos
lo suficientemente relevantes al p´ıxel central xi (el analizado) extra´ıdos de una ventana
W de n× n mediante una me´trica fuzzy.
La definicio´n del grupo fuzzy se basa en la ordenacio´n de los vecinos del p´ıxel central en
base a su similitud con el p´ıxel central x0.
Sea ρ una medida de similitud apropiada entre dos vectores. Los vectores xi ∈ W se
ordenan en orden descendiente con respecto a la similitud con el p´ıxel central x0, como
resultado se obtiene el conjunto W ′ = {x(0), x(1), . . . , x(n2−1)} de modo que ρ(x0, x(0)) ≥
ρ(x0, x(1)) . . . ≥ ρ(x0, x(n2−1)), donde x0 = x(0). Entonces el grupo ρx0m de m+1 miembros
asociado con el p´ıxel x0 es el conjunto
ρx0m = {x(0), x(1), . . . , x(m)} (3.1)
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En [4], se propone un me´todo basado en lo´gica difusa (fuzzy) para determinar el mejor
nu´mero de miembros de un grupo fuzzy mˆ. El grupo fuzzy del p´ıxel central x0 en una ven-
tana W se define como el conjunto fuzzy Fρx0m extra´ıdo del conjunto {x(0), x(1), . . . , x(mˆ)}
dada la funcio´n de pertenencia Fρx0m = ρ(x0, x(i)). Entonces, el mejor nu´mero mˆ de miem-
bros de ρx0m se define como el valor m ∈ NW = 1, 2, . . . , n2 − 1 que maximiza la certeza
de la siguiente regla:
Regla Fuzzy 1: Determinacio´n de la certeza de que m es el mejor nu´mero
de miembros para ρx0m
IF ((xm es similar a x0)) y la similitud acumulada para x(m) es grande THEN ((la certeza
de que m sea el mejor nu´mero de miembros posible es alta)).
CFR1(m) denota la certeza de la Regla Fuzzy 1 para m. CFR1(m) se calcula para cada
m ∈ NW y el valor que maximiza la certeza se selecciona como el mejor nu´mero mˆ de
miembros de ρx0m , esto es, mˆ = argmaxm∈NWCFR1(m).
La certeza de que ((xm es similar a x0)) esta´ dada por la funcio´n de pertenencia C
x0
determinada por la medida de similitud:
Cx0(x(i)) = ρ(x0, x(i)), i = 0, 1, . . . , n
2 − 1 (3.2)
La similitud acumulada para xm denotada A
x0(x(m)) se define como:
Ax0(x(i)) =
k=i∑
k=0
ρ(x0, x(k)), i = 0, 1, . . . , n
2 − 1 (3.3)
Por lo tanto, la certeza de la expresio´n ((Ax0(x(m)) es grande)) esta´ dada por la funcio´n
de pertenencia Lx0 definida por:
Lx0(x(i)) =
(Ax0(x(i))− 1)(Ax0(x(i))− 2n2 + 1)
(n2 − 1)2 , i = 0, 1, . . . , n
2 − 1 (3.4)
La t-norma se utiliza como operador de conjuncio´n, de manera que no es necesaria la
defuzzyficacio´n. Entonces, CFR1(m) = C
x0(x(m))L
x0(x(m)).
La funcio´n fuzzy de similitud, ρ, utilizada se define:
ρ(xi, xj) = e
||xi−xj ||
Fσ , i, j = 0, 1, . . . , n2 − 1 (3.5)
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donde ||.|| denota la norma eucl´ıdea y Fσ es uno de los para´metros de entrada del filtro.
Esta funcio´n ρ toma valores en el intervalo [0, 1] y satisface la ecuacio´n ρ(x0, xi) = 1 si
y solo si x0 = xi.
Para detectar el ruido impulsivo se utiliza la siguiente regla fuzzy :
Regla Fuzzy 2: Determinacio´n de la certeza de que el p´ıxel x0 no posee
ruido impulsivo IF ((la similitud acumulada Ax0(x(mˆ)) es grande)) y ((x(mˆ)
es similar a x0)) THEN ((x0 no posee ruido impulsivo))
Para calcular la certeza de que la Regla Fuzzy 2, denotada por CFR2, la certeza de
((Ax0(x(mˆ)) es grande)) esta´ dada por L
x0 , (definida en (3.4) ) y la certeza de la expresio´n
((x(mˆ) es similar a x0)) esta´ dada por C
x0 definida en la fo´rmula (3.2). La t-norma se
utiliza como el operador de conjuncio´n y entonces CFR2(x0) = C
x0(x(mˆ))L
x0(x(mˆ)) .
Esta certeza ya esta´, en realidad, calculada, ya que CFR2(x0) = CFR1(mˆ), por lo que no
es necesario recalcularlo. IF la certeza de la Regla Fuzzy 2, CFR2 satisface
CFR2(x0) ≥ Ft (3.6)
THEN x0 no posee ruido impulsivo ELSE x0 es un p´ıxel ruidoso y se reemplaza
mediante la te´cnica VMFout [35]. Ft es un umbral, indicado como para´metro de entrada
del filtro, con valores entre [0,1].
El segundo paso es la correccio´n del ruido gaussiano, que consiste en la aplicacio´n de
un difuminado sobre todos los p´ıxeles de la imagen, con la diferencia de que en dicho
difuminado so´lo intervendra´n los miembros del fuzzy peer group.
3.2. Base de Datos Mini-MIAS
En este trabajo se comparan los distintos me´todos de filtrado anteriormente descritos
sobre una base de datos de ima´genes mamogra´ficas, la base de datos mini-MIAS [68].
Esta base de datos es una coleccio´n normalizada (ima´genes en blanco y negro con bandas
negras a los lados de modo que complete el taman˜o de la imagen hasta los 1024 p´ıxeles
× 1024 p´ıxeles) de 322 mamogramas, 161 mamogramas de mama izquierda y 161 de
mama derecha.
Cada una de las ima´genes incluye informacio´n acerca de las caracter´ısticas del tejido
dominante (graso, graso-glandular o glandular denso) y de las caracter´ısticas de la anor-
malidad presente: a) calcificacio´n, b) masa bien definida o circunscrita, c) masa espigada,
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d) otras, masas mal definidas, e) distorsio´n estructural, f) asimetr´ıa, o g) normal. En caso
de presencia de una masa tambie´n se indica el diagno´stico de e´sta (benigna o maligna)
y su localizacio´n en forma de coordenadas (x, y).
A fin de acomodar los nuevo experimentos al anteriormente realizado en [45], el mamo-
grama considerado se recorta a 512 × 960 p´ıxeles, eliminando las bandas negras laterales
(que no contienen informacio´n valiosa). Esta imagen sera´ nuestra imagen ideal, y con
ella se obtiene una coleccio´n de ima´genes contaminadas con ruido. A la primera se le
an˜ade ruido impulsivo con una densidad de D = 0,10. A la segunda imagen se le an˜ade
ruido gaussiano (σ = 0,01). Y la tercera imagen contendra´ la mezcla de ruido impulsivo
y gaussiano. As´ı pues, por cada imagen ideal se obtienen 3 contaminadas con ruido.
Cap´ıtulo 4
Obtencio´n de los Para´metros
O´ptimos de Entrada para Fuzzy
PGA
Este cap´ıtulo presenta el primero de los experimentos realizados en este estudio. Se trata
de un experimento multiparame´trico para obtener los para´metros o´ptimos de entrada
para el filtro Fuzzy PGA cuando es utilizado en ima´genes mamogra´ficas. Las ima´ge-
nes se obtienen de la base de datos mini-MIAS descrita anteriormente. Despue´s de la
descripcio´n del experimento se presentan los resultados y las conclusiones obtenidas.
4.1. Entorno de Pruebas
El sistema utilizado para realizar la experimentacio´n es un PC con un sistema operativo
Linux de 64 bits, con 16GB de RAM y un procesador i5-3570 a 3,40 GHz. Los me´todos de
filtrado se implementaron utilizando MATLAB (licencia de servidor proporcionada por
la Universitat Polite`cnica de Vale`ncia) y los experimentos fueron programados mediante
bash scripts. Adema´s, el experimento multiparame´trico hace uso del entorno grid, en
concreto de la Organizacio´n Virtual (VO) Biomed.
Organizacio´n Virtual Biomed
La VO biomed es una VO multidisciplinar a gran escala internacional, apoya las dis-
tintas comunidades cient´ıficas dentro del sector de las ciencias de la vida. Esta VO
esta´ gestionada por la European Grid Infrastructure [69] (EGI).
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EGI proporciona acceso a recursos de computacio´n de altas prestaciones mediante tec-
nolog´ıa grid [70]. La EGI conecta diversos centros de distintos pa´ıses europeos y apoya
un gran nu´mero de proyectos de investigacio´n de diferentes disciplinas, como el ana´lisis
de imagen me´dica, proporcionando a cient´ıficos acceso a ma´s de 370.000 CPUs lo´gicas
y 170PB de capacidad de almacenamiento.
El middleware empleado para acceder a la infraestructura EGI es gLite [71]. gLite, que
formaba parte de la European Middleware Iniciative, es ahora un proyecto independiente
y puede ser utilizado en cualquier infraestructura grid, como por ejemplo EGI.
En gLite, la gestio´n de trabajo se implementa mediante el Workload Management Server
(WMS), que gestiona la carga del trabajo e interacciona con el servidor de programacio´n
de tareas. El WMS determina el estado de los recursos computacionales y del almace-
namiento y selecciona un Computer Element donde ejecutar el trabajo.
4.2. Descripcio´n del Experimento Multiparame´trico
El objetivo de este estudio es obtener los valores o´ptimos para Ft y Fσ, para´metros de
entrada de la te´cnica Fuzzy PGA, de modo que se adecue a su uso en mamogramas.
Estos para´metros son los encargados de definir co´mo se comporta el filtro, y esta´n rela-
cionados con la cantidad de ruido presente en la imagen a filtrar, por tanto es importante
establecerlos correctamente.
El experimento consiste en aplicar el filtro Fuzzy PGA sobre toda la coleccio´n de mamo-
gramas contaminados (descritos anteriormente). Se prueban diversas combinaciones de
los para´metros de entrada. La salida obtenida, es decir, la imagen filtrada se compara
con la imagen original y se obtienen unas medidas de calidad. Estas medidas son: el
error medio absoluto (mean absolute error, MAE), error cuadra´tico medio (mean square
error, MSE), y el Peak Signal-to-Noise Ratio(PSNR).
Los valores para el para´metro Ft van de 0,05 a 0,90 en incrementos de 0,05 unidades, y
los valores de Fσ van de 50 a 600 en incrementos de 10 unidades, esto significa ejecutar
la tarea 1008 veces por imagen de la coleccio´n. Como podemos observar, el experimento
es un problema multipara´metro t´ıpico, con un alto nu´mero de repeticiones, lo que lleva a
plantearse la paralelizacio´n. En este caso una buena solucio´n es el empleo del paradigma
grid. La computacio´n grid facilita la ejecucio´n de procesos concurrentes y, ya que nuestro
experimento no necesita sincronizacio´n de hilos, intercambio de mensajes, o particionado
de datos, la ejecucio´n de esta tarea en el grid es ma´s que factible.
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Existen sutiles diferencias entre la ejecucio´n secuencial (figura 4.1) y la ejecucio´n grid
(figura 4.2). El flujo de ejecucio´n de este experimento se describe en el siguiente esquema
ba´sico:
El el paso de preproceso se preparan, en el recurso local, los datos de entrada, lo
que significa: la creacio´n de un fichero de trabajo desde una plantilla (template),
y el env´ıo de los ficheros necesarios (imagen a filtrar y ejecutable del filtro Fuzzy
PGA).
Durante la ejecucio´n remota, se emplean los recursos del grid para ejecutar
concurrentemente cuando sea posible un conjunto de tareas, cada una de ellas
genera unos datos de salida.
Finalmente, en el paso de postproceso se recogen los datos de salida para anali-
zarlos posteriormente en el recurso local.
Figura 4.1: Flujo de la ejecucio´n secuencial.
Entonces, segu´n indica el esquema ba´sico anterior, la fase de pre-proceso implica la pre-
paracio´n de los datos de entrada. En nuestro caso estos datos se componen de la imagen
contaminada con ruido, la imagen original con la que se comparara´ una vez ejecutado
el filtro, el ejecutable de nuestra implementacio´n del filtro Fuzzy PGA y un script que
genera una tarea interpretable por gLite. Estos ficheros de tareas se definen utilizando
un lenguaje espec´ıfico interpretable por gLite, el JDL (Job Description Language).
Una vez creada la coleccio´n de JDLs, podemos lanzar los trabajos mediante el siguiente
comando gLite:
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Figura 4.2: Flujo de la ejecucio´n grid.
glite-wms-job-submit <delegation-opts> [options] <jdl_file>
Para semiautomatizar el proceso se ha implementado un script que abarca el lanzamiento
de toda la coleccio´n de trabajos. Adema´s, se han desarrollado otros scripts para la
monitorizacio´n, cancelacio´n y relanzamiento de trabajos (en caso de fallo) y obtencio´n
de los datos de salida.
4.3. Resultados
Los resultados del experimento multiparame´trico para obtener los para´metros o´ptimos
de entrada Ft y Fσ para Fuzzy PGA, utilizando la imagen nu´mero 6 de la base de
datos mini-MIAS, se muestran en las figuras 4.3 y 4.4. El resto de las ima´genes de
la base de datos que fueron analizadas siguen el mismo comportamiento en relacio´n
a los valores de Ft y Fσ. El mejor PSNR obtenido fue de 41, 24 para los para´metros
Ft = 0, 85 y Fσ = 480. En un estudio anterior de este filtro [4] se dan unos valores
para los para´metros de entrada distintos (para ruido de intensidad media Ft = 0, 15
y Fσ = 100), las diferencias se deben a varios factores, como el tipo de imagen, que
en nuestro estudio son mamogramas en blanco y negro, y en el estudio presentado por
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Morillas se tratan de ima´genes convencionales a color (3 canales), y por otra parte que
la implementacio´n es distinta, por ejemplo la funcio´n de similitud (o distancia) en el que
esta´ involucrado el para´metro Fσ depende del nu´mero de canales de la imagen.
Figura 4.3: Valor PSNR del filtrado
mediante Fuzzy PGA en funcio´n del
Ft con un Fσ = 480 (imagen 6 de
mini-MIAS con ruido impulsivo).
Figura 4.4: Valor PSNR del filtrado
mediante Fuzzy PGA en funcio´n del
Fσ con un Ft = 0,85 (imagen 6 de
mini-MIAS con ruido impulsivo).
Para ima´genes contaminadas con otros ruidos se realiza el mismo experimento, la tabla
4.1 muestra los valores o´ptimos para cada tipo de ruido.
Tabla 4.1: Valores o´ptimos para Ft y Fσ
Ft Fσ
Ruido Impulsivo (D = 0,10) 0.85 480
Ruido Gaussiano (σ = 0,01) 0.85 340
Ruido Impulsivo y Gaussiano 0.85 350
4.4. Conclusiones
El experimento multiparame´trico planteado se ha ejecutado correctamente utilizando
infraestructura grid. Tras analizar de manera local los datos recogidos se establecen los
para´metros de entrada o´ptimos para el filtro Fuzzy PGA en Ft = 0,85 y Fσ = 480.
Cabe destacar que, como se extrae de los resultados, es posible que estos valores oscilen
levemente sin alterar significativamente la eficacia del filtro.
La obtencio´n de estos para´metros es crucial para el buen comportamiento del filtro, ya
que, como se ha mencionado anteriormente, cualquier cambio en la implementacio´n o en
el tipo de imagen objetivo requiere de una nueva configuracio´n del filtro.

Cap´ıtulo 5
Estudio Comparativo de Te´cnicas
de Filtrado
Este cap´ıtulo abarca el estudio comparativo de te´cnicas de filtrado. La primera parte
presenta las te´cnicas con las que se compara nuestra implementacio´n del filtro Fuzzy
PGA, son analizadas en detalle en [45]. La segunda parte describe el procedimiento del
estudio, y por u´ltimo se presentan los resultados y conclusiones obtenidas.
5.1. Te´cnicas de Filtrado
Las te´cnicas de filtrado utilizadas como punto de partida para la comprobacio´n de que
nuestra implementacio´n del filtro Fuzzy PGA se comporta adecuadamente y es eficaz
son: la te´cnica de filtrado Peer Group Fuzzy Metric, basada en me´tricas fuzzy y que se
compone de dos fases, una de deteccio´n y otra de correccio´n, el filtro de Difusio´n no
Lineal, basada en las ecuaciones de difusio´n no lineal y una te´cnica que combina los dos
anteriores, filtrado por Difusio´n no Lineal Difusa (fuzzy).
5.1.1. Filtro Peer Group Fuzzy Metric (PGFM)
Este me´todo tambie´n se ejecuta en dos fases. La primera fase trata de detectar p´ıxeles
erro´neos (ruidosos) y la segunda intentara´ corregirlos. Durante la fase de deteccio´n se
emplea una me´trica fuzzy entre dos p´ıxeles vecinos xi y xj tal como se describe en [42],
dicha me´trica esta´ dada por la siguiente funcio´n:
M(xi, xj) =
min(xi, xj) + k
max(xi, xj) + k
, k > 0 (5.1)
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El valor k reduce la no uniformidad o evita que los datos de dos pares consecutivos (en
forma de vectores de distancias) pierdan valor significativo. La me´trica fuzzy empleada
para componer el conjunto de pares P (xi, d) es la indicada en (5.1), donde xi es el p´ıxel
central de una ventana W de taman˜o n×n (en este trabajo se utiliza en todo momento
un taman˜o n = 3) y d ∈ [0, 1]. La representacio´n de P (xi, d) se expresa como sigue:
P (xi, d) = {xj ∈W : M(xi, xj) > d} (5.2)
El conjunto de pares [43] asociado con el p´ıxel central xi de W es el conjunto formado
por el p´ıxel central y los p´ıxeles vecinos que forman parte de la ventana cuya distancia
segu´n una me´trica fuzzy desde xi es mayor que d.
La fase de deteccio´n se compone de dos pasos. El primer paso consiste en calcular el
conjunto de pares para xi en la ventana W , y todas las distancias del conjunto de pares
con respecto a e´l. El p´ıxel se declara como no corrupto si la cardinalidad de P (xi, d)
es mayor que (m + 1), donde m es el umbral definido. Si no, se etiqueta como no
diagnosticado. En el segundo paso los p´ıxeles etiquetados como no diagnosticados se
analizan. Entonces, todos los p´ıxeles que pertenecen al conjunto de pares se etiquetan
como no corruptos si la cardinalidad de P (xi, d) es mayor que (m + 1), y si no el p´ıxel
central se marca como corrupto.
Los para´metros k, d y m se determinan heur´ısticamente, sus valores dependen de la
imagen analizada. Por ejemplo, el valor de d depende de la cantidad y tipo de ruido que
posea la imagen.
Durante la fase de correccio´n, cada p´ıxel xi previamente etiquetado como corrupto se
reemplaza mediante la te´cnica de la Media Aritme´tica [72] (Arithmetic Mean Filter),
que consiste en realizar la media aritme´tica de los p´ıxeles vecinos (del conjunto de pares
en la ventana W ) que fueron etiquetados como no corruptos.
5.1.2. Filtro de Difusio´n no Lineal (Non-linear Diffusive Filter, NDF)
Una clase de me´todos de restauracio´n de imagen se basa en el uso de ecuaciones de
difusio´n no lineal [8–12, 73], que podr´ıan obtenerse de la minimizacio´n de la funcio´n
apropiada. La eleccio´n de una funcio´n particular dependera´ del problema. En el a´rea de
la imagen me´dica estos me´todos ya han sido empleados con e´xito [13].
Considerando la siguiente funcio´n [14]:
J(u, β, µ, ε) =
∫
Ω
(
√
β2 + ‖ ~∇u‖2 + µ
2
(u− I0)2 + ε
2
( ~∇u)2dx) (5.3)
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donde I0 es la imagen observada (contaminada con ruido), u es la imagen filtrada, µ y ε
son constantes, y Ω es una regio´n convexa en R2 que constituye el espacio que contiene
a la superficie u(x, y) que representa la imagen. El primer te´rmino de la funcio´n para
β = 1 representa el a´rea de la superficie que representa la imagen [73], el segundo te´rmino
esta´ relacionado con la distancia entre la imagen observada y la solucio´n deseada u, y el
tercer te´rmino controla la regularidad de la solucio´n.
Para el me´todo concreto utilizado en este trabajo se considera el problema de minimi-
zacio´n siguiente [9, 73]:
mı´n
u
J(u, β, µ, ε) subject to
∫
Ω(u− I0)2dx∫
Ω dx
= σ2 (5.4)
por lo tanto, se busca la imagen u que minimice la funcio´n J(u, β, µ, ε) y presente una
varianza con respecto a la imagen observada I0 igual a σ
2; σ, la desviacio´n esta´ndar del
ruido de la imagen a priori, es desconocida, pero es importante conocer su valor para
minimizar la ecuacio´n anterior 5.4. Para ello, se estima σ mediante el me´todo propuesto
en [16].
Para la discretizacio´n del tiempo, se emplea un esquema semiimpl´ıcito y para resolver las
ecuaciones se emplea AOS (Additive Operator Splitting) [10, 14]. El criterio de parada
de este me´todo se propone en [15], y esta´ basado en un criterio de correlacio´n.
5.1.3. Filtro Fuzzy Non-linear Diffusion (FNLDF)
Esta te´cnica es la combinacio´n de los me´todos PGFM y NDF. La secuencia de aplicacio´n
de los me´todos es como sigue: primero se ejecuta el filtro PGFM que se encarga de limpiar
el ruido impulsivo y despue´s se ejecuta NDF que mejorara´ el ruido gaussiano.
5.2. Descripcio´n del Estudio Comparativo
El experimento realizado obtiene las medidas de calidad PSNR, MAE y MSE para
cada uno de los filtros utilizados. Todos se aplican con sus para´metros o´ptimos y sobre
la misma imagen contaminada. Se realiza el filtrado para los distintos tipos de ruido
descritos (impulsivo, gaussiano y la mezcla de ambos). De este modo es posible realizar
una comparacio´n rigurosa, y examinar si el comportamiento del filtro Fuzzy PGA es el
deseado.
De manera similar al estudio multiparame´trico presentado en el cap´ıtulo anterior, se
realizo´ el estudio para encontrar los para´metros o´ptimos de las te´cnicas con las que
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Tabla 5.1: Valores o´ptimos para m y d
m d
Ruido Impulsivo (D = 0,10) 5 0.85
Ruido Gaussiano(σ = 0,01) 8 0.92
Ruido Impulsivo y Gaussiano 8 0.92
comparamos nuestro filtro. En este caso los para´metros relevantes son d y m de la
te´cnica PGFM. La tabla 5.1 muestra los mejores valores para cada tipo de ruido, ya que
estos para´metros dependen de la cantidad de ruido introducido en la imagen, y de la
naturaleza de e´ste. Para la me´trica fuzzy de estas te´cnicas se necesita obtener el valor
o´ptimo de k que define co´mo de acusado sera´ el filtrado en funcio´n las caracter´ısticas de
la imagen. Se obtuvo un k = 1024 mediante el procedimiento descrito en [73].
5.3. Resultados
Tabla 5.2: Resultados de calidad para una imagen con ruido impulsivo (D = 0,10)
MSE PSNR MAE
Filtrado con PGFM 5.5365 40.6985 0.1793
Filtrado con NDF 36.4523 24.3934 9.4899
Filtrado con FNLDF 7.1813 39.5688 0.759
Filtrado con Fuzzy PGA 4.8948 41.2335 1.1214
Imagen ruidosa 1.90e+02 15.3459 12.821
(a) (b) (c) (d) (e)
Figura 5.1: (a) Imagen con ruido impulsivo (D=0.10), (b) Filtrada (PGFM), (c)
Filtrada (FNLDF), (d) Filtrada (NDF), (e) Filtrada (Fuzzy PGA)
Como se puede ver en la tabla 5.2 y figura 5.1, cuando la imagen contiene solamente ruido
impulsivo, el mejor me´todo es Fuzzy PGA. Los me´todos PGFM y FNLDF tambie´n se
comportan bastante bien, con poca diferencia con respecto a Fuzzy PGA, pero el me´todo
NDF no proporciona buenos resultados para esta imagen, como era de esperar, ya que
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es un filtro disen˜ado para eliminar ruido gaussiano. En este caso llama la atencio´n que
el error absoluto para Fuzzy PGA, aunque no es muy elevado, s´ı es superior al obtenido
por los me´todos PGFM y FNLDF.
Tabla 5.3: Resultados de calidad para una imagen con ruido gaussiano (σ = 0,01)
MSE PSNR MAE
Filtrado con PGFM 305.8954 23.2751 13.266
Filtrado con NDF 88.5022 28.6613 7.3277
Filtrado con FNLDF 99.7893 28.14 6.9826
Filtrado con Fuzzy PGA 68.9717 29.7441 6.4761
Imagen ruidosa 621.5723 20.1959 19.672
(a) (b) (c) (d) (e)
Figura 5.2: (a) Imagen con ruido gaussiano (σ = 0,01), (b) Filtrada (PGFM), (c)
Filtrada (FNLDF), (d) Filtrada (NDF), (e) Filtrada (Fuzzy PGA)
En el caso de la imagen con ruido gaussiano, de nuevo Fuzzy PGA supera al resto
de me´todos en eficacia. NDF y FNLDF obtienen resultados similares, mejores que el
me´todo PGFM, disen˜ado para la eliminacio´n de ruido impulsivo. La tabla 5.3 muestra
los resultados, y la figura 5.2 muestra las ima´genes resultantes.
Tabla 5.4: Resultados de calidad para una imagen con ruido impulsivo (D = 0,10) y
gaussiano (σ = 0,01)
MSE PSNR MAE
Filtrado con PGFM 322.9214 23.0398 13.6645
Filtrado con NDF 299.4993 23.3668 12.5675
Filtrado con FNLDF 103.1628 27.9956 7.3411
Filtrado con Fuzzy PGA 74.9976 29.3803 6.6121
Imagen ruidosa 2.23E+03 14.6383 29.6629
En el caso de la imagen contaminada tanto con ruido impulsivo como con ruido gaussiano
(tabla 5.4 y figura 5.3), de nuevo Fuzzy PGA es mejor que el resto de te´cnicas. Resulta
ligeramente mejor que FNLDF que obtiene a su vez una puntuacio´n de PSNR superior
en 4 puntos al resto de te´cnicas.
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(a) (b) (c) (d) (e)
Figura 5.3: (a) Imagen con ruido impulsivo (D = 0,10) y gaussiano (σ = 0,01),
(b) Filtrada (PGFM), (c) Filtrada (FNLDF), (d) Filtrada (NDF), (e) Filtrada (Fuzzy
PGA)
5.4. Conclusiones
En este cap´ıtulo se ha presentado el estudio de eficacia de nuestra implementacio´n del
filtro Fuzzy PGA. Se ha comparado con los filtros FNLDF, PGFM y NLF anteriormente
estudiados en otros trabajos utilizando ima´genes contaminadas con ruido impulsivo,
gaussiano y la mezcla de ambos.
El filtro Fuzzy PGA se ha comportado mejor que el resto de filtros segu´n las puntuaciones
de PSNR obtenidas para todos los casos. En el primero, sobre ima´genes con ruido impul-
sivo, Fuzzy PGA obtiene los mejores resultados, aunque los me´todos PGFM y FNLDF
se comportan de manera similar. Sin embargo, en el caso de ruido gaussiano, PGFM no
obtiene muy buena puntuacio´n, y en el caso de la mezcla de ruidos, los resultados son
similares.
En la comparacio´n de la eficacia del filtrado de ruido impulsivo, se observa que el filtro
Fuzzy PGA obtiene un mayor error de MAE que las te´cnicas de limpieza de ruido
impulsivo, PGFM y FNLDF. Esto se puede deber a la acumulacio´n de pequen˜os errores
en el conjunto de la imagen. Sin embargo el MSE es menor en el caso de Fuzzy PGA
que en el resto, lo que indica que no hay errores de valores dispares.
Esto nos lleva a considerar a Fuzzy PGA como un me´todo de filtrado eficaz, ya que se
comporta bien en los tres casos. Y podr´ıa ser un candidato a ser utilizado en filtrado de
imagen CT para la reduccio´n de dosis radiactiva.
Cap´ıtulo 6
Estudio de Estabilidad del Filtro
Fuzzy PGA en la Base de Datos
mini-MIAS
El objetivo de este estudio es determinar si el filtro Fuzzy PGA implementado es estable,
es decir, se comporta correctamente sea cual sea el tipo de tejido dominante o de la
anormalidad encontrada en el mamograma. Un filtro para imagen me´dica correcto no
debe alterar la informacio´n que contiene la imagen, de modo que no influya en un
posible diagno´stico, eso significa que no debe de existir correlacio´n entre las medidas de
calidad extra´ıdas, y las caracter´ısticas del mamograma analizado (tejido, anormalidad y
diagno´stico).
Para averiguar si existe una correlacio´n se aplica el filtrado Fuzzy PGA sobre cada una
de las ima´genes de la base de datos que han sido contaminadas con una combinacio´n
de ruido impulsivo y gaussiano. Para cuantificar la eficacia del filtrado se utilizara´ como
medida de calidad el valor de PSNR (Peak Signal to Noise Ratio) para cada una de las
reconstrucciones y se comparara´n los resultados obtenidos.
En la primera parte de este cap´ıtulo se describe el estudio realizado, la segunda parte
muestra los resultados y finalmente, se presentan las conclusiones.
6.1. Descripcio´n del Estudio de Estabilidad
Este experimento consiste en la aplicacio´n del filtro Fuzzy PGA sobre nuestra coleccio´n
de ima´genes mamogra´ficas extra´ıda de la base de datos mini-MIAS. Como se ha indicado
anteriormente, esta base de datos esta´ compuesta por 322 mamogramas correspondientes
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a 161 pacientes. Cada una de estas ima´genes esta´ clasificada segu´n el tipo de tejido de la
mama, el tipo de anomal´ıa encontrada si existe y en el caso de que se haya encontrado
una masa, si es benigna o maligna.
El objetivo del trabajo es establecer si existe o no correlacio´n entre la eficacia del filtro y
el diagno´stico asociado a la imagen filtrada. La eficacia del filtro se establecera´ mediante
la medida PSNR, que sera´ mejor cuanto mayor sea.
Para este estudio se ha contado con 322 ima´genes de la coleccio´n, en concreto con aquellas
que se contaminaron con ruido impulsivo y gaussiano.
Una vez obtenida la coleccio´n se aplica el filtro sobre las ima´genes contaminadas obte-
niendo una imagen filtrada 6.1 que se puede comparar con la original a fin de obtener
nuestra medida de calidad (PSNR).
(a) (b) (c)
Figura 6.1: (a) Imagen original, (b) Imagen ruidosa (impulsivo, D = 0,10 y gaussiano,
σ = 0,01), (c) Filtrada con Fuzzy PGA
Como salida de la funcio´n de filtrado obtenemos entre otras medidas el PSNR, que
servira´ en nuestra evaluacio´n para comparar la eficacia del filtro en cada una de las
ima´genes. Por otra parte se realiza una carga de los datos de clasificacio´n de las mamo-
graf´ıas en una matriz nume´rica que indicara´ si posee o no la caracter´ıstica de entre las
explicadas en el cap´ıtulo 3. En la tabla 6.1 se muestra una representacio´n de estos datos
para una parte de las ima´genes.
6.2. Resultados
Para analizar el cruzado de datos entre los valores PSNR obtenidos en el filtrado de cada
imagen y las caracter´ısticas de cada imagen se utiliza el histograma de frecuencias. Este
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Tabla 6.1: Ejemplo de datos cargados de la base de datos mini-MIAS
F G D NORM CALC CIRC SPIC MISC ARCH ...
Imagen 1 No S´ı No No No S´ı No No No
Imagen 2 No S´ı No No No S´ı No No No
Imagen 3 No No S´ı S´ı No No No No No
Imagen 4 No No S´ı S´ı No No No No No
...
Imagen 322 No No S´ı S´ı No No No No No
diagrama representa con que´ frecuencia una imagen ha obtenido un determinado PSNR
(dividido en intervalos de una unidad). Esto facilita la interpretacio´n de los datos, ya
que muestra la variacio´n en la eficacia del filtro, y es posible observar variaciones en
funcio´n de una caracter´ıstica concreta de la imagen.
El primer histograma muestra los valores de PSNR obtenidos segu´n el tipo de tejido
subyacente. Tal y como se observa en la figura 6.2 los valores de PSNR siguen una
distribucio´n aproximadamente normal, siendo los valores para las ima´genes de tejido
graso ligeramente superiores.
Figura 6.2: Histograma de frecuencia en funcio´n de los valores de PSNR entre ima-
gen original y filtrada por clase de tejido: F (graso), G (graso-glandular), D (denso-
glandular).
El segundo histograma (figura 6.3) muestra los valores de PSNR obtenidos segu´n el
tipo de anormalidad. En este gra´fico se observa una diferencia de altura acusada entre
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las masas normales y el resto, debido a que no han sido normalizados los valores en
funcio´n de la frecuencia de aparicio´n, y por lo tanto, como es normal, existen muchos
menos casos de mamogramas con anormalidad que mamogramas normales. A pesar de
las pocas muestras de casos con presencia de anormalidad, s´ı que se puede distinguir que
la mayor´ıa de casos se agrupan en torno al centro, tendiendo a de nuevo a la distribucio´n
normal.
Figura 6.3: Histograma de frecuencia en funcio´n de los valores de PSNR entre imagen
original y filtrada por clase de anormalidad NORM (normal), CALC (calcificacio´n),
CIRC (masa bien definida/circunscrita), SPIC (masa espigada), MISC (otras, masas
no definidas), ARCH (distorsio´n estructural), ASYM (asimetr´ıa).
Por u´ltimo, el tercer histograma 6.4 relacionado con el diagno´stico de la masa encontrada,
que muestra resultados similares a los anteriores. En todos los casos los valores de PSNR
se distribuyen a lo largo de una serie de valores cercanos a 27, el valor central, una
puntuacio´n que es consistente con el experimento realizado en el cap´ıtulo 5.
6.3. Conclusiones
Es este estudio hemos presentado los resultados, en te´rminos del PSNR obtenido, de
filtrado de ima´genes segu´n tipo de tejido, anormalidad y diagno´stico.
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Figura 6.4: Histograma de frecuencia en funcio´n de los valores de PSNR entre imagen
original y filtrada por tipo de diagno´stico: B (benigno), M (maligno).
Se ha demostrado que el filtro funciona correctamente ya que los valores del PSRN que
comparan imagen original y filtrada son mejores que los valores para la imagen ruidosa
y filtrada.
Se ha comprobado que no existe correlacio´n entre el diagno´stico de la mamograf´ıa y
el funcionamiento del filtro, incluyendo en este diagno´stico el en tipo de tejido, el tipo
de masa y la benignidad o malignidad de la masa, ya que la distintas distribuciones se
centran en el mismo valor de PSNR.

Cap´ıtulo 7
Implementacio´n Paralela en GPU
del Filtro Fuzzy PGA
En este cap´ıtulo se presenta una implementacio´n paralela utilizando la potencia de la
GPU. El objetivo de esta parte del estudio es incrementar la eficiencia temporal del
filtro Fuzzy PGA, de manera que pueda ser aplicado sobre un conjunto numeroso de
ima´genes, como por ejemplo en una CT, o incluso en tiempo real para el env´ıo de v´ıdeo
v´ıa streaming.
El hardware utilizado en las pruebas de ejecucio´n de esta implementacio´n del filtro ha
sido una GPU especialmente disen˜ada para aplicaciones de ana´lisis de datos y ca´lculo
cient´ıfico, el modelo Tesla k20. Esta tarjeta esta´ basada en arquitectura Kepler, pensada
especialmente para computacio´n de altas prestaciones. Posee 2496 cores a una frecuencia
de reloj de 706 MHz, y un taman˜o de memoria de 5 GB y un ancho de banda de memoria
de 208 GB/s. Las pruebas de la versio´n secuencial se han realizado en un PC con un
sistema operativo Linux de 64 bits, de procesador Intel Core i7-3820 a 3,60 GHz.
La primera parte describe la implementacio´n del filtro Fuzzy PGA para GPU, la segunda
parte muestra las pruebas de rendimiento realizadas, y por u´ltimo las conclusiones de
esta parte del estudio.
7.1. Introduccio´n a la computacio´n en GPU
La idea de la computacio´n paralela surge hace de´cadas buscando aumentar el rendimiento
computaciones para la resolucio´n de problemas grandes. No es desde hace muchos an˜os
que es posible utilizar procesadores multicore y unidades gra´ficas, y no exclusivamente
de procesamiento gra´fico, sino tambie´n para el propo´sito general.
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En este trabajo se utiliza CUDA (Compute Unified Device Architecture) que hace refe-
rencia tanto a una plataforma de computacio´n paralela como a un modelo de programa-
cio´n creado por NVIDIA, con el objetivo de resolver problemas grandes de una manera
ma´s eficiente que la CPU. CUDA se compone de una serie de librer´ıas, una extensio´n
de los lenguajes de programacio´n C, C++ y Fortran y un compilador.
Un programa en CUDA nos permite ejecutar co´digo en ambos procesadores con so´lo
un programa, de manera que podamos utilizar la potencia de la GPU. Una parte del
programa se ejecutara´ en la CPU, que en CUDA se denomina host, y la otra parte en
la GPU, o device, que sera´ la parte paralela. El compilador se encargara´ de separar el
programa para cada procesador y generar las instrucciones para cada uno.
CUDA asume que la GPU es un coprocesador de la CPU y que cada uno tiene su propia
memoria para el almacenamiento de datos. La CPU es responsable de enviar los datos
a la GPU y tambie´n de pedirle los resultados una vez haya finalizado su ejecucio´n, esto
lo hace con la directiva cudaMemcpy, ana´loga al memcpy de C. Tambie´n se encarga de
reservar la memoria en la GPU, mediante cudaMalloc. A continuacio´n la CPU lanza
el kernel, una funcio´n especial que ejecuta la GPU. Finalmente se copian los datos
resultantes y se libera la memoria. La forma definitiva de un programa en CUDA se
muestra en la figura 7.1.
Figura 7.1: Modelo de programacio´n de CUDA.
Como se ha mencionado anteriormente, un kernel es una funcio´n para la GPU, esta´ es-
crita en C y es invocada de una manera especial de modo que sea ejecutada N veces en
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paralelo por N hilos CUDA distintos. La llamada es de tipo kernel((<blocksPerGrid,
threadsPerBlock))>, el primer para´metro hace referencia al nu´mero de bloques que
deseamos, y el segundo para´metro al nu´mero de hilos por bloque. Por ejemplo, si se
desea ejecutar un programa de 1280 hilos en total se podr´ıa llamar al kernel mediante
kernel((<10, 128))> o bien kernel((<5, 256))>, siempre teniendo en cuenta el nu´mero
ma´ximo de hilos disponible en la GPU, que es suele ser 1024.
De esta manera obtenemos una serie de bloques de hilos que colaboran para solucionar
un problema. La GPU se encarga de distribuir los bloques en los llamados streaming
multiprocessors (SMs), un SM puede ejecutar ma´s de un bloque, pero un bloque no se
puede distribuir entre varios SMs. CUDA garantiza que todos los hilos de un bloque se
ejecutan en el mismo SM a la vez y que todos los bloques de un kernel (se le denomina
grid al conjunto de bloques) terminan antes de que se ejecute cualquier otro bloque de
otro kernel, es decir, contiene una barrera impl´ıcita.
Para poder crear programas ma´s eficientes que manejen adecuadamente el acceso a
memoria es necesario conocer la organizacio´n del hardware en la GPU. Segu´n el modelo
expuesto en la figura 7.2, podemos ver que dentro de la GPU cada hilo tiene su propia
memoria local (la memoria ma´s ra´pida), cada SM tiene su memoria compartida entre
todos sus hilos y existe una memoria global accesible desde cualquier hilo de la GPU. Por
otra parte tenemos la memoria de la CPU (la ma´s lenta) desde la que se comunicara´n
los datos a la GPU.
Figura 7.2: Modelo de memoria para la programacio´n en CUDA.
El propo´sito de conocer el modelo de memoria es ser capaz de disen˜ar programas que
hagan un buen uso de ella, de manera que se pueda optimizar el tiempo de acceso a
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memoria ma´s el tiempo de comunicacio´n. Sabiendo esto en los programas muchas veces
es necesario llegar a una solucio´n de compromiso entre los dos tiempos citados.
7.2. Fuzzy PGA para GPU
Para la implementacio´n del filtro Fuzzy PGA en GPU se utilizo´ el entorno de progra-
macio´n CUDA descrito anteriormente. En esta implementacio´n el filtro Fuzzy PGA se
divide en 3 fases, tras cada fase se sincronizara´n los hilos ya que en las siguiente es
necesario el conocimiento de los datos calculados en la anterior. Como la imagen es lo
suficientemente pequen˜a para ser enviada a la memoria de la GPU, no se divide en blo-
ques, de manera que el kernel se ejecuta en 960 cores, y cada core ejecuta 512 hilos.
De este modo cada hilo se encarga de un solo p´ıxel, as´ı es posible ejecutar el ca´lculo
de todos los p´ıxeles al mismo tiempo. Los datos de la imagen son lo suficientemente
pequen˜os para ser copiados en la memoria local de la GPU. El esquema de ejecucio´n se
muestra en el algoritmo 1.
Algoritmo 1 Fuzzy PGA para GPU
Entrada: Imagen ruidosa Ii, Ft, Fσ
Salida: Imagen filtrada Io, MAE, MSE, PSNR
1: Ii CPU → GPU
2:
3: kernel Fuzzy PGA:
4: Marcado de p´ıxeles ruidosos
5: sincronizacio´n de hilos
6: Filtrado de ruido impulsivo: VMF
7: sincronizacio´n de hilos
8: Filtrado de ruido gaussiano
9:
10: Io CPU ← GPU
11:
12: Ca´lculo de medidas de calidad: MAE, MSE y PSNR
Como objetivo de mejorar todo lo posible el tiempo de ejecucio´n del kernel se tienen en
cuenta distintas te´cnicas:
Minimizacio´n de trasiego de memoria entre CPU y GPU.
Evitar taman˜os de imagen / bloques con dimensiones que sean potencias de 2 por
problemas de cache.
Uso de ldg() para el uso de memoria de texturas no expl´ıcito.
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Para comprobar que esta implementacio´n mejora el rendimiento del filtro, se compara
con la ejecucio´n de la implementacio´n secuencial de Fuzzy PGA. El tiempo de ejecucio´n
incluira´ en cualquier caso los movimientos de memoria necesarios.
7.3. Resultados
Para comparar las ejecuciones de la implementacio´n secuencial y la implementacio´n
para GPU del filtro Fuzzy PGA se ha realizado el tiempo promedio de 10 ejecuciones
consecutivas, variando ciertos ajustes el filtro: aplicando so´lo el paso de limpieza de ruido
impulsivo, aplicando so´lo el paso de limpieza de ruido gaussiano y aplicando los dos. En
la figura 7.3 podemos ver que que la versio´n en GPU es mucho ma´s ra´pida, teniendo en
cuenta que el speedup se define como:
SP =
Tsecuencial
Tparalelo
(7.1)
Entonces se consigue un speedup de aproximadamente 12 unidades en el caso de que
se apliquen los pasos de limpieza de ambos ruidos, de 8 en el caso de que se aplique
so´lo el de ruido impulsivo, y de 4 el caso de que se aplique so´lo el de ruido gaussiano.
Adema´s, el tiempo observado en la ejecucio´n del kernel que ejecuta el filtro en GPU es
de 0,000016 ms.
Con respecto a las mejoras comentadas en la seccio´n anterior, la mejora del trasiego
de memoria implico´ el uso de un solo kernel en lugar de los tres que se utilizaban
en un primer momento. El primer disen˜o ten´ıa tres kernels que se correspond´ıan con
cada uno de los pasos del filtro Fuzzy PGA: deteccio´n, limpieza de ruido impulsivo y
limpieza de ruido gaussiano. Sin embargo esta configuracio´n requer´ıa la comunicacio´n
de ciertos datos entre los distintos kernels as´ı que se opto´ por unirlos en uno y agregar
sincronizacio´n de hilos entre pasos.
La segunda te´cnica de mejora comentada, con respecto a los taman˜os de ima´genes, se
probo´ mediante el uso de ima´genes de distinto taman˜o. Y la tercera mejora se incluyo´ en
el co´digo del kernel.
7.4. Conclusiones
La implementacio´n del filtro Fuzzy PGA en GPU consigue una gran mejora de rendi-
miento en base a su versio´n secuencial. El bajo tiempo de ejecucio´n del kernel implica
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Figura 7.3: Comparacio´n de tiempo de ejecucio´n entre la implementacio´n secuencial
ejecutada en CPU y la implementacio´n paralela para GPU del filtro Fuzzy PGA: (a)
aplicando los dos pasos de filtrado, (b) aplicando el paso de filtrado de ruido impulsivo
y (c) aplicando el paso de filtrado de ruido gaussiano.
que pra´cticamente todo el tiempo medido en el estudio corresponde al movimiento de
los datos en memoria.
Con el tiempo de ejecucio´n conseguido se podr´ıan tratar 2 ima´genes por segundo, consi-
derando una CT compuesta de 360 ima´genes, se podr´ıan postprocesar con este filtro en
aproximadamente 180 segundos, 3 minutos. Estos resultados esta´n au´n lejos de poder
utilizarse en streaming de v´ıdeo. Se necesitar´ıa poder procesar 24 ima´genes (en v´ıdeo
denominadas frames) por segundo. Teniendo en cuenta que el kernel se ejecuta en so´lo
0,000016 ms, es decir, que el cuello de botella se encuentra en el uso de la memoria,
se podr´ıa realizar un buffering de los datos y trabajar en el procesamiento paralelo de
varios frames.
Las te´cnicas de mejora implementadas incid´ıan sobre la ejecucio´n del kernel, no sobre
el cuello de botella detectado, de modo que para el caso de ima´genes pequen˜as no son
apreciables, sin embargo podr´ıan ser interesantes para el uso del filtro en ima´genes de
alta resolucio´n mucho ma´s grandes que las utilizadas en este estudio.
Cap´ıtulo 8
Conclusiones
En este trabajo se ha estudiado un filtro para la reduccio´n de ruido impulsivo y gaussiano
en imagen me´dica. Se ha utilizado una implementacio´n propia del filtro Fuzzy PGA y
como base de datos de ima´genes una coleccio´n de mamogramas denominada mini-MIAS.
A fin de adecuar el filtro al tipo de imagen filtrada se deben encontrar los valores o´ptimos
para los para´metros de entrada Ft y Fσ. Se realiza un experimento multiparame´trico que
consiste en aplicar el filtro sobre cada una de las ima´genes que han sido previamente
contaminada con ruido impulsivo y gaussiano. Este experimento se realizo´ utilizando
infraestructura grid, y se encontro´ que los valores o´ptimos eran Ft = 0,85 y Fσ = 480.
Una vez obtenidos los para´metros de entrada del filtro Fuzzy PGA, se evalu´a su eficacia
compara´ndolo con otros me´todos que han sido validados en estudios anteriores: FNLDF,
PGFM y NLF. Esta evaluacio´n se realiza usando ima´genes mamogra´ficas contaminadas
con distintos tipos de ruido. En todos los casos Fuzzy PGA muestra un comportamiento
correcto, obteniendo mejores resultados, en base a la puntuacio´n PSNR, que el resto
de te´cnicas de filtrado. Concretamente, el filtrado de mamogramas con ruido impulsivo
con Fuzzy PGA obtiene un PSNR = 41, 2335, mejorando a PGFM en 0, 54 puntos,
a NDF en 16, 85 y a FNLDF en 1, 67. En el de caso de ruido gaussiano Fuzzy PGA
obtiene un PSNR = 29, 7441, mejorando a PGFM en 6, 47 puntos, a NDF en 1, 09 y a
FNLDF en 1, 6. Y por u´ltimo, para la mezcla de ambos ruidos Fuzzy PGA obtiene un
PSNR = 29, 3803, mejorando a PGFM en 6, 34 puntos, a NDF en 6, 01 y a FNLDF en
1, 39. Esto significa, no so´lo que Fuzzy PGA supera al resto de filtros considerados si no
que adema´s muestra un buen comportamiento sea cual sea el tipo de ruido que posea la
imagen mamogra´fica (de entre los considerados).
Habiendo demostrado que el filtro Fuzzy PGA es un me´todo de reduccio´n de ruido eficaz
en radiograf´ıa mamogra´fica, se puede considerar para su aplicacio´n en la reduccio´n de
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dosis radiactiva tanto en mamograf´ıa como en otros a´mbitos relacionados como podr´ıa
ser en la CT, donde la dosis radiactiva a la que se somete al paciente es muy alta debido
a que es necesaria la toma de muchas ima´genes desde distintos a´ngulos, para su posterior
reconstruccio´n.
En imagen me´dica es tan importante que el filtrado limpie el ruido encontrado en una
imagen como que esa limpieza no implique la destruccio´n de informacio´n relevante. Esto
podr´ıa tener serias consecuencias en el diagno´stico de una enfermedad. En el caso de la
mamograf´ıa, que se realiza con dosis mı´nimas de radiacio´n, se emplean para localizar
posibles microcalcificaciones que aparecen como puntos blanquecinos en la imagen. Si
se altera esta informacio´n podr´ıan desaparecer estas alteraciones. Para comprobar que
el filtro Fuzzy PGA se comporta adecuadamente sean cuales sean las caracter´ısticas de
la imagen se realiza un estudio de estabilidad del filtro.
El estudio de estabilidad demuestra que en todos los casos, sea cual sea el tejido sub-
yacente de la mama, la anormalidad presente (exista o no), y el diagno´stico de e´sta,
el filtro Fuzzy PGA traza siempre una distribucio´n normal, en base a los resultados de
PSNR que comparan imagen filtrada con imagen original, y que estas distribuciones se
centran en el intervalo de valores [27, 28[, lo cual es consistente con el estudio de eficacia
realizado. Por tanto, se concluye que no existe correlacio´n entre las caracter´ısticas de la
mamograf´ıa y el funcionamiento del filtro, incluyendo en estas caracter´ısticas el en tipo
de tejido, el tipo de masa y la benignidad o malignidad de la masa.
Por u´ltimo, es deseable que cualquier postproceso de imagen se realice en un tiempo
razonable, muy importante si se deben procesar colecciones de ima´genes numerosas
como podr´ıa ser en el caso de una CT, compuesta por tantas ima´genes como a´ngulos
de proyeccio´n se empleen. La solucio´n aportada es la implementacio´n del filtro Fuzzy
PGA para GPU, utilizando la tecnolog´ıa CUDA. Con esta implementacio´n se consigue
un speedup de hasta 12 unidades, en el caso de limpieza de tanto ruido impulsivo como
gaussiano. La implementacio´n en GPU es capaz de procesar 2 ima´genes por segundo
aproximadamente. Tiempo que resulta au´n insuficiente para el streaming de v´ıdeo, que
necesitar´ıa el procesamiento de 24 ima´genes por segundo.
Sin embargo, se observa que la ejecucio´n del propio filtro de la versio´n GPU, es decir,
la ejecucio´n del kernel, emplea tan solo 0, 000016ms del tiempo total. Esto significa
que la mayor parte del tiempo se emplea en operaciones de intercambio de memoria y
establecimiento del contexto, y que el filtro Fuzzy PGA se adecua muy bien al empleo
de GPUs.
En definitiva, este es trabajo multidisciplinar que au´na principios algor´ıtmicos, medicina
radiolo´gica y computacio´n de altas prestaciones. Se ha conseguido implementar un filtro
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Fuzzy PGA para su uso en imagen me´dica, concretamente en imagen mamogra´fica, me-
jorando tanto el rendimiento en eficacia con respecto a otros filtros evaluados en estudios
preliminares, como la eficiencia temporal mediante el empleo de una implementacio´n en
GPU. Para todo ello se han utilizando parte de los recursos aprendidos en el Ma´ster
Universitario en Computacio´n Paralela y Distribuida de la Universitat Polite`cnica de
Vale`ncia.
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Cap´ıtulo 9
Trabajo Futuro
Como trabajo futuro se plantea la realizacio´n de un estudio detallado de la efectividad y
cuantificacio´n del filtro Fuzzy PGA para la reduccio´n de dosis radiactiva. Que consistir´ıa
en la aplicacio´n del filtro sobre ima´genes tomadas con distintas dosis y su posterior
ana´lisis.
En cuanto a la mejora de rendimiento temporal, se propone la paralelizacio´n del filtro con
tecnolog´ıas que operen sobre la CPU, y la optimizacio´n de la implementacio´n realizada
en GPU. Adema´s, esta u´ltima puede resultar de especial intere´s en el filtrado de ima´genes
de gran taman˜o, por tanto se sugiere la adaptacio´n de la implementacio´n en GPU para
taman˜os de imagen grandes y la realizacio´n de un ana´lisis ma´s profundo del rendimiento
en funcio´n de dichos taman˜os.
El a´rea de la imagen me´dica es muy amplia, y no so´lo se emplean radiograf´ıas, por tanto
ser´ıa de gran intere´s el estudio de otro tipo de ima´genes como por ejemplo MRI (Imagen
de Resonancia Magne´tica). En este caso ser´ıa incluso necesario incorporar te´cnicas de
filtrado de distinta naturaleza, para la reduccio´n de otros tipos de ruido.
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