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Geometric methods have played a fundamental and crucial role in combinatorial group theory 
almost from the inception of that field. In this paper we initiate a study of the use of some of 
these methods in inverse semigroup theory. We modify a lemma of 1. Simon and show how to 
construct E-unitary inverse monoids from the free idempotent and commutative category over the 
Cayley graph of the maximal group image. The construction provides an expansion from the cate- 
gory of X-generated groups to the category of X-generated E-unitary inverse monoids and 
specializes to a construction of certain relatively free E-unitary inverse monoids. We show more 
generally that this construction is the left adjoint of the maximal group image functor. Munn’s 
soluiion to the word problem for the free inverse monoids and several of the results of McAlister 
and McFadden on the free inverse semigroup with two commuting generators may be obtained 
fairly easily from the construction. We construct the free product of E-unitary inverse monoids, 
thus providing an alternate construction to that of Jones. 
1. Introduction and preliminary results 
Relative to the binary operation of multiplication, the unary operation a + 0-l 
and the nullary operation of selecting the identity 1, inverse monoids form a variety 
of algebras of type (2,1,0) defined by the usual laws 
(XY)Z = X(YZ), xl = lx = x, xx-ix = x, (x-‘)-i = ,& 
(xy))’ = yP’xP1 and (.xx~‘)(~~-‘) = (y~~‘)(xx~i). 
We refer the reader to [15] for background, notation and standard results about 
inverse semigroups and inverse monoids. In particular, free inverse semigroups 
(monoids) exist. We will denote the free inverse monoid on X by FIM(X): we may 
regard the free inverse monoid as the quotient FIM(X) =(XUX-I)*/@ of the free 
monoid with involution (XUX-‘)* on X by the Vagner congruence Q. We refer 
the reader to [15, Chapter VIII] for this and other results and notation concerning 
free inverse monoids (semigroups): in particular we shall assume familiarity with 
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Munn’s solution to the word problem for free inverse monoids via birooted word 
trees (Munn trees). 
The class of E-unitary inverse monoids is one of the most important and well 
studied classes of inverse monoids. An inverse monoid A4 is E-unitary if the semi- 
lattice of idempotents E(M) is a unitary submonoid. The following lemma is well 
known: 
Lemma 1.1. Let M be an inverse monoid. The following conditions are equivalent: 
(a) M is E-unitary; 
(b) for all m, n EM, mn = m implies that n E E(M); 
(c) there is a morphism r9 : M-t G onto a group G such that E(M) = 1 @-I; 
(d) if a,,,, denotes the minimum group congruence on M and 02 the corre- 
sponding natural map from M onto G =M/o,,,,, then l(aG))’ = E(M). D 
We also mention McAlister’s theorem [15] that shows that an inverse monoid A4 
is E-unitary if and only if M is isomorphic to a P-monoid. In Section 3 we give an 
alternative construction of E-unitary inverse monoids based on the work of Margolis 
and Pin [ll]. 
The fact that inverse monoids form a variety of algebras has led to a great amount 
of work in the theory of varieties of inverse monoids. In particular, note that a 
variety of groups can also be considered as a variety of inverse monoids. Let V be 
a variety of groups. An inverse monoid M has an E-unitary cover over V if there 
is an E-unitary inverse monoid N whose maximal group image is in V and such that 
there is an idempotent-separating morphism from N onto M. It is easy to see that 
the collection of inverse monoids 
P= {M: M has an E-unitary cover over V} 
is a variety of inverse monoids. The following summarizes some of the work of 
Petrich and Reilly [16] and Pastijn [14]. 
Theorem 1.2. Let V be a variety of groups. Then P is the largest variety of inverse 
monoids having E-unitary covers over V. Furthermore, P is defined by the laws 
[u’=u: u=l is a law in V]. 0 
In the next section we show how to construct all the relatively free monoids in 
p. In particular we show that the elements of the free X-generated monoid in Pare 
finite connected birooted subgraphs of the Cayley graph of the free X-generated 
group in V. 
In Section 2 we define the Cayley graph T(X, R) of a group presentation P= 
(X: R) and show how to use Z-(X, R) to construct an E-unitary inverse monoid 
M(X, R). This construction defines an expansion (in the sense of Birget and Rhodes 
[ 11) from the category of X-generated groups to the category of X-generated E-uni- 
tary inverse monoids and is a left adjoint to the usual functor o from X-generated 
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E-unitary inverse monoids to X-generated groups. It specializes to yield the rela- 
tively free E-unitary inverse monoids described in the preceding paragraph. 
The methods which we employ in our proof involve a reformulation of some of 
the results of Margolis and Pin [ 111 with exclusive emphasis on the inverse case. We 
make use of the derived category of Tilson [19] and an extension of an important 
result of Simon [2] to the case of undirected graphs and categories with involution. 
In Section 3 we describe some basic structural properties of the monoid M(X, R) 
and in Section 4 we discuss several examples of the construction and show how it 
relates to the work of Munn [13] on free inverse semigroups, McAlister and 
McFadden [lo] on the free inverse semigroup with two commuting generators and 
Jones [5] on free products of E-unitary inverse semigroups. 
2. The construction 
In this section we give the construction of our monoids and establish the universal 
properties which they enjoy. We begin with our definition of graph, which in this 
paper, unless stated otherwise, is an undirected graph. As is common (see, for 
example, [3,18]), it is useful to define these objects as directed graphs with 
involution. 
A digraph is a pair of sets I-= (V, E) together with two functions (x : E + V and 
w : E --t V: (Y and o assign the initial and terminal vertex to an edge respectively. A 
graph is a digraph with involution; that is a graph is a digraph r= (I/E) together 
with a function from E to E (denoted by e + e-l for e E E) such that (e-l)-’ = e, 
em’ fe, a(e-‘) = o(e) and w(e-‘) = o(e) for all eE E. An orientation for a graph is 
a subset E, of E such that E is the disjoint union of E, and (E,))‘. To describe 
a graph, we need only give the set of vertices, an orientation E, and the restriction 
of a and o to E,. With each digraph r=(V,E) we associate the graph i=‘= 
(I/EUE-‘) where E-‘={e-‘: eEE} is a set in bijection with E (by the obvious 
map) and disjoint from E and where for each eE E the edge eC’ E E-’ satisfies 
a(e-‘)=w(e) and ~(e~‘)=cr(e). We adopt the usual convention of representing 
graphs by diagrams consisting of points and lines: points correspond to vertices and 
a line joining two points corresponds to a set of edges of the form {e,e-I}. Thus 
for example the graph having two vertices u and (“p anld two edges e,e-’ with 
u = a(e), u = w(e) is represented by the diagram u o ‘: o u or more commonly 
by u&v. 
There is an evident notion of directed path in a digraph and of path in a graph. 
We also define a path in a digraph I- to be a directed path in the graph i? The set 
of (directed) paths P in a (di)graph has some algebraic structure. Namely, if p and 
q are paths such that o(p)=a(q), then the path pq is formed by concatenating p 
and q. This enables us to construct the free category F(T) on a digraph r and the 
free category with involution FI(T) on r as follows. Let r= (VI E) be a digraph. If 
we include an ‘empty’ path at each vertex UE V, then F(T)=(V,P) is a category 
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whose objects are the vertices u E V and whose morphisms from u E I/ to u E V are 
the directed paths p with a(p) = u and w(p) = o: composition of morphisms p : u + u 
and q: I_I + w is the morphism pq: u + w described above. F(T) is called the free 
category on the &graph I- (see [3]). We also define FI(T) =F(T) for a digraph 
r= (1/E): thus the objects of FI(Z) are the vertices u E V and the morphisms are 
directed paths in r (i.e. the paths in r). FI(T) is equipped with a natural involution, 
namely, if p = e, e2 . . . e, is a directed path in r where the e, are directed edges of r 
(i.e. each eiEEIJEP’), thenp-’ 
map p +p-’ 
is the directed path p-’ =ei’ e;!l . ..e.’ in T. The 
(p a path in r) clearly defines an involution on the category FI(ZJ. 
The category FI(T), equipped with this involution is the free category with involu- 
tion on the digraph r. We remark at this point that we regard a category as an 
algebraic structure in its own right: the ‘elements’ are the morphisms and their com- 
position is an associative partial binary operation. Thus ‘category’ is a direct 
generalization of ‘monoid’ (a category with just one object). We refer to [3] for an 
excellent exposition of this point of view. Tilson [19] gives applications to the theory 
of semigroups. Thus if T(X) denotes the digraph T(X)=({o},X) with one vertex 
u and non-empty set X of edges (and obvious choice of a and o), it is clear that 
F(T(X)) is the free monoid X” on X and FI(T(X)) is the free monoid with involu- 
tion (XUX-‘)* on X. The diagram of T(X) provided in Diagram 1 is intended to 
have one edge labelled by x for each XE X. 
Diagram 1. T(X). 
We now introduce the graphs of interest to us here, namely the Cayley graphs of 
group presentations. A presentation for a group G is a pair (X; R) where X is a 
non-empty set and R is a (possibly empty) subset of FG(X), the free group on X. 
The group G is the quotient group G = FG(X)/N where N is the normal closure of 
R in FG(X). We write G= gp(X: R) for the group presented by generators X and 
relations R. The natural morphism from (XU X-l)* to G will be denoted by fR: we 
do not assume that fR is one-one when restricted to X. The Cayley graph of the 
group presentation G = gp(X: R) is the graph T(X; R) with vertex set G and orienta- 
tion E, = G xX: we have a(g, x) = g and o(g, x) = g(xfR) for all g E G. We normally 
denote g(x&) simply by gx. In particular, when sketching Cayley graphs of group 
presentations we often represent the pair of edges (g,x) and (8,x))’ =(gx,x-t) by 
the diagram g +--&c gx. Thus, for example, the Cayley graph of the presentation 
FG({a, b}) = gp( {a, b}; 0) for the free group on two generators CI and b is the infinite 
tree sketched in Diagram 2. 
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Diagram 2. T({a,b}; 0). 
We remark that the Cayley graphs I-(X, R) depend not only on the group G = 
gp(X: R) but on the specific presentation of this group: different presentations of 
the same group yield different Cayley graphs in general. However, if (X; R,) and 
(X; R2) are two presentations of the same group G with N, and N2 the correspon- 
ding normal subgroups of FG(X) and if Nr = N,, then fR, =fRz and T(X; R,) = 
T(X, R2). In this case we call (X; R,) and (X; R2) isomorphic presentations of G. If 
f =fR we sometimes use 2(X, f) to denote the Cayley graph of the presentation 
(X; R). Conversely, if G is a group and X a non-empty set, then every function 
f: X-t G such that Xf generates G extends to a homomorphism f: FG(X) ++ G 
(in fact to a homomorphism f: (XUX-‘)* ++ G). If N denotes the corresponding 
normal subgroup of G and R is any subset of N whose normal closure in FG(X) 
is N, then f =fR, G = gp(X, R) and T(X; R) = T(X; f ). The notations T(X; R) and 
Z-(X, f) will be used interchangeably. We will also use the notation (X; f) for a 
presentation of the group G = gp(X, R) and write G = gp(X, f > if f = fR. Note that 
the group G= gp(X; R) acts transitively without fixed points by graph auto- 
morphisms on the left of T(X, R). 
For each presentation (X; R) of a group G= gp(X, R) we define M(X; R) = 
{(I-, g): r is a finite connected subgraph of Z(X, R) containing 1 and g as vertices}. 
An element (6 g) E M(X; R) is called a graph I- with endpoint g. 
For each finite subgraph r’ of T(X, R) and each g E G we let g. r’ be the subgraph 
of Z(X; R) obtained by acting on r’ on the left by g, that is, the set of vertices of 
g. r’ is V(g. r’) = {gh: h is a vertex of r’} and the edges of g. r’ are of the form 
gh & ghx where h & hx is an edge of r”. Define a multiplication on 
M(X;R) by 
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(r, gw: h) = v- u g. r: gh) (1) 
where r U g. r’ denotes the graph whose vertices (edges) are the union of the vertices 
(edges) of I- and g. r’. Note that since 1 E V(T’), g E V(g . r’) and so r U g . r’ is 
connected. It follows that M(X;R) is closed under the multiplication (1). 
Theorem 2.1. Let (X; R) be a presentation of the group G=gp(X, R). Then 
M(X; R) is an E-unitary inverse monoid generated (as an inverse monoid) by the 
graphs with endpoint (rxrxfR) for x E X, where r, is the graph 1 & xfR with 
set ( l,xfR) of vertices and oriented edge x from 1 to xfR. Furthermore G is the 
maximal group image of M(X; R). 
Proof. It is easy to see that (1) defines an associative multiplication on M(X, R) and 
that the trivial graph with one vertex (1) and no edges is an identity for M(X, R), 
so M(X; R) is a monoid. If (K g) E M(X; R), then (g-r S r, g-‘) E M(X, R) and it is 
easy to verify that (Kg)=(T,g)(g- . r,g-‘)(T,g), so M(X, R) is regular. Further- 
more, (r, g) is an idempotent of M(X, R) if and only if g = 1. From this it follows 
quickly that idempotents commute and thus &2(X; R) is inverse with (c g)-’ = 
(8-l . K g-l). Also, if (Kg), (r: g’) EM(X; R) and (r; g)(r’, g’) = (r, g), then g’= 1, 
so (r: g’) is an idempotent of M(X, R). By Lemma 1.1, M(X; R) is an E-unitary 
inverse monoid. (This is also easily checked from McAlister’s theorem (see [15, 
Chapter VIII]) since M(X; R) is explicitly represented as a P-semigroup P(G; X, Y) 
where X is the poset of finite connected subgraphs of T(X, R) under reverse inclu- 
sion and Y is the semilattice of finite connected subgraphs of T(X; R) that contain 
the vertex 1.) 
We now check that A4(X, R) is generated as in an inverse monoid by {(r’,x): 
x E X}. It suffices to show that the map from (XU X-l)* that assigns x to (r,, x) 
and x-l to (r’, x)-l for x E X extends to a surjective morphism. Let (K g) E M(X, R) 
and let JZ be any path in FI(T(X; R)) that begins at 1, ends at g and traverses each 
edge of rat least once. If we consider 17 to be an element of (XU X-i)* (read the 
word labelling the path n), then a straightforward induction on the length of Z7 
shows that 17 maps to (r, g) under the above morphism. Therefore, M(X; R) is 
generated by {(&,x): x E X) as an inverse monoid. 
Finally, it is well known that for any inverse semigroup S, the minimal group con- 
gruence o is given by sat if and only if there is an idempotent e such that es= et. 
Since idempotents of M(X, R) have the form (K l), it can easily be seen that 
(c g) a(r’, h) if and only if g = h. Then rs# maps (6 g) to g for each (K g) E M(X; R) 
and G is the maximal group image of M(X, R). 0 
Remarks. (1) If (X; R,) and (X; R2) are isomorphic presentations of the group G, 
then M(X; R,) =M(X; R2). Hence we often denote the monoid M(X, R) by M(X; f) 
where f=fR. 
(2) If G = gp(X: X) is the presentation of the trivial group (as an X-generated 
E-unitary inverse monoids 51 
group), then M(X; X) is the free semilattice with identity on X (see Diagram 1 for 
the Cayley graph Z-(X,X)), while if G = gp(X: 0) is the usual presentation of 
FG(X), then M(X, 0) is the free inverse monoid on X (see Diagram 2 for the Cayley 
graph T(X, 0) where X= {a, b}). We will discuss these examples and several other 
examples in detail in Section 4. 
Given a presentation (X; f) of a group G = gp(X: f) we form a category 8(X; f) 
as follows. The objects of &(X,f) are the commutative diagrams of the form 
x 
where M is an E-unitary inverse monoid generated (as an inverse monoid) by Xg 
and cr; is the natural map from M onto its maximum group image G. A morphism 
in &(X;f) from 
is a surjective morphism x : M --H N such that the diagram 
X 
commutes. Note that this forces x to be an idempotent-pure morphism from M 
onto N. That is E(N)x-’ = E(M). The category &(X;f) is called the category of 
X-generated E-unitary inverse monoids with maximum group image G. 
It is clear that the diagram 






is a terminal object in the category 8(X; f). By Theorem 2.1 it follows that if f is 
the map from X to M(X;f) defined by x+ (r’,xf), then Diagram 3 is an object of 
G(X; f). 
M(X;f)-p- G Diagram 3. 
The main result of this section is the following: 
Theorem 2.2. Let (X; f) be a presentation of the group G = gp(X: f >. Then the 
object in Diagram 3 is an initial object in the category &(X; f). In particular, if M 
is an X-generated E-unitary inverse monoid with maximum group image G, then 
there is an idempotent-pure morphism from M(X; f) onto M. 
In order to prove this theorem we first reformulate some of the results of Margolis 
and Pin [ll] in the context of inverse monoids. We make use of the concept of the 
derived category of a monoid homomorphism as developed by Tilson [19]. Actually, 
the definition below differs from that of Tilson. For our purposes, this definition 
suffices. See the note at the end of this paper. 
Let f: IV--H N be a homomorphism from the monoid A4 onto the monoid N. The 
derived category D(f) of the morphism f is given by the following data. The set 
obj (D( f )) of objects of D(f) is the monoid N; the set Mor(n, n’) of morphisms from 
n to n’ (for n, n’e N) is 
Mor(n,n’) = {(n,m,n’): meA4, n(mf)=n’}. 
If we define (n, m, n’)(n’, m’, n”) = (n, mm’, n”), then D(f) is a category. The idea is 
that we wish to recover information about A4 from the image (N) and ‘the kernel’. 
N of course codes the congruence classes off. Thus we only need to keep track of 
how the elements of A4 move around inside the congruence classes, and this is ex- 
actly what D(f) is doing. Notice that if A4 and N are groups, then D(f) is the 
groupoid of right cosets of K= ker(f) in IM and thus D(f) is equivalent to K con- 
sidered as a one-object category (see [19]). 
The next lemma describes D(f) in the case f: M+ G where M4s an E-unitary 
inverse monoid and G is the maximum group image of M. In particular E(M) is 
the inverse image of the identity of G. If C is a category on which a group G acts, 
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then C/G will denote the category whose objects and morphisms are the orbits of 
the appropriate actions of G. We refer the reader to [ 1 l] for more details concerning 
this construction. A category is inverse if for each morphism p there is a unique 
morphism p-l such that ppP1p=p and pP’ppml =p-‘. 
Lemma 2.3. Let M be an E-unitary inverse monoid and let f: M++ G be the natural 
morphism onto the maximum group image G of M. Then D(f) is an inverse cate- 
gory such that Mor(g, g) = E(M) for all g E G. Furthermore, G acts on D(f) transi- 
tively without fixed points on Obj (D(f)) and M is isomorphic to D(f)/G. 
Proof. Let C= D(f). It is easy to see that if p=(g,m, h) E Mar(C), then p-’ = 
(h, m-‘, g) is the unique inverse p-’ of p and thus C is inverse. Moreover, 
(g, m, g) E Mor(g, g) if and only if mf = 1 by the definition of D(f). Since M is E-uni- 
tary, it follows that Mor(g,g) is isomorphic to E(M). 
The left regular representation of G induces an action of G on D(f) that is transi- 
tive without fixed points on Obj(D(f)). It follows that D(f)/G has one object, that 
is, it is a monoid. Furthermore, every orbit of Mar(C) has a unique member starting 
at 1. Thus we can identify C/G with the set Mor(1, *) of morphisms that begin at 
1. If (1, m, g), (1, n, h) E Mor(1, *), then their product in C/G is (1, mn, gh) and thus 
the map that sends (1, m, g) to m is a morphism. Finally the definition of C ensures 
that this map is an isomorphism. 9 
There are obvious connections with the construction above and the theory of 
covering spaces and fundamental groups. This connection is made clear in [ll] 
although we will not need these results in their full generality here. Suffice it to say 
that G is the fundamental group of M and that D(f) is the universal covering space 
of M. The next lemma gives the converse of Lemma 2.3. We say that a category 
is idempotent and commutative if Mor(u, u) is a semilattice with 1 for all objects u. 
Lemma 2.4. Let C be an idempotent and commutative inverse category and let G 
be a group that acts transitively without fixed point on Obj (C). Then M= C/G is 
an E-unitary inverse monoid. Moreover the maximal group image of M is G and 
C is isomorphic to the derived category of the morphism of M onto G. 
Proof. Since G acts transitively without fixed point on Obj(C) we can assume that 
Obj(C) = G and that M= Mor(1, *): if p: 1 + g and 4: 1 + h, then their product in 
M is p(gq) : 1 + gh. Let p : 1 + g be an element of M= Mor(1, *). Since C is inverse, 
there is a morphism p-’ : g + 1 such that pp-‘p =p. The morphism gP’p-’ : 1 + g-’ 
is in the orbit of p-l and it can be checked that p(g-‘p-‘)p =p in M. Thus M is 
a regular monoid. We note that E(M) = Mor(1, 1) which is an idempotent and com- 
mutative monoid by assumption, so that M is inverse. The map that assigns p : 1 + g 
to g is a morphism from M onto G such that the inverse image of the identity is 
Mor(1, 1) = E(M) and thus M is E-unitary. Moreover, p and q have the same end- 
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point if and only if pq-l EE(M) and it follows from standard results in inverse 
semigroup theory that the above assignment gives G as the maximal group image 
of M. An easy calculation shows that the derived category of this morphism is 
isomorphic to C. 0 
The preceding lemmata show that the problem of constructing E-unitary inverse 
monoids is equivalent to constructing idempotent and commutative inverse cate- 
gories on which a group acts transitively and without fixed point. We will take the 
‘top down’ approach by now constructing the free idempotent and commutative 
inverse category on which a group acts. 
We first extend an important result of I. Simon [2] to the case of undirected 
graphs and categories with involution. Let r= (V, E) be a digraph and let F(T) = 
(V, P) be the free category on ZY Define a function T : P+ 2E by pr = {e E E: p = ueu 
for some U, u E P]. Thus pr is the set of edges that p traverses. Define a relation - 
on P by p-q if and only if p and q are coterminal and pt = qt. It is easy to see 
that - is a congruence on F(T) (we refer to [8] for the concept of a congruence on 
a category). Furthermore, in the quotient category F(T)/-, Mor(u, u) is idempotent 
and commutative for all u E V. Simon’s lemma says that - is the smallest congruence 
on F(T) with this property. 
Lemma 2.5. (Simon’s lemma [2]). Let u be a congruence on F(T). Then the quotient 
category F(T)/v is idempotent and commutative if and only if -Cv. 0 
Now let FI(T) be the free category with involution on r. Define a function [ 
from the set P of paths of r (i.e. the directed paths of r) to 2E”Em’ by pi= 
{{e,e-‘}:p=ueu or p=ue-‘u for some u,u~P}. 
This time p[ is the set of undirected edges traversed by p. Define a relation = on 
P by p = q if and only if p and q are coterminal and pi = q[, An involutive con- 
gruence on a category with involution is a category congruence v such that pvq 
implies that p-‘vq-‘. 
Lemma 2.6. The relation = is an involutive congruence on FI(r). If v is an involu- 
tive congruence on FI(T), then the quotient category FI(T)/v is an inverse idempo- 
tent and commutative category if and only if = c v. 
Proof. Let C== FI(T). Note first that p[=p-‘[ and (pq)c=p[U q< for all paths 
p, q E P. It follows that = is an involutive congruence on C and that pp-‘p=p for 
all p E P. Suppose now that v is an involutive congruence on FI(T) such that =c v. 
Since pp-‘p=p for all p E P, it follows that pp-‘pvp for all p E P. Furthermore, if 
p,q~Mor(u,u) for some UEV then (pp)i=pc and (pq)[=(qp)<=p[Uq{, so 
pp =p and pq = qp, whence ppvp and pqvqp. It follows that C/v is an inverse idem- 
potent and commutative category: the usual semigroup-theoretic proof of the fact 
that a regular semigroup with commuting idempotents is inverse is easily modified 
to give uniqueness of the p-’ such that pp-‘pvp and p-‘pp-‘VP-‘. 
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Conversely let v be an involutive congruence on FI(T) such that the quotient cate- 
gory FI(T)/v is an inverse idempotent and commutative category. Assume that p=q 
for some paths p, q E P. Then p< = q[ and this implies that (pp-‘p)t = (qq-‘q)r. 
That is, ppP1p and qq-‘q traverse the same set of directed edges of r and are co- 
terminal and are thus related by the Simon congruence - on F(T). If we consider 
v as a category congruence on F(r), it follows by Simon’s lemma that 
pp-‘pvqq-‘q. Therefore pvpp-‘pvqq-‘qvq and thus -C v. Cl 
In view of this lemma we refer to the category FI(T)/= as thefree inverse idempo- 
tent and commutative category over r. Now let (X; f) be a presentation of the group 
G = gp(X: f > and let I-= T(X, f) be the corresponding Cayley graph. Let C= FI(T) 
and D=FI(T)/=, the free inverse idempotent and commutative category over 
T(X, f). Then G acts on D transitively without fixed point. The next lemma shows 
that D/G is isomorphic to the E-unitary inverse monoid M(X; f) constructed 
earlier. 
Lemma 2.7. The monoids D/G and M(X; f) are isomorphic. 
Proof. From the construction above (proof of Lemma 2.4) we may identify D/G 
with Mor( 1, *), the set of morphisms of D that begin at 1. Now a morphism of D 
is given by the set of undirected edges traversed by a path in r. Clearly every path 
traverses a connected subgraph and two paths traverse the same set of undirected 
edges if and only if they traverse the same subgraph. Thus two paths are related if 
and only if they are coterminal and traverse the same subgraph. It follows that D/G 
is in one-one correspondence with the set of finite connected subgraphs of r with 
endpoint: that is, D/G is in one-one correspondence with M(X; f). It is easy to 
check that the multiplication in D/G is exactly that of M(X, f). 0 
We are now in a position to prove Theorem 2.2. 
Proof of Theorem 2.2. Let M be an X-generated E-unitary inverse monoid with 
maximum group image G; more precisely let the diagram 
X 
be an object in &(X, f). We aim to show that there is a unique surjective morphism 
x : M(X, f) ++ A4 such that the diagram 
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commutes. 
By Lemma 2.3, the derived category C of the morphism 0: : M* G is inverse, 
idempotent and commutative. Since M is generated by the image Xg of X, it follows 
that C is generated as a category with involution (see [3]) by the morphisms 
{(a,xg, a(xg) UE G, XE X}. Lemma 2.6 implies that there is a unique mor- 
phism from FI(T(X; f))/= onto C. Furthermore this morphism is easily seen to be 
compatible with the action of G and this implies that there is an induced morphism 
x from M(X; f) onto C/G = M. The fact that the map x is idempotent-pure follows 
since the diagram 
M(X; f )““(x;f)H G 
commutes and since M and M(X; f) are E-unitary. q 
The next lemma shows that idempotent-pure congruences on an E-unitary inverse 
monoid correspond to category congruences on the corresponding derived category 
that respect the action of the maximal group image. 
Lemma 2.8. Let M be an E-unitary inverse monoid and let D be the derived cate- 
gory of the morphism o# : M&H G of M onto its maximal group image G. If v is 
a congruence on D such that pvq implies gpvgq for all g E G, then the restriction 
of v to Mor( 1, *) is an idempotent-pure congruence on M = D/G. Conversely, every 
idempotent-pure congruence on M arises this way. 
Proof. It is straightforward to verify the first part of the lemma. Conversely, if T 
is an idempotent-pure congruence on M=Mor(l, *) and if prq, then pq-‘rppP’ 
and it follows that pq PI is an idempotent. Hence pq-’ is a loop at 1 in D and thus 
p and q are coterminal. Now define a relation on D by pvq if and only if p and q 
begin at the same vertex g and gP’prg-‘q. It follows in particular that p and q 
are cotermina1. Now assume that p : q + h, p’: h + k and that pvq and p’vq’. 
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Then g-‘prg-‘q and h-‘p’rh-‘q’. Therefore (g-‘p)(h-‘p’)s(g-‘q)(h-‘q’). But 
@‘p)(K’p’) in A4 is the path (g-‘p)(g-‘p’) in D. Similarly, (g-‘q)(h-‘q’)= 
(g-‘q>(g-‘4’). Since gP’(pp’) = (g-‘p)(g-‘p’) and gP’(qq’) = (g-‘q)(g-‘q’), we 
have pp’vqq’ as desired. A similar argument shows that if pvq, then pm’vqP1. 0 
A presentation of an inverse monoid is a pair (X; r) where X is a non-empty set 
and r is a binary relation on the free inverse monoid FIM(X): if T* is the congruence 
on FIM(X) generated by r, then the corresponding quotient monoid FIM(X)/r* 
will be denoted by Inv(X: s) or Inv(X: u, = u,, i E 1) if r= {(tl;, u;): iEI}. We refer 
to Inv(X: s) as the inverse monoid presented by generators X and relations T. The 
next lemma provides a presentation of the monoids M(X,f) constructed earlier. 
Corollary 2.9. Let (X, f) be a presentation of a group G = gp(X: f >. Then M(X, f) = 
Inv(X: u*=u whenever ~EFIM(X) and uf= 1 in G). 
Proof. Let A4= Inv(X: u2 = u whenever uf = 1 in G). Then A4 is clearly E-unitary 
since l(0:))’ =E(M) by definition of M. Suppose that 
is an object in &(X, f). Now if u E(XU X-l)* and u= 1 in G, then ug=(ug)* in N. 
Hence there is a unique morphism x : A4 + N such that xx =xg for all x E X. From 
the definition of A4 it follows that x is idempotent-pure, so xaz=a$. Since the 
diagram 
X 
commutes, it follows that this diagram is an initial object in &(X, f). By Theorem 
2.2 we have M(X;f)=M since initial objects are unique. 0 
Corollary 2.10. Let V be a variety of groups and let G = F,( V) be the relatively 
free X-generated group in V. If (X, f) is a presentation for G such that {xf x E X} 
freely generates G, then M(X, f) is isomorphic to the relatively free X-generated in- 
verse monoid in the variety p. 
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Proof. If uf = 1 is a relator in G, then uf = 1 is a law in G since G is relatively free. 
It is easy to see that u2 = u is a law in M(X; f) = Inv(X: u2 = u whenever uf = 1 in 
G), and the result follows from Corollary 2.9 and Theorem 1.2. q 
Corollary 2.11. (a) The inverse monoid M(X: 0) is isomorphic to FIM(X). 
(b) The inverse monoid M(X, X) is isomorphic to the free semilattice with 1 on X. 
Proof. Part (a) is immediate since (X; 0) is a presentation for the free group on X. 
Part (b) is immediate since (X,X) is a presentation for the trivial group as an 
X-generated group and an E-unitary inverse monoid with trivial maximal group 
image must be a semilattice. 0 
3. Some properties of M(X;f) 
In this section we gather together some of the properties of the monoids M(X; f). 
We first recall the representation of M(X; f) as a P-semigroup which was used in 
the proof of Theorem 2.1. If (X; f) is a presentation of the group G = gp(X; f >, then 
we let R be the set of all finite connected subgraphs of Z-(X, f) under reverse in- 
clusion and let % be the subset of &!Z consisting of all finite connected subgraphs 
of T(X; f) containing the identity of G as a vertex. It is routine to see that (G, Z, 3) 
forms a McAlister triple in the sense of Petrich [1.5]. From the proof of Theorem 
2.1 we have 
Lemma 3.1. The monoidM(X; f) is isomorphic to the P-semigroup P(G; g 9). 0 
From this lemma we can easily find the usual parameters, such as the Green’s 
relations, natural partial order, etc. For completeness we provide a geometric 
characterization of these parameters. 
Lemma 3.2. For (K g), (r’, g’) EM(X; f) we have the following: 
(a) (I; g) is an idempotent if and only if g = 1; 
(b) (c l)~(l-‘, 1) if and only ifrsr’; 
(c) (r,g)s(r',g') ifand only ifr=I+; 
(d) (r, g) g(r’, g’) if and only if g-IT= (g’)-IT’; 
(e) The maximal subgroup HCI; ,, f o M(X, f) is isomorphic to the automorphism 
group of the graph I- (where by an ‘automorphism’ we mean a graph automorphism 
that preserves labeling). HCK I, is isomorphic to stab(r) = {h E G: he r= r}; 
(f) (c g) $3 (r’, g’) if and only if r is isomorphic to r’ (as labeled graphs); 
(g) Every $-class of M(X; f) is finite. 
(h) g= g. 
Proof. Most of this is immediate from the characterization of the Green’s relations, 
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partial order, etc. given on a P-semigroup (see [15, Chapter VII]). We provide a 
proof of part (e) here. Note that from (c) and (d) it follows that (c l),%‘(Z-: g’) if 
and only if T=T’ and T=g’. I-. It follows that left translation by g’ defines an 
automorphism of rwhich preserves labeling, Conversely, every label-preserving auto- 
morphism of r is induced by a left action on r of some element g’ of G for which 
g’.r=r. 0 
Remark. It is possible to reformulate the construction of M(X, f) slightly in order 
to state the above results in a form analogous to Munn’s form for the corresponding 
results on the free inverse monoid. By a birooted word graph relative to the group 
presentation (X, f) we mean a triple (Q, I; o) where r is a finite connected subgraph 
of the Cayley graph T(X,f), (with edges labelled by elements of XUX-’ as in 
T(X, f)) and (Y, o are distinguished vertices of I-. An isomorphism of the birooted 
word graphs (a, r; w) and (a’, r’, 0’) is a graph isomorphism @ : T++ r’ which pre- 
serves labels as well as edges and vertices and such that a@=cr’, o@=oJ’. We let 
j?r(X; R) be a transversal of the isomorphism classes of birooted word graphs rela- 
tive to the presentation (X, f) and denote by ((x, r, cu) the representative for (CI, r, c~) 
in pr(X;f). There is an obvious multiplication on pr(x;f) that makes the map 
x : M(X; f) + pr(X, f) defined by (K g)x = (1, K g) an isomorphism of ILI(X; f) 
onto ,K(X,f)_ We may therefore identify M(X;f) with pr(X;f). It is routine to 
reformulate Lemma 3.2 in order to provide characterizations of the Green’s rela- 
tions, partial order, etc. in terms of birooted word graphs: We shall not do this here, 
but we remark that Munn’s characterization of these parameters on the free inverse 
monoid in terms of birooted word trees is immediate from this reformulation. 
Corollary 3.3. H is a subgroup of M(X; f) if and only if H is isomorphic to a finite 
subgroup of G = gp(X; f >. 
Proof. Since M(X; f) is E-unitary it follows that each subgroup of M(X; f) (in fact 
each Z-class of M(X, f )) embeds in the maximal group image G = gp(X: f) of 
M(X; f). Also from Lemma 3.2 it follows that each *-class of M(X; f) is finite. 
Therefore every subgroup of M(X; f) is isomorphic to a finite subgroup of G. Con- 
versely, let H= { 1, h,, . . . , h,) be a finite subgroup of G. For each i with 1 ~i<n let 
pi be a path from 1 to hi in T(X, f). Consider the subgraph r of Z-(X; f) consisting 
of all the edges and vertices on the paths hpi where h E H and 1 ri~n. Then r is 
connected. To see this, let u and u be vertices of Z? Then there are h, h’E H and i,j 
in the interval lli,j<n such that u is a vertex on hp, and u is a vertex on h’pj. 
Then there is a path from u to h and thus a path from u to 1. Similarly there is a 
path from 1 to u, so r is connected. Now consider the subset H’ of M(X; f) con- 
sisting of the pairs (r, h) with h E H. Since hT= r for all h E H, it follows that H’ 
is a group isomorphic to H. 0 
Recall that a semigroup is combinatorial if all of its subgroups are trivial. 
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Corollary 3.4. The monoid M(X; f) is combinatorial if and only if G =gp(X: f > is 
torsion free. 0 
The following definitions are from Jones [4]. A depth function for a partially 
ordered set (P, I) is a function d: P -+N such that if x<y in P, then d(x)>d(y). 
A semigroup S is layered if the poset S/g of$-classes of S has a depth function. 
If moreover the$-classes of S are finite, then we say that S is finite layered. (In [17] 
this property is called ‘finite-$-above’.) 
Corollary 3.5. M(X, f) is a finite layered inverse monoid. 
Proof. Let d: M(X; f)/$- N be defined by d(J Cr,gj) = card(V(T)) (the number of 
vertices in r). It follows from Lemma 3.2 that d is a well-defined depth function, 
so M(X; f) is layered. It also follows from Lemma 3.2 that everyg-class of M(X, f) 
is finite if X is finite. 0 
Corollary 3.6. M(X; f) is completely semisimple. 
Proof. Since M(X, f) has finiteg-classes, there can be no copy of the bicyclic semi- 
group in M(X; f). 0 
Corollary 3.7. M(X, f) is residually finite. 
Proof. Let d: M(X; f) -+ N be the depth function defined in the proof of Corollary 
3.5 and let Zk = {(K g) E M(X, f) : d(T, g) 2 k}. Then Ik is an ideal of M(X; f) and 
since M(X, f) is finite layered, it follows that M(X;f)/Z, is finite. It is clear that 
the intersection of all Ik (k 2 0) is empty so that M(X, f) is a subdirect product of 
the M(X;f)/l,, kr0. 0 
In [4] (see also [15]) the basis property for inverse semigroups is defined and 
studied. In particular, it is proved that every finite layered inverse combinatorial 
monoid has the basis property. Hence we have the following corollary: 
Corollary 3.8. M(X; f) has the basis property if gp(X: f) is torsion free. q 
Recall that an inverse semigroup is fundamental if the only idempotent-separating 
congruence is the identity. Let T, be the Munn semigroup of the semilattice E = 
E(M(X; f)) (see [15]). It is known that the morphism 0: M(X; f) + TE assigning 
mEM(X,f) to B,:EAE defined by Dom(B,)={eEE:e(mm-‘} and e&,= 
m-‘em for e E Dom(8,) induces the maximum idempotent-separating congruence 
on M(X; f): 6’ is referred to as the Munn representation of M(X, f). We remark that 
conjugation has a natural geometric interpretation in M(X;f). Namely, if e= 
(&,, 1) is an idempotent in M(X,f) and m =(I; g) EM(X; f), then m-‘em is the 
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idempotent whose underlying graph is TU g-l&. In particular, it follows from 
Lemma 3.2 that if e’:mm-‘, then rn-‘em = (g-IT,, l), the idempotent whose under- 
lying graph is the translate of r, by g-t. 
Proposition 3.9. M(X; f) is fundamental if and only if M(X, f) is a semilattice or 
G = gp(X: f > is infinite. 
Proof. Clearly every semilattice is fundamental. Let G be infinite and let e = (c 1) 
be an idempotent of M(X; f). Suppose that m.rte in M(X; f) and m fe. Then 
m = (l-, g) for some g E V(T) such that g. r= r. Since G is infinite, there is a path 
p in T(X; f) starting at 1 such that neither p nor g-’ .p is contained in r. Let 
e’=(lYJp, I), the idempotent of M(X; f) whose underlying graph is TUp. Then 
e’se and m-‘e’m is the idempotent whose underlying graph is gP’TUg-t .p. 
Therefore m-‘e’mfe’ and it follows that the Munn representation is faithful and 
thus M(X; f) is fundamental. Conversely, it is clear that a finite E-unitary inverse 
monoid that is not a semilattice is not fundamental since it contains a minimal ideal 
that is a non-trivial group. 0 
We close this section by showing that the construction of the monoids M(X; f) 
induces an expansion (in the sense of Birget and Rhodes [l]) from the category of 
X-generated groups to the category of X-generated E-unitary inverse monoids which 
is a left adjoint of the usual functor o from X-generated E-unitary inverse monoids 
to X-generated groups. For X a fixed non-empty set we define 9 (X) to be the cate- 
gory whose objects are the diagrams Xf G where G is a group and Xf generates 
G. A morphism in g(X) from XL G to X% H is a morphism x : G + H such 
that the diagram 
X 
commutes. We define A(X) to be the category whose objects are the diagrams 
XLM where M is an E-unitary inverse monoid and Xf generates M. A mor- 
phism in k(X) from Xf M to X AN is a morphism x : M+ N such that the 
diagram 
X 
commutes. Evidently g(X) is a full subcategory of A(X). 
There is an obvious functor which we shall denote by cr from A(X) to g(X). The 
functor o sends the object XLM of A(X) to the object Xz M/o,,,_, of g(X), 
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where o; denotes the natural homomorphism from M onto its maximum group 
image M/aM. If XLA4 and X-% N are objects of &Z(X) and x : M-t N is a 
morphism of A4 to N for which the diagram 
commutes, then x is surjective (since Xf generates M and Xg generates N). Note 
that if m,o,,,,m, for some ml, m2 EM, then by definition of o,,,, there exists e E 
E(M) such that em, =em2 and so (ex)(mlx)=(eX)(m2X); that is, m,XaNm,X. It 
follows that there is a unique map xo: M/a, --f N/oN such that the diagram 
commutes, and this defines a morphism from X- f0’ M/o,,,, to X go’ -N/a,. One 
easily checks that o is a functor from A!(X) to S(X). 
There is also a functor M from %2(X) to A(X). For each object XL G of 
g(X) we associate the object Xf M(X; f), where f is the morphism defined in 
Diagram 3. If Xf G and X-% H are objects of +2(X) and x : G -+H a homo- 
morphism of G onto H for which the diagram 
YX\ g X 
G-H 
commutes, then we define 2 : M(X, f) -M(X, g) by (Ca)x =(Q,ax) where l-x 
is the subgraph of T(H,g) obtained by mapping each edge b c-&-c b(xf) of r 
onto the corresponding edge bx +-&--c (bx)(xfX) of T(H, g). It is then evident 
that Diagram 4 commutes and that the map (XL G) H (XLM(X; f)) and 
x ++ 2 defines a functor jc1 from 9(X) to A(X). Clearly 2 is surjective if x is sur- 
jective and x is the identity on M(X; f) if x is the identity on G. Since the maps 
o,$~;~) : M(X, f) + gp(X: f > are surjective, it follows from the definition of ex- 
pansion given by Birget and Rhodes [I] that we have established the following fact: 
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GT?\> 
M(X; f) ’ MW; g) Diagram 4. 
Proposition 3.10. The functor A is an expansion from the category 59(X) of 
X-generated groups to the category &J(X) of X-generated E-unitary inverse 
rnonoids. 0 
In fact more is true, namely we have the following: 
Theorem 3.11. The functor Jl : g(X) + A(X) is left adjoint to the functor 
r7 :dtx(X) --f g(x). 
Proof. From [3, Proposition 3, p. 191 it suffices to show the following: for each 
object XL G of g(X) there is a morphism qCx~oG): (XL G) + crA(XL G) 
such that 
(1) rl : Is(X) + (TO .A! is a natural transformation, and 
(2) for every g(X) morphism x: (XL G)+ a(XAM) there is a unique 
&(X)-morphism v/ : &(XL G) + (X-%M) such that ~(&_o)cr(~) =x. 
So let X L G be an object of g(X) and define qCxL+o) : (XL G) --t (XL G) 
(the identity morphism on Xf G). This satisfies condition (1) since a& is the 
identity functor on g(X). Now let XA+M be an object of J%(X) and x a 
morphism from Xf G to a(X &IV); in other words x is a morphism from G 
onto M/a, such that Diagram 5 commutes. 
M Diagram 5. 
By Theorem 2.2, there is a unique morphism v : M(X, ga:) -M such that Dia- 
gram 6 commutes. There is also a morphism x : M(X; f) + M(X, go;) uniquely de- 
fined as in Diagram 4 such that Diagram 7 commutes. Now define r// : M(X; f) +M 
by v/ = xv. From the commuting of Diagrams 5, 6, and 7 it follows that Diagram 8 
commutes and hence that q&_o) a(v) =x (i.e. a(w)=x). Finally, if t,~i is any 
morphism from M(X; f) to M such that a(v,)=x, then Diagram 9 commutes. 






It follows that, for all XE X, (r,, xf) w1 =xg, so the image of each generator 
of M(X; f) under v, is uniquely determined and so there is a unique morphism 
~,:M(X;f)+Msuch that a(t+~,)=x. 0 
4. Further remarks and examples, free products 
We have already noted that M(X; @) is isomorphic to the free inverse monoid on 
X and M(X; X) is isomorphic to the free semilattice with 1 on X. In this section we 
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provide additional examples of the construction of the monoids M(X, R) and estab- 
lish some connections with other parts of the literature on inverse semigroups. 
Example 4.1. Let FAG(X) be the free abelian group on X with the usual presenta- 
tion (X; C) where C= {xyx-‘y-‘: x, VEX}. If X= {x,y), then the vertices of the 
Cayley graph T(X, C) consist of the lattice points in the plane in the usual way, as 
represented in Diagram 10. 







Y XY X2Y 
/\ A A 
1 x X2 
A A /\ 
Y-’ xy-’ x*y-’ 
/\ /\ I\ 
Diagram 10. 
According to our construction, elements of M(X, C) consist of pairs (Kg) where r 
is a finite connected subgraph of T(X; C) containing 1 and g as vertices and with 
the multiplication described earlier. For example, if r is the graph 
and I-’ is the graph 
then (I; x)(r’, x-l) = (T”, 1) where r” is the graph shown in Diagram 11. 
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-I 
1 Diagram 11. f”. 
Y 
We note from Corollary 2.10 that M(X; C) is the relatively free X-generated 
inverse monoid in the variety of inverse monoids that possess an abelian E-unitary 
cover. 
It is useful at this point to contrast the expansion M(X, R) developed here with 
the prefix expansion gR developed by Birget and Rhodes [l]. If G is a group, 
Birget and Rhodes [l] define GR to consist of the pairs 
where (gl,g2, . . . . g,) is a sequence of elements of G, under the multiplication 
(A, a)(B, b) = (A U a. B, ab). 
They show that GR defines an expansion from the category of groups to the cate- 
gory of E-unitary inverse monoids. If X is a set of generators for G, then the inverse 
submonoid of GR generated by the elements ({1,x),x), XEX is denoted by dR lx 
and is called the ‘cut down of dR to generators’ in [l]. They show that if G is the 
free group on X, then GR lx is the free inverse monoid on X. In [12], Meakin 
shows, however, that if G is the free abelian group on X, then GR Ix is not a 
relatively free object in any variety of inverse monoids. The distinction between the 
expansion M(X, R) developed in this paper and the prefix expansion dR Ix of 
Birget and Rhodes is worth noting here. For example, if G= FAG({x, y}), then the 
words xyx-’ and xyx-‘yP1y have the same set of prefixes in G and are the same 
in G, so the prefix expansion does not distinguish between them, but note that the 
subgraph of the Cayley graph of G represented by the word xyx-’ is the graph 
y-+-lxy 
while the subgraph of the Cayley graph represented by the word xyx-ryP1y is the 
graph 





so the expansion M(X; C) does distinguish between these words. Evidently, the pre- 
fix expansion picks out the set of vertices of the corresponding graph, which is not 
enough information to determine the graph unless the Cayley graph is a tree. It 
follows that the prefix expansion coincides with the expansion M(X, R) for a group 
G = gp(X: R) if and only if G is the free group on X. 
Example 4.2. Let Mc2 = Inv( {x, y}: xy=yx), the free inverse semigroup on two 
commuting generators, which was extensively studied in [lo]. Note that Mc2 is not 
commutative (for example xx-l #x-lx, xy-’ #y-lx, etc). It is easy to see (and is 
shown in [lo]) that MC, is E-unitary and has maximum group image FAG({x, y}) = 
gp(X, C). From Theorem 2.2 it follows that there is an idempotent-pure congruence 
v on M(X, C) such that McZ=M(X, C)/v. Clearly v is the congruence on M(X; C) 




and r, is the graph 
i 
1 
Now let (Kg) be any element of M(X; C). We let r be the subgraph of T(X; C) 
obtained from I- as follows: if r contains two vertices of the form x’yj and xky’ 
where kri and /zj, then we add all vertices of the form x’y’ for isr5 k and 
jlslf and all edges of r(X; C) joining adjacent vertices of this form. In other 
words, we complete the graph r by adding all vertices and edges of the graphs of 
Diagram 12 whenever the vertices xiyJ and xkyi (with is k and j< I) belong to r. 
It is easy to see that two elements (rr, gr) and (r,, g2) of M(X, C) are v-related if 
and only if g, =g, and I-, =r,. This solves the word problem for Mcz and is evi- 
dently equivalent to the solution found by McAlister and McFadden [lo]. 
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xi,’ . . . 
it: 
xky’ 
. . . 
xfyj 7: rl xkyj Diagram 12. 
Example 4.3. Free products of E-unitary inverse monoids. The free product of 
inverse semigroups S, and S, in the category of inverse semigroups is defined by 
the usual universal diagram: It is an inverse semigroup Siinv S2, together with 
homomorphisms zi : S, + S1 inv S2 and l2 : S2 --f Siinv S2 such that for all inverse 
semigroups T and homomorphisms C#J~ : S, + T and Q2 : S, -+ T, there is a unique 
homomorphism I,U : Siinv S, + T such that Diagram 13 commutes. 
Free products of groups in the category of inverse semigroups were considered by 
McAlister [9] and Knox [7]; free products of inverse semigroups were constructed 
by Jones in [5] (the E-unitary case) and [6] (the general case). In particular, 
McAlister [9] shows that S,inv S is E-unitary if and only if S, and S2 are E-unitary 
and Jones [5] uses this to construct the P-representation of Siinv S2 from the 
P-representations of Si and S,, if S, and S2 are E-unitary. The free product of 
inverse monoids S, and S, in the category of inverse monoids is defined using the 
same universal diagram (Diagram 13), the distinction being that the morphisms are 
required to be monoid morphisms, that is, they map identities to identities. The dis- 
tinction is non-trivial: the effect is that the identities of S, and S2 become amalga- 
mated in Siinv S2 and this makes for a very different structure. For example, if Gi 
and G2 are groups, then in the category of inverse monoids, Giinv G2 is the group 
free product G,gp G2 of Gi and G2 in the category of groups, but in the category 
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of inverse semigroups, G, inv G2 is never a group (see [9]). In order to preserve this 
distinction we use Stminv Sz to denote the free product of the monoids S, and SZ 
in the category of inverse monoids and Stinv Sz to denote their free product in the 
category of inverse semigroups: Gigp Gz denotes the free product of groups CL and 
G, in the category of groups. 
Suppose now that for i= 1,2, X, LA4, is an X,-generated E-unitary inverse 
monoid with maximum group-homomorphic image G; =~V~/rr; where X, and X2 
are disjoint. Then for i = 1,2, there is an idempotent-pure congruence vi on 
A4(Xi;&oj#) such that M; =M(X,;~~j#)/Vi. We adopt the point of view that 
knowing the congruence Vi provides as much information about Mi as knowing the 
P-representation of Mi since each can easily be obtained from the other: we refer 
to [ 151 for the standard construction of the P-representation of an idempotent-pure 
image of a P-semigroup. We first make the following observation: 
Lemma 4.4. M(X, ; f, a,#) minv M(X,; f,~,“) is isomorphic to M(X, U X,; f) where 
f : X, U X, + Gr gp Gz is the map whose restriction to Xi (i = 1,2) is J; CT*. 
Proof. There is a natural embedding g; of M(X,; J; a,#) into M(Xt U Xl; f) which 
sends each generator (r,, x) of M(X,; f, ai#) to the same generator in M(X, U X2; f). 
There is also a natural embedding li of M(X,;&o,#) into M(X,;f,o,#) minv M(X,; 
f,cr,“) which again takes the generator (rx,x) to itself. By the universal property 
M(X,; fr of) minv M(X,; &a,#) there is a unique morphism w : M(X, ; fi of) 
minv M(X,; f2 cr2#) -+ M(X, U X,; f) which maps each generator (r,, x) (x E X, U X1) 
to itself. Since M(X,; f, ~1”) minv M(X,; f,o,“) and M(X, U X2; f) are both 
(Xi U X,)-generated E-unitary inverse monoids with maximum group image 
Grgp X,, there is a unique morphism 
which also maps each generator (r&x) (x~X, U X,) to itself. Since v/ and x are 
surjective morphisms whose restriction to the appropriate generators are mutually 
inverse bijections, it follows that w and x are mutually inverse bijections be- 
tween these monoids and hence M(X,;f,al#) minv M(X,;f,a,#) is isomorphic to 
M(X, UX,;f). q 
Now regard each M(X,; &oi”) as an inverse submonoid of M= M(X, U X,; f), 
which we identify with M(X,; fr G,“) minv M(X2; &a#) by Lemma 4.4. Then each 
congruence vi (i= 1,2) on M(X,;xf;;#) may be regarded as a relation on M. Let v 
be the congruence on A4 generated by vi U v2. In order to construct the congruence 
v we first take a closer look at the Cayley graph T(X, U X,; f) of G1 gp G2 in terms 
of the Cayley graphs r, =r(X,; A a,#) for i= 1,2. Each element of Gtgp G2 other 
than 1 may be uniquely expressed in the reduced form g, g2 . . . g, where gj E 
(G,UG,)\{l) d an no two consecutive elements gj, g,, , are in the same group G, 
or G,. We also regard 1 as being reduced. It follows that the Cayley graph 
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T(X, U X,; f) is the union of the translates (gi . . . g,) . r, (where gl . . . g, = 1 or 
g1 1.. g, is reduced and g, E G2) and the translates (g, . . . g,) . r2 (where g, . . . g, = 1 
or g, . . . g, is reduced and g,EGi) of the Cayley graphs of G, and G2. Two such 
translates of the Cayley graphs of Gi and Gz are either disjoint or have precisely 
one vertex in common: If gl . . . g, is reduced with g, E G,, then the translates 
(gi . . . g,).r2 and (gi . . . g, _ r). r, have the vertex g, . . . g, in common and the trans- 
lates (g, . . . g,-i).ri and (gi . . . g, _2). r2 have the vertex gl . . . g, _ i in common. Of 
course the translates 1 . r, and 1. r2 have the vertex 1 in common. We illustrate the 
situation in the case in which G, = gp(a: a4 = 1) and G2 = gp(b: b3 = 1) by sketching 
a piece of the Cayley graph of Gigp G, = gp(a, 6: a4 = 1, b3 = 1) in Diagram 14. 
Diagram 14. 
Now let (Kg) EM(X~ U X,;f). If (Kg) is not the identity of M(X, UX,;f), then 
there is a uniquely defined set B(T) consisting of all the translates h. rj for which 
h=l or h=g, . . . g,, g,,@ V(I;) and some vertex of r other than h belongs to h. ri. 
Define C(T) = {h E Gigp Gz: h E V(r) and h. fi E B(T) for some i = 1 or 2). Thus 
C(T) consists of the vertices gl . . . g, which are the proper prefixes of other vertices 
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g, ... g,gn+t (in reduced form) of r, together with 1. 
Note that if h E C(T), then either h = 1 or h belongs to exactly two of the translates 
in B(T): if h is written in reduced form as h = g, . . . g,, then g, . . . gk E C(T) for all 
ksn. Also every vertex in V’(r)\C(T) belongs to exactly one of the translates in 
B(T). We define a graph T(T) as follows: The set of vertices of T(T) is C(T) and 
if gl . ..g.,g;... gh_, E C(Z), we connect them by an edge in 7’(T) if and only if 
gl . . . g,=g; . . . gi,_, (i.e. g, =g;, . . . . g,=gl,_i) or g; . . . gh=g, . . . g,_l. Clearly T(T) 
is a tree. If h=g, . . . g, E C(T) with g, $ c, we denote by r, [h] the subgraph 
h-‘*(h.~fV) of r;. 
We next define a reduction operation on the element (Kg) as follows. Suppose 
h f 1 is an extremal vertex of T(T) with h. & E B(T) and g@ V(h . c) - {h). If 
(I-, [h], 1)~; 1 we say that ha 4 is contractible to a point. We reduce (Kg) by re- 
moving all edges (and vertices other than h) of h. TifIr whenever h is an extremal 
vertex of T(Z) such that he r, is contractible to a point. The result is a new element 
(r’, g) of M(X, U X2; f) with C(T’) = C(Z) - {h} : T(T’) is obtained from T(T) by 
‘pruning’ the extremal vertex h (and the edge which connects it to the remainder of 
T(T)). It is clear that this pruning operation is confluent (that is, any ambiguities 
in pruning may be resolved), so, since T(T) is finite, it follows that (r, g) may even- 
tually be reduced to a unique element (c g) of M(X, U X,;f) which may not be 
reduced any further by contractions of this type. 
We now define a relation v on M(X, U X,;f) as follows: if (Kg), (A, h) E 
M(X, U X2; f), then define (K g)V(d, h) if and only if g = h, B(T) = B(d), C(T) = 
C(d) and (Ti [k], l)Vi(di[k], 1) for all k E C(r). (Geometrically, this says that 
r(r) = T(d) and the subgraph of r contained in the translate k. ri in B(T) may be 
deformed into the subgraph of d contained in k. rj via the congruence v,, but that 
these deformations must leave C(r) intact.) 
We illustrate these concepts in the following continuation of Example 4.3. Let 
Gi = gp(a: a4 = 1) and G2 = gp(b: b3 = 1) (with the maps ft : (a} + G, and f2 : {b} -+ 
G, being the obvious ones: f, : a -+ a, f2 . b + b). The Cayley graph r({a, b}, f) 
(i.e. the Cayley graph of Gtgp G2) is pictured in Diagram 14 above. Let v2=02, 
so that M2= G2 and let v1 be the idempotent-pure congruence on M({a}, f,o,“) 
obtained by identifying 
Let r, and n be the graphs shown in Diagrams 15 and 16 respectively. The cir- 
cled vertices are the elements of C(T) and C(d). The tree T(d) is pictured in 
Diagram 17. 
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a’ba2b a’ bab2 
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a3b2 /212 
a2b 




Diagram 17. T(d). 
I 
It is clear that the vertices a2, a36a, a36a2 and a3ba3 of T(d) are all contractible 
to a point in this example. It is also clear that, after successive prunings, (A,a2) 






b2 .:” b Diagram 18. 
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From the construction of v given above we see that (c a’) V(d, a2). 
Theorem 4.5. The relation B on M(X, UX,; f) defined above coincides with the 
congruence v on M(X, U X2; f) generated by v, U v2. Furthermore, M(X, U 
X2; f)/v=M,minvM2. 
Proof. It is clear that B is an equivalence relation on M(X, UX,; f). Suppose that 
(I;g)o(d,h) and that (Z~,~)EM(X, UX,; f). Then (Z7,l)(Kg)=(nUI.Kig) and 
(n, I)@, h) = (Z7U I. A, Ih). Suppose that s E C(nU I. r). If XE C(n), then clearly 
s E (J7 U 1. A), so assume s $ C(n). Then s = It for some vertex t E V(T) and since 
s $ C(fi) there is a translate s. r, E B(Z7 U I. r) such that t. I;; E B(T). Since B(r) = 
B(J) we see that t. G E B(d) and hence s = It E C(I7 U I. d). Hence C(ZZ U I. r) = __-. __- 
C(Z7UI.o). Clearly, then, B(nU/.r) =B(flUI.n) and since g= h and 
(c [k], 1)~; (6, [k], 1) for all k E C(r), it follows that (17, /)(I; g)P(Zl)(d, h). 
A similar argument shows that (cg)(17,I)~(d, h)(Z7,I), so v is a congruence on 
M(Xr UX,;f). 
Let v denote the congruence on M(Xi U X2; f) generated by vI U v2. Clearly 
vCP. We proceed to show that VC v by induction on /C(r)/ where (cg)V@, h). If 
)C(r)j=l, then C(r)=C(d)={l} and cd C r, U r2. The fact that B(T) = B(d) 
forces either c;dCr, or c;dCr2, and in either case, (cg)(vt U v,)(d, h) by stan- 
dard kernel-trace arguments (see [15]) since g = h and (c l)(v, U v2)(6, 1). Note that 
if (rig) is obtained from (Kg) by contracting h. & [h] to a point, then 
(I;g) = (r:h)(G [hl, l)(h-‘T:h-‘g)v(r:h)({l}, l)(h-‘W-‘g) = (r:g), 
and it follows that (K g)v(c g). Similarly (d, h) v(d, h), so (K g)v(d, h) in case 
/C(r)) =l. Now suppose that (Kg)v(d,h) with j C(f’)J = j C(d)] = k> 1. Suppose 
that there exists an extremal vertex s of T(p) = T(A) such that g = h is not a vertex 
in the corresponding translate s. r; E B(T) =&ii). Form the graph r’ (resp. 0’) 
obtained from r (resp. 6) by removing all edges in s. r, tl r (resp. se rj fl6). Then 
i+‘=r’, 6’=0’, (r’,s),(d:s)~M(Xt UX,; f), (rts) B(A:s) and IC(P’)/ < /C(Q SO 
by induction (T’,s)v(d’,s). Also (s-‘T:s-‘g)J(s-‘d’,s~‘g), in M(X, UX,; f) and 
(c(.d-‘)I < (c(T)/ so (s-‘r:s-‘g)v(s-.‘d:s-‘g). It follows that 
(Eg) = (r:s)(T[s], i)(s-lr:s-lg)v(d:s)(b[sl, l)(s-%s-‘g) 
= (6, g) = (6, h) 
and hence that (K g)v(d, h). The only remaining case is when the vertex g lies in 
the translate s. r; corresponding to an extremal vertex s of T(T) = T(d). In this 
case we again form the graph r’ (resp. A’) obtained from r (resp. 6) by removing 
all edges in s.cflr (resp. s.r’nd). Once again (r’,s)~(o’,s) and so (r’,s)v(o’,s) 
by the induction assumption. Also, since v, is an idempotent-pure congruence 
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on M(X,;&o;#), it follows again by standard kernel-trace arguments that 
(r[s],s-‘g)Vi(d[s],s’h) since g=h and (P[s], l)Vi (A[S], 1). Hence 
(Kg) = (r:s)(T[s],s-‘g)v(d:s)(d[s],s-‘h) = (ii,/?) 
and hence (E, g)v(d, h) in this case as well. It follows that vc v and hence v = v as 
required. 
Finally we show that M,minv M,=M(Xt UX,)/v. For k= 1,2 let ik denote the 
natural embedding of Mk into Ml minv M2 and let j, denote the natural embedding 
of M(X,; f,ak#) into M(X, U X,; f ). From the description of v given above, it is 
clear that each Mk =M(X,; fKok#)/vk embeds in M(X, U X2; f)/v: denote this 
embedding by lk for k= 1 or 2. From the universal property of M, minv M2 it 
follows that there is a homomorphism cr from Ml minv M2 to M(X, U X,)/v such 
that i,cx=/, for k=l,2. The effect of (Y is to send each generator (r’,xfkok#)vk 
of M,minv M2 to itself in M(X1 U X,;f)/v. By the universal property of 
M(X, U X,; f) = M(X, ; f, of) minv M(X,; f,af) there is a unique morphism 
v : M(X, U X2; f) + Ml minv M2 such that v,“i, = jk v/ for k = 1,2. The effect of ly on 
the generator (TX,xfkok#) (xEX~) of M(X1 UX,;f) is to send it to (r,,xfk(~k#)v~. 
It follows that IJ factors as I,U = vfi for some morphism ,L3: M(X, UX,;f)/v + 
Ml minv M2 which restricts to the inverse of a on the generators of M(X, U X2; f)/v. 
It follows that (Y is an isomorphism and hence that M,minv M2=M(Xl U X2; f)/v 
as required. 0 
We close the paper by remarking that all of the results obtained for E-unitary 
inverse monoids in this paper may be easily modified so as to obtain similar results 
for E-unitary inverse semigroups. Since D, in M(X, f) is trivial, it follows that 
S(X;.I-)=M(X;f)- (11 1s an E-unitary inverse semigroup which enjoys similar uni- 
versal properties to those enjoyed by M(X; f). The main results of the paper carry 
over verbatim to the category of X-generated E-unitary inverse semigroups if we re- 
place M(X; f) by S(X; f) in the appropriate places. The distinction becomes slightly 
less trivial when we consider the free product St inv S, of two E-unitary inverse 
semigroups. However the analysis which we carried out to construct M,minv M2 
applies here as well if we are careful to interpret what the corresponding Cayley 
graphs look like. Note for example that the trivial group with identity e may be 
considered as an E-unitary inverse monoid with no generators and corresponding 
Cayley graph . e (one vertex and no edges) but when {e> is considered as an 
E-unitary inverse semigroup it must have at least one generator (x) and so its Cayley 
graph must have at least one edge e Ox. This apparently trivial distinction becomes 
major when considering free products. For example, if G = gp(a: a3 = e) and 
H= (f >, then the Cayley graph of the free product G gp H relative to the set of 
generators {a} for G and {f > for H is shown in Diagram 19. 
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Diagram 19. 
f 
Since we do not amalgamate e and f in G inv H, an analysis of the congruence 
B developed above shows that the distinct elements of G inv H are: (a, a*, a3=e, 
f, fa, fa*, fe, af, afa, afa*, a2f, a2fa2, faf, fafa, fafa*, afaf, afafa, faffaa). 
Note. It has been pointed out to us by the referee that our definition of the ‘derived 
category’ D(f) of a morphism f: A4 -+ N differs from that of Tilson [19]. Certainly 
Tilson’s definition is more fundamental and important for the general decomposi- 
tion theory of semigroups. Our D(f) has Tilson’s derived category as a divisor in 
the sense of [ 191. D(f) suffices for the applications we had in mind in this paper 
and we hope that our use of the term ‘derived category’ does not cause any con- 
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