Introduction
Since work of Voorhoeve, Kazarnovskiȋ and Khovanskiȋ [Voo76, Kaz81, Kho91] , it has been known that many of the quantitative results relating algebraic sets and polyhedral geometry can be extended to more general analytic functions, including exponential sums. Here, we show that the recent estimates on the distance between amoebae and Archimedean tropical varieties from [AKNR14] admit such an extension. These estimates are useful for coarse approximation of solution sets, as a step toward finer approximation via, say, homotopy methods (see, e.g., [AGGR13, HL14] ). Exponential sums are also important in Signal Processing, Model Theory, and Geometry (see Remark 1.8 below).
1 Definition 1.1. We use the abbreviations [N] := {1, . . . , N}, w := (w 1 , . . . , w n ), z := (z 1 , . . . , z n ), w · z := w 1 z 1 + · · · + w n z n , and C * := C \ {0}. We also let ℜ(z) denote the vector whose i th coordinate is the real part of z i , and ℜ(S) := {ℜ(z) | z ∈ S} for any subset S ⊆ C n . Henceforth, we let A := {a 1 , . . . , a t } ⊂ R n have cardinality t ≥ 2, b j ∈ C for all j ∈ [t], and set g(z) := t j=1 e a j ·z+b j . We call g an n-variate exponential t-sum and call A the spectrum of g. We also call the a j the frequencies of g. Finally, let Z(g) denote the zero set of g in C n , and define the tropical variety of g to be: Trop(g) := ℜ z ∈ C n : max j e a j ·z+b j is attained for at least two distinct j . ⋄
Note that while we restrict to real frequencies for our exponential sums, we allow complex coefficients. Trop(g) also admits an equivalent definition as the dual of a polyhedral subdivision of A depending on the real parts of the b j (see Section 2 below). . So ℜ(Z(g)) = log 3 √ 2
. ⋄ Example 1.3. When g(z) := e a 1 z 1 +b 1 +e a 2 z 1 +b 2 for some distinct a 1 , a 2 ∈ R (and any b 1 , b 2 ∈ C)
it is easily checked that Trop(g) = ℜ(Z(g)) = ℜ(b 1 −b 2 ) a 2 −a 1 . More generally, for any n-variate exponential 2-sum g, Trop(g) and ℜ(Z(g)) are the same affine hyperplane. However, the univariate exponential 3-sum g(z 1 ) := (e z 1 + 1) 2 gives us Trop(g) = {± log 2}, which is neither contained in, nor has the same number of points, as e a j ·z+b j with a j ∈ R n and b j ∈ C for all j, let k be the dimension of the smallest affine subspace containing a 1 , . . . , a t , and set δ(g) := min p =q |a p − a q |. Then t ≥ k + 1 and (0) If t = k + 1 then Trop(g) ⊆ ℜ(Z(g)) and sup
|ρ − σ| = 0.
(1) For t ≥ k + 1 ≥ 2 we have sup
(2) Defining the n-variate exponential t-sum g t,n (x) := (e δz 1 + 1) t−n + e δz 2 + · · · + e δzn , we have ∆(ℜ(Z(g t,n )), Trop(g t,n )) ≥ log(t − n)/δ for t ≥ n + 1 and δ > 0.
We prove Theorem 1.5 in Section 4. Fundamental results on the geometric and topological structure of ℜ(Z(g)) have been derived in recent decades by Favorov and Silipo [Fav01, Sil04] . However, we are unaware of any earlier explicit bounds for the distance between ℜ(Z(g)) and Trop(g) when A ⊂ Z n .
Example 1.6. When g(z) = 6 j=0
7 j e cos(2πj/7)z 1 +sin(2πj/7)z 2 , Assertion (1) of Theorem 1.5 tells us that every point of ℜ(Z(g)) lies within distance log(6)/ (1 − cos(2π/7)) 2 + sin(2π/7) 2 < 2.065 of some point of Trop(g). We have drawn Trop(g) as the black piecewise linear curve on the left below: On the left above, we have also drawn the stated neighborhood of Trop(g) containing ℜ(Z(g)).
On the right above, in a magnified view, we see that Trop(g) in fact has exactly 3 vertices. ⋄ The special case A ⊂ Z n of Theorem 1.5 was known earlier, with a bound independent of n: Our Trop(g) agrees with the older definition of (Archimedean) tropical variety for the polynomial . We derive our distance bounds by using a projection trick arising from the study of random convex sets (see [GPV12] and Section 3 below) to reduce to the n = 1 case. The n = 1 case then follows from specially tailored extensions of existing results for the polynomial case (see Section 2 below). This approach results in succinct proofs for our bounds. However, it is not yet clear to us if the dependence on n is actually necessary when A ⊂ R n \Z n (or just an artifact of our techniques).
Our final main results concern the complexity of deciding whether a given point lies in the real part of the complex zero set of a given exponential sum, and whether checking membership in a neighborhood of a tropical variety instead is more efficient.
Remark 1.7. We have tried to balance generality and computational tractability in the family of functions at the heart of our paper. In particular, the use of arbitrary real inputs causes certain geometric and algorithmic subtleties. However, as we will see below, these difficulties are ultimately ameliorated by replacing exact queries with approximate queries. ⋄ Remark 1.8. "Polynomials" with real exponents -sometimes called posinomials -occur naturally in many applications. For example, the problem of finding the directions of a set of unknown signals, using a radar antenna built from a set of specially spaced sensors, can easily be converted to an instance of root-finding in the univariate case [FH95, HAGY08] . Approximating roots in the higher-dimensional case is the fundamental computational problem of Geometric Programming [DPZ67, Chi05, BKVH07] . Pathologies with the phases of complex roots can be avoided through a simple exponential change of variables, so this is one reason that exponential sums are more natural than posinomials. Among other applications, exponential sums occur in the calculation of 3-manifold invariants (see, e.g., [McM00, Appendix A] and [Had14]), and have been studied from the point of view of Model Theory and Diophantine Geometry (see, e.g., [Wil96, Zil02, Zil11] ). ⋄ To precisely compare the computational complexity of ℜ(Z(g)) and Trop(g) we will first need to fix a suitable model of computation: We will deal mainly with the BSS model over R [BCSS98] . This model naturally augments the classical Turing machine [Pap95, AB09, Sip12] by allowing field operations and comparisons over R in unit time. We are in fact forced to move beyond the Turing model since our exponential sums involve arbitrary real numbers, and the Turing model only allows finite bit strings as inputs. We refer the reader to [BCSS98] for further background.
We are also forced to move from exact equality and membership questions to questions allowing a margin of uncertainty. One reason is that exact arithmetic involving exponential sums still present difficulties, even for computational models allowing field operations and comparisons over R. Proposition 1.9. The problem of determining, for an input (z 1 , z 2 ) ∈ R 2 , whether z 1 = e z 2 , is undecidable 2 in the BSS model over R, i.e., there is no algorithm terminating in finite time for all inputs. Proposition 1.9 follows easily by considering the topological structure of halting sets of BSS machines over R (see, e.g., [BCSS98, Thm. 1, Pg. 52]). Note that deciding whether z 1 = e z 2 is certainly tractable, and even trivial, for certain restricted inputs. For instance, a famous result of Lindemann [Lin82] tells us that e z 2 is transcendental if z 2 ∈ C is nonzero and algebraic.
Proposition 1.9 may be surprising in light of there being efficient iterations for approximating the exponential function [BB88, Ahr99] . Determining what is tractable for expressions involving exponentials has in fact been an important impetus behind parts of Computational Algebra, Model Theory, and Diophantine Geometry in recent decades (see, e.g., [Ric83, Wil96, Zil02, HP14, SY14]). As for the complexity of ℜ(Z(g)), deciding membership turns out to be provably hard already for bivariate exponential 3-sums. Theorem 1.10. Determining, for arbitrary input w 1 , w 2 ∈R whether (w 1 , w 2 ) ∈ℜ(Z (1 + e z 1 + e z 2 )) is undecidable in the BSS model over R. Theorem 1.10 also follows from topological considerations for the halting sets of BSS machines over R (see, e.g., [BCSS98, Thm. 1, Pg. 52]), and parallels the NP-hardness of general amoeba membership when A ⊂ Z [AKNR14, Thm. 1.9]. (See also [Pla84] for an important precursor.) However, just as in Proposition 1.9, there are special cases of the membership problem from Theorem 1.10 that are perfectly tractable. For instance, when e w 1 , e w 2 ∈ Q, deciding whether (w 1 , w 2 ) ∈ ℜ(Z (1 + e z 1 + e z 2 )) is in fact doable -even on a classical Turing machine -in polynomial-time (see, e.g., [The02, TdW13] and [AKNR14, Thm. 1.9]).
More to the point, Theorem 1.10 above is yet another motivation for approximating ℜ(Z(g)), and our final main result shows that membership queries (and even distance queries) involving Trop(g) are quite tractable in the BSS model over R. Definition 1.11. For any n-variate exponential t-sum g, let Σ(Trop(g)) denote the polyhedral complex whose cells are exactly the (possibly improper) faces of the closures of the connected components of R n \Trop(g). ⋄ Theorem 1.12. Suppose n is fixed. Then there is a polynomial-time algorithm that, for any input w ∈ R n and n-variate exponential t-sum g, outputs the closure -described as an explicit intersection of O(t 2 ) half-spaces -of the unique cell σ w of Σ(Trop(g)) containing w.
We prove Theorem 1.12 in Section 5. We point out that an analogue of Theorem 1.12, for the classical Turing model (assuming A ⊂ Z n and w ∈ Q n ) appears in [AGGR13, Thm. 1.5]. Extending to A ⊂ R n and real coefficients, and using the BSS model over R, in fact conceptually simplifies the underlying algorithm and helps us avoid certain Diophantine subtleties.
By applying the standard formula for point-hyperplane distance, and the well-known efficient algorithms for approximating square-roots (see, e.g., [BB88] ), Theorem 1.12 implies that we can also efficiently check membership in any ε-neighborhood about Trop(g). This means, thanks to Theorem 1.5, that membership in a neighborhood of Trop(g) is a tractable and potentially useful relaxation of the problem of membership in ℜ(Z(g)).
Basics on Roots of Univariate Exponential Sums
To prepare for the proof of our first main theorem, let us first state extensions -to exponential sums -of some classical root norm bounds for univariate polynomials. These results follow by suitably modifying the proofs of the original bounds for polynomials. However, for this extended abstract, we omit the details and instead simply give references for the proofs of the original polynomial cases.
Remark 2.1. It is interesting to observe that, although the cardinality of Trop(g) and our bounds for ∆(ℜ(Z(g)), Trop(g)) are independent of the maximal distance between frequencies D := max p,q |a p − a q |, the cardinality of ℜ(Z(g)
In what follows, for any real n × n matrix M and z ∈ R n , we assume that z is a column vector when we write Mz. Also, for any subset S ⊆ R n , the notation MS := {Mz | z ∈ S} is understood.
Proposition 2.2. Suppose g 1 and g 2 are n-variate exponential t-sums, α ∈ C * , a ∈ R n , β := (β 1 , . . . , β n ) ∈ C n , and g 2 satisfies the identity g 2 (z) = αe
n×n and we instead have the identity g 2 (z) = g 1 (Mz), then Mℜ(Z(g 2 )) = ℜ(Z(g 1 )) and MTrop(g 2 ) = Trop(g 1 ).
It then turns out that the largest (resp. smallest) points of Trop(g) and ℜ(Z(g)) can't be too far from each other.
Lemma 2.3. For any univariate exponential t-sum with real frequencies, let σ ± := ± max{±Trop(g)} and ρ ± := ± max{±ℜ(Z(g))}. Then − log
The preceding lemma provides exponential sum extensions of classical (a) upper bounds by Cauchy on norms of complex roots (see, e.g., [RS02, pp. 243-245]) and (b) upper bounds by Montel for the smallest (nonzero) norm of a complex root (see, e.g., [RS02, Thm. 9.5.1, pg. 304]), for univariate polynomials.
Remark 2.4. All four bounds above are sharp. To see why, first note that it suffices to check just the first two bounds above, since we can replace z 1 by −z 1 . Observe then that e 2δz 1 δ + e δz 1 + e π √ −1 attains the lower bound for ρ − − σ − (with σ − = 0), and e δz 1 + 1
attains the upper bound for ρ − − σ − (with ρ − = ρ + = 0). ⋄ Definition 2.5. Let ℑ(α) denote the imaginary part of an α ∈ C and let Conv(S) denote the convex hull of a subset S ⊆ R n , i.e., the smallest convex set containing S. Given any n-variate exponential t-sum g(z) = t j=1 e a j ·z+b j with real frequencies a j , we then define its Archimedean Newton polytope to be ArchNewt(g) := Conv {(a j , −ℜ(b j ))} j∈ [t] . We also call any face of a polytope P ⊂ R n+1 having an outer-normal vector with negative last coordinate a lower face. ⋄ Proposition 2.6. For any n-variate exponential t-sum with real frequencies we have Trop(g) = {w | (w, −1) is an outer normal of a positive-dimensional face of ArchNewt(g)}.
Furthermore, when n = 1, Trop(g) is also the set of slopes of the lower edges of ArchNewt(g).
[Grü03, Zie95, dLRS10] are outstanding references for further background on polyhedral geometry. See [AKNR14] for further background on the polynomial case of ArchNewt and Trop.
Our next result shows that when two adjacent points of Trop(g) are sufficiently far, then Z(g) can be precisely partitioned by two disjoint closed half-planes in C. We use #S for the cardinality of a set S.
Lemma 2.7. Suppose g(z 1 ) := e a 1 z 1 +b 1 +· · ·+e atz 1 +bt with a 1 < · · · < a t , Trop(g) = {σ 1 , . . . , σ s } with σ 1 < · · · < σ s , and, for some i, we have σ i+1 > σ i + 2 log(t−1) δ(g)
. Let Z N denote the set of roots of g lying in the horizontal strip defined by ℑ(z 1 ) ∈ [−N, N]. Finally, let (a ℓ , ℜ(b ℓ )) be the unique vertex incident to the lower edges of ArchNewt(g) of slopes σ i and σ i+1 . Then:
(a) g has no roots in the vertical strip defined by ℜ(z 1 ) ∈ (σ i +
The polynomial analogue of Lemma 2.7 is [AKNR14, Lemma 2.8]. It is interesting to note that, in the more limited setting of polynomials, the underlying complex zero sets are finite, and the asymptotic densities become an exact root count spread across the complement of an open annulus. That Z N is always a discrete set (thus making the limits above welldefined) follows easily from earlier root counts of Wilder and Voorhoeve [Wil17, Voo76] (or more recent work of Favorov on almost periodic functions [Fav01] ). A simple, but important consequence of Lemma 2.7 is the following density estimate for roots in a vertical strip.
Corollary 2.8. Following the notation of Lemma 2.7, suppose 1 < i < j < t and min{σ i − σ i−1 , σ j+1 − σ j } > , and (a p , ℜ(b p )) (resp. (a q , ℜ(b q ))) is the unique vertex incident to the lower edges of ArchNewt(g) of slopes σ i−1 and σ i (resp. σ j and σ j+1 ). Then
A polynomial analogue of Corollary 2.8, counting complex roots in an annulus instead, appears in [AKNR14, Cor. 2.9].
A final crucial univariate estimate we'll need is the following.
Theorem 2.9. Suppose g is any univariate exponential t-sum with real frequencies and t ≥ 2. Then for any v ∈ Trop(g) there is a root u ∈ C of g with |ℜ(u) − v| ≤ (2t − 3) log(t − 1)/δ(g).
Proof: For convenience, for the next two paragraphs we will allow negative indices i for σ i ∈ Trop(g) (but we will continue to assume σ i is increasing in i).
Let us define R to be the largest j with v, σ 1 , . . . , σ j being consecutive points of Trop(g) in increasing order, σ 1 − v ≤ , and
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Thanks to Lemma 2.3, either of v = min Trop(g) or v = max Trop(g) implies that sup
|ρ − σ| ≤ log(t − 1)/δ(g) ≤ (2t − 3) log(t − 1)/δ(g), and we would be done.
So let us assume min Trop(g) < v < max Trop(g). By Corollary 2.8 there must then be at least one point of ℜ(Z(g)) in the interval [v −(2L+ 1) log(t−1)/δ(g), v + (2R + 1) log(t−1)/δ(g)]. So there must be a point of ℜ(Z(g)) within distance (2 max{L, R} + 1) log(t − 1)/δ(g) of v. Since 2L + 2, 2R + 2 ≤ 2(t − 1), we are done.
Small Ball Probability
Let G n,k be the Grassmanian of k-dimensional subspaces of R n , equipped with its unique rotation-invariant Haar probability measure µ n,k . The following "small ball probability" estimate holds.
where P F is the surjective orthogonal projection mapping R n onto F .
An important precursor, in the context of bounding distortion under more general Euclidean embeddings, appears in [Mat90] . A simple consequence of the preceding metric result is the following fact on the existence of projections mapping a high-dimensional point set onto a lower-dimensional subspace in a way that preserves the minimal spacing as much as possible.
Proposition 3.2. Let γ > 0 and x 1 , . . . , x N ∈ R n be such that |x i − x j | ≥ γ for all distinct i, j. Then, following the notation of Lemma 3.1, there exist F ∈ G n,k such that
Proof: Let z {i,j} := x i − x j . Then our assumption becomes z {i,j} ≥ γ for all distinct i, j and there are no more than N(N − 1)/2 such pairs {i, j}. By Lemma 3.1 we have, for
, the union bound for probabilities implies that, for all distinct i, j, we The assertion that t ≥ k + 1 is easy since any k-dimensional polytope always has at least k + 1 vertices. So we now focus on the rest of the theorem. We prove the Hausdorff distance bound (the second bound in Assertion (1)) last. 4.1. Proof of Assertion (0). First note that, thanks to Proposition 2.2, an invertible linear change of variables allows us to reduce to the special case A = {O, e 1 , . . . , e n }, where O and {e 1 , . . . , e n } are respectively the origin and standard basis vectors of R n . But this special case is well known: One can either prove it directly, or avail to earlier work of Rullgård on the spines of amoebae (see, e.g., the remark following Theorem 8 on Page 33, and Theorem 12 on Page 36, of [Rul03] ). In fact, observing that our change of variables can in fact be turned into an isotopy (by the connectivity of GL + n (R)), we can further assert that Trop(g) is a deformation retract of ℜ(Z(g)) in this case.
4.2.
Proof of the First Bound of Assertion (1). Let z ∈ Z(g) and assume without loss of generality that |e a 1 ·z+b 1 | ≥ |e a 2 ·z+b 2 | ≥ · · · ≥ |e at·z+bt |. Since g(z) = 0 implies that |e a 1 ·z+b 1 | = |e a 2 ·z+b 2 + · · · + e at·z+bt |, the Triangle Inequality immediately implies that |e a 1 ·z+b 1 | ≤ (t − 1)|e a 2 ·z+b 2 |. Taking logarithms, and letting w := ℜ(z) and β i := ℜ(b i ) for all i, we then obtain
For each i ∈ {2, . . . , t} let us then define η i to be the shortest vector such that
Note that η i = λ i (a i − a 1 ) for some nonnegative λ i since we are trying to affect the dot-
Inequality (2) implies that (a 1 − a 2 ) · w + β 1 − β 2 ≤ log(t − 1). We thus obtain |η 2 | ≤ log(t−1)
. So let i 0 ∈ {2, . . . , t} be any i minimizing |η i |. We of course have |η i 0 | ≤ log(t − 1)/δ(g), and by the definition of η i 0 we have a 1 · (w + η i 0 ) + β 1 = a i 0 · (w + η i 0 ) + β i 0 . Moreover, the fact that η i 0 is the shortest among the η i implies that a 1 · (w + η i 0 ) + β 1 ≥ a i · (w + η i 0 ) + β i for all i. Otherwise, we would have a 1 ·(w+η i 0 )+β 1 < a i ·(w+η i 0 )+β i and a 1 ·w+β 1 ≥ a i ·w+β i (the latter following from Inequality (1)). Taking a convex linear combination of the last two inequalities, it is then clear that there must be a µ ∈ [0, 1) such that a 1 · (w + µη i 0 ) + β 1 = a i · (w + µη i 0 ) + β i . Thus, by the definition of η i , we would obtain
We thus have the following:
Together, these inequalities imply that w + η i 0 ∈ Trop(g). In other words, we've found a point in Trop(g) sufficiently near w to prove our desired upper bound.
Proof of Assertion (2).
The special case δ = 1 follows immediately from Assertion (2) of Theorem 1.5 of [AKNR14] (after setting x i = e z i in the notation there). Proposition 2.2 tells us that scaling the spectrum of g by a factor of δ scales ℜ(Z(g)) and Trop(g) each by a factor of 1/δ. So we are done.
4.4.
Proof of the Second Bound in Assertion (1). By the k = 1 case of Proposition 3.2 we deduce that there exists a unit vector θ ∈ R n such that
. By Theorem 2.9 there exists a value for u θ such that 0 =f (u θ ) = f (u) and
Proving Theorem 1.12
We will need some supporting results on linear programming before starting our proof.
Definition 5.1. Given any matrix M ∈ R N ×n with i th row m i , and c := (c 1 , . . . , c N ) ∈ R N , the notation Mx ≤ c means that m 1 · x ≤ c 1 , . . . , m N · x ≤ c N all hold. These inequalities are called constraints, and the set of all x ∈ R N satisfying Mx ≤ c is called the feasible region of Mx ≤ c. We also call a constraint active if and only if it holds with equality. Finally, we call a constraint redundant if and only if the corresponding row of M and corresponding entry of c can be deleted without affecting the feasible region of Mx ≤ c. ⋄
We refer the reader to the excellent texts [Sch86, GLS93, Gri13] for further background and a more leisurely exposition on linear programming.
Lemma 5.2. Suppose n is fixed. Then, given any c ∈ R N and M ∈ R N ×n , we can, in time polynomial in N, find a submatrix M ′ of M, and a subvector c ′ of c, such that the feasible regions of Mx ≤ c and M ′ x ≤ c ′ are equal, and M ′ x ≤ c ′ has no redundant constraints. Furthermore, in time polynomial in N, we can also enumerate all maximal sets of active constraints defining vertices of the feasible region of Mx ≤ c.
Note that we are using the BSS model over R in the preceding lemma. In particular, we are only counting field operations and comparisons over R (and those are the only operations needed).
Proof of Theorem 1.12: Let w ∈ R n be our input query point. Using O(t log t) comparisons, we can isolate all indices such that max j |e a j ·z+b j | is attained, so let j 0 be any such index. Taking logarithms, we then obtain, say, J equations of the form a j ·w +ℜ(b j ) = a j 0 ·w +ℜ(b j 0 ) and K inequalities of the form a j · w + ℜ(b j ) > a j 0 · w + ℜ(b j 0 ) or a j · w + ℜ(b j ) < a j 0 · w + ℜ(b j 0 ).
Thanks to Lemma 5.2, we can determine the exact cell of Trop(f ) containing w if J ≥ 2. Otherwise, we obtain the unique cell of R n \Trop(f ) with relative interior containing w. Note also that an (n − 1)-dimensional face of either kind of cell must be the dual of an edge of ArchNewt(g). Since every edge has exactly 2 vertices, there are at most t(t − 1)/2 such (n − 1)-dimensional faces, and thus σ w is the intersection of at most t(t − 1)/2 half-spaces. So we are done.
