Cloud computing is a internet-based computing where different services are delivered to computers and devices through internet. Cloud computing is used for delivering and managing the services or application in an on-demand environment. Cloud computing provides data access and storage devices without the knowledge of the physical location of the end user. Scheduling the tasks is a challenging issue in the cloud computing. The tasks are represented as workflows, which are processed in a specific order based on their required services. There are several algorithms to automate the workflows in a way to satisfy the Quality of service (QoS) of the user among which Execution time, Cost and Load balance is considered as a major criterion. This survey paper focuses on QoS parameters such as Execution time, Cost and load balancing which is done using several different algorithm like Ant colony optimization, Particle Swarm optimization and Intelligent Water Drops Algorithm, in order to achieve efficient resource scheduling for the cloud environment.
INTRODUCTION
Cloud computing is the delivery of computing as a service where shared resources, software and information are provided to computers and other devices as a utility (like the electricity grid) over a network (typically the Internet). Cloud computing provide users with various capabilities to store and process their data. It relies on sharing of resources to achieve coherence and economies of scale, similar to a utility over a network. It mainly focuses on maximizing the effectiveness of shared resources. Cloud computing is a Meta form of Cloud resources are usually not only shared by multiple users but are also dynamically reallocated per demand. With cloud computing, multiple users can access a single server to retrieve and update their data without purchasing licenses for different application. Proponents claim that cloud computing allows companies to avoid upfront infrastructure costs, and focus on projects that differentiate their businesses instead of an infrastructure. The goal of cloud computing is to allow users to take benefit from all of these technologies, without the need for deep knowledge about or expertise with each one of them.
The cloud aims to cut costs, and helps the users focus on their core business instead of being impeded by IT obstacles.
The main enabling technology for cloud computing is 3 1 T virtualization3 1 T . Virtualization software separates a physical computing device into one or more "virtual" devices, each of which can be easily used and managed to perform computing tasks. With 3 1 T operating systemlevel virtualization3 1 T essentially creating a scalable system of multiple independent computing devices, idle computing resources can be allocated and used more efficiently. Virtualization provides the agility required to speed up IT operations, and reduces cost by increasing 
Workflow Scheduling
Workflow is a series of activities that are necessary to complete the task. Workflow scheduling maps and manages the execution of inter-dependent tasks on the distributed resources. It allocates suitable resources to workflow tasks such that the execution can be completed to satisfy objective functions imposed by users. 
A REVIEW OF OPTIMIZATION TECHNIQUES FOR TASK

SCHEDULING
ANT COLONY OPTIMIZATION
Ant colony optimization is a population-based search technique for the solution of combinatorial optimization problem which is inspired by the behavior of real ant colonies where ants cooperate and communicate through pheromone trails in search of food. An ant solves a problem iteratively by using a construction graph where edges represent the possible partial solution that the ant can take according to a probabilistic state transition rule. After selecting a partial or a complete solution, a rule of pheromone updating starts. This rule gives a feedback mechanism to speed up convergence, and also prevents premature solution stagnation. Various algorithms based on the ACO meta-heuristic have been applied to many difficult optimization problems.
PARTICLE SWARM OPTIMIZATION
Particle swarm Optimization is a population based stochastic optimization algorithm.
Particle swarm Optimization is being used efficiently to schedule workflows. Particle Swarm Optimization (PSO) has recently emerged as a prominent heuristic approach, applicable to various large and complex problems, like task scheduling problem, knowledge extraction in data mining, electric power systems, etc. The PSO algorithm works by initializing a population (swarm of) candidate solutions (known as particles). Each particle will keep track of its best solution named as personal best(pbest) and also the best value of any particle called as global best (gbest). The particles, fly through the quandary space by following the current optimum particles. Every particle changes its position based on its current position, speed. To add on, the distance between the recent position and pbest, the distance between the current position and gbest are also considered. PSO follows the principle of random searching in entire solution space using a large population, depending upon the problem domain. Recent 
INTELLIGENT WATER DROPS ALGORITHM
The Intelligent Water Drops (IWD) algorithm is inspired by the movement of natural water drops which flow in rivers, lakes and seas. IWD algorithm is a best choice for finding optimal solutions. It is very promising problem solving algorithm and it is improved to apply more engineering problems. IWDs are associated with two attributes, namely, the amount of 
ANALYSIS OF TASK SCHEDULING WITH QOS PARAMETERS
Many authors have done work in the area of workflow task scheduling algorithm. 
CONCLUSION
In this paper the authors analyze the various algorithms that have been used for task scheduling on resources in cloud computing environments. Scheduling is an important activity in multi-tasking systems to manage resources, minimize completion time and increase performance of systems. To implement task scheduling, any of the above discussed methods can be used to get optimistic scheduling. The benefits of using these methods is to get the optimal solution in minimum time. Future work in this field can include application of newer optimization methods like modified IWD, etc, which may be able to provide better and faster results.
