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Abstract
We consider saddle point problems which objective functions are the average of n strongly
convex-concave individual components. Recently, researchers exploit variance reduction methods
to solve such problems and achieve linear-convergence guarantees. However, these methods have
a slow convergence when the condition number of the problem is very large. In this paper, we
propose a stochastic proximal point algorithm, which accelerates the variance reduction method
SAGA for saddle point problems. Compared with the catalyst framework, our algorithm reduces
a logarithmic term of condition number for the iteration complexity. We adopt our algorithm
to policy evaluation and the empirical results show that our method is much more efficient than
state-of-the-art methods.
1 Introduction
We consider the convex-concave saddle point problem of the following form
min
x∈Rdx
max
y∈Rdy
f(x,y) , 1
n
n∑
i=1
fi(x,y), (1)
where fi(x,y) is strongly convex with respect to the first variable x and strongly concave with
respect to the second variable y. We aim to find the solution (x∗,y∗) which satisfies
f(x∗,y) ≤ f(x∗,y∗) ≤ f(x,y∗)
for all x ∈ Rdx and y ∈ Rdy . Then the optimal (x∗,y∗) is the saddle point of function f , that is
∇f(x∗,y∗) = 0.
Many machine learning models can be regarded as convex-concave saddle point problems, including
empirical risk minimization [1–5], AUC maximization [6, 7], unsupervised learning [8, 9], robust
optimization [10], reinforcement learning [11], etc.
Stochastic gradient descent (SGD) [12] is a popular way to solve the optimization problem which
objective function is the average of a large number of components. However, its convergence rate is
sub-linear even if the objective function is smooth and strongly convex. Variance reduced approaches
are a kind of well-known strategies which can accelerate SGD both theoretically and empirically. For
convex optimization, variance reduced algorithms achieve linear convergence rates [13–17] under
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smooth and strongly convex conditions. In addition, recent works [18–20, 2, 21] propose some
acceleration techniques to improve the convergence rate when the condition number of the problem
is much larger than the number of components.
Recently, Balamurugan and Bach [22] extend variance reduced approaches including SVRG [14,
15] and SAGA [17] to convex-concave saddle point problems. Based on the monotonicity of the
gradient operator, the authors show that their algorithms have linear convergence rate for strongly
convex-concave objective functions. Moreover, Balamurugan and Bach [22] show that the catalyst
framework [19] can be adopted to accelerate SVRG for convex-concave saddle point problems when
the condition number of the problem is very large. However, their convergence rate includes an extra
logarithmic term to condition number.
In this paper, we propose a stochastic proximal point algorithm for convex-concave saddle point
problems. Our algorithm can be regarded as an extension of Point SAGA [20], which is designed for
convex optimization originally. Our iteration is based on the proximal oracle for each convex-concave
individual component fi, which be computed efficiently in many real-world applications such as AUC
maximization [6, 7] and policy evaluation [11]. Compared with catalyst acceleration [19, 22], our
algorithm requires fewer iterations and it is more practical because there is no additional acceleration
parameter to be tuned.
The remainder of the paper is organized as follows. We present preliminaries of the saddle
point problems in Section 2. Then we review variance reduced methods and propose Point SAGA
for convex-concave optimization in Section 3. We provide theoretical guarantee for the algorithm
and give a brief sketch of the analysis in Section 4. We extend Point SAGA to different scale of
variables and non-smooth case in Section 5. We adopt our algorithm to policy evaluation and show its
superiority in Section 6. We conclude our work in Section 7 and all detail of the proof can be found
in supplementary materials.
2 Notation and Preliminaries
First of all, we introduce the notation and preliminaries used in this paper. For the convex-concave
component fi(x,y), we denote its gradient by ∇fi(x,y) = [∂xfi(x,y)>, ∂yfi(x,y)>]>. Then we
define the gradient operator gi : Rdx+dy → Rdx+dy as gi(x,y) = [∂xfi(x,y)>,−∂yfi(x,y)>]>.
Let the proximal operator with respect to fi and parameter γ > 0 at point (x,y) be
proxγfi(x,y) = arg minu
max
v
fi(u,v) +
1
2γ
‖u− x‖2 − 1
2γ
‖v − y‖2.
In this paper, we study the problem stated in (1). We consider the following assumptions.
Assumption 1. Each component function fi is µ-strongly convex with respect to x and µ-strongly
concave with respect to y, where µ > 0. That is, for any x1,x2 ∈ Rdx and fixed y ∈ Rdy we have
fi(x2,y) ≥ fi(x1,y) +∇fi(x1,y)>(x2 − x1) + µ
2
‖x1 − x2‖2.
Similarly, for any y1,y2 ∈ Rdy and fixed x ∈ Rdx we have
fi(y2,x) ≤ fi(y1,x) +∇fi(x,y1)>(y2 − y1)− µ
2
‖y1 − y2‖2.
Assumption 2. The gradient of each fi is L-Lipschitz continuous, where L > 0. That is, for all
x1,x2 ∈ Rdx and y1,y2 ∈ Rdy , we have
‖∇fi(x1,y1)−∇fi(x2,y2)‖ ≤ L
∥∥∥∥∥x1 − x2y1 − y2
∥∥∥∥∥ .
2
Obviously, under Assumption 2, we have gi is L-Lipschitz continuous. If fi is µ-strongly convex-
concave and its gradient is L-Lipschitz continuous, we define κ = L/µ be the condition number of f .
In addition, the strongly convex-concave property in Assumption 1 means the gradient operator gi is
monotone and the proximal operator is non-expansive.
Lemma 1 (monotonicity [23]). Under Assumption 1, the operator gi holds〈
gi(x1,y1)− gi(x2,y2),
[
x1 − x2
y1 − y2
]〉
≥ µ
∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2
for any x1,x2 ∈ Rdx , y1,y2 ∈ Rdy and µ > 0.
Lemma 2 (non-expansiveness). For any x1,x2 ∈ Rd1 , y1 and y2 ∈ Rd2 , let (u1,v1) = proxγfi(x1,y1)
and (u2,v2) = prox
γ
fi
(x2,y2). Under Assumption 1 we have〈[
x1 − x2
y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
≥ (1 + µγ)
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 .
3 Methodology
In this section, we propose Point SAGA for saddle point problems and show its advantage over
existing algorithms.
3.1 Point SAGA for saddle point problems
We provide the details of Point SAGA for saddle point problems in Algorithm 1, whose presentation
is only for the ease of analysis. The iteration in steps 4-6 implies the iteration can be viewed as[
xk+1
yk+1
]
=
[
xk
yk
]
− γ
(
gj(x
k+1,yk+1)− gj(xkj ,ykj ) +
1
n
n∑
i=1
gi(x
k
i ,y
k
i )
)
, (2)
Then we can update the gradients in (k + 1)-th iteration of j-th component as follows
∂xfj(x
k
i ,y
k
i ) =
1
γ
(pkj − xk+1j ), and ∂yfj(xki ,yki ) =
1
γ
(qkj − yk+1j ).
Hence, we only need to store the gradients {∂xfj(xki ,yki )}ni=1, {∂yfj(xki ,yki )}ni=1 and maintain
their averages in implementation.
The cost of the proximal step 6 is similar to the stochastic gradient estimation in many real
problems. We present an example of policy evaluation in Section 6 and its details in appendix.
3.2 Relation to other algorithms
A simple way to to solve saddle point problem (1) is using the full gradient operator, which is called
forward-backward algorithm [24] and based on the following iteration[
xk+1
yk+1
]
=
[
xk
yk
]
− γ · 1
n
n∑
i=1
gi(x
k,yk). (3)
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Algorithm 1 Point-SAGA for Saddle Point
1: Initialize: x0i = x0 and y0i = y0 for i = 1, . . . , n, step size γ > 0
2: for k = 1, . . . ,K do
3: Pick index j from {1, . . . , n} uniformly
4: pkj = x
k + γ
[
∂xfj(x
k
j ,y
k
j )− 1n
∑n
i=1 ∂xfi(x
k
i ,y
k
i )
]
5: qkj = y
k − γ
[
∂yfj(x
k
j ,y
k
j )− 1n
∑n
i=1 ∂yfi(x
k
i ,y
k
i )
]
6:
(
xk+1,yk+1
)
= proxγfj
(
pkj ,q
k
j
)
7: xk+1i =
{
xk+1, i = j
xki , i 6= j
8: yk+1i =
{
yk+1, i = j
yki , i 6= j
9: end for
The forward-backward (FB) algorithm could be improved by Nesterov’s acceleration [22, 25, 26]
which includes an extrapolation. The update rule is[
xk+1
yk+1
]
=
[
xk
yk
]
− γ · 1
n
n∑
i=1
gi
(
xk + θ(xk − xk−1),yk + θ(yk − yk−1)) , (4)
where θ is an additional parameter. The iteration complexity of FB is O (nκ2 log ( 1 )) and the one
of accelerated FB is O (nκ log ( 1 )).
A simple stochastic variant of FB [27] is using gj(xk,yk) to replace the full gradient in (4),
which reduces the cost of each iteration but only achieves the sub-linear convergence. The better
choice is updating by the variance reduced gradient estimator [22]. For example SAGA update the
variable as [
xk+1
yk+1
]
=
[
xk
yk
]
− γ
(
gj(x
k,yk)− gj(xkj ,ykj ) +
1
n
n∑
i=1
gi(x
k
i ,y
k
i )
)
, (5)
and SVRG is based on[
xk+1
yk+1
]
=
[
xk
yk
]
− γ
(
gj(x
k,yk)− gj(x˜, y˜) + 1
n
n∑
i=1
gi(x˜, y˜)
)
(6)
where x˜ and y˜ are snapshot vectors that are updated every m iterations (parameter m can be taken by
2n or 3n). The iteration (2) of Point SAGA evaluates the gradient operator on (xk+1,yk+1) rather
than (xk,yk) in (5) and (6). This scheme allows a large step size γ and improve the convergence
rate of the algorithm. To reduce Euclidean distance from (xk,yk) to optimal solution (x∗,y∗) by
, SVRG and SAGA require the iteration number k = O((n+ κ2) log(1/)) under Assumption 1
and 2, while Point SAGA only needs k = O((n+ κ√n) log(1/)) that is much more efficient in the
case of κ √n.
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Table 1: Summary of convergence results of algorithms under Assumption 1 and 2.
Algorithms Complexity
Batch forward-backward O (nκ2 log ( 1 ))
Accelerated forward-backward O (nκ log ( 1 ))
Stochastic forward-backward O
(
κ2

)
SVRG/SAGA O ((n+ κ2) log ( 1 ))
SVRG/SAGA with catalyst O˜ ((n+ κ√n) log ( 1 ))
Point-SAGA O ((n+ κ√n) log ( 1 ))
Another acceleration framework can be used for saddle point problems is catalyst framework [19,
22]. Concretely, we consider a sequence of problems with additional regularization terms, that is
min
x∈Rdx
max
y∈Rdy
fτ (x,y) ,
1
n
n∑
i=1
fi(x,y) +
γτ
2
‖x− x¯‖2 − γτ
2
‖y − x¯‖2, (7)
where τ > 0 is an additional parameter. Since the condition number of fτ is small than the one of
f , we can solve problem (7) more efficiently than original one. By choosing appropriate parameter
τ , we repeatedly find an approximate solution of (7) (by SVRG or SAGA) and update (x¯, y¯). The
total iteration complexity is k = O˜((n+ κ√n) log(1/)), where the notation O˜ contains a term that
logarithmic to κ which leads the bound be worse than Point-SAGA. Additionally, catalyst has the
inner loop to solve (7), which make the implementation more complex.
We summarize the convergence results of all mentioned algorithms in Table 1.
4 Convergence Analysis
Our analysis is based on the strengthening firm non-expansiveness of the proximal operator gi
as Theorem 1 shown. In convex optimization, Defazio [20] establish the strengthening firm non-
expansiveness with a factor γ
(
1 + 1Lγ
)
based on the properties of Fenchel conjugate, but the same
result is invalid for convex-concave functions. Theorem 1 show that we can have the strengthening
firm non-expansiveness with a factor γ
(
1 + µL2γ
)
for general convex-concave functions.
Theorem 1 (strengthening firm non-expansiveness). For any x1,x2 ∈ Rd1 , y1,y2 ∈ Rd2 , let
(u1,v1) = prox
γ
fi
(x1,y1) and (u2,v2) = prox
γ
fi
(x2,y2). Under Assumption 1 and 2, we have〈
gi(u1,v1)− gi(u2,v2),
[
x1 − x2
y1 − y2
]〉
≥ γ
(
1 +
µ
L2γ
)∥∥gi(u1,v1)− gi(u2,v2)∥∥2. (8)
We establish the main convergence results of Algorithm 1 in Theorem 2, which states the
Lyapunov function Tk converges linearly with appropriate choice of the constants.
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Theorem 2. Define the Lyapunov function
T k =
c
n
n∑
i=1
∥∥gi(xki ,yki )− gi(x∗,y∗)∥∥2 + ∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 , (9)
for c = nγ
2
1−(n−1)µγ > 0. Under Assumption 1 and 2, we take
γ =
√
(n− 1)2µ2 + 4L2n− (n− 1)µ
2L2n
> 0. (10)
Then Algorithm 1 satisfies
E[T k+1] ≤ αT k,
where α = 11+µγ < 1.
Using the Theorem 2, we directly obtain that E
[‖xk − x∗‖2 + ‖yk − y∗‖2] converges to 0
linearly. We present our result in Corollary 1.
Corollary 1. Based on the notations and assumptions of Theorem 2, we have
E
[∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2
]
≤ αk(cL2 + 1)
∥∥∥∥x0 − x∗y0 − y∗
∥∥∥∥2 .
By choosing the step size γ as (10), we have
1
µγ
=
n− 1
2
+
√
(n− 1)2 + 4nL2µ2
2
= O (n+ κ√n) .
Hence, to ensure E
[‖xk − x∗‖2 + ‖yk − y∗‖2] < , the number of iterations we require is
k = O
((
n+ κ
√
n
)
log
(
1

))
.
5 Extensions
In this section, we introduce the results of Point SAGA for saddle point problems under more general
assumptions. We first present Point SAGA for saddle point problem which has different scales on the
strong convexity and strong concavity. Then we show the results in the non-smooth case.
5.1 Scaling variables
In practice, variables x and y may have different scales. Then the strongly convex and concave
coefficients of fi(x,y) could be different. We should relax Assumption 1 into Assumption 3 [22].
Assumption 3. Each component function fi is µx-strongly convex with respect to x and µy-strongly
concave with respect to y, where µx, µy > 0. That is, for any x1,x2 ∈ Rdx and fixed y ∈ Rdy we
have
fi(x2,y) ≥ fi(x1,y) +∇fi(x1,y)>(x2 − x1) + µx
2
‖x1 − x2‖2.
Similarly, for any y1,y2 ∈ Rdy and fixed x ∈ Rdx we have
fi(y2,x) ≤ fi(y1,x) +∇fi(x,y1)>(y2 − y1)− µy
2
‖y1 − y2‖2.
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In this case, we need to change the variables to ensure the monotonicity of gradient operator gi
still holds. Specifically, we let x˜ = µ1/2x x, y˜ = µ
1/2
y y and define
f˜i(x˜, y˜) , f(µ−1/2x x˜, µ−1/2y y˜), and f˜(x˜, y˜) ,
1
n
n∑
i=1
f˜i(x˜, y˜).
We can adopt Point SAGA on f˜(x˜, y˜) to find the saddle point of (x˜∗, y˜∗), which satisfies
∇f˜(x˜∗, y˜∗) = 0.
It is obviously that f˜i(x˜, y˜) is 1-strongly convex and 1-strongly concave with respect to x˜ and y˜, and
its gradient operation g˜i(x˜, y˜) = [∂x˜f˜i(x˜, y˜)>,−∂y˜f˜i(x˜, y˜)>]> is 1-monotonicity. We further sup-
pose g˜i(x˜, y˜) is L˜-Lipschitz continuous, then Corollary 1 shows that after k = O
((
n+ L˜
√
n
)
log
(
1

))
iterations, we have E
[‖x˜k − x˜∗‖2 + ‖y˜k − y˜∗‖2] < . That is, for the original saddle point problem
on f(x,y), we have E
[
µx‖xk − x∗‖2 + µy‖yk − y∗‖2
]
< .
5.2 Non-smooth case
The proposed Algorithm 1 also works for problem (1) when each component fi is non-smooth.
Similar to the convex optimization situation [20], we only need to replace the gradient in previous
algorithm with corresponding sub-gradient and let the average of variables in iterations as output.
Theorem 3 shows that our algorithm has sub-linear convergence in non-smooth case.
Theorem 3. Suppose Assumption 1 holds and each fi satisfies∥∥gi(x0,y0)− gi(x∗,y∗)∥∥ ≤ B, and ∥∥∥∥x0 − x∗y0 − y∗
∥∥∥∥ ≤ R
for constants B and R. Let x¯K = 1K
∑K
i=1 x
k and y¯K = 1K
∑K
i=1 y
k, then Algorithm 1 with
γ = R
B
√
n
has
E
∥∥∥∥x¯K − x∗y¯K − y∗
∥∥∥∥2 ≤ 1K
(
2
√
nBR
µ
+R2
)
.
6 Experiments
In the experiment, we consider the policy evaluation for MDP problem by minimizing the following
empirical mean squared projected Bellman error (EM-MSPBE) with regularization [11, 28, 29]:
L(θ) , 1
2
‖v̂pi −ΠTpivˆ‖2D.
Here D is a diagonal matrix which diagonal elements are the stationary distribution, and Π =
Φ(Φ>DΦ)−1Φ>D, where Φ is the matrix obtained by stacking the feature vectors row by row.
According to [11], this problem can be formulated as
min
x∈Rd
`(x) =
1
2
〈
Âx− b̂, (Ĉ + λI)−1(Âx− b̂)〉+ ρ
2
‖x‖2 (11)
7
where Â = 1n
∑n
i=1 Ai, b̂ =
1
n
∑n
i=1 bi, Ĉ =
1
n
∑n
i=1 Ci. Ai = φi(φi − ηφ′i)>, Ci = φi φ>i ,
b̂i = riφi for i = 1, 2, . . . , n and ρ, λ > 0 are regularization factors. It is very expansive to solve
problem (11) directly because it needs to compute the inverse of full rank matrix Ĉ + λI. Thus, We
can transform problem (11) into the following saddle point problem [11]
min
x∈Rd
max
y∈Rd
f(x,y) , 1
n
n∑
i=1
fi(x,y). (12)
where fi(x,y) = ρ2‖x‖2 − y>Âix− 12y>(Ĉi + λI)y + y>b̂i.
It is natural to use stochastic variance reduction methods to solve problem (12). The algorithms
in experiments include SVRG, SAGA, SVRG with catalyst [22] and our proposed Point SAGA
(Algorithm 1). Note that the proximal step of Point SAGA can be computed efficiently in O(d)
(Please see the details in Appendix G). Hence, the cost of Point SAGA’s iteration is similar to SVRG
and SAGA. We describe the implementation details in appendix. In our experiments, The step size γ
of all methods are chosen from {10−1, 10−2, . . . , 10−5}. The parameter τ of catalyst framework is
chosen from {1, 10, . . . , 10000}. We compute the full gradient every two epochs for SVRG.
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Figure 1: Comparison of algorithms by log10 (`(x)− `(x∗)) with the number of epochs
Similar to the setting in [11], we evaluate the proposed algorithms by conducting experiments
on the Mountain Car task from the OpenAI Gym [30]. To collect the dataset, we first ran a DQN
algorithm [31] to obtain a good policy. The value network is parameterized by a fully-connected
feed-forward neural network with three hidden layers, with 20, 400 and 64 hidden units, respectively.
Each hidden layer uses a Relu activation function. After that, we use the trained model to interact
with the environment for 20000 time steps. In the process of interaction, we store the intermediate
400-dimensional hidden features (dx = dy = 400 for the saddle point problem) and rewards.
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Figure 2: Comparison of algorithms by log10 (`(x)− `(x∗)) with time (seconds)
We evaluation the logarithmic optimal gap of the primal problem (11) with iterations. We choose
discount factor η = 0.95, the regularization factor ρ and λ from {10−5, 10−6, 10−7}, and the number
of samples be n = 5000 and 20000. We report the empirical performance of different optimization
algorithms for “logarithmic optimal gap vs epochs” and “logarithmic optimal gap vs time” in Figure
1 and Figure 2, respectively. The results show that the proposed Point SAGA algorithm significantly
outperforms baseline methods.
7 Conclusion and Future Works
In this paper, we proposed Point SAGA for saddle point problems. Our theoretical results showed
that Point SAGA has lower iteration complexity than existing algorithms for saddle point problems
with smooth and strongly convex-concave functions in ill-conditioned cases. The experiments on
policy evaluation justified the algorithm is more efficient than baseline methods including SVRG
(with catalyst acceleration) and SAGA.
A natural question to consider is whether our algorithm matches the gradient and proximal oracles
lower bound complexity. Some works [32, 33] provided lower complexity bounds of stochastic
gradient algorithms but is limited to convex optimization. Ouyang and Xu [34] discuss the lower
complexity bounds for saddle point problem, but their analysis analysis did not cover the stochastic
algorithm and proimal operator. Our discussion of Point SAGA is focused on uniform sampling,
which may be extended to arbitrary sampling like SAGA [35, 36] in future work. It would also be
interesting to study proximal point algorithms to find local optimal saddle point [37] for non-convex
and non-concave problems.
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A Proof of Lemma 1
The proof of this lemma can be found in [23]. We present it here to the completeness.
Proof. Since fi is µ-strongly convex with respect to first variable x, we have
fi(x2,y1) ≥ fi(x1,y1) + 〈∂xfi(x1,y1),x2 − x1〉+ µ
2
‖x2 − x1‖2, (13)
fi(x1,y2) ≥ fi(x2,y2) + 〈∂xfi(x2,y2),x1 − x2〉+ µ
2
‖x1 − x2‖2. (14)
Similarly, the µ-strongly-concavity with respect to the second variable y means
−fi(x1,y2) ≥ −fi(x1,y1) + 〈−∂yfi(x1,y1),y2 − y1〉+ µ
2
‖y2 − y1‖2, (15)
−fi(x2,y1) ≥ −fi(x2,y2) + 〈−∂yfi(x2,y2),y1 − y2〉+ µ
2
‖y1 − y2‖2. (16)
Sum all above inequalities (13), (14), (15) and (16), we have
〈∂xfi(x1,y1)− ∂xfi(x2,y2),x1 − x2〉 − 〈∂yfi(x1,y1)− ∂yfi(x2,y2),y1 − y2〉
≥µ‖x2 − x1‖2 + µ‖y2 − y1‖2,
which is equivalent to the desired result.
B Proof of Lemma 2
Proof. Using Lemma 1 on (x1,y1), (x2,y2), (u1,u2) and (v1,v2), we have〈[
x1 − x2
y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
=
〈[
∂xf(u1,v1)− ∂xf(u2,v2)
−∂yf(u1,v1) + ∂yf(u2,v2)
]
,
[
u1 − u2
v1 − v2
]〉
≥ µ
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 . (17)
The definition of the proximal operator means
∂xf(u1,v1) +
1
γ
(u1 − x1) = 0, (18)
∂yf(u1,v1)− 1
γ
(v1 − y1) = 0, (19)
∂xf(u2,v2) +
1
γ
(u2 − x2) = 0, (20)
∂yf(u2,v2)− 1
γ
(v2 − y2) = 0. (21)
Substituting (18), (19), (20) and (21) into (17), we have〈[
x1 − x2
y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
≥ (1 + µγ)
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 .
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C Proof of Theorem 1
Proof. The equations (18), (19), (20) and (21) are also hold in the condition of this theorem. Based
on these results, the left-hand side of (8) can be written as〈[
∂xf(u1,v1)− ∂xf(u2,v2)
−∂yf(u1,v1) + ∂yf(u2,v2)
]
,
[
x1 − x2
y1 − y2
]〉
=
〈[− 1γ (u1 − x1) + 1γ (u2 − x2)
− 1γ (v1 − y1) + 1γ (v2 − y2)
]
,
[
x1 − x2
y1 − y2
]〉
=
1
γ
∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2 − 1γ
〈[
u1 − u2
v1 − v2
]
,
[
x1 − x2
y1 − y2
]〉
.
and the right-hand side of (8) can be written as
1
γ
(
1 +
µ
L2γ
)∥∥∥∥∥(x1 − x2)− (u1 − u2)(y1 − y2)− (v1 − v2)
∥∥∥∥∥
2
=
1
γ
(
1 +
µ
L2γ
)(∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2 − 2〈[x1 − x2y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
+
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2
)
.
Then the inequality (8) is equivalent to∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2 −〈[u1 − u2v1 − v2
]
,
[
x1 − x2
y1 − y2
]〉
≥
(
1 +
µ
L2γ
)(∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2 − 2〈[x1 − x2y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
+
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2
)
,
that is(
1 +
2µ
L2γ
)〈[
u1 − u2
v1 − v2
]
,
[
x1 − x2
y1 − y2
]〉
− µ
L2γ
∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2 ≥ (1 + µL2γ
)∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 . (22)
The L-Lipschitz continuous of fi’s gradient means∥∥∥∥ ∂xf(u1,v1)− ∂xf(u2,v2)−∂yf(u1,v1) + ∂yf(u2,v2)
∥∥∥∥ ≤ L∥∥∥∥u1 − u2v1 − v2
∥∥∥∥ . (23)
Substituting (18), (19), (20) and (21) into (23), we have
1
γ2
(∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2 − 2〈[x1 − x2y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
+
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2
)
≤ L2
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 . (24)
By rearranging (24), we obtain
−
∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2 ≥ −2〈[x1 − x2y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
+ (1− γ2L2)
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 . (25)
Then can prove (22) as follows(
1 +
2µ
L2γ
)〈[
u1 − u2
v1 − v2
]
,
[
x1 − x2
y1 − y2
]〉
− µ
L2γ
∥∥∥∥x1 − x2y1 − y2
∥∥∥∥2
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≥
(
1 +
2µ
L2γ
)〈[
u1 − u2
v1 − v2
]
,
[
x1 − x2
y1 − y2
]〉
− 2µ
L2γ
〈[
x1 − x2
y1 − y2
]
,
[
u1 − u2
v1 − v2
]〉
+
(1− γ2L2)µ
L2γ
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2
=
〈[
u1 − u2
v1 − v2
]
,
[
x1 − x2
y1 − y2
]〉
+
(
µ
L2γ
− µγ
)∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2
≥(1 + µγ)
∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 + ( µL2γ − µγ
)∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2
=
(
1 +
µ
L2γ
)∥∥∥∥u1 − u2v1 − v2
∥∥∥∥2 ,
where the first inequality comes from (25) and the second inequality is based on Lemma 2. Because
of (22) is equivalent to the result of this theorem, we finish the proof.
D Proof of Theorem 2
Proof. The definition of T k+1 means
E[T k+1] =
c
n
n∑
i=1
∥∥∇fi(xk+1i ,yk+1i )−∇fi(x∗,y∗)∥∥2 + ∥∥∥∥xk+1 − x∗yk+1 − y∗
∥∥∥∥2 (26)
The first term of (26) can be written as
c
n
E
[
n∑
i=1
‖∇fi(xk+1i ,yk+1i )−∇fi(x∗,y∗)‖2
]
=
c
n
E
[ n∑
i=1
‖∇fi(xki ,yki )−∇fi(x∗,y∗)‖2 − ‖∇fj(xkj ,ykj )−∇fj(x∗,y∗)‖2
+ ‖∇fj(xk+1j ,yk+1j )−∇fj(x∗,y∗)‖2
]
=
(
1− 1
n
)
c
n
E
[
n∑
i=1
‖∇fi(xki ,yki )−∇fi(x∗,y∗)‖2
]
+
c
n
E
∥∥∥∇fj(xk+1j ,yk+1j )−∇fj(x∗,y∗)∥∥∥2 ,
(27)
where the first equality is based on steps 7 and 8 of Algorithm 1.
Then we consider the second term of (26). We define uj and vj as follows[
uj
vj
]
=
[
x∗ + γ∂xfj(x∗,y∗)
y∗ − γ∂yfj(x∗,y∗)
]
.
The definition of the proximal operator implies
proxγfj (uj ,vj) =
[
(x∗)>, (y∗)>
]>
. (28)
Then we have
(1 + µγ)E
∥∥∥∥xk+1 − x∗yk+1 − y∗
∥∥∥∥2
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=(1 + µγ)E
∥∥∥proxγfj (pkj ,qkj )− proxγfj (uj ,vj)∥∥∥2
≤E
〈
proxγfj (p
k
j ,q
k
j )− proxγfj (uj ,vj),
[
pkj − uj
qkj − vj
]〉
=E
〈[
xk+1 − x∗
yk+1 − y∗
]
,
[
pkj − uj
qkj − vj
]〉
=E
〈[
xk − x∗
yk − y∗
]
,
[
pkj − uj
qkj − vj
]〉
+ E
〈[
xk+1 − xk
yk+1 − yk
]
,
[
pkj − uj
qkj − vj
]〉
=
∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 + E
〈[
xk+1 − xk
yk+1 − yk
]
,
[
pkj − uj
qkj − vj
]〉
(29)
The first two equalities are based on the step 6 of Algorithm 1 and equation (28). The third equality
is based on facts E
[
pkj
]
= xk, E
[
qkj
]
= yk, E
[
ukj
]
= x∗ and E
[
vkj
]
= y∗. The inequality comes
from Lemma 2.
Then we split the second term in (29) by using equation (2) as follows
E
〈[
xk+1 − xk
yk+1 − yk
]
,
[
pkj − uj
qkj − vj
]〉
=E
〈
−γ
(
gj(x
k+1,yk+1)− gj(xkj ,ykj ) + 1
n
n∑
i=1
gi(x
k
i ,y
k
i ) + gj(x
∗,y∗)− gj(x∗,y∗)
)
,
[
pkj − uj
qkj − vj
]〉
=γE
〈
gj(x
k
j ,y
k
j )− 1
n
n∑
i=1
gi(x
k
i ,y
k
i )− gj(x∗,y∗),
[
pkj − uj
qkj − vj
]〉
− γE
〈
gj(x
k+1,yk+1)− gj(x∗,y∗),
[
pkj − uj
qkj − vj
]〉
. (30)
We bound the first inner product in (30) as follows
γE
〈
gj(x
k
j ,y
k
j )−
1
n
n∑
i=1
gi(x
k
i ,y
k
i )− gj(x∗,y∗),
[
pkj − uj
qkj − vj
]〉
=γE
〈
gj(x
k
j ,y
k
j )−
1
n
n∑
i=1
gi(x
k
i ,y
k
i )− gj(x∗,y∗),[
xk − x∗
yk − y∗
]
+ γ
(
gj(x
k,yk)− 1
n
n∑
i=1
gj(x
k,yk)− gj(x∗,y∗)
)〉
=γE
〈
gj(x
k
j ,y
k
j )−
1
n
n∑
i=1
gi(x
k
i ,y
k
i )− gj(x∗,y∗),
[
xk − x∗
yk − y∗
]〉
+ γ2E
∥∥∥gj(xkj ,ykj )− 1n
n∑
i=1
gi(x
k
i ,y
k
i )− gj(x∗,y∗)
∥∥∥2
=γ2E
∥∥∥gj(xkj ,ykj )− 1n
n∑
i=1
gi(x
k
i ,y
k
i )− gj(x∗,y∗)
∥∥∥2
=γ2E
∥∥∥gj(xkj ,ykj )− gj(x∗,y∗)− E[gji(xkj ,ykj )− gj(x∗,y∗)]∥∥∥2
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≤γ2E∥∥gj(xkj ,ykj )− gj(x∗,y∗)∥∥2
=
γ2
n
n∑
i=1
∥∥gi(xki ,yki )− gi(x∗,y∗)∥∥2, (31)
where all equalities are obtained by the optimal (x∗,y∗) satisfying E
[
gj(x
∗,y∗)
]
= 0 and inequality
is due to the fact E
[
(X − E[X])2] = E[X2]− E[X]2 ≤ E[X2] for given random variable X .
Recall that (xk+1,yk+1) = proxγfj (p
k
j ,q
k
j ) and (x
∗,y∗) = proxγfj (uj ,vj), then Theorem 1
means
E
〈
gj(x
k+1,yk+1)− gj(x∗,y∗),
[
pkj − uj
qkj − vj
]〉
≥γ
(
1 +
µ
L2γ
)
E
∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥2 . (32)
Combining results (29), (30), (31) and (32), we have
(1 + µγ)E
∥∥∥∥xk+1 − x∗yk+1 − y∗
∥∥∥∥2 + γ2(1 + µL2γ
)
E
∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥2
≤
∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 + γ2n
n∑
i=1
∥∥gi(xki ,yki )− gi(x∗,y∗)∥∥2 . (33)
Based on the inequality (33), we can bound E[T k+1] as follows
E[T k+1]
=
c
n
n∑
i=1
E
∥∥∥gi(xk+1i ,yk+1i )− gi(x∗,y∗)∥∥∥2 + E ∥∥∥∥xk+1 − x∗yk+1 − y∗
∥∥∥∥2
≤
(
1− 1
n
)
c
n
E
[
n∑
i=1
‖gi(xki ,yki )− gi(x∗,y∗)‖2
]
+
c
n
E
∥∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥∥2
+ α
∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 + αγ2n
n∑
i=1
∥∥∥gi(xk,yk)− gi(x∗,y∗)∥∥∥2 − αγ2(1 + µ
L2γ
)
E
∥∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥∥2
=
αc
n
n∑
i=1
E
∥∥∥gi(xki ,yki )− gi(x∗,y∗)∥∥∥2 + α ∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 − αcn
n∑
i=1
E
∥∥∥gi(xki ,yki )− gi(x∗,y∗)∥∥∥2
+
(
1− 1
n
)
c
n
E
[
n∑
i=1
∥∥∥gi(xki ,yki )− gi(x∗,y∗)∥∥∥2
]
+
c
n
E
∥∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥∥2
+
αγ2
n
n∑
i=1
∥∥∥gi(xk,yk)− gi(x∗,y∗)∥∥∥2 − αγ2(1 + µ
L2γ
)
E
∥∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥∥2
=αT k +
(
(1− α)c+ αγ2 − c
n
) 1
n
n∑
i=1
∥∥∥gi(xk,yk)− gi(x∗,y∗)∥∥∥2
+
[ c
n
− αγ2 − αγµ
L2
]
E
∥∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥∥2 . (34)
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To ensure E[T k+1] ≤ αT k with α = 11+µγ , we only require c and γ satisfy
(1− α)c+ αγ2 − c
n
= 0
c
n
− αγ2 − αγµ
L2
= 0,
(35)
It is easy to check 
γ =
√
(n− 1)2µ2 + 4L2n− (n− 1)µ
2L2n
c =
nγ2
1− (n− 1)µγ
.
is the solution of (35) and γ, c > 0. Hence, we finish the proof.
E Proof of Corollary 1
Proof. The definition of T k and Theorem 2 means
E
[∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2
]
≤ E[T k] ≤ αkT 0
=αk
(
c
n
n∑
i=1
∥∥gi(x0i ,y0i )− gi(x∗,y∗)∥∥2 + ∥∥∥∥x0 − x∗y0 − y∗
∥∥∥∥2
)
.
Combining above result with Lipschitz continuous of gi, we have
E
[∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2
]
≤ αk(cL2 + 1)
∥∥∥∥x0 − x∗y0 − y∗
∥∥∥∥2 .
F Proof of Theorem 3
Proof. We can utilize the proof of Theorem 2. The result (34) can be written as
E[T k+1] ≤T k +
(
αγ2 − c
n
) 1
n
n∑
i=1
∥∥gi(xk,yk)− gi(x∗,y∗)∥∥2
+
[ c
n
− αγ2 − αγµ
L2
]
E
∥∥gj(xk+1j ,yk+1j )− gj(x∗,y∗)∥∥2 − (1− α)∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 .
Note that α = 11+µγ still holds, but constants c and γ are different from ones in Theorem 2. Since fi
may be non-smooth, above inequality holds when L = +∞. By taking c = αγ2n, we have
(1− α)
∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 ≤ T k − E[T k+1]. (36)
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We take expectation on (36) and sum over k = 0, 1, . . . ,K, then
(1− α)E
K∑
k=0
∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 ≤ T 0 − E[TK+1].
Since E[TK+1] ≥ 0 is non-negative, then
1
K
E
K∑
k=1
∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2 ≤ T 0K(1− α) .
Combining the Jensen’s inequality
E
∥∥∥∥x¯K − x∗y¯K − y∗
∥∥∥∥2 ≤ E
[
1
K
K∑
k=1
∥∥∥∥xk − x∗yk − y∗
∥∥∥∥2
]
,
we have
E
∥∥∥∥x¯k − x∗y¯k − y∗
∥∥∥∥2 ≤ T 0K(1− α) (37)
Substituting the definition of T 0 into inequality (37), that is
E
∥∥∥∥x¯K − x∗y¯K − y∗
∥∥∥∥2 ≤ cK(1− α)n
n∑
i=1
‖gi(x0,y0)− gi(x∗,y∗)‖2 + 1
K(1− α)
∥∥∥∥x0 − x∗y0 − y∗
∥∥∥∥2 .
Using α = 11+µγ , c = αγ
2n,
∥∥gi(x0,y0)− gi(x∗,y∗)∥∥ ≤ B and ∥∥∥∥x0 − x∗y0 − y∗
∥∥∥∥ ≤ R, we have
E
∥∥∥∥x¯K − x∗y¯K − y∗
∥∥∥∥2 ≤ αγ2nB2K(1− α) + R2K(1− α) = 1K
(
nB2γ
µ
+
R2
µγ
+R2
)
.
The inequality of arithmetic means implies choosing γ = R
B
√
n
leads the tightest bound, that is
E
∥∥∥∥x¯K − x∗y¯K − y∗
∥∥∥∥2 ≤ 1K
(
2
√
nBR
µ
+R2
)
.
G Proximal Operator for EM-MSPBE
Consider the saddle point formulation of EM-MSPBE
min
x∈Rd
max
y∈Rd
f(x,y) , 1
n
n∑
i=1
fi(x, y).
where fi(x,y) = ρ2‖x‖2 − y>Âix− 12y>(Ĉi + λI)y + y>b̂i. We rewrite rank-1 matrices Ai and
Ci as Ai = zi z′
>
i and Ci = zi z
>
i for zi, z
′
i ∈ Rd.
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The main step of Point SAGA is computing the following proximal operator of fj
proxγfj (p
k
j ,q
k
j ) = arg min
u
max
v
fj(u,v) +
1
2γ
‖u− pkj ‖2 −
1
2γ
‖v − qkj ‖2.
Let hj(u,v) = fj(u,v) + 12γ ‖u− pkj ‖2 − 12γ ‖v − qkj ‖2. Omitting the subscript and subscript and
letting ∇hj(u,v) = 0, we haveρu− (zz
′>)v + 1γ (u− x) = 0,
−(z′z>)u− (zz> + λI)v + b− 1γ (v − y) = 0.
Then we have
u =
1
γρ+ 1
[
γ(zz′>)v + x
]
,
v =
(
γ‖z‖2
γρ+ 1
z′z′> + zz> +
(
λ+
1
γ
)
I
)−1(
b +
1
γ
y − 1
γρ+ 1
(z>x)z′
)
.
Let L =
[ √
γ‖z‖√
γρ+1
z′, z
]
∈ Rd×2, θ = λ+ 1/γ and w = b + 1γy − 1γρ+1 (z>x)z′. Then we can use
Woodbury identity to compute v as follows
v =
(
LL> + θI
)−1
w = θ−1w − θ−2L (I + θ−1L>L)−1 L>w,
which can be finished in O(d) time. The variable u also can be obtain in O(d) by given v. Hence,
the time complexity of each iteration for Point SAGA is similar to the one of SVRG or SAGA.
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