Abstract. Recent high-energy data from Fermi-LAT on the diffuse γ-ray background have been used to set among the best constraints on annihilating TeV cold dark matter candidates. In order to assess the robustness of these limits, we revisit and update the calculation of the isotropic extragalactic γ-ray intensity from dark matter annihilation. The emission from halos with masses ≥ 10 10 M provides a robust lower bound on the predicted intensity. The intensity including smaller halos whose properties are extrapolated from their higher mass counterparts is typically 5 times higher, and boost from subhalos yields an additional factor ∼ 1.5. We also rank the uncertainties from all ingredients and provide a detailed error budget for them. Overall, our fiducial intensity is a factor 5 lower than the one derived by the Fermi-LAT collaboration in their latest analysis. This indicates that the limits set on extragalactic dark matter annihilations could be relaxed by the same factor. We also calculate the expected intensity for self-interacting dark matter in massive halos and find the emission reduced by a factor 3 compared to the collisionless counterpart. The next release of the CLUMPY code will provide all the tools necessary to reproduce and ease future improvements of this prediction.
Introduction
The diffuse γ-ray background (DGRB) is, on angular scales larger than one degree, an isotropic radiation believed to be mostly of extragalactic origin. While it is established that several classes of astrophysical sources contribute to the DGRB (active galactic nuclei, star-forming galaxies, millisecond pulsars), its exact composition remains uncertain [1] . The DGRB is also one of the many targets for indirect dark matter (DM) searches [1, 2] , via annihilation or decay of DM at Galactic and cosmological scales.
Indirect signs of annihilating DM due to secondary γ-radiation were first considered at the end of the 1970s in the context of diffuse astrophysical γ-ray emissions [3, 4] . It was concluded that the γ-ray signal from extragalactic DM was negligible compared to the one from Galactic DM, as has been confirmed by several subsequent studies (e.g., [5, 6] ). Twenty years later, the calculation was revisited [7, 8] based on an improved understanding of structure formation in the ΛCDM cosmological paradigm: contrarily to previous estimates, the DGRB was found to be a promising entity to probe for signatures of DM annihilation. Many efforts followed to refine this calculation (see [1] for a comprehensive list of references), or to go beyond the simple average calculation to increase the sensitivity to the DM signal against astrophysical backgrounds (via the photon distribution function [9] , searching for a small-scale anisotropy in the DGRB via auto-correlations [10] or cross-correlations with galaxy catalogues [11] ). Based on these calculations and the analysis of four years of Fermi-LAT data [12, 13] , several authors [13] [14] [15] [16] recently concluded that the limits on dark matter candidates derived from the DGRB are competitive with the best constraints on DM set by dwarf spheroidal galaxies [17, 18] , and that they are currently the best limits set by Fermi-LAT data at TeV masses.
In consequence, it is crucial to understand and reduce as much as possible the modelling uncertainties when estimating this exotic extragalactic contribution to the DGRB. These uncertainties come from our limited knowledge of several input ingredients (mass function of the DM halos, their mass concentration and density profile, etc.), as already discussed in the literature. Most of these studies were performed in the framework of the halo model description in real space [8, 12, 13, [19] [20] [21] [22] [23] [24] , with the exception of [25, 26] who proposed an approach based on the non-linear matter power spectrum in Fourier space. The two approaches are complementary, with slightly different uncertainties, and they were compared and found in reasonable agreement in [13] . Overall, these authors argue for a factor 20 uncertainty on the cosmological-induced DM signal.
This work is based on halo model descriptions relying on recent results for the halo mass function [27, 28] and the mass-concentration relation [29, 30] to provide an updated value for the cosmological signal from DM annihilations. Indeed, recent halo mass functions are based on updated cosmological parameters, more in line with the Planck cosmology [31] ; recent mass-concentration relations also better account for the connection between the halo accretion history and formation time, allowing for an improved description of the concentration, valid in principle up to any redshift. For comparison purposes, we also consider other descriptions [32, 33] that have been used in previous estimates of the extragalactic DM contribution to the DGRB.
Our main goal is to bracket more closely the γ-ray signal uncertainties and to rank the various sources of uncertainties. It is useful to split the γ-ray signal into (i) a robustly determined lower-limit contribution from high-mass halos only (M 10 10 M ), and (ii) a larger but more uncertain contribution from less massive halos; the latter could actually be dominant in CDM scenarios in which very low-mass subhalos survive, but largely bf negligible for some classes of interacting DM (IDM). The many ingredients and calculations presented below will be available in a forthcoming release of the CLUMPY code 1 . In the context of the continuous increase of Fermi-LAT data (see the sensitivity projections for DM targets [42] ), it is important to be able to easily repeat and improve on the calculation, as soon as more robust ingredients become available. In particular, the absolute DM intensity level also determines the feasibility of photon statistic or spatial cross-correlation studies in search for DM.
The paper is organised as follows: in section 2, we recall the formalism to calculate the contribution of extragalactic annihilating DM to the DGRB. The γ-ray signal in the context of collisionless CDM scenarios is presented in section 3, where we discuss the lower limit of this contribution, its uncertainties, and the signal dependence on low-mass extrapolations of the mass function. We discuss the CDM results in section 4, also commenting on self-interacting DM (SIDM), before concluding in section 5.
Modelling the γ-ray emission from extragalactic DM halos
The extragalactic differential γ-ray intensity of annihilating DM, averaged over the whole sky, is given by dE e Ee=(1+z)Eγ × e −τ (z, Eγ ) , (2.1) with E γ the observed energy, Φ the flux, dΩ the elementary solid angle, c the speed of light, DM, 0 the DM density of the Universe today, and H(z) the Hubble constant at redshift z. The remaining quantities in the equation are related to four important ingredients of the calculation, as described below.
I(E γ
Properties of the DM candidate. A DM candidate is described by its mass m χ , the velocity averaged annihilation cross section σv , and dN γ source /dE e the differential γ-ray yield per annihilation-the yield must be evaluated at E e = (1 + z)E γ to get a photon at E γ today. Throughout this paper, we assume a neutralino-like Majorana DM candidate. 2 We rely on the CLUMPY implementation [35] of PPPC4DMID [43] to calculate the yield for various final states, e.g., bb quarks or τ + τ − leptons, and only consider prompt γ-rays produced in the hadronization and decay cascades after the DM particles' self-annihilation. In principle, the source term should also account for inverse Compton (IC) upscattered photons of the Cosmic Microwave Background (CMB) off DM-induced electrons at relativistic energies E e . These upscattered CMB photons have characteristic energies of E IC ≈ 3.4 × 10 −2 (1 + z)(E e /(100 GeV)) 2 GeV [44] and their spectrum peaks at lower energies compared to the prompt γ-ray emission. The relative importance of IC emission w.r.t. the prompt γ-rays and its energy dependence as a function of the final state and DM mass are illustrated in figure 1 of [44] . In this study, we are mostly interested in the high-energy end of the γ-ray spectrum and the relative uncertainty on the signal, which is independent of the low-energy spectral shape. For this reason, we do not include the contribution from IC scattering here, but remind that it could change the DM γ-ray spectra shown in later plots at energies E γ 10 −2 m χ .
Transparency of the Universe to γ-rays. The term τ (z, E γ ) in Eq. (2.1) is the optical depth due to e + e − pair production of γ-rays on the infrared and optical extragalactic background light (EBL) and on the cosmic microwave background (CMB). This encodes the increasing attenuation of the extragalactic γ-rays from GeV to TeV energies and beyond. The values of the optical depth at various z and E γ and its overall impact on the γ-ray spectrum are further discussed in § 3.1.
Intensity multiplier from DM distribution. Density fluctuations in the early Universe give rise to an inhomogeneous distribution of DM, DM (Ω, z) = δ(Ω, z) × DM (z). The inhomogeneous mass distribution boosts the rate of DM annihilations, expressed by the intensity multiplier δ 2 = 1 + Var(δ) in Eq. (2.1). For smoothly distributed DM, δ ≡ 1, Var(δ) = 0 and δ 2 = 1, whereas for a high density contrast, δ 2 ≈ Var(δ)
1. The contribution to the γ-ray intensity from the inhomogeneous Universe dominates at z 50 [22, 29] and we only consider this contribution in this work (see also figure 10 in appendix B).
The quantity δ 2 (z) can either be directly computed from the nonlinear matter power spectrum P nl (k, z) [25, 26] , or from using the halo model approach that we adopt here (as, e.g., followed by [8, 24, 45] ). In the halo model setup, the intensity multiplier from the inhomogeneous Universe is written as
with today's mean total matter density m, 0 , the halo mass function dn/dM (i.e. the comoving number density of halos of mass M at redshift z), and the comoving one-halo luminosity, L(M, z); these terms are described in the following way:
• The halo mass function dn/dM is usually expressed in terms of the variance σ of the density fluctuations in the linear regime and of the multiplicity function f (σ, z) that encodes nonlinear structure formation,
3)
The density variance σ is a function of the linear matter power spectrum, P lin (k, z = 0), according to
where a collapsing region of comoving radius R = [3M/(4π m,0 )] 1/3 containing the mass M is defined by a spherical top-hat window W , with W (kR) = 3 (kR) −3 [sin(kR) − kR cos(kR)] in Fourier space. We use the CLASS code [46] to compute P lin (k, z = 0) and we evolve σ(M, z) 2 to higher redshifts via the growth factor D(z) = g(z)/g(z = 0) with [47] 
where Ω m,0 = × m,0 and G is the gravitational constant.
• The comoving one-halo luminosity,
is a function of the halo mass M ∆ , a given halo density profile 3 ρ halo (r; ρ −2 , r −2 ), and a mass-concentration relation
that is required to determine the normalisation of the profile given the halo mass. The subscript ∆ denotes that a halo mass M ∆ is connected to its size, R ∆ , via the relation
where c = Redshift range. In principle, all radiation from DM relic annihilation after the recombination era would contribute to today's observed intensity, Eq. (2.1). However, the cosmic γ-ray horizon for E γ ∼ 100 GeV photons due to pair-production on the EBL lies at z ∼ 1 [49] and at lower redshifts for higher energies. Conversely, at the lowest energies, E γ 20 GeV, the Universe is mostly transparent to γ-rays and radiation from high redshifts could significantly contribute to the intensity. In the remainder of the paper, we perform the numerical integration of the γ-ray intensity up to z max = 10, corresponding to the highest redshift regime for which calculations of the DM distribution and models of the EBL are available. 4 3 Exotic γ-ray intensity in the collisionless CDM paradigm Almost all ingredients above are related to DM halo properties, which are mostly studied by means of numerical simulations at cosmological scales [50] . Their finite mass resolution does not generally allow the characterisation of the halo population below M ∼ 10 10 M , while the smallest DM protohalos can possibly form down to 10 −12 M [51-53]-the exact mass cut-off is related to the properties and kinetic decoupling of the DM candidate. This is an issue as this low-mass population may be responsible for a large part of the signal, and accounting for it is the largest source of uncertainty on the γ-ray signal (see § 3.2). Providing a universal description of the halo properties at all scales and all redshifts is further complicated by the various origins of the physics processes and environments in which these halos form and evolve [54] .
The halo properties used in our calculation are taken from the most advanced results from the literature, favouring those attempting to provide a universal description over all scales and epochs. The various results obtained by different groups allow us to define a range of values for these ingredients. Propagated to the intensity calculation, they provide reasonable and hopefully realistic uncertainties for the γ-ray emission estimate. The reference parameters and the range or configurations used are gathered in table 1; the corresponding results and discussions are detailed in § 3.1 and § 3.2.
3.1 Contribution I 0 from high-mass halos (M ≥ 10 10 M ): a robust lower bound
In this first result section, we focus on the safe mass range M ≥ 10 10 M , where constraints exist from both numerical simulations and observations. Also, we do not take into account substructures in these halos. The derived intensity will provide a lower limit on the DM contribution to the DGRB.
The top third of table 1 (denoted reference intensity) and figure 1 summarise the results that will be discussed in this section. In this figure, we present the exotic extragalactic intensity for DM candidates of 100 GeV (left column) and 10 TeV (right column). While a 100 GeV particle corresponds to the canonical mass scale of a generic weakly interacting massive particle (WIMP), m χ = 10 TeV marks the regime of the largest expected WIMP masses [64] . Additionally, these two candidates allow us to explore regimes of weak and strong EBL absorption of remote γ-rays. For illustrative purpose, we also always display results for the bb (green) and the harder τ + τ − (magenta) annihilation channels. The top row in figure 1 corresponds to the intensity from the reference model, while lower panels show the deviation obtained by changing the ingredients of the default configuration; this is discussed in the following paragraphs. 10 M ) discussed in § 3.1, the all-mass halo contribution I l where extrapolations of the parameters are used in the low-mass range ( § 3.2.1), and finally I b that accounts for substructures in the halos ( § 3.2.2). In more details, from top to bottom: (i) benchmark parameters, their alternatives, and induced uncertainties on the reference intensity I 0 (the models given in grey/parentheses are investigated but not included in the error budget -see discussion and figures 1, 4 and 5); (ii) parameters extrapolated to low masses, range of their values, and impact on the ratio I l /I 0 (see figure 4) ; (iii) subhalo parameters, range of their values, and impact on the ratio I b /I l (see figure 5 ). Note that for (ii) and (iii) the bold values correspond to the default configuration used when varying one parameter at a time. Also, the minimal mass, the concentration c ∆ (M ∆ ), and halo profiles are always tied between field and subhalos.
Cosmology. The extragalactic exotic γ-ray intensity given by Eq. (2.1) depends on cosmology through today's mean DM density, the Hubble expansion rate and the halo mass function. The latter depends not only on the cosmology but also on the specific parame- 
Mpc), and n s the spectral index of the primordial power spectrum. Planck-R16 corresponds to the Planck cosmology as implemented in the MultiDark-Planck and Bolshoi-Planck simulations [27] used by Rodríguez-Puebla et al. (2016, R16 [28] ). The WMAP7 cosmology was implemented in the Magneticum simulations used by Bocquet et al. (2016, B16 [55] ). Finally, WMAP-T08 corresponds to one of the WMAP1-3 cosmologies implemented in the simulations used by Tinker et al. (2008, T08 [32] ).
ters of the multiplicity function that are fitted to results of numerical simulations. We first evaluate the impact of the cosmological parameters alone, using the sets of parameters given in table 2. The latter correspond to the underlying cosmologies of several simulations from which the mass functions discussed below have been derived. We use the Planck-R16 cosmology as our reference, and study the impact on the intensity when switching to the WMAP7 or WMAP-T08 cosmologies. The results are displayed in the second row of figure 1.
When using the WMAP-T08 cosmology, the effect can reach ∼ 50% for the 100 GeV DM candidate; this is shown for illustrative purposes only, as this outdated set of parameters is ruled out by more recent estimates. Apart from this case, switching between Planck and WMAP7 cosmologies, the impact on the intensity remains a rather marginal ∼ 10% effect, and we only propagate this uncertainty to our total error budget. Note that the effect is even slightly smaller for the 10 TeV DM candidate (right) than for the 100 GeV candidate (left). For TeV dark matter, the ratio to the reference intensity is also rather independent of the annihilation channel; at these high energies the EBL absorption is such that the γ-rays have a local origin only, i.e. their spectra are not redshifted and the ratio to the reference intensity is therefore the same for both channels. This behaviour will be present in all the cases we explore below.
Halo mass function/multiplicity function. We now turn to the choice of the parametrisation of the multiplicity function f (σ, z) entering the calculation of the mass function dn/dM according to Eq. (2.3). In the last fifteen years, the parametrisation of f (σ, z) has evolved, following the improvements of cosmological simulations [50] . As mentioned above, for this work we select the recent Rodríguez-Puebla et al. parametrisation (R16, [28] ) as our reference mass function. In order to bracket the modelling uncertainties, we also consider the widely-used Tinker et al. (T08, [32] ) and the Bocquet et al. (B16, [55] ) DM-only parametrisations. 5 In B16, the authors also provide results based on hydrodynamical simulations, including baryon feedback on structure formation. Using these results yield only a 10% difference on the exotic extragalactic intensity compared to the DM-only parametrisation, so we only consider the latter below.
The third and fourth rows in figure 1 show the impact of the choice of multiplicity function when (i) the Planck cosmology is used whatever the chosen multiplicity function or when (ii) a given f (σ, z) is combined with the "right" cosmology, i.e. the one of the simulations used to determine its parameters. In both cases, there is at most a ∼ 40% difference with respect to the reference intensity.
Overdensity definition. The relation between a halo size and its mass is given by Eq. (2.8) and depends on the overdensity quantity ∆(z). Various definitions are found in the literature, namely
, for a flat Universe) . Halo density profile. The halo profile enters into the intrinsic luminosity term Eq. (2.6). Two standard, spherically-symmetric 6 parametrisations of DM profiles are the NFW [68] and Einasto [69] profiles,
with r −2 the radius for which the logarithmic slope equals −2, and ρ −2 = ρ(r −2 ) the normalisation. The NFW profile has an inner slope of −1, whereas the Einasto profile logarithmically tends to a flat profile, with the sharpness of the inner profile controlled by α E ; the smaller α E , the steeper the slope. The Einasto parametrisation has been found to better fit DM halos than the NFW profile, in both DM-only [62, 70, 71] and hydrodynamical simulations [72] , and at various scales. A large suite of Milky-Way size simulated halos (M ∼ 10 12 M ) obtained α E ≈ 0.17 ± 0.02 [73] , in agreement with the results of [62] . However, this slope is not universal, and dedicated DM-only simulations found that α E increases with both the mass and redshift [71, 74, 75] . In particular between M = 10 11 M and M = 10 16 M , [71] finds that α E increases from 0.16 to 0.22. At these high masses, the hydrodynamical feedback from active galactic nuclei in the halo centers can affect the profile [76] . From the observational point of view, lensing constraints have found 0.17 < α E < 0.21 for halos with M ∼ 10 15 M [77] , whereas X-ray data analyses found somewhat a larger range of values with 0.14 < α < 0.26 [78] or α ≈ 0.29 [79] .
For our reference calculation of I 0 , we assume an Einasto profile of index α E = 0.17. This value is more representative of Milky-way like halos and small groups than galaxy clusters, but the most massive ones are not numerous and are subordinate in the γ-ray signal (see the sharp decrease of the mass function above 10 14 M at z = 0 in figure 3 ). We do not include any mass and redshift dependence in α E , but α E is varied from 0.15 to 0.22 to encompass the possible values obtained in the simulations and the data. The impact on the γ-ray intensity is shown in the fifth row of figure 1, where a 10 − 15% effect is observed. We also show the comparison with a NFW profile, which is ∼ 20% below the Einasto reference profile, but close to α E = 0.22. This is both in agreement with the fact that Einasto profiles with this index are close to NFW profiles, and the fact that despite they asymptotically flatten, they give a larger γ-ray signal; this is because they produce larger densities than NFW profiles of same mass and mass concentration in regions which dominate the signal from annihilation.
Mass-concentration-redshift parametrisation c(M, z). Given a halo mass, a profile (Einasto or NFW), and a ∆ definition, the mass-concentration relation Eq. (2.7) fully determines the structural parameters r −2 and ρ −2 in Eq. (3.4) and (3.5) . This relation reflects the mass dependence of halo formation times, with less concentrated halos at earlier times. Early studies proposed a redshift dependence of c(M, z) ∝ (1 + z) −1 [80, 81] , but a milder dependence was obtained in subsequent calculations for high-mass halos [82] . Several empirical models have been proposed since, taking advantage of the connections between halo mass profiles and the main progenitor mass accretion history.
We rely here on three models [29, 30, 33] , namely S14 (Sánchez-Conde & Prada, 2014), C15 (Correa et al., 2015) , and L16 (Ludlow et al., 2016) . The domain of validity of these models encompasses a large mass range, providing a consistent picture when extrapolating the mass function down to the lower masses (see § 3.2). Moreover, the recent works by C15 and L16 include a dedicated redshift dependence study of the mass-concentration, which makes them appealing for the calculation of the γ-ray emission from far-away DM structures. While the S14 model was obtained for z = 0 and is extended to higher redshifts by a (1 + z) −1 scaling, C15 and L16 found a milder evolution: also, S14 shows an upturn for the highest masses contrarily to the other two (see the comparison in figure 8 in appendix B). Whether this upturn is real or a selection bias in numerical simulations is still under discussion [27, 30] . 7 At the galaxy cluster scale, the c(M, z) from simulations has been found in agreement with Xray and weak-lensing constraints, c vir ∼ 3 − 6 [83] , with a log-normal distribution of intrinsic scatter σ c ∼ 0.12 − 0.22 [79, [83] [84] [85] also consistent with results from numerical simulations [33, 86] . Observations up to z ∼ 1.2 have shown no obvious redshift evolution [84] , but more data are required to be more conclusive.
The C15 concentration is used as reference. The last panel of figure 1 shows the ratio of the γ-ray intensity to this reference for different concentration choices, using S14, L16, or applying a log-normal scatter to the C15 model (C15-σ c ). The options L16 and C15-σ c give results within 10% of the reference. The γ-ray intensity from S14 is markedly below (up to 50% for the lowest energies), however, this difference is ascribed to the (1 + z) −1 evolution. Therefore, we do not consider the S14 model for our overall error budget and suggest a lower uncertainty on the intensity I 0 of not more than 10%.
EBL absorption. Intergalactic low-energy radiation fields absorb high-energy γ-rays via production of e + e − pairs. The intensity of the extragalactic infrared-and optical background light can either directly be estimated by photometric measurements, integration over deepexposure galaxy counts, or indirectly by VHE observations of distant blazars (see [87] for a recent review). While different methods and measurements are hampered by different uncertainties and are able to give lower (galaxy counts) or upper (indirect γ-ray measurements) EBL absorption in reference model I 0 , m χ = 10 TeV Figure 2 : Uncertainty of the EBL extinction factor τ (E γ , z) for four different WIMP masses between 100 GeV and 10 TeV and pure χχ → bb (green) and χχ → τ + τ − (magenta) annihilation channels. The shaded areas indicate a 20% systematic uncertainty on τ (E γ , z) in the reference model [57] .
limits on the EBL density, they mostly agree in determining the spectral EBL energy density at low redshifts, z < 2; the largest uncertainties are in the far-infrared, where zodiacal light is dominant and astronomical observation intricate [88] . They significantly differ at redshifts z > 2, caused by different extrapolations and evolution of the measurements into the past. For this work, we apply as default the model from [57] , I13 (Inoue et al., 2013) , where they attempt for the first time to consistently calculate, using semi-analytical models of hierarchical structure formation of dark and baryonic matter, the EBL density at redshifts back to the epoch of reionization. This allows us to integrate Eq. (2.1) up to z max = 10. As their modelling predicts a factor ∼ 2 lower γ-ray attenuation for E e 400 GeV γ-rays compared to previous calculations, we compare their estimation of the cosmic γ-ray opacity with the classical, more data-driven models by [59] (D11, Domínguez et al., 2011) based on observed galaxy populations up z = 1 (and their evolution into the past to z = 2), the backwardevolution model from [58] providing EBL attenuations up to z = 4 (F08, Franceschini et al., 2008) , and the semi-analytic forward-evolution model by [60] up to z = 6 (G12, Gilmore et al., 2012) . At higher redshifts, we extrapolate their models by a power-law, however, this only affects the lowest energies E γ 20 GeV (E γ 10 GeV), for which the Universe is transparent enough to γ-rays emitted at z 2 (z 4).
In figure 2 , we compare results from these four models for four different DM masses. As has been stated by the authors themselves, at low energies, the model I13 agrees with G12 and predicts a larger attenuation than F08 and D11, while it significantly differs from all compared models at energies above E γ 200 GeV. For a better assessment of the discrepancy, we also show the range of a 20 % systematic uncertainty on the attenuation factor τ in the I13 model. Overall, we find that the uncertainty from different models of the EBL increases with the γ-ray energy, from a marginal discrepancy at E γ 50 GeV up to a 40 % uncertainty at the highest energies, where the absorption is strongest. In general, the uncertainty is larger for a hard annihilation channel like the χχ → τ + τ − case, with a larger relative amount of photons emitted at the high-energy end of the spectrum.
3.2 Including low-mass halos and subhalos
Extrapolation of the mass function
Cosmological simulations within the ΛCDM paradigm only determine halo structure down to halo masses of M 10 10 M . The number density of DM halos below the resolution limit is largely unknown, with however a major impact on the overall γ-ray intensity from DM annihilations. Overall, three quantities govern the γ-ray emission from small-scale DM structures: the number density of halos below the resolution limit, their minimal mass, and a possible higher mass concentration of lighter halos, which may further enhance the DM annihilation process.
The first row of figure 4 shows, for the reference configuration (see table 1), the intensity accounting for the extrapolated low-mass field halos, I l , compared to the reference calculation I 0 . DM halos below 10 10 M dominate the intensity with I l /I 0 ∼ 5; the contribution of various halo masses and redshifts are explicit in the right panel of figure 9 in appendix B.
Power-law mass function extrapolation. For scale-invariant primordial perturbations, the matter power spectrum in a collisionless CDM paradigm approaches P lin (k) ∝ k −3 ×ln 2 (k) for k → ∞ [26] , and Press-Schechter theory predicts a corresponding power-law scaling of the mass function,
with α M = 2 [89] . We therefore adopt Eq. (3.6) to smoothly extrapolate the mass function below the minimal mass of our reference model, i.e. for M < 10 10 M . However, assuming α M = 2 and the mass functions listed in table 1, the comoving density of mass contained in halos, halos (z) = ∞ M min M dn(z)/dM dM , exceeds the mean density m,0 with M min far above the natural mass cut-off scale (discussed in the next paragraph). 8 On the other hand, we obtain halos (M min = 10 −12 M ) ≤ m,0 with α M = 1.95 for all considered cosmologies and mass functions. By this argument we choose α M = 1.95 as an upper bound to consistently explore different minimal particle-physics motivated cut-off scales. As a lower bound on α M , we select α M = 1.85, which is the typical low-mass asymptotic slope in simulations [32] . As can be seen in figure 3 , this slight decrease of the exponent significantly reduces the smallscale halo occupation and approaches the regime of alternative DM scenarios without any appreciable small-scale structures, which is commented on in § 4.2.
The second row of figure 4 shows the drastic impact of α M . A minimal mass of M min = 10 −6 M and α M = 1.85 quadruples the signal from our reference model (solid curves in the lower panels of figure 4), I l /I 0 ∼ 4. The signal is slightly more enhanced at energies 50 GeV, where absorption by the EBL is insignificant and signal from higher redshift halos 
Figure 3: Halo mass function from R16 [28] with various assumptions of the low-mass scales. For the power-law extrapolations, we retain the logarithmic slope towards lower masses below M vir = 10 10 M from where the original mass function slope adopts the value of α M . The IDM model (purple curves) is defined by the mass function cut-off according to Eq. (11) in [24] . may contribute to the signal. Steepening α M to our default value of 1.9 further increases the signal by additional 20 % (dot-dashed curves figure 4). With α M = 1.95, the increase of the signal is much larger as it is doubled compared to α M = 1.9 (dashed curves, I l /I 0 ∼ 10). Note, however, that combined with a small M min and high low-mass halo concentrations c ∆ , α M > 1.9 may further enhance the γ-ray emission; for instance, for α M = 1.95, a cut-off mass 10 −12 M would give I l /I 0 ∼ 30.
Minimal halo mass, M min . In the early Universe, the kinetic decoupling of WIMPs [52, 53, [90] [91] [92] [93] [94] and to a lesser extent acoustic oscillations [95, 96] sets a small-scale cut-off on the mass of the smallest protohalos that can form. Numerical simulations have confirmed that such subhalos might survive until today [97] . A consistent calculation of the minimal mass associated with specific WIMP candidates was discussed in [51, 52] , finding a range [10 −12 − 10 −4 ] M . The third row in figure 4 shows the impact of changing this minimal mass. Following [52] , we take a cut-off mass in [10 −9 − 10 −3 ] M for m χ = 100 GeV (left panels) and [10 −12 − 10 −6 ] M for m χ = 10 TeV (right panel). For α m = 1.9, going down to smaller cut-off masses does only slightly further increase I l /I 0 , but would have a more drastic effect associated with a larger mass slope α m 1.95, as has been discussed in the previous paragraph (see figure 9 in appendix B for the flux multiplier per halo mass).
Inner profile of micro-halos. Whereas the slope of dark matter halos seems robustly determined at late stages of their evolution (see § 3.1), recent studies have shown that halos close to the free streaming scale could be cuspier than the NFW profile, with slopes as steep as −1.5 [61, [98] [99] [100] [101] [102] . We calculate I l for extreme Einasto slopes (0.15 and 0.22), NFW, and the micro-halo model of Ishiyama (2014), see Eq. (2) in [61] . In the next-to-last row of Figure 4 , we show I l /I 0 in which the same profile model is used in I 0 and I l for consistency. The Ishiyama case which corresponds to NFW profiles for high-mass halos and steeper profiles for low-mass halos gives a ∼ 15% increase w.r.t. the NFW case. The two Einasto cases 9 encompass all the other configurations with I l /I 0 ∼ 5 − 9.
Extrapolated mass-concentration-redshift parametrisation. The models of [80, 81] , extrapolating c(M, z) down to the lowest masses, have been widely used alternatives to estimate annihilation signals for charged and neutral particles [e.g. 8, 40, 103] . In recent years, refined semi-analytical models were able to reproduce a wide range of simulations in different cosmologies [29, 30] . We use the ready-to-use parametrisations App. B1 of [29] and App. C of [75] appropriate for a Planck cosmology. We refer the reader to these papers and references therein for systematic comparisons with previous c(M, z) relations. In the last row of Figure 4 , we use C15 [29] as default and compare to L16 [75] , but also to S14 [33] to study the impact of having a different redshift dependence. We find that L16 is ∼ 20% below C16, while S14 is ∼ 40% above. There is no simple explanation of these differences as they result from the interplay of crossing concentrations at different masses and redshifts for the various models (see figure 8 in appendix B).
Boost from DM halo substructures
In the hierarchical structure formation, host halos contain a population of subhalos with sub-subhalos, etc. down to the smallest scale. The annihilation signal from each individual halo is boosted from these populations. The boost increases with the mass [33] , with only mild boosts 1.5 for small halos and boost values up to 10 [40] or 100 [63] for galaxy clusters. In CLUMPY, the boost can be calculated for any distribution of subhalos down to any level of sub-substructures. We only consider the first level in the results below, as next levels only marginally contribute to the overall signal (e.g., Figure 1 of [35] ). The boost depends on the subhalo properties, i.e. their number, their mass and spatial distributions, and their DM profiles. Dedicated numerical simulations of the subhalo population have been performed for Milky-Way like galaxies [62, [104] [105] [106] and galaxy clusters [28, 63, 107] , but they cannot explore subhalo masses below M ∼ 10 5 M . Hence, for the boost calculation, low-mass subhalo properties must also be extrapolated down to the minimum subhalo mass used in the calculation. We refer the reader to [41] for a thorough discussion of the subhalo properties and likely range of their parameters in the context of dark clumps detection in the Milky-Way at z = 0. Here, we need in addition to consider the redshift dependence and host halo mass dependence.
As in the previous sections, we discuss in turn the various ingredients and their impact on the overall boost. To start with, the top panel of figure 5 shows, for the reference subhalo configuration (see table 1), the intensity accounting for the boost, I b , compared to the noboost case I l . The boost is not even a factor two, which is understood as follows. First, the overall boost is the integration of the individual boosts of all host halos over redshifts and masses. As illustrated in appendix B and figure 9 , the trend is to have a decreasing boost with decreasing M host and increasing z. At z = 0, the boosts we obtain are consistent with the results of [33] ; the decrease with z is related to the decreasing concentration of halos with redshift. Second, as seen in the previous section, the intensity from field halos in the mass range below 10 10 M dominates the high-mass range contribution (I l compared to I 0 in the top panel). In this mass range, mild to no boost is expected, so that this combines to give an overall very mild boost. In more details, the subhalos parameters play as follows.
Mass fraction f subs in subhalos. Studying the mass and redshift evolution of f subs from several numerical simulations, [108] found that f subs grows from 6% for 10 10 M halos to 17% for 10 15 M halos, and that f subs increases for more recently formed halos of a given mass. This range may be even larger, with a value of 2% obtained for galaxy halos in [62] and 30% for galaxy cluster halos in [63] . In their DGRB calculation, the Fermi-LAT collaboration even argue for a value f subs = 0.45 [13] . To encompass the range of possible values for the full range of halo masses and redshifts, we vary f subs from 0.1 to 0.4 (0.2 is our default value) in the second panel of figure 5 . This leads to a variation of the ratio I b /I l in ∼ 1.2 − 2; smaller fractions would converge to no boost.
Slope α m of subhalo mass function. We parametrise the subhalo mass function as a pure power-law, dn/dm ∝ m −αm , between m min and m max = 10 −2 × M host (using 10 −1 × M host lowers the result by 5% only). The slope α m in numerical simulations is typically found in 1.85 α m 1.95 [62] . Note that the slope reported in some recent simulations indicates α m ∼ 1.75 [28, 107] , but this assumes a power-law with an exponential cut-off, which translates into α m ∼ 1.9 for a pure power law. A recent meta-analysis of the subhalo population from many simulations finds a good agreement between all the simulations, with α m ∼ 1.85 [109] despite the use of different halo finders. In the third panel of figure 5 , we vary this slope from 1.85 to 1.95 (with 1.9 the default value) and find that this has almost no impact on the result.
Minimal subhalo mass, m min . Assuming that all subhalos from the free streaming scale survive in their host halos, we match the minimal mass of the subhalos to that of the minimal mass taken for field halos (see § 3.2). The fourth row of figure 5 shows a small scatter of 15% between the various mass cut-offs assumed. This indicates that unless all subhalos are destroyed up to masses much larger than m min = 10 −3 M , the overall boost of the extragalactic signal is not very sensitive to the exact minimal mass of the subhalos. Mass-concentration-redshift relation (and subhalo spatial distribution). Microhalos can be tidally disrupted or partially stripped preferentially in the inner parts of galaxies [106, 110, 111] . This impacts the concentration of subhalos compared to field halos [112, 113] , making surviving subhalos more concentrated in the inner parts of the halos. While this has an important effect for the annihilation signal in the Galaxy and dark clump detection (e.g., [41] ), this mostly affects the inner parts which do not contribute much to the total annihilation signal. Moreover, beside the modelling of [113] for Galactic subhalos at z = 0, a complete study of the subhalo mass-concentration relation with mass and redshift is lacking. For this reason, we assume the same concentration for field and subhalos, and the last row of figure 5 shows a scatter of ±15% from the different models used. For the sake of completeness, we also study the impact of the subhalo spatial distribution: antibiased distributions have been obtained in DM simulations of galaxies [62] and galaxy clusters [63] . Using an unbiased distribution, i.e., the same profile as for the host, or the two above biased distributions have a marginal effect (< 1%) on I b /I l . boost from subhalos I b ( § 3.2.2) is shown as dotted-dashed lines. The green-shaded bands correspond to the cumulative uncertainties summarised in table 1 on the lower bound from high-mass halos only, I 0 , and the CDM cases including small-scale structure. The diffuse γ-ray background measured by Fermi-LAT [114] and the systematic uncertainty band from the foreground modelling are given in blue.
Comparison to other works
Except when comparing to the recent estimation of Moliné et al. (2016) [24] (lower panel, violet), the estimated γ-ray intensity derived in this work is lower than the previously published results of Ullio et al. (2002, [8] , black solid lines), Ando et al. (2013, [45] , orange solid line) and Ackermann et al. (2015, [13] , red solid line). Among the many studies led on the topic, we selected these four analyses for comparison as, as a whole, they are representative of the evolution of the exotic extragalactic γ-ray emission calculations in the last fifteen years. The origins of the differences with our estimation depend on the study under scrutiny:
• In [8] , the authors used a Moore parametrisation for the DM halo profiles and a mass concentration according to Bullock et al. (2001, [80] ), which will both increase the intensity (black solid line in top and middle panels). The Moore DM profile, with an inner logarithmic slope of 1.5, diverges at small radii and can yield very large values of the luminosity in Eq. (2.6).
• While somewhat lower than that of [8] , the prediction of [45] (orange line in top panel) is still much higher than our estimation. This is understood as they used an effective subhalo boost model fitted to the results of [63] , typically ∼ 20 at halo masses of M = 10 10 M , ∼ 100 at 10 12 M , and ∼ 1500 at 10 15 M . Adopting such values would indeed bring the total intensity I b to the level of their result. Since then, such large boosts have been excluded by several authors [33, 40, 113] , including this work (see figure 9 ), when using physically-motivated mass-concentration relations at low masses.
• We also compare our result to that of the Fermi-LAT collaboration [13] (red curve in middle panel), whose estimate is consistent with the upper limit of our uncertainty band. Conversely to the previous cases, the difference with our reference is not due to a single major feature of their modelling, but from small differences in the extrapolation to lower mass (e.g., steeper slope of the subhalo mass distribution, and possibly of the mass function extrapolation, larger subhalo mass fraction) which yield, when combined, the factor ∼ 5 between I b and their result in the middle panel of figure 6 . The authors also explored the uncertainties using the non-linear power spectrum instead of the halo model approach we used, noting that the many dependencies of the halo model render this task more difficult. It is interesting to note that the uncertainty band we find by varying all the various ingredients in the halo model is similar, although twice smaller, to what [13] find using the power spectrum approach.
A word on IDM (SIDM/γCDM) models
So far, we have remained in the framework of collisionless, cold DM. Beyond this paradigm, the concept of interacting DM (IDM) has raised the attention of the community in the last years as a possible solution to various observational tensions on subgalactic scales between collisionless CDM and observations. These include the observation of pronounced DM halo cores from dwarf galaxy to cluster sizes [115, 116] , the problems of the diversity of rotation 10 M , solid green curves), the intensity of all halos without (dashed green curves) or with (dot-dashed green curves) substructures. The green uncertainty bands are obtained from extreme choices of the ingredients in table 1. The total intensity is compared to selected previous works (black [8] , orange [45] , red [13] , and violet [24] curves). The intensity for the SIDM scenario, as discussed in § 4.2, is shown as a dotted green curve. We also report the DGRB intensity as measured by Fermi-LAT [114] (foreground model A), where the blue shaded band denotes their systematic uncertainty due to the Galactic foreground modelling.
curves [117] and missing satellites [118] , and the "too-big-to-fail" problem [119] . In contrast to warm DM (WDM) made of sub-MeV particles as a possible solution to CDM small-scale issues, IDM may solve these problems while at the same time preserving the remarkable successes of CDM. Most importantly in our context and in contrast to WDM, IDM could still consist of cold and heavy DM particles annihilating into high-energy γ-rays.
In a self-interacting DM (SIDM) scenario, the DM particle has a non-negligible cross section, σ el , of mutual weak elastic scatterings [120] . A scattering cross section σ el in the order of magnitude of σ el /m χ ∼ 0.1 cm 2 /g would be still in agreement with observation, e.g., the non-observation of self-interactions in cluster mergers [121] or halo-shape constraints [122] (see also [120] for further references). At the same time, such a self-interaction would be large enough to repeal the diversity and cusp-vs-core problems by increasing the scatter in concentrations and thermalising the inner halos, removing the inner density cusps of Einasto or NFW halos. On the other hand, it has been shown that a velocity-independent σ el /m χ ∼ 0.1 cm 2 /g is too low to solve the missing-mass problem (i.e., not able to significantly reduce the number density of small-mass halos) [123] . Therefore, elastic scattering between the DM and photons ("γCDM") or neutrinos has been proposed as a more general class of interacting DM (IDM) [124] . It has been shown that γCDM scatterings with cross sections on the electroweak scale likewise reduce the core concentrations of MW-like DM halos and can also efficiently suppress structures at the dwarf-galaxy scale, M 10 10 M [24, 125] . As shown in figure 4 , [24] find, for a γCDM scattering with σ el /m χ = 7.5 × 10 −10 cm 2 /g ∼ 1 nb/GeV, 10 the halo mass function is suppressed at just around the scale of our reference model, I 0 , with a half-mode mass of M hm = 4.3 × 10 9 h −1 M .
We shortly explore the impact of thermalised halo cores in such models, as such a flattening of the central densities may significantly affect the γ-ray signal from DM annihilation. To this purpose, we remain in the framework of SIDM and assume a SIDM scattering cross section of σ el /m χ ∼ 1 cm 2 /g. Although in tension with several constraints, this allows to conservatively estimate a maximal reduction of the γ-ray intensity from cored inner DM halos. For such a SIDM cross section, the authors of [126] provide a simple scaling relation, to which we add a redshift evolution of the comoving core density according to
for a Burkert halo profile [127] ρ Burkert (r) = ρ core r 3 core (r + r core )(r 2 + r 2 core )
.
(4.2)
This relation corresponds to core radii of r core (10 10 M ) = 2.22 kpc and r core (10 15 M ) = 244 kpc at z = 0, respectively. At higher redshifts, Eq. (4.1) results in halo concentrations c vir (z) ∼ c vir (0)/(1 + z) which we have found to provide lower intensities compared to more recent prescriptions (see § 3.1). We retain M min = 10 10 M for this assessment of DM selfinteractions, although smaller structure may be still present for SIDM. We obtain that a core condition according to Eq. (4.1) reduces the halo luminosities by approximately a factor 2 in the range 10 10 M M 10 15 M at z = 0 and more at higher redshifts. As shown in figure 6 (green dotted curves), the intensity I SIDM 0 from halos with SIDM cores is a factor of 2 − 5 (depending on E γ ) lower than the corresponding reference intensity, I 0 .
Conclusions
In this work, we have reassessed the isotropic emission of γ-rays for extragalactic annihilations of WIMPs in a clumpy ΛCDM Universe. We have also ranked the various sources of uncertainties, in order to identify which ingredients dominate the error budget. The results are based on the latest available knowledge about structure formation in a Planck cosmology.
For CDM, we first calculate the intensity I 0 from DM halos with M ≥ 10 10 M , a mass range where no extrapolation is required. This contribution constitutes a lower bound on the γ-ray emission from extragalactic DM and we find I 0 can be robustly estimated within a factor 2. Accounting for the population of halos and subhalos down to the smallest masses, the total intensity, I b , is a factor ∼ 10 larger than I 0 and bracketed by a one order of magnitude uncertainty band. Recent estimations of I b (including our own) tend to find lower values than earlier studies; this trend can be traced to differences in the mass function extrapolation and to the recent predictions of smaller mass concentrations in small-scale halos. In particular, we conclude in a marginal boost (∼ 1.5) of the signal by halo substructures.
The fiducial spectrum of the intensity I b obtained in this work is a factor 5 smaller (with slightly smaller uncertainties) than that derived in the Fermi-LAT analysis [13] . Taken at face value, this would relax the corresponding DM exclusion limit by the same amount, making the DGRB an even less competitive target w.r.t. dwarf spheroidal galaxies.
For SIDM with σ el /m χ ∼ 1 cm 2 /g, we find that the signal of our lower bound I 0 is further reduced by a factor ∼ 3 compared to the collisionless case. As we generally expect fewer or even no boost from small structures in interacting DM scenarios, the extragalactic signal may remain three (for m χ = 100 GeV) to four (for m χ = 1 TeV) orders of magnitudes below the measured DGRB intensity for a canonical annihilation cross section of σv = 3 × 10 −26 cm 3 s −1 . This indicates that if a γ-ray signal from DM self-annihilations is seen in dwarf spheroidal galaxies, whose signal is not expected to change much between interacting and collisionless DM scenarios, a non-observation of a corresponding signal in the DGRB could be used to probe properties of elastic DM interactions in SIDM and γCDM/νCDM models.
All the results presented in this work have been performed with a soon to be released version of the CLUMPY code. Using the latter, the calculation could be easily repeated to assess neutrino signals from extragalactic DM, for which the various final state neutrino spectra are already included in the code.
Provided a density profile of the generic form
one can solve the implicit equation
, and with the expressions
3) can be solved a second time for ∆ i = ∆ 2 to directly convert the halo mass from an arbitrary ∆ 1 to ∆ 2 without the need to determine ρ −2 and r −2 of the halo. Although computationally more expensive, this rigorous algorithm is more flexible and precise for arbitrary choices of mass-concentration relations and halo profiles than the approximate translation recipe from [128] which we have used in an earlier work [41] .
B Behaviour of the various terms in the intensity multiplier
In this appendix, we provide more details about the ingredients we use to compute the intensity multiplier, Eq. (2.2), and intermediate results.
Halo mass function/multiplicity function. In this work, we have used various descriptions of the multiplicity function, f (σ, z) (Eq. (2.3)), in different cosmologies. For validation purpose of the discussion in § 3.1, we show in figure 7 the underlying halo mass functions rescaled to ∆ = ∆ vir : this emphasises the impact of changing the multiplicity function in a given cosmology (right panel of figure 7 ) or changing the cosmology underlying the linear matter power spectrum to compute σ(M ), Eq. (2.4), (left panel). Note the remarkable concordance of the mass functions from T08 [32] and B16 [55] in their "original" cosmologies and in the ∆ vir prescription (blue and green curves in the central panel).
Mass-concentration-redshift parametrisation c(M, z). recipe results in a c vir (M vir , z) decreasing even stronger with redshift. 11 In turn, the model L16 [30] (blue curves) shows a weaker scaling than ∝ (1+z) −1 in both the original description and after translation to ∆ vir . Our default model C15 [29] (orange curves) remarkably well scales ∝ (1 + z) −1 relative to ∆ vir over several mass decades, 10 −6 M M vir 10 8 M .
One-halo luminosities, L(M, z), and substructure boost. Figure 9 (upper left) shows the DM one-halo luminosities L, Eq. (2.6), for our default c ∆ (M ∆ ) model C15 [29] . Displaying (1 + z) 3 × L, it can be seen that the higher mean density of the early Universe-and by this, a higher annihilation rate-overcompensates the less concentrated halos at earlier epochs, and the comoving luminosity increases with redshift. This finally prevents convergence of the intensity multiplier over the considered redshift range in a collisionless CDM paradigm, as illustrated in the later figure 10 . The lower panel of figure 9 shows the ratio of the emission with and without substructures, commonly referred to as the substructure boost. For the concentration model from [29] , the emission is only moderately boosted by substructures by The rescaling to ∆ vir from the original prescriptions is done according to appendix A and using an Einasto profile. Note that the model L16 [30] is based on the density variance σ, which is computed here using Eq. (2.4) and not from the analytical approximation provided in L16. less than a factor five at galaxy cluster masses at z = 0, and even less for smaller masses and higher redshifts.
Intensity multiplier, δ 2 . In figure 9 (right) we show the contribution per mass decade to the intensity multiplier, Eq. (2.2). Here, the one-halo luminosities are multiplied with the halo number density dn/dM , which is extrapolated to the micro-halo scale according to a powerlaw extrapolation, Eq. 2), for our reference model (red curves) and the default collisionless CDM case without substructures (black curves). On the left, we show the comoving multiplier (we additionally display the impact of adopting M min = 10 −12 M , green curve), whereas on the right, the multiplier is additionally multiplied by the volume element and different EBL absorption factors. The step in the curves originates from the c ∆ model by [29] , which connects two functional forms at z = 4. See text for further details.
evident that a cut-off of the mass function at some minimal mass M min is compulsory for the integral of Eq. (2.2) not to diverge. Previously, it has been found that for optimistic assumptions about the substructure boost, the intensity multiplier is dominated by galaxy and cluster-size halos, M 10 10 M [45] . However, this dominance is not present for our more moderate assumption of the concentration model C15, as shown in figure 9 (left), for which all mass decades are similarly boosted (dashed lines). Figure 10 finally shows the full intensity multiplier as a function of the redshift. The left panel shows that in a collisionless CDM scenario (power-law extrapolation of the mass function with α M = 1.9 down to M min = 10 −6 M , black curve, resp. M min = 10 −12 M , green curve), the density variance remains δ 2 ≈ Var(δ) 100 until high redshifts, z 10. For our reference model, where we only consider structures and halos on comoving mass scales larger than 10 10 M , the intensity multiplier from halos becomes smaller than 1 at z ≈ 10 (red curve on the left). Note that the emission from structureless DM, δ 2 ≡ 1, exceeds the emission from high-mass halos-our reference model-at redshifts z 10 (blue dashed curve on the left). On the right panel, we show the intensity multiplier multiplied with the volume element, expressed by the inverse Hubble constant, and the EBL attenuation factor. This quantity is finally integrated in Eq. (2.1) over the redshift to obtain the total extragalactic DM γ-ray intensity. However, we only integrate the intensity up to z max = 10, and the blue hatched areas in figure 10 indicate the redshift regime which we exclude in our calculations. The contribution to the intensity from z > z max is marginal when considering only masses M ≥ 10 10 M (red curves) or in the presence of EBL absorption (dotted and dashed-dotted curves), however not necessarily in the presence of small-scale clustering and no absorption (black solid line on the right).
