In this paper, we consider a class of k-slep linear multistep methods in the form (1.1) of numerical differentiation (N.D.) formulas. For each k, we have required the property of ^-stability which implies at most second order for the associated operator. Among such second-order operators, the parameters of the formulas have been selected to minimize the error constant consistent with the ^-stability property.
In this note, we propose to retain the ^-stability property by limiting the order to two [1] and use the additional degrees of freedom (from amk, m > 2) to obtain formulas of minimum error constant (for a given k) consistent with the ^-stability property. This generalizes a result [5] previously obtained for the case k = 3. For every k < °°, we must have (1.3) Ck > 1/12 = CT, where CT is the error constant associated with the trapezoidal rule [1] . We shall exhibit minimal formulas for every k such that Ck -> C*T as k -> <*>.
II. Stability Properties.
To study the stability properties of (1.1), we apply it to the equation v' = vy and obtain k (2.1) qyntl = X amkVmy"+,, q = vh. It is necessary and sufficient for a N.D. formula to be of second order that alk = 1> Oik = i-Furthermore, the error constant Ck = \ -a3k. We therefore study polynomials of the form Proof. Suppose Q(x) to be factored into
where Q9(x) has as zeros all of the zeros of Q(x) contained in [-1, 1] and Q,(x) has as zeros the remaining zeros of Q(x). Assume that (3.9) Degree(ßo) < M, and that Q(x) maximizes the ratio R of (3.8). We now construct a perturbation polynomial and show that the ratio R of (3.8) can be increased under this assumption, thus contradicting the assumption that g maximizes (3.8). Consider (3.10) ß(e) = (? + *(*-a)Oo, where a is selected such that (3.11) J w(x)(x -a)Qo dx = 0, which is clearly possible from the fact that w > 0 and g0 Si 0. Furthermore, -1 g a| 1. The degree of g(e) is less than or equal to M since by assumption the degree of go is less than M.
We now show that there exists a nontrivial range for e which includes e = 0 and such that g(«) satisfies the constraint g(e) St 0. For such e, we must have by (3.10) that It suffices for (3.12) to take (3.14) |e| 1 CW(1 + |*|).
The perturbed polynomial g(e) leaves the denominator of R unchanged while the numerator becomes r-r + xr-r Now, the proposition Rt < is implied by the proposition The following discussion relates to both the even and odd degree cases and will be made specific in this regard later. Through the definitions of (3.23) and (3.24) and an appropriate choice of a weight function the optimization problem (3.8) is equivalent to an unconstrained maximization of the form Now, we define a linear operator T on the space E of all polynomials of degree equal to or less than / with the inner product of (3.17) by where Xm" is the largest eigenvalue of T (zero of Pi+l). The theory of orthogonal polynomials guarantees that this choice is unique [6, pp. 44-47] . This discussion can be made specific to the odd (even) degree cases of (3.23) and (3.24) by taking
The corresponding orthogonal polynomials are Jacobi polynomials [6, p. 3] o / ^ cosQ 4-|>ft , jjv (3.33) cos(2</>) r"(cos <ft) = cos(n</>) (even).
In both cases, these lead to the polynomial Q given by where the contribution of the second term is purely imaginary on the unit circle and ß may be selected to remove the two simple poles of the first term. When this is done and a is selected by the requirement f'(0) = 1, we obtain i -2
which is a polynomial of degree k in z which holds for k Si 2, even though the preceding development was carried out for k Si 3. We now have sufficient information to state the following: Theorem. The minimal N.D. formulas of Definition 1 are specified by the kth degree polynomials (3.37) for k Si 2. These polynomials exhibit directly the coefficients amk through the substitution z = £ -\ and comparison with (2.3). The error constant of the minimal N.D. formulas is given by 
6[1 4-cos(T/k)]
IV. Discussion.
In Table 1 , we show the coefficients of some minimal N.D. formulas together with their associated error constants. It is seen that significant reductions in the error constant are obtained by taking k greater than two. In particular, taking k equal to 3, results in a reduction of the error constant by a factor of two while requiring no additional storage if a second-order extrapolative predictor is used in conjunction with (1.1). Table 1 Minimal N.D. Formulas and Associated Error Constants The boundary for the stable regions of the algorithms tabulated in Table 1 are displayed in Fig. 1 . As fc -> °°, the error constant approaches that of the trapezoidal rule from above with 
