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Abstract
Brouwer, Godsil, Koolen andMartin [Width and dual width of subsets in polynomial association schemes,
J. Combin. Theory Ser. A 102 (2003) 255–271] introduced the width w and the dual width w∗ of a subset in
a distance-regular graph and in a cometric association scheme, respectively, and then derived lower bounds
on these new parameters. For instance, subsets with the property w +w∗ = d in a cometric distance-regular
graph with diameter d attain these bounds. In this paper, we classify subsets with this property in Grassmann
graphs, bilinear forms graphs and dual polar graphs.We use this information to establish the Erdo˝s–Ko–Rado
theorem in full generality for the ﬁrst two families of graphs.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
An association scheme with d classes is a pair (X,R) of a ﬁnite set X and a set of d+1 relations
R = {R0, R1, . . . , Rd} on X satisfying certain regularity properties. We refer the reader to [1,
Chapter 2] for terminology and background materials.
Brouwer, Godsil, Koolen andMartin [2] introduced two new parameters, width and dual width,
for subsets in association schemes. First, suppose that (X,R) is a metric association scheme with
respect to the ordering R0, R1, . . . , Rd of the relations, i.e.,  = (X,R1) is a distance-regular
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graph and each Ri is the distance-i relation for . Then the width w of a non-empty subset C in
(X,R) is the maximum distance which occurs between members of C:
w = max{i : ai = 0},
where a = (a0, a1, . . . , ad) is the inner distribution of C, namely
ai = 1|C| |(C × C) ∩ Ri |.
Dually, the dual width w∗ of a non-empty subset C in a cometric association scheme (X,R) with
respect to the ordering E0, E1, . . . , Ed of the primitive idempotents of the Bose–Mesner algebra
A is deﬁned by
w∗ = max{i : (aQ)i = 0}
where Q is the second eigenmatrix of the scheme. Obviously, we have
ws, w∗s∗,
where s = |{i = 0 : ai = 0}|, s∗ = |{i = 0 : (aQ)i = 0}| denote the degree and the dual degree
of C, respectively [3,1]. They showed that
wd − s∗
for a non-empty subset C in a metric d-class association scheme, and that if equality holds then
C is completely regular [2, Theorem 1]. (This also follows from a more general result in [19].)
Moreover, they showed that
w∗d − s
for a non-empty subset C in a cometric d-class association scheme, and that if equality holds then
C induces a cometric s-class association scheme inside the original [2, Theorem 2].
In particular, we have w + w∗d for subsets in a metric and cometric d-class association
scheme and ifw+w∗ = d then equality is achieved in each of the above four inequalities as well.
In fact, subsets with w + w∗ = d arise quite naturally in association schemes associated with
regular semilattices [2, Theorem 5]. In the present paper, we give a classiﬁcation of such subsets
in (1) Grassmann graphs, (2) bilinear forms graphs and (3) dual polar graphs.
Throughout we shall use the following notation and description for each of the above graphs
(X,R). For (1), X is the set of d-dimensional subspaces of a vector space V of dimension n
over the ﬁnite ﬁeld GF(q), where n2d . For (2), let V be a vector space of dimension d + e
over GF(q) where ed . Fix a subspace W of dimension e and let X be the set of d-dimensional
subspaces  of V with  ∩ W = 0. See [1, §9.5A]. For (3), we assume that V is a vector space
over GF(q) equipped with a speciﬁed non-degenerate form (alternating, Hermitian or quadratic)
with Witt index d, and X is the set of maximal isotropic subspaces in this case.
We show the following:
Theorem 1. Let (X,R) be one of the above graphs and C a non-empty subset of X with
w + w∗ = d.
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(1) If (X,R) is a Grassmann graph, then either (a) C consists of all elements of X which contain
a ﬁxed subspace of dimension w∗, or (b) n = 2d and C is the set of elements of X contained
in a ﬁxed subspace of dimension d + w.
(2) If (X,R) is a bilinear forms graph, then either (a)C consists of all elements of X which contain
a ﬁxed subspace U of dimensionw∗ withU ∩W = 0, or (b) e = d and C is the set of elements
of X contained in a ﬁxed subspace U ′ of dimension d + w with dimU ′ ∩ W = w.
(3) If (X,R) is a dual polar graph, then C consists of the set of all elements of X which contain
a ﬁxed isotropic subspace U of dimension w∗.
The proof of Theorem 1 is given in Section 3. We remark that Brouwer et al. [2, Theorem
8] obtained a complete classiﬁcation of subsets with w + w∗ = d for Johnson graphs and
Hamming graphs as a consequence of a result of Meyerowitz on the completely regular codes of
strength zero in these graphs. Thus, the classiﬁcation of such subsets is complete for all classical
distance-regular graphs associated with regular semilattices. Our proof of Theorem 1 is based on
an observation that the parameters of the subscheme induced on a subset with w + w∗ = d are
uniquely determined by w and w∗ = d −w (see Section 2), and in fact works for Johnson graphs
and Hamming graphs as well.
As an application of Theorem 1, we establish the Erdo˝s–Ko–Rado theorem for Grassmann
graphs and bilinear forms graphs in Section 4. This theorem was previously obtained by Hsieh
[10], Frankl-Wilson [8] and Fu [9] for Grassmann graphs, and by Huang [11,12] and Fu [9] for
bilinear forms graphs. However, their characterization for optimal intersecting families requires
the assumption dim V 2d + 1. We provide a proof which is valid for all dim V 2d.
2. Uniqueness of the parameters
Let (X,R) be a metric and cometric association scheme with respect to the orderings R0,
R1, . . . , Rd and E0, E1, . . . , Ed of the relations and the primitive idempotents of the Bose–
Mesner algebraA, respectively. Let Q denote the second eigenmatrix of (X,R).
Let C be a non-empty subset of X such that w + w∗ = d. Then C, together with the set of
non-empty relations R|C×C = {(C × C) ∩ Ri : 0 iw}, forms a cometric association scheme
[2, Theorem 2]. In this section, we show that the parameters of the subscheme (C,R|C×C) depend
only on w and w∗ = d − w, which is in fact implicit in the proof of [2, Theorem 2].
LetA0, A1, . . . , Ad be the adjacency matrices of (X,R). For each matrixM inA, letM denote
the principal submatrix of M corresponding to the elements of C. ThenA = {M : M ∈ A} is
the Bose–Mesner algebra of (C,R|C×C).
Proposition 2. With the above notation, the parameters of (C,R|C×C) are uniquely determined
by w and w∗ = d − w.
Proof. The set {A0, A1, . . . , Aw} gives the basis of the adjacency matrices of (C,R|C×C).
Brouwer et al. have shown in the proof of [2, Theorem 2] that (i) {E0, E1, . . . , Ew} is a basis,
(ii) {E0, . . . , Ej−1, I , Ew∗+j+1, . . . , Ed} is a basis for 0jw, and (iii) EkEl = 0 whenever
|k − l| > w∗. Since Ej = |X|−1 ∑wi=0 Qi,jAi , the base change matrices among these three
types of bases do not depend on C. Thus, if we write
EiEj =
w∑
k=0
ki,j (C)Ek
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for i, j ∈ {0, 1, . . . , w}, then it sufﬁces to verify that the ki,j (C) are independent of C. We use
induction on i. By (ii) above, {E0, . . . , Ei−1, I , Ew∗+i+1, . . . , Ed} is a basis for A. We have
EiI = Ei , EiEw∗+i+1 = · · · = EiEd = 0 by (iii), and if i > 0 then the ki,j (C) = kj,i(C)
(0j i−1, 0kw) are independent of C by the induction hypothesis. Since the base change
matrix between {E0, E1, . . . , Ew} and {E0, . . . , Ei−1, I , Ew∗+i+1, . . . , Ed} does not depend on
C, this shows that the assertion is true for i. 
3. Proof of Theorem 1
In this section, we prove Theorem 1. We retain the notation of the previous section.
Let (X,R) be one of the graphs in Theorem 1. Then (X,R) is naturally associated with a
regular semilattice (see [4,18]) and each object in the semilattice gives rise to a subset satisfying
w + w∗ = d. Namely, for 0 td , let U be a subspace of V of dimension t. For (2) we assume
U ∩ W = 0, and for (3) we assume that U is isotropic. It is a standard fact that the set
CU = { ∈ X : U ⊆ }
has width d − t and dual width t (cf. [2, Theorem 5]). Moreover, (CU ,R|CU×CU ) preserves all
classical parameters [1] except the diameter. In particular,CU is convex (i.e., geodetically closed).
Let C be a non-empty subset of X with width w = d − t and dual width w∗ = t . Then
since (C,R|C×C) has the same parameters as (CU ,R|CU×CU ) by Proposition 2, C is also convex.
Lambeck [13, Chapter 5] classiﬁed the convex subgraphs in all classical distance-regular graphs
except those in the quadratic forms graphs over the ﬁnite ﬁelds of characteristic two (see [15] for
this case). Thus, Theorem 1 follows from this result. However, here we give a direct and quite
simple proof.
Let , ,  ∈ X and suppose (, ) ∈ Ri , (, ) ∈ Rj and (, ) ∈ Rk . Then
dim  ∩  + dim  ∩ d + dim  ∩  ∩ d + dim  ∩ ,
and we have i+j = k if and only if ∩ ⊆  = (∩ )+ (∩ ). The convexity of C is equivalent
to
{ ∈ X :  ∩  ⊆  = ( ∩ ) + ( ∩ )} ⊆ C for all ,  ∈ C.
Now ﬁx ,  ∈ C such that dim  ∩  = t . For (2), we denote by f : V →  the projection
map onto the subspace  ∈ X with respect to the direct sum decomposition V =  + W . Clearly,
f ◦ f = f for all ,  ∈ X.
Claim 1. Let  ∈ X. For (1) and (2), if ∩+ then  ∈ C. For (3), if ∩ then  ∈ C.
Proof. Suppose  ∈ C and let x ∈ ∩− . For (1), let E be a complement to 〈x〉 in  containing
 ∩  and let y ∈  − ( + ). Set  = E + 〈y〉. For (2), similarly let E be a complement to
〈x〉 in  containing  ∩ . Since f(E) and  ∩ ( + ) are proper subspaces of , we can take
y ∈ − f(E)∪ (+ ). We set  = E + 〈y〉. For (3), let y ∈ − 〈x〉⊥. This is possible because
if  ⊆ 〈x〉⊥, then  + 〈x〉 would be an isotropic subspace of dimension d + 1. Set  = E + 〈y〉
where E = 〈y〉⊥ ∩ . Note that y ∈  +  ⊆ 〈x〉⊥. In each case, it is easy to see that  ∈ X and
since  ∩  ⊆  = ( ∩ ) + ( ∩ ) in fact  ∈ C. But then x ∈  ∩  = E ∩  ⊆  ∩  implies
dim  ∩  < t , contradicting w = d − t . 
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This shows that for (1) and (2) any  ∈ C satisﬁes either  ∩  ⊆  or  ⊆  +  (or both), and
that for (3) all  ∈ C contain  ∩ .
Claim 2. For (1) and (2), there is no pair {, ′} of elements of C such that ∩  ⊆ +  and
 ∩  ⊆ ′ + .
Proof. Suppose that such a pair {, ′} exists. Let y ∈ ′ − ( + ) and let E be a (d − 1)-
dimensional subspace of  containing ∩ ′. For (2), assume further f(y) ∈ E. Set  = E +〈y〉.
Then  ∈ X and since  ∩ ′ ⊆  = ( ∩ ) + (′ ∩ ) we have  ∈ C. But this is impossible
because  ∩  and  + . 
Finally, since C and CU have the same size we conclude that C must be of the form given in
Theorem 1, and the proof is complete. 
Remark. Our proof of Theorem 1 clearly works for Johnson graphs and Hamming graphs as
well, but relies heavily on the existence of speciﬁc examples of subsets with w + w∗ = d. It
is an interesting problem whether it is possible to derive the convexity without reference to the
existence of such examples or not. There are also certain nice posets naturally associated with
the other classical distance-regular graphs, namely alternating forms graphs, Hermitian forms
graphs and quadratic forms graphs (see e.g., [17]). However, in general we do not obtain subsets
satisfying w + w∗ = d from these poset structures.
4. The Erdo˝s–Ko–Rado theorem
The Erdo˝s–Ko–Rado theorem [7,20] is a classical result in extremal set theory which asserts
that the largest possible familiesF of d-subsets of an n-set such that | ∩ | t for all ,  ∈F
where n > (t + 1)(d − t + 1) are the families of all d-subsets containing some ﬁxed t-subset.
In this section, we prove the following:
Theorem 3. (1) LetF be a collection of elements of the vertex set X of a Grassmann graph with
the property that dim  ∩  t for all ,  in F, where 0 td. Then we have |F|
[
n−t
d−t
]
,
and equality holds if and only if either (a)F consists of all elements of X which contain a ﬁxed
t-dimensional subspace of V , or (b) n = 2d andF is the set of all elements of X contained in a
ﬁxed (n − t)-dimensional subspace of V .
(2) Let F be a collection of elements of the vertex set X of a bilinear forms graph with the
property that dim  ∩  t for all ,  in F, where 0 td. Then we have |F|q(d−t)e, and
equality holds if and only if either (a) F consists of all elements of X which contain a ﬁxed
t-dimensional subspace U with U ∩ W = 0, or (b) e = d andF is the set of all elements of X
contained in a ﬁxed (2d − t)-dimensional subspace U ′ with dimU ′ ∩ W = d − t .
ForGrassmann graphs (1), Hsieh [10] provedTheorem3 forn2d+1 and (n, q) = (2d+1, 2).
Frankl and Wilson [8] obtained the bound |F|
[
n−t
d−t
]
for n2d and q2. They asserted
[8, p. 229] that the uniqueness of the optimal families for n2d + 1 can also be obtained using
the methods of [6]. They also stated that for n = 2d it appears likely that there are only two
non-isomorphic optimal families. Thus, our result veriﬁes the validity of their observation. In
fact, Theorem 3(1) is an immediate consequence of Theorem 1(1) and their result.
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For bilinear forms graphs (2), Huang [11] provedTheorem3 for ed+1 and (e, q) = (d+1, 2)
(see also [12]).As pointed out in [11, p. 192, Remark], the bound |F|q(d−t)e for ed and q2
follows from a result of Delsarte [3, Theorem 3.9] and his construction [5] of (d, e, t, q)-Singleton
systems for all values of the parameters d, e, t and q. A slightly more detailed analysis of this
argument yields Theorem 3(2).
Fu [9] proved the results of [10,11] in a uniﬁed way using the notion of quantum matroids. For
the Erdo˝s–Ko–Rado theorems for other graphs, see [14] for Hamming graphs and [16] for dual
polar graphs.
Proof. (1) The proof of the bound by Frankl andWilson [8] is an application of Delsarte’s linear
programming bound [3]. Let  be the (column) characteristic vector of F. They constructed
a matrix A in the Bose–Mesner algebra A such that (i) the (, )-entry of A is 0 whenever
dim ∩ t , and (ii) the matrixA+I −
[
n−t
d−t
]−1
J is positive semideﬁnite and the ith eigenvalue
of A + I −
[
n−t
d−t
]−1
J is positive precisely when t + 1 id. (See [8, §5] for the latter half of
(ii). There is a minor error in the middle of page 235 in that paper: ‘	e < −1’must be ‘	e > −1’.)
Then TA = 0 sinceF is t-intersecting, and moreover
0T
(
A + I −
[
n − t
d − t
]−1
J
)
 = |F| −
[
n − t
d − t
]−1
|F|2,
or equivalently |F|
[
n−t
d−t
]
. In the case of equality  is in the null space of A + I −
[
n−t
d−t
]−1
J
which is exactly V0 + V1 + · · · + Vt , where Vi is the ith eigenspace of A. Thus, if equality
holds then w∗ t . Together with wd − t and the general inequality w + w∗d, we conclude
w = d − t and w∗ = t . Now the result immediately follows from Theorem 1(1).
(2) A (d, e, t, q)-Singleton system is a t-design in X of index 1. Equivalently, a subset Y ⊆ X
with inner distribution b = (b0, b1, . . . , bd) is a (d, e, t, q)-Singleton system if (bQ)1 = · · · =
(bQ)t = 0 and |Y | = qte. In this case it turns out that Y is also a (d − t)-codesign, i.e., b1 =
· · · = bd−t = 0 [5, Theorem 5.4]. The inner distribution b is uniquely determined by d, e, t and
q, and for 0 i t − 1, bd−i = b(d, e, t, q; i) is given by the formula
bd−i = b(d, e, t, q; i) =
[
d
i
] t−i−1∑
j=0
(−1)j q
(
j
2
) [
d − i
j
]
(q(t−i−j)e − 1)
[5, Theorem 5.6].
Delsarte [5, §6] constructed a (d, e, t, q)-Singleton system Y (d, e, t, q) for each ed t0
and q2. In fact, Y (d, e, t, q) is a subgroup of the additive group (X,+) (where we regard X
as the set of d × e matrices over GF(q)). Thus, the dual subgroup Y (d, e, t, q)⊥ of Y (d, e, t, q)
with respect to a non-degenerate inner product on (X,+) is a (d, e, d − t, q)-Singleton system
and in particular q−tebQ is the inner distribution of Y (d, e, d − t, q).
Let a = (a0, a1, . . . , ad) be the inner distribution ofF. Then ad−t+1 = · · · = ad = 0, and [3,
Theorem 3.9] gives the inequality
|F| · |Y (d, e, t, q)| |X|
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or equivalently |F|q(d−t)e. Moreover in the case of equality, a and the inner distribution b =
(b0, b1, . . . , bd) of Y (d, e, t, q) satisfy
(aQ)i(bQ)i = 0 for all i ∈ {1, 2, . . . , d}.
(See also [1, p. 55, Proposition 2.5.3].) In order to apply Theorem 1(2), we only have to show
b(d, e, t, q; i) = 0 for all d, e, t, q and 0 i t − 1. Indeed, since (bQ)d−i = qteb(d, e, d −
t, q; i) for 0 id − t − 1, this implies (aQ)t+1 = · · · = (aQ)d = 0 whenever |F| = q(d−t)e,
and it follows from wd − t , w∗ t and w + w∗d that in fact w = d − t and w∗ = t .
We follow [8, §5]. Namely, we show that the terms in the expression for b(d, e, t, q; i) decrease
in absolute value. We need the following two inequalities:
b − 1
a − 1 <
b
a
for a > b1,
qb − 1
qa − 1 < q
b−a+1 for a1, q2.
Let 
j = q
(
j
2
) [
d−i
j
]
(q(t−i−j)e − 1). Then, for 0j t − i − 2 we have

j+1

j
=
q
(
j+1
2
) [
d−i
j+1
]
(q(t−i−j−1)e − 1)
q
(
j
2
) [
d−i
j
]
(q(t−i−j)e − 1)
= qj · q
d−i−j − 1
qj+1 − 1 ·
q(t−i−j−1)e − 1
q(t−i−j)e − 1
< qj · qd−i−2j · q−e = qd−i−j−e1.
Thus
b(d, e, t, q; i) =
[
d
i
]
((
0 − 
1) + (
2 − 
3) + · · ·)
is certainly positive. This completes the proof of Theorem 3(2). 
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