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Abstract Neutron probe measurements of snow density from 22 sites in the Pine Island Glacier basin
have been used to determine mean annual accumulation using an automatic annual layer identiﬁcation
routine. A mean density proﬁle which can be used to convert radar two-way travel times to depth has been
derived, and the eﬀect of annual ﬂuctuations in density on estimates of the depth of radar reﬂectors is
shown to be insigniﬁcant, except very near the surface. Vertical densiﬁcation rates have been derived from
the neutron probe density proﬁles and from deeper ﬁrn core density proﬁles available at 9 of the sites. These
rates are consistent with the rates predicted by the Herron and Langway model for stage 1 densiﬁcation
(by grain-boundary sliding, grain growth and intracrystalline deformation) and stage 2 densiﬁcation
(predominantly by sintering), except in a transition zone extending from ≈8 to ≈13 m from the surface in
which 10–14% of the compaction occurs. Proﬁles of volumetric strain rate at each site show that in this
transition zone the rates are consistent with the Arthern densiﬁcation model. Comparison of the vertical
densiﬁcation rates and volumetric strain rates indicates that the expected relation to mean annual
accumulation breaks down at high accumulation rates even when corrections are made for horizontal ice
velocity divergence.
1. Introduction
Better estimates of the contribution to sea level rise from Antarctica require an improvement in the meteo-
rological and snow densiﬁcation models used to interpret satellite measurements of elevation change. The
UK Natural Environment Research Council (NERC) research program iSTAR provided an opportunity to collect
data from the Pine Island Glacier (PIG) basin to verify these models and hence provide an improved estimate
of sea level rise from this sector of Antarctica.
In this paperwe focus on the analysis of snowdensity proﬁles collectedusing aneutronprobe at 22 sites along
an 890 km traverse of the basin and repeatmeasurementsmade a year later. These allow recent accumulation
to be determined from the snow stratigraphy and proﬁles of volumetric strain rate to be calculated.
Accumulation has been successfully determined from neutron probe density proﬁles in the dry snow area
of Greenland (Morris & Wingham, 2011, 2014, 2015), but in the PIG basin the method faces a new challenge:
complex meteorological conditions which do not always produce a clear annual variation in snow density.
New techniques of analysis have therefore had to be developed.
The PIG strain rate proﬁles are of particular interest because they come from sites with a wide range of
mean annual accumulation and relatively high surface density. The transition density between stage 1 and
stage 2 densiﬁcation in the Herron and Langway (1980) model (and many others, see section 3) is reached
about halfway down the proﬁle, so that the transition region can be examined in some detail. We are also able
to consider the eﬀect of horizontal velocity divergence on densiﬁcation using data frommid-ice stream sites.
In this paper we compare direct measurements of the change in density with time with the rates inferred
indirectly from density proﬁles, assuming steady state conditions. This indirect method is based on an early
suggestion made by Robin (1958) that in a natural snow cover the increase in overburden stress is linearly
related to the proportional decrease in air volume in the mean density proﬁle. Much of the existing data
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on strain rates in polar snow is derived from proﬁles using the Robin hypothesis. We show that at the high
accumulation sites in the PIG basin this method does not produce good estimates in the transition region
between stage 1 and stage 2 densiﬁcation.
This is important because, as we shall show in section 6, in the PIG basin ≈31% of compaction occurs in the
surface layer and stage 1 region, 10–14% in the transition region, and 37–33% in the stage 2 region. Thus,
compaction in the transition region is a signiﬁcant proportion of the total compaction as the surface snow
turns to ice.
2. The iSTAR Traverse
The iSTAR traverse route (Figure 1) crosses the Pine Island Glacier basin from site 1 at the northeast upstream
boundary to site 22 near the grounding line in Pine Island Bay to the west. The positions and climatological
characteristics of the sites are given in Table 1, which gives values for the mean annual accumulation derived
fromairborne radar surveydata (Medley et al., 2014) over theperiod1985–2009 and the regional atmospheric
climatemodel RACMO2.3 (vanWessemet al., 2014) over the period 1979–2013. The RACMO2.3 values for the
iSTAR sites have beendeterminedby interpolation betweenmodel grid points. For convenience the table also
includes themean annual temperatures (from 10m temperaturesmeasured during the traverses), accumula-
tion rates for the period between traverses and mean annual accumulation rates derived from iSTAR traverse
data in section 4.2. The latter cover periods of 8 to 29 years up to and including 2012.
Mean annual temperature only varies by a few degrees over the traverse, but the accumulation increases sig-
niﬁcantly in the southwest of the basin. Satellite altimeter observations show elevation change rates also vary
considerably over the basin, with the greatest thinning rates in areas of high ice velocity (Shepherd et al.,
2001). In order to distinguish between dynamic thinning and the eﬀect of changes in accumulation on eleva-
tion, the traverse route was chosen to pass through sites with low accumulation and low thinning (sites 2 and
10), low accumulation and high thinning (sites 7 and 13), high accumulation and low thinning (site 22), and
high accumulation and high thinning (site 18).
In the austral summer of 2013/2014 (T1) the route was traversed from site 1 to site 22; in 2014/2015 (T2) the
traverse began at site 22. Snow density proﬁles were measured at all sites during T1 using a neutron probe
deployed in 13 m deep access holes. During T2 repeat measurements were made in the same access holes,
and new proﬁles were measured nearby in order to record the density of the snow accumulated since T1. At
sites 7, 8, 13, 15, 17, and18density proﬁleswere collectedover anestedgrid to establish local spatial variability
on the 1 m to 1 km scale. During T1 ground penetrating radar (GPR) and very high bandwidth radar (pRES)
surveys were conducted between sites, and during T2 ﬁrn cores to 50 m depth were collected at sites 1, 4, 6,
7, 8, 10, 13, 15, 18, and 20. Airborne surveys using the ASIRAS radar in December 2014 covered the traverse
from site 7 to site 22. Other airborne survey tracks covered areas north of site 9, south of site 15 and passed
between sites 4 and 5 on a north-south line.
The neutron probe proﬁles serve to supplement the ﬁrn core data and provide the density data needed to
derive accumulation from the various radar measurements of snow layering. This work will be reported else-
where; in this paper we focus on the derivation of densiﬁcation and accumulation rates directly from the
neutron probe proﬁles. The densiﬁcation analysis requires an estimate of the horizontal velocity divergence
at each site. Direct measurements of this divergence are available from the repeatmeasurement of strain net-
works during T1 and T2 at sites 6 to 9 and 13 to 19. Estimates can also bemade from velocity maps for the PIG
basin derived from satellite data.
3. Theory
3.1. The Steady State Approximation
Snowdensiﬁcationmodels need toprovide a constitutive law todescribe thedependenceof volumetric strain
rate, ?̇?, on the applied stress,𝜎, andon the strengthof the snow, characterizedby its bulk density, temperature,
and sometimes by other variables such as grain size, coordination number, and impurity concentration. The
material-following densiﬁcation rate is related to ?̇? by the deﬁnition
?̇? = −1
𝜌
D𝜌
Dt
(1)
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Figure 1. Route of the Pine Island Glacier (PIG) traverses in the austral summers of 2013/2014 (T1) and 2014/2015 (T2)
with the 22 sites of neutron probe measurements shown as blue dots. Contours are shown at 50 m intervals (Bamber
et al., 2009), the background color shows surface velocity (Rignot et al., 2011) and the basin boundary is shown as a blue
solid line.
Table 1
Climatological Conditions at the iSTAR Traverse Sites
x Latitude Longitude Elevation T∗m a(2014) ā
(1) ā(2) ā(3) N
Site (km) (deg) (deg) (mae) (∘C) (mwe a−1) (mwe a−1) (mwe a−1) (mwe a−1) (a)
1 0 −74.565 −86.913 1,362 −25.5 0.41 0.36 0.35 (−0.04) (+0.02) 17
2 47 −74.865 −88.030 1,195 −25.3 0.14 0.276 ± 0.025 0.30 0.34 (−0.02) (0.00) 19
3 91 −74.111 −89.224 1,032 −24.3 0.39 0.300 ± 0.010 0.38 0.43 (−0.03) (+0.03) 14
4 135 −75.319 −90.524 860 −23.6 0.56 0.365 ± 0.008 0.47 0.58 (−0.05) (+0.05) 10
5 180 −75.431 −92.060 798 −23.1 0.22 0.459 ± 0.018 0.54 0.45 (−0.03) (+0.08) 18
6 226 −75.456 −93.718 708 −22.6 0.45 0.466 ± 0.024 0.53 0.45 (0.00) (+0.07) 13
7 247 −75.440 −94.460 679 −22.6 0.53 0.444 ± 0.027 0.53 0.33 (−0.04) (+0.06) 20
8 290 −75.090 −95.070 708 −22.2 0.40 0.367 ± 0.016 0.48 0.32 (−0.05) (+0.05) 17
9 310 −74.956 −94.631 733 −22.2 0.29 0.354 ± 0.009 0.46 0.37 (−0.04) (+0.02) 18
10 377 −74.442 −93.448 867 −21.5 0.24 0.336 ± 0.020 0.33 0.23 (−0.04) (+0.01) 27
11 407 −74.620 −92.700 909 −21.9 0.16 0.297 ± 0.015 0.35 0.23 (−0.02) (+0.02) 29
12 461 −74.998 −93.930 762 −22.2 0.28 0.346 ± 0.007 0.47 0.28 (−0.02) (+0.02) 24
13 540 −75.670 −94.690 691 −22.4 0.50 0.504 ± 0.027 0.57 0.43 (−0.03) (0.00) 15
14 560 −75.805 −94.231 749 −22.4 0.44 0.550 ± 0.020 0.57 0.47 (0.00) (+0.04) 14
15 629 −75.750 −96.730 712 −21.9 0.81 0.618 ± 0.010 0.59 0.80 (−0.04) (0.00) 8
16 649 −75.926 −96.898 763 −21.9 0.66 0.667 ± 0.014 0.61 0.51 (0.00) (0.00) 13
17 684 −75.740 −97.930 716 −21.2 0.42 0.678 ± 0.014 0.71 0.52 (0.00) (+0.04) 11
18 719 −75.617 −99.073 527 −19.6 0.71 0.639 ± 0.012 0.82 0.69 (0.00) (0.00) 9
19 739 −75.803 −99.048 704 −20.2 0.44 0.757 ± 0.009 0.79 0.69 (0.00) (0.00) 9
20 810 −76.404 −99.828 1,096 −22.8 0.83 0.687 ± 0.004 0.62 0.64 (0.00) (+0.09) 10
21 842 −76.224 −100.770 1,075 −22.3 0.78 0.690 ± 0.005 0.69 0.75 (−0.08) (0.00) 9
22 890 −75.804 −100.280 819 −20.1 0.75 0.806 ± 0.014 0.88 0.78 (−0.06) (0.00) 8
Note. x is the distance along the traverse, T∗m is themean annual temperature in degrees Celsius (Mulvaney & Smith, 2017), a(2014) is the accumulation rate between
Traverse 1 and Traverse 2, and ā is the mean annual accumulation rate estimated using (1) airborne radar data (Medley et al., 2014), (2) the regional atmospheric
climate model RACMO 2.3 (van Wessem et al., 2014), and (3) the iSTAR density proﬁles (see section 4.2). N is the number of years over which ā(3) is averaged.
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The variable 𝜌 is the snow density and t time. In polar ﬁrn there are density ﬂuctuations on an annual or sub-
annual scale about a vertically smoothed density 𝜌0, which monotonically increases with depth. In the upper
layer of the snow, densiﬁcation is enhanced by annual and subannual temperature variations, but below
≈2–3 m depth the eﬀect of these variations is suﬃciently diminished for it to be possible to assume a con-
stant temperature to a ﬁrst approximation. The steady state approximation applies below the surface layer
for constant mean annual temperature Tm and constant accumulation rate ā.
The Robin hypothesis (Robin, 1958) introduced in section 1 is equivalent to writing
?̇? = c
(
𝜌i − 𝜌0
𝜌0
)
(2)
where 𝜌i is the density of ice and c is a site-speciﬁc constant. Hidden within this formulation is an assump-
tion that the overburden stress 𝜎, which increases with water equivalent depth, is oﬀset by a corresponding
increase in snow strength because of some other factor that also increases with depth, such as the time since
deposition, 𝜏 . Hence, at a given site, the volumetric strain rate depends only on the mean density and c can
be interpreted as a constant density-corrected volumetric strain rate.
In the one-dimensional case when the horizontal velocity divergence ?̇?H is negligible ?̇? = ?̇?zz where
?̇?zz =
𝜕w
𝜕z
(3)
We deﬁne a coordinate system in which vertical distance, z, velocity, w, and water equivalent height, q, are
positive upward. In this system density decreaseswith increasing z and q. Given a constant accumulation rate
ā = −𝜌0w, equations (2) and (3) give
c = ā
𝜌0(𝜌i − 𝜌0)
d𝜌0
dz
= ā
𝜌i
d
dz
(
ln
(
𝜌0
(𝜌i − 𝜌0)
)) (4)
The value of c can be estimated from a single steady state proﬁle 𝜌0(z) by plotting the best ﬁt straight line
through ln(𝜌0∕(𝜌i − 𝜌0) as a function of z over a section of the proﬁle, say from the point z where the water
equivalent height is q to the point z + Z where the water equivalent height is q + Q. Writing the (negative)
gradient of this line as −k𝜌i we obtain
c = −āk (5)
where k is a positive constant. To emphasis the point that k is derived from the rate of change of density with
the vertical coordinate z, we shall refer to it as the “vertical densiﬁcation rate.”
Equation (5) shows that, if we accept the Robin hypothesis, in the 1-D, steady state case the density-corrected
volumetric strain rate c may be calculated from the vertical densiﬁcation rate if the (constant) accumulation
rate is known. A similar calculation could be made given any other speciﬁed density function, of course, but
the Robin hypothesis leads to a particularly simple transformation.
3.2. Time-Varying Conditions
Suppose that in a natural ﬁrn layer, built up under time-varying conditions, the eﬀect of density on strain rate
is given by a factor (𝜌i−𝜌)∕𝜌 by analogy with equation (2), that is, the Robin hypothesis still holds. Then given
measurements of density 𝜌1(q) for a material element at time t and 𝜌2(q) for the same element at time t+Δt,
we may calculate a density-corrected volumetric strain rate as
F(q) = 1
Δt ∫
t+ΔT
t
(
𝜌
𝜌i − 𝜌
)
?̇?dt
= − 1
Δt ∫
t+ΔT
t
(
1
𝜌i − 𝜌
)
D𝜌
Dt
dt
= 1
Δt
ln
(
𝜌i − 𝜌2
𝜌i − 𝜌1
) (6)
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Figure 2. Density at site 21 measured at 1 cm intervals and smoothed with
a three-point running mean. Peak 1 marks the 2013 austral winter (c. July
2013). During T2, the T1 access hole was reopened by digging through the
accumulated snow and reproﬁled. An overlapping proﬁle from a nearby
hole extends this proﬁle to the T2 surface and shows two 2014 austral
winter peaks.
To minimize the eﬀect of density ﬂuctuations we calculate an average
value of F over a section of the proﬁle from q to q + Q where Q is several
years of accumulation. Then
F̄ = 1
QΔt ∫
q+Q
q
ln
(
𝜌i − 𝜌2
𝜌i − 𝜌1
)
dq (7)
Let −k𝜌i now be the gradient of the best straight line through a plot of
ln(𝜌1∕(𝜌i − 𝜌1) as a function of z over the section of the proﬁle from q to
q + Q and let ā be the mean annual accumulation over this section. The
indirect method of estimating strain rate from a single proﬁle is based on
the assumption that
F̄ ≈ −āk (8)
by analogy with the steady state case (equation (5)). In this paper we
determine F̄, ā, and k separately to see how far this assumption holds.
3.3. Stage 1 and Stage 2 Densiﬁcation
Herron and Langway (1980) proposed diﬀerent densiﬁcation rates for
snowwith 𝜌<550 kgm−3 and550 kgm−3≤ 𝜌 ≤ 800 kgm−3. Other authors
have followed suit. This implies a sharp transition between “stage 1 den-
siﬁcation” for the lower densities, in which grain boundary sliding and
grain growth are thought to be the dominant mechanisms and “stage 2
densiﬁcation” for the higher densities in which sintering is the primary
mechanism. The proposed transition density is the maximum packing
density of uniform spheres of ice. However, in natural snow, with a range
of grain sizes, high-resolution measurements of density proﬁles (Hörhold
et al., 2011) suggest that the transition density varies between sites and
that the transition may be gradual. For this reason it is useful to deﬁne a
transition region between the stages 1 and 2 regions and to use the sub-
scripts 0, t, and 1 to distinguish values of the vertical densiﬁcation rate k.
(This has the advantage of being a simple and consistent notation, but
means that our symbol k1 is not the same as the k1 used by Herron &
Langway, 1980 for stage 2 densiﬁcation). We envisage the transition as
a gradual change in the balance of densiﬁcation processes from those
dominant in stage 1 to those dominant in stage 2.
In this paper we shall allocate densities greater than 550 kg m−3 from depths greater than 15 m below the
surface to the stage 2 region. Densities greater than 550 kg m−3 from depths that are less than 15 m below
the surface will be regarded as potentially transitional. Note that this choice of how to bin the data does not
imply that there are “hard” boundaries to the transition region in reality; it is a convenience for the sake of
data analysis.
Herron and Langway (1980) suggest an Arrhenius expression
k0 = k∗0 exp
(−E0
RTm
)
(9)
for the local (site-speciﬁc) stage 1 vertical densiﬁcation rate k0. Here R = 8.314 Jmol−1 K−1 is the gas constant,
E0 = (10.16 ± 0.94) kJ mol−1 is the stage 1 activation energy, Tm mean annual temperature in degrees Kelvin
and k∗0 = 11(+6,−4) (metre water equivalent (mwe))
−1 is a constant global stage 1 vertical densiﬁcation rate.
Equation (9) does not necessarily apply in the near-surface layer with strongly varying temperature. For stage
2 densiﬁcation, Herron and Langway (1980) propose
k1 = (ā)−1∕2 k∗1 exp
(
−E1
RTm
)
(10)
where E1 = 21.40 kJ mol−1 is the stage 2 activation energy and the constant k∗1 = 575 mwe
−1∕2 a−1∕2.
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Figure 3. Normalized density proﬁles r1 and r2 from site 4. The ordinate for r1 (T1 proﬁle, red) is shown to the left and
that for r2 (T2 repeat proﬁle, blue ) to the right. (a) The annual layers picked by StratiCounter delineated with grey vertical
lines; (b) the manually picked layers used as input. Note that StratiCounter plots increasing depth (−z) from left to right.
If F̄ = F0 in the stage 1 region and F1 in the stage 2 region, the Robin hypothesis implies
F0 exp
(
E0
RTm
)
≈ −k∗0 ā (11)
and
F1 exp
(
E1
RTm
)
≈ −k∗1 (ā)
1∕2 (12)
Other authors have suggestedmodiﬁcations to the Herron and Langway (1980) model. For example, Arthern
et al. (2010) suggest that both k0 and k1 are independent of ā from consideration of the physics and ﬁnd a
good ﬁt to Antarctic strain rate data from sites with ā = 0.13–1.04 mwe a−1 using
k0 = 686.7mwe−1 exp
(
−17.6 kJ mol−1
RTm
)
(13)
for stage 1 and
k1 = 294.3mwe−1 exp
(
−17.6 kJ mol−1
RTm
)
(14)
for stage 2. All the iSTAR sites lie within this mean annual accumulation range. Ligtenberg et al. (2011) found
it necessary to add empirical tuning parameters containing ā to the Arthern model in order to match proﬁles
from Antarctica over a wider range of accumulation. They suggest multiplying the right-hand side (RHS) of
equation (13) by the ratio
MO = 1.435 − 0.151 ln
[(
103mwe−1a
)
ā
]
(15)
and the RHS of equation (14) by
MO = 2.366 − 0.293 ln
[(
103mwe−1a
)
ā
]
. (16)
Since these tuning parameters have been derived using data from a wider range of climatological conditions
than the data used to derive the Arthern model itself, there is an element of extrapolation involved.
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Figure 4. Estimates of mean annual accumulation rate given by the
automatic layer identiﬁcation routine StratiCounter as a function of the
estimates derived by manual layer identiﬁcation alone. Points lying below
the 1:1 line arise when StratiCounter detects a layer missed by the manual
method, which is used to provide initial estimates of the annual layering. The
vertical bars show the uncertainty in the mean annual accumulation arising
from the uncertainty in the number of layers determined by StratiCounter.
3.4. The Eﬀect of Horizontal Velocity Divergence
We now consider the densiﬁcation of snow above a horizontal ice surface
subject to strain. At the ice/snow boundary
?̇?H = −?̇?zz (17)
since the ice is incompressible. This horizontal velocity divergence is
imposed upon the overlying snow and is constant with depth in the snow
layer. If themain density peaks lie initially at water equivalent heights q1(i)
and, after time interval Δt, at depths q2(i) conservation of mass in a snow
column initially of unit area gives
q1(i) ≈
(
1 + ?̇?HΔt
)
q2(i) (18)
Given a suitable choice of origin for q2 the gradient of the best straight line
ﬁtted through the points q1(i) − q2(i), q2(i)Δt can be used to estimate the
horizontal velocity divergence from the neutron probe data albeit with an
uncertainty which, for the iSTAR sites, is mostly of the same order as ?̇?H.
Fortunately, for the PIG basin more precise estimates are available, either
fromdirectmeasurement of strain networks or fromvelocitymaps derived
by remote sensing. Horizontal velocity divergences range from −36.7 to
+89 ⋅10−4 a−1.
In the presence of horizontal velocity divergence the accumulation in an
annual layer 𝜏 years old is reduced by the factor 1∕(1 + ?̇?H𝜏). This factor is
not signiﬁcant for the time scale of the neutron probe data, but the deeper
ﬁrn core annual accumulation rates do need to be corrected.
Thedensity-correctedvertical strain rate, Fz ,maybeestimatedby subtract-
ing a correction for the eﬀect of ?̇?H:
Fz(𝜌) ≈ F(𝜌) −
(
𝜌m
𝜌i − 𝜌m
)
?̇?H , (19)
where 𝜌m is the mean density over time Δt. That is, for a given density change the vertical compression of a
volume element increases in magnitude if there is horizontal loss of mass from the element.
In the steady state case the constant accumulation rate ā≈−𝜌0w(1+?̇?H𝜏) and substitution forw in equation (3)
no longer leads to equation (4).We, therefore, do not necessarily expect that F̄z canbe estimated from−āk(𝜌1)
unless 𝜏 is suﬃciently small. For example, given a horizontal divergence of 0.01 a−1, for ?̇?H𝜏 to be an order of
magnitude less than 1, 𝜏 must be less than 10 years.
3.5. Errors
Since neutron emission is a random process, there is a random error in density measured using the neutron
probe, which in our case is 𝜎𝜌 ≈ 0.02𝜌. From the neutron probe calibration equation, the relative systematic
errors in 𝜌2 and q2, which arise if the nominal value R for the access hole radius has a systematic error, 𝜎
∗
R can
be estimated as
𝜎∗
𝜌
𝜌2
≡ 𝜎
∗
q
q2
≈ −0.4
𝜎∗R
R
(20)
Figure 5. Density variation over the iSTAR traverse in T1.
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Figure 6. Proﬁle of ln(𝜌∕(𝜌i − 𝜌)) as a function of z for (a) site 11
(low accumulation) and (b) site 22 (high accumulation). The data are shown
at intervals of 1 cm of water equivalent. Red lines show the best linear
ﬁts to the data shown in blue. These data are either continuously
above, or continuously below, the horizontal line ln(𝜌∕(𝜌i − 𝜌)) = 0.424
(𝜌 = 550 kg m−3). The start and end points of the ﬁts are at density peaks.
Data excluded from the ﬁts are shown in black.
If the radius of the access hole changes over timeΔt because of horizontal
velocity divergence
𝜎∗R
R
≈ ?̇?HΔt (21)
For ?̇?H ≈ 10−3 a−1 and Δt ≈ 1 a, the relative systematic error in density
and water equivalent height arising from horizontal velocity divergence
is ≈ 4 ⋅ 10−4, that is, very much smaller than the random error. However,
larger systematic errors can arise if the access hole becomes enlarged by
careless drillingor if theprobedoesnot remain resting against the sidewall
of the hole.
F̄ has a random error, 𝜎F , which arises from the ﬂuctuations in F, and a
systematic error
𝜎∗F = −
1
Δt
(
𝜌2
𝜌i − 𝜌2
)(
𝜎∗
𝜌
𝜌2
)
(22)
which is ≈0.6 ?̇?H for a representative value of 𝜌2 of 550 kg m−3. Using this
value the potential systematic errors are of the same order as the random
errors for F̄. The random error in ?̇?H is unknown so we simply set 𝜎Fz = 𝜎F .
4. Methods
As an example of the data obtained using the neutron probe, Figure 2
showsproﬁles of density at site 21 as a function ofwater equivalent height.
The techniques involved have beendescribed in a series of papers (Morris & Cooper, 2003;Morris, 2008;Morris
&Wingham, 2011, 2014, 2015) so will not be repeated here. Very near the surface both snow and atmosphere
are included in themeasurement volume, so the apparent snow density decreases. Missing near-surface data
are represented in the proﬁles by a constant density (vertical line).
4.1. Accumulation Rates in 2014
At a given site, the water equivalent Δq of snow accumulated over the time between measurements can be
determined from the short T2 record, using the T1 record to help identify the position of the T1 surface. An
error of order ± 0.01 mwe may arise because of the missing near-surface data and will be more signiﬁcant at
low accumulations.
4.2. Annual Accumulation Series
The stratigraphic method of determining annual accumulation series depends on the identiﬁcation of an
annual variation in the physical properties of the surface snow. Benson (1962) singles out the "fall (autumn)
sequence" of coarse-grained, low-density snow, often containing hoar crystals, overlain by a ﬁner-grained,
harder layer of higher density and uses this discontinuity to mark the boundary of annual layers in dry snow
areas of the Greenland Ice Sheet. Lister (1959) also uses a “criterion” layer of depth hoar as the annual marker
in Antarctic snow, but ﬁnds that this is not present in some years while in others there are hoar layers both
above and below a hard summer layer. He stresses the importance of examining the cyclical structure of the
data as a whole, rather than relying on a single marker. Alley et al. (1997) comment that Benson’s simple fall
sequence is not always found inGreenland snow. Theremay be a series of depth hoar/surface hoar complexes
formed during the summer, separated by ﬁner-grained, denser snow. These authors therefore suggest that
the annual marker should be taken at the center of the hoar complexes, that is, at themidsummer rather than
fall surface.
Where there is a clear annual variation in density, as at site 21 (Figure 2), the density peaks can be selected
for use as annual markers without too much diﬃculty (Morris & Wingham, 2011). Here late summer/autumn
low-density hoar layers alternate with winter snowwhich has densiﬁed under the inﬂuence of warm summer
temperatures and the mass between peaks is an estimate of accumulation from mid-winter (June/July) to
mid-winter. However, at some sites along the iSTAR traverse, for example, at site 7, the stratigraphy is quite
complex and diﬃcult to interpret, possibly because there are competing coastal inﬂuences from east and
west. In an attempt to improve the manual estimates of annual layering we used an automatic method to
help ensure the criteria for layer identiﬁcation were applied consistently.
MORRIS ET AL. SNOW DENSIFICATION 2291
Journal of Geophysical Research: Earth Surface 10.1002/2017JF004357
Table 2
Vertical Densiﬁcation Rates and Density-Corrected Strain Rates Along the iSTAR Traverse
k0 kt k1 ?̇?H F0 ± 𝜎F Fz0 ± 𝜎Fz Ft ± 𝜎F Fzt ± 𝜎Fz 𝜎∗F
Site (10−4 mwe−1) (10−4 mwe−1) (10−4 mwe−1) (10−4 a−1) (10−4 a−1) (10−4 a−1) (10−4 a−1) (10−4 a−1) (10−4 a−1)
1 1,027 ± 17 474 ± 12 300 ± 7 6.06 −313 ± 13 −321 ± 13 −176 ± 5 −187 ± 5 4
2 833 ± 29 439 ± 22 0.44 −168 ± 15 −236 ± 15 −91 ± 7 −188 ± 7 0
3 909 ± 22 417 ± 14 1.08 −357 ± 15 −359 ± 15 −234 ± 5 −236 ± 5 1
4 843 ± 33 456 ± 15 302 ± 6 −28.86 −549 ± 26 −511 ± 26 −286 ± 6 −235 ± 6 −17
5 1,234 ± 49 372 ± 12 7.87 −360 ± 18 −369 ± 18 −175 ± 5 −189 ± 5 5
6 840 ± 43 464 ± 12 314 ± 8 9.3 −482 ± 17 −494 ± 17 −359 ± 6 −376 ± 6 6
7 1,094 ± 39 504 ± 13 314 ± 8 −36.7 −324 ± 14 −281 ± 14 −212 ± 6 −148 ± 6 −22
8 1,063 ± 13 414 ± 12 370 ± 10 12.1 −370 ± 14 −384 ± 14 −208 ± 5 −230 ± 5 7
9 1,000 ± 20 493 ± 14 26.1 −325 ± 16 −358 ± 16 −162 ± 5 −209 ± 5 16
10 1,009 ± 42 501 ± 22 458 ± 14 1.58 −222 ± 15 −224 ± 15 −145 ± 5 −148 ± 5 1
11 1,039 ± 17 527 ± 13 13.52 −270 ± 14 −286 ± 14 −154 ± 5 −179 ± 5 8
12 1,143 ± 20 533 ± 9 23.53 −304 ± 18 −332 ± 18 −174 ± 5 −217 ± 5 14
13 894 ± 43 494 ± 15 25.1 −329 ± 18 −362 ± 18 −237 ± 6 −282 ± 6 15
14 856 ± 22 380 ± 12 68.6 −349 ± 12 −433 ± 12 −316 ± 6 −440 ± 6 41
15 949 ± 55 304 ± 16 280 ± 12 43.6 −802 ± 48 −862 ± 48 −412 ± 8 −489 ± 8 26
16 947 ± 23 446 ± 15 51.2 −582 ± 24 −649 ± 24 −303 ± 6 −398 ± 6 31
17 704 ± 32 444 ± 18 10.7 −511 ± 27 −525 ± 27 −284 ± 6 −303 ± 6 6
18 755 ± 34 518 ± 16 274 ± 11 43.7 −710 ± 25 −771 ± 25 −497 ± 7 −576 ± 7 26
19 1,021 ± 39 541 ± 18 89 −574 ± 20 −695 ± 20 −552 ± 7 −724 ± 7 53
20 884 ± 24 508 ± 17 257 ± 8 7.50 −588 ± 20 −598 ± 20 −378 ± 6 −391 ± 6 5
21 934 ± 23 426 ± 13 2.53 −724 ± 20 −727 ± 20 −535 ± 8 −539 ± 8 2
22 914 ± 27 413 ± 13 −13.38 −628 ± 23 −647 ± 23 −422 ± 7 −446 ± 7 8
Note. The parameters k0 and kt are stage 1 and transitional vertical densiﬁcation rates derived from T1 neutron probe proﬁles; k1 is the stage 2 vertical densiﬁcation
rate derived from T2 ﬁrn core density proﬁles. ?̇?H is the horizontal divergence derived from velocity maps or strain networks (in bold). F0 and Ft are means of the
density-corrected volumetric strain rate and Fz0, Fzt are means of the density-corrected vertical strain rate, with their errors, and 𝜎
∗
F the systematic error arising
from ?̇?H .
4.2.1. StratiCounter
The layer counting algorithm StratiCounter (release date 30/4/2015) was developed for ice core analysis
(Winstrup et al., 2012; Winstrup, 2016) and allows a variety of data records (e.g., chemical species, isotopic
ratios, and stratigraphy) on a common depth scale to be used together to determine the annual layering in a
core. Some preprocessing of the density data is required before it can be used. We ﬁt a fourth-order polyno-
mial 𝜌0n to each of the n available proﬁles from a given site and then normalize so that the density peaks are
not damped with depth. This produces n data series of the form
rn =
𝜌n − 𝜌0n
𝜌i − 𝜌0n
(23)
which are input to StratiCounter.
The manual peak picks are read in as a ﬁrst estimate of the layering and have a strong inﬂuence on the out-
come. This is because StratiCounter looks for repeated patterns, not single peaks; it is up to the user to decide
whether a typical annual layer should have a single peak or a more complex density variation. There is then
an iteration process to determine the best positions of the annual markers. The standard deviation of the
log-normal distribution of annual accumulation, 𝜎a, is held constant during iteration, usually at the value
determined from the manual peak picks.
As an example of the output from StratiCounter, Figure 3 shows the annual layers inferred by StratiCounter for
site 4. Two normalized density proﬁles are available for this site, from T1 and T2. The ﬁrst estimate of annual
layeringwasmadeby identifying peaks in the T1 proﬁle. The standard deviation in layer thickness is𝜎a = 0.24,
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Figure 7. Proﬁle of F with water equivalent height q for (a) site 11 (low
accumulation) and (b) site 22 (high accumulation). The red curve shows data
at intervals of 1 cm of water equivalent; the blue curve shows these data
smoothed over ≈3 cmwe. The black lines show mean values of F above and
below the nominal transition density of 𝜌 = 550 kg m−3. At site 22 the
near-surface layer aﬀected by the annual temperature variation extends
to a greater depth than at site 11.
within the expected range for annual accumulation determined from
chemical species (0.15–0.3). The upper part of the ﬁgure shows the same
curves, with the annual layering determined automatically by giving equal
weight to each density proﬁle. One extra layer has been identiﬁed at the
bottom of the proﬁle, and the position of some of the annual markers has
changed to reﬂect peaks in the T2 record.
Site 4 is moderately diﬃcult to interpret because of the multiple density
peaks in some winters; it requires experience to recognize these by eye.
At sites where density peaks have not formed in some years, it is even
harder to determine a good manual estimate of layering from the density
proﬁle alone. Given a range of possible initial estimates StratiCountermay
converge on diﬀerent solutions for the layering. In this case further infor-
mation from neighboring sites must be used to ﬁx the number of layers
expected between the surface and a recognizable peak at a given depth.
This is akin to layer tracing in an accumulation radar return or identiﬁca-
tion of volcanic horizons in ice cores. StratiCounter is designed to be able
to include such tie points in automatic analysis of ice cores, but the neu-
tron probe density records are much shorter, so the extra information is
simply used to select from competing solutions. This was necessary only
at sites 4 and 7, where we also used the ice core chemistry to guide the
initial estimate of annual layering.
The great advantages of the automaticmethod are thatmissed or spurious layers can be identiﬁed using a rig-
orous statistical method and that the uncertainty in the number of annual layers is deﬁned. Hence, errors can
be attached to themean annual accumulation rates derived using StratiCounter. Note that layers are “missed”
in the sense that a consistent criterion for layer selection has not been applied at the manual stage and
StratiCounter has been able to detect this and rectify it by adding a layer. The converse is the situation inwhich
StratiCounter subtracts a “spurious” layer to rectify an inconsistency. Using StratiCounter improves the internal
logical consistency of the stratigraphicmethod but does not, of course, guarantee that the annual layers have
been correctly identiﬁed. For this ice core data, ideally frommore than one chemical species, are required.
Figure 4 shows that the automatic rates are generally slightly less than those derived bymanual peak picking,
an indication that missed layers have been found. An uncertainty of one layer is, of course, more important at
higher accumulations where the number of annual layers in the 13 m proﬁle is smaller. However, this is oﬀset
by the fact that the higher accumulation regions have less complex stratigraphy and are easier to interpret.
Hence, there is no correlation between the percentage error (+ or −) derived using StratiCounter and mean
annual accumulation.
5. Results
5.1. Spatial Variation of Density
Figure 5 shows the large-scale variationof densitywith distance along the iSTAR traverse. Eachdensity column
(derived from a single proﬁle) is centered over a site and covers the distance between the midpoints with
Figure 8. Deviation from the global mean density proﬁle over the iSTAR traverse.
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Figure 9. The 2014 annual accumulation rate as a function of mean annual
accumulation rate derived from the density proﬁles. The solid line shows the
best linear ﬁt.
neighboring sites. Note that there are loops in the traverse path so that,
for example, sites 8 and 12 are quite close together. Some of the annual
layers can be traced between nearby sites, but there is no obvious feature
that can be traced along the traverse. The nominal density for the transi-
tion between stages 1 and 2 is reached at 7–9 m below the surface and
the density at the bottom of the proﬁle (z = −13 m) varies from 600 to
625 kg m−3.
5.2. Accumulation
We derive annual accumulation series for each proﬁle by retaining the
manual peak positions but adding or subtracting peaks to conform with
the number of layers determined using StratiCounter. This allows us to
retain a common deﬁnition of the annual marker between sites. Themean
value over the proﬁle is shown in Table 1 as is the 2014 accumulation rate
a(2014) ≈ Δq/Δt.
5.3. Vertical Densiﬁcation Rates, k
Atmost sites neutron probe proﬁles were obtained to around 13m depth.
We also have some ﬁrn core density proﬁles to 50 m. Local vertical den-
siﬁcation rates k0, kt , and k1 are given by the gradients of linear ﬁts to
proﬁles of ln(𝜌∕(𝜌i − 𝜌)), where we write kt for the possibly transitional
value obtained from the lower part of the neutron probe proﬁles and k1
for the Stage 2 value obtained from the ﬁrn cores. As an example, Figure 6
shows the ﬁts for the neutron probe proﬁles for two sites with similar
mean annual temperature but contrasting mean annual accumulation.
Data from the upper part of each proﬁle have been excluded from the
Stage 1 ﬁt, because here densiﬁcation has been enhanced bywarm summer temperatures. Each section to be
ﬁtted runs fromdensity peak to density peak, to avoid skewing the gradient. However, there is clearly a poten-
tial for a systematic error in k0 and kt , since the annual ﬂuctuations in density are not regular and are relatively
large compared to the range of the ordinate. The ﬁts for all sites are shown in the supporting information as
Figures S1 to S3.
Values of k are given in Table 2 with random errors derived by minimizing the sum of the deviations from the
best straight line. Stage 1 values range from (704 ± 32) ⋅10−4 mwe−1 at site 17 to (1,234 ± 49) ⋅10−4 mwe−1
at site 5. Transitional values range from (372 ± 12) ⋅10−4 mwe−1 at site 5 to (541 ± 18) ⋅10−4 mwe−1 at site
19. Stage 2 values are lower still, ranging from (257 ± 8) ⋅ 10−4 mwe−1 at site 20 to (458 ± 14) ⋅10−4 mwe−1
at site 10.
5.4. Density-Corrected Volumetric Strain Rates, F
Figure 7 shows an example of the variation of F with water equivalent height for sites 11 and 22. The mean
values F0 and Ft are calculated from peak to peak, over exactly the same ranges of water equivalent as used in
the calculation of k0 and kt . There is no obvious step change between the two values. Table 2 shows thatmean
values of F0 range from−0.080 a−1 at site 15 to−0.022 a−1 at site 10. Transitional vales Ft range from−0.055 a−1
at site 19 to −0.015 a−1 at site 10. The low values at site 2 may be inaccurate because this was the only site
where 𝜌2 does not come from the same access hole as 𝜌1. Fz0 is signiﬁcantly diﬀerent from F0 at sites 4, 7, 9, 12,
14, 16, 18, and 19 (higher horizontal velocity divergence) and site 2 where there is a possible systematic error
in R. Fzt is signiﬁcantly diﬀerent from Ft at more sites (1, 4, 5, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, and 2),
because the random error 𝜎F decreases with depth and the ﬂuctuations in density are attenuated.
6. Discussion
6.1. Spatial Variation of Density
In order to analyze radar returns from continuous tracks across a basin, a single global density proﬁle is often
used (see, for example, Richardson et al., 1997). Such a proﬁle, derived from the neutron probe proﬁles from
sites 6 to 22, has been used to calculate two-way travel (twt) times for iSTAR GPR data (H. Konrad, personal
communication). Fitting a third-order polynomial to this proﬁle gives the global density proﬁle
𝜌G = (385 kg m
−3) − (39.8 kg m−4) z − (2.91 kg m−5) z2 − (9.01 10−2kg m−6) z3 (24)
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Figure 10. Mean annual accumulation rate derived from airborne radar data
(Medley et al., 2014) as a function of mean annual accumulation rate from
the density proﬁles. The solid line shows the best linear ﬁt through the
origin.
Figure 8 shows the deviation from 𝜌G at each site. Sites 1–5 are not notice-
ably diﬀerent from the sites used toproduce 𝜌G. The annual and subannual
ﬂuctuations in density are up to ±8%. However, the cumulative eﬀect of
these ﬂuctuations with depth is much smaller. Using the polynomial leads
to a maximum underestimate of twt of 0.44 ns, that is, ≈5 cm in depth for
any of the 22 sites. This is signiﬁcant only for location of reﬂections very
near the surface.
Taking𝜌G = 385 kgm−3 at z = 0as anestimateof thedensity of the surface
snow,wemaynowcalculate thepercentageof total compaction that takes
place in the surface layer and stage 1 (i.e., to 𝜌 ≤ 550 kgm−3) as 31% and in
stage 3 ( i.e., 𝜌 ≥ 800 kgm−3) as 22%. Hence, stage 2 and transitional com-
paction form 47% of the whole. For practical reasons we have allocated
neutron probe data with z>−15m to the transitional region and ﬁrn core
data with z ≤ −15 m to stage 2; the division occurs at 𝜌 = 600–625 kg
m−3. This leads to an estimate of 10–14% compaction in the transitional
zone and 37–33% in stage 2.
Throughout the traverse the spatial variation is complex and it is clear
that mean annual temperature and accumulation are not the only fac-
tors controlling it. For example, sites 10 and 11 have similar values of
Tm and ā (Table 1) but at site 10 (mid-ice stream valley) the density
is greater than that at site 11 (interstream ridge). Similarly, 20 and 21
have similar Tm and ā and again the valley site 20 has denser snow
than the ridge site 21. In a multiple linear regression analysis of 40 mea-
surements of surface snow density, Kaspers et al. (2004) found that Tm contributed ≈70% to the surface
density, ā ≈ 2.5%, and the annual average wind speed at 10 m ≈7.5%. If the iSTAR valley sites have an
increased surface density because of higher (katabatic) wind speeds, the diﬀerence in these proﬁles can
be explained.
Figure 11. Mean annual accumulation rate derived from RACMO 2.3 data
(van Wessem et al., 2014) compared to mean annual accumulation rate from
the density proﬁles. The gradient of the best linear ﬁt through the origin for
all sites is 1.08 ± 0.05 (r2 = 0.96). Sites above 1,000 m above sea level (asl)
are shown in red.
Although we do not have measurements of surface density from the
probe, an approximate value of 𝜌S can be obtained for each site from
third-order polynomial ﬁts to the density proﬁles 𝜌(z). The regression
equation
𝜌S = (1620 ± 460 kg m
−3) − (5 ± 1.8 kg m−3 K−1) Tm
+ (68 ± 14 kg m−3 mwe−1a) ā r2 = 0.58
(25)
shows a sensitivity to ā similar to the 67 kgm−3mwe−1 a found by Kaspers
et al. (2004) who used measured values of 𝜌S. However, the range of Tm
over the traverse is small, and the (unknown)wind speed cannot be explic-
itly included in the regression, so we do not put too much weight on this
equation.
6.2. Accumulation
The accumulation values derived from the density proﬁles will in due
course be used with radar and core data to produce an accumulationmap
of the PIG basin. At that stage it will be appropriate to discuss the spatial
and temporal variability of accumulation over the basin and make a full
comparison with meteorological model data. In this section we need only
to establish that the point values of accumulation at the sites where we
havemeasureddensiﬁcation rates are reliable. Thiswill allowus toproceed
to test models of densiﬁcation that usemean annual accumulation rate as
a parameter.
Figure 9 shows the directlymeasured 2014 rates a(2014) as a function of the
mean annual accumulation rates ā(3). The best linear ﬁt is
a(2014) = (0.99 ± 0.15) ā(3) − (0.00 ± 0.08) r2 = 0.68 (26)
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Figure 12. Vertical densiﬁcation rates as a function of mean annual
temperature, Tm: (a) stage 1 rates, k0, estimated from neutron probe data
with 𝜌 ≤ 550 kg m−3, (b) transitional rates, kt , estimated from neutron probe
data with 𝜌 ≥ 550 kg m−3 and −13 m ≤ z ≤ −8 m and corrected for
accumulation by a factor ā1∕2, and (c) stage 2 rates, k1, estimated from ﬁrn
core density data with 800 kg m−3 >𝜌> 550 kg m−3 and z ≥ −8 m, also
corrected for accumulation by the factor ā1∕2. Straight lines show the Herron
and Langway (1980) densiﬁcation rates for stages 1 (blue) and 2 (red).
Hence, over the traverse as a whole the accumulation rate in 2014 is
not signiﬁcantly diﬀerent from the mean. Bearing in mind that the accu-
mulation rates are point values, it is not surprising that there is a fair
amount of scatter. However, no one point stands out as anomalous. This is
a useful independent check of the stratigraphic estimates of mean annual
accumulation.
Figure 10 shows values ā(1) of mean annual accumulation rate over the
period1985–2009derived fromairborne radar databyMedley et al. (2014)
as a function of rates ā(3) derived from the density proﬁles, which cover
periods of 8 to 29 years up to 2012. The best linear ﬁt is
ā(1) = (0.79 ± 0.12) ā(3) + (0.12 ± 0.06)mwe a−1 r2 = 0.69. (27)
Anonzero intercept suggests a constant (absolute) diﬀerencebetween ā(1)
and ā(3). If we discount this, the best linear ﬁt through the origin is
ā(1) = (1.00 ± 0.04) ā(3) r ∗2= 0.96. (28)
(Note that the coeﬃcients of determination r2 and r ∗2 are not calcu-
lated in the same way for regression with nonzero and zero intercept and
so are not strictly comparable). Equation (27) is preferable on purely sta-
tistical grounds. However, on physical grounds equation (28) is perhaps
more realistic. In either case there are no obvious outliers, so that com-
parison with the radar data is again a useful check of the stratigraphic
accumulation rates.
Finally,we compare themeanannual accumulation rates ā(2) for theperiod
1979–2013 given by a regional atmospheric climate model, RACMO 2.3
(van Wessem et al., 2014) to the accumulation rates ā(3) over N years up to
and including 2012. The best linear ﬁt through the origin is
ā(2) = (1.09 ± 0.05) ā(3) r ∗2= 0.96. (29)
suggestingeither that themodel slightly overestimates accumulationover
the whole traverse or that accumulation was higher over the more recent
period. Recalculating ā(2) over N years for each site, that is, matching the
averaging period for model and ﬁeld data, produces essentially the same
gradient (Figure 11). This suggests that the model estimates may indeed
be a little too high, at least at some sites. We note that Medley et al.
(2013) have shown that for the neighboring Thwaites Glacier basin, radar
and RACMO2mean annual accumulations are very close for the elevation
range 1,000–1,400 m above sea level (asl). Restricting the ﬁt to this range
gives
ā(2) = (0.95 ± 0.03) ā(3) r ∗2= 1.00. (30)
so that themodel values for the higher-elevation sites 1, 2, 3, 20, and 21 are slightly too low. Overall, themodel
values support the stratigraphic values and there are no obvious outliers.
Having established reliable point values of accumulation at the iSTAR sites, we can now use our data to test
variousdensiﬁcationmodels.Weﬁrst compare the iSTARvertical densiﬁcation rateswith thepredictions of the
Herron and Langway (1980) model. This model has parameters derived by ﬁtting vertical densiﬁcation rates
derived from ﬁrn core proﬁles so we may think of it as a “k model.” We then compare the iSTAR volumetric
strain rates with the Arthern et al. (2010) model, which has parameters derived by ﬁtting strain rates (an “F
model”) and the Ligtenberg et al. (2011)modelwhich adds further empirical parameters to theArthernmodel.
Since theseparameters arederivedbyﬁtting thedepth to transitiondensities inﬁrn coreproﬁles, this becomes
a “hybrid model.”
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Figure 13. (top) −F0 exp(E0∕RTm) and (bottom) −Ft exp(E1∕RTm) as a function of mean annual accumulation rate. The
activation energies are set to the Arthern value E0 = E1 = 17.6 kJ mol−1. The blue and red solid lines show the curves
expected for stages 1 and 2 from the Arthern model and the blue and red dashed lines the curves expected from the
Ligtenberg model. Black dashed lines show the best ﬁt to the data through the origin.
6.3. Vertical Densiﬁcation Rates
We can test whether the local vertical densiﬁcation rates from the iSTAR sites given in Table 2 are consistent
with the Herron and Langway (1980) model by plotting ln(k0) as a function of 1∕Tm (see equation (9) for stage
1 and ln(k1)ā
1∕2 as a function of 1∕Tm for stage 2 (see equation (10)). In the Herron and Langway (1980) model
our transitional region is treated as stage 2 so we plot ln (kt)ā
1∕2 as a function of 1∕Tm.
Figure 12a shows that iSTAR values of ln(k0) are consistent with the Herron and Langway (1980) stage 1 curve.
The temperature range is too narrow, and the scatter too great, for independent values of k∗0 and E0 to be
determined from these data alone. However, it is worth noting that site 4 and sites 15–22 do not have anoma-
lous values of k0, suggesting that the model can be used for sites with mean annual accumulations outside
the 0.02–0.50 mwe a−1 range for which it was derived.
Figure 12c shows that the values of ln(k1)ā
1∕2 derived from the ﬁrn cores are consistent with the Herron and
Langway (1980) stage 2 curve and are less scattered, as might be expected as the length of the proﬁle from
which the values are derived is nearly 10 times greater than for stage 1. Again, the high accumulation sites do
not have anomalous values. The values of ln (kt)ā
1∕2 (Figure 12b) lie between the stage 1 and stage 2 curves;
hence, our description of these as transitional.
MORRIS ET AL. SNOW DENSIFICATION 2297
Journal of Geophysical Research: Earth Surface 10.1002/2017JF004357
Figure 14. Variation of the ratio of measured density-corrected strain rates to the vertical densiﬁcation rate inferred
from proﬁles for stage 1 and transitional densiﬁcation. (a) −F0∕k0, (b) −Ft∕kt , (c) −Fz0∕k0, and (d) −Fzt∕kt as a function of
mean annual accumulation rate ā. The grey lines show the 1:1 curve in each plot.
6.4. Volumetric Strain Rates
The Arthern et al. (2010) model implies an activation energy of 17.6 kJ mol−1 for both stages 1 and 2 once
T ≈ Tm. We test whether the iSTAR strain rates are consistent with this model by plotting −F0 exp
(
E0
RTm
)
and
−Ft exp
(
E1
RTm
)
, with E0 = E1 = 17.6 kJ mol−1, as a function of ā for all sites except site 2 (Figure 13) for which
the data are not reliable. The best linear ﬁt through the origin for the PIG data in stage 1 has a gradient of
421 ± 12 mwe−1 with r2 = 0.98, whereas the gradient expected from the model is 687 mwe −1 . That is, the
Arthernmodel overpredicts the strain rate in stage 1. This is not unexpected as the Arthernmodel was tuned
using data which included the surface snow layer, in which temperature varies and densiﬁcation is enhanced,
within the nominal stage 1. The best linear ﬁt through the origin for the PIG data in the transition stage has
a gradient of 273 ± 10 mwe−1 with r2 = 0.97. This is close to the gradient of 294 mwe−1 expected from the
Arthernmodel. This is nominally a stage 2 value, but was derived from strain rates in snowwith 550 kgm−3 <
𝜌 ⪅ 700 kg m−3, that is, from data covering the transitional densiﬁcation region and only part of the stage 2
region. This may be why the model ﬁts the PIG transitional data so well.
In order to simulate the two nominal transition depths at which 𝜌 = 550 and 800 kg m−3 in ﬁrn cores,
Ligtenberg et al. (2011) found it necessary to supplement the Arthern model with functions depending on
mean annual accumulation (equations (15) and (16)). In stage 1, at low accumulation rates, the Ligtenberg
correction improves the ﬁt to the PIG data. At higher accumulation rates in stage 1, and in the transition
region, the strain rate is underpredicted. These diﬀerences can be explained by examining the data used to
derive the Ligtenberg corrections. The depth at which 𝜌 = 550 kg m−3 depends on densiﬁcation both in the
surface layer and in stage 1 (aswe deﬁne it), with the relative importance of enhanced densiﬁcation in the sur-
face layer dependent on ā. Similarly the depth range between 𝜌 = 550 and 800 kg m−3 covers the whole of
stage 2 and the transition region, with the relative importance of higher densiﬁcation in the transition region
dependent on ā. It is therefore physically reasonable that there should be correction factors to the Arthern
model, which depend on the accumulation rate. However, since the Arthernmodel has been derived for sites
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Figure 15. −F0 exp(E0∕RTm) as a function of mean annual accumulation
rate. The activation energy is set to the Herron and Langway stage 1 value
E0 = 10.16 kJ mol−1. The solid line is the curve expected for stage 1 from
the Herron and Langway model and the dashed line the best ﬁt to the data
through the origin.
with ā = 0.13–1.04 mwe a−1, ice core data from sites with ā outside this
range cannot necessarily be used in the determination of these correction
factors.
6.5. F/k
Finally, we test whether the negative ratio of the density-corrected vol-
umetric strain rate F to the vertical densiﬁcation rate k is approximately
equal to the mean annual accumulation rate ā, as we expect for steady
state conditions when horizontal ﬂow divergence can be neglected
(equation (8)). Figure 14a shows this is the case for stage 1 (where the
mean value F̄ = F0 and k = k0), but Figure 14b shows that transitional
values of −F∕k (with F̄ = Ft and k = kt) clearly deviate from the 1:1
curve for higher accumulations. Figures 14c and 14d show the ratio of the
density-corrected vertical strain rate Fz to the vertical densiﬁcation rate k
as a function of ā. At low accumulations in stage 1,−Fz0∕k0 is slightly closer
than−F0∕k0 to ā; at high accumulations in the transitional stage the oppo-
site is true and −Ft∕kt is slightly closer than −Fzt∕kt to ā. For some high
accumulation sites (14, 15, and 16), 𝜏?̇?H > 0.05 and we would not expect
−Fz∕k to give an improved approximation to ā (see section 3.4) . However,
−Ft∕k ≠ ā for higher accumulation rates even when ?̇?H is negligible. We
must conclude that the Robin hypothesis, which leads to equation (8), is
the source of the problem. If the eﬀect of bulk density on the strain rate is
notwell describedby the term (𝜌i−𝜌)∕𝜌over a certain range, then F̄ ≠ −āk
for that range.
The consequence is, therefore, that it is only in the case of stage 1 densiﬁ-
cationwith negligible horizontal divergence that the Herron and Langway
(1980) vertical densiﬁcation model can be transformed to a strain rate model using ā. We test whether the
iSTAR data are consistentwith such a transformedmodel by plotting−F0 exp
(
E0
RTm
)
against the accumulation
rate ā for each site except site 2, 15, 16, 18, and 19 where ?̇?H is high (Figure 15). E0 is ﬁxed at 10.16 kJ mol
−1.
The gradient of the best linear ﬁt through the origin is 12.0 ± 0.4 mwe−1 (r2 = 0.98); the expected value is
k∗0 = 11(+6,−4)mwe
−1.
7. Conclusion
Deriving accumulation rates from snow density proﬁles in the PIG basin has proved challenging, but by intro-
ducing the automatic layer identiﬁcation routine Straticounter (Winstrup et al., 2012) we have been able to
produce estimates of mean annual accumulation which are consistent with previous airbornemeasurements
(Medley et al., 2014) and with direct measurements of accumulation over 1 year. Chemical analysis of ice
core samples remains themost accurate way to determine annual layering, especially when information from
several diﬀerent species can be combined. However, the stratigraphic method does have some advantages:
high-resolution density proﬁles can be collected relatively easily using the neutron probe and can be ana-
lyzed in situ. In the overall iSTAR project they have an important role to play in extending the accumulation
data set to sites where ice core data were not collected. The density proﬁles also provide information needed
to derive accumulation from radar returns. We have derived amean density proﬁle which can be used to con-
vert two-way travel times to depth and have shown that the eﬀect of annual ﬂuctuations in density on depth
estimates is insigniﬁcant, except very near the surface.
Othermembers of the iSTAR teamwill construct an accumulationmap for the PIGbasin using the radar data to
extend the sitemeasurements andwillmake a detailed comparison ofmeasured climatological variableswith
thosederived frommeteorologicalmodels. In this paperwehavemadea limited comparisonof our accumula-
tion rates with surfacemass balance given by the RACMO2.3model (vanWessem et al., 2014). Although there
is good agreement for sites above 1,000 m a.s.l., the model results for most of the iSTAR traverse sites have to
be regardedwith some caution. Hence, in this paper, we discuss densiﬁcation in terms of themeasuredmean
climatological parameters Tm and ā alone. A further study using time-varying meteorological input data will
be undertaken when suitable meteorological models have been properly assessed against the limited in situ
meteorological data available from the PIG basin.
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Our analysis of neutronprobeandcoredensity proﬁles shows that the establishedHerron andLangway (1980)
model gives good predictions for the vertical densiﬁcation rate when 𝜌 ≤ 550 kg m−3 (excluding the surface
layer) and when 𝜌 ≥ 600–625 kg m−3. However, between these values the vertical densiﬁcation rate is up to
twice that expected from the Herron and Langway model. We therefore deﬁne a transitional region between
the Herron and Langway stages 1 and 2 for which a new model equation is required. Our analysis of strain
rate proﬁles shows that the Arthern et al. (2010) equation for stage 2 densiﬁcation produces good predictions
of iSTAR transitional strain rates, so this is a potential candidate. The problem is that the Arthern model, like
the Herron and Langwaymodel, is based on the Robin hypothesis (equation (2)) and we have shown that this
does not hold in the transitional region.
In the longer term a better approach to empirical modeling of snow densiﬁcation might be to accept that
strain rate is dependent on a more complex function of density than that proposed by Robin. This would
allow a gradual change in densiﬁcation rate with depth, as the relative importance of grain-boundary sliding,
grain growth and sintering changes. However, for the moment, since the Herron and Langway model and
its derivatives have been so widely accepted, adding a transitional stage is the most practical option. In any
case, somemodiﬁcation to existingmodels is required; sincewe have found that over the iSTAR traverse some
10–14% of total compaction occurs in the transitional region, it is important that the rate at which this occurs
is correctly estimated.
Notation
a2014 Accumulation rate between traverses, mwe a
−1.
ā Mean annual accumulation rate, mwe a−1.
c Steady state density-corrected volumetric strain rate, a−1.
E Activation energy, J mol−1.
F Density-corrected volumetric strain rate, a−1.
Fz Density-corrected vertical strain rate, a
−1.
i Peak number.
k Local vertical densiﬁcation rate, mwe−1.
k∗ Global vertical densiﬁcation rate, mwe−1.
n Proﬁle number.
N Number of years in the annual accumulation series from neutron probe density proﬁles
q Water equivalent, mwe
Q Mass of section of proﬁle, mwe
r Normalized density deviation.
R Radius of access hole, m.
R Gas constant, 8.314 J mol−1 K−1
t Time, a.
Tm Mean annual temperature, K.
T∗m Mean annual temperature,
∘C.
w Vertical velocity, m a−1.
x Horizontal coordinate, along traverse, m or km.
y Horizontal coordinate, across traverse, m.
z Vertical coordinate, m.
Z Length of section of proﬁle, m.
𝚫q Accumulation between measurements at a given site, mwe
𝚫t Time between measurements at a given site, a.
?̇? Volumetric strain rate, a−1.
?̇?H Horizontal velocity divergence, a
−1.
?̇?zz Vertical strain rate, a
−1.
𝝆 Density, kg m−3.
𝝆G Global density proﬁle, kg m
−3.
𝝆i Density of ice, 912 kg m
−3.
𝝆0 Vertically smoothed density, kg m
−3.
𝝆m Temporal mean density, kg m
−3.
𝝆S Site-speciﬁc surface snow density, kg m
−3.
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𝝈 Stress, Pa.
𝝈
𝝆
Random error in density measurement, kg m−3.
𝝈
∗
𝝆
Systematic error in density measurement, kg m−3.
𝝈F Random error in density-corrected volumetric strain rate, a
−1.
𝝈
∗
F Systematic error in density-corrected volumetric strain rate, a
−1.
𝝈
∗
q Systematic error in mass measurement, mwe
𝝈
∗
R Systematic error in access hole radius, m.
𝝈a Standard deviation of log-normal distribution of annual accumulation.
𝝉 Time since deposition of snow, a.
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