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RESUMEN
Inicialmente este ensayo establece una base de discusión flosófca sobre la emergencia de
la corriente poshumanista utilizando como punto de enfoque el trabajo de Giorgio Agamben y
Donna Haraway. Se intenta igualmente observar la constitución de la metáfora mente / compu-
tadora,  y  su  importancia  y  pertinencia  en  el  desarrollo  de  la  psicología  copgnoscitiva.  La
discusión remite a la constitución de un imaginario de inteligencia artifcial que utiliza como
punto primordial la antropomorfzación del procesamiento de información. Se examina la pro-
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puesta de Humberto Maturana y Francisco Varela, donde se intenta repensar el estudio de la
vida como un proceso continuo de autoorganización. Este modelo ha surgido como una redi-
rección del paradigma de organización biológica, con unas intenciones mucho más inclusivas
en términos teóricos de lo que pudiesen ser miradas ortodoxas de la biología. Se intenta re-
tomar el vínculo entre el modelo de autoorganización biológica y su tangencia con la metáfora
humano–máquina,  constituida  bajo la  fgura del  cyborg.  Finalmente,  se revisan  las  elabora-
ciones pertinentes de Jean Baudrillard sobre la cultura del simulacro, y a la idea de un hábitat
dominado por procesos de simulación, tal y como se destaca en las publicaciones de Sherry
Turkle. Aunque el actual paradigma de estudio y diseño del IA reclame un distanciamiento del
paradigma antropomórfco, la ruptura no ha sido total, y por esta razón es necesario observar
la forma en que la cultura del simulacro remite a unas instancias de la contemporaneidad que
permiten nociones del poshumano, más adecuadas para el diseño de tecnología de alta simula-
ción.
PALABRAS CLAVE
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ABSTRACT
Initially, this essay establishes the basis for a philosophical discussion on the emergence of
the current posthumanist paradigm using as a focus point the work of Giorgio Agamben and
Donna  Haraway.  It  also  explores  the  metaphor  mind/computer,  and  its  signifcance  in  the
development  of  cognitive  pasychology.  The  discussion  centers  on  the  constitution  of  an
artifcial intelligence imaginary that uses as a fundamental point the anthropomorphization of
information  processing.  Humberto  Maturana  and Francisco  Varela’s  proposal  is  considered,
since it attempts to rethink the study of life as a continuous process of self–organization. This
model has emerged as a new direction paradigm of biological organization, with much more
inclusive intentions in theoretical terms than traditional biology . Furthermore, it returns to the
link  between  the  model  of  biological  self–organization  and  its  tangency  with  the  human
metaphor, incorporated under the concept of the cyborg. Finally, consideration is given to the
work of Jean Baudrillard regarding the culture of the simulacrum, and the idea of a habitat
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dominated by processes of simulation, as it stands in Sherry Turkle’s  writings. Although the
current paradigm of study and design of the AI claims a distancing of the anthropomorphic
paradigm, the rupture is not total, and for this reason it  is necessary to observe the way in
which  the  culture  of  the  simulacrum incorporates  some contemporary  instances  that  allow
notions of the posthuman most suitable for the design of technology of simulation.
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Introducción
Un reciente artículo de la revista Wired dedicado a la inteligencia artifcial proclama que esta
ha llegado, pero no de la manera en que se había comúnmente imaginado (Levy, 2010). Si
bien los imaginarios de donde se desprenden las representaciones populares de inteligencia ar -
tifcial  (IA)  sostienen  su  vigencia,  la  aparición  de  nuevos  algoritmos  diseñados  para
reorganizar y customizar la experiencia de la vida en la hipermodernidad dan cuenta de la lle-
gada de una nueva forma de “pensar” artifcialmente. 
Hasta años recientes el desarrollo de la inteligencia artifcial utilizaba como soporte dos
metáforas que operan tras el vínculo entre el humano y la tecnología. Por una parte, la metá -
fora  mente  /  computadora  actúa  como  eje  teórico  del  modelo  de  procesamiento  de
información.  Por  otra,  la  metáfora  humano /  máquina  atraviesa tanto disciplinas  científcas
como la prolongada historia de la producción cultural. La reifcación de las tareas consignadas
a la máquina pensante y la antropomorfzación tecnológica, habían sido el andamiaje principal
de diseño de la IA, este último como  fulcrum del desarrollo de la cibernética y la robótica.
Dadas las coordenadas que apenas comienzan a trazarse en esta primera década del siglo XXI
cabe preguntar, ¿dónde quedan las construcciones metafóricas en relación a la IA en la con -
temporaneidad? ¿Podemos hablar de un quiebre paradigmático, tanto en el ámbito conceptual,
como en  la  praxis?   ¿Hacia  dónde  apunta  esta  nueva  concepción  del  “artifcio  inteligente”
dentro de la cultura del simulacro?
Este ensayo representa un intento de refexionar sobre este aparente giro paradigmático, en
tanto se concibe como un cambio partícipe del devenir de la relación entre el humano y la tec -
nología. El reciente reclamo es que el humano ha dejado de ser la referencia inmediata, y que
el desarrollo de esta nueva IA está vinculado a formas endémicas de “pensamiento” computa-
cional,  principalmente  algoritmos  creados  para  mejorar  el  procesamiento  de  datos.  En  el
desarrollo de esta “inteligencia” parecería divorciarse la humanización del ordenador, que ha
poblado los campos de la investigación, así como los imaginarios presentes en los productos
culturales que elaboran sobre este tópico. De acuerdo con esta propuesta el “pensar” de la má-
quina opera en un registro organizacional propio, alejado del “andros” robótico que ocupó la
imaginación científca del último siglo.  
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Sin embargo, cuando se examinan las bases de este pensamiento “propio” de la máquina,
encontramos que toda elaboración discursiva sobre inteligencia remite a un objeto físico, o la
presencia de un espacio concreto donde emerge dicho intelecto. Este objeto desde donde se
plantea la emergencia del artifcio intelectual continúa teniendo como referencia primordial al
humano. El giro paradigmático en los imaginarios contemporáneos que dirigen las investiga-
ciones sobre IA se sostienen bajo esquemas de funcionalidad algorítmica, que explícitamente
han sido diseñados siguiendo rúbricas autopoiéticas, elaboradas inicialmente para el estudio de
la  biología.   Nuestro  argumento  principal  es  que conforme se  promulga  una  diferencia,  en
efecto se refuerzan y amplían las relaciones metafóricas que han dominado el campo de desa-
rrollo de la IA que se materializan en productos culturales específcos especialmente en cine y
literatura.
Se hace necesario por tanto trabajar sobre la metáfora mente/computadora y humano/má-
quina  para,  desde  ahí,  argumentar  sobre  la  construcción  de  una  inteligencia  que  continúa
desarrollándose en función de una relación metafórica con el humano. Conforme somos ca-
paces de construir “lógicas” de pensamiento y “modelos” para la adquisición de conocimiento;
los artefactos construidos para “pensar” se adscriben a estas mismas lógicas y modelos. Así, el
acto de pensar siempre acerca a la máquina de forma intrínseca a un registro “humano” y a
una semiótica antropocéntrica. Separarse de una constitución física que asemeja la fsionomía
humana, no es equivalente a un abandono del modelo antropomórfco de “pensamiento” y / o
“mente” humana.
Biosignos y (bio)logos
En su libro  Lo Abierto (2002), Giorgio Agamben trabaja la tensión que existe entre las no-
ciones de animalidad y humanidad. El autor plantea que la dicotomía entre los términos surge
de una trayectoria histórica donde el componente de animalidad ha sido insistentemente elabo-
rado en oposición a  la concepción de humano.  Como consecuencia,  el  concepto de mundo
(Welt) es de forma privilegiada consignado al registro de lo humano. Este privilegio del mundo
humano, ha sido parte de un proyecto biopolítico, que intenta legitimar una centralidad y supe-
rioridad del humano y su visión de mundo. Agamben designa como “máquina antropológica”
toda una producción discursiva que, primordialmente en la modernidad, ha conjugado “la pro-
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ducción  de  lo  humano  mediante  la  oposición  hombre  /  animal,  humano  /  inhumano”
(2002:75). 
El autor recurre al trabajo del bioflósofo Jakob Uexküll, precursor de la biología semió-
tica, para trabajar sobre la posibilidad de la existencia de un  Umwelt o hábitat comprendido
por la mirada del animal. La aparición de los estudios biológicos de Uexküll en 1934 presagia
una descentralización de la mirada humana, al describir las diferentes posibilidades de percep-
ción  del  entorno  desde  una  estructura  de  cognición  diferente  en  las  distintas  especies.  La
apertura propuesta es a pronunciar un Umwelt o “mirada de mundo” diferente por cada especie
y composición biológica diferente que podamos hallar. Uexküll inicia así un quiebre en la con-
cepción de lo biológico, donde la mirada humana es una de tantas posibles; y a su vez la idea
de que los mundos se constituyen a partir de las capacidades de percepción que otorga la onto-
genia de una especie. Si  antes el mundo animal aparecía subsumido al mundo humano, los
estudios de Uexküll, atraviesan los límites impuestos por biopolítica humanista, y anuncian la
emergencia del poshumanismo.  
La exégesis de Agamben apunta hacia un declive de la supremacía del andros, y por consi-
guiente un fracaso del Umwelt humano como el entorno privilegiado y naturalizado. Agamben
puntualiza  que “la  única tarea que todavía  parece conservar  alguna seriedad es el  tomar  a
cargo y realizar la "gestión integral" de la vida biológica, es decir de la propia animalidad del
hombre” (2002:141). Esta reincorporación de lo animal en el humano, será parte de toda una
elaboración poshumanista, eje de los planteamientos contemporáneos dentro de varias disci-
plinas,  incluyendo  la  psicología.  Donna  Haraway  en  su  afamado  ensayo  A  Manifesto  for
Cyborgs (1984), señala la relación del humano y el animal como uno de los tres registros de
tensión que han sido desdibujados por la condición poshumana. Junto al humano–animal, se
encuentra –y de forma discursivamente paralela– el animal–humano y la máquina, y, por úl-
timo, lo físico y lo no–físico. Haraway señala que en cada una de estos registros las fronteras
se han desarmado y no sólo aparecen como confusas sino que trascienden a unos niveles de
imprecisión que desafían cualquier centralidad que otorgase su oposición binaria. El juego dia-
léctico queda en jaque, el sujeto en la era poshumana es partícipe de una tensión binaria, no
para adscribirse una centralidad discursiva, sino, al contrario para sostener una semántica lú-
dica que tiene tantas posibilidades de encauce como de desvío. 
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Esta caída del Umwelt humano inevitablemente trastoca los acercamientos ortodoxos diri -
gidos al  estudio del intelecto y la cognición, y de igual manera proponen una reexaminación
del  campo de la biología.  Y conjuntamente repensar inteligencias,  equivale  también a  rein -
ventar los acercamientos que hasta ahora dominaban el campo de desarrollo de la inteligencia
artifcial. Tampoco se puede perder  de vista que la evolución de la IA, es un fenómeno encap -
sulado en su momento histórico,  y que por tanto los mejores indicadores de su devenir,  lo
serán aquellas instancias representacionales donde queda debidamente conjugada. Por consi-
guiente, ante la emergencia del poshumano, surge la necesidad de cuestionar la importancia de
las metáforas.  El  trabajo de Katherine Hayles (1995) se torna interesante  en este respecto,
cuando acierta en señalar que es a través de sus relatos, historias y productos que se da dicho
entendimiento y articulación. Hayles trabaja con la colindancia entre la vigencia que existe en
el estudio de un fenómeno concreto, y la forma en que las relaciones transculturales se apro -
pian y a su vez matizan imaginarios que proceden de la producción cultural y la puesta en
escena mediatizada del fenómeno. Hayles enfatiza el desarrollo de metáforas que actúan como
constituyentes y referencias de nuevas producciones, pasando a ser emblemas de ciertos regis -
tros  discursivos.  Es  así  como  resulta  más  importante  la  forma  en  que  se  constituyen
imaginarios sobre lo poshumano, antes de que se exhiban con algún tipo de fsicalidad. La me-
táfora no está atada a su fabricación física y concreta, porque encuentra su presencia textual
dentro del discurso y la forma en que este se mediatiza. 
A pesar de los intentos sostenidos por el andamiaje de la gobernabilidad, y el vínculo entre
el proyecto de medición de inteligencia y el ímpetu hacia la normalización y homogenización
de conductas en la modernidad, el término inteligencia invoca estados que van desde la impre -
cisión  teórica  hasta  instancias  histórico–científcas  que  procuran  vergüenza  (Gould,  1996).
Aun así, resulta un referente necesario en esta discusión y por tanto, nuestro interés es utilizar
la inteligencia como signifcante representativo de una serie de prácticas socialmente recono-
cidas como ejecutorias del intelecto humano, como signo que apunta al referente humano. Lo
que queda fuera o dentro de la inteligencia de alguna manera se mueve en el plano paradigmá-
tico conjuntamente con lo humano como referencia principal, y es así como el efecto de la(s)
metáfora(s) será primordialmente la psicologización de la inteligencia para así poder generar
una concepción artifcial de ella. 
Es muy posible que el imaginario que respalda la construcción de objetos que sean artif-
cialmente inteligentes, esconda a fn de cuentas la ansiedad provocada por el desconocimiento
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e incertidumbre que persiste en relación al intelecto humano. La lógica de acción dictaría que
construir un objeto es, de alguna manera, conocerlo. Pero nuestro énfasis queda más del lado
de la refexión guiada por el efecto de la articulación metafórica. La metáfora descansa preci -
samente en el hecho de que explora similaridades y diferencias simultáneamente, nos permite
entender y relacionar una cosa en términos de otra y de aquí su fuerza retórica. (Figueroa–
Sarriera, 1995)
Información procesada/artificialidad inteligible
La metáfora mente/ordenador nace dentro de la línea histórica de la psicología cognitiva cuyo
eje de discusión primordial era el procesamiento de información. Aquello que Skinner había
designado como el  black box (la caja negra) pasaba a ser de forma predominante el objeto a
estudiarse. Si el conductismo radical se centra en la conducta observable, la psicología cogni-
tiva se interesa primordialmente por los procesos que atraviesa el sujeto para poder ejecutar
una acción. Dicha acción no está limitada a conductas observables si se entiende el acto de
pensar como un evento que solicita de un proceso ejecutorio. Se provoca un cambio sustancial
en la manera en que se aborda el estudio de la cognición. Si bien el cognoscitivismo temprano
se interesa por los procesos mentales, el énfasis investigativo está en la manera en que se pro -
cesa  información,  y  cómo  este  proceso  utiliza  un  sistema  de  signos  que  cobran  una
signifcación particular para el sujeto. El cognoscitivismo opta por un sujeto que acciona ante
su  entorno,  y  esa  acción  se  caracteriza  por  ser  dinámica  y  compleja,  no  necesariamente
“(re)activa”. Aunque se aceptan  elementos del conductismo, el teorista cognitivo ve el apren-
dizaje asociado a la adquisición y reorganización de las estructuras cognitivas a través de las
cuales el sujeto procesa y guarda información. 
Francisco  Varela  (1988)  describe  una  primera  etapa  de  desarrollo  del  cognoscitivismo
entre 1943 y 1953. Esto resulta particularmente interesante, si tomamos  en consideración el
avance en Estados Unidos que se desata en el área de la informática –y la tecnología en ge-
neral– durante  la  Segunda Guerra  Mundial,  que a su vez forma parte de un énfasis  en las
comunicaciones que marca la primera mitad del siglo XX. Se perfla en este primer término la
teoría de la información de Shannon y Weaver; y el término cibernética, por ejemplo, es acu -
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ñado por Norbert Wiener (1948), un matemático con investigaciones importantes en el área de
la comunicación durante la época que describe Varela. 
Wiener (1948) consideraba la cibernética el estudio de “el control y comunicación en el
animal  y  en  la  máquina”  o  “el  desarrollo  de  un  lenguaje  y  de  técnicas  que  nos  permitan
abordar  el  problema del  control  y  la  comunicación  en  general”  (35).  La  cibernética  en  sí
misma pasa a ser emblemática del andamiaje conceptual del modelo de procesamiento de in-
formación, ya que está montada precisamente sobre la idea de signifcaciones binarias, siendo
su  característica  principal  la  retro–alimentación.  Wiener  inclusive  utiliza  como  ejemplo  el
envío  de  mensajes  del  cerebro  a  alguna  parte  del  cuerpo,  y  la  retroalimentación  neuronal,
como punto de partida metafórico para extender dicho modelo de comunicación al paso y pro-
ceso de información. 
Aun cuando la cibernética ha sido defnida desde distintos acercamientos, todavía persiste
en la contemporaneidad la noción de sistemas complejos que solicitan una simplifcación expli -
cativa que ve la recursividad como la base del devenir comunicativo. Como aspecto notable
dicha recursividad del  sistema plantea una dialógica comunicativa que sostiene una tesis  de
equilibrio siempre que hay retroalimentación (feedback). Se trata de una propuesta de estabili-
zación del sistema predicada en una habilidad de dicho sistema de poder sostener una red de
comunicación constante y coherente.  Esta idea de autopoiesis comunicativa será clave en la
confguración de una noción antropomorfzada de inteligencia artifcial. Los estudios de sis-
temas, que responden a las investigaciones propias del campo de la cibernética, comprenden un
enlace translúcido entre la metáfora mente/computadora y la aparición de la fgura del cyborg.
Este enlace se consigna bajo la metáfora humano/máquina. 
Pero la metáfora mente/computadora también habilita formas más abiertas de articular la
inteligencia artifcial, sin necesariamente atraparla en el armazón corpóreo. En el modelo de
procesamiento de información se elabora la posibilidad de ver el proceso como una manipula-
ción simbólica, y este aspecto en particular será clave para poder estructurar la construcción de
un objeto pensante que tiene como referencia el pensamiento humano, sin entrampar la pro-
puesta en la construcción de una “fsiología artifcial”. Cuando se trata de manipular símbolos,
se habla de una entrada de signifcantes particulares dentro de un sistema, y el proceso se en -
tiende  como una  transformación,  o  lectura  del  símbolo.   Por  consiguiente,  el  símbolo  solo
actúa como un sustituto valorativo de un objeto físico dentro de una cadena sintácticamente
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estructurada. En el ordenador, la sintaxis de símbolos dicta prácticamente cual será el proceso
de selección valorativa, y las condiciones que delimitan el proceso. La relación del símbolo
con el objeto que representa, no aparece del lado de la carga semántica, sino de la posición del
símbolo en la cadena. Por esta razón este modelo de procesamiento padece de un isomorfsmo
valorativo, y de forma paradójica subraya la incapacidad de dar cuenta de la importancia que
tiene la multiplicidad de signifcaciones que se pueden generar en un mismo signo,  depen-
diendo de su carga semántica. Se piensa que es un modelo que privilegia la forma sobre el
contenido.  Inevitablemente  dicho  énfasis  sintáctico  verá  el  procesamiento  de  información
como un ejercicio en serie donde la secuencia simbólica dictará el curso de acción cognitiva.
Como señala Riviére (1987) el hecho de que un ordenador solo pueda hacer una lectura sin-
táctica antes que semántica, indica que en efecto para la máquina los signifcantes “no tienen
signifcado en un sentido auténtico” (57).
Riviére plantea precisamente que la falta de énfasis en la carga semántica será una limita-
ción de la propuesta inicial dado que el sujeto no percibe los signos de su entorno de forma
mecánica, sino como objetos de intercambio semántico. La memoria, por ejemplo, es un pro-
ceso que depende del valor simbólico (contenido) de aquello que se recuerda, el signifcante
aislado carece de valor, y por consecuencia, importancia. El modelo también padece de una
objetifcación del binario oposicional input/output, y por consiguiente de aquello que llamamos
información. De forma forzosamente análoga, la mente es vista como el software y el compo-
nente  fsiológico  como  el  hardware del  ordenador.  Pero  un  programa  (software)  sólo  se
encarga de procesos específcos y no actúa sobre la supervisión de sistemas paralelos de proce-
samiento de información.1 
La novela  A Ship Who Sang (1969) de la escritora Anne McCafrey plantea una posibi-
lidad de expansión metafórica. En la novela, la conciencia de un humano es retenida en su
cerebro, pero el órgano es trasladado desde la infancia del humano a una urna de metal donde
se conecta a la computadora central de una nave espacial, convirtiéndose así en su procesador
de información. En este sentido la nave ocupa el lugar de la fsiología humana, donde se con-
serva su conciencia. Esta simbiosis biotecnológica que plantea esta pieza de fcción, capitaliza
1 En este sentido Riviére critica directamente el trabajo de Jerry Fodor (1984), quien elabora una propuesta inte-
resante sobre el procesamiento de información tratando de dar cuenta de la complejidad semántica del proceso, sin
poder realmente escapar una inevitable linealidad procesal en el modelo.
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sobre las posibilidades de la metáfora mente/computadora, una vez superada el problema de la
fsicalidad, resta el espacio para que la metáfora pueda sugerir un posible acercamiento investi -
gativo.  La construcción de inteligencia  artifcial  supone la adquisición de un procesador de
semántica.  En este caso es un cerebro humano, pero la particularidad que lo habilita como
centro nervioso de una nave espacial, es su capacidad de leer símbolos y hacer los ajustes valo -
rativos para así tomar decisiones. Lejos de procesar dichos símbolos de forma mecánica, Helva
es capaz de ejecutar acciones en su cuerpo (la nave) tomando en consideración estados aní-
micos, que incluyen la posibilidad de enamorarse de un humano (como en efecto sucede). 
Se  revela  así  la  mayor  aportación  de  la  metáfora  mente/computadora,  siendo  esta  que
cuando se plantea la construcción de un objeto donde dicha sustitución metafórica sea posible,
se hace imprescindible la adopción de un sistema valorativo de la semiótica social. En ambos
extremos de la sustitución se precisa de la inclusión de este componente, dado que en su au-
sencia  no  existe  la  posibilidad  de  esbozar  un  nivel  de  intelecto.  Independientemente  del
hardware propuesto, el verdadero proceso de información radica en la capacidad de reconocer,
valorar y articular en un registro simbólico. El famoso soliloquio  del replicant2 Roy Batty en
la película  Blade Runner (Ridley Scott, 1982) revela como él ha sido capaz de ver “[a]ttack
ships on fre  of  the shoulder  of Orion.  I've  watched C–beams glitter  in  the dark near the
Tannhauser Gate.”3 Esta extraordinaria capacidad del cyborg de apreciar las cosas que ha per-
cibido es  posible  únicamente ante  la  incorporación  intelectual  de un dispositivo que pueda
ofrecer algún tipo de sistema valorativo de la memoria. Las líneas que terminan la corta vida
del  replicant expresan un estado anímico donde es posible sentir nostalgia por una memoria,
para argumentar en función de la superioridad perceptual del replicant.
En esta misma coordenada, el trabajo del personaje de James Ellison en Terminator:  The
Sarah Connor Chronicles, es todavía más enfático sobre este aspecto. El ex policía es contra-
tado por una corporación que diseña una supercomputadora, para que Ellison le enseñe ética y
civismo a la computadora. Durante varios episodios de la serie es notable como en casi todas
las escenas en donde aparece John Henry (la computadora), sus diálogos van dirigidos a de -
2 En la película se utiliza el  término replicant para señalar un tipo de esclavo / humanoide / cyborg creado por
una corporación para ejecutar un tipo de trabajo forzado.
3 “Naves de ataque disparando sobre el hombro de la constelación de Orión. Yo he visto rayos–C brillar en la os-
curidad cerca de la puerta de Tannhauser.” 
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mostrar unas apreciaciones y juicios valorativos de su entorno. Ellison ha visto la versión an-
tropomórfca de John Henry ejecutar una masacre sin remordimiento en un episodio previo.
Por esta razón, Ellison decide asesorar los juicios de John Henry, bajo la premisa de que el de-
sarrollo de la inteligencia artifcial de la computadora se benefcia del desarrollo de mejores
lecturas semánticas y, correspondientemente, éticas de su entorno. 
La psiquis social y el dominio lingüístico
La publicación del artículo Some philosophical problems from the standpoint of artifcial intelli-
gence (1969) de John McCarthy y Patrick Hayes marca un momento importante en la historia
del desarrollo de la inteligencia artifcial. Este escrito seminal elabora una argumentación en
donde se cuestiona la importancia de la flosofía en el desarrollo de una forma de pensamiento
artifcial. McCarthy y Hayes proponen una clasifcación inicial sencilla donde se describe que
una parte de la construcción de este intelecto artifcial está dirigida a auscultar maneras en que
un artefacto pueda resolver problemas mediante el reconocimiento y procesamiento de las re-
presentaciones. Ésta sería la categoría que ellos consignan como epistemológica. La otra, sería
una llamada heurística, donde el énfasis está en las decisiones que toma el artefacto con su lec-
tura  de  la  representación.  Los  escritores  sugieren  que  cualquier  entidad  que  pretenda  ser
inteligente, deberá estar equipada con una representación o un modelo del mundo en que ha-
bita. 
Aunque dicha clasifcación binaria incorpora la lectura de signos como base epistemológica
de la constitución de un intelecto, abre a la discusión el cuestionamiento de cómo equipar una
máquina con un registro simbólico, sobre el cual deberá tomar decisiones. Vale la pena aquí
rescatar el acercamiento de Humberto Maturana y Francisco Varela (1984) en cuanto al len-
guaje.  La  tesis  principal  del  escrito  es  que  la  evolución  biológica  está  atada  a  una  larga
trayectoria ontogénica, que encuentra como base de acción una cadena de acoplamientos con-
ductuales.  Dichos acoplamientos  se encuentran entretejidos a  procesos autopoiéticos  que se
complejizan en el caso de los humanos gracias a la capacidad del organismo de refexionar
sobre sí mismo en una especie de recursividad subjetiva. Dicha recursividad compleja da lugar
a un dominio lingüístico que hace del sujeto un sistema de distinciones en relación a su en -
torno y a otros sistemas autopoiéticos.
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Para Maturana y Varela la cualidad primordial del lenguaje será su aspecto autorreferen -
cial,  pues  se  trata  de  la  capacidad  del  organismo  de  elaborar  autorreferencias.  En  otras
palabras, el criterio distintivo del  lenguaje humano descansa en la posibilidad de elaborar ins -
tancias en que el organismo pueda describirse a sí mismo y a su circunstancia, y de aquí el
término “recursividad lingüística”. Es este tipo de refexividad de la que van a carecer otras es-
pecies, y por tanto distinguirá al humano. Maturana (1984) señala que:
Lo fundamental en el caso humano es que el observador ve que las descripciones pueden
ser hechas tratando a otras descripciones como si fueran objetos o elementos del dominio de
interacciones. Es decir el dominio lingüístico pasa a ser parte del medio de interacciones po-
sibles. Sólo cuando se produce esta refexión lingüística hay lenguaje, surge el observador, y
los organismos participantes de un dominio lingüístico empiezan a operar en un dominio se-
mántico. (1984:139)
Por lo tanto, ante la pregunta ¿qué comprende lo que realmente consideramos propio de la es -
pecie humana?, Maturana plantea que se trata de un organismo que tiene la capacidad de hacer
descripciones semánticas en un segundo nivel de observación (sobre sí mismas), y de tratar di -
chas descripciones como si fueran descripciones conductuales. Es decir que lo que distingue al
humano no es la capacidad de utilizar signos, sino de elaborar signos sobre signos, en un pro-
ceso continuo de refexividad. Desplazando el referente “original”, el humano tiende a usar los
signos como objetos en sí mismos, y a  tratar esos signos precisamente para distinguir e in -
dicar. 
Maturana exhibirá un alto grado de idiosincrasia en el discurso biológico al concluir que la
condición  determinante  de  lo  que  denominamos  lo  mental  es  “el  operar  recursivo  del
lenguaje”. Esa recursividad no sólo demarca lo mental, sino que en última instancia será  ope-
racionalmente  constitutiva  de  una  coherencia  propia  que  ordena  esa  misma  auto
referencialidad. Esa coherencia operacional es lo que Maturana llama la sensación de yo (self)
en el humano, y que está correspondientemente atada a una situación lingüística de carácter se-
mántico.
Es aquí donde es necesario moverse hacia la metáfora del cyborg, dado que el gesto que
hará articulable la metáfora sujeto/máquina, y por tanto habilitará la coexistencia de ambos
hasta el punto de hacerlos indistinguibles, es la aparición de dicha recursividad y autopoiesis
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comunicativa que se describe en el trabajo de Maturana. La operación de la lectura simbólica
está constituida bajo la capacidad de dominio lingüístico y capacidad de recursividad. Es preci-
samente esta posibilidad de elaborar un “yo”, que se pueda auto representar mediante signos
lo que dará paso a una concepción de sí mismo, y por tanto la emergencia de una subjetividad.
Dentro del registro de posibilidades que abre la metáfora del cyborg, tal vez una de las más
destacadas sea el desarrollo de un emblema multifactorial (casi fractal) en el desarrollo de sis -
temas de inteligencia artifcial. 
En las  pasadas  décadas  ha  habido  un  paulatino  abandono  del  diseño de  artefactos  que
como parte de la línea histórica de la robótica hayan privilegiado la antropomorfzación tecno-
lógica.  El  movimiento ha sido hacia   la creación de artefactos  que desde su funcionalidad,
cultivan un espacio identitario, y/o la oportunidad interactuar con el humano como prótesis de
su cognición y subjetividad. Se comenta inclusive de incorporar nuevas variables, o de diseñar
ciertos niveles de programación que puedan aprender a distinguir emociones, y a poder utili-
zarlas en su toma decisional.  ¿Cómo puede un ordenador aprender a leer emociones? Solo
podría hacerlo atendiendo lo que McCarthy y Hayes llaman el componente epistemológico de
la inteligencia artifcial, que es a fn de cuentas la capacidad de análisis del Umwelt o entorno
representacional que la máquina percibe y analiza.
Confundido con un humano
Un ejemplo clásico de la construcción de un sistema que intenta producir una ejecutoria donde
se exhibe un nivel de autoorganización comunicativa es la prueba de inteligencia para ordena-
dores diseñada por Alan Turing en 1950, mejor conocida como la prueba de Turing. La prueba
exigía que un humano sostuviese un diálogo con un humano y con una máquina. En la medida
en que se hacía imperceptible la diferencia entre las respuestas humanas y las respuestas de la
máquina, esto era indicativo de que la máquina se acercaba a la lógica del humano y, por tanto,
podía pensar. La prueba de Turing como una de los primeros métodos de evaluación de inteli -
gencia artifcial y centro de enorme infuencia en el desarrollo de este campo de estudio, no
deja de ser fascinante. En la medida en que se espera que el sistema comunicativo del orde-
nador  pueda  autoorganizar  sus  respuestas  y  manejarlas  de  forma  análoga  al  manejo  de
respuestas humanas, conforma plenamente el imaginario de inteligencia humana que exige la
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autopoiesis en su manejo de símbolos. De esta forma la prueba de Turing obedece a una mito-
logía cognitiva cuyo referente es el dominio del registro simbólico que tiene un humano. Y si
se incluye una opción crítica, la prueba de Turing está más cerca de medir la astucia y sensibi-
lidad del humano que dialoga, de lo que jamás estará de medir plenamente la inteligencia de
un ordenador.  
Traer este ejemplo a colación no es un intento de banalizar la prueba. Lejos de esto, me
parece que la pregunta emergente sería, ¿qué otra manera hay de evaluar la inteligencia artif -
cial,  que  no  incluya  el  componente  de  la  evaluación  humana?  Sin  embargo,  el  diseño  de
softwares que detectan errores de computación, programas periferales que aumentan el rendi-
miento y efcacia de los ordenadores, crecimiento de sistemas antivirales que autoorganizan la
arquitectura y la seguridad del ordenador,  va en defnitivo incremento. Esto apunta hacia un
aumento en el deseo de que la inteligencia artifcial comience a generar decisiones de autoor -
ganización  y  autocontrol,  que  puedan  en  un  futuro  apoyar  el  desempeño  humano  y  hasta
sustituirlo. 
Pero la prueba de Turing se sostenía bajo la idea de posibilitar una evaluación de la capa -
cidad de un ordenador  de procesar  símbolos,  y  articularse  en función del  procesamiento  y
análisis del valor semántico de estos símbolos. En términos de  la semiótica y arquitectura del
ordenador esto representa una distancia considerable de programas de autocorrección y auto
organización, aunque estos últimos van encaminados a lograr que la máquina desempeñe auto-
críticas de estas lecturas de símbolos.  
Un texto cinematográfco que reinventa la mitología de la prueba de Turing, y hasta cierto
punto confrma lo discutido hasta el momento, es  Blade Runner.  En este caso, los  replicants
están más cerca  de la noción ortodoxa de humano, sólo que es una versión del homo sapiens
donde el tiempo se ha acortado. Sin embargo, el texto nos revela que la mirada del replicant es
prácticamente idéntica a la del humano en términos de lectura del hábitat y proceso de signif -
cación. La prueba que hace el “blade runner” o detective, para saber si quien está frente a él es
un replicant o un humano, es a fn de cuentas un simple interrogatorio dirigido a contrastar las
falsas memorias de los replicants. Además de esto el inquisidor vigila signos vitales –como la
dilatación de la pupila– durante las respuestas. ¿Qué realmente constituye la prueba? Al igual
que en caso de Turing, la premisa es que la mejor manera de evaluar la presencia de inteli -
gencia  artifcial  vis  a  vis  humana se  deriva del  discernimiento del  humano que conduce la
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prueba. Queda de esta forma reelaborada la metáfora mente/computadora, ahora invertida, no
para el estudio del procesamiento de información del humano usando como referencia la es-
tructuración del procesador artifcial,  sino la evaluación facultativa de la máquina utilizando
como referencia un imaginario del raciocinio humano. La metáfora en este caso se articula en
forma inversa y obliga a una expectativa de antropomorfzación de la máquina.
La línea de argumentación principal de la película aspira a una articulación de la ansiedad
poshumana,4 donde el umbral entre lo humano y la máquina se mueve hacia lo indistinguible.
En cierta medida la metáfora mente/computadora encuentra en este producto cultural un punto
de expresión máxima al exhibir un objeto capaz de auto–organizar el acto comunicativo, aun
cuando se trata de memorias falsas. La otra metáfora, la del cyborg, queda plenamente expre-
sada en el relato, y prefgura un estado de conciencia que compite –y por tanto amenaza– al de
su creador.
Sugestión y simulacro
Uno de los fenómenos culturales que ha pasado a ser tópico esencial en las debates sobre la in-
teligencia artifcial es el juego de ajedrez. Mucho se ha escrito sobre la controvertida historia
del ordenador Deep Blue, diseñado primordialmente para jugar competitivamente con el cam-
peón mundial Gari Kaspárov. Más que nada, Deep Blue ha pasado a ser en la cultura popular,
un signifcante que remite a la pulsión del reto y el desafío tecnológico. Sobre este particular el
sociólogo francés Jean Baudrillard (1997) señala que hasta se ha creado todo un imaginario de
comunicación con la máquina, una capacidad de interacción, que en realidad juega del lado de
la ilusión del humano de una interacción con el otro. Deep Blue solo pudo ganarle a Kaspárov
en una controvertida ocasión, y el comentario de Baudrillard sobre este particular provoca una
lectura interesante:
Hay otra cosa que juega a favor de la superioridad del hombre: es la regla simbólica funda-
mental según la cual ningún jugador debe ser más grande que el propio juego. El jugador no
4 En este caso me refero a la ansiedad provocada por la construcción de un objeto que podría de forma concreta
reemplazar, destituir, y en gran medida superar, la experiencia humana.
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debe ser invencible, bajo pena de poner fn al juego. El jugador es mortal, solo la regla es in-
mortal. Ahora bien, el destino absoluto de la máquina (¿y su ambición secreta tal vez?) es ser
perfecta, invencible inmortal. Y de este modo, al no haber comprendido nada sobre la esen-
cia misma del juego al fnal resultará siempre vencida, si no por el adversario, al menos por el
propio juego.
(Baudrillard, 1997:189)
Aceptar las reglas del juego, es aceptar la superioridad del registro simbólico. Por esta razón
Deep Blue nunca ganó, ni perdió el juego, porque la reacción de la computadora basada en un
cálculo no supone la aceptación de las reglas del juego. Kasparov sí jugó, y consecuentemente
ganó o perdió, en tanto aceptó jugar con un otro, que él supo identifcar, y desde su espacio de
juego, asumió las reglas del mismo. 
Baudrillard  (1978)  articula  el  simulacro  como una  experiencia  acelerada  de  la  realidad
donde se ha desplazado (perdido) la referencia del fenómeno original, dado que se presenta en
la experiencia toda la sintomatología del referente, trastocada por la aceleración espacio/tem-
poral propia de la hiperrealidad. El simulacro es a fn de cuentas la más elaborada articulación
cultural de la metáfora, una experiencia donde el reemplazo tiene la oportunidad de desplazar
y resignifcar el entorno simbólico. Las elaboraciones contemporáneas que plantean la posibi -
lidad de realidades virtuales o hiperrealidades, abundan en la cultura popular. En la literatura,
Neuromancer (1984) de William Gibson acuña la frase “the matrix” como una subestructura
creada por inteligencias artifciales que reorganiza la experiencia virtual como una realidad in-
mediata. El mismo concepto (aquí llamado el metaverso) reaparece en la novela  Snow Crash
(1992) de Neal Stephenson, otro autor que se ha distinguido por incursionar en debates anarco
capitalistas dentro del género del  cyberpunk.  Igualmente el cine nos provee de ejemplos que
deconstruyen la noción de realidad al contrastarla con instancias hiperreales, como es el caso
de Tron (Steven Lisberger, 1982), The Matrix (Wachowski, 1999) y  Dark City (Alex Proyas,
1998). La constante en todos estos relatos radica en la aparición de una realidad virtual que
está condicionada a la aceptación de las reglas del juego, a la inmersión dentro del registro
simbólico que conforma la simulación. El momento en  The Matrix en que al personaje prin-
cipal –Neo– se le ofrece la entrada a la dimensión hiperreal a través de la selección entre dos
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píldoras, es la puesta en escena de un pacto con las reglas del juego que supone la entrada a
ese segundo nivel de signifcaciones. 
El simulacro ha matizado sustancialmente el desarrollo de la inteligencia artifcial,  los dis -
cursos  que  la  constituyen  y  la  producción  cultural  de  relatos  que  la  describen.  Las
posibilidades de tránsito dentro de simulaciones, como sería el caso de los videojuegos de tipo
MUDs o los MMORPG, han demandado el diseño de codifcación que le dé soporte a las si -
mulaciones acercándolas a entornos simbólicos. El videojugador en tránsito por una simulación
se inserta dentro de la lógica de la metáfora del cyborg, sin que paradójicamente tenga que al-
terar su cuerpo, ya que la alteración se constituye en la realidad virtual en la que juega. Sherry
Turkle (1995) alude a la experiencia de inmersión en una simulación como una crítica para el
desarrollo de la vida online, no sólo por que posibilita la interactividad, sino también porque es
un fenómeno dependiente de la plasticidad del  self: la constitución de un yo descentrado en
virtud de la adopción de las reglas del juego simbólico. 
Turkle (2009) insiste en resaltar la experiencia de la simulación como una inevitablemente
reconstructiva y crítica de las nociones ortodoxas del yo centralizado. Más aún señala como el
sujeto en la contemporaneidad tiene que enfrentar la  ansiedad y el malestar que le provoca el
avance de la simulación dentro de sus prácticas profesionales y su vida cotidiana, y se ve obli -
gado a sentir nostalgia por un pasado “análogo”, como un momento histórico donde existía
una relación idílica con el trabajo “hecho a mano”. Lo que Turkle señala como la cultura de la
simulación, es la adopción plena de una articulación metafórica como oportunidad de releer y
resignifcar la semiótica del tejido social. 
Simultáneamente la conjugación del  cyborg en  Blade Runner está  igualmente atravesada
por el concepto de simulacro que atiende Jean Baudrillard. En él  se observa toda la sintomato-
logía superhumana, y como signifcante desborda constantemente y de manera paradigmática a
la experiencia humana. Su lectura del entorno, su apreciación de los signos que lo rodean, y la
percepción de su  Umwelt estarán en gran medida matizadas por los imaginarios perceptuales
del humano, pero no dependen de éste como un referente permanente porque la semioticidad
del replicant rebasa la experiencia del objeto que representa. Desde este acercamiento el simu-
lacro desplaza al original por que existe en una especie de entorno de excesos virtuales que le
permite acceder a la experiencia de forma hiperreal. El  replicant es una expresión de inteli-
gencia artifcial que juega del lado de la intensidad de la experiencia perceptual. Su tránsito
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confuso entre humano y máquina, pone sus lecturas del mundo más del lado del éxtasis de la
comunicación,5 que del plano de la retórica binaria entre lo humano y la máquina.
Las repercusiones apenas comienzan a verse. La inteligencia artifcial hoy en día está más
ligada a las dos metáforas discutidas en este escrito que nunca antes. Los algoritmos desarro-
llados  para  preseleccionar  recomendaciones  de  artículos  para  el  consumo  en  la  red,  están
basadas en una lectura valorativa las selecciones y compras previas que hace el sujeto en el ci -
berespacio.  Igualmente  el  desarrollo  de  aplicaciones  nuevas,  precisa  de  una  interpretación
semántica del uso de tiempo de ocio, de trabajo, de descanso y de consumo en el que se mueve
un cibernauta. Los sistemas de robótica más avanzados, contienen programas que los disfrazan
como prótesis de memoria e imaginación, que ayudan a customizar el diario vivir de sus usua-
rios. 
Conforme nuestro presente se enfrenta a la mencionada compresión espacio temporal, re-
surgen los  cuestionamientos  pertinentes  sobre  la  capacidad  de  una máquina  de  aprender  a
hacer juicios valorativos y a poder tomar decisiones de carácter ético. Lo cierto es que cada
vez  más  nos  distanciamos  del  modelo  frío  y  calculador  que  se  exhibía  en  The Terminator
(James Cameron, 1984) a través de la fgura del  T–800. También tiene fecha de caducidad el
modelo HAL 9000 de  2001: La Odisea del Espacio (Stanley Kubrick, 1968). La simulación
como entorno metafórico nos hace cómplices de nuevas lecturas en una hiperrealidad donde
será imposible la clasifcación entre lo simulado y lo original, puesto que la presencia de lo si-
mulado apunta hacia la desaparición y futilidad de aquello que presume de ser original.
5 El término éxtasis de la comunicación es tomado directamente del ensayo de Baudrillard (1987), para referirse
a un estado dentro del acto de la comunicación que trasciende el riesgo de la enajenación ante la experiencia virtual.
En el caso del replicant, su experiencia como cyborg es inherentemente virtual, y por tanto se posiciona justamente en
el umbral entre lo humano y la máquina 
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Como cuestión de (des)orden
¿Qué modelos dominan el presente estado de la IA? Por un lado el creciente uso de procesos
algorítmicos para el análisis de datos en programación especializada apunta hacia una extrapo-
lación  del  concepto  de  recursividad.  La  forma  en  que  los  datos  se  analizan  describe  una
arquitectura de ejecución autopoiética. La diferencia es que el diseño de programación está di -
rigido a hacer que el ordenador actúe de forma más efciente, en términos de su propio diseño.
Programadores como Harold Bradley que buscaban crear programas que pudiesen predecir el
movimiento de las acciones en el ámbito fnanciero, comenzaron por abandonar el procesa-
miento de datos simplista, y tomaron en consideración que el ordenador era capaz de manejar
una gigantesca cantidad de información (Salmon & Stokes, 2010). El programa está diseñado
para autoorganizar una cantidad gigantesca de datos y establecer esquemas de comparación a
alta velocidad. El relativo éxito de estos nuevos sistemas depende en gran medida de que la
máquina realice sus tareas de organización desde una perspectiva de funcionamiento más deli -
mitada y “propia”.
Proyectos como  Pandora Radio utilizan una base de datos inmensa para hacer compara-
ciones elaboradas de preferencias musicales, y así aumentar las probabilidades de aciertos en
términos de recomendaciones. Algoritmos muy parecidos se utilizan en las recomendaciones
de Amazon y Netfix. Cada selección o decisión del cibernauta, es adoptada como un dato que
entra a ser comparado con una enorme cantidad de opciones, y este escrutinio de datos, canti -
dades  y  porcentajes  de  probabilidad,  y/o  decisiones  de  selección,  son  tareas  que  estos
programas realizan con relativa facilidad. 
El diseño de IA ha tenido que abandonar parcialmente su rol como alegoría de lo humano.
Aunque  en  la  dimensión  metafórica  se  sostiene  el  valor  semántico  de  cada  signifcante
(mente/computadora,  humano/máquina),  parte del problema era que un ordenador no podía
ser diseñado como la mente humana, por la enorme cantidad de lagunas existentes en cuanto a
lo que la mente humana realmente es. El mismo Maturana durante un periodo expresó interés
en el diseño de computadoras que pudieran autoorganizarse, pero dicho proceso no podía pen -
sarse  desde  la  autopoiesis  humana,  sino  desde  la  del  ordenador  (2008).  Pero  de  forma
simultánea esta idea  establece una relación con el humano “abierto” de Agamben, en el sen-
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tido en que se trabaja una concepción de múltiples posibilidades futuras de lo que el humano
podría ser. La máquina que se autoorganiza, podría ser una de tantas posibilidades de repensar
y estructurar un constructo de inteligencia artifcial que tiene como referencia un humano que
está por descubrirse en el proceso.  
La relación metafórica entre el humano y la máquina en el presente es mucho más com -
pleja  y,  por  consecuencia,  más  lúdica.  Aunque  el  poshumano  reconoce  la  ausencia  de  su
centralidad –como se la otorgó por tanto tiempo la modernidad– no por eso deja de ser una
referencia, una mirada. Marvin Minsky (2007) en su última publicación sugiere un diseño de
programas que aborde el registro emotivo, y para esto elabora sobre lo que pudiesen ser las
emociones humanas a nivel representacional, y su importancia para habilitar la toma de deci -
siones  éticas  por  parte  de  los  ordenadores.  Pero  la  máquina  emocional  no  depende  de  la
antropomorfzación tecnológica, de aquel estereotípico humanoide que celebramos desde Me-
trópolis (Fritz Lang, 1927). El programa tendría que generar su propia manera de organizar
los datos que referen a lo emotivo, catalogar afectos y decisiones pasadas, y utilizar, después
de todo, como referencia principal las decisiones en casos similares que ha tomado un humano.
La cultura del simulacro sumerge al humano en un registro hiperrealista donde impera un
tránsito polisémico por el exceso representacional. En este plano hipermoderno, la  máquina
que artifcialmente piensa, lo hace en relación a su capacidad de ser partícipe de dicha cultura.
Por eso los  referentes  principales  de la constitución de una IA siguen siendo los humanos,
porque han sido desarrollados dentro de un contexto cultural  determinado.  Cuando los sis-
temas  son  llamados  a  autoorganizar  datos,  en  realidad  la  exigencia  es  que  el  sistema  le
adjudique un valor al signo, y ese valor semántico siempre se desprende de los signifcados
previos que dicho signo tenía en un contexto específco. 
La discusión sobre la capacidad autopoiética de la máquina tiene una trayectoria intere-
sante. Curiosamente, Platón utiliza el término cibernética en La República para referirse a una
forma de autogobierno. Norbert Wiener lo retoma precisamente para teorizar sobre sistemas
de comunicación, que auto desarrollan procesos evaluativos de datos. Gray (2002) expone  una
de las posturas más interesantes en relación a la capacidad de agencia de los ordenadores. El
autor utiliza el concepto de ciudadanía para desarrollar distinciones epistemológicas sobre la
condición política de la fgura del cyborg. Gray insiste en que la IA que pueda ser partícipe de
procesos  políticos  –  y  por  tanto  ser  considerada  ciudadana–,  es  una  que  primordialmente
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puede tomar decisiones signifcativas en términos de participación democrática como parte de
una comunidad discursiva. Para esto, el autor respalda la restitución de la prueba de Turing, ya
que él la considera un ejercicio pragmático, donde se le exige a la máquina que produzca dis -
cursos en una instancia cultural defnida. La prueba de Turing resulta ser una prueba idónea
para determinar la  capacidad decisional  de la  máquina,  ya que trabaja  la inteligencia como
concepto operacional concreto, y se separa del mismo como un constructo absoluto. (Gray,
2002) De esta forma la capacidad de pensar de un ordenador queda claramente circunscrita a
una  circunstancia  cultural  concreta,  y  consecuentemente,  aunque  el  ordenador  encuentre
formas propias de autoorganiza sus respuestas, estas últimas entran a ser parte de una produc -
ción discursiva que tiene como contrapeso la referencia humana.
Quizás la postura de Gray ejemplifca la situación paradójica de la IA, donde es necesario
repensar la  prueba de Turing para poder distanciarnos de los criterios arbitrarios –y suma-
mente  problemáticos–,  de  evaluación  de  la  inteligencia  humana,  y  de  forma  pragmática
desarrollar mecanismos de interacción y evaluación concreta que dan cuenta de la complejidad
de los sistemas de IA. En un ejercicio cíclico, evaluar una IA que tiene un desarrollo de au-
toorganización de arquitectura propia, precisa de una referencia humana (la prueba de Turing),
que la contraste ante el umbral del humano y la máquina. De forma inevitable la inteligencia
artifcial se mueve en una dirección que se adentra en ese registro que favorece lo simulado,
para exacerbar  su condición autopoiética.  Y precisamente cuando la IA parece distanciarse
más del referente humano, es cuando más anclada se encuentra en el registro metafórico a la
elaboración  y  estructuración  de  una  forma  de  pensamiento  que  remite  al  constructo  de  la
mente humana.
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