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Abstract
We express the gap probabilities of the tacnode process as the ratio of two Fredholm determinants;
the denominator is the standard Tracy-Widom distribution, while the numerator is the Fredholm
determinant of a very explicit kernel constructed with Airy functions and exponentials. The formula
allows us to apply the theory of numerical evaluation of Fredholm determinants and thus produce
numerical results for the gap probabilities. In particular we investigate numerically how, in different
regimes, the Pearcey process degenerates to the Airy one, and the tacnode degenerates to the
Pearcey and Airy ones.
1 Introduction
The study of “infinite–dimensional diffusions” arising from the scaling limit of determinantal point
processes attracted much attention in the last years, see for instance [4], chapters 6,10,11,38 and
references therein. One of the most popular model has been introduced by Dyson in [11], where a
dynamical version of the probability distributions arising in random matrix theory is defined. The
idea is to study N Brownian particles moving on the real line, conditioned not to intersect. When
the starting and ending points are fixed and N goes to infinity, the particles sweep out a certain
region in space-time, whose shape depends on the number and relative position of the starting and
ending points. Interesting infinite dimensional diffusions arise when studying the behavior of the
particles near the boundary of this region. Near the points where this boundary is a smooth curve,
the fluctuations of the particles are described by the well known Airy process [19, 14, 15]. Near
a cusp singularity we are lead to the study of the Pearcey process [24, 18]. The most recently
studied case is the one of the so–called tacnode singularity, appearing when the boundary looks
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(locally) as two circles touching at one point. The first expression for the kernel of the tacnode
process has been written in [2], as a scaling limit of a model of random walks, continuous in time.
Few months later, in [10], the authors found a different expression (for the one–time case) in terms
of a 4 × 4 Riemann–Hilbert problem, this time starting from non–intersecting Brownian motions.
Another formula for the multi–time case, again different from the previous ones, has been found
by Johansson in [16]. There, for the first time, the resolvent of the Airy kernel appeared in the
formula of the tacnode kernel (this is quite an important point for our present work, as it will
be apparent later). In [3], finally, the authors analyzed the same process as arising from random
tilings instead of Dyson Brownian motions: in this paper it has been proven that all the different
formulations above are indeed equivalent, thus performing a significative step in the direction of
universality for the tacnode process. A similar result has been obtained by Delvaux in [9]. A more
general formulation of this process in the “asymmetric” case has been studied in [12].
While the kernels describing the Airy and Pearcey processes can be expressed as simple dou-
ble integrals of exponential functions (both in the one and multi–time case), studying the tacnode
process presents an additional complication, since its kernel is highly transcendental. Indeed, it is
written in terms of the resolvent of the Airy operator. In particular, given the known representa-
tions of the tacnode kernel, the study of the associated (joint) gap probability (i.e. the Fredholm
determinant associated to the kernel) appears as quite complicated.
The purpose of this short investigation is to show how to express the gap probability of the tac-
node process in terms of Fredholm determinants associated to explicit kernels, no more complicated
than the standard Airy one. Explicitly the key theoretical result is Theorem 3.2 that expresses the
gap probability of the tacnode process as a ratio of determinants (notation to be defined therein)
Prob
{
Tσ(τi) 6∈ E(i), i = 1, . . . , r
}
=
det [Id−HE ]
det
[
Id[σ˜,∞) − piσ˜KAipiσ˜
] (1.1)
where Tσ(τ) denotes the tacnode point field at time τ , the operator H acts on
L2
R+ unionsq R0 r⊔
j=1
Rτj
 ' L2(R+)⊕ L2(R0) r⊕
j=1
L2(Rτj )
and the subscript E means that it is restricted to the following subspace
L2(R+)⊕ L2([σ˜,∞))⊕ L2
(
E(1) unionsq . . . unionsq E(r)
)
.
In the formula above, the subscripts on the various copies of R are simply to distinguish them from
each other and remind that some are associated to the times τ1, . . . , τr and each E
(j), j = 1, . . . , r,
is a finite union of bounded intervals. The kernel H is described explicitly in Theorem 3.2, but here
it suffices to say that it involves at most the standard Airy functions. In the one–time case it is a
3× 3 kernel acting on L2(R+)⊕ L2(R)⊕ L2(R) and reading as follows:
H(x, y) =

0 −Ai(x+ y) Ai(−τ)(x 3√2 + σ − y)
−Ai(x+ y) 0 Ai(−τ)(x 3√2 + y − σ)
Ai(τ)(σ − x+ y 3√2) Ai(τ)(x− σ + y 3√2) 0

2
where Ai(τ)(x) = 2
1
6 eτx+
2
3 τ
3
Ai(x+ τ2) and τ, σ are parameters of the tacnode process, respectively
the time and the “pressure” (or overlap, see also below for details). As an application of our result,
we compute numerically, following the method of [8], the gap probability associated to the tacnode
process, and its relationship with the Airy and Pearcey processes (a more detailed list of our results
is given below). Theorem 3.2 can also be used as a starting point to identify the tacnode gap
probability with the tau function of a given Riemann-Hilbert problem, in the spirit of [6, 5]. A
work in this direction is currently in preparation [7].
Before entering into the details of our results, let us spend few words about Fredholm determi-
nants and their numerical evaluations. Let (X,dµ) be a (sigma-finite) measure space. Given an
integral operator J on L2(X,dµ) (belonging to some trace ideal [20]) the computation of the (reg-
ularized) Fredholm-Carleman determinant is an essentially transcendental problem. If the kernel J
of the integral operator J is known and sufficiently regular, then the numerical evaluation of the
determinant can be approached by a suitable approximation scheme which involves projecting onto
a suitable finite dimensional subspace. In this way the Fredholm determinant can be approximated
by a finite determinant.
The numerical evaluation of Fredholm determinants of operators on R (or disjoint unions of
several copies thereof) has been recently shown to pose little obstacle [8]; the gist of the beautiful idea
is basically the simplest approach of discretization, paired with skillful use of numerical estimates
associated with quadrature rules.
The effectiveness of the method is vastly improved if the kernel is explicit in terms of functions
that are already implemented or easily so. The paramount example is the Airy kernel and the
corresponding Tracy-Widom [23] distribution
KAi(x, y) :=
Ai(x)Ai′(y)−Ai′(x)Ai(y)
x− y F2(s) := det
[
Id[s,∞) − pisKAipis
]
, (1.2)
pis : L
2(R)→ L2([s,∞). (1.3)
As we said before, the kernel of the tacnode process is, however, highly transcendental; it is precisely
with the results contained in Theorem 3.2 that we make it directly amenable to the methods in [8].
The following sections are organized as follows:
• In the second section, as a sort of warm-up, we show how to use the theoretical results in [6]
to compute (numerically) the gap probability of the Pearcey process. As an application, we
give numerical confirmations of the degeneration of the Pearcey gap probability to a couple
of Tracy–Widom distribution (see [6] and, for a similar result, [1]).
• In the third section, we start with our main theoretical result, i.e. the expression of the tacnode
gap probability in terms of the ratio of two Fredholm determinants with simpler kernels.
This allows us to show numerically, in the two subsections, how the tacnode gap probability
degenerate, in different regimes, to the Pearcey and the Airy one. The degeneration tacnode-
to-Pearcey has been already proven in [13] and another proof will be given in [7], together
with the tacnode-to-Airy one, which has not been proven yet (to the best of our knowledge).
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• In the appendix we prove that, given a determinantal point process and a given subset of the
state space, the point process conditioned not to have particles on that given subset is also
determinantal, and we explicitly write its kernel (see also [22] for the case of point processes
with a finite number of particles, and [17] for the discrete case). In the third section we will
relate (formally) this result to our representation of the tacnode gap probability as a ratio of
two Fredholm determinants.
2 Numerical evaluation of the Pearcey gap probabilities
Suppose that I = [a1, a2]∪ . . .∪ [a2N−1, a2N ] and denote with P the Pearcey process [24, 18]; in [6]
it was proved that
P {P(τ) 6∈ I} = det
[
1− K˜~a
]
(2.1)
where the Fredholm determinant on the right hand side is on the space L2(γL ∪ iR ∪ γR) and the
operator K˜ has kernel K˜(λ, µ) given by (here χ
X
denotes the indicator function of a subset X ⊂ C)
K˜~a(λ, µ) =
1
2ipi
e
Θ0(λ)−Θ0(µ)
2 χ
iR(µ)χγR∪γL (λ)−
∑2N
j=1(−)je
Θ0(µ)−Θ0(λ)
2 +ajλ−ajµχγR∪γL (µ)χiR(λ)
λ− µ (2.2)
Θ0(λ) :=
λ4
4
− τ λ
2
2
(2.3)
The contours γR is a contour in the right halfplane that comes from infinity along arg λ =
pi
4 and
returns to infinity along arg λ = −pi4 while γL = −γR. Our aim is to use the equivalent representation
of the Percey gap probability given in (2.2) for numerical computations. For the case of multi-time
Pearcey gap probabilities we refer to [5]3. In order to apply Bornemann’s procedure [8] we prefer
to have kernels acting on the interval [0, 1], hence we have chosen two hyperbolas parametrized by
φR(s) =
1
2
[
s
1− s +
1− s
s
]
− i
2
[
s
1− s −
1− s
s
]
: (0, 1)→ γR (2.4)
φL(s) = −1
2
[
s
1− s +
1− s
s
]
+
i
2
[
s
1− s −
1− s
s
]
: (0, 1)→ γL (2.5)
φ0(s) = tan
(
2pis− pi
2
)
: (0, 1)→ iR (2.6)
and, pulling back the kernel K˜ with the aid of the maps φL,R,0, we obtained a kernel on (0, 1)
3
(it can be extended to the closure by defining it as zero). Then the numerical evaluation of the
resulting kernel can be carried out as in [8]. We only point out that the Pearcey kernel involves
special functions (Pearcey integrals) that are not implemented in any library that we could find.
Thus it seems that the equivalent representation (2.1) is convenient not only from the theoretical
point of view to analyze the transition to the Airy process as in [6], but also from the point of view
of effective numerical implementation.
3We remark that in the cited reference the formulæ (3.11, 3.12) should have an additional overall denominator
2ipi and in the last line of formula (3.12) the alternating sign (−1)` should be (−1)`+1. Similarly, the formulæ (2.12,
2.13, 2.14) should all have an additional overall factor 1
2ipi
.
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Figure 1: The relative difference 1 − FP([aP ,bP ];τ)
F2(σ)F2(ρ)
with the parameters as in (2.8), (ρ, σ) ∈ [−3, 1] × [−3, 1] and
τ = 3 (left) or τ = 5.314 (right).
2.1 From the Pearcey to the Airy process
Let us consider, for instance, the simplest gap probabilities for the Pearcey and Airy processes:
FP([ap, bp]; τ) = P {P(τ) 6∈ [ap, bp]} , F2([σ,∞)) = P {A 6∈ [σ,∞)} (2.7)
In [6] it was shown by using the Deift–Zhou nonlinear steepest descent method that, in particular
FP
([
−2
(τ
3
) 3
2
+ (3τ)
1
6 ρ, 2
(τ
3
) 3
2 − (3τ) 16σ,
]
; τ
)
−→
τ→∞F2([σ,∞))F2([ρ,∞)) (2.8)
(the statement of [6] was for an arbitrary finite union of bounded intervals, but here we restrict to
the simplest nontrivial example). As an indirect confirmation that the numerical approach is sound,
we verify this limit numerically plotting the graph of the “relative difference” 1− FP ([aP ,bP ];τ)F2(σ)F2(ρ) with
the parameters as in (2.8) and (ρ, σ) ∈ [−3, 1] × [−3, 1]. The two graphs in Figure 1 correspond
to the case τ = 3 and τ = 5.314. In the second case, already for a relatively small value of τ , the
relative difference is below 15% (in the range of space variables we considered).
3 Gap probabilities of the tacnode process as ratio of deter-
minants
We start recalling one of the three equivalent formulations of the tacnode kernel obtained in [3]:
Definition 3.1 ([3] formula (19)) The kernel of the extended tacnode process with overlap
σ is defined as
Ktac(τ1, ξ1; τ2, ξ2) = K(τ1,−τ2)Ai (σ − ξ1, σ − ξ2)− Idτ1>τ2p(τ1 − τ2; ξ1, ξ2) +
+
∫ ∞
σ˜
(
(1−KAi)−1σ˜ Aτ1ξ1−σ
)
(u)A−τ2ξ2−σ(u)du. (3.1)
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where σ˜ = 2
2
3σ and KAi denotes the usual Airy kernel and
4
p(∆τ ; ξ1, ξ2):=
e−
(ξ1−ξ2)2
4∆τ√
4pi∆τ
(3.2)
Ai(τ)(x):=
2
1
6
2pii
∫
γR
dz ez
3/3+z2τ−zx = 2
1
6 eτx+
2
3 τ
3
Ai(x+ τ2), (3.3)
K
(τ1,−τ2)
Ai (x, y):=
∫ ∞
0
Ai(τ1)(x+u
3
√
2)Ai(−τ2)(y+u 3
√
2)du, (3.4)
Aτξ (u):= Ai(τ)(ξ + 21/3u)−
∫ ∞
0
Ai(τ)(−ξ + 21/3v)Ai(u+ v)dv, (3.5)
Given r times τ1 < τ2 < . . . < τr we associate to each a copy of R or, equivalently we consider the
Cartesian product R×{τ1, . . . , τr} which is set-theoretically isomorphic to Rr. Another convenient
way of thinking about this set is as the disjoint union of R with itself, r times. We will use the
notation Rτj to refer to the j-th copy (which should be thought of as a copy of R “at time τj”). In
each copy Rτj we consider a Borel bounded subset E(j); although it is much less general, the reader
should imagine that each E(j) is a finite union of bounded intervals as follows
E(j) = [a
(j)
1 , b
(j)
1 ] ∪ . . . ∪ [a(j)`j , b
(j)
`j
] , a
(j)
1 < b
(j)
1 < a
(j)
2 < b
(j)
2 < . . . < a
(j)
`j
< b
(j)
`j
. (3.6)
We denote by Tσ(τ) the tacnode field at time τ ; the joint gap probability of the multi-set E :=
E(1) unionsq . . . unionsq E(r) is the probability that there are no points of the tacnode process in E(j) at time
τj , for all j = 1, . . . , r:
Ftac(E,~τ ;σ) := Prob
{
Tσ(τj) 6∈ E(j) , j = 1, . . . , r
}
. (3.7)
Then the general theory of determinantal random point processes states that
Ftac(E,~τ ;σ) = det
(
1−Ktac
∣∣∣∣
E
)
(3.8)
where the operator Ktac is intended as the operator on L2(Rτ1 unionsq . . . unionsq Rτr ) with kernel as in
Definition 3.1. The main goal is to express the determinant (3.8) as the ratio of two simpler
Fredholm determinants. The following two theorems, nevertheless, will be stated for the (more
general) generating functions of the occupation numbers (see [21] for details); if E(i) is a disjoint
union of intervals E(j) =
⊔`j
α=1E
(j)
α , this latter is defined by
Ftac(E,~τ ;σ, ~z) :=
〈
r∏
j=1
`j∏
α=1
(z(j)α )
]
E
(j)
α
〉
= det
1−
 r∑
j=1
`j∑
α=1
(1− z(j)α )ΠE(j)α
Ktac~Π
 (3.9)
where ~Π =
∑r
j=1
∑`j
α=1 ΠE(j)α
is the projector on the multi-interval ~E and the generating function
is a series on the variables z
(j)
α . The gap probability is nothing but the value of the generating
function at z
(j)
α = 0. We shall use the notations
Π(j)z :=
`j∑
α=1
(1− z(j)α )ΠE(j)α , ~Πz :=
r∑
j=1
Π(j)z . (3.10)
4For our convenience we slightly modified the definition of Ai(τ) multiplying it by the coefficient 2
1
6 . Nevertheless
formulas (3.1), (3.4) and (3.5) are changed accordingly so that the kernel is truly the same as in [3].
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Theorem 3.1 The generating function (3.9) admits the equivalent representation
Ftac(E, τ ;σ, ~z) = F2(σ˜)
−1det
1−

piKAipi −piAT−τ1Π(1) . . . −piAT−τrΠ(r)
−Π(1)z Aτ1pi
... ~Πz (K0 −G) ~Π
−Π(r)z Aτrpi


(3.11)
where F2(σ˜) is the Tracy–Widom distribution (1.3) and
K0, G : L2(Rτ1 unionsq . . . unionsq Rτr )→ L2(Rτ1 unionsq . . . unionsq Rτr ) are the operators with kernels
(K0)ij(ξ1, ξ2) = K
(τi,−τj)
Ai (σ − ξ1, σ − ξ2) , Gij(ξ1, ξ2) = 1τ1>τ2
e
− (ξ1−ξ2)2
4(τ1−τ2)√
4pi(τ1 − τ2)
(3.12)
while A~τ : L
2(R)→ L2(Rτ1 unionsq . . . unionsq Rτr ) has kernel
[A~τ (x, u)]j = Ai
(τj)(x− σ + 21/3u)−
∫ ∞
0
Ai(τj)(σ − x+ 21/3v)Ai(v + u)dv. (3.13)
Proof. With the notations introduced above, the tacnode kernel defines an operator on
L2(Rτ1 unionsq . . . unionsq Rτr ) that equals to [K0 −G]ij + Aτi(1− piKAipi)−1AT−τj .
The identity is based on the following operator identity (all being trace-class perturbations of the
identity)
det
(
1−
[
piKAipi −piAT−~τ ~Π
−~ΠzA~τpi ~Πz (K0 −G) ~Π
])
=
= det
[
1− piKAipi 0
0 1
]
det
[
1 0
~ΠzA~τpi 1
]
det
[
1 (1− piKAipi)−1AT−~τ ~Π
0 1− ~Πz
(
K0 −G+ A~τ (1− piKAipi)−1AT−~τ
)
~Π
]
=
= det (1− piKAipi)︸ ︷︷ ︸
F2(σ˜)
det(1− ~ΠzKtac~Π) (3.14)
Q.E.D
Remark 3.1 [Tacnode gap probabilities as (formal) conditioned process] The gap probabilities of
the tacnode process are the ratio of two Fredholm determinants: the denominator is the Tracy-
Widom distribution, i.e., the gap probability of the Airy process. It is enticing to interpret thus the
ratio as a conditional probability. For this interpretation to hold the numerator of formula (3.11)
should be a gap probability of a determinantal process on the configuration space R0 unionsq
(⊔r
j=1Rτj
)
with kernel as indicated in the formula itself.
Then the tacnode would be the conditioned process where the conditioning is that there are
no points in [σ˜,∞) ⊂ R0. This type of of conditioned processes have been already analyzed in
[17] for the discrete case, and in [22] for the continuous case with a finite number of particles. In
Appendix A we treat the continuous case with an arbitrary number of particles and give an explicit
expression for the kernel of the conditioned process. However, the correlation functions of this
“extended” tacnode process fail the positivity test (we checked on some numerical example) and
thus the interpretation is only formal.
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The second theorem is an equivalent representation where the operator in the Fredholm determinant
in the numerator of Theorem 3.1 is further “unraveled” in terms of elementary terms.
Theorem 3.2 With the same notations as in Theorem 3.1 we have
Ftac(E,~τ ;σ, ~z) =
det
[
1− Π̂zHΠ̂
]
det [1− piKAipi] (3.15)
where the Fredholm determinant is defined on the space
L2(R+ unionsq R0 unionsq Rτ1 unionsq . . . ,unionsqRτr ) ' L2(R+)⊕ L2(R0)⊕ (Rτ1 unionsq . . . unionsq Rτr ) .
Denoting the L2(R+) with the index −1, the operators that appear are the following ones
Π̂z := 1−1 ⊕ pi ⊕ ~Πz , Π̂ = Π̂0 = Id−1 ⊕ pi ⊕ ~Π (3.16)
and their kernel H is expressed in terms of ordinary Airy functions as follows
H−1,−1 ≡ 0 H−1,0(x, y) = −Ai(x+ y) H−1,j(x, y) = Ai(−τj)(x 3
√
2 + σ − y)
H0,−1(x, y) = −Ai(x+ y) H0,0 ≡ 0 H0,j(x, y) = Ai(−τj)(x 3
√
2 + y − σ)
Hi,−1(x, y) = Ai(τi)(σ − x+ y 3
√
2) Hi,0(x, y) = Ai(τi)(x− σ + y 3
√
2) Hi,j(x, y) = −p(τi − τj ;x, y)χi>j

,
with 1 ≤ i, j ≤ r.
The expression of the Fredholm determinant in Theorem 3.2 is the most suitable for the nu-
merical computations because each entry of the kernel is either a simple modification of the Airy
function or exponential. The gap probabilities are obtained simply by setting all the z
(j)
α ’s to zero,
or –which is the same– restricting the operator H on the set R+ unionsq [σ˜,∞) unionsq
(⊔R
j=1E
(j)
)
.
Proof of Theorem 3.2. For brevity we shall introduce the operators with the kernels below
Cτ (ξ, u) := 2 16 Ai(τ)
(
ξ − σ + u 3
√
2
)
: L2(R+)→ L2(Rτ ) (3.17)
C(u, v) := Ai(u+ v) : L2(R+)→ L2(R) (3.18)
The first observation is that both KAi and K
(τ1,−τ2)
Ai can be written as compositions;
KAi = CCT , K(τ1,−τ2)Ai = Cτ1CT−τ2 . (3.19)
If we denote the parity operator around σ by P : L2(R) → L2(R) (Pf)(x) = f(2σ − x) then the
tacnode kernel can be written as
Ktacij = PCτiCT−τjP + Aτipi
(
1− piCCTpi)−1 piAT−τj −Gij (3.20)
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where
[Uτ ]j = Cτj − PCτjC : L2(R+)→ L2(Rτj ) (3.21)
We denote C~τ : L2(R+) → L2(
⊔r
j=1Rτj ) '
⊕r
j=1 L
2(Rτj ) as the operator with components Cτj ;
then the proof relies upon the following identity of determinants
det
(
1−
[
piCCTpi −piAT−~τ ~Π
−~ΠzA~τpi ~Πz(K0 −G)~Π
])
= det
 1 CTpi −CT−~τP ~ΠpiC 1 −piCT−~τ ~Π
−~ΠzPC~τ −~ΠzC~τpi 1 + ~ΠzG~Π
 (3.22)
The identity is seen by 1 CTpi −CT−~τP ~ΠpiC 1 −piCT−~τ ~Π
−~ΠzPC~τ −~ΠzC~τpi 1 + ~ΠzG~Π

 1 −CTpi CT−~τP ~Π0 1 0
0 0 1
 =
 1 0 0piC 1− piCCTpi −CT−~τ ~Π + piCCT−~τP ~Π
−~ΠzPC~τ −~ΠzC~τ + ~ΠzPC~τCTpi 1 + ~ΠzG~Π− ~ΠzPC~τCT−~τP ~Π
 (3.23)
The operator H is read off (3.22). Q.E.D
3.1 From the Tacnode to the Pearcey process
Given its origins in the Dyson Brownian diffusion, and by the same idea that led to considering
the limit of the Pearcey to the Airy process, it is physically expected that the tacnode process
should converge to the Pearcey process under a suitable rescaling sending the overlap σ to −∞,
which amounts to “push” closer and closer the two sets of particles touching on the tacnode point.
A rigorous approach based on the representation of the gap-probabilities in terms of a Riemann–
Hilbert problem [7] suggests that this convergence occurs in the following asymptotic regime
atac =
aP
(−8σ) 18 , τtac = ±
√−σ
2
+
τP
(−27σ) 14 , σ → −∞; (3.24)
in other words we have that
lim
σ→−∞Ftac
([
aP
(−8σ) 18 ,
bP
(−8σ) 18
]
,±
√−σ
2
+
τP
(−27σ) 14 , σ
)
= FP
([
aP , bP
]
, τP
)
. (3.25)
Indeed, modulo a multiplicative rescaling of the variables (but without changing the scale exponents)
the formula above is proven in [13], Theorem 2.3 (more correctly, (3.25) is a direct consequence
of the quoted theorem, since the uniform convergence of the kernels on compact sets implies the
convergence of the Fredholm determinants). In [7] we will give another proof of (3.25), based on
the nonlinear steepest descent analysis of a different Riemann-Hilbert problem giving directly the
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gap probability of the process rather than its kernel.
Here we show numerically the validity of (3.25) by computing the following two gap-probabilities:
Ftac([atac, btac]; τtac, σ) := Pσ {Tσ(τtac) 6∈ [atac, btac]} (3.26)
FP([aP , bP ], τtac) := P {P(τP ) 6∈ [−aP , aP ]} (3.27)
and verifying numerically the convergence. This has been done for −σ up to 9, after which our5
numerical implementation of the Fredholm determinant becomes too unstable, see Fig. 2. We have
also verified in a numerical example the convergence of a two-time gap probability, see Fig. 3.
3.2 From the tacnode to the Airy process
There are two types of regimes in which the gap probability for the tacnode process “degenerates”
into the Airy one:
1. large separation σ → +∞; physically it corresponds to pull far apart the two sets of Brownian
particles touching on the tacnode point.
2. large time τ → ±∞; it corresponds to move far away from the singular point along the
boundary of the space-time region swept out by the particles.
Let us for simplicity describe the one-interval and one-time case. Keeping the overlap σ fixed, we
will have that
lim
τ→∞Ftac
([
a− σ − τ2, b− σ − τ2] , τ, σ) = F2([a, b]) (3.28)
while, keeping τ fixed, in a complete analogous way we obtain
lim
σ→∞Ftac
([
a− σ − τ2, b− σ − τ2] , τ, σ) = F2([a, b]). (3.29)
This convergence is simple to see by inspecting directly the kernel of the (extended) tacnode process
(3.1) because the term involving the resolvent of the Airy kernel tends to zero, uniformly over
compact sets of the translated spatial variables x − σ − τ2. Here we will not study the rate of
convergence in formulas (3.28), (3.29). We simply point out that, if we knew some equation for
the tacnode gap probability, we could perform a similar analysis to the one in [1]. The extension to
multi–time case (and multi–intervals), though more cumbersome, does not present any additional
difficulty.
A perhaps more interesting situation, less obvious from the formula (3.1) but equally natural
from the “physical” setting, is the one in which the tacnode process degenerates into a couple of
Tracy–Widom distributions, in analogy with the Pearcey-to-Airy transition (2.8) proved in [6]. In
this case, roughly speaking, half of the space variables (endpoints of the gaps) moves far away from
the tacnode following the left branch of the boundary of the space–time region swept by the particles,
and the other half goes in the opposite direction. The simplest instance of this degeneration is the
case of one-time and one-interval E = [a− σ − τ2,−b+ σ + τ2] :
lim
σ→∞Ftac
([
a− σ − τ2,−b+ σ + τ2], τ, σ) = F2([a,∞))F2([b,∞)). (3.30)
Similarly, the limit (3.30) holds also for τ → ±∞ and σ fixed. The formula (3.30), as well as
its generalization to the multi–interval case, will be proven in [7], numerically these regimes are
illustrated in Figure 4.
5None of the author specializes in numerical computations, and hence we have implemented the ideas of [8] in its
simplest form. See Appendix.
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Figure 2: The graphs of Ftac([−atac, atac], τtac;σ) and FP([−aP , aP ]; τP ) with the parameters related by (3.24).
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Figure 3: The multi–time case. Here the graphs of Ftac ({[−atac, atac]; τtac,1, [−atac, atac]; τtac,2} ;σ) and
FP
({
[−aP , aP ]; τP,1, [−aP , aP ]; τP,2
})
are shown with the parameters related by (3.24) and τP,1 = 0, τP,2 = 1.
The last graph is the plot of the relative discrepancy between FP and Ftac.
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Figure 4: The relative values 1− Ftac([atac,btac];τtac,σ)
F2(a)F2(b)
with atac = a−σ−τ2tac, btac = b+σ+τ2tac, plotted against
τtac (left) and σ (right), showing the convergence of the tacnode gap probability to the product of two Tracy-Widom
distributions. Here, by the way of example, a = −0.3, b = 0.5. The convergence as σ → ∞ is clearly exponential
(note that the graph on the right is on a semilog coordinate system).
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A Conditioned processes
Consider a determinantal random point field (process, DRPF) R on the configuration space X , with
kernel K : X ×X → R; we assume that X is endowed with a measure dµ and K can be interpreted
as an operator in L2(X ,dµ). The knowledge of the occupation probabilities of any point process is
equivalent to the knowledge of their correlation functions by means of the generating functions of
the occupation numbers:
F (E;~z) :=
〈
k∏
j=1
(zj)
]
Ej
〉
=
∑
~`∈Nk
P
{
]Ej = `j , j = 1, . . . k
} k∏
j=1
z
`j
j (1.1)
where we denote with E := E1 unionsq . . . unionsq Er an arbitrary disjoint union of intervals. Denoting the
indicator function of a set by ΠE , also thought of as orthogonal projection, the above generating
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function is computed as a Fredholm determinant (see [21] for details)
F (E;~z) = det
1X −
 k∑
j=1
(1− zj)ΠEj
KΠ
E
 . (1.2)
Let A ⊂ X . We want to study the conditional process (field) RA on Y := X \ A as the process
“conditioned to have no points in A”.
Remark A.1 For any A ⊂ X denote by ]A the integer-valued random variable counting the points
of a configuration that belong to A. Let E = E1 unionsq . . . unionsq Ek ⊂ Y: then the conditional probabilities
of occupation numbers PA are given as usual as
PA
{
]Ej = kj , j = 1, . . . k
}
:=
P
{
]Ej = kj , j = 1, . . . k, ]A = 0
}
P {]A = 0} (1.3)
On the other hand, according to the general setup for determinantal random point fields, the
conditional process is completely determined by all possible generating functions for the occupation
numbers, denoted below with FA(E;~z):
FA(E;~z) =
∑
~`∈Nk
PA
{
]Ej = `j , j = 1, . . . k
} k∏
j=1
z
`j
j = (1.4)
=
∑
~`∈Nk
P
{
]Ej = kj , j = 1, . . . k, ]A = 0
}
P {]A = 0}
k∏
j=1
z
`j
j =
F (E unionsq A; (~z, 0))
F (A; 0) (1.5)
where the denominator of the last formula should be understood as
F (E unionsq A; (~z, 0)) = det
1X −
 k∑
j=1
(1− zj)ΠEj
+ ΠA
KΠEunionsqA
 . (1.6)
Note, in particular, that both the numerator and denominator are Fredholm determinants of kernels,
exactly as in Section 3 above,Theorem 3.2. Below we observe that, given a determinantal process,
the associated conditional processes are also determinantal themselves (see also [22] and [17]).
Proposition A.1 Suppose you are given a determinantal random point field R on X with kernel
K, and let A ⊆ X an arbitrary measurable subset of the state space. Then the associated conditional
process RA on Y := X \ A is also determinantal with kernel
KA : Y × Y → R (1.7)
given by
KA(y1, y2) = K(y1, y2) +
∫
A
K(y1, a1)
(
1A −K
∣∣
A
)−1
(a1, a2)K(a2, y2)dµ(a1)dµ(a2) (1.8)
or, in operator notation,
KA := K +KΠA
(
1A −K
∣∣
A
)−1
ΠAK . (1.9)
Here ΠA denotes the projection onto L2(A) ⊂ L2(X ).
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Proof The proof relies on the computation of all possible generating functions. We start the
numerator of the right side of (1.5): we realize the integral operator defined by K restricted to
E unionsq A = E1 unionsq . . . unionsq Ek unionsq A as an operator on L2(E1) ⊕ . . . ⊕ L2(Ek) ⊕ L2(A). With obvious
block-matrix notation and denoting λj = 1 − zj , we then have the specialization of the general
determinantal formula (1.2) is
F (E unionsq A; (~z, 0)) = det

1A −KAA −KAE1 . . . −KAEk
−λ1KE1A 1E1 − λ1KE1E1 . . . −λ1KE1Ek
...
−λkKEkA −λkKEkE1 . . . 1Ek − λkKEkEk
 (1.10)
Then the computation goes as follows (we denote for brevity R := ΠA(1A −KAA)−1ΠA
1
det(1A −KAA) det

1A −KAA −KAE1 . . . −KAEk
−λ1KE1A 1E1 − λ1KE1E1 . . . −λ1KE1Ek
...
−λkKEkA −λkKEkE1 . . . 1Ek − λkKEkEk
 =
det

1A −RKAE1 . . . −RKAEk
−λ1KE1A 1E1 − λ1KE1E1 . . . −λ1KE1Ek
...
−λkKEkA −λkKEkE1 . . . 1Ek − λkKEkEk
 =
det

1A 0 . . . 0
λ1KE1A 1E1 . . . 0
...
λkKEkA 0 . . . 1Ek


1A −RKAE1 . . . −RKAEk
−λ1KE1A 1E1 − λ1KE1E1 . . . −λ1KE1Ek
...
−λkKEkA −λkKEkE1 . . . 1Ek − λkKEkEk
 =
= det

1A −RKAE1 . . . −RKAEk
0 1E1 − λ1 (KE1E1 +KE1ARKAE1) . . . −λ1 (KE1Ek +KE1ARKAEk)
...
0 −λ1 (KEkE1 +KEkARKAE1) . . . 1Ek − λ1 (KEkEk +KEkARKAEk)
 =
det
 1E1 − λ1 (KE1E1 +KE1ARKAE1) . . . −λ1 (KE1Ek +KE1ARKAEk)...
−λ1 (KEkE1 +KEkARKAE1) . . . 1Ek − λ1 (KEkEk +KEkARKAEk)

The first determinant, det(1A − KAA) = FA(0) is the probability of finding no points in A and
the last determinant is precisely the generating function of occupation numbers for the restricted
process KA, which completes the proof. Q.E.D
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