Abstract-Conventional supervised classification approaches have significant limitations in the land cover classification from remote sensing data because a large amount of high quality labeled samples are difficult to guarantee. To overcome this limitation, combination with unsupervised approach is considered as one promising candidate. In this paper, we propose a novel framework to achieve the combination through object association based on Dempster-Shafer theory. Inspired by object association, the framework can label the unsupervised clusters according to the supervised classes even though they have different numbers.
Abstract-Conventional supervised classification approaches have significant limitations in the land cover classification from remote sensing data because a large amount of high quality labeled samples are difficult to guarantee. To overcome this limitation, combination with unsupervised approach is considered as one promising candidate. In this paper, we propose a novel framework to achieve the combination through object association based on Dempster-Shafer theory. Inspired by object association, the framework can label the unsupervised clusters according to the supervised classes even though they have different numbers.
The proposed framework has been tested on the different combinations of commonly used supervised and unsupervised methods. Compared with the supervise methods, our proposed framework can furthest enhance the overall accuracy approximately by 8.2%. The experiment results proved that our proposed framework has achieved twofold performance gain: better performance on the insufficient training data case and the possibility to apply on a large area.
Index Terms-Object association, land cover classification, combination of supervised learning and unsupervised learning.
I. INTRODUCTION
As an essential mid-step for environment monitoring and change detection, the generation of thematic land cover maps through remote sensing data has been considered as one of the most important applications of remote sensing. Many studies on classification methods have been carried out to produce a reliable thematic land cover map.
Supervised learning provides thematic land cover maps with high accuracy thanks to the prior knowledge used in the training process. The prior information utilized in supervised learning can be either derieved in pixel level [1] , [2] or object level [3] , [4] , [5] . Numerous supervised classification algorithms have been developed, many of which yield very promising results. Maximum Likelihood Classification (MLC) is the most commonly used supervised classification, which assumes that training data are normally distributed. It renders satisfying performance in many studies [6] , [7] . MLC has been proved robust for remote sensing images, as long as the data meets the distribution assumption (e.g. a Gaussian distribution) [8] . Even though an appropriate classification methodology and proper data sets are employed to generate land cover maps, supervised approaches usually require a large amount of high quality reference data for training process. However, it is not always possible to collect ground truth especially for a large or inaccessible area.
Unsupervised learning is another important group of methods applied on land cover classification [9] . The most highlight advantage is that it can automatically convert raw image data into distinguished clusters without prior ground knowledge. Kmeans and Iterative Self-Organizing Data Analysis Technique Algorithm (ISODATA) are the most commonly used unsupervised approaches in remote sensing thanks to their promisng performance in many studies [10] , [11] . However, even though unsupervised approaches are more appropriate for large and inaccessiable areas, they can not directly produce thematic land cover maps; therefore time-consuming manually labeling process is always required. Due to the lack of prior ground information, unsupervised learning is usually less accurate than supervised learning [12] .
As both supervised and unsueprvised methods have their pros and cons, it is thus necessary to consider to combine them together for better results. Although many studies have been carried out to achieve the combination, most of them focus on hierarchical structures which makes supervised learning and unsupervised learning dependent [13] . This kind of combination is less robust as the mistakes from the former classifier may be hard to reduce by the latter especially when it is unsupervised. Many combinations have been also developed in feature level [14] to generate more representative feature spaces or hyper planes; therefore it is difficult to measure uncertainties of the results from each individual classifier. The combination in the decision level of independent supervised and unsupervised classifiers is still a big challenge. In [15] , the authors applied Dempster-Shafer theory to achieve this combination, considering supervised learning and unsupervised learning as independent sources, through which the uncertainty and the imprecision in the fusion can be measured. However, currently existing methods do not focus on the conflict situation where the number of supervised classes is not the same as the number of unsupervised clusters.
Therefore, in this paper, we proposed a novel framework using object association based on Dempster-Shafer theory to This paper is organized as follows: In section II, we introduce the study area and data set, followed by some bases of Dempster-Shafer theory in section III. Object association problem is explained in section IV. Section V presents the proposed framework in details. Fig.1 . The two national forest parks are mainly composed of deciduous forest, evergreen forest, mix forest. The remaining natural vegetation still occurs as shrub, grassland and herbaceous. A large area of pasture is also contained near Monte Vista. This selected area contains two national forest parks as well as various developed areas thus can be used to mimic the complex environment with a wide range of land covers. We separate the study area into two subareas of equal size: validation area and training area.
B. Satellite
The satellite used in this study is LandSat-8 OLI consisting of eight spectral bands with a spatial resolution of 30 meters, a panchromatic band with a resolution of 15 meters and two thermal bands with a resolution of 100 meters. The image acquired on the 11 June 2018 was obtained from USGS Earth Explorer [16] . Geometric correction of the image has already done through UTM map projection by NASA. The bands used for our study include band 1-7 which are all spectral bands.
C. Training and validation data
Training and validation data applied in our study was obtained from National Land Cover Database 2011 (NLCD 2011) [17] , which was created by the Multi-Resolution Land Characteristics (MRLC) Consortium. NLCD 2011 has 16-class land cover classification scheme that has been applied consistently across the United States at a spatial resolution of 30 meters. The code of the land cover classification scheme of NLCD 2011 is shown in Table I . In our study, we select half of the study area as the training area which includes all 16 types of land covers mentioned in Table I with the size of 2000×4000 pixels to generate training samples, as shown in Fig. 1 . The other half of the study area with the same size is chosen as validation area as shown in Fig. 1 . To simulate the situation where training samples are insufficient for supervised classifier, only a small amount of pixels per class are randomly selected as training samples, which will be explained in details in section VI
III. DEMPSTER-SHAFER THEORY
As a generalization of traditional probability, DempsterShafer theory [18] , [19] allows to distribute support to not only a single proposition itself but also to the union of propositions. One of the greatest advantages of Dempster-Shafer theory is that it allows to take into consideration uncertainty and imprecision at the same time via two functions: belief and plausibility, derived from mass function. The mass function is defined on all the subsets of the frame of discernment Ω = {ω 1 , . . . , ω n }, and assigns belief degree to all the elements in the power set of discernment, noted as 2 Ω . The sum of the masses of all the propositions is one:
On the contrary, the mass function of the null proposition ∅ is usually set to zero but it is also possible to be a positive value. m(∅) = 0 refers to a closed world hypothesis, in which the discernment Ω contains all the possible situations in reality. If m(∅) is superior to 0, this corresponds to an open world hypothesis, where unknown situation outside of Ω can be considered. m(A) can be considered as a degree of evidence supporting the claim that a specific element of Ω belongs to the set A, yet not to any subset of A [20] .
IV. OBJECT ASSOCIATION
Object association was originally derived from tracking problem to estimate the status of mobile objects detected by multiple sensors. Mathematically speaking, object association refers to match two finite set of objects E = {e 1 , ..., e n } and F = {f 1 , ...f p } with possibly different combinations. It is usually assumed that each object in one set should be matched with at most one object in the other set. An object is possible to disappear between two successive time frames, which leads to no correspondent counterpart for this object in the other set.
The problem could be considered in the framework of Dempster-Shafer theory, also referred as Belief function. Therefore, a piece of evidence presenting the possible association of two objects e i and f j can be modeled by a mass function m ij on the discernment Θ ij = {0, 1}. Let R ij represent the relation between the object e i and f j . The mass function m ij ({1}) refers to the probability of R ij = 1, m ij ({0}) is the probability R ij = 0 and m ij ({0, 1}) is the probability of knowing nothing about the relation R ij .
Several solutions about choosing the best relation R * based on pairwise mass functions m ij have been proposed. In [25] , the authors combines the mass function m ij for each i and then find the best relation R * through maximum pignistic probability. In [26] , the problem is transferred into an equivalent linear assignment problem and then searches for the most plausible relation as the best one, which thus can be solved in polynomial time. Since the number of classes and clusters is large in our study, we applied the approach proposed in [26] on the combination of supervised learning and unsupervised leaning. It can be stated as the following inter linear program:
subject to
R ij ∈ {0, 1} ∀i ∈ {1, ..., n}, ∀j ∈ {1, ..., p} (5) in which w ij is a coefficient generated by m ij presenting the uncertainty as well as imprecision on the evidence of relation between e i and f j .
V. THE PROPOSED FRAMEWORK A. Combination of supervised learning and unsupervised learning
Let us denote S as the set of classes generated from supervised learning and C as the set of clusters derived from unsupervised learning. Based on the principle of object association, we have to match elements from two sets of objects S = {s 1 , ..., s n } and C = {c 1 , ..., c p } with the most possible combination.
As
is thus on the discernment Θ = {0, 1} having:
where α ij and β ij is measured based on the similarity between a class s i and a cluster c j .
We assumed that n < p because the number of class, a kind of prior knowledge, can be consider as the lower bound of the number of cluster which is an unknown variable in real situation. Hence, a cluster c j is usually smaller than a class s i . To measure the similarity between s i and c j , we consider the percentage of pixels in c j is labeled as s i . We thus use the ratio of pixels in intersection of s i in c j to pixels in c j as the similarity δ ij , shown as follows:
For α ij and β ij , we have:
in which γ represents a discounting coefficient ranging from 0 to 1 to measure the reliability of classifiers.
To assign label of classes to clusters, we consider the following linear optimization problem: subject to
R ij ∈ {0, 1} ∀i ∈ {1, ..., n}, ∀j ∈ {1, ..., p}
with
The most plausible relation R * , which indicates assignments between classes and clusters, can thus be found by solving the above optimization problem.
Unlike to classical object association problem where each object in one set has at most one counterpart in the other set, in our problem, each class s i can be assigned to multiple clusters while each cluster c j is merely matched with one class as we always have n < p.
B. Generation of land cover map for a large area
The proposed framework can produce a thematic land cover map on a large area merely by deploying a supervised approach on a small slice of the validation region. We select a slice of area containing all types of land covers to employ a supervised learning approach. On the contrary, unsupervised learning approach is applied on the whole area. The principal ideal behind the proposed framework is to assign the most plausible label to each clusters in the same area where thematic labels are offered by the supervised approach; later we can enlarge these labeled clusters to the whole area.
The main steps of the proposed framework is shown in Fig 2, in which the region marked with orange rectangular denoted as A is the selected slice for conducting supervised learning approach. The set of classes produced by the supervised approach deployed on the region A is denoted as:
The set of clusters from the unsupervised learning on the entire validation area is denoted as:
The set of clusters in the region A denoted as C A is defined as:
The object association is firstly applied between the set S A and the set C A ; therefore clusters in C A can be all assigned by a thematic label from the supervised approach. To enlarge thematic labels to the whole area representing by the set of clusters C, we assign each cluster c i with the same label as its subset c A i shown as follows:
where L(x) represents the final thematic label of object x.
VI. EXPERIMENT RESULTS AND DISCUSSION
In this section, we tested the proposed framework with different combinations of supervised learning and unsupervised learning. To verify the possibility to apply the proposed framework on a large area, we only carried out supervised learning on a quarter of the validation area. Based on the labels it generates, a thematic land cover map of the entire Overall  accuracy  11  12  21  22  23  24  31  41  42  43  52  71  81  82  90 validation area can be produced by the proposed framework, as illustrated in Fig. 2 . We also applied supervised learning on the entire validation area to compared with the results from the proposed framework. Apart from the experiments on different combination of methods, we also conducted the proposed framework with different size of training data and made the comparison with supervised learning. We repeated all the experiments in our study 10 times to take their average results.
A. Combination of MLC and ISODATA
We have first used the combination of MLC and ISODATA in the proposed framework with the number of clusters ranging from 20 to 500. To mimic the situation where training samples are severely insufficient, we first selected a very small amount of training samples to train MLC. Table II summarizes the comparison between the proposed framework and MLC on the validation area with training samples accounting for 0.2% in the training area. The overall accuracy and the accuracy of each land cover category in Table II were measured by confusion matrix. Due to the limitation of space, we have employed the code of NLCD classification mentioned in Table I to represent each land cover category and marked the best accuracy in bold. The overall accuracy of the proposed framework improves as the number of clusters k increasing and the best performance is reached when k = 100.
We displayed the results of MLC shown in Fig. 3a to compare with the best thematic land cover map generated through the combination of MLC and ISODATA, as shown in Fig. 3b . MLC apparently misclassifed a part of shrub as medium intensity developed area. However, after the combination with ISODATA in the proposed framework, the best accuracy of shrub is enhanced to 0.684%. This improvement is presented by the reduction of the red area in Fig. 3b .
Besides shrub, other terrestrial vegetation such as deciduous forest, evergreen forest and grassland also have good improvements of classification accuracy after the combination. However, some land cover categories such as developed areas, barren land and emergent herbaceous wetlands, shows unsatisfying classification accuracy, which are also difficult to We also tested the proposed framework and MLC with the different quantities of training samples fixing k = 100. We started the test on the severely insufficient training samples which only represent 0.05% of the training area. Table. III reports the overall accuracy of MLC and the proposed framework with the combination of MLC and ISODATA on the validation area. Fig. 4 . gives a more apparent display of the enhancement of their accuracies with the increasing of training samples. The proposed framework always performs better than MLC when the percentage of training samples ranging from 0.05% to 100% and the largest enhancement of accuracy occurs at 0.2%.
B. Combination of SVM and ISODATA
A combination of Support Vector Machine (SVM) and ISODATA was also considered in the proposed framework. In our study, we selected Radial Basis Function (RBF) kernel as it is proved to have better results for LandSat data with 7 bands [27] . The error weight and Gamma value in SVM were set separately to 100 and 0.167 as is proposed in [28] . Table IV reports the overall accuracy as well as the accuracy of each individual land cover category when training samples account for 0.2%. The performance of SVM on the entire validation area is also displayed at the bottom of the Table IV to make the comparison. The number of clusters k ranged from 20 to 500 with the best performance of each land cover category marked in bold. For this combination, the best overall accuracy is reach when k is 60 and the correspondent results are shown in Fig. 5a and Fig. 5b .
Compared with MLC, SVM is obviously less competitive to distinguish shrub and medium intensity developed area when training data is severely insufficient. This kind of combination has a good improvement of the accuracy of shrub and grassland. However, the enhancement of overall accuracy from 0.441 to 0.467 is less apparent than the combination of MLC and ISODATA.
Another experiment to exterminate the performance of the proposed framework with different size of training data was also conducted. The number of clusters k in ISODATA is fixed at 60 at which this combination achieves the best performance in the previous experiment. The results are summarized in Table V and Fig. 6 . The overall accuracy is improved when percentage of training data is from 0.05% to 0.8%, which is less satisfying than the combination of MLC and ISODATA.
C. Discussion
We applied two combinations in the proposed framework: MLC with ISODATA, and SVM with ISODATA. For the experiments with different number of clusters k, we all started when k is 20, which is approximate to the number of classes set by MLC and SVM. However, the two combinations are both less accurate than MLC or SVM in this situation because of the limitation of unsupervised learning. As a clustering method, ISODATA separates data merely based on their spectral dissimilarities in the seven optical bands used in the study. In the complex natural environment, however, different types of land cover may have similar spectral properties and the same type may reflects differently in spectral bands due to varieties of temperature and illumination. A direct application of ISODATA on our study data is thus less satisfying. The proposed framework based on object association is to achieve the combination in the decision level. It can be considered as an average results of supervised learning and unsupervised learning when the number of clusters is approximate to the number of classes. Therefore, the combination of MLC and ISODATA or SVM and ISODATA is less accurate than the original supervised approach. However, when the number of clusters is largely superior to the number of classes, the overall accuracy is gradually promoted with the increment of k. For the combination of MLC and ISODATA, the overall accuracy achieves the optimal value at k = 100 and gradually converges when k is closing Overall  accuracy  11  12  21  22  23  24  31  41  42  43  52  71  81  82  90 to 500. The combination of SVM and ISODATA reaches its best performance at k = 60. However, the increment of k after 60 doesn't render more enhancement of accuracy.
A relatively large value of k in ISODATA can separate original data into multiple homogeneous clusters which thus can be considered as over-segmentation or super pixels in spectral space. In this situation, pixels in each pure cluster are gathered as an entire object whose label is associated by the proposed framework. Compared to an individual supervised approach in pixel level, the proposed framework can generate the thematic land cover maps on object level; therefore, it has an evident improvement of the overall accuracy. With the increment of k, the combination of SVM and ISODATA is less efficient than MLC and ISODATA probably because the spectral properties of land covers in our study area are more distinguishable for MLC than SVM when training data is insufficient.
With the different size of training data, the combination of MLC and ISODATA always renders better performances than MLC alone and this improvement of accuracy is most satisfying when the training samples account for 0.2% in the training area. However, for SVM and ISODATA, the enhancement of overall accuracy only occurs when training samples are from 0.1% to 0.8 possibly because SVM is hard to find appropriate hyper planes for classification through such limited training data. Therefore, this combination is less effective than the first one in our study area.
The uncertainty and imprecision are measured through mass functions in the object association. We applied the ratio of pixels in intersection of a class s i in a cluster c j to pixels in c j as the similarity between a class and a cluster. The uncertainty thus reduces when the number of clusters increases, which explains why results become better with large k. However, when k becomes too large, the results are less competitive due to the loss of information in unsupervised learning.
VII. CONCLUSION
We proposed a novel framework to combine supervised learning and unsupervised especially focusing on the conflict situation where the number of classes is not the same as the number of clusters. It can thus be applied in large or inaccessible areas where not enough ground truth is available.
The combination conducted in the framework takes merely spectral information as consideration. Therefore, in our future work, we will concentrate on enlarging this framework to combine various formats of information such as contextual information and ancillary data in the decision level to generated more accurate thematic land cover maps. On the other hand, as uncertainty and imprecision take important roles in classification, the application of Dempster-Shafer theory in the fusion framework is also another promising aspect in our future.
