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Abstract
A ∨-complement of a subgroup H 6 Fn is a subgroup K 6 Fn such that H∨K = Fn.
If we also ask K to have trivial intersection with H, then we say that K is a
⊕-complement of H. The minimum possible rank of a ∨-complement (resp., ⊕-
complement) of H is called the ∨-corank (resp., ⊕-corank) of H.
We use Stallings automata to study these notions and the relations between them.
In particular, we characterize when complements exist, compute the ∨-corank, and
provide language-theoretical descriptions of the sets of cyclic complements. Finally,
we prove that the two notions of corank coincide on subgroups that admit cyclic
complements of both kinds.
1 Introduction
Subgroups of free groups are complicated. Of course not the structure of the subgroups
themselves (which are always free, a classic result by Nielsen and Schreier) but the
relations between them, or more precisely, the lattice they constitute. A first hint in this
direction is the fact that (free) subgroups of any countable rank appear as subgroups of
the free group of rank 2 (and hence of any of its noncyclic subgroups) giving rise to a
self-similar structure.
This scenario quickly provides challenging questions involving ranks. Classical examples
include intersections of finitely generated subgroups, and subgroups of fixed points of
automorphisms; both proved to be finitely generated in the second half of last century
(see [9] and [7] respectively), and both having a long and rich subsequent history in the
quest for bounds for those finite ranks (see [6, 14] and [4] repectively).
Also, since the rank of a subgroup can be both increased or decreased by adding new
generators, it makes sense to ask how far can we go in either direction. Namely, which are
the (upper and lower) bounds for the rank of the subgroups one can reach by extending
a given set of generators.
In this paper we shall be mainly concerned with a kind of dual of the previous prob-
lem: given a finitely generated subgroup H 6 Fn, which is the minimum number of
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generators that must be added to H in order to generate the full group Fn? What if the
added subgroup is also required to intersect trivially with H? These numbers, called
respectively the join (∨) and direct (⊕) coranks of H, shall be investigated using Stallings
automata.
Although previously studied using other techniques, maybe the most enlightening
approach to subgroups of the free group Fn was their geometric interpretation as covering
spaces of the bouquet of n circles. It soon became clear that the (mainly topological)
original viewpoint by Serre and Stallings (see [18, 21]) admitted an appealing restatement
in terms of automata (see [1, 11]). We briefly summarize this modern approach in
Section 3. Furthermore, similarly to the strategy followed in [20] and [15] to deal with
free factors, we highlight the role played by identifications of vertices in the Stallings
automaton.
In Section 4, we introduce the various notions of complement and corank studied in the
paper.
Section 5 is devoted to join complements and join corank. We discuss the possible
combinations between rank and join corank, show that the latter is always computable
(a result previously proved by Puder in [15]), and prove that the set of join cocycles is
always rational. We note that, from a language theoretical viewpoint, proving that a
set of solutions is rational is highly appreciated: in view of all the closure properties
satisfied by rational languages, this allows an efficient search for solutions of particular
types.
In Section 6, the simpler case of meet complements is discussed. Existence is essentially
determined by the subgroup having finite or infinite index, and this will be useful for the
discussion of direct complements.
Section 7 contains the main results of the paper, devoted to the harder case of direct
complements and coranks. Existence is shown to depend on the index of the subgroup
only, and the possible combinations between rank and direct corank turn out to be the
same as in the join case. The set of cyclically reduced direct cocycles is also rational, but
the set of direct cocycles needs not to be: in general, it is only context-free (second best to
rational, in the classical Chomsky’s hierarchy from language theory). We also prove that
the concepts of join cocyclic and direct cocyclic coincide, and raise the natural question:
do join corank and direct corank coincide in the general case?
We finally point out that Stallings geometric interpretation converts the corank problems
into problems about equations in automata (that, is equations between automata that
include arcs labelled by variable strings). We note that this is a very appealing general
problem that, in particular, includes that of equations in the free group which has become
one of the main topics in modern group theory (see [10, 12, 16]).
2 Preliminaries
Throughout the paper we assume that A = {a1, . . . ,an} is a finite set of letters that we call
alphabet, and we denote by A∗ the free monoid on A (consisting of all finite words on A
including the empty word, which is denoted by 1).
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The subsets of A∗ are called languages (over A), or A-languages. An A-language is said
to be rational if it can be obtained from the letters of A using finitely many times the
operators union, product and star. It is well known that the set of rational A-languages is
closed under finite intersection and complement.
Also, we denote by Fn the free group with basis A. That is Fn = FA = 〈A | −〉. More
precisely, we denote by A−1 the set of formal inverses of A. Formally, A−1 can be defined
as a set A ′ equipotent and disjoint with A, together with a bijection ϕ : A→ A ′. Then,
for every a ∈ A, we call aϕ the formal inverse of a, and we write a−1 := aϕ. So,
A−1 = {a−1 : a ∈ A}, and A∩A−1 = ∅.
Then, the set A± := A unionsqA−1, called the involutive closure of A, is equipped with an
involution −1 (where (a−1)−1 = a), which can be extended to (A±)∗ in the natural way:
(a1 . . .an)−1 = a−1n . . .a
−1
1 for all a1, . . . ,an ∈ A±. An alphabet is called involutive if it is
the involutive closure of some other alphabet.
A word in (A±)∗ is said to be (freely) reduced if it contains no consecutive mutually inverse
letters (i.e., it has no factor of the form aa−1, where a ∈ A±). It is well known that the
word obtained from w ∈ (A±)∗ by successively removing pairs of consecutive inverse
letters is unique; we call it the free reduction of w, and we denote it by w. Similarly, we
write S := {w : w ∈ S}, for any subset S ⊆ (A±)∗, and we denote by RA (or Rn) the set of
reduced words in (A±)∗, that is the rational language
RA = (A±)∗ = (A±)∗ r
⋃
a∈A±(A
±)∗aa−1(A±)∗.
In a similar vein, a word in A± is said to be cyclically reduced if all of its cyclic permutations
are reduced (that is, if it is reduced and its first and last letters are not inverse of each
other). The cyclic reduction of a word w ∈ Fn, denoted by w, is obtained after successively
removing from w the first and last letter whenever they are inverse of each other. We also
extend this notation to subsets, and denote by CA (or Cn) the set of cyclically reduced
words in (A±)∗, that is the rational language
CA = (A±)∗ = (A±)∗ r
⋃
a∈A±
(
(A±)∗aa−1(A±)∗ ∪ a(A±)∗a−1).
Then, the free group FA (with basis A) can be thought as the set of reduced words in A±
with the operation consisting in “concatenation followed by reduction”. We recall that
Benois Theorem (see [2]) allows us to understand rational subsets of FA as reductions of
rational A±-languages.
Definition 2.1. The rank of a group G, denoted by rk(G), is the smallest cardinality of a
generating set for G.
It is well known that the free group Fn has rank n, and that every subgroup of Fn is
again free, and can have any countable rank if n > 2. We will see in Theorem 3.4 that
one can biunivocally assign to every subgroup H 6 Fn a geometric object — called the
Stallings automaton of H, St(H) — which provides a lot of useful information about the
subgroup. What is more, if H is given by a finite family of generators, then St(H) is fastly
computable (see [23]), and many algorithmic results regarding subgroups of the free
group follow smoothly from the Stallings construction.
For example, we shall see that the rank of a subgroup H 6 Fn is precisely the (graph)
rank of St(H). Hence, one can always compute the rank of a finitely generated subgroup
H 6 Fn from a finite family of generators.
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One of the goals in this paper is to to obtain an analogous result for the join corank of H;
that is, the minimum number of elements that must be added to H in order to generate
the whole Fn (see Theorem 5.4).
2.1 Graphs, digraphs, and automata
As we have already mentioned, we will use automata (that is essentially labelled digraphs)
to describe subgroups of the free group. Since parallel arcs and loops are allowed, we
shall define digraphs in the sense of Serre.
Definition 2.2. A directed multigraph (a digraph for short) is a tuple ~Γ = (V,E, ι, τ), where
V is a nonempty set (called set of vertices of ~Γ ), E is a set (called set of arcs or directed edges
of ~Γ ), and ι, τ : E → V are (resp. initial and final) incidence functions. Then, for each arc
e ∈ E, we say e is incident to ι(e) and τ(e), which are called origin (or initial vertex), and
end (or final vertex) of e, respectively. Two vertices are said to be adjacent if there exists
an edge incident to both of them, and two edges are said to be incident if some vertex is
incident to both of them.
We denote by V~Γ and E~Γ the respective sets of vertices and arcs of a digraph ~Γ . A digraph
~Γ is called finite if the cardinal # (V~Γ unionsq E~Γ) is finite.
Note that no incidence restrictions have been applied, in particular we are allowing both
the possibility of arcs having the same vertex as origin and end (called directed loops), and
of different arcs sharing the same origin and end (called parallel arcs).
Definition 2.3. A walk in a digraph ~Γ is a finite alternating sequence γ = p0e1p1 . . . enpn
of successively incident vertices and arcs in ~Γ (more precisely ιei = pi−1 and τei = pi for
i = 1, . . . ,n). Then, we say that γ goes from p0 to pn — or that γ is a (p0, pn)-walk — and
we write γ : p0 pn. If the first and last vertices of γ coincide then we say that γ is a
closed walk. A closed walk from p to p is simply called a p-walk. The length of a walk is the
number of arcs in the sequence. The walks of length 0, called trivial walks, correspond
precisely to the vertices in ~Γ .
Definition 2.4. Given an alphabet A, a (pointed) A-automaton Γ = (P,E, ι, τ, `, ) is a
digraph ~Γ = (P,E, ι, τ) called the underlying digraph of Γ, together with a labelling on the
arcs ` : E→ A, and a distinguished vertex called the base vertex or basepoint of Γ.
Remark 2.5. In the general automata setting, pointed automata correspond to automata
having a unique coincident initial and final state.
A vertex p in an A-automaton is said to be complete if for every letter a ∈ A there is (at
least) one a-arc with origin p. An automaton is complete if all its vertices are complete.
Otherwise (if there exists a vertex p and a letter a such that there is no a-arc with origin
p), we say that both the vertex p and the automaton are a-deficitary. A vertex is an a-source
if it is the origin of one single arc, and this arc is labelled by a. An automaton whose
basepoint is an a-source is also called an a-source.
An A-automaton is said to be deterministic if no two arcs with the same label depart from
the same vertex. Hence, a deterministic automaton is complete if and only if every letter
induces a total transformation on the vertex set.
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Definition 2.6. The label of a walk γ in an A-automaton Γ = (V,E, ι, τ, `, ) is defined to be
`(γ) :=
{
1 , if γ = p , (an empty walk in Γ),
`(e1) · · · `(ek) , if γ = p0e1p1 . . . elpl (a nonempty walk in Γ) .
Then, we say that γ reads or spells the word `(γ) ∈ A∗, and that the word `(γ) labels the
walk γ. We also write `(Γ) = {`(e) : e ∈ E} ⊆ A (the subset of letters appearing as labels
of arcs in Γ). If P,Q are subsets of vertices in a labelled digraph Γ, then we denote by
LPQ(Γ) the set of words read by walks from vertices in P to vertices in Q. In particular, if
p, q are vertices of Γ, then Lpq(Γ) = { `(γ) : γ : p q in Γ }. In view of the well-known
Kleene’s Theorem the languages LPQ(Γ) are rational if Γ is finite.
The set of words read by -walks in an A-automaton Γ is called the language recognized by
Γ, and is denoted by L(Γ); that is L(Γ) = L (Γ). It is clear that L(Γ) is a submonoid of
the free monoid A∗.
Definition 2.7. An involutiveA-automaton is anA±-automaton together with an involution
e 7→ e−1 on its arcs (called inversion of arcs) such that:
(i) No arc is the inverse of itself (i.e., e−1 6= e, for every e ∈ E).
(ii) Inverse arcs are reversed (i.e., ιe−1 = τe, for every e ∈ E).
(iii) Arc inversion is compatible with label inversion (i.e., `(e−1) = `(e)−1, for ev-
ery e ∈ E).
Thus, in an involutive automaton, for every labelled arc e ≡ p q reading a ∈ A, there
always exists a reversed arc e−1 ≡ p q reading a−1 (called the inverse of e). That is,
arcs appear by pairs:
a
a−1
Figure 1: Arcs in an involutive automaton
A walk in an involutive automaton is said to be reduced if it has no two successively
inverse arcs.
An arc in an involutive A-automaton is said to be positive (resp. negative) if it is labelled
with a letter in A (resp. A−1). We respectively denote by E+Γ and E−Γ the set of positive
and negative arcs in an involutive automaton Γ. The positive representation of an A-
involutive automaton Γ is the A-automaton obtained after removing all the negative arcs
from Γ.
Remark 2.8. An involutive automaton is fully characterized by its positive representation
(with the tacit assumption that every positive arc, say reading a ∈ A, is allowed to be
crossed backwards reading the inverse label a−1).
Definition 2.9. The underlying graph of an involutive automaton Γ is the undirected
multigraph, denoted by Γ , obtained by identifying all the pairs of respectively inverse
arcs in the underlying digraph of Γ. Note that this is the same as ‘forgetting the labels
and direction’ in the positive representation of Γ.
5
Remark 2.10. Any undirected multigraph Γ can be defined as the underlying graph
of some involutive automaton. Then, an edge in Γ is an unordered pair {e, e−1}. We
shall refer to undirected multigraphs simply as graphs (in contraposition to digraphs,
introduced in Definition 2.2).
Convention 2.11. If not stated otherwise, the automata appearing in the paper hereinafter
will be assumed to be pointed and involutive, and we shall represent them through their
positive representation. With this convention, an (involutive) A-automaton Γ is complete
if and only if (in the positive representation of Γ) for every vertex p, and every positive
letter a ∈ A, there is an a-arc starting at p, and an a-arc ending at p. Also, it is clear that
the language recognized by such an automaton is the same as the language recognized
by the connected component containing the basepoint.
Definition 2.12. The (cycle) rank of a graph Γ , denoted by rk(Γ), is the minimum number
of edges that must be removed from Γ to obtain a forest (i.e., to break all the cycles in Γ ).
It is well known (see for example [3]) that if Γ is finite, then
rk(Γ) = e− v+ c , (1)
where e,v, and c are respectively the number of edges, vertices, and connected compo-
nents in Γ .
The previous considerations make it possible (and convenient) to extrapolate graph-
theoretical notions to involutive automata from its underlying graph. For example,
the rank, connectivity, or vertex degree of an automaton Γ are defined in terms of the
homonymous notions in its underlying graph. In the same vein, we will call an involutive
automaton a path, a cycle, a tree, a spanning tree if their underlying graph is so.
Remark 2.13. If an (involutive) automaton Γ is deterministic, then a walk γ in Γ is reduced
if and only if its label `(γ) is reduced.
Definition 2.14. The reduced label of a walk γ in an involutive A-automaton is defined to
be `(γ) := `(γ) ∈ FA. We write LPQ(Γ) := LPQ(Γ). The set of reduced labels of -walks in
Γ is a subgroup of FA called the subgroup recognized by Γ, and denoted by 〈Γ〉. That is,
〈Γ〉 = L(Γ) 6 FA.
Definition 2.15. An automaton Γ is said to be core if every vertex appears in some -walk
with reduced label. Note that, if Γ is deterministic, this is the same as Γ being connected,
and not having “hanging trees” not containing the basepoint. Accordingly, we define the
core of a deterministic automaton Γ, denoted by core(Γ), to be the automaton obtained
after taking the basepoint component of Γ and removing from it all the hanging trees not
containing the basepoint. Note that then, 〈core(Γ)〉 = 〈Γ〉.
Definition 2.16. An involutive pointed automaton is called reduced if it is deterministic
and core (hence connected).
Definition 2.17. A subautomaton of an automaton Γ is any automaton obtained from Γ
through restriction (of vertices or arcs). Then we write ∆ 6 Γ (or ∆ < Γ, if ∆ 6= Γ, that is
if ∆ is a strict subautomaton of Γ).
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2.2 Operations on automata
Throughout the paper, two main kinds of operations on automata appear; namely, vertex
and arc identification.
Definition 2.18. Let Γ be an A-automaton, and let P be a nonempty subset of vertices of
Γ. Then, the quotient of Γ by P, denoted by Γ/P, is the automaton obtained after identifying
in Γ the vertices in P (and inheriting the adjacencies, the labelling, and the initial and
terminal vertices from Γ).
Remark 2.19. Note that #V(Γ/P) = #VΓ − #P+ 1, and #E(Γ/P) = #EΓ. Hence,
rk Γ 6 rk Γ/P 6 rk Γ + #P− 1 (2)
where the lower (resp., upper) bound in (2) corresponds to the case where all the vertices
in P belong to different (resp., the same) connected components of Γ. In particular,
identification of vertices can never decrease the rank of an automaton.
If P is finite, the exact rank of Γ/P is immediately obtained from the case of two vertices
(denoted by Γ/p=q := Γ/{p,q}), which is detailed below.
Lemma 2.20. Let p, q be two different vertices in Γ, then:
rk Γ/p=q =
{
rk Γ + 1 if p and q are connected in Γ,
rk Γ if p and q are not connected in Γ.
Hence, if Γ is finite, the identification of two vertices either increases the rank exactly by
one (if they are connected) or keeps the rank equal (if they are disconnected).
Definition 2.21. Let Γ,∆ be A-automata. Then, the sum of Γ and ∆, denoted by Γ +∆, is
the automaton obtained after identifying the basepoints of Γ and ∆.
It is clear that the sum of automata is associative and commutative. We write
∑n
i=1 Γi :=
Γ1 + . . . + Γn. Then, it is also clear that rk(
∑
i Γi) =
∑
i rk(Γi), and that 〈
∑
i Γi 〉 =
〈⋃i 〈Γi〉 〉 = ∨i〈Γi〉.
Regarding arcs, we shall only be interested in a very specific kind of identifications.
Definition 2.22. A folding in an automaton Γ is the identification of two different arcs
in Γ with the same origin and label (inheriting the adjacencies, the labelling, and the
basepoint from Γ). A folding is said to be closed if the identified arcs are parallel and open
otherwise.
Recall that our automata are always involutive and we use the convention of only
representing its positive part. That is, we are always implicitly assuming that every
time a folding is performed (in the positive part) the corresponding folding between the
respectively inverse arcs is also performed. Hence, every folding (of arcs) induces an
identification between the corresponding incident edges in the underlying graph.
Remark 2.23. Note that, since foldings do not change the number of connected components
in an automaton, the following statements are equivalent:
(a) a folding is closed (resp., open);
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(b) a folding does not produce (resp., produces) an identification of vertices;
(c) a folding reduces by one (resp., does not change) the rank of the automaton.
Therefore, if Γ˜ is obtained from Γ after a sequence of foldings (i.e., if Γ˜ is a reduction of Γ),
then
(i) #EΓ˜ < #EΓ (precisely, #E+Γ˜ = #E+Γ − # foldings);
(ii) #VΓ˜ 6 #VΓ (precisely, #VΓ˜ = #VΓ − # open foldings);
(iii) rk Γ˜ 6 rk Γ (precisely, rk Γ˜ = rk Γ − # closed foldings);
(iv) 〈Γ˜〉 = 〈Γ〉.
3 Subgroups of free groups and Stallings automata
We have seen that one can naturally assign a subgroup of Fn = 〈A | −〉 to every A-
automaton Γ. We shall see that every subgroup of Fn admits such a description, which
can be made unique after adding natural restrictions to the used automata.
Notation. If p, q are vertices in a tree T 6 Γ, then we denote by p T q the unique reduced
walk in T from p to q.
At the core of the alluded unicity is the following well-known fact that we state without
a proof.
Proposition 3.1. Let Γ be a connected A-automaton and let T be a spanning tree of Γ. Then, the
set
ST =
{
`(
T • e • T ) : e ∈ E+Γ r ET } ⊆ FA
is a generating set for 〈Γ〉. Furthermore, if Γ is reduced then ST is a free basis for 〈Γ〉.
On the other hand, given a reduced word w ∈ FA, we can always consider the petal
automaton Fl(w), i.e., the cyclic A-automaton spelling w (or w−1 if read in the opposite
direction). Then, given a subset S = {wi}i ⊆ FA, we define the flower automaton of S,
denoted by Fl(S), to be the automaton obtained after identifying the basepoints of the
petals of the elements in S; that is, Fl(S) =
∑
i Fl(wi).
w1
w2
wp
Figure 2: The flower automaton Fl(w1,w2, . . . ,wp)
It is clear that 〈Fl(S)〉 = 〈S〉 6 FA. Hence, every subgroup H 6 FA is recognized by some
(clearly not unique) A-automaton. Note however that, if the words in S are reduced, then
Fl(S) is core, and deterministic except maybe at the basepoint.
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A key result, due to J. R. Stallings, is that determinism is the only missing condition in
order to make this representation unique.
Definition 3.2. The (right) Schreier A-automaton of a subgroup H 6 G = 〈A〉, denoted by
Sch(H) is the automaton with vertices the (right) cosets Hg (g ∈ G), arcs Hg a Hga
for every a ∈ A±, and basepoint H. Note that Sch(H) is always deterministic (but not
necessarily core).
Definition 3.3. The Stallings A-automaton of a subgroup H 6 FA is the core of the
right Schreier automaton Sch (H). We denote it by St (H,A) (or simply by St (H) if the
generating set is clear).
Note that St (FA,A) has one single vertex and arcs labelled by each a ∈ A. Such an
automaton is called a bouquet. We denote by Bn a bouquet with n positive arcs.
By construction, St(H,A) is deterministic, core (i.e., it is a reduced A-automaton) and
recognizes H. Below, we see that every reduced A-automaton is the Stallings automa-
ton of some subgroup of Fn, making “reduced” and “Stallings” automata equivalent
notions.
Theorem 3.4 (J. R. Stallings [21], 1983). Let Fn be the free group on A = {a1, . . . ,an}. Then,
the map
{Subgroups of Fn } → {Reduced A-automata }
H 7→ St (H)
〈Γ〉 ← [ Γ (3)
is a bijection. Furthermore, finitely generated subgroups correspond precisely to finite Stallings
automata, and in this case the bijection is algorithmic.
As stated, if we restrict our attention to finitely generated subgroups the above bijection
is algorithmic. Given a finite Stallings A-automata Γ, one can always compute a maximal
tree T of Γ, and then use Proposition 3.1 to compute a free basis for 〈Γ〉. In particular,
rk〈Γ〉 = #E+Γ − #VΓ + 1 = rk Γ.
For the other direction, suppose that we are given a finite set of generators S for H.
We have seen that Fl(S) is a finite core A-automata recognizing H, although it might
be not deterministic. To fix this, one can apply successive foldings on possible arcs
breaking determinism. Of course, a folding can provide new opportunities for folding,
but since the number of arcs in the graph is finite, and decreases with each folding,
after a finite number of steps, we will obtain an A-automaton with no available foldings
(i.e., deterministic, and hence a reduced A-automaton). Theorem 3.4 states that the
resulting automaton must be precisely St (H,A). Note that the bijectivity of (3) implies
that the result of the folding process does not depend neither on the order in which we
perform the foldings, or on the starting (finite) set of generators for H, but only on the
subgroup H itself.
The bijection (3) has proven to be extremely fruitful and has provided natural proofs
for many results on the free group, specially from the algorithmic point of view (see [1,
11, 13]). In particular, the Nielsen-Schreier theorem, the solvability of the subgroup
membership problem, and the computability of rank and basis for finitely generated
subgroups can be easily derived from this geometric interpretation. Concretely, given a
finite subset S ⊆ Fn, one can decide whether a given element w ∈ Fn belongs to 〈S〉 just
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checking whether w reads a -walk in St (S). In the same vein, one can use Theorem 3.4
together with of Proposition 3.1 to compute a basis, and hence the rank of the finitely
generated subgroup 〈S〉.
Many other algebraic properties of subgroups become transparent from this geometric
viewpoint. For example the Stallings automata of the conjugacy classes of a subgroup
H 6 Fn correspond exactly to the automata obtained after changing the basepoint in
Sch(H) and taking the corresponding core automaton.
Remark 3.5. Note that St (H) is complete if and only if St (H) = Sch (H), and otherwise
Sch (H) is necessarily infinite. Hence, a subgroup H has finite index in Fn if and only if
St (H) is finite and complete.
From this, one can easily decide finite index in Fn, and obtain other classical results
involving subgroups of finite index, such as the Schreier index formula for finite index
subgroups (rkH = |Fn : H|(n− 1) + 1), or the celebrated Marshall Hall Theorem.
Theorem 3.6 (M. Hall [8], 1949). Every finitely generated subgroup of a free group is a free
factor of a finite index subgroup.
With some extra work, one can also study intersections and extensions of subgroups
of Fn (we say that G is an extension of H if H is a subgroup of G). For example, a neat
proof for an algorithmic version of the classical theorem of Takahasi on free extensions is
easily obtained using Stallings automata.
Theorem 3.7 (M. Takahasi [22], 1951). Every extension of a given finitely generated subgroup
H 6 Fn is a free multiple of an element of a computable finite family of extensions of H.
The minimal such computable set of extensions is called the set of algebraic extensions
of H, and denoted by AE(H). Note that H ∈ AE(H) (see [13] for details).
Finally, we extend the previous scheme to arbitrary A-automata. That is, we define the
Stallings reduction of an A-automaton Γ to be St(Γ) := St(〈Γ〉). We usually abbreviate
St(Γ) = Γ. Note that then, Γ = ∆ if and only if 〈Γ〉 = 〈∆〉.
Lemma 3.8. If Γ is an involutive A-automaton, then L(Γ) = L(Γ).
Proof. It suffices to consider one folding at the time. More precisely, let Γ ′ be obtained
from Γ by folding the arcs p a q and p a q ′. Clearly, L(Γ) ⊆ L(Γ ′). On the other
hand, for every u ∈ L(Γ ′), we can find some u ′ ∈ L(Γ) by inserting factors of the form
a−1a into u. It follows that u ′ = u and so L(Γ) = L(Γ) = L(Γ ′) = L(Γ ′). By iterating
this argument for a sequence of foldings, we get the desired claim.
3.1 On the rank of subgroups and automata
In this section we summarize several consequences (on the relation between the graphical
and the algebraic rank) of applying the Stallings bijection (3) to previous results.
The first one is an immediate consequence of the fact that foldings never increase the
rank of the affected automata.
Remark 3.9. Let Γ be an automaton recognizing H 6 Fn. Then, rkH = rk Γ 6 rk Γ.
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In particular (of course), if H,K 6 Fn, then rk(H∨K) 6 rkH+ rkK, but this bound is not
necessarily tight. Below, we use Stallings theory to precisely describe the maximum and
minimum ranks attainable by extending a given finitely generated subgroup of Fn.
Proposition 3.10. Let H be a finitely generated subgroup of Fn. Then,
(i) the minimum rank of an extension of H is the minimum of the ranks of the algebraic
extensions of H.
(ii) the maximum rank of an extension of H is either infinite (if H is of infinite index in Fn) or
equal to the rank of H (if H is of finite index in Fn).
That is, for every K 6 Fn,
min
Hi∈AE(H)
rk(Hi) 6 rk(H∨K) 6
{ ∞ if |Fn : H| =∞
rk(H) if |Fn : H| <∞ ,
and all the bounds are tight and computable.
Proof. (i) Let L be an extension of H of minimum rank. Since the algebraic extensions
of H are certainly extensions of H, it is clear that rk(L) 6 min {rk(Hi) : Hi ∈ AE(H)}. On
the other hand, since every extension of H is a free factor of some element in AE(H)
(see Theorem 3.7), from Grushko theorem we have that rk(L) > min {rk(Hi) : Hi ∈
AE(H)}. Hence, rk(L) = min {rk(Hi) : Hi ∈ AE(H)}, as claimed.
(ii) If the index of H in Fn is infinite, then there exists a vertex p in St(H) and a generator
a ∈ A such that there is no a-arc departing p. So, it is enough to attach to p an a-source
of infinite rank (for example the one in Figure 3) to obtain a an extension (indeed a free
multiple) of H of infinite rank.
· · ·a
b
Figure 3: An a-source of infinite rank
On the other hand, if |Fn : H| < ∞ then St(H) is complete, and therefore any addition
to St(H) would produce an identification of vertices. Therefore, after folding, we get a
decrease in the index (and hence in the rank) of H.
If R ⊆ Fn, then we usually abuse language and write Γ + R := Γ + Fl(R). Note that then
〈Γ + R〉 = 〈Γ〉∨〈R〉.
Lemma 3.11. Let ∆, Γ be automata. If ∆ 6 Γ, then rk∆ 6 rk Γ. Moreover, if ∆, Γ are finite and
connected then there exists a subset R ⊆ Fn of cardinal rk Γ − rk∆ such that Γ = ∆+ R.
Proof. The first claim is obvious if Γ has infinite rank, and otherwise it follows from a
straightforward casuistic on (1) corresponding to the possible situations after removing
an edge or an isolated vertex from Γ. For the second claim, it is enough to consider
any spanning tree T of the subgraph ∆ and realize that it can be expanded (e.g. using
breadth-first search) to a spanning tree T ′ of Γ. Then, we can take R = ST ′ r ST , which
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clearly has the required cardinal. Since 〈Γ〉 = 〈ST ′〉 = 〈ST ∪ R〉 = 〈∆+ R〉, the claimed
result follows from Theorem 3.4.
Note that, in general, a strict subgraph ∆ < Γ can still have the same rank as Γ (e.g. if Γ
has isolated vertices, or “hanging trees”). Below we prove that this is no longer true if Γ
is finite and reduced.
Corollary 3.12. The rank of a finite core automaton is strictly greater than the rank of any of its
connected strict subautomata.
Proof. Let Γ be a finite core automaton. Note that any connected subautomaton of
Γ is obtained by successively removing arcs, and discarding the eventual connected
components not containing the basepoint that may appear.
Now, if the first removed arc does not disconnect Γ, then the rank of the obtained
automaton Γ ′ is rk Γ − 1; otherwise, the removed arc separates Γ into two disjoint parts:
Γ1 (containing the basepoint) and Γ2 (of strictly positive rank, since Γ is core). Then, it
is easy to check that: rk(Γ1) + 1 6 rk(Γ1) + rk(Γ2) = rk(Γ). Hence, any automaton Γ ′
obtained from Γ after the first arc removal has rank at most rk Γ − 1. Since any connected
strict subautomaton of Γ is a subautomaton of one of the Γ ′, the claimed result follows
from Lemma 3.11.
Lemma 3.13. Let Γ be a finite Stallings automaton, and let R ⊆ Fn be a finite subset of size r.
If #V(Γ + R) < #VΓ, then Γ + R = Γ/p=q + R ′, where p, q are two different vertices in Γ, and
R ′ ⊆ Fn is a finite subset of size at most r− 1.
Proof. First note that the hypothesis #V(Γ + R) < #VΓ entails the identification of two
(different) vertices in Γ during the reduction of Γ + R.
Let us call Γ-free any folding that does not produce an identification of vertices in Γ.
Let then Γ ′ be an automaton (note that it can be not uniquely determined) obtained
after successively performing Γ-free foldings on Γ + R until no more Γ-free foldings
are possible (in particular, Γ 6 Γ ′ and Γ ′ = Γ + R). Note that Γ + R is core and so
is Γ ′. But Γ ′ can not be reduced (otherwise Γ + R = Γ ′ > Γ, against the hypothesis
that #V(Γ + R) < #VΓ) and therefore strictly contains Γ as subautomaton. Hence, from
Corollary 3.12 and Lemma 3.11, we have that rk Γ + 1 6 rk Γ ′ 6 rk Γ + r.
Since Γ ′ is not reduced and there are no Γ-free foldings remaining, there must be an
available folding in Γ ′ identifying two different vertices (say p, q) in Γ. Note that (since
Γ is reduced by hypothesis) at least one of the arcs involved in the folding must lie
outside Γ. Thus, the following conditions hold:
(i) Γ/p=q is a subautomaton of the automaton Γ
′′ obtained after performing the folding
in Γ ′.
(ii) rk Γ ′ = rk Γ ′′. (This follows immediately from (1), because we lose exactly one
vertex and one positive arc in Γ ′ after the folding, keeping the number of connected
components equal to 1.)
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Therefore:
rk Γ ′′ − rk Γ/p=q = rk Γ ′ − rk Γ/p=q
= rk Γ ′ − rk Γ − 1
6 rk Γ + r− rk Γ − 1
= r− 1 ,
(4)
where we have used that rk Γ ′ 6 rk Γ + r.
Finally, since Γ/p=q 6 Γ ′′, it follows from (4) and Lemma 3.11 that there exists a subset
R ′ ⊆ Fn of size at most r − 1 such that Γ + R = Γ ′′ = Γ/p=q + R ′, as we wanted to
prove.
4 Complements and coranks of subgroups
Given a bounded lattice (L,∨,∧) with maximum 1 and minimum 0, we say that
two elements a,b ∈ L are ∨-complementary (resp., ∧-complementary) if a∨b = 1
(resp., a∧b = 0). Then, we also say that each of the elements is a ∨-complement (resp., ∧-
complement) of the other. Two elements a,b ∈ L are said to be directly complementary if
they are both ∨-complementary and ∧-complementary; that is if a∨b = 1 and a∧b = 0.
Then, we also say that each of them is a direct complement of the other.
Let Sgp(G) denote the set of subgroups of a group G, and let H,K ∈ Sgp(G). We
define the join of H and K to be H∨K = 〈H ∪ K〉. It is easy to see that (Sgp(G),∨,∩)
is a bounded lattice with maximum G and minimum the trivial subgroup {1}. This
immediately provides the corresponding notions of notions of complement in this setting.
In particular, if H ∩ K = {1}, then we say that H and K are in direct sum, and we write
H∨K = H⊕K.
Remark 4.1. Note that, if we denote the free product of two subgroups by H ∗ K, then
H ∗ K = G ⇒ H⊕ K = G ⇒ H∨K = G, but both converses are false. So, we have
three natural increasingly restrictive ways of “adding” subgroups; namely joins (∨),
direct sums (⊕), and free products (∗). The corresponding notions of complement are
summarized below.
Definition 4.2. Let H,K 6 G. If H∨K = G (resp., H⊕ K = G, H ∗ K = G) then we say
that H and K are ∨-complementary (resp., ⊕-complementary, ∗-complementary) in G, and
that each of them is a ∨-complement (⊕-complement, ∗-complement) of the other.
Remark 4.3. We note that all three notions of complement are well behaved with respect
to conjugation. Concretely, if H,K 6 Fn, then for every w ∈ Fn:
(H∨K)w = Hw ∨Kw, (H⊕K)w = Hw ⊕Kw, and (H ∗K)w = Hw ∗Kw,
understanding that, in every equation, each of the sides is well defined if and only if the
other side is well defined.
We are interested in the behaviour of the complements of finitely generated subgroups
within the free group. Concretely, in which subgroups of Fn admit each kind of comple-
ment, and the properties of the respective sets of complements. We note that from the last
remark these notions work modulo conjugation. The case of free products is quite studied
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and well understood. Namely, from Grusko Theorem, a free complement of a subgroup
H 6 G necessarily has (minimum and maximum) rank equal to rk(G) − rk(H). Moreover,
given a finite subset S ⊆ Fn, one can decide whether 〈S〉 admits a free complement either
using the classical Whitehead’s peak reduction argument (see [24]), or — more efficiently
— using techniques also based on the Stallings description of subgroups (see [20], and
[15], where the author also discusses a criterion based on measure preservation). We aim
to extend some of these results to our weakened notions of complement.
Definition 4.4. Let H be a subgroup of G, then the ∨-corank (resp., ⊕-corank) of H is the
minimum rank of a ∨-complement (resp., ⊕-complement) of H. They are denoted by
crk∨(H), and crk⊕(H) respectively.
Remark 4.5. Note that crk∨(H) 6 crk⊕(H), whenever they are well defined. Moreover,
if H is a free factor of G, then crk∨(H) = crk⊕(H) = rk(G) − rk(H), as it immediately
follows from Grushko theorem. In particular crk∨(1) = crk⊕(1) = rk(G).
A natural approach to these kind of questions is through the simplest possible com-
plements, namely cyclic complements. We use the term cocycle to refer to cyclic com-
plements (or their generators). Below is the precise definition in terms of each kind of
complement.
Definition 4.6. A ∨-cocycle (resp., ∩-cocycle, ⊕-cocycle) of a subgroup H 6 Fn is a cyclic
∨-complement (resp., ∩-complement, ⊕-complement) of H or rank 1, or any of its
generators. We denote the corresponding sets of cocyles by Coc∨(H), Coc∩(H), and
Coc⊕(H) respectively. A subgroup is said to be ∨-cocyclic (resp., ⊕-cocyclic) if it admits a
cyclic complement of the corresponding kind.
5 Join complements
Recall that a subgroup K 6 G is a ∨-complement of H 6 G (in G) if H∨K = G, and we
call ∨-corank of H the minimum possible rank for such a K. We note that this concept has
previously appeared in the literature under other names; in particular it is very related
to the concept of distance between subgroups in [15], where the author considers similar
questions and also proves its computability within Fn. We keep our proof of Theorem 5.4,
obtained independently, for the sake of completeness.
Obviously, every subgroup H 6 Fn admits a ∨-complement of rank at most n (namely
Fn). It is easy to see that the same holds for proper ∨-complements if the involved
subgroup is not trivial.
Lemma 5.1. Every nontrivial subgroup of Fn admits a proper ∨-complement of rank n.
Proof. It is enough to prove the claim for nontrivial cyclic subgroups 〈u〉 6 Fn, where u
is cyclically reduced.
If n = 1, then given a nontrivial subgroup 〈ak〉 6 Z = 〈a | −〉, it is enough to consider
any proper subgroup 〈al〉 6 Z, where k, l are coprime integers.
If n > 2, we distinguish two cases:
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(a) if the first and last letters of u are equal (say to a ∈ A±), then consider a subgroup
of the form K = 〈{uaiu−1 : ai ∈ Ar {a}}∪ {bab−1}〉, where b ∈ Ar {a}.
(b) if the first and last letters in u are different (say equal to b,a ∈ A± respectively),
then consider the subgroup K =
〈
{uaiu
−1 : ai ∈ Ar {a}}∪ {a}
〉
.
Now, from the Stallings representation of K it is clear that in both cases: K 6= Fn,
H∨K = Fn, and rk(K) = n. That is, K is a proper complement of H of rank n, and the
proof is concluded.
Our next goal is to compute the ∨-corank (i.e., the minimum possible rank of a ∨-
complement) of a given finitely generated subgroup H 6 Fn. Note that, in the context of
free groups, we can restate this notion in graphical terms in the following way:
crk∨(H) = min { |S| : S ⊆ Fn and St(H) + S = Bn } .
First, we describe the range of possible values for the ∨-corank of a subgroup of Fn.
Lemma 5.2. Let H 6 Fn, then
max {0,n− rk(H)} 6 crk∨(H) 6 n . (5)
Moreover, for n > 1 this is the only general restriction between the rank and the ∨-corank of a
subset of Fn. Namely, for every pair (r, c) ∈ [1,∞]× [1,n] satisfying n− r 6 c 6 n there exists
a subgroup of Fn with rank r and ∨-corank c.
Proof. It is clear that 0 6 crk∨(H) 6 n since any basis of Fn has n elements and is enough
to generate Fn. On the other hand, since one can not generate Fn with less than n
elements, it is also clear that rk(H) + crk∨(H) > n. The condition in (5) follows.
Let Fn = 〈a1,a2, . . . ,an | −〉. For each c ∈ [1,n] and each positive r > n− c, consider the
subgroup H(r, c) generated by
{ac+1, . . . ,an}
∪ { (a1a2)ia21(a−12 a−11 )i : 2i+ 1 ∈ [1, r−n+ c] }
∪ { (a1a2)ja1a22a−11 (a−12 a−11 )j : 2j+ 2 ∈ [2, r−n+ c] } .
Its Stallings automaton has loops at the basepoint labelled by ac+1, . . . ,an and a chain
obtained by concatenating r−n+ c alternated cycles labelled by a21 and a
2
2. For instance,
if n = 3 then St (H(4, 2)) is
a1
a3
a1
a2
a2
a1
a1
It is clear that H(r, c) has rank r. To compute its ∨-corank, we define the subgroup
K(r, c) = 〈a3, . . . ,ac,a1a2,a2(a2a1)r〉.
The given generating set is clearly a basis (every reduced word on the generators is
actually reduced as a word on A±), hence K(r, c) has rank c.
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Now St (H(r, c)) + St (K(r, c)) has loops at the basepoint labelled by a3, . . . ,an. After
folding, we get also loops labelled by a1 and a2. Hence St (H(r, c))∨ St (K(r, c)) = Fn
and so crk∨(H(r, c)) 6 c. On the other hand, if we project Fn onto (Z/2Z)n, then most
of the generators of H(n, c) collapse and the image has rank n− c. Since (Z/2Z)n has
rank n, then it is impossible to find a ∨-complement of H(r, c) with rank strictly less
than c. Therefore crk∨(H(r, c)) = c and we are done.
Lemma 5.3. Let Γ be a nontrivial finite reduced automaton. Then, for every r > 1, the join
corank crk∨〈Γ〉 6 r if and only if crk∨〈Γ/p=q〉 6 r− 1, for some pair of different vertices p, q
in Γ.
Proof. [⇒] If crk∨(〈Γ〉) 6 r then there exists a reduced automaton ∆ of rank at most r
such that Γ +∆ = Bn. Then, from Lemma 3.13, there exists a reduced automaton ∆ ′ of
rank at most r− 1 such that Γ/p=q +∆
′ = Bn. Hence, crk∨〈Γ/p=q〉 6 r− 1.
[⇐] Since Γ/p=q = Γ +w, for some element w ∈ Fn, and crk∨〈Γ/p=q〉 6 r− 1, there exists a
reduced automaton ∆ ′ of rank at most r− 1 such that:
Γ + (w+∆ ′) = (Γ +w) +∆ ′ = Γ/p=q +∆ ′ = Bn.
So, 〈w+∆ ′〉 is a ∨-complement of 〈Γ〉 of rank at most r. Hence, crk∨(〈Γ〉) 6 r.
Theorem 5.4 (D. Puder, 2014, [15]). There exists an algorithm that, given a finite subset
S ⊆ Fn, outputs the ∨-corank of 〈S〉 in Fn.
Proof. Let us write Γ = St(S). It is clear that it is enough to be able to decide, for every
k ∈ [0,n− 1], whether crk∨(Γ) 6 k.
We proceed by induction on k. The case k = 0 being trivial, we assume that k > 0 and
crk∨(Γ) 6 k− 1 is decidable.
Suppose first that Γ is a bouquet (i.e., it has a single vertex), then the ∨-corank problem
is trivial: crk∨ Γ = n− rk(Γ). Hence we may assume that Γ has at least two vertices.
In view of Lemma 5.3, we have crk∨(Γ) 6 k if and only if crk∨〈Γ/p=q〉 6 r− 1, for some
pair of different vertices p, q in Γ. By the induction hypothesis, we can check if this
condition holds for every pair of vertices.
Corollary 5.5. Let H,K be two finitely generated subgroups of Fn (given by respective finite
generating sets). Then, one can algorithmically decide whether H 6 K, and, if so, compute the
∨-corank of H in K.
Proof. The first claim immediately follows from the solvability of the membership prob-
lem for free groups. Namely, H 6 K if and only if every one of the given generators for
H belongs to K, which can be checked trying to read them as -closed walks in St (K).
In the affirmative case, the previous procedure provides the expression of the given
H-generators as words in some free basis B of K. Hence, the ∨-corank of H in K is exactly
the ∨-corank of the (subgroup generated by the) new words in FB, which is computable
using Theorem 5.4.
We show next that, for a fixed ambient Fn (and its canonical basis), we can compute the
corank of a finitely generated subgroup H 6 Fn in polynomial time with respect to the
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size of H (the number of vertices of St (H)). To provide a precise statement, we recall
now the big O notation from complexity theory. Let f,g :N→ R+ be functions. Then f
is O(g) if there exist constants K,N ∈N such that f(n) 6 Kg(n) for every n > N.
Corollary 5.6. Let n > 1 be fixed. There exists an algorithm which computes the ∨-corank of a
given H 6fg Fn of size m in time O(m2(n+1)).
Proof. We assume that H is given through its Stallings automaton. We may also assume
thatm > 1. Let V denote the vertex set of Γ = St (H), and letm = #V. Given I ⊆ V×V, let
Γ/I denote the involutive automaton obtained from Γ by identifying all pairs of vertices
belonging to I. Let n ′ be the number of letters from the canonical basis of Fn labelling
edges in St (H). In view of the proof of Theorem 5.4, and folding being confluent, to
compute the corank of H it would suffice to do the following:
• to fold St (H) /I for every I ⊆ V×V with |I| 6 n ′, checking if we get a bouquet;
• to register the smallest r = |I| yielding a bouquet.
Then the corank of H is n−n ′ + r.
Thus it is enough to consider O(m2n) subsets of V × V. Indeed, |V × V| = m2 and(
m2
j
)
6 m2j for every j 6 n, yielding
∑n
j=0
(
m2
j
)
6
∑n
j=0m
2j 6 2m2n.
By [23, Theorem 1.6], we know that we can fold an involutive automaton with v vertices
and e arcs in time O(e+ (v+ e) log∗(v)), where log∗(v) is the smallest positive integer k
such that the k-fold iteration of the base 2 logarithm satisfies logk2 (m) 6 1.
In the case of St (H) /I we have |V| 6 m, |E| 6 2mn and, although m is a very coarse
upper bound for log∗(m), it suffices to show that folding each St (H) /I can be performed
in time O(m2). Therefore we can compute the ∨-corank of H in time O(m2nm2) =
O(m2(n+1)).
Lemma 5.7. The set of ∨-cocycles of a finitely generated subgroup H 6 Fn is rational and we
can effectively compute a finite automaton recognizing it.
Proof. Let Fn = 〈A | −〉. Assume first that St(H) is a bouquet; i.e., St(H) = Fl(B),
where B ⊆ A.
If #B < #A− 1, it is immediate that we have no ∨-cocycles. If B = A, then Coc∨(H) = FA
and we are also done. Thus, we may assume that B = A \ {a} for certain a ∈ A. In this
case, it is easy to see that
Coc∨(H) = FB {a,a−1}FB ,
where RB denotes the set of reduced words on the alphabet B±. Hence Coc∨(H) is
rational whenever St(H) is a bouquet.
Thus we may assume that Γ = St(H) has at least two vertices. Let P denote the set of all
pairs of vertices (p, q) in Γ such that Γ/p=q is the bouquet Bn on n letters. We claim that
Coc∨(H) =
⋃
(p,q)∈P
(L p(Γ)Lq (Γ))∩RA. (6)
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Indeed, let u ∈ RA. To compute the Stallings automaton of H∨u, we glue a cycle labeled
by u to the basepoint of Γ and fold. If some edge of this new cycle is not absorbed by Γ in
the folding process, then Γ will be a subautomaton of St(H∨u). Since Γ has at least two
vertices, then we won’t get the desired bouquet. Hence we may assume that u admits a
reduced factorization u = u1u2 such that:
• there exist paths u1 p and q u2 in St(H);
• Γ/p=q = Bn.
Therefore (6) holds and we are done.
6 Meet complements
Again, it is obvious that every subgroup admits a ∩-complement (namely, the trivial
subgroup). Below, we detail some conditions equivalent to admitting a nontrivial ∩-
complement in a torsion-free group (in particular in Fn).
Lemma 6.1. The following conditions are equivalent for a subgroup H of a torsion-free group G:
(a) H admits a nontrivial ∩-complement in G;
(b) H admits a nontrivial ∩-cocycle in G;
(c) there exists g ∈ G such that gk /∈ H for every integer k > 1.
Proof. The implications [(a)⇔ (b)⇐ (c)] trivially hold for any (not necessarily torsion-free)
group. For [(b) ⇒ (c)], let g ∈ Gr {1} be such that 〈g〉 ∩H = {1}. Then, since G is
torsion-free, for every k > 1, gk 6= 1, and therefore gk /∈ H.
Lemma 6.2. If St (H) is incomplete, then H admits a ∩-complement of any rank.
Proof. Let p be a vertex in St (H) with no outgoing arc labelled by (say) a ∈ A, and let
w ∈ Fn be a reduced word reading a walk from the basepoint to p in St (H). Then the
subgroup recognized by any automaton of the form
wa
∆, where ∆ is a labelled
digraph (of any rank) sharing no vertex with the walk labelled by w, has trivial intersection
with H.
The characterization of the finitely generated proper ∩-complements in Sgp(Fn) follows
from the previous results and a well-known general property of finite index sub-
groups.
Proposition 6.3. A finitely generated subgroup of Fn admits a nontrivial ∩-complement (of any
rank) if and only if it has infinite index in Fn. Hence, it is decidable whether a given finitely
generated subgroup of Fn admits a nontrivial ∩-complement.
Proof. [⇒] If H is a subgroup of finite index in a group G then the set {Hgk : k ∈N} must
be finite for every g ∈ G. Therefore, for every g ∈ G there exists k > 1 such that gk ∈ H,
in contradiction with condition (c) in Lemma 6.1.
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[⇐] Since a subgroup H 6 Fn has finite index if and only if its Stallings automaton is
finite and complete (see Remark 3.5), the claim follows from Lemma 6.2.
Lemma 6.4. Let H 6 Fn be finitely generated, let m be the number of vertices of Γ = St(H),
and let u ∈ Cn \ {1}. Then, the following statements are equivalent:
(a) 〈u〉 ∩H = {1} (i.e., 〈u〉 is a (nontrivial) ∩-complement of H);
(b) uk /∈ H for every k > 1;
(c) um! /∈ H;
(d) uk /∈ H for every k = 1, . . . ,m;
(e) um /∈ L VΓ(Γ) (i.e., um can not be read from the basepoint within Γ).
Proof. Note that (a)⇔ (b) by definition, whereas the implications (e)⇒ (b)⇒ (c)⇒ (d)
are clear (and only the first one needs the assumption of u being cyclically reduced).
Finally, to see that (d) ⇒ (e), suppose (by contraposition) that um is readable in St(H)
from the basepoint. That is, there exists a walk
= p0
u p1
u · · · u pm (7)
in St(H). Since there are only m vertices in St(H), there must be a repetition among
the vertices p0, p1, . . . , pm in (7); and since St(H) is reduced, the first repeated vertex —
say pk, for some k ∈ [1,m] — must be the basepoint (otherwise there would be two
different walks reading u arriving at the first repeated vertex). Hence there is a -walk
in St(H) reading uk. That is, there exists some k ∈ [1,m], such that uk ∈ H, contrary to
the condition in (d). Therefore, [(d)⇒ (e)], and all the five statements are equivalent, as
claimed.
The previous characterization provides a description of the set of cyclically reduced
∨-cocycles as a regular subset of Fn.
Lemma 6.5. The set of cyclically reduced ∩-cocycles of a finitely generated subgroup H 6 Fn is
a rational subset of Fn, and we can effectively compute a finite automaton recognizing it.
Proof. Let Γ = St(H) and m = #VΓ. Let X = { }× (VΓ)m be the set of (m+ 1)-tuples of
vertices in Γ starting at the basepoint. Then, for every p = (p0, p1, . . . , pm) ∈ X,
Kp =
⋂m
i=1 Lpi−1pi(Γ)
is the set of words which are readable between any of the successive vertices in p. Note
that
⋃
p∈X Kp is exactly the set of nontrivial words in A
± whose m-th power is readable
from the basepoint in Γ. Hence, according to Lemma 6.4, the set of cyclically reduced
∩-cocycles of H is precisely:
Coc∩(H)∩ CA = (CA r
⋃
p∈X Kp)∪ {1} . (8)
Since the sets CA and Kp are rational (for every p ∈ X), and X is finite, the claimed result
follows immediately from (8) and the closure properties of rational languages.
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7 Direct complements
Finally, we address the study of ⊕-complements of finitely generated subgroups of Fn. In
the first place, given a finitely generated subgroup H 6 Fn, we ask for the existence of ∩-
complements that are also ∨-complements of H. It turns out that this second requirement
does not suppose a real restriction in terms of the existence of a complement (i.e., it
occurs exactly in the same situations as that of ∩-complements, see Proposition 6.3).
Theorem 7.1. A finitely generated subgroup H 6 Fn admits a nontrivial ⊕-complement if and
only if it has infinite index in Fn or H = Fn. Hence, it is decidable whether a given finitely
generated subgroup of Fn admits a nontrivial ⊕-complement.
Proof. [⇒] Since ⊕-complements are, in particular, ∩-complements, this is immediate
from Proposition 6.3.
[⇐] Since Fn and {1} are obviously ⊕-complementary subgroups, it is enough to prove
the claim for nontrivial finitely generated subgroups of infinite index. That is, we
may assume that St(H) is nontrivial, finite, and incomplete (say a-deficitary, for certain
generator a of Fn). Note also that since, for any w ∈ Fn, K is a ⊕-complement of H if
and only if wKw−1 is a ⊕-complement of wHw−1, we may replace H by any conjugate at
our convenience.
In particular, H has a conjugate which arises from adjoining the arc p a to an
a-deficitary vertex p of an inverse graph ∆ having no vertices of degree 1. We replace H
by this conjugate.
Now, (since H is nontrivial) there must exist a walk p p in ∆ reading some nonempty
reduced word u. Also, since St (H) is incomplete, we have n > 1, and hence we may fix
some letter b ∈ A \ {a}. We claim that
K = 〈(A \ {a})∪ {a−1uababa−1ua}〉
is a ⊕-complement of H.
Note that a−1ua is reduced because it reads a reduced walk in (the reduced automaton)
St(H); and, since b 6= a, then a−1uababa−1ua is also reduced. It follows that
St (K) = Fl((A \ {a})∪ {a−1uababa−1ua}).
Suppose that w ∈ Fn represents a nontrivial element in H∩K. Since w labels a -walk
in St (K), it has as prefix one of the words in (A \ {a})∪ {a−1uababa−1ua} or its inverse.
However none of these words can be read off the basepoint of St (H). This is obvious for
(A \ {a})±. Suppose now that we have a walk
a−1ua q baba
−1ua · · ·
in St (H). Since St (H) is reduced, we have necessarily q = . But then we would be unable
to read b from the basepoint, since the only arc leaving it has label a−1. Similarly, we
show that w cannot have a−1u−1ab−1a−1b−1a−1u−1a as prefix. Therefore H∩K = {1}.
On the other hand, we can obtain St (H∨K) by identifying the basepoints of St (H) and
St (K), followed by complete folding. Note that every c ∈ A \ {a} labels a loop at the
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basepoint of St (H∨K) because this already happens in St (K). Hence it suffices to show
that a also labels a loop at the basepoint of St (H∨K).
Since a−1uababa−1ua ∈ K and is reduced, it is accepted by St (K), and therefore by
St (H∨K). Thus we have a walk
a−1ua q1 b q2 a q3 b q4
a−1ua
in St (H∨K). Since a−1ua is accepted by St (H) and St (H∨K) is inverse, we get q1 =
q4 = . Similarly, it follows from b being accepted by St (K) that q2 = q3 = . Thus a
labels a loop at the basepoint of St (H∨K).
Hence, H∨K = Fn, and so K is a ⊕-complement of H as claimed.
The following result is an immediate consequence of the above proof.
Corollary 7.2. Every ⊕-complementable finitely generated subgroup of Fn admits a ⊕-comple-
ment of any rank greater than or equal to n.
Suggestively enough, a kind of dual of the previous situation applies within the sub-
groups admitting ⊕-complements; namely, the requirement of trivial intersection does
not affect the rank bounds of the possible complements (i.e., they coincide with those
obtained for ∨-complements in Lemma 5.2).
Lemma 7.3. Let H be a ⊕-complementable subgroup of Fn, then
max {0,n− rk(H)} 6 crk⊕(H) 6 n . (9)
Moreover, for n > 1 this is the only general restriction between the rank and the ⊕-corank of a
subset of Fn. Namely, for every pair (r, c) ∈ [1,∞]× [1,n] satisfying n− r 6 c 6 n there exists
a subgroup of Fn with rank r and ⊕-corank c.
Proof. Since crk∨H 6 crk⊕H, the bounds in (9) are immediate from those in (5) and
Corollary 7.2. For the second claim it is enough to consider again the families of
subgroups H(r, c) and K(r, c) introduced in the proof of Lemma 5.2 and check that
H(r, c)∩K(r, c) = {1}.
Indeed, suppose that u ∈ H(r, c)∩K(r, c). If we write u as a reduced word on the gener-
ators of K(r, c), say u = u1 . . .um, then the generators a3, . . . ,ac must be absent because
they don’t label edges in St (H(r, c)). Suppose that ui ∈ {a2(a2a1)r, (a−11 a−12 )ra−12 } for
some i. Since there is no cancellation between consecutive uj, it follows that either (a2a1)r
or (a−11 a
−1
2 )
r is a factor of u. But neither of these words labels a path in St (H(r, c)),
hence u = (a1a2)m for some m ∈ Z. The only such word accepted by St (H(r, c)) is
u = 1, thus H(r, c)∩K(r, c) = {1} as required.
So, whenever the direct corank exists, the restriction of having trivial intersection does
not affect the range of values it can take. In Question 1 we ask whether the same thing
happens for the coranks themselves.
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7.1 Direct cocycles
Throughout this section, H denotes a finitely generated subgroup of Fn. Recall that Cn
denotes the set of cyclically reduced words in Fn, and the set of direct cocycles of H
is Coc⊕(H) = {u ∈ Fn : H⊕ 〈u〉 = Fn } . Since Coc⊕(H) = Coc∨(H)∩Coc∩(H), the next
result follows immediately from Lemmas 5.7 and 6.5.
Corollary 7.4. The set of cyclically reduced ⊕-cocycles of a finitely generated subgroup H 6 Fn
(namely, Coc⊕(H) ∩ Cn) is a rational subset of Fn and we can effectively compute a finite
automaton recognizing it.
However, the following example shows that rationality is no longer ensured for the full
set of ⊕-cocycles.
Example 7.5. Let H = 〈a,b2〉 6 F{a,b} = F2. Then Coc⊕(H) is not a rational subset of F2.
Proof. By Benois Theorem [2], a subset S ⊆ F{a,b} is rational if and only if it constitutes a
rational language of {a,b}∗. We show that
a∗b(a−1)∗ \Coc⊕(H) = {anba−n : n > 0} . (10)
Let n > 0. Clearly, (anba−n)2 = anb2a−n ∈ H ∩ 〈anba−n〉. It follows that anba−n ∈
a∗b(a−1)∗ \Coc⊕(H).
Conversely, assume that m,n > 0 are distinct and amba−n /∈ Coc⊕(H). From the
Stallings automaton of H:
b
a
it is clear that H∨〈amba−n〉 = F2 (since both extremes of the words amba−n would be
collapsed by the loop reading a, leaving a loop reading b also attached to basepoint).
Hence (amba−n)k ∈ H for some k > 1. But (amba−n)k = am(bam−n)k−1ba−n. Since
m 6= n, the reduced word am(bam−n)k−1ba−n is not accepted by St(H), a contradiction.
Therefore a∗b(a−1)∗ \Coc⊕(H) ⊆ {anba−n : n > 0} and (10) holds.
Suppose now that Coc⊕(H) is a rational subset of F2. Then the reduced forms of Coc⊕(H)
constitute a rational language. Since a∗b(a−1)∗ is rational and rational languages are
closed under boolean operations, it follows from (10) that L = {anba−n : n > 0} is a
rational language. This contradicts the Pumping Lemma (see [17, Lemma 1.12]), but
we can provide a direct argument: if L is recognized by an automaton Γ with m states,
any successful path with label amba−m must go through a closed path labeled by aj
for some j ∈ {1, . . . ,m} before reading b. Hence am+jba−m ∈ L(Γ) = L, a contradiction.
Therefore Coc⊕(H) is not a rational subset of F2.
We recall now the definition of a context-free language. That can be done through the
concept of context-free grammar, a particular type of rewriting system. Let A be a finite
alphabet. A context-free A-grammar is a triple G = (V ,P,S) such that V is a finite set
disjoint from A; S ∈ V and P is a finite subset of V × (V ∪A)∗. The language generated
by G is
L(G) = {w ∈ A∗ : S ∗⇒ w } ,
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that is the set of all words on A obtained from S by successively replacing a letter on the
left side of some element of P by its right hand side. A language L ⊆ A∗ is context-free if
L = L(G) for some context-free A-grammar G. A subset X ⊆ Fn is said to be context-free
if the set of reduced forms of X constitutes a context-free A±-language.
Proposition 7.6. Let H be a finitely generated subgroup of Fn. Then Coc⊕(H) is a context-free
subset of Fn, and we can effectively compute a context-free grammar generating it.
Proof. Let Γ = St(H). It is clear that the claim holds whenever Γ is a bouquet. So, we
may assume that Γ has at least two vertices. Then, for every r ∈ VΓ, we denote by Hr
the conjugate u−1Hu, where u ∈ L r(Γ). It is easy to see that St(Hr) can be obtained
from St(H) by making r the new basepoint and successively erasing vertices of degree 1
distinct from r. Let Kr = Coc⊕(Hr)∩Cn. We show that:
Coc⊕(H) =
(⋃
r∈VΓ
{
vwv−1 : v ∈ L r(Γ),w ∈ Kr
}) ∩ Rn. (11)
Let vwv−1 belong to the right hand side as prescribed. Then w ∈ Coc(v−1Hv)∩Cn and
so v−1Hv⊕ 〈w〉 = Fn, yielding H⊕ 〈vwv−1〉 = Fn. Thus vwv−1 ∈ Coc⊕(H).
Conversely, let u ∈ Coc⊕(H). As we saw in the proof of Lemma 5.7, there exists some
(p, q) ∈ P and paths q u2 u1 p in St(H) such that u = u1u2. Write u = vwv−1
with w ∈ Cn. Since vwv−1 = u1u2, v must be a prefix of u1 or u−12 (or both). So, we get
v ∈ L r(Γ) for some r ∈ VΓ. It remains to prove that w ∈ Kr = Coc(v−1Hv) ∩Cn. But
H⊕ 〈vwv−1〉 = Fn yields v−1Hv⊕ 〈w〉 = Fn and so (11) holds.
Since the class of context-free languages is closed under finite union and intersection
with rational languages (see, for example [5, Section 10.5]), it suffices to show that
{vwv−1 : v ∈ L r(Γ),w ∈ Kr} is context-free for every r ∈ VΓ.
Let G = (V ,P,S) be the context-free (A± ∪ {$})-grammar defined by V = {S} and P =
{S}× ({$} ∪ {aSa−1 : a ∈ A±}). Then L(G) = {v$v−1 : v ∈ (A±)∗} is context-free. Since
L r(Γ)$L r(Γ)−1 is rational, it follows that L(G)∩L r(Γ)$L r(Γ)−1 is context-free as well.
Define a homomorphism ϕ from (A± ∪ {$})∗ into the monoid of rational A±-languages
(under product) defined by aϕ = a (a ∈ A±) and $ϕ = Kr. This is an example of a
rational substitution. Since{
vwv−1 : v ∈ L r(Γ),w ∈ Kr
}
= (L(G)∩L r(Γ)$L r(Γ)−1)ϕ
and the class of context-free languages is closed under rational (in fact, context-free)
substitution (see [19, Theorem 4.1.1]), we obtain the desired result.
7.2 The cocyclic case and a question
A subgroup is said to be cocyclic (of a given type) if it admits a cyclic complement of that
type. Obviously, an ⊕-cocyclic subgroup is necessarily ∨-cocyclic, but the converse fails
for finite index proper subgroups in view of Theorem 7.1.
Theorem 7.7. LetH be a finitely generated subgroup of infinite index of Fn. ThenH is ⊕-cocyclic
if and only if it is ∨-cocyclic.
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Proof. We prove the nontrivial converse implication. Let Γ = St(H) and let V = VΓ.
Assume that H∨〈u〉 = Fn. In view of Remark 4.3, we may assume that every vertex of Γ
has degree > 1. We may also assume that Γ 6= Bn−1, a trivial case.
Suppose that u is not cyclically reduced. Write u = vwv−1 as a reduced product with
w cyclically reduced. If v /∈ L V(Γ) then Γ remains a subautomaton of Γ + u = Bn after
folding, a contradiction. Thus, there exists a walk
v r in Γ. By replacing H by its
conjugate Hv it follows that Hv ∨〈w〉 = Fn. Therefore, in view of Remark 4.3, we may
assume that u is cyclically reduced.
We may assume that H∩ 〈u〉 6= {1}. Hence uk ∈ H for some k > 1 which we can assume
minimum, and therefore there exists a walk in Γ of the form
= q0
u q1
u
. . .
u qk =
Case 1: Suppose that Lqi−1V(Γ) 6= LqiV(Γ) for some i. Replacing u by u−1 if necessary,
we may assume that Lqi−1V(Γ) 6⊆ LqiV(Γ). Replacing the basepoint by qi−1 through
conjugacy if needed, we may assume that Lq0V(Γ) 6⊆ Lq1V(Γ). We claim that then there
exists some reduced v ′ ∈ Lq0V(Γ)rLq1V(Γ).
Indeed, if v ∈ Lq0V(Γ)rLq1V(Γ) is not itself reduced, we may write v = xaa−1y where
xa is reduced and a ∈ A±. Then, if xa /∈ Lq1V(Γ), we can take v ′ = xa. Otherwise,
we can replace v by xy ∈ Lq0V(Γ) \ Lq1V(Γ) (note that xa, xy ∈ Lq1V(Γ) would imply
v = xaa−1y ∈ Lq1V(Γ) since Γ is inverse). Iterating this procedure, we end up finding
some reduced v ′ ∈ Lq0V(Γ) \ Lq1V(Γ). Therefore we may assume that v is itself reduced.
Thus there exists a walk γ :
v q in Γ reading the (reduced) word v. We claim that
there exists some walk q w such that vw is reduced. Indeed, since every vertex
of Γ has outdegree > 1, we can extend γ as much as needed keeping its label reduced.
But since Γ is finite, we must reach a point when one of the new vertices has already
appeared before in the walk. Let p be the first such repeated vertex. Then we have paths
x p
y
p
where xy is reduced and has v as a prefix. Now xyx−1 ∈ Lq0V(Γ) \ Lq1V(Γ) and is
reduced by the minimality of p. Writing xyx−1 = vw, we get the desired w.
We would like to have vwu cyclically reduced, but that may fail. To overcome this
difficulty, we prove the claim below.
Claim 7.8. If a,b ∈ A± ∩L V(Γ) are distinct, then L(Γ)∩ Cn ∩ a(A±)∗b−1 6= ∅.
Once again, we may extend the arc a q to a walk x p with reduced label, and
assume that p is the first repeated vertex within the added arcs. Then we use the same
backtracking technique as before to get some y ∈ L(Γ) ∩ Rn ∩ a(A±)∗. If y ends in
b−1, we are done. Otherwise, we may extend the arc b q ′ to a walk x
′
p ′ with
reduced label, and assume that p ′ is the first repeated vertex within the added arcs.
Again, the previous backtracking technique provides some y ′ ∈ L(Γ)∩Rn ∩ b(A±)∗b−1.
But then yy ′ ∈ L(Γ)∩ Cn ∩ a(A±)∗b−1. Therefore Claim 7.8 holds.
Since every vertex of Γ has degree strictly greater than 1, it follows from Claim 7.8 that
there exist cyclically reduced words z1, z2 ∈ L(Γ) such that z1vwz2u ∈ L q1(Γ) ∩ Cn.
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However, we cannot ensure that z1vwz2u /∈ Lq1V(Γ). Therefore we consider zm!1 vwz2u ∈
L q1(Γ)∩ Cn, where m = #V. Suppose that zm!1 vwz2u ∈ Lq1V(Γ). In view of Lemma 6.4,
we get vwz2u ∈ Lq1V(Γ), contradicting v /∈ Lq1V(Γ). Thus we may replace v (respectively
w) by zm!1 v (respectively wz2) to assume that vwu is cyclically reduced.
Clearly, H∨〈vwu〉 = H∨〈u〉 = Fn. Since v /∈ Lq1V(Γ) and vwu is cyclically reduced, then
(vwu)2 /∈ L V(Γ). Hence H∩ 〈vwu〉 = {1} and so H is ⊕-cocyclic in case 1.
Case 2: Suppose now that case 1 does not hold, that is LqiV(Γ) = LqjV(Γ) for all
i, j ∈ [0,k]. We claim that this is incompatible with our assumptions. Since Bn = Γ + u =
Γ/ =q1 , then in view of Lemma 3.8, Rn ⊆ L(Γ/ =q1).
Let Γ ′ be the automaton obtained from Γ by adding the arcs 1 q1 and q1 1 (we
may admit arcs labelled by the empty word in automata with all the obvious adaptations).
It is straightforward that L(Γ/ =q1) = L(Γ
′). We show that L V(Γ ′) ⊆ L V(Γ) by induction
on the number t of arcs labelled by 1 appearing in a walk
v
in Γ ′. Then v ∈ L V(Γ)
holds trivially for t = 0. Assume that t > 0 and that the claim holds for t− 1. Let p 1 q
be the last such arc occurring in the walk. Then, we can split our walk into
x p 1 q
y
r
where p, q ∈ { ,q1} and are different. Then y ∈ LqV(Γ) = LpV(Γ) and so there exists a
walk p
y
r ′ in Γ. Gluing this walk to x p, we obtain a walk labelled by v which
has t− 1 occurrences of arcs labelled by 1. By the induction hypothesis, we obtain a walk
v
in Γ. Thus, L V(Γ ′) ⊆ L V(Γ).
From the previous discussion we have that:
Rn ⊆ L(Γ/ =q1) = L(Γ ′) ⊆ L V(Γ ′) ⊆ L V(Γ) ⊆ L V(Γ)
(where the last inclusion follows from Γ being inverse) contradicting the fact that Γ is
deficitary (since H has infinite index). Therefore case 2 is excluded and the theorem is
proved.
So, we have just seen that whenever the ⊕-corank is defined, crk∨H = 1 if and only
if crk⊕H = 1. This fact together with the coincidence in the possible ranges for both
coranks (see Lemmas 5.2 and 7.3) makes it natural to ask whether the same holds for any
possible value of the ⊕-corank.
Question 1. Do the ⊕-corank and the ∨-corank of a finitely generated subgroup H 6 Fn coincide
whenever they are both defined (i.e., when |Fn : H| =∞)?
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