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Abstract
This paper is devoted to the study of the Reissner-Nordstrøm-de Sitter black holes and their maximal
analytic extensions. We study some of their properties that lays the groundwork for obtaining (in separate
papers) decay results [17] and constructing conformal scattering theories for test fields on such spacetimes
[16]. Here, we find the necessary and sufficient conditions on the parameters of the Reissner-Nordstrøm-de
Sitter metric —namely, the mass , the charge, and the cosmological constant— to have three horizons.
Under this conditions, we prove that there is only one photon sphere and we locate it. We then give a
detailed construction of the maximal analytic extension of the Reissner-Nordstrøm-de Sitter manifold in
the case of three horizons.
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1 Introduction
The year 2015 marked the 100th anniversary of Albert Einstein’s presentation of the complete theory of
General Relativity to the Prussian Academy. A hundred years have passed and Einstein’s general theory of
relativity is still the most accurate description of gravity that we ever had. According to this theory, gravity
is the manifestation of the curvature of spacetime, which is a Lorentzian 4-manifold consisting of all the
events in “space” and “time”, where these two concepts merge into one. The field equations that govern the
laws of gravity relate the presence of energy and momentum to the curvature of a Lorentzian metric which
is a solution of the equations. The tensorial form of the equations is
Gab + Λgab =
8piG
c4
Tab .
The unknown in the equations is the Lorentzian metric gab which is a non-degenerate symmetric (0,2)-tensor
of signature (+,−,−,−)1. The Einstein tensor Gab is
Gab = Rab − 1
2
gabR ,
where Rab is the Ricci curvature tensor of the metric gab and R is the scalar curvature of the metric. These
curvature quantities are given by the Riemann curvature tensor Rabcd which itself is locally given in terms
of the Christoffel symbols of the metric:
Γcab =
1
2
gcd (∂agbd + ∂bgad − ∂dgab) ,
and
Rabcd = ∂cΓ
a
db − ∂dΓacb + ΓaceΓedb − ΓadeΓecb .
The scalar curvature is the trace of the Ricci curvature which in turn is given by the trace of the Riemann
curvature tensor:
Rab = R
c
acb and R = Raa .
Tab is the energy-momentum tensor2 determined by the matter, energy, and momentum, present in the
spacetime. The rest are constants: Λ is the cosmological constant, G is the gravitational constant of Newton,
and finally c is the speed of light in vacuum.
Black Holes
The curvature terms in Einstein’s field equations contain first and second order partial derivatives of the
metric and they are a highly nonlinear system of partial differential equations, which makes them very hard
to solve in general. However, several families of exact solutions are known. The trivial solution in the
vacuum case, i.e. when the energy-momentum tensor vanishes, with a zero cosmological constant is the
simplest Lorentzian metric on R4,
g = dt2 − dx2 − dy2 − dz2 ,
which is known as the Minkowski metric. Minkowski spacetime is flat, meaning that the Riemann curvature
tensor vanishes identically. The second best-known solution is the Schwarzschild metric. This solution of
the Einstein’s vacuum equations with zero cosmological constant, describes an empty spacetime outside a
non-rotating and uncharged spherical body of mass M and radius R = 2MGc−2 by a metric g defined on
M = Rt×]0,+∞[r×S2θ,ϕ, and whose spherical coordinate expression is
g =
(
1− R
r
)
dt2 −
(
1− R
r
)−1
dr2 − r2 (dθ2 + sin(θ)2dϕ2) .
1Or (−,+,+,+), the difference is a matter of taste in most situations. In this work, we shall carry on with the convention
in the text above.
2Also called stress-energy-momentum tensor or stress-energy tensor.
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Figure 1: Penrose-Carter conformal diagram of Kruskal-Szekeres spacetime, the maximal extension of a
Schwarzschild black hole (I and II).
The metric describes the spacetime region with r > R, called the exterior Schwarzschild solution. Neverthe-
less, one could (mathematically at least) assume that the space inside the region where the body is supposed
to be, is another empty region of spacetime given by the same metric expression but for 0 < r < R, which
is called the interior Schwarzschild solution. When viewed with these coordinates, the two solutions appear
as two completely separate solutions with no physical connection between them, separated by an apparent
singularity at r = R. However, viewed as a Lorentzian manifold, the singularity at r = R is a mere coordinate
singularity due to this particular choice of coordinates. In fact, the Kruskal-Szekeres coordinates extends
the original Schwarzschild spacetime and cover the entirety of r > 0. The Kruskal-Szekeres extension is the
maximal analytic extension of the Schwarzschild spacetime, and it describes a theoretical eternal black/white
hole. It shows that the hypersurface at r = R is not singular but rather a regular null hypersurface that acts
like a barrier which can be crossed only in one direction and is therefore an event horizon, hence the name
black/white hole. (Figure 1)
The singularity at r = 0 is different. This is a genuine physical or geometrical singularity since the scalar
curvature
R =
12R2
r6
clearly blows up, and since this is a scalar quantity, it means no coordinate transformation could resolve the
singularity at r = 0.
One form of energy that can induce gravity is light, i.e. electromagnetic radiation. A source-free Maxwell
field on spacetime is a 2-form F satisfying Maxwell’s equations:
dF = 0 ; d ? F = 0
where d is the exterior differentiation and ? is the Hodge star operator. The Maxwell system describes the
phenomena of electromagnetism. The presence of a Maxwell field curves spacetime around it. Its effect is
given by the electromagnetic energy-momentum tensor
Tab =
1
4
gabF
cdFcd − FacFbc .
The Einstein-Maxwell equations are Einstein’s field equations with Tab given by the electromagnetic
energy-momentum tensor of a Maxwell field. A known family of exact solutions to the Einstein-Maxwell
equations with no cosmological constant generalizes the Schwarzschild solution by describing the spacetime
outside a rotating charged black hole. This family of solutions is known as the Kerr-Newman black holes,
and each member of the family is uniquely described by three real parameters of the black hole: a mass
3
M , a charge Q, and an angular momentum a. The Schwarzschild solution corresponds to the case where a
and Q are both zero. If only a = 0, the solution is called Reissner-Nordstrøm black hole and it describes
a non-rotating but charged black hole. When Q = 0 but a 6= 0, the solution represents a rotating black
hole, also known as a Kerr black hole. When a cosmological constant is present, a solution of the Einstein-
Maxwell equations will have what can be called a de Sitter (Λ > 0) or an anti-de Sitter (Λ < 0) “aspect”.
The simplest solution to Einstein’s vacuum equations with a (negative) positive cosmological constant is the
(anti-) de Sitter spacetime. The de Sitter spacetime is the analogue in Minkowski spacetime, of a sphere in
ordinary Euclidean space. It is maximally symmetric, has constant positive scalar curvature, and is simply
connected. It can be visualized as hyperboloid in a 5-dimensional flat Lorentzian manifold. Spherically
symmetric asymptotically de Sitter spacetimes that are solutions to the Einstein-Maxwell equations have
metrics similar to the Schwarzschild metric. For example, in spherical coordinates, the metric of such a
spacetime is typically of the form:
g = f(r)dt2 − 1
f(r)
dr2 − r2 (dθ2 + sin(θ)2dϕ2) ,
with f possibly of the form
f(r) = 1− 2MG
c2r
+
Q2
r2
− Λr2. (I)
With all of M,Q, and Λ equal to zero, i.e. f(r) = 1, we get Minkowski spacetime. When all but Λ are
equal to zero, we get the (anti-) de Sitter spacetime. When all but M are zero, this is Schwarzschild’s black
hole. And when only Q is zero we have the Schwarzschild-de Sitter spacetime. Alternatively, if only Λ equals
zero, the spacetime is a Reissner-Nordstrøm black hole. Finally, if all three parameters are non zero, we get
the Reissner-Nordstrøm-de Sitter black hole, which in this work, is the spacetime we are interested in.
In the rest of the paper, the metric is presented in units where both G and c are 1. Furthermore, we
assume1 M,Λ > 0 and Q 6= 0, and there is no rotation (a = 0). So to fix notations, the Reissner-Nordstrøm-
de Sitter metric we are studying is given in spherical coordinates by
gM = f(r)dt2 − 1
f(r)
dr2 − r2dω2, (1)
where
f(r) = 1− 2M
r
+
Q2
r2
− Λr2 , (2)
and dω2 is the Euclidean metric on the 2-Sphere, S2, which in spherical coordinates is
dω2 = dθ2 + sin(θ)2dϕ2 ,
and gM is defined on M = Rt×]0,+∞[r×S2θ,ϕ . The Reissner-Nordstrøm-de Sitter solution (which we
sometimes abbreviate as “RNdS”), is one of the spherically symmetric solutions of the Einstein-Maxwell
field equations in the presence of a positive cosmological constant Λ. This solution models a non-rotating
spherically symmetric charged black hole with mass M and a charge Q, in a de Sitter background. The de
Sitter background means that there is a cosmological horizon beyond which lies a region that stretches to
infinity. While the Reissner-Nordstrøm nature entails that near the singularity, depending on the relation
between the mass and the charge, one has a succession of static2 and dynamic regions separated by the
apparently singular hypersurfaces. The metric in these coordinates appears to have singularities at r = 0
and at the zeros of f . Only the singularity at r = 0 is a real geometric singularity at which the curvature
blows up. The apparent singularities at the zeros of f are artificial and due to this particular choice of
coordinates. The regions of spacetime where f vanishes are essential features of the geometry of the black
hole, they are called event horizons or horizons for short, and f is called the horizon function. If f has three
1The positivity of the cosmological constant Λ is motivated by its experimental value. As far as we know, it has a very small
value ( 10−122 [2]) but yet positive.
2A spacetime, or part of it, is said to be static if the metric admits a timelike Killing vector field that is orthogonal to a
family of spacelike hypersurfaces. It is said to be dynamic if there is no timelike Killing vector field.
4
positive zeros and a negative one, then the zeros in the positive range corresponds in an increasing order
respectively to the Cauchy horizon or inner horizon, the horizon of the black hole or the outer horizon, and
the cosmological horizon. In our case, we work with three horizons corresponding to r equals to r1, r2, and
r3, the three positive zeros of f . In this case, the region corresponding to ]0, r1[ is a static region in the
interior of the black hole, and the one corresponding to ]r2, r3[ is another static region in the exterior. An
interior dynamic region separating the two static regions lies in ]r1, r2[, and the region given by r > r3 is a
dynamic region near infinity.
One can refer to classical books such as [9, 10, 19] for more on exact solutions and on Einstein’s general
theory of relativity. However, few works can be found on the RNdS spacetime. Some of the early works [5,
14, 15] shortly discuss the construction of maximally extended RNDS spacetimes. Works on global spacetime
solutions and on their constructions that include RNdS cases can also be found for example in [4, 11, 12].
Thus, the general aspects of the construction of the maximal analytic extension of RNdS spacetime is in
the literature, but up to our knowledge, it has never been explicitly carried out in details. In part of this
paper, we try to fill the “gap” by giving conditions on the free parameters of the RNDS metric and by
constructing the maximal analytic extension of this spacetime in the most complete case (three horizons) in
rather sufficient details, discussing the role of radial null geodesics in specifying the coordinates used and in
obtaining the different extensions. We also discuss some of the geometrical and causal properties of these
extensions (in the spirit of [10]).
On the other hand, some of the geometrical aspects of this spacetime are important for us in other works
[16, 17]. In these works, we are interested in the decay in time of Maxwell fields in the static region between
the horizon of the black hole and the cosmological horizon, i.e. the exterior static region, of the RNdS
black hole spacetime. The decay of test fields (such as the electromagnetic fields) plays an important role
in studying the stability of solutions of Einstein’s equation. The RNdS black holes can be considered as
spherically symmetric models of the more important Kerr family of black holes which are believed to best
represent real black holes that may be existing now in our universe. The exterior static region of the RNdS
spacetime contains a photon sphere, i.e. null geodesics orbiting the black hole at fixed r. It is known that
this phenomenon is an important part of black hole spacetimes geometry. Discussions of photon orbits and
there effects can be found in [6, 7, 8, 13] for example. The effect of photon sphere concerning decay of test
fields can be seen in [1, 3, 17] among others. A priori, the existence of a photon sphere is an obstacle for
the decay. Still, fields can decay, as shown in [17] or [3] and other works, but the photon sphere slows the
decay as there will be null geodesics that rotate around the black hole near the photon sphere for arbitrary
amount of time. We are also interested in constructing a conformal scattering theory on the exterior static
region [16]. For this, we need to have access to the boundary of the region corresponding to infinite t-values
in the static interior region. This boundary is part of the maximal analytic extension of the spacetime which
we construct in this paper.
This paper has two main sections:
Section 2: We start the section by presenting the necessary and sufficient conditions (5) on the parameters
M,Q, and Λ of the RNdS metric so that it has three horizons. We then verify our claim regarding these
conditions along with the fact that there is a photon sphere only at one value of r > 0 and it is located in
the exterior static region. This is Proposition 1, and up to our knowledge, this is not in the literature.
Section 3: This section is a detailed discussion and construction of the maximal analytic extension of the
RNdS manifold in the case of three horizons at 0 < r1 < r2 < r3. We start by exploring some properties of
the black hole in the RNdS coordinates (t, r, ω). We then discuss the Regge-Wheeler r∗ coordinate and use
it to obtain coordinate expressions of the radial null geodesics. Using the radial null geodesics we define the
Eddington-Finkelstein advanced and retarded coordinates and extensions, showing that the event horizons
are not singular but in fact are regular null hypersurfaces for the extended metric. The place where horizons
of the same r-value “meet” is asymptotic to all of the Eddington-Finkelstein charts, these are the bifurcation
spheres. To cover these spheres we need the Kruskal-Szekeres extensions. Each of these new extensions now
cover all the horizons at r = ri and the bifurcation sphere where they intersect. Finally, we use the Kruskal-
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Szekeres charts to cover the manifold of the maximal analytic extension. We discuss its causal structure,
and some properties of its timelike singularity at r = 0.
2 Photon Sphere
In this section we study the horizon function f given in (2) of the RNdS metric (1). We put,
R =
1√
6Λ
; ∆ = 1− 12Q2Λ ; m1 = R
√
1−
√
∆ ; m2 = R
√
1 +
√
∆ (3)
M1 = m1 − 2Λm31 ; M2 = m2 − 2Λm32 . (4)
and we consider the following conditions,
Q 6= 0 and 0 < Λ < 1
12Q2
and M1 < M < M2 . (5)
The main result of this section is:
Proposition 1 (Three Positive Zeros and One Photon Sphere). The function f has exactly three positive
distinct zeros if and only if (5) holds. In this case, there is exactly one photon sphere in the static exterior
region of the black hole defined by the portion between the largest two zeros of f .
The proof is divided into parts: First, we study the conditions onM,Q, and Λ for f to have three positive
zeros, and then we show that in that case there is only one photon sphere.
2.1 The Zeros of the Horizon Function
The zeros of the function f are the roots of the polynomial
r2f(r) = P (r) = −Λr4 + r2 − 2Mr +Q2 . (6)
Let us show that P has exactly three positive and one negative real roots if and only if (5) holds. We will
proof this in two lemmata.
Lemma 2. The polynomial P has three positive roots if and only if
P ′(R) > 0 and P (s1) < 0 and P (s2) > 0 , (7)
where 0 < s1 < s2 are the two positive roots of P ′.
Proof. The expressions of P ′ and P ′′ are
P ′(r) = −4Λr3 + 2r − 2M , P ′′(r) = −12Λr2 + 2 ,
and so P ′′(R) = 0 . Because R is the only positive root of P ′′(r) and P ′′(0) = 2, P ′ is increasing on [0, R]
and decreasing on [R,+∞[ with a local maximum at R. If P ′(R) is non positive, and since P ′(0) = −2M < 0,
then P ′ is everywhere non positive on [0,+∞[ . Thus, P is decreasing on [0,+∞[ , and has only one root
there as it decreases from P (0) = Q2 > 0 to −∞. Therefore, a necessary condition for P to have three
positive roots is that P ′(R) be positive. Clearly,
P ′(R) > 0 ⇔ M < 2
3
R . (8)
As P ′(0) < 0, and limr→±∞ P ′(r) = ∓∞, then having a positive local maximum at R implies that P ′ has
exactly two roots 0 < s1 < R < s2 on the positive axis, and one on the negative axis. Also P ′ changes sign
after passing through each of its roots s1 and s2, which means that P (s1) and P (s2) are respectively the
local minimum and the local maximum of P over the interval [0,+∞[ . We can conclude the following:
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• If P (s1) > 0, then P has one positive root x, with s2 < x.
• If P (s1) = 0, then P has two positive roots s1 and x, with s1 < s2 < x.
• If P (s1) < 0, then :
– If P (s2) < 0, then P has one positive root x, with x < s1.
– If P (s2) = 0, then P has two positive roots x and s2, with 0 < x < s1 < s2.
– If P (s2) > 0, then P has three positive roots r1, r2, and r3, with 0 < r1 < s1 < r2 < s2 < r3.
This concludes the proof.
Instead of finding s1 and s2 explicitly, we will, using the next lemma, transform the conditions in (7) to
those in (5) directly.
Lemma 3. If P ′(R) > 0, with s1 and s2 the positive roots of P ′, then
P (s1) < 0 if and only if P ′(m1) < 0 ; (9)
P (s2) > 0 if and only if P ′(m2) > 0 , (10)
where m1 and m2 are defined in (3).
Proof. We first note that
P (r) = −Λr4 + r2 − 2Mr +Q2
= rP ′(r) + T (r)
where T is the polynomial
T (r) = 3Λr4 − r2 +Q2 .
So, P (s1) = T (s1) and P (s2) = T (s2). Therefore if we study the sign of T we shall know the sign of
P (s1) and P (s2). Let T¯ (r2) = T (r), i.e.
T¯ (r) = 3Λr2 − r +Q2 ,
which has discriminant ∆ = 1− 12ΛQ2. We investigate the different cases.
• If ∆ < 0 then T¯ has no real roots and is always positive, and hence so is T . In particular, this means
that T (s1) and T (s2) are both positive, which is not the desired case.
• If ∆ = 0 then R is a double root for T¯ and it is non negative. It follows that T is also non negative,
and the conditions of (7) cannot be satisfied.
• Finally, if ∆ > 0 which is Λ < 112Q2 , then T¯ has two positive roots m
2
1 , m
2
2 and hence ±m1 , ±m2 are
the roots of T , and T is positive on [0,m1[, negative on ]m1,m2[, and positive on ]m2,+∞[ .
Thus, noting that s1 and m1 are strictly less than R, and s2 and m2 are strictly greater than R when
Λ < 112Q2 and assuming (8), we see that
P (s1) = T (s1) < 0 if and only if m1 < s1 (11)
P (s2) = T (s2) > 0 if and only if m2 < s2 . (12)
Now the key point which makes the right hand sides of (11) and (12) more useful is that P ′ is strictly
monotonic on each side of R, and that P ′(s1) = P ′(s2) = 0 . By applying P ′ to (11) and (12), one gets (9)
and (10).
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Let us summarize: Recalling M1 and M2 from (4) and noting that P ′(m1) = −4ΛR3(1 −
√
∆), we see
that P has three positive roots if and only if
1. Q 6= 0 and
2. 0 < Λ < 112Q2 and
3. P ′(R) > 0 i.e. M < 23R and
4. P ′(m1) < 0 i.e. M1 < M and
5. P ′(m2) > 0 i.e. M < M2 .
It remains to check the consistency of all of this and reduce it to (5). In fact, the only thing we need to
show is that
0 < M1 < M2 <
2
3
R
whenever 0 < Λ < 112Q2 i.e. 0 < ∆ < 1, and Q 6= 0. Consider the polynomial A(x) = x− 2Λx3. We have
lim
x→±∞A(x) = ∓∞
when Λ > 0, and the roots of A are zero and ±a where
a =
1√
2Λ
.
Also, A is positive on ]0, a[ with R its local positive maximum on x ≥ 0 and A(R) = 23R . Moreover,
0 < m1 < R < a ,
0 < m2 < R
√
2 < a ,
and since A(mi) = Mi, if follows that
0 < M1,M2 <
2
3
R .
Finally, to see that M1 < M2 we note that
M2 −M1 = (m2 −m1)(1− 2Λ(m22 +m1m2 +m21)) = (m2 −m1)
(
1− 2−
√
1−∆
3
)
> 0 .
2.2 Photon Sphere
Henceforth and unless otherwise specified, we will always assume that the conditions in (5) hold. We will
denote the three positive zeros of f by 0 < r1 < r2 < r3. The hypersurfaces {r = ri} for i = 1, 2, 3 are
respectively the inner horizon, the outer horizon, and the cosmological horizon.
Let us now precise what we mean by a photon sphere and continue the proof of Proposition 1, namely,
that there is only one photon sphere and it is situated in the exterior static region N = Rt×]r2, r3[×S2ω. We
recall the definition of the Christoffel symbols of the Levi-Civita connection determined by the RNdS metric:
Γkij =
1
2
gkl (∂igjl + ∂jgil − ∂lgij) .
In the coordinates (t, r, θ, ϕ) = (x0, x1, x2, x3), the non zero Christoffel symbols are:
Γ001 = −Γ111 =
f ′
2f
; Γ100 =
ff ′
2
; Γ122 = −rf ; Γ133 = −rf sin(θ)2
Γ212 = Γ
3
13 =
1
r
; Γ233 = − cos(θ) sin(θ) ; Γ323 = cot(θ) . (13)
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If we take a non zero purely rotational vector field along the angle ϕ it will be of the form
V = α ∂
∂t
+ β
∂
∂ϕ
,
and the condition for it to be null is g(V,V) = 0, which is
f(r) =
β2r2 sin(θ)2
α2
. (14)
Therefore, a photon sphere could only exist in the regions where f ≥ 0, but we work in the static region
outside the black hole, that is r3 > r > r2, thus f > 0. Also, condition (14) implies that
V = α
(
∂
∂t
±
√
f
r sin(θ)
∂
∂ϕ
)
, (15)
and so it is enough to examine the case where α = 1.
Given V in this form, i.e.
V =
(
1, 0, 0,±
√
f
r sin(θ)
)
,
we calculate
∇VV = Va
(
∂aVc + VbΓcab
)
∂c
= Γc00∂c +
(V3)2 Γc33∂c
= Γ100∂r +
(V3)2 (Γ133∂r + Γ233∂θ)
= f
(
f ′
2
− f
r
)
∂r − cot(θ)f
r2
∂θ .
Thus, and since we have f > 0 , we see that
∇VV = 0 ⇔ f
(
f ′
2
− f
r
)
= 0 and
cot(θ)f
r2
= 0
⇔ rf ′ − 2f = 0 and θ = pi
2
(16)
One then can see that if we assume from the beginning that θ = pi2 , the integral curves of V at the zeros
of rf ′(r) − 2f(r) are geodesics. Hence, by the spherical symmetry, we get a full “sphere” of null geodesics
outside the black hole, this is referred to as the photon sphere around the black hole.
As we can see
rf ′(r)− 2f(r) = 6M
r
− 4Q
2
r2
− 2 ,
thus by studying the polynomial
S(r) = −r2 + 3Mr − 2Q2
we can determine the zeros. The discriminant of S is
∆S = 9M
2 − 8Q2 = (3M − 2
√
2Q)(3M + 2
√
2Q)
which is positive if
M >
2
√
2|Q|
3
.
The two roots, if they exist, have the expressions
P1 =
3M −√∆S
2
and P2 =
3M +
√
∆S
2
. (17)
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(a)
(b) Rescaling the vertical axis.
Figure 2: Numerical example: Q = 1, M = 1.5, Λ = 0.01. The function f is the continuous curve, while the
coefficient of the radial acceleration f(2−1f ′− r−1f) is the doted curve. The photon sphere is at the vertical
line (r=4) r = P2.
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r = P2
t
u
u
Photon Sphere
Orbiting Geodesicu
(r = 0) Singularity
Figure 3: A null geodesic orbiting the black hole at the photon sphere {r = P2} which is a timelike hypersur-
face.
We can directly show that the last inequality holds when (5) is satisfied, however, by studying the sign
of rf ′ − 2f near the zeros of f , not only can one show that it has two zeros but also one can know their
positions relative to the horizons, which is the important thing. This is Proposition 1 and the argument is
in its proof which we will present now.
Continuation of the Proof of Proposition 1. We showed that f has three positive zeros r1, r2, and r3 if (5)
holds. Note that f and P , given in (6), are both smooth and have the same sign over ]0,+∞[, and we know
the sign of P everywhere. In a small interval around r1, f is decreasing since it is positive to the left of r1
and negative to its right, thus f ′ < 0 over this interval. Shrinking the interval if necessary, it follows that in
the acceleration of the vector field V (see (16))
∇VV = f
(
f ′
2
− f
r
)
∂r
the factor f(2−1f ′−r−1f) is negative to the left of r1 and positive to its right. Using exactly the same logic,
the last statement holds true for r2 and r3 also. (Figure 2)
Since the acceleration vector field is continuous, it must vanish in order to change sign. And since its zeros
are {r1, r2, r3, P1, P2} (see (17)), then by the above argument the zeros are necessarily ordered as follows:
r1 < P1 < r2 < P2 < r3, which is what we wanted to prove.
Note that {r = P1} is not a photon sphere since f is negative on ]r1, r2[ and so the rotational vector V is
necessarily spacelike. This means that there are no orbits inside the black hole horizon, which is consistent
with the fact that this region is dynamic. We also note that in spite the covering of the photon sphere by
null geodesics it is not a null hypersurface, as a matter of fact, the spacelike vector ∂r is a normal to the
photon sphere hypersurface, and therefore it is timelike hypersurface. (Figure 3)
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3 Maximal Analytic Extension
In the RNdS coordinates (t, r, ω) ∈M = Rt×]0,+∞[r×S2ω the metric
g = f(r)dt2 − 1
f(r)
dr2 − r2dω2, (18)
appears to be singular at r = ri where the factor f−1(r) blows up. So, the metric g in these coordinates is
actually defined on M with these hypersurfaces removed. The removal of these hypersurfaces disconnects
the spacetime and divides it into four open regions Ui, i from 1 to 4. Usually, a spacetime is defined to
be a connected smooth Lorentzian 4-manifold, so, we consider each of these open regions separately, and
we write gi for g|Ui when necessary. To understand the meaning of these coordinate singularities, we shall
extend each of these regions by analytic extensions covering the horizons. We say that a connected analytic
Lorentzian 4-manifold1 (U˜, g˜) is an analytic extension of (Ui, gi) if the latter is isometrically embedded in
the first and its image is a proper subset. Since we only consider analytic extensions, we shall refer to them
simply as extensions, and an inextendible spacetime will be a spacetime which has no extensions.
Intuitively, the places to extend are near the the removed hypersurfaces, and just as in other spacetimes,
like Schwarzschild, there is a known way of doing it by simple changes of coordinates on each region which
when extended to their maximal natural domains of definition produce extensions of the whole spacetime
M including the hypersurfaces {r = ri}. These are the Eddington-Finkelstein coordinates and extensions,
and they are covered with single coordinate charts2. However, as shall be seen, each of these extensions
separately is not maximal, that is, has an extension itself. From the possible time orientations on M , we
shall see that the different Eddington-Finkelstein extensions are in some sense complementary, and can be
done all at the same time to give a bigger extension. This extension consists of an infinite number of different
overlapping Eddington-Finkelstein coordinate charts, yet, there will be in the maximal extension isolated
spheres of radii ris, called the bifurcation spheres or crossing spheres, which are not covered by any of the
Eddington-Finkelstein coordinate charts. To cover these, we need to introduce new coordinate charts onM
and extend them, they are called the Kruskal-Szekeres coordinates. It turns out that the maximal extension
can be completely covered using three families of Kruskal-Szekeres coordinate domains.
Moreover, the maximal analytic extension of RNdS satisfies a rather stronger inextendiblity property.
Besides being inextendible in the sense we described above, it is also locally inextendible: It has no open non-
empty subset whose closure is non-compact and can be embedded in an analytic manifold with a relatively
compact image. With this taken into account, there is a unique maximal connected analytic extension of
RNdS which is locally inextendible, as long as we do not make identifications that change the topology.
The two dimensional diagrams presented in this section are two dimensional cross-sections of the space-
time at fixed generic angular direction ω0 = (θ0, ϕ0), or equivalently, they are quotients of the spacetime by
the action of the rotation group.
3.1 Reissner-Nordstrøm-de Sitter Coordinates
We start by reviewing some properties of the RNdS coordinates (t, r, ω). Consider the following open subsets
ofM, which we also refer to by I, II, III, and IV, respectively:
U1 = Rt×]0, r1[r×S2θ,ϕ ;
U2 = Rt×]r1, r2[r×S2θ,ϕ ;
U3 = Rt×]r2, r3[r×S2θ,ϕ ;
U4 = Rt×]r3,+∞[r×S2θ,ϕ ,
and let Ii be the corresponding interval of r such that
Ui = Rt × Ii × S2θ,ϕ . (19)
1An analytic n-manifold is a topological space with an atlas whose charts are analytically related, i.e. the transition maps
between the charts are analytic functions of Rn. Also, if it is Lorentzian, we require the metric defined on it to be analytic.
2Except for the fact that S2 needs multiple charts to fully cover it.
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Figure 4: The open sets Ui’s of M, also referred to as regions I, II, III, and IV. The radial null geodesics
shown are integral curves of the null vector fields Y ∓ = f−1∂t ± ∂r, with the light cones shown where they
meet, and the arrows on the geodesics show the increasing direction of their affine parameters.
We orientM by requiring (∂t, ∂r, ∂θ, ∂ϕ) to be a positively oriented frame. On the other hand, becauseM
is not connected as a Lorentzian manifold when we remove the hypersurfaces at r = ri, there is no canonical
way of defining a continuous time-orientation on it a priori. For example, while ∂t is timelike in I and III, it
is spacelike in II and IV where ∂r is timelike. In other words, M admits more than two time-orientations.
In effect, each connected component has exactly two time-orientations, ±∂t for I and III, and ±∂r for II
and IV. This amounts to a total of sixteen different configurations for time-orientingM. We shall see that
each configuration is isometrically embedded, via a time-orientation preserving embedding1, in a connected
part of the maximal extension. When we want to distinguish between different time-orientations, we shall
designate (U1,+∂t) by I, and (U1,−∂t) by I′, and the same for U3. The time-orientation on the other regions
is indicated similarly, with II and IV for +∂r, and II′ and IV′ for −∂r.
We note thatM admits no global timelike Killing vector field. Only regions U1 and U2 admit a timelike
Killing vector field, and hence are stationary, and in fact, since this vector field is ∂t which is orthogonal to
the foliation by the spacelike hypersurfaces {t = cst}, regions I and III are static. Regions II and IV are
dynamic (not stationary) which implies, in particular, that in these regions no observer or light can “hover”
or orbit at a fixed distance from the singularity at r = 0.
Since (M, g) is a spherically symmetric spacetime, radial null geodesics are particularly important. First,
consider a radial null geodesic γ ofM, that is, satisfying the geodesic equations
x¨k + x˙ix˙jΓkij = 0 ,
which reduce to
t¨ = −t˙r˙ f
′
2f
,
r¨ = 0 ,
and γ(s) = (t(s), r(s), ω0) for some fixed ω0, with γ˙(s) = t˙(s)∂t|γ(s) + r˙(s)∂r|γ(s) a null vector, i.e.
t˙2 =
r˙2
f2
.
Then, r = c1s + c2 for some constants c1 and c2, so r is an affine parameter, and we have t˙ = ±c1f−1.
Therefore, γ is an integral curve of a vector field of the form c(f−1∂t ± ∂r) for some non zero constant c,
1We say that an isometric embedding preserves time-orientation if it maps future (past) oriented causal vectors to future
(past) oriented ones.
13
and hence it is sufficient to study the integral curves of the vector fields1 Y ∓ = f−1∂t ± ∂r that generates
the others (figure 4).
Two particular features of the spacetime can be seen from the radial null geodesics and the directions of
the light cones in regions I and IV. The singularity at r = 0 has a timelike nature and is more of a “place”
in space, which can therefore be avoided. The end-points of the null geodesics at r =∞, denoted by I , can
be understood as a smooth spacelike boundary by means of a conformal rescaling2. The timelike singularity
is of course due to the charge of the black hole or the Reissner-Nordstrøm aspect of the spacetime, and at
the other end, the spacelike null infinity is nothing but a manifestation of the cosmological constant, i.e. the
de Sitter background of the spacetime.
3.2 Regge-Wheeler Charts
If γ− is an integral curve of Y − = f−1∂t + ∂r, then r is an affine parameter of γ−, and
d(t ◦ γ−)
dr
(r) =
1
f(r)
.
Thus, t(γ−(r)) is, up to an integration constant, nothing but the Regge-Wheeler coordinate function r∗(r)
which we will presently define, and γ−(r) = (r∗(r) + C, r, ω0) for some constant C. Similarly, an integral
curve of Y + = f−1∂t − ∂r is of the form γ+(s) = (C − r∗(−s),−s, ω0) defined for s < 0. If we choose ∂t to
be future-oriented on U3, the null vector fields Y ∓ will be future-oriented on U3. Thus, γ+ is by definition
an incoming null geodesic since it is future-directed and r is a decreasing function of its affine parameter s,
while γ− is an outgoing null geodesic for similar reasons.
The Regge-Wheeler radial coordinate function (also known as the tortoise coordinate), is defined by
dr
dr∗
= f(r) and r∗ = 0 when r = P2 , (20)
where P2 is the localization of the photon sphere outside the black hole given by (17)3. To get the explicit
expression of r∗ in terms of r, let the four zeros of f be ri with r0 < 0 < r1 < r2 < r3, and let us write f as
f(r) = − Λ
r2
3∏
i=0
(r − ri) .
We integrate,
r∗(r) =
∫ r
P2
1
f(s)
ds =
∫ r
P2
−s
2
Λ
3∏
i=0
1
s− ri ds =
3∑
i=0
ai ln |r − ri|+ a , (21)
where
ai = −r
2
i
Λ
∏
j 6=i
1
(ri − rj) ; a = −
3∑
i=0
ai ln |P2 − ri| .
We note that a0, a2 > 0 and a1, a3 < 0, f ′(ri) = 1ai , and dr = fdr∗ on Ii defined in (19). Since f has a
constant sign on each interval Ii, each r∗i(r) := r∗|Ii (r) is a monotonic function on Ii, and in fact, analytic.
Thus, on each Ui, we define the Regge-Wheeler coordinates (t, r∗i, ω) ∈ U∗i = R×I∗i ×S2, where I∗i = r∗(Ii).
The metric in these coordinates is
g = f(r)(dt2 − dr∗2i )− r2dω2 ,
1The choice of the sign in the names of the vector fields Y − = f−1∂t + ∂r and Y + = f−1∂t − ∂r may seem strange or
unpleasant at first, but we feel it is more natural this way since an integral curve of Y − is a curve of constant u− where
u− = t − r∗ is the retarded time coordinate of the Eddington-Finkelstein Extension, and that of Y + is given by a constant
u+ = t+ r∗. See section 3.3
2I is perhaps better described as an “instant of time” in the infinite future or past of an observer in region IV.
3This choice of the origin for r∗ is convenient when we deal with decay in [17].
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Figure 5: Oriented Regge-wheeler charts defined on Ui. The null geodesics are integral curves of Y ∓ =
f−1(∂t ± ∂r∗) (lines at ±45° ). The hypersurfaces r = ri (indicated in parenthesis) are off the chart since
they are limits of r∗.
where r = r(r∗i) is the inverse function of r∗i(r).
We shall usually drop the i in r∗i (and in other coordinates later) for clarity. The ordered basis
(∂t, ∂r∗ , ∂θ, ∂ϕ) is positively oriented on U∗1 and U∗3, and negatively oriented on the other two domains.
To determine the intervals I∗i we calculate the limits of r∗(r) at the singularity r = 0, at the horizons r = ri,
and at infinity r = +∞.
First,
lim
r→0
r∗(r) = r∗(0) = b ∈ R,
and from the signs of the coefficients ais, we have the two sided limits:
lim
r→r1
r∗(r) = +∞,
lim
r→r2
r∗(r) = −∞, (22)
lim
r→r3
r∗(r) = +∞,
and,
lim
r→+∞ r∗(r) = a ,
since as r tends to +∞ we have
r∗(r)− a ∼
3∑
i=0
ai ln(r) = ln(r)
3∑
i=0
ai ,
but for any four distinct non zero numbers x1, x2, x3, x4 we have
4∑
j=1
x2j
∏
k 6=j
1
(xj − xk) = 0 ,
and so,
∑3
i=0 ai = 0. Therefore, I
∗
1 =]b,+∞[, I∗2 = I∗3 = R, and I∗4 =]−∞, a[.
In (t, r∗, ω)-coordinates, Y ∓ = f−1(∂t ± ∂r∗) and we readily see that the images of their integral curves
γ∓ are straight lines at 45°(figure 5). The intuitive meaning of a straight line in a spacetime diagram is the
worldline of a particle moving with a constant speed in the given coordinate reference frame, this is the case
here too. If we consider r∗ as the radial coordinate, then the coordinate speeds of γ∓ are indeed constants
and equal to 1, i.e.
(γ˙∓)1
(γ˙∓)0
= 1.
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Compared to their coordinate speeds in the (t, r, ω)-coordinates which is f , the effect of slowing down near
the hypersurfaces {r = ri} in the (t, r, ω)-coordinates is not apparent anymore in the (t, r∗, ω)-coordinates
but at the cost of pushing the hypersurfaces {r = ri} to infinite r∗-values. This is why r∗ is sometimes called
the “tortoise coordinate”. Finally, the boundary hypersurface r∗ = a is conformally spacelike, and so the
spacelike nature of I is more revealed in the Regge-Wheeler coordinates.
3.3 Eddington-Finkelstein Extensions
Let us temporarily fix a time-orientation onM. Let ∂t be future oriented on U1 and U3, so, Y ∓ = f−1∂t±∂r
are future-oriented there, and we choose the orientation given by ∂r on U2 and U4, then Y − is future-oriented
while Y + is past-oriented in regions U2 and U4. Since we defined incoming and outgoing geodesics to be
future-directed, γ− will be an outgoing radial null geodesic on M, while there are no incoming radial
null geodesics in the dynamic regions for this particular time-orientation. In the (t, r, ω)-coordinates, the
coordinate expression of γ− has discontinuities at r = ri since its t-coordinate blows up because r∗ does,
but this could be a mere bad choice of coordinate. To check this, we use the coordinates given by the flows
of Y −, i.e. using the geodesics γ− themselves as coordinate lines: For each point p = (tp, rp, w0) of the
spacetime in the plane {ω = ω0}, there is a unique Cp ∈ R such that γ−p (r) = (r∗(r) + Cp, r, ω0) passes
through p, and p can be given the new coordinates (Cp, rp, ω0), with tp = r∗(rp) +Cp. We thus define a new
coordinate u− := t− r∗, this is Eddington-Finkelstein retarded null coordinate1. The Eddington-Finkelstein
retarded coordinate chart on U3 is
(u−i, r, ω) ∈ Ru− × Iir × S2ω ,
with u−i = t− r∗i. In this chart the metric is:
g = f(r)du−2i + 2du−idr − r2dω2 , (23)
This expression of the metric is analytic for all values (u−, r, ω) ∈ R×]0,+∞[×S2, including r = ri. The
Lorentzian manifold M− = Ru−×]0,+∞[r×S2ω with the metric (23) is called the retarded Eddington-
Finkelstein extension of the RNdS manifold. Taking the orientation of M, (∂u− , ∂r, ∂θ, ∂ϕ) is positively
oriented onM−, and when ∂r is chosen to be future-oriented2, we denoteM− byM−F and call it the future
retarded extension (figure 6).
On M−F , Y − is a smooth null vector field and it is equal to ∂r (in the retarded coordinates). Its
1A null, time, or space coordinate is one whose level surfaces are null, spacelike, or timelike hypersurfaces respectively
2This is not the coordinate vector field ∂r of the chart (t, r, ω). If we denote the Eddington-Finkelstein retarded coordinates
by (u−, r−(= r), ω) then ∂r− = f−1∂t + ∂r = Y −.
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′(ri)u−∂u− at r = ri are null geodesics that generate the horizon {r = ri}.
integral curves γ− are outgoing radial null geodesics1, and they are just straight lines of constant u− and
ω: γ−(r) = (C, r, ω0). These geodesics are maximal and go through the hypersurfaces {r = ri} without
any peculiar behaviour showing that the picture given by the RNdS coordinates is not complete and no real
geometric singularities are present at r = ri, and the only real singularity is at r = 0 where the curvature
becomes infinite. Since all future-directed causal curves in regions II and IV are outgoing, the hypersurfaces
at r = ri, the zeros of f , act like one way barriers which can be crossed only from the inside (r < ri), and all
events happening beyond them (r > ri) are (for observes on the other side where r < ri) hidden behind the
horizons (r = ri). Therefore, these hypersurfaces at r = ri are called event horizons, and hence f is called
thehorizon function [9].
For an observer in III, light coming from the singularity and passing through the first two event horizons
of the black hole is travelling forward in time and hence is from the past. Therefore the observer will consider
the singularity to be in the past as well as the past inner horizon H −1 = Ru− × {r = r1} × S2ω, and the
past outer horizon H −2 = Ru− × {r = r2} × S2ω, which are now regular null hypersurfaces. Similarly, the
observer can only send but never receive any signal from the last horizon and I . In this extension, we
denote I by I + since it lies in the future of the observer, and so does the future cosmological horizon
H +3 = Ru− × {r = r3} × S2ω which is a regular null hypersurface for the metric (23). The null horizons are
generated by null geodesics each lying in a fixed angular plane (figure 7). This means that at the horizon
some “photons hover” in place at r = ri and ω = ω0.
Although the outgoing geodesics γ− are inextendible in the extension M−F , the incoming radial null
geodesics (in the static regions I and III) γ+(s) = (C − 2r∗(−s),−s + c, ω0) are not. For this reason, M−F
is also called the outgoing Eddington-Finkelstein extension. Nonetheless, if we reverse the time-orientation,
outgoing and incoming will be reversed, and the integral curves of −Y − will be the incoming geodesics
crossing the horizons. We refer to M− with this time-orientation as M−P the past retarded extension.
Of course, this is not the only extension in which the incoming geodesics are inextendible, had we chosen
the opposite time-orientation on U2 and U4 so that M is time-oriented by ∂t and −∂r of the (t, r, ω)-
chart, the same procedure with Y + and Y − exchanging places would have lead instead to the advanced
Eddington-Finkelstein null coordinate u+ = t + r∗ and to a new extensionM+ covered by the single chart
(u+, r, ω) ∈ Ru+×]0,+∞[r×S2ω =M+ and endowed with the analytic metric
g = f(r)du+
2 − 2du+dr − r2dω2 , (24)
where (∂u+ , ∂r, ∂θ, ∂ϕ) is positively oriented and−∂r is future-oriented. This is the future advanced Eddington-
1Other outgoing geodesics are −γ+ the integral curves of −Y + in the dynamic regions U2 and U4 where there are only
outgoing geodesics.
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Figure 8: M+F and the integral curves of Y ∓.
Finkelstein extensionM+F (figure 8). Similarly, with ∂r future-oriented we get thepast advanced Eddington-
Finkelstein extensionM+P . The picture given byM+F and the one given byM−P are alike but not quiet the
same. In both, the singularity and the horizons at r = r1 and r = r2 are in the future of region III, while
the horizon at r = r3 is in the past of the region where also past null infinity I − is. InM+F , we have the
future inner horizon H +1 = Ru+ ×{r = r1}×S2ω, the future outer horizon H +2 = Ru+ ×{r = r2}×S2ω, and
the past cosmological horizon H −3 = Ru+ × {r = r3} × S2ω. For the past extensions, M±P , we shall denote
the horizon by a minus sign when we want to be specific: −H ±i .
With these four extensions in hand we can see what the different regions ofM represent. Although, as
seen from the geodesics γ±, none of the extensions is locally inextendible and of course non is geodesically
complete1, yet, when combined they give us an almost full picture: For almost any radial null geodesic in
M there is an Eddington-Finkelstein extension for which the given geodesic is future-directed and maximal
i.e. extending from the singularity to I . We say almost because the null generators of the horizons are not
maximal in any Eddington-Finkelstein extension, even when combined.
From the convention of labelling the regions with primed and unprimed roman numbers to indicate time-
orientation, we can easily follow the parts of different Eddington-Finkelstein extensions which are isometric
in an orientation preserving manner: Different parts that carry the same label describe exactly the same
geometry, the same orientation, and the same time-orientation, so, the difference is merely a change of
coordinates. Each labelled region will be covered by exactly two of these extensions, however, this is not the
case for the horizons. For example, M±F both agree on III, but in M−F the null geodesic γ− intersects the
past outer horizon H −2 and the future cosmological horizon H
+
3 , i.e. the hypersurfaces r = r2 and r = r3,
whereas inM+F , γ− never touches the hypersurfaces r = r2 and r = r3, the future outer horizonH +2 and the
past cosmological horizon H −3 . In fact, H
+
2 and H
−
3 are asymptotic toM−F where u− = ±∞. Thus, the
horizons can not be identified with each other, this is why we distinguish between future and past horizons.
3.4 Kruskal-Szekeres Extensions
With the Eddington-Finkelstein extensions we almost have the full picture since even if we extend using the
four extensions at the same time, we still do not get a locally inextendible manifold. To see why it is the
case, let us examine what do we mean by doing all Eddington-Finkelstein extensions at the same time.
Each of the previous extensions is done basically by a change of coordinates on a region Ui, then noticing
that the metric in the new coordinates is analytic on a domain bigger than the original domain of the new
chart, and then M is isometrically embedded in this bigger domain. We follow a similar strategy here,
1In fact, even with the four combined we still do not have a geodesically complete spacetime because of the singularity at
r = 0 beyond which the metric cannot be smoothly or even continuously extended. So we do not expect the maximal extension
to be geodesically complete.
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Figure 9: Oriented double null coordinates on Uˆi. In (1), we have time-orientation given by ∂t and ∂r, while
in (2) by −∂t and −∂r. Incoming and outgoing radial null geodesics are integral curves of Y ∓ = 2f−1∂u±
and of −Y ∓ (shown in gray). The horizons ±H ±i (dotted lines) are asymptotic to the charts.
however we are not going to able cover the new extension, or evenM for this matter, by a single coordinate
chart, we need three, which is related to having three horizons.
We start by defining on Ui the double null coordinates u−i = t − r∗i and u+i = t + r∗i. We have
(u−i, u+i, ω) ∈ Uˆi with:
Uˆ1 = {(u−1, u+1) ∈ R2 ; u+1 − u−1 > 2b} × S2ω ;
Uˆ2 = Ru−2 × Ru+2 × S2ω ;
Uˆ3 = Ru−3 × Ru+3 × S2ω ;
Uˆ4 = {(u−4, u+4) ∈ R2 ; u+4 − u−4 < 2a} × S2ω .
The frame (∂u−i , ∂u+i , ∂θ, ∂ϕ) is positively oriented on Uˆ1 and Uˆ3, and negatively oriented on Uˆ2 and Uˆ4.
The metric in these coordinates is,
g = f(r)du−idu+i − r2dω2 , (25)
where r is implicitly given by u+i − u−i = 2r∗i(r).
To put these charts in the context of the Eddington-Finkelstein extensions, we need to choose orientations
on the Uˆis. We can then use the radial null geodesics and the extensions M±F and M±P to determine the
asymptotics of the oriented double null coordinates charts. This is figure 9. The next step is to “glue” the
charts along their common (asymptotic) horizons, and since we want to understand these charts as oriented
coordinate systems on Eddington-Finkelstein extensions, there is only one way of putting them together,
which is shown in figure 10.
It is clear that we have left out where the four null hypersurfaces ±H ±i (for the same i) meet, this is a
sphere Si called the bifurcation sphere since the hypersurface r = ri bifurcates into four horizons. To see that
the missing spheres are regular and the metric can be analytically extended on them, we need to define new
coordinates on Uˆi for which we can identify (glue) the corresponding horizons as regular hypersurfaces and
not just asymptotically. On the one hand, to bring the horizons back to finite coordinate values, one choice is
exponential functions of the null coordinates u− and u+ with the correct weights, this is the Kruskal-Szekeres
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Eddington-Finkelstein extensions, with the pattern repeating infinitely. See figure 9 for the legend.
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choice of coordinates. On the other hand, the metric gΩ0 , defined on the two dimensional space {ω = ω0}
and locally given by f(r)du−idu+i, is locally conformally flat as we can see form the double null coordinates
expression. The only coordinate transformation that leaves it in such a form, is if one of the new coordinates
is function of u− only, and the other is function of u+ only. The simplest of such transformations would be
U+i = β+e
α+u+i and U−i = β−e
α−u−i ,
with non zero constant weights α± and β± (indexed by i but we drop it for now). We have,
dU+i = α+U+idu+i ; dU−i = α−U−idu−i ,
so
dU+idU−i = α+α−U+iU−idu+idu−i .
Thus, the metric would be
g =
f(r)
α+α−U+iU−i
dU+idU−i − r2dω2 ,
and we need to express r in terms of U+i and U−i. In fact,
U+iU−i = β+β−e
(α+−α−)r∗ie(α++α−)t, (26)
and in order to define r as a function of (U−i, U+i) using this relation, we must eliminate the t variable from
the relation, so, we take α+ = −α− =: αi. This simplifies the above expression,
U+iU−i = β+β−e
2αir∗i = β+β−Ai
3∏
j=0
|r − rj |2αiaj =: hi(r), (27)
where Ai = e2αia. hi is a bijective function of r defined on Ii, since r∗i is bijective. Thus, r(U−i, U+i) =
h−1i (U+iU−i) is a one-to-one function from hi(Ii) onto Ii, and actually analytic since,
dhi
dr
(r) = β+β−
2αi
f(r)
e2αir∗i(r) 6= 0.
It follows that
g =
f(r)
−α2iU+iU−i
dU+idU−i − r2dω2 , (28)
is also analytic on the domain
U′i = {(U−i, U+i) ∈ R2;β+U+i > 0;β−U−i > 0;U+iU−i ∈ hi(Ii)} × S2ω .
If we want (∂U−i , ∂U+i , ∂θ, ∂ϕ) to be positively oriented everywhere, then we are bound to β+β− < 0 on U1
and U3, and β+β− > 0 on U2 and U4. This means that h1 , h3 are negative and h2 , h4 are positive. There is
no serious restriction in assuming that |β±| = 1, since it is their sign which is interesting to us. Accordingly,
we have
hi(r) = (−1)ie2αir∗i = (−1)iAi
3∏
j=0
|r − rj |2αiaj .
As before, we have defined a new coordinate system, we now try to extend its domain of definition,
keeping in mind that we wish to assign finite double null coordinates for the horizons. We see from the
expression of hi that for a good choice of αi, hi (and hence the domain of the chart) can be extended
analytically to an interval containing a horizon at r = rj where rj is a boundary point of Ii different than
zero. Thus, the choice of αi is self suggesting as 1/aj for some j. However, if we use 1/aj , we shall run into
trouble when extending the metric since U+iU−i = hi(r) will be zero at r = rj and hi will contain one more
power of (r − rj) than f , so the metric will blow up. We thus take αi = 12aj .
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Therefore, for i = 1, 2, 3, let αi = αi+1 = 12ai , then Ai = Ai+1 and the function
Hi(r) = (−1)iAi(ri − r)
3∏
j 6=i,j=0
|r − rj |
aj
ai =
 hi(r) r ∈ Ii0 r = ri
hi+1(r) r ∈ Ii+1
,
is continuous on Ii ∪ {ri} ∪ Ii+1. Moreover, since f has the opposite sign of ai over Ii, and the same sign
over Ii+1, Hi is monotonic on its domain:
dHi
dr
|Ii =
(−1)i
aif
e
1
ai
r∗i(r)
dHi
dr
(ri) = (−1)i+1Ai
3∏
j 6=i,j=0
|ri − rj |
aj
ai
dHi
dr
|Ii+1 =
(−1)i+1
aif
e
1
ai
r∗i+1(r) ,
so, H1 and H3 are increasing, while H2 is decreasing. Thus, Hi is an analytic bijection from Ii ∪ {ri} ∪ Ii+1
onto its image, and its inverse is also analytic. To find the domain of the inverse function we take the limits.
From the limits of r∗ in (22) we have:
−∞ < lim
r→0
H1(r) = H1(0) = −e
b
a1 := B < 0 ,
we also have
lim
r→r2
H1(r) = +∞ .
Thus, H1 :]0, r2[−→]B,+∞[ . Similarly,
lim
r→r1
H2(r) = +∞ ,
lim
r→r3
H2(r) = −∞ ,
so, H2 :]r1, r3[−→]−∞,+∞[. Also,
lim
r→r2
H3(r) = −∞ ,
lim
r→+∞H3(r) = e
a
a3 =: A > 0 ,
and H3 :]r2,∞[−→]−∞, A[. Using the His and the formal expression (28), we can define three Lorentzian
manifolds (Ki, gKi) for i = 1, 2, 3, called the Kruskal-Szekeres extensions, as follows:
Ki = {(U∗−i, U∗+i) ∈ R2;U∗+iU∗−i ∈ Hi(Ii ∪ {ri} ∪ Ii+1)} × S2ω ,
and
gKi =
−4a2i f(r)
Hi(r)
dU∗+idU
∗
−i − r2dω2 , (29)
where r(U∗−i, U
∗
+i
) = H−1i (U
∗
+i
U∗−i). Note that gKi is indeed analytic since the factor (r − ri) in Hi(r) in
the denominator is cancelled out by the same factor coming from f(r), and thus the metric is regular on
r = ri = {U∗+iU∗−i = 0}, in particular, it is regular on the bifurcation sphere (U∗−i, U∗+i) = (0, 0).
To see these manifolds as local extensions of the Eddington-Finkelstein manifolds and ofM, let us embed
the Uis in them via the transformation
U∗+i = β+je
1
2ai
u+j and U∗−i = β−je
− 12ai u−i ,
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Figure 11: The Kruskal-Szekeres extensions Kis with the radial null geodesics γ±.
for j = i , i + 1, where u±i = t ± r∗i. If we want the transformation to be orientation preserving with Ui
oriented by (∂t, ∂r, ∂θ, ∂ϕ) which is positively oriented, then as we mentioned above, we must have β+iβ−i
positive for i = 2, 4 and negative for i = 1, 3. Then, form the definition of r(U∗−i, U
∗
+i
) and Hi(r), we see
that two “diagonally opposite quadrants” of Ki are each isometric to Ui, and the other two “quadrants” to
Ui+1, and the horizons at r = ri corresponds to the “axis” of Ki, of course each of these parts of Ki is a
product with S2. We note also that since Hi(r) and f(r) have opposite signs, ∂U∗−i + ∂U∗+i is timelike on Ki.
The choice of this vector being future or past oriented is equivalent to fixing the sign of each β±j . These
choices can be decided alternatively and equivalently by following the geodesics of Y ± guided by figure 10,
where Y ± are now given in the Kruskal-Szekeres coordinates by
Y ± =
1
aif(r)
U∗∓i∂U∗∓i .
We note that since
Y − =
1
aif(r)
U∗+i∂U∗+i =
Hi(r)
aif(r)U∗−i
∂U∗+i
,
Y − is actually defined and smooth on Ki\{U∗+i = 0}. Similarly for Y +. The geodesics along the horizons are
given by Y ∓Hi = ± 12ai ∂U∗±i on U
∗
∓i = 0. Figure 11 summarizes all of this when ∂U∗−i +∂U∗+i is future-oriented.
We remark that using this coordinates change we can recover t as a function of (U∗−i, U
∗
+i
) through
U∗+i
U∗−i
= β+jβ−je
t
2ai . (30)
3.5 The Maximal Extension
The Kruskal-Szekeres extensions can be used as an atlas for the maximal extension. The maximal analytic
extension of M is a Lorentzian manifold M∗ covered by an atlas A∗ consisting of coordinate charts given
by the Kis, and is endowed with the metric g∗ given locally as gKi (or simply g). The manifold M∗ is
in essence the collection of overlapping Kruskal-Szekeres extensions where the corresponding regions are
identified. Equipped with the usual topology, let
M∗ =
R2 \
 ⋃
k,l∈Z
Sk,l
× S2 ,
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where Sk,l is the square block
Sk,l =
{
(x, y) ∈ R2; pi
2
≤ x
√
2− 2kpi ≤ 3pi
2
; −pi
2
≤ y
√
2− 2lpi ≤ pi
2
}
,
and let the atlas be
A∗ = {(Ak,l, φk,l), (Bk,l, χk,l), (Ck,l, ψk,l) ; k, l ∈ Z} ,
with the charts defined as follows: Let n = l − k and m = l + k, and set
X =
1√
2
(y + x) ; Y =
1√
2
(y − x) ,
the opens1 Ak,l, Bk,l, and Ck,l are
Ak,l =
{
(x, y) ∈ R2; tan(X) tan(Y ) > −1 ; −pi
2
< X −mpi < pi
2
; −pi
2
< Y − npi < pi
2
}
× S2
Bk,l =
{
(x, y) ∈ R2;−pi
2
< X −
(
m+
1
2
)
pi <
pi
2
; −pi
2
< Y −
(
n+
1
2
)
pi <
pi
2
}
× S2
Ck,l =
{
(x, y) ∈ R2; tan(X) tan(Y ) < 1 ;
−pi
2
< X − (m+ 1)pi < pi
2
; −pi
2
< Y − npi < pi
2
}
× S2,
and the chart bijections are
φk,l : Ak,l −→ K1 ;
χk,l : Bk,l −→ K2 ;
ψk,l : Ck,l −→ K3 ,
given by
φk,l(x, y, ω) = (U−1, U+1, ω) = (
√−B tan(Y ),√−B tan(X), ω) ;
χk,l(x, y, ω) = (U−2, U+2, ω) =
(
tan
(
Y − pi
2
)
, tan
(
X − pi
2
)
, ω
)
;
ψk,l(x, y, ω) = (U−3, U+3, ω) = (
√
A tan(Y ),
√
A tan(X), ω) .
The metric on M∗ is g∗ whose coordinate expression on each chart domain is given by (29). This
extension is the maximal analytic extension of RNdS manifold. It is maximal in the sense that it is locally
inextensible. It is also unique if the topology is not changed.
The structure ofM∗ is shown in figure 12. First, we note that the metric is analytic and well behaved
at all points ofM∗, including the horizons which are now given by U+iU−i = 0 and the bifurcation spheres
(U+i, U−i) = (0, 0). The RNdS radius r is a scalar field onM∗, but the same can not be said regarding the
time parameter t, which is given in the different regions through (30) as shown in the diagram, and is not
defined on the horizons where it becomes infinite.
M∗ contains infinitely many isometric copies of the original spacetimeM. Each consists of four regions
numbered from one to four in roman, possibly primed or mixed. There are sixteen (infinite) families of these
copies, each family corresponds to one of the sixteen different ways of time-orientingM. Four of the families
correspond to the Eddington-Finkelstein extensions ofM. Examples of the others along with these four are
shown in figure 13.
The causal structure ofM∗ can also be seen from figure 10. Upon choosing a time orientation onM∗,
say ∂U∗−i +∂U∗+i , then all future directed timelike causal curves in region IV end at I
+, and all past directed
causal curves end at I −. Unlike Minkowski, Schwarzschild, Reissner-Nordstrøm, or Kerr spacetimes, in
1Here, we ignore the fact that the 2-sphere needs multiple charts to cover it.
24
O b
Ck,l−2
Bk+1,l−1
Ak,l
Sk,l
Sk,l−1
I −
r
=
0
r
=
0
r
=
0
IV′
IV
III′III
r
=
0
r
=
0
⊕
r
=
0
I +
III
II
II′
III′
I −
r
=
0
r
=
0
r
=
0
r
=
0
I +
I −
⊕
I′I
II′
II
⊕
I −
I +
I −
−H
−
2
I +
r
=
0
r
=
0
I + I +
I −
I −
III′
II′
II
III
I − (r =∞)I −
I + I +
I +
I′I
II
II′
0 < r = cst < r1
r1 < r = cst < r2
IV
IV′
III III′
I + I
+ I +(r =∞)
IV
III′
II
I′ ≈M
II′
I
III
r = csts
t = csts
r
=
0
r
=
0
r
=
0
r
=
0
r
=
0
r
=
0
III
IV′
IV
III′
t = cst < 0
III
r3 < r = cst <∞
r2 < r = cst < r3
IV′
III
IV
III′
H
+
2
H −2
−H
+
3
H
−
3
H
+3
−
H −3
H
+
2
−
H
+2
III′
IV
IV′
t = 0
t = 0
III
IV
IV′
II′
−
H
+1H
+
1
IV
IV′
IV
IV′
III′
I I′
II′
II′
I′I
II
t = −∞ t = −∞
t = −∞
t = +∞ t = +∞
Geodesic Rays)
(Null Infinity is a
(T
im
e-
li
k
e
S
in
g
u
la
ri
ty
)
(with Radial Null
bc bc
bcbc
i+ i
+
i− i− i−
bc
bci+i
+
bc
bc
i−
i+bc
bc
i−i−
bc i+
bc
i+ bc
bc
i−i−
bc i
+
bc
i+ bc
bc
i−i−
bc i
+
bc
i+ bc
bc
i−i−
bc i
+
bc
i+ bc
bc
i−i−
bc i
+
bc
i+ bc
bc
i−i−
bc i
+
bc
i+ bc
bc
i−i−
bc i
+
bc
i+bc i
+
bc i
+
bc i
+
bc i
+
bc i
+
bc
(Time-like
(Time-like
Past Infinity)
Future Infinity)
(Time-like Radial Geodesics)
(Non-Geodesic Time-like Radial Curve)
⊕
(Bifurcation Sphere)
⊕
⊕
⊕
⊕
⊕
⊕
⊕
⊕ ⊕ ⊕ ⊕
⊕
⊕ ⊕⊕⊕⊕
(Time-like Nature
of the Singularity)
t = 0
Space-like Hypersuface)
I′I
(Space-like Section)
S
(Cauchy Horizon of
S )
H
+3
H
−
3
H −1 −H
−
1
H
+
1
−
H
+1
−H
+
3
−
H −3H −2
−H
−
2
−
H
+2
H
+
1
−
H
+1
H
+3
H
−
3H −2
H
+
2
−
H −3
−H
+
3
−H
−
2
−
H
+2
−H
−
1H −1
−
H
+1
H
+
1
H −2
H
+
2 H
+3 −H
+
3
−
H −3H
−
3
H
+
2
−
H
+2
−H
−
2 H
−2
−
H −3H
−
3
H
+3 −H
+
3
H −2
H
+
2−
H
+2
−H
−
2
H
+3
H
−
3
−
H −3
−H
+
3
−
H
+2
−H
−
2
−
H
+1H
+
1
H −1
−H
−
1
−
H
+1H
+
1
H −1 −H
−
1
−H
+
3
−
H −3
H
+3
H −2
H
+
2
IV′
H
−2
−H
−
2
−
H
+2
H
+
2
H −1
−H
−
1
−
H
+1
−
H −3
−H
+
3H
+3
H
−
3
H
−2
H
+
2
−
H
+2
−H
−
2
−H
+
3
−
H −3H
−
3
H
+3
−H
−
2
−
H
+2
−
H
+1H
+
1
H −1
−H
−
1
−
H
+2 H
+
2
−
H
+2
H
+
2
Figure 12: The Structure ofM∗.
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RNdS, null infinity or I is not a null “hypersurface”, instead it is spacelike due to the De Sitter nature of our
spacetime. Using the conformal factor
√|f−1| one can define the metric on this hypersurface, and see that it
is indeed spacelike for the conformal metric, but the conformal metric will not be analytic or even smooth on
M∗. In coordinates, I is given by U+3U−3 = A which also corresponds to r =∞, and its spacelike nature
produces a behaviour near infinity similar to that of a spacelike singularity. Near I +, future-directed causal
curves are bound to “go to infinity” once they enter region IV. Of course, unlike the spacelike singularity in
Schwarzschild, no observer or light ray can reach infinity in a finite amount of an affine parameter of these
null and timelike geodesics, so no geodesic incompleteness is caused by the dynamics of region IV.
The geodesic incompleteness comes from the singularity at r = 0: Radial null geodesics hit the singularity
in a finite amount of their affine parameter, so,M∗ is geodesically incomplete. However, null and timelike
curves can avoid hitting the singularity and go from region II′ to region II passing through the “wormhole”.
This indicates that the singularity is timelike. Despite geodesic incompleteness, the spacetime is timelike
geodesically complete as the singularity is repulsive, due to the Reissner-Nordstrøm nature of our spacetime.
To see why, consider for simplicity radial timelike geodesics: A radial curve γ(τ) = (t(τ), r(τ), ω0), for some
constant angular coordinates, is geodesic if
t¨ = −t˙r˙ f
′
f
; (31)
r¨ = −f
′
2
(
f t˙2 +
r˙2
f
)
, (32)
assuming f 6= 0 which is the case near r = 0, and where dot denote differentiating with respect to τ . In
addition, we have g(γ˙, γ˙) =constant= E > 0 i.e.
f t˙2 − r˙
2
f
= E , (33)
So, (32) becomes
−2r¨ = f ′E .
If we multiple both sides of this equality by r˙ then integrate in τ we obtain
r˙2 + fE = C ,
where C is the integration constant. We see from (33) that C = f2t˙2 and hence C ≥ 0. Thus,
r˙2 = C − fE , (34)
but f > 0 on 0 < r < r1 and in fact f → +∞ as r → 0, which puts a constraint on r preventing it from
reaching zero. This means that there must be a turning point in the curve γ after which r starts to increase
again. So, even objects in free-fall directly (i.e. radially) towards the singularity get ejected to the other
region II. Therefore, no timelike geodesic can hit the singularity. The timelike nature of the singularity also
means that there are points in the spacetime whose both future and past null cones meet the singularity
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inside the same region I. Another consequence of this nature is the absence of a (global) Cauchy hypersurface,
as there are inextendible timelike curves of arbitrarily small length which start and end at the singularity.
For instance, the spacelike hypersurface S in figure 12 is a Cauchy hypersurface for regions covered by
the domains Bk,l−1 and Ck,l−1 for all k ∈ Z. Yet, there are future-directed and past-directed inextendible
timelike curves of M∗ which do not intersect S . Such curves hit the singularity inside region I and never
cross the horizons at r = r1 towards S , therefore, data in regions I do not depend on data at S . The
hypersurfaces −H −1 ∪H −1 and −H +1 ∪H +1 bounding regions II and II′ in Bk,l−1 (for all k) are said to be
Cauchy horizons for the spacelike section S (see [10]).
Each point of the diagram shown in figure 12 is a 2-sphere ofM∗, or of I ± which are conformal spacelike
3-hypersurfaces. The segments labelled by r = 0 where spherical coordinates are singular, are 1-dimensional
lines of singular points (of the metric) representing the center of the black hole at different times. We note
that the singularity does not touchy null infinity in reality. The corners of the removed squares Sk,ls, labelled
by i+ and i− and called future and past timelike infinities respectively, are distinct from the segments of
r = 0 because there are plenty of inextendible timelike curves that do not hit the singularities. For example,
the timelike curves of constant r in regions III (r2 < r < r3) of the form γ(τ) = (τ, C, ω0) for τ ∈ R in the
(t, r, ω)-coordinates never approach the singularity, and one of them is a geodesic, namely when f ′(C) = 0.
These future-directed timelike curves originate at i− and finish at i+. We also note that there are extendible
timelike curves that have no end points in the closure ofM∗ such as those given locally by t = 0 in regions
II and II′.
Remark
We end with a remark about the different number of horizons. The construction carried out in the paper can
be easily modified to account for the cases with less number of horizons. The case we treated here is in some
sense the most complete. In the case of three horizons, the maximal extension contains all the blocks that
can appear in the maximal extensions of the cases with fewer horizons. That is, in the other cases, only some
of the blocks I, II, III, IV are present. Also, the conditions on the mass, the charge, and the cosmological
constant, for f to have less number of zeros, can be found using arguments similar to those of section 2.1.
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