Introduction
Hsu and Robbins introduced the concept of complete convergence and proved that the sequence of arithmetic means of independent, identically distributed (i.i.d) random variables converges completely (which means that the Borel-Cantelli sum of certain tail probabilities converges) to the expected value of the summand provided their variance is finite. The necessity was proved by Erdos. This result was later extended in a series of papers which culminated in the now classical paper [3] and was referred to as the Baum-Katz Theorem as follows: 
Conversely, if one of the sums is finite for all ɛ>0, then so are the others (for appropriate values of r and α), E|X| r <∞, r≥1, and E(X)=0.
The Baum-Katz Theorem provides information about the rate of convergence in the law of large numbers and is a very important basic theorem in the probability theory and mathematical statistics. Therefore, over the past fifty years, many people have tried to improve and extend the Baum-Katz Theorem and have obtained a lot of important results [2, 4, 5] . Specially, in 2011, Gut and Stadtmuller extend the Baum-Katz Theorem and obtained a very important result as follows Theorem 2.1 in [1] . Let α>1, and suppose that X, X1, X2,…, are i.i.d random variables with partial sums 1 ,
Conversely, if one of the sums is finite for some ɛ>0, then so are the others and Eexp{(1-δ)(log+|X|) α }<∞ , for δ>0. Where log+ X=max {1, log X} However, we find some minor mistakes and flaws in the proof of the Theorem 2.1 in Gut and Stadtmuller [1] . Therefore, in this small article, we will correct these minor mistakes and flaws. The signs and notations in following are the same as that in Gut and Stadtmuller [1] .
Correcting
Before the |ES'n| Appears in Next Formula of (2.7) in [1] , the S'n Should be Firstly Defined as Follow:
If not, readers cannot understand the S'n .
The Formula (2.8) in [1] Should be Amended as Follows:
Here, why do we add one "2" before the  2 ) (log n in formula (*)? The reason is that: Let , 0 and ,
This cannot immediately apply the theorem 3.1.2 in Gut [2] . But applying the inequality:
We can do some analogs for theorem 3.1.2 in Gut [2] as follows: If . enough large for , 
