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$0 INTRODUCTION 
THE AIM OF this paper is to produce harmonic maps between spheres of large dimensions by 
using the Hopf construction: in particular, ifp 2 6, every element ofthe stable group nP in the 
image of the stable J-homomorphism is given a harmonic representative (Corollary 2 below). 
The general problem of finding harmonic representatives of homotopy classes of maps 
between spheres was raised in .1964 by Eells and Sampson [l 11, when they found that the 
positive curvature of the range prevents the application of heat flow techniques to 
deforming a given map into a harmonic one. 
The following two observations illustrate the difficulty of the problem: if one considers a 
non-trivial element WEX,(S”), with m > 2 or n > 2, then the infimum of the energy 
functional in the homotopy class w is zero ([lo], [ 171, [28]); moreover, any harmonic map 
in the class w is unstable ([IO], [30]). 
At the present time, the only known method to produce non-polynomial harmonic 
maps of spheres is the investigation of equivariant maps, that is to say maps whose 
symmetries reduce the Euler-Lagrange system of equations associated with the energy to an 
ordinary difSerentia1 equation. 
There are two important classes of equivariant maps of spheres: 
(A) The join of two harmonic homogeneous polynomials. 
(B) The Hopf construction of a map F: Sp x Sq + S’, F a bi-eigenmap in the sense of $1 below. 
The construction in (A) has been studied extensively ([lS], [20], [24]): it produces 
many interesting harmonic maps, but no homotopically non-trivial harmonic maps 
@ S” + S” with n > 51 (apart from id: s” + S”). 
Roughly speaking, the construction in (A) yields harmonic maps provided that the two 
polynomials satisfy certain damping conditions: in particular, the identity map id: Sq-+ Sq 
can be harmonically joined with a harmonic homogeneous polynomial of degree greater 
thenoneifandonlyifq=O.. . . . 5: this restriction confines the equivariant harmonic join 
to low dimensions. By contrast, in this paper we show that the construction in (B) enables us 
to produce interesting harmonic maps between spheres of large dimensions (Theorem 1 and 
Corollaries 1, 2, 3, 4, below). 
$1 THE EQUIVARIANT HOPF CONSTRUCTION AND THE MAIN THEOREM 
Let F:SP x Sq --+ S’ be any continuous map. The Hopf construction defines a map H(F): 
Sp+q+ 1 + S’+ ’ as follows: 
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we write every point .zESPfq+’ c KY+’ x [w4+’ as 
,- = (sin s) . .x + (cos s) J 
where XES’, FESS, s~[O,71,‘2]; and every point I/ES’+’ c R’+’ x W as 
24 = (sin s). \v + cos s 
where WES’, SE [0, n]. Now, let a: [0, n/2] + [0, n] be any continuous function such that 
(1.1) 
i 
a(0) = 0, a(7rj2) = TI 
a(s) E (0. n) VSE(O,71/2). 
The map H(F): Spfq+’ + S’+l is defined by 
(1.2) [(sin s).s + (cos s).y] -+ [(sin a(s)).F(x-,p) + cos a(s)] 
Properly speaking, H(F) is a family of homotopic maps that depend upon the choice of 
the function a(s): the problem consists in determining a special function a(s) in such a way 
that the corresponding H(F) be a harmonic map. 
In order that this problem makes sense, we have to impose conditions on the map F; 
precisely, we require that F he harmonic of constant energy density with respect to each 
variable separately: that is to say, for each FESS, the map x + F(x,y) is a non-constant 
harmonic map of constant energy density i.,/2; and, similarly, for each XE Sp, the map 
y 4 F(x, y) is a non-constant harmonic map of constant energy density &/2 (I&, iz are 
positive constants which do not depend upon y or x). 
We call any such map F a bi-eigenmap with eigenualues i,, L,; orthogonal multi- 
plications provide a large class of examples of bi-eigenmaps, as we will see in 92 below. 
Let F: 57 x S4 -+ S’ be a bi-eigenmap with eigenvalues i., , A,; then a standard procedure 
of equivariant theory ([S], [25]) tells us that the map in (1.2) is harmonic if and only if the 
function u(s) satisfies 
[ 
cos s 
u”(s)+ p-7- - 
sin s 
4- 1 . a’(s) sm s cos s 
(1.3) 
- Al [’ -+ sin2 s & sin a(s) cos a(s) = 0 ’ 1 VsE(0,7~/2). 
Now we can state our main theorem: 
THEOREM 1. Let F: Sp x S4 --+ S’ he CI hi-eigenmap with eigenoalues A,, A,. Then its Hopf 
construction H( F ): Spe4+ ’ -+ s” ’ can be harmonically represented provided that the 
following Hopfdamping conditions H.D.C. hold 
I 
(p- 1)2 >4i., and (q - 1)2 > 412 
H.D.C. or 
P = ‘I and i,, = i., 
The equivariance of maps as in (1.2) reduces the proof of theorem 1 to the qualitative study 
of equation (1.3): this study will be done separately in $3 below. 
Remark. If a map as in (I .2) is harmonic, then F is a bi-eigenmap: thus the requirement 
that F be a bi-eigenmap is a necessary condition to the equivariant harmonic Hopf 
construction. 
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$2 APPLICATIONS OF THEOREM 1 
Let F: RP+’ x Rq+’ + lQ’+l be a bilinear inap such that IF(x,y)I = IxI.IJ~I If.s~tR”+‘, 
V’J?E[w q+ ‘. The induced map 
(2.1) F: Sp x Sq + S 
is a totally geodesic embedding in each variable separately; thus it is a bi-eigenmap with 
eigenvalues i., = p, E,, = q. We refer to F or F as to an orthogonal multiplication. In the 
special case p = q the exceptional solution of equation (1.3) is a(s) = 2s: actually, in this case 
it is well-known that the Hopf construction produces harmonic homogeneous polynomial 
maps of degree 2. For example, the three Hopf fibrations arise in this way, by taking F to be 
respectively the multipiication of complex, quaternionic and Cayley numbers. Rather more 
interesting are the applications of theorem 1 in the non-symmetric case. A first immediate 
Corollary of Theorem 1 is 
COROLLARY 1. Let F: Sp x Sq + S’ be an orthogonal multiplication. Then its Hop!/ 
construction H( F ): Sp+q+’ + S’ can be harmonically represented provided that p = q or 
P, q 2 6. 
A complete classification of orthogonal multiplications is not available, but important 
results have been obtained in the case when q = r: the following theorem is due to 
Hurwitz [13]. 
THEOREM. There exists an orthogonal multiplication F: Sp x Sq -+ Sq ifand only ifp and q 
are of the form 
(2.2) 
i 
q=p+Q (2c.+ 1) - 1 
p<2”+8b-1 
for integers a, b, c such that 0 < a < 3, 0 < b, c. 
In order to give a more precise homotopic description of the harmonic maps of 
Corollary 1, we recall some facts about the (stable) J-homomorphism. 
Let Cr(q + 1) denote the orthogonal group and G5 ‘(X, Y) the set of continuous functions 
between two topological spaces X, Y. There is a natural identification of U”(Sp, f(q + 1)) 
with a subset .d of %’ (Sp x !P, Sq): a functionj Sp x Sq --f Sq belongs to &’ if and only if the 
map y -f(x, y) is an orthogonal transformation of Sq, for every .YE Sp. 
The J-homomorphism is the map 
J:n,(C’(q+ f))-~,+,+,(Sq+‘) 
obtained by restricting the Hopf construction to .d as above. The map J is a homomorphism; 
if q > p, then J is stable, that is to say the following diagram is commutative 
np(Li(q + 1 )I -2 *p+q+1 tsq+ ‘) 
11 1s 
7cp((’ (4 + 2)) -2 np+q+z (sq+*) 
and i and S are isomorphisms (here i is the map induced by the inclusion O(q + 1) -+ 
P(q + 2) and S is the suspension homomorphism). 
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We denote the stable groups by 
x,(0) = lim 7cP (C(q + I)) 
4- + a 
7r,= lim xp+q+1 (sq+lI 
q-1-m 
Because of the above diagram, we have a well-defined homomorphism 
J, is called the stable J-homomorphism. 
Let w E n,(U) be a stable class: then there exists qE N, q > p, such that w can be 
represented by a Hurwitz map F: Sp x Sq --f Sq as in (2.1), (2.2). ([4], [6]). From this fact and 
Corollary 1 we have 
COROLLARY 2. Let f E rtp be a stable class in the image of the stable J-homomorphism 
J,: x,(O) + 7tp, p ,) 6. Then there exists qE N, q > p, such that f can be represented by a 
harmonic map @: Sp+q+l + Sq+ ’ Moreover, @ is even and therefore gives rise to a harmonic . 
map &: Pg+q+l +Sq+l. 
Fundamental results of Adams and Bott provide a complete description of the image of 
the stable J-homomorphism. We have [7] 
n,vv = ~p+*m 
n,(U)= z, P = 1, 8 
n,(O)= Z p=3,7 
n,(s)= 0 p = 2, 4, 5, 6. 
And (Cl], [2], [19], [27]) J, is a monomorphism for p = 0, 1 mod 8. Then, in this case 
(2.3) Im(J,) = Z,. 
As for the other two relevant cases, i.e. p = 3, 7 mod 8, write p = 4s - 1 and define 
(2.4) m(2s) dzf denominator of (- l)‘- ’ B,/4s 
where B, is the sth Bernoulli number and the fraction B,/4s is expressed in its lowest terms. 
Then 
(2.5) Jm(J,,- 1 1 = Gc2sj 
Moreover, Im(J,) is always a direct summand in rep. 
Thevaluesp=2”+8b-1,q=2”+4b- 1, b 2 1 in (2.2) are particularly important: in 
fact [15], let WE n,(O(q + 1)) be the element determined by the orthogonal multiplication 
F: Sp x Sq + Sq with p, q as above: then J,(w) generates Im(J,). This fact, together with (2.3) 
and (2.5), enable us to state 
COROLLARY 3. For any integers a, b such that b > 1, 0 ,< a < 3, there exists a harmonic 
map 
@, b: s2a-1+8b+2”+4b ,s 2a+‘b 
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of order: 2 for a = 0, 1 
m(2(1 + 2b))for a = 2 
m(2(2 + 2b))for a = 3 
where m(2s) is as in (2.4). 
Our harmonic maps appear to be closely related to quadratic homogeneous polynomials 
9: S” + sm. 
In fact, suppose that F: Sp x S‘I -* S’ be an orthogonal multiplication, and take a(s) = 2s 
in (1.2): then it is easy to check that H(F): Sp+q+’ + S ‘+I is a quadratic homogeneous 
polynomial. Conversely, let 1: S” + S’+ ’ be a quadratic homogeneous polynomial: then [29] 
_Z is homotopic to the Hopf construction H(F) of an orthogonal multiplication F of the form 
(2.6) F: Sp x Sq -+ S’, p+q+l=n. 
In general, we can not prescribe the values of p, q in (2.6); but we can prove 
COROLLARY 4. Let 9 : S” + S’+ i be a quadratic homogeneous polynomial, and assume 
n > r + 7. Then 9 is homotopic to a harmonic map. 
Proof: Take F:Sp x Sq + S’ associated to .Z as in (2.6). F being a totally geodesic 
embedding in each variable separately, it follows that p < r and q < r. Then, by using the 
assumption n 2 r + 7, we have 
i 
n=p+q+l Br+7>p+7 
(2.7) and 
n=p+q+l >,r+7aq+7 
From (2.7) we have p, q 2 6 and then the thesis follows from Corollary 1. 
In order to perform our equivariant harmonic Hopf construction, restrictions H.D.C. in 
theorem 1 can not be totally removed, because we know (L-231, [24]) that under the 
assumptions 
1 
p=q=l and A# A2 
(2.8) or 
p=l,q>l and q.E.,a& 
equation (1.3) does not admit special solutions as in (1.1). However ([22], [23]), we have 
Rendering theorem: 
The restriction H.D.C. in theorem 1 can be totally removed provided that the domain is given a 
suitable Riemannian metric. 
Remarks. (a) It follows from the rendering theorem above that the assumption n 2 r + 7 
in Corollary 4 can be dropped provided that the domain is given a suitable Riemannian 
metric. 
(b) Orthogonal multiplications are not the only examples of bi-eigenmaps: let gi: 
S’ + Sp, g2: S” + Sq be. any two harmonic homogeneous polynomials, and let F: Sp 
x Sq --+ s’ be an orthogonal multiplication. Then the map G: S’ x S” + S’ defined by G(x, y) 
= F (g 1 (x), g2 (y)) is a bi-eigenmap which is not an orthogonal multiplication unless both g 1 
and g2 have degree one. 
384 Andrea Ratto 
53 PROOF OF THEOREM 1 
We have to show that under assumptions H.D.C. equation 
solution as in (1.1). First it is convenient to make the substitution 
(3.1) B(t) = a(tan- l(8)) - 7r/2, ?ER. 
In terms of B(t), equation (1.3) becomes 
(1.3) admits a special 
(3.2) B”(t) + 
(p - l)e-’ - (q - 1)e’ 1 [ . B’(t) + E., e’ + I., e-’ e’ + e-’ e’ + e-’ 1 . sin B(t) cos B(t) = 0 
and the boundary conditions in (1.1) take the form 
i 
lim B(t) = x/2, lim B(t) = - 7r/2 
(3.3) 1-+cc *‘-a 
B@)E(-7rx/2,7r/2) Vte[W 
Equation (3.2) describes the motion of a pendulum with variable gravity and damping, that 
we denote respectively by 
G(t) = 
E.,e’ + I,, e-’ 1 and B(t) = (p- l)e-‘-(q- 1)e’ e’ + e-’ e’ + e-’ 1 
The fact that G(t) is bounded above and below by positive constants tells us that it makes 
sense to look for special solutions which satisfy (3.3). We also notice that the damping force 
increases the speed of the pendulum when B(t) is negative; and it reduces the speed when 
D(t) is positive. 
We denote by B(s, b), s E R, b E [0, + co), the solution of (3.2) determined by initial data 
B(s) = 0, B’(s) = b. If s E R, let B+ (s) be the collection of b E (0, + 00) such that B(s, 6) 
increases monotonically to n /2 in finite time as t increases from s to + co. 
Similarly, let B-(s) be the set of bE(0, + co) such that B(s, b) decreases monotonically 
to - n/2 in finite time as t decreases from s to - co. The sets B+(s) and B-(s) being not 
empty, we can define 
A + (s) ‘% inf B + (s) A-(s) Ef inf B-(s) 
The two functions A+ (s) and A- (s) play a similar role to that of the functions hi, ii used 
to study the equivariant harmonic join in ([18], [20], [25], [26]). We have the following 
facts: 
(3.4) The functions A ’ (s) and A - (s) are continuous. 
(3.5) If A+ (s) > 0, then the solution B(s, A+(s)) increases asymptotically to n/2 us t 
increases from s to + a. Similarly, if A- (s) > 0, then the solution B(s, A- (s)) 
decreases asymptotically to -n/2 us t decreases from s to - 00. 
We deal first with the non-symmetric case: the symmetric case p = q. E., = 1, is 
elementary and treated separately at the end of the section. Because H.D.C. holds and we 
are in the non-symmetric case, we can suppose p, q > 1; let t, be the point in which the 
damping force D(t) vanishes. We have 
(3.6) 
And similarly 
(3.7) 
Ifs < t,, then A+(s) > 0. 
Ifs> t,, then A-(s) > 0. 
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The proof of (3.4) and (3.5) follows arguments similar to those used to study cii, (ii in 
([25], [26]). As for the statement (3.6), we notice that the effect of the damping force o(t) on 
[s.t,) is to reduce the speed of the pendulum; thus, from a physical point of view, (3.6) is 
clear: if the initial push is not hard enough, the solution would turn down before t,; this 
implies that, for s < t,, the set B+(s) is bounded away from zero, i.e. (3.6). A detailed 
mathematical proof of (3.6) can be easily performed by comparing, on [s,t,]. the given 
equation (3.2) with the equation of a pendulum with no damping and constant gravity 
i = min (j.r , i., ). The statement in (3.7) is the analogous of (3.6) in backward time. As a 
consequence of (3.5), the theorem is proved if we show that there exists SE iw such that A+ (S) 
and A - (S) are both positive and A + (S) = A - (9; for in this case B(s, A + (9) = B(s, A - (S)) 
satisfies (3.3). We obtain the existence of S by proving the following facts: 
(3.8) 
(3.9) 
i., > (p- 1) . 
R, > (q - 1) 
Imply A+(t,) > 0 
R, >(p-1) . 
i,, > (q - 1) 
Imply A-(t,) > 0 
(3.10) (q - 1)2 > 4 I., implies A+ (s2) = Ofor some s2 > t, 
(3.11) (p - 1)2 > 4 i., implies A-(s,) = Ofor some s1 < t, 
These facts, together with (3.4), (3.6) and (3.7) are clearly sufficient to end the proof of the 
theorem, because they guarantee the existence of SE(S~, s2) as above. 
Remark. The hypotheses i., > (q - 1) and /1, > (p - 1) have not been required explicitly 
in theorem 1 because it is well-known that I,,, ,I2 are eigenvalues of the Laplacian on 
spheres, and consequently i., B p, I., 3 q. 
Roughly, the hypotheses in (3.10), (3.11) (i.e. H.D.C.) make sure that a special solution as 
in (3.3) be not to close respectively to the trivial solution B(t) E - 7r/2 and B(r) z x/2; on the 
other hand, the assumptions in (3.Q (3.9) make the exceptional solution be not to close to 
the trivial solution B(t) = 0. 
First we prove (3.8). It is enough to produce a subsolution F(t) in the following sense: we 
require that 
F(t,) = 0, F’(t,) > 0; 
F(t) increases asymptotically to 7~12 as t increases from t, to + 00 and 
(3.12) F”(r) + D(t) F’(f) + G(t) sin F(t) cos F(t) > 0 Vf E(C,, + 00) 
If F(t) is such a subsolution, then a comparison argument ([lS], [20], [21]) shows 
A+ (to) > F’(t,); thus A + (to) > 0, i.e. (3.8). In order to construct our subsolution, we take 
F(t) of the form 
F,(t) = tan-’ [c(t - to)] 
where c is a positive constant. We show that, if c is sufficiently small, then F,(t) is a 
subsolution in the sense above. We substitute the explicit expression of F,(t) in the left-hand 
side member of inequality (3.12): by using the identity 
sinxcosx = 
tan x 
1 + tan2x 
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we obtain, up to multiplication for the positive factor c [ 1 + c2(t - r0)2]-1, 
(3.13) 
[ 
-2?(t-t,) 
1 +c*(t-ft,)* I[ + (p- l)e ‘-(q- 1)e’ e’ + e-’ ]+ [j+:;;!:-‘].(MJ 
We make the substitution Y = (t - to), so that (3.13) becomes 
(3.14) 
- 2C2) R(Y) 
1 + c2Y2 + Q(y) 
where 
R(Y) = (J(P- 1).(4- 1)) 
Q(y)= [ g.eY+ E.eey] 
By using the assumptions j.2 > ((7 - 1) and E., > (p - 1) we have 
R(Y) > &- l)(q- 1). 
e-Y _ pr 
y + ey + emy 1 > 0 for y~(0, + cc j; 
lim R(Y)/Q(Y) = A2 y- + a
From these facts it is easy to conclude that R(y)/Q(y) is positive and bounded awayfrom zero 
for y E (0, + s). Thus a direct inspection of (3.14) shows that, if c is sufficiently small, then the 
expression in (3.14) is positive for all y E (0, + co); i.e., the associated F,(t) satisfies (3.12) and 
therefore, by construction, it is a subsolution as required. 
Now we prove (3.10); we will use ideas of [18]. We write y,(t) for the solution 
B(s, A+(s)). Suppose that A+(s) > 0; we can write y,(t) as 
(3.15) Y,(t) = tan -‘[exp(l:H(u)du+d)] V~E(S, +a) 
where FE(s, + x), d E [w, and the function H(u) is uniquely determined by y,(t). We have 
(3.16) 
where k, is related to 
elementary: just observe 
lim H(t) = + cc 
f-S+ 
lim H(t) = k, 
I-+CC 
2, by i., = k2. (k2 + q - l), k, > 0. The first limit in (3.16) is 
that 
Y:(t) 
lim H(t) = lim ~ = + cc 
t+s* t-s+ Y,(f) 
As for the second, we recall the following estimates [24] on the asymptotic behavior of 
solutions a(t) of (3.2) which increase asymptotically to 7c/2 as t + + 00: 
cle -‘*l < cosa(t) < c2 emk2’ where c,, c2 > 0 
(k2 - Lfi(e-*I)) sincr(t) coscr(t) < a’(t) < (k2 + o(e*‘)) since(t). 
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Now (3.16) follows easily from the application of these estimates to y,(t). 
Next, we proceed in a similar way to [ 181: Let us call 
f(t) = exp ({ H(u)dn + d) 
Because, in particular, y,(t) satisfies equation (3.2) on (s, + co)), a direct substitution of (3.15) 
in (3.2) yields 
(3.17) 
f’(t) __- I:‘;!2, + D(# + G(t) = 0
f(t) 
From (3.17) it follows that 
(3.18) 
f”(t) f’ (4 
__ + NO fo + G(t) > 0 
f(t) 
VfE(S, + cc). 
In terms of the function H(t) introduced in (3.15) inequality (3.18) is 
(3.19) H’(t) + H’(t) + D(c) H(t) + G(r) > 0 V’tE(S, + co). 
Let V,(x) be the quadratic form 
V,(x) z’x’ + D(t).x + G(t) 
If V,(x) has roots a,, b,, then V,(x) < 0 when a,, b, are real and x belongs to the interval 
[a,, b,]. When t ranges over (s, + co), the intervals [a,, b,] describe an area (possibly empty) 
that we call H-N-D ([18-J, [21]): the function H(t) can not cross H-N-D decreasing, 
because H(t)e [a,,b,] and (3.19) force H’(r) > 0. Because of the hypothesis (q - 1)2 > 4i,, 
the area H-N-D is not empty for t large: in fact, an elementary direct analysis shows that 
(3.20) 
i 
lim ur= f[(q - 1) - J(q - 1)2 - 41,] 
f’+m 
lim b,=+[(q- l)+,,/(q- 1)2-4A2] 
t++cO 
Moreover, the equality i,, = k,(k, + q - 1) tells us that 
k, = *[ - (q - 1) + J(q - 1)2 + 4i,,] 
and therefore 
(3.21) 
for otherwise 
J(q - 1)2 + 4i,, + J(q - 1)2 - 41., 2 2(q - 1) 
and, elevating to the square, 
J(q - 1)2 - 161: z (q - 1)2 
which is not acceptable: thus (3.21) holds. 
Now (3.20) and (3.21) lead us to the contradiction that we were after: in fact, suppose 
A+(s) > 0, s large: clearly (3.20) and (3.21), together with (3.16), force the function H(t) 
associated with y,(t) to cross the area H-N-D decreasing somewhere, which is not allowed; 
therefore the existence of s2 as in (3.10) is obtained. Analogously, one proves (3.11). 
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Symmetric case. In the symmetric case p = q, i1 = 3,,, the assumptions (q - 1)’ > 42, 
and (p - 1)2 > 42, are not necessary. In fact we only need to use E., > (p - l), 2, > (q - 1) 
in order to make sure that A + (to), A - (to) > 0: thus the symmetry forces A + (to) = A - (to), 
i.e. S = t,. 
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