I. INTRODUCTION
Gain scheduling has recently gained increased attention as a formal nonlinear control system design method. It allows performance objectives to be met over a wide range of parameter variations while taking advantage of the wealth of tools and experience for linear controller synthesis. Gain scheduling has proven to be successful in different application domains such as flight control, chemical process control, and automotive control.
The design process first involves parameterizing plant equilibria and linearized models by designated scheduling variables and constructing an associated family of linear controllers. At this phase of the design process the scheduling variables are treated as frozen parameters that define the particular linearized plant and linear controller. The next step is the realization of a gain scheduled controller that continuously updates controIler parameters based on measurements of the scheduling variables. Gain scheduled controllers usually have a linear parameter varying (LPV) structure. Here it is often implied that the gain scheduled controller automatically possesses an important linearization property: the linearization of the gain scheduled controller about any equilibrium exactly matches the linear controller designed for this equilibrium. Often, the linearized controller does not exactly match the linear controller designed for a given equilibrium due to nonlinear dependence on the scheduling variables. The remainder of the paper is organized as follows. The theoretical basis for gain scheduling is summarized in Section II. Control signal interpolation is described in Section III. A gain scheduled controller design for the well-known ball and beam experiment is presented in Section IV. Finally, Section V offers some concluding remarks.
II. GAIN SCHEDULING THEORY
We consider a nonlinear continuous-time plant of the form W) = f(x(r),w(r),u(t>) z(t) = h, (x(t),w(t),
where x ( t ) E R" is the state vector, w(t) E R-is a measured exogenous input used for scheduling, u(r) E R-is the control input, r(t) E Rmr is the reference input, z(t) E Rq is the regulated output, and y ( t ) E RPis the measured output available for control and/or scheduling purposes. We assume that all functions are twice continuously differentiable.
Constant operating points, or equilibria, of the plant (1) for which the regulated variable is zero correspond to constant solutions of the system of algebraic equations 0 = f(xO,wO,uO) 0 = hL (XO, w", rO) yo = h,(xO,w",rO)
We assume that this system of equations is underdetermined and has a family of solutions. where 6 -subscripts indicate deviations from equilibria parameterized by the scheduling variable a , e.g., has been constructed such that performance objectives are met by the feedback interconnection of (2) and ( 3 ) pointwise in a . It is important to note that the linear controller family is also described in terms of deviation variables but in this case the equilibrium state function x:(a) associated with x,,(t) has yet to be specified.
scheduled controller
Of interest is the existence of a continuous-time gain In addition, the following partial derivative identities must hold The first part of Requirement 2.2 ensures that the nonlinear closed-loop system has a family of equilibria for which the regulated variable is zero. The second part guarantees that the gain scheduled controller has a family of linearizations that agrees with linear controller family (3) and is thus free of hidden coupling terms. Consequently, the nonlinear closedloop system has a family of linearizations that exactly matches the feedback interconnection of (2) 
a'+' -
In state space terms, the linear controller family (3) for a€ [ai,&' ) is given by
Note that the dimension of this parallel realization equals the sum of the dimensions of the two linear point designs. However, the dimension of the linear point designs need not be the same, as is required by other interpolation schemes. A significant challenge that arises when implementing control signal interpolation has to do with the controller switching that occurs as a(?) passes from one interval to the next. In particular, a new controller that comes on-line must be initialized properly so as not to introduce an undesirable transient effect. Here we describe our approach to controller initialization.
Let times tl-, and t, be such that 
IV. THE BALL AND BEAM EXAMPLE
We apply the gain scheduling approach described in the preceding sections to the well-known ball and beam experiment whose mathematical model is taken from in [I] .
The equations of motion are given by 4 =x, Table 4 .1. respectively. A linear controller family was constructed using control signal interpolation and the modified D methtd resulting in a gain scheduled controller that satisfitts Requirement 2.2, has an LPV structure, and does not require time-differentiated controller inputs. Ramp-and-hold reference inputs were applied for the Controllers designed in this way will typically fail to satisfy a basic linearization requirement resulting in the presence of hidden coupling terms that may adversely affect performance.
In this paper, we have considered an approach combining the D method with control signal interpolation that leads to a gain scheduled controller that retains an LPV structure but is free of hidden coupling t e m . Further, the need for timederivatives of certain controller inputs is avoided here. This design methodology has successfully been applied to the ball and beam experiment. Nonlinear simulations indicate acceptable performance subject to the limitations inherent in linearization scheduling.
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