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ABSTRACT
We present State Wave Synthesis (SWS), a framework for
the efficient rendering of sound traveling waves as ex-
changed between multiple directional sound sources and
multiple directional sound receivers in time-varying con-
ditions. We introduce a mutable state-space system modal
formulation through which input/output matrices change
size and coefficients in time-varying conditions, and per-
ceptually motivated designs are possible. SWS enables
the accurate simulation of frequency-dependent source di-
rectivity and receiver directivity, provides means for sim-
ulating frequency-dependent attenuation of propagating
waves, and allows an alternative realization through which
state variables are treated as propagating waves.
1. INTRODUCTION
Among the challenges of Virtual Reality object-based spa-
tial audio, directionality of sound sources and listeners re-
mains a capstone. In fact, the quest for efficient tech-
niques to model and simulate Head-Related Transfer Func-
tions (HRTF) has arguably been among the most popular
in the field. In virtual environments that allow for multiple
moving sources, a classic form for interactive HRTF sim-
ulation requires a database of directional impulse or fre-
quency responses, run-time interpolation of responses, and
a time- or frequency-domain convolution engine. Given
the predominantly minimum-phase nature of HRTF [1],
improved interpolation quality is often achieved if inter-
aural excess-phase is modeled separately as a function of
direction. With this form, which is employed in two re-
cently reported systems [2,3], it is straightforward to swap
between personalized HRTF databases [4,5]; however, one
run-time interpolation-convolution channel is required per
source wavefront. To reduce the computational needs for
each channel, techniques have been studied to simulate
HRTF via IIR filters [6], leading to one independent IIR
filter per wavefront. Despite the reduction, run-time inter-
polation of generic IIR filter coefficients is a hard task and
leads to artifacts. A number of linear decomposition meth-
ods have been used to separate HRTF into parallel basis
functions, involving PCA or ICA [7], SVD [8], or Spher-
ical Harmonics (SH) [9, 10]. In turn, the favorable qual-
ities of these parallel models have led to interactive ren-
dering schemes where the parallel basis functions are fixed
in number and each of them is implemented by convolu-
tion. Following the common-pole observations advanced
in [11], state-space models of HRTF have been proposed
where size and coefficients of the input matrix are fixed
during simulation [12,13]; though reporting lower compu-
tational costs than convolution systems, the size of the in-
put matrix increases with spatial resolution as each system
input is statically associated to a fixed direction; also, the
methods proposed for joint estimation of transition and in-
put matrices do not allow perceptually-motivated designs
as those employed for IIR binaural filters [6]. With re-
spect to efficient simulation of source directivity, some re-
cent works have instead focused on proposing systematic
approaches to obtain model-based sound radiation fields
using the Equivalent Source Method (ESM) and SH [14].
By low-order SH applied to ESM and pre-computations on
fixed virtual scenes [15], frequency responses incorporat-
ing source and listener directivity up to around 1 kHz can
be generated at rates of 10-15 Hz.
In the context of virtual acoustic simulation relying
on traveling wave rendering as dictated by path-tracing
methods we present State Wave Synthesis (SWS), a time-
domain, convolution-free framework for rendering travel-
ing waves between moving sources and listeners. We in-
troduce a mutable state-space modal formulation that en-
ables simulating directivity of both sources and listeners in
terms of input and output matrices of time-varying size and
coefficients. We work by first identifying eigenvalues and
then constructing time-varying input/output matrix mod-
els, thus allowing perceptually-motivated frequency res-
olutions. The most basic form of SWS comprises three
main components: mutable state-space models in modal
form used to represent sound source and receiver objects,
wave propagators in the form of fractional delay lines and
attenuation elements, and input and output mapping func-
tions that facilitate interfacing objects to wave propagators.
While the most relevant strength of SWS is its ability to ef-
ficiently simulate the directivity of sources and receivers, it
also offers means to simulate frequency-dependent attenu-
ation of propagating waves by manipulating the state vari-
ables of source object models, and enables a convenient re-
formulation through which sound propagation is simulated
by propagating state variables of source object models.
2. SOURCE AND RECEIVER OBJECTS
Each sound source or receiver object is modeled as a time-
varying dynamical system and simulated in terms of a mu-
table state-space model. We use the term mutable state-
space model to refer to a state-space model for which both
its number of input or output variables and their associated
input or output vectors mutate dynamically. In such a con-
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text, we impose that models correspond to strictly proper
transfer functions expressible in state-space modal form.
Then we write the discrete-time update relation of a muta-
ble state-space model of an object as
s[n+ 1] = λ s[n] +
P∑
p=1
bp[n]xp[n]
yq[n] = cq[n]T s[n],
(1)
where n is the time index, “” denotes element-wise vec-
tor multiplication, s[n] is a vector of M state variables,
λ is the vector of M system eigenvalues, xp[n] is the p-
th input (a scalar) of those existing at time n, bp[n] is its
corresponding length-M vector of input projection coeffi-
cients, yq[n] is a q-th system output (a scalar) obtained as
a linear projection of the state variables, and cq[n] is the
corresponding length-M vector of output projection coef-
ficients. We refer to the q-th product
cq[n]T s[n] (2)
as the q-th output mapping. The output mapping coeffi-
cient vectors enable the projection of the state space of the
model onto the output space. We refer to the p-th product
bp[n]xp[n] (3)
as the p-th input mapping. The input mapping coefficient
vectors enable the projection of the input space onto the
state space of the model. Note that, as opposed to the
classic, fixed-size matrix-based state-space model nota-
tion, here we resort to a more convenient vector notation
because both the number of inputs or outputs and the coef-
ficients in their corresponding projection vectors (i.e., the
numerator coefficients of an equivalent parallel system) are
allowed to change (mutate) dynamically. In a first basic
form, source objects are represented as mutable state-space
models for which their outputs are mutable but their in-
puts are non-mutable (i.e., a fixed number of inputs and
input projection coefficients); conversely, receiver objects
are represented as mutable state-space models for which
their inputs are mutable but their outputs are non-mutable
(i.e., a fixed number of outputs and output projection co-
efficients). However, the framework allows object mod-
els for which both inputs and outputs are mutable. Mod-
els are constructed by first identifying or defining a set of
eigenvalues, and then designing time-varying input/output
matrix models via input/output mapping functions as out-
lined below. This two-step procedure allows perceptually-
motivated designs.
3. INPUT AND OUTPUT MAPPING FUNCTIONS
Input and output mapping functions enable the mutability
of inputs or outputs of a source or receiver object in terms
of a number of dynamically changing coordinates associ-
ated to those inputs or outputs. For example, the coordi-
nates associated to an input of a sound receiver object may
refer to the position or orientation from which the receiver
object is excited by a sound wave. As the key elements in
mapping functions, projection models enable the approx-
imation of the distribution of input and output projection
coefficient values over the space of input and output coor-
dinates of an object. Mapping functions employ such pro-
jection models to estimate projection coefficients. With-
out loss of generality, for now we associate input mapping
functions to receiver object models and output mapping
functions to source object models.
The input mapping function S+ of a receiver object es-
timates the input vector bp[n] of projection coefficients cor-
responding to its p-th input, as a function of an input pro-
jection model B and a vector βp[n] of input coordinates.
This can be expressed as
bp[n] = S+
(B, βp[n]). (4)
Analogously, the output mapping function S− of a source
object estimates the vector cq[n] of output projection coef-
ficients corresponding to the q-th system output, as a func-
tion of an output projection model C and a vector ζq[n] of
output coordinates. This is expressed as
cq[n] = S−
(C, ζq[n]). (5)
Mapping functions may be devised from arbitrary designs
or from discrete measurement data. Data-driven construc-
tion of projection models enables transforming discrete
sets of known projection coefficients (designed, or esti-
mated from measurements) into multivariate continuous
functions over the space of the input or output coordinates
of an object. This allows having a continuous, smooth
time-update of projection coefficients while, for instance,
objects change positions or orientations. Notwithstanding
the possibility of formulating projection models by way of
elaborate modeling methods (e.g., regression in terms of
basis functions of different kinds), interpolation of known
coefficient vectors may remain cost-effective because only
look-up tables are needed. If constrained by memory it
should be possible to encode the distribution of projection
coefficients via SH instead of storing look-up tables, but
this would incur an additional computational cost during
regression.
4. WAVE PROPAGATION
A sound wave propagating from the q-th output yq[n] of a
source object to the p-th input xp[n] of a receiver object
may suffer frequency-independent delay induced by the
traveled distance, distance-related frequency-independent
attenuation induced by wave propagation along the path,
and frequency-dependent attenuation due to obstacle inter-
actions (e.g., reflection, transmission, diffraction) or other
attenuation causes along the path. A simple model repre-
senting these three phenomena can be formulated as
xp[n] = α[n] yq
[
n− l[n]] ∗ χ[n], (6)
where α[n] is the scaling factor associated to frequency-
independent attenuation, l[n] is the number of delay sam-
ples corresponding to the traveled distance given the wave
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propagation speed and the simulation sampling rate, and
χ[n] is the impulse response of a linear system that models
the accumulated frequency-dependent attenuation charac-
teristic χ(ω) derived from any obstacle interactions hap-
pening along the path or other attenuation causes. Note
that α[n], l[n], and χ[n] may all be time-varying. If the ef-
fect of the system characterized by χ[n] is approximated by
a low-order digital filter, a wave propagator responds to a
more classic structure, for which time-varying frequency-
attenuation should be handled by retrieving and/or slewing
the coefficients of such low-order filter. Below we will
see that, thanks to the state-space formulation, frequency-
dependent attenuation can be approximated by scaling the
state variables of directional source object models.
5. FREQUENCY-DEPENDENT ATTENUATION
VIA STATE ATTENUATION
As an alternative to designing, implementing, and manag-
ing digital filters with the sole purpose to model frequency-
dependent attenuation due to propagation or obstacle in-
teractions along a path, if the eigenvalues of an object
model are conveniently distributed and their associated
low-pass (positive real eigenvalue), band-pass (complex-
conjugate eigenvalue pair), or high-pass (negative real
eigenvalue) components cover representative frequency
bands, it is possible to approximate the propagation-
induced frequency-dependent attenuation by simply atten-
uating its state variables at the time of projection. We de-
scribe this by using a source object as an example.
For a sound wave traveling from the q-th output of
a source object model to the p-th input of a receiver
object model, a desired propagation-induced frequency-
dependent attenuation characteristic χ(ω)[n] may be ap-
proximated in terms of a length-M vector γq[n] =
(γq1 [n], . . . , γ
q
m[n], . . . , γ
q
M [n]) of source state variable at-
tenuation factors, applied prior to the q-th output projec-
tion. In this way, the q-th sound wave yq[n] departing from
the source object model already incorporates the desired
attenuation for the path. The new output update relation
becomes
yq[n] = cq[n]T
(
γq[n] s[n]) (7)
where coefficients in γq[n] are real and satisfy γqm[n] ≤
1 ∀m = 1, . . . ,M . With this, the wave propagator relation
reduces to
xp[n] = α[n] yq
[
n− l[n]]. (8)
The system component in charge of estimating the vec-
tor γq[n] of state attenuation coefficients is what we refer
to as a state attenuation function. To estimate the state at-
tenuation coefficients, the state attenuation function may
simply sample the desired frequency-dependent attenua-
tion characteristic χ(ω) at M frequencies ωm each cor-
responding to the natural frequency associated to the m-th
eigenvalue of the model. Besides enabling a simplification
of the overall implementation provided that a directional
source object model presents a convenient set of eigenval-
ues, this allows the path attenuation function to be easily
updated at run-time while the path is still active, e.g., to
enable time-varying attenuation properties.
6. STATE WAVE FORM
Through an alternative formulation that we name the state
wave form, the exact same results can be obtained if elim-
inating the delay lines of the sound wave propagators and
instead treating the source object state variables as propa-
gating waves. To outline this important, yet simple trans-
formation of the system, let us first assume that frequency-
dependent attenuation is approximated via low-order dig-
ital filters at the end of each propagator delay line. By
attending to Equation (1), it should be noted that a trav-
eling wave departing from an object only depends on the
state variables of the object model and the vector of co-
efficients involved in the output projection. Once the out-
put projection is executed, the resulting wave is fed into a
fractional delay line for propagation. Let us assume that
a sound-emitting object model is feeding a traveling wave
yq[n] into a fractional delay line, and let us refer to the out-
put signal of such delay line as the delayed traveling wave
signal dq[n] = yq
[
n− l[n]] with l[n] the fractional sample
delay of the line. The delayed traveling wave signal dq[n]
can be expressed in terms of the state variable vector s[n]
and the output projection coefficient vector cq[n] via
dq[n] = cq
[
n− l[n]]T s[n− l[n]], (9)
where l[n] is the delay line length, and cq
[
n − l[n]] and
s
[
n − l[n]] are delayed versions of the output coefficient
vector and the state variable vector respectively. Since the
delayed coefficient vector cq
[
n − l[n]] can be estimated
by the output mapping function given the delayed output
coordinates ζq
[
n− l[n]], i.e.,
cq
[
n− l[n]] = S−(C, ζq[n− l[n]]), (10)
the delayed traveling wave dq[n] can be obtained via
dq[n] = S−
(
C, ζq[n− l[n]])s[n− l[n]] (11)
in terms of delayed state variables s
[
n − l[n]] and de-
layed coordinates ζq
[
n − l[n]]. Thus, instead of prop-
agating traveling waves as emitted by source objects,
the system propagates the state variables and the posi-
tion/orientation coordinates of those objects. If we now
assume that frequency-dependent attenuation is approxi-
mated via state attenuation, each traveling wave arriving
to a sound-receiving object is simply obtained by tapping
from the emitting object state variable delay lines and co-
ordinate delay lines at a desired position l[n], and sequen-
tially performing the operations for state attenuation and
output projection. This form, which may incur an increase
in the cost induced by fractional delay, can be advanta-
geous in diverse application contexts because it eliminates
the need for allocating and deallocating delay lines associ-
ated to individual propagation paths as traced in dynami-
cally changing scenes. Anecdotally, with this formulation
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it could be possible to approximate wave dispersion by tap-
ping at slightly different positions during fractional delay
interpolation of the delayed state variables.
7. EXAMPLE MODELS
To provide some simple and illustrative example mod-
els, we choose a three-dimensional spatial domain where
sound waves propagate as spherical waves radiated from a
sound emitting object, propagating in any outward direc-
tion from a sphere of finite size representing the object.
The direction and position of wave emission by the source
are encoded by two angles of three-dimensional spherical
coordinates, and constant radius. An equivalent assump-
tion is made for the receiver object: sound waves from a
source at a given distance are received from any direction,
encoded by two spherical coordinate angles. To portray the
presumably more difficult case of modeling real objects
as opposed to numerical models of objects, we choose a
real acoustic violin as the source object, and a real human
body as the receiver object. We demonstrate frequency-
dependent attenuation via state attenuation of the acoustic
violin model.
7.1 Source object: acoustic violin
An acoustic violin was measured in a low-reflectivity
chamber, exciting the bridge with an impact hammer and
measuring the sound pressure with a microphone array.
The transversal horizontal force exerted on the bass-side
edge of the bridge was measured, and defined as the only
input of the system. As for the outputs, the resulting sound
pressure signals were measured at 4320 positions on a cen-
tered spherical sector surrounding the instrument, with ra-
dius 0.75 meters from a chosen center coinciding with the
middle point between the bridge feet. The spherical sector
being modeled covered approximately 95% of the sphere.
Each measurement position corresponds to a pair (θ, ϕ) of
angles in the vertical polar convention, conforming the out-
put coordinates on a two-dimensional rectangular grid of
60×72 = 4320 points. Such a grid represents the uniform
sampling of a two-dimensional euclidean space whose di-
mensions are θ and ϕ. To design the mutable state-space
model of the violin, we first impose minimum-phase and
then estimate 58 eigenvalues over a warped frequency axis
while jointly accounting for all responses. We then de-
fine the input matrix of a corresponding classic state-space
model as a sole, length-58 vector of ones, and estimate the
4320 × 58 output matrix by solving a least-squares min-
imization problem. The solution to this problem equiva-
lently provides estimations for M = 58 matrices of size
60× 72, with each m-th matrix representing the spherical
distribution of output projection coefficient values corre-
sponding to the m-th eigenvalue. From the estimated out-
put matrix, we construct an output mapping function that
performs bilinear interpolation of output coefficients over
the two-dimensional space of output coordinates, i.e., over
the two-dimensional space of angles (θ, ϕ). To demon-
strate the behavior of the source model at run-time, we
Figure 1. Example modeling (M = 58) of a real acoustic violin as a
source object with a spherical sector of 0.75-meter radius as output space
expressed in vertical polar coordinates, and the bridge force signal as its
only input. Input-output magnitude frequency response as obtained from
exciting the model in time-varying conditions: continuous linear motion
of an ideal microphone on the sphere, from initial position at (θ = −0.69
rad, ϕ = −0.34 rad) to final position at (θ = 5.06 rad, ϕ = 1.39 rad).
Top graph: nearest-neighbor measurement; bottom graph: model.
slew the output coordinates of an outgoing wave as cap-
tured by an ideal microphone lying on the sphere surround-
ing the source object. Assuming ideal excitation of the
violin bridge, we simulate a continuous linear motion of
the ideal microphone on the sphere, from initial position
at (θ = 0.69 rad, ϕ = 4.71 rad) to a final position at
(θ = −1.48 rad, ϕ = −0.52 rad). To illustrate the qual-
ity and smoothness of the achieved result, in Figure 1 we
compare the measured responses (nearest-neighbor) and
the modeled responses as obtained from bilinear interpo-
lation of output projection coefficients.
7.2 Receiver object: HRTF
To demonstrate the modeling of a receiver object we
choose a human body sitting in a chair, as represented by
a high-spatial resolution head-related transfer function set
of the CPIC dataset [16]. The data used here comprises
1250 responses obtained from measuring the left in-ear
microphone signal during excitation by a loudspeaker lo-
cated at 1250 unevenly distributed positions on a head-
centered spherical sector of 1-meter radius. The spher-
ical sector being modeled covers approximately 80% of
the sphere. Each of the 1250 excitation positions corre-
sponds to a pair (θ, ϕ) of azimuth and elevation angles in
a two-dimensional space of input coordinates, expressed
in the inter-aural polar convention. Following a warped-
frequency design procedure analogous to that employed
for the violin, we first design a classic state-space model
of 1250 inputs, 36 state variables, and one output. From
such a model, we first smooth and uniformly upsample the
coordinate input space to form M = 36 matrices each of
64× 64 = 4096 coefficient values and again choose bilin-
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Figure 2. Example modeling (M = 36) of a sitting human body as a
receiver object with a head-centered spherical sector of 1-meter radius as
input space expressed in inter-aural polar coordinates, and the left in-ear
microphone signal as its only output. Input-output magnitude frequency
response as obtained from exciting the model in time-varying conditions:
continuous linear motion of an ideal source on the sphere, from initial
position at (θ = 0.69 rad, ϕ = 4.71 rad) to a final position at (θ =
−1.48 rad, ϕ = −0.52 rad). Top graph: nearest-neighbor measurement;
bottom graph: model.
ear interpolation as the input mapping function.
We synthesize the input-output frequency response as
obtained from exciting the model in time-varying condi-
tions. For 512 consecutive steps, we modify the input coor-
dinates of an incoming wave as emitted by an ideal source
lying on the sphere surrounding the receiver object. We
simulate a continuous linear motion of the ideal source on
the sphere, from initial position at (θ = 0.69 rad, ϕ = 4.71
rad) to a final position at (θ = −1.48 rad, ϕ = −0.52 rad).
To illustrate the quality and smoothness of the achieved re-
sult, in Figure 2 we again compare the measured responses
(nearest-neighbor) and the model responses (bilinear inter-
polation of input coefficients). In the context of binaural
rendering, two collocated receiver object models similar
to the one demonstrated here could be used, one for each
ear. Since the collocated models share position and orien-
tation, the direction coordinates of the incoming traveling
wave can be used for both input projection functions. In
such context, the required inter-aural time difference can
be simulated by tapping from two different positions of the
delay line of the incoming wave, and feeding each obtained
signal to its respective collocated receiver model.
7.3 Frequency-dependent attenuation
To demonstrate frequency-dependent attenuation via state
variable attenuation, we employ the acoustic violin object
model described above. Given eight gains χ(ωk), with
χ(ωk) ≤ 1 ∀k and ω1 · · ·ωk · · ·ω8 corresponding to oc-
tave band frequencies, to estimate the gain required for
each of the M = 58 state variables of the acoustic vio-
lin model (each with natural frequency ωm), the state at-
Figure 3. Example modeling of frequency-dependent attenuation via
state variable attenuation of a violin model withM = 58. For 32 consec-
utive steps, we modify the frequency-dependent attenuation of an emitted
sound wave towards direction (θ = −0.34 rad, ϕ = 1.39 rad) by lin-
early fading from no attenuation to that caused by reflection off a cotton
carpet as provided in material tabulated data. Top graph: gain as derived
by the attenuation characteristic; middle graph: attenuation simulated via
frequency-domain convolution; bottom graph: attenuation simulated via
state variable attenuation.
tenuation function performs linear interpolation of known
gains χ(ωk). We illustrate the time-varying frequency-
dependent attenuation by linearly fading, through 32 con-
secutive steps, between no attenuation (i.e., χm = 1∀m =
1, · · · ,M ) and the attenuation caused by a reflection off
cotton carpet. This is illustrated in Figure 3, where we
compare the results obtained via state attenuation to those
obtained by magnitude-only frequency-domain convolu-
tion of the departing wave with a response constructed with
our scheme.
8. OUTLOOK
We introduced SWS, a time-domain, convolution-free
framework that uses a mutable state-space modal formula-
tion for the efficient simulation of both source and receiver
directivity in interactive virtual acoustic rendering appli-
cations. With our state-space structure, input/output ma-
trices change size and coefficients in time-varying condi-
tions while allowing efficient diagonal forms where, given
a state-space order, the computational cost is independent
of the spatial resolution. Moreover, our two-stage de-
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sign process allows for perceptually-motivated designs via
warped-frequency eigenvalue identification as a first step.
The framework, which scales well with the number of
wavefronts and also enables the simulation of frequency-
dependent attenuation, offers a flexible quality-cost trade-
off in terms of the order of the state-space models, and
allows for a realization where state variables of source ob-
jects may be treated as propagating waves.
Straightforward extensions are possible. Though we
presented SWS as an early-field renderer, discrete direc-
tional components of a simulated diffuse field could be
rendered as independent directional wavefronts. The pro-
posed mutable state-space modal representation readily al-
lows for scattering behavior via collocated input and out-
put coordinate spaces and mutability of inputs and outputs,
which could be combined with source or receiver behav-
iors into state-shared hybrid object models. Under linear
conditions and relying on the diagonalized modal form of
state-space models, it should be possible to dedicate the
(mutable) inputs of source objects to serve as a coupling
mechanism between a virtual acoustic rendering system
and animation-driven rigid-body simulations or physical
models. Other attractive routes include simulating effects
like near-field and diffraction, or even non-linear source or
receiver behaviors in terms of mutable eigenvalues.
Though the provided examples were picked to demon-
strate the effectiveness of SWS in accurately simulating
highly-directive objects while ensuring smoothness un-
der interactive operation, developments are ongoing and
a thorough study of computational cost versus perceptual
quality is still required for a fair comparison to other sys-
tems. Nevertheless, it remains apparent that simplicity
(state-space modal form), efficiency (input and output pro-
jections by look-up tables and short vector-scalar multiply-
adds), and flexibility (perceptually-motivated frequency
designs, state-space order selection, state wave form) make
SWS an attractive and resourceful framework for virtual
acoustic rendering in diverse application contexts, with
some potential for parallel hardware implementations.
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