In recent years, a lot of attention is placed on the selection and evaluation of biomarkers in microarray experiments. Two sets of biomarkers are of importance, namely therapeutic and prognostic.The therapeutic biomarkers would give us information on the response of the genes to treatment in relation to the response of the clinical outcome to the same treatments, whereas the prognostic biomarkers enable us to predict the clinical outcome irrespective of treatments and other confounding factors. There are different possible types of associations between the gene expressions and the response of interest. These associations could be linear or non-linear in nature. Linear association is easy to detect by the use of regression methods that allow for linear associations. However, there are cases for which these methods may not be adequate to select other forms of association between the response and the gene expressions. In this paper, we use different methods that allow for both linear and non-linear associations to select prognostic markers for depression, the response.
Introduction
The selection and evaluation of genomic biomarkers play a vital role in drug discovery and development, motivating the use of apt statistical techniques to understand the complex nature of the relationship between genes and clinical outcomes. An incorrect or suboptimal method might lead to a great loss in terms of identifying genes that otherwise could have lead to a substantial improvement in understanding the properties of the relevant clinical outcome. Biomarkers have been classified as prognostic and/or therapeutic depending on their relationship with the clinical endpoint and their response to treatments. Therapeutic genes are those that respond to treatment and possibly aid in understanding the effect of the treatment on the clinically relevant outcome. The prognostic genes, on the other hand, are the ones that are related to the response irrespective of treatment and other factors. These genes enable us to learn a great deal about the biological pathways between them and the response of interest. In clinical and pre-clinical microarray experiments, objectives are not always bound to classifying subjects into different groups, such as diseased and non-diseased, based on their gene expression levels. Additional objectives, which are getting 1 momentum in recent years, are the possibility of predicting the clinical outcome using a single gene expression level or combinations thereof. The former is called genomic biomarker, while the later is termed a joint biomarker. Several methods have been suggested to select and evaluate prognostic biomarkers. Most of these methods, however, deal with a possible linear relationship between the gene expression and the response of interest. Thus, genes that have a different form of relationship with the response will not be detected, resulting in loss of relevant information, which otherwise could have been useful. In this paper, we explore the use of various parametric and non-parametric models to select prognostic biomarkers with other type of non-linear association.
The rest of this paper is organized as follows. A motivating case study is given in Section 2 followed by methods of selecting genes/metabolites in Section 3 and 4 where we discuss different approaches for the selection of biomarkers. The application of these approaches to the motivating case study is presented in Section 5.
Motivating Case Study
The data result from a study aiming at discovering putative genetic and metabolite markers in human plasma samples for depression. In total there were 100 controls and 99 depressed patients in this data set, whose Hamilton-Depression (HAMD) scores were measured. Due to the missing HAMD values in some depressed patients, there were 96 depressed patients available for gene expression. However, for 31 depressed patients who had measurements after anti-depressant treatment, after removing the missing arrays measuring gene expression, data of 19 patients were available for analysis. In addition to the gene expression, storage time duration, age, gender, and season, which are believed to strongly influence the concentration levels of certain genes, were collected for each patient.
Linear Associations
Selecting genes as possible biomarkers for a particular response requires quantifying the degree of association between the response of interest and the gene expression, after correcting for treatment and other possible confounding factors. The associations between the gene expression and the response could be of linear or non-linear type. If we can possibly assume that there is a linear relationship between the gene expression and the response, after accounting for a set of confounding variables, we can use two of the widely used measures of association suggested in the surrogate marker literature, namely the adjusted association and the likelihood reduction factor. In this section, we briefly introduce the two measures within the framework of microarray data.
A Joint Model for Gene Expression and Response
In this section, we present a joint model for gene expression and response, which allows us to address the second question of interest, namely which gene can serve as a biomarker. Without loss of generality, lets consider a pre-clinical trial, in which measurements were made for both the gene expression and the response. Let X ij be the jth gene expression j = 1, . . . , m, of the ith subject, i = 1, . . . , n, and denote the measurement for the response of primary interest by Y i . Let Z i be a design matrix containing information about a set of covariates. Finally, we denote byα j andβ the ML estimates of the covariate effects for the jth gene expression and the response, respectively. Following Buyse et al. (2000) , we define a gene-specific joint model, in which the linear predictors of the response and the gene expression are given by
Note that (1) is gene-specific and, in practice, is fitted for each gene separately, a procedure which is often termed a "gene by gene" analysis. The parameters α j are gene-specific effects of covariates. It is further assumed that the two outcomes are normally distributed:
where Σ j is given by
In the context of the evaluation of surrogate endpoints in randomized clinical trials, Buyse and Molenberghs (1998) proposed the adjusted association as a measure for surrogacy. The adjusted association is a coefficient derived from the covariance matrix of gene-specific joint model (2):
Indeed, ρ j = 1 indicates perfect correlation, in the sense that, given the biomarker (gene expression) level, a perfect prediction of the response is possible. For the special case that the only covariate included in the model is a treatment variable, joint model (1) can be rewritten as
Here, α j and β are gene-specific and the outcome treatment effects, respectively, and µ j and µ Y are gene-specific and the response-related intercepts, respectively. Note that ρ j can be equal to 1, even if the gene is not differently expressed. This type of genes can be potential prognostic biomarkers.
The Information-theoretical Approach (ITA)
The main rationale for explicitly accommodating for the two outcomes' correlation is to allow for estimation of their association. The information-theoretical approach proposed by Alonso and Molenberghs (2007) , which is elegant and computationally simple, can be considered. Let us describe the method for the case of linear models, obviously containing bivariate outcomes as a particular instance. Consider the following two linear models with Y i , X ij , and Z i as defined earlier:
and
Here, f (X ij ) is some flexible function of the gene expression to account for a possible linear as well as non-linear relationship between the gene expression and the response of interest. Note that model (6) relates the expected value of the response to the covariates only while (7) relates it to the potential biomarker as well. Upon fitting (6)-(7), the degree of association can be measured by:
where G 2 denotes the likelihood ratio statistics to compare (6) and (7), and n is the sample size. To augment R 2 hj with a measure for uncertainty, Alonso and Molenberghs (2007) suggested asymptotic as well as bootstrap-based confidence intervals. Note that for continuous outcomes R 2
hj and the squared adjusted association ρ 2 give identical results. This method is similar to the method proposed by Bair et al. (2006) except that they only used the conditional model in (7) and selected genes based on a certain threshold value of the regression coefficient,γ, of the gene. But here we try to quantify the magnitude of association using an R-square type of measure.
Alternative Approaches to Detect Non-linear Associations
The previous two approaches enable us to select genes with linear association with the response of interest. However, there might be cases where genes are non-linearly related to the response after correcting for some factors. Thus, the need to find measures that could optimally capture this possibly non-linear relationship cannot be ignored. In the following sections, we briefly outline different methods, which might be handy in such situations as outlined by Cortinas et al. (2008) .
ITA with Penalized Smoothing Splines (PSS)
In the information-theoretic approach, we have introduced the gene expression as a covariate in a linear fashion. However, we can incorporate a flexible function to deal with a possible nonlinear relationship between the gene expression and the response. One such function is penalized smoothing spline.
We provide a brief description of the model, as is usually encountered with longitudinal data. Let Y i denote the response taken from subject i and X ij be the gene expression for the jth gene on subject i. Then Model (7) can be expressed as:
is some smooth function. In our case, we focus on the truncated lines basis, which is simple in formulation and performs adequately in many circumstances (Ngo and Wand, 2004) . And it can be written as:
where κ 1 , . . . , κ Q are a set of distinct knots in the range of X ij , X + = max(0, X), and b q ∼ N (0, σ 2 b ). The knot points are selected as equally spaced quantiles of X ij (Ruppert et al., 2003) . A stacked version of (9) becomes Y = Xβ + Zb + ε. The correspondence between the penalized spline smoother and the optimal predictor in a mixed model framework is a key feature in fitting this model. This connection offers the opportunity of using ordinary software packages for mixed models, such as, for example, SPlus, SAS, or R. Here, we use the MIXED procedure in SAS.
Fitting penalized splines using the linear mixed model approach has some appealing advantages, such as the automatic determination of the smoothing parameter, a unified framework for inference, and the flexibility with which the models can be extended (Faes et al., 2006) . Similar to the conventional information-theoretical approach, here also we can use the R 2
hj to quantify the association between the gene expression and the response.
Three Other Methods
The methods to follow are based on a two stage approach. In the first stage, a joint model for expression of each gene and the response will be fitted. The second stage involves applying different methods on the residuals to the response and the gene expression. Let us introduce a set of notations that will be used in the remainder of the paper. Let r i and g ij be random residuals from model (1) denoting the response and gene expression for the jth gene for subject i.
Non-linear Correlation Coefficient (NCC)
Let us give a concise description of the non-linear correlation coefficient measure suggested by Q. Wang et al.(2005) . The authors have demonstrated that the mutual information carried by the rank sequences, which are obtained from the original sequences, is a good measure of non-linear correlation. They later have developed the measure as a concept called non-linear correlation coefficient.
Given two random variables X and Y , the mutual information concept is defined as:
H(X) is the so-called Shannon entropy of the variable X, which is defined as:
and the joint entropy of the two variables X and Y , H(X, Y ), is defined as
Wang et. al. (2005) stated that mutual information can be thought of as a generalized correlations analogous to the linear correlation coefficient, but sensitive to any relationship, not just linear dependence. But it can be seen from the definition of the mutual information that it does not range in a definite closed interval as the correlation coefficient does, which ranges over [−1, 1]. They have given a revised version of the mutual information, which is sensitive to the general correlation of two variables as the mutual information does, while ranging over the unit interval [0, 1].
Considering two discrete variables X = {x i } 1≤i≤N and Y = {y i } 1≤i≤N , they are first sorted in ascending order and placed into b ranks with first N/b samples in the first rank, the second N/b samples in the second rank, and so on. Second, the sample pairs, {x i , y i }, are placed into a b × b rank grids by comparing the sample pairs to the rank sequences of X and Y . The revised joint entropy of the two variables X and Y is defined as
where n ij is the number of samples distributed in the ij th rank grid. Now, the non-linear correlation coefficient is defined as
where H r (X) is the revised entropy of the variable X, which is defined as
Note that the number of samples distributed into each rank of X and Y is invariant, and the total number of sample pairs is N , so the non-linear correlation coefficient, i.e., (14) can be rewritten as
The non-linear correlation coefficient not only is sensitive to the non-linear correlation of two variables, but can also describe this relationship with a number ranges from the unit interval. In the maximum correlation condition, sample sequences of the two variables are exactly the same, i.e. x i = y i .
Random Forests (RF)
A random forest is an ensemble of many identically distributed trees generated from bootstrap samples of the original data. Each tree is constructed via a regression tree algorithm. The simplest random forest with random features is formed by selecting randomly, at each node, a small group of input variables to split on. The size of the group is fixed throughout the process of growing the forest. Each tree is grown by using the RTA methodology without pruning. Some features of random forest worth highlighting are: (1) it is an excellent classifier, comparable in accuracy to support vector machines; (2) it generates an internal unbiased estimate of the generalization error as the forest building progresses; (3) it computes proximities between pairs of cases that can be used in clustering, locating outliers, or by scaling, giving useful views of the data; (4) it is well known that random forests avoid overfitting and it has been demonstrated to have excellent performance in comparison to other machine learning algorithms (Breiman, 2001; Svetnik et al., 2003; .
Support Vector Machine (SVM)
Support vector machines (SVM) is a family of efficient and excellent learning algorithms that have been used throughout a variety of applications, such as in regression and time-series prediction applications (Drucker et al. 1997 , Mäuller et al. 1997 , Stitson et al. 1999 , and Mattera and Haykin 1999 . The pivot of the SVM algorithm is a non-linear generalization of the so-called generalized portrait algorithm developed in the sixties by Vapnik and Lerner (1963) and Vapnik and Chervonenkis (1964) . SVM can also be applied to regression problems by the introduction of an alternative loss function, which include a distance measure. SVM regression uses the ε-insensitive loss function, which indicate the minimum acceptable deviates of the predicted value from the actual value. This is expressed mathematically as:
Be reminded that α j and β j are the disease effects from the target and surrogate tissues, respectively. Geometrically, it is a bound of size 2ε around the hypothesis function and any point outside this band is considered a training error. Suppose the input data can be explained by a linear model; the goal is to find a fitting hyperplane ω, β j + b = 0. Formally, we need to minimize ω 2 /2, subject to the constraints
For the non-linear problems, the data β j is projected into a high dimensional feature space Φ(β j ). The optimization problem now becomes:
min
The constrained optimization problem in most cases can be solved more easily in its dual formulation, which is essential for extending SVM to non-linear high dimensional feature space. We employ a standard dualisation method using Lagrange multipliers, as described in Fletcher (1989) for this problem. In this paper, we have used the polynomial and the RBF kernels. The RBF kernel, as Hsu et al. (2001) pointed out, can handle the non-linear mapping and has few parameters to be controlled (C between 0.25 and 6, with step of 0.25 and γ between 0.5 and 50 with step of 0.5).
Similar to the case of regression trees, the association measure can be computed using the ratio between the portion of the variability not explained by the model and the total variability of the residuals from the response:
where D(r) = N i (r i − r) is the deviance or total variability of the residuals from the response, and DSV M R(r | g j ) is the sum of the squares of the differences between the actual value (r i ) and their estimated value obtained when the SVM regression model is employed. 7 5 Application to the Case Study
Performance of Methods
The methods discussed in the previous sections were applied to the case study introduced in Section 2. The results are summarized in Tables 1 and Figures 1-5 . The R 2 and R 2 -cv reported in the table are obtained from the full data set and leave-one-out cross validation. For all the five methods, R 2 indicates the degree of linear/non-linear association between difference in gene expression and difference in HAMD score between and after the treatment, as shown in Figure 1 -5. From the results in Table 1 , it can be learned that there is a slightly different set of genes selected by the various methods. However, seven of the top genes selected by the information-theoretic approach with the joint model and with the penalized splines (PSS) are in common. These genes can be captured by a straight lines essentially, as observed in Figure 1 . There are some other genes detected by the PSS to have non-linear relationship between the HAMD change and the gene expression change before and after treatments (see Figure 3) . The RF and SVM have selected different sets of genes, mostly with non-linear trends (see Figures 2 and 4) , although for these genes the R 2 with leave-one-out cross validation are less than 0.5. It seems that this data set lacks strong evidence for genes with sensible non-linear relationship.
The non-linear correlation coefficient (NCC) of Wang et al (2005) has given, for a number of genes, similar estimated values for the association measure. This might be due to the fact that this method works on the ranks of the genes rather than on the actual values. It does not conform to a linear/non-linear relationship for the top four genes, shown in Figure 5 .
From the detected genes with high R 2 , they not only indicate strong associations with the HAMD score, but also can be used for the prediction of the response. Based on the models used above, the predicted values of HAMD difference before and after treatment can be calculated given patients' gene expression before and after the treatment. Therefore, once these prognostic biomarker genes identified, they can be used as good predictors for prognosis of the depression (i.e., HAMD score after the treatment) based on the patient's gene expression values before and after treatment and HAMD score before treatment.
Comparisons of Methods
Using these different methods results in different sets of genes. We use the first 100 genes from each methods to compare the agreement between methods. In particular, we use the kappa statistic to determine the degree of agreement. The overall level of agreement is captured using the kappa statistic k. Precisely, we compute the naive k, which compares the agreements to that expected if the methods were independent (Cohen, 1960) . we also use the corrected measure corrected kappa statistic based on the procedure proposed by Gwet (2002) with correction to the the agreement propensity for chance agreement.
The pair-wise agreements for the five methods are listed in Table 2 . As we can observe from the table, that the agreement between the non-linear correlation coefficient (NCC) of Wang et al. (2005) has very low agreement with all other methods applied. The highest agreement (0.626) is found between the linear model and the penalized splines, followed by 0.353 between the RF and SVM approaches.
Moreover, we use the kappa's statistic to measure the agreement between more than three methods (not presented here). The highest agreement is found between the linear model, random Forest and penalized splines, which is as expected by observing the results from the pair-wise measures of agreement.
Due to the small sample size (19 patients), the reliability and reproducibility of genes found above need to be examined further. Therefore, we suggest to cross examine the list of the detected genes found by five different methods, to select those appeared in common and further study their biological functions and relationship with depression. In our case study, further research is needed to gain more biological insights of genes found in Table 1 (gene 1 to 7 and gene a). For future larger experiment, some cross-validation method should be implemented in an extensive manner and some resampling-based approach can be carried out to evaluate the significance of genes in order to find reliable and consistent results in genes across different methods.
Discussion
In this paper, we have outlined a set of methods for the selection of prognostic biomarkers with the objective of identifying genes, which could have either a linear or a non-linear association with the response of interest. Methods that assume linearity might come short of identifying genes that exhibit other forms of associations resulting in loss of important prognostic biomarkers. The comparison of the methods has revealed that the methods might select different set of genes as potential biomarkers. Nevertheless, the majority of the top genes selected by the informationtheoretic approach from the joint model and the penalized splines are in common. The penalized splines, RF, and SVM have detected some other genes with sensible non-linear models, but less evidence for a strong association in this data set is then found. This can be due to the small sample size in this case study, i.e., 19 subjects in total. The cross-validation procedure lacks power or is influenced by some outlying samples to obtain a strong association measure.
On the other hand, the non-linear correlation coefficient of Wang et al (2005) performed poorly, which is reflected by the type of genes it identified as having association with the response. Moreover, this method has resulted in similar measures of association for a large number of genes, which could be attributed to the way the measure is formulated. The method uses the rankings of the measurements rather than the actual measured values for deriving an association measure. Thus, genes with similar rankings might have equal measure of association, although they might not have equal levels of association with the response.
Note that outlying observations might distort the relationship between the response and the gene expression. In some cases, a reasonably linear relationship appears to be non-linear due to a few number of outlying observations. Therefore, it is worthwhile to thoroughly investigate the type of genes that have been selected by either of the methods before making a decision to promote a gene as a possible biomarker. The use of cross-validation, although time consuming, is an important and useful practice, because it appears that the results with and without cross-validation could be substantially different. It is well known that results from the evaluation of the fit could be overly optimistic.
Based on the results here, and theoretical foundations, we can argue that the penalized splines with appropriate knot points can handle both linear as well as non-linear associations adequately.
It can easily be fitted with any software which has the facility to handle linear mixed models and also takes substantially less computation time. Thus, it could be a prime candidate to deal with situations that call for both linear and non-linear associations. One drawback of this method is that some parametric assumptions are needed.
Finally, the methods suggested in this paper should be complemented with tests of significance for the resulting association measures through bootstrap methods, for example. Such bootstrap methods might be time consuming, but provides an important tool to evaluate the validity of some potential genes as biomarkers. In order to use these potential biomarker genes for prognosis of depression, further research is also needed in term of careful biological inference. t with leave-one-out cross validation, except for the NCC (Wang et al 2005) . Table 2 : Pair-wise agreements between the five methods: corrected kappa statistics (Gwet 2002) . Figure 5 : Scatter plot of the difference in gene expression and difference in HAMD scores before and after the treatment for four genes found by the NCC.
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Reviewer 1 * Authors used the association between the HAMD difference and the gene expression difference before and after the treatments to evaluate the performance of 5 methods for the selection of genomic biomarkers. Authors need to make clear how the differences were calculated. For example, for gene expression, fold change cutoff combined with (t-test or Limma) statistic P-value cutoff was popular method used conventionally to select differentially expressed genes between two groups or two conditions of samples (i.e., before and after treatment here). It seems this conventional method was not utilized in this work, authors may want to compare their 5 methods with this method too.
In this paper, we focus on the discovery of the prognostic biomarker with possible non-linear association with the response/clinical outcome. For this type of biomarker, the intensity levels can be or not necessarily differentially expressed between two conditions, which can be done using ttest or Limma, as suggested by the reviewer. Therefore, to look the fold change cutoff combined with statistic P-value cutoff doesn't apply to non-differentially expressed biomarker but with a nonlinear association. We used 5 alternative methods, mainly aiming at finding possible non-linear association between gene expression and response, ignoring the differential expression at the moment. These methods differ from the joint modeling of gene expression and response (Tilanhun et al. 2010 ) to find the linear adjusted association.
* Once the biomarkers were identified and selected, authors may discuss how to utilize them in the diagnosis or prognosis of the disease.
As we mainly discuss in the paper the prognostic biomarker, they can be used for disease prognosis in this case. Therefore, the following text has been added in the text of Section 5.1:
"From the detected genes with high $R^2$, they not only indicate strong associations with the HAMD score, but also can be used for the prediction of the response. Based on the models used above, the predicted values of HAMD difference before and after treatment can be calculated given patients' gene expression before and after the treatment. Therefore, once these prognostic biomarker genes identified, they can be used as good predictors for prognosis of the depression (i.e., HAMD score after the treatment) based on the patient's gene expression values before and after treatment and HAMD score before treatment. " * Section 5 (Application to the Case Study) and Section 6 (Discussion) were not well written and seems incomplete. Some more contents need to be added, especially on the parts of how the genes (in the Results shown by Table 1 ) can reflect their functions and relationship with the disease and how appropriate selection of the methods (evaluated in this work) need to be done to have the best practice on selecting the genomic biomarkers genes for disease diagnosis and prognosis.
Due to lack of biological information of genes, which are masked by the company who provided us with the data, we are not able to provide detailed information regarding the genes found by our methods and validate them in the biological context. Therefore, in this paper, we aim at comparing the statistical methods to find possible non-linear association and showing the results in a comparative sense, without much biological interpretation, i.e., their functions and relationship with the disease.
How appropriate selection of the methods need to be done to have the best practice on selecting the genomic biomarkers has been added in the text of Section 5.2:
"Due to the small sample size (19 patients), the reliability and reproducibility of genes found above need to be examined further. Therefore, we suggest to cross examine the list of the detected genes found by five different methods, to select those appeared in common and further study their biological functions and relationship with depression. In our case study, further research is needed to gain more biological insights of genes found in Table 1 (gene 1 to 7 and gene a). For future larger experiment, some cross-validation method should be implemented in an extensive manner and some resampling-based approach can be carried out to evaluate the significance of genes in order to find reliable and consistent results in genes across different methods. " * It was found there are several "??" in the downloaded PDF file, e.g., "Section ??" mentioned in "1 Introduction" section and several "??" in parentheses in the whole document. It is necessary to have a version with all those "??" clearly designated, so the reader can have better understanding of this article?
They are corrected.
* On equation (12) of Page 5, it seems the double-summed term 損 i ln pi?needs to be corrected to 損 ij ln pij?
It's corrected. "Gene a and b are found by the RF and SVM" has been modified in the legend to "Gene a is found by the PSS, RF, and SVM". * In the Figure (1) legend, to be clear for readers, it should be pointed out that, for the data of Gene Expression (in X-axis) and HAMD (inY-axis) used for plotting, they are the differences before and after the treatment. Also, please make clear if the R2 mentioned in all the figures is the degree of association R2 described on top of page 4.
• In Figure 1 -5 legend has been modified to make it clear the plots are for the difference of gene expression and difference in HAMD scores between and after the treatment.
•
The following sentence has been added in the text of Section 5.1.
"For all the five methods, $R^2$ indicates the degree of linear/non-linear association between difference in gene expression and difference in HAMD score between and after the treatment, as shown in Figure 1-5 ."
* For the SVM?in the end of Figure 5 legend: this figure is for NCC method (not for SVM); correct it.
It's corrected. Table 1 , their gene symbols and common gene accession IDs (e.g., Refseq or Entrez ID) need to be shown. Also, it is suggested their HAMD and gene expression differences be shown (can be in the supplementary materials). Authors may need to find a way to evaluate the significance of listed genes. For example, the fold change and statistic P-value (from t-test or Limma on before-vs. after-treatment?comparison) can be the ones to evaluate biological and statistical significances respectively.
* For all the genes listed in
• As the Entrez ID of genes in the data are masked by the company who collected the data, we are not able to provide more detailed information about the genes identified. Therefore, we focus on the statistical methods in finding possible non-linear association in the data, rather than providing more biological insights into the results.
•
In this paper, we are focusing on finding genes with linear/non-linear association between response and gene expression, Therefore, they are referred to as prognostic biomarkers, which are not necessarily differentially expressed. The method such as the fold change and statistic p-value from t-test or limma can't be used to compare to the methods we proposed in this paper.
