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Reflection positivity on real intervals
P. Jorgensen, K.-H. Neeb, G. O´lafsson
Abstract
We study functions f : (a, b) → R on open intervals in R with respect to various kinds of
positive and negative definiteness conditions. We say that f is positive definite if the kernel
f
(
x+y
2
)
is positive definite. We call f negative definite if, for every h > 0, the function e−hf is
positive definite. Our first main result is a Le´vy–Khintchine formula (an integral representation)
for negative definite functions on arbitrary intervals. For (a, b) = (0,∞) it generalizes classical
results by Bernstein and Horn.
On a symmetric interval (−a, a), we call f reflection positive if it is positive definite and, in
addition, the kernel f
(
x−y
2
)
is positive definite. We likewise define reflection negative functions
and obtain a Le´vy–Khintchine formula for reflection negative functions on all of R. Finally, we
obtain a characterization of germs of reflection negative functions on 0-neighborhoods in R.
Keywords: positive definite function, negative definite function, Bernstein function, reflection
positive function, reflection negative function
MSC 2010: 43A35
1 Introduction
Positive definiteness conditions for functions f : (a, b) → C on intervals (a, b) ⊆ R are a classi-
cal subject of analysis, operator theory, stochastics and harmonic analysis ([Wi46], [SzNBK10],
[SSV10],[BCR84]). Basically, there are two types of positive definiteness conditions. The first one
comes from the additive group (R,+), for which a function f : R → C is positive definite if and
only if the kernel (f(x− y))x,y∈R is positive definite. This condition makes also sense on symmetric
intervals of the form (−a/2, a/2) if f is defined on (−a, a) (see [JN15, JPT15] for recent progress in
the local theory). Bochner’s Theorem asserts that a continuous positive definite function on (R,+)
is the Fourier transform f(t) =
∫
R
e−itλ dµ(λ) of a bounded positive measure µ on R.
The second type makes sense for functions f : (a, b)→ C on any interval and requires that the
kernel
(
f
(
x+y
2
))
a<x,y<b
is positive definite. By Widder’s Theorem, this is equivalent to f being a
Laplace transform f(t) =
∫
R
e−tλ dµ(λ) of a positive measure µ on R. For (a, b) = (0,∞) this is
precisely the condition of positive definiteness on the ∗-semigroup (0,∞) with the trivial involution
t∗ = t for t > 0.
We call a function f : (−a, a) → C on a symmetric interval reflection positive if it satisfies two
positive definiteness conditions at the same time, namely if both kernels(
f
(x− y
2
))
a<x,y<b
and
(
f
(x+ y
2
))
a<x,y<b
are positive definite. This notion is motivated by our work on reflection positive representations of
the additive group (R,+), where such functions occur for a =∞ [NO´14] and for periodic functions
[NO´15, NO´16].
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By Schoenberg’s Theorem, any notion of positive definiteness determines a corresponding notion
of negative definiteness: a function ψ is called negative definite if, for each h > 0, the function e−hψ
is positive definite. Accordingly, we define reflection negative functions. Originally, the present
article was motivated by the reflection negative functions on R arising in [JNO´16] in the context of
affine reflection positive actions of R on affine Hilbert spaces corresponding to Gaussian processes
with stationary square increments.
While the notion of a positive definite function and related extension questions make sense
in a very general context, we shall restrict attention here to the case when the domain is an
interval. Our main focus here is the framework of reflection positivity as it occurs in Quantum Field
Theory. As we point out below, reflection positivity is of great interest in various non-commutative
settings. However, even for the seemingly “easy” case of a function on an interval, the study of
reflection positivity is non-trivial and of independent interest. Moreover, many questions in more
general settings are more transparent in the simpler case of intervals. While we shall not presently
follow up on all connections to neighbouring fields, we shall hint here at intriguing connections
between Bernstein functions and operator monotonocity (see e.g., [SSV10, Ch. 11]), connections
with the theory of non-commutative Pick-interpolation theory [Po08, AM15] and connections to
operator monotone functions in several commuting variables [AMY12] and [Pa14] in the case of
non-commuting variables.
The main new results of the present paper are characterizations, resp., integral represetations
of the following classes of functions:
• Negative definite functions on arbitrary intervals (the kernel ψ
(
x+y
2
)
is negative definite):
Fix t0 ∈ (a, b). Then ψ : (a, b) → R is negative definite if and only if there exists a positive
measure µ on R and c, d ∈ R such that
ψ(t) = c+d(t−t0)+
∫ ∞
−∞
eλ(t)e
−λt0 dµ(λ), where eλ(t) :=
{
1−λ(t−t0)−e
−λ(t−t0)
λ2 for λ 6= 0
−(t− t0)2/2 for λ = 0.
This result (Theorem 3.9) generalizes classical results by Horn for (a, b) = (0,∞) [Ho67] and
Bernstein for (a, b) = (0,∞) and ψ ≥ 0.
• Increasing negative definite functions on (0,∞) (Theorem 4.7) (this is closely related to Bern-
stein’s Theorem 4.1 characterizing all non-negative negative definite functions): A function
ψ : (0,∞)→ R is negative definite and increasing if and only if there exists a positive measure
µ on R and c ∈ R such that
ψ(t) = c+
∫
[0,∞)
fλ(t) dµ(λ), where fλ(t) :=
{
e−λ−e−λt
λ for λ 6= 0
t− 1 for λ = 0.
(1)
Then c = ψ(1) and µ is uniquely determined by ψ′ = L(µ). A positive measure µ occurs if
and only if its Laplace transform L(µ) is finite on (0,∞).
• Functions which are reflection positive on some 0-neighborhood in R (Theorem 5.8): Let µ
be a finite positive measure on R for which ϕ(t) := L(µ)(|t|) exists for |t| ≤ a.
(a) If L(µ)′(a−) ≤ 0, then ϕ is reflection positive on [−a, a] and extends to a positive definite
function on R.
(b) If ϕ is reflection positive on [−a, a] and non-constant, then there exists an element
b ∈ (0, a] with L(µ)′(b−) < 0.
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This relates naturally to the integral representations of reflection positive function on R in
[NO´14] and of β-periodic reflection positive functions on [−β, β] in [NO´15].
• Reflection negative functions on R (Theorem 5.11): A symmetric continuous function
ψ : R → R is reflection negative if and only if ψ|(0,∞) is a Bernstein function. In particu-
lar, this is equivalent to the existence of a, b ≥ 0 and a positive measure µ on (0,∞) with∫∞
0
(1 ∧ λ) dµ(λ) <∞ such that
ψ(t) = a+ b|t|+
∫ ∞
0
(1− e−λ|t|) dµ(λ).
Here a, b and µ are uniquely determined by ψ.
This note is part of our long term project on reflection positivity. This is a basic concept in
constructive quantum field theory [GJ81, JO´00], where it arises as a requirement on the euclidean
side to establish a duality between euclidean and relativistic quantum field theories [OS73]. The
notion of a reflection negative function stems from [JNO´16], where we study reflection positivity
for affine actions of on a real Hilbert space.
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2 Reflection positive kernels
We first recall the basic definitions concerning positive and negative definite kernels. As customary
in physics, we follow the convention that the inner product of a complex Hilbert space is linear in
the second argument.
Definition 2.1. (a) LetX be a set. A kernelQ : X×X → C is called hermitian if Q(x, y) = Q(y, x).
A hermitian kernel Q is called positive definite if
∑n
j,k=1 cjckQ(xj , xk) ≥ 0 holds for x1, . . . , xn ∈
X, c1, . . . , cn ∈ C. It is called negative definite if
∑n
j,k=1 cjckQ(xj , xk) ≤ 0 holds for x1, . . . , xn ∈ X
and c1, . . . , cn ∈ C satisfying
∑n
j=1 cj = 0 ([BCR84]).
(b) If G is a group, then a function ϕ : G→ C is called positive (negative) definite if the kernel
(ϕ(gh−1))g,h∈G is positive (negative) definite. More generally, if (S, ∗) is an involutive semigroup,
then ϕ : S → C is called positive (negative) definite if the kernel (ϕ(st∗))s,t∈S is positive (negative)
definite.
Remark 2.2. We point out that a function ψ : G→ C is negative definite if and only if, for every
h > 0, the function e−hψ is positive definite ([BCR84, Thm. 3.2.2.].
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Remark 2.3. Let X be a set, K : X × X → C be a positive definite kernel and HK ⊆ CX be
the corresponding reproducing kernel Hilbert space. This is the unique Hilbert subspace of CX on
which all point evaluations f 7→ f(x) are continuous and given by
f(x) = 〈Kx, f〉 for Ky(x) = K(x, y) := 〈Kx,Ky〉.
Definition 2.4. A reflection positive Hilbert space is a triple (E , E+, θ), where E is a Hilbert space,
θ is a unitary involution and E+ is a closed subspace which is θ-positive in the sense that 〈θv, v〉 ≥ 0
for v ∈ E+. For a reflection positive Hilbert space (E , E+, θ), let N := {u ∈ E+ : 〈θu, u〉 = 0} and
let Ê be the completion of E+/N with respect to the inner product 〈·, ·〉θ . We write q : E+ → Ê for
the canonical map.
Example 2.5. (a) Suppose that K : X × X → C is a positive definite kernel, that τ : X → X is
an involution leaving K invariant and that X+ ⊆ X is a subset with the property that the kernel
Kτ (x, y) := K(τx, y) = K(x, τy) is positive definite on X+. Then the closed subspace H
+
K ⊆ HK
generated by (Kx)x∈X+ is θ-positive for (θf)(x) := f(τx). We thus obtain a reflection positive
Hilbert space (HK ,H
+
K , θ). We call such kernels K reflection positive with respect to (X,X+, τ).
In this context, the space Ê can be identified with the reproducing kernel space HK
τ
⊆ CX+ ,
where q corresponds to the map
q : E+ → HKτ , q(f)(x) := f(τ(x)).
In fact, the space Ê is generated by the elements (q(Kx))x∈X+ , and we have
〈q(Kx), q(Ky)〉 = 〈θKx,Ky〉 = 〈Kτx,Ky〉 = K(τx, y) = K
τ (x, y).
Accordingly, the function on X+ corresponding to q(f) ∈ Ê is given by
x 7→ 〈q(Kx), q(f)〉 = 〈θKx, f〉 = 〈Kτx, f〉 = f(τx).
(b) If (E , E+, θ) is a reflection positive Hilbert space, then the scalar product defines a reflection
positive kernel K(v, w) := 〈v, w〉 with respect to (E , E+, θ). In this sense all reflection positive
Hilbert spaces can be obtained in the context of (a), which provides a “non-linear” setting for
reflection positive Hilbert spaces.
Definition 2.6. Let τ : G → G be an involutive automorphism of the group G and G+ ⊆ G be a
subset. A function ϕ : G → C is called reflection positive with respect to (G,G+, τ) if the kernel
K(x, y) := ϕ(xy−1) is reflection positive with respect to (G,G+, τ) in the sense of Example 2.5(a).
These are two simultaneous positivity conditions, namely that the kernel ϕ(gh−1)g,h∈G is positive
definite on G and that the kernel ϕ(sτ(t)−1)s,t∈G+ is positive definite on G+.
Of particular importance is the case where G+ = S is a subsemigroup invariant under s 7→
s♯ := τ(s)−1, so that (S, ♯) is an involutive semigroup and the positive definiteness of the kernel Kτ
means that ϕ is a positive definite function on (S, ♯).
In the following we write R+ := [0,∞) for the set of non-negative real numbers.
Example 2.7. (a) Prototypical examples are the functions ϕλ(t) := e
−λ|t|, λ ≥ 0, for (R,R+,− idR).
For this triple every continuous reflection positive function has an integral representation ϕ(t) =∫∞
0
e−λ|t| dµ(λ) for a positive Borel measure µ on R+ (see [NO´14, Cor. 3.3]). In [NO´14] we also
discuss generalizations of this concept to distributions and obtain integral representations for the
case where G is a more general abelian Lie group.
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(b) There are also important examples not related to subsemigroups. For β > 0, the corre-
sponding circle group G := R/βZ and the domain G+ :=
[
0, β2
]
+ βZ ⊆ G, the functions ϕ : G→ C
correspond to β-periodic functions on R. Such a function is called reflection positive if the kernel
K(x, y) := ϕ(x − y) is reflection positive for (G,G+, τ) and τ(g) = g−1 in the sense of Exam-
ple 2.5(a). Typical examples are the β-periodic functions whose restriction to [0, β] is given by
fλ(t) := e
−tλ + e−(β−t)λ for λ ≥ 0 (see also Remark 5.10 below and [NO´15]).
Definition 2.8. We call a continuous function ψ : G → R reflection negative with respect to
(G,G+, τ) if ψ is a negative definite function on G and the kernel ψ(st
♯)s,t∈G+ is negative definite.
Remark 2.9. According to Schoenberg’s Theorem for kernels [BCR84, Thm. 3.2.2], a function
ψ : G → C is reflection negative if and only if, for every h > 0, the function e−hψ is reflection
positive in the sense of Definition 2.6.
3 Negative definite kernels on intervals
In this section we describe an integral representation of negative definite functions on general open
intervals (a, b) ⊆ R. This extends the Le´vy–Khintchine formula for Bernstein functions, i.e., non-
negative negative definite functions on (0,∞).
Definition 3.1. Let −∞ ≤ a < b ≤ ∞. A function f : (a, b)→ R is said to be
• positive definite if the kernel f
(
x+y
2
)
is positive definite, and
• negative definite if the kernel f
(
x+y
2
)
is negative definite.
We first recall some classical results by Bernstein, Hamburger and Widder concerning an intrinsic
characterization of Laplace transforms.
Theorem 3.2. (Widder; [Wi34], [Wi46, Thm. VI.21]) A function ϕ : (a, b)→ R is positive definite
if and only if there exists a positive measure µ on R such that
ϕ(t) = L(µ)(t) :=
∫
R
e−λt dµ(λ) for t ∈ (a, b).
This implies in particular that ϕ is analytic.
Lemma 3.3. Every negative definite function ψ : (a, b)→ R is analytic.
Proof. Since ϕ := e−ψ is positive definite, it is analytic by Widder’s Theorem 3.2, so that
ψ = − logϕ is analytic as well.
Theorem 3.4. Let f : (a, b)→ R be an analytic function.
(a) (Hamburger) The following are equivalent:
(i) f is positive definite, i.e., f = L(µ) for a positive Borel measure µ on R.
(ii) For every c ∈ (a, b), the kernel (f (i+j)(c))i,j∈N0 is positive definite.
(iii) There exists a c ∈ (a, b) for which the kernel (f (i+j)(c))i,j∈N0 is positive definite.
(b) (Widder) The following are equivalent:
(i) f = L(µ) for a positive Borel measure µ on [0,∞).
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(ii) For every c ∈ (a, b), the kernels (f (i+j)(c))i,j∈N0 and (−f
(1+i+j)(c))i,j∈N0 are positive
definite.
(iii) There exists a c ∈ (a, b) for which the kernels (f (i+j)(c))i,j∈N0 and (−f
(1+i+j)(c))i,j∈N0
are positive definite.
(iv) f and −f ′ are positive definite.
Proof. (a) The implications (i) ⇒ (ii) ⇒ (iii) are trivial. For the remaining implication we refer to
[Wi34, Lemma 3], [Wi46, Thm. VI.19c] or [Ham20].
(b) Again, the implications (i) ⇒ (ii) ⇒ (iii) are trivial and (iii) ⇒ (i) follows from [Wi46,
Thm. VI.19b]. That (ii), (iii) are equivalent to (iv) now follows from (a).
Definition 3.5. Let −∞ ≤ a < b ≤ ∞.
• A smooth function ψ : (a, b) → R is called completely monotone if (−1)kψ(k) ≥ 0 for every
k ∈ N = {1, 2, . . .}.
• A smooth function ψ : (0,∞)→ R is called a Bernstein function if ψ ≥ 0 and ψ′ is completely
monotone.
The following theorem provides a characterization of completely monotone functions on (0,∞):
Theorem 3.6. (Hausdorff–Bernstein–Widder) For a function ϕ : (0,∞) → [0,∞), the following
are equivalent:
(i) ϕ is completely monotone.
(ii) ϕ is a Laplace transform of a positive measure on [0,∞).
(iii) ϕ is decreasing and positive definite on the ∗-semigroup ((0,∞), id).
Proof. The equivalence of (i) and (ii) follows from [SSV10, Thms. 1.4]. We further know from [Ne00,
Thm. III.1.19], a positive definite function ϕ on (0,∞) is decreasing if and only if the corresponding
representation is a representation by contractions. Therefore the equivalence of (ii) and (iii) is
Nussbaum’s Theorem [Ne00, Cor. VI.2.11].
Remark 3.7. That an analytic function ϕ : (a, b)→ R is a Laplace transform implies in particular
that ϕ(2j) ≥ 0 for each j ∈ N0, but this takes only the diagonal entries of the matrices in Theo-
rem 3.4(a)(ii) into account. Likewise, condition (b)(ii) in Theorem 3.4 implies that f is completely
monotone and Theorem 3.6 shows that, on (a, b) = (0,∞), the stronger conditions in Theorem 3.4
follow from complete monotonicity.
The following lemma prepares our characterization of negative definite functions in Theorem 3.9
below.
Lemma 3.8. If ψ is negative definite, then −ψ′′ is positive definite, resp., a Laplace transform of
a positive measure on R.
Proof. In view of the analyticity of the function −ψ′′ (Lemma 3.3), it suffices to show that, in some
c ∈ (a, b), the kernel (−ψ(i+j)(c))i,j≥1 is positive definite (Hamburger’s Theorem 3.4(a)). This is
equivalent to the matrices (−ψ(i+j)(c))1≤i,j≤n being positive semi-definite for every n ∈ N.
For δ ∈ R, let (∆δf)(t) := f(t)− f(t+ δ). Then
lim
δ→0
δ−j(∆jδf)(t) = (−1)
jf (j)(t)
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for any smooth function f : (a, b)→ R.
Since ψ is negative definite, for every h > 0, the function ϕh := e
−hψ is positive definite
(Schoenberg’s Theorem). Therefore
ψ = lim
h→0+
1− e−hψ
h
(2)
shows that ψ is a pointwise limit of positive multiples of functions of the form 1 − ϕ, where ϕ is
positive definite.
If ϕ is positive definite, c ∈ (a, b) and c + 2nδ ∈ (a, b), then the matrix
(
(∆i+jδ ϕ)(c)
)
0≤i,j≤n
is
positive semidefinite (cf. the proof of the theorem in [Wi34]). This implies that, for any negative
definite function of the form ψ˜ = 1− ϕ, the matrix
(−
(
∆i+jδ ψ˜)(c)
)
1≤i,j≤n
=
(
(∆i+jδ ϕ)(c)
)
1≤i,j≤n
is positive semidefinite. Since any negative definite function ψ is a pointwise limit of positive
multiples of such functions ψ˜, we see that
(
− (∆i+jδ ψ)(c)
)
1≤i,j≤n
is positive semidefinite. For
δ → 0, we thus obtain that the matrix
(
− (−1)i+jψ(i+j)(c)
)
1≤i,j≤n
is positive semidefinite, and
this implies that
(
−ψ(i+j)(c)
)
1≤i,j≤n
is positive semidefinite as well. This completes the proof.
The following theorem is a slight generalization of [Ho67, Thm. 4.2] which only deals with
intervals of the form [0, b]. Our overall strategy is similarly to Horn’s.
Theorem 3.9. (Le´vy–Khintchine formula for open intervals) Fix t0 ∈ (a, b). Then ψ : (a, b) → R
is negative definite if and only if there exists a positive measure µ on R and c, d ∈ R such that
ψ(t) = c+ d(t− t0) +
∫ ∞
−∞
eλ(t)e
−λt0 dµ(λ), (3)
where
eλ(t) :=
{
1−λ(t−t0)−e
−λ(t−t0)
λ2 for λ 6= 0
−(t− t0)2/2 for λ = 0.
(4)
Then c = ψ(t0), d = ψ
′(t0) and µ is uniquely determined by −ψ
′′ = L(µ). A positive measure µ
occurs for some ψ if and only if its Laplace transform L(µ) is finite on (a, b).
Proof. “⇒”: Let ψ be negative definite. We prove the existence of the integral representation.
From Lemma 3.8 we know that −ψ′′ is positive definite. Therefore Widder’s Theorem 3.2 implies
the existence of a positive measure µ on R with ψ′′(t) = −L(µ)(t) for every t ∈ (a, b). Since ψ is a
smooth function, we have for t ∈ (a, b) the formula
ψ(t) = ψ(t0) + (t− t0)ψ
′(t0) +
∫ t
t0
ψ′′(s) · (t− s) ds. (5)
We thus put c := ψ(t0) and d := ψ
′(t0). For the third term in (5) we find with Fubini’s Theorem:∫ t
t0
ψ′′(s)(t− s) ds = −
∫ t
t0
∫
R
e−λs dµ(λ) · (t− s) ds =
∫
R
(∫ t
t0
e−λs(s− t) ds
)
dµ(λ). (6)
The statement now follows by integration by parts. But we would also like to point out another
argument. As the functions eλ in (4) are uniquely determined by
eλ(t0) = e
′
λ(t0) = 0 and e
′′
λ(t) = −e
−λ(t−t0) = −eλt0e−λt,
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it follows from (5) that
e−λt0eλ(t) =
∫ t
t0
e−λs(s− t) ds. (7)
Combining (5), (6) and (7), we thus obtain the stated integral representation from
ψ(t) = ψ(t0) + (t− t0)ψ
′(t0) +
∫
R
eλ(t)e
−λt0 dµ(λ).
“⇐”: To see that all functions with such an integral representation are negative definite, it suf-
fices to observe that all affine functions are negative definite and that all functions eλ are negative
definite. For λ 6= 0, this follows from the negative definiteness of the functions 1 − e−λt (because
e−λt is positive definite) and of all affine functions. For λ = 0 it follows from e0 = limλ→0 eλ.
Next we show that ψ determines the constants c, d and the measure µ. If ψ satisfies (3), then, by
reversing our previous arguments to show that (6) implies (3), and using that eλ(t)e
−λt is positive,
Fubini’s Theorem implies that∫ ∞
−∞
eλ(t)e
−λt0 dµ(λ) =
∫ t
t0
∫ ∞
−∞
e−λs dµ(λ) · (s− t) ds.
In particular, the existence of the integrals in (3) implies that L(µ)(s) is finite for every s in a
subset of full measure in (a, b). Therefore the convexity of L(µ) shows that L(µ)(t) <∞ for every
t ∈ (a, b). This leads to
ψ(t) = c+ d(t− t0)−
∫ t
t0
L(µ)(s) · (t− s) ds,
and this entails that c = ψ(t0), d = ψ
′(t0) and ψ
′′(t) = −L(µ)(t) for every t ∈ (a, b). Therefore c, d
and µ are uniquely determined by ψ.
Remark 3.10. (a) Theorem 3.2 has been generalized by Shucker in [Sh84, Thm. 5] to continuous
positive definite functions r : Ω → C on convex domains in a real vector space (see also [NO´14,
Thm. 4.11] for a related integral representation of 1-bounded distributions on cones). For intervals
in Rn, there are corresponding results by Widder and Akhiezer [BCR84, Thm. 6.5.12].
(b) For integral representations of negative definite functions on Q+, see [BCR84, Prop. 6.5.13].
(c) According to [BCR84, Thm. 6.5.14], continuous negative definite functions on the closed half
line [0,∞) are of the form
ψ(t) = c+ dt− ft2 +
∫
R×
(
1− eλt +
λt
1 + λ2
)
dµ(λ), (8)
where a, b ∈ R, c ≥ 0 and µ is a positive measure on R× satisfying∫
0<|λ|≤1
λ2 dµ(λ) <∞ and
∫
|λ|>1
eλt dµ(λ) <∞ for t ≥ 0. (9)
This matches the integral representation in Theorem 3.9 for a = 0 and b = ∞ because (8) implies
that
−ψ′′(t) = 2f +
∫
R×
eλtλ2 dµ(λ),
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so that the measure in Theorem 3.9 is 2fδ0 + λ
2 dµ(−λ). Here conditions (9) on the measure µ
correspond to the additional requirement that ψ(0+) = limt→0+ ψ(t) <∞.
(d) In [BCR84, Ex. 8.1.11] it is shown that a negative definite function ψ : (0,∞)→ R which is
bounded from below on all intervals [c,∞) has a representation
ψ(s)− ψ(t) =
∫
R
×
+
(e−λt − e−λs) dµ(λ) + α · (s− t) for s, t > 0, (10)
where α ≥ 0 and µ is a positive measure on (0,∞). For (s, t) = (t, 1), this leads to
ψ(t) = ψ(1) + α · (t− 1) +
∫
R
×
+
(e−λ − e−λt) dµ(λ) for t > 0, (11)
which is a special case of the integral representation in Theorem 3.9 which immediately implies (10)
by subtraction.
A typical example is the function
log t =
∫ ∞
0
(e−λ − e−λt)
dλ
λ
for t > 0 (12)
(see also Examples 4.3(c)).
4 Increasing negative definite functions on (0,∞)
Now we turn to the special case where a = 0 and b = ∞. Then S := ((0,∞),+) is a ∗-semigroup
with respect to s∗ = s for s ∈ S. Theorem 3.9 provides in particular an integral formula for an
arbitrary negative definite function on (0,∞). For the applications in representation theory, we are
also interested in the increasing negative definite functions which are not necessarily non-negative,
resp., Bernstein functions. These are characterized in Bernstein’s classical theorem:
Theorem 4.1. (Bernstein) ([SSV10, Thms. 1.4, 3.2, 3.6]) For a function ψ : (0,∞) → [0,∞), the
following are equivalent:
(i) ψ is a Bernstein function.
(ii) For every h > 0, the function e−hψ is completely monotone. In particular, ψ is negative
definite and increasing.
(iii) There exist a, b ≥ 0 and a positive measure σ on (0,∞) with
∫∞
0
(1 ∧ λ) dσ(λ) <∞ such that
ψ(t) = a+ bt+
∫ ∞
0
(1− e−λt) dσ(λ)
(Le´vy–Khintchine representation). Then a = limt→0 ψ(t), b = limt→∞
ψ(t)
t , and σ is also
uniquely determined by ψ.
Remark 4.2. (a) Theorem 4.1 describes the non-negative real-valued negative definite functions
on the ∗-semigroup S := ((0,∞), id), but not every negative definite function on S is real-valued
and non-negative. For instance, all affine functions ψ(t) = a + bt, a, b ∈ R, are negative definite
(Theorem 3.9).
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(b) For any c > 0, the function ψ(t) = 1 − ce−λt is negative definite on (R+, id) because the
corresponding kernel is ψ(s + t) = 1 − ce−λse−λt, where both summands are negative definite.
However, only for c ≤ 1, we obtain a Bernstein function on R+. In this case
ψ(t) = (1− c) + c(1− e−λt)
is the corresponding Le´vy–Khintchine representation.
(c) If ϕ : (0,∞)→ R is a non-zero decreasing positive definite function on S, then ϕ(t) > 0 for
every t > 0, so that ψ := − logϕ : (0,∞) → R is increasing, but in general ψ may take negative
values.
If ψ is a Bernstein function, then ϕ = e−ψ ≤ 1. If, conversely, ϕ ≤ C is bounded, then
ψ ≥ − logC, so that ψ+ logC ≥ 0. If, more generally, there exist a, b ∈ R with ϕ(t) ≤ ea+bt for all
t > 0, then ψ − a− bt ≥ 0.
Examples 4.3. (of Bernstein functions)
(a) For α ∈ R, the function ψ(t) = tα on (0,∞) has positive values. From ψ′(t) = αtα−1 we
derive that α ≥ 0 is necessary for ψ to be a Bernstein function. Further, ψ′′(t) = α(α − 1)tα−2
shows that α ≤ 1 is also necessary.
Conversely, α = 0, 1 lead to the Bernstein functions 1 and t, and for 0 < α < 1, the function
tα is also Bernstein because (−1)k−1ψ(k)(t) = α(1 − α) · · · (k − 1− α)tα−k ≥ 0 for every t > 0. Its
Le´vy–Khintchine representation is
tα =
α
Γ(1 − α)
∫ ∞
0
(1 − e−λt)λ−1−α dλ for 0 < α < 1, t > 0
(see the proof of [BCR84, Cor. 3.2.10]).
(b) t1+t =
∫∞
0
(1− e−λt)e−λ dλ for t > 0.
(c) For α > 0, we have
t−α =
1
Γ(α)
∫ ∞
0
λα−1e−λt dλ = L(µα)(t) for dµα(λ) = λ
α−1 dλ.
This implies that all positive powers of the function ϕ(t) = t−1 are positive definite on the semi-
group R+ (Theorem 3.6), so that
ψ(t) := log t
is a negative definite function on the additive semigroup (0,∞) by Schoenberg’s Theorem (Re-
mark 2.9). We now derive an integral representation for the function ψ which is not bounded from
below and in particular not Bernstein. Nevertheless, the shifted function log(1+ t) is Bernstein (see
(13)). Starting with
1− e−α log t = 1− t−α =
1
Γ(α)
∫ ∞
0
λα−1e−λ(1− e−λ(t−1)) dλ,
we consider with Lebesgue’s Dominated Convergence Theorem
log t = lim
α→0
1− e−α log t
α
= lim
α→0
1
αΓ(α)
∫ ∞
0
λα−1e−λ(1− e−λ(t−1)) dλ
= lim
α→0
1
Γ(α+ 1)
∫ ∞
0
λα−1e−λ(1− e−λ(t−1)) dλ =
∫ ∞
0
(1− e−λ(t−1)) e−λ
dλ
λ
=
∫ ∞
0
(e−λ − e−λt)
dλ
λ
.
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This leads to the integral representation
log(1 + t) =
∫ ∞
0
(1 − e−λt)e−λ
dλ
λ
for t > −1 (13)
which exhibits log(1 + t) as a Bernstein function on (0,∞).
Example 4.4. (a) ([BCR84, Ex. 6.5.15]) For 0 < α ≤ 2, the function
ψα : [0,∞)→ R, ψα(t) :=
{
tα for 0 < α ≤ 1
−tα for 1 ≤ α ≤ 2
is negative definite on the semigroup (R+, id).
(b) ([BCR84, Ex. 6.5.16]) The function ψ(t) = −t log t is negative definite on [0,∞), i.e., for
every h > 0, the function e−hψ(t) = eht log t = tht is positive definite.
We now turn to our generalization of Bernstein’s Theorem characterizing the increasing negative
definite functions on (0,∞).
Remark 4.5. For a Ck-function, we consider the difference operators
(∆δf)(t) := f(t)− f(t+ δ) = (−1)
∫ t+δ
t
f ′(s) ds.
An easy induction shows that
(∆khf)(t) = (−1)
k
∫ t+h
t
∫ t1+h
t1
· · ·
∫ tk−1+h
tk−1
f (k)(tk) dtk · · · dt1.
Therefore (∆khf)(t) ≥ 0 for all t and sufficiently small h (depending on t) is equivalent to the
condition (−1)kf (k) ≥ 0.
Lemma 4.6. If ψ : (0,∞)→ R is negative definite and increasing, then ψ′ is completely monotone.
Proof. Lemma 3.3 implies that ψ is smooth, so that we have to show that (−1)kψ(k+1) ≥ 0 for
k ∈ N0. In view of Remark 4.5, it suffices to show that ∆kδψ
′ ≥ 0 for δ > 0. This in turn will follow
if −∆k+1δ ψ ≤ 0 for k ∈ N0.
If ψ = 1− ϕ, where ϕ is positive definite, then ϕ is decreasing, hence a Laplace transform of a
measure on [0,∞) and therefore completely monotone (Theorem 4.1). This implies that
∆k+1δ ψ = −∆
k+1
δ ϕ ≤ 0.
Next we use ψ = limh→0 ψh with ψh =
1−e−hψ
h to see that ∆
k+1
δ ψ = limh→0∆
k+1
δ ψh ≤ 0. This
completes the proof.
Theorem 4.7. (Le´vy–Khintchine formula for increasing negative definite functions on R+) A func-
tion ψ : (0,∞)→ R is negative definite and increasing if and only if there exists a positive measure
µ on R and c ∈ R such that
ψ(t) = c+
∫
[0,∞)
fλ(t) dµ(λ), where fλ(t) :=
{
e−λ−e−λt
λ for λ 6= 0
t− 1 for λ = 0.
(14)
Then c = ψ(1) and µ is uniquely determined by ψ′ = L(µ). A positive measure µ occurs if and only
if its Laplace transform L(µ) is finite on (0,∞).
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Proof. This result could also be derived from (11) in Remark 3.10(d), but we also give an indepen-
dent proof. We use a similar argument as in the proof of Theorem 3.9, but here it is simpler. For
the existence of the integral representation, we first use Lemma 4.6 to see that ψ′ is completely
monotone, hence of the form L(µ) for a measure µ on [0,∞). We put c := ψ(1) and observe that
ψ(t) = ψ(1)+
∫ t
1
ψ′(s) ds = ψ(1)+
∫ t
1
∫ ∞
0
e−λs dµ(λ) ds = ψ(1)+
∫ ∞
0
(∫ t
1
e−λs ds
)
dµ(λ). (15)
The functions fλ are characterized by fλ(1) = 0 and f
′
λ(t) = e
−λt. We thus obtain the desired
integral representation of ψ.
To see that all functions with such an integral representation are negative definite and increasing,
it suffices to observe that the functions fλ all have this property.
To see that ψ determines the measure µ uniquely, one argues as in the proof of Theorem 3.9
that the integral representation for ψ implies that L(µ) is finite on (0,∞) and coincide with ψ′.
Remark 4.8. (a) From (14) we obtain
ψ(t) = c+ µ({0})(t− 1) +
∫
(0,∞)
(e−λ − e−λt)
dµ(λ)
λ
,
which is (11) in Remark 3.10(d).
(b) The increasing function ψ in (14) is non-negative, i.e., a Bernstein function, if and only if
ψ(0+) = lim
t→0
ψ(t) = c+
∫
[0,∞)
fλ(0) dµ(λ) = c− µ({0}) +
∫ ∞
0
e−λ − 1
λ
dµ(λ)
exists and is non-negative. With (a) we then obtain
ψ(t) = c+ µ({0})(t− 1) +
∫
(0,∞)
(e−λ − e−λt)
dµ(λ)
λ
= ψ(0+) + µ({0})t+
∫
(0,∞)
(1− e−λt)
dµ(λ)
λ
.
This corresponds to the Le´vy–Khintchine formula for Bernstein functions in Theorem 4.1.
5 Reflection positive functions on intervals
In this section we eventually turn to reflection positive functions on intervals. We consider the
interval (−a, a) for some a > 0 and the reflection τ(t) = −t about the midpoint.
Definition 5.1. We call a function ϕ : (−a, a)→ R reflection positive if both kernels
ϕ
( t− s
2
)
−a<s,t<a
and ϕ
( t+ s
2
)
0<s,t<a
are positive definite.
This corresponds to the situation of Example 2.5(a) where X = (−a, a), X+ = (0, a) and
τ(x) = −x.
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Reflection positivity implies that ϕ(−t) = ϕ(t) = ϕ(t). By Widder’s Theorem 3.2, there exists
a positive measure µ on R with
ϕ(t) = L(µ)(|t|) =
∫
R
e−λ|t| dµ(λ) for |t| < a. (16)
For all these functions the kernel ϕ
(
t+s
2
)
is positive definite on (0, a). Therefore ϕ is reflection
positive if and only if the kernel ϕ
(
t−s
2
)
is positive definite on (−a, a). Here the main point is to
relate this condition to properties of the measure µ.
Example 5.2. (a) For λ ≥ 0, the functions ϕλ(t) := e−λ|t| (multiples of euclidean Green’s functions
[DG13]) are positive definite on R. Therefore L(µ)(|t|) is reflection positive if µ is supported by
[0,∞).
(b) (cf. [NO´15, Ex. 2.3]) Basic examples of positive definite β-periodic functions on R are given
by the functions fλ satisfying
fλ(t) = e
−tλ + e−(β−t)λ = 2e−βλ/2 cosh((β2 − t)λ) for 0 ≤ t ≤ β, λ ≥ 0
(multiples of thermal euclidean Green’s functions [DG13]). For |t| < β, we have
fλ(t) = fλ(|t|) = e
−|t|λ + e−(β−|t|)λ = e−|t|λ + e−βλe|t|λ. (17)
Hence, for reflection positivity, it is not necessary that µ is supported by the positive half line, as
in (a).
Given a > 0 and a positive measure µ on [0,∞)× [a,∞), it follows that the function
f(t) :=
∫ ∞
0
∫ ∞
a
e−λ|t| + e−βλeλ|t| dµ(λ, β) (18)
is reflection positive on (−a, a) whenever the integrals are finite.
Remark 5.3. For a function ϕ = L(µ) as in (16), a necessary condition for positive definiteness on
(−a, a) is that ϕ(t) ≤ ϕ(0) for |t| < a because the positive definiteness of the matrix
(
ϕ(0) ϕ(t)
ϕ(−t) ϕ(0)
)
implies |ϕ(t)|2 = ϕ(t)ϕ(−t) ≤ ϕ(0)2. If, in addition, ϕ is reflection positive, then ϕ(t) = L(µ)(|t|)
and we obtain the condition ϕ(t) ≤ µ(R) for 0 ≤ t < a and by convexity of the function ϕ on (0, a)
we get
ϕ(a−) = lim
t→a−
ϕ(t) =
∫
R
e−λa dµ(λ) ≤ ϕ(0), resp.,
∫
R
(1− e−λa) dµ(λ) ≥ 0. (19)
For µ = δλ0 + cδ−λ0 , condition (19) means that (1 − e
−λ0a) + c(1− eλ0a) ≥ 0, which is
1− e−λ0a ≥ c(eλ0a − 1) = eλ0ac(1− e−λ0a) resp. c ≤ e−λ0a.
Note that the maximal value of c is precisely the constant showing up in (17) with a = β.
We now use Po´lya’s Theorem to obtain sufficient conditions for positive definiteness on some
interval (−a, a):
Theorem 5.4. (Po´lya) ([Luk70, Thm. 4.3.1]) If ϕ : R → [0,∞) is an even continuous function
which is convex on [0,∞) and satisfies limt→∞ ϕ(t) = 0, then ϕ is positive definite.
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Corollary 5.5. If ϕ : R → [0,∞) is an even continuous function which is convex and decreasing
on [0,∞), then ϕ is positive definite.
Proof. Since ϕ is decreasing, the limit c := limt→∞ ϕ(t) ≥ 0 exists. Now Po´lya’s Theorem implies
that ϕ−c is positive definite, and since the constant function c is also positive definite, the assertion
follows.
Lemma 5.6. Let a > 0 and ψ : [0, a] → [0,∞) be a convex function. Then ψ extends to a non-
negative decreasing convex function ϕ : [0,∞)→ [0,∞) if and only if ψ′(a−) ≤ 0.
Proof. If ψ extends to a decreasing convex function ϕ : [0,∞)→ [0,∞), then ψ′(a−) = ϕ′(a−) ≤ 0.
If, conversely, ψ′(a−) ≤ 0, then we extend ψ by the constant function t 7→ ψ(a) on (a,∞). Then ϕ
is a decreasing convex function extending ψ.
Combining the preceding lemma with Corollary 5.5, we obtain:
Proposition 5.7. Let a > 0 and ψ : [0, a]→ [0,∞) be a convex function. If ψ′(a−) ≤ 0, then the
function ϕ(t) := ψ(|t|) on [−a, a] is positive definite in the sense that the kernel ϕ
(
t−s
2
)
|t|,|s|≤a
is
positive definite.
Theorem 5.8. (Characterization of reflection positive functions on [−a, a]) Let µ be a finite positive
measure on R for which ϕ(t) := L(µ)(|t|) exists for |t| ≤ a.
(a) If L(µ)′(a−) ≤ 0, then ϕ is reflection positive on [−a, a] and extends to a symmetric positive
definite function on R.
(b) If ϕ is reflection positive on [−a, a] and non-constant, then there exists an element b ∈ (0, a]
with L(µ)′(b−) < 0.
Proof. If L(µ)′(a−) ≤ 0, then Proposition 5.7 implies that ϕ is reflection positive on [−a, a]. The
extension to R follows from Lemma 5.6.
Suppose, conversely, that this is the case, and that ϕ is not constant. Then there exists a t ∈ (0, a]
with ϕ(t) < ϕ(0) because ϕ(t) ≤ ϕ(0) follows from positive definiteness of the kernel ϕ
(
t−s
2
)
. This
means that ϕ is not increasing on [0, t], so that there exists a t′ ∈ (0, t) with ϕ′(t′−) < 0.
Remark 5.9. If b is as in (2) then it follows from part (a) that the positive definite function ϕ|[−b,b]
extends to a positive definite function on R. But this extension does not have to agree with ϕ on
the interval ]b, a] if b < a.
Remark 5.10. (The β-periodic case) In [NO´15, Thm. 2.4] we have seen that a β-periodic function
f : R→ R is reflection positive if and only if it is of the form
f(t) =
∫ ∞
0
e−tλ + e−(β−t)λ dµ+(λ) for 0 ≤ t ≤ β,
where µ+ is a positive measure on [0,∞). For the measure dµ(λ) = dµ+(λ) + eβλdµ+(−λ) on R,
this leads to f = L(µ) on [0, β]. The function f |[0,β] is convex and symmetric with respect to β/2,
where it has a global minimum. Therefore Theorem 5.8 would only apply to the restriction of f to
the interval [−β/2, β/2].
For the applications in [JNO´16], we also note the following description of reflection negative
functions on R:
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Theorem 5.11. (Reflection negative functions on (R,R+,− idR)) A symmetric continuous function
ψ : R→ [0,∞) is reflection negative with respect to (R,R+,− idR) if and only if ψ|(0,∞) is a Bern-
stein function. In particular, this is equivalent to the existence of a, b ≥ 0 and a positive measure µ
on (0,∞) with
∫∞
0 (1 ∧ λ) dµ(λ) <∞ such that we have the Le´vy–Khintchine representation
ψ(t) = a+ b|t|+
∫ ∞
0
(1− e−λ|t|) dµ(λ).
Here a, b and µ are uniquely determined by ψ.
Proof. According to [NO´14, Cor. 3.3], a symmetric function ϕ : R → R is reflection positive if and
only if ϕ|R+ is a Laplace transform of a positive measure on [0,∞) (Theorem 3.6). Combining this
with Schoenberg’s Theorem (Remark 2.9) and Theorem 4.1 proves our assertion.
Example 5.12. For α ≥ 0, the function ψ(t) := |t|α is reflection negative on R if and only if
0 ≤ α ≤ 1 (Examples 4.3(a)).
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