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Summary
In this thesis, a recently developed physiologically-based model of the sleep-
wake switch [1] is analyzed and applied to a variety of clinically-relevant pro-
tocols. In contrast to phenomenological models, which have dominated sleep
modeling in the past, the present work demonstrates the advantages of the
physiologically-based approach. Each of the three chapters containing new
research, Chapters 2–4, is self-contained and includes its own abstract, intro-
duction, summary, and discussion. However, the chapters are intended to be
read in order, with each chapter assuming some familiarity with the content of
the previous chapter(s).
Chapter 1 contains a brief overview of the sleep research field and places the
new research contained in this thesis within this wider context. In particular,
the role of sleep modeling in the field is explained, and the physiologically-based
approach used throughout this work is distinguished from other methodologies.
The Phillips-Robinson sleep model, which is used throughout this thesis, is also
introduced.
Chapter 2 contains dynamical and linear stability analyses of the Phillips-
Robinson model, including a general framework for determining its response
to arbitrary external stimuli. The effects of near-stable wake and sleep ghosts
on the model’s dynamics are investigated, and the results are interpreted in
terms of their behavioral significance. The wake ghost, for example, provides a
mechanism for stabilizing brief awakenings during sleep, and suggests a method
for simulating fatigue during sleep deprivation (as treated in Chapter 3 of
this thesis). A separation of the model time scales forms the motivation for
a convenient two-dimensional representation in which to analyze the model’s
response to impulse external stimuli. The remainder of Chapter 2 demonstrates
the utility of this framework by applying it to impulsive sensory stimuli during
sleep, which are modeled according to their known physiological mechanism.
Identifying the wake ghost as a sensible definition of ‘wake’ allows us to define
the arousal threshold, whose predicted variation is found to match experimental
data from the literature. In simulating a sleep fragmentation protocol, the
model simultaneously reproduces the body temperature and arousal threshold
variation measured in another existing clinical study.
Chapter 3 exploits the dynamical analysis undertaken in Chapter 2, fo-
cusing on the role of the wake ghost as a waking state at high values of the
model’s sleep drive. However, in this chapter the dynamics are explained in
non-mathematical, qualitative terms for an intended clinical audience. To sim-
ulate sleep deprivation, an addition wake-effort drive is required to maintain
wakefulness during normal sleeping periods. We interpret this drive both phys-
iologically and psychologically, and demonstrate quantitative agreement be-
tween the model’s output and experimental subjective fatigue-related data.
As well as subjective fatigue, the model is simultaneously able to reproduce
adrenaline excretion and body temperature variations. The physiological mod-
eling approach allows us to elucidate connections between clinically-measurable
quantities and the physiological interactions and drives that produce them.
In Chapter 4, the model is extended to include the orexinergic neurons of
the lateral hypothalamic area. The equations governing the extended model are
analyzed rigorously and used as a basis for interpreting its dynamics. Using the
general framework developed in Chapter 2 for incorporating external stimuli
into the model, we present a new representation for understanding how external
influences acting over long time scales produce changes to the model’s funda-
mental equilibrium structure. Due to the dynamics of the orexin group, the
extended model exhibits sleep inertia, and an inhibitory circadian projection
to the orexin group produces a postlunch dip in performance – both of which
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are well-known behavioral features. Including both homeostatic and circadian
inputs to the orexin group, the model produces a waking arousal variation that
quantitatively matches published clinical data.
A summary of the main results of the thesis and suggestions for future
research directions are discussed in Chapter 5.
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Chapter 1
Overview
This thesis is concerned with a physiologically-based approach to quantitatively
modeling the neuronal dynamics that give rise to sleep-wake dynamics. In this
chapter, a brief overview of background and associated sleep research material
is presented to put the new research of Chapters 2–4 into context. Key as-
pects of the field of sleep research are briefly summarized in Sec. 1.1, focusing
predominantly on the role of sleep modeling. The two main approaches to mod-
eling sleep-wake dynamics are then compared: phenomenological sleep models
are discussed in Sec. 1.2, followed by physiologically-based models in Sec. 1.3.
Some of the open questions for sleep modeling are discussed in Sec. 1.4. Note
that more specific and detailed information is given in each of Chapters 2–4 as
required; this chapter is intended to provide a wider overview.
1.1 Sleep Research
Throughout human history the nature and purpose of sleep have been questions
of fundamental interest. Sleep was initially thought to be an idle state of the
mind and brain, being described by Robert MacNish in 1834 as “an intermedi-
ate state between wakefulness and death” [2]. However, with the discovery of
the human electroencephalogram (EEG) [3] and rapid eye movements (REM),
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sleep began to be recognized as an active and dynamic process.
Current sleep research involves a diverse range of disciplines, including clin-
icians, biologists, physiologists, mathematicians, neuroscientists, and theoreti-
cians. Clinical studies cover a broad range of problems, including performance
variation [4, 5], shift work, forced desynchronization and circadian and di-
urnal rhythms [6–11], sleep deprivation [12–15], sleep fragmentation [16–22],
sleep restriction [23–27], and the impact of light [28–30], pharmaceuticals [31–
37], and other sensory effects [38] on sleep-wake dynamics. Clinical sleep re-
search can also help to suggest treatment for sleep-related pathologies including
sleep apnea-hypopnea syndromes [39–45], restless legs syndrome [46], insom-
nia [47], and narcolepsy [48]. Physiologically-based studies aim to understand
the neuronal-level interactions that govern arousal state dynamics. Relevant
neuronal populations and their neuromodulatory interactions are investigated,
including the impact of external drives and influences [49–55]. Theoretical
studies aim to incorporate phenomenological and physiologically-based ideas
into qualitative phenomenological [56], quantitative phenomenological [6, 57–
61], and physiologically-based neuronal network [1, 62–64] models. As a whole,
sleep models aid an intuitive and more detailed understanding of the timing of
sleep and wake, have quantitative predictive power, and elucidate connections
between clinical observations and the physiological mechanisms that produce
them.
Understanding the importance of sleep is a fundamental goal, which also
has wide-reaching practical significance for society. Despite attracting much
research attention, there is still no consensus as to the origin and functional
significance of sleep [39, 65]. Clinically-based studies have therefore taken the
general approach of inferring the role of sleep and the mechanisms governing it
by empirically studying the consequences of various disruptions to the normal
sleep-wake schedule. Although such studies have limited utility in understand-
ing the role of sleep and arousal on a deeper, mechanistic level, they nevertheless
yield significant and applicable results. For example, the increasing trend in
2
modern society of submitting workers to increasing work loads raises concerns
as to the health implications of such a practice [66, 67]. Indeed, general neglect
of sleep and the increasing reliance on stimulants and depressants to maintain
artificial sleep schedules present further potential health concerns [68]. Clinical
sleep studies have helped to determine the importance of sleep for learning and
memory [69, 70] and performance [12, 71]. In some professions, including the
medical, military, and transport industries, around-the-clock workloads are re-
quired. Since fatigue-related accidents can prove fatal, clinical studies can help
to improve safety and productivity in these workplaces [7].
While the utility of empirical, clinically-based studies is undeniable, there
is great potential for theoretical sleep models to provide even more powerful
predictions; as a means of guiding experimental work and interpreting clini-
cal results more precisely, as well as yielding useful predictions in their own
right. Sleep models are potentially able to predict and optimize sleep-wake
schedules for any number of applications, including jet lag, shift work, and
pharmaceutical treatments for sleep disorders. As well as providing general
insights into the mechanisms behind sleep-related phenomenons, theoretical
simulations may circumvent the need to expend both money and time to con-
duct a series of clinical studies. Progress in sleep modeling has relied on the
results of both clinical and physiological experiments. In this chapter we dis-
tinguish between two broad classes of sleep models: phenomenological models
that explain the results of experiments in terms of an empirically-motivated
framework, and physiologically-based models that target the neuronal-level in-
teractions from which behavioral information is subsequently inferred. These
two distinct approaches are treated in turn in the following two sections.
1.2 Phenomenological Sleep Models
It is currently understood that three main drives control the dynamics between
sleep and wake: a homeostatic ‘sleep pressure’, that builds during wake and is
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relieved with sleep, a ∼ 24 h periodic circadian oscillation, which is entrained to
the day-night cycle by photic input, and an ultradian rhythm, which controls
the architecture of sleep, including transitions between rapid eye movement
(REM) and non-rapid eye movement (NREM) sleep. The seminal two-process
model of Borbe´ly [56], combined the homeostatic and circadian drives into a
phenomenological framework that was able to explain the timing of sleep and
wake. Borbe´ly proposed that a homeostatic Process S, restricted to lie between
two circadian thresholds, grows during wake and falls during sleep, as depicted
in Fig. 1.1. When Process S rises as high as the upper circadian threshold,
sleep is triggered, and when it falls as low as the lower threshold, wake is
triggered. Due to the shape of the Process S time series [which was inferred
from the variation of EEG slow-wave activity (SWA) [72]] and the topology of
the circadian thresholds, this structure gives rise to an oscillatory switch-like
alternation between sleep and wake.
In a quantitative implementation of Borbe´ly’s qualitative model, Daan et
al. [57] proposed that external influences affect the circadian thresholds. With
suitable adjustments, the authors were able to reproduce a variety of sleep-
wake-related phenomena, including internal desynchronization in the absence
of external time cues, sleep fragmentation, simulation of fatigue during sleep
deprivation, recovery from sleep deprivation, and shift work [57]. Other elabo-
rations of the two-process model have since incorporated the ultradian rhythm
[73] and sleep inertia, the latter yielding the so-called ‘three-process’ model
[60, 61, 74]. Quantitative phenomenological sleep models proposed since largely
build on the precedent established by the two-process model and its derivatives
[58, 75]. However, whilst successful for the protocols they have been calibrated
against [59], the predictive power of these models for more general regimens is
limited [76].
4
Figure 1.1: Schematic of Borbe´ly’s two-process model [56], including the
upper (H) and lower (L) circadian thresholds and the resulting time course of
the homeostatic Process S. Figure adapted from [77].
1.3 Physiologically-Based Sleep Modeling
In this section physiologically-based sleep modeling is summarized, including a
brief overview of sleep-wake physiology and the main approaches to modeling
it. Complete physiological details are not presented here, but can instead be
found in the relevant later chapters.
In recent years, knowledge about the physiological interactions responsible
for sleep-wake dynamics has become increasingly detailed. The basic dynam-
ics between sleep and wake can be understood in terms of the interactions
between the wake-active monoaminergic brainstem nuclei (MA) and the sleep-
active ventrolateral preoptic area (VLPO) of the hypothalamus. Monoaminer-
gic neurotransmitters inhibit the VLPO, and the VLPO inhibits the MA via
GABAergic projections [50, 51, 78]. Thus, the activity of each group sup-
presses the activity of the other, reducing the subsequent inhibition onto itself,
and thereby indirectly reinforcing its own activity [49]. This behavior results
in extended periods of either sleep (activated VLPO and suppressed MA) or
wake (activated MA and suppressed VLPO), with rapid transitions between
the two states – much like a ‘flip-flop’ circuit [79, 80]. Sleep-wake dynamics are
thus characterized by two distinct states, with rapid transitions between them
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and minimal time spent in intermediate states. The discovery of this neurolog-
ical ‘flip-flop’ circuit explains how rapid switch-like sleep-wake transitions can
result from the slowly-varying circadian and homeostatic drives that govern
them.
As the physiological basis for sleep-wake behavior has become clearer, sleep
models have been proposed that target the physiology directly. This physiol-
ogically-based approach is fundamentally different to the phenomenological
one; the neuronal interactions that underpin sleep-wake dynamics are mod-
eled instead of the empirical dynamics themselves. A number of such models
have been proposed [62–64], but they tend to incorporate large numbers of neu-
ronal populations and drives, with many resulting free parameters. Without
sufficient physiological and behavioral constraints, physiological models that
include large neuronal networks to explain relatively simple behavior risk en-
countering the same disadvantages as phenomenological models – simply fitting
to empirical trends whilst providing limited physiological insights.
The sleep model developed recently by Phillips and Robinson [1] focuses on
the sleep-wake flip-flop described above. It models the mutual inhibition of the
VLPO and MA nuclei and includes the circadian and homeostatic drives. The
model makes several important simplifications: it groups the monoaminergic
populations as a single entity, and does not include time varying acetylcholine-
related, orexinergic, or cortical inputs. The parameters of the Phillips-Robinson
model are fitted from a small number of experiments [1, 81], but it is able to
predict the results of many. Thus far, the model has been able to predict
optimal recovery protocols from sleep deprivation, sleep latency times, and has
offered qualitative descriptions of pathologies including narcolepsy [1, 81]. In
this thesis, the model is extended to treat the impact of short auditory tones
during sleep in Chapter 2, the prediction of fatigue-related measures across a
period of total sleep deprivation in Chapter 3, and the simulation of waking
performance variation in Chapter 4.
A schematic of the Phillips-Robinson model that is used in Chapters 2 and
6
3 is illustrated in Fig. 1.2(a). An extended version of the model that includes
the Orx group is shown in Fig. 1.2(b), and is introduced and characterized in
Chapter 4. Both models use an established methodology in which the micro-
scopic structures of neuronal populations are averaged over, yielding continuum
descriptions relevant for dynamics on a larger scale than that of the individual
neuron [82, 83]. This is appropriate here where sleep-wake dynamics, including
transitions between states, occur on a much longer time scale than that of the
neuronal interactions within and between nuclei. This physiologically-based
approach has been successfully applied to the corticothalamic system previ-
ously, reproducing characteristics of the EEG, including spectral peaks during
waking and sleeping states, evoked response potentials, measures of coherence
and spatiotemporal structure, and generalized epilepsies and low-dimensional
seizure dynamics [84–86]. The same approach has also been applied to the basal
ganglia [87]. A wider modeling goal is to incorporate the individual models of
different parts of the brain into a single ‘working brain’ model. By linking mod-
els of the cortex, thalamus, basal ganglia, hypothalamus and brainstem nuclei,
a broader and more complete understanding of large-scale brain dynamics as a
whole may be gained. A schematic of the ‘first cut’ of such a model is depicted
in Fig. 1.3, and is the subject of ongoing work.
1.4 Open Questions
Now that a brief overview of the wider field, including the role of sleep modeling,
has been presented, we focus on the research presented in this thesis. In this
section, a number of outstanding tasks in the sleep research field are discussed
as a means of setting the research of Chapters 2–4 in the wider context of the
field.
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Figure 1.2: Schematics of the sleep models used in this thesis. (a) The
Phillips-Robinson model used in Chapters 2 and 3, which focuses on the mutual
inhibition between the MA and the VLPO, and includes the circadian C and
homeostatic H drives, as well as the time-averaged drive A to the MA. (b) An
extension of the Phillips-Robinson sleep model that includes the orexin group
of the lateral hypothalamic area (Orx). This model is introduced in Chapter 4
of this thesis. Excitatory (+) and inhibitory (−) interactions are shown with
arrows. A schematic of the typical oscillatory time evolution of each drive is
also displayed in a small rectangle.
1.4.1 The Impact of External Stimuli
In addition to providing an accurate description of normal sleep-wake dynam-
ics, a useful predictive sleep model must also include the impact of external
influences, which are prevalent in reality. External stimuli may be in the form
of pharmacological stimulants and sedatives, physical exercise and rest, the
consumption of food and drink, temperature fluctuations, or auditory tones,
for example. The impact of light has received a detailed treatment in phe-
nomenological models of the circadian oscillator [28, 88, 89]. In addition, some
empirically-based numerical models (e.g., [90]) take into account the intake of
alcohol and caffeine, for example. However, despite the prevalence and sig-
nificance of external stimuli, no studies have yet been able to rigorously treat
the impact of general external stimuli on arousal-state dynamics. The most
comprehensive progress in this direction to date has been made using quan-
titative implementations of the two-process model [57, 58]. However, being
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Figure 1.3: Schematic of a ‘first-cut working brain model’. As well as the
brainstem and hypothalamic neuronal components that make up the Phillips-
Robinson sleep model, this extended model includes the corticothalamic and
basal ganglia neuronal populations and their interactions.
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phenomenological in nature, the process of modeling external stimuli is usually
ad hoc and aimed at reproducing specific sets of experimental data.
In Chapter 2 of this thesis, we develop a framework for incorporating arbi-
trary external stimuli into the Phillips-Robinson model. External stimuli are
modeled in terms of their neuronal mechanism whence the model quantitatively
predicts the resulting time varying neuronal dynamics. Clinically measurable
information can be extracted from the model’s output, including arousal lev-
els, sleep latencies, and sleep lengths, for example. A major advantage of this
approach is that it elucidates the physiological mechanisms underpinning the
behavioral changes caused by a given stimulus or combination of stimuli. In
addition, all external stimuli can be represented on a unified scale, in terms
of the relevant neuronal drives that they produce. In Chapter 2, the proposed
system is used to treat impulsive sensory stimuli occurring during sleep, yield-
ing dynamics that exhibit close agreement with clinical data obtained from the
literature. The framework for modeling the impact of external stimuli devel-
oped in Chapter 2 of thesis is a general one and is expected to be used to model
a variety of particularly sensory and pharmacological stimuli in future work.
1.4.2 Total Sleep Deprivation
As mentioned previously, clinical studies often focus upon the impact of sleep
deprivation as a means of inferring the functional significance of sleep. Sleep
deprivation research may be useful in guiding safer practices for night drivers,
medical clinicians, and air traffic controllers, for example. The task of modeling
total sleep deprivation comprehensively, including the dynamics of fatigue and
performance, is therefore an important one. Within the two-process model,
sleep deprivation is simulated by allowing Process S to rise above its upper cir-
cadian threshold (where sleep is usually triggered), as shown in Fig. 1.4. The
difference between Process S and the upper threshold is taken to be a mea-
sure of ‘fatigue’ [57]. The model predicts a fatigue variation that includes an
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oscillating (circadian) component and an increasing (homeostatic) component
and is qualitatively consistent with the well-known clinical variation [91]. How-
ever, being phenomenological in nature, the physiological processes responsible
for the fatigue variation are unclear. Furthermore, the mechanisms by which
a subject is able remain awake and rise above the upper circadian threshold,
which should trigger sleep, are not explained. Sleep deprivation has been mod-
eled within the Phillips-Robinson model previously [81], dealing predominantly
with the concept of ‘sleep debt’ and the prediction of optimum recovery pro-
tocols. In Chapter 3 we use aspects of the dynamical analysis of the model
performed in Chapter 2, to justify a new, physiologically-based method for
modeling sleep deprivation. An additional physiological drive, due to corti-
cal or orexinergic afferents, is required to maintain wakefulness at high sleep
pressure. We hypothesize a connection between the need to exert this drive
and fatigue-related measures; e.g., via distraction from normal cognitive per-
formance. Indeed, the model exhibits quantitative agreement with subjective
fatigue-related measures calculated in a number of clinical sleep deprivation
studies. The work presented in Chapter 3 is the first physiologically-justified
simulation of fatigue and performance during sleep deprivation.
1.4.3 The Orexin Group: Narcolepsy and Performance
The orexin A and orexin B neurotransmitters (also termed hypocretin 1 and
2) were simultaneously discovered by Sakurai et al. [92] and de Lecea et al.
[93] in 1998. Produced by neurons in the lateral hypothalamic area (LHA),
they have since been implicated in numerous neurological processes, including
a key role in the regulation of sleep and wakefulness [51, 94]. However, the
Orx group was not explicitly included in the original Phillips-Robinson sleep
model [1, 81]; rather, its dynamics were effectively averaged over, contributing
a constant drive to the MA. Loss of orexin is thought to be the cause of the
neurodegenerative pathology narcolepsy, which is characterized by a weakening
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Figure 1.4: A simulation of sleep deprivation using an implementation of
the two-process model [57]. Process S is allowed to rise above the maximum
circadian threshold, and the difference between variable S and the upper circa-
dian threshold gives an indication of subjective fatigue. The predicted fatigue
variation is shown inset, yielding the same qualitative variation measured in
clinical sleep deprivation studies. This figure was adapted from [57].
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of the usual sleep-wake distinction [95–99]. Narcoleptics experience disturbed
sleep, drowsiness, and uncontrollable daytime napping [100]. In Chapter 4, the
orexin group is included explicitly as a neuronal population, as shown in Fig.
1.2(b). The relevant neuronal interactions and the circadian and homeostatic
inputs are modeled according to the known physiology. We show that decreas-
ing the drive to the MA group from Orx produces changes in the model’s equi-
librium structure that are qualitatively consistent with the clinical symptoms
of narcolepsy. Furthermore, the Orx group is linked to sleep inertia [101, 102],
circadian input to the Orx produces a postlunch dip in arousal [103], and the
arousal variation resulting from combined circadian and homeostatic input to
Orx is found to agree with existing experimental data [104].
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Chapter 2
Modeling the Impact of
Impulsive Stimuli on
Sleep-Wake Dynamics
Abstract
A neuronal population model of the sleep-wake switch is extended to incorpo-
rate impulsive external stimuli. The model includes the mutual inhibition of the
sleep-active neurons in the hypothalamic ventrolateral preoptic area (VLPO)
and the wake-active monoaminergic brainstem populations (MA), as well as
circadian and homeostatic drives. Arbitrary stimuli are described in terms of
their relative effects on the VLPO and MA nuclei and represent perturbations
on the normal sleep-wake dynamics. By separating the model’s intrinsic time
scales, an analytic characterization of the dynamics in a reduced model space
is developed. Using this representation, the model’s response to stimuli is dis-
cussed, including the latency to return to wake or sleep, or to elicit a transition
between the two states. Since sensory stimuli are known to excite the MA,
we correspondingly investigate the model’s response to auditory tones during
sleep, as in clinical sleep fragmentation studies. The arousal threshold is found
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to vary approximately linearly with the model’s total sleep drive, which includes
circadian and homeostatic components. This relationship is used to reproduce
the clinically observed variation of the arousal threshold across the night, which
rises to a maximum near the middle of the night and decreases thereafter. In
a further application of the model, time-of-night arousal threshold and body
temperature variations in an experimental sleep fragmentation study are repli-
cated. It is proposed that the shift of the extremums of these curves to a greater
magnitude later in the night is due to the homeostatic impact of the frequent
nocturnal disturbances. Drawing on the underlying neuronal interactions, the
model presented here predicts arousal state responses to external stimuli. This
methodology is fundamentally different to previous approaches that model the
clinical data within a phenomenological framework. As a result, a broader
understanding of how impulsive external stimuli modulate arousal is gained.
2.1 Introduction
It is currently understood that three main drives regulate sleep-wake dynam-
ics: a homeostatic ‘sleep pressure’, that builds during wake and is relieved with
sleep, a ∼ 24 h periodic circadian oscillation, which is entrained to the day-night
cycle by photic input, and an ultradian rhythm, which controls the architecture
of sleep, including transitions between rapid eye movement (REM) and non-
rapid eye movement (NREM) sleep. Sleep-wake modeling derives much from
the two-process model of Borbe´ly [56] which, motivated by the variation of EEG
slow-wave activity (SWA) [72], combined the homeostatic and circadian drives
into a conceptual framework that was able to explain the timing of sleep and
wake. Quantitative implementations of the two-process model have since been
able to reproduce a wide variety of sleep-wake phenomena, including subjective
fatigue during sleep deprivation, internal desynchronization, fragmented sleep
during continuous bedrest, and the sleep durations of shift workers [57], as
well as ultradian variations in SWA [73]. Quantitative phenomenological sleep
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models proposed since build on the precedent established by the two-process
model [58, 75]. However, whilst successful for the protocols they have been cal-
ibrated against [59], the predictive power of these models for general regimens
is limited [76].
By incorporating knowledge of the neuronal interactions that give rise to
sleep-wake dynamics, physiologically-based sleep models can be developed that
provide insights into the neurological processes that underpin their behavioral
predictions. Sleep-wake dynamics are characterized by rapid transitions be-
tween two distinct states: sleep and wake, and result from the mutual inhibi-
tion between sleep-active neurons in the ventrolateral preoptic area (VLPO) of
the hypothalamus and wake-active monoaminergic neuronal populations (MA)
in the brainstem [49]. The activity of each group suppresses the activity of the
other, which reduces the subsequent inhibition on itself, i.e., the firing of each
group indirectly reinforces its own firing. This behavior results in extended pe-
riods of either sleep (activated VLPO and suppressed MA) or wake (activated
MA and suppressed VLPO), with rapid transitions between the two states dic-
tated by the slowly-varying circadian and homeostatic sleep drives; much like a
‘flip-flop’ circuit [79]. The circadian signal is the result of molecular-level oscil-
lations in the suprachiasmatic nucleus (SCN) [50], while the homeostatic sleep
drive is believed to result from the accumulation of sleep-promoting metabolic
byproducts [105]. Physiologically-based sleep models have recently been con-
structed that incorporate these neurological drives and interactions. Their pa-
rameters are in principle physiologically measurable and dynamical restrictions
on model parameters can be used to infer physiological information. A number
of such models have been proposed [62–64], but they tend to incorporate large
numbers of neuronal populations and drives, with many resulting free param-
eters. The Phillips-Robinson sleep model [1], used in this chapter, set a more
modest target of modeling the well-substantiated physiology of the sleep-wake
switch. Its parameters are fitted from a small number of experiments yet it is
able to predict the results of many. Thus far, the model has been able to predict
17
optimal recovery protocols from sleep deprivation, sleep latency times, and has
offered qualitative descriptions of pathologies including narcolepsy [1, 81].
External stimuli that disturb the normal sleep-wake cycle are prevalent
in reality and it is therefore important that they are thoroughly understood.
Such stimuli may promote arousal in the form of stimulants such as caffeine
and sensory reactions to bright light or loud noise, or promote sleep in the form
of inactivity, dim light, or sedative drugs including antihistamines. Despite the
success of quantitative phenomenological models in reproducing a wide variety
of clinical observations, the effects of general external stimuli have not yet
received a detailed treatment. Indeed, the incorporation of external stimuli into
phenomenological models poses a particular challenge because a physiological
foundation is lacking. In contrast, as we will demonstrate, knowledge of the
mechanistic pathway of an external stimulus provides a natural avenue for
its inclusion into a physiologically-based model. The major benefit of this
approach is its ability to encompass a wide variety of stimuli on a common scale,
in terms of their impact on the relevant arousal-producing nuclei. Ultimately,
the behavioral outcome of a given stimulus can be understood in terms of its
underlying neurological mechanism.
Our aims in this chapter are threefold: (i) to present a rigorous investiga-
tion of the general dynamics of the Phillips-Robinson model, (ii) to illustrate
its correspondence with several specific clinical measures, and (iii) to lay the
groundwork for future, more clinically oriented investigations. In Sec. 2.2, we
summarize the relevant physiology and introduce the Phillips-Robinson model.
A theoretical characterization of the model is undertaken in Sec. 2.3, including
a separation of model time scales that allows an equilibrium and linear stability
analysis in a reduced two-dimensional model space. In Sec. 2.4, we consider the
impact of general impulsive stimuli characterized by drives to the sleep-active
VLPO and wake-active MA populations, explaining the results in terms of the
dynamical features of the model. In Sec. 2.5, we consider arousing impulses
during sleep, replicating the time-of-night arousal threshold curves observed
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clinically. A subsequent calibration from the intensity of an auditory stimulus
to the mean increase in MA cell-body potential required to provoke an arousal
allows us to reproduce the arousal threshold and body temperature variation
in another sleep fragmentation study.
2.2 Physiology and Modeling
We begin with a brief summary of the relevant sleep-wake physiology and an
overview of the Phillips-Robinson model [1].
2.2.1 Physiology
The overall arousal state of the brain is controlled by a series of brainstem
nuclei, collectively termed the ascending arousal system (AAS), which dif-
fusely project neuromodulators to the cerebrum [50, 106, 107]. Based on
common effects and temporal patterns of activity, brainstem AAS nuclei can
be broadly classified as monoaminergic (MA) or acetylcholine-related (ACh).
The MA group includes nuclei that use monoaminergic neurotransmitters:
the histaminergic tuberomammillary nucleus (TMN), norepinephrinergic lo-
cus coeruleus (LC), serotoninergic dorsal raphe´ nucleus (DR), and dopamin-
ergic ventral tegmental area (VTA) [31, 107, 108]. The ACh group includes
nuclei that express acetylcholine, including the pedunculopontine (PPT) and
laterodorsal (LDT) tegmental nuclei in the mesopontine tegmentum [109, 110].
The orexin population of the lateral hypothalamus excites MA and ACh neu-
ronal populations during wake, thereby acting to stabilize the waking state
[111, 112].
Circadian and homeostatic drives are integrated in the ventrolateral preop-
tic area (VLPO) of the hypothalamus, affecting the AAS via inhibitory GABA-
ergic projections from there [50, 51, 78]. The 24 h periodic circadian signal orig-
inates in the suprachiasmatic nucleus (SCN) and maintains the entrainment of
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the sleep-wake cycle to the light cycle through projections to the VLPO, pri-
marily via the dorsomedial nucleus of the hypothalamus (DMH) [50, 51, 113].
The homeostatic drive increases with time spent awake, which is believed to be
due to a net build up of the somnogenic metabolic byproduct adenosine in the
basal forebrain [107, 114, 115], disinhibiting the VLPO [50, 51]. During sleep,
metabolic rates are low and adenosine is cleared faster than it is produced [115–
117]. Mutual inhibition between the MA group and the VLPO gives rise to the
sleep-wake ‘flip-flop’, with each group disinhibiting its own activity [49, 79].
During wake, the MA group is active and the VLPO is suppressed, while the
converse occurs during sleep.
2.2.2 The Phillips-Robinson Model
Phillips and Robinson incorporated the above physiology into a neuronal pop-
ulation model [1], considering the average properties of large populations of
neurons and their interactions, as has been done previously for the corticotha-
lamic system [82–84]. Each population j = m, v, where m represents the MA
and v represents the VLPO, has a mean cell-body potential Vj(t) relative to
resting and a mean firing rate Qj(t). The relationship of Qj to Vj is approxi-
mated by a sigmoid [82], with
Qj = S(Vj) =
Qmax
1 + exp[−(Vj − θ)/σ′] , (2.1)
where Qmax is the maximum possible firing rate, θ is the mean firing threshold
relative to resting, and σ′pi/
√
3 is its standard deviation [84]. Due to the small
spatial extent of the relevant nuclei, we assume spatial homogeneity of each
population and neglect propagation delays.
Neuronal dynamics are represented by
τvV˙v + Vv = νvmQm +Dv, (2.2)
τmV˙m + Vm = νmvQv +Dm, (2.3)
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where the νjk weight the input from population k to j, τj is the decay time
for the neuromodulator expressed by group j, and Dj represents the external
drive to population j. In the presence of external stimuli, the drive terms can
be written in the form
Dv = D
0
v + ∆Dv, (2.4)
Dm = D
0
m + ∆Dm, (2.5)
where normal sleep-wake dynamics are governed by the drives D0j , and the ∆Dj
represent perturbations. It is convenient to represent the drives in vector form
so that the sum of the unperturbed drive D0 = (D0v, D
0
m) and the perturbation
∆D = (∆Dv,∆Dm) gives the total drive D = (Dv, Dm) = D
0 + ∆D. All types
of perturbative external stimuli, including sensory and pharmaceutical effects,
are encapsulated in ∆D.
Nominal input to the VLPO
D0v = νvcC + νvhH, (2.6)
includes circadian (C) and homeostatic (H) components. The 24 h periodic
circadian drive is taken to be well-entrained to the daily fluctuation in light
intensity and is approximated as a sinusoidal function of time
C(t) = sinωt+ c0, (2.7)
where ω = (2pi/24) h−1 and c0 is a constant offset. An oscillation amplitude of
unity is used without loss of generality – the actual amplitude is absorbed into
νvc.
The homeostatic sleep drive is represented by the somnogen level H, which
represents the concentration of extracellular adenosine in the basal forebrain.
The somnogen clearance rate is assumed to be proportional to its concentration,
with production approximated as a linear function of Qm because MA activity
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is well correlated with arousal [118] and, presumably, metabolism. Assuming
that Qm = 0 results in negligible net production yields
χH˙ +H = µQm, (2.8)
where χ is the characteristic somnogen clearance time and µ is a constant. The
value of H grows during wake to a maximum at sleep onset, and decreases
during sleep to a minimum at the end of a sleep period.
The unperturbed drive D0m to the MA represents input from groups includ-
ing acetylcholine and orexin. The ACh group is influenced by the homeostatic
variation of adenosine concentration [105, 119], and its interaction with the MA
group may produce the ∼ 90 min ultradian oscillation [50]. Orexinergic activ-
ity also varies, with factors including emotion, energy homeostasis, and reward
systems [112]. However, in the current form of the model, the time-varying
input from these groups is not explicitly considered, instead being averaged to
a constant, intermediate level of activity D0m = A. This approximation allows
us to focus on the ‘flip-flop’ dynamics between sleep and wake. A dynamic
drive D0m would modulate the arousal state within sleep and wake, and will be
explored in a future version of the model.
The above formulation is represented schematically in Fig. 2.1. Model
parameters have been constrained elsewhere by both dynamics and physiology
to produce realistic sleep-wake behavior [1, 81], with current values shown in
Tab. 4.1. When external perturbations are excluded (∆D = 0) we obtain
‘normal’ model output, shown as a time series in Fig. 2.2. The arousal state
alternates between periods of wake with high Vm, low Vv, and increasing H,
and periods of sleep with high Vv, low Vm, and decreasing H. Plotting Vm or Vv
against the oscillatory Dv, as shown in Fig. 2.3, reveals hysteresis – the mutual
inhibition between the VLPO and MA groups gives rise to sleep and wake
branches at high and low Dv, respectively, and an intermediate bistable region
in which both states exist simultaneously. As Dv oscillates with a 24 h period,
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Table 2.1: Nominal model parameter values obtained from [81].
Param. Value Param. Value Param. Value
Qmax 100 s
−1 νvm −2.1 mV s µ 4.4 nM s
θ 10 mV νmv −1.8 mV s χ 45 h
σ′ 3 mV νvh 1 mV nM−1 τv, τm 10 s
A 1.3 mV νvc −2.9 mV c0 4.5
the arousal state evolves around the hysteresis loop, alternating between sleep
and wake accordingly.
VLPO MA
-
-
C H A
-
+ +
Figure 2.1: Schematic of the Phillips-Robinson model of the sleep-wake
switch. The mutually inhibitory VLPO and MA populations form the core of
the model, which also includes circadian (C) and homeostatic (H) drives to the
VLPO and the constant drive A to the MA. Excitatory (+) and inhibitory (−)
interactions are shown with arrows and arousal state feedback from the MA to
H is shown dashed. A schematic of the typical time evolution of each drive is
also displayed [c.f., Figs 2.2(c) and (d)].
2.3 Analysis of the Model
In this section, different representations of the model dynamics are explored.
Following a description of the reduced manifold in Vv–Vm–Dv space, a linear
stability analysis in Vv–Vm space is undertaken that exploits a separation of the
model’s intrinsic time scales. The analysis in this section provides a convenient
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Figure 2.2: Normal, unperturbed output from the Phillips-Robinson model.
Time series are shown for (a) Vv [Eq. (2.2)], (b) Vm [Eq. (2.3)], (c) νvhH [c.f.
Eq. (2.8)], (d) νvcC [c.f. Eq. (2.7)], and (e) Dv = D
0
v = νvcC + νvhH [Eq.
(2.6)]. Sleep periods are shaded.
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Figure 2.3: Hysteresis in the Phillips-Robinson model. The mean cell-body
potentials Vm (solid black line) and Vv (dashed gray line) are plotted against Dv,
showing hysteresis. Wake (low Dv), sleep (high Dv), and bistable (intermediate)
regions are labeled. The arousal state alternates between sleep and wake as the
24 h periodic sleep drive Dv oscillates with time.
framework with which to study the model’s response to impulsive external
stimuli, which is covered in Secs 2.4 and 2.5.
2.3.1 A Separation of Time Scales
In the absence of external stimuli (∆D = 0), the Phillips-Robinson model is
formulated in terms of two distinct time scales: that of the sleep-wake tran-
sitions (∼ 10 min) governed by the time constants τm and τv, and that of the
drive Dv (∼ 1 day), governed by the time constants ω−1 and χ. Since τm,
τv  ω−1, χ, it follows that Vv [Eq. (2.2)] and Vm [Eq. (2.3)] evolve on a much
faster time scale than the circadian [Eq. (2.7)] and homeostatic [Eq. (2.8)]
drives. On short time scales we can therefore approximate D˙v ≈ 0. In this
regime, Dv can be treated as a control parameter and the system simplifies
to the layer problem of Fenichel theory [120], which is characterized by rapid
attraction onto the reduced manifold defined by V˙v = V˙m = 0. On longer time
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scales we have the reduced problem: attraction onto the reduced manifold is
considered complete and evolution through Vv–Vm–Dv space is along the man-
ifold. The reduced manifold consists of stable sleep and wake branches joined
by an unstable branch, as shown in Fig. 2.4. Projections of the reduced mani-
fold onto reduced two-dimensional subspaces yields bifurcation curves showing
hysteresis for Vm and Vv as functions of Dv, and a monotonic curve in Vv–Vm
space.
−15
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Figure 2.4: The reduced manifold in Vv–Vm–Dv space. Stable sleep (high Vv,
low Vm) and wake (low Vv, high Vm) branches (black lines) are connected by
the intermediate unstable branch (gray line). Projections of the manifold onto
the two-dimensional subspaces are also plotted.
2.3.2 A Reduction to Vv–Vm Space
Treating Dv as a control parameter, we are motivated to explore slices of con-
stant Dv in Vv–Vm space. Model dynamics in this space can be understood in
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terms of the nullclines, V˙v = 0:
Vv = νvmS(Vm) +Dv, (2.9)
and V˙m = 0:
Vm = νmvS(Vv) +Dm. (2.10)
The intersection of the nullclines defines an equilibrium point (V ∗v , V
∗
m), which
can be written implicitly in terms of V ∗v as
τvV˙v = −V ∗v + νvmS [νmvS(V ∗v ) +Dm] +Dv = 0, (2.11)
or in terms of V ∗m as
τmV˙m = −V ∗m + νmvS [νvmS(V ∗m) +Dv] +Dm = 0. (2.12)
Movement through the Vv–Vm plane is determined by the velocity vector field
V˙ = (V˙v, V˙m), (2.13)
which has magnitude V˙ = |V˙| = (V 2v + V 2m)1/2.
The drives are slowly-varying and are treated as control parameters, whence
V˙v and V˙m are functions of Vv and Vm only. The Jacobian matrix J of the
resulting two-dimensional system evaluated at an equilibrium (V ∗v , V
∗
m) is
J|(V ∗v ,V ∗m) =
∂V˙v/∂Vv ∂V˙v/∂Vm
∂V˙m/∂Vv ∂V˙m/∂Vm
∣∣∣∣∣∣
(V ∗v ,V ∗m)
(2.14)
=
 −τ−1v νvmτv S ′(V ∗m)
νmv
τm
S ′(V ∗v ) −τ−1m
 , (2.15)
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where
S ′(x) =
d
dx
S(x) =
exp
(−x−θ
σ′
)
Qmax
S2(x), (2.16)
which is positive definite. The trace T and determinant ∆ of the Jacobian are
given by
T ≡ Tr[J] = −(τ−1m + τ−1v ), (2.17)
∆ ≡ det[J] = τ−1m τ−1v [1− νmvνvmS ′(V ∗v )S ′(V ∗m)] , (2.18)
and we have
T 2 − 4∆ = (τ−1m − τ−1v )2 + 4τ−1m τ−1v νmvνvmS ′(V ∗v )S ′(V ∗m). (2.19)
Since T < 0 and T 2− 4∆ > 0, the fixed points are either stable nodes (∆ > 0)
or saddle points (∆ < 0) [121]. The eigenvalues λ± =
(
T ±√T 2 − 4∆) /2 of
the Jacobian are
λ± =
1
2
[
−(τ−1m + τ−1v )±
√
(τ−1m − τ−1v )2 + 4τ−1m τ−1v νmvνvmS ′(V ∗v )S ′(V ∗m)
]
.
(2.20)
For each equilibrium, there exist invariant linearized subspaces to which
the corresponding invariant manifolds of the nonlinear system are tangent,
according to the Stable Manifold Theorem [122, 123]. We proceed by solving
the eigenvalue problem (J− λI)v = 0, where I is the 2 x 2 identity matrix and
the eigenvector v is the column vector (v1, v2):−τ−1m − λ± νmvτm S ′(V ∗v )
νvm
τv
S ′(V ∗m) −τ−1v − λ±
v = 0. (2.21)
Expanding the first row of this matrix equation yields
v2
v1
=
τm(τ
−1
m + λ±)
νmvS ′(V ∗v )
, (2.22)
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the sign of which is opposite to that of τ−1m +λ± because νmv < 0 and S
′(V ∗v ), τm >
0. From Eq. (2.20),
τ−1m + λ± =
1
2
[
(τ−1m − τ−1v )±
√
(τ−1m − τ−1v )2 + 4τ−1m τ−1v νmvνvmS ′(V ∗v )S ′(V ∗m)
]
.
(2.23)
The magnitude of the square root term in Eq. (2.23) is greater than |τ−1m − τ−1v |,
ensuring that τ−1m + λ+ > 0 and τ
−1
m + λ− < 0. Therefore, from Eq. (2.22), the
eigenvector v+ (corresponding to λ+) has v2/v1 < 0, and v− (corresponding to
λ−) has v2/v1 > 0. Also, because T < 0 implies that |λ−| > |λ+|, trajectories
evolve rapidly in the v− eigendirection (with a positive gradient in the Vv–Vm
plane) and approach fixed points along the weaker v+ eigendirection (with a
negative gradient in the Vv–Vm plane). We refer to the fast and slow invariant
manifolds of the nonlinear system as W− and W+, respectively.
In the current form of the model, τm is set equal to τv for simplicity (for
τm 6= τv, the population with the smaller time constant slaves to the dynamics
of the population with the larger time constant [1]). Writing τ ≡ τv = τm, the
eigenvalues in this case are given by
λ± = τ−1
[
−1±
√
S ′(V ∗v )S ′(V ∗m)
]
, (2.24)
and the ratio v2/v1 in the two eigendirections are negatives of each other:
v2
v1
= ±
√
νvmS ′(V ∗v )
νmvS ′(V ∗m)
. (2.25)
The eigenvalues λ± are plotted as a function of Dv in Fig. 2.5. Consistent
with the hysteresis picture shown in Fig. 2.3, we have a pair of negative eigen-
values at low Dv corresponding to the stable ‘wake node’, and at high Dv
corresponding to the stable ‘sleep node’, with a bistable region in which both
stable nodes and a saddle point exist simultaneously. For normal parameters,
there exist two saddle-node bifurcations that define the extent of the bistable
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region, associated with the annihilation of the sleep and wake nodes, respec-
tively. Bifurcation points occur at an equilibrium: V˙m(Vm) = 0 [Eq. (2.12)]
when d/dVm[V˙m(Vm)] = 0 [121]. Combining these conditions, we find that
bifurcation points are solutions of
S ′
[
S−1
(
Vm −Dm
νmv
)]
S ′(Vm)− ν−1mvν−1vm = 0, (2.26)
for Vm, where the inverse sigmoid S
−1(x) is defined over 0 < x < Qmax by
S−1(x) = −σ ln(Qmax/x − 1) + θ. The Vv and Dv values corresponding to a
bifurcation point can henceforth be determined from Eqs (2.10) and (2.12), re-
spectively. For the nominal model parameters used in this chapter, the bistable
region extends from Dv = 1.45 mV (annihilation of the sleep node) to 2.46 mV
(annihilation of the wake node). Note that the hysteresis loop attained by in-
tegrating the model equations (shown in Fig. 2.3) is wider than the theoretical
bifurcation curve [shown in Fig. 2.6(a)] because the nonzero time constants τv
and τm cause the system to lag behind the bifurcation curve.
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Figure 2.5: Eigenvalues λ± of the Jacobian as a function of the control
parameter Dv at a saddle point (dashed), wake node (thick), and sleep node
(solid), as obtained from Eq. (2.24). The bistable region is shaded and the
lines λ = −τ−1 = −0.1, λ = 0, and λ = −0.2 are dotted.
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2.3.3 Nullcline Dynamics
Dynamics in Vv–Vm space corresponding to the above analysis can be inter-
preted in terms of the time evolution of the nullclines. The drive Dv trans-
lates the V˙v = 0 nullcline [Eq. (2.9)] horizontally and the drive Dm trans-
lates the V˙m = 0 nullcline [Eq. (2.10)] vertically. Taking ∆D = 0, the drive
Dm = D
0
m = A to the MA is constant, and the drive Dv = D
0
v to the VLPO
– and hence the position of the Vv nullcline – is oscillatory. Normal dynamics
therefore result from the 24 h periodic oscillation of the Vv nullcline relative to
the stationary Vm nullcline. The correspondence between the hysteresis and
nullcline representations of the model is illustrated in Fig. 2.6. These two-
dimensional representations can be obtained from the reduced manifold in Vv–
Vm–Dv space, shown in Fig. 2.4, by taking a projection onto the Dv–Vm plane
[Fig. 2.6(a)], or slices through constant Dv [Fig. 2.6(b)-(d)]. At low and high
Dv, the nullclines intersect at a single point, representing the stable wake and
sleep nodes, respectively. At intermediate Dv, corresponding to the bistable
region of the hysteresis loop, the nullclines have three points of intersection:
two stable nodes and one saddle point. The invariant manifolds plotted in Fig.
2.6 are obtained by following the flow V˙ after applying small perturbations in
the directions given by Eq. (2.25). The W+ manifolds from the two nodes
and the saddle point connect with one another in the bistable region, with the
stable invariant manifold W− of the saddle point, shown dot-dashed in Fig.
2.6(c), forming a separatrix between sleep and wake basins in Vv–Vm space.
A trajectory with an initial condition in the sleep or wake basin will attract
onto the sleep or wake node, respectively. These characteristic topological fea-
tures of Vv–Vm space will facilitate an understanding of the model’s response
to impulsive external stimuli in Sec. 2.4.
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Figure 2.6: Correspondence between (a) the Dv–Vm hysteresis representation
and (b)–(d) the Vv–Vm nullcline representation of the model. (a) Bifurcation
diagram for Vm against the control parameter Dv, showing hysteresis. Arrows
indicate the direction of V˙m for Dv = 1, 2, 3 mV. Regions of low V˙ have been
shaded, from V˙ = 0 (black) to V˙ > 0.05 mV s−1 (white), where the minimum
V˙ (across variation in Vv) has been collapsed onto this picture. (b)–(d) Vv–Vm
plots showing the Vv nullcline [Eq. (2.9)] (thick solid line), Vm nullcline [Eq.
(2.10)] (thin solid line), stable nodes (circles), saddle points (squares), the W+
manifold (dashed), the W− manifold of stable nodes (dotted), the separatrix
formed by the stable invariant manifold W− of the saddle point (dot-dashed),
the velocity vector field V˙ [Eq. (2.13)] (arrows), and regions over which V˙ <
0.1 mV s−1 (shading) for (b) Dv = 1 mV, a stable wake node, (c) Dv = 2 mV,
in the bistable region, and (d) Dv = 3 mV, a stable sleep node. Near-stable
wake and sleep ghosts (c.f., Sec. 2.3.4) are also labeled.
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2.3.4 Ghosts
Following the annihilation of the wake and sleep nodes due to saddle-node
bifurcations, regions of near-stability are retained, in the form of low V˙ . This
is a general property of the saddle-node bifurcation – the low velocity region
is termed a saddle-node remnant, or ghost [121]. The sleep and wake ghosts of
our model are illustrated in Figs 2.6(b) and (d), respectively, and both ghosts
are labeled in the hysteresis picture of Fig. 2.6(a). As a consequence of the low
V˙ region, trajectories evolve slowly through a bottleneck in the vicinity of the
ghosts [121]. In our model, this behavior can be interpreted as brief awakenings
during sleep (lingering in the wake ghost), or brief naps during wake (lingering
in the sleep ghost). The time taken to pass through a bottleneck, and hence a
measure of the duration of a brief awakening or nap, obeys a square-root scaling
law: |Dv − D∗v|−1/2, where D∗v is a bifurcation value [121]. Thus, increasing
proximity to a ghost increases the time taken to pass through it. This idea
will be elaborated upon in Sec. 2.4.2 and the effect of the ghosts on the model
dynamics in response to stimuli will be discussed in Sec. 2.5.
2.4 Impulsive External Stimuli
Having characterized the dynamics of the model in Vv–Vm space, we now ex-
plore its response to external stimuli, which are represented as time-dependent
vectors ∆D(t) = [∆Dv(t),∆Dm(t)]. Pharmacological agents and sensory stim-
uli alike can be modeled by the relative effects of their mechanistic pathway
on the VLPO and MA groups, with stimulants presumably characterized by
∆Dm ≥ 0 and ∆Dv ≤ 0, and sedatives by ∆Dm ≤ 0 and ∆Dv ≥ 0. The re-
sulting perturbation on the sleep-wake dynamics can be deduced by solving the
model equations. This method for treating external stimuli applies generally,
but in this chapter we focus on impulsive stimuli acting over short time scales.
In Sec. 4.4.1, the opposite limit is considered: the impact of slowly-varying
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external stimuli. What is meant by an impulsive stimulus is explained in Sec.
2.4.1, and the arousal state responses to such stimuli are explored in Sec. 2.4.2.
Then, in Sec. 2.5, excitatory sensory stimuli applied during sleep are modeled.
2.4.1 Impact of Stimulus Duration
For a drive acting on a time scale  24 h, we can neglect variation in Dv,
which is treated as a constant over the duration of the impulse. Such impulsive
drives can be analyzed as trajectories through Vv–Vm space at a constant Dv.
Further, for drives acting on a time scale  τm, τv = 10 s, trajectories through
Vv–Vm space will be minimumslly affected by the vector field V˙ during the im-
pulse. In this high-amplitude, short-duration (δ-function) limit, the impact of
a perturbative drive can be determined analytically. For a drive ∆Dm directed
at the MA group, for example, we use Eq. (2.3):
τmV˙m = −Vm + νmvQv +D0m + ∆Dm. (2.27)
Assuming that |∆Dm|  |−Vm + νmvQv +D0m|, the approximate form τmV˙m ≈
∆Dm is obtained. Integrating over the duration of the impulse, from t1 to t2,
yields
∆Vm = Vm(t2)− Vm(t1) ≈ τ−1m
∫ t2
t1
∆Dmdt. (2.28)
Similarly, a δ-function drive ∆Dv to the VLPO will produce a change in Vv of
∆Vv = Vv(t2)− Vv(t1) ≈ τ−1v
∫ t2
t1
∆Dvdt. (2.29)
In combination as ∆D, the mean cell-body potentials Vm and Vv will change
by the amounts given by Eqs (2.28) and (2.29), respectively.
In Fig. 2.7, ∆Dm impulses of varying duration are applied at Dv = 3 mV for
a constant value of the integral
∫
∆Dmdt = 180 mV s. In the δ-function limit,
a change ∆Vm = τ
−1
m
∫
∆Dmdt = 18 mV is produced. As illustrated in Fig.
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2.7, as the duration of the impulse increases, so does the trajectory’s deviation
from the δ-function limit due to the velocity vector field V˙ [Eq. 2.13], which
includes the terms neglected in the limit. For the remainder of this chapter
we focus on δ-function impulses, which can be represented precisely in terms
of the ∆Vv and ∆Vm they produce, using Eqs (2.28) and (2.29). Realistic
impulsive stimuli of nonzero duration are perturbed from this limit, but can be
compared similarly, through a numerical mapping to the corresponding ∆Vv
and ∆Vm they produce. We therefore assert that the trends obtained using δ-
function stimuli are qualitatively comparable to those that would be obtained
using impulsive stimuli of nonzero duration. Note that in the following, when
∆D 6= 0, we are careful to distinguish unperturbed drives D0v and D0m from
the total drives Dv and Dm where appropriate; although this distinction is not
essential when dealing with instantaneous δ-function stimuli.
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Figure 2.7: The model’s response to discrete ∆Dm drives of different dura-
tions. (a) ∆Dm profiles for drives of duration (i) 0.5 s, (ii) 2 s, (iii) 5 s, and
(iv) 10 s, with
∫
∆Dmdt = 180 mV s, a constant. (b) Corresponding trajecto-
ries through the Vv–Vm plane during an impulse (black) and during relaxation
(gray), at Dv = 3 mV. As the impulse duration increases, the trajectories are
increasingly distorted away from the δ-function limit (a vertical line).
35
2.4.2 Perturbative Drives ∆D
In the presence of external stimuli, there will be variation in both ∆Dm, due
to external sensory stimuli, for example (c.f. Sec. 2.5), and ∆Dv, due to a
noisy circadian signal, for example. Whatever the cause of these fluctuations,
we model a single impulsive stimulus using a δ-function drive ∆D, as described
above. In Vv–Vm space, impulsive changes to an initial condition at a stable
equilibrium (V ∗v , V
∗
m) are given by Eqs (2.28) and (2.29), perturbing it to (V
∗
v +
∆Vv, V
∗
m + ∆Vm). We define the sleep latency tlat as the time taken for the
trajectory to return to a stable wake or sleep node. The threshold used to
define a return to equilibrium is V˙ < 5× 10−3 mV s−1. This problem of setting
a precise threshold for ‘sleep’ is akin to the clinical rules for defining a sleep
state [72], or an ‘arousal’ [124] from what is essentially a continuous process.
Measures of arousal are not always consistent across studies [125] and, as is
done here, a reasonable measure is applied consistently. Small changes in the V˙
threshold would slightly alter the quantitative tlat values but not the qualitative
trends of our analysis. In the following, we investigate the model’s response to
stimuli at Dv = 1 mV (wake), Dv = 2 mV (bistable), and Dv = 3 mV (sleep) as
a representative sample of the model regimes, as shown in Fig. 2.8. We use the
final steady state and the latency tlat to characterize the impact of a stimulus
and interpret the results in terms of the model dynamics.
In accordance with the linear stability analysis of Sec. 2.3.2, at the cessation
of an impulse, trajectories through the Vv–Vm plane attract rapidly onto theW
+
manifold (shown dashed in Fig. 2.8), on which slower dynamics occur. Since tlat
is therefore dominated by movement along the W+ manifold, patterns of almost
equivalent tlat can be seen along the fast eigendirections from the shading in
Fig. 2.8. Impulses landing on the W− of a stable node will rapidly attract onto
that fixed point, and are seen as black regions (tlat ≈ 0). On the other hand,
a perturbation whose return trajectory passes through a low V˙ region, like
those surrounding a saddle point or a ghost, will take much longer to return to
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equilibrium, and are seen as light regions (tlat & 6 min). Example trajectories
through Vv–Vm space are shown in Fig. 2.8 to illustrate the dynamics.
The qualitative topological landscape of Vv–Vm space is similar at low and
high Dv, where a single stable node equilibrium and a ghost exist, as shown in
Figs 2.8(a) and (b) for D0v = 1 mV, and Figs 2.8(g) and (h) for D
0
v = 3 mV.
Since only one stable equilibrium exists, no transient stimulus can produce a
lasting change in state. The latency tlat to return back to the initial equilib-
rium state is minimumsl for drives that perturb the initial condition to near
the W− manifold of the stable node, and maximumsl for trajectories passing
through the near-stable ghost. In the presence of external perturbations ∆D,
brief naps during wake bouts (by lingering in the sleep ghost) and brief awak-
enings during sleep bouts (by lingering in the wake ghost) can occur. Since
the wake ghost extends further from the relevant saddle-node bifurcation than
the sleep ghost, as shown in Fig. 2.6(a), brief awakenings during sleep are fa-
vored over brief naps during wake. This finding is qualitatively consistent with
the occurrence of brief sleep-wake transitions throughout the sleep periods of
mammalian species [126]. The presence of arousals during sleep are assumed to
maintain the sleeper’s association with their surrounding environment, reacting
to possible indicators of danger [125]. The role of the wake ghost in stabilizing
the waking state during sleep is discussed further throughout Sec. 2.5, in which
the slowing of trajectories near it, as a brief awakening, is demonstrated explic-
itly. Persistent stimuli ∆D could act to further stabilize the ghosts, producing
longer episodes in them: as prolonged naps during normal waking hours, or ex-
tended periods of waking (sleep deprivation) during normal sleeping hours. For
now, such effects are simply described qualitatively, as characteristic features
of the model dynamics, and will be explored in more detail in future work.
At D0v = 2 mV, in the bistable region, we investigate initial conditions at the
wake node, shown in Figs 2.8(c) and (d), and at the sleep node, shown in Figs
2.8(e) and (f). A transient stimulus is able to elicit a change of state between
sleep and wake if it perturbs the trajectory across the separatrix formed by
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the stable invariant manifold W− of the saddle point (visible in the ∆Vm–
∆Vv and Vv–Vm plots of Fig. 2.8 as a white region and a dot-dashed line,
respectively). If the return trajectory passes near the saddle point, it will take
much longer to reach the relevant stable node because of the region of low V˙
that surrounds it [cf. Fig. 2.6(c)]. On the other hand, a perturbation to near
the fast manifold W− of either stable node will result in rapid attraction onto
it. Therefore, to achieve a rapid change in state, an optimum set of drives
∆D exist, corresponding to a perturbation onto the W− of the alternate stable
node. In summary, the behavior of the model can be explained in terms of
regions of near-stability: ghosts and the low V˙ region surrounding the saddle
point, which lengthen tlat, and the fast dynamics along the stable invariant
manifolds W− of the stable nodes, which shorten tlat.
2.5 Arousing Stimuli During Sleep
Having characterized the dynamics of the model in response to general im-
pulsive stimuli, we now consider the specific case of external sensory stimuli
applied during sleep. This scenario corresponds to clinical sleep fragmentation
protocols that use auditory stimuli to fragment sleep [16]. Auditory tones, like
other external sensory stimuli, excite MA nuclei [118, 127, 128], perhaps via
the orexin group [129, 130] or from ACh [131, 132]. Assuming no direct impact
on the VLPO (i.e., only indirectly via increased inhibition from MA firing), we
model a short, loud auditory tone by an excitatory δ-function drive ∆Dm, leav-
ing ∆Dv = 0. In the bistable region (1.45 mV < Dv < 2.46 mV), the arousing
stimulus can cause a transition to the stable wake node, producing a perma-
nent arousal. However, here we consider the range Dv > 2.46 mV for which
the stable sleep node and the wake ghost are the main dynamical features of
the model; i.e., for the topology shown in Figs 2.8(g) and (h). The impulse
strength and time-of-night variations in the model’s response to such sensory
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Figure 2.8: Model responses to δ-function ∆D stimuli. ∆Vv–∆Vm and Vv–
Vm plots are shown for (a)-(b) D
0
v = 1 mV (initial condition: wake node),
(c)-(d) D0v = 2 mV (initial condition: wake node), (e)-(f) D
0
v = 2 mV (initial
condition: sleep node), and (g)-(h) D0v = 3 mV (initial condition: sleep node).
In the ∆Vv–∆Vm plots (defined relative to the initial equilibrium), the sleep
latency tlat is represented using shading, from 0 min (black) to > 6 min (white).
Sample δ-function impulses are shown as white arrows, with the corresponding
trajectories through Vv–Vm space shown in the adjacent plots for the impulse
(black) and during relaxation back to a stable node (gray). Equilibriums (open
white circles and black squares) and invariant manifolds (dotted, dashed, and
dot-dashed lines) are labeled as per Fig. 2.6. Note that points in the ∆Vv–∆Vm
plane should be interpreted in terms of the δ-function drives (∆Dv,∆Dm) that
produce them [cf. Sec. 2.4.1]. 39
stimuli are explored in Secs 2.5.1 and 2.5.2, respectively. This analysis is then
used to simulate a sleep fragmentation study in Sec. 2.5.3.
2.5.1 Impulse Strength Dependence
Figure 2.9(a) shows the monotonic increase of the time to return to sleep tlat
with stimulus strength ∆Vm for Dv = 3 mV. The plot features two regions of
steep gradient. The first, at low ∆Vm, is due to the region of low V˙ surrounding
the sleep node. As illustrated in Fig. 2.9(b), the rapid rise in tlat at a higher
stimulus strength corresponds to the return trajectory passing through the low
V˙ wake ghost. Increasing the intensity of the applied impulse past this point
has relatively little effect on tlat because increases in V˙ beyond the wake ghost
largely counteract the additional stimulus. Hence the time spent in the wake
ghost dominates tlat, which saturates at large ∆Vm.
In this model, the point of inflection of the ∆Vm–tlat curve is taken to define
a sleep–wake transition. The ∆Vm at this point defines the arousal threshold
A, which represents the mean increase in MA cell-body potential required to
trigger an arousal from sleep. This is a suitable measure because stronger
stimuli ∆Vm > A produce a prolonged arousal and weaker stimuli ∆Vm < A
cause a rapid return to sleep, as illustrated in Fig. 2.9. Clinically, the arousal
threshold is measured in terms of the magnitude of a given sensory stimulus, in
units of auditory intensity or pressure deviation, for example. Our measure of
the arousal threshold, A, should therefore be comparable to clinical measures,
as explored in Sec. 2.5.2 below. We define the critical sleep latency T as the
latency to return to sleep tlat after receiving the critical impulse A, as labeled
in Fig. 2.9(a).
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Figure 2.9: The model’s response to excitatory δ-function sensory stim-
uli ∆Dm of varying magnitude applied during sleep (Dv = 3 mV). (a) The
time to return to sleep tlat following the impulse is plotted as a function of
its strength ∆Vm. For the five points marked in (a): ∆Vm = (i) 10 mV, (ii)
16 mV, (iii) 18.7 mV (the point of inflection), (iv) 20 mV, and (v) 22 mV, cor-
responding trajectories through Vv–Vm space are shown in (b), where regions
of V˙ < 0.1 mV s−1 have been shaded. The point of inflection is shown as a
larger, filled circle in (a), with the arousal threshold A taken from the ∆Vm at
this point and the critical sleep latency T taken from the tlat at this point, as
labeled.
2.5.2 Time-of-Night Variation
Rather than explicitly investigating the impact of stimuli as a function of the
time since sleep onset, it is more convenient to study them as a function of
the sleep drive Dv. Trends in Dv can then be mapped to trends in time using
the variation in Dv(t) across a normal night of sleep, shown in Fig. 2.2(e).
Since Qm ≈ 0 s−1 during sleep, Eq. (2.8) becomes χH˙ ≈ −H, and H approx-
imates exponential decay. Therefore, during sleep, the drive Dv(t) varies as
the weighted sum of sinusoidal C(t) and exponential decay H(t) components,
peaking near the middle of the night.
The model’s response to ∆Vm = 18 mV stimuli as a function of Dv is shown
in Fig. 2.10. The observed behavior can be explained in terms of both the
minimum |V˙ | in the wake ghost, which decreases with increasing Dv, and the
position of the sleep node, which moves to a higher Vv and lower Vm with in-
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creasing Dv. At Dv = 2.5 mV, near the saddle-node bifurcation of the wake
node, the return trajectory lingers in the wake ghost for ∼ 10 min before re-
turning to sleep, as shown in Fig. 2.10(a). At Dv = 3 mV, as shown in Fig.
2.10(b), the return trajectory passes through a smaller region of the wake ghost,
lingering there for only ∼ 1 min. As Dv increases further, the ∆Vm = 18 mV
stimuli are no longer strong enough to perturb the system to near the wake
ghost. Instead, the trajectories return ever more rapidly to sleep under the
influence of the vector field V˙, as demonstrated in Figs 2.10(c) and (d). Thus
we find that at low Dv, an impulse has a much greater impact, producing a
greater maximum Vm, and taking a longer time to return to sleep than the same
impulse applied at high Dv. It follows that as Dv increases, stronger impulses
are required to excite the system from the sleep node to the wake ghost – the
arousal threshold increases with Dv.
The ∆Vm–tlat curves discussed in Sec. 2.5.1 also depend onDv, as illustrated
in Fig. 2.11(a) using the same Dv values as in Fig. 2.10. Consistent with
the trends explained above, the ∆Vm–tlat curves shift to greater A (higher
arousal threshold) and a lower T (the minimum V˙ in the wake ghost is lower)
as Dv increases. A plot showing the variation of both A and T with Dv is
shown in Fig. 2.11(b). We find an approximately linear relationship between
A and Dv [because the sleep branch and the minimum V˙ in the wake ghost are
approximately linear for Dv > 2.46 mV, as can be seen in Fig. 2.6(a)]:
A ≈ 6.5Dv − 0.9 mV. (2.30)
Since the time spent in a ghost decreases as the inverse square root of the
difference between the parameter and its bifurcation value [121], the critical
sleep latency T can be approximated by
T ≈
[
111
(
Dv
1 mV
− 2.46
)−1/2
+ 74.0
]
min, (2.31)
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Figure 2.10: The model’s response to ∆Vm = 18 mV δ-function impulses at
different values of the sleep drive Dv. Trajectories through the Vv–Vm plane are
plotted during excitation (black) and relaxation (gray) for Dv = (a) 2.5 mV, (b)
3.0 mV, (c) 3.5 mV, and (d) 4.0 mV. Regions of V˙ < 0.1 mV s−1 are shaded and
plots of V˙ as a function of time along each trajectory are shown inset. Note
that the vertical scale of the inset figures is chosen to show the main features of
the return to equilibrium, which does not always include the initial maximum
in V˙ .
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for Dv > 2.46 mV, which diverges as Dv approaches the bifurcation value Dv =
2.46 mV. Using the known variation of Dv(t) across a normal sleep night, A(Dv)
and T (Dv) are transformed to functions of the time since sleep onset, as shown
in Figs 2.11(c) and (d). The trend in T could be measured experimentally
using sleep latency tests across the night, but to our knowledge this has not
yet been performed. Because the tlat and hence T values remain uncalibrated
(since this depends on the choice of the threshold V˙ < 5×10−3 mVs−1 at which
a trajectory is considered ‘close’ to equilibrium), we seek to validate only the
qualitative trends through experiment.
The model predicts that the arousal threshold will peak near the middle of
the night, as shown in Fig. 2.11(d). This is qualitatively consistent with some
clinical studies [133–137] but is inconsistent with others, that find a steady
increase of arousal threshold across the night [17, 138, 139], as measured from
the critical intensity Ic (dB) of the auditory stimulus required to cause an
arousal. However, a monotonically increasing arousal threshold is likely the
result of progressive habituation to the auditory stimulus, which makes it less
effective with increased exposure, and which we have not attempted to model
here. A study reported by Bonnet et al. [134] aroused subjects only five to eight
times each night, minimizing the effects of the frequent nocturnal disruptions.
It is therefore a suitable study with which to compare the predictions of our
model, which assumes that sleep is minimumslly disturbed. The experimental
Ic data adapted from the Bonnet et al. study is shown alongside our measure
A in Fig. 2.11(d), showing good agreement. The systematic increase of the Ic
data relative to A with time is likely the result of a small habituation effect.
A linear fit between the two measures yields
Ic ≈
[
2.9
A
1 mV
− 7.1
]
dB, (2.32)
giving a relationship between the intensity of an auditory stimulus Ic and the
increase in MA cell-body potential A required to trigger an awakening from
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sleep. Combined with Eq. (2.30), Ic(t) can then be inferred from Dv(t) across
any sleep period.
2.5.3 Modeling Sleep Fragmentation
The importance of the above calibration between Ic and A is demonstrated by
simulating a sleep fragmentation protocol reported by Lammers et al. [136].
In this study, nine male subjects were required to make a microswitch clo-
sure in response to a series of 2 s long, 1000 Hz auditory tones applied 4 min
after every entry into Stage 2 sleep. Choosing a threshold V˙ < 0.1 mV s−1
to define a return to Stage 2 sleep, we simulate this protocol by repeatedly
applying discrete 2 s ∆Dm impulses 4 min after this threshold is crossed. The
strength of the impulses is chosen to produce a ∆Vm equal to the arousal thresh-
old A, which is calculated from Dv using Eq. (2.30). However, the strength
∆Vm = A given by Eq. (2.28) applies to δ-function impulses and needs to be
increased to obtain the same ∆Vm for 2 s impulses [c.f., Sec. 2.4.1]; a magni-
tude ∆Dm = 1.1 × (A/2) achieves this. The resulting fragmented time series
for Vm and H are shown in Figs 2.12(a) and (b), respectively. The Vm time
series is characterized by recurring increases to waking levels of activity, in
contrast to unperturbed sleep in which Vm, and hence the firing rate Qm, is
low throughout the night, producing consolidated sleep. The increase in the
average Qm across the night feeds back onto the sleep cycle via the homeo-
static source term µQm [cf. Eq. (2.8)] – adenosine production is increased and
sleep is less restorative. The progressive increase in H over normal levels is
shown in Fig. 2.12(b). Compared to normal sleep, an increased homeostatic
component to the sleep drive Dv = D
0
v = νvcC + νvhH causes it to peak later
in the night and at a higher value. Since A depends approximately linearly on
Dv [Eq. (2.30)] and Ic depends approximately linearly on A [Eq. (2.32)], the
arousal threshold Ic will also peak later in the night and at a higher value, as
shown in Fig. 2.13. In this figure, the data from the Lammers et al. study
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Figure 2.11: Time-of-night variation in the arousal threshold A and critical
sleep latency T . (a) ∆Vm–tlat curves are plotted for Dv = 2.5 mV, 3.0 mV,
3.5 mV, and 4.0 mV. Points of inflection are marked with circles. (b) A as
a function of Dv (circles) with a fitted dotted line [Eq. (2.30)] and T as a
function of Dv (squares) with a fitted dashed line [Eq. (2.31)]. (c) T and (d)
A across the first ∼ 7 h of sleep (the portion for which Dv > 2.46 mV), with the
fits from (b) shown dashed and dotted, respectively. Clinical auditory arousal
threshold Ic data from Bonnet et al. [134] is displayed using open circles and a
dot-dashed line in (d).
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[136] is shown alongside our model predictions, revealing a good agreement.
However, in order to quantitatively reproduce the auditory arousal threshold
Ic values, an additional offset of + 9 dB relative to the previous calibration [Eq.
(2.32)] was required. As well as inter-individual differences in the quantitative
values of the auditory arousal threshold due to age and other effects, a large
inter-study variation (e.g., from 36 dB to 91 dB in Stage 4 sleep) is also evident,
perhaps due to differing amounts of background noise in sleep labs or different
clinical definitions of ‘arousal’ [140]. In this light, the shift of only 9 dB used
here seems reasonable.
In addition to the arousal threshold, the Lammers et al. study simulta-
neously recorded body temperature, which is known to exhibit a circadian
variation [141]. The authors proposed a negative relationship between body
temperature and arousal threshold, implying that −Dv in our model (which
includes a circadian component) should reflect the body temperature varia-
tion. Indeed it does, allowing us to deduce a linear fit between Dv and body
temperature Tbod:
Tbod ≈
[
−0.241 Dv
1 mV
+ 37.9
]
◦C. (2.33)
The predicted Tbod curve, as deduced from Dv(t) using Eq. (2.33), is plotted
as a dotted line in Fig. 2.13.
The model’s ability to simultaneously reproduce the arousal threshold and
body temperature curves during sleep fragmentation is a consequence of its
physiological formulation, which allows us to exploit the known impact of sen-
sory stimuli on MA nuclei to model sleep fragmentation. There are two free
parameters: the V˙ threshold to Stage 2 sleep, which has a sensible value (near
the sleep node), and the offset of 9 dB, which does not affect the qualitative
trends and is modest compared to inter-study variability [140]. The success
of this approach allows the arousal threshold and body temperature curves to
be interpreted in terms of the physiological processes that produce them: the
homeostatic and circadian components of the drive Dv to the VLPO. Frequent
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arousals reduce the clearance rate of H, diminishing the restorative value of
sleep and causing Dv and hence Ic and Tbod to reach an extremum of greater
magnitude later in the night.
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Figure 2.12: The model’s simulation of the sleep fragmentation protocol re-
ported by Lammers et al. [136]. (a) Vm and (b) H as a function of time for
fragmented (solid) and normal (dashed) sleep.
2.6 Summary and Discussion
Within a phyiologically-based mathematical model of the sleep-wake switch,
we have used a separation of time scales and linear stability analysis to gain
detailed insights into the impact of impulsive stimuli on arousal state. Stimuli
acting on the system are represented as ∆D(t) vectors, allowing a unified rep-
resentation of diverse external influences. Through an analysis of the model
dynamics, brief naps during wake and brief awakenings during sleep were shown
to be a consequence of the model’s sleep and wake ghosts. Brief awakenings
during sleep are favored over brief naps during wake, a finding qualitatively
consistent with experimental observations [126]. The set of drives that pro-
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Figure 2.13: The model’s simulation of the sleep fragmentation protocol re-
ported by Lammers et al. [136]. The auditory arousal threshold Ic (solid circles)
and body temperature Tbod (open circles) data are plotted alongside the model’s
predictions for Ic [as inferred from Dv(t) using Eqs (2.30) and (2.32)] (solid
line) and Tbod [as inferred from Dv(t) using Eq. (2.33)] (dotted line). A 9 dB
offset relative to the calibration to the Bonnet et al. data [134] is added to the
model’s Ic predictions. The model formulation emulates the clinical protocol:
2 s impulses of strength equal to the arousal threshold A are applied 4 min after
every entry into Stage 2 sleep (defined as the V˙ < 0.1 mV s−1 region surround-
ing the sleep node).
duce a change in state between sleep and wake perturb the system across the
separatrix in the Vv–Vm plane, with fast and slow transitions characterized by
trajectories following the invariant manifold W− or the low V˙ region surround-
ing the saddle point, respectively. In Sec. 2.5, auditory stimuli applied during
sleep were modeled according to their known excitation of MA brainstem pop-
ulations: by drives ∆Dm > 0. In the δ-function limit, these impulses produce
impulsive changes ∆Vm to Vm. The sharp rise in the ∆Vm–tlat curve, due to
a lag associated with the wake ghost, allowed us to define the arousal thresh-
old ∆Vm = A, which was found to depend approximately linearly on Dv. It
therefore varies as the weighted sum of sinusoidal C and exponential H com-
ponents, peaking near the middle of the night. This trend in A matches the
clinical variation of the auditory arousal threshold Ic, against which it was cal-
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ibrated. As a result, the time-of-night Ic variation for any arbitrary sleep-wake
protocol can be inferred from Dv, as they are approximately linearly related.
The significance of this finding was demonstrated by simulating a clinical sleep
fragmentation protocol reported by Lammers et al. [136]. The observed time-
of-night arousal threshold and body temperature curves were quantitatively
reproduced, including the skew of the peak of the arousal threshold towards
the latter half of the night and its increase in magnitude relative to normal
sleep. We propose that an increase in the homeostatic sleep drive due to the
frequent awakenings is the cause of this change.
A core idea that stems from the general formulation of stimuli as vectors
∆D(t) is that diverse stimuli can be compared in the same space. For exam-
ple, in addition to the more prevalent studies of auditory arousal thresholds
considered in this work, arousal thresholds have also been measured for pain,
pressure, temperature, light intensity, and olfactory stimuli [140]. In particular,
the respiratory effort (measured in units of pressure) in obstructive sleep apnea-
hypopnea syndrome (OSAHS) patients provides another well-studied measure
of the arousal threshold, which presumably acts via ∆Dm [142, 143]. Studies
measuring the time-of-night arousal threshold of OSAHS patients, like that of
Sforza et al. [144], show a qualitatively similar trend to our A, but more de-
tailed studies like that of Berry et al. [145] show an oscillation on a time scale
of ∼ 128 min. This fine oscillatory variation is perhaps the result of ultradian
dynamics which, if included in this model, would effectively constitute an os-
cillatory D0m [50], modulating the arousal threshold accordingly. Within the
Phillips-Robinson framework, a simple OSAHS model may consist of a mono-
tonically increasing drive ∆Dm, triggered by a certain vicinity to the sleep node,
and increasing until the arousal threshold A, where the obstruction is resolved.
Since the apneic drive ∆Dm acts over an extended time scale compared to the
impulsive stimuli of the present work, the resulting dynamics will be different.
Extending the current framework towards a predictive physiologically-based
model of OSAHS is a target for future work.
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Although this work focuses on impulsive stimuli, which constitute merely
transient disturbances to the sleep-wake cycle, drives acting over extended time
scales can also be represented as ∆D. These persistent drives perturb the
position of the equilibrium points themselves, altering the broader arousal state
dynamics. Slowly-varying ∆D drives could be used to describe gradual changes
in temperature, the impact of pharmaceuticals with extended biological half-
lives, or neurological pathologies such as narcolepsy, for example. A way of
representing such drives will be developed in Sec. 4.4.1.
In Chapter 3, we model enforced waking protocols using a persistent drive
that maintains the system in the wake ghost during normal sleep periods. The
external drive required to keep the subject awake is small (owing to the small
V˙ in the wake ghost) and could be provided in the form of an arousing ‘effort’,
as a positive ∆Dm, for example, that may be cortical and/or orexinergic in
origin [146–148]. The effort ∆Dm increases with Dv, as the wake ghost moves
further from stability; consistent with the increasing difficulty in remaining
awake at a high physiological sleep pressure. A simulation of fatigue during
sleep deprivation is one application of this approach, and will be explored in
detail in Chapter 3.
The properties of the ghost states suggest a qualitative reason why brief
arousals during sleep are more prevalent than brief naps during wake (c.f., Sec.
2.4.2). A future task involves extending this approach towards a quantitative
model that reproduces the observed scale-invariant trends [126], which may be
achieved by adding noisy perturbations ∆D to the system.
In summary, we have developed a framework for incorporating external
stimuli into a physiologically-based model of the sleep-wake switch. Despite
being a comparatively simple model, including only two neuronal populations
and averaging over the ultradian rhythm, the orexin group, and cortical-level
effects, we are able to gain insights into the basic neural mechanisms affecting
arousal responses to impulsive stimuli. This study represents the first detailed
exploration of the impact of external stimuli on arousal state, and takes an
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approach that is fundamentally different to previous attempts. Where past
models framed sets of data into a phenomenological structure, our model is of
the known physiology of the sleep-wake switch. Stimuli are modeled by their
impact on the neuronal populations that govern arousal state dynamics, and
behavioral outcomes are subsequently deduced. The model’s predictions are
directly testable through comparisons to both physiological and clinical data,
as a way of justifying the methodology, or providing evidence against it. The
agreement between the model’s predictions and the available data, discussed in
the latter sections of this chapter, justifies our approach. Applying the above
ideas to a broader range of stimuli, including pharmacological agents and other
sensory stimuli is expected to guide developments in arousal state modulation
and control in the future.
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Chapter 3
Physiologically-Based Modeling
of Subjective Fatigue During
Sleep Deprivation
Abstract
A quantitative physiologically-based model of the sleep-wake switch is used to
predict variations in subjective fatigue-related measures during sleep depriva-
tion. The model includes the mutual inhibition of the sleep-active neurons
in the hypothalamic ventrolateral preoptic area (VLPO) and the wake-active
monoaminergic brainstem populations (MA), as well as circadian and home-
ostatic drives. In Chapter 2, the wake ghost, a near-stable waking state that
exists at high values of the model’s sleep drive, was identified. To simulate
sleep deprivation, wake-effort is applied as a drive to the MA to maintain the
system in the wake ghost during normal sleep periods. Physiologically, such
a drive represents afferents from the cortex or the orexin group of the lateral
hypothalamus. Psychologically, the need to exert effort to maintain wakeful-
ness at high homeostatic sleep pressure is proposed to correlate with subjective
fatigue. The model’s agreement with subjective fatigue-related clinical mea-
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sures supports this hypothesis. In two analogous 72 h clinical sleep deprivation
protocols [149, 150], subjective fatigue, adrenaline, and, in one case, body tem-
perature time series are reproduced by the model. This work demonstrates the
strength of physiologically-based sleep modeling, which is able to infer psycho-
logical measures from the underlying physiological interactions that produce
them.
3.1 Introduction
Workers in many professions, including medical practitioners, air-traffic con-
trollers, and truck drivers, must undertake the inherently dangerous practice of
operating under increasing levels of fatigue. However, humans are biologically
ill-equipped to perform throughout the day and night [151], and widespread
neglect of sleep is to the detriment of general health and well-being [66, 67].
Although the precise role of sleep is not yet fully understood, it is known
that performance, learning ability, and mood suffer from sleep fragmentation
[18, 19], sleep restriction [23], and total sleep deprivation [69, 71]. Fundamental
to understanding the role of sleep, therefore, is to quantify the physiological
and psychological consequences of sleep deprivation. In this work, we focus on
the impact of total sleep deprivation using a quantitative physiologically-based
model.
The timing of sleep and wake is largely determined by two main drives: the
homeostatic ‘sleep pressure’, that builds with time spent awake and is relieved
with sleep, and the ∼ 24 h periodic circadian oscillation, which is entrained to
the day-night cycle via photic input. During total sleep deprivation, the typical
variations in subjective fatigue-related measures [12, 13, 149, 150, 152] and lev-
els of performance detriment [13, 14, 149, 150, 153–155] include a monotonically
increasing component – attributed to the increasing homeostatic sleep pressure
– and an ∼ 24 h periodic circadian modulation [91]. This combination of ap-
proximately linear and periodic components is also noted in a range of other
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measures, including body temperature [14, 149, 150, 156, 157], percentage of
EEG spent in alpha [15], and iron serum levels [158].
Sleep-wake modeling derives much from Borbe´ly’s ‘two-process’ model [56]
that combined the homeostatic and circadian drives into a conceptual frame-
work that was able to explain the timing of sleep and wake. Quantitative
implementations of the phenomenological two-process model, beginning with
that of Daan et al. [57], have since been able to reproduce a wide variety of
sleep-wake phenomena [58]. However, with improved knowledge of the phys-
iology responsible for sleep-wake dynamics, models that incorporate neuronal
population-level interactions have been developed more recently [1, 62–64].
These physiologically-based sleep models have the advantage over phenomeno-
logical models of relating their behavioral predictions to the neurological pro-
cesses that underpin them. In this work, we use a model of the sleep-wake
switch developed by Phillips and Robinson [1].
Previous attempts at modeling fatigue variation during sleep deprivation
have been predominantly phenomenological in nature [57, 58, 101, 159, 160].
In the two-process model, for example, a measure of fatigue is derived from the
difference between the upper circadian threshold and the homeostatic Process
S [57] (c.f., Sec. 1.4.2). Although the qualitative trends obtained in this way
match those observed clinically, a clear physiological justification is lacking. A
main motivation for the present work is to quantitatively relate phenomeno-
logical concepts about sleep deprivation to physiological mechanisms.
In this chapter we reproduce the observed trends in subjective fatigue-
related measures within the context of a physiologically-based mathematical
model of the sleep wake switch. In Sec. 3.2 the physiology of the sleep-wake
switch, including the model formulation, is summarized. The output of the
model is explained in detail, including the presence of hysteresis as a function
of the model’s sleep drive, the role of the wake ghost, and the wake effort drive.
In Sec. 3.3, our methodology for modeling sleep deprivation is explained in
terms of the postulated physiological processes responsible. We show how an
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objective definition of wake-effort stems from the model, and demonstrate its
correspondence with clinical sleep deprivation data. The effects of changes in
the circadian and homeostatic components to the model’s sleep drive, as well
as changes in the initial homeostatic sleep pressure on the wake-effort curves
are explored in Sec. 3.4 and a discussion of the main findings is presented in
Sec. 3.5. Note that the parameters of the Phillips-Robinson model have been
constrained rigorously in previous work [1, 81]. In the main text we describe
the model’s mathematical structure and dynamics qualitatively, focusing upon
the clinical relevance of its predictions. Note that as this chapter is based on
a paper aimed at a clinical audience, mathematical details are left for the Ap-
pendices and the dynamics are mainly described in the main text without the
use of mathematics.
3.2 The Sleep Model
In this section we summarize the relevant sleep-wake physiology, and the formu-
lation and basic output of the sleep model developed by Phillips and Robinson
[1].
3.2.1 Formulation and Basic Output
The ‘flip-flop’ dynamics of sleep and wake, characterized by rapid transitions
between the two distinct states, result from the mutual inhibition of wake-
active monoaminergic neuronal populations in the brainstem (MA) and sleep-
active GABAergic neurons in the ventrolateral preoptic area of the hypothala-
mus (VLPO) [49, 79]. The MA group includes nuclei that use monoaminergic
neurotransmitters: the histaminergic tuberomammillary nucleus (TMN), nore-
pinephrinergic locus coeruleus (LC), serotoninergic dorsal raphe´ nucleus (DR),
and dopaminergic ventral tegmental area (VTA) [31, 107, 108]. Monoaminer-
gic neurotransmitters inhibit the VLPO, and the VLPO inhibits the MA via
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GABAergic projections [50, 51, 78]. Hence, the activity of each group sup-
presses the activity of the other, reducing the subsequent inhibition onto itself,
and thereby indirectly reinforcing its own activity. This behavior results in
extended periods of either sleep (activated VLPO and suppressed MA) or wake
(activated MA and suppressed VLPO), with rapid transitions between the two
states – much like a ‘flip-flop’ circuit [79].
The neuronal population model of the sleep-wake switch developed by Phillips
and Robinson [1] quantitatively encapsulates this mutual inhibition between
the MA and VLPO neuronal populations and the ‘flip-flop’ dynamics it pro-
duces. Transitions between sleep and wake states are modulated by input from
external sources, which we term drives to each population. The MA group
receives input from brainstem nuclei that express acetylcholine, including the
pedunculopontine (PPT) and laterodorsal (LDT) tegmental nuclei in the meso-
pontine tegmentum [109, 110]. In addition, the orexin population of the lateral
hypothalamic area excites MA and acetylcholine-related neuronal populations
during wake, thereby acting to stabilize the waking state [111, 112]. In this
model, drives to the MA from acetylcholine-related and orexinergic sources are
averaged to a constant, intermediate level of input, a simplification that should
not alter the qualitative dynamics between sleep and wake [1].
The VLPO receives input from circadian and homeostatic drives. The ∼
24 h periodic circadian signal originates in the suprachiasmatic nucleus (SCN)
and entrains the sleep-wake cycle to the light cycle through projections to the
VLPO, primarily via the dorsomedial nucleus of the hypothalamus (DMH)
[50, 51, 113]. Assuming the circadian drive C is well-entrained to the daily
fluctuation in light intensity, we approximate it as a 24 h-periodic sinusoid.
Our model of the homeostatic drive H represents the adenosine concentration
in the basal forebrain, which builds during waking [107, 114, 115] and is cleared
during sleep [115–117]. Adenosine disinhibits the VLPO via projections from
basal forebrain neurons [50, 51]. Note that our homeostatic drive H plays the
same qualitative role as Process S in the two-process model [56, 57]. The total
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drive to the VLPO is termed the sleep drive D and is given mathematically by
D = νvhH + νvcC, (3.1)
where homeostatic (H) and circadian (C) components are weighted by the
constants νvh and νvc, respectively, which represent the connection strength of
each drive to the VLPO. Note that, compared to Eq. (2.6), the subscript v
is dropped throughout this chapter for simplicity. In this notation, developed
in previous work [1], the first letter (v) refers to the VLPO and the second
letter refers to either the homeostatic (h) or circadian (c) drive. A positive
connection strength represents an excitatory input and a negative connection
strength represents an inhibitory input. Therefore, νvh is positive (basal fore-
brain adenosine disinhibits the VLPO) and νvc is negative (the circadian signal
C inhibits the VLPO). As illustrated in Fig. 3.1, the addition of the home-
ostatic component of the sleep drive νvhH and the circadian component νvcC
gives the total sleep drive D. During wake, adenosine builds up in the basal
forebrain (H increases), whilst during sleep it is cleared faster than it is pro-
duced (H decreases). As explained below, the oscillatory variation of D drives
the system back and forth between sleep and wake.
The Phillips-Robinson model is represented schematically in Fig. 3.2. The
model includes the mutual inhibition of the VLPO and MA populations and
the homeostatic and circadian components of the sleep drive D to the VLPO.
The mathematical equations governing the model’s dynamics have been charac-
terized in detail in Chapter 2 are summarized in Appendix 3.6. Its parameters
are constrained from both physiology and behaviour [1, 81] and, despite its
parameters being fitted to a small number of experiments, the model is able to
predict the results of many protocols. The model predicts the average cell-body
potentials relative to resting on the MA and VLPO neuronal populations: Vm
and Vv, respectively. The variations of Vm and Vv are plotted in Figs 3.3(a) and
(b), respectively. The average firing rates of these two populations, Qm and Qv,
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Figure 3.1: Typical time evolution of (a) the circadian contribution to the
sleep drive νvcC and (b) the homeostatic contribution νvhH. These drives both
act on the VLPO, giving the total sleep drive D = νvhH + νvcC, plotted in (c).
Sleep periods are shaded.
are given by sigmoidal functions of the potentials [82]. The sigmoidal function
is plotted in Fig. 3.3(c), and the firing rates Qm and Qv in Figs 3.3(d) and
(e), respectively. The model produces ‘flip-flop’ dynamics, exhibiting extended
periods of wake and sleep, with rapid transitions between states. During wake,
the MA is activated (Vm and Qm are high) and the VLPO is suppressed (Vv is
low and Qv ≈ 0). During sleep, the VLPO is active (Vv and Qv are high) and
the MA is suppressed (Vm is low and Qm ≈ 0).
3.2.2 Hysteresis, the Wake Ghost, and Wake-Effort
An important feature of the Phillips-Robinson model is the presence of hys-
teresis in Vm and Vv as a function of the sleep drive D, as shown in Fig. 3.4 for
Vm. At low D, the system settles on the stable wake branch, and at high D, it
settles on the stable sleep branch. As the sleep drive D oscillates between its
minimum and maximum values [cf. Fig. 3.1(c)], the arousal state alternates
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Figure 3.2: Schematic of the Phillips-Robinson model of the sleep-wake switch
[1]. The mutually inhibitory VLPO and MA populations form the core of the
model. The circadian (C) and homeostatic (H) drives combine to form the sleep
drive D to the VLPO, and the drive A is a constant, time-averaged input to
the MA group. Excitatory (+) and inhibitory (−) interactions are represented
by arrows and arousal state feedback from the MA to H is shown dashed. A
schematic of the typical time evolution of each drive is displayed in a small
rectangle: the 24 h periodic sinusoidal C, the exponential rise and decay of H,
and the constant drive A.
between wake and sleep, accordingly. The model exhibits hysteresis: the wake
to sleep transition (at D ≈ 2.5 mV) occurs at a higher D than the sleep to
wake transition (at D ≈ 1.5 mV).
At high D (> 2.5 mV) when the stable wake branch no longer exists, a
near-stable wake ghost state exists (this terminology is derived from nonlinear
dynamics theory [121]). Ordinarily, as D increases past the normal wake-sleep
transition (at D ≈ 2.5 mV), the system drops from the stable wake branch to
the stable sleep branch. However, an additional wake-effort drive, W , can be
applied to instead hold the system in the wake ghost, keeping it awake. The
wake ghost is distinguished from other regions at high D by its near-stability,
requiring only a small additional drive W to remain in. The physiological
origin of such a drive could be from orexinergic or cortical input to the MA
group [146–148], and so we therefore model W as afferent to the MA. Inter-
preted within the hysteresis picture of Fig. 3.4, wakefulness is maintained not
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Figure 3.3: Model output as a time series. Average cell-body potentials as
a function of time are plotted for (a) the MA, Vm, and (b) the VLPO, Vv.
A sigmoidal function, shown in (c), is used to transform the mean cell-body
potentials to mean firing rates for (d) the MA, Qm, and (e) the VLPO, Qv.
Sleep periods are shaded.
by directly counteracting the growing ‘horizontal’ sleep drive D, but by com-
pensating for it through the exertion of ‘vertical’ wake-effort W . The W drive
instead compensates for it by ‘pushing upwards’ on the system, preventing it
from dropping to the stable sleep branch. The amount of wake-effort required
to maintain the system in the wake ghost increases with D, as the representa-
tive wake-effort arrows in Fig. 3.4 illustrate.
We emphasize that the wake and sleep ghosts are not constructions added to
the model; they stem directly from the mathematics of the ‘flip-flop’ structure,
the details of which can be found in Chapter 2 of this thesis, and are summarized
in Appendix 3.7. The sleep ghost, which is associated with the termination of
the sleep branch (i.e., at D ≈ 1 mV) is not shown in Fig. 3.4 because it is much
less pronounced than the wake ghost and is not directly relevant to the current
work.
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Figure 3.4: The model’s hysteresis loop for Vm as a function of the sleep
drive D. It features a wake branch at low D, a sleep branch at high D, and an
intermediate region in which both wake and sleep states exist simultaneously.
As D oscillates with a 24 h period, the arousal state alternates between wake
and sleep accordingly (indicated with arrowheads). The wake ghost (dashed line)
is a near-stable waking state that persists through to high D. To maintain the
system at the wake ghost, an amount of external wake-effort, W , is required,
as illustrated using three representative dotted arrows. The length of the arrows
indicates the required wake-effort magnitude, which increases with D.
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3.3 Total Sleep Deprivation
In this section we describe a method for simulating total sleep deprivation
within the Phillips-Robinson model that involves exerting wake-effort to main-
tain the system in the wake ghost during normal sleep periods. The sleep
deprivation method is introduced in Sec. 3.3.1, and its characteristic output is
discussed in Sec. 3.3.2. In Sec. 3.3.3, we demonstrate quantitative agreement
between the nominal W variation and an experimental data set containing
subjective ‘effort’ required to maintain arousal (on a scale from “normal” to
“considerable”) and ‘feeling’ (on a scale from “very fresh” to “very tired”) mea-
sures during sleep deprivation. Sensitivities of the W variations to changes in
the model’s drive parameters are investigated in Sec. 3.3.4.
3.3.1 Methodology and Rationale
We model total sleep deprivation by applying the W drive to the MA to main-
tain the system in the wake ghost during normal sleep periods. The system
remains awake, moving between the stable wake branch at low D where no
wake-effort (W = 0) is required, to the near-stable wake ghost at high D,
where wake-effort must be applied.
We propose that the exertion of this additional wake-effort at high D con-
stitutes a detriment to a subject’s normal cognitive function. This may be
because the need to apply wake-effort amounts to a persistent distraction that
disturbs normal cortical function. Alternatively, assuming that one has some
maximum capacity for performance [152], the need to exert W may represent
a diminishment of this usual capacity. Whatever the exact mechanism, the
above argument suggests that W should correlate with performance detriment,
subjective fatigue, and other related measures. We therefore hypothesize a cor-
relation between the model’s wake-effort, a quantity with a direct physiological
interpretation (an excitatory input to the MA) and psychological quantities
that can be measured clinically. Since W increases with D (c.f., the represen-
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tative arrows in Fig. 3.4), this hypothesis accords with the intuitive experience
of finding it increasingly difficult to remain awake at high sleep pressure. In
this scheme, W = 0 (i.e., at low D, on the wake branch) corresponds to no ad-
ditional psychological effort to remain awake, and hence baseline performance.
Quantitative correlations to data obtained during sleep deprivation protocols
are investigated in the following section.
3.3.2 Characteristic Output
During sleep deprivation, the sleep drive D = νvcC + νvhH varies with an
increasing homeostatic component νvhH (H increases because the system is
always awake) and an oscillatory circadian component νvcC, as plotted in Fig.
3.5(a). The wake-effort is zero on the stable wake branch at low sleep drives
D < 2.5 mV, and increases with D thereafter in the wake ghost. The relation-
ship is plotted in Fig. 3.5(b) and allows the W variation to be inferred from
that of D.
We note a number of important characteristics of the wake-effort variation
plotted in Fig. 3.5(c). After the first night of total sleep deprivation, the W
returns to zero as the system returns to the wake branch, as labeled ‘B’ in
Fig. 3.5. Under the hypothesized link between wake-effort and psychologi-
cal fatigue described above, the model predicts a return to baseline levels of
subjective fatigue-related measures after the first night of sleep deprivation.
Thereafter, as the homeostatic component of the sleep drive continues to grow,
even at the local minima of D, the system does not again return to the wake
branch and hence W does not return to zero. The W curve in Fig. 3.5(b) be-
comes shallower as D increases. Thus at high D, changes in D produce smaller
changes in W ; i.e., the same oscillation amplitude in D results in smaller wake-
effort oscillations. Therefore, since D increases with time, the model predicts
a decrease in the W oscillation amplitude with time spent awake. Since H
asymptotes to a maximum value with time, the mean value of D will also ap-
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Figure 3.5: Model dynamics across four days of total sleep deprivation. (a)
Sleep drive D (solid line) includes increasing homeostatic (dot-dashed line) and
oscillatory circadian components. The line D = 2.5 mV (corresponding to the
normal wake–sleep transition) is shown dotted: for D < 2.5 mV the system is
on the wake branch and W = 0. (b) Wake-effort, W required to remain awake
as a function of the sleep drive D. This is zero for D < 2.5 mV and increases
approximately quadratically thereafter. The trajectory back and forth along this
curve corresponds to the D variation shown in (a), as indicated by arrows. This
trajectory indicates the position on the adjacent curve; the vertical shift with
each oscillation is for clarity. (c) Wake-effort, W time series. The sleep drive
variation in (a) should be considered to control the oscillation back and forth
in (b), which gives rise to the W variation in (c). Points A–G are labeled in
(a)–(c) to demonstrate the relationship between each of the subplots.
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proach a maximum value. Therefore, the decreasing oscillation amplitude of D
will approach a constant value with time.
3.3.3 Connections to Fatigue-Related Measures
As proposed in Sec. 3.3.1, we expect a correlation between the model’s W drive
and subjective fatigue-related measures. Indeed, the W time series shown
in Fig. 3.5(c) qualitatively replicates the clinical variation for a number of
subjective measures, including ‘fatigue’ [149, 150, 153, 154], ‘sleepiness’ [153,
154], ‘mood’ [153, 154], ‘feeling’ [12], and ‘alertness’ [13]. Data reported by
Pasnau et al. [12] includes the variation in subjective ‘effort’ and ‘feeling’ of
four male subjects over approximately seven days of total sleep deprivation.
Subjects were required to indicate both subjective ‘effort’ and ‘fatigue’ on a
20 cm scale every six hours throughout the study. For ‘effort’, the phrases
“normal” to “a considerable amount of additional effort” required to maintain
arousal to a level that would enable them to do “as well as they could” at
the given performance task at opposite ends of the scale. For the purposes of
measuring ‘fatigue’, the five guiding phrases: “very tired,” “tired,” “as usual,”
“fresh,” and “very fresh” were spaced evenly along the scale.
Using our model with nominal parameters, and fixing zero wake-effort to
“normal” subjective effort and “fresh” feeling, we have one degree of freedom
in the vertical scale factor of the respective Pasnau data sets, and another in
adjusting the starting time of the model simulation. As shown in Fig. 3.6,
there is good agreement with both data sets up to approximately five days of
deprivation. Note that since error bars were unavailable in both sets of data, a
rigorous comparison between the model and the data is not possible. However,
the data points are joined with a solid line to guide the eye, and in the following
we compare the positions of the data points and the trends between them. The
‘effort’ data matches the model’s characteristic return to baseline (“normal”)
levels of effort after the first night of sleep deprivation. Furthermore, both
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data sets exhibit a decreasing oscillation amplitude with time, matching the
model’s prediction. After ∼ 5 days, while the model still predicts the approx-
imate positions of the peaks and troughs of the experimental variation, the
data deviate below the model’s prediction, due to a “fifth day fatigue turning
point” [12], perhaps due to end-of-study anticipation or habituation to high
fatigue, effects that we have not attempted to model here. However, as will be
elaborated upon in the discussion (Sec. 3.5), end-of-study anticipation would
provide a boost in motivation, contributing to W through an orexinergic drive
(since the activity of the orexin group is tied to motivational factors [161]) and
hence decreasing the cortical contribution to W , decreasing subjective ‘effort’
and negative ‘feeling’.
3.3.4 Dependence on Parameters
The parameters of the Phillips-Robinson model (listed in the Tab. 4.1 in
Appendix 3.6) correspond to physiological variables, including the time-decay
properties of neuromodulators, the strength of interactions between neuronal
populations, and the connection strengths of the circadian and homeostatic
drives to the VLPO [1]. By studying the sensitivities of the W time series
curves to changes in model parameters, the impact of the corresponding physi-
ological changes can be inferred. In the following, we focus on the drive param-
eters which control the time evolution of D and hence control the dynamics
back and forth around the model’s hysteresis loop (shown in Fig. 3.4). In
particular, we investigate the effect of changing the initial (i.e., prior to the
onset of the sleep deprivation protocol) homeostatic sleep pressure Hinit, as
well as the homeostatic and circadian connections to the VLPO, νvh and νvc,
respectively. Relative to normal, the initial homeostatic sleep pressure Hinit
could be increased or decreased, due to a previously-accumulated sleep debt
or increased restfulness prior to the clinical study, respectively. Changes in
νvh and νvc may correspond to inter-individual differences in metabolism or
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Figure 3.6: Comparison of the model’s W drive with clinical data reported
by Pasnau et al. [12]. (a) The variation of subjective ‘effort’ (on a scale from
“normal” to “considerable”). (b) The variation of subjective ‘feeling’ (on a
scale from “very fresh” to “very tired”). In each case, the data are plotted using
circles and a solid line and the model’s prediction using nominal parameters is
plotted using a dashed line.
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circadian amplitude, respectively. Alternatively, they may reflect differences
in the neuronal connection strengths themselves. The effect of changing the
nominal magnitude of each parameter by ± 30% on both the D and W time
series are shown in Fig. 3.7. The upper plots [Figs 3.7(a), (c), and (e)] show
the sleep drive D time series; the lower plots [Figs 3.7(b), (d), and (f)] show
the wake-effort W time series. The relationship between D and W is given
by the function plotted in Fig. 3.5(b). Since changes in νvh and νvc affect the
model’s dynamics, D has been offset by a constant in each case to compensate
for this parameter change, so as to maintain the model’s normal sleep length
at its nominal value of 8.5 h.
Changes to Hinit cause the D time series to differ initially, as shown in Figs
3.7(a) and (b). However, the curves all approach the same nominal variation
as H saturates with time. As shown in Fig. 3.7(b), the W variation exhibits
the same characteristics. A 30% decrease in Hinit delays the need for wake-
effort until the second deprivation night, whereas a 30% increase eliminates the
return to baseline (W = 0) entirely.
Changes in νvh affect the rate at which H, and hence D, increase, as shown
in Fig 3.7(c). Decreasing νvh slows the rate of increase of D and hence that of
the W curves, which rise more gradually to lower mean levels, as shown in Fig.
3.7(d). Increasing νvh, on the other hand, causes the D and W curves to rise
more rapidly and to higher mean levels. The curvature of the D–W function
plotted in Fig. 3.5(b) implies that the mean wake-effort oscillation amplitude
decreases with D. Since νvh controls the rate of increase of the D and W time
series, subjects with a decreased homeostatic sensitivity (i.e., a low νvh) will
exhibit greater wake-effort oscillations at lower mean wake-effort compared
to the normal. The opposite applies to subjects with a greater homeostatic
connection strength νvh.
Increasing νvc increases the oscillation amplitude of the sleep drive D, a
change that is also apparent in the W variation, as plotted in Figs 3.7(e) and
(f). While the D and W maxima remain approximately unchanged, the minima
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are shifted to a higher or lower W relative to normal, for a lower or higher νvc,
respectively.
The results presented in this section relate changes in fatigue variation to
changes in underlying physiological processes – the circadian and homeostatic
drives. They represent general predictions of the sleep model that await clinical
confirmation. In principle, each of the predicted variations could be tested ex-
perimentally, by comparing the response of different groups of subjects to sleep
deprivation in a clinical trial. The initial homeostatic sleep pressure Hinit could
be distinguished by comparing a group of sleep deprived subjects to controls.
The strength of the homeostatic drive νvh could be inferred from the dynamics
of EEG slow-wave activity (SWA) amongst subjects, and the circadian am-
plitude νvc could be inferred from the body temperature [4] or catecholamine
excretion [162] variation, forming an analytic basis for discriminating between
responses to sleep deprivation. A clinical validation of the trends proposed here
may help to explain inter-individual differences in fatigue dynamics, and would
facilitate direct mapping between clinical results and the model’s parameters.
The realization of such a goal would enable the model to be calibrated to the
sleep patterns of individuals.
3.4 Comparison with Data
In this section, we compare the model’s predictions with two 72 h sleep depri-
vation data sets obtained from (i) 29 male officers and corporals, reported by
Fro¨berg et al. [150], and (ii) 15 female subjects from a voluntary military asso-
ciation, reported by A˚kerstedt et al. [149]. The latter study aimed to replicate
the former except using female subjects. We seek linear relationships between
the model’s variables and clinical measures, as a means of quantifying possible
correlations. The numerical values for the linear fits in this section are given
in Appendix 3.8.
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Figure 3.7: Sensitivities of the model’s sleep drive D and wake-effort W
curves to parameter changes. The nominal curve (solid line) is compared to a
case with a 30% increase in magnitude of the relevant parameter (dashed line
and dark shading) and one with a 30% decrease in magnitude of the relevant
parameter (dot-dashed line and light shading). Time series for D are plotted in
the upper plots (a), (c), and (e), and for W in the lower plots (b), (d), and (f);
for: (a), (b) the initial homeostatic sleep pressure Hinit, (c), (d) the connection
strength of the homeostatic drive to the VLPO, |νvh|, and (e), (f) the connection
strength of the circadian drive to the VLPO, |νvc|. The transformation between
the D and W curves is plotted in Fig. 3.5(b). The drive corresponding to the
end of the wake branch (D ≈ 2.5 mV) is indicated with a dotted line in the
upper plots – below this threshold the system is on the wake branch and W = 0.
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Figure 3.8: The model’s simulation of data adapted from a 72 h sleep de-
privation study of female subjects, as reported by Fro¨berg et al. [150]. The
data (circles and solid line) and the model prediction (dashed line) are shown
for: (a) Percentage increase in subjective fatigue relative to baseline (0%) and
(b) Adrenaline production. The subjective fatigue data set is reproduced by
the model’s W drive using a decreased circadian connection strength |νvc| and
an increased Hinit, and the adrenaline data set has been fitted to the model’s
circadian drive C.
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The sleep deprivation study using male subjects [150] found a variation in
subjective fatigue qualitatively similar to the W variation of our model and an
approximately sinusoidal variation in adrenaline secretion. We fit our circadian
drive C to the adrenaline data and the W drive to the subjective fatigue data.
Although there may be a phase shift between the circadian signal C and the
circadian variation of adrenaline secretion, we are able to achieve a good fit to
the data without using an additional phase shift, thereby reducing the number
of fitting parameters by one. As shown in Fig. 3.8, the fit to the adrenaline
excretion exhibits good agreement with the sinusoidal C. Qualitatively, the W
data shown in Fig. 3.8(a) exhibit a variation similar to the effect of increas-
ing Hinit, as shown in Fig. 3.7(a), but with a significantly smaller circadian
oscillation. We achieve a good fit to the data by increasing Hinit by 10% and
decreasing |νvc| by 35% relative to their nominal values, as shown with a dashed
line in Fig. 3.8(a). Baseline fatigue is fixed to zero wake-effort, the simulation
starting time is constrained to that used for the adrenaline data, and we have
a single degree of freedom in adjusting the vertical scale.
The sleep deprivation study using female subjects [149] measured subjective
fatigue, adrenaline excretion, and body temperature. The three data sets are
plotted in Figs 3.9(a), (b), and (c), respectively. In contrast to the male sub-
jects, the rate of increase of fatigue is markedly lower for the female subjects
in this data set, returning to near baseline levels every 24 h. As explained in
Sec. 3.3.4, this suggests a decreased homeostatic component to the sleep drive;
a decrease in νvh. To simulate the fatigue data, we increase Hinit by 10% as for
the above fitting, and decrease νvh by 30% relative to its nominal value. The
model’s predicted W variation for these parameters, using the same vertical
scaling as for the Fro¨berg study, is shown in Fig. 3.9(a). In Sec. 2.5.3, we
reported good linear agreement between body temperature and our sleep drive
D for a simulation of the arousal threshold in a sleep fragmentation study, in
which the two quantities were found to correlate negatively. Linear fits of C
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Figure 3.9: The model’s simulation of data adapted from a 72 h sleep de-
privation study of male subjects, as reported by A˚kerstedt et al. [149]. The
data (circles and solid line) and the model prediction (dashed line) are shown
for: (a) Subjective fatigue relative to baseline (%), (b) adrenaline production
(ng/min), and (c) body temperature (◦C). The model’s W drive correlates pos-
itively with fatigue, the circadian drive C correlates positively with adrenaline,
and the sleep drive D correlates negatively with body temperature. A reduction
in the nominal value of νvh and an increase in Hinit have been used to reproduce
the data.
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with adrenaline and D with body temperature show good agreement with the
clinical data, as plotted in Figs 3.9(b) and (c), respectively. Therefore, the
model is able to simultaneously predict the variation in subjective fatigue (in-
ferred from W ), adrenaline excretion (inferred from C), and body temperature
(inferred from D).
3.5 Summary and Discussion
3.5.1 Summary
In this chapter, we have elucidated a link between clinically-measurable psy-
chological quantities and those from a physiologically-based model of the sleep-
wake switch. The model exhibits hysteresis between sleep and wake and, crucial
to this work, a near-stable waking state: the wake ghost, at high values of the
model’s sleep drive D. Physiologically, cortical or orexinergic input to the MA
is expected to maintain wakefulness during sleep deprivation [146–148]. We
correspondingly applied compensatory wake-effort W as a drive to the MA to
maintain the system in the wake ghost during normal sleep periods. Sleep de-
privation was simulated by holding the system in a waking state – on the wake
branch at low D and in the wake ghost at high D. The W variation corre-
lated with subjective ‘effort’ required to maintain arousal for performance in a
given task, and similar quantities including ‘feeling’ and ‘fatigue’. By investi-
gating the dependence of the W time series on the model’s drive parameters,
changes in their topology were related to their underlying causes. Such pa-
rameter changes may account for differences in self-ratings of fatigue between
the male and female subjects during 72 h of sleep deprivation. In addition to
fatigue-related measures inferred from the model’s W quantity, the model can
simultaneously reproduce the circadian variation of adrenaline excretion and
body temperature, as inferred from the model’s circadian drive C and sleep
drive D, respectively.
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3.5.2 Towards a Unification of Clinical Measures
A key idea that stems from the current formulation is the two-dimensional na-
ture of drives to the system, as interpreted within the hysteresis representation
of the model. In the first dimension, the sleep drive D combines the circa-
dian and homeostatic components as a total drive to the VLPO, controlling
the ‘horizontal’ movement back and forth along the hysteresis loop. Rather
than compensating for the sleep drive D by directly opposing it, the ‘vertical’
W drive is instead applied to the MA groups to maintain wakefulness. The
existence of this second independent compensatory drive is consistent with
Eysenck’s two postulated types of arousal [163]: a primary arousal system af-
fected by sleep deprivation and circadian oscillations (much like our sleep drive
D) and a second compensatory system that allocates additional effort and re-
sources whenever the first arousal system is lowered (much like our wake-effort
drive W ).
The concept of subjects applying compensatory ‘effort’ to maintain per-
formance standards is an intuitive one and has been reported previously in
numerous clinical analyses [12, 14, 71, 164–166]. A major advance achieved
in this chapter has been the theoretical framing of the concept, which has
been linked to a drive to the MA: the W drive. The model clearly delineates
the contribution of the homeostatic and circadian components to the model’s
sleep drive D and the corresponding amount of wake-effort required to main-
tain arousal. We emphasize that the wake ghost, that can be made stable
with the W drive, is not artificially introduced into the model, but is a direct
consequence of the existence of two mutually inhibitory populations: the MA
and VLPO (c.f., Chapter 2). The W variation has been quantitatively linked
to both subjective ‘effort’ [c.f., Fig. 3.6(a)] and subjective fatigue [c.f., Figs
3.6(b), 3.8, and 3.9] in this chapter. The same variation is present in a diverse
number of measures including ‘attention’, ‘feeling’, ‘alertness’, and ‘sleepiness’.
The model framework proposed here represents a significant step toward unify-
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ing a vast range of existing clinical descriptors onto a single, quantitative scale:
in terms of our model’s sleep drive D and wake-effort W quantities.
3.5.3 Towards a Performance Model
In this section we propose a system for interpreting objective performance
within our model. During sleep deprivation, we have demonstrated how wake-
effort is needed to maintain arousal at or above some minimum, baseline level
required to perform a given task. Contributions to the W drive come from both
cortical and orexinergic projections. We propose that the cortical component
of this drive detracts from to performance standards, as it diverts cortical effort
from being applied to a given task to the role of simply maintaining arousal.
The orexinergic contribution is enhanced by motivational input [100], which
increases the excitatory drive to the MA, decreasing that which must be applied
cortically, and hence raising performance levels. Differences between tasks
stem from their differing interest to the subject, and hence different orexinergic
contributions to the MA. When a sleep deprivation subject’s motivation is
high, the additional cortical drive required to meet the required arousal level is
reduced, due to the increased orexinergic input. Catastrophic lapses occur when
subjects do not apply the necessary effort, causing the system to fall rapidly
toward the sleep branch, dropping to low arousal or triggering a microsleep.
Evidently W will give an indication of the performance detriment, however,
the relationship is both nonlinear and task-specific. For example, a very simple
task such as remembering a single numerical digit, would yield positive results
except when the subject has a microsleep or indeed falls asleep – a clearly non-
linear relationship. The next step in this line of modeling is to quantitatively
model tasks of differing complexity and compare the wake-effort and the per-
formance detriment to clinical performance data. The ability to quantitatively
predict the occurrence of performance lapses (i.e., drops toward the stable sleep
branch) would facilitate future applications to shift work protocols, for exam-
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ple, with significant implications for both safety and performance efficiency.
This may be done in the future by introducing noise into the model.
That a subject’s motivation to perform a task proficiently is linked to their
ability to apply effort and maintain sufficient arousal and that differences in
motivation imply differences in performance variation under sleep deprivation
are established clinical notions [71]. In the performance model described above,
we have quantitatively related these concepts to their postulated physiological
causes. For example, O’Hanlon [166] describes subjects that “must exert effort
to maintain [their] arousal setpoint at the task-optimal level.” Harrison and
Horne [71] note that subjects are more likely to apply effort to complex tasks
that evoke increased interest, but require motivational incentives to apply the
same effort to monotonous tasks. Furthermore, May and Kline [167] proposed
that “when arousal dips below some critical level for a particular cognitive
function, a catastrophic failure in the performance of that function occurs.
Different functions require specific amounts of attention [i.e., W ] and hence
would be affected by varying degrees of de-arousal.” Finally, Mikulincer et al.
[152] refer to the “amount of available ‘resources’ subjects can apply to a task”
and propose the existence of a common underlying resource-limiting factor that
affects each of the resulting subjective measures during sleep deprivation. They
propose that “the increase in sleepiness, negative mood, cognitive difficulties,
and waking dreams, and the decrease of motivation and positive mood [...]
are all manifestations of a decline in resource-limiting factors [i.e., the cortical
contribution to W ] during sleep deprivation.” All of these clinical conclusions
fit with our postulated performance model.
3.5.4 Clinical and Modeling Implications
Our finding that the circadian oscillation amplitude in the W variation de-
creases with increasing D (i.e., with continuing sleep deprivation), is apparently
contrary to certain clinical studies that instead note an increase in subjective
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fatigue-related measures [152, 168, 169]. Mikulincer et al. [152], for exam-
ple, observed that “the rhythmic component has a more marked effect on the
subjective measures as sleep loss increases”, the opposite to our general find-
ing. In one clinical study [152], the circadian amplitude on the second day
was increased relative to the first, but was similar between the second and
third days for most measures. That the circadian variation remained steady
on the third day (rather than increasing) was attributed to an end-of-study
anticipation effect, increasing subjects’ motivation. Our analysis suggests an
alternative explanation: the return to the wake branch after the first night of
sleep deprivation suppresses the full circadian variation of W . Hence the W
oscillation amplitude (and that of associated fatigue-related measures) can ap-
pear to increase on the second night relative to the first [c.f., Fig. 3.5(c)]. After
the second night, the model predicts a steady decrease in the oscillation ampli-
tude. Although the subjective measures reported in these studies do not return
to near-baseline levels after the first night, instead continuing to increase, we
argue that this is due to additional psychological effects of prolonged adherence
to the experimental protocol, which would presumably be monotonic. Thus,
our model predicts that obtaining circadian information from sleep deprivation
studies of three days or less can be misleading due to the return to near baseline
(W = 0) after the first night of total sleep deprivation.
The combination of increasing and oscillating components that characterize
the qualitative variation of subjective fatigue-related measures has previously
been reproduced using the ‘two-process’ model, in which the difference between
Process S and the upper circadian threshold was taken to indicate fatigue [57].
However, as the two-process model is phenomenological in nature, it can offer
only a qualitative interpretation of this mechanism: the more the homeostatic
sleep pressure increases above the maximum circadian limit, the greater the
fatigue a subject can be expected to experience. It also offers no explanation
of how or why the system is allowed to exceed the upper circadian threshold,
where it usually falls asleep. Within a physiologically-based model, however,
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a possible source of the fatigue is elucidated – a necessary drive to the MA
that ‘diverts’ cortical effort from being exerted on general performance. The
predictions of the current model differ from those of the two-process model
in the precise shape of the fatigue curves themselves, the nominal return to
baseline after one full night of sleep deprivation, and the decreasing oscillation
amplitude with time thereafter.
3.5.5 Sex-Related Differences
The simulation of two sleep deprivation studies using male and female subjects
performed in Sec. 3.4 used a reduction in the circadian connection strength
|νvc| to reproduce the male data set, and a reduction in the homeostatic con-
nection strength |νvh| for the female data set. Taken at face value, the analysis
therefore suggests a significant sex-related difference in the circadian and home-
ostatic control of sleep. In particular, the amplitude of the circadian signal may
be lower for male subjects than for females and the homeostatic impact of sleep
deprivation may dominate the male response, being less significant for females.
Sex hormones are known to influence the SCN [170, 171], giving rise to modest
sex-related differences in circadian rhythms. Circadian rhythms also depend on
the phase of the female menstrual cycle [172] (an effect addressed in the female
sleep deprivation study [149] by using subjects with an even distribution of
menstrual phases). The homeostatic sleep drive, as inferred from SWA in the
human EEG, is also similar between the sexes [173]. Since the homeostatic and
circadian drives appear to be similar between the sexes, there are a number of
interpretations that may justify our use of changes in νvh and νvc to simulate
the differences between the male and female data sets. First, we note that the
circadian signal from the SCN is measured indirectly, from secondary quanti-
ties such as variation in body temperature or catecholamine excretion [162].
One study found no difference in temperature rhythms between the sexes, but
differences in the sleep-wake properties [174], suggesting that the connectivities
80
νvc and νvh may differ between the sexes. Alternatively, since the data are of
subjective measures, the parameter changes may instead reflect sex-related psy-
chological differences in the self-rating of fatigue, with the two sexes displaying
different self-assessed reactions to the underlying circadian and homeostatic
dynamics. However, due to the inherent degree of uncertainty associated with
subjective measures, it is likely that the study conditions dominate the dif-
ferences between the two data sets, with sex-related differences making only a
minor contribution. In addition, we have focused here only on the drive param-
eters of the model – sex-related differences in other physiological properties and
hence other model parameters would also affect the W and subjective fatigue
time series. It is therefore impossible to extract definitive conclusions from the
results of this analysis – further experimentation is required to provide evidence
for or against the above hypotheses.
3.5.6 Future Work and Conclusions
The framework developed here has the potential to incorporate specific external
stimuli that may aid in the maintenance of wakefulness. External sensory
stimuli, for example, drive the MA populations [118, 127, 128], perhaps via the
orexin group [129, 130] or from acetylcholine-related inputs [131, 132]. They
are therefore identified as a ‘vertical’ drive in the hysteresis picture, acting to
increase Vm. By quantifying the relationship between various external stimuli
and their effect on the MA, as was done in Sec. 2.5 for auditory stimuli,
the corresponding ‘vertical’ drive can be determined. This can then be used
to infer the subsequent decrease in the necessary wake-effort, thus boosting
performance and decreasing subjective fatigue. Caffeine, for example, is an
antagonist of adenosine receptors [105, 114, 175, 176], which are present in
both the VLPO and acetylcholine-related nuclei [105, 119]. As a performance-
enhancing pharmaceutical, therefore, it may act as both a ‘horizontal’ drive,
counteracting D directly (through a decrease in the effective H), and as a
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‘vertical’ drive, compensating for the high D (from increased acetylcholine-
related and hence MA activity). Through physiologically-based modeling, a
diverse range of stimuli, including sensory and pharmaceutical influences can
be understood on a common scale and, in the context of the present work, can
be compared for their effectiveness in reducing fatigue during sleep deprivation.
In future work, it is hoped that the W time series, as modulated by various
external stimuli, can be compared for the purpose of maximizing safety and
productivity of shift workers, for example.
Sleep deprivation has previously been simulated using the model by holding
Vm at a constant waking value [81]. However, the dynamic analysis of Chapter 2
suggests that the wake ghost represents the waking state at highD. The current
method also allows the W variation to be deduced, a feature that will be crucial
for simulating fatigue with the model. The previous study of sleep deprivation
using the Phillips-Robinson model [81] did not consider the variation of wake-
effort or fatigue during the sleep-deprivation period, but instead focused on
the sleep deprivation recovery process, predicting optimum recovery schedules
and reproducing experimental sleep latencies resulting from such protocols. In
future work, we will use the W drive to quantify the performance and mood
detriment during recovery from sleep deprivation.
The main advantage of our approach is the use of mathematical language to
quantitatively relate neuronal interactions to measurable behavioral and psy-
chological quantities. The underlying framework of the model is based on phys-
iology, so physiological studies can be used to provide evidence for or against
the model’s predictions. This quality is distinct from phenomenological models
which fit the data but provide only limited insights into the underlying physio-
logical dynamics that give rise to the observed patterns. Although arousal-state
dynamics are controlled by a complicated set of neuronal interactions through-
out the brain, we have simplified the dynamics by averaging over dynamic
inputs from orexin, acetylcholine-related neuronal populations, and the cortex,
facilitating an intuitive understanding of the dynamics while including enough
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of the relevant physiology to simulate clinical data. Dynamic versions of the
drives listed above would modulate the arousal state within sleep and wake,
and will be explored in a future version of the model. Indeed, the success of the
simple physiologically-based model used in this chapter demonstrates the po-
tential of neuronal population modeling to aid the understanding of sleep-wake
dynamics and guide clinical studies.
3.6 Appendix A: The Phillips-Robinson Model
The Phillips-Robinson neuronal population model of the sleep-wake switch has
been described in detail elsewhere [1, 81]; here we summarize its governing
equations. Each population j = m, v, where m represents the MA and v
represents the VLPO, has a mean cell-body potential Vj(t) relative to resting
and a mean firing rate Qj(t), which is approximated as a sigmoidal function of
Vj:
Qj = S(Vj) =
Qmax
1 + exp[−(Vj − θ)/σ′] , (3.2)
where Qmax is the maximum possible firing rate, θ is the mean firing thresh-
old relative to resting, and σ′pi/
√
3 is its standard deviation [84]. Neuronal
dynamics are represented by
τvV˙v + Vv = νvmQm +Dv, (3.3)
τmV˙m + Vm = νmvQv +Dm, (3.4)
where the νjk weight the input from population k to j, τj is the decay time
for the neuromodulator expressed by group j, and Dj represents the external
drive to population j.
For normal dynamics, the driveDm = A is averaged to a constant. Through-
out this chapter, nominal input to the VLPO, Dv, is referred to as the ‘sleep
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drive’ and is written simply as D:
D = νvhH + νvcC, (3.5)
which includes homeostatic H and circadian C components. The circadian
drive is a 24 h periodic sinusoidal function of time
C(t) = sin [ω(t− α)] + c0, (3.6)
where ω = (2pi/24) h−1, c0 is a constant offset, and α is the initial phase angle.
The parameter α effectively sets the starting time of the model simulation,
which varies between different sleep deprivation protocols. The homeostatic
sleep drive is represented by the adenosine concentration H, which is governed
by
χH˙ +H = µ
Q2m
ηh +Q2m
, (3.7)
where χ is the characteristic time for somnogen clearance, and µ and ηh are
constants. The saturating form of the source term on the RHS of Eq. (3.7)
differs from previous versions of the model that approximated metabolism as
a linear function of Qm. The saturating form is necessary to decrease the
unrealistically high production at high Qm, as occurs during sleep deprivation
(in the wake ghost at high D). The results presented in this chapter are not
sensitive to the precise value of ηh, since for normal dynamics, intermediate
Qm are encountered only in transitions between sleep and wake: as long as the
source term saturates at high Qm, µ can be chosen to reproduce the normal
sleep length, whence this new form Eq. (3.7) will yield quantitatively similar
results. The original Phillips-Robinson model [1, 81], which is sensitive only
to the waking and sleeping values of the source term, is also unaffected by
the change to the new form of Eq. (3.7). Other model parameters have been
constrained by both dynamics and physiology to produce realistic sleep-wake
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Table 3.1: Nominal model parameter values obtained from [81], except for the
new saturation parameter ηh and source magnitude µ.
Parameter Value Parameter Value Parameter Value
Qmax 100 s
−1 νvm −2.1 mV s c0 4.5
θ 10 mV νmv −1.8 mV s χ 45 h
σ′ 3 mV νvh 1 mV nM−1 µ 28.4 nM
A 1.3 mV νvc −2.9 mV ηh 7.9
τv 10 s τm 10 s
behavior in Refs [1, 81].
3.7 Appendix B: Sleep Deprivation Algorithm
As described in Sec. 2.3.4, the wake ghost is a remnant of the saddle-node
bifurcation at which the stable wake node is annihilated. It is evident in the
Vv–Vm plane as a region of low velocity V˙ = (V˙
2
v + V˙
2
m)
1/2, causing trajectories
to linger in it, forming a bottleneck [121]. In this chapter, we take the Vv and
Vm values at the minimum V˙ to represent the wake ghost state. However, since
V˙v ≈ 0 (an assumption used in the hysteresis picture), we can approximate
V˙ ≈ V˙m, and thus the local minimum of V˙m approximates the position of
the wake ghost. Since, in the absence of state changes, V˙v ≈ 0, the W (t)
drive maintains the system as close as possible to the local minimum in V˙m.
Ordinarily, Dm = A is a constant, but during sleep deprivation, the wake-effort
W enters as an additional time-dependent drive term to the MA. We can write
V˙m = V˙
0
m +W, (3.8)
where the additional wake effort drive has been written out explicitly: V˙ 0m is
given from Eq. (3.4) with Dm = A. The wake effort drive W is given the form
W = −V˙ 0m + , (3.9)
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where  is a variable. Thus W counteracts V˙ 0m so that V˙m = . To determine
W (t) required to maintain the system in the wake ghost (and therefore using
the minimum amount of effort), our algorithm uses
d
dVm
V˙m = −1 + νmvνvmS ′ [νvmS(Vm) +Dv]S ′(Vm), (3.10)
which is zero near the wake ghost (when Vm = V˜m, say). Locally, this function
is negative for Vm < V˜m and positive for Vm > V˜m. Therefore, as long as
 is chosen to be the opposite sign of dV˙m/dVm [given by Eq. (3.10)], this
algorithm keeps the system close to the wake ghost, yielding V˙m = || when the
system is below the wake ghost and V˙m = −|| when the system is above it.
For the numerical implementation of the above algorithm used for simulations
presented in this chapter, || = 2× 10−4 mV s−1.
3.8 Appendix C: Linear Fitting
In this appendix, we report the linear fits of the model to clinical data from
the Fro¨berg et al. [150] and A˚kerstedt et al. [149] studies described in Sec. 3.4.
Measures of subjective fatigue in both studies adhere to a proportionality:
Relative Fatigue = 9.2× W
1 mV
. (3.11)
The Fro¨berg adrenaline excretion (males) obeys
Adrenaline Excretion = (3.0C − 13) ng/min. (3.12)
The A˚kerstedt adrenaline excretion (females) obeys
Adrenaline Excretion = (1.7C + 0.3) ng/min. (3.13)
The A˚kerstedt body temperature data obeys
Body Temperature =
(
−0.053 D
1 mV
+ 36.73
)
◦C. (3.14)
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Chapter 4
A Quantitative
Physiologically-Based Model of
the Sleep-Wake Switch
Including the Orexin Group
Abstract
A quantitative, physiologically-based model of sleep-wake and arousal-state dy-
namics is developed which includes the wake-active monoaminergic brainstem
nuclei (MA), the sleep-active ventrolateral preoptic nucleus (VLPO), the orex-
inergic neurons (Orx) in the lateral hypothalamic area, and the homeostatic
and circadian drives. Reducing the Orx input to the MA is found to yield
changes to the model’s structure that correspond to the symptoms of (orexin-
deficient) narcoleptic patients. The presence of Orx in the model slows the
sleep-wake transition without affecting the wake-sleep transition, suggesting
a possible role in sleep inertia. Sensitivities of the model’s predicted arousal
level variation to homeostatic and circadian inputs to Orx are investigated.
The ubiquitous postlunch dip in arousal is postulated to result from a net in-
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hibitory circadian connection to Orx. Furthermore, combining both circadian
and adenosine-mediated homeostatic inputs to Orx produces a variation in
waking arousal levels that exhibits quantitative agreement with existing clini-
cal performance data. This is the first physiologically-based model to predict
the dynamics of daytime vigilance and performance, which has been treated
phenomenologically in the past.
4.1 Introduction
Since the simultaneous discovery of the orexin A and orexin B neurotransmit-
ters (also termed hypocretin 1 and 2) by Sakurai et al. [92] and de Lecea et
al. [93] in 1998, the orexinergic neurons (Orx) in the lateral hypothalamic area
(LHA) have been implicated in a large variety of neurological processes, includ-
ing a key role in the regulation of sleep and wakefulness [51, 94]. Loss of orexin
neurons characterizes the neurodegenerative disorder narcolepsy [177], as was
originally identified in mice [95], and later in humans [96, 97]. In narcoleptic
patients, who make up approximately 0.05% of the population [178], the sleep-
wake distinction is weak [95, 98, 99, 179], resulting in disturbed sleep, drowsi-
ness, unintentional napping, and difficulty in waking from sleep [100]. The
orexins have also been implicated in feeding [92, 180, 181], breathing [182], emo-
tion, reward function, and motivation [111, 146, 161, 183]. Since the discovery
of the orexins, numerous physiological studies have been crucial in determining
the neurological pathways through which they act [52, 99, 112, 129, 130].
Phenomenological models of sleep-wake dynamics, building on the quali-
tative framework of Borbe´ly’s two-process model [56], have been successful in
predicting a range of sleep-wake behaviors [58]. However, incorporating the
discovery and subsequent physiological characterization of the orexin group
into such models poses a particular challenge because a solid physiological
framework is lacking. In contrast, physiologically-based sleep models, like that
developed by Phillips and Robinson [1], model the relevant neuronal interac-
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tions explicitly. As such, it is relatively straightforward to incorporate new
physiological information. In this chapter the Phillips-Robinson model, which
includes the mutually inhibitory VLPO and MA neuronal populations and the
homeostatic and circadian drives, is extended to incorporate the orexin group.
Physiological information about neuromodulatory interactions [52, 111, 112]
and the circadian [184] and homeostatic [185] inputs to Orx is included. The
dynamics of the orexin group were effectively averaged over in the original
Phillips-Robinson sleep model, contributing a constant drive to the MA group
[1]. Hence, including Orx as a neuronal population in the model effectively
introduces a dynamic drive to the MA, the consequences of which are the focus
of this work.
In this chapter, we explore dynamical and clinical implications of adding
the orexin group to the Phillips-Robinson model. The extended model is in-
troduced in Sec. 4.2 and is analyzed rigorously in Sec. 4.3. The drive space
equilibrium representation of the model introduced in Sec. 4.4 allows us to
compare the original Phillips-Robinson model, in which the input to the MA
was approximated as a constant, to the present one in which it varies with time,
and to demonstrate the qualitative occurrence of narcolepsy from reduced MA
inputs. In the remaining sections, we explain the numerical output of the model
in terms of the dynamical analysis of the preceding sections and discuss the
clinical significance of the results. In Sec. 4.5, the drive to the orexin group
is held constant for simplicity, to compare the dynamics in the first instance
to those of the original Phillips-Robinson model, in the absence of the com-
plicating time-dependence. Homeostatic and circadian inputs to the Orx are
introduced sequentially in Sec. 4.6, and we demonstrate that the characteristic
arousal variation predicted by the model, including the postlunch dip, stems
from these inputs. Reducing the orexinergic input to the MA is shown to in-
duce changes to the model’s structure that are qualitatively consistent with the
symptoms of narcolepsy. The main findings are summarized in Sec. 4.7.
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4.2 Sleep Model
In this section we introduce the physiologically-based sleep model, an extension
of the Phillips-Robinson model used in Chapters 2 and 3 that includes Orx. A
summary of the physiology is given in Sec. 4.2.1, followed by an introduction
to the neuronal population modeling approach in Sec. 4.2.2. The interactions
between neuronal populations are explained and incorporated into the model in
Sec. 4.2.3 and the parameter constraints are briefly summarized in Sec. 4.2.4.
4.2.1 Physiology
Sleep-wake dynamics are thought to be governed by the circadian and home-
ostatic drives. The 24 h periodic circadian signal originates in the suprachias-
matic nucleus (SCN) and maintains the entrainment of the sleep-wake cycle to
the light cycle [51]. The homeostatic drive increases with time spent awake,
which is believed to be due to a net build up of the somnogenic metabolic
byproduct adenosine in the basal forebrain [107, 114, 115]. During sleep,
metabolic rates are low and adenosine is cleared faster than it is produced
[115–117].
The overall arousal state of the brain is controlled by a series of wake-active
brainstem nuclei, collectively termed the ascending arousal system (AAS),
which diffusely project neuromodulators to the cerebrum [50, 106, 107]. Based
on common effects and temporal patterns of activity, AAS nuclei can be broadly
classified as monoaminergic (MA), acetylcholine-related (ACh), or orexinergic
(Orx). The MA group includes nuclei that use monoaminergic neurotransmit-
ters: the histaminergic tuberomammillary nucleus (TMN), norepinephrinergic
locus coeruleus (LC), serotoninergic dorsal raphe´ nucleus (DR), and dopamin-
ergic ventral tegmental area (VTA) [31, 107, 108]. The ACh group includes
nuclei that express acetylcholine, including the pedunculopontine (PPT) and
laterodorsal (LDT) tegmental nuclei in the mesopontine tegmentum [109, 110].
Orx refers the orexinergic neurons of the LHA. While the MA and Orx groups
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are active during wake and suppressed during sleep, the neurons of the ven-
trolateral preoptic area (VLPO) of the hypothalamus are active during sleep
and are suppressed during wake. In Sec. 4.2.3, the interactions between the
above nuclei, including the impact of the circadian and homeostatic drives, are
explained.
4.2.2 Modeling Approach
The sleep model proposed in this chapter is an extension of the neuronal popu-
lation model of Phillips and Robinson [1], used in Chapters 2 and 3. The model
considers the average properties of large populations of neurons and their inter-
actions, and is based on previous approaches to modeling the corticothalamic
system [82–84]. The original model contained two neuronal populations: the
MA and VLPO; here it is extended to include the Orx. Each neuronal popu-
lation j = v,m, x, where v represents the VLPO, m represents the MA, and
x represents the Orx, is characterised by its mean cell-body potential Vj(t)
relative to resting. The mean firing rate Qj(t) is approximated as a sigmoidal
function of Vj(t) [82]:
Qj = S(Vj) =
Qmax
1 + exp[−(Vj − θ)/σ′] , (4.1)
where Qmax is the maximum possible firing rate, θ is the mean firing threshold
relative to resting, and σ′pi/
√
3 is its standard deviation [84]. Due to the small
spatial extent of the relevant nuclei, we assume spatial homogeneity of each
population and neglect propagation delays between neurons. This is a reason-
able assumption because interactions within the relevant neuronal populations
occur on time scales of milliseconds, whereas the current model is concerned
with the dynamics of sleep and wake, which (even transitions between states)
occur on time scales of seconds or longer.
Interactions between neuronal populations are assumed to be proportional
to the firing rate Qi of the relevant input population; the constants νij weight
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the input from population j = v,m, x to population i = v,m, x. The time
constants τi determine the rate at which the Vi dynamics evolve, due to the
decay rate of the neuromodulator expressed by group i, for example. The
equations governing the dynamics between three populations: v, m, and x can
be represented in the following general form:
τv 0 0
0 τm 0
0 0 τx


V˙v
V˙m
V˙x
 =

−1 νvmS νvxS
νmvS −1 νmxS
νxvS νxmS −1


Vv
Vm
Vx
+

Dv
Dm
Dx
 , (4.2)
where S is the sigmoid operator: S Vi ≡ S(Vi) and the νij weight the input
from neuronal population j to i. The external drives
Dv
Dm
Dx
 =

νvc νvh
νmc νmh
νxc νxh

C
H
+

Av
Am
Ax
+

∆Dv
∆Dm
∆Dx
 , (4.3)
consist of linear combinations of the circadian (C) and homeostatic (H) drives,
constant offsets A = (Av, Am, Ax) due to other nuclei not explicitly modeled,
and external perturbations ∆D(t) = (∆Dv,∆Dm,∆Dx) due to sensory or phar-
maceutical effects, for example.
The 24 h periodic circadian drive is taken to be well entrained to the daily
fluctuation in light intensity and is approximated as a sinusoidal function of
time
C(t) = sinωt, (4.4)
where ω = (2pi/24) h−1 and an oscillation amplitude of unity is used without
loss of generality because the actual amplitude is absorbed into the relevant
connectivity parameter νic. Note that the constant offset c0 used in previous
work [1, 81] and in Chapters 2 and 3 of this thesis was appropriate because the
circadian drive was an input to the VLPO only (νvcc0 contributed a constant
drive to the VLPO). In this chapter, however, a more consistent notation is
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used: constant external drives are encapsulated in A. The homeostatic sleep
drive is modeled by the somnogen levelH, which represents the concentration of
extracellular adenosine in the basal forebrain. The somnogen clearance rate is
assumed to be proportional to its concentration, with production approximated
as a linear function of Qm because MA activity is well correlated with arousal
[118] and, presumably, metabolism [116]. Assuming that Qm = 0 s
−1 results in
negligible net production yields
χH˙ +H = µQm, (4.5)
where χ is the characteristic somnogen clearance time and µ is a constant. The
value of H grows during wake to a maximum at sleep onset, and decreases
during sleep to a minimum at the end of a sleep period. Note that, in con-
trast to the saturating form used in Chapter 3 [Eq. (3.7)], the current form
uses the simpler linear approximation justified in Chapter 2, as the high Dv
(sleep deprivation) regime is not encountered in this chapter, and time spent
in transitions is minimal [1].
4.2.3 Neuronal Interactions
The interactions known from physiology place constraints on the connection
parameters νij of the general set of Eqs (4.2) and (4.3). Since the VLPO and
MA are mutually inhibitory [49, 79], we set νmv, νvm < 0. The Orx excites
the MA [99], including the DR [186], the LC [187], the TMN [188], implying
that νmx > 0. The MA inhibits Orx through projections from serotonin and
norepinephrine [183, 189], yielding νxm < 0. The inhibition from the VLPO
to Orx [52] implies that νxv < 0, but there is no evidence for a significant
projection back from Orx onto the VLPO [190], giving νvx = 0. The firing rate
of the MA group Qm reflects the overall arousal level [118], which feeds back
as a significant excitatory drive to Orx [112, 130]. This effect is not explicitly
incorporated here but, if included, would take the form of a modulatory ∆Dx,
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which would also encapsulate input from the limbic system, for example [111,
112].
Adenosine inhibits the orexin group [185, 191] and disinhibits the VLPO
[50, 51] and hence νxh < 0 and νvh > 0. The VLPO receives an inhibitory
projection from the DMH, which itself receives an excitatory circadian projec-
tion from molecular-level oscillations in the SCN [50, 51, 113], so that νvc < 0.
The orexin group also receives a strong projection from neurons containing
glutamate and thyrotropin-releasing hormone in the DMH [53]. As a result,
orexin concentrations have been observed to exhibit pronounced circadian fluc-
tuations [148, 184, 192]. This projection has previously been assumed to be
excitatory (νxc > 0); however, we shall investigate the behavioral predictions
of the model for both νxc > 0 and νxc < 0 in Sec. 4.6.2. There is no evidence
for a direct connection of either drive to the MA, so we set both couplings
to zero: νmc = νmh = 0. As a first approximation, and as a means of focus-
ing on the orexinergic contribution to the MA, we neglect other inputs to the
MA, from ACh and cortical projections, for example, by setting Am = 0. This
simplification allows us to focus on an entirely orexinergic MA drive. Given
further constraints, a nonzero Am could be included in the future, which would
effectively average some of the orexinergic dynamics to a constant level.
The model resulting from the above interconnections is depicted schemati-
cally in Fig. 4.1. The mutual inhibition between the VLPO and MA is central
to the model, with the homeostatic and circadian drives afferent to the VLPO
and Orx. External sensory stimuli impact the MA group directly [118], while
the limbic system projects to the orexin group [111]. Ignoring external pertur-
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bations (∆D = 0), we obtain the following set of equations

τv 0 0
0 τm 0
0 0 τx


V˙v
V˙m
V˙x
 =

−1 νvmS 0
νmvS −1 νmxS
νxvS νxmS −1


Vv
Vm
Vx

+

νvc νvh
0 0
νxc νxh

C
H
+

Av
0
Ax
 , (4.6)
which govern the dynamics of the current model. For comparison, the original
Phillips-Robinson model can be represented in the following form:τv 0
0 τm
 V˙v
V˙m
 =
 −1 νvmS
νmvS −1
Vv
Vm
+
νvc νvh
0 0
C
H
+
Av
Am
 .
(4.7)
In the limit τx →∞, orexinergic dynamics can be time-averaged to a constant.
We then identify the time average of νmxQx with Am. In this limit, Eq. (4.6)
reduces to Eq. (4.7) for the original Phillips-Robinson model. The remainder
of this chapter therefore focuses on a characterization of the new dynamics
resulting from making this input to the MA vary with time according to the
physiological processes known to influence Orx.
4.2.4 Parameter Constraints
Compared to the original Phillips-Robinson model, the current model includes
seven new parameters: τx, νmx, νxm, νxv, νxc, νxh, and Ax. The original param-
eters of the Phillips-Robinson model have been well-constrained by physiology
previously [1, 81] and so (excepting the replacement of Am by νmxQx) we leave
them unchanged. The signs of the neuronal connectivities νmx, νxm, and νxv
are constrained by physiology and, along with the constant drive Ax, have been
chosen to maintain the model’s sleep length at 8.5 h, the hysteresis loop width
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Figure 4.1: Schematic of the sleep model introduced in this paper. The sleep-
active VLPO, and wake-active MA and Orx neuronal populations are shown.
Arrows indicate interactions between the groups, which are either excitatory
(+) or inhibitory (−). The homeostatic (H) and circadian (C) drives com-
bine to form the resultant drives Dv and Dx to the VLPO and Orx groups,
respectively. Additional inputs are demonstrated using large labeled arrows: ex-
ternal sensory stimuli affect the MA and the Orx receives input from the limbic
system. Arousal state feedback from the MA onto H is shown dashed.
at ≈ 1 mV, and the firing rate Qm near 0 s−1 during sleep and near 5 s−1 during
wake, as per the original Phillips-Robinson sleep model [1, 81]. In addition,
the firing rate Qx has been constrained to approximately 4–8 s
−1 during waking
and < 1 s−1 during sleep from physiological data [129, 130]. The other parame-
ters: τx, νxh, νxc are constrained on behavioral grounds in Secs 4.5.3, 4.6.1, and
4.6.2, respectively. The resulting parameters used in this chapter are listed in
Table 4.1.
Table 4.1: Nominal model parameter values.
Param. Value Param. Value Param. Value
νvm −2.1 mV s νmv −1.8 mV s νvh 1.0 mV nM−1
νmx 0.2 mV s νxm −0.1 mV s νxh −1.0 mV nM−1
νxv −1.0 mV s νvc −2.9 mV νxc −1.0 mV
Ax 9.5 mV Av −13 mV µ 4.4 nM s
Qmax 100 s
−1 θ 10 mV σ′ 3 mV
τm 10 s τv 10 s τx 30 min
χ 45 h
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4.3 Mathematical Analysis
In this section we analyze the model’s equations and develop a representation of
the model that aids a formal understanding of its dynamics. We take a similar
approach to that reported for the original Phillips-Robinson model in Sec. 2.3,
in which the model was characterized in Vv–Vm space using equilibrium and
linear stability analyses.
4.3.1 Equilibrium Analysis
The governing equations of the model, given in Eq. (4.6), can be written more
compactly as
τvV˙v
τmV˙m
τxV˙x
 =

−1 νvmS 0
νmvS −1 νmxS
νxvS νxmS −1


Vv
Vm
Vx
+

Dv
Dm
Dx
 , (4.8)
where the drives have been combined into the column vector D(t) = (Dv, Dm, Dx).
In V-space (i.e., the space spanned by Vv, Vm, and Vx), the dynamics can be
interpreted in terms of the null conditions V˙v = 0:
Vv = νvmS(Vm) +Dv, (4.9)
V˙m = 0:
Vm = νmvS(Vv) + νmxS(Vx) +Dm, (4.10)
and V˙x = 0:
Vx = νxvS(Vv) + νxmS(Vm) +Dx, (4.11)
which represent surfaces in V-space, as shown in Fig. 4.2. Fixed points V∗ =
(V ∗v , V
∗
m, V
∗
x ) are given by the intersection of the three surfaces, and are plotted
using circles in Fig. 4.2. Each drive Di translates the V˙i = 0 surface in the Vi
direction.
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In this model, we take τx  τv, τm, as will be justified in Sec. 4.5.3 on
behavioral grounds. Hence the dynamics in the Vv and Vm directions are much
more rapid than those in the Vx direction. As justified in Chapter 2, if the
drives Di are slowly varying on the time scale τx, they can be treated as control
parameters for the system. In this limit, we find that V˙v ≈ V˙m ≈ 0 on time
scales much longer than τv and τm. The system can be considered to have
converged onto the intersection of the V˙v = 0 and V˙m = 0 surfaces, whence the
model can be appropriately represented as a projection onto either of the Vx–
Vm or Vx–Vv subspaces. Since νvx = 0, the Vx–Vm projection is more tractable
analytically, and will be characterized in Sec. 4.3.3.
Figure 4.2: The V˙v = 0, V˙m = 0, and V˙x = 0 surfaces in Vv–Vm–Vx space
for Dv = 1.5 mV, Dm = 0 mV, Dx = 2 mV (in the bistable region – c.f., Sec.
4.4.2). Fixed points, V˙v = V˙m = V˙x = 0, are given by the intersection of the
three surfaces, and are plotted using circles. For this set of drives, there are
three equilibriums: the intermediate equilibrium is a saddle point and the other
two are stable nodes.
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4.3.2 Linear Stability Analysis
The linear stability of a fixed point V∗ can be determined from the Jacobian
matrix [121]
J =

∂V˙v/∂Vv ∂V˙v/∂Vm ∂V˙v/∂Vx
∂V˙m/∂Vv ∂V˙m/∂Vm ∂V˙m/∂Vx
∂V˙x/∂Vv ∂V˙x/∂Vm ∂V˙x/∂Vx

∣∣∣∣∣∣∣∣
(V ∗v ,V ∗m,V ∗x )
,
=

−τ−1v τ−1v νvmS ′(V ∗m) 0
τ−1m νmvS
′(V ∗v ) −τ−1m τ−1m νmxS ′(V ∗x )
τ−1x νxvS
′(V ∗v ) τ
−1
x νxmS
′(V ∗m) −τ−1x
 , (4.12)
where
S ′(x) =
d
dx
S(x) =
exp
(−x−θ
σ′
)
Qmax
S2(x). (4.13)
For each equilibrium, the eigenvalues λ1, λ2, and λ3 of J satisfy det(J−λI) = 0,
where I is the 3 × 3 identity matrix, and determine the local stability of the
system in the vicinity of the fixed point V∗.
The eigenvalues λ1, λ2, λ3 of the J [Eq. (4.12)] are given by the roots of the
characteristic equation
−λ3 + λ2 Tr(J) + λ
2
[
Tr(J2)− Tr(J)]+ det(J). (4.14)
The sum of the roots λ1 + λ2 + λ3 = Tr(J) = −(τ−1v + τ−1m + τ−1x ) < 0 and
hence the eigenvalues cannot all be positive – i.e., there are no unstable nodes
[121]. For Dx = 2 mV and as a function of Dv, the eigenvalues are plotted in
Fig. 4.3. For the nominal parameters in this model, as given in Tab. 4.1, we
find only stable nodes (λ1, λ2, λ3 < 0) and unstable saddle points (λ1, λ2 < 0,
λ3 > 0). One eigenvalue, corresponding to the characteristic rate of attraction
onto a fixed point along the V˙v = V˙m = 0 nullcline, is much smaller than
the others, and corresponds to the rapid dynamics onto the V˙v = V˙m = 0
nullcline. These rapid dynamics occur in a way similar to the original model
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Figure 4.3: The eigenvalues of the model as a function of Dv, with Dx =
2 mV. There is a stable wake node (dashed line) at low Dv with λ1, λ2, λ3 < 0, a
stable sleep node (solid line) at high Dv with λ1, λ2, λ3 < 0, and an intermediate
bistable region in which both stable nodes exist simultaneously along with an
unstable saddle point (dotted line) with λ1, λ2 < 0 and λ3 > 0. One eigenvalue,
corresponding to the slower dynamics (along the V˙v = V˙m = 0 nullcline) is
much smaller in magnitude than the others, which characterize to the rapid
attraction onto the V˙v = V˙m = 0 nullcline.
(c.f., Fig. 2.5), with faster attraction in one eigendirection relative to the other.
The main equilibrium structure of the model is therefore similar to that of the
original model – being altered only slightly by the slow dynamics (on a time
scale ∼ τx) in an additional dimension. Note that, in the limit τx → ∞, the
additional eigenvalues vanish, and the dynamics of the model reduces to that
of the original Phillips-Robinson model, characterized in Sec. 2.3.
4.3.3 Reduction to the Vx–Vm plane
Under the assumption that V˙v ≈ 0, Vv can be eliminated from the model
equations, whence the system’s dynamics in the Vx–Vm plane can be understood
in terms of two nullclines, given by V˙m = V˙v = 0 and V˙m = V˙x = 0, respectively.
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The V˙m = V˙v = 0 nullcline
Vm = νmvS[νvmS(Vm) +Dv] + νmxS(Vx) +Dm, (4.15)
can be rearranged to give
Vx = S
−1
{
Vm − νmvS[νvmS(Vm) +Dv]−Dm
νmx
}
, (4.16)
for Vx as a function of Vm, where the inverse sigmoid S
−1(x) is defined over
0 < x < Qmax by S
−1(x) = −σ ln(Qmax/x− 1) + θ. The V˙x = V˙v = 0 nullcline
is given by
Vx = νxvS[νvmS(Vm) +Dv] + νxmS(Vm) +Dx. (4.17)
Since τx  τm, τv, the system will be close to the V˙m = V˙v = 0 nullcline on
time scales much longer than τv and τm. Trajectories through the Vx–Vm plane
will therefore attract rapidly onto the V˙m = V˙v = 0 nullcline (on a time scale
∼ τm, τv) and will remain close to this nullcline as it attracts more gradually
(on a time scale ∼ τx) onto the fixed point defined by the intersection of Eqs
(4.16) and (4.17), and given by the solution of
0 =− Vm + νmvS[νvmS(Vm) +Dv]
+ νmxS {νxvS[νvmS(Vm) +Dv] + νxmS(Vm) +Dx}+Dm. (4.18)
From the solution V ∗m of Eq. (4.18), the equilibrium V
∗
v and V
∗
x values can
subsequently be determined from Eqs (4.9) and (4.17), respectively.
To understand the model’s dynamics in the Vx–Vm plane, it is useful to
consider the system’s velocity through it. This idea was used in Sec. 2.3 for the
original Phillips-Robinson model in Vv–Vm space, revealing the system’s wake
and sleep ghosts. In V-space, the velocity is given by V˙ = (V˙v, V˙m, V˙x), which
has magnitude V˙ = (V˙ 2v + V˙
2
m + V˙
2
x )
1/2. However, on time scales  τm, τv
(an assumption implicit in the Vx–Vm representation), V˙v ≈ V˙m ≈ 0. The
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velocity V˙ is then proportional to the gradient of the V˙m = V˙v = 0 nullcline,
on which the system is confined. However, excepting transitions between sleep
and wake, the V˙m = V˙v = 0 nullcline is approximately in the Vx direction and
hence V˙ ≈ V˙x. Regions of low V˙ in the Vx–Vm plane are therefore concentrated
around the V˙v = V˙m = 0 nullcline.
The Vx–Vm plane representation of the model is depicted in Figs 4.6(b)–
(e) for different values of the drives Dv and Dx. As mentioned above, since
τx  τm, τv, the system remains close to the V˙v = V˙m = 0 nullcline (plotted
as a solid line in the figures), on which the adiabatic dynamics occur. At low
Dv and high Dx, the nullclines intersect at high Vm and Vx, yielding a stable
wake node. At high Dv and low Dx, the nullclines intersect at low Vm and Vx,
yielding a stable sleep node. At intermediate Dv and Dx, the nullclines have
three points of intersection: the stable wake and sleep nodes and the unstable
saddle point. Due to the curvature of the nullclines, the wake ghost (c.f., Sec.
2.3.4) is a more distinct region of near-stability than the sleep ghost. This effect
is important for understanding the asymmetrical transition dynamics in Sec.
4.5.3. These features of the model are consistent with the original Phillips-
Robinson model and its representation in Vv–Vm space, as characterized in
Sec. 2.3. The Vx–Vm plane representation is a two-dimensional projection that
illustrates the equilibrium state of the model and its dynamics, including the
regions of low stability and the characteristic adiabatic dynamics along the
V˙v = V˙m = 0 nullcline. It therefore captures the relevant dynamical features of
the present model, and is used to explain the results obtained throughout this
chapter.
102
4.3.4 Bifurcation Analysis
At equilibrium, V˙m can be expressed as a function of Vm only [c.f. Eq. (4.18)]:
τmV˙m =− Vm + νmvS[νvmS(Vm) +Dv]
+ νmxS {νxvS[νvmS(Vm) +Dv] + νxmS(Vm) +Dx} = 0. (4.19)
At a bifurcation point, the equilibrium condition (4.18) is satisfied, and its
derivative with respect to Vm vanishes, giving
τm
dV˙m
dVm
=− 1 + νmvνvmS ′(Vm)S ′ [νvmS(Vm) +Dv]
+ νmxS
′(Vm) {νxm + νxvνvmS ′ [νvmS(Vm) +Dv]}
S ′ {νxmS(Vm) + νxvS [νvmS(Vm) +Dv] +Dx}
= 0. (4.20)
Eliminating the common expression νxvS[νvmS(Vm) + Dv] + νxmS(Vm) + Dx
from Eqs (4.19) and (4.20) yields the bifurcation condition
−1 + νmvνvmS ′(Vm)S ′ [νvmS(Vm) +Dv] + {νxm + νxvνvmS ′ [νvmS(Vm) +Dv]}
νmxS
′(Vm)S ′
{
S−1
[
Vm − νmvS(νvmS(Vm) +Dv)
νmx
]}
= 0,
(4.21)
which can be solved for Vm for a given Dv. Given this solution, the other
quantities: Vv, Vx, and Dx are uniquely determined from the above equilibrium
equations. The bifurcation condition Eq. (4.21) can be used to determine the
bistable structure of the model as a function of the dynamic drives Dv and
Dx. It will be used to define the bifurcation boundary in the Dv–Dx plane, as
plotted in Fig. 4.6 and described in Sec. 4.4.2.
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4.4 Drive Space
In this section we introduce an equilibrium representation of the model, in
a two-dimensional drive space. The problem of understanding the impact of
external stimuli on the system was treated in the ‘impulsive’ limit in Sec. 2.4, on
time scales much slower than that of the drives Di. Now, in the opposite limit,
if the drives Di are slowly varying compared to the neuronal dynamics governed
by τi, they can be treated as control parameters for the system. The system
can then be considered to be close to equilibrium on time scales  τj. We
exploit this approximation in developing the drive space representation, which
will also allow us to compare the dynamics of the original Phillips-Robinson
model (in which Dm = Am was a constant) to that of the current model, in
which input to the MA is proportional to the firing rate Qx of the Orx. In Sec.
4.4.1, we introduce the Dv–Dm drive space in which orexinergic input is not
explicitly included. The qualitative features of narcolepsy are shown to result
from reducing the mean input drive to the MA in a preliminary simulation
of the sleep disorder, that is revisited in Sec. 4.6.4. Then, in Sec. 4.4.2, we
consider the current model and its representation in Dv–Dx space.
4.4.1 Dynamics in the Dv–Dm Plane
In this section the dynamics of the orexin group are ignored (i.e., we set νmx =
0) and we consider general external drives to the VLPO and MA in the context
of the original Phillips-Robinson model. Following the above rationale, on
time scales  τm, τv, the slowly varying drives Dv and Dm can be treated as
control parameters, allowing the system to be represented by its equilibrium
state in a two-dimensional drive space spanned by Dv and Dm. Sources afferent
from other nuclei or acting via indirect pathways will eventually be felt at the
level of the central mutually inhibitory MA and VLPO nuclei and can thus be
represented in the Dv–Dm plane. For example, using the notation introduced
in Chapter 2, the drives Dv = D
0
v + ∆Dv and Dm = D
0
m + ∆Dm incorporate
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slowly-varying inputs from other neuronal populations not explicitly modeled,
such as ACh and Orx, the influence of pharmaceuticals, and slowly-varying
sensory stimuli, for example, via (∆Dv,∆Dm).
In Fig. 4.4(a), the equilibrium firing rate Qm [obtained from Eq. (2.12),
which is identical to Eq. (4.18) with νxm = 0] is plotted in the Dv–Dm plane.
The bistable region (upper-right in the figure) is separated by the saddle-node
bifurcation boundary, which is given by Eq. (2.26):
S ′
[
S−1
(
Vm −Dm
νmv
)]
S ′(Vm)− ν−1mvν−1vm = 0. (4.22)
Inside the bistable region, two stable nodes and one saddle point exist; outside
the bistable region, a single stable node exists. The left-most boundary repre-
sents a transition from sleep to wake and the right-most boundary represents
a transition from wake to sleep. Thus, a trajectory entering the bistable region
from the lower boundary remains a sleep state and one entering from the upper
boundary remains a wake state. To elicit a change in state, an external drive
(∆Dv,∆Dm) must perturb the system to the bifurcation boundary furthest
from its initial condition.
In the previous form of the model, Dm was averaged to a constant Dm =
Am = 1.3 mV [1]. Movement through the Dv–Dm plane, and hence the time
evolution of arousal state, resulted from the 24 h periodic oscillation of Dv. This
path is plotted with a solid white line in Fig. 4.4(a) and exhibits hysteresis,
transitioning from wake to sleep at the right-most bifurcation boundary and
from sleep to wake at the left-most boundary. The familiar sleep-wake flip-flop
[79] results, with either the VLPO or the MA dominating over the other during
prolonged periods of sleep at high Dv, and wake at low Dv. Consistent with
flip-flop dynamics, the two states are distinct and transitions between them are
rapid.
In the two-dimensional Vv–Vm nullcline representation of the original model
introduced in Sec. 2.3, the drive Dv translates the V˙v = 0 nullcline horizontally
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and Dm translates the V˙m = 0 nullcline vertically. Every point in the Dv–
Dm plane therefore corresponds to a unique orientation of the two nullclines
relative to one other and hence a unique equilibrium or set of equilibriums. Four
representative points in the Dv–Dm plane are plotted with circles in Fig. 4.4(a)
and correspond to the Vv–Vm plane representations plotted in Figs 4.4(b)–
(e). In contrast to the model’s normal dynamics, there exist drives for which
neither population dominates over the other, whence the labels ‘sleep’ and
‘wake’ become ambiguous. For example, the stable node equilibrium at Dv =
−1 mV, Dm = −1 mV [labeled ‘X’ in Fig. 4.4(a), and shown in Fig. 4.4(d)]
has Qm = 1.5 s
−1 and Qv = 2.5 s−1. Neither the MA nor the VLPO dominates
over the other, but rather, both fire moderately. In a recent paper, Fuller et
al. [193] described the sleep state as being “readily distinguishable from other
states of ‘altered consciousness,’ such as coma and anesthesia, in that it is easily
reversible and self-regulating”. Interpreted within the present framework, the
lower left region of the Dv–Dm plane, in which neither population dominates,
may represent some form of coma or anesthetized state, for example. Relative
to normal, persistent perturbative external drives (∆Dv,∆Dm), which may
have a pharmacological origin or be the result of altered neuronal circuitry,
are required to maintain the system in these states. Note that changes in the
model’s parameters would alter the model’s equilibriums, and may stabilize
such states. A systematic study of this dependence for each of the model’s
parameters might yield insights into how specific abnormalities in physiological
signaling give rise to such states. However such a treatment is beyond the scope
of the current work.
As mentioned earlier, the mechanistic neurological pathway of external stim-
uli will eventually affect the fundamental MA–VLPO system, and can thus be
represented as a perturbation vector (∆Dv,∆Dm). In the short-duration im-
pulsive limit considered in Sec. 2.4, stimuli do not affect the fundamental
equilibrium structure of the model, and represent only transient disturbances
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Figure 4.4: (a) Dv–Dm drive space illustrating the waking firing rate Qm,
with white representing high Qm (high arousal), and black representing low Qm
(sleep). The model is also represented in the Vv–Vm plane, showing the V˙v = 0
(solid) and V˙m = 0 (dashed) nullclines for the four points shown in (a), i.e., for
(b) Dv = −1 mV, Dm = 2 mV, (c) Dv = 2 mV, Dm = 2 mV, (d) Dv = −1 mV,
Dm = −1 mV, and (e) Dv = 2 mV, Dm = −1 mV. Stable node and saddle point
equilibriums are labeled using circles and squares, respectively.
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to the system, which then relaxes back to equilibrium. However, slowly-varying
disturbances alter the model’s equilibrium structure and can be represented us-
ing the drive-space picture shown in Fig. 4.4(a). In future work, this picture
is expected to aid an understanding of the impact of pharmaceuticals, which
can be plotted as trajectories through the ∆Dv–∆Dm plane, giving a unified
representation for all external stimuli. The specific arousal-state impact of a
stimulus can be determined by superimposing the [∆Dv(t),∆Dm(t)] trajectory
onto the normal model trajectory [D0v(t), D
0
m(t)] in the Dv–Dm plane. In this
way, the arousal-state impact of a range of external influences can be deter-
mined systematically and compared on the same scale.
A major aim of the present work is to determine the impact of the orexin
group and, in particular, the occurrence of narcolepsy due to a deficiency of
orexin neurons. Since orexinergic activity has an excitatory influence on the
MA group, we now investigate the impact of reducing the mean input to the
MA, as a preliminary exploration of the model’s response. A more complete
treatment, decreasing the orexinergic contribution to the MA drive within the
new model, will be considered in Sec. 4.6.4. Lines of constant Am = 1.3 mV,
0.6 mV, and 0 mV are plotted in Fig. 4.4. Decreasing Am decreases waking
levels of arousal and reduces the width of the Dv–Vm hysteresis loop (i.e., the
difference inDv between the two bifurcation points). For Am . 0.4 mV, the flip-
flop hysteresis dynamics no longer occur; the system instead moves smoothly
from low levels of arousal at low Dv to sleep at high Dv. The Dv–Vm hysteresis
loops corresponding to the three trajectories plotted in Fig. 4.4(a) are shown
in Fig. 4.5.
It has been demonstrated that narcoleptic patients have normal sleep home-
ostasis and circadian control [177, 194] and are characterized simply by “be-
havioral state instability, with apparently low thresholds to transition between
states” [177]. This description is consistent with the effect of decreasing Am in
the Phillips-Robinson model, which decreases the extent of the bistable portion
of the model’s trajectory so that perturbative drives (∆Dv,∆Dm) can induce
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transitions between wake and sleep with a reduced threshold. In addition, the
excessive daytime sleepiness of narcoleptic patients [48] is consistent with the
reduced waking Qm predicted by the model. A previous simulation of nar-
colepsy using the original Phillips-Robinson model postulated that orexin may
alter the connections νvm and νmv, producing the same qualitative effect on
the hysteresis loop [1]. However, the current method of decreasing Am has a
greater physiological justification, as a reduction in the orexinergic drive to the
MA.
−2 0 2 4
−16
−12
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Dv (mV)
V m
 (m
V)
Am = 1.3 mVAm = 0.6 mV
Am = 0.0 mV
Figure 4.5: The effect of reducing Am on the Dv–Vm hysteresis loops of the
original Phillips-Robinson model. The Dv–Vm hysteresis bifurcation diagrams
(solid line) and corresponding model runs (dashed line) are plotted for Am =
1.3 mV (dark shading), Am = 0.6 mV (light shading), and Am = 0.0 mV. As
Am decreases, the waking arousal level decreases, the distinction between wake
and sleep weakens, and the hysteresis loop width decreases.
4.4.2 Dynamics in the Dv–Dx Plane
In the current model, Dv and Dx are the two dynamic drives, with Dm = 0. It
is therefore appropriate to represent the model in the Dv–Dx plane. Since Dm
in Sec. 4.4.1 represented the total drive to the MA, in the current model, this is
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replaced by the orexinergic drive νmxQx > 0. Since Qx increases monotonically
and nonlinearly with Dx, the Orx drive to the MA does also. Changing the
vertical axis from Dm to Dx therefore constitutes a nonlinear transformation
of this axis. In Fig. 4.6(a), the stable equilibrium firing rate Qm is plotted in
the Dv–Dx plane. As in the Dv–Dm plane representation shown in Fig. 4.4(a),
a waking region exists at low Dv with an arousal level Qm that increases with
Dx, a bistable region exists at high Dv and Dx in which stable sleep and wake
states exist simultaneously, and a sleep region exists at high Dv. In contrast
to the original Phillips-Robinson model in which τm = τv = 10 s, in the current
model τx = 30 min  τm, τv = 10 s. Thus, the system lags further behind the
equilibrium states shown in Fig. 4.6 than an equivalent trajectory in the Dv–
Dm plane, due to the rate-limiting dynamics along the V˙v = V˙m = 0 nullcline.
However, it is still a useful representation to analyze, as it clearly demonstrates
some of the key qualitative characteristics of the current model.
In a way that qualitatively matches the trend of decreasing Am, as ana-
lyzed above, lowering the mean drive Ax lowers the waking arousal level and
decreases the width of the hysteresis loop. For Dx . −1 mV, the dynamics no
longer exhibit bistability or hysteresis. As shown in Fig. 4.6(a), the sleep-wake
distinction is weakened, but a transition point (at Dv ≈ 0.6 mV) still exists,
in contrast to the smooth transition encountered at low Dm – the presence of
orexin in the system, even at low Dx, plays a role in maintaining the integrity
of the sleep and wake states. We note that reducing Dx gives qualitatively simi-
lar dynamics to reducing Dm in the model; i.e., yielding dynamics qualitatively
similar to those of narcolepsy. Since Dx contains a motivation/emotion-related
component, we speculate that subjects with reduced emotional signaling or a
lower mean motivation, may exhibit symptoms analogous to that of narcolepsy,
albeit a less severe version. For example, a mean decrease in motivational in-
put to Orx would lower Dx, decreasing waking arousal levels and weakening
the bistable buffer between sleep and wake. We thus speculate a possible link
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Figure 4.6: (a) The equilibrium Qm as a function of the two drives Dv and
Dx. Approximate ‘wake’, ‘sleep’, and ‘bistable’ regions are labeled, with the
bistable region bounded by the saddle-node bifurcation curve [c.f., Eq. (4.21)].
Trajectories through this space are plotted: for a constant Dx = 2 mV, as treated
in Sec. 4.5 (dashed white line), and for a dynamic Dx = νxcC + νxhH + Ax,
as treated in Sec. 4.6 (solid white line). (b)–(e) Vx–Vm nullcline plots (c.f.,
Sec. 4.3.3) at each of the four points plotted in (a). In each subplot, the
V˙v = V˙m = 0 nullcline [Eq. (4.15)] (solid) and V˙v = V˙x = 0 nullcline [Eq.
(4.17)] (dot-dashed) intersect to give equilibriums of the model [i.e, solutions of
Eq. (4.18)]: stable nodes (solid circles) or saddle points (open circles). Regions
on the V˙m = V˙v = 0 nullcline for which V˙ ≈ V˙x < 0.001 mV s−1 are shaded dark
gray, and V˙x < 0.002 mV s
−1 are shaded light gray.
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between psychological factors such as depression and sleep disorders and the
sleep-wake cycle, which will be investigated in more detail in future work.
In Fig. 4.6(a), two trajectories are plotted that correspond to the two
regimes considered in this paper: the dynamics of the system in response to a
constant drive Dx = 2 mV are studied in Sec. 4.5 [plotted as a dashed white
line in Fig. 4.6(a)], and the dynamic circadian and homeostatic inputs to Orx,
with Dx = νxcC + νxhH + Ax, are added in Sec. 4.6 [plotted as a solid white
line in Fig. 4.6(a)].
4.5 Model Dynamics for a constant Dx
In this section, we average the time-dependent circadian and homeostatic inputs
to Orx to a constant, intermediate level Dx = 2 mV, as was done in the original
Phillips-Robinson model for Dm [1]. In this simplified regime, the basic features
of the model can be more readily understood and compared to that of the
original model. The next order of realism would involve setting Dx = 0 at
night, due to an absence of behavioral or emotional stimuli. However, because
Qx is low during sleep due to inhibition from the VLPO, we leave Dx constant,
resulting in qualitatively similar dynamics and aiding analysis in terms of the
nullclines in the Vx–Vm plane.
4.5.1 Basic Dynamics
The model’s outputs, including the firing rates Qv, Qm, and Qx, the Dv–Vm
plane projection, the drives Dv and Dx, and the Vx–Vm plane projection are
shown in Figs 4.7(a)–(d), respectively. The model predicts periods of wake in
which the MA and Orx are active and the VLPO is suppressed, and periods
sleep in which the VLPO is active and the MA and Orx are suppressed. Instead
of the constant drive Am used in the original model, the drive to the MA
is proportional to Qx in the new model. The firing rate Qx, and hence the
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drive to the MA increases gradually from ≈ 0.2 s−1 to its waking level of ≈
5.5 s−1 at the end of a sleep period and therefore exhibits a slower rate of onset
compared to the constant drive of the original model. Thus the extended model
predicts a slower transition from sleep to wake, a phenomenon well-known in the
sleep literature as sleep inertia [59, 88, 102, 195, 196]. Sleep inertia describes
how “immediately after awakening from sleep, alertness is low” [59] and its
connection to the model’s dynamics is elaborated upon in Sec. 4.5.3. As in the
original Phillips-Robinson model, the Dv–Vm projection exhibits hysteresis and
flip-flop dynamics, alternation between wake at low Dv and sleep at high Dv,
but with a more gradual return to waking levels of arousal. The Dv variation is
almost identical to that of the previous model (differing only because of slight
changes in H dynamics).
4.5.2 The Vx–Vm plots
The nullclines V˙v = V˙m = 0 [Eq. (4.16)] and V˙v = V˙x = 0 [Eq. (4.17)] are
plotted in Fig. 4.8(b)–(d), as a means of comparing the Vx–Vm representation
of the model to the familiar Dv–Dm hysteresis loop representation developed
in previous work [1]. At low Dv there is a single high-Vm ‘wake’ equilibrium
[Fig. 4.8(b)], at high Dv there is a single sleep equilibrium [Fig. 4.8(d)], and at
intermediate Dv two stable nodes and a saddle point exist [Fig. 4.8(c)]. This
is the same qualitative behavior as that of in the original Phillips-Robinson
model characterized in Chapter 2. However, as explained in Sec. 4.3.3, since
τx  τm, τv, the adiabatic dynamics occur along the V˙m = V˙v = 0 nullcline.
The model therefore lags further behind the equilibrium prediction, as shown
for the hysteresis loop plotted in Fig. 4.8(a). Crosses plotted in Fig. 4.8(b)–(d)
represent the state of the system at each Dv, emphasizing this effect.
Focusing on regions of low V˙ ≈ V˙x plotted in Figs 4.8(b) and (d), we find
that the wake ghost is preferentially stabilized over the sleep ghost, as a distinct
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Figure 4.7: Output of the model using a constant drive: Dx = 2 mV. (a) The
firing rates Qv (dotted), Qm (solid), and Qx (dot-dashed). (b) The hysteresis
loop in the Dv–Vm projection. (c) The drives Dv (solid) and Dx (dashed). (d)
The hysteresis loop in the Vx–Vm plane. In the time series plots (a) and (c),
sleep periods are shaded. ‘Wake’ and ‘sleep’ are labeled in (b) and (d) and circles
indicate the same point in both subplots, to demonstrate the correspondence
between the two representations.
region of near-stability at high Dv. Due to the curvature of the nullclines, the
near-stable wake ghost region is separated from that surrounding the sleep
node. Thus, the wake-sleep transition – when the system falls from the wake
ghost to the sleep node – is rapid. In contrast, the sleep-wake transition is a
continuous and gradual one, with the region of low V˙ persisting throughout the
change. It is this asymmetry that gives rise to the gradual sleep-wake transition
(i.e., sleep inertia) in contrast to the abrupt wake-sleep transition (i.e., minimal
‘wake inertia’).
The nullcline representations shown in Figs 4.8(b)–(d), are akin to snap
shots of the model at different drives Dv and Dx. Throughout this chapter, we
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Figure 4.8: Correspondence between the Dv–Vm hysteresis representation of
the model and the projection onto the Vx–Vm plane for a constant orexinergic
drive Dx = 2 mV. (a) The Dv–Vm hysteresis loop. The equilibrium curve is
plotted with a dashed line and a model run using nominal parameters is plotted
with a solid line. Lines of constant Dv = 0.8 mV, 1.3 mV, and 1.8 mV [as in (b),
(c), and (d), respectively] are plotted and the equilibriums are also shown: stable
nodes (solid circles) and a saddle point (open circle). The remaining Vx–Vm
plots include the V˙v = V˙m = 0 nullcline [Eq. (4.15)] (solid) and V˙v = V˙x = 0
nullcline [Eq. (4.17)] (dot-dashed), which intersect to give equilibriums, as
labeled. At each drive, points corresponding to the model’s output (which takes
into account the nonzero time constants τi) are shown with crosses. Since
τx  τm, τv, the system remains close to the V˙m = V˙v = 0 nullcline, but not
necessarily near the fixed points. Regions (on the V˙v = V˙m = 0 nullcline for
which V˙ ≈ V˙x < 0.001 mV s−1 are shaded dark gray, and V˙x < 0.002 mV s−1
light gray.
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will plot projections of the model’s full output onto the Vx–Vm plane, as in Fig.
4.7(d), which exhibits hysteresis. At the wake-sleep transition, Vm decreases
abruptly, with the decrease in Vx lagging behind it. However, both populations
increase together during the sleep-wake transition because of the regions of low
V˙ in the Vx–Vm plane, as explained below.
4.5.3 Sleep Inertia
The time constant τx controls the characteristic time scale of the Vx dynamics
and is therefore linked to the response time of the orexin group to relevant
stimuli. In this section the impact of varying τx on the model’s dynamics is
explored. Since the dynamics of Orx mainly consist of alternating between a
waking value (Qx ≈ 5.5 s−1) and a sleeping value (Qx ≈ 0.2 s−1), increasing τx
slows the transitions between these two values. This is equivalent to introducing
some ‘lag’ to the rate at which inputs to the orexin group are received. We
speculate that this may be due to slower dynamics of the limbic system, for
example, following extended rest. This correspondence allows us to interpret
changes in τx in terms of the rate at which orexinergic inputs vary, rather than
the neuromodulatory orexinergic dynamics themselves.
The wake-sleep transition is minimally affected by changes in τx because of
the curvature of the nullclines plotted in Fig. 4.8(b)–(d), as explained above.
The sleep-wake transition corresponds to decreasing Dv beyond the bifurcation
point corresponding to the termination of the stable sleep branch. The V˙v =
V˙m = 0 nullcline slowly straightens out, remaining close to the V˙v = V˙x = 0
nullcline and V˙ remains small throughout the change. Hence decreasing τx
decreases the rate of movement along the V˙v = V˙m = 0 nullcline, producing a
more gradual sleep-wake transition. The wake-sleep transition remains rapid
because the region of high V˙ separating the wake ghost and the sleep node is
robust to changes in τx; the system drops rapidly from the wake ghost to the
sleep node.
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The model’s outputs for τx = 10 min, 30 min, and 120 min are plotted in
Fig. 4.9. In Fig. 4.9(c), the lag in Orx dynamics is demonstrated explicitly.
However, the wake-sleep transitions in Qm are largely unaffected by changes
in τx whereas the sleep-wake transitions are highly sensitive to such changes.
The sleep-wake transition is gradual, and its duration increases with τx. This
effect can be seen in Fig. 4.9(a) from the time scale over which Qm increases
after a sleep period and in Fig. 4.9(b) from the shape of the sleep branch.
Thus, increasing τx selectively tunes the time scale over which the sleep-wake
transition occurs and hence the ‘amount’ of sleep inertia in the model. The
model’s equilibriums, the waking and sleeping arousal levels, and the wake-
sleep transition rate, remain mostly unaltered. Hence τx can be constrained
on behavioral grounds by the effect of sleep inertia, which rarely lasts more
than 30 min [195]. We reproduce this approximate time scale by choosing
τx = 30 min.
Trajectories in the Vx–Vm plane, shown in Fig. 4.9(d), aid a dynamical
interpretation of the nullcline pictures and will be used throughout this Chap-
ter. Note that as τx decreases, the assumption that the system will be close to
the V˙v = V˙m = 0 nullcline breaks down, and transitions between equilibriums
are more rapid, being limited by a smaller τx, and occur along a more direct
trajectory. However, as τx increases, the system’s dynamics in Vx become even
slower, and the system is given even more time to attract onto the V˙v = V˙m = 0
nullcline.
Previous sleep models, including the phenomenological ‘three-process’ model
[6], included an additional empirical sleep inertia variable, as well as the home-
ostatic and circadian components of the ‘two-process’ model [56, 57]. Various
implementations of the three-process model have been successful at predicting
performance variation for a variety of protocols [58–60]. However, in contrast to
the empirically-motivated inertia variable, sleep inertia has not been artificially
imposed in our model, but results entirely from the model’s physiologically-
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Figure 4.9: Model dynamics as a function of the orexin time constant τx =
10 min (dotted), nominal τx = 30 min (solid), and τx = 120 min (dashed). (a)
Qm time series. The wake-sleep transition is always rapid, but the sleep-wake
transition slows with increased τx. (b) Dv–Vm hysteresis loops. (c) Qx time
series. (d) Vx–Vm hysteresis loops.
justified formulation.
4.6 Dynamic Orexin Input
In the previous section, the key dynamical characteristics of the new model were
demonstrated using a constant Dx = 2 mV. In this section, the physiological
effects of adenosine and the circadian signal are included as contributions to a
dynamic orexinergic input Dx = νxcC+νxhH+Ax. In order to understand the
impact of each of the dynamic drives, they are introduced individually: home-
ostatic input in Sec. 4.6.1, and circadian input in Sec. 4.6.2. The full model
governed by Eq. (4.6), as justified in Sec. 4.2.3 and depicted schematically in
Fig. 4.1, includes both homeostatic and circadian inputs, and is studied in Sec.
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4.6.3. Since Qx ≈ 0 s−1 during sleep, the dynamic Dx affects the waking firing
rates Qx and therefore modulates waking arousal levels, as inferred from Qm.
4.6.1 Homeostatic Input
Adenosine inhibits the activity of Orx [185, 191], which we model using Dx =
νxhH +Ax with νxh < 0. The effect of changing the connection strength νxh is
illustrated in Fig. 4.10, in which Ax has been adjusted in each case to retain the
model’s normal sleep length at 8.5 h. Since the homeostatic drive H is minimal
at wake onset and maximal at sleep onset, the inhibitory drive νxhH to Orx
skews the arousal curve towards high arousal in the morning and low arousal
in the evening, as shown in Fig. 4.10(a). As the magnitude of the homeostatic
input strength |νxh| increases, the arousal curve Qm(t) is increasingly skewed
relative to normal.
The Dv–Vm hysteresis loop, shown in Fig. 4.10(c), distorts to a higher Vm
at wake onset and to a lower Vm at sleep onset, decreasing the width of the
hysteresis loop. This can be understood with reference to the Dv–Dx plane
representation shown in Fig. 4.6(a). For dynamic drives Dx, the theoretical
equilibrium Dv–Vm hysteresis loop width is the difference between the wake-
sleep and sleep-wake Dv bifurcation values. Due to the shape of the bifurca-
tion boundaries, increasing Dx near the sleep-wake transition (the left-most
boundary) increases the lower Dv bifurcation value, and decreasing Dx near
the wake-sleep transition (the right-most boundary) decreases the model’s up-
per Dv bifurcation value. Hence the incorporation of an inhibitory drive νxhH
to Orx decreases the extent of the bistable portion of the model’s trajectory
through Dv–Dx space, and hence the Dv–Vm hysteresis loop width.
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Figure 4.10: Variation of the homeostatic coupling strength to the orexin
group νxh. (a) Qm time series. (b) Qx time series. (c) The Dv–Vm hysteresis
loop. In each subplot, the model output is shown for νxh = 0 mV nM
−1, Ax =
2 mV (solid line), νxh = −0.5 mV nM−1, Ax = 8.5 mV (dashed line), and νxh =
−1.0 mV nM−1, Ax = 15 mV (dotted line). Changes in Ax have been chosen to
retain the model’s nominal sleep length at 8.5 h. Shading is used to emphasize
the differences between the dynamics for each parameter set. The representative
time course of the homeostatic drive H is plotted in (a) using an arbitrary
vertical scale.
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4.6.2 Circadian Input
The orexin group receives input from the DMH, which itself receives a strong
circadian projection from the SCN [53]. In this section we model the circadian
input to the orexin group in isolation, using Dx = νxcC + Ax. The connection
νxc has previously been assumed to be excitatory [51, 53], implying that νxc > 0.
However, we investigate the behavioral impact of both excitatory (νxc > 0) and
inhibitory (νxc < 0) projections.
In Fig. 4.11 the model’s dynamics for νxc = +1.0 mV (excitatory) and
νxc = −1.0 mV (inhibitory), and νxc = 0 (no input) are compared. The arousal
curve Qm(t) plotted in Fig. 4.11(a) shows that an excitatory connection νxc > 0
increases the waking arousal level near the middle of the day when C is a max-
imum. The arousal level is reduced relative to normal predominantly during
the morning, but also near sleep onset. On the other hand, an inhibitory con-
nection νxc < 0 increases relative arousal levels in the morning and evening,
and yields a so-called ‘postlunch dip’ in performance, a well-known clinical
phenomenon [4, 5, 103, 197]. The afternoon siesta constitutes a fundamental
aspect of many cultures around the world [198]. Our modeling suggests that
this is no coincidence: the physiological circadian connection νxc to the Orx
(which relays to the MA) lowers arousal at this time, making it the most ap-
propriate time for rest. That the postlunch dip is indeed an intrinsic behavioral
feature, and not merely the result of food intake, is supported experimentally
by studies showing that it persists even in the absence of a meal [197]. Since
the post-lunch dip is produced in the model by a negative connection νxc < 0,
we use νxc = −1.0 mV for the remainder of this chapter.
The trends in the hysteresis loop width in Fig. 4.11(c) can be understood in
terms of the drive space picture shown in Fig. 4.6(a). The sleep-wake transition
occurs at the left-most bifurcation boundary in Dv–Dx space, which has a
steep gradient and therefore is only relatively weakly dependent on Dx. The
wake-sleep transition, on the other hand, given by the right-most bifurcation
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boundary, has a shallower gradient and is therefore more sensitive to changes in
Dx. In this case, increasing Dx near the morning and evening (i.e., with νxm <
0) increases both Dv bifurcation values, but the increase in the wake-sleep value
is greater. Similarly, decreasing Dx near the morning and evening (i.e., with
νxm < 0) decreases both Dv bifurcation values, but the wake-sleep bifurcation
value decreases more markedly. These trends give rise to the behavior plotted
in Fig. 4.11.
4.6.3 Circadian and Homeostatic Input
In this section we consider both circadian and homeostatic inputs together:
Dx = νxcC + νxhH + Ax. The model’s outputs, including the firing rates Qv,
Qm, and Qx, the Dv–Vm plane projection, the drives Dv and Dx, and the Vx–
Vm plane projection are shown in Figs 4.12(a)–(d), respectively. The firing
rates Qv, Qm, and Qx shown in Fig. 4.12(a) are qualitatively similar to those
obtained in Sec. 4.5 using a constant input Dx = 2 mV, exhibiting alternating
periods of sleep and wake. However, Qm and Qx now vary during waking. The
arousal-related variation Qm(t) combines aspects of both the homeostatic and
circadian effects investigated separately above. Waking arousal rises gradually
to an early-morning maximum, and decreases thereafter, with a postlunch dip
in the mid-afternoon. It then levels off slightly, decreases toward the evening
and then drops to sleep. The model’s projection onto the Dv–Vm plane, as
shown in Fig. 4.12(b), represents a modulation of the original Phillips-Robinson
hysteresis loop, exhibiting a similar extent (1 mV . Dv . 2 mV) and topology,
but with a dynamic waking Vm. The time series for Dv and Dx are shown
in Fig. 4.12(c). Plotting the two drives against each other gives rise to the
trajectory plotted in Dv–Dx space in Fig. 4.6(a). Finally, the shape of the
Vx–Vm hysteresis curve plotted in Fig. 4.12(d) is similar to that obtained using
a constant Dx plotted in Fig. 4.7(d), including the rapid wake-sleep transition
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Figure 4.11: The effect of adding circadian input to the orexin group via
Dx = νxcC+Ax. (a) Qm time series. (b) Qx time series. (c) Dv–Vm hysteresis
loops. In each subplot, the model output is for νxc = 0 mV, Ax = 2.0 mV (solid
line), νxc = −1.0 mV, Ax = 3.0 mV (dashed line and dark shading relative to
νxc = 0), and νxc = +1.0 mV, Ax = 1.2 mV (dotted line and light shading
relative to νxc = 0). The representative time course of the circadian drive C is
plotted in (a) using an arbitrary vertical scale.
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Figure 4.12: Model output using a dynamic drive to the orexin group Dx =
νxcC + νxhH + Ax. Nominal parameters are listed in Tab. 4.1. (a) The firing
rates Qv (dotted), Qm (solid), and Qx (dot-dashed),. (b) The Dv–Vm hysteresis
loop. (c) Time series for the drives Dv (solid) and Dx (dashed). (d) The Vx–
Vm hysteresis loop. Sleep periods are shaded in (a) and (c); ‘wake’ and ‘sleep’
are labeled in (b) and (d).
and the more gradual sleep-wake transition.
The waking arousal variation Qm(t) shown in Fig. 4.12(a) matches perfor-
mance curves obtained clinically. In his seminal book Sleep and Wakefulness,
Kleitman described the prevalence of a morning rise and an afternoon decrease
in performance variation data [104], a pattern that has since been observed
clinically for alertness [5, 199], the multiple sleep latency test (MSLT) [197],
and obtained from real-world data, including data on fatigue-related accidents
[200]. Kleitman presented experimental performance variations for a range of
tests: speed of card dealing, speed of card sorting, speed and accuracy of mir-
ror drawing, speed and accuracy of code transcription, and speed and accuracy
of multiplication [104]. The speed and accuracy results are plotted separately
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in Figs 4.13(a) and (b), respectively. All the curves exhibit the same qualita-
tive shape: increasing to a maximum in the early morning and then decreasing
thereafter – identical to the qualitative trend of Qm(t) in our model. Since each
task exhibits a different quantitative set of performance values (perhaps due
to differences in their intrinsic interest, c.f., the performance model proposed
in Chapter 3), the speed data (% relative to baseline) have been averaged at
each time point across all of the tasks, and the same has been done for the
accuracy data. Both the original curves and the averaged data set are plotted
in Fig. 4.13. The Qm variation over the same time interval has been scaled
linearly to the data, and is plotted with a dashed line in Figs 4.13(a) and (b).
Since the peak of performance speed occurs later than that of performance ac-
curacy, the former data have been simulated by the model using an increased
τx = 60 min. This delays the arousal peak, and produces a closer fit to the
experimental data. As demonstrated in Sec. 4.5.3, τx selectively controls the
amount of sleep inertia in the model. Thus we deduce that performance speed
is more affected by sleep inertia than performance accuracy.
4.6.4 Narcolepsy
In this section, we model the sleep disorder narcolepsy, which is characterized
by a neurodegenerative reduction in the number of orexinergic neurons relative
to normal [177]. Since the firing rate Qx of the orexin group appears in the
model equations as a drive to the MA (via the term νmxQx), the effective
orexinergic output can be modified by changing νmx. The strength of the
orexinergic drive, as determined by νmx, can thus be considered as a proxy for
the number of orexinergic neurons in the LHA. When νmx = 0, Orx dynamics
do not affect the rest of the model.
The effect of reducing νmx is illustrated in Fig. 4.14, for νmx = 0.2 mV s
(nominal), νmx = 0.1 mV s (a 50% reduction), and νmx = 0 mV s (no orexiner-
gic input whatever). As shown in Fig. 4.14(a), reducing νmx decreases waking
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Figure 4.13: Comparison of the model’s output with clinical data sets reported
by Kleitman [104]. In each plot, the original data sets are plotted with small
open circles and a dotted line and the average of all the data sets with large open
circles and a solid line, for (a) performance speed, and (b) performance accuracy
in a range of tasks (see main text for descriptions). The model’s output for
Qm (dashed line) is fitted linearly to the average data set using nominal model
parameters. However, to simulate the performance speed data in subplot (a), a
greater τx = 60 min rather than the nominal τx = 30 min has been used (i.e.,
performance speed is more affected by sleep inertia).
arousal levels and decreases the depth of sleep (i.e., Qm is higher during sleep).
The Dv–Vm hysteresis loop, plotted in Fig. 4.14(b), exhibits the same qualita-
tive changes in response to decreasing νmx as for decreasing Am in the original
Phillips-Robinson sleep model (c.f., Sec. 4.4.1) – waking arousal decreases and
the hysteresis loop extent decreases until the flip-flop sleep-wake dynamics are
reduced to continuous evolution. Since the characteristic Qm variation (increas-
ing to an early-morning peak and decreasing thereafter) is due to orexinergic
projections, this also becomes less pronounced for lower νmx. Thus, in response
to reducing νmx, the model’s qualitative dynamics change in a way that is con-
sistent with the two main characteristics of narcolepsy: reduced waking arousal
and a decreased threshold for transitions between sleep and wake [48] (c.f., the
discussion at the end of Sec. 4.4.1). Projections of the model’s output onto the
Vx–Vm plane are plotted in Fig. 4.14(d). The curves retain their basic shape,
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Figure 4.14: The model’s sensitivity to orexinergic input νmxQx to the MA.
Each plot shows the model’s output as a function of the connection νmx: for
its nominal value νmx = 0.2 mV s (solid), a 50% reduction νmx = 0.1 mV s
(dashed), and for no connection whatever νmx = 0 mV s (dotted). (a) Qm time
series. (b) Dv–Vm hysteresis loops. (c) Qx time series. (d) Vx–Vm hysteresis
loops. Shading is used to highlight the differences between the plots.
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but become smaller and shift to higher Vx and lower Vm.
Interestingly, as |νmx| decreases, the Orx firing rate Qx increases, as shown
in Fig. 4.14(c). This is because the waking Qm decreases with decreasing νmx,
decreasing the Orx inhibition from the MA. This suggests an allostatic mecha-
nism (i.e., a process of achieving stability in response to some external change)
that partially compensates for small losses of orexinergic neurons in the LHA.
Due to this feedback mechanism, the model predicts a nonlinear relationship
between narcoleptic symptoms and loss of orexinergic neurons. This could be
quantified in future work to determine the exact relationship (e.g., initially
slow, due to allostatic compensation, but then more rapid), yielding insights
into the critical level of loss that triggers the onset of significant narcoleptic
symptoms.
The model does not reproduce the increased sleep-wake transition frequency
that is characteristic of narcoleptic patients. However we propose that, because
of the reduced bistable extent, the addition of random perturbations into the
system via noisy drives ∆D should reproduce this effect. Such drives corre-
spond to noisy external stimuli. However, the addition of noise into the system
is beyond the scope of the current work, and will be investigated in the future.
For now, we simply note the qualitative agreement of the changes to the model
due to a reduction in orexinergic input via νmx.
4.7 Summary and Discussion
We have developed a quantitative, physiologically-based approach to modeling
arousal state dynamics which includes the orexinergic neurons of the LHA.
Using the same modeling approach as the Phillips-Robinson model, the Orx
population was introduced, as well as established neuronal interactions and
circadian and homeostatic inputs. The succinct representation of the system in
matrix notation facilitated a linear stability analysis and a separation of model
time scales, allowing us to develop a representation of the model in the reduced
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Vx–Vm subspace in terms of the V˙v = V˙m = 0 and V˙v = V˙x = 0 nullclines.
Assuming that the drives are slowly-varying and can thus be treated as control
parameters, the system can be considered to be close to equilibrium on time
scales  max(τi). Using this approximation, an equilibrium representation
of the original Phillips-Robinson model in Dv–Dm space was first developed
and used to explain both the impact of arbitrary external perturbations (∆Dv,
∆Dm) and, in particular, the result of introducing a dynamic drive Dm to the
model, as is done here for the orexinergic drive νmxQx to the MA. The model’s
structure changes in a way that is qualitatively consistent with narcoleptic
symptoms when the mean orexinergic drive to the MA is reduced, including a
decreased threshold for transitions between wake and sleep and lower waking
arousal levels. A representation of the extended model in the Dv–Dx plane was
then used to demonstrate the main features of the new model. The dynamical
analysis performed in Sec. 4.3 facilitated a representation of the model in the
reduced Vx–Vm subspace, in which the model’s dynamics were characterized in
terms of the adiabatic dynamics along the V˙v = V˙m = 0 nullcline and localized
regions of low V˙ .
After this general characterization of the model, the rest of the chapter
focused on the numerical output of the model, its dependences upon the various
model parameters, and predictions of clinical relevance. In Sec. 4.5, the drive
Dx was simplified to a constant level Dx = 2 mV to demonstrate the main
features of the new model in the absence of the complications of a time varying
drive Dx. The asymmetry between the wake-sleep and sleep-wake transitions
was explained in terms of the topology of the nullclines in the Vx–Vm plane,
and sleep inertia was shown to depend directly on the characteristic rate of
orexinergic dynamics, τx. In Sec. 4.6, the circadian and homeostatic inputs
to the orexin group were explicitly included into the model. Inhibition from
adenosine was shown to skew arousal towards the morning and the sign of
the circadian coupling νxc was shown to alter the arousal time series to either
exhibit a postlunch dip (νxc < 0), or to peak in the middle of the day (νxc > 0).
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Consistent with the clinical ubiquity of the postlunch dip, we proposed that
νxc < 0 and then modeled both homeostatic and circadian inputs to Orx. The
resulting arousal time series exhibited excellent quantitative agreement with
clinical performance speed and accuracy curves. Reducing the orexinergic input
to the MA was shown to produce the same qualitative features as narcolepsy.
To recapitulate, the main results of this chapter are as follows: (i) the
orexin group was incorporated into a physiologically-based sleep model and
its dynamics have been characterized in detail, (ii) a general framework for
representing arbitrary slowly-varying drives to the model was introduced, (iii)
the time constant for orexin dynamics τx selectively gives rise to sleep inertia,
(iv) a net inhibitory circadian connection to the orexin group gives rise to a
postlunch dip in arousal levels, (v) incorporating both circadian and adenosine-
mediated inhibition of the orexin group yields a daytime arousal variation that
quantitatively matches experimental data, (vi) the relative amounts of sleep
inertia in different performance tasks can be inferred from the model, and (vi)
the model was applied to narcolepsy, yielding qualitative changes consistent
with narcoleptic symptoms. This is the first time that physiological causes of
well known clinical features including sleep inertia (τx), the postlunch dip (νxc <
0), and performance/arousal time series (νxc, νxh < 0) have been postulated,
all in the same physiologically-justified model.
The most significant result of this chapter has been the demonstration
that the variation in waking arousal is consistent with the combination of
homeostatic and circadian drives to the orexin group. Models such as the
‘three-process’ model [6, 60, 61] for predicting vigilance and performance have
been created previously. However, unlike the homeostatic and circadian drives,
which are based on physiological processes, the sleep inertia component of the
three-process model is an empirically-introduced variable that aims to improve
the model’s agreement with data. Furthermore, the physiological mechanisms
of the homeostatic and circadian drives are not included. For example, the
three-process alertness model proposed by Achermann and Borbe´ly [60] uses
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complicated numerically-fitted phenomenological functions with large numbers
of parameters, including an ‘inertia’ function I that is artificially pulsed at
transitions between wake and sleep (note that we use I for the inertia variable
rather than the W used in the original paper to distinguish it from the unre-
lated wake-effort drive introduced in Chapter 2). Where the two-process model
uses S − C to indicate fatigue (c.f., Sec. 1.4.2), alertness in this three-process
model is given by 1− S + C − I: an intuitively reasonable, but otherwise un-
justified combination of the homeostatic (S), circadian (C), and inertial (W )
drives. In our model, on the other hand, the known physiology is targeted
directly and sleep inertia is shown to result specifically from the time constant
τx of the orexin dynamics – i.e., it does not need to be artificially introduced.
How H and C act physiologically to give rise to the predicted patterns is also
clear. In addition, the characteristic variation of waking performance, includ-
ing a rise in the morning and a postlunch dip, was reproduced. This was not
done through empirical fitting, but using a modest number of physiological
(e.g., mean firing rates and the inhibition/excitation of their interactions) and
behavioral (e.g., sleep length) constraints. Because of the model’s physiolog-
ical formulation, physiological studies can be used to provide evidence for or
against the model’s predictions. In particular, the postlunch dip in our model
results from a net inhibitory connection from the circadian drive to the MA
(i.e., inhibition to the Orx and excitation from the Orx to the MA), the same
sign as that from C to the VLPO. An existing physiological study [53] has
implicated an excitatory connection from C to Orx. More detailed studies
may shed light on the feasibility of the theory presented here. It may be, for
example, that the circadian projection to Orx is indeed excitatory, but that
the MA receives an additional circadian input from other sources that more
than compensates, giving a net inhibition. Future clinical studies could also
compare groups of subjects with different homeostatic dynamics (inferred from
EEG SWA) and also different circadian phases and amplitudes (inferred from
the body temperature oscillation). The current model would then distinguish
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the performance curves in terms of changes in circadian amplitude and homeo-
static drive strength, in a similar way to that demonstrated for the wake-effort
drive curves in Sec. 3.3.4. Thus the proposed model is open to scrutiny from
both clinical and physiological experimentation.
There is much scope for future improvements and further applications of the
above model. The new parameters used here have been constrained by both
physiology and behavior (c.f., Sec. 4.2.4). However, a more rigorous constrain-
ing process, like that performed for the original Phillips-Robinson model [1, 81],
is a possible avenue for future work. Narcoleptics have disrupted ultradian
dynamics, often falling straight into REM sleep, and have highly-fragmented
sleep-wake cycles [100, 111]. Since the model averages over ultradian dynamics
and does not include noisy external drives, neither of these features have been
reproduced in this chapter, and remain targets for future work.
The current model also neglects the effect of additional inputs to the Orx
group. As mentioned above, Orx receives numerous external inputs, particu-
larly from the limbic system [111], which could be modeled in the future by
adding a time dependent drive ∆Dx(t) to Orx. Since the orexin group accentu-
ates the wake ghost (c.f., Sec. 4.5.1), another avenue for further research would
involve comparing the system’s response to impulsive sensory stimuli to that
of the original Phillips-Robinson model, studied in Chapter 2. In the context
of the performance model proposed in Sec. 3.5.3, the current model is able
to determine the orexinergic input during sleep deprivation and may there-
fore be able to distinguish the necessary cortical component to the wake-effort
W drive. A quantification of this drive may elucidate the role of the orexin
group in stabilizing the waking state, reducing the cortical input required to
maintain wakefulness during sleep deprivation. Combined with a ‘motivational’
input ∆Dx(t), the model may also be able to simulate performance variation
for monotonous tasks/protocols (i.e., low motivation, low ∆Dx) compared to
those for complex, more interesting tasks/protocols (i.e., higher motivation,
increased ∆Dx).
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Chapter 5
Concluding Remarks
The research presented in this thesis has rich potential for application and
further development. In this chapter, we briefly discuss the implications of
the research presented in Chapter 2–4, including natural avenues for future
research. First, in Sec. 5.1, the main results of the thesis are examined, with
brief reference to specific applications. In Sec. 5.2, avenues for future work are
elaborated, taking into account the new developments made in this thesis as a
whole.
5.1 General Outlook
The research presented in this thesis demonstrates the strengths of quantita-
tive physiologically-based sleep modeling in providing a rigorous framework in
which to interpret sleep-wake dynamics. We have demonstrated the versatility
of the physiologically-based modeling approach, including its advantages over
phenomenological methodologies. The approach involves three main compo-
nents: (i) mathematical formulation of established physiology, (ii) dynamical
analysis of the governing equations, and (iii) verifying connections between the
model’s output and corresponding behavioral and psychological responses. The
research presented in Chapter 2 demonstrates correspondences between these
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three processes most clearly: the dynamical analysis of the model’s equations,
in terms of the Vv–Vm plane projection (including the invariant manifolds, bi-
furcations, and ghosts) yields results that are directly interpretable in terms of
the arousal state responses that they imply. In Chapter 3, it is the existence of
the wake ghost that motivates the concept of wake-effort as an additional drive
to maintain wakefulness, an approach with numerous and highly significant
practical applications. In Chapter 4, the dynamic properties of the system
in terms of regions of low V˙ surrounding the V˙v = V˙m = 0 nullcline in the
Vx–Vm plane are used to determine the mechanisms that produce the transi-
tion asymmetry that leads to sleep inertia. Unique to this approach is the
ability to link rigorous mathematical analysis of the physiological interactions
to clinically-relevant predictions. It is the simplicity of the Phillips-Robinson
model, in focusing on the fundamental MA–VLPO system, that allows a con-
ceptually tractable understanding of the dynamics, and also facilitates much
of the dynamical analysis, which in most cases can be performed analytically.
These qualities distinguish the Phillips-Robinson model from more complicated
neural network models, which contain many free parameters and have limited
analytic utility.
Establishing a quantitative framework that allows diverse concepts and in-
fluences to be unified and compared on a single scale has been a key achieve-
ment of this thesis. For example, representing drives as two-dimensional ∆D =
(∆Dv,∆Dm) vectors allows pharmaceutical, physiological, and sensory influ-
ences alike to be compared in terms of the relative effects of their mechanisms
on the VLPO and MA nuclei. In addition, intuitive clinical labels such as ‘alert-
ness’, ‘compensatory effort’, ‘resource-limiting factors’, ‘fatigue’, and ‘feeling’
can be expressed more precisely in terms of the mathematically-defined physio-
logical model quantities, such as the sleep drive D and wake-effort W variables.
This potential for unifying a range of seemingly disparate quantities distin-
guishes the physiologically-based approach, as has been well substantiated in
this thesis.
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5.2 Future Directions
As mentioned above, incorporating external drives into the model using the
∆D vector representation is expected to facilitate further modeling in the fu-
ture and, in particular, the impact of pharmaceuticals on sleep-wake dynamics.
The knowledge of a given pharmaceutical’s mechanism can be used to deduce
its relative effect on the MA and VLPO nuclei and hence allows the construc-
tion of a ∆D(t) vector. For slowly-varying drives, trajectories in drive-space
(c.f., Chapter 4) can be used to explore the basic qualitative effects; for im-
pulsive drives, trajectories through Vv–Vm space are appropriate (c.f., Chapter
2). Whatever the time scale over which ∆D(t) varies, its impact can be de-
termined by integrating the model’s equations. In this way, changes in sleep
latency, sleep length, arousal, the homeostatic drive, and other measurable
quantities can be predicted. Such quantities can be calculated as a function
of the time of intake of the drug, its concentration, and its pharmacokinetic
properties. A number of drugs, including caffeine, modafinil, anesthetics, and
alcohol are expected to be modeled in this way in the future, for diverse appli-
cations in arousal modulation and control. Once calibrated, the model would
be able to simulate clinical protocols involving arbitrary intake schedules of the
given pharmaceutical, whilst incorporating previously studied effects such as
sleep deprivation. For example, the impact of different pharmaceuticals on the
wake-effort time series studied in Chapter 3 could easily be determined, thereby
allowing a comparison of their relative effectiveness in combating fatigue during
sleep deprivation. Indeed, the optimum intake schedule could potentially be
calculated and applied, with great significance for shift workers. Plotting tra-
jectories ∆D(t) for disparate external influences may also aid the construction
of a pharmaceutical basis set to facilitate arbitrary arousal state modulation
by exploiting various combinations of such influences. Realization of this more
speculative goal could then be applied clinically, predicting effective therapies
involving combinations of drugs, for example.
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The rationale and method for predicting fatigue, as proposed in Chapter
3 for the case of total sleep deprivation, could routinely be extended to other
sleep restriction protocols. The model’s W drive, which we have demonstrated
to correlate with subjective fatigue-related measures, is nonzero for D greater
than its value at the saddle-node bifurcation of the stable wake node [c.f.,
Fig. 3.5(b)]. The variation in fatigue could be calculated following sleep frag-
mentation or sleep apnea/restless legs syndromes (which increase D due to
the increased homeostatic impact of frequent nocturnal disturbances, c.f., Sec.
2.5.3), or as a result of chronic sleep reduction protocols [24, 26, 27]. Com-
bined with a pharmaceutical analysis along the lines of that mentioned above,
this research could help suggest suitable pharmacological treatments for sleep
apnea or restless legs syndrome patients, for example. Given the success of the
physiologically-based approach in elucidating the wake-effort drive and its clin-
ical correspondences, we argue that much progress can be made in the future by
calculating W time series for arbitrary sleep-wake schedules and determining
the impact of arbitrary external drives ∆D and parameter changes.
In this thesis, we have demonstrated the potential of continuum neuronal
population-based modeling to produce clinically-relevant output. However,
there is much more work to be done in this direction. In particular, a systematic
way of calibrating the model’s parameters to individuals may help to elucidate
the physiological cause of inter-individual differences in sleep-wake dynamics,
including behavioral responses to different clinical protocols. A calibration of
this type would also allow individual-specific predictions to be made, rather
than simply suggesting group-averaged dynamics, as considered in the current
work. Realizing this goal would prove especially useful for suggesting treat-
ments for sleep pathologies such as insomnia, sleep apnea, and narcolepsy, as
well as guiding the sleep-wake schedules for normal subjects, including recovery
from sleep deprivation, optimum napping schedules, and predicting optimum
recovery from jet-lag. Individual pharmacokinetic measurements could also
guide optimum intake schedules, both as treatment for symptomatic excessive
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daytime sleepiness, and for optimizing performance for a given application.
As demonstrated in Chapter 4 for the orexin group, the continuum neuronal
population modeling methodology used in the original Phillips-Robinson model
is easily extended to incorporate additional neuronal populations, drives, and
interconnections. The same method could be applied to other nuclei in the fu-
ture, including the ACh group, for example, which may contribute to ultradian
dynamics, an effect not yet produced by the model. In addition, when explor-
ing sleep-wake dynamics in more detail, it may become necessary to delineate
the individual components of the MA group: the TMN, LC, DR, and VTA, as
separate neuronal components. This is expected to be useful for modeling the
mechanisms of pharmaceuticals or for understanding cataplexy, during which
the activity of individual MA nuclei is uncoordinated [201–203]. Such develop-
ments will give a progressively more detailed picture of sleep-wake dynamics.
However, with the addition of each neuronal population, new parameters are
added to the model: one for every new interaction and input drive, ν, and a time
constant τ . Thus, unless the physiology is sufficiently well known to constrain
these parameters, attempts to include such populations into a physiologically-
based model are ad hoc. Furthermore, including additional populations is at
the expense of both the conceptual simplicity and analytic utility of the model.
We therefore suggest that, although the addition of the Orx group in Chapter
4 produced a number of interesting and clinically-significant results, continuing
down this path of adding neuronal populations to the model is not the most
fruitful direction at this stage. In the future, perhaps in collaboration with
physiologists, it will be important to extend the model in size and complexity,
but we argue that the simplicity of the sleep model and its ability to produce
rich and significant output should be exploited as far as possible before such
extensions are attempted.
Much of the work presented in this thesis has been validated by demon-
strating agreement with clinical data sets – including the arousal threshold
variation in Chapter 2, the fatigue curves in Chapter 3, and the performance
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curves in Chapter 4. However, for many of the predictions of the model, com-
parative data is not yet available. These include the critical sleep latencies T
in Chapter 2 and the dependences of the W time series on the drive param-
eters presented in Chapter 3, which await clinical verification. Also, the sign
of the circadian projection through the orexin group to the MA, deduced from
behavioral constraints in Chapter 4, could be corroborated through physiologi-
cal investigations. There is therefore extensive potential for close collaboration
with both physiologists and clinicians in the future.
In conclusion, the research presented in this thesis represents some of the
early stages in the life of physiologically-based sleep modeling. While still in its
infancy compared to phenomenological sleep models, the physiologically-based
approach is shown to be extremely powerful and versatile, with immediate po-
tential for gaining new insights into sleep-wake dynamics and the mechanisms
that govern them. Given the recent progress of physiological knowledge, the
current work demonstrates that moving beyond the phenomenological approach
of sleep modeling is an achievable task with great potential. Future develop-
ments in the directions outlined above are expected to be particularly fruitful
in guiding progress in the wider sleep research field.
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