Abstruct-This correspondence focuses on lower bound results on expected redundancy for universal coding of independent and identically distributed data on [0, 11 from parametric and nonparametric families. After reviewing existing lower bounds, we provide a new proof for minimax lower bounds on expected redundancy over nonparametric density classes. This new proof is based on the calculation of a mutual information quantity, or it utilizes the relationship between redundancy and Shannon capacity. It therefore unifies the minimax redundancy lower bound proofs in the parametric and nonparametric cases.
serves as a lower bound on the minimax expected redundancy over a parametric source class. Haussler [6] extended the result to general classes of sources. Merhav and Feder [9] showed that the same Shannon capacity is a lower bound on the expected redundancy also in the pointwise or "almost sure" sense. Thus the Shannon capacity serves as a lower bound on the expected redundancy both in minimax and pointwise senses. It follows that in the parametric case the mutual information corresponding to any prior on the parameter space is a lower bound on redundancy in both senses. Using the expansion of the mutual information from a smooth prior in [l], Rissanen's pointwise lower bound can be rederived through this redundancy-capacity paradigm. In general, however, calculating or lower bounding the capacity or mutual information can be difficult. The focus of this correspondence is on minimax redundancy lower bounds for nonparametric source classes of independent and identically distributed (iid.) data strings. Our contribution is the calculation of the mutual information corresponding to a uniform prior on a specially selected finite source subclass, therefore providing a minimax lower bound on redundancy. Since the old approach for nonparametric minimax lower bounds in [13] is based on accumulated prediction error, not on capacity or mutual information, our current approach unifies the parametric and nonparametric cases.
A REVIEW
In this section we review the existing lower bounds on redundancy in the i.i.d. case. For a given i.i.d. data string X I , 2 2 , . . . , zn and without knowing the distribution f which generated the data, we would like to compress the data in an efficient way. When f ( z ) = fs(2) belongs to a smooth k-dimensional parametric model class such that the parameter 8 can be estimated at the nT1/' rate, Rissanen
[lo] showed that we need at least H ( f ) + 5 logn bits for the string, asymptotically. That is, for any joint density qn on n-tuples, if we view -logq,(z") as the code length of an idealized prefix code, then its expected redundancy is E,; log(f;/un).
for all 0 values except for a set which depends on q and has Lebesgue measure zero. With a prefix code achieving this lower bound, Rissanen justified that 5 log n can be viewed as the coding complexity measure of the model class. For more general classes, Merhav and Feder [9] showed that the Shannon capacity replaces
As we can derive from [l], $* is naturally the leading term in the capacity in the regular parametric case.
When f is known to be in the smooth'nonparametric density class of bounded derivatives (or Lipschitz class) on [O, 11, a complexity rate measure of n113 was established by Rissanen et al. in [ I l l by embedding the nonparametric class in a parametric class of dimension of order n ' I 3 /log n. This embedding reflects the fact that a smooth nonparametric class is in essence a parametric class whose dimension increases with the sample size.
The other approach to obtain lower bounds on expected redundancy is minimax (cf.
[2], [3]). Let w(8) be a prior on the parameter space and q7% a joint density on n-tuples; then Gallager [5] [l] , where they showed that the first term in the expansion of the Bayes redundancy or mutual information I ( w ) is the Rissanen coding complexity of e log n. Hence this complexity measure also serves as the minimax lower bound on expected redundancy.
For the Lipschitz class mentioned above, any Bayes redundancy or mutual information still provides a lower bound. However, no prior seems to exist on the whole density class for which the mutual information can be approximated analytically. On the other hand, the expected redundancy is simply the accumulated prediction or estimation error in terms of Kullback-Leibler divergence:
Ef,"Wfe"/4") = C E f g t l D ( f 0 ( . ) II U ( . I X"-')). from the density estimation literature, a minimax rate lower bound of n 1 / 3 was established and shown to be the optimal rate by Yu and Speed in [13] .
Note that in applying Assouad's technique, one does not calculate the Bayes estimation error over the whole class, but only over a conveniently chosen subclass, and the Bayes estimation error over this subclass provides a lower bound on the minimax estimation error. It turns out that the detour to accumulated prediction or estimation error is not necessary since we can use the subclass directly with the redundancy. Recently, Haussler [7] gave useful general bounds on mutual information. Using one of his lower bounds to the subclass and with a uniform prior, we obtain in the next section minimax lower bounds for general smooth density classes; thus we reconcile the proofs of minimax redundancy lower bounds in parametric and nonparametric cases, because our new proof is based on mutual information rather than the accumulated prediction error. As a corollary to our theorem, we rederive the minimax lower bound rate ~7,''~ given in [13] for the Lipschitz class.
MINIMAX LOWER BOUNDS FOR SMOOTH DENSITY CLASSES: AN INFORMATION-THEORETIC PROOF
In nonparametric density estimation, it is well known that constraints must be imposed on the density class over which a minimax result is sought (cf. Devroye [4] ). Smoothness constraints are commonly used since the minimax rates obtained reflect the difficulty of estimation as a function of the smoothness of the class and the sample size-the smoother the class and the larger the sample size, the easier the estimation. The density classes LIP(s. C) defined below are standard smooth classes in nonparametric density estimation. (See [12] and the references cited therein.) Because of the close relationship between estimation and compression or redundancy, these classes are appropriate in our setting as well. In this section, a minimax lower bound on expected redundancy over a class is derived by lower-bounding the mutual information corresponding to a uniform prior over a chosen subclass and using a result in Haussler [7] . Moreover, the minimax rates in these lower bounds are believed to be optimal. 
2EPE.f" log(f"/h) = I b ) .
Thus a minimax lower bound on redundancy can be obtained if we appropriately choose a subclass Fn and a prior p on it, and bound I ( p ) from below.
We can expect I ( p ) to give a good lower bound on the minimax redundancy only when the subclass Fn accurately reflects the complexity of the underlying class, relative to the sample size. Because redundancy and estimation error are intimately related, it is not surprising that the hypercube subclass from density estimation serves us well here (cf.
[4] and [12] ). The hypercube subclass is constructed by perturbing the uniform density on [0, 1 1 over m equally sized subintervals. The perturbation is done on each subinterval by adding a positive or a negative "signal" or properly shifted and scaled perturbation function 9 (see Fig. 1 ). Since there are m subintervals and two choices for each interval, the total number of such perturbed functions is 2", which may be regarded as corresponding to an m-dimensional hypercube, hence the name. The number of subintervals m will be chosen later according to the sample size n so that the complexity of the hypercube class increases with n and the redundancy rate on this hypercube class approximates that of the full class
To be more precise, let the perturbation function g be a fixed 
= l3
It is easy to see that
. ( = m log2 -m log (1 + e-fcm)
Choosing m = An1/('"+') (A > 0) to maximize the rate in the above lower bound, we get the following theorem.
Theorem:
Taking k = 0, Y = 1 therefore s = 1 in the theorem, we obtain the
optimal rate lower bound in [13] , as shown in the corollary below.
Remarks:
In general, we can consider the L I P ( s , C) classes on [0, lId ( d 2 1). Minimax lower bounds on redundancy of rates O(nd/(2s+d)) can be obtained. These rates are believed to be optimal in the sense that universal codes can be constructed to achieve these rates. In the case of LIP( 1, C) the rate n1/3 has been shown to be optimal in [13] .
The proof for the minimax lower bound logn in the parametric case follows from the asymptotic expansion of I(p) in [l] or [8] for smooth priors. Superficially, this approach has a continuous flavor since p needs to have nice smoothness properties on the whole parameter space, whereas the proof in the nonparametric case as we just saw has a discrete flavor because of the hypercube subclass over which I(@") is estimated. Heuristically, however, the continuous prior can be made discrete. Under regularity conditions, we believe that I ( p ) should give the same lower bound logn even for a discrete uniform prior p on a grid subset of the parametric space, as long as the grid size is of the order or smaller than n-1/2. Note that the nearest neighbors on the hypercube for the optimal choice m = nl/("+l) also have Hellinger distances of order n-'/', the rate at which n i.i.d. data points can possibly distinguish two probability densities. In other words, what seems essential to both the parametric and the nonparametric case is to find a subclass of densities whose closest elements are n-'/' apart from each other in terms of Hellinger distance.
