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Abstract. We describe a system that provides combined auditory and haptic sen-
sations to simulate walking on different grounds. It uses a physical model that
drives haptic transducers embedded in sandals and headphones. The model rep-
resents walking interactions with solid surfaces that can creak, or be covered with
crumpling material. In a preliminary discrimination experiment, 15 participants
were asked to recognize four different surfaces in a list of sixteen possibilities
and under three different conditions, haptics only, audition only and combined
haptic-audition. The results indicate that subjects are able to recognize most of
the stimuli in the audition only condition, and some of the material properties
such as hardness in the haptics only condition. The combination of auditory and
haptic cues did not improve recognition significantly.
Keywords: physical models, walking sounds, audio-haptic interaction.
1 Introduction
Multimodality is an increasingly common feature of interactive systems. Whilst most
studies focus on the interaction between vision and audition or between vision and
touch, interaction between touch and audition is also strong because of two sources of
sensory information have high temporal resolution. The perception literature contains
many reports of audio-tactile interaction effects, see [1,2,3,4] for examples and surveys,
and there has been studies directed at leveraging audiotactile to enhance interaction with
virtual worlds [5,6,7,8,9,10].
We typically spend a great amount of our waking hours interacting with the world
through our feet, performing simultaneous auditory and haptic probing. However, most
studies, so far, both from the perception and from the virtual reality literature, have
focused on the hands. A notable exception is the work of Giordano et al., who showed
that the feet were also effective at probing the world with discriminative touch, with
and without access to auditory information. Their results suggested that integration of
foot-haptic and auditory information does follow simple integration rules [11].
Almost all haptic device development research is directed at stimulating the hand but
what about the foot? Similarly to research on haptic devices for the hand, the approaches
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to stimulate the foot broadly follow two directions [12]. The force-feedback option has
been explored considering either rolling or ground-referenced devices, e.g., [13,14].
This approach typically involves considerable engineering challenges and cost. The
vibrotactile option has also been explored. There are two possible ways to provide the
signal. Actuators can be embedded in the floor, see [15] for a survey, or they can be
embedded in worn shoes. In the later case, however, to our knowledge, there has been
no attempt up until now to aim for any kind of reproduction fidelity needed for a virtual
reality simulation. Only signaling functions were considered [16,17].
We describe a preliminary study carried out with haptic feedback sandals that em-
ployed a newly introduced broadband vibrotactile transducer. The transducers as well
as the headphone worn by the participants were driven by the same physical model. The
model, presented in greater detail elsewhere [18], is able to represent, for virtual reality
purposes, the kind of interaction that one might expect from stepping on solid surfaces
that may or may not present the characteristics of a creaking material or be covered
by crumpling objects such as dry leaves. Within the auditory modality, this model was
already shown to enable good discrimination among these materials.
Here, we used the same model to drive the haptic simulations in order to investigate
whether the experience of a virtual world may be enhanced by providing haptic feed-
back through the feet. In the present study, the participants passively received sensory
information through touch and audition which is not the condition in which the system
is intended to be used ultimately. Even though sensorimotor coupling was inexistent, as
if another person did the walking for the participants, interesting results were obtained.
2 Simulation Hardware and Software
2.1 Haptic Hardware
A pair of light-weight sandals size 43 was procured (Model Arpenaz-50, Decathlon,
Villeneuve d’Ascq, France). This particular model has light, stiff foam soles that are
easy to gouge and fashion. Two cavities were made in the thickness of the sole to ac-
commodate two vibrotactile actuators (Haptuator, Tactile Labs Inc., Deux-Montagnes,
Qc, Canada). These electromagnetic recoil-type actuators have an operational, linear
bandwidth of 50–500 Hz and can provide up to 3 G of acceleration when connected to
light loads. As indicated in Fig. 1, one actuator was placed under the heel of the wearer
and the other under the ball of the foot. They were bonded in place to ensure good trans-
mission of the vibrations inside the soles. When activated, vibrations propagated far in
the light, stiff foam. In the present configuration, these two actuators were driven by
the same signal but could be activated separately to emphasize, for instance, the front
or back activation, to strike a balance, or to realize other effects such as modulating
different, back-front signals during heel-toe movements.
The sole has force sensors intended to pick the foot-floor interaction force in order to
drive the audio and haptic synthesis. They were not used in the present study. As far as
auditory feedback is concerned, it was delivered through closed headphones (DT 770,
beyerdynamic, Heilbronn, Germany).








Fig. 1. System (one shoe shown). Left: recoil-type actuation from Tactile Labs Inc. The mov-
ing parts are protected by an alumimum enclosure able to bear the weight of a person. Middle:
approximate location of the actuators in the sandal. Right: system diagram showing the intercon-
nections. Here the force signal was not used.
2.2 Audio-Haptic Simulation
This model and its discretization is described elsewhere in detail [19]. The model has
been recently adapted to the audio simulation of footsteps [18]. Here, we used the same
model to drive the haptic and the audio synthesis. It is briefly recalled below.
A footstep sound may be considered to cause multiple micro-impacts between a sole,
i.e., an exciter, and a floor, i.e., a resonator. Such interaction can be either discrete, as
in the case of walking on a solid surface, or continuous, as in the case of a foot sliding
across the floor.
In the simulation of discrete impacts, the excitation is brief and has an unbiased
frequency response. The interaction is modelled by a Hunt-Crossley-type interaction
where the force, f , between two bodies, combines hardening elasticity and a dissipation
term [20]. Let x represent contact interpenetration and α > 1 be a coefficient used to
shape the nonlinear hardening, the special model form we used is
f (x, ẋ) = −kxα −λxαẋ if x > 0, 0 otherwise.
The model described was discretized as proposed in [21].
If the interaction called for slip, we adopted a model where the relationship between
relative velocity v of the bodies in contact and friction force f is governed by a differen-
tial equation rather than a static map [22]. Considering that friction results from a large
number of microscopic damped elastic bonds with an average deflection z, a viscous
term, σ2v, and a noise term, σ3w, to represent roughness, we have
f (z, ż,v,w) = σ0z+ σ1ż+ σ2v + σ3w.
The force specified by these models is applied to a virtual mass which produces a dis-
placement signal that is then processed by a linear shaping filter intended to represent
the resonator.
Stochastic parameterization is employed to simulate particle interactions thereby
avoiding to model each of many particles explicitely. Instead, the particles are assigned
a probability to create an acoustic waveform. In the case of many particles, the interac-
tion can be represented using a simple Poisson distribution, where the sound probability
is constant at each time step, giving rise to an exponential probability weighting time
between events.
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We used this approach to model both solid and aggregate surfaces. A solid surface
is represented by an impact and a slide. The impact model alone was used to recreate
the sound and the feel produced when walking on wood. The friction model was tuned
to simulate walking on creaking wood. To simulate walking on aggregate grounds, we
used a physically informed sonic models (PhiSM) algorithm [23]. The synthesis was
tuned to simulate snow and forest underbrush.
These algorithms were implemented as an extension to the Max/MSP platform1 to
drive both the auditory and haptic feedback.
3 Preliminary Evaluation
We conducted a within-subjects experiment whose goal was to assess the ability of sub-
jects to recognize the surfaces they were exposed to using auditory and haptic stimuli,
and a combination of both. The experiment entailed asking three groups of fifteen par-
ticipants to passively experience the stimuli described in the previous section. The first
group received the haptic stimuli only, the second the audio only, and the third the com-
bined stimuli. The synthesis was tuned to evoke four different surfaces: wood, creaking
wood, snow, and underbrush. Participants had to select in a list of sixteen different ma-
terials one that matched best their experience. They also rated the realism and quality
of their experience on a seven-point Likert scale.
Procedure: The participants were asked to wear the sandals, and the headphones de-
scribed in the previous section, and to sit in a chair. In the condition with haptics only
they wore earplugs and sound protection headsets. Participants were asked to recognize
the stimuli they were exposed to. They were given a list of sixteen options, made of
fifteen materials: wood, creaking wood, underbrush, snow, frozen snow, beach sand,
gravel, metal, high grass, dry leaves, concrete, dirt, puddles, water, and carpet plus an
additional “I don’t know” option. The materials were chosen in order to cover a large
set of solid and aggregate materials, which could represent realistic walking surfaces
with characteristics similar to the ones simulated. The reason to add the “I don’t know”
option was in order to allow subjects to express their complete uncertainty in the recog-
nition of materials, which would not have been possible using forced choices. Each
of the four simulated surfaces were presented twice in a randomized order. When pre-
sented one of the four stimuli, participants had to match it to one in the list and rated the
realism and quality of the simulations. At the conclusion of the experiment, participants
were asked to leave comments.
Participants: The forty five volunteers (students and faculty at the Engineering college
of Copenhagen; 31 men and 14 women; average age =24.5, sd=4.6) were randomly as-
signed to one of the three groups (audio only, haptic only or audio-haptic) for a total of
15 participants per condition. None reported hearing problems or other sensory impair-
ments. In order for the size of sandals not to affect performance, subjects wore shoes
sizes from 41 and 45 (as mentioned before, the sandals were size 43).
1 www.cycling74.com
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Results and discussion: Table 1 shows the confusion matrices produced by the three
groups.






WD CW SW UB — FS BS GL MT HG DL CC DR PD WT CP
WD 6 2 4 1 2 5 2 6 2
CW 11 2 4 5 5 2 1
SW 1 13 3 3 2 4 1 2 1
UB 1 2 4 10 2 8 1 2
WD 11 1 1 1 11 1 1 1 1 1
CW 1 27 2
SW 23 3 2 2
UB 2 20 1 2 1 1 3
WD 13 1 1 9 1 1 3 1
CW 29 1
SW 23 2 3 2
UB 2 16 6 4 2
Legend: WD wood CW creaking wood
SW snow UB underbrush
— don’t know FS Frozen snow
BS beach sand GL Gravel
MT metal HG High grass
DL dry leaves CC concrete
DR dirt PD puddles
WT Water CP carpet
From the results, it can be noticed that haptic cues alone gave the subjects the pos-
siblity to recognize surfaces categories but with poor fine discrimination. This is the
case for the wood simulation that was easily confused with metal, concrete or dirt. A
solid surface was not confused with aggregates such as snow, underbrush, grass or with
soft surfaces such as puddles or carpet. Recognition rates with audio stimuli were much
higher as seen in the corresponding dominant diagonal. The audio simulation of wood
still caused some confusion as seen in the numerous ‘don’t know’ answers that were
not present with the haptic experience. The small number of confusions was mostly
among the aggregates. When the two stimuli (identical at the signal level) were deliv-
ered simultaneously, performance was not necessarily better as if conflict was created;
such phenomenon is noticeable during the presentation of simulated underbrush. What
is quite interesting is that a similar phenomenon occurs during the multimodal iden-
tification of real materials [11] (full report forthcoming). In both haptic and auditory
modality, the friction simulation was an important cue which facilitated the recognition
of creaking wood.
Table 2 shows the degree to which participants judged the realism and quality of the
experience. The degree of realism was calculated by looking only at that data from correct
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Table 2. Average realism and quality scores from a seven-point Likert scale
realism quality
wood creaking snow underbrush wood creaking snow underbrush
haptics 3.3 4.3 4.8 3.2 2.8 4.0 4.2 4.3
audio 1.8 3.5 5.2 5.5 3.2 3.8 5.1 4.9
combined 3.3 3.6 5.3 4.6 4.0 4.7 5.2 4.6
answers, i.e., when the surfaces were correctly recognized. As far as the quality judge-
ment is concerned, the data was based on all the answers different from ‘don’t know’.
Overall, the aggregate surfaces were considered as more realistic and with a higher
quality than the solid surfaces. In all conditions, the addition of the creaking sound to
the simulation of wood increased both the rated quality and the realism.
4 Conclusions and Future Work
We described a system able to simulate the auditory and haptic sensation of walking
on different materials and presented the results of a preliminary surface recognition
experiment. This experiment was conducted under three different conditions: auditory
feedback, haptic feedback, and both.
By presenting the stimuli to the participants passively sitting in a chair, we intro-
duced a high degree of control on the stimulation. However, this method of delivery is
highly contrived since it eliminates the tight sensorimotor coupling that is natural dur-
ing walking and foot interaction. It is true for the auditory channel, but even more so
for the haptic channel. In spite of these drastically constrained conditions, performance
was surprisingly good.
We are currently running follow up experiments allowing subjects to walk in a con-
trolled laboratory, where their steps are tracked and used to drive the simulation. We
believe introducing a higher level of interactivity will significantly enhance the recog-
nition rates as well as the perceived quality and realism of the simulation.
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