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Abstract 
The performance of classification algorithms with highly imbalanced streaming data depends upon efficient balancing strategy. Some techniques 
of balancing strategy have been applied using static batch data to resolve the class imbalance problem, which is difficult if applied for massive 
data streams. In this paper, a new Piece-Wise Incremental Data re-Balancing (PWIDB) framework is proposed. The PWIDB framework combines 
automated balancing techniques using Racing Algorithm (RA) and incremental rebalancing technique. RA is an active learning approach capable 
of classifying imbalanced data and can provide a way to select an appropriate re-balancing technique with imbalanced data. In this paper, we 
have extended the capability of RA for handling imbalanced data streams in the proposed PWIDB framework. The PWIDB accumulates previous 
knowledge with increments of re-balanced data and captures the concept of the imbalanced instances. The PWIDB is an incremental streaming 
batch framework, which is suitable for learning with streaming imbalanced data. We compared the performance of PWIDB with a well-known 
FLORA technique. Experimental results show that the PWIDB framework exhibits an improved and stable performance compared to FLORA 
and accumulative re-balancing techniques. 
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1. Introduction 
Automated balancing strategy for highly imbalanced data streams is an important research focus area in Machine Learning 
(ML). A dataset is considered imbalanced if one of its classes exhibits a considerable dominance over the other class [1]. Thus, an 
Imbalance Ratio (IR) of over 50:1 (majority: minority) for any binary class problem would be considered as highly imbalanced 
[2]. It will result in adverse predictions of classification tasks [3, 4]. The researchers in [5] re-iterated that a good re-balancing 
technique will solve the class imbalance problem. In fulfilling the requirement to resolve the problem of class imbalance, popular 
ML techniques such as ubBalance in R [6], toolkits in Weka [7] and scikit-learn in Python [4], have the preprocessing capabilities 
to implement solutions in automated systems. Researcher [6] used some kind of automatically searching techniques to optimise 
the data and proposed a proper data re-balancing technique such that it could maximise the classifier performance. Moreover, the 
process of adapting to select an appropriate re-balancing technique would resolve the overarching research question on “how to 
push the boundaries of detection problems, for example, fraud prediction on the underrepresented minority class?” [8]. Racing 
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Algorithm (RA), an active learning technique, provides partial data querying and a faster reduction of uncertainty by selecting a 
technique in the learning process [9]. Similarly, Automated re-balancing using RA provides a faster reduction of uncertainty by 
selecting an appropriate re-balancing technique with imbalanced data [6]. However, the literature suggests that most of the 
automated re-balancing solutions are available for static Batch data [10], i.e., when all data are available and re-balanced them as 
Batch. In real-time, the data is not static, and we need adaptive systems to deal with imbalanced data streaming problems [11]. 
Also, in addressing the challenges of imbalanced learning, re-sampling the data stream is one of the two popular strategies as 
compared with feature selection techniques [11]. Moreover, the researchers [12] suggested that the re-sampling strategy should be 
based on active learning [9] to handle imbalanced data streams. Therefore, it is one of the aims of this paper to extend the capability 
of RA as an automated data re-balancing technique to handle data streams in the proposed framework. We hypothesise that an 
automated balancing strategy is suggested to improve the predictive performance of ML techniques while working with a highly 
imbalanced and massive dataset in an incremental learning environment.  
In the classical batch ML framework, all the data is simultaneously accessed [13] in a single “static learning” batch [10]. The 
static batch learning draws criticism on missing the tasks of adapting to the upcoming minority class concept changes in the data 
distribution. In overcoming the static batch limitation, researchers [14] used the concept of data streams in the form of data chunks 
to batch process the ordered sequence of transactions that arrive and accumulated within a window of time [14]. In general, data 
stream mining research falls into two categories: instance-incremental processing [15-17] and batch-incremental processing [14, 
16-18]. In the instance-incremental processing framework, each processing is designed to handle one instance at a time [13, 16, 
17]. In a batch-incremental framework, all the data is processed incrementally in batches [19]. Currently, many organisations have 
developed devices and applications to track customer behaviours, such as using call logs, spending behaviour, and other activities 
that happen continuously daily [13, 17]. 
Similarly, real-time transactions follow non-stationary [20] and a sequential pattern [21], which evolves because of seasonality 
and new activities [22]. Therefore, learning from evolving data streams is imminent [5].  Also, when the data streams become 
highly imbalanced, the frequency of minority class could become less and less frequent, resulting in an enormous IR [23].  
The ML classification techniques learning to classify imbalanced data streams require data to be re-balanced. The data re-
balancing techniques should dynamically adapt to make the data balanced between normal and abnormal class [24]. The application 
of adaptive balancing technique (also termed as re-balancing technique) as active learning [12] [9] approach will make the 
classification technique to be adaptive for imbalanced data streaming [25] to lowering IR in data streams and also derive consistent 
and better prediction tasks. However, the application of dynamic automated re-balancing techniques for imbalanced data streams 
has not been discussed much [10]. This is, therefore, the focus of this paper by addressing the needs of dynamically dealing with 
imbalanced data streams using batch-incremental processing. 
In this paper, we propose a new streaming batch framework for massive data streams by implementing the concepts of capturing, 
preserving, and incrementally relaying the re-balanced data. The underlying technique is to adapt to the real-time IR changes and 
the changes in class prior probabilities for highly imbalanced data streams. In the proposed framework, the learner, when trained 
with incremental re-balancing data of the previous stream along with upcoming imbalanced instances in the streaming batch, would 
be able to handle the imbalanced issue in data streams. In generating the proposed Piece-Wise Incremental Data re-Balancing 
(PWIDB) framework, this paper integrates our hypothesis of automated data re-balancing techniques for streaming batch data and 
the concept of incremental re-balancing. This is a novel usage of automated data re-balancing techniques by extending the 
capability of RA to handle data streams in the proposed framework.  
2. Related Work 
With the dynamic nature of imbalanced data streams, the learning techniques need to adapt to capture the concept and improve 
intelligence. Random Forest (RF) is a popular ensemble technique for imbalanced data stream classification problems [13]. Also, 
tree ensembles are popular for incremental online learning due to their high accuracy, simplicity, and parallelisation capability 
[26]. Also, RF with Random Under-Sampling (RUS) balancing technique is proven to be scalable and capable of classification 
with highly imbalanced massive datasets [4]. Besides, RF with Synthetic Minority Over-sample Technique (SMOTE) is considered 
as the best technique for the European Credit Card (ECC) dataset [6] (the datasets used in our experiments). Moreover, RF has 
shown significant superiority of predictions in data streaming as compared to SVM and Neural Networks [10]. 
Researchers [14] proposes preprocessing techniques based on SMOTE to deal with imbalanced data streams. These techniques 
use minority class data to update the learner incrementally [8]. However, the literature is limited to incremental algorithms to 
manage finite datasets [14]. Data streams are an unbounded sequence of instances that are not given beforehand but become 
available sequentially or in the form of data chunks as the stream progresses [14]. Incremental learning builds up knowledge from 
online streaming data to make informed future predictions [27]. In data streams, large Batch sizes are computationally prohibitive 
[28]. The conventional automated re-balancing technique depends on the perspective of selecting the re-balancing technique 
automatically using some techniques like RA [5, 29]. This re-balancing strategy process will dynamically select appropriate re-
balancing technique to re-balance the datasets. 
When we study some of the relevant researchers work for the frameworks available for data streams to handle incremental 
learning tasks, the researchers [27] used the Adaptive Incremental Learning (ADAIN) framework for continuous stream data to 
represent the learning capability of each data chunk. Also, the ADAIN framework capture previous acquired knowledge ht-1 
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(hypothesis at t-1) to apply to the new data chunk to improve the learning capability of misclassified instances. Moreover, since 
the concept of imbalance data stream changes over time, researchers [30] proposed a “learning framework for data streaming 
imbalanced classification” problem, where they use time decayed function to capture IR with the imbalanced data streams 
dynamically. The researchers [31] used imbalance factor estimation with optimal reservoir size as an approach for dynamic 
rebalancing to handle imbalanced data.  Some good results have been achieved, but can still be improved further by including the 
instances from the resampling techniques; and also include automated rebalancing strategy to actively select rebalancing technique. 
From our literature review, the automated data re-balancing strategy is proved to work with static batch data. Besides, RA has 
the features of providing a faster reduction of uncertainty to select an appropriate technique with imbalanced data [9]. However, 
an automated rebalancing strategy is not yet implemented for the data streaming environment [10]. Therefore, we still need to 
examine further how well the incremental re-balancing is implemented in an automated strategy. There is also a lack of an 
appropriate framework that can address the needs of handling highly imbalanced data streams using dynamic and automated re-
balancing strategy which is stable and consistent. This is therefore the aim of this paper in proposing a new framework to address 
this gap. 
3. Proposed PWIDB framework Methodology 
To demonstrate the proposed PWIDB framework, we focused on creating an environment to implement the incremental re-
balancing technique with a compatible classifier technique to work in a streaming batch system.  
In order to explain the proposed PWIDB framework, we highlight a learning scenario of imbalanced classification problem in 
an incremental streaming batch system. The feature vectors instance ds1, ds2,..., dsn are received in a chunk of Data Stream DSj at 
time j. When the stream of data chunks DSj, DSj+1 are highly imbalanced with Imbalance Ratio (IR) Ij, Ij+1,…, as calculated by Eq. 
(1), we usually apply an automated data re-balancing technique ‘b’ from the available re-balancing techniques to re-balance the 
datasets. The re-balancing techniques available in RA are Under-balancing, SMOTE, Over-balancing, Tomek link, One Side 
Selection (OSS), Edited Nearest Neighbour (ENN), Condensed Nearest Neighbor (CNN), Neighbourhood Cleaning Rule (NCL), 
and No Sampling. Given that RA has not been implemented in a data stream environment, this implementation is a novel 
application in this proposed framework. 
                                                    Imbalance Ratio 𝐼𝐼𝐼𝐼 (𝑗𝑗,   𝑐𝑐,   𝑝𝑝)  ←
𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑠𝑠𝑚𝑚𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠
𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑗𝑗𝑜𝑜𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠                                                                 (1) 
As soon as we receive the data stream, we perform the data split for training Dj and for test Tj from the set of instances from 
(dsi, dsi+1,...,dsj) DS at time j. Later, we re-balance the training data, Dj. Then, we select a classifier technique ‘C’ (RF) and the 
performance metric ‘p’ (AUC or F1). Next, generate classification models for ‘C’ on re-balanced data. Later, apply the model on 
test dataset Tj, and then calculate the prediction output PO for the performance metric ‘p.’  
The incremental re-balancing technique in PWIDB is designed by the formulation of the following steps (also shown in Figure 
1). In the proposed framework, the re-balancing technique ‘b’ is applied to the training dataset (Dj) of a specific stream of data 
chunk DSj. As a result, re-balanced data Rj at time j is derived. During the process of derivation, suitable technique ‘b’ is selected 
using Ø, to apply on the combined training data of current stream Dj and previous stream re-balanced data Rj-1, using eq. (2). 
𝐼𝐼 (𝑗𝑗,   𝑐𝑐,   𝑝𝑝) = Ø (𝐷𝐷𝑏𝑏 (𝑗𝑗,   𝑐𝑐,   𝑝𝑝) + 𝐼𝐼 (𝑗𝑗−1,   𝑐𝑐,   𝑝𝑝)) 
𝑏𝑏 = 1, 2, … , 9 
                                                                            𝐼𝐼 (𝑚𝑚,   𝑐𝑐,   𝑝𝑝) = 0 where 𝑛𝑛 ≤ 0                                                                                 (2) 
Where process Ø selects the most suitable re-balancing technique ‘b’ based on statistical significance using the Friedman test. 
During this process, Ø  search for technique ‘b’ which leads to stable classification prediction output PO with minimum 
classification error ‘ ~ 0’. 
Classification models Mj, Mj+1,…, are generated by choosing a classifier technique ‘C’ and the performance metric ‘p’ value for 
each re-balanced data Rj (j,c,p) at time j. Select the model Mj with minimum classification error ‘ ~ 0’. 
                                                                          𝐼𝐼 (𝑗𝑗,   𝑐𝑐,   𝑝𝑝) → 𝑀𝑀𝑗𝑗                                                                                                       (3) 
To access the effectiveness of the balancing performance, we apply the model Mj on the test dataset Tj at time j and calculate 
the prediction output POj for the performance metric ‘p.’  
                                                                               𝑇𝑇 𝑗𝑗,𝑀𝑀𝑗𝑗 → 𝑃𝑃𝑃𝑃𝑗𝑗                                                                                                       (4) 
The PWIDB framework, as presented in the above steps, can automatically select a suitable re-balancing technique from eq. 
(2), and the hypothesis is to minimise the IR Ij from equation (1). The re-balanced data combined for the current stream Dj and 
previous stream Rj-1 from eq. (2), will generate an optimised model Mj for ‘C,’ with minimum classification error ‘ ~ 0’ from eq. 
(3) especially for highly imbalanced data streams DSj. This process will derive stable prediction output POj from eq. (4) as 
compared to POj-1, and provide a stable and consistent performance metric ‘p.’ 
The main characteristics of the proposed PWIDB framework are as follows. 
 The incremental data re-balancing technique uses previously acquired re-balanced data as knowledge (to capture, preserve and 
incrementally relay the re-balanced data to adapt to the real-time IR) and to derive the best approximation classification model 
from improving prediction accuracy at time j. 
 The incremental re-balancing technique at time j (re-balanced data value Rj) helps to improve learning at time j+1. 
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 With streaming batch learning models as learning improves, the technique derives stable prediction output POj at time j. 
 The framework of PWIDB is built on the following options: i) the classification technique ‘C’ used (RF), ii) re-balancing 
techniques ‘b’ used (Under, SMOTE, Over, Tomek link, OSS, CNN, ENN, NCL, and No Sampling), iii) incremental approach 
used (Update), iv) performance metrics ‘p’ used (AUC-ROC, F1) and v) the number of models used in the ensemble (M). 
Fig. 1. Steps in the proposed PWIDB framework. 
4. Experiments 
In the experiments, we implemented the proposed PWIDB framework to highlight the unique features of incremental re-
balancing to lower the IR for the streaming highly imbalanced datasets, and automated rebalancing as a quicker way to reduce 
uncertainty in the learning process. In demonstrating the proposed framework’s ability to handle binary class imbalanced data 
streams effectively, experiments are carried out to compare the performance of the AUC-ROC and F1 metrics (which are 
commonly used to deal with similar problems). F1, which is Harmonic Mean (HM) of precision and recall, is more appropriate for 
the successful separation between minority and majority [4, 32]. AUC-ROC is a suitable metric to deal with highly imbalanced 
datasets [10]. A highly imbalanced ECC dataset and imbalanced UCI Adult dataset are used to justify the usability of PWIDB. We 
compared the performance of PWIDB with a well-known FLORA technique [33]. In evaluating the classifier performance in the 
data stream environment, we used the last batch score [18] to capture the concept in the stream [16] and the average score to show 
the significance of the average performance of the technique. 
 Does previous  stream 
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 Increment rebalanced training data of previous stream Testing data of previous stream
Combine training data of current window  +   Rebalanced 
training data of previous window
Consider the data window
Training Data Testing Data
Apply an automated re-balancing technique selection 
process
Select the suitable re-balancing technique based on  its statistical significance,  and its contribution towards the 
classifier technique error rate, and the performance metric output
Record the performance metric for each re-balancing technique along with the new rebalanced data and new IR
Train the model with the new rebalanced data
Test the model on Testing data of current window        
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4.1. Datasets 
This study focused on binary classification. We conducted experiments on real-world highly imbalanced European Credit Card 
(ECC) [34] dataset consists of anonymised 284,807 transactions with an IR of 1:578, and 0.17% or 492 of fraudulent transactions. 
The total number of features is 30, and a target feature ‘Class’ represented with the value 1 in case of fraud and 0 for the legitimate 
or non-fraud transaction. The UCI Adult dataset is used in other data streaming research [35, 36] which has 45,222 instances, with 
IR of 1:3.03 and minority instances of 11,208. The total number of features is 14, and a target feature ‘Class’ represented with the 
value 1 in case of income over 50K and 0 for income less than equal to 50k. 
4.2. Dealing with imbalanced data 
As discussed earlier in the introduction and related work sections, we have explored various re-balancing techniques and 
frameworks available to mitigate the problem of class imbalance. Random Under-Sampling (RUS) [4, 37], Random Over Sampling 
(ROS) [37], SMOTE [6, 8, 14, 38], Tomek link [39], Condensed Nearest Neighbor (CNN) [40], One side Selection (OSS) [41], 
Edited Nearest Neighbor (ENN) [42] and Neighborhood Cleaning Rule (NCL) [43] are some of the available re-balancing 
techniques. In our work, to deal with the imbalanced data problem, we implemented an automated re-balancing strategy using the 
RA [6]. RA is implemented in two coupled phases. In the first phase, RA runs all the above-listed eight re-balancing techniques in 
parallel for a subset (approximately 10%) of a given dataset. In the second phase, RF is run in parallel on re-balanced data for each 
re-balancing technique to derive prediction output. The rationale is to select an optimal re-balancing technique based on statistical 
significance using the Friedman test, which can boost classification technique prediction output, with minimal error rate. 
The PWIDB framework will use re-balanced data to generate classification models and derive prediction outputs. Also, the 
PWIDB framework preserves the re-balanced data for each incremental streaming data window, relay, and apply to the new data 
stream chunk to improve the learning capability of classification techniques. The hypothesis is that incremental data re-balancing 
will reduce the impact of highly imbalanced data IR and mitigate the class imbalance problem in data streams. 
4.3. Experimental Setup 
We ran experiments using R 3.4.1 and RStudio 1.0.153 software. For the streaming batch experiments on both ECC and Adult 
datasets, for each dataset, we distributed the entire dataset into eight windows. Later, we accumulate every window’s data to a 
subsequent window to represent data streaming. The derivation of the optimal window size is based on the number of streams 
received each day. If there is ‘n’ number of transactions or instances a day, and the window size ‘ws’ should n/w, where ‘w’ number 
of windows required for the framework. If we consider an example derivation, a fraud detection system has received 160,000 
instances in a day [22]. Therefore, n=160,000. If we want a classification system model to be updated every 3 hours, then the 
number of windows ‘w’=8. Hence, window size ‘ws’=160,000/8= 20,000. In this streaming batch process, each window of data 
will be distributed as 90% for training the RF model, and the rest 10 % data used for the blind test [44]. We performed 3-fold cross-
validation for generating the prediction models on each of the datasets. 
4.4. Experiments 
To extend the RA for used in the proposed PWIDB framework for data stream environment, we initially tested an automated 
re-balancing strategy using RA in static batch mode (which is a commonly used approach to deal with imbalanced data). For a 
comparative study, we conducted experiments on original data without applying a re-balancing strategy in static batch mode, before 
conducting experiments for streaming batch. 
4.4.1. Automated re-balancing strategy – Static Batch mode 
For the Batch mode implementation, we ran a few controlled iterative experiments on the ECC dataset using RA and RF. The 
purpose of this experiment is to demonstrate the capability of RA by showing the comparison study between the results generated 
from RF using RA and without using RA for static batch mode. For the RF classification algorithm, using a forest of 100 trees is 
a conventional hyper-parameter number for various applications [45]. In resolving the optimisation problems for the algorithm 
design choices, we have tuned the algorithmic specific parameters, and this process will derive the best performance [46]. We 
implemented a controlled experimental technique and optimised parameter selection for RA and RF. The parameters required for 
RA are (Perc Over – a percentage of over-sampling, Perc Under- percentage of under-sampling), K- k nearest neighbour’s). In 
tables 1 and 2, we listed the best results of the independent experiments each for AUC-ROC and F1 metrics. 
Similarly, we depicted the experimental results in Figures 2 and 3. Also, we ran a second set of experiments just by using the 
RF without re-balancing the dataset. We listed the RF experiments results in the last column of tables 1 and 2 each for AUC-ROC 
and F1 metrics. The main intention with static batch experiments is purely to prove that RA is a good technique and will be selected 
to be used in the PWIDB as an “automated re-balancing strategy” in later Subsections.  
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Table 1. AUC-ROC result for ECC dataset – BATCH LEARNING (Rebalanced data using RA for RF vs. non-RE-balanced data for RF). 



















New IR RF with RA - 
AUC 
RF without 
RA - AUC 
1 284807 275 275 100 no. of trees SMOTE 1296 2376 1.8 0.9917 0.9740 
2 284807 275 275 75 no. of trees SMOTE 1296 2376 1.8 0.9916 0.9659 
3 284807 275 275 60 no. of trees SMOTE 1296 2376 1.8 0.9924 0.9660 
4 284807 275 275 50 no. of trees SMOTE 1296 2376 1.8 0.9921 0.9661 
5 284807 275 275 25 no. of trees SMOTE 1296 2376 1.8 0.9919 0.9579 
                                           Prediction Average 0.9917 0.9660 
Table 2. F1 result for ECC dataset – BATCH LEARNING (Rebalanced data using RA for RF vs. non-RE-balanced data for RF). 






















RA – F1 
RF without 
RA – F1 
1 284807 300 300 5 1000 no. of trees ROS 2160 255894 119 0.8908 0.8889 
2 284807 300 300 5 900 no. of trees ROS 2160 255894 119 0.8908 0.8889 
3 284807 300 300 7 800 no. of trees & K value ROS 3024 255894 85 0.8908 0.8889 
4 284807 300 300 7 700 no. of trees & K value ROS 3024 255894 85 0.8908 0.8889 
5 284807 300 300 7 75 no. of trees & K value ROS 3024 255894 85 0.8814 0.8793 
6 284807 300 300 7 50 no. of trees & K value ROS 3024 255894 85 0.8814 0.8696 








Fig. 2. AUC-ROC for Static Batch Learning; Fig. 3. F1 Score for Static Batch Learning. 
4.4.1.1. Discussions 
The experimental results (Table 1 and Figure 2) reveal that RF can classify well when the data is re-balanced using RA and has 
generated the AUC-ROC of 99% with the SMOTE re-balancing technique. On the contrary, RF on non-re-balanced data could 
make an average AUC-ROC of 97%. Similarly, the results, as depicted in Figure 3, reveal that RF with re-balanced data achieved 
stable F1 of 89.1% as compared to results of 88.9% with a non-re-balanced data technique. The experiment results show that the 
automated re-balancing strategy has improved the prediction results as compared to results with non-re-balanced data experiments. 
Besides, the results are convincing that RA works well in static Batch mode, which agrees to those reported in the literature [6]. 
4.4.2. Accumulative Non-Rebalanced (ANR) technique– streaming batch 
Since data in real-time is not static, we conducted the next set of experiments for streaming batch data on both ECC and Adult 
datasets. The purpose of this part of the experiments is to validate that the two datasets can be used in simulating streaming batch 
data as used in prior research by other researchers [35, 36]. In the general scenario of online learning, we accumulate the data in 
streaming batch; for this reason, we have used well known FLORA technique. FLORA is a supervised accumulative learning 
technique that uses streaming windows of both positive and negative instances of the target class of data to track changes over time 
[33]. It is noted that the FLORA technique does not perform data re-balancing during the training in the data streams. For our 
experimental purposes, to have similar naming conventions with other techniques in this paper, we re-name FLORA as the 
Accumulative Non-Rebalanced (ANR) technique – streaming batch. We conducted the first set of streaming batch experiments on 
both datasets using ANR technique. These experiments also validate whether RF is a suitable technique for streaming data 
environments. 
4.4.2.1. Discussions 
The results for the ANR technique, as shown in Table 3, have improved the performance of RF models in streaming batch over 
batch learning, as discussed in the earlier section. It is worth noting that the results presented here are not directly compatible as 
those presented in the static batch mode. However, these experimental results reveal that RF can work well in streaming batch 
mode as well. The results of F1 show 88.4% (in Table 2) for Batch without RA and 91.2% (in Table 3) for the ANR technique. 
The results of AUC-ROC show 96.6% (in Table 1) for batch without RA and 97.6% (in Table 3) for the ANR technique.  
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Table 3. AUC-ROC and F1 for streaming predictions (Accumulative Non-Rebalanced)-ECC dataset. 
  Train & Validation (90%) Test (10%) 
Window Size Minority Majority IR Minority Majority AUC F1 
1 50000 137 44863 327.5 11 4989 1.0000 0.9000 
2 100000 205 89795 438.0 18 9982 0.9690 0.9412 
3 140000 245 125755 513.3 19 13981 0.9705 0.9444 
4 180000 337 161663 479.7 27 17973 0.9788 0.9231 
5 200000 357 179643 503.2 28 19972 0.9600 0.9057 
6 220000 376 197624 525.6 30 21970 0.9625 0.9123 
7 250000 424 224576 529.7 34 24966 0.9812 0.8889 
8 284807 455 255871 562.4 37 28444 0.9837 0.8824 
Prediction Average 0.9757 0.9122 
4.4.3. Accumulative Re-balanced (AR) technique– streaming batch 
This part of the experiment is to demonstrate the use of an automated balancing strategy to enhance the accumulative technique. 
The automated balancing strategy providing a faster reduction of uncertainty to select an appropriate technique with imbalanced 
data streams is a significant part of the proposed PWIDB framework. To the best of our knowledge, the RA has only been 
implemented for automated balancing strategy in static batch data (similar to the experiments are shown in sub-section 4.4.1) and 
has not been applied in any incremental streaming batch nor for the incremental online learning [10]. For this reason, we investigate 
whether RA can be used for a data streaming environment. We conducted the second set of experiments using RF on re-balanced 
dataset while applying RA. We name this technique used in this part of the experiment as the Accumulative Re-balanced (AR) 
technique– streaming batch.  
Table 4. AUC-ROC for streaming predictions (Accumulative Re-balanced)- ECC dataset. 
 Train & Validation (90%) Test (10%) 








Minority Majority AUC 
1 45000 137 44863 327.5 SMOTE 548 1027 1.9 11 4989 0.9998 
2 90000 205 89795 438.0 SMOTE 1435 6150 4.3 18 9982 0.9678 
3 126000 245 125755 513.3 SMOTE 1715 7350 4.3 19 13981 0.9777 
4 162000 337 161663 479.7 SMOTE 2359 10110 4.3 27 17973 0.9684 
5 180000 357 179643 503.2 SMOTE 2499 10710 4.3 28 19972 0.9662 
6 198000 376 197624 525.6 SMOTE 1128 1504 1.3 30 21970 0.9686 
7 225000 424 224576 529.7 SMOTE 1272 1696 1.3 34 24966 0.9754 
8 256326 455 255871 562.4 SMOTE 1365 1820 1.3 37 28444 0.9798 
Prediction Average 0.9755 
Table 5. F1 for streaming predictions (Accumulative Re-balanced)- ECC dataset. 
 Train & Validation (90%) Test (10%) 








Minority Majority F1 
1 45000 137 44863 327.5 ROS 274 44863 163.7 11 4989 0.9000 
2 90000 205 89795 438.0 ROS 410 89795 219.0 18 9982 0.9412 
3 126000 245 125755 513.3 ROS 490 125755 256.6 19 13981 0.9444 
4 162000 337 161663 479.7 ROS 674 161663 239.9 27 17973 0.9231 
5 180000 357 179643 503.2 ROS 714 179643 251.6 28 19972 0.9057 
6 198000 376 197624 525.6 ROS 752 197624 262.8 30 21970 0.9123 
7 225000 424 224576 529.7 ROS 848 224576 264.8 34 24966 0.9063 
8 256326 455 255871 562.4 CNN 455 255594 561.8 37 28444 0.8824 
Prediction Average 0.9144 
4.4.3.1. Discussions 
The results for Accumulative Re-balanced (AR) - streaming batch experiments are shown in Tables 4 and 5. The results reveal 
that the predictions with AR are more stable as compared to ANR as presented in sub-section 4.4.2. The results of F1 show the 
improvement from 91.22% for ANR to 91.44% for the AR technique. The results of AUC-ROC show comparable results for ANR 
and the AR technique. Moreover, the results, as depicted in Figure 4 and Figure 5 for AUC-ROC and F1, reveal that the AR 
technique has shown more stable results in stream prediction as compared to ANR. The stability of the results from windows to 
windows is important for streaming data as this can ensure that the accumulating effect given very long streaming of imbalance 
data can be minimised. These experimental results are not purely to compare AR with ANR. The intention is to justify that RA can 
work in streaming batch to provide more stable results, and thus can be used in the proposed PWIDB framework. Moreover, the 
prediction average of both ANR and AR streaming batch techniques AUC-ROC of 97.6% and F1 of 91% are stable and consistent 
as compared to average Batch data prediction AUC-ROC of 96.6% and F1 of 88.4% (from Table 1 and 2). Since AR streaming 
batch techniques has given stable predictions, we implement our proposed PWIDB framework next and study the significance of 
incremental data re-balancing on data streams. 
 
 
 Rafiq Ahmed Mohammed  et al. / Procedia Computer Science 176 (2020) 818–827 825
8 Author name / Procedia Computer Science 00 (2020) 000–000 
Fig. 4. AUC-ROC; Fig. 5.  F1 - Accumulative (Non-Re-balanced), Accumulative Re-balanced & Incremental Re-balanced (PWIDB) for ECC data stream. 
4.4.4. Piece-Wise Incremental Data re-Balancing (PWIDB) framework – streaming batch 
In this subsection, we implemented the proposed PWIDB as described in section 3 on two datasets: the ECC dataset and the 
Adult dataset. We evaluated the classifier performance using both AUC-ROC and F1 metrics. In this experiment, we studied the 
impact of IR and how the incremental re-balancing technique will assist in classifying data streams with imbalanced data 
distributions. 
4.4.4.1. ECC dataset - Experiments and Discussions 
The experimental results, as shown in Tables 6, 7, and 8, reveal that the proposed PWIDB framework has enhanced the 
performance of the classification models and improved the average prediction results. The results, as depicted in Table 6 and Figure 
4, indicate that with incremental re-balancing technique’s AUC-ROC values are stable with an average prediction of 98.5% as 
compared to ANR and AR techniques AUC-ROC of 97.5% (from Table 3 and 4). With the PWIDB framework, the concept is 
captured from the previously acquired knowledge (j-1) with the increments of imbalanced data to the streaming batch. The classifier 
technique learns to improve prediction with new hypothesis Hj at Time j. For example, from window W5 onwards, the technique 
grew the prediction value of 98.4% to 99.3% in window W8. Similarly, the experimental results for the F1 performance metric (see 
Tables 7 and 8, and Figure 5) reveal that PWIDB maintained stable average predictions for F1 of 91.7% as compared to AR 
techniques with average F1 of 91.4%, as discussed in an earlier section (see Table 5). On the contrary, the ANR technique AUC-
ROC of 96.2% (from Table 3) in Window 6 is lowest in the stream when IR is maximum over 1:525. Whereas, PWIDB 
comparatively could able to achieve AUC-ROC of 98.4% (from Table 6) in Window 6 because of incremental rebalancing and by 
lowering IR to meagre 1:2.4. 
From our analyses, the PWIDB framework using incremental re-balancing windows provide stable predictions, and when the 
IR in a stream is lower after applying the re-balancing techniques. It is evident from Table 6 when working with highly imbalanced 
ECC dataset, the new IR after using the re-balancing technique and, when dropped to below 2, the AUC-ROC value is closer to 
100% (in-stream windows W1 and W8). When the IR increased to 4.3 (in W2), the AUC dropped to 98.16%.  
Table 6. AUC-ROC for Incremental Re-balancing (PWIDB)- ECC dataset. 
 Train & Validation (90%) Test (10%) 










1 45000 137 44863 327.5 SMOTE 548 1027 1.9 11 4989 0.9998 
2 46575 616 45959 74.6 SMOTE 4312 18480 4.3 18 9982 0.9816 
3 58792 4352 54440 12.5 SMOTE 30464 130560 4.3 19 13981 0.9775 
4 197024 30556 166468 5.5 SMOTE 91668 183336 2.0 27 17973 0.9829 
5 293004 91688 201316 2.2 unbalance 91688 201316 2.2 28 19972 0.9736 
6 311004 91707 219297 2.4 NCL 91707 219047 2.4 30 21970 0.9842 
7 337682 91755 245927 2.7 Tomek 91755 245823 2.7 34 24966 0.9901 
8 368904 91786 277118 3.0 SMOTE 275358 458930 1.7 37 28444 0.9930 
Prediction Average 0.9854 
Table 7. F1 for Incremental Re-balancing (PWIDB)- ECC dataset. 
 Train & Validation (90%) Test (10%) 








Minority Majority F1 
1 45000 137 44863 327.5 ROS 274 44863 163.7 11 4989 0.9000 
2 90137 342 89795 262.6 ENN 342 89784 262.5 18 9982 0.9418 
3 126126 382 125744 329.2 CNN 382 125344 328.1 19 13981 0.9444 
4 161726 474 161252 340.2 unbalance 474 161252 340.2 27 17973 0.9231 
5 179726 494 179232 362.8 ENN 494 179230 362.8 28 19972 0.9057 
6 197724 513 197211 384.4 ROS 1026 197211 192.2 30 21970 0.9123 
7 225237 1074 224163 208.7 NCL 1074 223922 208.5 34 24966 0.9063 
8 256322 1105 255217 231.0 unbalance 1105 255217 231.0 37 28444 0.8986 
Prediction Average 0.9165 
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Table 8. PREDICTION results COMPARISON - ECC dataset. 











5K 1.0000 0.9998 0.9998 0.9000 0.9000 0.9000 
10K 0.9690 0.9678 0.9816 0.9412 0.9412 0.9418 
14K 0.9705 0.9777 0.9775 0.9444 0.9444 0.9444 
18K 0.9788 0.9684 0.9829 0.9231 0.9231 0.9231 
20K 0.9600 0.9662 0.9736 0.9057 0.9057 0.9057 
22K 0.9625 0.9686 0.9842 0.9123 0.9123 0.9123 
25K 0.9812 0.9754 0.9906 0.8889 0.9063 0.9063 
28K 0.9837 0.9798 0.9930 0.8824 0.8824 0.8986 
Prediction Average 0.9757 0.9755 0.9854 0.9122 0.9144 0.9165 
From our analyses, we can conclude that the PWIDB framework is adaptive and achieved consistent and stable AUC-ROC and 
F1 measure concerning the highly imbalanced dataset.  
4.4.4.2. Adult dataset - Experiments and Discussions 
We also conducted experiments of the proposed PWIDB to another dataset - the Adult dataset. The results are presented in 
Table 9 and depicted in Figures 6 and 7. The results reveal that the PWIDB framework has provided consistent and stable results 
of AUC-ROC of 92.0% and F1 of 71.5% as compared to accumulated learning techniques (with re-balanced), i.e. AR, with average 
prediction results of AUC-ROC of 91.8% and F1 of 71.2%. 
Table 9. PREDICTION results COMPARISON - ADULT dataset. 
 AUC F1 







550 0.9244 0.9269 0.9269 0.6944 0.7490 0.7490 
1000 0.9068 0.9096 0.9119 0.6881 0.6765 0.6877 
1400 0.9140 0.9162 0.9162 0.6821 0.6997 0.6968 
2000 0.9199 0.9185 0.9212 0.7112 0.7189 0.7249 
2500 0.9183 0.9183 0.9205 0.7190 0.7171 0.7130 
3100 0.9165 0.9174 0.9205 0.7114 0.7100 0.7171 
3800 0.9191 0.9197 0.9210 0.6951 0.7115 0.7113 
4523 0.9181 0.9181 0.9193 0.6986 0.7151 0.7171 
Prediction Average 0.9172 0.9181 0.9197 0.7000 0.7122 0.7146 
Fig. 6. AUC-ROC; Fig. 7.  F1 - Accumulative (Non-Re-balanced), Accumulative Re-balanced & Incremental Re-balanced (PWIDB) for an Adult data stream. 
In summary, for the PWIDB framework, we focus on incremental data re-balancing technique to use previously acquired re-
balanced data as knowledge (to capture, preserve and incrementally relay the re-balanced data to adapt to the real-time IR) and to 
derive the best approximation classification model from improving prediction accuracy at time j. Moreover, PWIDB framework is 
computationally efficient, the reason being automated rebalancing technique using RA runs for a subset (approximately 10%) of a 
given dataset. PWIDB framework as compared to benchmark FLORA (or NRA in our experiments) technique gives a faster 
reduction of uncertainty in the imbalanced data stream learning process to select a suitable re-balancing technique on the fly. We 
found that the PWIDB framework to be more adaptive and stable with highly imbalanced IR datasets. The PWIDB framework 
worked well with a highly imbalanced ECC dataset and showed comparable results with a low imbalanced Adult dataset.  
5. Conclusion 
We implemented a streaming batch technique that focussed on increments of re-balanced data to capture the concept of the 
imbalanced instances and apply the streaming classification technique. We centred on a framework to handle the problem of 
imbalanced class distribution of large and small size data and with higher and lower IR class distribution. Our results show that 
incremental re-balancing using the PWIDB framework can achieve consistent and stable AUC-ROC and F1 measures for a highly 
imbalanced dataset. Since incremental online learning has gained significant attention in the context of big data [13],  the PWIDB 
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framework is suitable to handle incremental learning problems and deals with the velocity aspect of big data with highly imbalanced 
massive datasets. As part of our future work, we intend to test the PWIDB framework on more extended streams data.   
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