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A hstract 
Igusa, K., Cyclic homology and the determinant of the Cartan matrix, Journal of Pure and 
Applied Algebra 83 (1992) 101-119. 
We derive a formula relating the Euler characteristic of the rclativc cyclic homology of the 
radical of a graded finite-dimensional algebra to the logarithm of the determinant of its graded 
Cartan matrix. We also obtain a perturbative series which gives the inverse of the determinant 
of the graded Cartan matrix. 
Introduction 
Although this paper is motivated by the study of algebras which are finite- 
dimensional as vector spaces over a field K the main result holds for infinite- 
dimensional algebras. We obtain a formula expressing the generating function for 
the Euler characteristic of the relative cyclic homology of the ideal R = 
A, ‘63 A2 @. . . in a graded algebra A = A,, G3 A, fI3. . . in terms of the formal 
logarithm of the determinant of the graded Cartan matrix of A. 
Suppose first that A is a finite-dimensional algebra over a field K and suppose 
that A JR = K”‘, where R = rad A. Then the Cartan matrix C of A is the m X m 
matrix whose entries are defined by C,, = dim, Horn ,(f,, P,) where P, is the 
projective cover of the ith simple right A-module. (Also P, = e,.l, where 
e,,. . . , e,,, are primitive orthogonal idempotents.) Note that the sum of C,, for all; 
is the dimension of P, and the sum of all the C,, is the dimension of A since 
A = el, Horn ,(f,, P,). 
We consider the relative cyclic homology HC,(14, R) of R as an idea1 in ,4 as 
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defined in [9]. Then a heuristic argument shows that HC:,:(.t, R) should be related 
to the determinant of the C‘artan matrix c‘ by the following approximate formula, 
‘,y( HCJ ‘1. K))’ - ‘log dct (” . (1) 
where x denotes the Euler characteristic. Rut these two expressions are not 
always defined since one cannot take the Euler characteristic of an infinite 
complex and one cannot take the logarithm of zero. 
Now suppose that 1 is :I gt~~drd tinitc-dimensional algebra. i.e. t = 
\,,69 ~,G3~..63.l\. 1! \,~_I~+, and R = .I, @ . . Cl3 -Iv. Then every projective 
module is graded (I’ = r.1 = rt,, @ e. t, CE . . . where c E .,I,, is an idempotent) and 
the C‘artan matrix dccomposc~ into a sum C’ = C”’ + C“ + . . + C”, where 
C:, = dim, Hom ,(P,. c, 1,) 
Note that C“’ is the identity matrix. The ,qrudetl C’crrtm ITIN~IY.Y of ‘1 is then defined 
to be the matrix 
C,(s) = I t c“.u + c’a’ + . + C“X_‘ 
with entries in Z[X]. This definition also makes sense in the case when .I is :I 
graded ir?,fir2ifc,-dimcnsional algebra t = I,, CB z1, @ . . as long as z1,, = K”’ and 
each ti is tinite-dil7iensional over K. In that cast C,(s) has entries in Z[[X]] and 
its determinant is a power series in .L- with constant term 1 so 
is a well-defined power series in s with rational coefficients. In the cast when 
177 = I. C’,(x) is :I 1 X 1 matrix whose single entry is the Poincard series of .I. 
The grading of 1 (now assumed to bc i~7~~nitc-dimc~nsional) induces a grading of 
the relative cyclic homology of R, HCJ. t. R) = @ HC::(ll. R) and. assuming 
that K has characteristic zero, HCf.(. t. R) = 0 for i 2 k. Thus the Ertlev chavac- 
fcrisfic of HC:. (_I, K) can be dctined by 
x(H&(,t. R)) = ‘2’ (-l)‘dim, HCf( t. R) 
I 0 
WC define the gruricrl Eulrr chrrrrrctrristic of HC:,:(zI. R) to be the corresponding 
generating function: 
,y( HC‘,_( \. R))(.r) = c ,y( HC:, (.t. R))s” 
This is a well-defined power series in x with integer coefficients. 
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The main theorem of this paper is the following formula relating the graded 
Cartan matrix of A and the graded Euler characteristic of HC,(A, R). 
Theorem. Suppose K is a field of characteristic 0 and A = A,, CE3 A, CD. . . is a 
graded algebra over K so that A,, = K”’ and each Ai is finite-dimensional over K. 
Then 
(a) x(HC,(A, R))(x) = 2 logdet C,(x”) c 9 , 
k=l 4k 
@I logdet C,(X) = 2 x(HC,(A, R))(x”) c y , 
k=l d 1 k 
where R=A,@A,@... and p is the Mobius function. 
In the case when A is commutative this follows from a formula of Hanlon (see 
Section 4). 
The important feature of the relationship between x(HC,(A, R))(x) and 
log det C,(X) is that it is linear. (The operator which takes the power series p(x) 
to p(x”) is linear!) Thus for example we get the following corollary: 
Corollary. x(HC,(A, R))(x) = 0 if and only if det C,(X) = 1. q 
The relation between x(HC,(A, R))(x) and log det C,(X) is the same as the 
relation between the generating function of the necklace numbers 
N(k, n) = 2 y 
ol>Ik 
(2) 
(the number of placements of k beads of n colors in a circle [4,5]) and the 
generating function of the first-order approximation 
N(k, n) - nhlk . (3) 
In fact we have 
z, : zk = 2 i N(k, n)z”’ ck F , 
k=l /=I 
(4) 
which is a special case of (b) if we set z = x2 (see Example 3.7). The approxi- 
mation (1) comes from an approximation similar to (3). When n = 1 the necklace 
numbers N(k, 1) are obviously equal to 1 so (4) is equivalent to the following 
formula which can be used to compute the series in (a): 
& = L!, N(k, 1)~~ = i -log(l - z”) c 9 . 
k=l d 1 k 
In the last section of the paper we explain how 1 /det C,(X) and log det C,(s) 
can bc expressed as ‘perturbative series’ by expanding the exponential terms in 
integrals of the form 
1 
z \ t-y) = (2n)“’ I 
cxp(-zC’,(x)z:‘/2) dz 
j It, 
1 
I 
exp(pzD ,(x)P 12) dz = ’ 
(2Tq 
3 z’ 
dct C,(x) - 
where D ,(x) is the Cartan matrix of the ‘dual graph’ of .t. 
1. The cyclic homology of rad A 
Let A4 bc a finite-dimensional algebra over a field K and let R = rad .,I be the 
radical of ‘4. We always assume that A is husk, i.e. minimal in its Morita 
cquivalencc class, which is equivalent to saying that D = /I/R is a product of 
division algebras over K. 
WC need to assume that each component of D is a separable division algebra 
over K, i.e. that their centers are separable field cxtcnsions of K. This is 
equivalent to D @ D”” being semisimple. We also need to assume that ,4 is split in 
the sense that there is a specifically chosen K-algebra-monomorphism D-t Z 
which is ;I section of the cpimorphism ,t + f). Note that this also gives ;I 
projection .I+ R. If K is algebraically closed then these conditions are automatic. 
i.e. II is separable and .I is splittablc. Separability of D is also automatic if K has 
characteristic zero. 
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Here b, b’, t, N are defined by 
t(a,,, . . , a,,, 1) = (-l>“(a,,, a,,, . . . , a,,_,, 1) , 
N = 1 + t + . . . + t” , 
i( a ,,,..., a,,,l)=(u,,a,,~~,...,u,,,l). 
b’ =j + tit-’ + . . . + f’ljf’-” , 
b=b’+jt. 
We use the standard convention [9] that (a,,, , a,,) = a,, 63. . . C3 a,, 
Proof. Since D is separable, A 63, X C3” >4 is a projective A @ A”“-module for any 
D-module X. This means we can form an A@AA”P-projective resolution of A4 as 
follows: 
4z4@,4z A@,,R@,,At”. (7) 
The sequence is exact since there is a chain contraction s given by 
s(co, cl 1. . . 3 C,!) = (1, p(q,), C,? ‘. 3 c,,) where p : A-+ R is the chosen splitting. 
To verify this note that p(c,,c,) = (c,, - p(c,,))c, and co - p(c,)) lies in D. 
This means the Hochschild homology of A is the homology of the following 
complex: 
If each term is decomposed as a sum, e.g. 
then the sequence (8) can be written in the following suggestive way: 
Since the Hochschild homology of D is given by 
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the Hochschild homology of R is the homology of the complex (9) with the term 
D deleted. Note that when D is deleted, (9) becomes the first two columns of the 
bicomplex (6). Thus the proof will be complete using the S-lemma once we find a 
map relating (6) to one of the usual bicomplcxes defining HC:,(.4, R). 
The complex (7) is a quotient complex of the usual complex defining H,,(.i) 
with the quotient map 
j.: .4@.4@3. . . @ A ---, A @,, R @[, R go . . . @,, .1 
given by f’(c,,. . . c,() = (c,,, p(c, ), . p(c,,_ , ), c,,). Furthermore, computation 
shows that j’B = Nf so J’gives a quasi-isomorphism from the total complex of the 
following standard bicomplex defining HC:,(,4, R) to the total complex of (1). 
R&l + A@R R@,t+.iC$R 
1,) \/,, \ 
R R 
This completes the proof. 0 
Corollary 1.2. Let dl, R hr as in Proposition 1. 1 urrd .vuppose that K 
churucteristic 0. Then HC,,,(:I, R) is the homology of the following complex: 
11 US 
t’(R~,~RR,,R)~,,:.:,,.~,, D/(1 -t). 0 (10) 
We now need to restrict to the case when .2 is a (multiply) graded algebra. We 
will say that -4 is an kJ”-graded algebra over K if A = @ 4,, where (Y = 
(u, , , u,,) runs over all n-tuples of nonnegative integers. 4,r .ts c AcY /-i and A,Y 
is finite-dimensional over K for all cu,p EN”. We also assume that D = AC, is a 
product of separable division algebras D = D, x D, x . . x D,,,. 
IfR=@ (Lf,, i4c, then R is an kJ”-graded D-bimodule. Thus the terms in (6) and 
(10) arc kJ”-graded an the maps are homogeneous of fV”-degree 0. Furthermore, 
the terms in (6) and (10) are all trivial in grading 0. Thus the relative cyclic 
homology of R is N/‘-graded: 
HC,,(A, R) = ,2, HCP(.4, R) 
and in the characteristic-zero case we have 
HCp(,Z, R) = 0 for all i 2 (a( , 
where lcyl=u, +N,+...+u,,. 
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Definition 1.3. Suppose that A is an N”-graded algebra over a field K of 
characteristic 0. Then the iW”-graded Euler characferistic of HC,(A, R) is defined 
to be the power series in n variables given by 
x(HC,(A, R))(x) = c c (-1)‘~” dim, HC:l(n, R) , 
(I I 
We note that if A is N”-graded then it is gradable in the usual sense, i.e. there is 
a decomposition A = A,, @ A, G3. . . (given by A, = @,,,_, Acx) so that A,A, c n,,, 
and R=A,@JA,@.... 
2. The NJ”-graded Cartan matrix of A 
If A is an N”-graded algebra the N”-graded Cartan mutrix of A is defined to be 
the m x m matrix C,,(X) with entries C,,(X) E Z[[X,, . ,x,,]] given by 
C;,(X) = c dim,,, (D,AU D,)x” 
<r 
The coefficient of x” in C,,(X) will be denoted C:J. These are the entries of an 
integer matrix C” and C,, = c C” is the ordinary Cartan matrix of 4 in the case 
where A is finite-dimensional. 
By our assumption that A,, = D = n D,, C” is the identity matrix. Therefore, 
the constant term of the power series det C,(X) E Z[[X, , . . , x,,]] is equal to 1 and 
we may define log det C,(X) in the usual way by 
log det C,(X) = c (-1)“’ 
(det C,(X) - 1)” 
k-l 
k 
Let E(x) = C,(x) - I. 
Proposition 2.1. 
tr E(x)’ 
logdet C,(x) = 2 (-l)&” 7 . 
&=I 
(11) 
(12) 
Proof. Since both sides of (11) and (12) are continuous functions of E(x) we may 
truncate E(x) and assume that its entries are polynomials. It then suffices to show 
that the series (11) and (12) converge and are equal for sufficiently small complex 
numbers x,, x,, ,x,. 
Let A,,..., A,, be the eigenvalues of E(x) with multiplicity. Then c (A,1 is a 
continuous function of x which is equal to 0 when x = 0. Thus the eigenvalues are 
small for small X. Since tr E(x)” = C A: the series (12) can be written as 
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This series converges absolutely for small x. Therefore. wc can reverse the order 
of summation and we get 
,,i ’ 
,I, ,“, (- 1)” ’ ’ I = 2 log( 1 + A,) = log i’i ( 1 + A,) = log dct C’,(X) , 
,-I ,-I 
which is given by the series (I 1) provided that .r is small enough so that 
Since the proof of (12) for complex numbers x,. , x,, dots not require the 
series (11) to converge we get the following corollary: 
t 
tr E(x)” 
det C’,(x) =exp x (-l)“-’ 7 1 0 
i, I 
Unfortunately this formula can almost never bc used to compute the dcter- 
minant of the ordinary Cartan matrix C, = C’,( I, 1. , 1) when .1 is finite- 
dimensional. 
Before wc prove this we will review the definition of the quiver Q, of a 
finite-dimensional algebra .1. The quiver Q , is a directed multigraph with vertices 
v, 3 . v,:,> corresponding to the isomorphism classes of simple right ,l-modules 
S, . . S,,, These simple modules correspond to the components D, of A1 /R. 
Assuming that ;1 is basic WC have in fact S, = (D,) , as right .4-modules and 
D, = End ,(S,) as K-algebras. The quiver Q , has at least one arrow from V, to V, if 
and only if Ext\(S,, S,) # 0. The number of arrows from V, to V, varies with 
different conventions. In the ‘modulated’ and ‘valued’ cases the number is 1 (or 
0). In the ‘ordinary’ case we allow several arrows from V! to v,, 
The quiver Q , has a modulution given by assigning to each vcrtcx V, the division 
algebra D, and to each arrow v,+ u, the corresponding D,-D,-bimodule 
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Ext,\(S,, S,). A modulated quiver is also called a species. The valuation on Q,4 is 
given by assigning to each vertex V, the dimension f, of D, over K and to each 
arrow v,+ vj the pair of numbers (d,,, d,‘,) which are the dimensions of 
Ext !,(S,, S,) over D,, D, respectively. 
In the case when D, = K for all i we have f, = 1 and d,, = d,; for all i, j and the 
ordinary quiver Q, is defined to have d,, arrows from V, to 5. We note that in this 
case the ordinary, valued and modulated quivers contain the same information in 
different formats to they can be considered equivalent. 
Since Ext\(S,, S,) = D,(RIR’)D, the definition of Q , and its modulation make 
sense for any K-algebra A and any two-sided ideal R so that AIR is a product of 
division algebras. 
Proof of Proposition 2.3. It is obvious that (b) implies (a). (If E is nilpotent then 
tr EX = 0 for all k.) If the quiver Q,, has no oriented cycles then in particular Q,, 
has no loops and we can order the vertices V, , . , v,:,, so that E = C, - I is strictly 
upper triangular and thus nilpotent. Thus (c) implies (b). It remains to show that 
(a) implies (c). 
Suppose that Q , has an oriented cycle, say V, + vz -+ . . . + y, + v, . Then the 
first s diagonal entries of E’k are nonzero. Since all entries of E”” are nonnegative 
we have tr E’” 2 s. Therefore, the series in (12) does not converge 
absolutely. 0 
The following proposition shows that the series in (12) rarely converges even 
conditionally for x, = . . . = x,, = 1. 
Proposition 2.4. Let x, = . . . = x,, = 1 and suppose that A is finite dimensional. 
Then the series in (12) converges if and only if the valued quiver Q , of A satisfies 
the following conditions: 
(a) Every minimal oriented cycle in Q, has an odd number of edges. 
(b) The minimal oriented cycles of Q, are disjoint, i.e. have no common 
vertices. 
(c) d,, = d,; = 1 for each edge in any oriented cycle. 
(d) The product of any representatives of two consecutive edges in an oriented 
cycle is zero, i.e. D,RDiRD, = 0 whenever i,j,k are consecutive vertices in an 
oriented cycle. 
Proof. This is an exercise for the interested reader. The first step is to show that 
(b), (c), (d) are necessary and sufficient conditions for tr E” to be bounded. 0 
3. Counting oriented cycles 
In this section we assume that A is an N”-graded algebra over a field K of 
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characteristic 0 and that each division algebra D, is equal to K (e.g. if K is 
algebraically closed). 
Lemma 3.1. The dimension over K of the homogeneous component oj 
k 
, 
oj’ N”-degree u is equal to the coeJficient of’x” in tr E(x)“. 0 
The terms in the complex (10) are equal to (R 63,))” modulo the action of the 
cyclic group of order k. If we pretend that the cyclic group acts freely on some 
basis then Proposition 2. I and Lemma 3.1 give an N”-graded version of formula 
(1) but of course this would not be a correct formula. To get the correct formula 
for the dimensions of the terms in (10) we need to keep track of all the different 
orbit types. 
First we choose a basis of homogeneous elements of D,RD, for each i and j. 
Then a basis of homogeneous elements of (R@,,)” is given by the elements 
(b,, b,, . h,, l)> where 6, is a basis element for D,,,,RD,,,_ ,) for some function 
j:{O,l,..., k}-+(1,2 ,..., m} so that j(0) = j(m). This basis is invariant up to 
sign under the action of 1. 
We need the Miibius function p(n) which is defined for all positive integers n as 
follows: 
i 
1 ifn = 1 , 
CL(n) = (- 1)” if n is a product of k distinct primes . 
0 otherwise 
Finally we need the following well-known formula (see, c.g. [o]). 
Lemma 3.2. If II is even then 
Lemma 3.3. The number of husis elements (b,. b2.. _. , h,, 1) oj’ (Kg,,)/‘ oj’ 
period p dividing k und of’ N”-degree a is equul to the coejficient of xc’ irz 
c l(d) tr(E(x”” I’)” “) . 
1’ I /’ 
where xh = (xf , !3 X,,... . x:) for every positive integer k. 
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Proof. This is a standard inclusion-exclusion formula. The trace of ~!?(x”“~“)“‘~ 
counts the number of basis elements (b,, b2,. , b,, 1) which are periodic with 
period dividing pld. 0 
Lemma 3.4. The dimension of the homogeneous component of (R @,)“/( 1 - t) of 
N”-degree cr is the coefficient of x“ in 
c 1 zl p(d) tr(E(xdk”‘)““l) 
,‘lk p 
(14) 
if k is odd or in 
c 1 c p(d) tr(E(xdkiP)P’d) (15) 
if k is even. 
Proof. This follows from Lemma 3.3 with the remark that even cycles with odd 
period are equal to zero in (R@,)kl(l - t). 0 
Theorem 3.5. Suppose that A is an N”-graded algebra over a field K of characteris- 
tic 0 with A,, = K”‘. Then the following equations hold and the terms are well- 
defined elements of Q[[x,, . . , x,]]: 
x(HC,(A, R))(x) = 2 logdet C,(xk) c 9 , 
k=l d 1 k 
logdet C,(x) = 2 x(HC,(A, R))(xk) c y . 
k-l dlk 
(16) 
(17) 
Proof. We first claim that equations (16) and (17) are equivalent. To show this it 
suffices to show that the functions 
F(k) = c q , 
dlk 
G(k) = c y 
dlk 
are convolution inverses in the sense that 
c F(d)G(kld) = [t] . 
<ilk 
Since both functions are ‘multiplicative’ this follows from the easy special case 
when k is a power of a prime (see, e.g. [l]). Thus it suffices to prove (16). 
The N”-graded Euler characteristic x(HC,(A, R))(x) is equal to the 
characteristic of the chain complex in Corollary 1.2. The dimensions of the terms 
are given by Lemma 3.4. Therefore, x(HC,,(A, R))(x) is equal to the sum of all 
the terms (14) for all odd k minus the sum of all the terms ( 15) for all even k. If 
we let s = dklp and t = pid then k = St is odd if and only ifs and t are both odd 
and p = dt is even if and only if either d or t is even. Thus the terms excluded in 
(15) are the terms where s is even and d,t are both odd. 
x(HC,(~~, K))(x) 
= ,ix,, (14) - c (15) 
!. cvcn 
By Lemma 3.2 we can change the sign of the last term and delctc the restriction 
that d be even. Then all the signs become equal to (- I)” ‘. Thus we get 
x(HC,(~I, R))(x) = c i c 9 (-1)“’ flr(E(s’)‘) 
>=-I t-1 </I, 
log det C, (x’ ) 
by Proposition 2.1. 0 
Corollary 3.6. x(HC:,:(zl, R))(x) = 0 if und only if dct C,(X) = 1. 0 
Example 3.7. Suppose that char k = 0 and let A1 be the (n +3)-dimensional 
algebra over K given by the following quiver with the relations (rad A)’ = 0: 
Define the grading of 11 by taking .I, = rad ‘1. Then the graded Cartan matrix of 
A is 
Cyclic homology und the determinunt of the Cartarl mutrix 
det C,(x) = 1 - rzx’ and 
log det C,,(X) = -i T . 
\ = I
By (16) we have 
x(HC,(A, R))(x) = - 2 2 y c 9 = -,; N(n, j)x” , 
k=l \=I <I 1 k 
where N(n, j) is the ‘necklace number’: 
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This number can be interpreted as the number of oriented circular necklaces 
which can be made out of j beads of II possible colors. Since very oriented cycle in 
the quiver of A has even length we see that all the boundary maps in the complex 
(10) are zero. Furthermore, (R @‘n)kl( 1 - t) is generated by all sequences (a,(, ), 
‘2 ai(2)? b>. . . 3 a,(,). b, 1) modulo cyclic permutations. Thus HC,,_,(A, R) = 
(R @.)“i( 1 - t) lies entirely in degree 2j and has dimension equal to the necklace 
number N(n, j). 
4. Comparison with a formula of Hanlon 
Suppose that A is a commutative N”-graded algebra with A,, = K”’ and R = 
A, @ A2 tB. . . . (This is the case m = n = 1.) Then by [3] and [S] the Hochschild 
and cyclic 
This leads 
homology of A have Hodge decompositions 
H,(A, R) = ,gil H’,“(A, R) , HC,(A, R) = ,% HCl,“(A, R) . > 
to the two variable generating functions for the Euler characteristics 
A(H,(A, R))(z, A) = 2 (-1)’ dim. HF”‘(A, R) zkh’ , 
r.1.k 
x(HC,(A, R))(z, A) = c (-1)’ dim, HCF”‘(A, R) zkh’ 
l.1.k 
These are power series in z whose coefficients are polynomials in A. Hanlon [4] 
gave formulas for x(H,(A, R))(z, A) = ‘11 (R, A; A, z)’ and A(HC,(R, R))(z, A) = 
‘n C(R; A, z)’ in terms of the Poincare series RR(z) of R. (In the commutative 
case R,,(z) = 1 + PK(z) is the only entry of the 1 x 1 matrix C,(z) so det C,,(z) = 
1 + P,,(z).) From Hanlon’s formula for x(Nzi:(,l. K))(z. A) and the Gysin se- 
quence [X] it is easy to deduce the following formula for x(HC’:,,(,I, R))(z. A). 
Theorem 4.1. 
Using L’Hospital’s rule and logarithmic differentiation we can set A = 1 and we 
get the following corollary: 
Corollary 4.2. 
x(HC,,(A. R))(z) = i log P ,(x”) c +) 0 
i-l c/IL 
This is the same as our formula since P,(z) = det C,(z). 
The same computation show that our results can be expressed as follows. 
Theorem 4.3. !f .I is an N”-graded nor~cornmutative algebra over a field K of 
characteristic 0 Mlith A1,, = K”’ therl ,y( HC:,(. t. R))(z) is the valve of the following 
expression (E Z[ A)[ [ 211) at h = 1: 
This formula however does not correspond to a Hodge decomposition of 
HC.J.1. R)) in the noncommutative case since det C,(z) corresponds to .multi- 
cycles’ as explained in the next section. It is only logdet C,(z) which counts the 
single cycles in the ‘graph’ of A and thus corresponds to cyclic homology. 
5. Relation to perturbative series 
In this section WC express the inverse of det C,(X) as an integral 2 ,(x) which 
WC call the ‘partition function’ of .I. By standard Feynman diagram techniques 
Z ,(x) can he expressed as a ‘pcrturhative series’ in Q[(.x, , . ,Y,~]] where the 
coefficient of x” is given by enumerating all ‘multicycles’ in the graph G, of .,I 
with weight a. Since an oriented cycle in G, is the same as an oriented cycle in 
the ‘dual graph’ DG , this implies that det C,(x) = det D ,(x)_ where D ,(x) is the 
Cartan matrix of DG ,. Readers are referred to (2, 10. 111 for background on 
perturbativc series. 
We assume in this section that .I is a finite-dimensional N”-graded algebra over 
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a field K of arbitrary characteristic with A,, = K”‘. Then Z,(x) is defined to be the 
following integral, 
zA(x) =(2i)m c,,, I exp(-zC,,(x)z* 12) dz , 
where dz=drez,dimz,...drez,,dimz,,, is the usual 
(z,, . . . , z,,,), z* = (2,’ Z2,. . , t,,)‘. When x is close to 0 in 
measure on @‘,, z = 
@” the Cartan matrix 
C,(X) is close to the identity matrix so one knows how to evaluate this integral. 
(19) 
Lemma 5.1. Suppose that C is an m x m complex matrix so that the real part of 
each eigenvalue of C is positive. Then the following integral converges absolutely to 
(2-rr)“‘I det C: 
I exp(-zCz” 12) dz (20) 
Proof. Since the conjugate of zCz* is zC*z* and C + C* is positive definite we 
have: 
1 ]exp(-zCz* /2)] dz = 1 exp(-(C + C*)z* 14) dz 
c”’ C”’ 
(27F)“’ 
= det((C + C”)/2) . 
Therefore the integral (20) converges absolutely. To compute (20) we may by a 
unitary change of coordinates assume that C is upper triangular. Wick’s lemma 
(below) then tells us that we may ignore the nondiagonal entries so we may 
assume that C is a diagonal matrix. The integral then becomes a product of the m 
integral: ], exp(-A,Iulz/2) du = 2n/A,, where A, ranges over all the eigenvalues of 
c. 0 
By Lemma 5.1 Z,(X) is a complex analytic function defined in a neighborhood 
of 0 in C”’ and by the dominated convergence theorem we may expand the 
integrand in (19) as a power series in x, , , x,, and integrate term by term to 
obtain a power series expansion for Z ,(x). If we write Z,(X) = c a<,x” then the 
coefficient a, of x” can be obtained by enumerating graphs of certain kinds. The 
reduction of the integral (19) to a combinatorial problem is accomplished by 
Wick’s lemma as explained below (see also [2]). 
Lemma 5.2 (Wick’s lemma). 
2_k(Z,,Z ... - - .“Z/J= c 6 I-. _ ‘lizI,‘i2 6 ‘l/W(,) ‘2/,,(Z) ’ . . %I,,,,, ’ 
<r ESk 
where 
(f(z)) = &F J f‘(Z) exp(-/z/‘/2) dz cl 
( I82 
In this notation the integral (19) can be expressed as follows: 
Z,(X) = (cxp(-zEz”12)) 
= A, q c 2-A (.z,,z,, . qi;,,T,, . ‘,,) E ,,,, E,;,, . Eii,,, , 
(21) 
where E = E(x) = C,(x) - 1. By Wick’s Icmma the second summation in (21) can 
be written as the sum of all ‘permutations’ of terms of the form 
&,t&;. . . E,,,,,E ,,,, E,:,; , E ,,,,, . . . E ,,,, L,; . . E,\,, (22) 
where a + h + . ’ + s = k and by a prrrnutdorz we mean any of the distinct 
rearrangements of the k factors in (22). If WC expand each factor in (22) as a 
polynomial in x, , . . ,x,,, then each monomial in this product has the form s” 
where a is the weight of a multicycle of length k with s components in the graph 
of z/i as defned below. 
Definition 5.3. Let G, be the N”-weighted directed multigraph with in vertices 
V,‘. , v,,, and d arrows so that, for each p. f,) goes from V, to u, with weight a if 
the corresponding basis clement b,, of R lies in D,llCVD,. WC call G , the gruph of 
A. WC note that the graph of .A is the same as the ordinary quiver Q , of .4 if and 
only if R’ = 0. By a multicycle in G, of weight N and length 1 WC mean a finite 
multiset C of oriented cycles in G, the sum of whose weights adds up to N = U(C) 
and the sum of whose lengths add up to I = I(C). 
Proposition 5.4. The coeflicients of‘ Z,(x) = I ldet C,(x) = c u,~x” ure given by 
where the srrm is tmkrn over all multicycles C‘ in G, with weight N. 
Proof. The number of times that the monomial x’” occurs in a permutation of a 
term of the form (22) is equal to the number of multicyclcs C’ in (J’, with weight a 
and length k where each such multicyclc is counted k! /# Aut C times since this is 
the number of distinct permutations of the multicycle c’. By (21) we should 
multiply this by (- 1 )“/k! and sum over all k. 0 
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Example 5.5. Suppose that II = 1, m = 2 and G, is the following graph 
arrow has weight 1. 
Then the multicycles of weight 3 are given in Table 1. Thus a3 
l/2 - l/3 - l/6 = -3 according to Proposition 5.4. 
Table 1 
where each 
=-l-f- 
multicycle graph #AutC l(C) 
4Y Y& 1 3 
Y + 4 Y&j 1 3 
Y fY2 YQ& 2 3 
Y’ 0 3 3 
YfYfY @@Q 6 3 
For each s 2 0 let 
a(.\) _ 
U 
_ c (-1)““’ 
(. # Aut C 
where we take only multicycles C with s components and weight (Y. Then we get 
the following proposition: 
Proposition 5.6. 
log Z,,(X) = -log det C.,(X) = c a:“~” . 
In other words log det C,,(x) is a generating function for the number of oriented 
cycles in the graph of A suitably counted. 
Proof. exp(x LZ~“_X’~) = c a,,.~” since l/s!(c a~‘~*)’ = c a~~)~” for each s 2 0. 
cl 
Another formula for log det C,,(X) is given as follows. 
I18 K. l’qr.w 
Proposition 5.7. 
logdct C’,(X) = c lo& 1 -~ (-I)‘” ),yi’(( ‘) , 
Proof. If WC consider the terms in C ~j,’ ’ -‘I x coming from oriented cycles which 
arc powers of a fixed aperiodic oriented cycle C’ we get 
Since an oriented cycle in G, is an alternating sequence of \,crtices and arrows 
it is the same as an oriented cycle in the rl~al graph DG, defined as follows. The 
vertices in DG, arc‘ the arrows of G, and there is a (unique) arrow in IX, from 
vertex u to vertex h if the source of h (in G ,) is cqual to the target of I[. We assign 
to each arrow in DG, the weight of its source as an arrow in G,. The Cartan 
matrix D ,(x) of DC; , is then a rl x ti matrix with cocfficicnts in z[x-, . . x,,] and 
WC obtain the following. 
Proposition 5.8. The purtitiorz functiorl 
is th c .sum e us thr prrrtitiori ,firtic.tioti in ( 19). Equiwlently. det C,(x) = 
det D ,(_I,). Cl 
In fact. C’,(X) and D,(.Y) have the same eigcnvalues. 
Proposition 5.9. The c,l?Nrtil.teristic. polyt~omic~ls of C’ , (s) LI~ILI’ I , (s) differ by N 
pwcr of‘ 1 - A. 
Proof. Consider the partition function 
1 
Z,(.r-. A) = (2T)lli, ,,, J cxp(-2(C’,(_Y) ~ Af)z’:/2) dz 
and let DZ,(X. A) he the corresponding partition function for D ,(x). Then hy 
Lemma 5.1, I /Z,(.X. A). 1 lDZ,(.x. A) are the characteristic polynomials of C,(X). 
D ,(x) respectively. The power series expansion of Z,(x, A) counts the number of 
multicycles in a graph obtained from G, by attaching one loop of weight -A to 
each vertex. If we take 2,(x. A) /Z,(O, A) we are counting multicycles which do 
not contain any of these single loops as members. Consequently we have 
Z,(x, h)/Z,(O, h)=DZ,(x, A)/DZ,(O, A). Since Z,(O, A)=(1 -A)“’ and 
DZ,(O, A) = (1 - A))” we are done. 0 
We conclude with an example. Suppose that A is as given in Example 5.5. Then 
anddetC,(x)=detD,(x)=l+x-x’so 
1 idet C,(X) = 1 - x + 2.x’ ~ 3x3 + 5x’ - 8x5 + . . . (Fibonacci) . 
In particular a, = -3 which agrees with our earlier calculation. 
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