Introduction
Mechanisms, for the automation of uncertainty are required for expert systems. Sometimes these mechanisms need to obey the properties of probabilistic reasoning. In [l] we argued that a purely numeric mechanism, like those proposed so far, cannot provide a probabilistic logic with truth-functional connectives. We proposed an alternative mechanism, Incidence Culculus, which is based on a representation of uncertainty using sets of points. Incidence Calculus does provide a probabilistic logic with truth functional connectives.
In Incidence Calculus we augment a conventional logical calculus by associating an incidence with each sentence. An incidence is a subset of the set w of points. A point may be thought of as a situation, mode1 or possible world, in which each sentence of the calculus is either true or false. Or, since we usually insist that w is finite, a point may be thought of as an equivalence class of such situations, models or possible worlds. The incidence of a sentence, A, is denoted i(A).
If Q(J) is the probability of a point J E w and u>p(l) is the weighted probability of a set of points I, given by: v(Z) = 1 e(J) JEI then the probability, p(A), of a sentence, A, is given by: and the probability of B given C, p(BI C), is given by: ABI C) = v(@) n ~(Wv (~(CN   ALAN BUNDY In practice, we will usually choose a finite set of uninterpreted points as the members of w, and assign each point an equal probability, then Q(J) = l/n(w) for each J E w p(A) = n(i(A))/n(w) and
MI Cl = MB) n i(WW(CN where n(A) is the number of elements in A.
Given the probability of a sentence and its correlation with other sentences, we can assign it a point with this probability and this correlation, correct to some predetermined error depending on the size of w.
When new sentences are derived from old by the rules of inference of the logical calculus then we can use the incidences of the old sentences to limit the incidences of the new. In general, we can only put upper and lower bounds on the incidence of the new sentences, although different derivations may yield different bounds which can then be combined together, The current, tightest lower bound of a sentence, A, is denoted inf(A) and the upper bound is denoted sup(A).
Each time a new bound is assigned or derived it is desirable to recalculate inf and sup, not just for the sentence in question, but for any other sentences to which it is logically related. The repercussions can be arbitrarily widespread. An algorithm to do this recalculation in the case of Incidence Calculus applied to Propositional Logic is given in [l] and repeated in Section 11 below. It is called the Inconsistency Detector. The Inconsistency Detector was designed to be efficient, and is known not to be complete in general. In Section 11 it is shown to be complete in certain special circumstances.
A complete extension of the Inconsistency Detector is outlined in [l] and described in detail in Section 4 below. It is called the Legal Assignment Finder. In Section 9 this algorithm is shown to be sound and complete, but it is necessarily inefficient.
The Axioms of Incidence Calculus
These proofs show that the algorithms are correct according to the theory of Incidence Calculus. This theory is defined by a set of axioms relative to some logical calculus. In this paper we confine our attention to Propositional Logic. In order to simplify the proofs below we shall consider a version of Propositional Logic containing only the connectives w and &. Incidence Calculus axioms for further connectives, e.g. v and +, and the logical constants: true and false, can easily be derived from those given below, and the theorems below could easily be extended to these further
The Legal Assignment Finder
The purpose of the Legal Assignment Finder is to find all the legal specializations of an initial assignment. Only a consistent initial assignment will have any.
This could be done by finding all specializations by case analysis and then rejecting those that are not legal, but this would be unnecessarily inefficient. Instead, it interleaves the legality test with the case analysis. The legality test is done by a set of rules which are used to infer the consequences of an assignment around the sentences, tightening the sup and inf bounds of each. Sometimes this inference process specializes the initial assignment into a legal or contradictory assignment without case analysis, but in general case analysis is required.
DEFINITION
6. The Legal Assignment Finder. To apply the Legal Assignment Finder to assignment F:
1. Let F be the current assignment.
2. Until the current assignment is contradictory or there are no rules in the queue then: (a) Pick a rule from the queue and apply it to the current assignment. (b) Let the resulting assignment be the new current assignment.
Let the current assignment be G. 3. If G is contradictory then exit with result { }. 4. Otherwise, if G is total then exit with result (G}. 5. Otherwise, split G into cases Gl and G2. 6. Apply the Legal Assignment Finder to Gl with result setl.
connectives and constants. Alternatively, sentences containing these further connectives and constants could be translated into a normal form containing only -and &. The theory of Incidence Calculus is: DEFINITION 1. The Axioms. Let S be a set of sentences. Let w be a set of points. Let i be a mapping from S to 2" then*
Any mapping which satisfies the above axioms is said to obey the axioms of Incidence Calculus for S and w.
Definitions
The Legal Assignment Finder and Inconsistency Detector are input an initial assignment of incidences to the sup and inf of a set of sentences, and of every subsentence of these sentences. This motivates the following definitions. During the calculations of the algorithms, the initial assignment to the sups and infs of the sentences is updated. These changes are represented by an assignment as follows.
DEFINITION
3. An Assignment. An assignment F to sf(S) over w is a pair of mappings, inf, and sup, from sf(S) to 2". The 'to sf (S) over w' will, henceforth, be omitted for the sake of brevity, since there will never be any ambiguity about which S and w are intended.
In the proofs below we will need to describe the assignments made to the individual sentences and to sets of sentences. The following terms are required. The rules of inference are given below. There are more rules than strictly required to test for legality, but the additional rules are valuable in helping to avoid case analysis. DEFINITION 7. Rules of Znterence. An inference rule is a mapping from assignments to assignments. Let F be the assignment before the rule fires and G be the assignment afterwards. In each case, G is the same as F except for the changes, on some particular sentence, defined below for each rule. We call the . . . part of the rule, its contribution.
These rules are applied to an assignment using the following procedure. DEFINITION 9. Rule Firing. To apply a rule to assignment F to produce assignment G.
1. Remove the rule from the queue. 2. Evaluate the right-hand side of the rule. 3. If the result gives a new value for the sup or inf of A, then find all rules which can be instantiated to have the new value in their contributions, and queue those instances.
4. Exit with assignment G.
Before the inference process can begin all the relevant rules must be queued. This is done by the following procedure. Case splitting is necessary when the inference process runs out of rules to fire without specializing the assignment to a total or contradictory one. It is done by picking a point from a partial sentence and considering the two cases (1) that it is not and (2) that it is in the incidence.
11. Case Splitting. To split G into cases G 1 and G2: 1. Since G is not total and not contradictory there exists a partial A E sf(S).
Choose j E sup&l)\inf,(A)
non-deterministically. 3. Let Gl and G2 be the same as G except that:
. Find all rules which can be instantiated to have sup,, (A) in their contributions and queue those instances in case Gl.
5. Find all rules which can be instantiated to have infGz(A) in their contributions and queue those instances in case G2.
This completes the definition of the Legal Assignment Finder. We can now begin to consider its soundness and completeness.
Partial Soundness and Completeness of Inference
We first show that the inference process is partially sound, in the sense that it specializes the initial assignment, and partially complete, in the sense that it does not exclude any legal specialization.
LEMMA 12. The Partial Soundness of Rule Firing. Zf F is the assignment before an inference rule fires and G the assignment afterwards then either G is a proper specialization of F, or G is identical to F. In either case G is a specialization of F.
Proof. At most G will differ from Fin the value of the sup or inf of one sentence, say B.
If the rule fires without changing the assignment then G is identical to F. Otherwise, G will be different from Proof. Let H be a legal specialization of G.
By the definition of legal and specialization:
We consider each of the 10 rules in turn. Each rule produces G from F by changing at most the sup or inf of one sentence, B E sf (S).
We only need show that iH(B) E sup,(B) or inf,(B) s iH(B), respectively. (xv>
The argument for And4 is similar to that for And2. We now show that the case splitting is partially sound, in the sense of producing two specializations of its input, and partially complete, in the sense that it does not exclude any legal specialization. 
Legality of Output 119
The partial soundness results above prove half the required soundness result for the Legal Assignment Finder. The other half is provided by Corollary 19 below, namely that any output of the algorithm is legal.
LEMMA 18. Legality of Output at Step 4. If G is an assignment output by step 4 of the Legal Assignment Finder then G is legal.
Proof. Since G is output by step 4 it is total.
It remains to show that ic obeys the axioms of Incidence Calculus. We will consider each axiom in turn and show that ic obeys it.
Negation. Let A and -A be elements of Q(S).
The final assignment to inf(A) will queue the rule Not3, which will then fire and try to update sup( -A). Let the assignment before this firing be Fl and afterwards be F2, then:
sup& -A) = [w\W)l n sup,, (-A)
Hence, sup,(-A) E w\&(A). But G is a specialization of F2 by Corollary 13, so: ic( -A) s sup,( -A). Hence, &("A)
c w\i,(A). The final assignment to inf(B) will queue the rule And6, which will then fire and try try to update inf(A). Let the assignment before this firing be Fl and afterwards be F2, then:
Hence, w\&(mA) c inf,(A). But G is a specialization of F2 by Corollary 13, so: infF2(A) c i,(A). Hence, w\&(-A) c i,(A). Therefore, ic(-A) = w\iG(A) as required.
Conjunction. Let A, B and A & B be elements of sf(S).
Suppose, without loss of generality, that inf(A) is assigned its final value before inf(B).
The final assignment to inf(B) will queue the rule And& which will then fire and try to update inf(A & B). Let the assignment before this firing be Fl and afterwards be F2, then: Note that not all the inference rules are needed to force the output to be legal. The remaining rules are not wasted; they help to reduce the need for case splitting. Proof. Let (tg, q) be a measure of states of the algorithm, where q is the number of rules in the queue, and tg is the sum for all A E sf(S) of the sizes of sup,(A)\inf,(A),
where A is the current assignment. Since S and w are finite, both tg and q are always non-negative integers. Let these pairs be lexicographically ordered, i.e.
(tg,, 4,) < (fg2, q2) if tgl < tg2 (a 4,) < (tg, q2) if q, < q2
We will show that the measure is strictly decreasing with every rule firing, and hence step 2 must eventually terminate.
Let the assignment before a rule fires be F and afterwards be G. By Lemma 12 either G is identical to F or G is a proper specialization of F.
In the first case, the value of tg does not change, but q is decreased by 1 because the fired rule has been removed from the queue. Hence the measure strictly decreases.
In the second case, the value of tg decreases because supc(A)\inf,(A) is less than sup,(A)\inf,(A) for some A E sf (S), but the value of q increases because a finite number of rules is added to the queue. Since the pairs are lexicographically ordered the measure strictly decreases in this case also. 0 LEMMA 21. The Termination of the Legal Assignment Finder. If S is a finite set of sentences and w is ajinite set of points then the Legal Assignment Finder terminates.
Proof. Steps 1, 3, 4, 5 and 8 clearly terminate.
Step 2 terminates by Lemma 20. It remains to show that steps 6 and 7 terminate. These are recursive calls of the Legal Assignment Finder, so we must show that their inputs, Gl and G2, are smaller than the original input, F, in some well ordering of assignments, namely proper specialization.
By Lemma 16, G 1 and G2 are proper specializations of G, and by Corollary 13, G is a specialization of F. Therefore, Gl and G2 are proper specializations of F.
It remains to show that any sequence of proper specializations of Fmust terminate. Since S is finite, sf(S) is finite. w is finite. Therefore, there are only a finite number of assignments to sf(S). Therefore, there are only a finite number of specializations of F. Therefore, any sequence of proper specializations of F must terminate. Cl
The Soundness and Completeness of the Legal Assignment Finder
In this section we prove the main theorem, by drawing on the results of the previous sections.
THEOREM 22. The Soundness and Completeness of the Legal Assignment Finder. Zf S is ajinite set of sentences, w is a finite set of points and F is an assignment to sf (S) input to the Legal Assignment Finder then it terminates and outputs precisely all legal specializations of F. Proof. Termination. By Lemma 21, the Legal Assignment Finder always terminates.
Soundness. Let G be an assignment output by the Legal Assignment Finder. By repeated application of Corollary 13 and Lemma 16, G is a specialization of F.
By Corollary 19, G is legal.
Completeness. Let G be a legal specialization of F. By Lemmas 15 and 17 applied repeatedly, G is a specialization of some output H of the Legal Assignment Finder applied to F. But H is total by Corollary 19. G is also total. Hence they are equal. 0 COROLLARY 23. Decidability of Consistency. Zf S is a$nite set of sentences and w is afinite set of points then an assignment, F, to sf (S) is consistent lj-when input to the Legal Assignment Finder the output is not equal to the empty set. Hence, the Legal Assignment Finder is a decision procedure for the consistency of an assignment. ProoJ Let 0 be the output of the Legal Assignment Finder. F is consistent iff there exists a legal specialization G. By Theorem 22, G is a legal specialization of F iff G E 0. There exists G E 0 iff 0 is non-empty. cl
Efficiency ALAN BUNDY
The Legal Assignment Finder is exponential in the size of w times the size of sf(S). There seems no hope of a more efficient algorithm. To see this, let tg be as in Lemmas 20. At worst tg is n(w) x +-f(S)). Each successful rule firing reduces tg by at least 1 and queues no more than n(sf(S)) other rules. Thus there are at worst n(w) x n(sf(S))* rule firings for each case. There are at most 2"(w)x"@fls)) different cases. Therefore, there are at most n(w) x n(sf(s))* x 2"'"' xn(sf(S)) rule firings in all cases.
It is hard to realise this worst-case behaviour. Applying the inference rules to exhaustion and then doing a minimal case split enables several cases to be done in parallel before the assignments are total, whereas the worst-case requires no rule firing to be done until all assignments become total. Often no case splitting is required at all. Note that, in this case, the number of rules fired is no worse than n(w) x +-f(S)).
The most inefficient situation I can find is when the initial assignment is the 'empty' one of: inf(A) = { } and sup(A) = w for all A E sf(S). but this only realises the worst-case in degenerate situations.
However, one cannot expect better than exponential behaviour because the Legal Assignment Finder is a generalization of a tautology checker. To check for tautologies we use it as follows. This tautology checker is exponential in the size of 6. Hence, the Legal Assignment Checker is at least exponential in the total size of the sentences in S, i.e. the size of sf(S). Since tautology checking is NP complete, it is unlikely that we could find an alternative algorithm that is not exponential.
The Inconsistency Detector
In [l] we propose that, in practice, a version of the Legal Assignment Finder without case splitting be used. This is called the Inconsistency Detector. The justification for using the Inconsistency Detector is that case splitting is only rarely required in practice, and omitting it turns an impractical algorithm into a practical one.
The Inconsistency Detector is defined as follows. DEFINITION 24. Inconsistency Detector. To apply the Inconsistency Detector to assignment F:
Let the current assignment be G. THEOREM 26. The Inconsistency Detector is sometimes a Decision Procedure. If S is a finite set of sentences, w is a finite set of points and F is a propositionally total assignment to sf(S) input to the Inconsistency Detector then it terminates with output 'assignment consistent' lfl F is consistent.
Proof. a. Suppose the Inconsistency Detector terminates with 'assignment consistent' and G is the current assignment.
G is output by step 4 of the Inconsistency Detector, which is identical to step 4 of the Legal Assignment Finder, therefore, by Lemma 18, G is legal.
Note that step 2 of the Inconsistency Detector is identical to step 2 of the Legal Assignment Finder, so, by Corollary 13, G is a specialization of F.
Hence, F is consistent. e. Suppose F is consistent then it has a legal specialization, G. By Lemma 20, step 2 of the Inconsistency Detector, always terminates. Let the current assignment at termination be g. Therefore, by Corollary 15, G is a specialization of g, and by Corollary 13, g is a specialization of F.
Since G is total and a specialization of g, g cannot be contradictory. Hence, the Inconsistency Detector does not terminate at step 3.
It remains to show that g is total, and hence that the Inconsistency Detector terminates at step 4 with output 'assignment consistent'.
The proof is by reductio ad absurdum. Suppose that g is not total, then, since it is not contradictory, there is a partial A E sf(S).
Since g is a specialization of F then all propositional sentences, A E sf(S), are total.
Hence there exists a non-propositional, partial, sentence, a, all of whose subsentences are total, a must have the form -b or b & c.
Negation.
Suppose that a has the form -b, i.e. b is total in g, but -b is partial. inf,(b) and sup,(b) are instances of the contribution of rules Not3 and Not4 respectively.
Therefore, when they each are assigned their final value, i,(b), these two rules are queued and then fired.
Let the assignment before rule Not3 fires befl and that afterwards bef2. Note that b is total in fl, by assumption, and G is a specialization of Sl , by Corollary 15. Therefore, after both rules have fired, -b is total in whichever is the later off2 or f 4. Since G is a specialization of both f 2 and f 4, by Lemma 12, then b is total in G.
This contradicts the assumption.
Conclusion and Further Work
Incidence Calculus is a mechanism for representing uncertainty in an inference system. It is set rather than number based. It provides a sound basis for probabilistic reasoning, which number based mechanisms cannot. The axioms of Incidence Calculus enable us to state and prove correctness criteria for the algorithms of Incidence Calculus. These correctness criteria form a contract between the designer and user of the Incidence Calculus which specify and guarantee its behaviour. In this paper we have proved that two algorithms obey their correctness criteria. Theorems 22 and 26 show that the Legal Assignment Finder and the Inconsistency Detector behave correctly according to the axioms of Incidence Calculus applied to Propositional Logic.
Further work is required to extend the theory to Predicate Logic, although one can only expect recursively enumerable procedures in that case. Analysis is also required of the other major algorithm described in [l] : the Incidence Assignment Mechanism, which assigns incidences to sentences given their probability. As proposed this algorithm is sometimes required to back-up, but this is impractical, and conditions need to be found under which back-up is unnecessary.
