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A new algorithm for unconstrained minimization is presented which is based on 
a conic model. The algorithm converges in (n + 1) iterations on conic functions of 
n variables and it does not require evaluation or estimation of the matrix of second 
partial derivatives. Numerical results on many standard general test functions 
indicate that the algorithm is very robust and superior in function evaluations and 
number of iterations to the corresponding quadratic method. 6 1992 Academic 
Press, Inc. 
1. INTRODUCTION 
In this paper we present a new algorithm based on a conic model for 
finding the unconstrained minimum of a continuously differentiable 
functionf(x) in n variables. 
Standard methods for unconstrained minimization are based on a 
quadratic model of the form 
q(x) = 8x - B) =Q(x - b) + q(8), 
where /I is the location of the minimum and Q is the n x n constant positive 
definite matrix of the second partial derivatives of q(x), the Hessian. 
However, various authors in the past have considered the development of 
non-quadratic algorithms for function minimization. One of the most 
0022-247X/92 $5.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
METHOD FOR UNCONSTRAINED MINIMIZATION 13 
efficient algorithms of this type is the Jacobson-Oksman method [S] 
which is based on the homogeneous model 
h(x)=tvb(x)(x-8)+h(B), (2) 
where y is the degree of homogeneity. Davidon [2] introduced conic 
models for unconstrained minimization, whereas tensor models for solving 
nonlinear equations have been also proposed (see Schnabel [a]). 
The algorithm presented here is based on a conic model which is concep- 
tually different than those used by most of the conic methods, in that it 
does not involve the conjugacy matrix or the Hessian of the model func- 
tion. The algorithm converges in (n + 1) iterations on conic functions and, 
as numerical results indicate, rapidly minimizes general functions. 
In the following g(x) and F(x) denote, respectively, the gradient and the 
Hessian of the objective function S(x). 
2. THE MODEL 
Algebraically, a conic function has the form 
1 xTQx 
c(x) = - 
2 (1 +pTx)2+ 
bTx +a 
l+pTx ’ (3) 
where Q is the n x n symmetric conjugacy matrix and p E R” is the gauge 
vector defining the horizon of c(x). The conic function (3) is related to the 
quadratic 
q(y) = WY)) = ~Y’QY + bTy + a 
through the collinear scaling 
y=z Y 
1 +pTx’ x=l_pTy 
For nonsingular Q, Eq. (3) can be written 
&+Q-‘b 
(4) 
(5) 
(6) 
Clearly, c(x) has a unique minimum only if Q is positive definite. In this 
case the minimizer fi is determined solving the equation 
--&+ Q-lb=0 
409/167/l-2 
(7) 
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provided that a solution does exist. As may be verified 
P= ~, +;T; ,b, 1 +p7-Q ‘h#O. 
Most of the conic methods model the objective functionf’(x) around .Y, 
(the current approximation to the minimizer) by a model of the form 
gTd 
e(x;+ d)=f,+ L + 
(l/2) d“Q;d 
1 +p’d (1 +p’d)2 (9) 
or, when the Hessian is available analytically or by finite differences, 
g?d 
c(xi+d)=f;+-----+ (1/2)dT(F,+pigr+gjpr)d 
1 +p’d (1 +p;d)2 ’ (10) 
where f;, gi, and Fj are, respectively, the function value, the gradient, and 
the Hessian off(x) at xi. At each iteration the parameters Qi and p, are 
chosen so as to allow the model to interpolate some function and 
derivative values off(x). 
To this end note that (6) can be written as 
x(l+,Tx)(l&)-‘(-- ) , +;Tx+Q-‘b +cUO (11) 
Recognizing that the gradient VTc(x) of c(x) is 
V%(x) = &(I-g-&)(b+i$) 
and that 
Eqs. (7), (ll), (12), and (13) yield 
c(x)=&x)(I+xpT) x- 
( 
~B)+c(B) 
and, finally, 
(12) 
(13) 
(14) 
(15) 
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As can be seen, the conic model (15) does not involve (and, therefore, it 
does not require) an estimate of the conjugacy matrix Q or the Hessian 
matrix of the objective function. 
Let us now consider the quadratic (4) and its expansion around y, 
namely 
q(y) = q(Y) +Vq(Y)(y -A + $(Y -Y)’ Q(Y -3. 
Moreover, 
Wy)=W3+(y-HTQ. 
Post-multiplication of ( 17) by ( y - jj) yields 
Vq(y)(y-y)=Vq(y)(y-y)+(y-y)TQ(y-y). 
Using (16) to eliminate the term ( y - y)’ Q( y - jj), we obtain 
VdYNY -3 +Vd.Y)(y -3 = MY) -%7(Y). 
(16) 
(17) 
(18) 
(19) 
Note now that 
Vc(x) = Vq(y(x)) . $f, (20) 
where 
Solving (20) for Vq(y) and using (5), (13), and (21) (19) may be written 
in terms of the x variable 
1 +pTx 1 +p5 
- Vc(x)(x - 4 + 1 +pT* 1 +pT.f 
~ Vc(X)(x - X) = 2c(x) - 2c(X). (22) 
Clearly, for X = b Eq. (22) reduces to (15) since in this case 
Vc(X) = Vc(/?) = 0. 
In the following section Eqs. (15) and (22) are coupled to derive the new 
algorithm. 
3. BASIS FOR NEW ALGORITHM 
Let us assume that the objective function f(x) is conic. Then, for 
Vc(x) =V’(x) =gT(x), from Eq. (15) we obtain 
a1 +PTmf(x)=(l +PTx)gT(X)(X-B)+2(1 +PTB)fm (23) 
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Defining 0 = 2( 1 +prp).f(p) an rearranging terms in (23), we have d 
[2f(x)p’+(l +p7.u)gT(.~)] b-(0=(1 +p’X)g7(x)s-22f(.u). (24) 
If we now evaluate (24) at (n + 1) distinct points x,, 
we obtain the system 
Am = s - cp, 
where 
fi 
i 
A= fi+ I f' II+ 
and 
01 + 
(l +Prxi) ST 
(l +PTxi+l)gL 
. . . 
1. 
, “‘1 x n+ I? 
(25) 
(26) 
(27) 
Note that system (25) is linear in the (n + 1) dimensional unknown vector 
CI consisting of the location of the minimum p end the scaled value of the 
minimum o, assuming that the gauge vector p is available. 
Let us further define 
1 +fx;+, 
Pi= 1 +prxl . (28) 
For x=xi+, and X = xi, from Eq. (22) we have 
(L+ 1 -L)Fj-,RT(“i+ I -Xi)=(fi-fr+I)+Pigir+I(xi+,-xi)=ki. (29) 
I 
As may be easily verified, the positive definiteness of the conjugacy matrix 
Q implies that ki > 0. With this in mind, Eq. (29) yields 
(30) 
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where 
ki= [(fi+~--fi)2-g~+~(~i+~-Xi)gT(X,+~-Xi)11’2>0 (31) 
provided that the quantity under the square root is non-negative. Note that 
this assumption can be always met by a suitable choice of the step length 
in the line search algorithm. If we now rearrange terms in (28), we obtain 
(Xi+l-pixi)Tp=pi- 1. (32) 
Applying Eq. (32) for i = 1,2, . . . . n or, equivalently, evaluating Eq. (22) at 
Xl, x2, ...? x,+1, the gauge vector p can be determined by solving the linear 
system 
where 
Zp=r, (33) 
z= 
. 
ZI 
zi-l 
Zi 1 2 Zj=Xi+l-pix’ I7 r= 1 ) qi=pl- 1. (34) 
The previous analysis suggests that the location of the minimum jl can 
be determined through the equation 
p=z-‘p, tx=A-‘(s-q). (35) 
It is however desirable to carry out the inversions in (35) recursively as 
new points are constructed by the algorithm. As far as the gauge vector p 
is concerned, this is achieved by defining 
Z,=I, ro=po (36) 
and then by successively replacing at each iteration corresponding rows 
and elements of Z and r by calculated values of zT and vi. Then, we have 
Zi=Zi-,+e,(zT-erZi-,) (37) 
and 
r;=rj-l+e,(rli-eefrj~~l), (38) 
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where e, is a vector with unity in position I= i and zeros elsewhere. Using 
Householder’s formula for inverting matrices, we obtain 
z, ‘=z, I,- Z,-‘,e,(z/!Z, ‘,-e/q qz, l,e, (39) 
provided that j ~‘2,~.‘, e, 1 is bounded away from zero. As may be verified 
successive estimates of the gauge vector are given by 
Pr=Pi- I + 
Zim-‘, e,(t?, - z:P,- I). 
z,TZ;_l, e, 
3 i-1,2,3 ,..., Iz. (40) 
At this point let us use again Householder’s formula to invert matrix A 
defined in Eq. (26). Then, for qT= [p’O] and 
G= 
. 
(1 +p’x,)gT -1- 
(1 +p.‘x,,gr 11 
(1 +PTxi+dd+, -1 
I (l+Pr-u,+,Ld+, -1- 
the solution a to the linear system (25) is proved to be 
(41) 
(42) 
where 
u=G-‘s (43) 
and 
v=G-’ cp. (44) 
Let now Gi and Gi+ r denote the successive estimates of matrix G at xi and 
xi+lT respectively, where Go is the identify matrix. As may be verified, 
7 
g1 1 - 
PlP2 ..,p;-1 - 1 +piT_,x, 
s,‘l 1 ; - 
Pi- 1 1 +PT IX, 
g,T - 
1 
1 +p,T_ ,x; 
= (1 +pT_ ,xJ Hj (45) 
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and 
G ItI = (1 +Pk+I 
We note that 
1 - - 
1 +PTxi+ L 
1 - 
1 +PTxi+, 
1 
l +PTxi+ I 
1 - 
l +PTxi+ 1 
(46) 
1 +PLxl+l= 1 +Ph+I =Pr; 
1 +p;- IX, 1 +pTx, 
1= 1, 2, . . . . i- 1 (47) 
since both piPI and pi are computed so as to satisfy equation 
(x ,+, -~~x,)~~=p,- 1 for I= 1,2, . . . . i- 1. Replacing row j=i+ 1 of Hi 
with the vector wT+ 1 = [pig;+ 1 - l/(1 +p,‘_ Ixi)] and dividing the resulting 
matrix by pi yields 
+ [Z-I,+ e,(wT+ 1 -ejTHi)]=Hi+,A,, 
Pi 
where 
1 
. . 0 
1 A;= [. 1 I3 &= +pTXi 1 +p;P,xj’ (49) 
0 li 
We recall that pi-,, pi are estimates of the gauge vector p at xi, xi+ 1. 
From (45), (46), (48), and (49) we have 
Gi+ I= 
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where 
Therefore, G,‘, can be computed in terms of G,- ’ using Householder’s 
formula according to the equation 
(52) 
provided that ) yf+ , Cl-’ ejl is bounded away from zero. 
Recognizing now that successive stimates of the vectors s and cp as 
defined in (27) are given by 
and 
respectively, where 
dx1 
PlPZ..‘Pi- 1 
T 
gi- I xi- 1 
= Li [ai + e,(O,+ 1 - eTai)] (53) 
(Pi+ 1 = Vi + ej(ti+ f - e,Tqj), (54) 
(55) 
and using also (52), the recursive equations for the vectors u and u, 
required to compute C(~+ r from (42), are found to be 
and 
l4 r+,=Ar ui+ [ 
G,Y’ej(ei+,-yiT,IUi) 
yir,,G,:‘e, 1 (56) 
G,F1ej(ti+r-YiT,lui) 
y,‘, ,G;‘e, 1 . (57) 
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Based on the recursions developed in this section the following algorithm 
can now be stated. 
4. THE ALGORITHM AND ITS CONVERGENCE 
From Eqs. (35) it is clear that a set of (n + 1) points is sufficient o find 
the exact location of the minimum and the gauge vector of a conic 
function, provided that the quantities ) z,?Z,;‘; e,l , 1 yT+ ,G,:’ ejl , and 
si=(fi+l -h)’ -gF+ i (xi+ i -xi) gT(xi+ , - xi) are all positive. However, 
on general functions an n-step convergence cannot be expected. Thus, the 
indices 1= i and j= i + 1 must be reset to unity, once the last rows of the 
matrices Z, and G,, have been replaced by z,? and ylT+ i as in (34) and (51), 
respectively, so that replacement of rows starts over again according to 
(37) and (50). To avoid the possibility of the matrices Zi and Gi+, 
becoming singular the quantities 1 zl?ZL:‘, e, 1 and 1 yr+ i G; ’ ej 1 are checked 
at each iteration and if they are found less than a small positive number s3, 
the algorithm is restarted with a conventional steepest descent step. 
Let now /Ii be the current approximation to the location of the minimum 
/I and consider the step 
xi+1 = Xi + tidi, di=Pi(xi-Bi)l (58) 
where pi = -sign gr(x, - pi) so that di = pi(xi - bi) is a descent direction. 
If I(xi-Bi)TSiI <&47 where s4 is a small positive number, the direction 
di = pi(xi - /Ii) will most likely not yield a respectable reduction in f(x) 
and the algorithm is restarted. The algorithm is also restarted whenever 
11 di /I + 1 yi I > A4, where M is a large positive number. 
The steplength ti is chosen here according to Armijo’s subprocedure [ 11, 
which is as follows: 
Step 1. Set mi=O, ti= 1, di=Pi(Xi-Bi)9 Yic2(t1 +Pir_llji)l 
(1 +pir_,xJ. 
Step 2. Iff(x,+tidi)-f(Xi)< -tild~gil/(lyil +2), then 
return; else set mi = mi+ i and go to Step 3. 
Step 3. Set ti = ti/2mi and go to Step 2. 
If at xi+, the term ~5~ is negative, the inequality g,‘, idi< must hold 
and consequently d, is a descent direction at xi+ ,, in the sense that 
f(xj+ td,) <f(xi+ tidi) for some t > ti. In this case a step is taken 
according to Armijo’s rule from xi+, along the direction di and the 
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procedure is repeated until the point x,, , so obtained yields a non- 
negative 6,. 
Having moved along the direction dj to x, + , , the new approximation p, 
to the gauge vector is found from (40). Then, we use Eqs. (56) and (57) to 
update the vectors u and u, and we determine the new estimate to vector 
a from the equation 
(59) 
With the above comments in mind we can now state the complete 
algorithm. 
Step 1. Assume x0 is given; set i = 0. 
Step 2. Set do= -g,, x, =x0 + t,d,, where t, is determined by 
Armijo’s rule with y0 = 2. 
Step 3. Set al= [XT 01, Go =1, Z,=Z, uO= c.c~, u,=O, p,,=O, 
&= 1, and j= 1, I= 1. 
Step 4. If IIgi+,II<s, and Ih+,-,fiI<~~, then stop; else go to 
Step 5. 
Step 5. Use (49), (51), (52), (55), (56), (57), and (59) to calculate 
u r+l’ If I Y,‘,, G,: ’ ej 1 < Ed, then set x0 = xi + , and go to Step 1; else go to 
Step 6. 
Step 6. Set i=i+l. Ifj=n+l, thenresetj=l;elsesetj=j+l. 
Step 7. If I(xi- bi)‘gi I < sqr then set x0 = x, and go to Step 1; else 
set di=pi(xi-/?i) and go to Step 8. 
Step 8. If I( di(/ + I yil <M, then determine t, by Armijo’s rule, set 
xi+1 = xi + t,d, and go to Step 9; else set x,, = xi and go to Step 1. 
Step 9. If Si=(~j+,--fi)2-g~+,(x,+,-x,)g~(xi+,-xi)~0, then 
using Armijo’s rule take a step from x,, , along di and repeat this 
procedure until the new xi+, so obtained satisfies 6, > 0; go to Step 10. 
Step 10. Use (30), (31), (39), and (40) to update the gauge vector. If 
Izz~Ziple,( <sj, then set xO=xi+, and go to Step 1; else go to Step 11. 
Step 11. If I=n, then reset I= 1; else set l=I+ 1. 
Step 12. Go to Step 4. 
Note that a gradient step is taken prior to updating vector c1 recursively. 
One could actually set a:= [x:0] and commence the algorithm 
immediately. This procedure would result in n-step convergence on conic 
functions. However, on most functions the initial gradient step causes 
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I/ xi - x0 11 to be quite large, and it is doubtful that tl, based on x0 would 
be a meaningful estimate of tl. We, therefore, prefer to initialize c1,, to xi, 
causing the algorithm to converge on conic functions in (n + 1) iterations. 
Note also that since di is a descent direction and, therefore, 
gT(xi+ i -xi) < 0, Eq. (30) yields an always positive value for pi, irrespec- 
tive of the sign of the term g,‘, , (xi+, -xi). Thus, according to Eq. (28), xi 
is on the same side of the horizon as xi+ 1. 
Convergence of our algorithm can be established using the following 
algorithm model, which searches for a point with a desirable property, and 
theorem (Polak [ 71). 
Algorithm Model. Let A be a set-valued search function mapping a 
closed subset T of a Banach space B into the set of all nonempty subsets 
of T (which is written as A: T+ 2T) and let h = T-+ R’. 
Step 1. Compute an x,, E T. 
Step 2. Set i=O. 
Step 3. Compute a point yje A(xi). 
Step 4. Set xi+, = yi. 
Step 5. If h(x,+l) > h(xi), then stop; else set i= i+ 1 and go to 
Step 3. 
THEOREM. Suppose that: 
(i) h(x) is either continuous at all nondesirable points XE T or else 
h(x) is bounded from below for x E T, and 
(ii) for every x E T which is nondesirable there exists an E(X) > 0 and 
a 6(x) <0 such that h(x”) - h(x’) < 6(x) < 0 for all x’~ T such that 
11(x’-xx)11 <E(X) andfor all X”E A(x’). 
Then either the sequence (xi} constructed by the above algorithm model is 
finite and its last element is desirable, or else the sequence is infinite and 
every accumulation point of (xi} is desirable. 
To apply Polak’s theorem to our algorithm, we make the following 
definitions and assumptions: 
(a) xi is desirable iff II g(x,) 11 = 0. 
(b) Let f(x) correspond to h(x) in Polak’s algorithm model and let 
f(x) be continuously differentiable in R”. Further assume that there exists 
an x,, E R” such that the level set L, = {x 1 f(x) <f (x0)> is compact. This 
compactness assumption, together with the fact that because of Armijo’s 
rule f (xi+ i) <f (xi), implies that the sequence {xi} generated by our 
algorithm is bounded and therefore has accumulation points. 
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(c) Let M> 0 such that 
M-23SUP IlR(x)ll! .Y E L,,. (60) 
Note that g(x) is bounded in L,,, since it is continuous and the level set L,, 
is compact. 
(d) The algorithm terminates if I/ g(x,)ll =O. 
MAIN THEOREM. Let {xi} be a sequence in R” generated by our algo- 
rithm. Then either the sequence is finite and terminates at a desirable point 
or else it is infinite and every accumulation point x* of {xi} is desirable. 
Proof: Let us define T= R” and A(x) = x + t(x) d, where d is the search 
direction and t(x) is the largest t, 0 < t < 1, generated by Armijo’s sub- 
procedure. Then our algorithm is of the same type as the algorithm model 
above and Polak’s theorem can be used. Clearly, condition (i) of Polak’s 
theorem is satisfied, since by assumption (b), f(x) is continuously differen- 
tiable. Further, if the sequence {xi} constructed by our algorithm is finite, 
its last point is desirable, according to assumptions (a) and (d) above. 
Let us now assume that xi is nondesirable, i.e., g,#O. Then either 
di = pi(xi- pi) or d, = -g,. When the first case occurs, according to Step 7, 
I(xi-/3;)‘g,I 2~~. Hence, choosing n, >O such that n, II g,l12dE4, we have 
-d,? gj b s4 > q1 I( gi II*. Note that such an q, always exists because of (60). 
When di= -gi, then -d,?gi= II g;I/*. In either case, there exists an q such 
that 
-di’giaV II gill*. (61) 
Moreover, (I di II + I yi I < M. 
Define 
D(X) = fdl II 4 + I Y I d M -dTg(x) 3 n /I g(x)11 ‘} (62) 
and, for x nondesirable, 
dC4x, 4 r)l =fCx+&x, 4 Y) 4 -f(x)- h W, 4 Y) dT&) 
= -,(x,d,~)[d~[g(x)-X(S)]-(l-~)d’g(x)] 
G --4x, 4 Y) dTdx)-g(S)l+ ( 2) x ] (63) 1 -I v II td Ill* 
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for r E [x, x + ,I(x, d, y) d] and for all dED(x). Further consider the 
expression 
&4x, 4 y)l= -e, BY) 
[ 
ng(x)-&~l+~ II s(x)ll’ 2 1 (64) 
where ci~b={dI\Idll+IyJ<M} and [E[x,x+~(x,L?,~)~]. Since IIdII 
is bounded and g(x) is continuous, we have that there exists a r(x) > 0 of 
the form l/2 m(x)m(~), such that 
&r(x)] <6(x) < 0, for all LYE rS. (65) 
A fortiori this implies that 
d [z(x)] < 6(x) < 0, for all de D(x) (66) 
which implies the existence of t(x). 
Now, by the continuity of g(x) 
-~~x~[d’~~~x~~-n~~‘~l+~ll~~s.)l’]~~ (67) 
for all a~ b and for all x’ E {x’ 1 11 x-x’ I/ < q(x)} = B(x, q(x)). This implies, 
again a fortiori, that 
f(x’ + T(X) d) -f(x’) -f& d=g(x’) <y (68) 
for all X’E B(x, v](x)) and for all dED(x’). Clearly, we have t(x’)ar(x), 
where t(x’) satisfies Armijo’s rule 
f(x’ + t(x’) d) -f(x’) - f$$ dTg(x’) 6 0 
which is written 
j-(x’ + t(x’) d) -j-(x’) d t(x’) - dTg(x’) d 
IYI +2 
-& $g(x’) 
< -g II g(x’)l12 d 2;;y;) II dx)l12 
for all x’ E B(x, q(x)) and for all dE D(x’). 
(69) 
(70) 
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Recognizing that x” =x’ + r(x’) dE A(x’) we conclude that condition (ii) 
of Polak’s theorem is also satisfied and convergence of our algorithm is 
established. 1 
The convergence proof provided here follows the same argument applied 
by Jacobson and Pels [6] in their modified homogeneous algorithm. 
5. COMPUTATIONAL RESULTS AND COMPARISONS 
The algorithm has been tested on several well-known test functions 
found in the literature, as well as on two conic functions. All of our com- 
putations were performed in double precision, in FORTRAN 77, on an XT 
compatible computer. The tolerances which were referred to in the previous 
section were set as follows: s, = 10p4, c2 = lo-*, s3 = 10p24, a4= 10p16, 
M = 1oi2. 
For purposes of comparison, all the test problems were also run using a 
quadratic model. Since the horizon of a quadratic function is at infinity or, 
equivalently, its gauge vector is zero, Eq. (24) assumes the form 
W(x) -11 $ =g’(4x-uw, [I 0 = VW (71) 
This expression allows the location of the minimum to be recursively 
computed through the equations 
Nit1 = cr;+ 
Gr”ej(oi+ L -Yf+ INi) 
y,T,lG,:‘ej ’ 01 (72) 
and 
G,;‘, = Cl:’ - 
G,:‘ej(y,T,,G,‘-e,?j 
T+,G,:‘e ’ 
G,=I, (73) 
Y I 
where y,‘,,=[g,T+i -11, 8,+,=g,~+1xi+,-2f,+,, andj=i+l. All other 
routines and tolerances used by the quadratic method were the same as in 
the conic algorithm. 
In the results listed below the total number of evaluations is equal to the 
(function evaluations) + nx(gradient evaluations), where n is the dimension 
of the problem, whereas the number of gradient evaluations is one more 
than the number of iterations. 
The following test functions were run: 
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TABLE I 
Function 1: Conic in Two Dimensions 
f(x)=; + 1; p’= [l, l],f(/I)= 15/16. 
2 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(O,O) 4 13 23 15 29 61 
(55) 4 13 23 15 43 15 
(-1, 0.01)” 4 6 16 46 130 224 
(4.49, -0,25)” 4 6 16 48 144 242 
Nofe. After three iterations the algorithm yielded the exact values of the location of the 
minimum and the gauge vector pT= [ 1, 21, thus terminating on the next iteration. 
“These two points lie near the horizon of the function. 
TABLE II 
Function 2: Conic in n Dimensions 
x ‘Qx 2x1 ~- f(x) = (1 +pTx)z -’ 1 +pTx’ 
Pr=[n,n-l)..., 2,1], f(P)= --n 
[ 1 -1 -1 2 -1 0 -1 2 -1 Q= 1 , PER"* . 
0 -1 2 -1 
-1 2 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(0,0,0,0,0,0,0) 9 19 89 73 219 797 
NOW. These results were obtained for n = 7 and pT= [l, - 1, - 1, 1, 1, - 1, - 11. After 
(n = ) 7 + 1 = 8 iterations the exact values of the location of the minimum and the gauge vec- 
tor were obtained. For p = 0 (quadratic case) both algorithms generated the same sequence 
of points. 
“p is any vector whose inner product with /I is zero. 
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TABLE III 
Function 3: Rosenbrock’s Parabolic Valley 
.f(x) = 100(x, - .q,* + ( 1 ~ Y, )I; P’ = [l, I]. f(B) =o 
Starting 
point 
Conic Quadratic 
Functions Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(-1.2, -1.0) 30 50 112 40 71 153 
(-1.2, l.O)C 33 60 128 37 67 143 
(0.0, -1.2) 24 46 96 29 49 109 
(3.0, 3.0) 25 35 87 30 48 110 
’ Classical starting point. 
TABLE IV 
Function 4: Leon’s Cubic Valley 
f(x)= 100(x,-x:)2+(1 -x,)2; r= Cl, 11, f(B)=0 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(-1.2, -1.0) 38 89 167 53 93 201 
(-1.2, 1.0) 33 46 114 44 69 159 
(09 0) 29 62 122 35 49 121 
(3.0, 3.0) 36 49 123 60 88 210 
TABLE V 
Function 5: Fletcher-Powell’s Helical Valley 
f(x)= loo[(x,- 100)*+(r- 1)2] +x;; PT=CLO,Ol, f(P)=0 
i 
1 
o= E;;al.,i, :;:; r=(x:+xy 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(-1, 0, oy 31 48 144 3-l 58 172 
(-1, -1, -1) 32 52 151 35 61 169 
(5, 5, 5) 21 41 125 28 46 133 
(-5,0,0) 44 78 213 38 71 188 
L? Classical starting point. 
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TABLE VI 
Function 6: Rosenbrock’s Cliff Function 
f(x)= G 2-(x,-x,)+e’OlxI--12) ( ) 
p’= (3,3.14878), f(P)=0 
Starting 
point 
Conic Quadratic 
Function Total Functions Total 
Iterations evaluations evaluations Iteraiions evaluations evaluations 
(0, -1 Y 21 23 67 54 122 232 
(-1.57, -1.73) 9 16 36 16 40 74 
(O,O) 8 14 32 9 20 40 
a Classical starting point. 
TABLE VII 
Function 7: Box’s Sum of Exponents 
ftxJ=!,[exp( -s)-exp( -s)--cxp( -i)+exPt-41 
B’= CL 101, f(8)=0 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(5,O) 14 21 51 14 21 51 
(10,O) 14 22 52 18 25 63 
t-5, -5) 34 53 123 43 69 157 
TABLE VIII 
Function 8: Jacobson’s Homogeneous Quartic 
f(x) = (fx’Qx + b’x+ 0.25)2 
bT=[-0,5, -1, -1.5,0] 
/I’= [0.5, -0.5,0.5,0], J-m=0 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(4,4,4,4) 33 50 186 64 239 499 
t-44, 44) 23 40 136 53 119 335 
t-4 4,4,4) 27 44 156 59 165 405 
(1, 1, 1, 1) 25 38 142 50 173 377 
409/167,‘1-3 
30 BACOPOULOS AND BOTSARIS 
TABLE IX 
Function 9: Fletcher-Powell’s quartic with singular Hessian 
.f(x) = (u, + 1ox,)2 + 5(.x, ~ x4y + (x2 - 2H$ + 10(.x-, - .r4y 
B’= [O, 0, 0,OJ f(Y) = 0 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(3, -1, 0, 1)” 40 
(-1, -10, 0, 1) 46 
(1, 1, 1. 1) 48 
(10,20, 30,40) 57 
a Classical starting point. 
82 246 41 130 322 
69 251 60 163 401 
88 284 47 160 352 
103 335 70 253 531 
TABLE X 
Function 10: Wood’s Four-Dimensional Banana 
f(x) = 100(x, - XT,’ + (1 -x, )* + 90(x, -x;,* + (1 -x2)2 
+ lO.l[(x,- l)*+ (x4- 1)2] + 19.8(x,- 1)(x4- 1) 
B’= IL 1, 1, 11, f(B)=0 
Starting 
point 
Conic Quadratic 
Function Total Function Total 
Iterations evaluations evaluations Iterations evaluations evaluations 
(-3, -1, -3, -1)” 55 
(-1.2, -1, -1.2, -1) 44 
(2,2, 2, 2) 24 
(-1.2, 1, -1.2, 1) 107 
u Classical starting point. 
109 333 99 198 598 
90 270 91 188 556 
43 143 28 54 170 
209 641 106 246 674 
As can be seen, the conic algorithm is more efficient (in iterations and 
evaluations) than the quadratic method for almost all of the functions and 
starting points tested here. On the average, the conic algorithm required 
35% fewer iterations and 40% fewer evaluations than the quadratic 
method. 
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6. CONCLUSIONS 
We have derived a general purpose unconstrained minimization algo- 
rithm which is based on a conic model of the form 
(74) 
This algorithm converges in (n + 1) iterations on conic functions and it 
does not require evaluation or estimation of the Hessian or the conjugacy 
matrix. The algorithm is extremely robust on general functions (no restarts 
occurred in all our test runs), while at the same time it is more efficient 
than the algorithm using the same strategy on a quadratic model. 
Moreover, the conic form (74) presented in this article suggests the 
introduction of the function model 
which represents a larger class of functions including quadratic (u = 2, 
p = 0), homogeneous (y # 2, p = 0), and conic (y = 2, p # 0). 
An analysis and results for this extended function model will appear in 
a future work. 
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