We show that the heat flow on super-Ricci flows in the sense of Sturm in [22] satisfies transport estimates with respect to every
Introduction and Statement of the main results
The heat flow on a metric measure space (X, d, m) can be understood either as the gradient flow of the Cheeger energy Ch on the Hilbert space L 2 (X, m) or as the gradient flow of the relative entropy S on the space of probability measures P 2 (X) endowed with the L 2 -Kantorovich distance W 2 . It has been shown in [1] that these two notions coincide under the assumption that (X, d, m) satisfies a lower Ricci curvature bound in the sense of Lott-Sturm-Villani.
A metric measure space is said to have a lower Ricci curvature bound K, in short CD(K, ∞), if the relative entropy is K-convex along L 2 -Kantorovich geodesics. This definition is consistent with the Riemannian case, i.e. a Riemannian manifold has Ricci curvature bounded from below by K if and only if its relative entropy is K-convex. But even more holds true. Each of the following properties characterize a lower curvature bounds of the manifold: L p -transport and gradient estimates of the heat flow for p ∈ [1, ∞], and pathwise contraction for Brownian trajectories.
On general CD(K, ∞)-spaces these properties fail, and the heat flow does not even have to be linear. In order to obtain a more Riemannian-like behavior, Ambrosio, Gigli and Savaré introduced in [2] the notion of RCD(K, ∞)-spaces, i.e. CD(K, ∞)-spaces whose heat flow is linear. This notion is characterized by one single formula, namely the Evolution variational inequality of the heat flow with respect to the L 2 -Kantorovich distance. Moreover one immediately recovers the L 2 -transport and gradient estimates W 2 (P t µ, P t ν) ≤ e −Kt W 2 (µ, ν), Γ(P t u) ≤ e −2Kt P t Γ(u),
where Γ denotes the Carré du champ operator. Savaré proved in [19] that the gradient estimate implies the stronger estimate (Γ(P t u)) α ≤ e −2αKt P t (Γ(u) α ),
where α ∈ [1/2, 2]. This has been first noticed by Bakry in [5] in the framework of Dirichlet forms. Crucial for this estimate is the self-improvement of Bochner's inequality. By Kuwada's duality [15] the stronger gradient estimate further implies stronger L p -transport estimates
In this paper we aim to show similar estimates for time-dependent metric measures spaces (X, d t , m t ) t∈I which evolve under a super-Ricci flow in the sense of Sturm in [22] . Moreover we introduce Brownian motions and prove pathwise contraction estimates.
In [14] existence and uniqueness of the heat flow (P t,s ) t≥s have been shown, and moreover, that super-Ricci flows of RCD(K, N )-spaces (X, d t , m t ) t∈I are characterized by the time-dependent gradient estimate Γ t (P t,s u) ≤ P t,s (Γ s (u)), or equivalently, by the L 2 -Kantorovich transport estimate W 2,s (P t,s µ,P t,s ν) ≤ W 2,t (µ, ν).
What remained unsolved was the question whether there are stronger transport and gradient estimates in the sense of Savaré [19] and Bakry [5] respectively. The answer given in this paper is affirmative, but we have to strengthen our assumption regarding the time-dependence of the metric such that t → Γ t (u) is differentiable. This allows us to derive a dynamic version of Bochner's inequality 1 2 ∆ t (Γ t (u)) − Γ t (u, ∆ t u) ≥ 1 2 (∂ t Γ t )(u).
Theorem 1.1. Let (X, d t , m t ) t∈I be a one-parameter family of geodesic Polish metric measure spaces satisfying (2), (3), (9) and (10) such that each (X, d t , m t ) is a RCD(K, N ) space. If the transport estimate (1) holds, then the dynamic Bochner inequality (12) holds at all t ∈ I.
In contrast to [14] , where also a dynamic version of Bochner's inequality has been derived, the function u does not need to arise as a heat flow P t,s u s . This is an essential modification, since from this we obtain an improved gradient estimate. Theorem 1.2. Let (X, d t , m t ) t∈I be as in Theorem 1.1. Then, if the dynamic Bochner inequality (12) and the regularity assumption (23) is satisfied, for every α ∈ [1/2, 1] we have for a.e. τ ≤ t and σ ≥ s and every u ∈ Dom(Ch) and Γ τ (P τ,σ u) α ≤ P τ,σ (Γ σ (u) α ) m-a.e..
As an application we introduce Brownian motions on time-dependent RCD(K, N )-spaces and prove existence and uniqueness in law. On super-Ricci flows we construct couplings of Brownian motions satisfying a pathwise contraction estimate. Summarizing we obtain the following. Theorem 1.3. Let (X, d t , m t ) t∈I satisfy the assumptions in Theorem 1.1. Then, (X, d t , m t ) t∈I is a super-Ricci flow if and only if one of the following equivalent properties holds i) for all s ≤ t, α ∈ [1/2, 1] and u ∈ Dom(Ch)
ii) for all s ≤ t, p ∈ [1, ∞] and µ, ν ∈ P(X)
iii) there exists a coupling of Brownian motions (X
A similar result as in Theorem 1.1 and Theorem 1.2 has been derived in [13] in the case of smooth Riemannian manifolds evolving as a super-Ricci flow. They give a characterization of super-Ricci flows in terms of a gradient estimate as in Theorem 1.2 with α = 1 and α = 1/2 and in terms of a Bochner's formula.
Arnaudon, Coulibaly and Thalmeier [4] showed existence of Brownian motions on a smooth time-dependent setting and apply their results to Ricci flows. Kuwada and Philipowski [16] construct couplings of Brownain motions such that the normalized Perelman's L-distance of the coupling is a supermartingale, see also [23] . This construction is obtained on smooth Riemannian manifolds evolving as a super-Ricci flow.
Example. A possible example for the setting chosen in this paper is the superRicci flow on the spherical cone over the product of the 2-spheres with radius 1/ √ 3 constructed in [14] . This space is a RCD * (4, 5)-space, and the punctured cone is a 5-dimensional (non-complete) Riemannian manifold with constant curvature 4. A possible Ricci flow on the punctured cone is given by distances which shrink to one point homothetically in time. The completion of this flow is a super-Ricci flow which shrinks to a point homothetically in time. Hence, for time points smaller than the collapsing time the metrics satisfy the assumptions (9) and (10). The same argumentation can be used to obtain (2) for the measures.
Proof of the main results
In the sequel let (X, d t , m t ) t∈I , where I = (0, T ), be a one-parameter family of geodesic Polish metric measure spaces such that the following holds:
1. There exists a finite reference measure m with full topological support such that m t = e −ft with Borel functions (f t ) satisfying
with constants C, L > 0 independent of x, y ∈ X and s, t ∈ I.
2. the distance is "log-Lipschitz" continuous, i.e.
for all x, y ∈ X and all s, t ∈ I, 3. there exist constants K, N ∈ R such that for each t ∈ I the space (X, d t , m t ) satisfies the Riemannian curvature-dimension bound RCD(K, N ) in the sense of [3] , [11] .
In the sequel let us introduce the time-dependent quantities which we are going to use.
Let P(X) denote the space of all Borel probability measures. We set for each p ∈ [1, ∞)
, where Π(µ 1 , µ 2 ) is the space of all measures in P(X × X) whose marginals (e i ) # µ coincide with µ i . We also set
with essential supremum ||d|| L ∞ (γ) = inf{C ≥ 0|d(x, y) ≤ C γ-a.e. x, y}. For the second equality see e.g. Lemma 3.2 in [15] .
We recall that the Cheeger energy Ch t at time t ∈ I is defined as the convex and lower-semicontinuous functional in L 2 (X, m t )
where the infimum is taken over all bounded Lipschitz functions u n ∈ Lip b (X) such that u n → u in L 2 (X, m t ) (cf. [1, 22] ). Here, lip t u denotes the local Lipschitz constant w.r.t. the metric d t
and Ch t admits the local representation formula
where |∇ t u| * is the minimal relaxed gradient [1] . Since (X, d t , m t ) satisfies a Riemannian curvature bound, (in particular Ch t is quadratic) E t := 2Ch t is a strongly local Dirichlet form with Carré du Champ
cf. [19, 3, 2] , i.e.
Thanks to (4), E(u, v) = X Γ t (u, v) dm t where
Γ(·, ·) satisfies the chain rule and the Leibniz rule
where u, v, w ∈ Dom(E t ) and θ ∈ Lip(R), θ(0) = 0. We call the linear generator ∆ t the Laplacian and
with domain Dom(∆ t ) ⊂ Dom(E t ). Due to our assumptions (2) and (3), the sets L 2 (X, m t ) and W 1,2 (X, d t , m t ) := D(E t ) do not depend on t and the respective norms for varying t are equivalent to each other. We put H = L 2 (X, m) and F = Dom(E t0 ) for some fixed t 0 as well as
The heat equations
A function u is called solution to the heat equation
where ·, · F * ,F = ·, · denotes the dual pairing. Note that thanks to (2),
We recall the following results from [14] .
Theorem 2.1. (i) For each 0 ≤ s < τ ≤ T and each h ∈ H there exists a unique solution u ∈ F (s,τ ) to the heat equation
(ii) The heat propagator P t,s : h → u t admits a kernel p t,s (x, y) w.r.t. m s , i.e.
Hölder continuous in t and x. All nonnegative solutions satisfy a scale invariant parabolic Harnack inequality of Moser type.
(iv) The heat kernel p t,s (x, y) is Hölder continuous in all variables, it is Markovian
and has the propagator property
(ii) This solution is given as v s (y) = P * t,s g(y) in term of the adjoint heat propagator
If X is bounded, for each (t ′ , x) ∈ (0, t) × X the function (s, y) → p t,s (x, y) is a solution to the adjoint heat equation on (0, t ′ ) × X. (iii) All solutions v : (s, y) → v s (y) to the adjoint heat equation on (σ, t) × X are Hölder continuous in s and y. All nonnegative solutions satisfy a scale invariant parabolic Harnack inequality of Moser type.
By duality, the propagator (P t,s ) s≤t acting on bounded continuous functions induces a dual propagator (P t,s ) s≤t acting on probability measures as follows
The time-dependent function v t (x) = P t,s u(x) is a solution to the heat equation, whereas the time-dependent measure ν s (dy) =P t,s µ(dy) is a solution to the dual heat equation
Again∆ s is defined by duality: u d(∆ s µ) = ∆ s u dµ ∀u, ∀µ.
Lemma 2.3 (Lemma 3.8 in [14] ). Let u, g ∈ F and t ∈ I with g ∈ L 1 (X, m t ). Then,
Theorem 2.4 (Theorem 2.12 in [14] ). For all 0 < s < τ < T and for all solutions u ∈ F (s,T ) to the heat equation
More precisely,
(iii) For all solutions v to the adjoint heat equation on (σ, t) × X and all s ∈ (σ, t)
From transport estimates to Bochner's inequality
In this section we aggravate the regularity of the map r → log d r (x, y). We assume that there exists a C 0 map r → h r (x, y), uniformly bounded |h r (x, y)| ≤ C such that for each s, t ∈ I and x, y ∈ X
Consequently, for each x, y ∈ X, r → log d r (x, y) is continuously differentiable with derivative h r (x, y) = d dr log d r (x, y). Moreover we assume that ∀x ∈ X, r ∈ I the limit lim y→x h r (x, y) := H r (x) exists, measurable in x, and r → H r (x) is continuous ∀x ∈ X.
(10)
We obtain the following lemma.
Lemma 2.5. Let u ∈ Lip(X). Then for all s, t ∈ I and x ∈ X
Hr (x) dr .
Proof. For s < t, we obtain from the very definition of the local slope
Hr (x) dr , where we applied dominated convergence. Changing the roles of s and t yields
Hr (x) dr , which proves the assertion.
We apply our observation to the minimal relaxed gradient. We say that
G is the minimal t-relaxed gradient |∇ t u| * if its L 2 (X, m t ) norm is minimal among all relaxed gradients, see [1, Definition 4.2] . The collection of all t-relaxed gradients is convex and closed in
Hr(x) dr for each u ∈ F and for all s, t ∈ I. In particular for m-a.e. x ∈ X, t → |∇ t u| * (x) is continuously differentiable.
This implies that |∇ s u| * (·)e 
Changing the roles of s and t yields that
Hr(·) dr m-a.e. in X.
Choosing s and t from a dense and countable set D in I the argument from above implies that m-a.e. in X
Hr (·) dr (11) for each s and t in D. Since the dependence of the left and the right side of the equality is continuous with respect to s and t, we conclude that for m-a.e.
Hr (·) dr holds for every s and t in I. Similarly, we choose u in a dense and countable set C in F ([2, Proposition 4.10]) and obtain that m-a.e. equation (11) holds for every s, t ∈ I and every u ∈ C. Given u ∈ F we approximate u by a sequence u n ∈ C, i.e.
Then there exists a subsequence u n k such that for m-a.e. x ∈ X, |∇ t u n k |(x) → |∇ t u|(x). Equality (11) implies that for the same subsequence |∇ s u n k |(x) → |∇ s u|(x) for m-a.e. x. Hence we showed that for m-a.e. x ∈ X, (11) holds for every u ∈ F and every s, t ∈ I.
The last assertion follows directly from the fact that r → H r (x) is supposed to be continuous for all x ∈ X.
Following [14] we give a weak dynamic version of Bochner's inequality. Definition 2.7. We say that the dynamic Bochner inequality holds at time
This is a "real" Bochner's inequality in the sense that on the one hand u and g do not have to arise as a heat flow (see [14, Definition 5.5] ), and on the other we employ the time-derivative ∂ t Γ t (u) in contrast to [14, Definition 5.5, Definition 5.6]). For the proof of Theorem 1.1 we follow the argumentation in the proof of Theorem 5.13 in [14] . The argumentation in [14] is inspired by [9] , where the authors prove the equivalence between Wasserstein contraction estimates and Bochner's inequality in the static setting.
Proof of Theorem 1.
Here, (H t r ) r≥0 denotes the (static) semigroup associated to E t and κ ∈ C ∞ c ((0, ∞)) with κ ≥ 0 and
Then, the transport estimate (1) together with Lemma 5.10 and Lemma 5.11 in [14] eventually yields
see [14, Section 5] . Then following the lines in [14] , we subtract Γ t (u)gdm t on each side and divide by t − s obtaining
We decompose the first term on the left-hand side into the following two terms
Recall that Γ t (u) ∈ F [19, Lemma 3.2] and thus we can apply Lemma 2.3, which gives us
while, since |
where we used Proposition 2.6 in the last inequality and that P * t,s ge
Regarding the second term on the left-hand side of (13), note that the Leibniz rule and the integration by parts formula is applicable and we get
Subtracting Γ t (u)gdm t and applying (16) 
by virtue of Lemma 2.3. In order to determine
we need to argue whether Γ t (g, u) ∈ F . But this is the case, since, due to our static RCD(K, ∞) assumption, we may apply Theorem 3.4 in [19] and obtain
where
Our regularity assumptions on u and g provide that the right hand side is in L 1 (X, m t ) and consequently Lemma 2.3 implies
Combining these observations we find
(17) Hence from (13), (14), (15) and (17) 
Then from the above argumentation we obtain
e. x ∈ X and |H t (x)| ≤ C, we obtain the assertion by letting ε → 0 with taking into account that
Self-improvement of the gradient estimate

Quasi-regular Dirichlet forms
We follow the approach in [19] and briefly recall the notion of quasi-regular Dirichlet forms developed in [18] and [10] . We denote by
, where X is a Polish space and m is a σ-finite Borel measure. F is a Hilbert space with norm ||u||
If F is a closed set in X we denote
Definition 2.8. Given a Dirichlet form E on a Polish space X, an E-nest is an increasing sequence of closed subsets (
If a property holds in a complement of an E-polar set we say that it holds Equasi-everywhere (E-q.e.). A function u : X → R is said to be E-quasi-continuous if there exists an E-nest (F k ) k∈N such that every restriction f |F k is continuous on F k .
The Dirichlet form E is said to be quasi-regular if the following three properties hold.
i) There exists an E-nest (F k ) k∈N consisting of compact sets.
ii) There exists a dense subset of F whose elements have E-quasi-continuous representatives.
iii) There exists an E-polar set N ⊂ X and a countable collection of E-quasicontinuous functions (f k ) k∈N ⊂ F separating the points of X \ N .
For every u ∈ F the quasi-regularity implies that u admits an E-quasicontinuous representativeũ. The representative is unique q.e. and if u ∈ F with |u| ≤ C m-a.e., then |ũ| ≤ C q.e..
The following Lemma is taken from [19, Lemma 2.6].
Lemma 2.9. Let E be a strongly local, quasi-regular Dirichlet form with linear
and there exists a unique finite Borel measure µ := µ + − ϕm with µ + ≥ 0, µ + (X) ≤ ϕ dm such that every E-polar set is |µ|-negligible, the q.c. representative of any function in F belongs to L 1 (X, |µ|) and
We denote by ∆ * u the measured valued Laplacian, i.e. the signed measure
Contraction estimates for the heat flows P t,s andP t,s
For each t ∈ I we define the Hessian
Recall that on a family of closed Riemannian manifolds (M, g t ) we obtain the equality We define the distribution valued Γ 2 -operator
as in [14] .
Note that thanks to the static RCD(K, N )-condition the domain of the Laplacian coincides with the domain of the Hessian, i.e. Dom(∆ t ) = W 2,2 (X, d t , m t ), and
cf. Section 5 in [14] .
ii) There exists a finite nonnegative Borel measure µ + = µ + (t) such that every E t -polar set is µ + -negligible and for each g ∈ F the E t -q.c. representativeg ∈ L 1 (X, µ + ) with
In particular Γ 2,t (u) is a finite Borel measure with
Proof. Let u ε = h t ε u. Choosing ψ = Γ t (u ε ) and ϕ = −(∂ t Γ t )(u ε )−2Γ t (u ε , ∆ t u ε ) in Lemma 2.9 and applying Bochner's inequality together with the Leibniz rule yields
Applying the Leibniz rule once again we obtain
Note that as ε → 0, Γ(u ε ) → Γ(u) pointwise, in L 1 and in the weak * L ∞ topology. The latter is due to the fact that Γ(u ε − u) is uniformly bounded and converges to 0 in L 1 . Moreover by the uniform boundedness of Γ(u ε ) in L ∞ we obtain that Γ(u ε ) → Γ(u) in L 2 . Hence we find
In order to show that
we show that Γ t (u ε , Γ t (u ε )) weakly converges to Γ t (u, Γ t (u)) in L 2 . Take a sufficiently smooth testfunction ϕ (ϕ ∈ F ∩ L ∞ ), then we easily deduce
by the strong L 2 convergence of ∆ t u ε , the weak * -L ∞ convergence of Γ(u ε ) and the L 1 convergence of Γ(u ε , ϕ). Moreover ||Γ t (u ε , Γ t (u ε ))|| 2 is uniformly bounded in ε since
since the domain of the Laplacian coincides with the domain of the Hessian, cf. [14, Section 3], [12] . Consequently we obtain that Γ t (u ε , Γ t (u ε )) weakly converges to
We show the second claim again by using the semigroup mollification u ε := h t ε u. By Lemma 2.9 we deduce that
where ∆ * t is the measure valued Laplacian, and µ + (u ε ) the nonnegative Borel measure with
Note that the right hand side converges as ε → 0 since Γ(u ε ) → Γ(u) weakly in F . Indeed, take a test function ϕ ∈ Dom(∆ t ). Then
Since E t (Γ t (u ε )) is uniformly bounded in ε by the first claim and Dom(∆ t ) is dense in F we deduce that
Define the linear functionalμ
Note that if g ≥ 0 we haveμ + (u)(g) ≥ 0 by the Bochner inequality. The HahnBanach theorem implies that there exists a linear functional M :
Thus by Proposition 2.5 in [19] there exists a unique finite and nonnegative Borel measure µ + in X such that every E t -polar set is µ + -negligible and for each g ∈ F the E t -q.c. representativeg ∈ L 1 (X, µ + ) with
and hence Γ 2,t is measure valued with 2Γ 2,t (u) = (∂ t Γ t )(u) m t + µ + .
By virtue of Lebesgue's decomposition theorem we denote by γ 2,t (u) ∈ L 1 (X, m t ) the density wrt m t
and thus by the above Lemma
We define for u, h ∈ Dom(∆ t ) such that Γ t (u),
where g ∈ F ∩ L ∞ . Note that the right-hand side is well-defined since the domain of the Laplacian and the Hessian coincide and
Similarly,
The following Lemma is an adaptation of Lemma 3.3 in [19] .
In particular m t -a.e.
We calculate using the notation ψ = Ψ(ū), ψ i = ∂ i Ψ(ū) and ψ ij = ∂ ij Ψ(ū) for the first term
and
On the other hand
Adding up and collecting terms yields
For arbitrary g ∈ F , set g n := g ∧n. Then, by dominated convergence (recall thatg ∈ L 1 (X, µ + ))
Similarly we can pass to the limit for the other integrals and obtain for all g ∈ F
and hence the result.
Proposition 2.13. Suppose that Bochner's inequality holds at time t. Then for every
Proof. We choose the same polynomial Ψ : R 3 → R as in [19] by
We apply Lemma 2.11 and obtain
where both sides of the inequality depend on λ, a, b ∈ R. Choosing λ, a, b in a dense and countable subset D of R yields that (21) holds m-a.e. for all λ, a, b in D. Since
cf. [19, Lemma 3.3] , both sides are continuous in λ, a, b, and hence we conclude that (21) holds for all λ, a, b in R. Thus, for m-a.e. x ∈ X we may set a := u 2 (x), b := u 3 (x) so that
m-a.e., and exploiting (21) yields
and since λ is arbitrary [12, Lemma 3.3.6] we obtain
From the definition of the Hessian we deduce that
and consequently
We obtain (22) for arbitrary u 3 ∈ F ∩ L ∞ (X, m t ) by approximating u 3 by a sequence u n 3 converging in energy with
pointwise and in L 1 (X, m t ), cf. Theorem 3.4 in [19] Hence we may choose u 3 = Γ t (u 1 , u 2 ), and obtain the result choosing u 1 = u 2 . Now we are ready to prove Theorem 1.2. We will assume that u r ∈ Lip(X) for all r ∈ (s, t) with sup
Proof of Theorem 1.2. Define for each ε > 0 the concave and smooth function ω ε (·) := (ε + ·) α − ε α . Note that this function satisfies
For each s, t ∈ (0, T ) under consideration as well as u ∈ Lip(X) and g ∈ F ∩ L ∞ with g ≥ 0, we set u r = P r,s u, g r = P * t,r g for r ∈ [s, t]. Note that for a.e. r ∈ [s, t] u r ∈ Dom(∆ r ) and u, Γ r (u) ∈ L ∞ (X, m r ). We consider the function h ε r := g r ω ε (Γ r (u r ))dm r .
Choose s ≤ σ < τ ≤ t and δ > 0 sufficiently small that σ ≤ τ − δ such that 
Note that by Lebesgue's density theorem, this is true at least for a.e. σ ≥ s and for a.e. τ ≤ t. Then from
and the concavity of ω ε we deduce
Let us denote with a slight abuse of notationĝ r = g r ω
Each of the four terms will be considered separately. Since r → µ r is a solution to the dual heat equation, we obtain
due Lebesgue's density theorem applied to r → ∆ r g r e −fr . Note that the latter function is in L 2 (Theorem 2.4) and the function r → ω ε (Γ r (u r )) is in L ∞ thanks to (23) . The second term can estimated according to Proposition 2.6:
The term (III ′ ) is transformed as follows
Here again we used Lebesgue's density theorem (applied to r → ∆ r u r ) and the 'nearly continuity' of r →ĝ r as map from (s, t) into L 2 (X, m) and as map into F (Lusin's theorem). Moreover, we used the boundedness (uniformly in r and x) of g r and of Γ r (u r ) as well as the square integrability of ∆ r u r .
Similarly, the term (III ′′ ) will be transformed:
We therefore obtain
Applying (20), Proposition 2.13, (24) and taking into account the concavity of ω ε we further deduce for a.e. r ∈ [s, t],
≤0.
Hence we showed that, given u and g, there exists exceptional sets (which are null sets) for τ and σ outside of these sets
holds. Choosing g's from a dense countable set one may achieve that the exceptional sets for σ and τ in (26) do not depend on g. Next we may assume that σ, τ ∈ [s, t] with σ < τ is chosen such that (26) simultaneously holds for all u from a dense countable set C 1 in Lip(X). We approximate arbitrary u ∈ Lip(X) by u n ∈ C 1 in energy and in
. This is possible since || Γ τ (P τ,σ u n )|| L 2 (X) is uniformly bounded. Then we have on the one hand lim sup
On the other hand we find
Indeed, since P τ,σ u n → P τ,σ u and
whereω(r) = ω(r 2 ), which is convex and monotone. Combining (26), (27) and (28) yields
Letting ε → 0 we showed that
Since Lip(X) is dense in F we can extend (29) to arbitrary u ∈ F . Since g is arbitrary we obtain the result.
Application to super-Ricci flows and couplings of Brownian motions
In this section we apply the previous results to super-Ricci flows as defined in [22] . The defining property is the relative entropy S : I × P(X) → (−∞, ∞] given by S t (µ) = ρ log ρ dm t whenever µ = ρm t , and S t (µ) = ∞ otherwise. 
('dynamic convexity').
ii) For all 0 ≤ s < t ≤ T and µ, ν ∈ P(X)
('transport estimate').
iii) For all u ∈ Dom(E) and all 0 < s < t < T
('gradient estimate').
iv) For all 0 < s < t < T and for all u s , g t ∈ F with g t ≥ 0, g t ∈ L ∞ , u s ∈ Lip(X) and for a.e. r ∈ (s, t)
('dynamic Bochner inequality' or 'dynamic Bakry-Emery condition') where u r = P r,s u s and g r = P * t,r g t . Moreover, the regularity assumption (23) is satisfied.
The following corollary is a consequence of Theorem 1.1 and Theorem 1.2. In particular, choosing µ = δ x and ν = δ y for some arbitrary x, y ∈ X, Corollary 3.2 implies for p = ∞ 
ii) for every µ, ν ∈ P(X) and every p ∈ [1, ∞]
Proof. Note that, taking into account Γ(u) = |∇u| 2 * due to our static Riemannian curvature bound, (35) holds at least for a.e. s ≤ t by Definition 3. for all β ≥ 2 by virtue of Jensen's inequality.
We obtain the following continuity estimate for the heat flow µ s =P t,s µ, where µ ∈ P(X). 
Proof. Assume 0 < s < s ′ < t. Then by µ s =P s ′ ,s µ s ′ we estimate 
for R ≥ r where A(r, x) = ∂ r+ m t (B t (r, x)) and thus (by integrating from 0 to √ σ)
for R ≥ √ σ. Then estimating further yields (with varying constants)
Brownian motions
In the remainder of this section we follow the approach in [21] and construct couplings of two Brownian motions (X 1 s ) s≤t , (X 2 s ) s≤t on X such that the distance d s between X 1 s and X 2 s does not increase. Definition 3.4. Let µ ∈ P(X) and t ∈ I. We call a stochastic process (X s ) s≤t on a probability space (Ω, Σ, P) with values in X a Brownian motion on X with initial distribution µ if the process is sample-continuous and if for all s ≤ t
Remark. Let us remark that the Brownian motion defined here has timedependent generator ∆ s instead of 1 2 ∆ s . This is only for convenience and the stochastic process with generators ( 1 2 ∆ s ) s≤t/2 is given by (X s ) s≤t/2 , wherẽ X s := X 2s .
Couplings of Brownian motions
We introduce the σ-field B u (X 2 ) := ν∈P(X 2 ) B ν (X 2 ) of universally measurable subsets of X 2 , i.e. the intersection of all B ν (X 2 ), where ν runs through the set P(X 2 ) and where B ν (X 2 ) denotes the completion of the Borel σ-field on X 2 w.r.t. ν ∈ P(X 2 ). Let D := {k2 −n |k, n ∈ N}∩(0, t] denote the set of nonnegative dyadic number s in (0, t] and D n := {k2 −n |k ∈ N} ∩ (0, t] for fixed n ∈ N. In the remainder we will asume that the transport estimate (36) holds for all p ∈ [1, ∞].
Lemma 3.6. For each s ≤ t there exists a Markov kernel q * t,s on (X 2 , B u (X 2 )) with the following properties: i) For each (x, y) ∈ X 2 the probability measure q * t,s ((x, y), ·) is a coupling of the probability measures p t,s (x, ·) and p t,s (y, ·).
ii) For each (x, y) ∈ X 2 and q * t,s ((x, y), ·)-a.e. (x ′ , y
Proof. By virtue of the transport estimate (34) there exists at least one probability measures with properties i) and ii). Indeed, define µ s =P t,s δ x , ν s =P t,s δ y and let γ p ∈ Π(µ s , ν s ) such that W p,s (µ s , ν s ) = ||d s || L p (γp) . Since γ p ∈ Π(µ s , ν s ), (γ p ) p∈N is tight ([24, Lemma 4.4]) and hence there exists a subsequence p k and a probability measure γ such that γ p k weakly converges to γ. Since Π(µ s , ν s ) is closed we obtain that γ ∈ Π(µ s , ν s ). Moreover, since
where the second inequality follows from the Hölder inequality and the last from Corollary 2.15. Letting R → ∞ and p → ∞, we obtain ||d s || L ∞ (γ) ≤ d t (x, y).
Hence the set of all these couplings γ is non-empty and satisfies i) and ii). Moreover, for given x, y ∈ X this set is closed w.r.t. weak convergence in P(X 2 ). According to a measurable selection theorem [8, Theorem 6.9 .2] we may choose a coupling q * t,s ((x, y), ·) such that the map (x, y) → q * t,s ((x, y), ·), (X 2 , B u (X 2 )) → (P(X 2 ), B(P(X 2 ))) is measurable.
Lemma 3.7. For each n ∈ N and s, s ′ ∈ D n there exists a Markov kernel q (n) s,s ′ on (X 2 , B u (X 2 )) with the following properties:
i) For each (x, y) ∈ X 2 the probability measure q 
and the properties i) and ii) hold by iteration, cf. Lemma 2.3 in [21] .
We fix a distribution ν ∈ P(X 2 ) with marginals ν 1 and ν 2 . Similarly as before for any finite subset J = {t 1 , . . . , t r } of D n we consider the finitedimensional distribution Q J |n ∈ R, n ≥ m} is a tight family of probability measures on (X 2 ) |J| .
Proof. Let J = {t 1 , . . . , t r } with each t i ∈ D m . The families {P t,ti (ν 1 )|i = 1, . . . , r} and {P t,ti (ν 2 )|i = 1, . . . , r} are tight by virtue of Prokhorov's theorem, see e.g. [8] . This means that given ε > 0 there exist compact sets B 1 , B 2 ⊂ X such that for all i = 1, . . . , r P t,ti (ν 1 )(X \ B 1 ) < ε,P t,ti (ν 2 )(X \ B 2 ) < ε.
Applying A 1 × A 2 ⊂ X × A 2 ∪ A 1 × X and (39) yields for the compact set B = (B 1 × B 2 ) r and n ∈ N Q (n)
where the last two inequalities follow from i) of Lemma 3.7 and the tightness of {P t,ti (ν j )} i respectively. Hence the family {Q (n)
J |n ∈ R, n ≥ m} is tight. For J = {t 1 , . . . , t r } as above we set e 1 : (X 2 ) r → X r , ((x 1 , y 1 ) , . . . , (x r , y r )) → (x 1 , . . . , x r ), and similarly for e 2 .
Proposition 3.9. There exists a projective family {Q ν J |J finite ⊂ D} of probability measures and a subsequence (n l ) l∈N such that for each finite J ⊂ D
where we used iii) in the last inequality.
