In this paper, by using the Leggett-Williams fixed point theorem, we prove the existence of three nonnegative solutions to second-order nonlinear impulsive differential equations with a three-point boundary value problem.
Introduction
Let 0 = t 0 < t 1 < · · · < t m < t m+1 = 1 be given. In this paper we present results which guarantee the existence of three nonnegative solutions to the second-order impulsive equation
y (t) + h(t) f (y(t)) = 0 for t ∈ (0, 1) \ {t 1 , . . . , t m }, y(t k ) = I k (y(t − k )), y (t k ) = J k (y(t where 0 < η < 1, 0 < α < 1/η, y(t k ) = y(t
, and y(t + k ) and y(t − k ) respectively denote the right limit and left limit of y(t) at t = t k . Also y (t k ) = y (t By a solution to (1.1) we mean a function y ∈ PC 2 [0, 1] which satisfies (1.1). In (1.1), as α = 0, the existence of three nonnegative solutions was considered by Agarwal and O'Regan [3] , and as I k (y(t
. . , m, the positive solution was obtained by Ma [6] . In this paper, motivated by [3] and [6] , we shall show the existence of three nonnegative solutions to (1.1) by the LeggettWilliams fixed point theorem [5] . Recently [1-4, 7, 8] this fixed point theorem has been used to establish multiplicity results for differential, integral and difference equations. Now we present some preliminaries which will be needed in Section 3. First, E = (E, · ) is a Banach space and P ⊂ E is a cone. By a concave nonnegative continuous functional ψ on P we mean a continuous mapping ψ : P → [0, ∞) with
Let K , L , r > 0 be constants with P and ψ as defined above. Let P K = {y ∈ P : y < K } and P(ψ, r, L) = {y ∈ P : ψ(y) ≥ r and y ≤ L}.
We now state the Leggett-Williams fixed point theorem [5] . THEOREM 1.1. Let E = (E, · ) be a Banach space, P ⊂ E a cone of E and R > 0 a constant. Suppose there exists a concave nonnegative continuous functional ψ on P with ψ(y) ≤ y for all y ∈P R and let A :P R →P R be a continuous compact map. Assume there are numbers r, L and K with 0 < r < L < K ≤ R such that:
H2) Ay < r for all y ∈P r ; and (H3) ψ(Ay) > L for all y ∈ P(ψ, L , R) with Ay > K .
Then A has at least three fixed points y 1 , y 2 and y 3 inP R . Furthermore y 1 ∈ P r , y 2 ∈ {y ∈ P(ψ, L , R) : ψ(y) > L} and y 3 ∈P R \ (P(ψ, L , R) ∪P r ).
Some lemmas
Consider the impulsive integral equation
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where PROOF. Suppose that y ∈ PC[0, 1] is a solution of (2.1). Then for t = t k ,
and for t = t k ,
and
So y is a solution of (1.1).
On the other hand, if y is a solution of (2.1), then
This and the boundary value condition y(0) = 0 and αy(η) = y(1) imply that
Therefore
For 0 ≤ t ≤ η,
[5]
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For η ≤ t ≤ 1,
We have that:
, where
PROOF. Part (1) is part (1) of [9, Lemma 3.1]. Now we prove part (2). We divide the proof into the following six cases.
(ii) If 0 ≤ t ≤ s ≤ η, then
Thus
Existence
We will use Theorem 1.1 to establish the existence of three nonnegative solutions to (1.1). The following conditions will be assumed:
for v ≥ 0, t k < η and k ∈ {1, . . . , m}, ∃ r > 0 with f (r ) sup
where 
and y 3 > r with min k∈{0,...,m}
For y ≥ 0 the conditions (3.1), (3.2), (3.4) and (3.5) imply that Ay(t) ≥ 0 for
Then ψ is a nonnegative continuous concave functional on P with ψ(y) ≤ y for y ∈ P. Next choose and fix K so that
First, we prove that condition (H2) of Theorem 1.1 holds. To do this, let y ∈P r , then 0 ≤ y ≤ r . Conditions (3.2), (3.6) and (3.7) imply for t ∈ [0, 1] that
So
Ay < r.
This shows that condition (H2) of Theorem 1.1 follows. Also A :P R →P R since, if y ∈P R , then
Next, we show that {y ∈ P(ψ, L , K ) : ψ(y) > L} = ∅ and ψ(Ay) > L for all
Moreover, for y ∈ P(ψ, L , K ), then ψ(y) = min k∈{0,1,...,m} min t∈[a k ,b k ] y(t) ≥ L and y ≤ K , so for each k ∈ {0, 1, . . . , m}, we have
This together with (3.8) yields
So condition (H1) of Theorem 1.1 is satisfied.
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446181108000059
Finally, we assert that if y ∈ P(ψ, L , R) and Ay > K , then ψ(Ay) > L. To see this, let y ∈ P(ψ, L , R) and Ay > K . Now (3.6) and Lemma 2.2 imply that
(3.14)
Fix k ∈ {0, 1, . . . , m} and notice that (3.9), (3.12), (3.14) and Lemma 2.2 yield 
So we get for each k ∈ {0, 1, . . . , m} that 
The proof is complete. 2
We work through an example to illustrate our results. https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446181108000059
