The shipping crisis starting in 2008 was characterized by sharply decreasing freight rates and sharply increasing financing costs. This led to numerous insolvencies of shipping companies and impairment losses of their lending institutions. We analyze the dependence structure of these two risk factors employing a conditional copula model with a focus on time-varying tail dependence, which we interpret as shipping crisis risk. As conditioning factors we use the supply and demand of seaborne transportation. We find that crisis risk strongly increased already about one year before the actual outburst of the crisis. Our results also show that the shipping crisis was predominantly driven by an oversupply of transport capacity rather than a declining demand. Taken these results together, market participants could have avoided or alleviated the crisis' consequences by reducing the ordering and financing of new vessels. JEL-Classification: G32, C58, L92
Introduction
Shipping companies and banks involved in ship finance still suffer from the crisis that started in 2008. The vast number of new vessels that have been ordered during the industry's boom prior to the most recent financial crisis led to a surplus of transportation capacity causing a sharp decline in freight rates and vessel values.
Hundreds of shipping funds have already collapsed as they are unable to pay back interest or principal to their lenders (see Goff et al., 2014) . As a consequence, ship financing banks are also deeply involved in the crisis. Facing immense impairment losses they make an effort to reduce or restructure their shipping exposures by forcing sales of distressed vessels which puts further pressure on prices. European banks are especially hit as they cover about 80% of world shipping loans (Stoltenberg, 2014) . Given the dramatic extent of the shipping crisis we investigate whether this crisis could have been avoided or at least been alleviated.
Ship price risk can be regarded as a major risk factor for a shipping company's balance sheet, in particular as vessel values regularly represent the bulk of the asset side. Vessels are again usually strongly debt financed, which involves additional interest rate risks for the companies' liabilities. While interest rates can be observed directly, this is not the case for vessel prices 1 . However, there is a strong correlation between vessel values and freight rates. Compared to vessel values they also show a higher liquidity, which makes them a more transparent and suitable instrument to observe risks in this market.
In this paper we speak of a 'crisis in shipping' when we observe an extreme asymmetric movement of both balance sheet risk factors: a sharp decline of freight rates for the asset side and a strong increase of financing costs for the liabilities. The two factors are in turn the result of the supply and demand of shipping services as described by Stopford (2009) . He lists the world economy and the world fleet as most
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Clarksons and The Baltic Exchange publish periodic price assessments that refer to certain well-specified reference vessels.
important driving factors for the demand and supply of seaborne transportation, respectively. For the aim of our study it is important to note, that only the supply of transportation services can be controlled to some extent by market players like shipping companies through ordering new vessels or scrapping old ones. Moreover banks or other investors can decide whether to lend money for building vessels or not and at which rate. We see this as disposal of the shipping industry where the crisis might have been prevented.
In literature extreme asymmetric dependencies are regularly modeled by the use of copulas, which allow to distinguish between the variables' marginal and joint distribution (see for example Patton, 2004; Chen and Fan, 2006) . Moreover, the dependence structure of two or more variables might be determined by certain covariates. Therefore Patton (2006) extended the standard copula approach to allow for conditioning variables in his study of time-varying conditional dependencies of exchange rates. A first attempt to applying copulas in shipping finance literature is Merikas et al. (2013) , who model joint distributions of dry bulk time charter rates.
In this paper we follow the approach of Patton (2006) and estimate the conditional asymmetric dependence of freight rates and financing costs. For this purpose we employ a conditional copula model with a focus on the tail dependence to capture the crisis vulnerability and interpret this number as shipping crisis risk. As conditioning factors we use the drivers of supply and demand of shipping services, the orderbook-to-fleet ratio and the world stock market index, respectively, and test three hypotheses:
(A) A sharp increase of seaborne transportation capacity (supply) increases shipping crisis risk (c.p.).
(B) A sharp decrease of global economy (demand) increases shipping crisis risk (c.p.).
(C) A joint sharp increase of seaborne transportation capacity (supply) and decrease of global economy (demand) increases shipping crisis risk.
We find strong significant conditional asymmetric dependence when conditioning on both supply and demand drivers (hypothesis C), but only a weak significance when using only the supply side factor (hypothesis A). The results show, that there have been strong signals for a potential shipping crisis already about one year before its actual outburst. No significance is found when employing only demand shocks (hypothesis B).
The rest of the paper is structured as follows: in the next section we give a concise overview of the shipping crisis that started in 2008 and the related literature.
Section 3 provides the data and illustrates the methodology used in our analysis.
Section 4 discusses the empirical results and robustness analyses. The paper concludes with a discussion and implications by Section 5. The main driver for global seaborne transportation is the global economy as it determines the demand for commodities and goods and by this the demand for global transportation. The dependence of business cycles naturally causes fluctuations in the demand for shipping services. Usually a rising demand, as in the boom phase prior to the recent financial crisis, is accompanied by increasing freight rates, which are basically the income for shipowners. This naturally strong relation has amongst others been revealed by Grammenos and Arkoulis (2002) or Drobetz et al. (2010) , who find global stock market changes as a long-run systematic risk factor for expected shipping stock returns. Further, Kavussanos and Tsouknidis (2014) find in their recent study that stock market volatility is a main factor of global shipping bonds' spreads. As shown in Figure 1 , prior to the financial crisis the demand for transportation service exceeded the supply and by that led to an extreme increase of freight rates. To participate in the booming market, shipping companies and investors ordered more and more new vessels or bought used ones on the secondhand market, which also led vessel prices rise sharply. The high ordering activity culminated in an orderbook-to-fleet ratio of almost 80% at the end of 2008 (Figure 2 ).
The shipping crisis starting in 2008
Having a quite limited access to the capital market, the major financing source for buying vessels are bank loans, which usually cover about 50-80% of the market value of the vessel (see Stopford, 2009, p. 289 ff) . On the other hand, equity was mostly raised by setting up shipping funds, which became quite popular especially in Germany because of certain tax benefits. With hindsight, it appears, that the easy and comparably cheap financing via ship funds was one reason for the ordering spree in the boom years as it was possible to buy vessels but bear almost no risk.
Because of this financing structure shipping companies show a comparatively high share of debt, which makes them especially susceptible to changes of interest rates.
Indeed, shipping companies exhibit significant higher leverage ratios 2 of 69% on average compared to a mean leverage of 33% for other industrial firms (Drobetz et al., 2013) . And because of mostly speculative grade ratings risk premiums to be paid are very high. The specific risks of shipping bonds are studied by Grammenos et al. (2008) who observe 50 high-yield shipping bonds issued between 1992 and 2004 and mostly rated B or BB. Of those bonds 13 had defaulted within the observation 2 Defined as the relative share of debt to equity.
period, which exceeds by far the theoretical default probability of 0.97% and 4.93%
for BB-rated and B-rated bonds, respectively (see Albertijn et al., 2011) . Analyzing the coupons, Kavussanos and Tsouknidis (2014) conclude, that, on average, shipping bonds carry higher coupons than corporate bonds of the same rating class in general.
When the world economy was hit by the financial crisis the demand for shipping services collapsed and the shipping boom found a sudden end with sharply declining freight rates and vessel values. The supply overhang of vessels became even worse as more and more vessels entered the market, that were ordered before at peak prices against high lending. Unable to pay back principal or interest many shipping companies had to sell vessels at huge discounts or went insolvent. But decreasing vessel prices do not only affect the balance sheets of shipping companies. As shipping loans are usually collateralized by the respective vessel, the losses in vessel values entail loan losses for the financing banks. Thus, with more and more defaults, the banks began to cut back or discontinue their shipping investments, which finally caused a downward spiral in vessel values (see Wright, 2011) . Freight rate volatility might be regarded as the main risk factor in the shipping industry. On the one hand, freight earnings are a shipping company's primary source of income, so freight rate volatility directly affects the profitability. On the other hand, the values of vessels are also directly determined by freight rates as the price of a vessel can be regarded as the present value of its future operational profits plus the discounted expected scrap value. Beenstock (1985) and Beenstock and Vergottis (1989) Stowe et al., 1980; Jang and Ryu, 2006; Van Auken et al., 1993) and seem to occur especially when assets serve as collateral for their respective loan facilities, the maturity of loans is matched to the maturities of the assets or the industry faces special conditions in terms of possibilities for refinancing (see Stowe et al., 1980) . Apparently, these circumstances do apply to shipping companies as outlined by Albertijn et al. (2011) . Also does the study by Kavussanos and Tsoukni-dis (2014) 
Modeling
In this section we describe the data set and its properties in order to specify our time series model. We then present the conditional dependence model for the subsequent empirical work.
Data Description and Properties
We want to investigate the extreme dependence of the two main risk factors of shipping companies balance sheets, freight rates (assets) and financing costs (liabilities).
Therefore, we employ the Baltic Dry Index (BDI) as a proxy for asset side risk as it determines the values of vessels. The BDI is a composite index of four dry bulk timecharter averages and it represents the costs for transporting bulk goods like coal, iron ore, grains or fertilizers. The risks on the liability side are essentially changes of interest rates. As shipping bonds are typically of non-investment grade (see Grammenos et al., 2008) we use the yield for B-rated US corporate bonds, in particular the BofA Merrill Lynch US Corporate B Index (BY), to capture the cost of capital. For both series we use log-differences of end of month data over the sample period from January 1997 to June 2014, altogether 210 observations.
In addition, we employ the ratio between the orderbook and the fleet of dry bulk vessels (OFR) and the MSCI world stock market index (MSCI) as conditioning factors for supply and demand of maritime service. Particularly, we apply three 
months change rates of the OFR and three months log-differences of the MSCI, both series lagged by three months. 5 Table 1 gives an overview of the required variables for our analysis, summary statistics are shown in Table 2 . We observe that both risk factors have negative means in the log-difference time series. Moreover, with a value of 0.2179 the BDI shows a much higher volatility of these two variables.
In particular, the skewness of the BDI is negative with -1.5537 indicating a heavier loss tail. Especially, the skewness and kurtosis of both variables imply that they are
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In the robustness analysis, we also investigate different lag lengths and window widths. not normally distributed.
In order to specify our marginal model we apply a vector autoregression model for the mean equation. Using AIC to specify the lag order, we find a vector autoregression of lag four. 6 Thus, we get an VAR(4) model, i.e. for i = 1,...,4 as
Subsequently, we investigate the variance structure of the residual time series of the BDI and the BY to control for heteroscedasticity. Therefore, we employ the structural break point analysis by Andreou and Ghysels (2002) in which we analyze the modulus of the two residual time series of the VAR(4) model using a minimal period length of 18 months. The resulting change points as indicated by the BIC
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In the robustness analysis we also check the VAR(0) and the VAR(1) model applying the optimal lag structure of the BIC and HQ, respectively. However, for these models we observe an autocorrelation in the residuals up to lag four.
are given in Table 3 . In terms of the BDI we obtain a BIC optimal specification 
, and The conditional mirrored transformed Frank copula is presented in the subsequent section.
Conditional Dependence Model
We are particularly interested in the asymmetric dependence of freight rates and financing costs, which we interpret as shipping crisis risk. For quantification, we apply the tail dependence coefficient λ.
Definition 1 (Tail dependence). Let X and Y be random variables with marginal distribution functions F and G. Then, if it exists, the tail dependence coefficient of
X and Y is defined by We use the copula framework to model the dependence structure of multivariate distribution functions following Joe (1997) and Nelsen (2006) . Especially, we follow Patton (2006) and extend the concept of copulas to the context of conditional distribution functions. Conditional copulas are n-dimensional conditional distribution functions whose conditional margins are uniform. In this analysis, we restrict ourselves to the bivariate case.
Definition 2 (Conditional copula). A two-dimensional conditional copula is a func-
with the following properties:
, and for all Z ∈ Z,
Analogous to the unconditional case, Sklar's Theorem (1959) can be applied to conditional copulas. As a consequence, we can separate the conditional marginal distributions of the two variables from their dependence structure. In our study, the relationship of freight rates and financing costs will be modeled by the class of Archimedean copulas. They can be defined by a one-dimensional function, the so-called generator. 
Proposition 1 (Generator
In this case, the dependence structure between the BDI and the bond yield is modeled by a mirrored version of the conditional transformed Frank copula. 8 The conditional transformed Frank copula is an Archimedean copula, that contains two parameters θ and δ representing two states of dependencies. While θ illustrates the broad dependence of the two variables, δ reflects their extreme dependence.
Definition 3 (Conditional transformed Frank copula). The conditional transformed
Frank copula is given by the generator
, where ϕ
The transformed Frank copula is due to Junker (2003) .
the conditional transformed Frank copula is given by
The conditional transformed Frank copula consists of the conditional Frank copula C F |Z and the conditional Gumbel copula C G|Z , and it combines the probabilities of the two nested copulas and their dependence structure. 9 C F |Z and C G|Z are also special cases of C tF |Z . Equally to C G|Z , the conditional transformed Frank copula has upper right tail dependence. It can be calculated through the following functional relationship:
or alternatively
We model the conditional parameter λ(Z) directly through the logistic function with
for t = 5,...,T , where κ 0 is the intercept, and κ Z denotes the sensitivity of the conditioning factor Z ∈ Z. Thus, a value of 0 for λ indicates the non-existence of tail dependence, whereas we obtain pure tail dependence when the tail dependence coefficient λ = 1.
In order to model asymmetric dependencies, we rotate the first coordinate of
The resulting mirrored conditional transformed Frank copula C mtF |Z is defined as follows:
9
For the probabilities (see Nelsen, 2006, chap. 4.3) .
Definition 4 (Conditional mirrored transformed Frank copula). The conditional mirrored transformed Frank copula is given by
As we are particularly interested in the asymmetric dependence of freight rates and financing costs, we only condition on the crisis risk parameter λ. 11 Thus, replacing δ(Z) by λ(Z) using equation (4), we have
Empirical results
We have specified the marginal model in equation (1) and the conditional copula C mtF |Z in equation (7). Now, we present the one-step estimation results using the maximum-likelihood approach, and afterwards check for robustness.
Estimation results
To test our three postulated hypotheses we calculate the tail dependence in overall three conditional model setups as well in an unconditional one. The hypotheses are implemented by conditioning the tail dependence factor λ on the supply side variable OF R (hypothesis A), the demand side factor MSCI (hypothesis B) and finally on both factors (hypothesis C). The maximum-likelihood estimates of the coefficients of the four different model setups are given in Table 4 . The estimated degrees of freedom for the distributions of the two risk factors BDI and BY are significant in each setup and do justify Student's t-distribution. Further, the θ parameter of the
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In the robustness analysis, we also condition on the broad dependence parameter θ.
Frank copula, which contains the information of the broad dependence structure of BDI and BY, is not significant in any of the setups.
The unconditional shipping crisis risk is obtained by model (1). Using equation (5) the estimate of κ 0 of -3.4426 can be transferred into a λ of 0.0310 or a constant 3.1% conditional crisis probability.In model (2) 
is the three months delayed three months change of the orderbook-to-fleet ratio for dry bulk vessels and ∆ 3 M SCI,t−3 the three months delayed three month logreturn of the MSCI World index. dgf {·} denotes the Student-t degrees of freedom and LL is the log-likelihood. Two-sided significance level is given by *** (99 %), ** (95 %) and * (90 %). Figures in [ ] The resulting time-dependent realizations of the tail dependence coefficients λ for each model setup are plotted in Figure 3 . Without including any conditional variable (Figure 3(a) ) tail dependence is constantly at 3.1%, thus more or less not relevant.
Including the changes on the supply side, the orderbook-to-fleet ratio (Figure 3(b) 
Robustness
In the subsequent section we extend our dependence model by the conditional parameter θ(Z), Z ∈ Z. We also reduce the marginal model to a VAR(0) and VAR(1).
Furthermore, we present alternative time series structures of the conditioning factors, and we test our results out-of-sample in order to check the robustness of our analysis.
Full conditional model
In equation (7) we only condition the tail dependence parameter λ. Now, we also condition the broad dependence parameter θ using the following functional relation-
Thus, we get
The results of the maximum-likelihood estimates are given in Table 5 . In comparison to the initial dependence model the log-likelihood raises by more than 2 to 402.7672.
Notwithstanding the fact we still observe a significant influence of the conditioning factors ∆ The complete model estimates can be found in Appendix A. addition of the conditional dependence parameter θ does not affect the estimation results in a manner that an extension is required.
Alternative VAR models
Initially, we apply a VAR(4) model in the mean equation (1). Now, we investigate the BIC and HQ preferred models VAR(0) and VAR(1), respectively. The estimates of κ as well as the model log-likelihood are shown in Table 6 . In the VAR(0) model, each parameter only is significant at the 80% level, while the VAR(1) model has significant estimates for κ 0 and κ OF R at the 90% level. Analogous to the VAR(4) model, the signs for κ OF R are positive and negative for κ M SCI , respectively. Thus, an increase of the OFR as well as a decline of the MSCI raises the tail dependence coefficient. Likewise to the VAR(4) model, the ratio of influence is larger for the OFR than the MSCI. It is 63% to 37% in the VAR(0) model, and 67% to 33% in the VAR(1) model. Because of different variance structures regarding number and dates of structural breaks in all three VAR models, it is not possible to reasonably compare the models and its corresponding diagnostics with each other. However, the conditioning factors in the VAR(4) model are not only highly significant at the 99% level but also show higher absolute values and thus a higher influence on tail dependence. Moreover, we observe autocorrelation in the residuals up to lag four in the VAR(0) and VAR(1) model, respectively. Therefore, the use of the VAR (4) model in the mean equation is appropriate.
Alternative lag length and window width of conditioning factors
Estimating extreme dependence parameters reliably is difficult since the estimates are typically driven by a few data points in the sample. In order to mitigate this effect, we aggregate the conditioning factors over a window width of three months, i.e. one quarter, in our main analysis. Increasing the window width, e.g. to six months, results in a more robust estimate, but comes at the expense of immediacy. In the following we vary the window width between 1, 2, 3, and 6 months. Furthermore, we also vary the lag from 1 up to 6 months in monthly steps. Table 7 gives the maximum-likelihood estimates as well as the log-likelihood for different specifications. For a window width of 1 month we observe a high variation in the parameter estimates of κ M SCI , when varying the lag from 1 to 6. Furthermore, only in 2 out of 6 cases the parameter estimates are both significant at the 95% level.
For a window width of 2 the estimation results are somewhat similar, but improve in terms of the average log-likelihood. The significance of the estimates improves considerably when increasing the window width to 3 months, albeit there is still some variation in the estimation results of κ M SCI . For the largest window width,
i.e. 6 months, the parameter estimates are stable and in line with the results of our main analysis. Though, the statistical significance deteriorates somewhat. This may be explained by using potentially outdated data for the estimation, e.g. for a window width of 6 and a lag of 6 the conditioning variables are included with lag 6 to 11, and the estimates are no longer significant. Accordingly, we conclude that a window width of 3 months with a lag of 3 months, as used in our main analysis, is a suitable and economically rational compromise. Moreover we see, that the results are robust.
Out-of-sample forecasting
The empirical results show in-sample existence of shipping crisis risk for model (4).
However, such a risk parameter is only useful with robust out-of-sample results.
Therefore, we estimate the conditional model for several dates before the start of the crisis in 2008. The ML-estimates for different periods are given in Table 8 . For period I we cannot observe significant coefficients for κ 0 , κ OF R and κ M SCI . Moreover and in contrast to hypothesis (C) and the results in Table 4 , the signs of κ OF R and κ M SCI are reversed. Also, the share of influence is higher for the demand side factor with 56%. Period II shows a significant parameter κ M SCI at the 99% level, but we find no significant influence of the OFR on shipping crisis risk. Similar results are given by estimation period III. However, there is statistical significance at the 90% level for parameter κ OF R . In these two periods, the signs of the estimation parameters are in line with hypothesis (C), and the ratio of influence is larger for the OFR than the MSCI, as well.
We then quantify the out-of-sample shipping crisis risk using equation (5). 
Conclusion
When the world was eventually hit by the financial crisis in late 2008, the shipping sector not only faced a significant drop in demand but also an oversupply of vessels and transportation capacity. Consequently, freight rates and prices of vessels declined sharply and led to a wave of insolvencies of shipping companies. Because of the dramatic and persistent effects of the shipping crisis we investigate if it could have been avoided or, to some extent, alleviated. We analyze the extreme dependence of two main risk factors of shipping companies, freight rates and financing costs. We model their extreme co-behavior by fitting a conditional copula model, that has two dependence parameters, one that captures the normal dependence and one reflecting the tail dependence. Tail dependence is in our case the probability of a sharp adverse observation in one factor (e.g. BDI down) given an extreme adverse movement in the other factor (e.g. interest rate up). We interpret the tail dependence as shipping crisis risk, which itself is conditional on two factors representing the supply and demand of seaborne transportation.
The dgf denotes the Student-t degrees of freedom. Two-sided significance level is given by *** (99 %), ** (95 %) and * (90 %). dgf denotes the Student-t degrees of freedom. Two-sided significance level is given by *** (99 %), ** (95 %) and * (90 %). dgf denotes the Student-t degrees of freedom. Two-sided significance level is given by *** (99 %), ** (95 %) and * (90 %).
Appendix A Model estimates

