Abstract. We study the performance of finite frames for the encoding of vectors by applying first-order sigma-delta quantization to the frame coefficients. Our discussion is restricted to families of uniform tight frames, given by N vectors in d-dimensional Hilbert spaces, and mostly concerns the use of quantizers that assume only integer multiples of a step-size δ (mid-tread). We prove upper and lower bounds for the maximal reconstruction error in terms of geometric quantities of a path interpolating the sequence of frame vectors. We calculate these bounds for various known frame families and introduce the so-called d-circles and semicircles frames. The latter give a slight improvement in the upper bound over the harmonic frames. We prove that the maximal error for all of these families is asymptotically of the order δd 3/2 /N , with numerical constants that are comparable to that of coordinatewise application of the sigma-delta algorithm.
Introduction
The design of error correction schemes has received much attention in the encoding of digital signals, here understood as vectors in a finite-dimensional Hilbert space. One concern has been to render signal transmissions insensitive to partial data loss [GVT98, KDG02, CK03, SH03, HP04, BP05] . Another concern is to suppress the error when the signal is encoded with finite precision, that is, with a number of coefficients that only assume finitely many values [GVT98, GKK01, BLO03] . When the reconstruction is linear, the coefficients obtained from such encoding are usually close to linear in the input signal, up to vectors in a so-called overload regime that is deemed irrelevant for all practical purposes.
This type of encoding has been proposed and implemented for bandlimited audio signals in the so-called sigma-delta modulation, which reduces the quantization error with a combination of oversampling and an error compensation algorithm based on a dynamical system. While the application to audio signals seems fairly well understood [NST97, Gün03, DD03, CH03] , the more general setting of all digital signals without the special structure given by bandlimits deserves more exploration.
We assume a signal is a vector in a Hilbert space of finite dimension d. To encode this vector, we may store N coefficients that assume a finite number of values. In this paper, we follow the suggestion by [BYP04] to use the redundant encoding of a vector via a uniform tight frame and then apply sigma-delta modulation to the frame coefficients.
The fundamental question we consider is: What are the best frames for this encoding scheme?
The authors of [BYP04] obtain an upper bound on the Euclidean norm of the reconstruction error caused by their sigma-delta algorithm and compute this upper bound for various frames, including the roots of unity (or clockwork) frame and the so-called harmonic frames. Another type of error they consider is the mean-square deviation with respect to an a priori distribution of round-off errors of the frame coefficients. The asymptotics of these errors are then studied for a fixed dimension d of the Hilbert space as the number of frame vectors gets large. The benchmark example that sigma-delta is compared to is so-called Pulse Code Modulation (PCM), a round-off scheme that quantizes each frame coefficient independently. The results in [BYP04] clearly demonstrate that sigma-delta outperforms PCM encoding as the redundancy increases.
In this work, we derive an improved upper bound for the Euclidean norm of the error induced by the first-order sigma-delta encoding of frame coefficients. The benchmark algorithm we choose for comparison is the coordinatewise application of sigma-delta, described as follows: Given a vector x = (x 1 , . . . , x d ) ∈ R d , one iterates the usual sigma-delta algorithm M times on each of its coordinates. This leads to a total of N = M d stored quantized variables. Coordinatewise averaging of those stored variables then yields a reconstruction of the vector that improves in accuracy as M increases.
Unfortunately, the estimates that are given in [BYP04] on the error caused by their frame-based algorithm, we will show, always converge at a slower rate, by roughly a factor of √ d, than the coordinatewise application of sigma-delta. For the clockwork and harmonic frames, the improved upper bound derived here is only slightly larger than the error from coordinatewise application of sigma-delta.
Such improvements are relevant for asymptotics of the error for frames when quantities other than d are fixed as the number N of frame vectors approaches infinity. For example, one could consider the case of fixed redundancy N/d. In this case, the dependence of the error bound on d becomes important.
We also introduce a new family of frames, the d-semicircles frames for which we can prove an upper bound for the rate of convergence of the frame-based algorithm that is for most d slightly better than the upper bound for harmonic frames. Although numerical experiments show that the use of semicircles does not outperform the harmonic frames, the semicircles frames may be of interest because despite their redundancy, many pairs of frame vectors are orthogonal. Therefore, encoding and decoding can be implemented in a numerically very efficient way.
In short, these new estimates prove that the error under encoding with harmonic and d-semicircles frames have upper bounds with the same asymptotic behavior as the coordinatewise application of sigma-delta, and with comparable numerical constants. On the other hand, the harmonic as well as the d-semicircles frames retain many of the usual advantages of frames, such as stability of reconstruction under loss of a coefficient or additive noise.
The essence of the difference between our estimates and those of [BYP04] is the difference between the weak total variation, V (p) of a path in R d and the length, Λ(p) of a path. It is fairly well-known that V (p) ≤ Λ(p), and that the ratio Λ(p)/V (p) can be as large as √ d. Thus, bounds derived from a total variation concept can bridge the missing factor of √ d. This paper is organized as follows: In Section 2, we review the basics of the sigma-delta algorithm. Section 3 shows how this algorithm is used for the encoding of vectors by applying it to the sequence of frame cofficients. For the class of uniform N/d-tight frames, we derive error bounds of this encoding scheme. The central topic of Section 4 is the asymptotic behavior of the maximal error, which is derived from geometric properties of a path interpolating the frame vectors. Finally, we introduce the new class of dcircles and semicircles frames in Section 5 and compare the performance with the known families of frames.
Sigma-Delta Encoding of Sequences
We now recall the basics of the sigma-delta algorithm. Our notation is not entirely standard, but it is convenient for our purposes. Remark 2.2. In short, quantizers are bounded step functions that approximate the identity in some interval around zero. The Zδ-quantizer we investigate here is commonly referred to as the uniform mid-tread quantizer with step-size δ [OS89, PM96] . Note that it is a quantizer with accuracy δ/2. Our choice of Q differs from that in [BYP04] , where the interval [−L, +L] is split into subintervals (mδ, (m + 1)δ] ∩ [−L, +L] and Q chooses the midpoint, that is, for x ∈ [−L, +L], Q(x) is the unique value (m + 1 2 )δ such that mδ < x ≤ (m + 1)δ. This choice is referred to as the uniform mid-riser quantizer with step-size δ.
The first-order sigma-delta algorithm for bounded sequences is defined as follows.
Definition 2.3. Let Q be a quantizer Q with accuracy > 0 on [−L, +L]. Given an input sequence {x j } ∞ j=1 , then the first-order sigma-delta quantized sequence {q j } ∞ j=1 associated with initial error u 0 ∈ R is obtained by inductively defining q j and u j for j ∈ N by
we call the sequence {u j } the cumulative error variable.
In the literature, this type of algorithm is called stable [DD03] , because choosing input sequences bounded by L − and an initial error u 0 , |u 0 | ≤ , guarantees that the cumulative error sequence is bounded by u ∞ := sup j |u j | ≤ .
The following results reflect well-known properties of sigma-delta quantizers [DD03] , stated in our terminology.
A question that was implicitly raised in [BYP04] was whether or not one could find a uniform normalized tight frame consisting of N vectors such that by applying a natural frame-based sigma-delta algorithm one obtained smaller errors, or at the very least some other measure of stability.
Definition 3.1. We recall that a set of vectors F = {f 1 , . . . , f N } ⊂ R d is called a uniform N/d-tight frame, provided that f i = 1 for all i ∈ {1, . . . N } and for every x ∈ R d , we have the norm equality
If, instead of this norm equality, we have merely equivalence of the Euclidean norms on R d and R N , we no longer speak of a tight frame. Moreover, if the vectors {f j } N j=1 have different norms in R d , the term uniform is dropped. Finally, if we want to distinguish the order of the vectors, we speak of an ordered frame.
Remark 3.2. Equivalently to the norm equality, we can require that every x ∈ R d is reconstructed perfectly from its frame coefficients { x, f j } N j=1 according to
Given a uniform N/d-tight frame F and a mid-riser quantizer Q with step-size δ > 0 on the interval [−L, +L], the idea pursued in [BYP04] is to apply the first-order sigma-delta algorithm to the finite sequence of frame coefficients and then reconstruct with the quantized sequence. for R d and a vector x ∈ R d . Then the firstorder sigma-delta quantized vector Q F (x) is given by
where the frame coefficients have been quantized by selecting u 0 = 0 and inductively assigning q j = Q( x, f j + u j−1 ) and
We henceforth call the map Q F a sigma-delta quantizer on R d . When referring to Q F , it is always implicit that we have chosen an associated (scalar) quantizer Q with a certain accuracy > 0 on an interval [−L, +L], the initial value u 0 = 0, and an ordered frame F for R d .
Then by the Cauchy-Schwarz inequality and the normalization of the frame vectors, all frame coefficients are bounded,
This lead [BYP04] to introduce the quantity
Our notation is slightly different from theirs, because we regard F as an ordered frame and do not include permutations of frame vectors in the definition of σ. We view changes in the value of the above sum due to reordering as coming from a different choice of the ordered frame F . By repeated application of Minkowski's inequality, [BYP04] derive
In [BYP04] , it was shown that there is often a slight improvement on this bound. If the frame has the zero-sum property f 1 + . . . + f N = 0, then N j=1 x, f j = 0. Choosing Q to be a Zδ-quantizer and setting u 0 = 0 forces | N j=1 q j | ≤ δ/2. Hence, u N = N j=1 q j = 0, because u N is an integer multiple of δ. Consequently,
In [HP04] , it was shown that a uniform N/d-tight frame satisfies f 1 +. . .+ f N = 0 if and only if it is a spherical 2-design, which means that the integral of any polynomial in the coordinate functions of degree at most 2 over the unit sphere with respect to the normalized Lebesgue measure is equal to the average of its values at the frame vectors.
3.1. Estimates for the maximal error.
Definition 3.5. We define the maximal error E(Q F ) of the sigma-delta quantizer Q F on R d to be
where is the accuracy of the (scalar) quantizer Q on [−L, L] with the initial error u 0 = 0 and F is the ordered frame associated with Q F .
3.1.1. Upper bound.
and
where the suprema are each taken over all changes of sign.
If Q is a Zδ-quantizer and F is a spherical 2-design, then
Proof. The maximal error resulting for a quantizer Q with accuracy > 0 is bounded by taking the supremum of
Due to the normalization, the frame coefficients are in the domain where Q is stable, so
The right-hand side of this inequality can be regarded as the norm of the linear map that takes R N equipped with the max-norm to R d equipped with the Euclidean norm. A convexity argument now shows the norm of such a linear map must be attained at an extreme point of the unit ball of the domain and these are the vectors all of whose entries are s j = ±1.
The second result follows from this one with the fact that u N = 0, due to the zero-sum property of F .
Remark 3.8. Because of the minor differences between the estimates for quantizers with accuracy and Zδ-quantizers, we will, generally, only state our later results for one of these two cases. We leave it to the reader to translate results for the other type of quantizer.
Example 3.9. Let N = dM and consider the basis repetition frame, that is, let {e 1 , . . . , e d } be an orthonormal basis for R d and let F N = {e 1 , . . . , e 1 , e 2 , . . . , e 2 , . . . , e d , . . . e d }, where each basis vector is repeated M times. One has that σ(F ) = √ 2(d − 1) while T (F ) = (1, 2, . . . , 2, 1) = √ 4d − 6. Consequently, for any quantizer Q with accuracy > 0 and these frames,
This latter bound, not surprisingly, is nearly as good as the coordinatewise application of sigma-delta.
Lower bound.
To construct a lower bound for the maximal error, we focus on the behavior of Q F (x) for small vectors x ∈ R d .
Definition 3.10. Given an ordered frame F on R d and a vector x ∈ R d , we call
the maximal partial sum of frame coefficients and set
which we call the min-max partial sum bound.
It is clear from the definitions that for any unit vector
We will see below that these quantities help to find vectors x ∈ R d for which
Lemma 3.11. Let Q F on R d be associated with a Zδ-quantizer Q and an ordered frame F . Any vector x ∈ R d with S(F, x) < δ/2 yields
Proof. We proceed by induction. When n = 1, the partial sum condition | x, f 1 | ≤ S(F, x) < δ/2 implies q 1 = 0 and u 1 = x, f 1 . Moreover, we see that if the first n − 1 quantized coefficients vanish, q 1 = 0, q 2 = 0 up to q n−1 = 0, then u n−1 = n−1 j=1 x, f j and again invoking the sum condition for the frame coefficients of x, q n = 0 and u n = n j=1 x, f j .
Theorem 3.12. Given an ordered frame F and a Zδ-quantizer Q, then the maximal error E(Q F ) is bounded below by
Proof. Let v = 1 and let x = αv with 0 ≤ α < δ 2S (F,v) . By the preceding lemma, for such a vector, Q F (x) = 0.
Hence, we have that
The result follows by maximizing this lower bound over α, which gives δ 2S(F,v) ≤ E(Q F ) for any v = 1, and then minimizing S(F, v) over all unit vectors v.
Example 3.13. Let N = dM and consider the basis repetition frame F N = {e 1 , . . . , e 1 , e 2 , . . . , e 2 , . . . , e d , . . . e d }, where each basis vector is repeated M times. Let Q be a Zδ-quantizer. By choosing x = (
This bound applies also to the coordinatewise application of sigma-delta.
In the next section we introduce a family of uniform N/d-tight frames for which upper and lower bounds for the maximal error are readily computable.
Paths of Frames
Quite surprisingly, many families of frames come from regular sampling along a path in R d and for these types of frames it is easy to see that the quantities T 0 (F ) and σ(F ) are uniformly bounded independent of N. We make this precise in the following definition. Since these objects are equally interesting in the complex case, we examine that case, too.
is called a uniform frame path provided that f (t) = 1 for all t and there are infinitely many choices of N such that the set
We call any such F N a frame obtained by regular sampling of f .
Example 4.2 (The Clockwork Frame). Let f : [0, 1] → R 2 be defined by f (t) = (cos(2πt), sin(2πt)), then it is readily checked that this is a uniform frame path because for each N > 2 one obtains a frame by regular sampling. Moreover, for every N > 2 the vectors in F N sum to 0, so it is also a spherical 2-design.
(e 2πit , e 4πit , . . ., e 2dπit ) for t ∈ [0, 1]. It is fairly easily checked that the N × d matrix whose rows are the vectors {f (j/N )} N j=1 } in F N has orthonormal columns and hence these vectors (and their complex conjugates) define an isometry from C d to C N . Thus, F N is a uniform N/d-tight frame for every N ≥ d, and f (t) is a uniform frame path. In addition, these vectors sum to 0 and so they yield a spherical 2-design. When d = 2k + 1, the harmonic frames are defined by sampling
, cos(2πt), sin(2πt), . . . , cos(2πkt), sin(2πkt)) in the interval [0, 1]. When N > d, the vectors in F N are a uniform N/d-tight frame, but because the first coordinate is constant, these are never spherical 2-designs.
The set of vectors F N that one obtains this way was one of the earliest examples of a uniform N/d-tight frame as introduced in [GVT98] . The fact that the map f is a uniform frame path is verified fairly easily by taking real and imaginary parts of the complex Fourier frame.
In [BYP04] , the frames derived from this path are called the harmonic frames and 
and its weak total variation to be
where in both cases the supremum is taken over all partitions of [a, b] and the second supremum is taken over all unit vectors v ∈ R d . Remarks 4.6. We note that by the Cauchy-Schwarz inequality,
and equality only holds if the path f is linear.
If a path is piecewise continuously differentiable or, more generally, absolutely continuous, then the path length is given by
and the weak total variation is given by 
Proof. The inequalities hold because the suprema in Λ and V are over all partitions, so in particular over all those with regular spacing. On the other hand, the limits result because restricting to all regular partitions does not lower the suprema, since f is continuous and any finite partition given by the points a = t 1 < t 2 < · · · < t n = b can be refined with a regular partition, such that the union of subintervals containing any t j has arbitrarily small measure. 
Moreover, if Q is a Zδ-quantizer and each F N , N ∈ U is zero-summing, then
Proof. The first bound is obtained from the preceding proposition because any uniform frame F N obtained from sampling f satisfies T (F ) ≤ T 0 (F ) + 1 ≤ V (f )+1. Assuming the zero-sum property together with a Zδ-quantizer allows one to use the inequality T 0 (F ) ≤ V (f ) instead, which gives the second bound.
Asymptotic lower bounds.
Definition 4.9. Given a continuous map f :
and the min-max integral bound 
. Now again choosing an appropriate subsequence {M l }, we obtain convergence of a+(b−a)M N l /N l → t by the compactness of [a, b]. The limit point t is among the upper limits over which W (f, x) maximizes, so
On the other hand, given t such that the integral is maximized,
, and always choosing M N such that the distance to the limit point |a + (b − a)M N /N − t| is minimal, we obtain via the continuity of f the complementary inequality
Corollary 4.11. Let f : [a, b] → R d be a uniform frame path and Q be a Zδ-quantizer, then the maximal error of the associated uniform N/d-tight
Proof. The asymptotic estimate lim inf
is for any fixed unit vector v ∈ R d obtained via the partial-sum bound in Theorem 3.12 and the preceding proposition. Now optimizing with respect to unit vectors v ∈ R d gives the claimed lower bound.
4.2.
Error bounds for concrete frame paths. . Consequently, for any sigma-delta quantizer Q F N on R d with an associated Zδ-quantizer Q, πδ
Proof. Note that f (t) = 2π(− sin(2πt), cos(2πt)) and so the value of Λ follows since f (t) = 2π. To see the second result, note that if v = (sin(a), cos(a)) is any unit vector, then f (t), v = 2π cos(2πt + a) and For the lower bound, we estimate S(F N , v) for the unit vector at half angle between f 1 and f N , v = (cos(π/N ), sin(π/N ). We need to distinguish cases when N is even or odd. If N is even, we note that
Now for j ≤ N/4, the cosines are all non-negative and the sum is increasing, but as soon as j > N/4 the cosines become negative and the sums start to decrease, until j becomes N/2 at which for symmetry reasons N/2 j=1 v, f (j/N ) = 0 and the process starts to repeat. Thus, the maximum is attained when M is the largest integer less than N/4. Since the cosine is decreasing in the interval [0, π/2], we have
and Theorem 3.12 yields the claimed lower bound for E(Q F N ).
In the case of odd N , we proceed similarly. Given N = 2k + 1, k ∈ N, we have f k+1 = −v. Due to the zero-sum property and symmetry of the frame under reflections with respect to the line Rv, we have
2 . When inspecting the partial sums, for M ≤ k + 1, we see that the maximum for these values of M will again occur when M is the largest integer less than N/4 and the same inequality as in the even case will hold. When M > k + 1, we note that all the terms with k + 2 ≤ j ≤ 3N/4 have negative signs. Therefore, for such M we have again by the monotonicity of the cosine the clockwork frames with N ∈ {100, 101, . . . 500} in Figure 1 . These vectors were found by performing a grid search in two dimensions with a spacing chosen such that j | x, f j | deviates by at most δ/2 when exchanging one grid-point x with a neighbor. It is noteworthy that, without exception, all of these worst-case vectors x are close to the axis Re 1 and satisfy Q F N (x) = 0, just as our trial vector for the lower bound of the maximal error. In addition, we compare the analytic upper and lower bounds with the numerically found worst-case for the reconstruction error in Figure 2 .
Consequently, S(F N
We include the following result, without proof, since these frames do not appear to perform as well as the harmonic frames that we study later. However, they may be of interest for quantizing complex vectors. 
. Consequently, applying a Zδ-quantizer Q on [−L, +L] to the real parts of the frame coefficients of any vector x ∈ R d , we have
If one uses a Zδ-quantizer to quantize the real and imaginary parts of a complex number, then one obtains a quantizer for complex numbers with accuracy δ √ 2
. Consequently, if the Fourier frames are used to quantize vectors in C d in this manner, then one obtains a quantizer for vectors with error bound that is the error bound given above times √ 2.
Upper bounds for harmonic frames.
The following results improve the error estimates for harmonic frames obtained in [BYP04] by roughly a factor of √ d. 
, . . . , dπ) 2 and the formula for Λ(f ) follows.
Let d = 2k, k ∈ N. To obtain the bound for V (f ), fix a unit vector v = (v 1 , . . . , v d ). We have that
where the first and last estimate are by the Cauchy-Schwarz inequality and the intermediate equality comes from the fact that the cosines and sines are an orthogonal family of functions with integral 1/2. Now Corollary 4.8 gives the claimed upper bound.
When d is odd, the vectors in the harmonic frames F N no longer sum to zero, which forces us to use T (F N ) instead of T 0 (F N ) in the following result. 
. Consequently, when d is odd, for the harmonic frames and for any Zδ-quantizer quantizer, we have
, from which the first inequality follows.
The estimate for V (f ) then applies as in the above proof.
We note that for any quantizer with accuracy > 0, the upper bound holds with replacing δ/2. The lower bounds presented hereafter require that we use a Zδ-quantizer.
Lower bounds for harmonic frames.
Lemma 4.16. When d is even, the inner product of vectors sampled along the frame path f : [0, 1] → R d of the harmonic frames is given in terms of the Dirichlet kernel
When d is odd, the inner product is − s) ) .
Proof. By inspection, both sides of the equation are real-valued. Taking the real part, term by term, on the right-hand side gives the terms in the inner product of two vectors on the harmonic frame path, as defined with the orthogonal sum decomposition into two-dimensional subspaces spanned by pairs of consecutive basis vectors.
Lemma 4.17. When d ∈ 4N, the frame vectors {f (
n=1 on the harmonic frame path are an orthonormal system.
Proof. Since d is even, the inner product of two such vectors v and w, v = w is
with some n ∈ {1, 2, . . . N and the Zδ-quantizer Q has a lower bound for its maximal error that is given by
Proof. To obtain the lower bound, we choose the trial vector with alternating coefficients in the orthonormal system from the preceding lemma.
We claim that the inner product of v with a frame vector gives
To see this, we calculate
The last step comes from the vanishing first factor in the sum whenever k = ± the sum starts decreasing and the whole procedure repeats with an overall change of sign at t = 2/d. Estimating the maximal contribution, we have
Now invoking Theorem 3.12, we get the claimed lower bound for E(H d N ). To extend this result to the case when d is even but not divisible by four, and subsequently to odd d, we use embeddings. 
Proof. LetP denote the orthogonal projector onto Rd in R d , then f (t),f (s) = P f (t),f (s) . The result is now verified using the decomposition of the vectorsP f (t) andf (s) in terms of the basis vectors, by noting that the projectionP f (t) is d df (t). Theorem 4.20. When d ∈ 4N + 2, the sigma-delta quantizer associated with the N/d-tight harmonic frame H d N and the Zδ-quantizer Q has a lower bound for its maximal error that is given by 
Proof. Using the decomposition of f (t) in terms of the basis vectors, we note that the orthogonal projection of
Theorem 4.22. When d is odd, the sigma-delta quantizer associated with the N/d-tight harmonic frame H d N and the Zδ-quantizer Q has a lower bound for its maximal error that is given by
Proof. By the preceding embedding lemma, we can use a trial vectorṽ corresponding to the frame path in d−1 dimensions, and obtain S(
4.3.
Families of frames among which harmonic frames are optimal.
We now look at a general method of constructing frame paths, that includes all of the above examples. This analysis will show that among certain families of frames the real harmonic frame path is optimal. Proof. Assume that such a vector f 0 exists and let {u 1 , . . . , u d } be an orthonormal set of eigenvectors for H with corresponding eigenvalues, {λ 1 , . . ., λ d }. If f 0 is orthogonal to any of these vectors, then U (t)f 0 is orthogonal for all t and so f (t) cannot be a frame path. Similarly, if any two eigenvalues are equal, then for all t, the projection of f (t) onto the corresponding eigenspace is a scalar multiple of the projection of f 0 onto that eigenspace. Any vector v in that eigenspace belonging to the orthogonal complement of f 0 gives v, f (t) = 0 for all t and thus f (t) cannot be a frame path. Finally, since f (1) = f 0 , we have that (U (1) − I)f 0 = 0 and since f 0 is not orthogonal to any of the eigenvectors, e 2πλ j i = 1 for all j. Consequently, every eigenvalue is an integer.
Conversely, if H has d distinct integer eigenvalues, {λ 1 , . . . , λ d } with corresponding orthogonal eigenvectors {e 1 , . . . , e d }, then let f 0 = 1/ √ d(e 1 + . . . + e d ). It is easily checked that f (t) is a frame path. 
In this latter case, if N does not divide λ j for any j, then F N will be a spherical 2-design.
The last statement follows, since if N does not divide any λ j , then
If A is a matrix, then we let A denote its operator norm. When H = H * , then H = max{|λ j | : j = 1, . . . d}, over the set of eigenvalues of H and the Hilbert-Schmidt norm of H is H 2 = ( 
Proof. One computes that f (t) = 2π H 2 and then the proof follows as for the harmonic frames, with d even.
In order to make V (f ) in the above theorem as small as possible, we want to minimize H 2 , over all choices of distinct integer eigenvalues. When d is even, H 2 is minimized by choosing the eigenvalues to be the set, {−d/2, . . . , −1, +1, . . . , +d/2}. When d is odd, H 2 is minimized by choosing the eigenvalues to be
The above estimates refer to frames for complex space C d . In order to achieve the same results for real frames, we need to be able to choose f 0 ∈ R d and have U (t) = e 2πiHt be a group of real, orthogonal matrices. In this case, 2πiH = U (0) is a real matrix. Hence, iH = R is real and it follows that R t = −R is skew-symmetric. Consequently, H t = −H and since H and H t always have the same eigenvalues, we see that whenever λ is an eigenvalue of H, so is −λ. Thus, the above analysis shows that among all frame paths for R d obtained via exponentials, the real harmonic frames correspond to the optimal choice of eigenvalues for minimizing V (f ).
The d-Circles Frames
In this section we introduce a new frame path in R d , d > 2, not obtained via exponentials, for which we can prove estimates on the frame-based sigmadelta quantization that are also comparable to the coordinatewise application of sigma-delta.
We call this path the d-circles frame path. The reason for this name is that the image of the frame path in this case will be the union of d circles. If we let {e 1 , . . . , e d } denote the canonical orthonormal basis for R d , then the image will be the union of the unit circles in the e 1 − e 2 -plane, e 2 − e 3 -plane, . . . , e d−1 − e d -plane, and the e d − e 1 -plane. Unlike our earlier examples of frame paths, we need to restrict our samplings to integers N that are multiples of 4d.
In order to define our continuous path, one needs to see that it is possible to traverse this union of d circles in a continuous fashion, passing through each quarter circle exactly once. Since the intersections of these circles occur at the 2d points, {±e 1 , . . . , ±e d } to define the path it is sufficient to explain the order in which one passes through the above points. To see concretely that such a path exists and for the purposes of aiding in actually implementing an algorithm that uses our d-circles frame path, we exhibit such a path below. is even this is accomplished by setting f (t) = (cos(πt/2), sin(πt/2), 0, . . . , 0) for 0 ≤ t ≤ 1, f (t) = (0, cos(π(t − 1)/2), sin(π(t − 1)/2), 0, . . . , 0) for 1 ≤ t ≤ 2, . . . , f (t) = (0, . . . , 0, cos(
. . , and finally, f (t) = (sin(π(t − 4d + 1)/2), 0, . . . , cos(π(t − 4d + 1)/2)) for 4d − 1 ≤ t ≤ 4d. We proceed similarly in the case of odd d ≥ 3.
To illustrate the d-circles frames, we have plotted a line connecting the sequence of 48 frame vectors for the 3-circles frame in Figure 3 . Proof. Let x ∈ R d and denote by P j the orthogonal projection onto the space spanned by e j and e j+1 , and P d projects onto the span of e d and e 1 . We have that 2x = P 1 x + P 2 x + · · · + P d x.
We may now partition the N frame vectors into d subsets,{S 1 , . . . , S d } with 4M vectors in each subset, such that the vectors appearing in a subset are a uniform, N/d-tight frame for one of the 2-dimensional subspaces spanned by the plane that a circle lies in. These are exactly the spaces
Consequently, if Q is any Zδ-quantizer and F N is the frame obtained by regular sampling, then
Proof. Let x ∈ R d be a unit vector and define the orthogonal projections
as in the last proof. Since each P i x lies in one of the coordinate planes, we have that
circle, such as in the estimate
Hence, S(F N , e 1 )/M ≤ 1 0 cos(
, and so by taking the linear combination of the odd-numbered basis vectors and adjusting the norm,
When d is odd, we choose the unit vector v = ( 1 2 e 2 − e 4 + e 6 − · · · + 1 2 e K )/ (K − 3)/2 to compute a bound for S (F N , v) . Here, again
A minor difference with the argument for the case of even d is that here, after completing each row, the cumulative error vanishes.
Arguing similarly as before, we obtain
The above estimate can be improved by using semicircles.
Proposition 5.6 (The Semicircle Frames). Let f : [0, 1] → R 2 be defined by f (t) = (cos(πt), sin(πt)). Then for any N > 2, the set F N = {f (j/N ) : 1 ≤ j ≤ N } is a uniform, N/2-tight frame for R 2 . Given a quantizer Q with accuracy > 0, then then the maximal error for the resulting sigma-delta quantizer Q F N on R 2 is bounded by
Proof. The proof that F N is a uniform, N/2-tight frame is straightforward. Note that it is not 0-summing, but that since we only need to integrate around a semicircle, by the computation for the clockwork frames, we see cos(πs)ds = N/π, the lower bounds hold for any Zδ-quantizer.
We now would like to introduce a path that we call the d-semicircles path. The construction of the map f : [0, 2d] → R d is identical to the above construction, one parametrizes each quarter circle as above. The only difference is that in this case we need to chose a path that exhausts a connected semicircle on each of the d circles. We describe such a path below. Proof. The proof proceeds as in the case of the d-circles frame except that since this frame is not zero-summing, we must use V (f ) + 1 in this bound.
The estimate that we obtain on V (f ) is exactly 1/2 of the estimate obtained in the d-circles case.
For the lower bound, we choose the trial vector v for estimating S(F N , v) as in the case of the d-circles frames. We again estimate S(F N , e 1 ) and note S(F N , e 1 ) = M −1 j=0 cos( Thus, we see that the upper and lower bounds for the d-semicircles frames are approximately half the bounds for the d-circles frames.
The significance of the above result is that since 2 √ 2 < π, the factor 2 √ 2d + 1 < π √ d for most d and hence for these d, the d-semicircles frame has a smaller error bound than the harmonic frame. Solving this equation, we see that the error bound for the d-semicircles frame is smaller than for the harmonic frame for d ≥ 10.
To our knowledge, there is no way of creating a semicircles version of the harmonic frames that would give an improved upper bound for the maximal error. We leave it as a challenge to the reader to find frames with better upper bounds.
In Figure 4 , we plot the frame vectors for the 3-semicircles and harmonic frames. We compare the upper and lower bounds for the maximal error with the numerically-found worst cases for d = 12 and N ∈ {24, 48, . . . , 1200}, using the harmonic and semicircles frames with a Zδ-quantizer of δ = 0.2 on the interval [−1, 1] in Figure 5 .
Suppose we always choose a Zδ-quantizer for any of the uniform N/dtight frames under consideration in this paper. Then we obtain for the maximal error of the sigma-delta quantizer associated with various frames the asymptotic bounds collected in Table 1. 
