Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it does not display a currently valid OMB control number. The isothermal layer depth is 27 generally larger than the constant-density layer depth, i.e., the barrier layer occurs during the 28 study period. Comparison with the existing difference, gradient, and curvature criteria shows the 29 advantage of using the maximum angle method. Uncertainty due to varying threshold using the 30 difference method is also presented. 
Introduction
Transfer of mass, momentum, and energy across the bases of surface isothermal and constant-density layers provides the source for almost all oceanic motions. Underneath the surface constant-density and isothermal layers, there exist layers with strong vertical gradients such as the pycnocline and thermocline. The mixed layer depth (MLD) (a general name for isothermal/constant-density layer depth) is an important parameter which influences the evolution of the sea surface temperature. The isothermal layer depth (H T ) is not necessarily identical to the constant-density layer depth (H D ) due to salinity stratification. There are areas of the World Ocean where H T is deeper than H D (Lindstrom et al., 1987; Chu et al., 2002; de Boyer Montegut et al., 2007 ). The layer difference between H D and H T is defined as the barrier layer. turbulence in the barrier layer than in the constant-density layer due to strong salinity stratification isolates the constant-density layer water from cool thermocline water. This process regulates the ocean heat budget and the heat exchange with the atmosphere, and in turn affects the climate.
Objective and accurate identification of H T and H D is important for the determination of
barrier layer occurrence and its climate impact. Three types of criteria (difference, gradient, and curvature) are available for identifying H T from profiling data. The difference criterion requires the deviation of T (or ρ) from its near surface (i.e., reference level) value to be smaller than a certain fixed value. The gradient criterion requires ∂T/ ∂z (or ∂ρ/ ∂z) to be smaller than a certain fixed value. The curvature criterion requires ∂ 2 T/ ∂z 2 (or ∂ 2 ρ/∂z 2 ) to be maximum at the base of mixed layer (z = -H D ).
The difference and gradient criteria are subjective. For example, the criterion for determining H T for temperature varies from 0.8 o C (Kara et al., 2000) , 0.5 o C (Wyrtki, 1964) to 0.2 o C (de Boyer Montegut et al., 2004) . The reference level changes from near surface (Wyrtki, 1964) to 10 m depth (de Boyer Montegut et al., 2004 (Brainerd and Gregg, 1995) , to 0.125 kg/m 3 (Suga et al., 2004) . Defant (1961) was among the first to use the gradient method. He used a gradient of 0.015 o C/m to determine H T for temperature of the Atlantic Ocean; while Lukas and Lindstrom (1991) used 0.025 o C/m. The curvature criterion is an objective method (Chu et al, 1997 (Chu et al, , 1999 (Chu et al, , 2000 Lorbacher et al., 2006) ; but is hard to use for profile data with noise (even small), which will be explained in Section 5. Thus, it is urgent to develop a simple objective method for determining MLD with the capability of handling noisy data.
In this study, a new maximum angle method has been developed to determine H T and H D and the gradients of the thermocline and pycnocline from profiles and tested using data collected by two seagliders of the Naval Oceanographic Office in the Gulf Stream region near the Florida coast during 14 November -5 December 2007, with comparison to the existing methods. The results demonstrate its capability. The outline of this paper is listed as follows. Section 2 describes hydrographic data from the two seagliders. Section 3 presents the methodology.
Sections 4 and 5 compare the maximum angle method with the existing methods. Section 6
shows the occurrence of barrier layer in the western North Atlantic Ocean. Section 7 presents the conclusions.
Seaglider Data
Two seagliders were deployed in the Gulf Stream region near the Florida coast by the Naval Oceanographic Office (Mahoney et al., 2009) anticyclonically, and finally turned cyclonically.
The seaglider goes up and down in oblique direction, not vertical. Data collected during a downward-upward cycle are divided into two parts with the first one from the surface to the deepest level and the second one from the deepest level to the surface. Each part represents an individual profile with the averaged longitude and latitude of the data points as the horizontal location. Such created temperature and potential density profile data went through quality control procedures; such as, min-max check (e.g., disregarding any temperature data less than -2 o C and greater than 35 o C), error anomaly check (e.g., rejecting temperature and salinity data deviating more than 3 standard deviations from climatology), seaglider-tracking algorithm (screening out data with obvious seaglider position errors), max-number limit (limiting a maximum number of observations within a specified and rarely exceeded space-time window), and buddy check (tossing out contradicting data). The climatological data set used for the quality control is the Navy's Generalized Digital Environmental Model (GDEM) climatological temperature and salinity data set. After the quality control, 514 profiles of (T, ρ) are available with 265 profiles from Seaglider-A and 249 profiles from Seaglider-B. The vertical resolution of the profile varies from less than 1 m for upper 10 m, to approximately 1-3 m below 10 m depth.
All the profiles are deeper than 700 m and clearly show the existence of layered structure:
isothermal (constant-density) layer, thermocline (pycnocline), and deep layer.
Determination of (H T , H D )
Let potential density and temperature profiles be represented by [ρ(z k ), T(z k )]. Here, k increases downward with k = 1 at the surface or nearest to the surface and K the total number of the data points for the profile. The potential density profile is taken for illustration of the new methodology. Let (ρ max , ρ min ) be the maximum and minimum of the profile ρ(z k ). Starting from z 1 downward, depth with ρ min (z min ) and depth with ρ max (z max ) are found. Without noise, z min should be z 1 and z max should be z K . The vertical density difference, Δρ = ρ max -ρ min , represents the total variability of potential density. Theoretically, the variability is 0 in the constant-density layer and contains large portion in the pycnocline. It is reasonable to identify the main part of the pycnocline between the two depths: z (0.1) with 0.1Δρ and z (0.7) with of 0.7Δρ relative to ρ min (Fig.   3 ). Let n be the number of the data points between z (0.1) and z (0.7) and min( , 20) m n = .
At depth z k (marked by a circle in Fig. 4 ), a first vector (A 1 , downward positive) is constructed with linear polynomial fitting of the profile data from z k-j to z k with 1, for { , for
A second vector (A 2 , pointing downward) from one point below that depth (i.e., z k+1 ) is constructed to a deeper z k+m . The dual-linear fitting can be represented by
where
, , ,
At the constant-density (isothermal) layer depth, the angle θ k reaches its maximum value if z k is the MLD (see Fig. 4a ), and smaller if z k is inside (Fig. 4b) or outside ( Fig. 4c ) of the mixed layer. Thus, the maximum angle principle can be used to determine the mixed (or isothermal) layer depth, max, .
In practical, the angle θ k is hard to calculate, so tan θ k is used instead, i.e.,
where (1) 0 G ≈ , is the vertical gradient in the mixed layer; and G (2) is the vertical gradient in the thermocline (pycnocline). With the given fitting coefficients
,
(1) (2) tan 1
The maximum angle method [i.e., (1)- (4) Fig. 5a ). At z = -H D , tan θ k has maximum value ( Fig. 5b) .
Advantage of the maximum angle method is described as follows. Different from the existing methods, the maximum angle method not only uses the main feature (vertically uniform)
of mixed layer such as in the difference and gradient criteria, but also uses the main characteristics (sharp gradient) below the mixed layer (see Fig. 3 ). After MLD is determined, the vertical gradient of the thermocline (pycnocline), G
, is also calculated. The dataset of G (2) is useful for studying the heat and salt exchange between the ocean upper and lower layers.
Besides, the maximum angle method is less subjective comparing to the existing methods. The only external parameters (10% and 70%) are used to determine z 0.1 and z 0.7 , and in turn to determine the length of the vectors A 1 and A 2 .
Disadvantage of the maximum angle method is due to the use of two linear regressions [see Eq (2)]. Reliable regression needs sufficient sample size. For profiles with very few data points (low resolution), the maximum angle method might not work. The seaglider data described in Section 2 are high-resolution profiles, and therefore are perfect for the test of the maximum angle method. Lorbacher et al. (2006) proposed a quality index (QI) 
Comparison between Maximum Angle and Threshold Methods
The higher the QI, the more reliable identification of MLD would be. Usually, H D is defined with certainty if QI > 0.9; can be determined with uncertainty if 0.9 > QI > 0.5; and can't be identified if QI < 0.5.
Capability of the maximum angle method is demonstrated through comparison with the existing threshold method. Since the MLD based on a difference criterion is more stable than the MLD based on a gradient criterion, which requires sharp gradient-resolved profiles (Brainerd and Gregg, 1995) , the difference threshold method is used for the comparison. Four sets of isothermal depth were obtained from 514 temperature profiles of the two seagilders using the maximum angle method, 0. (Fig. 6b) , 0.5 o C (Fig. 6c) , and 0.8 o C (Fig. 6d ) thresholds implies uncertainty using the difference method. Table-1 The Gaussian distribution has skewness of 0 and kurtosis of 3. Obviously, the four histograms show non-Gaussian features. H T is positively skewed when it is identified using all the four methods. The skewness of H T is sensitive to the thresholds: 0.21 using 0.2 o C, 1.13 using 0.5 o C, and 1.25 using 0.8 o C. It is 0.69 using the maximum angle method. The kurtosis of H T is larger than 3 for all the four methods and sensitive to the thresholds: 3.48 using 0.2 o C, 4.46 using 0.5 o C, and 4.35 using 0.8 o C. It is 3.80 using the maximum angle method.
The histograms of 514 QI -values are negatively skewed for the four methods (Fig. 7) .
Most QI-values are larger than 0.980 with a mean value of 0.965 using the maximum angle method ( Fig. 7a) and are lower using the threshold method (Figs. 6b-d) . The mean QI-value reduces from 0.881 with 0.2 o C threshold (Fig. 7b) , 0.858 with 0.5 o C threshold (Fig. 7c) , to 0.833 with 0.8 o C threshold (Fig. 7d) .
Uncertainty of the difference method from one to another threshold can be identified by computing the relative root-mean square difference (RRMSD),
where N = 514, is the number of the seaglider profiles; ( (Fig. 8b) , 0.05 kg/m 3 (Fig. 8c) , to 0.125 kg/m 3 (Fig. 8d ) threshold implies uncertainty in the difference method. The histograms of 514 QI -values are negatively skewed for the four methods (Fig. 9 ).
Most QI-values are larger than 0.980 with a mean value of 0.966 for the maximum angle method (Fig. 9a ) and are lower using the threshold method (Figs. 8b-d) comparing to the maximum angle method. The mean QI-value reduces from 0.837 with 0.03 kg/m 3 threshold (Fig. 9b) , 0.859 with 0.05 kg/m 3 threshold (Fig. 9c) , and 0.872 with 0.125 kg/m 3 threshold (Fig. 9d) 
Comparison between Maximum Angle and Curvature Methods
This profile was discretized with vertical resolution of 1 m from the surface to 10 m depth and of 5 m below 10 m depth. The discrete profile was smoothed by 5-point moving average to remove the sharp change of the gradient at 20 m and 40 m depths. The smoothed profile data [T(z k )] is shown in Fig. 10a .
The second-order derivatives of T(z k ) versus depth is computed by nonhomogeneous mesh difference scheme, Fig. 10b shows the calculated second-order derivatives from the profile data listed in Table 1 .
Similarly, tan θ k is calculated using Eq.(4) for the same data profile (Fig. 10c) . For the profile data without noise, both the curvature method (i.e., depth with minimum ∂ 2 T/∂z 2 , see Fig. 10b ) and the maximum angle method [i.e., depth with max (tan θ), see Fig. 10c )] identified the isothermal depth, i.e., H T = 20 m.
One thousand 'contaminated' temperature profiles are generated by adding random noise with mean of zero and standard deviation of 0.02 o C (generated by MATLAB) to the original profile data at each depth. An example profile is shown in Fig. 11a , as well as the second order derivative (∂ 2 T/∂z 2 ) and tan θ. Since the random error is so small (zero mean, 0.02 o C standard deviation, within the instrument's accuracy), we may not detect the difference between Fig. 10a and Fig. 11a by eyes. However, the isothermal depth is 9 m (error of 11 m) using the curvature method ( Fig. 11b ) and 20 m (Fig. 11d ) using the maximum angle method.
Usually, the curvature method requires smoothing for noisy data (Chu, 1999; Lorbacher et al., 2006) . To evaluate the usefulness of smoothing, a 5-point moving average was applied to the 1000 "contaminated" profile data. For the profiles (Fig. 11a) after smoothing, the second derivatives were again calculated for the smoothed profiles. The isothermal depth identified for the smoothed example profile is 8 m (Fig. 11c) . Performance for the curvature method (with and without smoothing) and the maximum angle method is evaluated with the relative root-mean square error (RRMSE),
where ac T H (= 20 m) is for the original temperature profile (Fig. 10a) ; N (= 1000) is the number of "contaminated" profiles; and
H is the calculated for the i-th profile. Table 3 
Existence of Barrier Layer
With H D and H T , the BLT is easily calculated from all 514 profiles. BLT is plotted versus time in Fig. 12a (Seaglider-A) and Fig. 12b (Seaglider-B) using the maximum angle method.
These two figures show a rather frequent occurrence of barrier layer in the western North Comparing the existing difference methods, the barrier layer has less chance to occur using the maximum angle method.
Conclusions
A new maximum angle method is proposed in this study to identify isothermal and constant-density layer depths. First, two vectors (both pointing downward) are obtained using linear fitting. Then, the tangent of the angle (tan θ) between the two vectors is calculated for all depth levels. Next, the isothermal (or constant-density) depth which corresponds to the maximum value of (tan θ) is found. Two features make this method attractive: (a) less subjective and (b) capability to process noisy data. The temperature and potential density profiles collected from two seagliders in the Gulf Stream near Florida coast during 14 November -5 December 2007 were used for evaluating the new algorithm. With high quality indices (QI ~ 96%), the maximum angle method not only identify H D and H T , but also the potential density
Weakness of the maximum angle method is due to the sample size requirement of the regression. For low resolution profiles, the maximum angle method might not be suitable.
Uncertainty in determination of (H T , H D ) due to different thresholds is demonstrated
using the same seaglider data. study. The authors thank the Naval Oceanographic Office for providing hydrographic data from two seagliders. (Fig. 7a) . At 20 m depth, (∂ 2 T/∂z 2 ) k has a minimum value, and (tan θ) k has a maximum value. 
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2 ) k from the profile data (Fig. 8a) without smoothing, (c) calculated (∂ 2 T/∂z 2 ) k from the smoothed profile data ( Fig. 8a) with 5-point moving average, and (d) calculated (tan θ) k from the profile data (Fig. 8a) without smoothing. 
