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Abstract
We propose a class of codes called random Khatri-Rao-Product (RKRP) codes for distributed matrix
multiplication in the presence of stragglers. The main advantage of the proposed codes is that decoding
of RKRP codes is highly numerically stable in comparison to decoding of Polynomial codes [1] and
decoding of the recently proposed OrthoPoly codes [2]. We show that RKRP codes are maximum distance
separable with probability 1. The communication cost and encoding complexity for RKRP codes are
identical to that of OrthoPoly codes and Polynomial codes and the average decoding complexity of
RKRP codes is lower than that of OrthoPoly codes. Numerical results show that the average relative
L2-norm of the reconstruction error for RKRP codes is substantially better than that of OrthoPoly codes.
I. INTRODUCTION AND MAIN RESULTS
We consider the problem of computing ATB for two matrices A ∈ RN2×N1 and B ∈ RN2×N3 in a
distributed fashion using a coded matrix multiplication scheme with N worker nodes [1], [3]–[12]. In
[1], Yu, Maddah-Ali and Avestimehr proposed an elegant encoding scheme called Polynomial codes in
which the matrices AT and B are each split into m and n sub-matrices, respectively, the sub-matrices
are encoded using a polynomial code and the computations are distributed to N worker nodes. This
scheme is shown to have optimal recovery threshold, i.e., the matrix product ATB can be computed
(recovered) using the results of computation from any subset of worker nodes of cardinality K = mn. In
the language of coding theory, Polynomial codes are generalized Reed-Solomon codes, their generator
matrices have Vandermonde structures, and they are maximum distance separable (MDS) codes.
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2One important drawback of Polynomial codes is that the process of recovering ATB from the results
of the worker nodes (the decoding process) involves explicitly or implicitly inverting a Vandermonde
matrix, which is well known to be highly numerically unstable even for moderate values of K = mn.
Very recently, Fahim and Cadambe [2] proposed a very interesting polynomial code called OrthoPoly
code which uses an orthogonal polynomial basis resulting in a Chebyshev-Vandermonde structure for the
generator matrix. OrthoPoly codes are also MDS codes, i.e., have optimal recovery threshold; however,
they afford better numerical stability than Polynomial codes. In particular, when there are S stragglers
among N nodes, i.e., N = K + S, the condition number of the matrix that needs to be inverted grows
only polynomially in N . However, the main drawback of OrthoPoly codes is that the condition number
still grows exponentially in S making it unsuitable even for moderately large values of S.
In this paper, we propose a coding scheme for the distributed matrix multiplication problem which we
call Random Khatri-Rao-Product (RKRP) codes which exhibits substantially better numerical stability
than Polynomial codes [1] and OrthoPoly codes [2]. The proposed coding scheme is not based on
polynomial interpolation; rather, it is designed in the spirit of random codes in information theory.
RKRP codes split both AT and B into sub-matrices and encode them by forming random linear
combinations of the sub-matrices. The proposed RKRP codes have several desirable features: (i) RKRP
codes have the same thresholds, encoding complexity and communication cost as that of Polynomial
codes and OrthoPoly codes; (ii) Decoding process of RKRP codes is substantially more numerically
stable than that of Polynomial and OrthoPoly codes, and decoding can be implemented even for fairly
large values of K,S,N (e.g., K = 1000 and any S,N ); and (iii) decoding complexity of RKRP codes
is lower than that of OrthoPoly codes. To the best of our knowledge, the RKRP code construction and
the analysis of their MDS property are new.
We present two ensembles of generator matrices for RKRP codes called the non-systematic RKRP
ensemble and the systematic RKRP ensemble. Codes from these ensembles will be referred to as
non-systematic RKRP codes and systematic RKRP codes1, respectively. Systematic RKRP codes have
better average decoding complexity and better numerical stability. Hence, systematic RKRP codes would
be preferred over non-systematic RKRP codes for most applications. However, we present both non-
systematic and systematic ensembles in this paper for the following reasons. Since Polynomial and
OrthoPoly codes are presented with non-systematic encoding, non-systematic RKRP codes allow for
1The terminology of associating the words systematic and non-systematic with the code, rather than with the encoder is not
standard in coding theory. While it is possible to find a systematic encoder for a non-systematic RKRP code, the resulting code
would not belong to the systematic RKRP ensemble and hence, should be treated as a non-systematic RKRP code.
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3a fair comparison with Polynomial and OrthoPoly codes. The proofs are also easier to follow when
presented for the non-systematic ensemble first and then extended to the systematic ensemble. Finally,
non-systematically RKRP codes provide privacy which systematic RKRP codes do not, although this
issue is not studied further in this paper.
II. NOTATION
We use boldface capital letters for matrices and underlined variables to represent vectors. We denote
the i, jth element of the matrix A by [A]i,j . The ith row and ith column of matrix A will be represented
by [A]i,: and [A]:,i, respectively. If S1 ⊂ Z
+ and S2 ⊂ Z
+ are two subsets of positive integers, then
the submatrix of A corresponding to the rows from S1 and columns from S2 is given by [A]S1,S2 . We
denote the set of integers from i to j, inclusive of i and j by i : j and we denote the set of integers from
1 to i by [i]. For a vector v, we denote the part of vector v between indices i and j as vi:j . We will
assume that vectors without transposes are column vectors unless stated otherwise. Random variables
will be denoted by capital letters and their realizations will be denoted by lower case letters.
III. SYSTEM MODEL AND PRELIMINARIES
We consider a system with one master node which has access to matrices AT and B and N worker
nodes which can perform multiplication of sub-matrices ofAT and B. At the master node, the matrix AT
is split into m sub-matrices row-wise and B is split into n sub-matrices column-wise as shown below.
AT =


AT1
AT2
...
ATm

 , B =
[
B1 B2 · · · Bn
]
(1)
In order to compute the matrix product ATB, we need to compute the matrix products ATj Bl for
j = 1, . . . ,m and l = 1, . . . , n. The main idea in distributed coded computation is to first encode
AT1 , . . . ,A
T
m and B1, . . . ,Bn into N pairs of matrices
(
UTi ,Vi
)
, i = 1, . . . , N .2 The ith worker node
is then tasked with computing the matrix product Xi = U
T
i Vi. It is assumed that K out of the N
workers return the result of their computation; these worker nodes are called non-stragglers. Without loss
of generality we assume that the non-stragglers are worker nodes 1, . . . ,K.
2This is not the most general form of encoding but many of the existing encoding schemes in the literature as well as the
proposed scheme can be represented in this way.
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4Definition 1. An encoding scheme is a mapping from (AT1 , . . . ,A
T
m,B1, . . . ,Bn) to {(Xi = U
T
i ,Vi)}
for i = 1, . . . , N . A codeword is a vector of matrices X = [X1,X2, . . . ,XN ]. A code is the set of
possible codewords {X}.
Definition 2. An encoding scheme is said to result in a maximum distance separable (MDS) code, or
the corresponding code is said to be MDS, if the set of matrix products {ATi Bj} for i = 1, . . . ,m and
j = 1, . . . , n can be computed (recovered) from any subset of {X1,X2, . . . ,XN} of size mn, where
Xi = U
T
i Vi.
Definition 3. The row-wise Khatri-Rao product of two matrices P ∈ RK×m and Q ∈ RK×n denoted by
P ⊙Q is given by the matrix M whose ith row is the Kronecker product of the ith row of P and the
ith row of Q, i.e.,
[M]i,: = [Pi,:]⊗ [Qi,:] (2)
where ⊗ refers to the Kronecker product.
IV. NON-SYSTEMATICALLY ENCODED RANDOM KHATRI-RAO-PRODUCT CODES
A. Encoding:
Our proposed non-systematic RKRP codes are encoded as follows. For i = 1, . . . , N , the master node
computes
UTi =
m∑
j=1
pi,jA
T
j , (3)
Vi =
n∑
l=1
qi,lBl (4)
where pi,j, qi,l are realizations of independent identically distributed random variables Pi,j and Qi,l,
respectively. Both Pi,j and Qi,l are assumed to be continuous random variables with a probability density
function f ∀i, j, l, i.e., their distribution is absolutely continuous with respect to the Lebesgue measure.
Ui and Vi are then transmitted to the ith worker node which is tasked with computing Xi = U
T
i Vi.
We first note that Xi can be written as
Xi =
( m∑
j=1
pi,jA
T
j
)( n∑
l=1
qi,lBl
)
=
m∑
j=1
n∑
l=1
pi,jqi,lA
T
j Bl. (5)
Since the matrix Xi is a linear combination of the desired matrix products A
T
j Bl, the (s, t)th entry of
Xi, namely [Xi]s,t, is a linear combination of the (s, t)th entries of the matrix products A
T
j Bl, namely
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5[ATj Bl]s,t. During the decoding process, we attempt to recover [A
T
j Bl]s,t from [X1]st, . . . , [XK ]s,t for
each pair of s, t separately.
To keep the discussions clear, we focus on the recovery of the (1, 1)th entry of ATj Bl, namely
[ATj Bl]1,1. The same idea extends to the recovery of other indices as well. Let yi = [Xi]1,1 de-
note the (1, 1)th entry in the matrix product computed by the ith non-straggler worker node, and let
zj,l = [A
T
j Bl]1,1.
The vector of computed values can be written as a linear combination of matrix products given by

y1
y2
...
yi
...
yN


=


p1,1q1,1 p1,1q1,2 . . . p1,1q1,n . . . p1,mq1,n
p2,1q2,1 p2,1q2,2 . . . p2,1q2,n . . . p2,mq2,n
...
pi,1qi,1 pi,1qi,2 . . . pi,1qi,n . . . pi,mqi,n
...
pN,1qN,1 pN,1qN,2 . . . pN,1qN,n . . . pN,mqN,n




z1,1
z1,2
...
z1,n
...
zm,n


(6)
It will be more convenient to express (6) in a slightly different form. For j ∈ {1, . . . ,mn}, let j′ = ⌈j/n⌉
and j′′ = (j − 1) mod n + 1, and let wj = zj′,j′′ . Without loss of generality, let us assume that the
worker nodes which return their computation are worker nodes 1, 2, . . . ,K. The computed values yi’s
are related to the unknown values wj’s according to

y1
y2
...
yi
...
yK


=


p1,1q1,1 p1,1q1,2 . . . p1,1q1,n . . . p1,mq1,n
p2,1q2,1 p2,1q2,2 . . . p2,1q2,n . . . p2,mq2,n
...
pi,1qi,1 pi,1qi,2 . . . pi,1qi,n . . . pi,mqi,n
...
pK,1qK,1 pK,1qK,2 . . . pK,1qK,n . . . pK,mqK,n




w1
w2
...
wj
...
wK


(7)
or, more succinctly as
y = G w (8)
where y = [y1, y2, . . . , yK ]
T, w = [w1, w2, . . . , wmn]
T, and G is an N ×mn generator matrix for a code
with [G]i,j = pi,j′qi,j′′.
Let P and Q be two matrices whose entries are given by [P]i,j′ = pi,j′ and [Q]i,j′′ = qi,j′′. It can be
seen that
G = P⊙Q, (9)
i.e., G is the row-wise Khatri-Rao product of two matrices P and Q. Hence, we call these codes as
Random Khatri-Rao-Product codes.
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6Example 4. In order to clarify the main idea, consider an example with m = 2 and n = 3 and
N > 6. Without loss of generality, assume that the worker nodes 1, 2, . . . , 6 return the results of their
computations, namely, X1, . . . ,X6. In this case, the set of computations returned by the worker nodes
is related to the matrix products that we need to compute according to

y1
y2
y3
y4
y5
y6


=


p1,1q1,1 p1,1q1,2 p1,1q1,3 p1,2q1,1 p1,2q1,2 p1,2q1,3
p2,1q2,1 p2,1q2,2 p2,1q2,3 p2,2q2,1 p2,2q2,2 p2,2q2,3
p3,1q3,1 p3,1q3,2 p3,1q3,3 p3,2q3,1 p3,2q3,2 p3,2q3,3
p4,1q4,1 p4,1q4,2 p4,1q4,3 p4,2q4,1 p4,2q4,2 p4,2q4,3
p5,1q5,1 p5,1q5,2 p5,1q5,3 p5,2q5,1 p5,2q5,2 p5,2q5,3
p6,1q6,1 p6,1q6,2 p6,1q6,3 p6,2q6,1 p6,2q6,2 p6,2q6,3




w1
w2
w3
w4
w5
w6


(10)
Definition 5. The ensemble of N×K generator matrices obtained by choosing the generator matrixG as
in (9) where pi,j, qi,j are realizations of random variables Pi,j , Qi,j such that {P1,1, . . . , PN,m, Q1,1, . . . , QN,n}
is a set of independent random variables with probability density function f will be referred to as the
non-systematic random Khatri-Rao-product generator matrix ensemble Gnon−sys(N,K, f).
B. Decoding:
During decoding, an estimate of w, namely wˆ, is obtained as follows
wˆ = G−1y. (11)
In the absence of numerical round-off errors, ifG is invertible, then wˆ = w. However, when performing
computation with finite bits of precision, there will be numerical errors in the computation. Let e = w−wˆ
be the error, and define the relative error as
η :=
||e||2
||w||2
. (12)
V. NON-SYSTEMATIC RKRP CODES ARE MDS CODES WITH PROBABILITY 1
Our first main result in this paper is that if a generator matrix is randomly chosen from the non-
systematic RKRP ensemble Gnon−sys(N,K, f), the encoding scheme defined in (4) results in an MDS
code with probability 1.
Lemma 6. Consider an analytic function h(x) of several real variables x = [x1, x2, · · · , xn] ∈ R
n . If
h(x) is nontrivial in the sense that there exists x0 ∈ R
n such that h(x0) 6= 0 then the zero set of h(x),
Z = {x ∈ Rn | h(x) = 0}
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7is of measure (Lebesgue measure in Rn) zero.
Proof. This lemma is proved in [13, Lemma 1] for the complex field C. The proof for the real field can
be obtained by following the same steps and replacing C with R.
Theorem 7. Non-systematic RKRP codes are MDS codes with probability 1.
Proof. To prove the theorem, we need to prove that the matrix G obtained when K = mn in (7) is a
full rank matrix with probability 1. Let pi,j be a realization of the random variable Pi,j and let qi,j be
a realization of the random variable Qi,j . The generator matrix in (7) is a realization of the matrix of
random variables {Pi,j}i∈[K],j∈[m] and {Qi,j}i∈[K],j∈[n]:
Γ =


P1,1Q1,1 P1,1Q1,2 . . . P1,1Q1,n . . . P1mQ1,n
P2,1Q2,1 P2,1Q2,2 . . . P2,1Q2,n . . . P2mQ2,n
...
Pi,1Qi,1 Pi,1Qi2 . . . Pi,1Qin . . . Pi,mQin
...
PK,1QK,1 PK,1QK,2 . . . PK,1QK,n . . . PK,mQK,n


(13)
We will show that Pr(rank(Γ) 6= mn) = 0. The determinant of Γ is a polynomial in the variables
{Pi,j}i∈[K],j∈[m] and {Qi,j}i∈[K],j∈[n] with degree 2mn. Let
det(Γ) = h(P1,1, . . . , PK,m, Q1,1, . . . , QK,n) (14)
We first show that there exists at least one P1,1, . . . , PK,m, Q1,1, . . . , QK,n for which
h(P1,1, . . . , PK,m, Q1,1, . . . , QK,n) 6= 0.
For j ∈ [mn], let j′ = ⌈j/n⌉ and j′′ = ((j−1) mod n)+1. Let Pj,j′ = 1, Qj,j′′ = 1,∀j ∈ [mn], Pj,l =
0,∀j ∈ [mn], l 6= j′, and Qj,l = 0,∀j ∈ [mn], l 6= j
′′. For this choice of P1,1, . . . , PK,m, Q1,1, . . . , QK,n,
it can be seen that the matrix Γ reduces to an identity matrix, and hence h(P1,1, . . . , PK,m, Q1,1, . . . , QK,n) =
1 (6= 0). From Lemma 6, we then see that the zero set of h has measure zero, and hence, Pr(rank(Γ) 6=
mn) = 0.
VI. SYSTEMATIC KHATRI-RAO-PRODUCT CODES
In this section, we introduce a systematic construction of random Khatri-Rao-Product codes which
reduces the average encoding and decoding complexities compared to its non-systematic counterpart.
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8A. Encoding:
In systematic encoding, the first K worker nodes are simply given the submatrices ATj and Bl without
encoding and the other N−K worker nodes are given encoded versions as in the non-systematic version.
For i ∈ {1, . . . ,K = mn}, let i′ = ⌈i/n⌉ and i′′ = ((i − 1) mod n) + 1. The encoding process can be
described as below
UTi =


ATi′ , i ∈ [K],∑m
j=1 pi−K,jA
T
j , K + 1 ≤ i ≤ N,
(15)
Vi =


Bi′′ , i ∈ [K],∑n
l=1 qi−K,lBl, K + 1 ≤ i ≤ N,
(16)
where pi,j, qi,j are realizations of Pi,j, Qi,j which are absolutely continuous random variables with respect
to the Lebesgue measure. Ui and Vi are then transmitted to the ith worker node which is tasked with
computing Xi = U
T
i Vi. We will refer to worker nodes 1, 2, . . . ,K as systematic worker nodes and we
will refer to worker nodes K + 1, . . . , N as parity worker nodes.
As in the case of non-systematic encoding, we focus on the recovery of the (1, 1)th entry of ATj Bl,
namely [ATj Bl]1,1. The same idea extends to the recovery of other indices as well. Let yi = [Xi]1,1
denote the (1, 1)th entry in the matrix product computed by the ith non-straggler worker node and let
zj,l = [A
T
j Bl]1,1. For j ∈ [mn], let j
′ = ⌈j/n⌉ and j′′ = ((j − 1) mod n) + 1 and let wj = zj′,j′′ . The
computed values yi’s are related to the unknown values wj’s according to


y1
y2
...
yK
yK+1
...
yN


=


1 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0
...
0 0 . . . 0 . . . 1
p1,1q1,1 p1,1q1,2 . . . p1,1q1,n . . . p1mq1,n
p2,1q2,1 p2,1q2,2 . . . p2,1q2,n . . . p2mq2,n
...
pS,1qS,1 pS,1qS,2 . . . pS,1qS,n . . . pS,mqS,n




w1
w2
...
wj
...
wK


, (17)
where S = N −K.
The generator matrix in (17) can be written as [IK×K F
T]T where F is an N −K ×K matrix whose
ith row is given by p
i
⊙ q
i
, i.e.,
July 16, 2019 DRAFT
9F =


p1,1q1,1 p1,1q1,2 . . . p1,1q1,n . . . p1mq1,n
p2,1q2,1 p2,1q2,2 . . . p2,1q2,n . . . p2mq2,n
...
pS,1qS,1 pS,1qS,2 . . . pS,1qS,n . . . pS,mqS,n

 . (18)
Definition 8. The ensemble of N ×K generator matrices obtained by choosing the generator matrix G
as in (17) where Pi,j , Qi,j ∼ f will be referred to as the systematic random Khatri-Rao-product generator
matrix ensemble Gsys(N,K, f).
B. Decoding
We consider the case when there are S1 stragglers among the systematic worker nodes and S2 = S−S1
stragglers among the parity worker nodes. Without loss of generality we assume that the stragglers are the
worker nodes 1, 2, . . . , S1 andK+S1+1, . . . , N . This implies that the master nodes obtains yS1+1, . . . , yK
and since the encoding is systematic, the master node can trivially recover wS1+1, . . . , wK by setting
wi = yi for i = S1 + 1, . . . , SK . We can recover w1, . . . , wS1 from yK+1, . . . , yK+S1 as follows. Notice
that 

yK+1
yK+2
...
yK+S1

 = [F]K+1:K+S1,1:S1


w1
w2
...
wS1

 (19)
+ [F]K+1:K+S1,S1+1:K


wS1+1
wS1+2
...
wK

 , (20)
July 16, 2019 DRAFT
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which in turn implies that 

yK+1
yK+2
...
yK+S1

− [F]K+1:K+S1,S1+1:K


wS1+1
wS1+2
...
wK


︸ ︷︷ ︸
y
(21)
= [F]K+1:K+S1,1:S1︸ ︷︷ ︸
Gsys


w1
w2
...
wS1


︸ ︷︷ ︸
w
,
or more succinctly,
y = Gsys w. (22)
We can obtain an estimate of w, namely wˆ, as
wˆ = G−1sys y. (23)
Note that in the above description it is assumed that the stragglers were worker nodes 1, 2, . . . , S and
K + S1 + 1, . . . , N . However, the same ideas can be used for arbitrary sets of stragglers. The following
example will clarify this.
Example 9. Consider an example with m = 2, n = 3,K = 6 with N = 10 worker nodes. Let the
straggler nodes be the worker nodes 2,4,5, and 8. In this case, we first recover w1, w3, w6 by setting
w1 = y1, w3 = y3 and w6 = y6. Then, we recover w2, w4, and w5 from w1, w3, w6, y7, y9, y10 using

y7
y9
y10

− [F]{7,8,9},{1,3,6}


w1
w3
w6

 = [F]{7,8,9},{2,4,5}


w2
w4
w5

 . (24)
We show that if a generator matrix is chosen at random from the systematic RKRP ensemble Gsys(N,K, f),
the encoding scheme in (17) result in an MDS code with probability 1.
Theorem 10. Systematic RKRP codes are MDS codes with probability 1.
Proof. To prove the theorem, we need to prove that Gsys is full rank with probability 1. The proof
follows along the same lines as the proof of Theorem 7.
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VII. REVIEW OF ORTHOPOLY CODES
In this section, we will briefly review OrthoPoly codes for the sake of completeness. Details can be
found in [2]. The encoding scheme consists of the master node dividing the matrices A and B as in
Section III and subsequently computing
uTi =
m−1∑
j=1
Tj(xi)A
T
j , vi =
n−1∑
j=1
Tjm(xi)Bj
where Tr(x) = cos(r(cos
−1(x))) and xi = cos(
(2i−1)pi
2N ), and sending u
T
i and vi to the ith worker node.
The ith worker node computes uTi vi and sends the result back the master node for decoding. Let us
assume that worker nodes i = 1, . . . ,K (K is defined as K , mn) return their outputs. As before, we
focus on the recovery of [ATi Bj ]1,1. If yi = [u
T
i vi]1,1, then

y1
y2
...
yi
...
yK


︸ ︷︷ ︸
y
=


T0(x1) · · · TK−1(x1)
...
. . .
...
T0(xK) · · · TK−1(xK)


︸ ︷︷ ︸
GO
H


w1
w2
...
wj
...
wK


︸ ︷︷ ︸
w
(25)
where H is a K ×K matrix such that
H(r,(i−1)+(j−1)m+1) =


1, r = (i− 1) + (j − 1)m+ 1,
i = 1, j ∈ [n]
1
2 , r = (i− 1) + (j − 1)m+ 1,
i 6= 1, i ∈ [m], j ∈ [n]
1
2 , r = |(i− 1)− (j − 1)m|+ 1,
i 6= 1, i ∈ [m], j ∈ [n]
0, otherwise.
An estimate of w ( wi = [AjBl]1,1 such that i = r + lm+ 1, for 0 ≤ r ≤ m− 1 and 0 ≤ l ≤ n− 1) is
then obtained according to
wˆ =H−1G−1O y. (26)
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VIII. DECODING COMPLEXITIES
In this section, we briefly discuss the decoding complexity of systematic RKRP codes and OrthoPoly
codes. Decoding of systematic RKRP codes involves two steps. It involves inversion of the S1 × S1
matrix Gsys in (22) whose complexity is O(S
3
1). To retrieve every entry of [A
T
j Bl], we need to multiply
G−1sys and y which requires O(S
2
1) operations. This step needs to be repeated for each of the
N1N3
mn
entries
of [ATj Bl] and hence, the overall decoding complexity is O(S
3
1 + S
2
1
N1N3
mn
).
OrthoPoly codes cannot be easily implemented in systematic form because of the multiplication by H.
Hence, the decoding complexity of OrthoPoly codes involves inverting a K×K matrix followed by N1N3
mn
multiplication of a K×K matrix and a K×1 vector. The overall complexity is hence O(K3+K2N1N3
mn
).
Since S1 ≤ K, the average decoding complexity for systematic RKRP codes is lower than that of
OrthoPoly codes and the worst-case complexities (when S1 = K) are identical.
IX. SIMULATION RESULTS
We now present simulation results to demonstrate the superior numerical stability of RKRP codes. We
performed Monte Carlo simulations of the encoding and decoding process by choosing the entries of A
and B to be realizations of i.i.d Gaussian random variables with zero mean and unit variance. For the
presented results, we have considered the recovery of the (1, 1)th entry of ATj Bl. The corresponding
vector w is then a realization of the vector-valued random variable W . Then, we computed y using
(8), (17), and (25) for non-systematic RKRP codes, systematic RKRP codes, and OrthoPoly codes,
respectively. We randomly chose a subset of N −K worker nodes to be stragglers. Then, we computed
wˆ using (11), (23), (26) for non-systematic RKRP codes, systematic RKRP codes, and OrthoPoly codes,
respectively. For each of these codes, we define the average relative error to be
ηave := E
[
||W − Wˆ ||2
||W ||2
]
and we estimate ηave from Monte Carlo simulations.
A. MDS property
Firstly, in several million simulations, we never observed any instance where the generator matrix G
in (8) or Gsys in (21) was singular, which provides empirical evidence to our claim that non-systematic
and systematic RKRP codes are MDS codes with probability 1.
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B. Average relative error
In Fig. 1, we plot the average relative error as a function of N when the total number of worker nodes
is set to be N = ⌈K/(1−α)⌉ or K = ⌊N(1−α)⌋. This model is meaningful when we consider practical
scenarios where each worker node fails with a fixed probability. In the plots in Fig. 1, α is fixed and K
and N are varied. The results are shown for α = 0.1 and for OrthoPoly codes, non-systematic RKRP
codes, and systematic RKRP codes. It can be seen that the average relative error is several orders of
magnitude lower for RKRP codes when N is about 100.
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Fig. 1: Plot of average relative error as a function of N for a fixed α; N = ⌈K/(1 − α)⌉
In Figure 2, we plot the average relative error versus α = N−K
N
for a fixed K. Again, it can be seen
that the proposed RKRP codes are very robust to numerical precision errors and substantially outperform
OrthoPoly codes. It should also be noted that the average relative error remains largely independent of
α for RKRP codes whereas they grow rapidly with α for OrthoPoly codes.
In Figure 3, we plot the average relative error versus the number of straggler nodes S for a fixed K
when N = K + S. It can be seen that the proposed RKRP codes provide excellent robustness even as
the number of stragglers increases.
C. Average log condition number
The expected value of the logarithm of the condition number of a random matrix is a measure of loss
in precision in computing the inverse of the determinant of the matrix, when the matrix is chosen from an
underlying ensemble [14]. We computed the expected value of the logarithm of the condition number of
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Fig. 2: Plot of average relative error versus fraction of straggler nodes (α) for K = 49; α = N−K
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Fig. 3: Plot of average relative error versus number of stragglers (S) for K = 49; N = K + S
matrices from three ensembles. For non-systematic RKRP codes, we choseG from the Gnon−sys(N,K, f)
ensemble where f is a Gaussian density with zero mean and unit variance. For systematic RKRP codes,
we chose Gsys from the Gsys(N,K, f) ensemble, and for OrthoPoly codes, we randomly chose K ×K
submatrices of GO and multiplied the matrix by H. In Figure 4, we plot the average of the log of the
condition number as a function of α for the three ensembles. We fix K and let N = K(1 + α).
It can be seen that the average of the log of the condition number is substantially lower for RKRP
codes than for Orthopoly codes showing that the number of bits of precision lost is substantially lower
for RKRP codes.
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Fig. 4: Plot of E[log(condition number)] of inverted matrix versus fraction of straggler nodes (α) for
K = 49
X. CONCLUSION
We proposed a new class of codes called random Khatri-Rao-product (RKRP) codes for which the
generator matrix is the row-wise Khatri-Rao product of two random matrices. We proposed two random
ensembles of generator matrices and corresponding codes called non-systematic RKRP codes and sys-
tematic RKRP codes. We showed that RKRP codes are maximum distance separable with probability 1
and that their decoding is substantially more numerically stable than Polynomial codes and OrthoPoly
codes. The average decoding complexity of RKRP codes is lower than that of OrthoPoly codes.
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