Abstract An off-line handwriting recognition (OFHR) system is a computerized system that is capable of intelligently converting human handwritten data extracted from scanned paper documents into an equivalent text format. This paper studies a proposed OFHR for Malaysian bank cheques written in the Malay language. The proposed system comprised of three components, namely a character recognition system (CRS), a hybrid decision system and lexical word classification system. Two types of feature extraction techniques have been used in the system, namely statistical and geometrical. Experiments show that the statistical feature is reliable, accessible and offers results that are more accurate. The CRS in this system was implemented using two individual classifiers, namely an adaptive multilayer feed-forward back-propagation neural network and support vector machine. The results of this study are very promising and could generalize to the entire Malay lexical dictionary in future work toward scaled-up applications.
Introduction
In the field of text recognition technology, the earliest technique was that of optical character recognition (OCR), which recognized letters of typed or printed text [1] . There are two domains of automatic handwriting recognition, namely online and offline.
In the off-line handwriting recognition (OFHR) system [2] , static handwriting representation in the form of a scanned document is used in applications such as the processing of bank cheques, forms, mail or documents. Online handwriting recognition (OHR) systems [3] , on the other hand, utilize dynamic information acquired during the handwriting process, through special devices that capture various data. Naturally, then, most OFHR scenarios require no control on the type of writing medium and instrument used. This implies obvious and additional challenges in constructing algorithms for OFHR, which arise from various input data considerations, such as cheque words, materials, instruments of capture and subsequent operations such as scanning and binarization [4] .
Hybrid ANN SVM systems were proved to be faster in testing phase and improved the classification performance by reducing the error rates [5] . ANN and SVM classifiers were linked together in one hybrid system applied to classify the location of defect parts in an aircraft gas turbine engine [6] , in soil water content prediction [7] and in visual learning and recognition tasks with robot swarms [8] .
This study proposes and examines an OFHR for Malay cheque words, based on a hybrid system comprised of ANN and SVM. In this paper, the LWC system focuses only on Malay handwritten cheque words (MCW) recognition that enforces lexical matching on top of character recognition. When using the InC & Profiles feature set, ANN achieved recognition accuracies of 99.06 % at character level and 99.32 % at lexical words level, while SVM yielded 97.15 % at character level and 98.2 % lexical words level. In comparison, the PS & CG feature set enabled recognition accuracies of 83.2 and 90.96 % for ANN and SVM, respectively, rendering InC & Profiles as the superior feature set for this application. The HDS is the heart of this system and is essentially a multi-classifier system that has the strongest effect of overall recognition accuracy. The proposed HDS has improved the low accuracy features from 83.2 % for ANN and 90.96 % for SVM to a combined/overall 98.53 %. These results were further improved up to 98.7 % by applying the proposed LWC system.
The exploration and development of an OFHR for Bahasa Melayu (viz., Malay) handwriting is a rather new field of inquiry that is yet to witness any comprehensive or conclusive research. The scant and preliminary attempts to study a Malay OFHR revealed that some character recognizers (or classifiers) face difficulties in recognizing similar character groups such as (i, j), (O, D) or (E, F). Figure 1 gives an overview of the single classifier system's challenges.
Malay cheque word recognition technology
Existing research on OFHR cover issues of character and word recognition [9] , wherein only a few focus on an OFHR that uses the support vector machine (SVM) [10] , and far fewer that focus on a Malay OFHR [11, 12] . While there are some attempts in the Malay speech recognition fields [13] , and Malaysian plate number recognition [14] , yet there are quite few works in the Malay handwriting [11, 12] .
In our previous study [11] , we focussed only on handwritten, Malay cheque words recognition. That approach was using lexical matching on top of character recognition, though an adaptive multilayer feed-forward back-propagation neural network. The results show that our model has successfully increased the accuracy of recognition from 98.15 % (that comes from using pure character recognition) to over 99 % by using the newly proposed hybrid character and lexical cheque words recognition system.
The proposed model enhances character recognition capability by utilizing an adaptive approach for Malay cheque words recognition using SVM [15] . Both statistical and geometrical extraction techniques have been applied in the approach. The results also show that this new approach enabled [97.15 % character recognition, and, when combined with lexical verification, an overall recognition accuracy of [98.2 %.
There are several attempts to build hybrid classifiers systems such as [16, 17] , but no one of them was based to ANN and SVM. In previous works of relevance, the approach was limited to, and adapted for, a particular dataset and feature set that yielded high accuracy of handwritten Malay cheque words recognition. The previous results were obtained with one set of the features viz., the InC & Profile feature sets [15] . This research aimed to develop a scalable approach for Malay handwriting using ANN-SVM hybrid classifiers to overcome the limitations of the previous approaches. These limitations were noted and discussed in previous studies [17] , often related to preprocessing and normalization to the raw images before training procedure. In addition, considering the scalability of this system to be applied to other approaches in future study.
This approach is tested and applied on the Malay cheque words database [18] , it is the only available database so far on this language. This dataset consists of 27 handwritten words collected from 310 users, same words written in various styles resulting more than 75 words for each user. The handwritten texts scanned by high-quality scanner and available free to use.
Methodology

The hybrid system (HDS) and preprocessing
The HDS in this study is a hybrid of two classifiers ANN and SVM, and its main function into recognize the characters from the input data arrays that it is fed. Unlike previous models in previous works, the hybrid decision system (HDS) proposed in this study finds the classifier accuracy for each character independently and does not require a training stage for the data, as it acquires a trained system from the single classifiers. The HDS's preprocessing includes four steps as shown in Fig. 2 , and as explained, below:
The basic processes of this proposed HDS are elaborated as follows:
1. Assigning new group of data for testing.
A specific dataset comprised of split characters, with known numbers for each character, is collected from the test data. An average of 400 samples of each character is taken for testing.
Testing the data.
The data is then tested by each of the ANN and SVM systems, individually. 3. Finding the performance for each character.
Performance for each character is measured by the accuracy of each classifier for each separate character. Thence, the HDS saves the resulting performance for each character as an element in a new array.
The end of this step marks the acquisition of two arrays: one for ANN character performance (H_ANN) and the other for SVM character performance (H_SVM). 4. Sketching the accuracy table for each character.
A table is produced to show the accuracy for each character using both ANN and SVM classification systems. Although it is not an integral component of the HDS, the table helps to illustrate the accuracy and shortcoming of each classifier, as depicted in Table 1 below:
HDS implementation
The HDS is implemented based on the arrays and analysis presented in Table 1 . The HDS is fed all the available test data, whereby it processes the two arrays of character accuracy from each of the ANN and SVM recognizers and then decides which output to choose for each character case. For each single character output, two expected cases are taken into consideration in the decision-making step. The first case is the normal state where both ANN and SVM are in agreement on the same output, and the other state occurs when they yield two different outputs. Our experiment showed that more than 80 % of all outputs were of the first category, and the HDS simply does nothing in this case. However, HDS is triggered when the output from ANN & SVM is not similar; in this case, HDS is subdivided into further three cases depending on the weight (or performance history) of each output. These subcases of ANN-SVM disagreement are identified later in this section. Table 2 gives a precursory illustration of the fundamental expressions of the functions employed by the HDS: Figure 3 provides an illustration of the flow chart of the implementation of the HDS:
These implementation functions used in the HDS system (as illustrated in Fig. 3 ) are as follows:
1. Test all assigned test data from the entire database (as explained earlier) using both SVM and ANN classifiers. 2. [After ending all steps listed hereafter] return to the beginning step and repeat one by one until all testing data is completely processed. 3. If the predicted output from the two classifiers is identical, the chosen output can be either one of them. 4. (Case number 1): If one of the recognizers has a higher performance history (in both X and Y), then the output will be the prediction of this higher performing recognizer. 5. (Case number 2): If both recognizers have higher performance history of prediction, the difference of performance in each case becomes the decisive factor, and the output will be the prediction of the recognizer with the highest difference. 6. (Case number 3): If any recognizer has a lower performance history for its prediction, the difference of performance in each case becomes the decisive factor, and the output will be the prediction of the recognizer with the lowest difference.
Testing and evaluation
The insofar introduced character recognition system (CRS) system design, which uses both ANN and SVM classification methods, has passed through many improvement phases. The testing and evaluation phase is termed 'crossvalidation' in the case of SVM and 'parameter tuning' in the case of ANN. CRS performance results for both ANN and SVM was measured by dividing the entire database into two sets, training dataset and testing dataset. The system trained on Malay cheque words from the training dataset with preknowledge of the resulting set of characters that perform the given word. Accuracy is measured on each successfully predicted character from the testing dataset.
ANN yielded a better performance in character recognition than SVM when using the InC & Profile feature set, while SVM outperformed ANN when using the PS & CG feature set. As shown in Fig. 4, ANN Although common handwriting recognition applications focus on the performance of the classifier accuracy Even though system performance (in terms of classifier accuracy) is crucial, it rarely provides a standalone basis for declaring any method superior than another. Similarly, a comparison between the merits of ANN and SVM reveals a similar dilemma: ANN has more useful characteristics (and peak accuracy with certain datasets) compared with SVM; SVM is more time efficient than ANN. Training time for ANN often takes hours, especially for a whole dataset, while SVM training time has not exceeded 20 min even in the worst case.
ANN evaluation
Character recognition using ANN employs feed-forward back-propagation network [11] . This network trained on the feature sets using input layer, hidden layer and output layer. One of the most important processes is 'parameters tuning and selecting,' which is the focus of ANN evaluation during the trial and error (or 'crossvalidation') stage. The final design of ANN, as presented in [11] , shows the best cross-validation performance. In each trial, values of the following parameters were modified: ANN's training error performance was calculated from the error rate applied on the features using MSE and denoted on \5 9 10 -4 as follows:
whereŶ is the nodes values, and Y is the features values. Resulted error performance shown plotted against feature sets in Fig. 5 as follows:
In Fig. 5 , the number of nodes is that for the hidden layer only. The other parameters were not included here. It is noticeable from this figure that most of the used features stets are scattered randomly. That spread due the ANN arrange to these features during training phase.
In our proposed HDS system, trial and error indicated the superiority of the InC & Profiles feature set, in that it enabled more features, which lead to much better results (compared with the PG&C feature set) in ANN, as shown in Table 3 .
SVM evaluation
Character recognition with SVM (using LibSVM) [21] serves the same function as ANN, but with different implementations. Cross-validation (or 'grid search') aims to identify the best 'C, c' values for the SVM system that can accurately predict new unknown data (viz., test data). The kernel value that results 'C, c' values is calculated as follows:
This process usually occurs while training the SVM system. A good parameter pair can be put forth only after the output accuracy has been found in the grid search. Figure 6 , below, illustrates the output of this process.
These output accuracies were then compared among the test data classes to investigate the accuracy of the SVM classification module. In this representation of the features sets after grid search, it can be noticed that only InC & Profiles and PS & CG used. The good behavior for these features in ANN and the random scattering of the other features sets are the reason behind this deployment.
SVM classifications accuracy (A) is derived as follows:
A ¼ Correctly predicted data Total data Â 100 ð3Þ Table 3 summarizes the best accuracy results from the SVM system for two feature sets.
Out of 12,912 total test classes (characters), 11,744 and 12,544 characters were correctly recognized for Set 1 and Set 2, respectively. As was the case with ANN, the results from SVM showed that the InC & Profiles feature set yields much better results than the PS & CG feature set.
The maximum accuracy of results, with less computational time required to find good parameters, renders this method far superior to other (advanced) methods that would be more appropriate when more than two parameters are involved. 
Lexical word classification (LWC)
After the CRS is executed, the final step in the HDS is that of word recognition. Applying this assignment surges the overall accuracy due to the corrections that this system has made to some defections in segmentation or CRS processes. The Malay cheque word (MCW) dictionary was elaborated upon the one implemented by [15] to include all common Malay words. The resulting MCW dictionary enabled surges in the obtained accuracies of the proposed system's output, which supports the understanding that such a generalized dictionary would be necessary to scale up this system to even bigger applications [22] . The word recognition step essentially relies on the lexical word classification (LWC) method, which was applied twice in this study. First, it was applied in the single classifier procedure directly after operating the CRS (regardless the HDS method), and next, it was applied after the HDS (multiple classifiers procedure). The final results showed distinct benefits of doing so.
The LWC method here employed the InC & Profiles feature set to enhance the CRS performance for the single classifier procedure, while employing the PS & CG set for the multiple classifier procedure in the HDS. This enabled maximum word recognition accuracy in the single classifier procedure, while yielding satisfactory improvement in the accuracy in the multiple classifier procedure (using the second feature set).
After applying the LWC, ANN's final accuracy increased to 99.32 % recognition of the test words, and SVM's accuracy increased to 98.2 % recognition of the same group of test words.
HDS method evaluation
Further studies on this scalable system would have to aim for a hybrid design that would provide high accuracy for any type of data, such as a bigger dataset, more words, other languages. The proposed HDS method combined both ANN and SVM outputs to improve CRS results, leveraged the maximum character recognition accuracy enabled by the InC & Profiles feature set, and further maximized word recognition accuracy by using the LWC dictionary. At this juncture, the study ought to investigate and surge the lower boundary of results obtained by the other feature sets. This new trend of combining two classification systems can be extended for the above-mentioned new challenges.
The obtained performance results may seem strikingly higher those obtained from the CRS evaluation. This is because this study employed a special group of data that was used to find the accuracy result for each character separately, which was segmented by hand to eliminate the errors or defections in data that normally arise when using automatic segmentation. Naturally, then, another procedure should be employed for larger handwriting datasets because this method would not be feasible in that case.
The HDS method used in this proposed system surges the accuracy of ANN-SVM output to 98.53 % recognition, using the MCW database, whereby 11,890 characters were correctly classified out of 12,067 total test characters. The use of the multiple classifier procedure yielded a slight improvement in word recognition, on one of the HDS outputs, with an overall word recognition accuracy of 98.7 %, when using the LWC system.
Comparative results
The state-of-the-art methods in the field of OFHR often applied on unconstrained open vocabulary databases [23] . Kozielski [23] used IAM database for English handwriting, creating language model for the character level and combine it into the word level language model. The major drawback for using such open database is that the recognition accuracy will be lower than the level needed in practice.
The first attempt to develop a Malay word was by Wahap [12] . This research explained the method of the extraction and recognition of the date and courtesy amount from Malaysian cheque. The proposed system was quite simple, using one a back-propagation MLP neural network after simple feature extraction technique to improve the moment invariant.
Our approach shows promising results which obtained from the three major components (CRS, HDS and LWC) of the proposed system in this study. Table 4 , below, illustrates the best recognition accuracies obtained when using single CRS for the InC & Profiles feature set, and the accuracies obtained after applying the LWC system: Applying multi-CRS or multi-HDS on the PS&CG feature set surged the lower minima of recognition accuracy. Further, the use of the LWC system improved the HDS output slightly. These findings are summarized in Table 5 , below:
Conclusions
This study reviewed the performance (accuracies) of a hybrid OFHR system for Malay words written on Malaysian cheques to describe the amount in Bahasa Melayu. The system is comprised of three major parts, namely a CRS, HDS and LWC system.
Each experiment was subdivided into a corresponding number of processes. First, the CRS simply performed character modeling and identification. Next, the HDS performed two distinct processes of hybrid analysis and implementation. Finally, the LWC classified each word input into 1 of 26 listed in Malay cheque words vocabulary.
Two classification methods have been used in this system, namely artificial neural networks (ANN) and SVM.
The results of the experiments show that ANN yields better recognition accuracy than SVM. The CRS achieved the best feature extraction with the InC & Profiles feature set, which enabled the best digital description and, consequently, the best character recognition accuracy. The final stage of word recognition (by the LWC), although highly dependent on the CRS stage, provided good improvements in accuracy results, which were further improved by applying the HDS system. 
