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语音是语言的物质外壳，是人们借以思维和承载语义信息的物质载体。语义信息通过语音外壳
被传递、感知和理解；语音外壳因其语义内容而与自然声音相区别，成为社会现象。
语音承载的信息主要包括物理信息、语言信息和个人风格信息。语音经过形式化，就可以对上
述各种信息实现存储、压缩、传输、再生，从而极大地扩展其传播的空间范围和时间范围。我们还
可以使用计算机对形式化后的语音数据进行处理，建立各种分析模型，以进一步探索语音规律，改
善信息传递效果，实现语音的人工识别与合成。
语音形式化的本质是使用语音以外的某种目标形式表示语音。例如：表音文字、国际音标、语
图仪所绘的语图、示波器显示的波形、导线中的电压与电流等，都可以用来表示语音信号的状态与
变化，因此，它们都可以成为语音形式化的目标形式。本文讨论的形式化主要指数字化，即用定义
过的二进制码表示语音信号，这是现代语音形式化研究的主流方向。
语音不同于自然界的其他声音，具有自身的特点。分析语音的属性是语音形式化研究的基础和
起始点。
1．语音的属性
语音是物质的，它首先表现为一种声音形式，即能量以物质震动为存在的方式，这是语音的物
理属性。
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<Summary>
This paper mainly illustrates the fundamental principles and process of phonetic 
formalization. As the physical embodiment of a language, phones have three primary 
attributes of physical, biological and social features. The basic approaches to make phones 
digitalized are Waveform Coding, Parametric Coding, and Hybrid Coding the combination of 
the ﬁrst two. The common ways of coding include PCM, A-Law & μ -Law, DPCM, ADPCM, 
SBC and LPC and so on. Compression capability is contradictory to phonetic quality, which 
can be balanced to meet their respective needs by taking advantage of the above-mentioned 
attributes of phones. Speech Synthesis largely consists of Waveform Concatenation and 
Parametric synthesizer. Naturalness, one of the most critical criteria of speech synthesis, can 
be bettered by modifying the various affecting elements. The chapter of speech indentifying 
explores in detail the theoretic frame and the application of Hidden Markov models that 
plays an important role in speech identifying and processing natural languages. 
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我们可以通过音高、音强、音长和音色四个分量来考察语音的物理属性。其中，音高取决于物
体的震动频率，音强取决于震动幅度，音长取决于震动持续的时间。音色相对复杂些，它主要指物
体的震动方式。如果物体以单一的频率震动，生成的声音是纯净的，称为纯音；大多数情况下，物
体同时以多个不同的频率协同震动，构成复合音。复合音中最低的震动频率称为基音，其他的称为
陪音。音色正是由陪音的多少和相对强度决定的。当陪音和基音成整数倍关系时，震动呈现出有规
律的周期性，声音悦耳和谐，称为乐音；陪音和基音不成整数倍关系时，震动杂乱无规则，声音刺
耳，称为噪音；噪音和乐音同为构成语音的重要成分，前者主要构成辅音，后者主要构成元音和浊
辅音。语音的四个分量中，音色通常与音段音位相关，占据时间轴上的一段位置；音高、音强和音
长通常与超音段音位相关，附着在音色之上而占据空间轴位置。
语音是人类大脑指挥发音器官协同作用的产品，也是听觉器官在其感知阈内获取外界信息的主
要来源，因此，语音也具有生理属性。
发音器官主要指提供冲击气流的肺和气管、震动主体的声带、作为声带容纳和控制器官的喉头、
以及进行各种精确调整以控制共鸣音色的口腔、咽腔和鼻腔。一个辅音可以从发音部位、发音方法
和声带状态（以及送气与否）等几方面加以分析；一个元音的确定则取决于舌位的高低、前后、唇
的圆展三个要素。元辅音的分类是就音色而言的，主要受控于口腔等共鸣器的复杂调节以及声带是
否震动；声调、重音、语调、音长位等是就音高、音强、音长而言的，主要受控于声带的松紧程度，
冲击气流的强弱以及时长。
听觉器官主要指人耳及其控制神经。人类经历数十万年进化出完善的听觉系统，能够敏锐地洞
察和接收外界的声音信号。但受其生理局限，仍然存在着听觉阈值。正常人可以听到频率为
20~20kHz 的声音，低于 20Hz 的次声波和高于 20kHz 的超声波都是不可感的；在可以感知的频率
范围内，频率变化超过原频率的 0.3% 人耳就可以感知到差异。语音的频率一般为 200~4kHz，这是
人耳感知最为敏锐的频率范围。人耳能感知的声音的强度也是有范围的，这一范围随着声音频率的
高低而变化，例如，对于 1kHz 的声音，人耳最为灵敏，感知阈大约为声压级 –3~120dB，低于 –3dB
人耳无法感知，高于 120dB 则会对听力造成损伤。相对而言，人耳对音色的感知最为敏感，因而
语音中区别意义的特征主要由音色承担，但是音色的数量也是有限制的，如果超过了一定数量，感
知语流时发生混淆的概率就会增加。世界上大多数语言只有几十个音位，其中元音数量为 5~10 个，
其余为辅音和半元音，这保证了音位间有足够的区别度，也保证了可以构成足够数量的音位组合来
提高语音的辨义能力，从而形成一个动态的平衡。人耳对音长的感知是比较迟钝的，一般情况，变
化要超过原长度的 1/3 才能被感知，因此，大多数有音长位的语言只有长音和短音两个分布，增加
音长位分布极易造成感知混淆。
语言是传递社会信息的主要工具，社会性是其最本质的属性。作为语言要素之一的语音，其社
会性主要表现为社会群体对语音辨义功能的约定俗成。人类发音器官可以发出的音是千变万化的，
但是在一种具体语言中，被社会群体公认的用来区别意义的音却只有几十个。这种能够区别意义的
语音单位就是音位。音位是从大量的音素中抽象出来的，这一过程中，个人的发音特色被忽略，音
素间不区别意义的发音特征也被忽略，只有对意义敏感的区别性特征被保留下来，成为语言社会功
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能的最小载体。因此，音位是语言的，是一般的，而音素是具体的，是音位在言语中的个别表现。
语音的物理属性值，经由社会群体约定俗成，可以成为特定语言中音位之间的区别性特征。音
色具有最丰富的表现范围，也是人耳最容易感知的，因此成为最主要的区别性特征参量，我们看到，
语言中音段音位间的物理差异主要是音色的不同，各种表音文字所表示的也主要是该语音单位的音
色特征。音高、音强和音长对音色起补充作用，主要构成超音段音位间的区别性特征：音高是声调
和语调的主要参量；音强是重音和逻辑重音的主要参量；音长则是音长位的主要参量。
同样，音位的区别性特征也可以使用发音器官的生理参数来表示，例如：发音部位和发音方法
的的差异、声带的震动状况、送气与否、舌位的高低、前后、唇的圆展以及发音步骤、持续时间的
长短等等。
物理属性
生理属性
社会属性
发声 感知
音色
发音部位、方法、声带
震动情况、舌位的高低、 
前后、唇的圆展
最为敏锐，是区别意义的
主要承担者。
元音、辅音、半元
音
音段音位
音高 声带的松紧 阈值 20~2kHz 声调、语调
超音段音位音强 气流的强弱 阈值 –5~130dB 重音、逻辑重音
音长 气流持续的时间 超过原长的1/3可被感知 音长位、音渡等
图表 1  语音的属性
因此，语音的物理、生理和社会属性并不是彼此无关的，而是相互联系的，是从不同的角度对
语音现象的分析和描述。它们对语音的形式化研究都具有指导意义。
2．语流分解与离散化处理
语音的机器处理经历了模拟和数字两个阶段。模拟信号对声音变化趋势的取值是连续的；数字
化信号的取值则是离散的。数字信号的离散特性较模拟信号有着显著的优势：1) 便于进行复杂的
分析和演算；2) 抗干扰能力强，还原无损耗，可靠性高；3) 传输过程的保密性强，并支持各种加
密算法；4) 可通过交换机建构网络通讯，实现实时或费事时数据传输。当然，数字化处理对技术
和硬件也提出了更高的要求，例如：同步通信技术的实现；高保真压缩技术和加密技术的实现；高
带宽的传输线路；大容量的存储设备；高速处理芯片；等等。
事实上，对语音的离散化分析并非源于现代科学技术，早在千年以前，学者们就已经开始尝试
对人类的自然语流进行切分了。
在中国，传统语音学研究是与经学、文学相伴的，《春秋公羊传》序有“援引他经，失其句读”
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的句子，说明至少在战国时期，人们就已经注意到音句间或音段间的自然停顿了；至元代程端礼所
著《程氏家塾读书分年日程》，句读理论已趋于成熟。音词界限的确立则与古代诗词格律的研究关
系密切，例如七言诗“2 + 2 + 3”的结构，其实就是三个音词组成的节奏组。对音节界限的认识则更
早，上古时期就已经达到了明确清晰，这主要得益于音节边缘的音强与发音器官紧张度存在极易感
知的衰减，也得益于汉字一字一音节（汉字界限与音节界限相映射）的特性。对音节内部结构的认
识要稍晚一些，历史上曾长期采用“读若 X”的汉字直音注音法，直至东汉以后，反切注音法的使
用才从理论上确立了音节的可再分性；之后的《切韵》、《唐韵》、《广韵》等韵书以及三十六字母等，
对音节结构的分析更加细致；但真正达到对音素和音位的科学描述，是在现代语音学建立后才实现
的。
与汉民族相比，欧洲诸民族对语流结构的感知略有不同，最突出的一点是：对音素及音素界限
比较敏感，而对音节及音节界限相对模糊。这和欧洲诸语言使用音素文字有密切关系：希腊字母在
继承腓尼基字母时对其进行了由音节文字到音素文字的改造，之后拉丁字母和斯拉夫字母也继承了
这一点，从而使人们可以从文字体系中轻易找到音素的对应形式，而音节的界限反而比较模糊，加
之口语中音节间经常连读，凭听感定界也不算容易。
 音句  彼此间有较长的停顿和完整的语调
↑
音段  语调上扬，有完整的意思
↑
音词  以重读为中心连接起来的节奏组
↑
音节  发音器官紧张度和语音响度的变化所形成
↑
音素（音位）   （具体语言中能够区别意义的）最小语音单位
↑
区别性特征    能够区别意义的音素的特征
图表 2  语流切分
现代语音学的发展极大地推动了对语音单位的认识和分离。现代语音学将语流分解为音句、音
段、音词、音节、音素，又将音素进一步分解成一组构成特征，然后从社会的角度考察音素及其构
成特征在具体语言中能否区别意义，进而得出了音位和区别性特征的概念。人类的自然语流是一个
连续体，将其分解为各种语音单位本质上是一种离散化分析，这与数字化处理中的离散分析原理相
似： 前者将语流分解为一个离散的语音单位序列或区别性特征序列；后者则将语音表示为“0”和
“1”组成的二进制序列。现代语音学对语流进行的细致完善的分解，为进一步的语音数字化处理
奠定了基础。
2.1  语音数字化编码与 PCM
对语音进行各种分析处理前，首先要对语音信号进行编码。以 PCM（脉冲编码调制）为代表
的波形编码是出现最早、应用最广的语音编码方案。 自 1937 年提出至 80 年代的 40 年间，PCM
在语音编码方案中一直占据统治地位。此后的语音编码技术虽然取得了一系列突破性进展，但其对
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语音进行采样、量化、编码的基本原理和过程仍然没有实质改变。因此，PCM 是语音数字化处理
的基础，本节对 PCM 方案进行简要介绍。
2.1.1  采样
语流首先经语音拾取装置（话筒）接收并转变为模拟电信号，此时的语音表现为随时间连续变
化的电压波动（模拟信号）。要将电压波动转变为数字信号，就必须将其切割成彼此不连续的时间
片段，使模拟信号在时间轴上离散化，再在每个片段内对电压值进行采样。
电压
时间
0
0.13
0.23
0.22
0.11
-0.03
-0.17
-0.23
图表 3  语音信号采样
如上图，我们在时间轴上等时长选取了 8 个采样点，每个采样点的语音信号所反映的电压值都
是不同的，这 8 个采样点的电压值构成了一个脉冲序列：0，0.13，0.23，0.22，0.11，–0.03，–0.17， 
–0.23。这 8 个采样电压值可以大致描绘电波振幅的变化轨迹。
采样频率的选择不是随意的，过低的采样频率不能充分反应波形的变化，甚至会严重丢失语音
信息；过高的采样频率会大幅增加信息量，却并不能显著提升采样质量。实验证明：取样频率必须
大于等于信号频率的 2 倍，才能不失真地保留原语音信息，并能依据采样值重构语音信号（Nyquist
采样定理）。例如语音的频率大致在 200~4kHz 范围，那么取样频率定在 8kHz 就可以基本满足需要，
11kHz 就能获得较好的信号质量。激光唱片一般使用 44kHz 采样，这正好是人耳频率感知阈上限
20kHz 的两倍多一点。
2.1.2  量化
经采样得到的电压脉冲序列在时间轴上已经离散化，但是电压值（振幅）仍然是连续的。例如，
当采样时间足够长，采样精度足够高时，图 3 的语音信号采样值可以是 [–0.25， 0.25] 区间内的任
何一个实数，存在无限多的可能性，这种采样数据仍然是模拟的。
量化的目的就是对采样数据进行分级处理，将其归并入有限个数字栅格内，以实现波形幅度值
的离散化。我们用宽度为 0.08 的 7 个栅格对取得的 8 个采样值进行分级处理。如图 4：
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电压
时间
0
0.13
0.23 0.22
0.11
-0.03
-0.17
-0.23
-0.04
-0.12
-0.20
-0.28
0.28
0.20
0.12
0.04
图表 4  采样值量化
这样，采样值就分属于各自的栅格区间，把栅格区间分别标号为 –3~+3，则原来的 8 个采样值
分别对应为 0，2，3，3，1，0，–2，–3。(–0.28, 0.28) 区间内的任何采样值都可以离散化为这 7
个量化值之一，从而实现了从无限采样值到有限量化值的转换。
由于量化过程必须进行栅格化处理，量化值总与采样值存在一定误差，这种误差称为量化误差。
量化误差具有密度均匀、平稳的特征，它对语音信号的干扰类似于白噪声，表现为明亮的“咝咝”
或“嗞嗞”声。显然，量化误差的大小与量化分级的数量有密切关系，量化分级越多，量化值就越
精确，量化噪声也就越小1）。
实验表明，量化分级每增加一倍（1 个比特），信噪比可增加大约 6dB。例如：当量化分级达
到 28 时，信噪比大约为 40dB，相当于高质量盒式磁带的音质水准；CD 一般采用 16 比特量化，信
噪比可以达到 90~110dB；DVD 采用 24 比特量化，信噪比可以达到 120dB 以上。与采样频率相似，
确定量化分级的数量，也需要综合考虑信噪比与数据量，注意两者的均衡。
2.1.3  编码
经过采样和量化，语音信号已经转换成时间、振幅上都离散的数字信号，但是为了传输、存储、
分析的方便，我们还需要对其进行编码。
现代电子设备的制造与运转是建立在二进制基础之上的，这是电路的物理特性决定的。例如：
电路开关有开合；电压有高低；电流有通断；灯管有明灭，等等。电子电路特别适合处理只有两种
状态的二进制数据，因此，我们把电子设备设计成二进制工作模式，同时，为数字电路提供数据时，
也需要将其转化为二进制。将多进制数据转变为二进制数据，就是编码步骤的实质。
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电压值区间 标号 二进制码
[0.20， 0.28) 3 011
[0.12， 0.20) 2 010
[0.04， 0.12) 1 001
(–0.04， 0.04) 0 000
(–0.12， –0.04] –1 100
(–0.20， –0.12] –2 101
(–0.28， –0.20] –3 110
图表 5  编码码表
我们用 3 位二进制数对上例的量化值进行编码，得到的二进制序列是 000，010，011，011，
001，000，101，110。111 可以保留作为控制位使用。二进制数值与电压值的对应表称为码表（有
时也可以用函数表示），通过查表步骤，可以将量化脉冲值转变为二进制数据，也可以将二进制数
据还原成脉冲信号。二进制码表的制定应遵循就近原则，使相邻量化区间的二进制码只有 1 位是不
同的，这样即使在传输过程中发生错误，也仅仅转移到相邻区间，对信号整体影响不大。
至此，我们完成了语音数字化的基本过程，得到了一串二进制序列。这个序列完整保留了原语
音片段的主要信息，它是单纯的语音转换数据，没有包含采样频率和量化位数的信息，也没有包含
其他数据结构信息。因此，接收方需要额外获得这些相关信息，才能对二进制序列进行正确解码，
还原出原始语流。
2.2  语音编码技术的发展
语音编码技术最关心的两个问题是：1) 如何提高语音质量；2) 如何降低编码数据量。早期的
语音编码方案比较粗糙，它把语音当做普通声音看待，只考虑语音的基本物理特性，将语音信号用
最简单的采样和量化方法打包转换成目标码，往往需要很高的数码率才能保证语音质量。这类语音
编码使得语音质量与数据量之间的矛盾显得异常突出，常常为了满足一方而不得不使另一方做出妥
协。
围绕这个矛盾，近几十年的研究，除了继续对语音的物理特性进行深入分析外，开始越来越重
视从生理特性、心理感知和辨义功能的角度分析语音现象、总结规律，在此基础上产生了很多语音
编码新技术、新方案，在保证语音质量的同时大大降低了编码数据量。下面从不同的关注视角介绍
几种主要的技术和编码方案。
2.2.1  不均匀量化和 A 律、μ律
量化会产生量化噪声。量化噪声与量化分级数量有关：分级越多，噪声越小，分级越少，噪声
越大。量化噪声也与振幅有关：信号动态范围较大时，振幅与量化误差的比值也大，量化噪声就不
明显甚至被掩蔽；振幅小时，振幅与量化误差的比值较小，量化噪声就很明显，甚至严重干扰语音
信号2）。
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可见，为了提高信噪比，有必要在大振幅区采用较疏的量化分级；在小振幅区采用较密的量化
分级，这就是不均匀量化的方法。
CCITT（国际电报电话咨询委员会）制定的 G.711 标准规定了 13 折线的 A 律和 15 折线的 μ 律
两种非均匀量化方案。以 A 律为例：假设信号输入区间在 [0，1] 之间，我们把这个区间重复取中点，
一直取到 1/128，这样就把这一区间不均匀地分成了 8 段（其中只有第 1、第 2 段是相等的），然后
每一段再平均地分成 16 等分，这样就获得了 128 个段内相等，段外不等的量化区间（图 6）。振幅
为负时的处理方法相同，这样就得到了 16 段 256 个量化区间。将每一段的端点相连，形成一条 16
折线，由于靠近 0 点的四条折线斜率相同，可以看成一条折线，就形成了 13 折线。
1/2 11/41/81/160…
振幅8 段7 段6 段…5 段
图表 6  A 律不均匀量化分级
A 律的 13 折线的斜率随振幅的变化而变化，其形状逼近于对数函数，由于语音信号的幅度分
布接近于指数分布（信息大量集中在低幅度上），对其进行对数变换后，幅度分布变得均匀，从而
达到良好的压扩效果，同时大幅提高了小信号的量化信噪比。在均匀量化模型里，每个分量宽度为
1/128，量化误差为分量宽度的一半 1/256；采用 13 折线量化方法，小信号 1、2 段内，分量宽度
为 1/2048，量化误差相应减少至 1/4096。这样，小信号信噪比获得的提升为：
SQNR1 –SQNR2 =20lg(S/N1)–20lg(S/N2)=20lg(N1/N2)=20lg(4096/256)≈24dB
2.2.2  信号相关性与 DPCM、ADPCM
语音信号具有很强的短时相关性。当两个采样点的时间距离足够小时，其振幅的差值总是不大
的；当采样点的时间距离趋近于 0 时，振幅差值也趋近于 0，相关系数趋近于最大值 1。这时，两
点间采样值的差值要远小于采样值本身。我们不必量化采样值，只要使用更少的比特位来量化这一
差值就可以了，这比前者要经济得多，可以显著减少编码数据量；如果不减少比特位，就可以在采
样点附近获得更多的量化分级，从而减小量化误差，提高信噪比。
DPCM 采用的就是这种量化方案。由于信号编码传送的是相邻样本间的差值，因此称为差分
脉码调制。在某种极端情况下，样本间的差值在一个极小的幅度内变化，我们可以采用正负两个电
平（1 比特）来量化这一差值，称为 DM（增量调制）。DPCM 和 DM 可以减小编码数据量，但当
相邻采样值发生较大改变时，往往超出量化位数所能描述的量化差值，造成溢出。
如果能对下一个采样周期的采样值做出预测，根据振幅变化的程度自动调整量化步长，则可以
避免溢出并减少量化空间的浪费，在保证信号质量的前提下进一步降低编码速率。ADPCM（自适
应差分脉码调制）就使用了这种技术，它是对 DPCM 的改进，可以获得大约 14dB 的信噪比增益。
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电压
时间
0
△y
t1 t2
y1
y2
y2 = y1 + △y
图表 7  差分脉码调制
CCITT 于 1984 年提出的 G.721 标准建议采用 32kbps 的 ADPCM，它的话音质量已经十分接近
G.711A 律和 μ 律 64kbps 的水平。
2.2.3  频域波形编码与 SBC
前述 PCM、DPCM 以及 ADPCM 等都是依时间顺序划分语音信号进行量化编码的方法，称为
时域波形编码。我们还可以把语音信号按照不同的频率划分成不同的频带，将每个频带平移变换成
基带信号，再分别进行量化编码，这种方法称为频域波形编码。SBC（子带编码）就是一种分频带
量化编码的方式。
语音信号中不同的频率范围所承载的信息量并不是平均的：基音和第一共振峰位于语音信号的
低频带，是语音信息的主要承载者；其他共振峰以及噪音等多位于语音信号的高频带，承载的信息
量较少。人类语音信号的能量也主要集中在 500~1kHz 频带，随着频率的升高迅速衰减。因此，我
们可以将语音信号划分成不同的频带，低频带分配较多的比特数进行高精度量化，高频带则分配较
少的比特数进行粗略量化，这样可以在保证编码质量的前提下进一步降低编码率，同时可以把量化
噪声限制在子带内部，避免了电平较低的子带信号被其他子带的量化噪声所湮没。
幅度
频率（Hz）0
SB1 SB2 SB3 SB4
1000 2000
图表 8  频域波形编码
图表 8 是一种等带宽的频域分割，处理相对简单，但并不是最优的方法。考虑到不同频带的信
息承载量的差异和听觉敏感度的差异，应该采用变换带宽分割，即带宽分割方式随语音信号的变化
而变化，但这样做使频率平移变得更复杂。实际应用中多采用“整数带分割”，这是一种折中的方法，
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即子带的最高频率与最低频率的比值保持某一整数，例如将信号依据 20~100Hz、100~500Hz，
500~2.5kHz 等进行分割，使高低频率之比保持为常数 5，这样，重要的低频区获得了重点关照，保
证了信号质量；次要的高频区只分配到有限的量化资源，减少了编码数据量。此外，子带的数量并
非越多越好，通常以 4~8 个为宜；而各子带的量化编码可以是 PCM、ADPCM 等各种方式。
子带编码以其优秀的编码质量得到广泛应用，但由于其滤波器组的构造以及编解码过程的复杂，
它也存在延时较长（通常为几十毫秒）的缺陷。这对于某些实时性要求较高的通信系统是难以接受
的，但是在数字广播、音频存储、语音邮件等领域不失为一种具竞争力的编码方式。
2.2.4 参数编码与 LPC
前述各种方案，都是把语音信号的波形作为量化编码的对象，可以获得良好的编码质量，是语
音信号处理的一般方法。但我们同时也发现，同一句话同一个人说两遍，其语音波形是完全不同的，
这预示着波形并不与语音承载的交际信息直接对应，其中还包含着大量的个人风格信息和随机信息。
随机信息当然是冗余信息的一种，应该舍弃；个人风格信息在某些情况下（如对编码率有苛刻要求
或需要隐藏说话者身份的场合），也是不必保留的。这就要求我们设计一种方法，只提取对话语意
义有区别作用的那部分信息进行量化编码，不必保留波形信息，从而把数据量控制在最小，参数编
码就是为适应这种需求而诞生的。 
实现参数编码的器件称为声码器，它提取语音的某些特征参量，例如基频、共振峰、频谱特征、
清浊、线性预测系数等，对它们进行编码。回放过程与之相反，依照特征参量合成语音信号，与前
述的波形重建过程不同，合成语音所依据的参量只是话语信息最主要的部分，很多细节（风格信息等）
需要生成电路自行补足。这就造成了参数编码信号自然度低、音质差的缺陷。但是参数编码的突出
优点是编码率低，甚至可以低至 2.4kbps，在这样低的码率下，音质和自然度的适当损失是可以接受的。
声码器按照所提取参量的不同，可分为共振峰声码器、声道声码器、相位声码器、同态声码器，
以及目前广泛使用的 LPC（线性预测声码器）。以 LPC 为例，如图表 9 所示，在输入端，线性预测
模块提取语音变化预测参数，基频检测模块提取语音基频参数，交由参数编码器编码；在输出端，
解码器将参数解码传给线性预测合成器，由其控制激励信号合成最终语音。LPC 的优秀性能使它
赢得了“能模拟人类声音机制”的美誉，它与 ADPCM 有着近似的原理和处理过程，所不同的是
ADPCM 对预测误差信号进行编码，是波形编码的一种；而 LPC 对线性预测分析得到的参数进行
编码，属于参数编码。
线性预测
分析器
参数
编码器
参数
解码器
线性预测
合成器
基频检测
模块
激励信号
生成器
语音 语音
输入
输出
图表 9  线性预测声码器（LPC）
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2.2.5 混合编码
语音质量和传输码率的矛盾始终伴随着语音编码方案的发展进步。波形编码与参数编码在这个
矛盾面前表现出相反的特征，或者说具有互补倾向：前者语音质量高，但传输码率也较高；后者传
输码率低，但语音质量也较低。
研究表明，波形编码码率高的原因在于波形中含有大量冗余信息，可以通过提取参数的方式有
效剔除，这就是参数编码的初衷；然而剔除的冗余信息在重构过程中必须依赖人工激励信号（通常
是周期性脉冲或白噪声）加以替代，而正是人工激励信号的不自然，造成了重构音质的不理想。
如果能采用高质量的波形编码方案优化人工激励信号，重构语音就能够最大限度地接近原始语
音，从而大幅提高音质。这种把波形编码技术重新融入参数编码的方案称为混合编码，其突出优点
在于仅增加极少的码率就可以保留说话人的个人特征，使合成语音更加自然。
目前使用较广泛的混合编码方案有 MPLPC（多脉冲激励线性预测编码）、CELPC（码激励线
性预测编码）以及 RPELPC（规则脉冲激励线性预测编码）等。
3．语音数据的压缩
语音数据压缩的意义不仅在于节省存储空间和传输时间，更重要的是通过寻求极致的压缩效
率，获取语音单位的熵的大致范围，即语音单位所承载的信息量的大小，这在信息语言学中具有重
要的理论意义。例如，如果在一种语言中，一个音节具有区别于其他 255 个音节的辨义作用，那么
无论怎么压缩，也不可能用小于 28 的数值（即 8 比特）来形式化这个音节，而 8 比特即是该音节
经过压缩后可能达到的极限值，或者说是该音节在该语言中的熵3）。
3.1  利用语音的物理属性进行数据压缩
如前述，语音具有物理属性、生理属性和社会属性。利用语音的不同属性，可以制定与之相应
的压缩方法。
语音信号在物理上是随时间不断变化的波，包含波形、频率、振幅、持续时间等参量。时域编
码方案以音波波形为编码对象，波形失真在一定的范围内是可以容忍的，因此编码过程中可以调整
采样率和量化精度来降低编码率，达到压缩的效果；由于语音信号小幅度出现的概率大，大幅度出
现的概率小，可以采用非均匀量化的方法减小数据量；由于音波具有短时相关性（相邻样点间变化
不大），可以只量化编码相邻样点的差值，而不必量化全值，进一步提高压缩效率。频域编码方案
将语音信号分割成不同的频带分别编码，利用语音信号在不同频率下能量和信息量分配不均衡的特
性，在能量与信息量集中的频带进行高精度量化编码，反之则用低码率编码，可以获得良好的压缩
效果。此外，语音所蕴含的信息量和能量随时间的分配也是不均衡的，采用 VBR（变换码率）技
术，对信息量和能量集中的时段（例如高音时）进行高码率量化编码，反之（例如低音或无声时）
则用低码率编码，可以有效降低编码率，VBR 技术已经在音频压缩领域得到广泛应用。
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3.2  利用语音的生理属性进行数据压缩
语音信号为人的发音器官所生成，为人的听觉器官所拾取，利用人体器官的生理特性，可以有
效压缩编码数据量。例如，语音的频率一般在 200~4kHz 之间，根据 Nyquist 定理，采样频率在
8kHz 是比较经济的，超过 8kHz，效能将逐渐下降；男性的音域较女性更低，可以使用更低的采样
频率，进一步减少编码量。受发音器官运动速度的限制，语音信号具有短时平稳性，在几十毫秒内，
能量、过零、相位、相关系数等特征参数基本保持不变，不必在每一个采样点都记录这些参数，利
用这一特点也可以大幅压缩编码率。人耳的某些特性也可以被用来降低编码率，前述降低量化比特
率就是利用了人耳对音波幅度不敏感的特性，在量化精度低至 8~14 比特时仍能得到令人满意的效
果。此外，人耳对音波的相位也是不敏感的，所谓相位，是指音波在特定时刻所处的某个循环周期
中的位置，例如正弦波 y = Asin(ωx+φ)，ωx+φ即为时间 x 时该波的相位，线性预测声码器利用
这一特性，将语音谱的相位信息抛弃，节约的空间十分可观，甚至可以在低至 2.4kbps 的码流下保
持信号的可懂度。
声强  (dB)
频率（kHz）
0
2
80
60
40
20
4 6 8 10 12 14
0
安静状态下人
耳的听阈曲线
1kHz、60dB 信
号下的掩蔽阈
值曲线
图表 10  1kHz、60dB 音调下的掩蔽听阈曲线
人耳还有一种奇特的现象——掩蔽效应。受到生理和心理因素的影响，我们的主观听觉与声音
信号的实际情况并不相同，简单地说，人耳对声音的获取具有选择性。当条件满足时，音频信号中
的某些信息将被“掩蔽”，人耳无法感知，即所谓的“充耳不闻”。这些不被感知的信息是冗余信息，
编码时可以剔除以节约空间。掩蔽效应分为同时掩蔽和异时掩蔽。同时掩蔽指掩蔽者和被掩蔽者同
时存在，因此也称为频域掩蔽，例如在某个较强信号的干扰下，人耳在该信号频率周围的听阈就会
升高，可感知的声音范围缩小。如图 10 所示，实线与虚线间的区域就是人耳在 1kHz、60dB 的声
音信号下被掩蔽而丧失感知能力的范围，编码时放弃这个区域不会对信号质量造成影响。异时掩蔽
指掩蔽者和被掩蔽者不同时存在，因此也称为时域掩蔽，例如在掩蔽音出现前的 20ms 和结束后的
100ms 范围内，也会发生听阈升高的现象，虽然其持续的时间非常短暂，却也是造成误听的常见原
因之一。除了降低码率，掩蔽效应还常被用于改善音质：例如在量化过程中，可以采用某些方法改
变量化噪音的频谱特性，使其在主观听觉上全部或部分地被语音信号所掩蔽，从而提高语音编码的
主观质量。
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3.3  利用语音的社会属性进行数据压缩
语音的社会性是指其在社会生活中经约定俗成而被赋予的区别意义的功能和传递信息的功能，
因此它排除了所有具个人特色的风格信息，甚至排除了所有与辨义无关的物理细节，成为真正意义
上的“社会的声音”。
语音的个人风格信息占据了声音数据量的主体，舍弃它将得到惊人的压缩效果。这就如同我们
浏览或转述一张便条，只会在意便条的内容却极少关心字迹的风格、笔墨的种类以及纸张的质地，
除非便条是王羲之或者蔡伦所书。同样，我们在接收语音信号时，也不会过多地关注说话者的个人
风格信息，除非我们不了解说话者身份，又急需借助说话者身份更好地捕捉和理解话语信息时，我
们才会加以短暂的留意。前述参数编码与声码器的应用是剔除个人风格信息的有效手段，由于剔除
的是编码数据量的主体，它可以达到惊人的低码率，当然，由于剔除的是人的自然风格，复原后的
语音会显得不自然，这可以结合波形编码（混合编码）加以改善。
一种语言的语音体系中，有些音素间的特征差异是区别意义的，它们属于不同的音位；有些特
征差异不区别意义，它们是同一个音位下的不同变体。这些不区别意义的特征在量化编码时可以忽
略，以进一步降低编码率。有些特征差异的忽略不会引起听者的不适应，例如汉语“娃娃”的两个
变体 [wawa] 和 [vava]，或者日语“少し”的两个变体 [sɯ̈ko�i] 和 [sɯ̈kho�i] 等，它们是同一音位
下的随意变体；另一些特征差异如果被忽略就会引起听者的不适甚至迷惑，例如英语“sky”[skai]
编码成 [skhai]，或者汉语的“不要”[声调阳平+去声 ]编码成 [声调去声+去声 ]，它们是同一音
位下的条件变体。可见，编码过程中，应该选择哪些特征差异进行模糊化处理不是任意的，音位的
随意变体比条件变体具有更高的优先权。
3.4  矢量量化技术
矢量量化是压缩编码率的又一有效途径。
量化可分为标量量化和矢量量化。前者是将信号取样值逐个地量化；后者则是将信号取样值每
K（K>=2）个分成一组，构成 K 维矢量，然后对该矢量（一组数据）进行一次性量化。根据信息
率-失真理论4)，矢量量化总是优于标量量化，并且维数越大，优势就越明显，这是由于矢量量化
有效地利用了矢量各分量间密切相关的各种性质的缘故。下面以二维矢量为例，简要介绍矢量量化
的原理和步骤 5)。
图 11 所示的是由二维矢量（a1，a2）构成的平面，我们把这个平面分成 N 个区间（相当于标
量量化区间），记作 Si（1 <= i <= N）。Yi 是区间 Si 的代表值（相当于标量量化值），这样就构成了
一个有 N 个区间的二维矢量量化器。由所有矢量量化值构成的集合 {Yi} 称为码表或码书，码表中
每一个具体的矢量量化值 Yi（1 <= i <= N）称为码字。
对一个矢量 V 进行量化，首先要选择一个合适的失真测度6），分别测算每一个矢量量化值 Yi
代替 V 后所产生的量化失真的大小，其中最小失真对应的 Yi 就是 V 的最佳量化矢量，或称重构矢
量。因此矢量量化就是一个通过失真度测算和码表查询把 K 维信源矢量映射为量化矢量的过程。
码表构成以及失真测度是影响量化质量的决定因素，它们的不同组合就构成了不同的矢量量化器。
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矢量量化的编码与解码过程都需要完成查表过程，这会耗费一定时间，对码书进行结构化处理
（例如改写成树形结构或多维数组结构）可以有效提高查表效率；同样，失真测度计算方法的改进
也能显著提高量化编码速度。
矢量量化技术自上世纪 50 年代提出，70 年代得到迅速发展，特别是 80 年代矢量量化器设计
算法——LBG 算法的发表，以及成功地应用于 LPC 声码器，标志着矢量量化技术的成熟和日臻完
善。1983 年，J. Makhoul 等人研制的分段式声码器，采用矢量量化，可以用惊人的 150bps 的超低
码率传送可懂的语音，这与预测到的语音单位的熵处于同一个数量级，几乎达到了语音压缩的极限。
4.  语音合成
语音合成是实现人机对话的关键技术之一。早在 18 世纪，人们就开始着手研究“会说话的机
器”，20 世纪上半叶随着声电技术的发展，这一梦想成为现实，但真正具有实用意义的语音合成系
统是在计算机大规模应用之后才出现的。其中最具代表性的是文语转换系统（TTS，Text To 
Speech），即把文本转换为人类可以理解的自然语流。虽然 TTS 具有广阔的应用前景，但它还不能
涵盖语音合成的终极目标，因为它模拟的是人类朗读文本的过程，而不是人类话语生成的一般过程。
有声话语自发音器官发出之前，以内部言语的形式存储在大脑中，语音信号表现为以某种生物电信
号表达的记录发音器官动作相关参数的形式，这完全不同于文字等符号代码形式。因此从内部言语
到外部言语的转换过程也必然不同于 TTS，而对这一过程的模拟才是语音合成的最终目标。显然，
这一目标较 TTS 要困难得多，需要生物化学、神经心理学等众多前沿学科的支持。
衡量语音合成质量有两个关键指标：正确和自然。正确指发音、声调、语调等要符合语言规范，
最低限度不能引起受话者误听或不理解。自然指韵律、节奏要符合说话习惯，以不至于引起受话者
费解或不适应。正确是对语音合成系统的基本要求，它是交际能够成功的最低保障；自然是在正确
基础上的更高要求，它是使机器无限接近人类的理想目标。
a1
a2
Yi
Si
图表 11　矢量量化示意图
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4.1  波形拼接
按照不同原理，语音合成可以分为波形拼接和参数合成两类。
波形拼接是相对简单的语音合成技术。它把人类发出的自然语音片段进行波形编码后存储在记
忆库中，重放时根据文本内容进行拼接组合输出。由于波形数据采自自然语音，生成语流具有较高
的自然度；但是波形编码码率较高，对存储空间的额外需求常常成为制约其应用的负面因素。
怎样选择合适的合成单位，是波形拼接技术要考虑的首要问题。
把句子作为合成单位可以获得高质量的合成语音，它完全保留了语调、节奏、韵律等超音段特
征，甚至完全保留了说话者的个人风格特征，因此具有最佳自然度。但其缺陷也是明显的，即每一
个合成单元都占据庞大的存储空间，系统不可能预存大量的合成单元，因此，句子拼接只适合一些
话语数量有限的简单应用，例如公交车报站、自动报时、语音提醒等。
词是比句子小的语音单位，把词作为合成单位使系统真正获得了自由，几乎可以朗读任何文本，
而不是局限于报站之类的简单应用。然而任何一种发达的语言，词汇量总是巨大的，虽然一个词的
存储空间远小于一个句子，但动辄几十万的词汇量所需的总空间仍然是惊人的。并且词汇同句子一
样，都是开放的系统，一旦文本中出现词库以外的词，系统将无法应对。因此把词作为合成单位仍
然是不经济和不保险的。此外，就是词拼接技术比句子拼接的自然度要差一些，这是因为原本附着
在音句、音段之上的超音段特征（如语调、逻辑重音等）无法记录，需要人工干预。
音节是最自然的语音单位，它既是发音器官肌肉紧张度的一个周期，也是语音响度的一个周期，
因此把音节作为语音拼接单位是符合说话习惯的，特别是汉语，音节和文字单位基本上一一对应，
音节间的界限清晰而少连读，这些特点很适合音节拼接合成语音。音节是一个封闭的系统，汉语有
调音节为 1200 多个，无调音节为 400 多个，存储数据量不是很大，并且可以涵盖所有的文本读音，
这是词拼接和句子拼接无法比拟的。音节拼接的自然度理论上比词拼接还要差些，原因是附着在音
词上的超音段特征（重音）无法预存在波形库中，需要人工干预。但在汉语中这种劣势不明显，因
为汉语是字调语言非词调语言。
音素是占时长的最小语音单位，一种语言一般只有几十个区别意义的音素，预存这些音素的波
形编码只需很小的空间，理论上这样的系统应该十分高效。但事实并非如此，由于音素间的关系紧
密，普遍存在相互影响、融合的现象，波形变化复杂多样，需额外设计人工干预的方法来模拟这种
变化，效果也不尽理想。实验表明，音节以下的再分割，参数合成比波形拼接可以获得更好一些的
音质和自然度。
4.2  参数合成
参数合成法采用声码器技术，对语音信号进行分析，提取出语音参数，预存在随机存储器中；
合成时依照输入文本，在预存中查找对应参数，合成语音并输出。
共振峰参数合成长期以来成为主流的参数合成方法，其基本原理是：合成电路依照预存的共振
峰参数构造滤波器组，将滤波器组组合起来模拟声道的谐振特性，并对声源激励信号进行调制，最
后模拟辐射效应并释放。共振峰模型可以分为级联型（合成元音效果较好）、并联型（合成辅音和
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鼻化元音效果较好）和混合型（综合了两者的优点）三类。由于共振峰参数可以很好地表达音色特
征，合成语音具有较高的自然度，并且共振峰参数具有较大的人工干预灵活性，其时长、短时能量、
基频线、共振峰轨迹等参数都可以按需修改，是调整韵律的有效手段。
LPC 是另一种实用的语音合成方法，它利用线性预测技术更全面地提取语音参数，其突出特
点是可以把音高、音强等超音段特征从语音片段中剥离出来，独立存储为总的韵律概貌，这降低了
分割拼接单元时对超音段特征的破坏，对提高合成语音的自然度十分有效。
总体上说，参数合成法较波形拼接法更节省存储空间，但音质和自然度略差，实现电路和算法
也更复杂。结合两种方法可以优势互补，取得更佳效果。上述 LPC 合成就是建立在参数提取上的
语音片段拼接法，是结合两种合成法优势的成功应用。
4.3  关于语音的自然度
如何提高合成语流的自然度，是语音合成技术的难点和瓶颈，也是当下最热门的研究领域之一。
对于一个语音片段（音节或音词），无论采用波形编码或是参数编码，都可以较好地记录语音
面貌，这样解码输出的语音片段具有良好的自然度。但是连续的自然语流同孤立的语音片段有很大
不同，如果只是生硬地把语音片段拼接生成语流，效果势必不理想。其主要原因在于： 
1. 小的语音片段无法记录附着在更大的语音片段之上的超音段特征。表 12 显示了各级语音片
段及其对应的超音段特征，其包含关系为单向的自左至右（自大至小）。假设我们把音句作为拼接
单位，语音库可以记录几乎所有的超音段特征，得到的合成语音具有最高自然度；但是，如果我们
把音节作为拼接单位，语音库就无法记录语调、逻辑重音、重音等附着体大于音节单位的各类超音
段特征，这是造成合成语音不自然的重要原因。虽然人工调控超音段特征可以改善语流的自然度，
但效果往往不理想。
语音片段（由大到小） 音句 音段 音词 音节 音素
附着的超音段特征 语调 逻辑重音 重音 声调 音长位
图表 12  语音片段与超音质特征
2. 语流中的语音片段彼此影响，形成复杂的音变现象。这普遍存在于自然语流中，例如弱化
（知道 [tʂ �dau] → [tʂ �də]）、脱落（洗衣粉 → 洗粉）、同化（难免 [nænmiæn] → [næmmiæn]）、
变调（导演 上声 +上声→阳平 +上声）等等。音变通常在语音片段结合时发生，具有实时性，在
拼接之前无法预判其是否发生及其具体类型，也就无法随波形或参数预存储在语音库中，只能进行
实时的人工干预来模仿音变发生的过程。
3. 语义和语用对语音片段的拼接及其超音段特征的形成也有影响。换言之，要想让语音合成
系统正确朗读一段文本，它必须先理解文本的字面意义，甚至文本的言外之意。
   a．我们同行，一定充满快乐。
   b．我们班就有一个美国留学生。
   c．你们在干什么？
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a 句中“行”是多音字，单从词库中找寻匹配词无法确定其读音，因为存在同形异音词“同行
háng”和“同行 xíng”。只有根据上下文理解了句子的意义，才能作出正确的判断7）。b 句若要表达
美国留学生很少，则“就”和“一个”需重读；若表达美国留学生很多，则“我们班”需重读。c 句
通常是一般性询问，若要表达说话者的责备或不满，则“什么”需重读。这些例子的正确朗读需要
对语义和语用的正确，这又一次证明了语音并不仅仅只是语言的物质外壳，语音的形式化也并不仅
仅是对形式的进一步形式化，它与语义总是存在千丝万缕的联系，甚至要收到修辞语用的制约。
分词及
意义理解
文本
输入
特征词库
支持
句法规则
库支持
超音质调
节模块
符号流
语音片段预存库
（波形或参数）
音变
规则库
合成
语音
输出
图表 13  语音合成系统的模块构成
为了解决上述问题，复杂一些的语音合成系统一般都设有超音质调节模块、音变规则模块以及
词汇切分理解模块（图 13），它们的完善程度成为影响语流自然度的决定因素。其中，音变规则库
力求规则全覆盖和描写的精确细致，有些细微的音色、音高、音强或音长的变化，即使达不到音位
间差异（区别性特征）的程度，也会对语流的自然度造成影响，因此也是规则库需要描述的对象。
超音质调节模块近年一直是研究的热点，1990 年提出的基音同步叠加（PSOLA）是其中的佼佼者。
通过对基频、时长、音强等参数的控制，PSOLA 可以在拼接前对语音片段的超音质特征进行有效
调整，使合成语流的韵律特征与真实情况高度相似，从而获得上佳的清晰度和自然度。
有关句子切分和语义理解模块已经涉及语言形式化和人工智能的其他领域，实现起来更加复
杂。一种简化的系统通过在上下文搜索匹配词来消除歧义，可以取得不错的效果，但这毕竟不是真
正让机器理解话语，也不符合人们朗读文本的真实过程。
5.  语音识别
语音识别的目标是让机器像人一样听懂话语，甚至辨别说话者身份，它也是实现人机对话必不
可少的环节。语音识别系统输入的是形式千变万化的声音信号，这与内码形式单一的文本有很大不
同，因此语音识别较语音合成更难实现。
简单的语音识别系统可以识别有限数量的孤立语音片段（最常见的是词汇级别），主要用于设
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备语音控制，如声控玩具、电话语音拨号、门禁系统等；大词汇量连续语流识别主要用于语音文本
转写，电话语音咨询等领域，它模拟人接收话语的真实过程，最具应用前景，也是实现起来最复杂
的；介于两者之间的是连续语流关键词检索系统，它不对输入语流全体进行识别，而只是在语流中
搜寻感兴趣的关键词，依此做出某些判断或统计，主要用于话语主题判断与分类、机器监听以及情
报安全等领域。
5.1  原理与过程
语音识别的基本过程是：1) 预处理。对原始语流进行处理，以移除非语音的片段、消除部分噪
声、消除个体发音差异、提高信号强度等。预处理后，信号能更好地反映语音的本质特征。2) 声学
特征提取。常见的声学特征包括共振峰、频谱特性、CEP 倒谱系数、LPC 线性预测系数、HMM 概
率特征以及某些超音段特征等。可以是单独提取，也可以是两个或多个特征的组合。声学特征的选
取主要参考识别语流的类型，以及对识别精度和计算量的要求。提取过程同时也是对冗余信息的压
缩，保留下来的是最具区别特征的那部分语音信息。3) 距离测度计算。指测量输入声学特征与参考
模式库中元素的相似度，为模式识别提供参考数据。常见的距离测度有欧式距离测度、板仓-斋藤
测度、HMM 距离测度、主观感知测度等。与失真测度类似，距离测度的选择是语音识别准确度和
系统性能的主要决定因素。4) 判断。以专家知识库为支持，对距离测度计算结果做出判断，找出与
输入声学特性对应的语言单位。专家知识库是语音识别的重要决策机构，它的完善程度影响着系统
的准确率和强健度。
每个说话者都具有个体语音特征，包括方言特征、生理特征、情绪特征等。为了使参考模式库
适应说话者的个体语音特征，需要对其进行适当的训练。通常是让说话者朗读一段已知文本，系统
将朗读样本与标准语音库进行比对，两者的差异即被视作说话者的个人特征。可以依据个体语音特
征建立针对特定人的参考模式库，也可以只为个体建立语音矫正参数，识别时先依据参数对语流进
行修正，再进入一般识别过程。参考模式库的训练可以显著提高系统兼容性和语音识别的准确率，
因此高级语音识别系统一般将其作为系统的标准组成模块。
预处理识别语流
输入
专家
知识库
特征提取
参考
模式库
识别
结果
距离测度
计算
判断
训练语流
输入
训练
图表 14  语音识别系统的模块构成
语音模式识别可以分为模版匹配法和概率统计法两类。模版匹配法中，参考模式库记录的是离
散语音单位的特征参数，通过与语音样本的比对判断其归属，识别的关键是参数的提取和距离测度
的选择。这种方法只需较小的训练时间，但匹配计算量较大，对系统运算速度要求较高。概率统计
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法中，参考模式库记录的是数学模型（例如隐马尔科夫模型），通过统计语音样本符合数学模型的
概率来进行识别，这种方法很好地利用了语音频谱的动态变化和相关性，比模版匹配法更加灵活。
概率统计法的优点是计算量小，反应速度快，但是为了保证识别准确率，往往需要大量的训练。
5.2  隐马尔科夫模型（HMM）
隐马尔科夫模型（Hidden Markov Model，HMM）是一种统计分析模型，创立于 20 世纪 70
年代。因其很好地模拟了事物变化的双重随机过程，在行为模式建模、识别等领域有广泛应用。
经典的球和缸（Ball & Urn）实验这样描述 HMM：设有 N 口缸，每口缸都装有各色彩球，各
色球的比例由一组概率来表示。根据初始的概率分布，随机从 N 口缸中选择一口缸；根据该缸中
各色球的概率分布，随机选择一个球，颜色记作 O1，将球放回缸中（保持概率不变）；根据缸的概
率转移分布，随机选择下一口缸，重复以上步骤。最后得到一个颜色球观察序列，记作 O1，O2，
O3，……。（图 15）
在这个模型中，存在两个状态和三组概率：1) 隐状态 S：缸的状态是我们无法直接观察的，是
隐含的。2) 观察状态 O：球的颜色序列是可观察的，是外显的。3) 初始概率 π：即选择第一口缸
时各缸可能被选中的概率矩阵。4) 状态转移概率 A：即每一口缸转移到下一口缸的概率矩阵。5) 两
态对应概率 B：即观察到的球的颜色同缸的序号之间的概率关系矩阵。这样，我们就可以把一个
HMM 模型简单记作λ=(A,B,π)。
Urn1
Urn2
Urn3
Urn1
Urn2
Urn3
Urn1
Urn2
Urn3
……
O = Blue，Red，Green ……
图表 15  球和缸（Ball & Urn）实验示意图
HMM 是一个无后效性的随机过程，即 tm 时的状态出现的概率只和 tm–1 时的状态有关，而与
tm–1 之前的状态无关，这就大大简化了模型的复杂程度。
HMM 通常被用来解决三类问题：1) 给定可观察序列 O 以及若干个模型参数λ=(A,B,π)，计
算 O 在各模型中的出现概率，从而评估各模型的效度。通常采用 Forward 算法。2) 给定可观察序
列 O 以及模型参数λ=(A,B,π)，寻找最有可能的隐含状态序列。Viterbi 算法适用求解此类问题。
3)给出一个可观察序列 O 和隐含序列 S，寻找最合适的 HMM 模型参数，使得其生成 O 的概率最大。
经常使用的是 Baum-Welch 算法。
语言现象在很多情况下可以被看做一个双重随机过程，因此 HMM 模型在自然语言处理中有
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重要应用价值。例如，在汉语语音识别中，音节序列可定义为一个可观察状态序列；其对应的文字
序列是隐含状态序列，通过合适的 HMM 模型吧可观察状态序列映射为隐含状态序列的过程就是
音节到文字的转写过程（上述第一类问题）。又如，在参考模式库的训练中，训练样本可定义为可
观察序列 O，标准模式库为隐含序列，训练过程就是寻找模型参数，使两者具有最大概率关系的过程。
HMM 诞生于上世纪 70 年代，80 年代在语音信号处理等领域取得巨大成功。90 年代，剑桥大
学开发了基于 HMM 的工具包 HTK（Hidden Markov Model Toolkit）8)，简单易用且功能强大，使
得基于 HMM 的应用迅速扩大。之后微软购买了 HTK 版权，并于 2000 年公开源代码以及提供免
费下载使用，从而进一步降低了准入门槛，众多基于 HMM 的语音识别软件相继问世。（完）
注记：
1） 本节示例只取了 7 个量化分级（3 比特），这会因量化分级过少而造成严重失真，没有实际应用
价值。这是为了说明原理而做的简化。
2） 广播或磁带中，在没有声音的片段，“咝咝”或“嗞嗞”声往往更加明显，就是这个道理。
3） 熵（Entropy）原是热力学概念，指系统中微观粒子运动的无序程度。熵同系统信息量的大小密
切相关：系统越混乱无序，不确定性就越高，可能存在的状态就越多，容纳的信息量就越大。现
代信息论之父 C. E. Shannon 最早注意到系统的无序程度同信息量的关系，他把熵的概念引入信
息论，作为信息量的量度，称为信息熵。
4 ） 现代信息论的基础理论之一，研究在限定的失真许可下为了恢复原始信号所必需的最小信息率，
简称率失真理论。1959 年，C.E.Shannon 发表《逼真度准则下的离散信源编码定理》一文，提
出了率失真函数的概念，逐渐形成率失真理论并不断得到完善。
5） 标量也可以看成一维矢量，是矢量的一种特殊情况。
6） 检测由量化值替代取样值所造成的信号损失大小的方法。失真测度的有效性是影响量化质量的关
键因素之一。
7） 也有通过在上下文搜索相关词素或词来确定读音的方法。例如：附近若出现“去”、“游”、“旅”等，
则为同行 xíng，若出现“职”、“业”、“工作”等，则为同行 háng。但这与真人朗读文本的过程不
同，不是解决问题的根本方法。
8） 相关文献及下载可访问 http://htk.eng.cam.ac.uk/
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