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STRICHARTZ ESTIMATES FOR THE SCHRO¨DINGER EQUATION WITH
TIME-PERIODIC Ln/2 POTENTIALS
MICHAEL GOLDBERG
Abstract. We prove Strichartz estimates for the Schro¨dinger operator H = −∆+V (t, x) with time-
periodic complex potentials V belonging to the scaling-critical space L
n/2
x L
∞
t in dimensions n ≥ 3.
This is done directly from estimates on the resolvent rather than using dispersive bounds, as the
latter generally require a stronger regularity condition than what is stated above. In typical fashion,
we project onto the continuous spectrum of the operator and must assume an absence of resonances.
Eigenvalues are permissible at any location in the spectrum, including at threshold energies, provided
that the associated eigenfunction decays sufficiently rapidly.
1. Introduction
The past decade has seen considerable progress in identifying classes of Schro¨dinger operators
which retain the same dispersive properties as the Laplacian. In many cases these operators are
described by a simple perturbation of the Laplacian, taking the form H = −∆+L(t, x). Typically L
is a linear self-adjoint differential operator of degree d = 0, 1, 2 representing electrostatic, magnetic,
and/or geometric perturbations, respectively. In this paper we consider the Floquet-type potential
L(t, x) = V (t, x) satisfying V (t+ 2π, x) = V (t, x) for all t ∈ R and x ∈ Rn.
We do not assume any self-adjointness in our main theorem, instead allowing V to be a complex-
valued function. Further improvements for real and/or time-independent potentials are examined as
corollaries and applications of the first result.
The propagator e−it∆ of the free Schro¨dinger equation in Rn may be represented as a convolution
operator with kernel (4πit)−n/2e−i(|x|
2/4t). From this formula it is clear that the free evolution satisfies
the dispersive bound ‖eit∆‖1→∞ ≤ (4π|t|)
−n/2 at all times t 6= 0. A TT ∗ argument combined with
fractional integration bounds for the t variable then leads to the family of Strichartz inequalities
(1) ‖e−it∆u0‖LptL
q
x
≤ Cp‖u0‖2,
2
p
+
n
q
=
n
2
, p, q ∈ [2,∞]
for all u0 ∈ L
2(Rn). To be precise, the p = 2 endpoint requires a more detailed computation [12] and
is false when n = 2. We will focus on dimensions n ≥ 3 in order to take advantage of the full range
of exponents p ∈ [2,∞] in (1).
The Schro¨dinger propagator of H generally fails to satisfy estimates like (1) due to the possible
existence of bound states, quasiperiodic solutions obeying u(t+2π, x) = e2πiλu(t, x) for all t, x ∈ R1+n
and possessing moderate spatial decay. These are best understood in terms of the Floquet Hamiltonian
(2) K = i∂t −∆x + V (t, x)
acting on 2π-periodic functions with domain T × Rn. Precisely, each bound state φ(t, x) solves
the distributional equation (K − λ)e−iλtφ = 0. If e−iλtφ is time-periodic and belongs to the space
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L2(T × Rn) then it is an eigenfunction of K with eigenvalue λ. We say that K has a resonance
at λ if the resolvent (K − (λ ± i0))−1 is singular but the associated “eigenfunction” is not square-
integrable. The precise definition is postponed until Section 3, where we attempt to estimate the
resolvent of K in the neighborhood of singularities. The spectrum of K is invariant under integer
shifts, as (K − n) = e−intKeint for any n ∈ Z.
Because our assumptions do not imply that K is self-adjoint, the spectrum of K need not be
confined to the real axis. Each eigenfunction φλ with λ 6∈ R illustrates the related lack of an L
2
conservation law for solutions of the Schro¨dinger equation. Since |e2πiλ| = e−2πIm(λ) 6= 1, the L2 norm
of φλ decreases exponentially in one time direction and grows in the other.
For each λ ∈ C define Nλ to be the solution space
(3) Nλ = {φ : (K − λ)e
−iλtφ = 0, e−iλtφ ∈ L2(T × Rn)}
Local regularity theory dictates that every true eigenfunction also satisfies e−iλtφ ∈ C(T;L2(Rn)). It
is then permissible to discuss the initial value of an eigenfunction, Φ = φ(0, · ). The projection of Nλ
onto the space of initial data has as its image
(4) Xλ = {Φ : φ ∈ Nλ} ⊂ L
2(Rn).
We will show via a compactness argument that both Nλ and Xλ are always finite dimensional.
Similarly define N˜λ and X˜λ to represent the eigenfunctions of K (the Floquet operator with potential
V (t, x)) that have eigenvalue λ¯. These spaces are all invariant under real integer translations.
In this paper we prove that the Schro¨dinger evolution of H = −∆+ V (t, x) observes a space-time
estimate identical to (1) once a finite-dimensional space of bound states are projected away. Our
primary assumptions are that V (t, x) be periodic and belong to the scaling-invariant space L
n/2
x L∞t
and that each of the bound states is an eigenfunction of sufficient decay and/or regularity. If we
further assume that V is real-valued with polynomial pointwise decay and some smoothness with
respect to t, then only the bound states at λ ∈ Z are a concern, and only in dimensions n ≤ 6.
Improvements of this type are discussed immediately following our statement of the main theorem.
Theorem 1. Let V (t, x) be a time-periodic function on R1+n, n ≥ 3, satisfying V (t+2π, x) = V (t, x)
at almost every t, x and belonging to the class L
n/2
x L∞t . Suppose that K and K have no resonances
along the real axis, and that their behavior at each eigenvalue λ ∈ C satisfies the conditions
(C1) e−iλtNλ and e
−iλ¯tN˜λ are both contained in L
2n
n+2 (Rn;L2(T)) + 〈x〉−1L2(T× Rn),
(C2) Xλ and X˜λ are subspaces of 〈x〉
−1L2(Rn) +W 1,
2n
n+2 (Rn),
(C3) The L2-orthogonal projection of Xλ onto X˜λ is bijective.
Under these assumptions, there exist at most finitely many eigenvalues of K, K in the strip C/Z,
counted with multiplicity. Furthermore, the initial value problem for the Schro¨dinger equation
(5)
{
(i∂t −∆x + V (t, x)) u(t, x) = 0, x ∈ R
n, t ∈ R
u(0, x) = f(x), x ∈ Rn
possesses a unique weak solution in the Strichartz space L2tL
2n/(n−2)
x , satisfying
(6) ‖u‖
L2tL
2n/(n−2)
x
+ ‖u‖Cb(R;L2(Rn)) . ‖f‖2
for all initial data f in the L2-orthogonal complement of X˜ = ⊕λX˜λ.
Remark 1. In the general case, where K is not self-adjoint, the conclusion that u ∈ Cb(R;L
2(Rn)) for
most initial data is a nontrivial L2-stability result.
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Remark 2. If V is real-valued, then each eigenvalue λ is also real. Since K = K, it also follows that
N˜λ = Nλ and X˜λ = Xλ, making the condition (C3) unnecessary.
Remark 3. The unweighted portion of condition (C2) is not sharp in terms of the number of derivatives
required. Lemma 14 and its supporting propositions construct a family of lower-regularity spaces
which may be used in place of W 1,2n/(n+2)(Rn).
Corollary 2. Suppose that the time-periodic potential V (t, x) is real valued and satisfies the bound
(7) sup
x∈Rn
〈x〉β‖V ( · , x)‖Hs(T) <∞
for some β > 2 and s > 12 . The Strichartz estimates in Theorem 1 are valid provided that λ ∈ Z is
not a resonance, and any eigenvectors at λ ∈ Z belong to 〈x〉−1L2.
In dimensions n ≥ 7, Theorem 1 is valid for all real-valued potentials satisfying (7). No further
conditions are necessary.
Proof. Due to the self-adjointness of K, there are no eigenvalues off of the real axis. Following the
proof of Lemma 2.8 in [3], resonances can only exist at λ ∈ Z, and if λ is not an integer then the
eigenfunctions additionally satisfy φλ ∈ 〈x〉
−NHs(T;L2(Rn)). The main ingredients are an Agmon-
type bootstrapping argument (based on [1]) and the fact that multiplication by a function in Hs(T)
preserves the Hs−1/2(T) norm.
When λ ∈ Z, the bootstrapping process produces only as much spatial decay for φλ as is present in
the Green’s function of the Laplacian. In general, the Green’s function belongs to 〈x〉σL2 (aside from
the local singularity) for all σ > 4−n2 . For n ≥ 7, the desired value σ = −1 is part of this range. 
Corollary 3. Let V (x) ∈ L
n
2 (Rn) be a complex valued time-independent potential. The Strichartz
estimates in Theorem 1 are valid provided the equation
(−∆+ V − λ)φ = 0
has no solutions φ ∈ L2n/(n−2)(Rn) for any λ ∈ [0,∞) ⊂ C, and condition (C3) is satisfied at every
eigenvalue.
Proof. Similar to the preceding corollary, the point is that all of the permitted bound states φλ =
eiλtΦ(x) are necessarily eigenfunctions that decay rapidly enough to satisfy condition (C2). In this
case the bootstrapping is based on the relation Φ = −(I + (−∆ − λ)−1V )Φ Since λ 6∈ [0,∞), the
resolvent of the Laplacian is bounded from every Lp(Rn) to itself, 1 ≤ p ≤ ∞.
Starting with Φ ∈ L2n/(n−2), one iteration brings the exponent down to Φ ∈ L2n/(n+2). Furthermore
it is quite easy to take two derivatives: ∆Φ = V Φ − λΦ ∈ L2n/(n+2). Thus φ ∈ W 1,2n/(n+2) as is
required by (C2). 
Corollary 4. If V ∈ L
n
2 (Rn) is a real-valued potential, then (6) holds provided the Schro¨dinger
operator H = −∆+ V does not have a resonance or an eigenvalue at zero energy.
Proof. In this case the spectrum of H is purely absolutely continuous on the interval (0,∞) due to
the combined results of [4] and [6]. According to the previous corollary, the only remaining spectral
point of concern is the behavior of H at λ = 0. The additional assumption ensures that zero is a
regular point of the spectrum as well. 
Although Theorem 1 is presented as a perturbation of the Strichartz inequality (1), which in
turn is based on dispersive estimates for the free Schro¨dinger evolution, we do not attempt to prove
comparable dispersive estimates for H. This is partly a matter of convenience, as the study of
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time-asymptotics for Floquet operators (as in [3]) presents its own set of technical challenges. More
importantly, the conditions for Theorem 1 include numerous potentials for which the corresponding
dispersive estimate are known to fail.
The discrepancy is especially apparent in dimensions n ≥ 4. No pointwise or Lp condition on the
potential is sufficient by itself to imply an L1 → L∞ dispersive bound [5]. Either some extra regularity
of V is needed, as in [10], or one must expect to suffer a loss of derivatives in the solution [22]. On
the other hand, Strichartz estimates were proven in [17] for time-independent potentials satisfying
|V (x)| . 〈x〉−2−ε. In this work the authors used Kato smoothing estimates as the intermediary step
in place of the nonexistent dispersive bounds. Corollary 4 represents a modest extension of this work.
We wish to emphasize one additional feature of Theorem 1 that appears to be unique in the
literature: the treatment of eigenvalues depends only on the nature of the associated eigenfunction,
not on its location relative to the spectrum of K. While it may be true in certain applications
that threshold eigenvalues and/or resonances enjoy distinct properties from those embedded in the
continuous spectrum or from isolated points, the criteria (C1)-(C3) apply equally in all these cases.
The proof of Theorem 1 is based on a direct application of Duhamel’s formula. We consider the
behavior of solutions when t ≥ 0; the reasoning for t ≤ 0 is identical. Let U+ denote the forward
propagator of the free Schro¨dinger equation, that is
U+g(t, x) :=
∫
s<t
e−i(t−s)∆g(s, x) ds.
We will also allow U+ to act on functions of x alone by the definition U+g(t, x) := χ[0,∞)(t)e
−it∆g(x).
The adjoint of U+ in both cases is the backward propagator U−. The full range of mapping properties
of U+ are established in [12]; of particular concern are the bounds
(8)
U+ :L2tL
2n/(n+2)
x → L
2
tL
2n/(n−2)
x ∩ C(R;L
2
x)
U+ : L1tL
2
x → L
2
tL
2n/(n−2)
x ∩ C(R;L
2
x)
U+ : L2x → L
2
tL
2n/(n−2)
x ∩ C([0,∞);L
2
x)
Every weak solution of (5) on the time interval [0,∞) must solve the functional equation u(t, x) =
U+f(t, x) + iU+V u(t, x). This leads to the formal solution
u = (I − iU+V )−1U+f
where the inverse is taken among bounded operators on L2tL
2n/(n−2)
x . In order to work in the setting
of L2tL
2
x, factorize V = ZW , with Z,W ∈ L
∞
t L
n
x and write
(9) u = U+f + iU+Z(I − iWU+Z)−1WU+f.
In the event that I−iWU+Z is invertible as an operator on L2([0,∞);L2(Rn)), one concludes that (6)
holds for all f ∈ L2 which implies an absence of bound states. This occurs for all V ∈ L∞t L
n/2
x of
sufficiently small norm. In every other case, the challenge is to find a condition on f so that WU+f
belongs to the domain of the unbounded operator (I − iWU+Z)−1.
Much of our analysis is done with respect to the Fourier transform of the time variable, in deference
to the fact that U+ and V preserve the space of functions satisfying g(t+2π, x) = e2πiλg(t, x) for each
λ ∈ [0, 1]. We show that I−iWU+Z is a compact perturbation of the identity on each of these spaces.
The Fredholm Alternative then equates invertibility with the absence of eigenvalues or resonances at
λ.
Common sense suggests that the singularities caused by a particular bound state φ can be avoided
by requiring the initial data f to be orthogonal to Φ. Even in the time-independent case, however,
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eigenvalues at zero energy are known to disturb dispersive estimates after such a projection. This
phenomenon is first identified in [9] and described in more detail in [2]. A full asymptotic expansion
for Floquet solutions has recently been computed in three dimensions in [3]. We note that the intuitive
suggestion above is also incorrect when the Schro¨dinger propagation is not unitary (i.e. when K has
complex values). The projection employed in Theorem 1 is actually orthogonal to a function Φ˜ ∈ X˜
rather than Φ.
In order to determine the success of a projection, we closely examine the behavior of (I−iWU+Z)−1
for all λ in the neighborhood of an eigenvalue and assess whether it is compatible with the input
WU+f . The resulting eigenvalue condition appears in the form of a discrete-time Kato smoothing
bound. This last computation, parts of which are adapted from [13] and [19], may be of independent
interest.
2. Resolvents, Compactness, and Continuity
In this section we aim to find spaces on which I−iWU+Z is a compact perturbation of the identity.
For each λ ∈ C, define
Yλ =
{
g ∈ L2,loct L
2
x : g(t+ 2π, x) = e
2πiλg(t, x)
}
.
Functions g ∈ Yλ are naturally associated with the periodic e
−itλg ∈ L2(T × Rn), and we use this
identification to define a Hilbert space norm on Yλ.
For each λ ∈ R/Z, there exists a “projection” Pλ from L
2
tL
2
x onto Yλ given by
Pλg(t, x) =
∑
m∈Z
e−2πiλmg(t+ 2πm, x)
The family of operators Pλ can be understood as a partial Fourier transform in the time variable,
acting on the space L2tL
2
x
∼= ℓ2m(L
2([2πm, 2π(m + 1)];L2(Rn))). For example the Plancherel identity
is expressed as
(10)
∫ 1
0
‖Pλg‖
2
Yλ
dλ = ‖g‖2L2tL2x
For functions g with support in the halfline t ∈ [0,∞), the definition of Pλg extends to the strip
λ = λ′ + iµ, µ ≤ 0, λ′ ∈ R/Z with the value e−µtPλ′(e
µtg). The Plancherel identity in this case
becomes ∫ 1
0
‖Pλ′+iµg‖
2
Yλ′+iµ
dλ′ =
∫ 1
0
‖Pλ′e
µtg‖2Yλ′ dλ
′ = ‖eµtg‖2L2tL2x
On the Fourier side with respect to time, Pλ has a very clear interpretation. Let gˆ(τ, x) be the
partial Fourier transform of g. Then (Pλg)ˆ is the restriction of gˆ to the planes {τ ∈ λ+ Z}. If g is
supported on {t ≥ 0} then gˆ has an analytic extension to the lower halfplane, making the restrictions
to {τ ∈ λ′ + iµ + Z} well-defined. Clearly Pλ commutes with pointwise multiplication (in (t, x)) by
any 2π-periodic function.
The action of U+ in this setting is also easy to characterize. Since U+ convolves functions in
the time variable with the integral kernel K(t) = limε↓0 e
−it∆−εtχt≥0, on the Fourier side it performs
pointwise (in τ) “multiplication” by Kˆ(τ) = limε↓0 i(−∆−(τ−iε))
−1. Using the notation of resolvents,
(11) (U+g)ˆ (τ, x) = iR−(τ)gˆ(τ, x)
whereR−(τ) represents the branch of the resolvent of −∆ which continues analytically to {Im(τ) ≤ 0}.
This shows that U+ also commutes with each of the projections Pλ. Once again, if supptg ⊂ [0,∞),
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the identity (11) remains valid for all τ in the lower halfplane, with the understanding that
gˆ(τ, x) = (eIm(τ)g)ˆ (Re(τ), x).
Therefore the operator I− iWU+Z admits a restriction to each Yλ, Im(λ) < 0, and most importantly,
(12) ‖eµt(I − iWU+Z)−1WU+f‖2L2tL2x
=
∫ 1
0
‖(I − iWU+Z)−1Pλ′+iµWU
+f‖2Yλ′+iµ dλ
′
The proof of Theorem 1 will be complete once we bound this quantity in terms of the L2(Rn) norm
of f , uniformly over µ ≤ 0.
The particular factorization we choose for V (t, x) is to let W (t, x) = w(x) = (‖V ( · , x)‖∞)
1
2 . By
our assumptions, w ∈ Ln(Rn). The remaining factor can be decomposed as w(x)z(t, x), with w the
same function as above and z(t, x) periodic and bounded almost everywhere by 1. Multiplication by
z is a bounded operator of unit norm on Yλ, so compactness of the operator wU
+wz follows directly
from compactness of wU+w.
Proposition 5. Given any function w ∈ Ln, the collection {wR−(τ)w : Im(τ) ≤ 0} forms a uniformly
continuous family of compact operators on L2(Rn) with norm decreasing to zero as |τ | → ∞.
Proof. This is a compilation of well-known resolvent estimates, primarily the fact (proved in [13])
that R−(τ) are uniformly bounded as operators from L
2n
n+2 to L
2n
n−2 . All of the desired properties –
compactness, continuity, and norm decay – are preserved if w is approximated in Ln by a sequence
of bounded compactly supported functions wε.
For compactness, observe that (−∆ + 1)R−(τ)wεg = wεg + (τ + 1)R−(τ)wεg ∈ L2(Rn). Within
any ball of finite radius R, the Sobolev space H2 embeds compactly inside L
2n
n−2 . If this ball is much
larger than the support of wε, then there is a pointwise bound
|R−(τ)wεg(x)| . |τ |
n−3
4 ‖g‖2‖w
ε‖2|x|
1−n
2
outside of the ball. Allowing R→∞ expresses wεR−(τ)wε as a norm-limit of compact operators on
L2.
For continuity, recall that the integration kernel of R−(τ) is |x − y|2−nF (τ
1
2 |x|), where F can be
expressed explicitly in terms of Hankel functions. In dimensions n ≥ 3 it satisfies the pointwise
bounds
|F (z)|, |F ′(z)| . 〈z〉(n−3)/2.
Using the mean value theorem, if |τ − σ| < 12 |τ | then
|R−(τ)−R−(σ)(x, y)| .
{
|τ
1
2 − σ
1
2 | |x− y|3−n, if |x− y| < |τ |−
1
2
|τ |
n−3
4 |τ
1
2 − σ
1
2 ||x− y|
3−n
2 , if |τ |−
1
2 < |x− y| < |τ
1
2 − σ
1
2 |−1
The case where |x− y| is large is unimportant because wε has compact support. The Schur test then
shows that wεR−(τ)wε is continuous with respect to τ .
Finally, decay as |τ | → ∞ is an immediate consequence of another resolvent bound from [13], namely
that |τ |
1
n+1R−(τ) is a uniformly bounded family of maps from L
2n+2
n+3 to L
2n+2
n−1 . The combination of
continuity and decay at infinity immediately implies uniform continuity. 
Corollary 6. Given any w ∈ Ln(Rn), the collection {e−iλtwU+weiλt : Im(λ) ≤ 0} is a continuous
family (with respect to λ) of compact operators on L2(T × Rn), with norm decreasing to zero as
Im(λ)→ −∞.
The same is also true for the family of operators e−iλtwU+wzeiλt for any bounded 2π-periodic
function z.
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Proof. For every choice of λ in the lower halfplane, the Fourier series coefficients of e−iλtwU+we+iλtg
are precisely {wR−(λ + k)wgˆ(k, x) : k ∈ Z}. At each k this is a compact operator on Rn, and the
norms decrease as |k| → ∞. It follows that their collective action on ℓ2(k;L2(Rn)) is a compact
operator with norm supk ‖wR
−(λ+ k)w‖. As Im(λ)→ −∞, the norm is bounded by
sup
|τ |>|Im(λ)|
‖wR−(τ)w‖
which decreases to zero.
Given two numbers λ1 and λ2, the norm difference of their associated operators is
sup
k
‖w(R−(λ1 + k)−R
−(λ2 + k))w‖.
The uniform continuity assertion in Proposition 5 takes this to zero in the limit λ2 → λ1.
Neither the compactness nor continuity properties of e−iλtwU+weiλt are affected by composition
with the bounded operator e−iλtzeiλt. 
3. Estimates for Inverse Operators
There are two main elements in the expression (12), an inverse operator (I − iwU+wz)−1 and a
series of functions PλwU
+f ∈ Yλ. In this section we prove uniform bounds for (I − iwU
+wz)−1 on
Yλ where possible, and describe the singularities that occur as λ approaches the spectrum of K.
The spaces Yλ are a natural setting for working with bound states, especially those bound states
that grow exponentially over time. When we wish to vary λ as a parameter, however, a unified
approach based on L2(T× Rn) is preferred. Define the family of operators
T (λ) = I − ie−iλtwU+wzeiλt = I − iw(e−iλtU+eiλt)wz
acting on L2(T × Rn). The kernel of T (λ) provides valuable information about the spectrum of K,
thanks to the intertwining relations
(K − λ)
(
e−iλtU+eiλtwz
)
= iwzT (λ),(
we−iλtU+eiλt
)
(K − λ) = iT (λ)w.
Each element g ∈ ker T (λ) corresponds to a bound state φ = U+wzeiλtg. Proposition 7 below shows
that e−iλtφ is a true eigenfunction of K in L2(T × Rn) if Im(λ) < 0. Additional tools are available
([3], [23]) if V is real-valued and λ 6∈ Z. In any of the remaining cases it is possible that the spatial
decay of φ fails to be square-integrable. We say that K has a resonance at λ when this occurs; that
is, when there exists some g ∈ ker T (λ) for which φ = U+wzeiλtg does not belong to L2(T× Rn).
Note that T (λ + 1) is a unitary conjugate of T (λ), so one only needs to check the invertibility of
T (λ) inside the strip
Ω− = {λ ∈ C : Re(λ) ∈ [0, 1), Im(λ) ≤ 0}.
The set Ω− ⊂ C is a fundamental domain for the lower halfplane modulo the integers, and will always
be given the quotient topology. We make some remarks about the size and differentiability properties
of e−λtU+eiλ for future reference.
Proposition 7. For each λ with Im(λ) < 0, the operator e−iλtU+eiλt is subject to the following
estimates.
‖e−iλtU+eiλtg‖L2(T×Rn) . |Im(λ)|
−1‖g‖L2(T×Rn)(13)
‖e−iλtU+eiλtg‖L2(T×Rn) . |Im(λ)|
− 1
2 ‖g‖L2(T;L2n/(n+2)(Rn))(14)
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Given two values λ1, λ2, the difference can be expressed as
(15) e−iλ1tU+eiλ1t − e−iλ2tU+eiλ2t = −i(λ1 − λ2)
(
e−iλ1tU+eiλ1t
)(
e−iλ2tU+eiλ2t
)
.
Therefore the family of operators e−iλtU+eiλt possesses the holomorphic derivative
(16)
d
dλ
[
e−iλtU+eiλt
]
= −ie−iλt(U+)2eiλt.
over the domain Im(λ) < 0.
Proof. The estimates (13) and (14) both exploit the facts that U+g(t, x) depends only on χs<tg(s, x),
and that eiλt decays exponentially as t → −∞. To be precise, if g ∈ L2(T × Rn), then the L1tL
2
x
norm of χ(−∞,t)e
iλsg is bounded by |Im(λ)|−1e−Im(λ)t. Similarly, if g ∈ L2(T;L
2n
n+2 (Rn)) then the
L2tL
2n/(n+2)
x norm of χ(−∞,t)e
iλsg is bounded by |Im(λ)|−
1
2 e−Im(λ)t. In either case the propagator
estimates (8) complete the argument.
The difference and derivative formulas can be verified directly, or by expressing U+ according
to its Fourier representation (11). The equivalent identities for resolvents are R−(λ1) − R
−(λ2) =
(λ1 − λ2)R
−(λ1)R
−(λ2) and
d
dλR
−(λ) = R−(λ)2. 
Corollary 6 shows that each T (λ), Im(λ) ≤ 0, is a compact perturbation of the identity. Fur-
thermore, ‖T (λ)−1‖ varies continuously over its domain of definition, is periodic with respect to
translation by Z, and is bounded by 2 once the imaginary part of λ is sufficiently negative. If T (λ)−1
existed everywhere, this would suffice to bound its norm uniformly in λ. By the Fredholm Alterna-
tive, only an eigenvalue or resonance at λ can prevent T (λ) from being invertible. We examine the
structure of these singularities in the following two lemmas.
Lemma 8. Let w ∈ Ln(Rn) and z ∈ L∞(T × Rn). Suppose the operator T (λ0) fails to be invertible
for some λ0 ∈ C with Im(λ0) < 0. Then the solution spaces Nλ0 ⊂ Yλ0 and N˜λ0 ⊂ Yλ¯0 are both
nontrivial and finite dimensional. The set of their initial values, Xλ0 and X˜λ0 , are well defined finite
dimensional subspaces of L2(Rn).
If the orthogonal projection from Xλ0 onto X˜λ0 is bijective, then T (λ) is invertible for every other
λ in a neighborhood of λ0. More precisely,
(17) ‖T (λ)−1(h1 + h2)‖L2(T×Rn) ≤ C(w, z, λ0)(|λ− λ0|
−1‖h1‖ + ‖h2‖)
where h1 = e
−iλ¯0tzwφ˜, φ˜ ∈ N˜λ0 , and h2 belongs to the L
2-orthogonal complement of e−iλ¯0tzwN˜λ0 .
Proof. The operator T (λ0) is a compact perturbation of the identity, and by assumption it is not
invertible. The Fredholm Alternative asserts that T (λ0) has a finite dimensional kernel, a cokernel of
the same dimension, and that it is an invertible map between their respective orthogonal complements.
Every element g ∈ L2(T × Rn) in the kernel of T (λ0) is associated to a prospective eigenfunction
e−iλ0tφ by the relations φ = U+wzeiλ0tg and g = ie−iλ0twφ. Note that wzg ∈ L2(T;L
2n
n+2 (Rn)),
so the mapping estimate (14) implies that e−λ0tφ belongs to L2(T × Rn). That makes e−iλ0tφ an
eigenfunction of K, and φ ∈ Nλ0 by definition. It follows immediately that
kerT (λ0) = e
−iλ0twNλ0 .
In general, a function φ ∈ L2(T× Rn) should not have a meaningful initial value Φ(x) = φ(0, x). On
the other hand, φ solves the inhomogeneous Schro¨dinger equation
(i∂t −∆)φ = −V φ ∈ L
2,loc
t L
2n/(n+2)
x
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from which Duhamel’s formula (averaged over all starting times s ∈ [−2π, 0]) yields
(18)
φ(0, x) = (2π)−1
∫ 0
−2π
(
ei∆sφ(s, x) + i
∫ 0
s
ei∆rV φ(r, x) dr
)
ds
= (2π)−1
(∫ 0
−2π
ei∆sφ(s, x) ds + i
∫ 0
−2π
ei∆r(r + 2π)V ψ(r, x) dr
)
The first integral evaluates to a function in L2(Rn) because ei∆s is unitary and φ ∈ L1,loct L
2
x. The
second integral does likewise, via the dual statement of (8).
Remark 4. Because ker T (λ0) is a finite dimensional space, the norms of g ∈ kerT (λ0) ⊂ L
2(T×Rn)
and φ ∈ Nλ0 ⊂ Yλ0 are equivalent. These norms are also equivalent to the norm of Φ ∈ Xλ0 ⊂ L
2(Rn)
for the same reason.
The image of T (λ0) consists of all functions orthogonal to the kernel of its adjoint, namely
T (λ0)
∗ = I + ie−iλ¯0tzwU−weiλ¯0t.
Every element g˜ in the kernel of T (λ0)
∗ is associated to an eigenfunction e−iλ¯0tφ˜ ∈ N˜λ0 of K˜ by the
relations φ˜ = U−weiλ¯0tg˜ and g˜ = −ie−iλ¯0tzwφ˜. The argument which places φ˜ in N˜λ0 and establishes
the existence of Φ˜ is the same as the one for φ above. We can now express the image of T (λ0) as
(19) image T (λ0) = {g ∈ L
2(T× Rn) : 〈g, e
−iλ¯0tzwφ˜〉 = 0, φ˜ ∈ N˜λ0}.
and the cokernel of T (λ0) as the subspace e
−iλ¯0tzwN˜λ0 . Our next goal is to find an inverse image for
each h1 ∈ coker T (λ0) with respect to the map T (λ), λ 6= λ0.
At first, let g and h be any two functions in L2(T × Rn). By Proposition 7, the scalar restriction
of T (λ) described by
ag,h(λ) = 〈T (λ)g, h〉
is a holomorphic function in the lower halfplane, with derivative
(20) |a′g,h(λ)| = |〈we
−iλt(U+)2eiλtwzg, h〉| . |Im(λ)|−1‖g‖‖h‖.
Now fix a particular h1 = e
−iλ¯0tzwφ˜1 with φ˜1 ∈ N˜λ0 of approximately unit norm, and suppose that
g = e−iλ0twφ, φ ∈ Nλ0 . By construction ag,h1(λ0) = 0 and
a′g,h1(λ0) = −i〈U
+V φ,U−V φ˜1〉 = i〈φ, φ˜1〉
= i
∫ 2π
0
〈φ(t, · ), φ˜1(t, · )〉L2x dt
= 2πi〈Φ, Φ˜1〉L2x
The last line in this chain of equations is a non-selfadjoint version of the unitarity of propagation.
The key property is that φ˜1 solves a Schro¨dinger equation with the potential V .
If the orthogonal projection of Xλ0 onto X˜λ0 is bijective, then there exists a unique unit vector
Φ1 ∈ Xλ0 such that
|〈Φ1, Φ˜1〉| & 1
while 〈Φ1, Φ˜
′〉 = 0 for all Φ˜′ ∈ X˜λ0 orthogonal to Φ˜1.
For the associated function g1 = e
−iλ0twφ1, this provides the lower bound
|ag1,h1(λ)| & |λ− λ0|
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while at the same time
|ag1,h′(λ)| . |λ− λ0|
2
for all unit vectors h′ ∈ coker T (λ0) orthogonal to h1.
Returning to the derivative estimate (20), we observe that∥∥∥T (λ)g1∣∣imageT (λ0)
∥∥∥ . |λ− λ0|.
Switching the roles of g and h gives the bound
|〈T (λ)g, h1 + h
′〉| . |λ− λ0|‖g‖
for every g ∈ L2(T× Rn) and any unit vector h1 + h
′ ∈ coker T (λ0).
Recall that T (λ0) is an invertible map between its co-image and image. By continuity, the re-
strictions of T (λ) to these spaces are uniformly invertible within a small neighborhood of λ0. There-
fore, given g1 as constructed above there exists a unique element g
′(λ) ∈ coimage T (λ0) so that
T (λ)(g1 + g
′(λ)) ∈ coker T (λ0). The norm of g
′(λ) is of order |λ− λ0|.
Let gh1(λ) = g1 + g
′(λ). This is a vector of approximately unit norm that satisfies both
T (λ)gh1(λ) = Ch1(λ− λ0)h1 +O(|λ− λ0|
2)
and also T (λ)gh1(λ) ∈ coker T (λ0). Choose any basis {hj} for coker T (λ0). The desired inverse image
T (λ)−1h1 will be a linear combination (with bounded coefficients) of the functions (λ− λ0)
−1ghj (λ).
For any unit vector h2 ∈ image T (λ0), there exists a unique gh2(λ) in the co-image of T (λ0) so that
T (λ)gh2(λ)− h2 = h
′ ∈ coker T (λ0).
The norms of gh2 and h
′ will be of order 1 and |λ − λ0|, respectively. Thus T (λ)
−1h′, and finally
T (λ)−1h2 = gh2 + T (λ)
−1h′ will both be of bounded norm. 
The fact that Im(λ0) < 0 only played a role to the extent that we relied upon the propagator
estimates of Proposition 7. If λ0 ∈ R instead, these can be replaced with a weaker set of bounds
based on the mapping properties of R−(λ) along the Real axis.
Proposition 9. For each λ ∈ C, Im(λ) ≤ 0, the operator e−iλtU+eiλt is subject to the following
estimates.
‖e−iλtU+eiλtg‖
L
2n
n−2 (Rn;L2(T))
. ‖g‖
L
2n
n+2 (Rn;L2(T))
(21)
‖〈x〉−1e−iλtU+eiλtg‖L2(Rn×T) . ‖〈x〉g‖L2(Rn×T)(21’)
‖e−iλtU+eiλtg‖
L
2n
n−2 (Rn;L2(T))
. ‖〈x〉g‖L2(Rn×T)(21”)
Given two values λ1 6= λ2, the difference can still be expressed as
(15) e−iλ1tU+eiλ1t − e−iλ2tU+eiλ2t = −i(λ1 − λ2)
(
e−iλ1tU+eiλ1t
)(
e−iλ2tU+eiλ2t
)
.
Proof. The order of variables is interchanged from Proposition 7 so that we may work entirely on
the Fourier side with respect to t. By Minkowski’s inequality for mixed norms [14] and Plancherel’s
identity,
‖gˆ‖
ℓ2nL
2n/(n+2)
x
≤ ‖gˆ‖
L
2n/(n+2)
x ℓ2n
= ‖g‖
L
2n
n+2 (Rn;L2(T))
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Following the Fourier characterization of U+ given in (11) leads to the statement of (21),
‖e−iλtU+eiλtg‖
L
2n
n−2 (Rn;L2(T))
= ‖(e−iλtU+eiλtg)ˆ ‖
L
2n/(n−2)
x ℓ2n
≤ ‖(e−iλtU+eiλtg)ˆ ‖
ℓ2nL
2n/(n−2)
x
. ‖gˆ‖
ℓ2nL
2n/(n+2)
x
≤ ‖g‖
L
2n
n+2 (Rn;L2(T))
where the second to last inequality is the uniform L
2n
n+2 → L
2n
n−2 bound for R−(λ+ n), n ∈ Z proved
in [13].
A proof of (21’) which captures the sharp constant is given in [19]. The basic argument is the
same as the one above, however the Hilbert space structure of 〈x〉L2(Rn) and the Plancherel identity
permit precise computation of the various norms. Finally, the statement (21”) is equivalent to the
resolvent bound
(22) ‖R−(τ)ψ‖ 2n
n−2
. ‖〈x〉ψ‖2
uniformly over all Im(τ) ≤ 0. It is conceivable that (22) can be derived directly from the resolvent
estimates in [19] and [13] by factorizing R−(τ) through unweighted L2. Theorem 3.1 of [18] is another
closely related statement, differing only in the weights and regularity of the domain (〈x〉−
1
2
−εH˙−
1
2 (Rn)
versus 〈x〉−1L2(Rn)). We present a complete proof as Lemma 12, in the section devoted to Fourier
analysis. 
Lemma 10. Let w ∈ L2(Rn) and z ∈ L∞(T× Rn). Suppose the operator T (λ0) fails to be invertible
at λ0 ∈ R and that neither K nor K has a resonance at λ0. The solution spaces Nλ0 ⊂ Yλ0 and
N˜λ0 ⊂ Yλ0 are nontrivial and finite dimensional, and their initial values form finite dimensional
subspaces Xλ0 , X˜λ0 ⊂ L
2(Rn).
If the orthogonal projection from Xλ0 onto X˜λ0 is bijective, and if the spaces e
−iλ0tNλ0 and
e−iλ0tN˜λ0 are both contained in L
2n
n+2 (Rn;L2(T))+ 〈x〉−1L2(Rn×T), then T (λ) is invertible for every
other λ in the lower halfplane sufficiently close to λ0, with the norm estimate
(23) ‖T (λ)−1(h1 + h2)‖L2(T×Rn) ≤ C(w, z, λ0)(|λ− λ0|
−1‖h1‖ + ‖h2‖).
In this expression h1 ∈ e
−iλ0tzwN˜λ0 , and h2 belongs to the L
2-orthogonal complement of e−iλ0tzwN˜λ0 .
Proof. As in Lemma 8, one determines that each g ∈ ker T (λ0) is associated with an eigenfunction
φ ∈ Nλ0 by the relations φ = U
+eiλ0twg and g = ie−iλ0tzwφ. Because the available estimate (21) for
U+ does not map into L2(Rn × T), the extra assumption that λ0 is not a resonance is required in
order to place φ ∈ Nλ0 . It then follows that ker T (λ0) = e
iλ0twNλ0 and coker T (λ0) = e
−iλ0tzwN˜λ0 .
The next step is again to evaluate T (λ)−1h1 for h1 ∈ coker T (λ0) using the function ag,h(λ) =
〈T (λ)g, h〉 as a guide. While ag,h(λ) is holomorphic inside the lower halfplane, in general one expects
it to be merely continuous at the boundary, based on Corollary 6.
Better behavior occurs locally if h ∈ coker T (λ0). Choose any h1 = e
−iλ0tzwφ˜1, φ˜1 ∈ N˜λ0 . By
construction, ag,h1(λ0) = 0, and the statements in Proposition 9 imply the local Lipschitz bound
|ag,h1(λ)| = |λ− λ0||〈wzg, e
−iλtU−ei(λ−λ0)tφ˜1〉|
. |λ− λ0|‖g‖L2(Rn×T)‖e
−λ0tφ˜1‖
L
2n
n+2 (Rn;L2(T))+〈x〉−1L2(Rn×T)
for all λ in the lower halfplane. A similar bound holds for ag1,h(λ), where g1 ∈ kerT (λ0) and h is any
vector in L2(Rn×T). We do not claim any differentiability unless both g = e−iλ0wφ ∈ kerT (λ0) and
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h1 ∈ coker T (λ0). In that case,
ag,h1(λ) = (λ− λ0)〈e
−iλ0tφ, e−iλtU−eiλtwh1〉
= i(λ− λ0)〈φ, φ˜1〉 + (λ− λ0)
2〈e−iλ0tφ, e−iλtU−ei(λ−λ0)tφ˜1〉
= 2πi(λ− λ0)〈Φ, Φ˜1〉L2x
+O
(
|λ− λ0|
2‖e−iλ0tφ‖‖e−iλ0tφ˜1‖
)
.
The norms in the last line can be taken with respect to L
2n
n+2 (Rn;L2(T)) + 〈x〉−1L2(Rn × T), since
e−iλtU−eiλt maps this space to its dual (see Proposition 9). Once again the finite dimensionality of
Nλ0 and N˜λ0 makes every norm space for e
−iλ0tφ equivalent to ‖g‖L2(Rn×T) and similarly for φ˜1 and
h1.
If the projection of Xλ0 onto X˜λ0 is bijective, then for a fixed unit vector h1 ∈ coker T (λ0) there
exists a unique unit vector g1 ∈ ker T (λ0) with the properties
|〈T (λ)g1, h1〉| & |λ− λ0|∥∥∥T (λ)g1∣∣imageT (λ0)
∥∥∥ . |λ− λ0|
|〈T (λ)g1, h
′〉| . |λ− λ0|
2
for all λ in a small neighborhood of λ0 in the lower halfplane, and all unit vectors h
′ ∈ coker T (λ0)
orthogonal to h1.
From this point onward one can follow the proof of Lemma 8 exactly. By continuity, T (λ) is an
invertible map between the co-image and image of T (λ0). Given g1 with the properties above there
exists a unique g′(λ) ∈ coimage T (λ0) with ‖g
′(λ)‖ . |λ− λ0| so that T (λ)(g1 + g
′(λ)) ∈ coker T (λ0).
The combined vector gh1(λ) = g1 + g
′(λ) is still of approximately unit norm and satisfies
T (λ)gh1(λ) = Ch1(λ− λ0)h1 +O(|λ− λ0|
2)
with the error lying entirely in coker T (λ0). After choosing a (finite) basis for coker T (λ0), the true
inverse T (λ)−1h1 is a linear combination of (λ− λ0)
−1ghj (λ).
The inverse image of h2 ∈ image T (λ0) is first approximated by considering the restricted operator
T (λ) : coimage T (λ0) → image T (λ0). This may produce an error h
′ ∈ coker T (λ0) which can be
removed via a correction of size proportional to that of h2. 
Corollary 11. Let V = w2z be a complex potential in L
n/2
x L∞t . Suppose the associated Floquet
operators K and K have no resonances on the real axis, that condition (C1) is satisfied at every real
eigenvalue, and condition (C3) at every eigenvalue.
Then K has finitely many eigenvalues λj , counted with multiplicity, inside the strip λ ∈ Ω
−.
Similarly, K has only the eigenvalues λ¯j in the reflected strip Ω
+ = {λ¯ : λ ∈ Ω−}.
For all λ ∈ Ω−, the action of T (λ)−1 is governed by the bound
‖T (λ)−1g‖L2(T×Rn) . ‖g‖L2(T×Rn) +
∑
j
|1 + i cot π(λ− λj)|
∣∣∣∣
∫ 2π
0
〈g, e−iλ¯tzwφ˜j〉L2x dt
∣∣∣∣
= ‖g‖L2(T×Rn) +
∑
j
|1 + i cot π(λ− λj)|
∣∣∣〈g, e−iλ¯tzwφ˜j∣∣t∈[0,2π]
〉
L2tL
2
x
∣∣∣(24)
where φ˜j ∈ N˜λj enumerate the linearly independent eigenvectors of K with eigenvalues in Ω
+.
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Proof. The continuity and norm-decay properties of Corollary 6 imply that T (λ)−1 is invertible for
all λ in an open subset of Ω−, with uniform bounds once Im(λ) is sufficiently large. Its complement is
therefore compact in Ω−. If conditions (C1) and (C3) are satisfied, then Lemmas 8 and 10 show that
the complement is discrete as well, making it a finite set. At each point where T (λ)−1 fails to exist,
the corresponding eigenvalues of K and K have finite multiplicity as a consequence of the Fredholm
Alternative.
For the quantitative statement, first recall that T (λ + 1) = e−itT (λ)eit. This makes ‖T (λ)−1‖
periodic with respect to integer translations. A finite number of local statements such as (17) and (23)
is sufficient to completely categorize the singularities of T (λ)−1 in the entire lower halfplane.
The conclusion (24) rewrites these local bounds to make them periodic and gathers them into
a finite sum. For example the single pole (λ − λj)
−1 is replaced with a cotangent function. The
alterations to the inner product are designed to express projection onto the cokernel of T (λ) as a
periodic operation. Note that coker T (λ + 1) = e−itcoker T (λ) for every λ, and Nλ+1 = Nλ exactly.
In the neighborhood of λj we have the estimate∫ 2π
0
〈g, e−i(λ¯−λ¯j)th〉L2x dt = 〈g, h〉L2(T×Rn) +O(|λ− λj |)‖g‖2‖h‖2
and it is bounded everywhere by (1 + e2πIm(λj−λ))‖g‖2‖h‖2. Choosing a specific unit vector hj gives
us
|1 + i cot π(λ− λj)|
∣∣∣∣
∫ 2π
0
〈g, e−i(λ¯−λ¯j)thj(t, · )〉L2x dt
∣∣∣∣
= sup
m∈Z
1
π|λ− (λj +m)|
∣∣〈g, e−imthj〉L2(T×Rn)∣∣+O(‖g‖)
in each neighborhood of λj + Z and it is bounded by ‖g‖ over the remainder of Ω
−. (To construct
the global bound we have used the fact that |1 + i cot π(λ)| ∼ e2πIm(λ) as Im(λ) → −∞.) Taking
hj = e
−iλ¯jtzwφ˜j , the expression in (24) is seen to possess the same poles as (17) and (23) near each
point λj + Z and the appropriate global bound away from these singularities. 
4. Proof of Theorem 1
Based on the solution formula (9), it suffices to show that (I − iwU+wz)−1wU+f ∈ L2tL
2
x, with
support on the time halfline t ∈ [0,∞). The method of choice is suggested by (12), namely to
demonstrate the finiteness of
sup
µ≤0
‖eµt(I − iwU+wz)−1wU+f‖2L2tL2x
= sup
µ≤0
∫ 1
0
‖T (λ′ + iµ)−1e−i(λ
′+iµ)tPλ′+iµwU
+f‖2L2(T×Rn) dλ
′
= sup
µ≤0
∫ 1
0
‖T (λ′ + iµ)−1e−iλ
′tPλ′e
µtwU+f‖2L2(T×Rn) dλ
′.
Using the inequality (24) to control the behavior of T (λ′ + iµ)−1, we are left to show that∫ 1
0
‖Pλ′e
µtwU+f‖22 dλ
′
+
∑
j
∫ 1
0
|1 + i cot π(λ′ − λ′j + i(µ − µj))|
2
∣∣∣〈eµtU+f, Pλ′(e−µtV φ˜j∣∣t∈[0,2π])
〉
L2tL
2
x
∣∣∣2 dλ′ . ‖f‖22(25)
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uniformly in µ ≤ 0. To write things in this form we have taken advantage of the facts that Pλ′ is
self-adjoint on L2tL
2
x and commutes with pointwise multiplication by w(x).
The first integral above is exactly ‖eµtwU+f‖2
L2tL
2
x
. ‖f‖2 as a result of the Plancherel identity (10)
and the free Strichartz inequality (8). The second integral appears more complicated, but it is also
evaluated (separately for each j) using Plancherel’s identity in the λ′ variable. Designate by bj,µ(λ
′)
the function
(26) bj,µ(λ
′) =
[
1 + i cot π(λ′ − λ′j + i(µ− µj))
]〈
eµtU+f, Pλ′
(
e−µtV φ˜j
∣∣
t∈[0,2π]
)〉
L2xL
2
t
.
The desired bound (25) is achieved by showing that
‖bj,µ‖L2([0,1]) ≤ Cj‖f‖2
for each j and all µ ≤ 0.
Let k ∈ Z be the Fourier variable dual to λ′. Given any function g ∈ L2tL
2
x and a multiplier M(λ
′),
the inverse Fourier transform of M(λ′)Pλ′g has the form
(MPλ′ )ˇ g(k, t, x) =
∑
m∈Z
Mˇ(k −m)g(t+ 2πm, x).
Integration inside the infinite sum is justified in the same manner as the Fourier inversion formula. The
fact that Pλ′ resides in the conjugate-linear half of an inner product creates some minor bookkeeping
issues. When we wish to find the inverse Fourier transform of a function B(λ′) =M(λ′)〈F,Pλ′g〉, the
end result is instead
Bˇ(k) =
∑
m∈Z
〈F, Mˇ (k +m)g(t+ 2πm, x)〉.
The multiplier of interest, M(λ′) = 1+ i cot π(λ′−λ′j+ i(µ−µj)), has as its inverse Fourier transform
(27) Mˇ(k) =
(
e2πiλ
′
je2π(µ−µj )
)k
×
{
−2
∣∣
k≥1
if µ ≤ µj
2
∣∣
k≤0
if µ > µj
We have chosen to handle the case µ = µj by analytic continuation from µ < µj rather than as a
principal value. For our purposes the distinction is irrelevant, as the inner product in (25) will be
made to vanish wherever there is a singularity of the cotangent function.
We are now prepared to evaluate ‖bj,µ‖2. First consider the case µ ≤ µj . Applying the top line
from (27) to the function g(t, x) = e−µtV φ˜jχt∈[0,2π] and recalling the periodicity relation for φ˜j yields
Bˇ(k) = −2
(
e−2πiλ
′
je2π(µ−µj )
)k〈
F, e−µtV φ˜j
∣∣
t≤2πk
〉
.
After substituting F (t, x) = eµtU+f into this expression, Plancherel’s identity tells us that
(28) ‖bj,µ‖
2
L2([0,1]) =
∑
k∈Z
4e4π(µ−µj )k
∣∣∣〈f, U−(V φ˜j∣∣t≤2πk)(0, · )〉L2(Rn)
∣∣∣2.
The support of U−(V φ˜j
∣∣
t≤2πk
) is contained within the time interval t ∈ (−∞, 2πk], therefore the
inner product vanishes for each k ≤ 0 (It vanishes when k = 0 because of local L2 continuity). For
each k ≥ 1 we use the eigenvector property φ˜j = U
−V φ˜j and the periodicity of e
−iλ¯jtφ˜j to assert that
U−
(
V φ˜j
∣∣
t≤2πk
)
(0, · ) =
[
U−(V φ˜j)− U
−
(
V φ˜j
∣∣
t>2πk
)]
(0, · )
= Φ˜j − e
2πiλ¯jke2πik∆Φ˜j
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with the conclusion
‖bj,µ‖
2
L2([0,1]) ≤ 8
∑
k≥1
e4π(µ−µj )k|〈f, Φ˜j〉|
2 + 8
∑
k≥1
e4πµk|〈f, e2πik∆Φ˜j〉|
2
. |µ− µj |
−1|〈f, Φ˜j〉|
2 + |µ|−1‖f‖22‖Φ˜j‖
2
2.
If µj < 0, then we have shown that ‖bj,µ‖ . |µj|
−1/2‖f‖ for all f ∈ L2(Rn) orthogonal to Φ˜j and all
µ ≤ µj. The extra assumption (C2) is unnecessary in this case.
The calculations are more delicate when µj = 0 because the unitarity of e
2πik∆ on L2 does not
provide a satisfactory estimate of the inner product. In its place we use the bound
(29)
∑
k∈Z
|〈e−2πik∆f, ψ〉|2 . ‖f‖22‖ψ‖
2
〈x〉−1L2+W 1,2n/(n+2)
,
which is proved as Lemma 14 in the last section. This is essentially a discrete-time version of more
familiar Kato smoothing estimates∫
R
|〈e−it∆f, ψ〉|2 dt . ‖f‖22‖ψ‖
2
〈x〉−1L2+L2n/(n+2)
gathered from [19] and [18]. It is worth re-iterating that Φ˜j has approximately unit norm in any space
that contains the finite-dimensional subspace X˜λj .
The remaining case µj < µ ≤ 0 is treated similarly. The same sequence of computations using the
appropriate case of (27) leads to the identity
‖bj,µ‖
2
L2([0,1]) =
∑
k∈Z
4e4π(µ−µj )k
∣∣∣〈f, U−(V φ˜j∣∣t≥2πk)(0, · )
〉
L2(Rn)
∣∣∣2.
This time the properties of φ˜j simplify the inner product so that
‖bj,µ‖
2
L2([0,1]) = 4
∑
k≤0
e4π(µ−µj )k|〈f, Φ˜j〉|
2 + 4
∑
k≥1
e4πµk|〈f, e2πik∆Φ˜j〉|
2
. |µ− µj |
−1|〈f, Φ˜j〉|
2 + ‖f‖22‖Φ˜j‖
2
〈x〉−1L2+W 1,2n/(n+2)
.
This concludes the proof of Theorem 1, with the exception of the technical lemmas whose proofs are
postponed until the last section.
5. Fourier Analysis
In this section we prove the various technical estimates employed during the proof of Theorem 1. A
recurring theme will be the use of Fourier restriction theorems, with particular emphasis on whether
the restriction to a sphere varies smoothly with respect to changes in radius.
Lemma 12. The resolvents R−(τ) observe the following inequality
(22) ‖R−(τ)ψ‖ 2n
n−2
. ‖〈x〉ψ‖2
with a constant that is uniform over the closed halfplane Im(τ) ≤ 0.
Proof. Let ψˆr(ω) = ψˆ(r, ω) indicate the restriction of ψˆ to the sphere with radius r. Since we have
assumed that 〈x〉ψ ∈ L2(Rn), the radial derivative ∂rψˆr(ω) = ∇ψˆ(x) ·
x
|x| is square-integrable with
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respect to spherical coordinates. Combined with the convexity of norms, this means∫ ∞
0
rn−1
( d
dr
[
‖ψˆr‖L2(Sn−1)
])2
dr ≤
∫ ∞
0
rn−1‖∂rψˆr(ω)‖
2
L2(Sn−1) dr(30)
. ‖〈x〉ψ‖22.
The left-hand side is a weighted L2 norm of the derivative of ‖ψˆr‖. Hardy’s inequality (or the Schur
test when n ≥ 4) then gives a weighted L2 estimate for ‖ψˆ‖ itself,∫ ∞
0
rn−3‖ψˆr‖
2
L2(Sn−1) dr . ‖〈x〉ψ‖
2
2,
which is in effect a bound on ‖(−∆)−
1
2ψ‖2. Applying the L
p fractional integration bound for (−∆)−
1
2
on top of this leads to the conclusion
(31) ‖R−(0)ψ‖ 2n
n−2
= Cn‖ψ ∗ |x|
2−n‖ 2n
n−2
. ‖〈x〉ψ‖2.
Applying the Cauchy-Schwartz inequality to (30) gives a pointwise bound for ‖ψˆr‖ instead.
(32) ‖ψˆr‖L2(Sn−1) . r
1−n
2 ‖〈x〉ψ‖2.
The resolvent R−(λ) multiplies Fourier transforms by (|ξ|2−λ)−1. If Re(λ) < |Im(λ)| then standard
estimates show that the convolution kernel of R−(λ) is bounded pointwise by |x|2−n, uniformly in λ
over this range. The conclusion of the lemma is verified by taking absolute values and applying (31).
The case Re(λ) > |Im(λ)| requires more care. Let χ be a smooth function identically equal to 1 on
[12 , 2] and supported on [
1
4 , 4]. Decompose the resolvent into two pieces,
(R1ψ)ˆ (ξ) =
(
1− χ
(
|Re(λ)|−
1
2 |ξ|
))
(|ξ|2 − λ)−1ψˆ(ξ)
(R2ψ)ˆ (ξ) = χ
(
|Re(λ)−
1
2 |ξ|
)
(|ξ|2 − λ)−1ψˆ(ξ)
The convolution kernel associated to R1 is again controlled pointwise by |x|
2−n, making it subject to
the same bound as in (31).
Each restriction of φˆ to the sphere radius r makes the contribution
(ψˆr )ˇ (x) = (2π)
−nrn−1
∫
Sn−1
eirx·ωψˆr(ω) dω
toward the original function ψ. Once the normalization is taken into account, the Stein-Tomas
theorem [21] indicates that
(33) ‖(ψˆr )ˇ ‖ 2n
n−2
. r
n
2 ‖ψˆr‖L2(Sn−1)
Set r0 = |Re(λ)|
1
2 and write out ψˆr = (ψˆr − ψˆr0)+ ψˆr0 . This splits R2ψ into the sum of two pieces.
R2ψ(x) =
∫ 4r0
r0
4
χ
(
r
r0
)
(r2 − λ)−1
(
ψˆr − ψˆr0
)ˇ
(x) dr
+
∫ 4r0
r0
4
(
r
r0
)n−1
χ
(
r
r0
)
(r2 − λ)−1(ψˆr0 )ˇ
(
r0
r x
)
dr
=I1 + I2.
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For the first integral, (30) shows that r(n−1)/2ψˆr, viewed as a L
2(Sn−1)-valued function of r, has
a square-integrable weak derivative. Therefore ψˆr is Ho¨lder-continuous of order 1/2 in the interval
r ∈ [ r04 , 4r0], with constant r
(1−n)/2
0 ‖〈x〉ψ‖2. Combined with (33) this shows
‖I1‖ 2n
n−2
.
(∫ 4r0
r0
4
r
n
2 r
1−n
2
0
|r − r0|
1/2
|r2 − λ|
dr
)
‖〈x〉ψ‖2
. r
1/2
0
( ∫ 4r0
r0
4
|r − r0|
1/2
|r2 − r20|
dr
)
‖〈x〉ψ‖2 . ‖〈x〉ψ‖2.
The primary estimate for I2 is that
‖(ψˆr0 )ˇ ‖ 2n
n−2
. r0‖〈x〉ψ‖2
by virtue of (32) and (33). After a suitable change of variables, this function can be transformed into
I2 via a singular integral operator that preserves L
p norms. The proposition below completes the
proof. 
Proposition 13. Given the cutoff χ as defined above and any λ = r20+ iµ with |µ| ≤ r
2
0, the operator
Sg =
∫ 4r0
r0
4
(
r
r0
)n−1
χ
(
r
r0
)
(r2 − λ)−1g
(
r0
r x
)
dr
satisfies the bounds ‖Sg‖p ≤ Cpr
−1
0 ‖g‖p for every 1 < p <∞.
Proof. Consider the logarithmic spherical coordinates (s, ω) ∈ R × Sn−1 defined by s = log |x| and
ω = x|x| . The Jacobian factor transforms the L
p norms according to the rule
‖g‖pp =
∫
Sn−1
∫
R
|g(s, ω)|pens dsdω =
∫
Sn−1
‖g( · , ω)‖pLp(ens ds) dω.
In these coordinates the action of S takes place entirely along the s variable. Let ρ = log( rr0 ). Then
Sg(s, ω) = r−10
∫ log 4
− log 4
enρχ(eρ)
g(s − ρ, ω)
e2ρ − (1 + iµ/r20)
dρ
= r−10 g ∗
[
enρχ(eρ)
e2ρ − (1 + µ/r20)
]
(s, ω)
where the convolution takes place in the s variable only. This is a Caldero´n-Zygmund singular integral
which can be controlled by the Hilbert transform independently of the value of µ. The unweighted
bounds for the Hilbert transform apply here (despite the fact that ens belongs to no Ap class) because
the convolution kernel is supported in [−2, 2] and the exponential function is essentially constant over
any interval of similar length. 
Lemma 14. The propagator of the free Schro¨dinger equation obeys the sampling estimates
(34)
∑
k∈Z
|〈e−2πik∆f, ψ〉|2 . ‖f‖22 ‖ψ‖
2
〈x〉−1L2
∑
k∈Z
|〈e−2πik∆f, ψ〉|2 . ‖f‖22 ‖ψ‖
2
L2∩L2n/(n+2)∩W˙α,2γ/(γ+2)
,
provided γ ∈ [n+12 , n+ 1] and α+
1
γ > 1.
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Proof. For each k the inner product 〈e−2πik∆f, ψ〉 represents the integral
(2π)−
n
2
∫ n
R
fˆ(ξ)ψˆ(ξ)e2πik|ξ|
2
dξ = (2π)−
n
2
∫ ∞
0
s
n−2
2
∫
Sn−1
fˆ(s, ω)ψˆ(s, ω)e2πiks dωds
where (s, ω) are the spherical coordinates s = |ξ|2, ω = x|x| . This in turn describes (up to constants)
the kth Fourier coefficient of the periodic function
∑
m F (s+m), where
F (s) = (s)
n−2
2
∫
Sn−1
fˆ(s, ω)ψˆ(s, ω) dω.
We are therefore concerned with finding conditions on ψ that lead to
∑
m F (s + m) belonging to
L2([0, 1]). It would be sufficient to show instead that F ∈ ℓ1m(L
2([m,m+ 1])).
Plancherel’s identity dictates that s(n−2)/4fˆ(s, ω) is an element of ℓ2mL
2([m,m + 1];L2(Sn−1)).
Bounds of the type (34) will follow provided that s(n−2)/4ψˆ belongs to ℓ2mL
∞([m,m+ 1];L2(Sn−1)).
Taking ψˆs to be the restriction of ψˆ to the sphere |ξ|
2 = s, we wish to show that∑
m≥0
sup
s∈[m,m+1]
s
n−2
2 ‖ψˆs‖
2
L2(Sn−1)
is controlled by the norm of ψ in a space of our choosing.
Suppose ψ ∈ 〈x〉−1L2. Changing variables from r to s in (30) leads to the derivative estimates
(35)
∫ ∞
0
s
n
2
( d
ds
[
‖ψˆs‖L2(Sn−1)
])2
ds . ‖〈x〉ψ‖22.
Local differences are estimated by the mean value theorem and Cauchy-Schwartz. For any pair of
points s1, s2 ∈ [m,m+ 1],∣∣∣‖s(n−2)/41 ψˆs2‖ − ‖s(n−2)/42 ψˆs1‖∣∣∣2 ≤
∫ m+1
m
( d
ds
[
s(n−2)/4‖ψˆs‖L2(Sn−1)
])2
ds
≤ 2
∫ m+1
m
s
n−6
2 ‖ψˆs‖
2 + s
n−2
2
( d
ds
‖ψˆs‖
)2
ds
The L∞ norm of a positive function over a unit interval is controlled by its integral and the variation
of its values, hence
(36)
∑
m≥1
sup
s∈[m,m+1]
s
n−2
2 ‖ψˆs‖
2 ≤
∑
m≥1
∫ m+1
m
(
s
n−2
2 + 2s
n−6
2 ‖ψˆs‖
2 + 2s
n−2
2
( d
ds
‖ψˆs‖
)2
ds
.
∫ ∞
1
s
n−2
2 ‖ψˆs‖
2 ds +
∫ ∞
1
s
n
2
( d
ds
[
‖ψˆs‖
])2
ds
. ‖ψ‖22 + ‖〈x〉ψ‖
2
2
by Plancherel and (35), respectively. The supremum over the interval s ∈ [0, 1] is controlled separately
by the estimate
s
n−2
4 ‖ψˆs‖ ≤ s
n−2
4
∫ ∞
s
∣∣∣ d
ds
[
‖ψˆs‖
]∣∣∣ ds . (∫ ∞
s
s
n
2
∣∣∣ d
ds
[
‖ψˆs‖
]∣∣∣2 ds)1/2
. ‖〈x〉ψ‖2
which is a combination of Cauchy-Schwartz and (35).
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For the second statement, the condition ψ ∈ L2n/(n+2) is most important in the interval s ∈ [0, 1]
and the Sobolev regularity condition plays a major role as s → ∞. It is clearly necessary to have
ψ ∈ L2, otherwise the inner product in (34) could be undefined for one or more values of k.
The dual statement to (33), when normalized with the correct factor of rn−1 indicates that
s(n−2)/4‖ψˆs‖ . ‖ψ‖ 2n
n+2
for all s > 0. In particular, the supremum over s ∈ [0, 1] is bounded in
this manner.
The fact that ψ ∈ L2 implies that s(n−2)/4‖ψˆx‖
2 is integrable. Controlling its L∞ norm on a unit
interval in terms of its L1 norm generally requires some degree of continuity. In the previous case we
were able to infer differentiability of ψˆs from the polynomial weighted decay of ψ. With ψ merely
belonging to an Lp space, it may still be true that ψˆ is continuous, but the modulus of continuity
is not determined by ‖ψ‖ alone. We exploit the observation (also used in [4]), that the norm of ψˆs
varies smoothly even when the restrictions themselves do not.
Proposition 15. Let γ ∈ [n+12 , n+1]. The Fourier restrictions of ψ ∈ L
2γ
γ+2 (Rn) satisfy the continuity
bound
(37) m
n−2
2
(
‖ψˆs1‖
2 − ‖ψˆs2‖
2
)
.
( |s1 − s2|n+1−γ
m
)1/γ
‖ψ‖22γ
γ+2
for every pair s1, s2 ∈ [m,m+ 1], m ≥ 1.
The power of |s1 − s2| does not matter much so long as it is nonnegative. Of considerably greater
interest is the factor of m−1/γ , as it contributes meaningfully to the bound∣∣∣‖s(n−2)/41 ψˆs1‖2 − ‖s(n−2)/42 ψˆs2‖2∣∣∣ . (m−(α+ 1γ ) +m−(α+2−nγ ))‖ψ‖2W˙α,2γ/(γ+2)
for each pair s1, s2 ∈ [m,m + 1], m ≥ 1. The first term is derived from (37), and the second (which
is dominated by the first) from the Stein-Tomas theorem. As before, the L∞ norm of a function on
a unit interval is controlled by the its L1 norm and the diameter of its image. Consequently,∑
m≥0
sup
s∈[m,m+1]
‖s(n−2)/4ψˆs‖
2 . ‖ψ‖22n
n+2
+
∑
m≥1
(∫ m+1
m
s(n−2)/2‖ψˆs‖
2 ds +m−(α+
1
γ
)‖ψ‖2
W˙α,2γ/(γ+2)
)
. ‖ψ‖22n
n+2
+ ‖ψ‖2
W˙α,2γ/(γ+2)
+
∫ ∞
1
s(n−2)/2‖ψˆs‖
2 ds
= ‖ψ‖22n
n+2
+ ‖ψ‖2
W˙α,2γ/(γ+2)
+ ‖ψ‖22
provided the sum of m−(α+1/γ) is convergent. 
Proof of Proposition 15. On each interval [m,m + 1] the function s(n−2)/4 can be replaced by the
constant m(n−2)/4. Recalling the proof of the Stein-Tomas theorem, Fourier restriction to the sphere
is described by a convolution operator, with the TT ∗ estimate
(38) ‖ψˆs‖
2 = Cn
∫
R2n
f(x)K
(
s
1
2 (x− y)
)
f(y) dxdy.
The kernel is an oscillatory function bounded pointwise by |K(z)| . 〈z〉−(n−1)/2. The related function
K˜(z) = zK ′(z) is also oscillatory, and bounded pointwise by 〈z〉−(n−3)/2. If f is a Schwartz function
it is permissible to differentiate (38) with respect to s, obtaining
d
ds
(
‖ψˆs‖
2
)
= Cns
−1
∫
R2n
f(x)K˜
(
s
1
2 (x− y)
)
f(y) dxdy.
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The same interpolation argument that proves the Stein-Tomas theorem also suffices to show that
convolution with K˜ is a bounded operator from L(2n+2)/(n+5)(Rn) to its dual space L(2n+2)/(n−3)(Rn).
Combining this with the usual restriction estimate and scaling appropriately,
m(n−2)/2
∣∣∣‖ψˆs1‖2 − ‖ψˆs2‖2∣∣∣ . max(m1/(n+1)‖f‖22n+2
n+3
, m2/(n+1)|s1 − s2|‖f‖
2
2n+2
n+5
)
.
These represent the cases γ = n + 1 and γ = n+12 , respectively. The intermediate cases follow from
Riesz-Thorin interpolation, noting that the norm of a self-adjoint linear operator agrees with the
extremal value of its quadratic form. 
Remark 5. The proof of Lemma 14 hinges on placing the spherical restrictions of ψˆ inside a mixed-
norm space ℓ2(L∞) with respect to the radial variable. This consists of three essentially independent
requirements.
1. Because of the embedding ℓ2(L∞) ⊂ ℓ2(L2) and the Plancherel identity, we must have ψ ∈ L2.
This is the only way to produce ℓ2 decay as m→∞.
2. Since ℓ2(L∞) also embeds into ℓ∞(L∞), the normalized restrictions s(n−2)/4ψˆs must be uni-
formly bounded, in particular as s→ 0. This is achieved so long as ψ belongs to either of the
spaces 〈x〉−1L2 or L2n/(n+2).
3. The norm of the restrictions must also be sufficiently continuous so that the ℓ2(L2) bound
implied by the first item can be improved into ℓ2(L∞).
Proposition 15 provides one estimate for the modulus of continuity of ‖ψˆs‖
2 based on the
Stein-Tomas restriction theorem. Another estimate, based on L2 trace properties, is available
when 〈x〉βψ ∈ L2 for some β > 12 . The latter bounds are well known from the proof of the
limiting absorption principle [16] and spectral theory of Schro¨dinger operators.
The norm spaces in the statement of Proposition 15 were chosen to meet these requirements entirely
with weights, or entirely with homogeneous Lp conditions, respectively. To create a more compre-
hensive list, one can mix and match the two approaches in any combination. A precise but unwieldy
formulation is presented below.
Proposition 16. The propagator of the free Schro¨dinger equation obeys the sampling estimates∑
k∈Z
|〈e−2πik∆f, ψ〉|2 . ‖f‖2‖ψ‖
where the norm of ψ is taken in the interpolation space
ψ ∈ L2 ∩
(
〈x〉−1L2 + L
2n
n+2
)
∩
(
〈x〉−
1
2
−εL2 + W˙
n
n+1
+ε, 2n+2
n+3 + W˙
n−1
n+1
+ε, 2n+2
n+5
)
.
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