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Abstract
In this thesis we design and analyze algorithms for various facility location and clustering problems.
The problems we study are NP-HARD and therefore, assuming P 6= NP, there do not exist polynomial time
algorithms to solve them optimally. One approach to cope with the intractability of these problems is
to design approximation algorithms which run in polynomial-time and output a near-optimal solution
for all instances of the problem. However these algorithms do not always work well in practice. Often
heuristics with no explicit approximation guarantee perform quite well. To bridge this gap between
theory and practice, and to design algorithms that are tuned for instances arising in practice, there is an
increasing emphasis on beyond worst-case analysis. In this thesis we consider both these approaches.
In the first part we design worst case approximation algorithms for UNIFORM SUBMODULAR FACILITY
LOCATION (USFL), and CAPACITATED k-CENTER (CAPKCENTER) problems. USFL is a generalization of
the well-known UNCAPACITATED FACILITY LOCATION problem. In USFL the cost of opening a facility is a
submodular function of the clients assigned to it (the function is identical for all facilities). We show
that a natural greedy algorithm (which gives constant factor approximation for UNCAPACITATED FACILITY
LOCATION and other facility location problems) has a lower bound of Ω(log n), where n is the number
of clients. We present an O(log2 k) approximation algorithm where k is the number of facilities. The
algorithm is based on rounding a convex relaxation. We further consider several special cases of the
problem and give improved approximation bounds for them. The CAPKCENTER problem is an extension
of the well-known k-center problem: each facility has a maximum capacity on the number of clients
that can be assigned to it. We obtain a 9-approximation for this problem via a linear programming (LP)
rounding procedure. Our result, combined with previously known lower bounds, almost settles the
integrality gap for a natural LP relaxation.
In the second part we consider several well-known clustering problems like k-center, k-median,
k-means and their corresponding outlier variants. We use beyond worst-case analysis due to the practical
relevance of these problems. In particular we show that when the input instances are 2-perturbation
resilient (i.e. the optimal solution does not change when the distances change by a multiplicative factor
of 2), the LP integrality gap for k-center (and also asymmetric k-center) is 1. We further introduce
a model of perturbation resilience for clustering with outliers. Under this new model, we show that
previous results (including our LP integrality result) known for clustering under perturbation resilience
also extend for clustering with outliers. This leads to a dynamic programming based heuristic for k-means
with outliers (k-MEANS-OUTLIER) which gives an optimal solution when the instance is 2-perturbation
resilient. We propose two more algorithms for k-MEANS-OUTLIER— a sampling based algorithm which
gives an O(1) approximation when the optimal clusters are not “too small”, and an LP rounding algorithm
which gives an O(1) approximation at the expense of violating the number of clusters and outliers by a
small constant. We empirically study our proposed algorithms on several clustering datasets.
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Chapter 1
Introduction
Many real-world problems, such as warehouse placement, routing vehicles, scheduling jobs, can
be modeled as discrete optimization problems. Unfortunately, many of these problems are NP-HARD.
Thus, unless P = NP, there do not exist efficient (polynomial time) algorithms to solve them optimally. A
common approach to designing efficient algorithms for NP-HARD problems is to relax the requirement of
finding an optimal solution. Such algorithms, known as approximation algorithms, run in polynomial
time, but instead of producing the optimal solution, they return a feasible solution which is guaranteed to
be near-optimal, i.e., a solution whose value is within a small multiplicative factor (called approximation
ratio) of the optimum value. Approximation algorithms have been extensively studied for a wide variety
of NP-HARD problems [101,105].
For several NP-HARD problems, in practice, heuristics often return exceptionally good solutions,
which are much closer to the optimal solution than indicated by the best approximation guarantees
known for these problems. One reason is that worst-case or hard instances are often contrived and may
not arise in real applications. Thus worst-case analysis is often overly pessimistic of an algorithm’s
performance on typical instances or real world instances. The motivation to better understand real
instances, and design algorithms by exploiting the structural properties of these instances has inspired
the so-called beyond worst-case analysis of algorithms (BWCA). In a rapidly developing line of work
by the algorithms community, various models have been proposed to abstract real instances, such as,
input being generated from some distribution or optimal solution being significantly better than other
candidate solutions. Algorithms have been proposed for these models and have led to numerous positive
results [96].
In this thesis we consider discrete optimization problems through the lenses of both worst-case and
beyond worst-case analysis. The problems we consider can be broadly categorized as the facility location
(FL) problems. FL problems form an important class of combinatorial optimization problems and have
been widely studied in computer science and operations research since the early 1960’s. These problems
can be characterized by four common elements:
• A set of locations where facilities may be opened. There can be a cost associated with opening a
facility – called facility cost.
• A set of clients which need to be served. There is a cost associated with serving a client, typically
measured by the distance between the client and the facility to which it is assigned – frequently
called assignment or connection cost.
• A list of constraints which are imposed on the open facilities or client assignment. For e.g., a fixed
number of facilities may be opened, or clients may need to be assigned to multiple facilities.
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• A cost function measuring the quality of solution, which depends on the open facilities and client
assignment.
The goal in FL is to determine a set of facilities to open and an assignment of clients to these open
facilities such that all the constraints are satisfied while minimizing the cost function. Some well-known
problems in FL are UNCAPACITATED FACILITY LOCATION, k-median, and k-center.
In UNCAPACITATED FACILITY LOCATION (UncapFL) problem, we are given a set of facilities, a set of
clients, and metric distance function d defined over the facilities and clients. Additionally, each facility i
has a fixed opening cost of fi . The goal is to open a subset of facilities so as to minimize the sum of total
facility cost (sum of facility cost of open facilities) and the total connection cost (sum of distances from
each client to its nearest open facility).
In contrast to UncapFL, in k-center and k-median, there is no facility opening cost, instead there
is a restriction that at most k facilities can be opened. The objective is to minimize the (1) maximum
distance between a client and the nearest open facility (k-center); (2) sum of distances of clients to
nearest open facility (k-median).
There is a rich body of literature on UncapFL, k-median, and k-center problems, and constant factor
approximation algorithms are known for all three — resp. 1.488 [77], 2.675 [32], 2 [57,66]. A wide
variety of techniques have been employed to design and analyze the algorithms: (1) filtering [80,98];
(2) primal-dual [70]; (3) local search [15, 59, 73]; (4) greedy [57, 65, 66, 68, 69]; (5) LP rounding
[35,46,78,99]. On the negative side, it is hard to approximate UncapFL, k-median, k-center within a
factor of 1.463 [58], 1+ 2/e [69], 2 resp. We refer the interested reader to the following survey papers
for more detailed overview [1,88,103].
While the UncapFL problem finds its application mainly in industrial situations (like warehouse
placement), the k-median and k-center problems are studied more in the context of clustering. The goal
of clustering is to partition the input objects into groups such that objects in the same group are similar.
To this end, often objects are represented as points in a metric space, and similarity is measured in terms
of distance between them. Since clustering is one of the main motivations behind studying k-median
and k-center, in literature for these problems, the input is not separated into clients and facilities. The
input is simply a set of points or vertices in metric space, and k of them are chosen as centers to minimize
the assignment cost. Further, clustering has motivated studying these problems in fixed dimensional
Euclidean space as well (refer to [2,30,44,54], and references therein).
k-means — a closely related problem, is widely used by the Machine Learning and Data Mining
community for various clustering applications. Here the goal is to choose k points as centers, such that
sum of squared distance to the nearest center is minimized. Although various approximation algorithms
are known for this problem [6,71] (including the ones for k-median which extend to this problem), they
are rarely used in practice. Most of these algorithms conceptually too involved to find wide-spread use.
The most commonly used algorithm is in fact a simple heuristic called Lloyd’s algorithm [81], which
although has no explicit guarantee, performs remarkably well on real data with careful initialization [14].
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Thus for clustering there is a gap between what is known in theory and what is actually used in practice.
In fact the k-means problem, and clustering in general, is one of the driving forces behind BWCA.
The central theme of this thesis is design and analysis of algorithms for various FL problems. However,
philosophically there are two parts to it. In the first part (Chapter 2, Chapter 3) we consider some natural
generalizations of FL problems (namely, UNIFORM SUBMODULAR FACILITY LOCATION and CAPACITATED k-
CENTER) and design traditional approximation algorithms for them. The results are interesting primarily
from a theoretical perspective. In the second part (Chapter 4, Chapter 5) we take a more practical
standpoint — we consider FL problems in the context of clustering (namely k-median, k-means, k-center
and their outlier variants), and design algorithms which have strong theoretical guarantees when the
input satisfies some structural properties. However, the algorithms are simple enough to be used as
heuristic in practice.
1.1 Preliminaries
In this section, we review some basic terminologies and definitions we use in different chapters.
Definition 1.1 (Non-negative function). Let f : 2V 7→ R be a real-valued set function defined over a finite
set V . The function f is non-negative if f (A)≥ 0 for all A⊆ V .
Definition 1.2 (Normalized function). Let f : 2V 7→ R be a real-valued set function defined over a finite
set V . The function f is normalized if f (;) = 0.
Definition 1.3 (Monotone function). Let f : 2V 7→ R be a real-valued set function defined over a finite
set V . The function f is monotone if f (A)≤ f (B) for any two sets A, B ⊆ V such that A⊆ B.
Definition 1.4 (Submodular function). Let f : 2V 7→ R be a real-valued set function defined over a finite
set V . The function f is submodular if, for all A, B ⊆ V we have
f (A) + f (B)≥ f (A∪ B) + f (A∩ B) (1.1)
Equivalently, a submodular function can be defined as a set function exhibiting diminishing marginal
returns — the function f is submodular if, for any two subsets A, B ⊆ V such that A⊆ B and any element
v ∈ V \ B, we have
f (A∪ (v))− f (A)≥ f (B ∪ (v))− f (B) (1.2)
A classical example of submodular function is coverage function. We say f is a coverage function when
elements of V are sets over some other ground set X , and f (A) =
⋃
v∈A
v
.
Definition 1.5 (Metric). A metric on a set V is a function d : V × V 7→ R≥0 (also called the distance
function), such that the following three properties are satisfied: (1) d(u, v) = 0 if and only if u = v; (2)
(symmetry) d(u, v) = d(v, u) for all u, v ∈ V ; (3) (triangle-inequality) d(u, v) + d(v, w)≤ d(u, w) for all
u, v, w ∈ V .
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Definition 1.6 (Metric space). A metric space is defined as an ordered pair (V, d) where V is a non-empty
set and d is a metric defined over V .
Definition 1.7 (Integrality gap). For a minimization problem pi, the integrality gap for a linear program-
ming LP is sup
I∈pi
OPT(I)
OPTLP (I)
, where OPT(I) and OPTLP(I) are respectively the integral optimal value and
fractional optimal value for I. That is, the integrality gap is the worst case ratio over all instances I of pi,
of the integral optimal value and the fractional optimal value.
For a maximization problem, integrality gap is defined as the supremum of the inverse ratio.
1.2 Thesis Outline
Below we provide a high level overview of problems we consider in this thesis and our contribution.
1.2.1 Uniform Submodular Facility Location
Consider the scenario where a grocery store chain wants to determine the most effective locations in
a city to open outlets. The company has done a market survey to get an idea of the monthly grocery
list of each household. The operational cost of an outlet depends on the different types of products it
carries. The problem of deciding where to open the outlets, and which products each individual outlet
should carry such that the joint operational cost of the grocery store and average distance a customer
has to travel for grocery shopping is minimized can be modeled as the UNIFORM SUBMODULAR FACILITY
LOCATION (USFL) problem.
In USFL problem, we are given as input a set of k facilities F, a set of n clients D, a normalized
monotone submodular facility cost function f : 2D → R+, and a distance metric d defined on F ∪D.
The objective is to partition the clients into sets {Si}i∈F, where client set Si is assigned to facility i, such
that
∑
i∈F
f (Si) +
∑
i∈F
∑
j∈Si
d(i, j) is minimized.
This is a special case of the SUBMODULAR FACILITY LOCATION (SFL) problem, in which the submodular
facility cost functions can be different for each facility. SFL has been previously considered by Svitkina
and Tardös [100], Chekuri and Ene [40]. They gave an O(log n)-approximation for the problem.
Further, [100] also showed that this approximation is best possible via an approximation preserving
reduction from the SET COVER problem. A natural question is whether USFL is any easier to approximate.
We show that a natural greedy algorithm has a lower bound of Ω(log n) for USFL. The same greedy
algorithm is known to yield an O(1) approximation for various facility location problems [62,68]. Thus
our negative result demonstrates the difficulty of the problem. On the positive side, we give an O(log2 k)
approximation for USFL via a natural convex relaxation. At first glance this result seems weaker than the
O(log n) approximation known for the more general SFL problem. However, known hardness results for
the SET COVER problem, preclude any polylog(k)-approximation for SFL. Thus our result distinguishes
USFL from SFL.
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We also consider a special case of USFL known as HIERARCHICAL COST FACILITY LOCATION (HCFL).
Here, the facility cost function is given by a rooted tree T cost , whose set of leaves is D. Each node
v ∈ T cost has a non-negative cost cv . Let path(v) denote the unique path from node v to the root of the
tree. The facility cost function for a subset S ⊆ D is f (S) = ∑
v∈⋃
j∈S
path( j)
cv. Svitkina and Tardös [100]
gave an O(1) approximation for this problem via an intricate local search based algorithm. We present a
simpler LP rounding based algorithm, which has an approximation bound of O(log k). Our algorithm is
conceptually much simpler, and the benefit of an an LP rounding based approach is that it easily extends
to a more general case where the facility cost function for a facility i is given by fi(S) = f (S) + hi (here
hi is a fixed cost and can differ for facilities).
The details are in Chapter 2, which is based on a manuscript with Chandra Chekuri.
1.2.2 Capacitated k-center
Suppose Amazon wants to setup fixed number of pickup locations in a city. It has shortlisted potential
locations, and each location has a maximum capacity constraint on the number of customers it can
manage (which can depend on factors like the number of lockboxes it can install at that location, number
of employess etc). Further, Amazon knows the number of active Prime Members in each neighborhood.
The problem of deciding, where to setup the pickup locations and how to assign each neighborhood to
a pickup location without over-congesting them, and at the same time ensuring customer satisfaction
i.e. each Prime Member has a pickup location in vicinity can be modeled as the CAPACITATED k-CENTER
(CAPKCENTER) problem.
Formally in CAPKCENTER, the input consists of a set of vertices V , a distance metric d, a non-uniform
capacity function L : V 7→ Z+ defined on V , and a parameter k. The objective is to choose k vertices as
centers, along with an assignment of every vertex to an open center which minimizes the maximum
distance between a vertex and the center it is assigned to while honoring the capacity constraints: i.e.,
no open center v is assigned more vertices than its capacity L(v).
Although k-center admits an easy 2-approximation [66], the capacitated version of problem i.e.
(CAPKCENTER) is much harder to approximate. In fact the natural LP relaxation has an unbounded
integrality gap. Cygan, Hajiaghayi, and Khuller [50], obtained the first constant factor approximation
for the CAPKCENTER problem. Their algorithm works by preprocessing the instance to overcome the
unbounded integrality gap of the natural LP relaxation, followed by an involved rounding procedure.
The approximation factor is not computed explicitly, but is estimated to be roughly in the hundreds.
We present a much simpler and clean rounding procedure (following the preprocessing step of [50])
to obtain a 9-approximation. It is known the integrality gap of the LP (after preprocessing) is at least
7 [50]. Thus, our result almost settles the integrality gap: it is either 7,8 or 9.
The details are in Chapter 3, which is largely based on the paper [9].
5
1.2.3 Clustering under Perturbation Resilience
In clustering we are given n points in metric space, and the goal is to partition them into k clusters
such that some objective function measuring the quality of clusters is minimized. The k-center, k-median,
and k-means are arguably the most popular and well-studied clustering objectives. Althought the
problems are known to be NP-HARD, many heuristic algorithms like Lloyd’s algorithm work quite well
in practice. Several models have been proposed to understand real-world instances and why they may
be computationally easier. One such model is based on the notion of instance stability or perturbation
resilience, introduced by [17,28]. An instance I is said to be α-perturbation resilient for some α > 1 if
the optimum clustering remains the same even if pairwise distances between points are altered by a
multiplicative factor of at most α.
After several papers [17, 23, 24], a recent breakthrough result by Angelidakis, Makarychev and
Makarychev [12] showed that 2-perturbation resilient instances of several clustering problems with
center based objectives (which includes k-median, k-center, k-means) can be solved exactly in polynomial
time. The algorithms proposed so far are combinatorial in nature. In this thesis, we attempt to understand
the structure of the Linear Programming (LP) solution for these instances. In particular, for k-center
(and asymmetric k-center) we prove that the LP is integral for 2-perturbation resilient instances. The
result is interesting because it gives a new guarantee: when running the LP on a k-center (or asymmetric
k-center) clustering instance, either we are guaranteed to have found the optimal solution (if the LP
solution is integral), or we are guaranteed that the instance is not 2-perturbation resilient (if the LP
solution is not integral). The previous algorithms known for this problem do not have this guarantee
and can be arbitrarily bad if the instance is not perturbation resilient.
We introduce a model of perturbation resilience for clustering with outliers (see the next section
for definition). We show that results previously known for clustering under perturbation resilience
(including our LP integrality result) can be extended to clustering with outliers under this new model.
The details are in Chapter 4, which is largely based on the paper [41].
1.2.4 k-means with Outliers
The goal of clustering is to partition the input data into k groups, such that data belonging to same
cluster are similar. The problem is often abstracted as the k-means problem. The effectiveness of k-means
hinges on the assumption that the input data can be naturally partitioned into k distinct clusters, which
is often an unrealistic assumption in practice. Real-world data typically has background noise, and the
k-means clustering is extremely sensitive to it. Noise can drastically change the quality of the clustering
solution and it is important to take this into account in designing algorithms for the k-means objective.
This motivates the k-means with outliers (k-MEANS-OUTLIER) problem. In this version of the problem,
the clustering objective is k-means, but the algorithm is additionally allowed to discard a subset of data
points from the input. These discarded points are labeled as outliers and are ignored in the objective,
thus allowing the clustering algorithm to focus on correctly partitioning the bulk of the dataset that is
6
potentially noise-free and can be cleanly separated.
Formally, in k-MEANS-OUTLIER, we are given a set of points V , a metric distance function d defined
over V , and integer paramters k, z. The goal is to find a set of k centers C ⊆ V , and a set of outliers
Z ⊆ V , with |Z | ≤ z, such that ∑
p∈V
min
c∈C d
2(p, c) is minimized.
Although several bicriteria, and constant factor approximation algorithms are known for this problem
[36,43,56,61,74], they have not found use in practice. Unlike k-means, not many heuristics are known
(except [38] which is a straight-forward extension of LLoyd’s). Designing practical algorithms has
remained a challenging open question. We propose three algorithms — (1) a sampling based algorithm
which gives constant factor approximation under mild size constraint on optimal clusters, (2) an LP
rounding based algorithm which gives a constant factor at the expense of creating a few extra centers
and outliers, (3) a dynamic programming based algorithm which can exactly solve the problem if the
instance is perturbation resilient. We evaluate these algorithms on real data.
The details are in Chapter 5, which is largely based on the paper [60].
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Chapter 2
Uniform Submodular Facility Location
2.1 Introduction
Svitkina and Tardös [100] introduced the SUBMODULAR FACILITY LOCATION (SFL) problem: the input
consists of a set of k facilities F, a set of n clients D, and for each facility i ∈ F, a normalized monotone
submodular facility cost function fi : 2
D→ R+, and a distance metric d defined on F ∪D. The objective
is to partition the clients into sets {Si}i∈F, where client set Si is assigned to facility i, such that the sum of
facility cost and connection cost is minimized. Formally the goal is to minimize:
∑
i∈F
fi(Si) +
∑
i∈F
∑
j∈Si
d(i, j).
The well-known UNCAPACITATED FACILITY LOCATION (UncapFL) problem is a special case of SFL;
it is obtained by setting fi(S) = hi for all non-empty S ⊆ D. Svitkina and Tardös gave an O(log n)-
approximation for SFL via a greedy algorithm. Moreover, via a reduction from the SET COVER problem,
they showed that SFL is Ω(log n)-hard. Subsequently, Chekuri and Ene [40] in the context of the
SUBMODULAR COST ALLOCATION (SCA) problem, described a convex programming relaxation for SFL
based on the Lovász-extesion of submodular functions. They showed that this relaxation has an integrality
gap of O(log n) for SFL. It is worth noting that in the general setting of SF L, the distance function d on
F ∪D need not be a metric; any non-negative distance function can be captured by the non-uniform
submodular functions and we can in fact simply consider the objective function
∑
i∈F
fi(Si).
In this chapter, we consider the case when the facility cost functions are identical i.e. fi = f , ∀i ∈ F,
where f is a normalized monotone submodular function. We call this the UNIFORM SUBMODULAR
FACILITY LOCATION (USFL) problem. That is, the objective is to minimize:
∑
i∈F
f (Si) +
∑
i∈F
∑
j∈Si d(i, j)
under the assumption that d is a metric. USFL is NP-HARD and APX-HARD even for this special case since
it generalizes the UncapFL problem with uniform facility cost.
It is natural to ask the question if a uniform cost function across all facilities makes the problem
easier to approximate. For some specific submodular functions constant factor is known; Svitkina
and Tardös gave an O(1)-approximation for a special case called the HIERARCHICAL COST FACILITY
LOCATION (HCFL) [100] based on an involved local-search algorithm. Even for the CONCAVE COST
FACILITY LOCATION (CCFL) problem, where facility cost is a concave function of the number of clients
assigned to it, a constant factor is known via a simple greedy algorithm whose analysis is based on
dual-fitting [62] (infact their result holds for the more general case, where each facility has a different
concave cost function). One can consider a simple generalization of CCFL: each client j ∈D has a weight
w j and now each f is a concave function of the total weight of clients assigned to it. Even in this case,
we can get a constant approximation via a simple reduction to UncapFL.
However the approximability of USFL remains open and motivates our work. In particular, we focus
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on the following questions:
Question 2.1. Is there a constant factor approximation for USFL?
Question 2.2. Is the integrality gap of the Lovász-extension based relaxation for USFL O(1)?
To better understand the Lovász-extension based relaxation for USFL and provide some insight into
the difficulties of rounding the relaxation, we consider the special case of HIERARCHICAL COST FACILITY
LOCATION (HCFL) problem. Here, the facility cost function is given by a rooted tree T cost , whose set
of leaves is D. Each node v ∈ T cost has a non-negative cost cv. Let path(v) denote the unique path
from node v to the root of the tree, and parent(v) denote node v’s parent in T cost . The facility cost
function for a subset S ⊆D is f (S) = ∑
v∈⋃
j∈S
path( j)
cv . In other words, the facility cost of assigning a subset
of clients is given by the cost of the subgraph of T cost induced by the nodes that lie on a path from the
root to some leaf in S. As we mentioned earlier, Svitkina and Tardös presented a local-search based
O(1) approximation algorithm for this problem [100] (refer Section 2.1.2 for more on HCFL). The
Lovász-extension based relaxation and the natural LP relaxation are equivalent for HCFL. This raises the
question:
Question 2.3. Is the integrality gap of the natural LP relaxation for HCFL O(1)?
The preceding questions are challenging. There has been no concrete evidence so far to suggest that
an o(log n) approximation is possible for USFL. In this work we make some progress in answering these
questions, and provide some insight into the difficulty of approximating USFL.
Remark. It is useful to consider a special case of SFL that is more general than USFL. This is obtained
by allowing the fi to be different but in a limited way; each function fi is of the form fi(S) = hi + f (S)
where hi is a fixed cost for opening the facility i, and f is a common submodular function. Questions 2.1
and 2.2 are relevant for this more general class. Some of our results hold in this more general setting.
2.1.1 Results
One of the simplest algorithms for UncapFL is a simple greedy algorithm. Jain et al. [68] used
an elegant dual-fitting analysis to prove that this greedy algorithm gives an O(1)-approximation for
UncapFL and also establishes an O(1) integrality gap for the LP relaxation. The greedy algorithm also
gives an O(1)-approximation for CCFL [62]. Note that this is the same greedy algorithm that gives an
O(log n)-approximation for the much more general SFL problem that captures the Set Cover problem. It
is natural to consider the greedy algorithm for USFL. We consider a special case of USFL: for any subset
of clients S ⊆D, f (S) = min
∑
j∈S
w j , B

where w j ’s are weight of each client j ∈D, and B is a constant.
Surprisingly we show a lower bound of Ω(log n) on the performance of the greedy algorithm for this
problem even when the metric on F ∪D plays no role (all distances are 0).
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Theorem 2.1. There is an Ω(log n) lower bound on the performance of Greedy Algorithm for USFL.
Our main result for USFL is the following theorem.
Theorem 2.2. There is an O(log k)-approximation for USFL when the metric on F ∪D is a tree metric.
For general metrics there is an O(log2 k)-approximation. Here k = |F| is the number of facilities and the
approximations are with respect to the Lovász-extension based relaxation.
At first glance the preceding theorem seems weaker than the O(log n) approximation known for the
more general SFL problem. However, known hardness results for the SET COVER problem [89] rule out
an approximation that is poly-logarithmic in m, the number sets. Via the reduction from SET COVER to
SFL, one can rule out any polylog(k)-approximation for SFL.
Claim 2.1. For SFL there is no 2log
1−δc (k) k-approximation for any constant c < 1/2 unless SAT can be decided
in time exp O(2log
1−δc (n) n) where δc(n) = 1/(log log n)c .
Thus, Theorem 2.2 separates the approximability of SFL and USFL for the first time. Our algorithm
and analysis to prove Theorem 2.2 rely very much on the uniformity of the facility function, and the fact
that d is a metric.
Finally, we consider the HCFL problem, which is a special case of USFL. We consider the natural LP
relaxation of the HCFL problem and show that the integrality gap is O(log k) via a simple randomized
LP rounding algorithm, where k = |F|.
Our approximation results hold for the more general case, where the facility cost function is given by
fi(S) = hi + f (S), here hi is a fixed cost that depends on facility i, and f is a monotone non-negative
submodular function.
2.1.2 Related Work
There is a very large literature on UncapFL and many related problems including clustering problems
such as k-median. Various techniques in approximation have evolved from this work. We refer the reader
to [1, 88, 103] for surveys, books on approximation [101, 105], and [77] for the current best known
result of 1.488-approximation. SFL and USFL are more closely related to the uncapacitated facility
location problems. The capacitated versions where facilites have a limit on the number of clients they
serve are more closely related to convex cost functions. Local search techniques have been the main
technique for capacitated problems [4,26,46,73,92] until recent work based on LP relaxations [10]. A
relevant paper here is a constant factor approximation for universal facility location [84,104] which
captures capacitated facility location as a special case.
Lovász-extension based relaxations have been fruitful for problems involving minimizing submodular
costs in several settings; we refer the reader to [39, 40, 42, 45, 51, 67]. In particular the relaxation
from [40] on SCA is the main inspiration for this work.
HCFL generalizes the facility location problem with service installation costs introduced by Shmoys,
Swamy and Levi [97], and Ravi and Sinha [94] — the cost function in this case is given by a two level
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tree. Ravi and Sinha [94] showed that even in this two-level case, if the node costs are different for each
facility the problem is set cover hard. Shmoys et al. [97] considered the case where the node costs are
different for each facility, however there is an ordering on the facilities, such that for each earlier facility
the node costs are less than a facility which comes later in the ordering. They gave a 6-approximation
for this problem using primal-dual approach. For the case, when the cost tree is identical for each facility
they gave an improved approximation bound of 2.391 using randomized rounding.
Svitkina and Tardos [100] extended the problem to the multiple-levels case, under the restriction that
the facility costs are same for each facility. They gave a 4.237 approximation for this problem using an
involved local search method. Observe, one can obtain an O(d) approximation using rounding approach
of [97], where d is the depth of the cost tree. Thus, the main novelty of Svitkina et al.’s result is getting
an approximation bound independent of the depth of the tree. We mention that HCFL can be cast as a
rather special case of USFL where the submodular function is a weighted set coverage function.
Chapter Outline. The rest of the chapter is organized as follows: in Section 2.2 we describe the
Lovász-extension based relaxation of USFL; in Section 2.3 we give an example to show that Greedy fails
for USFL; in Section 2.4 we present a primal rounding algorithm for USFL and prove an integrality gap
of O(log2 k); In Section 2.5 we describe the natural LP relaxation of HCFL and prove that the integrality
gap of this relaxation is O(log k); Finally we conclude the chapter with some open problems in Section
2.6.
2.2 Mathematical Programming Relaxations
We describe the convex relaxation based on the Lovász-extension from [40] as well as an equivalent
relaxation based on the notion of “stars”.
2.2.1 Lovász-extension based relaxation
Lovász-extension of Submodular Function. Let X be a finite ground set of cardinality n. An arbitrary
set function f : 2X → R, can be extended to the continuous domain by defining a function from the
hypercube [0, 1]n to R that agrees with f on the vertices of the hypercube. One such extension is given
by the Lovász-extension, denoted by fˆ : fˆ (x) = E

f (xθ )

=
∫ 1
0 f (x
θ )dθ , where, for a given vector
x ∈ [0,1]n, xθ ∈ {0,1}n is defined as xθj = 1 if x j ≥ θ , and 0 otherwise. Lovász proved that fˆ (x) is
convex iff f is submodular [82].
An alternative equivalent definition of Lovász-extension is as follows:
Definition 2.1. Given a vector x ∈ [0,1]n, and let X = {i1, i2, ..., in} such that x i1 ≥ x i2 . . . ≥ x in . Let
x in+1 = 0. For 0 ≤ j ≤ n let A j = {i1, i2, ..., i j}. For each j ∈ [n], let α j = x i j − x i j+1 , and α0 = 1− x i1 .
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Here, α j ≥ 0, and ∑ j α j = 1. Further for any x i j =∑nk= j α j . Then,
fˆ (x) =
n∑
j=0
α j · f (A j) (2.1)
In other words, {α j} j gives a distribution over a chain of sets, such that the marginal probability
of each element is x i j , and fˆ (x) is the expected value of f over this distribution. It is easy to see from
Definition 2.1, given x , the value of fˆ can be computed in polynomial time, via a value oracle for f .
We will state and prove some properties of the Lovász-extension of a monotone submodular function
for completeness.
Observation 2.1. Consider two vectors x , x ′ ∈ [0, 1]n such that x ′ ≤ x i.e. for every i ∈ X , x ′i ≤ x i . If f is
a monotone submodular function, then fˆ (x ′)≤ fˆ (x).
Proof: For any θ ∈ [0,1], let Xθ = {i ∈ X : x i ≥ θ}, and X ′θ = {i ∈ X : x ′i ≥ θ}. Since x ′ ≤ x , for every
θ ∈ [0,1], we have X ′
θ
⊆ Xθ . The monotonicity of the submodular function f implies, f (X ′θ )≤ f (Xθ ),
∀θ ∈ [0, 1]. The claim then simply follows from the definition of Lovász extension:
fˆ (x)− fˆ (x ′) =
∫ 1
0
f (Xθ )dθ −
∫ 1
0
f (X ′θ )dθ
=
∫ 1
0

f (Xθ )− f (X ′θ )
	
dθ
≥ 0
This completes the proof.
Observation 2.2. Given a vector x ∈ [0, 1]n and β ∈ (0, 1], let Xβ = {i ∈ X : x i ≥ β}. If f is a monotone
non-negative submodular function then, f (Xβ)≤ 1β · fˆ (x).
Proof: For any θ ∈ (0,1], let Xθ = {i ∈ X : x i ≥ θ}. Note if θ ≤ β , then Xβ ⊆ Xθ . Thus
fˆ (x) =
∫ 1
0
f (xθ )dθ
=
∫ 1
0
f (Xθ )dθ
≥
∫ β
0
f (Xθ )dθ
≥
∫ β
0
f (Xβ)dθ
= β · f (Xβ).
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In the above, the first inequality is due to non-negativity of f and the second is due to monotonicity.
Lemma 2.1. Given a vector x ∈ [0,1]n, and β ∈ (0,1], consider the scaled vector xˆ ∈ [0,1]n, such that
xˆ i = min{ 1β · x i , 1}. If f is a monotone submodular function, then fˆ ( xˆ)≤ 1β · fˆ (x).
Proof: Consider any vector xˆ ∈ [0,1]n. Let β · xˆ be the vector obtained by scaling each x i by a factor
of β . Using Definition 2.1, it is straightforward to see fˆ ( xˆ) = 1β · fˆ (β · xˆ). Now consider a vectors
x ∈ [0,1]n, and vector xˆ be as specified in the lemma statement. Observe, β · xˆ ≤ x . Therefore using
Observation 2.1 we get,
fˆ ( xˆ) =
1
β
· fˆ (β · xˆ)
≤ 1
β
· fˆ (x).
This completes the proof.
Lemma 2.2. Let x (1), x (2), . . . , x (k) ∈ [0,1]n and β ∈ (0,1], such that for every i ∈ X , k∑`
=1
x (`)i = 1. Then
f (X )≤ k∑`
=1
fˆ (x (`)).
Proof: Using Definition 2.1 of Lovász-extension we can write,
k∑
`=1
fˆ (x (`)) =
k∑
`=1
n∑
j=0
α
(`)
j · f (A(`)j )
That is we have a collection of sets A= {A(`)j : 1≤ `≤ k, 0≤ j ≤ n} with weights {α(`)j }`, j . Consider an
element i ∈ X , let A(i) = {A∈A : i ∈ A} be the sets which contain i. Observe, the sum of weights of the
sets in A(i) is 1, since
∑k
`=1 x
(`)
i = 1, we call this the marginal weight of element i over the collection A.
We claim that we can uncross the collection A (and modify weights accordingly) such that the
weighted value does not increase, and the marginal weight of each element remains unchanged. Consider
two sets B, C ∈A such that neither B ⊂ C , not C ⊂ B. Because of submodularity of f , we can replace
B, C with B ∪ C , B ∩ C without increasing the cost ( f (B) + f (C) ≥ f (B ∪ C) + f (B ∩ C)). Repeated
application of this uncrossing application gives our claim.
Thus we can find a chain of sets A′ with weight vector w′ such that,
k∑
`=1
fˆ (x (`))≥ ∑
Y∈A′
w′Y f (Y ).
Observe, since the marginal weight each element is 1 and A′ is a chain, we must have A′ = {X }. Thus∑k
`=1 fˆ (x
(`))≥ f (S).
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Lemma 2.3. Let x (1), x (2), . . . , x (k) ∈ [0,1]n and β ∈ (0,1]. Let Xβ = {i ∈ X : ∑k`=1 x (`)i ≥ β}. If f is a
monotone non-negative submodular function then, f (Xβ)≤ 1β
∑k
`=1 fˆ (x
(`)).
Proof: For each vector x (`), consider the scaled vector xˆ (`), where xˆ (`)i = min{ 1β · x (`)i , 1} for each i ∈ X .
By Lemma 2.1,
k∑
`=1
fˆ ( xˆ (`))≤ 1
β
·
k∑
`=1
fˆ (x (`)).
Now consider the vectors x¯ (`) ≤ xˆ (`) for every ` ∈ [k], where x¯ (`)i = 0 if i /∈ Xβ , else x¯ (`)i ≤ xˆ (`)i , such
that
∑k
`=1 x¯
(`)
i = 1. Since
∑k
`=1 xˆ
(`)
i ≥ 1 for every i ∈ Xβ , the vectors x¯ (`) are valid. By Observation 2.1
we get,
k∑
`=1
fˆ ( x¯ (`))≤
k∑
`=1
fˆ ( xˆ (`))
Restricting the functions f and fˆ on set Xβ , and using Lemma 2.2 we get,
f (Xβ)≤
k∑
`=1
fˆ ( x¯ (`))
≤
k∑
`=1
fˆ ( xˆ (`))
≤ 1
β
·
k∑
`=1
fˆ (x (`))
This completes the proof.
Relaxation via Lovász-extension. We can define a relaxation for USFL via the Lovász extension. In
what follows, we use i to index the facilities in F, j to index the clients in D. For each i and j, there is a
variable x i j , which is 1 if client j is assigned to facility i. Let vector x
(i) denote the n-dimensional vector
obtained by considering the variables x i j , j ∈D. The relaxation is as follows:
(USFL-REL)
min
∑
i∈F
fˆ (x (i)) +
∑
i∈F
∑
j∈D
d(i, j) · x i j∑
i∈F
x i j = 1 ∀ j ∈D
x i j ≥ 0 ∀i ∈ F, j ∈D
Figure 2.1: Convex relaxation for USFL via Lovász-extension
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The preceding relaxation is a specialization of the relaxation in [40] for the SCA problem which is
equivalent to SFL in the monotone case. In SCA the objective function is changed to
∑
i∈F fˆi(x (i)).
2.2.2 The “star” relaxation
We now describe a different relaxation. A star consists of a facility i and a set S of clients. Let
S = 2D × F denote the set of all possible stars. One can view the allocation problem as finding a
collection of stars that cover all the clients. We can express this as an IP relaxation by considering
the collection of 0,1 variables x(S, i) for each star (S, i) ∈ S. We assign a cost g(S, i) to (S, i), where
g(S, i) = f (S) +
∑
j∈S d(i, j). The allocation problem requires that each client j is assigned to exactly
one star. (In the monotone submodular function setting one can relax this to require that each client j is
required to be assigned to at least one star.) Based on this we obtain the following LP relaxation and the
corresponding dual.
(USFL-star-LP)
min
∑
(S,i)⊆S
g(S, i) · x(S, i)∑
(S,i)∈S: j∈S
x(S, i) = 1 ∀ j ∈D
x(S, i)≥ 0 ∀(S, i) ∈ S
(USFL-star-Dual)
max
∑
j∈D
α j∑
j∈S
 
α j − d(i, j)
+ ≤ f (S)
∀(S, i) ∈ S
Figure 2.2: LP relaxation and corresponding Dual for USFL via star formulation
In the dual USFL-star-Dual,
 
α j − d(i, j)
+
= max{0,α j−d(i, j)}. Intuitively, α j is the payment that
client j is willing to make towards getting assigned to a facility. A part of it goes towards paying for the
distance d(i, j), and the remaining goes towards paying for the facility cost. We note that for monotone
functions we can change the equality constraint in the primal to ≥ constraint and this implies that in the
dual the variables α j can be assumed to be non-negative. One can also define the star relaxation for the
more general SFL problem by defining g(S, i) = fi(S) +
∑
j∈S
d(i, j).
One can show that the Lovász-extension based relaxation and the star relaxation are equivalent
via the equivalence of the Lovász-extension and the convex closure of a function when the function in
question is submodular; see [40].
2.3 A Bad Example for the Greedy Algorithm
One can define a simple Greedy algorithm for SUBMODULAR FACILITY LOCATION. The algorithm is
similar to the well-known Greedy algorithm for SET COVER problem. Recall, given a set of clients S, and
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facility i, the function g(S, i) = fi(S) +
∑
j∈S
d(i, j). The greedy algorithm is as follows: At the start of an
iteration, letting D′ be the uncovered clients, the algorithm finds the star (S∗, i∗) that has the smallest
g(S, i)/|S| ratio among all stars, removes the clients S∗ that are covered, and iterates. The final solution
is the set of all stars that are added. Finding the minimum ratio star can be done via submodular function
minimization. [100] showed that this algorithm yields an O(log n)-approximation for SFL; [40] reproves
this via dual fitting with respect to SFL-REL.
We consider a slightly stronger Greedy algorithm. Let Si be the clients assigned to facility i. Initally
Si = ;, for all i. In each iteration, the greedy algorithm finds the star (S, i) that has the smallest
g(S∪Si ,i)−g(Si ,i)|S| ratio. This Greedy algorithm when specialized to UncapFL yields a constant factor
approximation [68]. In fact it yields a constant factor even for the CCFL problem [62]. These results
are shown via dual-fitting for the dual of the star relaxation. It is natural to ask whether the Greedy
algorithm gives a constant factor approximation for USFL. Here we prove a lower bound of Ω(log n) for
the algorithm even for a simple submodular function.
A bad example. Let L be an integer power of 2. We consider an instance of USFL with clients D
partitioned into sets S0, S1, . . . , Slog L, such that |Si| = L2i , and each client j ∈ Si has weight w j = 2i.
Therefore, the total number of clients n satisfies L ≤ n =
log L∑
i=0
L
2i ≤ 2 · L. Suppose, we have k = 1+ log L
facilities F numbered {0,1, . . . , k − 1}. The clients and facilities are co-located, that is d(i, j) = 0
∀i, j ∈ F ∪D. Finally, the facility cost is given by the truncated linear function f (S) = min{w(S), 4L},
where w(S) denotes
∑
j∈S
w j .
Consider the Greedy algorithm. We will break ties adversarially, though the example can be modified
to avoid this. We claim that in the first iteration Greedy will pick the star (S0, 0). In the second iteration
the star (S1, 1) and so on. That is, it will pick the stars (S0, 0), (S1, 1), . . . , (Sk−1, k− 1). A formal proof of
this claim can be found in the Claim 2.2. The total cost of the greedy solution is,
k−1∑
i=0
f (Si) =
log L∑
i=0
min{w(Si), 4L} (2.2)
=
log L∑
i=0
min{ L
2i
· 2i , 4L} (2.3)
= L · (log L + 1) (2.4)
However, the optimal solution will assign all the clients to a single facility, and the cost will be f (D) = 4L.
Thus the gap between Greedy and the optimum solution is Ω(log n). The example can be made robust
to minor variations in the algorithm by perturbing the distances slightly. We point out that the weight of
a client is not a demand and plays a role only in defining the facility location cost f and has no effect on
the distance cost.
16
Claim 2.2. In the i + 1th iteration the greedy algorithm will be pick the star (Si , i), i ∈ [log L].
Proof: Given a star (S,`), where facility ` has clients S` assigned to it (S` ∩ S = φ), we define the price
of the star as price(S,`) = g(S∪S`,`)−g(S`,`)|S| . Thus in each iteration, greedy picks the star with minimum
price(S,`).
It is easy to see in iteration 1, greedy will pick (S0, 0). Assume that in each iteration i′ ≤ i, greedy
has picked the star (Si′−1, i′ − 1). Now consider the i + 1th iteration. The star (Si , i) is yet to be picked,
and has price(Si , i) = w(Si)/|Si|= 2i .
We claim that there is no unassigned star which has cheaper price. Assume for the sake of contradiction
that there exists a set of unassigned clients S¯, and facility t such that for the star (S¯, t), price(S¯, t)<
price(Si , i) = 2i. Let S¯ consist of nz clients from each partition Sz, z ∈ [i, . . . , log L]. We can assume
without loss of generality, t < i. Therefore, by induction hypothesis, greedy has already picked the start
(St , t), and St is the set of clients assigned to facility t at the start of iteration i + 1.
price(S¯, t) · S¯= log L∑
z=i
nz · price(S¯, t)
< 2i ·
log L∑
z=i
nz
Now, for any client j ∈ Sz , z ∈ [i, . . . , log L], we have w j ≥ 2i . Therefore,
2i ·
log L∑
z=i
nz ≤
log L∑
z=i
∑
j∈Sz ⋂ S¯ w j
= w(S¯)
Further, 2i ·
log L∑
z=i
nz ≤ 2i ·
log L∑
z=i
|Sz| ≤ 2 · L. Therefore combining the two we get, 2i ·
log L∑
z=i
nz ≤min

w(S¯), 2L
	
.
Note that, w(St) = 2t · L2t = L. Thus g(St , t) = min{w(St), 4L}= L. Therefore, g(S¯ ∪ St , t)− g(St , t)≥
min

w(S¯), 3L
	
. Putting everything together we get, price(S¯, t) · S¯< g(S¯ ∪ St)− g(St). However, this
contradicts with the definition of price(S¯, t).
2.4 Rounding the Convex Relaxation
In this section we consider a primal rounding algorithm for USFL via USFL-REL. We provide an
O(log2 k)-approximation and integrality gap by giving an O(log k)-approximation for the case of tree
metrics. We also consider some simpler metrics, to show that the difficulty of the problem arises from
not only the submodularity of the facility cost, but also from the underlying metric complexity.
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2.4.1 Uniform Metric and Star Metric
The simple case when there is a uniform metric on F ∪D, the problem can be optimally solved by
assigning every client to a single facility. The total cost of this solution is f (D) + nα where α is the
uniform distance between any client and any facility. One can easily show that this is also a lower bound
on the cost of the fractional solution.
Even when the metric is induced by a star on F∪D, one can solve the problem optimally by assigning
all the clients to the facility nearest to the root of the star.
2.4.2 Uniform Metric on Facilities
Consider, the case when there is a uniform metric on the facilities, i.e. for any two facility i, i′ ∈
F, d(i, i′) = α. Note that client to client to facility distance can be non-uniform. The USFL problem
is NP-HARD even in this special case (the SET COVER reduction, gives such an instance). We can get a
constant factor approximation using rounding of USFL-REL.
The high level idea is as follows: given a fractional solution x , let F j = {i : x i j > 0} be the set of
facilities to which client j is assigned. Further, let dav( j) =
∑
i∈F d(i, j) · x i j be the average connection
cost for client j. If dav( j) of a client is high compared to α, we can assign the client to any facility and by
triangle inequality, the connection cost increases by only a constant factor. For clients whose average
connection cost is small, one needs to be more careful. The fractional assignment of such a client will
be to nearby facilities, and hence assigning it to an arbitrary facility can increase the connection cost
significantly. However, we can show that, a constant fraction of client’s assignment will be to the nearest
facility, which gives us a simple rounding scheme.
Uniform-Metric-Rounding
Let x be a solution to USFL-REL.
Let D′← { j ∈D : dav( j)≥ α2 }.
Choose an arbitrary facility i` ∈ F, assign clients D′ to i`.
For each client j ∈D \D′, assign j to the nearest facility in F j .
Algorithm 2.1: Rounding Algorithm for Uniform Metric
Let i( j) be the facility to which client j is assigned, and Si = { j ∈D : i( j) = i} be the set of clients
assigned to facility i ∈ F.
Lemma 2.4. For each client j ∈D, d(i( j), j)≤ 3 · dav( j).
Proof: For any client j, let i1( j) be the nearest facility in F j (ties broken arbitrarily). Clearly, d(i1( j), j)≤
dav( j). For a client j ∈ D \D′, d(i( j), j) = d(i1( j), j) ≤ dav( j). For a client j ∈ D′, using triangle
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inequality,
d(i( j), j)≤ d(i1( j), j) + d(i1( j), i( j))
≤ dav( j) +α
≤ 3 · dav( j)
This completes the proof.
Lemma 2.5. For each client j ∈D \D′, we have x i1( j) j ≥ 12
Proof: We can assume
F j > 1, otherwise the claim trivially holds true. Suppose x i1( j) j < 1/2. Let
i2( j) be the second closest facility to which j is fractionally assigned i.e. d(i2( j), j) ≥ d(i1( j), j), and
∀i ∈ F j \ {i1( j), i2( j)}, d(i, j)≥ d(i2( j), j).
dav( j) =
∑
j∈F j
d(i, j) · x i j
≥ d(i1( j), j) · x i1( j) j + (1− x i1( j)) · d(i2( j), j)
≥ 1
2
· (d(i1( j), j) + d(i2( j), j))
≥ d(i1( j), i2( j))
2
(by triangle inequality)
=
α
2
This is a contradiction as for all j ∈D \D′, dav( j)< α/2.
Lemma 2.6. Total facility cost is,
∑
i∈F
f (Si)≤ 2 · ∑
i∈F
fˆ (x i) +OPT.
Proof: For any facility i ∈ F, let Si = { j : x i j ≥ 1/2}. Consider a facility i ∈ F \ {il}. By Lemma 2.5,
Si ⊆ S′i . By monotonicity and Observation 2.2, f (Si)≤ 2 · fˆ (x i).
Now consider the facility i`, it was additionally assigned client set D
′. Thus Si` = D′ ∪
 
Si` \D′

,
where Si` \D′ ⊆ S′i` .
f (Si`)≤ f (Si` \D′) + f (D′)
≤ f (S′i`) + f (D)
≤ 2 · fˆ (x i`) +OPT
The first two inequalities follow from submodularity and monotonicity of f respectively, while the last
inequality uses monotonicty and Observation 2.2. Thus overall we get,
∑
i∈F
f (Si)≤ ∑
i∈F
2 · fˆ (x i) +OPT
Theorem 2.3. Algorithm 2.1 gives a 3-approximation.
Proof: Follows immediately by combining Lemma 2.4 and Lemma 2.6.
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2.4.3 The Tree Metric Case
We consider the case when the distance metric on F ∪D is given by a tree T . We show that in this
case, rounding the fractional optimal solution to USFL-REL yields an O(log k)-approximation. We need
a simple and well-known fact on the existence of a balanced separator in trees. In fact we need a slight
generalization.
Fact 2.1. Let T = (V, E) be a tree and let ; 6= S ⊆ V . Then there is a vertex v ∈ S, such that every component
T ′ of T \ {v}, has at most 2|S|3 vertices from S.
We will refer to v as a balanced separator with respect to S in T .
The rounding procedure. Let x be a solution to USFL-REL. For each client j, let dav( j) =
∑
i∈F d(i, j)·
x i j be the average connection cost of j in the fractional solution, and R j = 2dav( j). Let F′j = {i ∈ F :
d(i, j)≤ R j} be the facilities within a ball of radius R j around client j. We call this the R j-ball of client j.
By Markov inequality, it is easy to see that the total fractional assignment of j to facilities within the
R j-ball is atleast 1/2; that is,
∑
i∈F′j x i j ≥ 1/2.
Our rounding scheme, finds the balanced separator i with respect to F in T , and any unassigned client
j which is close (within R j distance) to this facility i is assigned to it. Then the problem is recursively
solved on each of the subtrees created after removal i. Formal description is provided below.
Tree-Metric-Rounding
Let x be a solution to USFL-REL.
A← ;. 〈〈A is the set of assigned clients〉〉
Let i be the balanced separator with respect to F in T
Si ← { j ∈D \ A | d(i, j)≤ 2∑i∈F d(i, j) · x i j}.
Assign clients in set Si to facility i.
A← A∪ Si .
for each T ′ ∈ T \ {i}
Recursively find assignment on subtree T ′ .
Algorithm 2.2: Rounding Algorithm for Tree Metric Case
Analysis. We now analyze the approximation provided by our algorithm. At the end of the algorithm,
let Si be the clients assigned to facility i, and i( j) be the facility to which client j is assigned. The
recursive algorithm partitions the facilities into levels. The number of levels is O(log k) since we pick a
balanced separator with respect to F in each tree. We say that a facility i is at level ` if i is chosen as a
balanced separator of a tree at recursion depth `; the first separator chosen is at level 1. Let F` be the
set of facilities at level `.
We can make the following observations.
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Lemma 2.7. Let i be the balanced separator chosen for T . For each client j, either i ∈ F′j in which case j is
assigned to i or F′j is fully contained in tree T ′ that contains j in T \ {i}.
Proof: If i ∈ F′j the algorithm assigns j to i. Otherwise d(i, j)> R j . Let T ′ be the component of T \ {i}
that contains j. No facility i′ ∈ F′j can be in a different component T ′′ 6= T ′; if it did, d(i′, j)≥ d(i, j)> R j
since T is a tree.
Lemma 2.8. Each client j is assigned to a facility i( j) ∈ F′j .
Proof: Recall F′j is the R j-ball of j and that
∑
i∈F′j x i j ≥ 1/2 by Markov inequality. Hence F′j 6= ;. It is
clear from the algorithm description that j is assigned to a facility i only if i ∈ F′j. To argue that j is
assigned to some facility we observe, via Lemma 2.7 that if j is not assigned to the separator vertex
i1 of T at level 1 then F
′
j is contained completely in the tree T
′ that j belongs to after i1 is removed.
Inductively we can argue that j will be assigned in T ′.
The main technical lemma is the following that bounds the facility cost.
Lemma 2.9. The total facility cost of depth ` facilities,
∑
i∈F` f (Si)≤ 2 ·
∑
i∈F fˆ (x (i)).
Proof: Corresponding to each facility i ∈ F`, there is a subtree Ti of T such that i is the balanced
separator chosen in Ti . Let Di be the clients in Ti that are not assigned to any facility outside of Ti . From
Lemma 2.7 we see that for each j ∈Di F′j ⊆ V (Ti). Hence the sets Di , i ∈ F` are mutually disjoint.
For each i ∈ F` we claim that f (Di)≤ 2∑i′∈V (Ti)∩F fˆ (x (i′)).
Assuming the preceding claim we can prove the lemma by using the fact that the trees Ti ∈ F` are
disjoint, as follows: ∑
i∈F`
f (Si)≤
∑
i∈F`
f (Di)
≤∑
i∈F`
2
∑
i′∈V (Ti)∩F
fˆ (x (i
′))
≤ 2∑
i′∈F
fˆ (x (i
′))
The first inequality is by monotonicity of f since Si , the set of clients assigned to i ∈ F`, is a subset of Di .
Now we prove the claim. For each client j we have
∑
i′∈F′j x i j ≥ 1/2. For each client j ∈Di , F′j ⊆ V (Ti),
thus
∑
i′∈V (Ti)∩F x
(i′)
j ≥ 1/2. The claim then follows from Lemma 2.3, using the vectors {x (i′)}i′∈V (Ti)∩F,
and β = 1/2.
Since there are O(log k) levels we obtain the following corollary.
Corollary 2.1. The total facility cost,
∑
i∈F f (Si) is O(log k) ·
∑
i∈F fˆ (x (i)).
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Thus, the total connection cost is at most
∑
j∈D 2dav( j) and the total facility cost is O(log k) ·∑
i∈F fˆ (x (i)). Combining these two yields the following theorem.
Theorem 2.4. Algorithm 2.2 gives a O(log k)-approximation.
Remark. Algorithm 2.2 easily extends for the more general case where the facility cost function is a
combination of a submodular function and a fixed cost. More formally, the facility cost of i is given as:
fi : 2
D → R, where fi(S) = hi + f (S) for |S| ≥ 1 here hi is a fixed cost that depends on i, and f is a
monotone non-negative submodular function. Consider a slight change to Algorithm 2.2: let j′ be the
client in Si with smallest radius R j′ ; let i
′ be the facility in F′j′ with smallest value of hi′ (in other words,
cheapest facility in F′j′ in terms of hi value); assign the clients Si to facility i′. This modified algorithm
gives an O(log k)-approximation for the more general case (we omit the proof).
2.4.4 General Metric
We now show that USFL problem on general metrics admits an O(log2 k)-approximation via USFL-
REL. To this end, we use the algorithm of Fakcheroenphol, Rao, and Talwar [53]:
Theorem 2.5. Given any metric d on V , there exists a randomized polynomial time algorithm that output
a spanning tree T on V , such that for all u, v ∈ V , d(u, v)≤ dT (u, v) and E[dT (u, v)]≤ O(log|V |) · d(u, v).
Moreover, given non-negative weights w(u, v) for each unordered pair u, v of vertices in V , there is a
deterministic algorithm that outputs a spanning tree T such that, for all u, v ∈ V d(u, v)≤ dT (u, v), and∑
u,v∈V
w(u, v) · dT (u, v) = O(log|V |) ∑
u,v∈V
w(u, v) · d(u, v).
Thus, a natural algorithm is to first approximate the given metric probabistically by a tree metric,
and then use Algorithm 2.2 to solve the problem on the tree metric. However, using this approach we
lose a factor of O(log(n+ k)) in the tree construction step itself. To avoid the dependence on n, we do
a simple preprocessing step of moving each client j to its nearest facility i( j) (ties broken arbitrarily).
After this preprocessing step the metric if effectively defined only on k points since we can ignore the
client locations. We now solve the USFL problem on this modified instance. Using triangle inequality
one can easily argue that the optimum solution value of the modified instance is no more than twice the
optimum solution value of the original instance. Further any solution to the modified instance can be
translated to that of the original instance by losing at most and additive amount of 2 ·OPT. Combining
these ideas we obtain the following.
Theorem 2.6. There is an O(log2 k)-approximation for USFL.
2.5 Hierarchical Cost Facility Location Problem
In this section we show that the integrality gap of the natural LP relaxation of HCFL is O(log k). We
start with the description of the LP formulation. In what follows, we use i to index the facilities in F,
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j to index the clients in D, and v to denote nodes in the cost tree T cost . We define a binary variable
y vi , which is 1 if cost of node v is paid for at facility i — in which case, we say node v is opened at
facility i. Further, for each facility i, and client j we have a binary variable x i j which is 1 if client j is
assigned to facility i. The assignment problem requires that each client j must be assigned to exactly one
facility (since the cost function is monotone, we can relax this to require that each client j is required
to be assigned to at least one facility). Moreover, if a client is assigned to a facility i, then every node
v ∈ path( j) must be opened at i. Based on this we obtain the following LP relaxation and dual.
(HCFL-LP)
min
∑
i∈F
∑
v∈T cost
cv · y vi +
∑
i∈F
∑
j∈D
d(i, j) · x i j∑
i∈F
x i j = 1 ∀ j ∈D
x i j ≤ y vi ∀ j ∈D, i ∈ F, v ∈ path( j)
x i j , y
v
i ≥ 0 ∀i ∈ F, j ∈D, v ∈ T cost
Figure 2.3: LP relaxation for HCFL
(HCFL-Dual)
max
∑
j∈D
α j
α j ≤ d(i, j) +
∑
v∈path( j)
β vi j ∀ j ∈D, i ∈ F∑
j∈D:v∈path( j)
β vi j ≤ cv ∀i ∈ F, v ∈ T cost
β vi j ≥ 0
Figure 2.4: Dual of HCFL-LP
Intuitively, in the dual, α j is the payment that client j is willing to make towards getting assigned
to a facility. A part of it goes towards paying for the distance d(i, j), and the remaining goes towards
paying for the facility cost at i. Specifically, β vi j is client j’s share for cost of node v at facility i.
Remark. The convex relaxation (USFL-REL) and linear programming relaxation (HCFL-LP) are equiva-
lent for HCFL (we omit the proof).
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2.5.1 LP Rounding
In this section we consider a primal rounding algorithm for HCFL via HCFL-LP. We provide an
O(log k)-approximation and integrality gap by giving an O(1)-approximation for the case of hierarchically
well-separated tree.
HCFL on Hierarchically Well-separated Tree.
A k-hierarchically well-separated tree (k-HST) is defined as a rooted tree with lengths on its edges
satisfying the following properties:
1. The lengths of all the edges from a vertex to its children are the same.
2. The lengths of the edges along any path from the root to a leaf decrease by at least a factor of k in
each step.
Here, we consider the case when the metric on F∪D corresponds to a 2-hierarchically well-separated
tree T . For simplicity of exposition, we make the assumption that the leaves of T correspond to the set
F ∪D. We show that the integrality gap of HCFL-LP is a constant in this case. In what follows, we refer
to a vertex of metric tree T as location, while we use node to refer to a cost tree T cost vertex.
The rounding procedure. We now describe the rounding procedure. Let (x , y) be an optimal solution
to HCFL-LP. Our algorithm starts with the root node of T cost , and finds a subset of facilities where it
will be opened. The remaining nodes of the cost tree are processed one at a time in breadth first search
order — this ensures that by the time node v is considered, every node along path(v) has already been
processed and opened at a subset of facilities. This is critical since if node v is opened at a certain facility
i, all nodes along path(v) must also be opened at that facility.
Consider any node v ∈ T cost . Intuitively, we would like to open node v at approximately ∑i∈F y vi
number of facilities, as the LP has already paid for this cost. At the same time, we would like to satisfy
the property, if node v is fractionally opened to an extent of 1 in a set of facilities, it must be opened
integrally also at a nearby facility. To ensure this, we do a bottom-up aggregation of the y v-values, to
determine whether in that subtree the node needs to be opened. To decide the exact location in the
subtree where the node will be opened, we look at the nearest location where the parent node was
opened.
Before formally describing the algorithm, let us define some notations. Given any location b ∈ T , let
Tb be the subtree of T rooted at b, parent(b) be the parent of b in T , child(b) be the set of children,
and `b be the length of the tree-edge going downward (towards the leaf) from b. For a subset of facilities
A⊆ F, let b(A) be the lowest common ancestor of A in T . For any node v and subset of facilities A⊆ F,
let y v(A) =
∑
i∈A y vi be the total volume of node v in set A. We extend this notation to subtrees of T as
well, where for a subtree T ′, we define y v(T ′) =
∑
i∈T ′∩F y vi . We call a subtree Tb minimal unit- y v tree,
if y v(Tb)≥ 1, and for b′ ∈ child(b), y v(Tb′)< 1. Now we present the algorithm:
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HCFL-Rounding
Let (x , y) be the solution to HCFL-LP.
〈〈Start with processing root node of cost tree〉〉
for each location b ∈ T , such that Tb is a minimal unit-y r tree
Let b be a witness for r.
Open root node r at any facility i in Tb.
〈〈Process cost tree nodes in breadth first search order〉〉
for each node v ∈ T cost \ r
for each location b ∈ T , such that Tb is a minimal unit-y v tree
Let b be a witness for v.
Open node v at any facility i ∈ Tb, where parent(v) is opened.
for each j ∈D
Assign j to the nearest i ∈ F, where all nodes along path( j) is opened.
Algorithm 2.3: LP Rounding Algorithm for HCFL on HST
Analysis. We now analyze the approximation provided by Algorithm 2.3. Given a subset of facilities
A⊆ F, let ∆A = maxi,i′∈A d(i, i′) be the diameter of set A.
Lemma 2.10. Let (x , y) be an optimal solution to HCFL-LP. For each pair of nodes u, v ∈ T cost where
u ∈ path(v), and any facility i ∈ F, y vi ≤ yui .
Proof: Consider any node v, and node u ∈ path(v). Let Dv = { j ∈D : v ∈ path( j)}, and let Du = { j ∈
D : u ∈ path( j)} be the clients requesting to open node v, and node u respectively. Since u ∈ path(v),
we have Dv ⊆ Du. Now observe, the second constraint of HCFL-LP ensures y vi = max j∈Dv x i j, and
yui = max j∈Du x i j . The lemma then follows from Dv ⊆Du.
Observation 2.3. Consider any node v ∈ T cost . For any location b, such that y v(Tb) ≥ 1, there exists a
witness b′ ∈ Tb for node v.
Lemma 2.11. Consider any node v ∈ T cost . For each witness b for node v, there exists a facility i ∈ Tb,
such that every node u ∈ path( j) is opened.
Proof: We prove the lemma using induction on path(v), starting from the root node. Consider the root
r, and a tentative location b for r. Since y r(Tb)≥ 1, Tb contains a facility i. And the claim holds trivially.
Assume that the claim holds true for every node u ∈ path(v) \ {v}.
Now consider node v. Let v′ be the parent of node v. Since y vi ≤ y v′i for any i (Lemma 2.10), then
clearly y v(Tb)≤ y v′(Tb). Thus, by Observation 2.3 there must exist a witness b′ ∈ Tb for node v′. By
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induction hypothesis there exists a facility i ∈ Tb′ ⊆ Tb, where every node in path(v′) is opened. Such
an i is a candidate location where v can be opened. Thus the lemma holds true.
Corollary 2.2. For each node v ∈ T cost and any subset of facilities A⊆ F where y v(A)≥ 1, the algorithm
opens every node u ∈ path(v) at a facility i ∈ Tb(A).
Proof: Consider node v. Since A⊂ Tb(A), we have y v(Tb(A))≥ 1. Thus by Observation 2.3, there exists
a witness b ∈ Tb(A) for node v. The claim then follows from Lemma 2.11.
For any node v ∈ T cost , the number of facilities where the node is opened is bounded by b∑i∈F y vi c.
Thus we can bound the facility opening cost using the LP.
Lemma 2.12. The total facility cost for the solution returned by Algorithm 2.3 is at most
∑
i∈F
∑
v∈T cost cv ·
y vi .
Now let us bound the connection cost of the solution obtained.
Lemma 2.13. The total connection cost for the solution returned by Algorithm 2.3 is at most 3 ·∑ j∈Dα j .
Proof: For any client j, let A be the set of facilities to which it is fractionally assigned i.e. A= {i ∈ F :
x i j > 0}. By dual complimentary slackness, if x i j > 0, the corresponding dual constraint is tight. That is
for every i ∈ A, α j = d(i, j) +∑v∈path( j) β vi j. Combining with the non-negativity constraint on β vi j, we
get α j ≥ d(i, j) for every i ∈ A. Observe, since ∑i∈A x i j ≥ 1, for all node v ∈ path( j), y v(A) ≥ 1. By
Corollary 2.2, there is a facility iˆ ∈ Tb(A), where every node in path( j) will be opened.
Let i( j) be the facility to which client j is assigned. If |A| = 1, then A= {iˆ}, and d(i( j), j)≤ d(iˆ, j)≤ α j .
Else let consider facilities i1, i2 ∈ A, such that lowest common ancestor of i1 and i2 is b(A). Therefore,
2 · `b(A) ≤ d(i1, i2)
≤ d(i1, j) + d(i2, j)
≤ 2 ·α j
Now, consider the unique path between j and i1, and j and i2 in T . Observe that one of the two paths
must contain the node b(A). Thus d(b(A), j)≤max{d(i1, j), d(i2, j)} ≤ α j . Also,
d(b(A), iˆ)≤

1+
1
2
+
1
4
. . .

· `b(A)
≤ 2 · `b(A)
≤ 2 ·α j
Therefore d(i( j), j)≤ d(iˆ, j)≤ 3 ·α j . This completes the proof.
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General Metric.
Using ideas similar to Section 2.4.4, and the fact that the trees generated by [53] are 2-HST’s with
original vertices as leaves of the HST, we obtain the following result.
Theorem 2.7. The integrality gap of HCFL-LP (and hence USFL-REL) is O(log k) for general metric. Here
k = |F| is the number of facilities.
2.6 Concluding Remarks
In this chapter, we initiate the study of UNIFORM SUBMODULAR FACILITY LOCATION problem. Our main
result is an O(log2 k) approximation for the problem. The questions remain open whether there exists
an O(1) approximation, and whether the integrality gap of USFL-REL is O(1). Our result differentiates
USFL and SFL, and provides some evidence to indicate that a constant factor approximation is feasible.
To answer these questions, it may be worthwhile to investigate the case when the distance metric
on the facilities and clients is given by a path or a tree. We give an O(log k)-approximation (and also
integrality gap) for these cases. Does there exist an O(1)-approximation? In fact it is not even known if
the problem is NP-HARD in these cases.
We also consider the HIERARCHICAL COST FACILITY LOCATION problem, and show that the inte-
grality gap of the natural LP relaxation is O(log k). Recall, Svitkina and Tardös gave a constant factor
approximation via local search. It will be interesting to see if the integrality gap of the LP is also O(1).
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Chapter 3
Capacitated k-center
3.1 Introduction
In this chapter, we consider the capacitated k-center problem (CAPKCENTER). This is a natural
generalization of the classical k-center problem, with each vertex additionally having a non-uniform
capacity constraint. Formally in CAPKCENTER, we are given a set of vertices V , a metric distance/cost
d : V × V → R≥0 on V , a capacity function L : V → Z≥0, and an integer parameter k. The goal is to
choose k vertices to open as centers, along with an assignment of every vertex to an open center which
minimizes the maximum distance between a vertex and the center it is assigned to while honoring the
capacity constraints: i.e., no open center v is assigned more vertices than its capacity L(v).
Analogously, we can define capacitated variants of k-median and facility location1 (UncapFL) prob-
lems as well. Capacity constraints in location problems pose difficult algorithmic challenges from both a
theoretical and empirical point of view and our understanding continues to evolve despite a long history
of work.
For uncapacitated location problems, several beautiful algorithmic techniques, such as LP-rounding
[35], primal-dual framework [70] and local search [34, 73] have been used to obtain a fine-grained
understanding of the approximability of the well-known variants: k-center, k-median, and UncapFL.
Already in the 80’s, Gonzales [57] and Hochbaum & Shmoys [66] developed tight 2-approximation
algorithms for the k-center problem. For UncapFL, the current best approximation algorithm is due to
Li [77]. He combined an algorithm by Byrka [31] and an algorithm by Jain, Mahdian, and Saberi [69]
to achieve an approximation guarantee of 1.488. This is nearly tight, as it is hard to approximate
the problem within a factor of 1.463 [58]. The gap is slightly larger for k-median: the current best
algorithm is due to Byrka et al. [32] which achieves a (2.675+ ε)-approximation, building upon the
recent breakthrough of Li and Svennson [78]; and it is NP-HARD to do better than 1+ 2/e ≈ 1.736 [69].
Although the different problems have algorithms with different approximation guarantees, they share
many techniques, and improvements have often come hand in hand. In particular, most of the above
progress relies on standard linear programming (LP) relaxations.
In contrast to the uncapacitated versions, the standard LP relaxations for the capacitated problems
have unbounded integrality gaps and this is one reason for the coarser understanding we have. Apart from
special cases, such as uniform capacities [72], soft capacities (a center can be opened several times) [70,
72, 98], and other variants [48, 76], the only known constant factor approximation algorithm until
1Recall that in k-median, we wish to select k centers so as to minimize the sum of distances of vertices to nearest open
center; facility location is similar to k-median but instead of having a constraint k on the number of centers to open, each
center has an opening cost.
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recently was for facility location. In a sequence of works, including Korupolu, Plaxton & Rajaraman [73],
Pál, Tardos & Wexler [92], Chudak & Williamson [46], and Zhang, Chen & Ye [108], increasingly
enhanced local search algorithms culminated in an approximation guarantee of 5 due to Bansal, Garg,
and Gupta [26]. These methods are elegant but specialized to facility location and are not LP-based.
In fact, until recently [10] finding a relaxation-based algorithm for capacitated facility location with
a constant approximation guarantee was a major open problem (see e.g. “Problem 5” of the ten open
problems from the recent book by Williamson and Shmoys [105]). One of the motivations for finding
algorithms based on relaxations is that the methods are often flexible and the developed techniques
transfer to different settings, as has indeed been the case in the study of uncapacitated location problems.
In the quest to obtain a better understanding and more general (relaxation based) techniques
for capacitated location problems, it is natural to start with the capacitated k-center (CAPKCENTER)
problem. Indeed, even though we have a good understanding of uncapacitated location problems in
general, the uncapacitated k-center problem stands out, with an extremely simple greedy algorithm
that gives a tight analysis of the LP relaxation. Our failure to understand the CAPKCENTER problem is
therefore solely due to the lack of techniques for analyzing capacity constraints. An important recent
development in this line of research is due to Cygan, Hajiaghayi, and Khuller [50], who obtain the first
constant factor approximation for the CAPKCENTER problem. Their algorithm works by preprocessing
the instance to overcome the unbounded integrality gap of the natural LP relaxation, followed by an
intricate rounding procedure. The approximation factor is not computed explicitly, but is estimated to
be roughly in the hundreds. This however, is still quite far off from the integrality gap lower bound of 7
(after preprocessing) [50] and the inapproximability results which rule out a factor better than 3 (see
e.g. [50] for a simple proof).
In this chapter, we present a simple algorithm for the CAPKCENTER problem with a clean analysis
that leads to improved approximation guarantee. Our result is encapsulated in the following theorem.
Theorem 3.1. There exists a 9-approximation algorithm for the capacitated k-center problem.
Our algorithm is based on rounding the standard LP relaxation and almost settles its integrality
gap (after the preprocessing of Cygan et al. [50]): it is either 7,8 or 9 (both the integrality gap and
approximation ratio can only take integral values; this is because the worst instances can easily be seen
to be ones defined by the shortest-path metric on an unweighted graph). Due to the simplicity of our
analysis, we hope that some of the ideas could be applied to other location problems, such as capacitated
k-median, for which no constant factor approximation algorithms are known. We now give a high-level
description of our algorithm.
3.1.1 High-level overview of the algorithm
The algorithm guesses the optimal solution value τ and considers an unweighted graph G≤τ on
the given set of vertices where two vertices are adjacent if and only if their distance is at most τ: the
edges in this graph represent the assignments that are “admissible” with respect to τ. This graph can be
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assumed to be connected (see [50]). The algorithm then solves a natural and standard LP on G≤τ. This
determines if it is possible to (fractionally) open k vertices while assigning every vertex to a center that
is adjacent in G≤τ. If this LP is infeasible, we know that the optimum is larger than τ; otherwise, our
algorithm will open k centers and find an assignment of every vertex to an open center that is within a
distance of 9 in G≤τ, and moreover the assignment respects the capacities of open centers. This leads to
a 9-approximation algorithm.
The LP solution specifies a set of opening variables that indicate the fraction to which each vertex is
to be opened. Our algorithm rounds these opening variables by “transferring” openings between vertices
to make them integral. Since we do not create any new opening, our rounding will naturally open at
most k centers; however, the challenge is to ensure that there exists a small-distance assignment of the
vertices to open centers. If, for example, the opening of a vertex v is transferred to another vertex that is
far away, the clients that were originally assigned to v may be unable to find an available center nearby.
For another example, if the opening of a high-capacity vertex gets transferred to a low-capacity one,
the low-capacity vertex may fail to provide sufficient capacity to cover the vertices in the neighborhood.
Thus, we need to ensure that our rounding algorithm transfers openings only in small vicinity, and that
“locally available capacity” of the graph does not decrease. (Definition 3.1 formalizes this concept as a
distance-r transfer.)
We reduce the rounding problem to the special case of tree instances, and present a best-possible
algorithm that rounds such instances. A tree instance is given by a set of opening variables defined on a
rooted tree, where every non-leaf node has an opening variable of 1. Tree instances are generalizations
of caterpillars used by Cygan et al. [50], which can be considered as tree instances whose non-leaf nodes
form a path and have certain degree bounds. Suppose we have a tree instance where the capacities
are uniform and there are exactly two leaves u and v each of which is opened by 1/2, whereas every
other vertex is opened by 1. If u and v are distant, this may appear problematic at a glance as we cannot
transfer the opening of one to the other. However, there exists a (unique) path u, w1, . . . , wm, v in the
tree, and we can transfer the opening of 1/2 in a “chain” along this path: from u to w1, from w1 to w2,
. . ., from wm to v. This idea can in fact be carried through to give an algorithm for capacitated k-center
when all capacities are equal.
Unfortunately, this chain of transfers causes a problem when the capacities are given arbitrarily:
suppose in the previous example that u and v have very high capacities compared to the others. Then
we will not be able to transfer the opening of u to w1, since the open centers around u may not be able
to provide sufficient capacity to cover the vertices that were originally assigned to u. However, from
another angle, w1 (or any other non-leaf vertex) is “wasting” the budget, since it opens a center while
contributing relatively small capacity to the graph. This provides us some “slack” in the budget that we
can utilize: in this particular example, by transferring an opening of 1/2 from w1 to u, and the other 1/2
from w1 to v in a chain, we can successfully round the given instance thanks to the decision of closing
w1 which had originally had its opening variable equal to one. This strategy of closing a fully open center
is quite powerful, yet we need to ensure that its capacity can be accomodated by nearby centers if we
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want to close it. Thus, the viability of such a strategy tends to depend on several factors, including how
its capacity compares to vertices in the neighborhood, which of these vertices are to be opened, and so
on – all decisions which could depend on more and more distant vertices.
In contrast, our algorithm departs from previous works by using a simple local strategy that does not
depend on distant vertices and applies to every non-leaf node. The reason our strategy works locally
is that the decision of closing fully open centers is determined using solutions to subinstances, which
are solved recursively. This key idea significantly eases the analysis and leads to our algorithm for tree
instances that is the best possible. The simplicity of our analysis also helps us more carefully analyze the
approximation ratio. In Section 3.4 we formally present our algorithm to round a tree instance;
Finally, in Section 3.3 we present the reduction to tree instances. We reduce the given problem to a
tree instance by constructing a tree on a subset of vertices that are chosen as “candidates” to be opened.
Non-leaf nodes will be carefully chosen, in order to yield a 9-approximation algorithm. Two adjacent
vertices in the constructed tree instance will not necessarily be adjacent in the original graph, but will
be in close proximity; hence, if the tree instance can be rounded using short transfers of openings, the
original instance can also be rounded using only slightly longer transfers.
3.2 Preliminaries
Recall, in CAPKCENTER we are given an integer k, a metric distance/cost d : V × V → R≥0 on V , and
a capacity function L : V → Z≥0, the aim is to choose k vertices to open, along with an assignment of
every vertex to an open center which minimizes the maximum distance between a vertex and the center
it is assigned to while honoring the capacity constraints: i.e., no open center v is assigned more vertices
than its capacity L(v).
For an undirected graph G = (V, E), dG(u, v) denotes the distance between u, v ∈ V ; NG[u] denotes the
set of vertices in the closed neighborhood of u, which includes u itself: i.e., NG[u] := {v | (u, v) ∈ E}∪{u}.
For U ⊂ V , dG(v, U) denotes the distance from v to U: dG(v, U) := minu∈U dG(v, u). NG[U] is a shorthand
for ∪u∈U NG[u]. When the graph of interest G is clear from the context, we will use N[·] instead of NG[·].
Let OPT denote the optimal solution value.
Reduction to an unweighted problem using the standard LP relaxation. Our algorithm begins with
determining a lower bound τ∗ on the optimal solution value: it makes a guess τ at OPT, and tries to
decide if τ < OPT. We simplify this problem by considering an unweighted graph that represents which
assignments are “admissible”. Let G≤τ = (V, E≤τ) be the unweighted graph on V (with loops on every
vertex) where two vertices are adjacent if and only if their distance is at most τ: E≤τ := {(u, v) | d(u, v)≤
τ}. Note that a feasible solution of value τ assigns every vertex to a center that is adjacent in G≤τ,
and conversely, if a solution assigns every vertex to a center that is adjacent in G≤τ, its value is no
greater than τ. For an unweighted graph G = (V, E), the standard LP relaxation LPk(G) is the following
feasibility LP that fractionally verifies whether there exists a solution that assigns every vertex to an open
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center that is adjacent in G:
(capkc-LP)∑
u∈V
yu = k
xuv ≤ yu ∀u, v ∈ V∑
v:(u,v)∈E
xuv ≤ L(u) · yu ∀u ∈ V∑
v:(u,v)∈E
xuv = 1 ∀v ∈ V
0≤ x , y ≤ 1
Figure 3.1: LP relaxation for CAPKCENTER
Here xuv is called an assignment variable; yu is called the opening variable of u.
However, the integrality gap of this LP, defined as the maximum ratio OPTτ where LPk(G≤τ) is feasible,
is unbounded; hence this LP cannot in general estimate OPT very well. We use the approach of Cygan
et al. [50] to address this issue: consider the connected components of G≤τ; if τ ≥ OPT, a vertex can
be assigned only to the vertices in the same connected component. For each connected component Gi
of G≤τ, the algorithm decides the minimum integer ki for which LPki (Gi) is feasible; if
∑
i ki > k, this
certifies that there exists no solution of value τ or better (τ < OPT). Now let τ∗ be the smallest τ for
which the algorithm fails to certify that τ < OPT; since the algorithm has to fail to provide a certificate
for τ = OPT, we have τ∗ ≤ OPT. The algorithm then separately solves the subproblems given by the
connected components of G≤τ∗: given a connected graph G for which LPk(G) is feasible, our algorithm
finds a set of k vertices to open, with an assignment of every vertex to an open center that is within the
distance of nine. Note that dG≤τ∗ (u, v)≤ 9 implies d(u, v)≤ 9τ∗ ≤ 9 ·OPT from the triangle inequality.
Lemma 3.1 (Cygan et al. [50]). Suppose there exists an algorithm that, given a connected graph G, capacity
L, and k for which LPk(G) is feasible, computes a set of k vertices to open and an assignment of every vertex
u to an open center v such that dG(u, v)≤ ρ and the capacity constraints are satisfied. Then we can obtain
a ρ-approximation algorithm for the CAPKCENTER problem.
Distance-r transfers. The above discussion reduces the task of designing an approximation algorithm
for the CAPKCENTER problem to that of using a solution (x , y) to LPk(G) in order to select k centers so
that each vertex in the connected graph G is assigned to a center in a nearby neighborhood. Simple
algebraic manipulations show that, for any U ⊂ V , the LP solution satisfies |U | =∑u∈U ∑w:(w,u)∈E xwu ≤∑
w∈N[U] L(w) · yw; note that, if the opening variables y are integral, this exactly corresponds to Hall’s
condition [63] and hence we can assign every vertex to an adjacent center. However, the LP solution
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may open each center only by a small fractional amount; in order to obtain an integral solution, it is
therefore natural to try to aggregate fractional openings of nearby vertices. As different centers have
varying capacities, one difficulty of this approach is that the rounding also needs to ensure that the
aggregation does not decrease the available capacity. Consider a center u of capacity L(u) that is open
with fraction yu; we can view it as a center with the fractional capacity of L(u) · yu, because in a sense this
is the maximum number (as a fraction) of vertices this center serves according to the LP. Our rounding
procedure will open k centers, while ensuring that we can transfer the fractional capacity of each u to
one or more of the open centers that are close by (and the performance guarantee is determined by how
close these centers are). The following definition formalizes the notion of a distance-r transfer:
Definition 3.1. Given a graph G = (V, E) with a capacity function L : V → Z≥0 and y ∈ RV+, a vector
y ′ ∈ RV+ is a distance-r transfer of (G, L, y) if
(a)
∑
v∈V
y ′v =
∑
v∈V
yv and
(b)
∑
v:dG(v,U)≤r
L(v)y ′v ≥
∑
u∈U
L(u)yu for all U ⊆ V .
If y ′ is the characteristic vector of S ⊆ V , we say S is a distance-r transfer of (G, L, y).
The given conditions say that a transfer should not change the total number of open centers, while
ensuring that the total fractional capacity in each small neighborhood does not decrease as a result of
this transfer. We also remark that multiple transfers can be composed: if y ′ is a distance-r transfer of
(G, L, y) and y ′′ is a distance-r ′ transfer of (G, L, y ′) then y ′′ is a distance-(r + r ′) transfer of (G, L, y).
Lemma 3.2. For a graph G = (V, E) with a capacity function L : V → Z≥0, let (x , y) be a feasible solution
to LPk(G). If S ⊂ V is a distance-r transfer of (G, L, y), then every vertex v ∈ V can be assigned to a
center s ∈ S such that dG(v, s)≤ r + 1, while ensuring no center is assigned more vertices than its capacity.
Moreover, |S|= k, and this assignment can be found in polynomial time.
Proof: Consider the natural bipartite matching problem between V and the multiset of open centers
that are duplicated to their capacities: i.e, each center s ∈ S appears in the multiset with multiplicity L(s).
Every vertex v in V is connected to every copy of each center s ∈ S such that dG(v, s)≤ r + 1. Observe
that a matching of cardinality |V | naturally defines an assignment that satisfies the desired properties.
We shall now show that there exists such a matching by verifying Hall’s condition, i.e., that for all U ⊂ V ,
|U | ≤∑s∈S:dG(s,U)≤r+1 L(s).
As was observed earlier, we have |U | ≤ ∑w:dG(w,U)≤1 L(w) · yw; from Condition 3.1.(b), |U | ≤∑
w:dG(w,U)≤1 L(w) · yw ≤
∑
s∈S:dG(s,U)≤r+1 L(s). This matching can be found in polynomial time, and
|S|= k follows from Condition 3.1.(a).
Tree instances. As was discussed earlier, we solve the general problem via reduction to tree instances.
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Definition 3.2. A tree instance is defined as a tuple (T, L, y), where T = (V, E) is a rooted tree with the
capacity function L : V → Z≥0, and opening variables y ∈ (0, 1]V satisfy that ∑v∈V yv is an integer and
yv = 1 for every non-leaf node v ∈ V .
3.3 Reducing General Instances to Trees
In this section, we present the reduction from the CAPKCENTER problem to tree instances.
Lemma 3.3. Suppose there exists a polynomial-time algorithm that finds an integral distance-r transfer of
a tree instance. Then there exists a (3r + 3)-approximation algorithm for the capacitated k-center problem.
Lemma 3.3 directly follows from Lemma 3.1, Lemma 3.2, and Lemma 3.4.
Lemma 3.4. Suppose there exists a polynomial-time algorithm that finds an integral distance-r transfer of a
tree instance. Then there exists an algorithm that, given a connected graph G = (V, E), capacity L : V → Z≥0,
and k ∈ N for which LPk(G) has a feasible solution (x , y), finds an integral distance-(3r + 2) transfer of
(G, L, y).
Our reduction, conceptually, constructs a tree instance by defining a tree on a subset of the vertices
that have nonzero opening variables in the LP solution. Adjacent vertices in this tree instance may not
necessarily be adjacent in G, but will be in close proximity; this establishes that a distance-r transfer of
the tree instance can be interpreted as a transfer of short distance in G as well. The opening variables
of this tree instance would ideally be set equal to the corresponding LP opening variables. However,
recall that one of the crucial characteristics of tree instances is that every non-leaf node has the opening
variable of one. Yet, individual opening variables of the LP solution may have values less than one in
general; we address this issue by using the clustering due to Khuller and Sussmann [72].
Lemma 3.5 (Khuller and Sussmann [72]). Given a connected graph G = (V, E), V can be partitioned into
{Cv}v∈Γ for some set of cluster midpoints Γ ⊂ V , such that
• there exists a tree U = (Γ , F) rooted at r ∈ Γ such that for every (u, v) ∈ F, dG(u, v) = 3;
• for all v ∈ Γ , NG[v] ⊂ Cv; and
• for all u ∈ Cv , dG(u, v)≤ 2.
Observe that, for every cluster Cv, the total opening in the neighborhood of v is at least one:∑
u∈NG[v] yu ≥
∑
u∈NG[v] xuv = 1 from the LP constraints. We will aggregate these openings to create at
least one vertex with the opening variable of one in each cluster; then each cluster will contribute one
“fully open vertex” to the tree instance, which will become the non-leaf nodes of the tree. Two non-leaf
nodes in the tree instance are made adjacent if and only if their clusters are adjacent in U . In order
to ensure that the aggregation retains the fractional capacity in the graph (in other words, to satisfy
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Figure 3.2: Graph G¯ obtained by augmenting G with auxiliary vertices; black nodes correspond to cluster midpoints,
dashed circles represent their neighborhoods.
Condition (3.1(b)) of Definition 3.1), we will transfer the openings in NG[v] to a vertex with the highest
capacity in NG[v]. Let mv := arg maxu∈NG[v] L(u) denote this vertex.
If mu and mv are adjacent in this tree instance, how far can they be in G? Recall that mu and mv are
adjacent if and only if (u, v) ∈ F ; hence, dG(mu, mv)≤ dG(mu, u) + dG(u, v) + dG(v, mv)≤ 5. However,
here comes a subtlety: if mv and mw are also adjacent in the tree, we would expect dG(mu, mw) ≤
dG(mu, mv)+ dG(mv , mw)≤ 10, whereas a tighter bound shows that dG(mu, mw) in fact never exceeds 8:
dG(mu, mw)≤ dG(mu, u)+dG(u, v)+dG(v, w)+dG(w, mw)≤ 1+3+3+1. Therefore, a simple abstraction
that a tree edge corresponds to a length-5 path in G would lead to a slight slack in the analysis. In order
to avoid this issue, we will create an auxiliary vertex av that is “almost at the same position” as the cluster
midpoint v for each cluster, and aggregate openings to this auxiliary vertex av instead of mv as we did
earlier. We will treat av as the delegate for mv , in the sense that av (in lieu of mv) will be part of our tree
instance, and if we decide to open av from the tree instance, we will open mv instead.
Proof (Proof of Lemma 3.4): We first augment the graph by introducing the auxiliary vertices (see
also Figure 3.2): for each Cv , we add a new vertex av to the graph, along with the edges from av to every
vertex in NG[v]. Let G¯ = (V¯ , E¯) be this augmented graph. Observe that av is located “almost at the same
position” as v in the following sense: for every u ∈ V , dG¯(u, av) = dG(u, v) unless u = v; dG¯(v, av) = 1.
Note that dG¯(aw, az) = dG(w, z). L and y are accordingly augmented by setting the capacity and the
opening variable of the new auxiliary vertex respectively as L(av) := L(mv) and yav := 0.
Now our reduction works in three phases: in the first phase, we aggregate the opening of 1 from
NG[v] to av; this phase yields a distance-1 transfer yfirst of (G¯, L, y). In the second phase, we construct
a tree instance by defining a tree on a subset of V¯ , and invoke the polynomial-time algorithm to find an
integral distance-r transfer of this tree instance. We will see that this transfer can be interpreted as a
distance-3r transfer ysecond of (G¯, L, yfirst). In the last phase, we transfer the opening of each auxiliary
variable av to the vertex it delegates, mv . This constitutes a distance-1 transfer y
third of (G¯, L, ysecond).
The opening aggregation in the first phase works as follows: for each cluster Cv, we increase yav
while simultaneously decreasing yu for some u ∈ NG[v] with yu > 0. If yav reaches one, we stop; if
yu reaches zero, we find another u ∈ NG[v]. The initial choice of u is always taken as mv so that this
procedure ensures that ymv becomes zero. The procedure outputs a distance-1 transfer y
first, since
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whenever an opening variable decreases during the construction, we increase the opening variable of an
adjacent vertex with higher or equal capacity.
In the second phase, we define a tree T on the set of vertices with nonzero opening variables. Note
that this in particular implies that mv /∈ T for each cluster Cv. T is constructed from U = (Γ , F) as
follows: we replace each v ∈ Γ by av to obtain a tree on the auxiliary vertices, and for each vertex u ∈ Cv
such that yu > 0, we attach u as a (leaf) child of av . Note that every non-leaf node is an auxiliary vertex
and therefore has the opening variable of one. The total opening is equal to the total opening of y , and
therefore (T, L, yfirst) is a valid tree instance; we invoke the polynomial-time algorithm to find an integral
distance-r transfer of this instance. For any two nodes i and j that are adjacent in this tree instance,
either i = au and j = av for some (u, v) ∈ F , or i = av and j ∈ Cv . In the former case, dG¯(i, j) = 3; in the
latter case, dG¯(i, j)≤ 2. Thus, the integral distance-r transfer of the tree instance can be interpreted as
an integral distance-3r transfer ysecond of (G¯, L, yfirst).
Note that ysecondmv = 0 for every cluster Cv , since mv does not participate in the tree instance; on the
other hand, av may have been opened by the tree algorithm. In the last phase, we transfer the opening of
av to mv , the vertex delegated by av . This yields an integral distance-1 transfer y
third of (G¯, L, ysecond).
Note that y thirdav = 0 for every cluster Cv; by projecting y
third back to V , we obtain an integral
distance-(3r + 2) transfer of (G, L, y).
3.4 Algorithm for Tree Instances
In this section we prove the following.
Lemma 3.6. There is a polynomial time algorithm that finds an integral distance-2 transfer of a given tree
instance (T, L, y).
We remark that it is easy to see that some tree-instances do not admit an integral distance-1 transfer
and the above lemma is therefore the best possible. One example is the following: the instance consists
of a root with six children, where each child is opened with a fraction 2/3, and all vertices have the same
capacity; it is easy to see that any integral solution needs to transfer fractional capacity from one leaf to
another (i.e., of distance 2). We now present the algorithm along with the arguments of its correctness.
The algorithm builds up the solution by recursively solving smaller tree instances. The base case
is simple: if |T | ≤ 1 then simply open the vertex in V (T ) if any. By the integrality of ∑v∈V (T ) yv this is
clearly a distance-2 transfer (actually a distance-0 transfer). Let us now consider the more interesting
case when |T | ≥ 2; then there exists a node r of which every child is a leaf. Let v1, . . . , v` be the children
of r, in the non-increasing order of capacity: L(v1)≥ · · · ≥ L(v`). Let Tr denote the subtree rooted at r
and Y :=
∑`
i=1 yvi . The algorithm considers two separate cases depending on whether Y is an integer.
Let us start with the simpler case when Y is an integer: the algorithm selects the set Sr consisting
of the Y + 1 vertices of highest capacity in Tr . As every pair of nodes in Tr are within a distance of
2, Sr is a distance-2 transfer of the tree instance induced by Tr . The algorithm then solves the tree
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Figure 3.3: (a) The construction of T¯ from T with the subtree Tr rooted at r with children v1 and v2; the grey
vertices are those selected in potential solutions to T¯ and T , respectively. (b) The bipartite graph and the induced
subgraphs G¯ and Gr that are used in the proof of Claim 3.1.
instance induced by T¯ := T \ Tr to obtain a distance-2 transfer S¯ of size ∑v∈T yv − Y − 1. It follows that
S := Sr ∪ S¯ is a distance-2 transfer of (T, L, y).
We now consider the final more interesting case when Y is not an integer. In this case, we cannot
consider Tr and T \ Tr as two separate instances because the y-values suggest to either open bY c+ 1 or
dY e+ 1 centers in Tr : a choice that depends on the selected centers in T \ Tr . As at least bY c+ 1 of the
vertices in Tr will be selected as centers in either case, the algorithm will commit itself to open the bY c+1
vertices in Tr of highest capacity. Let Scommit denote that set and note that it equals {v1, . . . , vbY c, r} or
{v1, . . . , vbY c, vbY c+1} dependent on which node of r and vbY c+1 has the higher capacity (vbY c+1 is well
defined since we have that the number of children ` is at least dY e from y ≤ 1). By the selection of
Scommit, we have ∑
u∈V (Tr )
yu L(u)≤
∑
s∈Scommit
L(s) + y¯p L¯(p), (3.1)
where y¯p = Y − bY c and L¯(p) = min[L(r), L(vbY c+1)]. In other words, if the algorithm on the one hand
chooses to only open the bY c+ 1 centers Scommit in Tr , then an additional fractional capacity y¯p L¯(p)
needs to be transferred from Tr to an open center in T \ Tr . On the other hand, if the algorithm chooses
to open all the centers dY e+1 in Scommit∪{vbY c+1, r} then those centers can accomodate all the fractional
capacity in Tr together with (1− y¯p)L¯(p) additional capacity.
We defer this decision to be based on the solution of the smaller tree instance (T¯ , L¯, y¯) obtained from
(T, L, y) as follows (see also Figure 3.3a): replace Tr by the vertex p that represents the deferred decision
and let y¯ , L¯ be the natural restrictions of y, L on T \Tr with y¯p = Y−bY c and L¯(p) = min[L(r), L(vbY c+1)].
The algorithm then recursively solves this smaller instance to obtain a distance-2 transfer S¯ of (T¯ , L¯, y¯).
From S¯ it constructs the solution S to the original problem instance by first replacing p (if p is in S¯) by
the vertex vbY c+1 or r that was not chosen to be in Scommit, and then adding Scommit to the set.
We complete the proof of Lemma 3.6 by arguing that S is a distance-2 transfer of the original tree
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instance (T, L, y). Note that, as |S¯| = ∑v∈T¯ y¯v = ∑v∈T yv − 1 − bY c, we have |S| = |S¯|+ |Scommit| =∑
v∈V yv as required. It remains to verify Condition (3.1(b)) of Definition 3.1:
Claim 3.1. We have
∑
u∈U
yu L(u)≤
∑
s∈S:dT (s,U)≤2
L(s) for all U ⊆ V (T ).
Proof: Consider the bipartite graph G with left-hand-side V (T ), right-hand-side S, and an edge between
v ∈ V (T ) and s ∈ S if dT (s, v)≤ 2. For simplicity, we slightly abuse notation and think of V (T ) and S as
disjoint sets. Moreover, let N(U) denote the (open) neighbors of a subset U of vertices in this graph:
N(U) := {v | ∃u ∈ U dG(u, v) = 1}. Let w : V (T )∪ S→ R be weights on the vertices defined by
w(v) =
yv L(v) if v ∈ V (T )L(v) if v ∈ S .
With this notation, we can reformulate the condition of the claim as∑
u∈U
w(u)≤ ∑
s∈N(U)
w(s) for all U ⊆ V (T ). (3.2)
To prove this, we shall prove a slightly stronger statement by verifying the condition separately on two
biparite graphs Gr and G¯ that correspond to Tr and T¯ , respectively. We obtain Gr and G¯ from G as
follows (see also Figure 3.3b). First, add a vertex p to the left-hand-side by making a copy of r ∈ T and
set w(p) = y¯p L¯(p) and update w(r) = yr L(r)− y¯p L¯(p) = L(r)− y¯p L¯(p) ≥ 0. Similarly, if p ∈ S¯ then
add a copy p of r ∈ S and set w(p) = L¯(p) and update w(r) = L(r)− L¯(p) ≥ 0. Note that after these
operations the vertices of both the left-hand-side and the right-hand-side can naturally be partitioned
into those that correspond to vertices in Tr and those that correspond to vertices in T¯ . Graphs Gr and G¯
are the subgraphs induced by these two partitions.
Let us first verify that (3.2) holds for G¯. By construction, we have that the total weight w(U) of a
subset U of V (T¯ ) is equal to
∑
u∈U y¯u L¯(u) and the total weight w(N(U)) of its neighborhood in G¯ equals∑
s∈S¯:dT (s,U)≤2 L¯(s). Hence, (3.2) holds since S¯ is a distance-2 transfer of (T¯ , L¯, y¯).
We conclude the proof of the claim by verifying (3.2) for Gr . As both the left-hand-side and right-hand-
side of Gr correspond to vertices in Tr that all are within distance 2 of each other, we have that Gr is a
complete bipartite graph. The total weight of the left-hand-side is by construction
∑
u∈Tr yu L(u)− y¯p L¯(p)
and the total weight of the right-hand-side is
∑
s∈Tr∩S L(s)− L¯(p)1p∈S¯ which equals
∑
s∈Scommit L(s). The
claim now follows from (3.1), i.e., that
∑
u∈Tr yu L(u)− y¯p L¯(p)≤
∑
s∈Scommit L(s).
The above claim completed the analysis of the algorithm for finding an integral distance-2 transfer
of a given tree instance and Lemma 3.6 follows.
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3.5 Concluding Remarks
In this chapter we presented a 9-approximation algorithm for the capacitated k-center problem. Our
techniques can be extended to obtain approximation algorithms for other problems. In an independent
work, An, Bhaskara, and Svensson [9] used similar rounding technique for the capacitated k-supplier
problem – a variant of k-center where the set of clients and facilities are specified separately – to get
11-approximation algorithm. Further, they considered the budgeted center problem which is a weighted
generalization of the k-center problem – in the k-center problem, opening a center incurs the uniform
cost of one and there is a budget of k on the total opening cost; on the other hand, in the budgeted
center problem, the opening costs are given by C : V → R+ that is a part of the input along with the
total budget B ∈ R+. For this variant, the general capacity problem is inapproximable, they gave a
9-approximation algorithm when the capacities are uniform.
Our 9-approximation algorithm comes close to settling the integrality gap. It is natural to ask if our
techniques can be used to obtain a tight result. Recall that our framework consists of first reducing the
general problem to tree instances and then solving such instances. Since our algorithm for tree instances
is the best possible, any potential improvement must come from the reduction, and we raise this as an
open problem.
For the special case where all the capacitities are either 0 or some constant L, stronger preprocessing
and sophisticated rounding leads to a 6-approximation [9]. This raises the natural open question: could
there be preprocessing steps which can help bring down the approximation ratio to the tight factor of 3
(recall lower bound is 3 under P 6= NP [50])?
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Chapter 4
Clustering Under Perturbation Resilience
4.1 Introduction
In this chapter we consider various clustering problems under perturbation resilience. As we
mentioned earlier, in a typical clustering problem the input is a set of points with a notion of similarity
(also called distance) between every pair of points, and a parameter k, which specifies the desired
number of clusters. The goal is to partition the points into k clusters such that points assigned to the
same cluster are similar. One way to obtain this partition is to select k centers and then assign each
point to the nearest center. The quality of the clustering can be measured in terms of an objective
function. Some of the popular and commonly studied ones are k-median (sum of distances of points to
nearest center), k-means (sum of squared distances of points to nearest center), and k-center (maximum
distance between a point to its nearest center). These are center-based objective functions. Unlike
some applications in Operations Research, in many clustering problems in data analysis, the objective
function is a proxy to identify the clusters and the actual value of the objective function is not necessarily
meaningful. Clustering is often considered in the presence of outliers. In this setting the goal is to find
the best clustering of the input after removing (at most) a specified number (or fraction) of points —
this is useful in practice when the input data is noisy.
Most of the natural optimization problems that arise in clustering turn out to be NP-HARD. Extensive
work exists on approximation algorithm design as well as heuristics. Although clustering and its variants
are intractable in the worst case, various heuristic based algorithms like Lloyd’s, k-means++ perform very
well in practice and are routinely used — at the same time some of these heuristics have poor worst-case
approximation performance. On the other hand algorithms designed for worst-case approximation
bounds may not work well in practice or may not be sufficiently fast for large data sets. To bridge
this gap between theory and practice, there has been an increasing emphasis on beyond worst case
analysis. Several models have been proposed to understand real-world instances and why they may be
computationally easier. One such model is based on the notion of instance stability. This is based on the
assumption that typical instances have a clear underlying optimal clustering (also known as ground-truth
clustering) which is significantly better than all other clusterings, and remains the same under small
perturbations.
The notion of stability/perturbation resilience was formalized in the work of Bilu and Linial [28]
initially for Max Cut, and by Awasthi, Blum and Sheffet [17] for clustering. For clustering problems,
an instance I is said to be α-perturbation resilient for some α > 1 if the optimum clustering remains
the same even if pairwise distances between points are altered by a multiplicative factor of at most
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α. Intuitively, α determines the degree of resilience of the instance, with a higher value translating to
more structured, and separable instances. In the past few years, there has been increasing interest in
understanding stable/perturbation-resilient instances. After several papers [17,23,24], a recent result by
Angelidakis, Makarychev and Makarychev [12] showed that 2-perturbation resilient instances of several
clustering problems with center based objectives (which includes k-median, k-center, k-means) can be
solved exactly in polynomial time. For k-center finding the optimum solution for (2−δ)-perturbation
resilient instances is NP-HARD [23]. One criticism of perturbation resilience for clustering was the
assumption in some earlier works that the optimum clustering remains stable under perturbation d ′
of the original metric d even when d ′ itself may not be a metric. Interestingly the results of [12] hold
even under the weaker assumption of metric perturbation resilience, which constrains the perturbed
pairwise distances to be a metric. The results in [12] are based on a simple and unified algorithm that
computes the MST T of the given set of points and then applies dynamic programming on T to find the
clusters; it is only in the second step that the specific objective function is used. Our work in this chapter
is motivated by the existing work and several interrelated questions on theoretical concerns, that we
discuss next.
One of objectives in beyond-worst-case analysis is to explain the empirical success of existing
algorithms and mathematical programming formulations. For stable instances of Max-Cut and Minimum
Multiway Cut, convex relaxations are known to be integral for various bounds on the perturbation
parameter [12, 85]. In the context of k-median and k-means Awasthi et al. [18] showed that if the
data is generated uniformly at random from k unit balls with well-separated centers, convex relaxations
(linear and semi-definite) give an optimal itegral solution under appropriate separation conditions on
the centers. However, for perturbation resilient clustering instances not much is known about the natural
LP relaxations. This raises a natural question.
Question 4.1. Are the natural LP relaxations for 2-metric perturbation resilient instances of clustering
problems integral?
There are several advantages in proving that well-known relaxations are integral. First, they provide
evidence of the goodness of the relaxation; often these relaxations also have worst-case approximation
bounds. Second, when the relaxation does not give an integral solution for a given instance we can
deduce that the instance is not perturbation resilient.
As we remarked, one major takeaway from the paper of Angelidakis et al. [12], apart from its strong
theoretical results, is the simple and unified algorithm that they propose which may lead to an effective
heuristic. In real-world data there is often noise, and it would be useful to develop algorithms in the
more general setting of clustering with outliers. This leads us to the question,
Question 4.2. Is there any stability model under which the algorithm proposed by [12] gives optimal
solution for the problem of clustering with outliers?
We remark that even for instances without outliers, removing a small fraction of the points can lead
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to a residual instance which has better stability parameters than the initial one. Thus, clustering with
outlier removal is relevant even when there is no explicit noise.
4.1.1 Results
In this chapter we address the preceding questions and obtain the following results.
• We show that a natural LP relaxation for k-center has an optimum integral solution for 2-metric-
perturbation resilience instances1. Thus, when running the LP on a clustering instance, either
we are guaranteed to have found the optimal solution (if the LP solution is integral), or we are
guaranteed the solution is not 2-perturbation resilient (if the LP solution is not integral). The
previous algorithms of Angelidakis et al. [12], and Balcan et al. [23] do not have this guarantee,
and could be arbitrarily bad if the instance is not 2-PR. We note here that this result was also
independently obtained by Angelidakis [11].
• Motivated by the work of [23] we consider the asymmetric k-center (ASYM-k-CENTER) problem.
We show that a natural LP relaxation has an optimum integral solution for 2-metric-perturbation
resilient instances2. For ASYM-k-CENTER the worst-case integrality gap of the LP relaxation is
known to be Θ(log∗ k) [13, 47]. Previously [23] described a specific combinatorial algorithm
that outputs an optimum solution for 2-perturbation resilient instances. We obtain it via the LP
relaxation in the weaker metric perturbation model.
• We define a simple model of perturbation resilience for clustering with outliers. It is a clean
extension of the existing perturbation resilience model. We show that under this new model, a
modification of the algorithm of Angelidakis et al. [12] gives an exact solution for the outliers
problem (for k-median, k-means, k-center and outer `p based objectives). The algorithm leads to
an effective heuristic for clustering (noisy) real-world instances (empirical results on real data are
presented in Chapter 5). We also show that for a 2-perturbation resilient instance of k-center with
outliers, a natural LP relaxation has an optimum integral solution.
Our results show the efficacy of LP relaxations for k-center and its variants. We also demonstrate,
via a natural model, that the interesting algorithm from [12] extends to handle outliers. Perturbation
resilience appears to be a simple definition but it is hard to pin down its precise implications. Prior
work demonstrates that observations and algorithms that appear simple in retrospect have not been
easy to find. For k-center and ASYM-k-CENTER we work with notion of perturbation resilience under
Voronoi clusterings as was done in [23]; this is the more restrictive version. See Section 4.2 for the
formal definitions.
1Although the LP provides a 2-approximation it is not immediate that it would be exact for perturbation-resilience instances
2In the asymmetric setting the perturbed distances should satisfy triangle inequality but symmetry is not required.
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4.1.2 Related Work
There is extensive related work on clustering topics. Here we only mention some closely related
work.
Clustering. For both k-center and asymmetric k-center tight approximation bounds are known. For k-
center, already in the mid 1980’s Gonzales [57] and Hochbaum & Shmoys [66] had developed remarkably
simple 2-approximation algorithms, which are infact tight. Approximating asymmetric k-center is
significantly harder. Panigrahy and Vishwanathan [93] designed an elegant O(log∗ n) approximation
algorithm, which was subsequently improved by Archer [13] to O(log∗ k). Interestingly, the result is
asymptotically tight [47].
For k-means and k-median— arguably the two most popular clustering problems — there is a long
line of research (see [29] for a survey on k-means). The first constant factor approximation for the k-
median problem was given by Charikar et al. [35], and the current best-known is a 2.675 approximation
by Byrka et al. [32]; and it is NP-HARD to do better than 1+ 2/e ≈ 1.736 [68]. For k-means the best
approximation known is 6.357 [6]. The k-means problem is widely used in practice as well, and the
commonly used algorithm is Lloyd’s algorithm, which is a special case of the EM algorithm [81]. While
there is no explicit approximation guarantee of the algorithm, it performs remarkably well in practice
with careful seeding [14] (this heuristic is called k-means++).
Clustering with Outliers. The influential paper by Charikar et al. [36] initiated the work on clustering
with outliers and other robust clustering problems. For k-center with outliers, they gave a greedy
3-approximation algorithm. Recently, it has been improved to 2-approximation [33]. A related problem
of lower bounded k-center clustering with outliers has also been studied [7].
Further, for k-median with outliers [36] gave a bicriteria approximation algorithm, which achieves
an approximation ratio of 4(1 + ε), violating the number of outliers by a factor of (1 + ε). The first
constant factor approximation algorithm for this problem was given by Chen (the constant is not explicitly
computed) [43]. Very recently, Krishnaswamy et al. [74] proposed a generic framework for clustering
with outliers. It improves the results of Chen and gives the first constant factor approximation for
k-means with outliers. However, the algorithm does not appear suitable for practice in its current form
(See [5] for details on algorithms used in practice for clustering with outliers).
Perturbation Resilience. The notion of perturbation resilience was introduced by Bilu and Linial [28].
They originally considered it for the Max Cut problem, designing an exact polynomial time algorithm for
O(n)-stable instances 3 of Max Cut. It was later improved to O(
p
n)-stable instances [27], and finally
Makarychev et al. gave a polynomial time exact algorithm for O(
p
log n · log log n)-stable instances [85].
The definition of perturbation resilience naturally extends to clustering problems. Awasthi, Blum, and
Sheffet [17] presented an exact algorithm for solving 3-perturbation resilient clustering problems with
3They used this name to denote perturbation resilient instances of Max Cut
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separable center based objectives (s.c.b.o) — this includes k-median, k-means, k-center. This result was
later improved by Balcan and Liang [24], who gave an exact algorithm for clustering with s.c.b.o under
(1+
p
2)-perturbation resilience. Specifically for k-center and asymmetric k-center, Balcan, Haghtalab,
and White [23] designed an algorithm for 2-perturbation resilient instances. In fact, for k-center they
gave a stronger result, that any 2-approximation algorithm for k-center can give an optimal solution for
2-perturbation resilient instances. They also showed the results are essentially tight unless NP = RP4.
Recently, Angelidakis et al. [12], gave an unifying algorithm which gives exact solution for 2-perturbation
resilient instances of clustering problems with center based objectives. In fact, their algorithms work
under metric perturbation resilience, which is a weaker assumption. Perturbation resilience has also
been studied in various other contexts, like TSP, Minimum Multiway Cut, Clustering with min-sum
objectives [24,85,87].
Robust Perturbtion Resilience. Perturbation resilience requires optimal solution to remain unchanged
under any valid perturbation. Balcan and Liang [24] relaxed this condition slightly, and defined (α,ε)-
perturbation resilience (or robust perturbation resilience), in which at most ε fraction of the points
can change their cluster membership under any α-perturbation. They gave a near optimal solution
for k-median under (2+
p
3,ε)-perturbation resilience, when the clusters are not too small. Further,
for k-center and asymmetric k-center efficient algorithms are known for (3,ε)-perturbation resilient
instances, assuming mild size lower bound on optimal clusters [23].
Other Stability Notions. Several other stability models, and separation conditions have also been
studied to better explain real-world instances. In a seminal paper Ostrovsky, Rabani, Schulman, and
Swamy [90] considered k-means instances where the cost of clusterng using k is clusters is much lower
than k− 1 clusters. They showed, that popular k-means++ algorithm achieves an O(1)-approximation
for these instances. Subsequently there has been series of work many other models like approximation
stability [21], distribution stability [16, 49], spectral separability [19, 49, 75], and more recently on
additive perturbation stability [102].
Chapter Outline: The rest of the chapter is organized as follows: in Section 4.2 we formally define
the clustering problems and perturbation resilience; in Section 4.3 we prove that any 2-approximation
algorithm gives optimal solution for a 2-perturbation resilient k-center instance, further we show that
the natural LP is integral; in Section 4.4 we show that even for asymmetric k-center the natural LP
relaxation is integral under 2-perturbation resilience; in Section 4.5 we prove the integrality of LP
for 2-perturbation resilient k-center with outliers instance; finally in Section 4.6 we show present a
dynamic programming based algorithm which exactly solves k-median (and also k-center, k-means)
under 2-perturbation resilience.
4They showed, unless NP = RP, no polynomial-time algorithm can solve k-center under (2− ε)-approximation stability, a
notion that is stronger than perturbation resilience
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4.2 Preliminaries
4.2.1 Definitions & Notations
In this section we formally define the clustering problems and perturbation resilience.
Clustering. An instance I of a clustering problem is defined by the tuple (V, d, k), where V is a set of
n points, d : V × V → R≥0 is a metric distance function, and k is an integer parameter. The goal is to
find a set of k distinct points S = {c1, . . . , ck} ⊆ V called centers such that an objective function defined
over the points is optimized. The objective function, also known as clustering cost, can be defined in
various ways, and depends on the problem in hand. Here, we are interested in the k-median, k-means
and k-center objectives. Given a set of centers S = {c1, . . . , ck} these objectives are defined as follows:
(k-median) costd(S) =
∑
u∈V
d(S, u) (4.1)
(k-means) costd(S) =
∑
u∈V
d2(S, u) (4.2)
(k-center) costd(S) = maxu∈V d(S, u) (4.3)
where d(S, u) = min
i∈{1,...,k} d(ci , u).
The Voronoi partition induced by the centers, gives a natural way of clustering the input point set. In
fact, the inherent goal of clustering is to uncover the underlying partitioning of points, and one expects
with correct choice of distance modeling, "k", and objective function, the Voronoi partition induced by
the optimal set of centers will reveal the underlying clustering. Throughout this chapter, whenever
we mention optimal clustering, we indicate the Voronoi partition corresponding to the optimal set of
centers. Thus with this dual view of the clustering problem, given a set of centers S = {c1, . . . , ck}, and
corresponding Voronoi partition C= {C1, . . . , Ck}, the clustering cost can be rewritten as:
(k-median) costd(C, S) =
k∑
i=1
∑
u∈Ci
d(ci , u) (4.4)
(k-means) costd(C, S) =
k∑
i=1
∑
u∈Ci
d2(ci , u) (4.5)
(k-center) costd(C, S) = max
i∈{1,...,k}maxu∈Ci
d(ci , u) (4.6)
So far, in the clustering problem instance, we considered the distance function d to be a metric.
However, this may not always be the case. Specifically, for the k-center objective, a generalization which
is also studied is the Asymmetric k-center problem (ASYM-k-CENTER), where the distance function d
in the input instance I= (V, d, k) is an asymmetric distance function. In other words, d obeys triangle
inequality, but not symmetry. That is d(u, v)≤ d(u, w) + d(w, v) for all u, v, w ∈ V . However d(u, v) may
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be not be same as d(v, u). The objective is the k-center objective, but because the distance is assymetric,
order matters - we define the cost in terms of distance from the center to the points i.e. given a center
c and a point u, d(c, u) is used to define cost. To reiterate, given a set of centers S = {c1, . . . , ck} and
corresponding Voronoi partition (w.r.t d(ci , u)) C= {C1, . . . , Ck}, the clustering cost is:
(ASYM-k-CENTER) costd(C, S) = max
i∈{1,...,k}maxu∈Ci
d(ci , u) (4.7)
Clustering with Outliers. An instance I of a clustering with outliers problem is defined by the tuple
(V, d, k, z), where V is a set of n points, d : V × V → R≥0 is a metric distance function, and k, z are
integer parameters. The goal is to identify z points Z ⊆ V as outliers and partition the remaining V \ Z
points into k clusters such that the clustering cost is minimized. Formally, given a set of outliers Z , a set
of centers S = {c1, . . . , ck} ⊆ V \ Z , and a Voronoi partition of V \ Z , C= {C1, . . . , Ck} induced by S, the
clustering cost is defined as:
(k-MEDIAN-OUTLIER) costd(C, S; Z) =
k∑
i=1
∑
u∈Ci
d(ci , u) (4.8)
(k-MEANS-OUTLIER) costd(C, S; Z) =
k∑
i=1
∑
u∈Ci
d2(ci , u) (4.9)
(k-CENTER-OUTLIER) costd(C, S; Z) = max
i∈{1,...,k}maxu∈Ci
d(ci , u) (4.10)
Perturbation Resilience. A clustering instance I= (V, d, k) is α-metric perturbation resilient (α-PR)
for a given objective function, if for any metric 5 distance function d ′ : V × V → R≥0, such that for all
u, v ∈ V , d(u,v)α ≤ d ′(u, v) ≤ d(u, v), the unique optimal clustering of I′ = (V, d ′, k) is identical to the
unique optimal clustering of I.
Note that after perturbation the optimal centers may change, however for the instance to be pertur-
bation resilient, the optimal clustering i.e. Voronoi partition induced by the optimal centers must stay
the same. Unless otherwise noted, for the rest of the chapter α-perturbation resilient indicates metric
perturbation resilience.
Outlier Perturbation Resilience. A clustering with outliers instance I= (V, d, k, z) is α-metric outlier
perturbation resilient (α-OPR) for a given objective function, if for any metric distance function d ′ :
V × V → R≥0, such that for all u, v ∈ V , d(u,v)α ≤ d ′(u, v) ≤ d(u, v), the unique optimal clustering and
outliers of I′ = (V, d ′, k, z) are identical to the optimal solution of I.
It is easy to see, if a clustering with outliers instance (V, d, k, z) with unique optimal clusters C and
outliers Z is α-OPR, then the clustering instance (V \ Z , d, k) is α-PR.
5In case of ASYM-k-CENTER, we consider perturbations in which d ′ obeys triangle inequality, but not symmetry
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Notation. For integer, k, let [k] = {1, . . . , k}. Throughout, we use V to denote the input set of points,
and n is the number of points. For any clustering instance (including outlier instances), S = {c1, . . . , ck}
denotes an optimal set of centers, and C = {C1, . . . , Ck} denotes the corresponding Voronoi partition,
which we call optimal clusters. Further, for a point p ∈ Ci , we often interchangebly use the terms, p is
assigned/belongs to center ci or cluster Ci . For a clustering with outlier instance, Z denotes the optimal
set of outliers. In case of k-center, we refer to the optimal clustering cost as optimal radius, and denote
it as R∗d .
4.2.2 Some useful lemmas
Here we state some intuitive and useful lemmas regarding k-center and ASYM-k-CENTER instances.
Recall, in the definition of perturbation resilience, we insisted that the optimal k clustering of the
perturbed instance I′ has to be same as the optimal k clustering of the original instance. It is not hard to
show, that for ASYM-k-CENTER (and also for k-center), if a k− 1 clustering of I′ exists whose cost ist at
most the optimal cost of k clustering, then the instance is not perturbation resilient. Formally,
Lemma 4.1. Consider any ASYM-k-CENTER instance I= (V, d, k). Let S = {c1, . . . , ck} be an optimal set of
centers, and C= {C1, . . . Ck} be the corresponding optimal clustering. The optimal radius is R∗d . Suppose
there exists a set of k− 1 centers S′ = c′1, . . . , c′k−1	, inducing the Voronoi partition C′ = {C ′1, . . . , C ′k−1},
with cost costd(C′, S′)≤ R∗d . Then, the optimal k clustering C is not unique.
Proof: Since,
C′ = k − 1, there must be a cluster C ′t ∈ C′, such that C ′t ⋂S ≥ 2. Let ci , c j ∈ S be the
cluster centers which belong to C ′t . Without loss of generality, assume c′t , the center of cluster C ′t does
not belong to cluster C j . There are two cases to consider.
• V \ S′ * C j. Consider any point q ∈ V \  S′⋃C j. Consider the set of k centers S′′ = S′⋃{q}. Let
C′′ be a corresponding Voronoi partition. Clearly costd(C′′, S′′)≤ costd(C′, S′)≤ R∗d , as adding a new
center can not increase the clustering cost. Now, for any c ∈ S′′ \ c′t , q	, we have d(c, c j) ≥ d(c′t , c j).
Therefore, in the Voronoi partition C′′, we can assume without loss of generality, either c′t and c j are
in the same cluster, or q and c j are in same cluster. However both c
′
t , q /∈ C j. Thus, C′′ is a different k
clustering of V of cost at most R∗d .
• V \ S′ ⊆ C j . In this case, we have S′ = S \

c j
	
. Further, for any ` 6= j, |C`| = 1. Therefore, there exists
a point q ∈ C j, such that d(c j , q) = R∗d . Since, costd(C′, S′) ≤ R∗d , we have, d(S′, q) ≤ R∗d . Therefore,
there exists a different Voronoi partition C′′ induced by S = S′
⋃
c j
	
, where the points q and c j do not
belong in the same cluster.
This completes the proof.
One common technique we use in multiple arguments, is perturbing the input instance in a structured
way. The next two lemmas are related to that.
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Lemma 4.2. Consider a set of points V , and let d be an asymmetric distance function defined over V . Let G
be a complete directed graph on vertices V . The edge lengths in graph G are given by the function `, where
for any edge (u, v), d(u,v)2 ≤ `(u, v) ≤ d(u, v). Then the distance function d ′, defined as the shortest path
distance in graph G using `, is a metric6 2-perturbation of d.
Proof: Since d ′ is defined as the shortest path distance (over non-negative edge lengths) in graph G, it
satisfies triangle inequality.
Consider any two points u, v ∈ V . As mentioned in the lemma statement `(u, v)≤ d(u, v). Therefore
d ′(u, v)≤ `(u, v)≤ d(u, v). Now let P = (u, u1, . . . , v) be an arbitrary directed u  v path in graph G. The
length of path P is given by `(P) = `(u, u1)+ . . .+`(ut , v)≥ 1/2 ·(d(u, u1) + . . .+ d(ut , v))≥ d(u,v)2 . Here
the last inequality uses the fact that d satisfies triangle inequality. Therefore, d ′(u, v) = min
P
`(P)≥ d(u,v)2 .
Lemma 4.3. Consider an ASYM-k-CENTER instance I = (V, d, k), and let C be the optimal clustering and R∗d
be the optimal radius. Let G be a complete directed graph over vertex set V . The edge lengths in graph G are
given by the function `, where (1) for a subset of edges E′, `(u, v) = min

d(u, v), R∗d
	
; (2) for every other
edge, `(u, v) = d(u, v). Suppose d ′ is defined as the shortest path distance in graph G using `. Consider the
ASYM-k-CENTER instance I′ = (V, d ′, k), and let R∗d ′ be the optimal radius. If C is an optimal clustering in I′,
then R∗d = R∗d ′ .
Proof: Since for any pair of points u, v ∈ V , we have d ′(u, v) ≤ d(u, v), clearly R∗d ′ ≤ R∗d . Let Ct be
the largest radius optimal cluster in I and ct be the corresponding center, i.e., maxu∈Ct d(ct , u) = R∗d .
Therefore, for every c ∈ Ct , there exists a point r(c) ∈ Ct , such that d(c, r(c))≥ R∗d . Now, consider an
arbitrary directed path P from vertex c to r(c) in graph G. If P does not include an edge from E′ then,
`(P) =
∑
e∈P `(e) =
∑
e∈P d(e)≥ d(c, r(c))≥ R∗d , by triangle inequality. Otherwise if P includes atleast
one edge from E′ then, `(P) =
∑
e∈P⋂ E′ `(e)+∑e∈P\E′ `(e)≥∑e∈P⋂ E′ mind(e), R∗d	+∑e∈P\E′ d(e)≥
min

d(c, r(c)), R∗d
	≥ R∗d . Therefore, d ′(c, r(c))≥ R∗d . Now recall, we assumed C is an optimal clustering
of I′, then Ct is an optimal cluster in I′ Let S′ be the corresponding optimal set of centers. Therefore the
optimal cost is given by,
R∗d ′ = costd ′(C, S′)≥minc∈Ct maxu∈Ct d
′(c, u)
≥min
c∈Ct
d ′(c, r(c))
≥ R∗d
Therefore, R∗d ′ = R∗d .
The undirected versions of Lemma 4.2 and Lemma 4.3 are as follows. The proofs are similar, we
present it here for completeness.
6satsifies triangle inequality, and not necessarily symmetry
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Lemma 4.4. Consider a set of points V , and let d be a metric defined over V . Let G be a complete undirected
graph on vertices V . The edge lengths in graph G are given by the function `, where for any edge (u, v),
d(u,v)
2 ≤ `(u, v)≤ d(u, v). Then the distance function d ′, defined as the shortest path distance in graph G
using `, is a metric 2-perturbation of d.
Proof: Since d ′ is defined as the shortest path distance (over non-negative edge lengths) in graph
undirected graph G, it satisfies triangle inequality.
Consider any two points u, v ∈ V . As mentioned in the lemma statement `(u, v)≤ d(u, v). Therefore
d ′(u, v)≤ `(u, v)≤ d(u, v). Now let P = (u, u1, . . . , v) be an arbitrary path between vertices u, v in graph
G. The length of path P is given by `(P) = `(u, u1)+. . .+`(ut , v)≥ 1/2·(d(u, u1) + . . .+ d(ut , v))≥ d(u,v)2 .
Here the last inequality uses the fact that d satisfies triangle inequality. Therefore, d ′(u, v) = min
P
`(P)≥
d(u,v)
2 .
Lemma 4.5. Consider a k-center instance I= (V, d, k), and let C be the optimal clustering and R∗d be the
optimal radius. Let G be a complete undirected graph over vertex set V . The edge lengths in graph G are
given by the function `, where (1) for a subset of edges E′, `(u, v) = min

d(u, v), R∗d
	
; (2) for every other
edge, `(u, v) = d(u, v). Suppose d ′ is defined as the shortest path distance in graph G using `. Consider
the k-center instance I′ = (V, d ′, k), let R∗d ′ be the optimal radius. If C is an optimal clustering in I′, then
R∗d = R∗d ′ .
Proof: Since for any pair of points u, v ∈ V , we have d ′(u, v) ≤ d(u, v), clearly R∗d ′ ≤ R∗d . Let Ct be
the largest radius optimal cluster in I and ct be the corresponding center, i.e., maxu∈Ct d(ct , u) = R∗d .
Therefore, for every c ∈ Ct , there exists a point r(c) ∈ Ct , such that d(c, r(c))≥ R∗d . Now, for any path P
between c and r(c) in graph G, which does not include an edge from E′, `(P) =
∑
e∈P `(e) =
∑
e∈P d(e)≥
d(c, r(c)) ≥ R∗d , by triangle inequality. Further, for any path P ′ between c and r(c) in graph G, which
includes atleast one edge from E′, `(P ′) =
∑
e∈P ′⋂ E′ `(e) +∑e∈P ′\E′ `(e) ≥∑e∈P ′⋂ E′ mind(e), R∗d	+∑
e∈P ′\E′ d(e)≥min

d(c, r(c)), R∗d
	≥ R∗d . Therefore, d ′(c, r(c))≥ R∗d . Now recall, we assumed C is an
optimal clustering of I′, then Ct is an optimal cluster in I′ Let S′ be the corresponding optimal set of
centers. Therefore the optimal cost is given by,
R∗d ′ = costd ′(C, S′)≥minc∈Ct maxu∈Ct d
′(c, u)
≥min
c∈Ct
d ′(c, r(c))
≥ R∗d
Therefore, R∗d ′ = R∗d .
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4.3 LP Integrality of k-center under Perturbation Resilience
In this section, we show that the natural LP relaxation for a 2-perturbation resilient k-center has an
integral optimum solution. To this end consider the result of Balcan et al. [23] — any 2-approximation
algorithm for k-center finds the optimal clustering for a 2-perturbation resilient instance. They proved
this result under the stronger definition of non-metric perturbation resilience, which was subsequently
extended to metric perturbation resilience in an unpublished follow-up paper [25]. Formally, the result
is as follows:
Theorem 4.1. Let A be an arbitrary 2-approximation algorithm for k-center. Consider a 2-perturbation
resilient k-center instance I = (V, d, k). Let C = {C1, . . . Ck} be the unique optimum clustering. Suppose B is
the set of centers returned by algorithm A when invoked on I. Then, the Voronoi partition induced by B
gives the optimal clustering C.
Proof: Let R∗d denote the optimum solution value for the given instance. Let C′ be a Voronoi partition
induced by B. In clustering C′, for each point p ∈ V , let c(p) be the center in B it is assigned to i.e.
d(c(p), p) ≤ d(B \ {c(p)}, p). We define a distance function d ′ which is a metric 2-perturbation of d:
consider the complete graph G on vertices V . Let E′ = {(c(p), p) : p ∈ V}. The edge lengths in graph G
are given by the function `, where for any edge (u, v),
`(u, v) =
min

d(u, v), R∗d
	
(u, v) ∈ E′
d(u, v) otherwise
For any pair of points u, v, the distance d ′(u, v) is the shortest path distance between u and v in graph G,
using `.
Observation 4.1. d ′ is a metric 2-perturbation of d.
Proof: Since algorithm A returns a 2-approximate solution, for each point p ∈ V , d(c(p), p) ≤ 2 · R∗d .
Therefore, for any (u, v) ∈ E′, `(u, v) = mind(u, v), R∗d	 ≥ d(u,v)2 . For any other (u, v), by definition
`(u, v) = d(u, v). In other words, for any u, v, we have d(u,v)2 ≤ `(u, v)≤ d(u, v). As stated in Lemma 4.4,
d ′ defined as the shortest path distance in graph G with edge lengths satisfying d(u,v)2 ≤ `(u, v)≤ d(u, v),
is a metric 2-perturbation of d.
Observation 4.2. For any p ∈ V , d ′(c(p), p) ≤ mind(c(p), p), R∗d	. Further, d ′(p, B \ {c(p)}) ≥
min

d(c(p), p), R∗d
	
.
Proof: The first claim follows immediately from the fact d ′(c(p), p)≤ `(c(p), p). For the second claim,
consider any s ∈ B \ {c(p)}. Let P be an arbitrary s   p path. If P⋂ E′ = ;, then by triangle inequality
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`(P) =
∑
e∈P d(e)≥ d(s, p)≥ d(c(p), p). Otherwise,
`(P) =
∑
e∈P\E′
d(e) +
∑
e∈P⋂ E′min

d(e), R∗d
	
≥mind(s, p), R∗d	
≥mind(c(p), p), R∗d	
Therefore d ′(s, p) = minP `(p)≥min

d(c(p), p), R∗d
	
. This completes the proof.
Consider the instance I′ = (V, d ′, k). Since, I′ is a 2-perturbed instance, the optimal clustering is
given by C = {C1, . . . , Ck}, and let R∗d ′ denote the cost of optimal solution. Using Lemma 4.5 we get,
R∗d ′ = R∗d . Now, Observation 4.2 implies, costd ′(B) = maxp∈V d ′(B, p)≤maxp∈V d ′(c(p), p)≤ R∗d = R∗d ′ .
Therefore, B is a set of optimal centers for I′. By perturbation resilience B induces the unique Voronoi
partition C in I′. For any p ∈ V , d ′(c(p), p) ≤ d ′(p, B \ {c(p)}) (follows from Observation 4.2). Since
B induces a unique Voronoi partition in I′, it must be the case d ′(c(p), p)< d ′(p, B \ {c(p)}). This also
implies, that in clustering C, every p ∈ V belongs to the same cluster as c(p). Recall the definition of
c(p); p was assigned to c(p) in the clustering induced by B in the original instance I. Thus the clusters
in C′ and C are identical. This also proves that the Voronoi clustering induced by B in I is unique.
Properties of 2-perturbation resilient k-center instance. Angelidakis et al. [12] showed that in the
optimal clustering of a 2-perturbation resilient k-center instance, every point is closer to its assigned
center than to any point in a different cluster. In fact they show this property for general center based
objectives, not just k-center. Here we observe that Theorem 4.1 implies stronger structural properties
for k-center: (1) any point is closer to a point in its own cluster, than to a point in a different cluster; (2)
the distance between two points in two different clusters is atleast the optimal radius (see Figure 4.1a).
Rest of this section is devoted to proving these properties.
Lemma 4.6. Consider a 2-perturbation resilient k-center instance I= (V, d, k). Let S = {c1, . . . , ck} be an
optimal set of centers, and C= {C1, . . . Ck} be the corresponding unique optimal clustering. Consider any
cluster Ci with |Ci| ≥ 2, and let p, w be any two points in Ci . For any point q in a different cluster C j (i 6= j),
we have d(p, q)> d(p, w).
Proof: Note that the set of centers B = S \ ci , c j	⋃{w, q} gives a 2-approximation. Therefore Theorem
4.1 immediately implies d(w, p)< d(q, p).
Lemma 4.7. Consider a 2-perturbation resilient k-center instance I= (V, d, k). Let S = {c1, . . . , ck} be an
optimal set of centers, and C = {C1, . . . Ck} be the corresponding unique optimal clustering. The optimal
radius is R∗d . Consider any point p ∈ V , and let p ∈ Ci . For any point q in a different cluster C j (i 6= j), we
have d(p, q)> R∗d .
51
> R∗d
> R∗d
> R∗d
≤ R∗d
≤ R∗d
≤ R∗d
Ci
Cj
C`
ci
cj
c`
(a) Points in different optimal clusters are R∗d apart
Ci
Cj
C`
ci
cj
c`
(b) Graph GR for R< R
∗
d
Figure 4.1: Optimal Clusters in a 2-perturbation resilient k-center instance
Proof: Assume for the sake of contradiction that the claim is not true, that is, there exists two points
p ∈ Ci , and q ∈ C j such that d(p, q)≤ R∗d . We claim both Ci and C j cannot have cardinality 1; if it is the
case then k− 1 centers S \ {ci} will give solution of cost R∗d , which would imply I is not 2-perturbation
resilient (follows from Lemma 4.1). Assume without loss of generality that |Ci|> 1. Now Lemma 4.6,
coupled with our assumption d(p, q)≤ R∗d indicates, ∀u ∈ Ci , d(u, p)< R∗d . First, note that this impliesC j > 1, as otherwise the k − 1 centers S \ {ci , c j}⋃{p} will give an optimal solution, which cannot
happen for a 2-PR instance. Second, by triangle inequality, we have, ∀u ∈ Ci , d(q, u)< 2 · R∗d . Let q′ be
any arbitrary point in C j \ {q}. The set of centers B = S \

ci , c j
	⋃
q, q′
	
gives a 2-approximation since
every point in Ci
⋃
C j is within 2R
∗
d of {q, q′}. However, the Voronoi partition induced by B is clearly
different from C, as Ci is no longer a cluster. This contradicts Theorem 4.1.
4.3.1 LP Integrality
Now, we show that as a consequence of Lemma 4.7, the LP relaxation for k-center is integral. Given
an instance I= (V, d, k) of k-center and a parameter R≥ 0, we define the graph (also called threshold
graph) GR = (V, ER), where ER = {(u, v) : u, v ∈ V, d(u, v)≤ R}. For a vertex v, let Nbr[v] = {u : (u, v) ∈
ER}⋃{v} be the neighbors (including itself). Observe, for any R≥ R∗d , where R∗d is the optimal solution
cost of I, there exists a set of k centers S ⊆ V , such that S covers V in GR, i.e. ⋃c∈S Nbr[c] = V . Given a
parameter R, we can define the following LP on graph GR. We use yv as an indicator variable for open
centers, and xuv to denote if v is assigned to u.
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(kc-LP)∑
u∈V
yu ≤ k
xuv ≤ yu ∀v ∈ V, u ∈ V∑
u∈Nbr[v]
xuv ≥ 1 ∀v ∈ V
yv , xuv ≥ 0
Figure 4.2: LP relaxation for k-center
The minimum R for which kc-LP is feasible provides a lower bound on the optimum solution, and
is the standard relaxation for k-center. It easy to see for all R ≥ R∗d kc-LP is feasible. Further, it is
well-known that the integrality gap is 2, that is, for all R< R∗d/2, the LP is infeasible. However, if the
k-center instance is 2-perturbation resilient, we can show that LP has no integrality gap.
Theorem 4.2. Consider a 2-perturbation resilient instance I= (V, d, k) of k-center. Let R∗d be the cost of
the optimal solution. Then, for any R< R∗d , kc-LP is infeasible.
Proof: Let C1, . . . Ck be the unique optimal clustering of instance I= (V, d, k), with optimal radius R∗d .
Consider an arbitrary R < R∗d , and let GR denote the corresponding threshold graph. Recall, in graph
GR the vertex set is V , and the edge set ER = {(u, v) : d(u, v)≤ R}. According to Lemma 4.7, in a 2-PR
instance, two points belonging to two different optimal clusters are separated by a distance of strictly
more than R∗d . Since I is 2-PR, graph GR has a simple structure — for any v ∈ Ci , i ∈ [k], Nbr[v] ⊆ Ci.
Or in other words, the connected components of GR are subsets of the optimal clusters (see Figure 4.1b).
Suppose, the k-center LP (kc-LP) defined over graph GR is feasible, and (x , y) is the feasible fractional
solution. Since every point is fully covered, and it can be covered only by its neighbors in GR, we have, for
all Ci ,
∑
u∈Ci yu ≥ 1. Since,
∑
v∈V yv ≤ k, and the clusters C1, . . . , Ck are disjoint, we have
∑
u∈Ci yu = 1,
for each i.
From the definition of R∗d , there is an optimum cluster Ct such that minc∈Ct maxv∈Ct d(c, v) = R∗d . Let
C ′t = {u ∈ Ct : yu > 0}. As we argued earlier,
∑
u∈Ct yu =
∑
u∈C ′t yu = 1. Further, since for every v ∈ Ct ,
Nbr[v] ⊆ Ct , and v needs to be covered, we must have C ′t ⊆ Nbr[v]. Consider any c ∈ C ′t . Note that for
every v ∈ Ct , c is a neighbor of v in graph GR, i.e. d(c, v)≤ R< R∗d . This implies, maxv∈Ct d(c, v)< R∗d
which is a contradiction.
4.4 LP Integrality of ASYM-k-CENTER under Perturbation Resilience
We start with an LP relaxation for ASYM-k-CENTER problem by considering an unweighted directed
graph on node set V . Specifically, for a parameter R ≥ 0, we define the directed graph GR = (V, ER),
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where ER = {(u, v) : u, v ∈ V, d(u, v) ≤ R}. For a node v, let Nbr−[v] = {u : (u, v) ∈ ER}⋃{v} denote
the in-neighbors, and Nbr+[v] = {u : (v, u) ∈ ER}⋃{v} be the out-neighbors (including itself). Observe,
for any R≥ R∗d , there exists a set of k centers S ⊆ V , such that S covers V in GR, i.e.
⋃
c∈S Nbr+[c] = V .
Thus, given a parameter R, we can define the following LP relaxation on graph GR. We use yv as an
indicator variable for open centers, and xuv to denote if v is assigned to u.
(asym-kc-LP)∑
u∈V
yu ≤ k
xuv ≤ yu ∀v ∈ V, u ∈ V∑
u∈Nbr−[v]
xuv ≥ 1 ∀v ∈ V
yv , xuv ≥ 0
Figure 4.3: LP relaxation for ASYM-k-CENTER
For ASYM-k-CENTER, Archer [13] showed that the integrality gap is atmost O(log∗ k), Infact it is tight
within a constant factor [47]. The main result of the section is captured by the following theorem.
Theorem 4.3. Let I= (V, d, k) be a 2-perturbation resilient instance of ASYM-k-CENTER and let R∗d be the
cost of the optimal solution. Then, for any R< R∗d , asym-kc-LP is infeasible.
4.4.1 Properties of 2-perturbation resilient ASYM-k-CENTER instance
In Section 4.3 we showed that the clusters in an optimal solution to a 2-PR k-center instance have
a strong separation property: d(p, q) > R∗d if p, q are in different clusters. For ASYM-k-CENTER the
asymmetry in the distances does not permit a such a strong and simple separation property. However, we
can show slightly weaker properties: (1) every optimal center is separated from any point in a different
cluster by at least R∗d ; (2) points in a cluster which are far off from core points (these points have small
distance "to" correponding cluster centers) in the cluster, are well-separated from core points of other
clusters as well (See Figure 4.4a, Figure 4.4b). These properties suffice to prove our desired theorem.
The rest of the section is dedicated to proving these properties.
Lemma 4.8. Consider a 2-perturbation resilient ASYM-k-CENTER instance I = (V, d, k). Let C = {C1, . . . Ck}
be the unique optimal clustering, induced by a set of centers S = {c1, . . . , ck}. Let the optimal radius be R∗d .
Consider any center ci . Then for any point q in a different cluster C j (i 6= j), we have d(q, ci)> R∗d .
Proof: Assume for the sake of contradiction, that the claim is false. That is, there exists a point q ∈ C j ,
such that d(q, ci)≤ R∗d . We construct a distance function d ′, which is a metric 2-perturbation of d. And
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Figure 4.4: Properties of a 2-perturbation resilient ASYM-k-CENTER instance
show that in the instance thus constructed, the optimal clustering is not unique, which contradicts the
definition of perturbation resilience.
We define d ′ as follows: consider the complete directed graph G on vertices V . Let E′ = {(q, v) : v ∈ Ci}.
The edge lengths in graph G are given by the function `, where for any edge (u, v),
`(u, v) =
min

d(u, v), R∗d
	
(u, v) ∈ E′
d(u, v) otherwise
For any pair of points u, v, the distance d ′(u, v) is the shortest path distance between u and v in graph G,
using `.
Observation 4.3. d ′ is a metric 2-perturbation of d.
Proof: For any v ∈ Ci, by triangle inequality, d(q, v) ≤ d(q, ci) + d(ci , v) ≤ 2 · R∗d . Therefore, for any
(u, v) ∈ E′, `(u, v) = mind(u, v), R∗d	≥ d(u,v)2 . For any other (u, v), by definition `(u, v) = d(u, v). That
is, for any edge (u, v) we have, d(u,v)2 ≤ `(u, v)≤ d(u, v). The shortest path distance function d ′, defined
on such a graph G, can be easily shown is a metric 2-perturbation of d (details are chalked out in proof
Lemma 4.2).
Consider the instance I′ = (V, d ′, k). Since, I′ is a 2-perturbed instance, the optimal clustering is
given by C= {C1, . . . , Ck}. Let S′ =

c′1, . . . , c′k
	
be the optimal set of centers. Further, R∗d ′ denotes the
cost of optimal solution. And we can show, R∗d ′ = R∗d (follows from Lemma 4.3). Now there are two
cases to consider.
• q 6= c′j. Consider the set of centers S′′ = S′ \

c′i
	⋃{q}. Let C′′ be a Voronoi partition induced by
S′′. For any point u ∈ C`, where ` 6= i, d ′(S′′, u) ≤ d ′(c ′` , u) ≤ R∗d ′ . For any point u ∈ Ci, d ′(S′′, u) ≤
55
d ′(q, u)≤ R∗d = R∗d ′ . That is, for any point u ∈ V , d ′(S′′, u)≤ R∗d ′ . Therefore costd ′(C′′, S′′)≤ R∗d ′ . Now,
in clustering C′′, the points q and c′j are in different clusters, which is not true for C. Thus the optimal
clustering is not unique, and this leads to contradiction.
• q = c′j. Consider the set of k − 1 centers S′′ = S′ \

c′i
	
. Let C′′ be a Voronoi partition induced by
S′′. As in the previous case, we can show d(S′′, u)≤ R∗d ′ , for any u ∈ V , implying costd ′(C′′, S′′)≤ R∗d ′ .
Therefore, we have a k− 1 clustering of I′ with cost at most the optimal cost. Then, by Lemma 4.1, the
optimal clustering of I′ is not unique. This contradicts the definition of perturbation resilience.
This completes the proof.
The next lemma formalizes the notion of core points and the property they enjoy.
Lemma 4.9. Consider a 2-perturbation resilient ASYM-k-CENTER instance I = (V, d, k). Let C = {C1, . . . Ck}
be the unique optimal clustering induced by a set of centers S = {c1, . . . , ck}. Let the optimal radius is R∗d .
Suppose p ∈ Ci and q ∈ C j where i 6= j and d(p, ci)≤ R∗d and d(q, c j)≤ R∗d . Then for any w ∈ Ci such that
d(p, w)≥ R∗d we have d(q, w)> R∗d .
Proof: Consider a triplet of points p, w ∈ Ci and q ∈ C j , where d(p, ci), d(q, c j)≤ R∗d , and d(p, w)≥ R∗d .
Assume for the sake of contradiction, d(q, w) ≤ R∗d . We construct a distance function d ′, which is a
metric 2-perturbation of d. Next we show that in the ASYM-k-CENTER instance constructed using d ′, the
optimal clustering is not unique, which contradicts the definition of perturbation resilience.
We define d ′ as: consider the complete directed graph G on vertices V . Let E′ = {(p, v) : v ∈ Ci} ∪
(q, v) : v ∈ C j
	
. The edge lengths in graph G are given by the function `, where for any edge (u, v),
`(u, v) =
min

d(u, v), R∗d
	
(u, v) ∈ E′
d(u, v) otherwise
For any pair of points u, v, the distance d ′(u, v) is the shortest path distance between u and v in graph G,
using `.
Observation 4.4. d ′ is a metric 2-perturbation of d.
Proof: For any v ∈ Ci , by triangle inequality, d(p, v)≤ d(p, ci)+d(ci , v)≤ 2·R∗d . Similarly, for any v ∈ C j ,
by triangle inequality, d(q, v)≤ 2 · R∗d Therefore, for any (u, v) ∈ E′, `(u, v) = min

d(u, v), R∗d
	≥ d(u,v)2 .
For any other (u, v), by definition `(u, v) = d(u, v). As we previously stated (in Lemma 4.2), d ′ defined
on graph G, satisfying the property d(u,v)2 ≤ `(u, v)≤ d(u, v) is a metric 2-perturbation of d.
Observation 4.5. For any point v ∈ Ci , we have d ′(p, v)≤ R∗d . Similarly for any v ∈ C j , d ′(q, v)≤ R∗d . In
particular, for point w, d ′(p, w) = R∗d and d ′(q, w)≤ R∗d .
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Proof: For any point v ∈ Ci, by definition, `(p, v) ≤ R∗d . Since, d ′(p, v) ≤ `(p, v) the claim follows.
Similarly, for any v ∈ C j , it is easy to see d ′(q, v)≤ R∗d .
Now, consider point w. Let P be any directed path from p   w in graph G, excluding the single
edge path (p, w). If P includes an edge from E′, by triangle inequality, `(P) =
∑
e∈P `(e) =
∑
e∈P d(e)≥
d(p, w) ≥ R∗d . The last inequality follows from our choice of p, w at the outset. Otherwise, if P
includes atleast one edge from E′, `(P ′) =
∑
e∈P ′⋂ E′ `(e) +∑e∈P ′\E′ `(e) ≥∑e∈P ′⋂ E′ mind(e), R∗d	+∑
e∈P ′\E′ d(e)≥min

d(p, w), R∗d
	≥ R∗d . Finally, by our definition `(p, w) = R∗d . Therefore, d ′(p, w) = R∗d .
The final observation, d ′(q, w)≤ R∗d , follows from our assumption d(q, w)≤ R∗d .
Consider the instance I′ = (V, d ′, k). Since, I′ is a 2-perturbed instance, the optimal clustering is
given by C= {C1, . . . , Ck}. Let S′ =

c′1, . . . , c′k
	
be the optimal set of centers. Further, R∗d ′ denotes the
cost of optimal solution. We can show, R∗d ′ = R∗d .
Consider the set of centers S′′ =

S′ \ ¦c′i , c′j©⋃{p, q}. Let C′′ be a Voronoi partition induced by
S′′. For any point u ∈ C`, where ` 6= i, j, d ′(S′′, u) ≤ d ′(c ′` , u) ≤ R∗d ′ . For any point u ∈ Ci, d ′(S′′, u) ≤
d ′(p, u)≤ R∗d = R∗d ′ . Similarly, for any point u ∈ C j , d ′(S′′, u)≤ d ′(q, u)≤ R∗d = R∗d ′ That is, for any point
u ∈ V , d ′(S′′, u)≤ R∗d ′ . Therefore costd ′(C′′, S′′)≤ R∗d ′ . Recall by Observation 4.5, d ′(p, w) = R∗d , while
d ′(q, w) ≤ R∗d . Therefore, we can assume without loss of generality, in C′′, w and p are not in same
cluster. This however is not true for C, implying C′′ 6= C. Thus the optimal clustering of I′ is not unique,
and this contradicts the definition of perturbation resilience.
4.4.2 Proof of Theorem 4.3
Let C1, . . . Ck be the unique optimal clustering of instance I = (V, d, k), with optimal radius R∗d .
Consider an arbitrary R< R∗d , and let GR denote the corresponding threshold graph. Recall, graph GR is
a directed graph defined over vertex set V , and the edge set ER = {(u, v) : d(u, v)≤ R}. Suppose, the
ASYM-k-CENTER LP (asym-kc-LP) defined over graph GR is feasible, and (x , y) is a feasible fractional
solution.
From Lemma 4.8, in a 2-PR instance, we have the following: if q 6∈ Ci then d(q, ci)> R∗d > R. This
implies that, in the graph GR, for any ci , i ∈ [k], Nbr−[ci] ⊆ Ci . Let C ′i =

u ∈ Nbr−[ci] : yu > 0
	
. Since
(x , y) is a feasible solution, we must have
∑
u∈C ′i yu ≥ 1. Since,
∑
v∈V yv ≤ k, and the clusters C1, . . . , Ck
are disjoint, we have
∑
u∈Ci yu =
∑
u∈C ′i yu = 1, for all i ∈ [k].
From the definition of R∗d there must be a cluster Ct such that minc∈Ct maxv∈Ct d(c, v) = R∗d . Consider
its center ct and let p ∈ C ′t . Clearly d(p, ct)≤ R< R∗d . Furthermore, since Ct is the largest radius cluster,
there exists w ∈ Ct , such that d(p, w)≥ R∗d . Therefore in graph GR, p /∈ Nbr−[w]. For any other cluster C j ,
by Lemma 4.9, for any point q ∈ C ′j , we have d(q, w)> R∗d . That is, Nbr−[w]
⋂
C ′j = ;, for any j 6= t. This
implies w can be covered only by points that belong to C ′t . Therefore
∑
u∈Nbr−[w] xuw ≤
∑
u∈C ′t−p yu < 1
since yp > 0. This contradicts feasibility of (x , y).
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4.5 LP Integrality of k-CENTER-OUTLIER under Perturbation Resilience
In this section we now consider the k-CENTER-OUTLIER problem. Recall that an instance I = (V, d, k, z)
consists of a finite metric space (V, d) an integer k specifying the number of centers and an integer
z < |V | specifying the number of outliers that are allowed. One can write a natural LP relaxation for
this problem as follows. As before, for a parameter R ≥ 0, we define the graph GR = (V, ER), where
ER = {(u, v) : u, v ∈ V, d(u, v) ≤ R}. For a node v, let Nbr[v] = {u : (u, v) ∈ ER} ∪ {v} be the neighbors
(including itself). Observe, for any R≥ R∗d , there exists a set of k centers S ⊆ V , and a set of outliers Z
with |Z | ≤ z, such that S covers V \ Z in GR, i.e. ∪c∈SNbr[c] = V \ Z . Thus, given a parameter R, we can
define the following LP relaxation on graph GR. We use yv as an indicator variable for open centers, and
xuv to denote if v is assigned to u.
(kco-LP)∑
u∈V
yu ≤ k
xuv ≤ yu ∀v ∈ V, u ∈ V∑
u∈V
xuv ≤ 1 ∀v ∈ V∑
v∈V
∑
u∈V
xuv ≥ n− z
xuv = 0 ∀v ∈ V, u /∈ Nbr[v]
yv , xuv ≥ 0
Figure 4.5: LP relaxation for k-CENTER-OUTLIER
The kco-LP is feasible for all R≥ R∗d . The main theorem we prove in this section is as follows:
Theorem 4.4. Given a 2-perturbation resilient instance I = (V, d, k, z) of k-CENTER-OUTLIER with optimal
cost R∗d , kco-LP is infeasible for any R< R∗d .
4.5.1 Properties of 2-perturbation resilient k-CENTER-OUTLIER instance
For k-CENTER-OUTLIER we extend the properties from Section 4.3 that hold for 2-perturbation resilient
instances. The first property shows that if p is a non-outlier point p and q is any point not in the same
cluster as p (q could be an outlier) then d(p, q)> R∗d . The second property is that for any outlier point
q, the number of outliers in a ball of radius 2R∗d is small. Specifically the number of points is strictly
smaller than the size of the smallest cluster in the optimum clustering. This property makes intuitive
sense, for otherwise q can define another cluster with outlier points and contradict the uniqueness of the
clustering in after perturbation. We formally state them below after setting up the required notation.
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≤ R∗d
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Ci
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ci
cj
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|Balld(u, 2R∗d) ∩ Z| = 5
u
|Balld(w, 2R∗d) ∩ Z| = 4
(b) Sparse Neighborhood of an outlier
Figure 4.6: Properties of a 2-perturbation resilient k-CENTER-OUTLIER instance
Let I = (V, d, k, z) be a 2-outlier perturbation resilient k-CENTER-OUTLIER instance. Let C =
{C1, . . . , Ck} be the optimum clustering, and Z be the set of outliers in the optimal solution of I. Further,
let S = {c1, . . . , ck} be the optimal centers inducing the clustering C. Let the optimal cost be R∗d . For each
optimal cluster Ci, ni = |Ci| denotes its cardinality. Additionally, given a point u ∈ Z , and radius R, let
Balld(u, R) = {v ∈ V : d(u, v)≤ R} be the set of points in a ball of radius R centered at u.
The two main structural properties of an 2-OPR k-CENTER-OUTLIER instance we show are as follows
(See Figure 4.6a, Figure 4.6b):
Lemma 4.10. Consider any non-outlier point p ∈ V \ Z, and let p ∈ Ci . For all q /∈ Ci , d(p, q)> R∗d .
Lemma 4.11. For any outlier p ∈ Z, we have Balld(p, 2 · R∗d)⋂ Z<min{n1, . . . , nk}.
We observe that a much weaker version of the preceding lemma suffices for our proof of LP integrality.
The weaker version states that
Balld(p, R∗d)⋂ Z <min{n1, . . . , nk}. For if the statement is false, we
could replace the smallest cluster with the cluster Balld(p, R∗d); this gives an alternate clustering with at
most z outliers and the same optimum radius contradicting the uniqueness of the optimum solution.
We now prove the two lemmas.
Proof of Lemma 4.10
We prove Lemma 4.10 by splitting it into two cases. We first show that the the lemma holds true for
all q ∈ Z . Next we show that the lemma holds true, even when q ∈ C j ( j 6= i).
Lemma 4.12. Consider any point p ∈ V \ Z, and let p ∈ Ci . For all q ∈ Z, d(p, q)> R∗d .
Proof: Assume that the claim is not true, that is, there exists q ∈ Z such that d(p, q)≤ R∗d . Since p ∈ Ci ,
we have d(ci , p)≤ R∗d . Therefore by triangle inequality, d(ci , q)≤ 2 · R∗d .
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We now define a metric distance function d ′, which is 2-perturbation of d. To this end, consider the
complete undirected graph G on vertex set V . The edge lengths in graph G are given by the function `,
where for any edge (u, v),
`(u, v) =
min

d(u, v), R∗d
	
u = ci , v = q
d(u, v) otherwise
For any pair of points u, v, the distance d ′(u, v) is the shortest path distance between u and v in graph G,
using `. The following observation is easy to see since d(u, v)/2≤ `(u, v)≤ d(u, v) for every pair (u, v)
(follows from Lemma 4.4).
Observation 4.6. d ′ is a metric 2-perturbation of d.
Consider the instance I′ = (V, d ′, k, z). Since, I′ is a 2-perturbed instance, the unique optimal solution
is given by the clusters C = {C1, . . . , Ck}, and outliers Z . Let S′ =

c′1, . . . , c′k
	
be the optimal set of
centers. Let R∗d ′ denote the optimal radius of I′. We will construct an alternate solution (clustering and
outliers) for I′ with cost at most R∗d ′ . This contradicts the uniqueness of the optimal solution, and thus
fails to satisfy the definition of perturbation resilience.
The following claim is also easy to establish (refer Lemma 4.5).
Claim 4.1. R∗d ′ = R∗d
Next, we show the existence of an alternate solution of cost at most R∗d ′ . Consider the set of outliers
Z ′ = Z \ {q}. Let C′ be the Voronoi partition of V \ Z ′ induced by S′. Clearly the clustering C′ is different
from C. Further, since d ′(ci , q)≤ R∗d = R∗d ′ , we have, costd ′(C′, S′; Z ′) = maxu∈V\Z ′ d ′(S′, u)≤ R∗d ′ . This
contradicts the uniqueness of the optimal clustering and outliers of I′.
Lemma 4.13. Consider any point p ∈ V \ Z, let p ∈ Ci . For all q ∈ C j , d(p, q)> R∗d .
Proof: Follows from the fact, that instance (V \ Z , d, k) is a 2-perturbation resilient instance for k-center
and Lemma 4.7.
Lemma 4.10 follows immediately from Lemma 4.12 and Lemma 4.13.
Proof of Lemma 4.11
Let Ci be the smallest cardinality cluster. Assume for the sake of contradiction that the claim is false,
i.e., there exists p ∈ Z , such that Balld(p, 2 · R∗d)⋂ Z≥ ni .
We construct a distance function d ′ which is a metric 2-perturbation of d. Consider the complete
graph G with edge lengths `. Let E′ =

(p, v) : v ∈ Balld(p, 2 · R∗d)
⋂
Z
	
. The edge lengths are defined
as follows:
`(u, v) =
min

d(u, v), R∗d
	
(u, v) ∈ E′
d(u, v) otherwise
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Ci
Cj
ci
cj
Figure 4.7: Graph GR corresponding to R< R
∗
d in 2-perturbation resilient k-CENTER-OUTLIER instance
For any pair of points u, v, the distance d ′(u, v) is the shortest path distance between u and v in graph G,
using `. Note that, for all u, v ∈ V , `(u, v)≥ d(u,v)2 . We can immediately make the following observation
about d ′.
Observation 4.7. d ′ is a metric 2-perturbation of d.
Consider the instance I′ = (V, d ′, k, z). Since, I′ is a 2-perturbed instance, the optimal clustering
and outliers are C= {C1, . . . , Ck} and Z respectively. Let S′ =

c′1, . . . , c′k
	
be the optimal set of centers
inducing the C. Further, R∗d ′ denotes the cost of optimal solution. Again note that R∗d ′ = R∗d .
Now, consider the set of outliers Z ′′ =
 
Z \ Balld(p, 2 · R∗d)
⋃
Ci. Let S
′′ = S′ \ {ci}⋃{p} be a set
of k centers, and C′′ is a Voronoi partition of V \ Z ′′ induced by S′′. For any point u ∈ C`, where ` 6= i,
d ′(S′′, u)≤ d ′(c ′` , u)≤ R∗d ′ . For any point u ∈ Balld(p, 2 · R∗d)
⋂
Z , we have, d ′(S′′, u)≤ d ′(p, u)≤ R∗d =
R∗d ′ . Therefore, for any point u ∈ V \ Z ′′, d ′(S′′, u)≤ R∗d ′ . This implies costd ′(C′′, S′′; Z ′′)≤ R∗d ′ . Clearly
the clustering C′′ is different from C. Since Z∩Ci = ;, therefore
Z ′′ = |Z |−Balld(p, 2 · R∗d)⋂ Z+|ni| ≤
z. Thus, C′′, Z ′′ is another solution for instance I′ having cost at most the optimal. In other words, the
optimal solution of I′ is not unique, and this leads to contradiction.
4.5.2 Integrality Gap and Proof of Theorem 4.4
In this section, we show that kco-LP is infeasible for R< R∗d . Recall in Lemma 4.10, we showed that
the optimal clusters are well-separated from each other and also from the outliers. Therefore, in graph
GR, the connected components are either subsets of optimal clusters or outliers (See Figure 4.7). As a
consequence, in a fractional solution, non-outlier points can only be covered by points inside the cluster,
and similarly outliers can be covered by outliers only. However, unlike k-center, here the tricky part
is, the fractionally open outliers can potentially cover a lot of points. We show that this in fact is not
possible because of the sparsity of an outlier’s neighborhood.
Suppose the claim is not true, that is for some R< R∗d , kco-LP has a feasible solution (x∗, y∗). Let
C= {C1, . . . , Ck} be the set of clusters and Z be the outliers in the unique optimal solution of I.
First, let us consider the simpler case when y∗(Z) = 0. Recall Lemma 4.10, for every p ∈ Ci , (i ∈ [k]),
the distance to any q /∈ Ci is more than R∗d . In other words, for any p ∈ Ci, Nbr[p] ⊆ Ci, and for any
61
w ∈ Z , Nbr[w]⋂V \ Z = ;. Therefore, y∗(Z) = 0 and the LP constraint xuv = 0,∀v ∈ V, u /∈ Nbr[v]
implies (1) for any w ∈ Z , x∗uw = 0 for all u ∈ V ; (2) for any v ∈ V \ Z , and w ∈ Z , x∗wv = 0. Therefore,
(x∗, y∗) [restricted to V \ Z] is a feasible fractional solution for kc-LP defined for the k-center instance
I′ = (V \ Z , d, k), and parameter R. The optimal radius of I′ is also R∗d . Therefore by Theorem 4.2, we
cannot have a feasible fractional solution for R< R∗d , leading to a contradiction.
We focus on the case y∗(Z) > 0. Without loss of generality assume that the optimum clusters are
numbered such that n1 ≤ n2 ≤ . . . ≤ nk. For i ∈ [k] let ai = y(Ci) and let b = y∗(Z). For a point p let
γp =
∑
u x
∗
up be the amount to which p is covered. For a set of points S we let γ(S) denote
∑
p∈S γp.
Claim 4.2. Total coverage of outlier points, that is, γ(Z) =
∑
p∈Z ρp < bn1.
Proof: Recall that an outlier point can only be covered by an outlier point. Further a point q can cover
point p only if p is in the ball of radius R around q. Thus we have∑
p∈Z
γp ≤
∑
q∈Z
|Balld(q, R)| · yq < n1
∑
q∈Z
yq = bn1
where we used Lemma 4.11 to strictly upper bound |Balld(q, R)| by n1.
Claim 4.3. Let Ci be an optimum cluster such that ai < 1. Then γ(Ci)≤ niai .
Proof: Only points in Ci can cover any given point p ∈ Ci . Therefore γp ≤ ai for each p ∈ Ci , and hence
γ(Ci)≤ niai .
Let A = {i ∈ [k] | ai < 1} be the indices of the clusters whose total y value is strictly less than 1.
Since y(V ) = k, we have b ≤∑i∈A(1− ai). Using the preceding two claims we have the following:
γ(V ) = γ(Z) +
∑
i∈A
γ(Ci) +
∑
j 6∈A
γ(Ci)
≤ γ(Z) +∑
i∈A
γ(Ci) +
∑
j 6∈A
n j
≤ γ(Z) +∑
i∈A
niai +
∑
j 6∈A
n j
≤ γ(Z)−∑
i∈A
ni(1− ai) +
k∑
j=1
n j
≤ γ(Z)−∑
i∈A
ni(1− ai) + (n− z)
< bn1 − n1
∑
i∈A
(1− ai) + (n− z)
< n− z.
This is a contradiction to the feasibility of the LP solution.
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4.6 Algorithm for k-MEDIAN-OUTLIER under Perturbation Resilience
In this section, we present a dynamic programming based algorithm for k-MEDIAN-OUTLIER, which
gives an optimal solution when the instance is 2-perturbation resilient. First, we prove some structural
properties of a 2-OPR k-MEDIAN-OUTLIER instance. They serve as the key ingredient in showing that our
algorithm will return exact solution for 2-OPR instances.
This section is essentially a straight forward extension of the ideas in [12] once the model is set up.
In a sense the model justifies the natural extension of the algorithm from [12] to the outlier setting.
4.6.1 Properties of 2-perturbation resilient k-MEDIAN-OUTLIER instance
Angelidakis et al. [12] proved that in the optimal clustering of a 2-perturbation resilient k-median
instance, every point is closer to its assigned center than to any point in a different cluster. In the optimal
solution of k-MEDIAN-OUTLIER, points are not only assigned to clusters, some points are identified as
outliers as well. Here, we extend the result of [12] to show that the optimal solution of a 2-OPR
k-MEDIAN-OUTLIER instance satisfies the property: any non-outlier point is closer to its assigned center
than to any point outside the cluster.
Lemma 4.14. Consider a 2-perturbation resilient k-MEDIAN-OUTLIER instance I = (V, d, k, z). Let C =
{C1, . . . Ck}, and Z be the unique optimal clustering and outliers resp. Consider any point p ∈ V \ Z, and let
p ∈ Ci . For all q /∈ Ci , we have d(ci , p)< d(p, q).
To prove Lemma 4.14, we split it into two cases: we show that it holds true for (1) all outlier points
q; (2) all non-outlier points q belonging to a different optimal cluster.
Lemma 4.15. Consider a 2-perturbation resilient k-MEDIAN-OUTLIER instance I = (V, d, k, z). Let C =
{C1, . . . Ck}, and Z be the unique optimal clustering and outliers resp. Consider any point p ∈ V \ Z, and let
p ∈ Ci . Then, for any outlier q ∈ Z, we have d(ci , p)< d(p, q).
Proof: Let S = {c1, . . . , ck} be an optimal set of centers, inducing C. Without loss of generality we
assume, p 6= ci , since ci , q being distinct points d(ci , q)> 0 = d(ci , ci).
Assume for the sake of contradiction, the claim is false, that is, for some q ∈ Z , d(p, ci) ≥ d(p, q).
To prove the contradiction, we construct a distance function d ′, which is a metric 2-perturbation of d.
And show that in the instance thus constructed, the optimal solution is not unique — that is there exists
an optimal clustering and outliers different from C; Z . This contradicts the definition of perturbation
resilience.
We define d ′ as follows: consider the complete graph G on vertices V . The edge lengths in graph G
are given by the function `, where for any edge (u, v),
`(u, v) =
d(ci , p) (u, v) = (ci , q)d(u, v) otherwise
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For any pair of points u, v, the distance d ′(u, v) is the shortest path distance between u and v in graph G,
using `. We can make some simple observations about d ′:
Observation 4.8. d ′ has the following properties:
i) for any u, v ∈ V ,
d ′(u, v) = min{`(u, v),`(u, q) + `(q, ci) + `(ci , v),`(u, ci) + `(ci , q) + `(q, v)}
= min{d(u, v), d(u, q) + d(ci , p) + d(ci , v), d(u, ci) + d(ci , p) + d(q, v)}
ii) d ′(ci , p) = d ′(ci , q) = d(ci , p).
Observation 4.9. d ′ is a metric 2-perturbation of d.
Proof: By triangle inequality, d(ci , q)≤ d(ci , p)+ d(p, q)≤ 2 · d(ci , p) — the last inequality follows from
our assumption. Therefore d(ci ,q)2 ≤ d(ci , p) = `(ci , q) Further, note that d(ci , p) < d(ci , q). Indeed, as
otherwise we can swap p and q in the optimal solution, i.e. identify p as an outlier and assign q to the
nearest center in S. Therefore, d(ci ,q)2 ≤ `(ci , q)< d(ci , q). For any other edge (u, v), `(u, v) = d(u, v). As
we claimed in Lemma 4.2, d ′ defined as the shortest path metric on an undirected graph G with edge
lengths ` satisfying the property d(u,v)2 ≤ `(u, v)≤ d(u, v), is a metric 2-perturbation of d.
Consider the instance I′ = (V, d ′, k, z). Since, I′ is a 2-perturbation of I instance, the unique optimal
solution is given by the clusters C= {C1, . . . , Ck}, and outliers Z . Let S′ =

c′1, . . . , c′k
	
be an optimal set
of centers. We show that we can construct an alternate solution of cost at most the optimal solution cost
by swapping q with a non-outlier point. To this end we consider two cases:
• c′i = ci. Consider a solution for I′, with set of outliers Z ′ = Z \ {q}
⋃{p}, and centers S′. Let C′ be a
Voronoi partition of V \ Z ′ induced by S′. The cost of the clustering C ′ is,
costd ′(C
′, S′; Z ′) =
∑
u∈V\Z ′
d ′(S′, u)
= d ′(S′, q) +
∑
u∈Ci\{p}
d ′(c′i , u) +
k∑
s=1
s 6=i
∑
u∈Cs
d ′(c′s, u)
≤ d ′(c′i , q)− d ′(c′i , p) +
k∑
s=1
∑
u∈Cs
d ′(c′s, u)
= d ′(ci , q)− d ′(ci , p) + costd ′(C′, S′; Z) (∵ c′i = ci)
= costd ′(C, S
′; Z) (∵ d ′(ci , p) = d ′(ci , q) by Observation 4.8)
• c′i 6= ci. We can assume without loss of generality, S′ \

c′i
	⋃{ci} is not an optimal set of centers
for I′, otherwise the the argument is same as the above case (i.e. c′i = ci). In particular, this implies,
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∑
u∈Ci d
′(ci , u)>
∑
u∈Ci d
′(c′i , u). Recall, for any two points u, v ∈ V , d ′(u, v)≤ d(u, v). We claim there
must be a point r ∈ Ci, such that d ′(c′i , r) < d(c′i , r) (that is the distance between c′i and r becomes
strictly smaller after perturbation). Indeed this is true, as otherwise,∑
u∈Ci
d ′(c′i , u) =
∑
u∈Ci
d(c′i , u)
≥∑
u∈Ci
d(ci , u)
≥∑
u∈Ci
d ′(ci , u)
where the first inequality uses the fact that ci is a center in the optimal solution of I. Now, d
′(c′i , r)<
d(c′i , r) implies couple of things: (1) c′i 6= r, as in that case d ′(c′i , r) = d(c′i , r) = 0; (2) d ′(c′i , r) =
min{`(r, q)+`(q, ci)+`(ci , c′i),`(r, ci)+`(ci , q)+`(q, c′i)}. Also, d ′(q, c′i) = min{`(q, c′i),`(q, ci)+`(ci , c′i)}.
Putting it together, we get d ′(c′i , r)≥ d ′(c′i , q).
Consider a solution for I′, with set of outliers Z ′ = Z \ {q}⋃{r}, and centers S′. Let C′ be a Voronoi
partition of V \ Z ′ induced by S′. The cost of the solution is,
costd ′(C
′, S′; Z ′) =
∑
u∈V\Z ′
d ′(S′, u)
= d ′(S′, q) +
∑
u∈Ci\{p}
d ′(c′i , u) +
k∑
s=1
s 6=i
∑
u∈Cs
d ′(c′s, u)
≤ d ′(c′i , q)− d ′(c′i , r) +
k∑
s=1
∑
u∈Cs
d ′(c′s, u) (∵ c′i = ci)
≤ costd ′(C, S′; Z) (∵ d ′(c′i , r)≥ d ′(c′i , q))
In both cases, we constructed a solution for I′ which is different from the optimal solution C; Z , and has
cost less than or equal to the optimal cost. This contradicts the uniqueness of the optimal solution.
Next we show that Lemma 4.14 holds true for all non-outliers points q belonging to an optimal cluster
different from Ci . The proof is same as the one given in [12], we briefly sketch it here for completeness.
Lemma 4.16. Consider a 2-perturbation resilient k-MEDIAN-OUTLIER instance I = (V, d, k, z). Let C =
{C1, . . . Ck}, and Z be the unique optimal clustering and outliers resp. Let S = {c1, . . . , ck} be optimal centers
inducing C. Let p ∈ V \ Z be an arbitrary point, and ci be the center it is assigned to. For any other center
c j (c j 6= ci), it follows 2 · d(p, ci)< d(p, c j).
Proof Sketch: Suppose the claim is not true, that is, for some c j 6= ci, 2 · d(p, ci) ≥ d(p, c j). Similar
to Lemma 4.15, we construct a distance function d ′ which is a metric 2-perturbation of d. To this
end, consider the complete graph G defined on the vertex set V , with edge lengths `, where (1)
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`(c j , p) = d(ci , p); (2) for every other edge (u, v), `(u, v) = d(u, v). We define d ′, as the shortest path
distance (using `) between vertices in graph G.
Observation 4.10. d ′ has the following properties:
i) for any u, v ∈ V , such that (u, v) 6= (c j , p), (ci , p),
d ′(u, v) = min{`(u, v),`(u, c j) + `(c j , p) + `(p, v),`(u, p) + `(p, c j) + `(c j , v)}
= min{d(u, v), d(u, c j) + d(ci , p) + d(p, v), d(u, p) + d(ci , p) + d(c j , v)}
ii) d ′(c j , p) = d ′(ci , p) = d(ci , p)
iii) d ′ is a metric 2-perturbation of d
Since instance I is 2-OPR for k-MEDIAN-OUTLIER, even for the perturbed instance I′ = (V, d ′, k, z) the
unique optimal clustering is C and outliers is Z . We can further show that for any two points u, v ∈ Ci
(and C j), d
′(u, v) = d(u, v). Thus ci , c j are cluster centers in the optimal solution of I′. Now, consider a
solution for I′ with clustering C′ = C \ Ci , C j	⋃Ci \ {p}, C j⋃{p}	. and outliers Z . We can show that
the cost of this solution C ′; Z is at most the cost of the optimal solution C; Z . Thus contradicting the fact
that the optimal solution is unique.
Corollary 4.1. Consider any point p ∈ V \ Z, and let Ci be the optimal cluster p is assigned to. Then, for
any other point q from a different cluster C j (i 6= j), d(p, ci)< d(p, q).
Lemma 4.14 follows immediately from Corollary 4.1 and Lemma 4.15.
4.6.2 Algorithm
In the previous section, we showed that in the optimal solution of a 2-perturbation resilient k-MEDIAN-
OUTLIER instance, any non-outlier point is closer to its assigned center than to any point outside the
cluster. This gives a nice structure to the optimal solution. In particular, the optimal clusters form
subtrees in the minimum spanning tree over input point set. We leverage this property to design a
dynamic programming based algorithm to identify the optimal clusters and outliers. In what follows, we
interchangebly use the terms point and vertex.
Lemma 4.17. Let I= (V, d, k, z) be a 2-perturbation resilient instance of the k-MEDIAN-OUTLIER problem.
Let T be a minimum spanning tree on V . The optimal clusters of I, C1, . . . Ck are subtrees in T i.e. for any
two points p, q ∈ Ci , all the points along the unique tree path between p, and q belongs to cluster Ci .
Proof: Let ci denote the center of cluster Ci. To prove the lemma, it is sufficient to show that every
point on the unique tree path between p and ci belongs to cluster Ci . We prove this via induction on the
length of path between p and ci . Let u be the vertex after p along this path. Since (p, u) is an MST edge,
we have d(p, u) ≤ d(p, ci). By Lemma 4.14, u must belong to Ci. The proof then follows by applying
induction on u to ci path.
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Lemma 4.17 implies that we can find the optimal solution of I by solving the following optimization
problem, which we call TREE-PARTITION: Partition the MST T into k subtrees P1, . . . , Pk, with centers
c1, . . . ck (each ci ∈ Pi) and identify remaining Z vertices of the tree as outliers, where |Z | ≤ z. The goal
is to minimize the following objective function,
k∑
i=1
∑
u∈Pi
d(ci , u) (4.11)
Solving TREE-PARTITION on a general tree is complicated. We simplify it by transforming T into a
binary tree T ′ with dummy vertices. The procedure is as follows: while there is a vertex v with more
than two children, pick any two children of v — v1, and v2; create a new child (dummy vertex) u of v;
reattach subtrees rooted at v1, and v2 as children of u. At the end of this process, let U be the set of
dummy vertices added. For each dummy vertex u ∈ U , set d(u, v) = 0, for every v ∈ U⋃V .
Now consider the following optimization problem (BIN-TREE-PARTITION): Partition binary tree T ′
into k subtrees P ′1, . . . , P ′k, with centers c′1, . . . c′k (each c′i ∈ P ′i
⋂
V ) and identify remaining Z ′ vertices of
the tree as outliers, where
Z ′⋂V ≤ z. The cost function we want to minimize is,
k∑
i=1
∑
u∈P ′i
d(ci , u) (4.12)
It is not hard to show, that given a solution to TREE-PARTITION, we can construct a solution for
BIN-TREE-PARTITION of equal cost, and vice-versa. Thus, to solve k-MEDIAN-OUTLIER it is sufficient
to solve BIN-TREE-PARTITION on the binary tree T ′ with dummy nodes. Given an optimal solution
P ′1, . . . , P ′k; Z ′ for BIN-TREE-PARTITION, the optimal clusters of the corresponding k-MEDIAN-OUTLIER
instance is P ′1
⋂
V, . . . , P ′k
⋂
V and outliers is Z ′
⋂
Z .
To optimally solve BIN-TREE-PARTITION we use dynamic programming. For the rest of the section, we
consider T to be the input binary tree, with V being the vertices corresponding to points, and U denotes
the dummy vertices. Let Tu denote the subtree rooted at u. Further let `u, ru respectively denote the left
child, right child of u.
Let opt(u, j, t, c) be the minimum cost of partitioning the points in subtree Tu into j clusters after
discarding t points as outliers. Here c can be any vertex in V or it can be the null (denoted using ;).
The clustering satisifies the following constraints:
• if c = ;, then u is marked as an outlier.
• if c 6= ;, then the cluster in which u belongs has center c.
• Each cluster forms a subtree in Tu.
We can define opt(u, j, t, c) using the following recursive formula.
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• c = ;, u ∈ V . Here u is an outlier. Hence, `u and ru are assigned to centers c′ ∈ T`u and c′′ ∈ Tru
respectively. Further, since u is already being marked as an outlier, there can be t − 1 outliers
between T`u and Tru .
opt(u, j, t, c) = min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j, t ′ + t ′′ = t − 1, c′ ∈ T`u
⋃;, c′′ ∈ Tru ⋃;	 (4.13)
• c = ;, u /∈ V . Here u is an outlier. However, since it is a dummy vertex we do not count it as one of t
outliers in Tu.
opt(u, j, t, c) = min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j, t ′ + t ′′ = t, c′ ∈ T`u
⋃;, c′′ ∈ Tru ⋃;	 (4.14)
• c /∈ T`u
⋃
Tru . The recursive formula is defined by 4 cases (lines 1-4 in the formula). The explanation
for each case is as follows:
(1) Neither lu nor ru is assigned to the same cluster as u. They are either outliers, or they are
assigned to centers c′, c′′ in subtree T`u , Tru resp.
(2) ru is assigned to the same cluster as u but not `u. It is either an outlier or assigned to a center
c′ ∈ T`u
(3) `u is assigned to the same cluster as u but not ru. It is either an outlier or assigned to a center
c′′ ∈ Tru
(4) Both `u and ru are assigned to the same cluster as u.
The recursive formula is:
opt(u, j, t, c) = d(u, c) +min

min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j − 1, t ′ + t ′′ = t, c′ ∈ T`u
⋃;, c′′ ∈ Tru ⋃;	 ,
min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c) :
j′ + j′′ = j, t ′ + t ′′ = t, c′ ∈ T`u
⋃;	 ,
min

opt(`u, j
′, t ′, c) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j, t ′ + t ′′ = t, c′′ ∈ Tru
⋃;	 ,
min

opt(`u, j
′, t ′, c) + opt(ru, j′′, t ′′, c) :
j′ + j′′ = j − 1, t ′ + t ′′ = t	 (4.15)
• c ∈ T`u . The recursive formula in this case is obtained by removing lines (1), (2) from the above
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formula.
• c ∈ T`u . The recursive formula in this case is obtained by removing lines (1), (3) from the above
formula.
Remark. The algorithm we presented easily generalizes to give exact solution for 2-perturbation resilient
instances of other clustering with outliers problems like k-CENTER-OUTLIER, k-MEANS-OUTLIER, and more
general `p objectives.
4.7 Concluding Remarks
In this chapter we showed that the LP integrality of k-center and asymmetric k-center is 1 when the
instance is 2-perturbation resilient. The integrality gap of the natural LP relaxations for perturbation
resilient instances of k-median and k-means remains open. Angelidakis [11] has shown the k-median
LP is not integral for

1+
p
5
2 − ε

-perturbation resilient instances. We believe that the following open
question is quite interesting to resolve.
Question 4.3. Is there a fixed constant α such that the natural LP relaxation for k-median (similarly
k-means) has an integral optimum solution for every α-perturbation resilient instance?
It may be possible to answer this question in the positive if we additionally assume that the optimum
clusters are balanced in terms of number of points. However, we feel that such an assumption does not
shed light on the structure of perturbation resilient instances that are not balanced.
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Chapter 5
k-means with Outliers
5.1 Introduction
In this chapter we consider the k-means with outliers problem. Recall, in k-means clustering problem
we are given an integer k and a set of n data points in Rd , the goal is to choose k centers, so as to
minimize the total squared distance between each point and its closest center. For general k, the problem
is known to be NP-HARD even in the plane [83]. Consequently, there has been significant research on
designing approximation algorithms for this problem [6,59,64,71]. Several heuristic solutions have
also been proposed. Even so, Lloyd’s algorithm (also known as the k-means algorithm) [81] remains
the most popular clustering algorithm — infact it was voted as one of the top ten algorithms in data
mining [106]. Several follow-up research has been done to further improve the algorithm and make it
scalable for large data [14,20].
Although the k-means problem has been thoroughly studied, and sophisticated algorithms are known,
the existing algorithms can still perform poorly on real data. Real data not only contains the true clusters,
but also background noise or adversially added points. The k-means objective is highly sensitive to such
outlier points, and even a single point can dramatically change the optimal clustering. To get a more
meaningful clustering, it is reasonable to ignore some fraction (say 1%) of points from data.
This is known as the k-means with outliers (k-MEANS-OUTLIER) problem. Here, an additional integer
paramater z is specified, and the goal is to find a k-means clustering by ignoring z points. The ignored
points are called outliers. This is a generalization of the k-means problem, and hence also NP-HARD.
This outlier variant of clustering is much less understood. In particular two hard constraints, one on
number of clusters and other on number of outliers makes the problem harder to approximate. Theoreti-
cians have explored the outliers problem mostly with the k-median objective (k-MEDIAN-OUTLIER) in
mind, and have proposed constant factor approximation algorithms [36,43]. However, the algorithms
make sophisticated use of Lagrangean relaxtion, and are not very practical. A recent paper by Krish-
naswamy, Li, and Sandeep [74] improves upon these results and obtains a (7.081+ε)-approximation for
k-MEDIAN-OUTLIER, and a (53.002+ε)-approximation for k-MEANS-OUTLIER. The algorithm uses iterated
rounding methods, and is not practical. On the heuristic side, a natural extension of the Lloyd’s algorithm
to k-MEANS-OUTLIER was proposed by Chawla and Gionis [38]. The algorithm (known as k-means--) is
a heauristic and has no provable guarantee about the quality of the solution. Thus, designing practical
algorithms with theoretical guarantees has remained a challenging open question. In this work we make
progress towards it.
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5.1.1 Results
In this chapter, we consider the k-MEANS-OUTLIER problem (refer Section 5.2 for formal definition).
We are given as input k — the number of clusters, and z — the number of outliers. Under this model
we propose three simple algorithms and analyze their approximation bounds. Further, we evaluate the
performance of our algorithms on real data. Our results can be summarized as follows:
• We propose a sampling based algorithm which removes z points and the solution obtained is an
O(1) approximation with high probability. The guarantees hold under the assumption that there
exists an optimal solution where all the optimal clusters are of size Ω(z log k). The algorithm can
be modified to remove O(zk log k) points, in which case we can get a constant factor approximation
without making any assumption on the optimal cluster sizes.
• We propose a simple linear programming (LP) rounding based algorithm that gives a constant
factor approximation to the optimal cost by removing 2z points and creating 2k clusters.
• We present a dynamic programming (DP) based heuristic for k-MEANS-OUTLIER. It is an extension
of the algorithm presented in Section 4.6. If the k-MEANS-OUTLIER instance is perturbation resilient,
the algorithm optimally solves the problem (refer Chapter 4 for details on perturbation resilience,
and proof of optimality of the algorithm).
• The algorithms can be extended to handle outlier problem for more general clustering costs (e.g.
general lp norm).
• We test our algorithms on real data and compare the results against k-means--. The experiments
show superior performance in terms of accuracy of outliers found, and the quality of the clustering
solution.
5.1.2 Related Work
k-means. The k-means problem has been extensively studied by both practitioners and theoreticians.
In most applications, the input point set is considered to be in Euclidean space, and the centers can
be chosen anywhere in the ambient space (and not restricted to be subset of input point set) — in
which case it is called the euclidean k-means clustering. This problem is NP-HARD even for k = 2 [8].
Algorithms achieving an approximation of 1 + ε for any ε > 0 is known [44, 55, 64]; unfortunately,
their running time is exponential in k and 1ε and hence is not practical. The first polynomial-time
approximation was given by Kanungo et al. [71]. Their algorithm uses local search (similar to the
k-median algorithm of [15]), and is a 9 + ε approximation. Recently this result was improved by
Ahmadian et al. [6], who gave a primal-dual based 6.357+ ε-approximation. When the input points are
in arbitrary metric space and centers are restricted to be subset of input points, also called the metric
k-means problem, [6] gives a 9-approximation, improving upon the previous known 16-approximation
due to Gupta and Tangwongsan [59]. However, the most widely used algorithm is the Lloyd’s algorithm,
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because of superior runtime. There has been a lot of follow-up work on Lloyd’s algorithm. Arthur and
Vassilvitskii showed that careful initialization of the centers via D2 weighting (initial centers are chosen
with probability proportional to distance) can achieve faster convergence [14]. Their algorithm, known
as k-means++ is one of the most widely used algorithms for k-means. Aggarwal et al. [3], extended their
approach to show that by choosing few extra centers one can get an O(1)-approximation.
k-MEANS-OUTLIER. The outlier variant of k-means is much less understood. Research on designing
approximation algorithms has focused primarily on the k-median objective. Charikar et al. [36] gave a
bicriteria approximation, where they obtain a 4(1+ε)-approximation, by violating the outliers constraint
by a factor of at most (1+ε). Later, Chen [43] built upon their techniques to obtain the first true constant
factor approximation for the problem. However, both the algorithms are highly complex and make
sophisticated use of Lagrangean relaxation techniques. To the best of our knowledge, these algorithms
have never been implemented. Recently, Krishnaswamy et al. [74] gave an iterative rounding based
constant factor approximation for both the k-MEDIAN-OUTLIER and k-MEANS-OUTLIER problem. It is
not clear, if their algorithm can be modified to obtain a simpler, more practical algorithm, even if the
constraint on number of centers is relaxed to be k + O(1). Trying to bridge the gap between theory
and practice, Gupta et al. [61] proposed a local search based bicriteria approximation algorithm for
the problem. The algorithm although gives a good solution, is quite slow in practice. The only other
algorithm known is by Meyerson et al. [86]. They combine sampling with the ideas of [36], to obtain a
weakly polynomial time constant factor approximation algorithm for k-MEDIAN-OUTLIER. In the same
paper, they proposed a fast sampling based algorithm for k-median when the optimal clusters are of size
Ω
  n
k

. We have used similar ideas for our sampling based algorithm in Section 5.3.
Clustering Noisy Data in Practice. There is a large body of literature on clustering noisy data (refer
to [5] for an in-depth survery). One of the most well-known methods is DBSCAN [52]. DBSCAN requires
knowledge of the number of points and the radius of the clusters. Depending on these parameters, the
algorithm can have arbitrary number of clusters and outliers. The method is not very suitable when one
desires a small number of clusters of varying size. Also, the radius of a cluster is scale invariant and
hence hard to estimate. We further note that this method also has no known theoretical guarantees.
Recently, a different clustering with outliers method was proposed in [91]. They modeled it as a facility
location with outliers problem. While it is related to k-means with outliers, the key difference is that the
algorithm is allowed to choose any number of clusters, depending on the facility cost. In some practical
settings, having a cost to open a new cluster is natural. In other cases the number of clusters is a more
natural parameter.
Chapter Outline. The rest of the chapter is organized as follows: in Section 5.2 we formally define the
k-MEANS-OUTLIER problem; in Section 5.3 we present our sampling based algorithm, further we show
how the algorithm can be scaled for large data; in Section 5.4 we present our LP rounding algorithm;
72
in Section 5.5 we propose the DP based heuristic; finally in Section 5.6 we evaluate our algorithms on
multiple real datasets.
5.2 Preliminaries
Let V be the input set of points and d : V × V 7→ R≥0 denote the metric distance function. Given a
point u, and a set of points C , d(u, C) = minc∈C d(u, c) denotes the distance from u to the nearest point
in C . The k-means cost of assigning point set V to set of centers C is given by cost(V, C) =
∑
u∈V
d2(u, C).
Formally, the (metric) k-means with outliers problem is: Given a point set V in arbitrary metric space,
distances d, and integer paramters k, z, the goal is to find a set of k centers C ⊆ V , and a set of outliers
Z ⊆ V , with |Z | ≤ z, such that cost(P \ Z , C) is minimized. We use OPT to denote the optimal cost.
Observe, that the k-means objective is related to the l2-norm. We can generalize it for any lp-norm
(p ≥ 1), and consider the corresponding outlier problem. We call it the lp-clustering with outliers, and
define it as follows: Given points V , distances d, and paramters k, z, find a set of k centers C ⊆ V , and a
set of outliers Z ⊆ V , with |Z | ≤ z, which minimizes, ∑
u∈V\Z
dp(u, C).
Although, the underlying distances is a metric, triangle inequality does not hold true for dp. Instead,
we have the following relaxed triangle inequality (the proof is given for completeness).
Fact 5.1. For all u, v, w ∈ V , dp(u, w)≤ 2p−1 · {dp(u, v) + dp(v, w)}.
Proof:
dp(u, w)≤ {d(u, v) + d(v, w)}p = 2p ·

d(u, v)
2
+
d(v, w)
2
p
≤ 2p−1 · {dp(u, v) + dp(v, w)}.
where, the first inequality follows since d is a metric, and the last inequality follows from the convexity
of the function x p.
We can immediately make the following observation about squared distances,
Corollary 5.1. For all u, v, w ∈ V , d2(u, w)≤ 2 · d2(u, v) + d2(v, w)	.
5.3 Sampling based algorithm
In this section we present a simple sampling based algorithm for the k-MEANS-OUTLIER. The algorithm
consists of three steps: in the first step, pick a uniform sample of the pointset; run k-means on the
sampled points to obtain centers B; finally, cluster the original pointset based on the centers B, and
mark the furthest z points as outliers. We show that with constant probability, the solution is an O(1)
approximation, under the assumption that the optimal clusters are not too small. The intuition is,
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with constant probability the algorithm will not sample any of the optimal outlier points. Further, if
the optimal clusters are not too small, the sample will contain a good candidate set from each cluster.
Thus, the k-means centers for the sample will well-approximate the optimal centers. A similar sampling
based technique was used by Meyerson et al. [86] for k-median (without outliers) problem. The formal
description of the algorithm is presented in Algorithm 5.1.
Sample-Outlier
Input: Points V , distance metric d, parameters k, z
Pick a uniform sample S, where each point p ∈ V is chosen independently with probability 1z .
Run any k-means algorithm on S, to obtain centers B.
Assign each point p ∈ V to the nearest center in B (ties broken arbitrarily).
Z ← furthest z points (ties broken arbitrarily).
Output: Outliers: Z , Centers: B.
Algorithm 5.1: k-MEANS-OUTLIER using Sampling
Theorem 5.1. Fix constants γ ∈ (0, 1) and δ,τ ∈ (0, 18), such that δ+τ < 1/8. Let α be the approximation
factor of the blackbox k-means algorithm used in Algorithm 5.1. Then, with probability atleast 18 −δ−τ,
Algorithm 5.1 returns an 2 · 1+ 2(4α+1)(1−γ)τ -approximate solution, under the assumption each optimal cluster
is of size Ω

z
γ2
log kδ

.
Proof: We first introduce some notation that we will use in the analysis. In a fixed optimal k-MEANS-
OUTLIER solution, let C∗ be the set of centers and Z∗ be the outliers. For each center c∗ ∈ C∗, Vc∗ denotes
the set of non-outlier points whose nearest center (ties broken arbitrarily) is c∗ i.e. Vc∗ = {p ∈ V \ Z∗ :
d(p, c∗) = d(p, C∗)}. Let Sc∗ be the sample points falling in the cluster Vc∗ i.e. Sc∗ = S⋂Vc∗ .
The main idea behind the analysis is to show that with constant probability, the sample picked by
Algorithm 5.1 is a good sample i.e. (i) none of the optimal outlier points are picked, (ii) from each
optimal cluster a sufficient number of samples are picked, and (iii) cost of clustering the sampled points
with respect to the optimal centers approximates the optimal clustering cost. Conditioned on the sample
being good, we then show that the centers returned by the algorithm is a suitable proxy for the optimal
centers. Formally we define sample S chosen by Algorithm 5.1 to be a good sample if:
1. S
⋂
Z∗ = ;
2. ∀c∗ ∈ C∗, |Sc∗ |> (1− γ) · |Vc∗ |z
3. cost(S, C∗)< cost(V\Z
∗,C∗)
τ·z
where γ,τ are constants.
Lemma 5.1. With constant probability, S ∩ Z∗ = ;.
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Proof: Algorithm 5.1 picks each point with probability 1z to be in the sample S. Then the probability
that no element from Z∗ appears in S is, 
1− 1
z
z
≥ 1
e2
≥ 1
8
since 1− x2 ≥ e−x for x ∈ [0,∼ 1.59], and we can assume without loss of generality z > 1.
Lemma 5.2. For constants γ,δ ∈ (0, 1), if size of each optimal cluster i.e. |Vc∗ |,∀c∗ ∈ C∗, is atleast 2zγ2 ln kδ ,
then with probability atleast 1−δ,
|Sc∗ |> (1− γ) · |Vc∗ |z
for every c∗ ∈ C∗
Proof: Fix a center c∗. Consider the sampled points Sc∗ . Since we pick each point independently with
probability 1/z, therefore in expection we will pick 1/z fraction of points from Vc∗ i.e. E[|Sc∗ |] = |Vc∗ |z .
Using Chernoff bound,
P

|Sc∗ | ≤ (1− γ) |Vc∗ |z

≤ e |Vc∗ |·γ
2
2z ≤ δ
k
since |Vc∗ | ≥ 2zγ2 ln
  k
δ

. The lemma follows by taking an union bound over all centers.
Lemma 5.3. Fix constant τ ∈ (0, 1). With probability atleast 1−τ,∑
c∗∈C∗
cost(Sc∗ , c
∗)< cost(V \ Z
∗, C∗)
τ · z .
Proof: Since Algorithm 5.1 does uniform sampling with probability 1/z,
E
 ∑
c∗∈C∗
cost(Sc∗ , c
∗)

=
∑
c∗∈C∗ cost(Vc∗ , c∗)
z
=
cost(V \ Z∗, C∗)
z
Using Markov inequality,
P
 ∑
c∗∈C∗
cost(Sc∗ , c
∗)≥ cost(V \ Z
∗, C∗)
τ · z

< τ
Corollary 5.2. Fix constants δ,τ ∈ (0, 18), such that δ+ τ < 1/8. With probability atleast (18 − δ − τ)
sample S picked by Algorithm 5.1 is a good sample.
Proof: Follows from Lemma 5.1, Lemma 5.2, and Lemma 5.3.
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Henceforth we assume that the algorithm has chosen a good sample. Recall that B is the set of
centers returned by the algorithm. We will first show that the cost of clustering the non-outlier points
V \ Z∗ according to B i.e. cost(V \ Z∗, B) approximates the optimal k-MEANS-OUTLIER cost. We then
proceed to show that, cost(V \ Z∗, B) upper bounds the cost of the solution returned.
Lemma 5.4. Fix constants, τ,γ ∈ (0, 1). If the k-means algorithm used in Algorithm 5.1 is α-approximate
then, cost(V \ Z∗, B)≤ 2 · 1+ 2·(4α+1)(1−γ)·τ  ·OPT.
Proof: If we can show that for each optimal center, there is a nearby center in B, then the lemma
statment follows by relaxed triangle inequality. To this end, fix a center c∗ ∈ C∗. Using triangle inequality,
cost(Vc∗ , B) =
∑
p∈Vc∗
d2(p, B)≤ ∑
p∈Vc∗
2 · d2(p, c∗) + d2(c∗, B)	
= 2 · cost(Vc∗ , c∗) + 2|Vc∗ | · d2(c∗, B)
For each point s ∈ Sc∗ , let sB denote its nearest center in B (ties broken arbitrarily), i.e. sB =
argminc∈B d(s, c). We can bound the squared distance between c∗ and the closest center in B using
relaxed triangle inequality, and the fact that minimum of a set is smaller than average,
d2(c∗, B)≤ min
s∈Sc∗
d2(c∗, sB)≤
∑
s∈Sc∗
d2(c∗, sB)
|Sc∗ |
≤ 2|Sc∗ | ·
 ∑
s∈Sc∗

d2(c∗, s) + d2(s, B)
	!
=
2
|Sc∗ | · {cost(Sc∗ , c
∗) + cost(Sc∗ , B)}
Therefore,
cost(Vc∗ , B)≤ 2 · cost(Vc∗ , c∗) + 4 · |Vc∗ ||Sc∗ | · {cost(Sc∗ , c
∗) + cost(Sc∗ , B)}
Summing over all the centers we get,
cost(V \ Z∗, B) = ∑
c∗∈C∗
cost(Vc∗ , B)
≤ 2 · cost(V \ Z∗, C∗) + ∑
c∗∈C∗
4 · |Vc∗ ||Sc∗ | · {cost(Sc∗ , c
∗) + cost(Sc∗ , B)}
≤ 2 · cost(V \ Z∗, C∗) + 4z
1− γ · {cost(S, C
∗) + cost(S, B)}
where the last inequality follows because S is a good sample. The centers B was obtained by running an
α-approximation k-means algorithm on S. Therefore cost(S, B) ≤ α · cost(S, B∗) ≤ 4α · cost(S, C∗),
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here B∗ is the optimal set of k-means centers for S. Thus,
cost(V \ Z∗, B)≤ 2 · cost(V \ Z∗, C∗) + 4z · (4α+ 1)
1− γ · cost(S, C
∗)
≤ 2 · cost(V \ Z∗, C∗) + 4 · (4α+ 1)
(1− γ) ·τ · cost(V \ Z
∗, C∗)
= 2 ·

1+
2 · (4α+ 1)
(1− γ) ·τ

·OPT
Corollary 5.3. cost(V \ Z , B)≤ 2 · 1+ 2·(4α+1)(1−γ)·τ  ·OPT
Proof: Follows from Lemma 5.4 and the observation cost(V \ Z , B)≤ cost(V \ Z∗, B).
Theorem 5.1 immediately follows from Corollary 5.2 and Corollary 5.3.
Thus, to paraphrase Theorem 5.1, under the assumption that each optimal cluster is of sizeΩ(z log k), with
constant probability Algorithm 5.1 returns an O(1) solution. By repeating the algorithm multiple times,
and taking the best solution will boost the success probability. Moreover, if the algorithm is modified
to throw out the furthest O(kz log k) points, then with constant probability the solution obtained is an
O(1)-approximate. Observe that in this case we no longer need the assumption regarding the optimal
cluster sizes.
Further, the algorithm can be adapted for general lp-clustering with outliers, and the approximation
guarantee depends on p. For this we need an approximation algorithm for the non-outlier variant of the
problem. The formal statement of the result is as follows:
Theorem 5.2. Fix constants γ ∈ (0,1),δ,τ ∈ (0, 18), such that δ+τ < 1/8. Let α be the approximation
factor of the blackbox lp-clustering algorithm. If each optimal cluster is of size Ω

z
γ2
log kδ

, then with
probability atleast 18 −δ−τ, Algorithm 5.1 returns an 2p−1 ·

1+ 2
p−1(2pα+1)
(1−γ)τ

-approximate solution.
Scalability for large data. We now briefly describe how Algorithm 5.1 can be scaled to handle massive
data. Our algorithm consists of three components: (1) sampling, (2) k-means on sampled points, (3)
Discarding worst z points based on the cluster centers found. The first and the last step is linear in n. The
most expensive step is the k-means step. In expectation the size of the sampled point set is nz . For large
datasets, running k-means even on the sampled points can be slow. To handle this, one can use coresets
— a powerful data summarization technique for clustering. Informally coreset is a weighted subset of
points, which has similar clustering behavior as the original point set. Using coreset construction ideas
of Feldman et al. [54], one can obtain a coreset of size O( kdε4 ), such that cost of clustering the coreset
is within a factor of (1+ ε) of the cost of clustering the original pointset. Thus, instead of running the
k-means on the sampled point set, one can run the k-means algorithm on the coreset of the sampled
points, which is much smaller. This improves the running time of the algorithm, at the expense of losing
an additional factor of (1+ ε) in the approximation.
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Further, note that the coreset construction can also be handled in distributed setting [22]. Thus, the
algorithm be easily implemented in distributed setup.
5.4 LP Rounding based algorithm
With recent advancements in large scale LP solving in both theory ( [107]) and practice, using LP
rounding based algorithms for practical problems have become a viable option. In this section we present
one such algorithm for the k-MEANS-OUTLIER problem. We can express k-MEANS-OUTLIER as an integer
program and relax the integrality constraints to get a linear program. The LP is as follows:
(kmo-LP)
min
∑
p∈V
∑
c∈V
d2(p, c) · xpc∑
c∈V
xpc + rp ≥ 1 ∀p ∈ V
xpc ≤ yc ∀p, c ∈ V∑
p∈V
rp ≤ z∑
c∈V
yc ≤ k
x , y, r ≥ 0
Figure 5.1: LP relaxation for k-MEANS-OUTLIER
Variable yc indicates if point c is opened as a center, xpc indicates if point p is assigned to center c,
and variable rp denotes if point p is an outlier. The first and second constraints say that each point must
either be an outlier or be assigned to a center. The other two constraints ensure that number of outliers
is atmost z, and centers is atmost k.
Charikar et al. [36] showed that kmo-LP has unbounded integrality gap. In other words we cannot
obtain a constant factor approximation by rounding the LP, if we do not want to violate the constraint on
number of outliers or centers. However for most unsupervised clustering tasks, the correct k and z to use
is not known apriori, and it is only a guess. Thus for most applications, obtaining a fast clustering which
violates k, and z by a small factor is sufficient. We will show, that we can get a fast O(1) approximation
for the k-MEANS-OUTLIER problem, if we violate k, and z by a small constant factor. The algorithm is as
follows:
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LP-Outlier
Input: Points V , distance metric d, parameters k, z
Let (x , y, r) be the optimal solution for kmo-LP.
Z = {p ∈ V : rp ≥ ε}.
xˆp,c ←min
 
1,
xpc
1−ε

for all p ∈ V \ Z , c ∈ V .
yˆc ←min
 
1, yc1−ε

for all c ∈ V .
Round the solution ( xˆ , yˆ) using LP-Rounding based k-means algorithm (say [37])
to obtain set of centers B.
Assign each point p ∈ V to the nearest center in B (ties broken arbitrarily).
Z ′← furthest |Z | points.
Output: Outliers: Z ′, Centers: B.
Algorithm 5.2: LP Rounding for k-means with Outliers
Theorem 5.3. Fix constant ε ∈ (0, 1). Let α be the approximation factor of the LP Rounding based k-means
algorithm. Algorithm 5.2 computes an α1−ε -approximate solution and removes atmost ε · z outliers, and
creates atmost k1−ε clusters.
Proof: The number of outliers removed follows immediately from the ε-thresholding. Observe that
( xˆ , yˆ) is a feasible solution for following k-means LP where k is set to k1−ε .
(km-LP)
min
∑
p∈V\Z
∑
c∈V
d2(p, c) · xpc∑
c∈P
xpc ≥ 1 ∀p ∈ V \ Z
xpc ≤ yc ∀p ∈ V \ Z , c ∈ V∑
c∈V
yc ≤ k1− ε
x , y ≥ 0
Figure 5.2: LP relaxation for k-means
Let costLP( xˆ , yˆ) be the cost of km-LP. Therefore cost of the solution returned by the LP-rounding
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based k-means algorithm is α · costLP( xˆ , yˆ). Putting everything together,
cost(V \ Z ′, B)≤ cost(V \ Z , B)
≤ α · costLP( xˆ , yˆ)
≤ α · OPTLP−KMO
1− ε
≤ α
1− ε ·OPT
This completes the proof.
To obtain constant approximation, the algorithm suggests opening more than k-centers. However, in
practice, the following heuristic can be used: after identifying the outliers, solve the k-means LP (with
no outlier) for the remaining point set, with number of centers as k. Compare the cost of LP with the
original LP cost (i.e. kmo-LP) — if the cost is much higher, then we know that remaining instance can
not be clustered using k-centers. The parameter ε can be tuned to throw out more outliers, and repeat
the process, until the LP cost is comparable to the original LP cost.
Remark. The algorithm extends for any general lp-clustering problem, using a blackbox LP rounding
based algorithm for the non-outlier variant of the problem.
Scalability for large data. Although LP-solvers are reasonably fast, solving LP on very large data set
can be cumbersome. We can handle this by using data summarization tricks. The key observation is,
given a point set V , the optimal cost of clustering V , using k + z centers is atmost the optimal cost of
clustering V using k centers and discarding z outliers — indeed one could set the k + z centers to be the
same k centers and z outliers. Thus, one can solve the k-means (no outliers) problem on V with k + z
centers. The weight of each center can be set to the size of its cluster. This gives a weighted pointset of
size k+ z. Typically k, and z are much smaller, and thus one can solve the k-MEANS-OUTLIER problem on
this weighted set using Algorithm 5.2 (it easily extends for weighted point set). The centers returned by
the algorithm is then used to cluster the original dataset and remove the worst z-points. This makes the
approximation factor worse by only a constant (if the k-means algorithm used for the summarization
has a constant factor).
5.5 Dynamic Programming based algorithm
Dynamic programming is one of the most commonly used techniques for solving optimization
problems. Recall in Chapter 4, we presented a dynamic programming algorithm for solving the k-
MEDIAN-OUTLIER problem, which gives an optimum solution under the assumption that the instance is
perturbation resilient — the optimum solution remains unchanged even when the pairwise distances
between points are changed by a multiplicative factor of 2 (refer to Section 4.6 for details). Although
real instances of clustering problems may not necessarily satisfy this condition, the algorithm itself can
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the used as a heuristic for solving clustering with outliers. In this section, we present this dynamic
programming based heuristic for k-MEANS-OUTLIER (it is a minor modification of algorithm in Section
4.6):
• Step 1. Given the input set of points V , and distance function d, contruct the minimum spanning tree
of V based on d. Let T¯ be the MST thus constructed. The tree T¯ is rooted at an arbitrary vertex root.
• Step 2. Transform T¯ into a binary tree T with dummy vertices. The procedure is as follows: while
there is a vertex v with more than two children, pick any two children of v — v1, and v2; create a new
child (dummy vertex) u of v; reattach subtrees rooted at v1, and v2 as children of u. At the end of this
process, let U be the set of dummy vertices added. For each dummy vertex u ∈ U , set d(u, v) = 0, for
every v ∈ U⋃V .
• Step 3. Using dynamic programming, partition binary tree T into k subtrees P ′1, . . . , P ′k, with centers
c′1, . . . c′k (each c′i ∈ P ′i
⋂
V ) and identify remaining Z ′ vertices of the tree as outliers, where
Z ′⋂V ≤ z,
such that the cost function
∑k
i=1
∑
u∈P ′i d
2(c′i , u) is minimized. Note that, when the instance is perturbation
resilient, this partitioning of T and outliers are infact the optimal clustering and outliers.
The dynamic programming is as follows: Let Tu denote the subtree rooted at u. Further let `u, ru
respectively denote the left child, right child of u.
Let opt(u, j, t, c) be the minimum cost of partitioning the points in subtree Tu into j clusters after
discarding t points as outliers. Here c can be any vertex in V or it can be the null (denoted using ;).
The clustering satisifies the following constraints:
• if c = ;, then u is marked as an outlier.
• if c 6= ;, then the cluster in which u belongs has center c.
• Each cluster forms a subtree in Tu.
We can define opt(u, j, t, c) using the following recursive formula.
• c = ;, u ∈ V . Here u is an outlier. Hence, `u and ru are assigned to centers c′ ∈ T`u and c′′ ∈ Tru
respectively. Further, since u is already being marked as an outlier, there can be t − 1 outliers between
T`u and Tru .
opt(u, j, t, c) = min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j, t ′ + t ′′ = t − 1, c′ ∈ T`u
⋃;, c′′ ∈ Tru ⋃;	 (5.1)
• c = ;, u /∈ V . Here u is an outlier. However, since it is a dummy vertex we do not count it as one of t
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outliers in Tu.
opt(u, j, t, c) = min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j, t ′ + t ′′ = t, c′ ∈ T`u
⋃;, c′′ ∈ Tru ⋃;	 (5.2)
• c /∈ T`u
⋃
Tru . The recursive formula is defined by 4 cases (lines 1-4 in the formula). The explanation
for each case is as follows: (1) Neither lu nor ru is assigned to the same cluster as u. They are either
outliers, or they are assigned to centers c′, c′′ in subtree T`u , Tru resp. (2) ru is assigned to the same
cluster as u but not `u. It is either an outlier or assigned to a center c
′ ∈ T`u (3) `u is assigned to the
same cluster as u but not ru. It is either an outlier or assigned to a center c
′′ ∈ Tru (4) Both `u and ru are
assigned to the same cluster as u.
opt(u, j, t, c) = d2(u, c) +min

min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j − 1, t ′ + t ′′ = t, c′ ∈ T`u
⋃;, c′′ ∈ Tru ⋃;	 ,
min

opt(`u, j
′, t ′, c′) + opt(ru, j′′, t ′′, c) :
j′ + j′′ = j, t ′ + t ′′ = t, c′ ∈ T`u
⋃;	 ,
min

opt(`u, j
′, t ′, c) + opt(ru, j′′, t ′′, c′′) :
j′ + j′′ = j, t ′ + t ′′ = t, c′′ ∈ Tru
⋃;	 ,
min

opt(`u, j
′, t ′, c) + opt(ru, j′′, t ′′, c) :
j′ + j′′ = j − 1, t ′ + t ′′ = t	 (5.3)
• c ∈ T`u . The recursive formula in this case is obtained by removing lines (1), (2) from the above
formula.
• c ∈ T`u . The recursive formula in this case is obtained by removing lines (1), (3) from the above
formula.
Finally, the cost of the optimal partitioning of T is given by min
c∈V opt(root, k, z, c) where root is the root
of the tree. Let B be the set of centers corresponding to the paritions obtained by the DP algorithm.
• Step 4. Let Z be the furthest z points from the centers B. Assign the remaining points V \ Z to the
nearest center in B (ties broken arbitrarily), to obtain the clustering.
The running time of the algorithm is O
 
(n · k · z)2, where n is the size of the input set, and k, z are
the input parameters. Thus, to scale the algorithm to large datasets we need similar data summarization
techniques as described in the previous sections.
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5.6 Experimental Evaluation
In this section we evaluate the performance of our algorithms on both synthetic and real datasets.
Recall, the running time of the DP based algorithm (Section 5.5) is O
 
(n · k · z)2. In order to scale it to
large datasets, one needs to use data reduction techniques like coresets. However, coresets can degrade
the quality of solution obtained, and hence results on large datasets may not be a good indicator of the
“actual” algorithm quality. Thus, to determine whether our DP based algorithm is a good heuristic solution
for real datasets (which may not necessarily be perturbation resilient), we run our algorithm exactly on
small datasets without using any data reduction technique. The other two algorithms (Algorithm 5.1,
Algorithm 5.2) are evaluated on larger synthetic/real datasets.
Metrics. The primary metric we use for determining the algorithm quality is the k-means cost of
the solution. Recall, this is the objective for which the algorithms are optimized, and hence is the
most appropriate metric for comparison. However, since the primary goal of clustering is to uncover
the underlying ground truth clustering, and the objective is simply a proxy for that, we consider two
additional metrics to evaluate the clustering/outlier detection quality of the algorithms.
• Normalized Jaccard index (Jac.), indicates the accuracy of the outlier detection compared to the
ground truth outliers. If Z is the selected outliers, and Z∗ is the set of true outliers, then normalized
Jaccard index is as follows:
J(Z , Z∗) = |Z ∩ Z∗||Z ∪ Z∗|/
min(|Z |, |Z∗|)
max(|Z |, |Z∗|) (5.4)
• V-Measure (V-Meas.) [95], measures the quality of the overall clustering solution compared to the
ground truth clusters. It is computed as the harmonic mean between homogeneity and completeness
scores — homogeneity score measures if the solution cluster contains only members of a single
ground truth cluster, and completeness score measures if all members of a given ground truth
cluster are assigned to the same solution cluster.
The optimal value for both the Jaccard index and V-Measure is 1. Since, most clustering datasets do
not have marked outliers, in order to compute Jaccard index, we explicitly add outliers to the datasets
and consider them as the ground truth outliers. To compute V-Measure, we take the labeled classes as
ground truth clustering; if we explcitly add outliers to the dataset, then the outliers are considererd as
an additional class while computing the measure.
5.6.1 Evaluating the Dynamic Programming based Algorithm
We implemented a parallel version of our DP based algorithm, henceforth we will refer to it as
DP-Outlier. As a lower bound for k-means cost, we used kmo-LP — the LP was generated via a Python
script and solved using the solver Gurobi. We further compare DP-Outlier against the well known
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k-means++ algorithm, and also the outlier variant of it k-means-- (initialized with D2 weighting). We
used Python for implementing all the algorithms.
We used six labeled clustering datasets from the UCI Machine Learning Repository [79] for our
experiments: Iris, Seeds, Ecoli, Libras, Vowel, and Yeast. The datasets are briefly described in
Table 5.1. The labels column denote the number of labeled classes in the dataset. In our experiments we
used this for guiding our choice of “k”, and further we compute the V-Measure with this labeling as the
true cluster labels.
Finally the experiments were run on an AWS c5.9xlarge instance with 36 cores, and 72 GB memory
running Ubuntu 16.04.
name n dimension labels
Iris 150 4 3
Seeds 210 7 3
Ecoli 336 7 8
Libras 360 91 15
Vowel 528 10 11
Yeast 1484 8 10
Table 5.1: Description of real datasets.
Dataset without Added Noise. In this set of experiments, we evaluate clustering quality of DP-Outlier
on the six real datasets mentioned above, without explicitly adding any noise to them. We perform two
types of experiments:
1. We exactly solve the k-MEANS-OUTLIER LP (kmo-LP) for varying values of k, z, and compare the LP
cost with the cost of the solution obtained by using DP-Outlier on the instances. Note that, here
we consider the metric version of the problem, that is the centers are chosen from the input set of
points. The results are presented in Table 5.2 – Table 5.7. As we can see from the experiments,
DP-Outlier cost is very close to the LP-Outlier cost, which is a lower bound on the cost of the
optimal k-means solution. In fact in all the cases the ratio between DP-Outlier cost and the lower
bound given by LP cost is < 1.07. Figure 5.3 shows how the running time of DP-Outlier grows
with increasing k, z on datasets of varying sizes (n).
2. As we mentioned before, the primary goal of clustering is to identify the underlying ground truth
clusters. The initialization step of k-means++ i.e. seeding via D2 sampling, is sensitive to outliers,
and hence presence of noise in data can distort the clustering obtained by the algorithm. In the
second type of experiment our aim was to explore if a more sophisticated and outlier robust
seeding procedure for Lloyd’s algorithm can indeed lead to better clustering on real datasets. To
this end, we use DP-Outlier as a seeding procedure — we run DP-Outlier on the datasets for
varying k, z, and then use the centers generated as initialization (seed) for the Lloyd’s algorithm,
we call this DP-Outlier + Lloyd’s. We compare the solution cost of DP-Outlier + Lloyd’s with
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k z
k-means Cost
Ratio
LP-KMO DP-Outlier
3 0 83.96 86.53 1.03
10 57.82 59.02 1.02
20 45.12 45.82 1.02
30 35.78 36.6 1.02
5 0 50.97 52.21 1.02
10 38.13 40.37 1.06
20 29.46 30.15 1.02
30 23.50 23.76 1.01
Table 5.2: Results on Iris.
k z
k-means Cost
Ratio
LP-KMO DP-Outlier
3 0 598.29 608.22 1.02
10 484.34 492.99 1.02
20 404.7 412.87 1.02
30 342.65 342.65 1
5 0 401.21 404.95 1.01
10 311.56 312.79 1.01
20 258.72 263.97 1.01
30 218.67 221.46 1.01
Table 5.3: Results on Seeds.
k z
k-means Cost
Ratio
LP-KMO DP-Outlier
8 0 14.85 15.44 1.03
10 12.25 12.91 1.05
20 10.65 10.72 1.01
30 9.52 9.6 1.01
10 0 13.38 13.97 1.04
10 11.04 11.41 1.03
20 9.64 9.93 1.03
30 8.59 8.82 1.03
Table 5.4: Results on Ecoli.
k z
k-means Cost
Ratio
LP-KMO DP-Outlier
10 0 455.94 461.31 1.01
10 416.08 421.43 1.01
20 386.28 391.27 1.01
30 357.95 361.13 1.01
15 0 366.34 369.6 1.01
10 330.65 336.19 1.02
20 305.75 309.79 1.01
30 284.26 286.24 1.01
Table 5.5: Results on Libras.
that of k-means++ (i.e. Lloyd’s algorithm initialized with D2 weighting) applied directly on the
data (taking the best of 10 iterations). The results are presented in Table 5.8. The performance
of DP-Outlier + Lloyd’s and k-means++ are very similar, and in fact in most cases k-means++
performs slightly better. Thus, on real datasets, without explicit outliers being present, a more
intricate, outlier resilient seeding procedure does not seem to be improving the cluster quality
over simple k-means++.
Dataset with Added Random Noise. In this experiment, we investigate how the algorithm performs
when explicit noise is present in the data, and how well it can detect these outliers. To generate the
dataset, we take the real datasets and add z (where z varies from 5 to 30) randomly generated points to
the data. Since there are explicit outliers in the data, as a baseline we use k-means-- [38]. k-means--
is an extension of Lloyd’s algorithm for noisy data — initial k centers are sampled using D2 weighting,
followed by a local improvement step where centers are recomputed after assigning the nearest n− z
points to their closest center until it converges. For our implementation, we find intial k centers using
DP-Outlier, and then run the above local improvement step, we call this DP-Outlier--. Both the
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k z
k-means Cost
Ratio
LP-KMO DP-Outlier
11 0 1217.38 1269.48 1.04
10 1156.01 1212.27 1.05
20 1101.85 1158.06 1.05
30 1052.07 1123.69 1.07
15 0 1009.45 1046.04 1.04
10 954.09 992.08 1.04
20 906.51 946.88 1.04
30 864.15 900.25 1.04
Table 5.6: Results on Vowel.
k z
k-means Cost
Ratio
LP-KMO DP-Outlier
10 0 48.01 49.36 1.03
10 44.34 45.64 1.03
20 41.78 43.01 1.03
30 39.8 41.01 1.03
15 0 40.36 42.68 1.06
10 37.3 39.42 1.06
20 35.43 37.8 1.07
30 33.86 36.07 1.07
Table 5.7: Results on Yeast.
algorithms are run using the correct z, and the number of clusters is used as k. The metrics we use
for comparison are cost, jaccard similarity for outlier accuracy, and V-Measure for cluster quality (with
outliers considered as an extra class). The results are presented in Table 5.9. As can be seen (and
expected), with noise being present D2-weighting is not the right initialization technique — k-means--
performs erratically, while in comparison DP-Outlier-- has a steady performance. It finds the outliers
accurately, and has a smaller cost of solution.
5.6.2 Evaluating the Sampling/LP based Algorithms
In this section, we do an empirical study of our sampling based and LP rounding based algorithms.
Recall, the sampling based algorithm (Algorithm 5.1), runs a blackbox k-means algorithm on a uniformly
sampled subset of points, and removes the furthest z points from the resulting cluster centers. Although
any k-means algorithm can be used as a blackbox (e.g. Local Search), we use k-means++, since it is fast,
scalable, and widely used. We refer to this implementation of Algorithm 5.1 as Sample-Outlier. For
the LP rounding based algorithm (Algorithm 5.2), we start by reducing the size of the input to k + z
weighted points using k-means++. We solve the LP for the weighted points using Gurobi. The parameter
ε for finding the outliers is set to 12 . Hence, in the worst case our algorithm can remove 2z points. Once,
the outliers have been marked, we run k-means++ on the rest of the poinset, with number of clusters
equal to k. Note, instead k-means++, one can use sophisticated LP-rounding algorithms ( [35]), that
will give a better solution at the cost of increased running time. Henceforth, we call this implementation
LP-Outlier. As a baseline we use k-means--, the initial centers required by k-means-- are found using
D2 weighting. We implemented all the algorithms in Python.
The machine used for the experiments has a 2.4 GHz Intel Core i5 processor, with 8 cores and 8 GB
memory running macOS 10.13.4.
Synthetic Data. In this section we describe our experiments on synthetic datasets. To generate the
synthetic dataset, we choose k real centers uniformly at random from a hypercube of side length 100.
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Dataset k k-means++
DP-Outlier + Lloyd’s
z=10 z=20 z=30
Iris 3 78.94 78.95 78.95 78.95
5 46.54 49.92 49.92 49.92
Seeds 3 587.31 588.78 588.78 588.78
5 385.50 386.15 385.53 385.53
Ecoli 8 13.95 13.94 15.09 15.08
10 12.53 12.67 12.66 14.16
Libras 10 398.4 397.27 397.27 397.27
15 317.74 315.05 315.05 316.2
Vowel 11 967.60 975.32 975.32 1068.2
15 815.01 834.65 834.70 817.05
Yeast 10 45.84 46.01 46.16 46.16
15 38.82 37.87 39.64 39.58
Table 5.8: Comparing k-means++ against DP-Outlier + Lloyd’s on real datasets.
Centered at each of these real centers, we add points from a Gaussian distribution with unit variance.
The number of points added surrounding each center is randomly picked. This gives us k well separated,
random sized clusters. We finally sample z outliers uniformly at random from the hypercube of side
length 100. We consider these z points as the true outliers.
We generate two synthetic datasets using the above the procedure, with n = 10000, d = 5, z =
100(1%), k = 10/20. In our experiments, we vary the number of outliers z from 25 to 200, and investigate
how misspecifying z affects the algorithms. Since, all three algorithms are randomized, we run 10 trials
of each case, and report the average outcome.
We show the results in Table 5.10, Figure 5.8 (for k = 10), and Table 5.11, Figure 5.9 (for k = 20).
The results show that even when number of outliers (z) is misspecified the algorithms correctly finds the
true outliers. The k-means cost of the solution (or the objective value), as expected, decreases as z is
increased. An interesting thing to observe is when z is less than true number of outliers, cost decreases
sharply with increasing z, however, once z exceeds the true number of outliers, the drop is much more
gradual. This is reasonable, as z exceeds 100, cluster points are removed as outliers. According to our
point set generation, the cluster points are close to the cluster centers, and hence contributes a small
cost (compared to the true outliers) to the objective. In terms of speed, k-means-- is fastest, and is
closely followed by Sample-Outlier. Overall, our algorithms outperform the baseline both in terms of
accuracy of outliers found (jaccard index), and clustering accuracy(V-Measure), and significantly better
in terms of the cost of solution.
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Dataset k z
k-means-- DP-Outlier--
Cost Jac. V-Meas. Cost Jac. V-Meas.
10 146.13 0.82 0.7 78.94 1.0 0.79
Iris 3 20 146.13 0.90 0.74 78.94 1.0 0.81
30 146.13 0.94 0.76 78.94 1.0 0.83
10 2617.34 0.67 0.23 588.78 1.0 0.75
Seeds 3 20 990.33 0.90 0.64 588.78 1.0 0.78
30 990.33 0.94 0.37 588.78 1.0 0.79
10 17.31 0.54 0.62 13.9 1.0 0.64
Ecoli 8 20 18.8 0.67 0.66 13.9 1.0 0.66
30 21.09 0.71 0.68 13.9 1.0 0.67
10 408.82 0.25 0.53 313.86 1.0 0.62
Libras 15 20 452.87 0.43 0.47 313.86 1.0 0.64
30 505.18 0.53 0.46 313.86 1.0 0.64
10 1622.46 0.18 0.40 975.48 1.0 0.46
Vowel 11 20 1626.9 0.48 0.35 975.48 1.0 0.48
30 1623.09 0.62 0.4 975.48 1.0 0.48
Table 5.9: Comparing k-means-- against DP-Outlier-- on real datasets with random noise added.
z
Sample-Outlier LP-Outlier k-means--
Jac. V-Meas. Jac. V-Meas. Jac. V-Meas.
50 1 0.99 1 0.99 1 0.987
100 1 1 1 1 0.981 0.99
150 1 0.99 1 0.99 0.938 0.977
Table 5.10: Results on synthetic data n = 104, k = 10.
Real Data. Next we evaluate the performance of our algorithms on real datasets. To this end, we
consider four clustering datasets available in UCI Machine Learning Repository [79]: Landsat, Shuttle,
Covertype, and Letter . For the first three datasets, we take the training part of the data, and for
Letter we consider the datapoints from the first 10 classes (i.e. upto class “J”) data. The datasets are
briefly described in Table 5.12. The labels column denote the number of labeled classes in the dataset.
The V-Measure we compute for the experiments, uses this labeling as the true cluster labels. Notice,
that the cluster labels may not be optimal cluster labels (for k-means objective), in that case even if the
algorithm gives a close to optimal clustering, the V-Measure can be low.
The real datasets we consider do not have labeled outliers. Hence, we explicitly add random noise
to the datasets, and consider these added points as the true outliers in the jaccard index computation.
We generate outliers as follows: randomly choose z points from the dataset. For each of those points,
we add a uniform random noise on each of its dimension. For our experiments, we vary the number of
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z
Sample-Outlier LP-Outlier k-means--
Jac. V-Meas. Jac. V-Meas. Jac. V-Meas.
50 1 0.992 1 0.982 1 0.983
100 1 1 0.979 0.993 0.927 0.983
150 1 0.99 0.995 0.987 0.949 0.981
Table 5.11: Results on synthetic data n = 104, k = 20.
name n dimension labels
Landsat 4435 36 7
Shuttle 43500 9 7
Covertype 11340 54 7
Letter 7648 16 10
Table 5.12: Description of real datasets.
outliers added from 25 to 150, and run the algorithms with the correct z, and k = 10/20. As before, we
run 10 trials of the algorithms and report the average outcome.
Comparison of Jaccard Index and V-measure for the three algorithms is shown in Table 5.13, Table
5.14, Table 5.15, and Table 5.16. For all the datasets, Jaccard Index for LP-Outlier and Sample-Outlier
is consistently better than the baseline, with LP-Outlier performing slightly better than Sample-Outlier.
However, V-measure is low for most datasets (save Landsat), the reason can be k-means is not the ideal
clustering method for these datasets. Recall, LP-Outlier can potentially remove 2z outliers, however in
our test runs it removed very few extra outliers(< 5 in most cases).
In Figure 5.4, Figure 5.5 (for k = 10) and Figure 5.6, Figure 5.7 (for k = 20) we plot the cost of the
solution and running time of the algorithm, for varying z. LP-Outlier consistently returns a solution
with lowest cost. It is almost matched by Sample-Outlier. Cost of k-means-- is significantly higher. In
terms of speed, Sample-Outlier is fastest. Overall, for real datasets LP-Outlier outperforms the other
two algorithms in terms of accuracy of detecting the outliers and quality of the clustering. Performance
of Sample-Outlier is very close, and it is significantly faster.
In conclusion, in this random noise model our algorithm performs better than the baseline algorithm
in almost all cases and in many cases significantly better. If higher accuracy is the aim, then LP-Outlier
is a better choice, however if one needs a quick clustering solution (at the cost of slightly worse accuracy)
Sample-Outlier is better suited.
5.6.3 Summary
We can summarize the experiment results as follows:
• The solution cost of DP-Outlier is very close to the optimal LP cost, which is a lower bound on the
optimal k-MEANS-OUTLIER cost, the ratio is less than 1.07 in all the datasets we considered. Thus,
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k z
Sample-Outlier LP-Outlier k-means--
Jac. V-Meas. Jac. V-Meas. Jac. V-Meas.
10 50 1 0.62 1 0.6 0.87 0.61
100.2 1 0.61 1 0.62 0.93 0.59
150 1 0.62 1 0.63 0.97 0.59
20 50.2 1 0.57 0.98 0.56 0.77 0.59
100 0.99 0.56 1 0.57 0.85 0.61
150 0.99 0.58 1 0.58 0.87 0.62
Table 5.13: Results on Landsat.
k z
Sample-Outlier LP-Outlier k-means--
Jac. V-Meas. Jac. V-Meas. Jac. V-Meas.
10 50.8 .0.74 0.38 0.76 0.40 0.68 0.38
100 0.74 0.38 0.84 0.39 0.73 0.35
150 0.83 0.39 0.9 0.40 0.81 0.41
20 50.2 0.77 0.36 0.8 0.36 0.78 0.34
100.2 0.75 0.35 0.74 0.35 0.72 0.37
150 0.9 0.35 0.9 0.35 0.9 0.41
Table 5.14: Results on Shuttle.
although the real datasets may not be perturbation resilient, DP-Outlier is still a very reasonable
heuristic for solving the problem.
• On real datasets, without explicit noise being added, initializing Lloyd’s algorithm with centers
from DP-Outlier does not give any advantage over k-means++.
• When noise is adversially added to the real data, DP-Outlier, LP-Outlier, and Sample-Outlier
perform significantly better than k-means-- in terms of k-means cost, Jaccard Index and V-Measure.
• On synthetic datasets, where clusters are well-separated and outliers are well defined, LP-Outlier
and Sample-Outlier both have very high Jaccard Index and V-Measure, better than 98% in all
cases.
• Although, theoretically LP-Outlier can remove 2z outliers, however in all our experiments the
number of outliers discarded by LP-Outlier was exactly z or slightly more than z (< z + 5).
5.7 Concluding Remarks
In this chapter we considered the k-means with outliers problem. We presented three algorithms based
on sampling, LP rounding and dynamic programming. Experimental results indicate that the algorithms
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k z
Sample-Outlier LP-Outlier k-means--
Jac. V-Meas. Jac. V-Meas. Jac. V-Meas.
10 50 1 0.2 1 0.19 0.8 0.15
100 1 0.2 1 0.22 0.87 0.11
150 1 0.23 1 0.23 0.96 0.2
20 50 0.99 0.22 1 0.23 0.62 0.19
100 0.99 0.23 1 0.25 0.75 0.2
150 0.99 0.24 1 0.26 0.85 0.23
Table 5.15: Results on Covertype.
k z
Sample-Outlier LP-Outlier k-means--
Jac. V-Meas. Jac. V-Meas. Jac. V-Meas.
10 50 0.99 0.33 1 0.35 0.82 0.23
100 1 0.33 1 0.34 0.88 0.17
150 1 0.34 1 0.35 0.91 0.18
20 50 0.98 0.38 1 0.4 0.68 0.35
100 0.99 0.39 1 0.4 0.78 0.28
150 1 0.39 1 0.42 0.83 0.26
Table 5.16: Results on Letter.
outperform existing method for solving k-MEANS-OUTLIER in terms of solution quality. However the
algorithms are not “true” constant factor approximation algorithms. Thus designing practical O(1)-
approximation algorithm for k-MEANS-OUTLIER remains an open question. Of independent interest is
speeding up the DP algorithm. Our proposed DP algorithm performed well on small datasets. It will be
interesting to speed-up the algorithm and empirically study its performance on large datasets.
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5.8 Plots
(a) Iris (b) Seeds
(c) Ecoli (d) Libras
(e) Vowel (f) Yeast
Figure 5.3: Running Time of DP-Outlier on different datasets for varying k, z.
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(a) Landsat (b) Shuttle
(c) Covertype (d) Letter
Figure 5.4: Solution cost of k-means--, Sample-Outlier, LP-Outlier on real datasets for k = 10, and varying z.
(a) Landsat (b) Shuttle
(c) Covertype (d) Letter
Figure 5.5: Running time of k-means--, Sample-Outlier, LP-Outlier on real datasets for k = 10, varying z.
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(a) Landsat (b) Shuttle
(c) Covertype (d) Letter
Figure 5.6: Solution cost of k-means--, Sample-Outlier, LP-Outlier on real datasets for k = 20, varying z.
(a) Landsat (b) Shuttle
(c) Covertype (d) Letter
Figure 5.7: Running time of k-means--,Sample-Outlier,LP-Outlier on real datasets for k = 20, and varying z.
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(a) Cost (b) Time(in sec)
Figure 5.8: Comparing k-means--, Sample-Outlier, LP-Outlier on synthetic data n = 104, k = 10.
(a) Cost (b) Time(in sec)
Figure 5.9: Comparing k-means--, Sample-Outlier, LP-Outlier on synthetic data n = 104, k = 20.
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