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Abstract
A graph G=(V; E) is said to be an integral sum graph (sum graph) if its vertices can be given
a labeling with distinct integers (positive integers), so that uv ∈ E if and only if u+ v ∈ V . The
integral sum number (sum number) of a given graph G, denoted by 
(G) ((G)), was de:ned
as the smallest number of isolated vertices which when added to G result in an integral sum
graph (sum graph). In this paper, we shall introduce a new de:nition of the proper r-partition
of the positive integer s on a positive integer r (s¿r). A partition (s1; s2; : : : ; sk) of the positive
integer s(¿r¿1) is said to be a proper r-partition if it satis:es the following three conditions:
(1) s = s1 + s2 + · · · + sk ; (2) s1¿1, si¿si−1 + r − 1 (i = 2; 3; : : : ; k); (3) sk is minimum
satisfying conditions (1) and (2). Using the de:nition, the integral sum number and the sum
number of the complete bipartite graphs Kr;s, which is an unsolved problem proposed by Harary
are investigated and determined. The results on the integral sum number and sum number of
graphs Kr;s (s¿r¿2) are presented as follows:
(Kr;s) = 
(Kr;s) = sk + r − 1;
where sk is the last term of the proper r-partition of the integer s. Besides, in this paper, we
also obtain an analytical method which is able to :nd sk for any positive integers s¿r and we
point out that the result (Kr;s) = (3r + s − 3)=2, obtained by Harts:eld and Smyth (Graphs
and Matrices, Marcel Dekker, New York, 1992, pp. 205–211), is not true. c© 2001 Elsevier
Science B.V. All rights reserved.
Keywords: Sum graph; Integral sum graph; Sum number; Integral sum number; Complete
bipartite graph
1. Introduction
We follow, in general, the graph-theoretic notation and terminology of [1].
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The concept of sum graphs was introduced by Harary [7] in 1990. Soon afterwards,
Harary [8] also introduced a de:nition of integral sum graph. Some results on sum
graphs and integral sum graph were presented [1–5, 8–13,15,16].
In this paper, Harary′s open problem [8] to determine the integral sum number 
(Kr;s)
of the complete bipartite graphs Kr;s and, in particular, Kr;r , is investigated and solved.
Besides, we point out the result (Kr;s) = (3r + s− 3)=2, obtained by Harts:eld and
Smyth [10], is wrong.
At :rst, let N denote the set of positive integers. The sum graph G+(S) of a
:nite subset S ⊂N is the graph (S; E) with uv ∈ E if and only if u + v ∈ S.
A graph G is said to be a sum graph if it is isomorphic to the sum graph of
some S ⊂N . The sum number (G) is the smallest nonnegative m such that G ∪
mK1, the union of G and m isolated vertices, is a sum graph. In the above de:-
nition by using the set Z of all integers instead of N we obtain the de:nition of
the integral sum graph. Analogously, the integral sum number 
(G) is the small-
est nonnegative m such that G ∪ mK1 is an integral sum graph. It is obvious that

(G)6(G).
We assume that the sets A and B are two vertex classes of the complete bipartite
graph Kr;s. Thus, A ∪ B = V (Kr;s) and A ∩ B = ∅. If A = {a1; a2; : : : ; ar} and B =
{b1; b2; : : : ; bs}, then ai is adjacent to bj for any ai ∈ A and any bj ∈ B, and 〈A〉= rK1,
〈B〉= sK1.
2. Upper bound on (Kr;s)
At :rst, in order to investigate and determine 
(Kr;s) for s¿r¿2, we introduce a
new de:nition. A partition of a positive integer s is a partition of it into some positive
integers (s1; s2; : : : ; sk) such that s = s1 + s2 + · · · + sk . A partition (s1; s2; : : : ; sk) of a
positive integer s is said to be a proper r-partition on a positive integer r(6s) if it
satis:es the following three conditions: (1) s=s1+s2+· · ·+sk ; (2) s1¿1, si¿si−1+r−1
(i=2; 3; : : : ; k); (3) sk is minimum satisfying conditions (1) and (2). For convenience,
from now on, without further statement we say simply r-partition of s instead of the
above de:nition.
It is easy to see that this proper r-partition exists. For example, we can partition
17 on 3 into (1,3,5,8). The partition is exactly a 3-partition of 17. Analogously,
3-partition of 6 is (2,4) and 5-partition of 19 is (2,6,11). Furthermore, we also see
that sk is unique but k may be not unique. For example, both (1,3,6) and (4,6)
are 3-partitions of 10. In Section 5 we shall give an analytical method of
:nding sk .
Lemma 1. 
(Kr;s)6(Kr;s)6sk + r − 1; where s¿r¿2.
Proof. It is obvious that 
(Kr;s)6(Kr;s). Now we assume that (s1; s2; : : : ; sk) is a
r-partition of s. Let m = sk + r − 1. Then we consider a positive integer labeling of
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graph Kr;s ∪ mK1 as follows:
ai = iN1 + N2 (i = 1; 2; : : : ; r); A= {a1; a2; : : : ; ar};
bt(i)+j = (j + i − 1)N1 + (i − 1)N2 + N3;
where
t(i) =
i−1∑
p=1
sp (i = 1; 2; : : : ; k; j = 1; 2; : : : ; si);
cj = (j + k)N1 + kN2 + N3 (j = 1; 2; : : : ; m= sk + r − 1);
where N1, N2 and N3 are three any prime numbers such that N2¿nN1 and N3¿ (2nN1+
nN2) (n=r+s). It is obvious that the vertex label is distinct for each vertex of Kr;s∪mK1.
Let Bi={bt(i)+1; bt(i)+2; : : : ; bt(i)+si} (i=1; 2; : : : ; k). Thus B=
⋃k
i=1 Bi={b1; b2; : : : ; bs}.
Let C = {c1; c2; : : : ; cm} be the vertex set of mK1, S = V (Kr;s ∪mK1) = A∪ B∪C. It
is easy to verify that the following assertions are true.
(1) A ∩ B= ∅, A ∩ C = ∅, B ∩ C = ∅;
(2) ai + aj ∈ S for any ai; aj ∈ A(i = j);
(3) bi + bj ∈ S for any bi; bj ∈ B(i = j);
(4) ci + cj ∈ S for any ci; cj ∈ C(i = j);
(5) bi + cj ∈ S for any bi ∈ B and any cj ∈ C;
(6) ai + cj ∈ S for any ai ∈ A and any cj ∈ C;
(7) ap + bt(i)+j ∈ Bi+1 for any bt(i)+j ∈ Bi (i = 1; 2; : : : ; k − 1) and any ap ∈ A;
(8) ap + bt(k)+j ∈ C for any bt(k)+j ∈ Bk and any ap ∈ A.
In fact, it is easy to see that a1¡a2¡ · · ·¡ar ¡b1¡b2¡ · · ·¡bs¡c1¡c2¡
· · ·¡cm. Thus (1), (7) and (8) are obvious by the labeling. Besides, since any ai +
aj contains 2N2, ai + aj ∈ A by nN1¡N2. Furthermore, since any ai + aj ¡N3¡
b1¡b2¡ · · ·¡bs¡c1¡c2¡ · · ·¡cm, we have that ai+aj ∈ B∪C. That is ai+aj ∈
S. Thus (2) holds. For any bi ∈ B and any bj ∈ B(i = j), since any (bi + bj)¿ 3N1 +
2N3¿ 3N1 + 2nN1 + nN2 + N3 = (3 + 2n)N1 + nN2 + N3¿cm, we have (bi + bj) ∈ S.
Thus (3) holds. The proof is similar for (4)–(6).
Thus, we know that the above-mentioned positive integer labeling is a sum labeling
of Kr;s ∪ mK1. So (Kr;s)6sk + r − 1, where s¿r¿2. The lemma holds.
In this section, although we select very big prime numbers for N2 and N3, for
convenience of the proof, in fact, the restrictions on N2 and N3 can be weakened. It
suLces to select N2¿ (sk−2)N1, and N3¿max{(sk+k+ r−4)N1 +kN2; (2r−2)N1 +
2N2}. Using the labeling, we obtain an example which illustrates the lemma.
Considering K3;9, there is a proper 3-partition (1,3,5) of 9. So sk = 5, k = 3. By
Lemma 1, m=(K3;9)65+3− 1=7. Let N1 =2, N2 =7 and N3 =37, then we obtain
a sum labeling of sum graph K3;9 ∪ 7K1 as Fig. 1.
Harts:eld and Smyth [10] obtained a result for complete bipartite graphs with
s¿r¿2, (Kr;s) = (3r + s − 3)=2. We point out this result is wrong by the above
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Fig. 1. Sum graph K3;9 ∪ 7K1.
example. Since (K3;9)67 in this example, but (K3;9) = (3× 3 + 9− 3)=2= 8 by
Harts:eld and Smyth [10], which is a contradiction. Thus, we know that this formula-
tion is wrong in [10].
3. Some properties of the integral sum graph Kr;s ∪ mK1 for s¿r¿2
Let m= 
(Kr;s), s¿r¿2 and V (Kr;s)=(A; B), where A and B are two vertex classes
of Kr;s.
For convenience, in this section we shall use the integral sum labeling assigned to
vertices of G = Kr;s ∪ mK1 to denote the vertices of G as follows:
A= {a1; a2; : : : ; ar}; where a1¡a2¡ · · ·¡ar;
B= {b1; b2; : : : ; bs}; where b1¡b2¡ · · ·¡bs;
C = V (mK1) = {c1; c2; : : : ; cm};
S = V (G) = V (Kr;s ∪ mK1) = A ∪ B ∪ C:
It is obvious that 0 ∈ S.
At :rst, we give some elementary lemmas as follows.
Lemma 2. If u ∈ S and there exists ai (16i6r) (or bj (16j6s)) such that u+ai ∈ S
(or u+ bj ∈ S); then u ∈ B (or u ∈ A).
This lemma is obvious.
Lemma 3. ai + bj ∈ A for any ai ∈ A and any bj ∈ B.
Proof. By contradiction. If there exist ap ∈ A and bq ∈ B such that ap + bq ∈ A,
then for any bj ∈ B, we have that ap + bj ∈ S, (ap + bj) + bq = (ap + bq) + bj ∈
S. By Lemma 2, we have ap + bj ∈ A. Note that ap + b1¡ap + b2¡ · · ·¡ap +
bs and each ap + bj is not equal to ap, it implies r = |A|¿s + 1¿r, which is a
contradiction.
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Lemma 4. Suppose that there exist ap ∈ A and bq ∈ B such that ap + bq ∈ B; then
ai + bq ∈ B for any ai ∈ A.
Proof. Since ai+bq ∈ S for any ai (i=1; 2; : : : ; r), we have ap+(ai+bq)=ai+(ap+bq) ∈
S by the supposition of the lemma. Thus ai + bq ∈ B for any ai ∈ A by Lemma 2.
Next, in order to give further lemmas, we de:ne a recursive construction for the set
B as follows. Let
Y0 = B;
Yt = {bj | bj ∈ Yt−1 and ai + bj ∈ Yt−1; i = 1; 2; : : : ; r} (t = 1; 2; : : :)
and
Xt = {bj | bj ∈ Yt−1 and ai + bj ∈ Yt−1; i = 1; 2; : : : ; r} (t = 1; 2; : : :):
It is obvious that Yt ∩Xt = ∅, Yt ∪Xt = Yt−1 and Xt ∩Xi = ∅, where t, i=1; 2; : : : and
i = t. Furthermore, Yt ⊆Yt−1 (t = 1; 2; : : :).
Lemma 5. Xt = ∅ if Yt−1 = ∅ (t = 1; 2; : : :).
Proof. Let q = |Yt−1| = 0 and Yt−1 = {bj1 ; bj2 ; : : : ; bjq}, where bj1 ¡bj2 ¡ · · ·¡bjq .
If Xt = ∅, then Yt = Yt−1, that is |Yt | = |Yt−1| = q. By the de:nition of Yt , we have
bje + ai ∈ Yt−1 for any bje (e = 1; 2; : : : ; q) and ai (i = 1; 2; : : : ; r). Considering a1 +
bj1 ¡a2+bj1 ¡ · · ·¡ar+bj1 ¡ar+bj2 ¡ · · ·¡ar+bjq , it implies q=|Yt−1|¿r+q−1.
But r¿2, so q¿q+ 1 which is a contradiction.
Lemma 6. In the above construction there must be a positive integer T such that
YT−1 = ∅ and YT = ∅.
Proof. By contradiction. Suppose that there is no such T , that is Yt = ∅ for any
positive integer t. Since Yt ∪ Xt = Yt−1 (t = 1; 2; : : :) and Xt = ∅ (by Lemma 5), so
Yt ⊂Yt−1 (t = 1; 2; : : :). Thus we have |Y0|¿ |Y1|¿ · · ·¿ |Yt−1|¿ |Yt |¿ · · ·¿ 0. But
|Y0|= |B|= s is a :nite positive integer, which is a contradiction. Therefore the lemma
holds.
From the above, we also obtain that XT = YT−1 since YT = ∅ and YT ∪ XT = YT−1.
Besides, B=X1 ∪ Y1 =X1 ∪X2 ∪ Y2 =X1 ∪X2 ∪X3 ∪ Y3 = · · ·=X1 ∪X2 ∪ · · · ∪XT since
B= Y0.
Lemma 7. If bp ∈ Xt; then ai + bp ∈ Xt−1 for any ai ∈ A (t = 2; 3; : : : ; T ).
Proof. For any t = 2; 3; : : : ; T , Xt ⊆Yt−1 since Yt−1 = Xt ∪ Yt . Thus bp ∈ Xt ⊆Yt−1.
Furthermore, by construction of Yt−1, we know that Yt−1={bj | bj ∈ Yt−2 and ai+bj ∈
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Yt−2, i= 1; 2; : : : ; r} for t = 2; 3; : : : ; k. Therefore, ai + bp ∈ Yt−2 for any i= 1; 2; : : : ; r.
Considering Yt−2 = Xt−1 ∪ Yt−1 and ai + bp ∈ Yt−1, we have ai + bp ∈ Xt−1, for any
ai ∈ A (t = 2; 3; : : : ; T ).
Lemma 8. |Xt−1|¿|Xt |+ r − 1 (t = 2; 3; : : : ; T ).
Proof. Let q = |Xt | and Xt = {bj1 ; bj2 ; : : : ; bjq}, where bj1 ¡bj2 ¡ · · ·¡bjq . Thus by
Lemma 7, bje + ai ∈ Xt−1 for any bje (e = 1; 2; : : : ; q) and any ai (i = 1; 2; : : : ; r).
Furthermore, considering a1+bj1 ¡a2+bj1 ¡ · · ·¡ar+bj1 ¡ar+bj2 ¡ · · ·¡ar+bjq ,
it implies |Xt−1|¿r + q− 1, that is |Xt−1|¿|Xt |+ r − 1 (t = 2; 3; : : : ; T ).
Lemma 9. 
(Kr;s)¿|X1|+ r − 1 (s¿r¿2).
Proof. By Lemma 3, ai + bj ∈ A for any ai ∈ A and any bj ∈ B, so ai + bj ∈
B ∪ C. Hence, if bj ∈ X1, then ai + bj ∈ C by the construction of X1. Let q = |X1|
and X1 = {bj1 ; bj2 ; : : : ; bjq}, where bj1 ¡bj2 ¡ · · ·¡bjq . Thus, bje + ai ∈ C for any
bje (e=1; 2; : : : ; q) and any ai (i=1; 2; : : : ; r). Considering a1+bj1 ¡a2+bj1 ¡ · · ·¡ar+
bj1 ¡ar + bj2 ¡ · · ·¡ar + bjq , thus |C|¿q+ r − 1, that is |C|= 
(Kr;s)¿|X1|+ r − 1
(s¿r¿2).
Lemma 10. |X1|¿sk ; where sk is the last term of r-partition of s.
Proof. By Lemma 6, B=X1∪X2∪· · ·∪XT , so s= |B|= |XT |+ |XT−1|+ · · ·+ |X2|+ |X1|.
By Lemmas 6 and 8, |XT |¿1 and |Xt−1|¿|Xt | + r − 1 (t = 2; 3; : : : ; T ). Therefore,
(|Xt |; |Xt−1|; : : : ; |X1|) is a partition of s, which satis:es the :rst and second conditions
for the proper r-partition of the positive integer s on the positive integer r (s¿r).
Consequently, we have that sk6|X1| by the minimization of sk which is restricted by
the third condition of r-partition of s.
4. Main results
Theorem 1. 
(Kr;s) = sk + r − 1 (s¿r¿2); where sk is the last term of r-partition
of s.
Proof. We obtain the theorem from Lemmas 1, 9 and 10 directly.
Theorem 2. 
(Kr;s) = (Kr;s) (s¿r¿2).
Proof. 
(Kr;s)6(Kr;s)6sk + r − 1 by Lemma 1. Besides, 
(Kr;s) = sk + r − 1 by
Theorem 1. The theorem holds.
Theorem 3. For any given integer q¿3 there must be a complete bipartite graph Kr;s
such that 
(Kr;s) = q.
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Proof. Suppose that (s1; s2; : : : ; sk) is r-partition of s and q= sk + r− 1 (by sk = 0 and
r¿2, so q¿3 is indispensable). Let si = si−1 + r − 1 (i = 2; 3; : : : ; k). Thus we have
q= sk + r − 1;
q= sk−1 + 2(r − 1);
q= sk−2 + 3(r − 1);
...
q= s1 + k(r − 1):
Adding together the above k equations, we obtain
kq= (s1 + s2 + · · ·+ sk) + k(k + 1)(r − 1)=2 = s+ k(k + 1)(r − 1)=2:
In the above formula, if we assume that r=2 and s1=1, then s=1+2+· · ·+k=k(k+1)=2
and kq = s + k(k + 1)=2 = k(k + 1). Therefore k = q − 1. Hence it suLces to select
s= q(q− 1)=2 and r = 2. It follows that 
(K2; q(q−1)=2) = q.
5. Finding sk by an analytical method
In Section 2 we gave the de:nition of the proper r-partition of the positive integer s
on the positive integer r (s¿r). We can partition s into (s1; s2; : : : ; sk) by the de:nition.
Then we can obtain that 
(Kr;s)=sk+r−1 for s¿r¿2 by Theorem 1. Now, a remainder
problem is how to :nd the proper r-partition of s. This problem is also mentioned as
an equivalent form, :nd sk for the proper r-partition of s. We shall give an analytical
method :nding sk in this section.
Lemma 11. min(x1 + x2 + · · ·+ xk)= n=k for x1 + 2x2 + · · ·+ kxk = n and xi¿0 (i=
1; 2; : : : ; k) is integer; where a denotes the smallest integer which is greater than or
equal to a.
Proof. We use induction on k. For k = 1 there is nothing to prove. Now we suppose
that the Lemma holds for k − 1. Then we consider the case for k.
At :rst, let x1; x2; : : : ; xk be any nonnegative integer solution for the equation
x1 + 2x2 + · · ·+ kxk = n: (1)
Therefore, x1; x2; : : : ; xk−1 is a nonnegative integer solution for the equation
a1 + 2a2 + · · ·+ (k − 1)ak−1 = n− kxk :
By the supposition, we have
min(a1 + a2 + · · ·+ ak−1) =
⌈
n− kxk
k − 1
⌉
(2)
for a1 + 2a2 + · · ·+ (k − 1)ak−1 = n− kxk and ai¿0 (i = 1; 2; : : : ; k − 1).
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By (2), we have
(x1 + x2 + · · ·+ xk−1) + xk¿
⌈
n− kxk
k − 1
⌉
+ xk =
⌈
n− xk
k − 1
⌉
:
By (1), we have xk6n=k. Thus, we have
(x1 + x2 + · · ·+ xk−1) + xk¿
⌈
n− xk
k − 1
⌉
¿
⌈
n− n=k
k − 1
⌉
=
⌈n
k
⌉
: (3)
Let
yi =


[ nk ] (1 = k);
0 (i = 1; 2; : : : ; k − 1; i = t);
1 (i = t; t = 0);
where n ≡ t(mod k).
It is easy to verify that y1; y2; : : : ; yk is a nonnegative integer solution for equation
(1) and
y1 + y2 + · · ·+ yk =
⌈n
k
⌉
:
Considering Eq. (3), we have
min(x1 + x2 + · · ·+ xk) =
⌈n
k
⌉
for x1 + 2x2 + · · ·+ kxk = n and xi¿0 (i = 1; 2; : : : ; k).
Therefore, Lemma 11 holds.
Theorem 4.
sk =
⌈
s
k
+
(k − 1)(r − 1)
2
⌉
;
where sk is the last term of the proper r-partition of the positive integers and
k =
[
(r − 3) +
√
(r − 3)2 + 8s(r − 1)
2(r − 1)
]
;
where [x] denotes the maximum integer which is not greater than x.
Proof. For any proper r-partition (s1; s2; : : : ; sk) of s, let xi = si+1 − (si + r − 1) (i =
1; 2; : : : ; k − 1). Thus, xi¿0 (i = 1; 2; : : : ; k − 1) and we have
sj = (j − 1)(r − 1) + s1 + x1 + x2 + · · ·+ xj−1 (j¿1):
Furthermore, considering s= s1 + s2 + · · ·+ sk , so
s= ks1 +
k(k − 1)
2
(r − 1) + (k − 1)x1 + (k − 2)x2 + · · ·+ xk−1: (4)
That is
k(s1 − 1) + (k − 1)x1 + (k − 2)x2 + · · ·+ xk−1 = s− k(k − 1)2 (r − 1)− k: (5)
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By Lemma 11, for :xed k, we have
min sk =min((s1 − 1) + x1 + x2 + · · ·+ xk−1) + (k − 1)(r − 1) + 1
=
⌈
s− k(k − 1)=2(r − 1)− k
k
⌉
+ (k − 1)(r − 1) + 1
=
⌈
s− k(k − 1)=2(r − 1)
k
⌉
+ (k − 1)(r − 1)
=
⌈
s
k
+
(k − 1)(r − 1)
2
⌉
: (6)
If k = 1, then s= r and it is nothing to do. For k ¿ 1, by (6)
min sk−1 =
⌈
s
k − 1 +
(k − 2)(r − 1)
2
⌉
: (7)
Since we have(
s
k
+
(k − 1)(r − 1)
2
)
−
(
s
k − 1 +
(k − 2)(r − 1)
2
)
=
1
k(k − 1)
(
−s+ k(k − 1)
2
(r − 1)
)
=
1
k(k − 1)(−ks1−(k − 1)x1−(k − 2)x2− · · · − xk−1)¡0 (by formula (5)):
Therefore, if we increment k then sk decreases. Thus, in order to :nd the minimum
sk on k; k must be the biggest one which satis:es (5).
By (5), we have
s− k(k − 1)(r − 1)
2
− k¿0:
That is
(r − 1)k2 − (r − 3)k − 2s60:
Therefore, we have
16k6
(r − 3) +
√
(r − 3)2 + 8s(r − 1)
2(r − 1) :
And the maximum k, denoted by kmax, is
kmax =
[
(r − 3) +
√
(r − 3)2 + 8s(r − 1)
2(r − 1)
]
: (8)
By formulas (6) and (8), this theorem holds.
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6. Discussion
1. In fact, for s= r¿2, it is only a special case of the above theorems. Thus we can
obtain that 
(Kr;r) = (Kr;r) = 2r − 1 = n− 1, where n is the order of Kr;r .
2. For star graphs K1; s, we already knew that the results 
(K1; s) = 0 and (K1; s) = 1.
So we can think that the unsolved problems are completely answered.
3. In this paper, we :rst introduce the concept of the proper r-partition of a positive
integer s on r. The partition has some good combinatorial properties. Exploration of
the properties may be interesting.
4. Using prime number, we have solved two Harary′s problems on sum graph and
integral sum graph in this paper and [12]. We believe that this method of using prime
number may have applications elsewhere to similar problems.
7. Uncited reference
[6,14]
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