Interval oscillation criteria for second-order nonlinear differential equations with damping  by Li, Wan-Tong & Agarwal, R.P.
PERGAMON 
An Intemlltlonld Journal 
computers & 
mathematics 
w~h mplk :~n l  
Computers and Mathematics with Applications 40 (2000) 217-230 
www.elsevier.nl/locate/camwa 
Interval Oscillation Criteria for 
Second-Order Nonlinear Differential 
Equations with Damping 
WAN-TONG LI* 
Department of Mathematics, Lanzhou University 
Lanzhou, Gansu 730000, P.R. China 
liwtOgsat, eda. cn 
R. P. AGARWAL 
Department of Mathematics, National University of Singapore 
10 Kent Ridge Crescent, Singapore, 119260, Singapore 
matravip~nus, edu. sg 
(Received November 1999; accepted December 1999) 
Abst rac t - -New oscillation criteria are established for the nonlinear damped ifferential equation 
(ryl)l +pyl + qf(y) __ 0 that are different from most known ones in the sense that they are based on 
the information only on a sequence of subintervals of [to, oo), rather than on the whole half-line. Our 
results are sharper than some previous results, and extend and improve the recent interval criteria 
of Kong and Huang, and can be applied to extreme cases such as ./to q(s) ds = -~.  In particular, 
several examples that dwell upon the sharp conditions of our results are also included. (~) 2000 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we consider the oscillation behavior of solutions of the second-order nonlinear 
damped differential equation 
(r(t)y'(t))' + p(t)y'(t) + q(t)f(y(t)) = O, t >_ to, (1.1) 
where r(t) E Cl([t0,o¢);(0,  c~)), p(t),q(t) E C([to, oc),R), f(u) E C(R;R), and uf(u) > 0 for 
every u ¢ 0. 
We recall that  a function x : [t0,tl) --* ( -~ ,  ~) ,  tl > to is called a solution of equation (1.1) 
if x(t) satisfies equation (1.1) for all t E [t0,tl). In the sequel, it will be always assumed that 
solutions of equation (1.1) exist for any to > 0. A solution x(t) of equation (1.1) is called 
oscillatory if it has arbitrary large zeros, otherwise it is called nonoscillatory. 
In the last decades, there has been an increasing interest in obtaining sufficient conditions for 
the oscillation and/or  nonoscillation of solutions for different classes of second-order differential 
equations [1-30]. In the absence of damping, there are a great number of papers (see, for exam- 
pie, [1,2,12-29] and the references quoted therein) devoted to the particular cases of equation (1.1) 
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such as the linear equation 
the more general linear equation 
and the nonlinear equation 
y"(t) + q(t)y(t) = O, (1.2) 
(r(t)y'(t))' + q(t)y(t) = O, (1.3) 
(r(t)y'(t))' + q(t)f(y(t)) = O. (1.4) 
An important ool in the study of oscillatory behavior of solutions for equations (1.1)-(1.4) is 
the averaging technique. This goes back as far as the classical results of Wintner [27] giving a 
sufficient condition for oscillation of equation (1.2), namely, 
t--.oo ~ q(v)dvds = oe, (C1) 
and Hartman [13] who showed the above limit cannot be replaced by the limit superior and 
proved the condition 
t--.~ t q(v) dvds < limsup l t t--.oo ~ q(v) dv ds <_ (x~ (C2) 
implies that equation (1.2) is oscillatory. 
The result of Wintner was improved by Kamenev [15] who proved that the condition 
lim sup (t - s)'~-lq(s) ds = c~, for some n > 2 (C3) 
t----* OO 
is sufficient for the oscillation of equation (1.2). 
Some other results can be found in [18-25,28,29] and the references therein. Most oscillation 
results involve the interval of q, and hence, require the information of q on the entire half-line 
[to, ~) .  It is difficult to apply them to the cases where q has a "bad" behavior on a big part of 
It0, oo), e.g., when f~o ~ q(s)ds = -~.  
However, from the Sturm Separation Theorem, we see that oscillation is only an interval 
property, i.e., if there exists a sequence of subintervals [ai, bi] of [to, c~), as a, ~ c~, such that for 
each i, there exists a solution of equation (1.2) that has at least two zeros in [a~, b~], then every 
solution of equation (1.2) is oscillatory, no matter how "bad" equation (1.2) is (or r and q are) 
on the remaining parts of [to, ~) .  
Kwong and Zettl [16] partially applied this idea to oscillation and established a powerful "tele- 
scoping principle" that allows us to trim off the troublesome parts of ftto q ds and apply the known 
criteria to the "good" parts. Unfortunately, this principle requires additional conditions for q on 
the "bad" parts, i.e., F a`+l q ds > O, i E N, which does not reflect he interval oscillation property Jb~ 
completely and restricts its applications. 
Ei-Sayed [3] established an interval criterion for oscillation of a forced second-order quation, 
but the result is not very sharp, because a comparison with equations of constant coefficient is 
used in the proof. 
In 1997, Huang [14] presented the following interval criteria for oscillation and nonoscillation 
of the second-order linear differential equation (1.2), where q(t) > 0 for t E [t0, c~). 
THEOREM A. 
(i) H there exists to > 0 such that for every n E N, 
2 '*+1 tO 
ito q(s) ds <_ 2n+lt----~, (1.5) 
then every solution of equation (1.4) is nonoscillatory, where a0 = 3 - 2v~. 
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(ii) I f  there exist to > 0 and a > ao such that for every n e N, 
s"+'t° q(s) ds >_ 2n+lt--- ~ ,  
d S *~ to 
then every solution of equation (1.4) is oscillatory, where a0 = 3 - 2v~. 
As an application, Huang [14] obtained the following corollary. 
COROLLARY A. 
(i) If 
(1.6) 
and 
(ii) 
f liln t ds = 7 1 t ~=a>ao ~ 7>6-4V~>~.  
That implies that Huang's result remains open on (3 --2v~, 6 - 4v~). That is to say, Huang's 
oscillation criterion is not sharp. In fact, the Euler equation 
y"(t) + -~y(t) = 0 
is oscillatory if 7 > 1/4, and nonoscillatory if 7 < 1/4 [18]. 
In 1999, Kong [17] employed the technique in the work of Philos [23] for the second-order 
differential equations, and presented several interval oscillation criteria for equation (1.2) (see 
Theorems 2.1 and 2.2 and their Corollaries 2.1-2.4) involving the Kamenev' type condition. As an 
application, Kong [17] derived the following sharp result for equation (1.2) with r(t) - 1 (see [17, 
Theorem 2.3]). 
THEOREM B. Let r(t) - 1. Then every solution of equation (1.2) is oscillatory provided that for 
each l > to and for some A > 1, either 
(i) the following two inequalities hold: 
1 ~t As 
limsup t-F:Y-lt--.oo ( s - l )~q(s )ds> 4(A - 1-------~ (1.9) 
and 
limsup t_~_l ~ t As (t - s)~q(s) ds > 4(A 1------~; 
t---*OO 
the following inequality holds: 
1 f~ t lim sup ~ (s - v) ~ [q(s) - q(2t - s)] ds > - -  
t---*oo 
or (1.1o) 
As 
2(A - 1)" 
(1.11) 
ft 2t a0 (1.7) lim t q(s) ds = a < -~-, t ----~ oo 
then every solution o[ equation (1.4) is nonoscillatory. 
(ii) I f  fst lira t q(s) ds = a > ao, (1.8) 
t - - - ,~  J t 
then every solution of equation (1.4) is oscillatory, where a0 = 3 - 2v~. 
We note that the above result seems urprisingly interesting because the interval (ao/2n+lto, 
ao/2nto) is not covered by conditions (1.5) and (1.6), and requires an additional condition for q 
such as q(t) >_ 0 for t > to. In particular, if q(t) = 7It s, where 7 > 0 is constant, then 
f t  st '7 7 ao 1 thm t -~ ds= -~ < -~ --+ 7<3-2x /2<~ 
220 W.-T. LI AND R. P. AGARWAL 
However, in Theorem B of Kong, the author required that r(t) _~ 1, p(t) = O, and f(y) = y, 
which restrict heir applications. 
Motivated by the idea of Li [20], in this paper we obtain, by using a generalized Riccati 
technique due to Li [20], several new interval criteria for oscillation, that is, criteria given by the 
behavior of equation (1.1) (or of r, q, and f) only on a sequence of subintervals of [to, cx)). Our 
results improve and extend the results of Huang [14], Kong [17], Kamenev [15], and Philos [23], 
and can be applied to extreme cases such as ft~ q(s)ds = -co. Finally, several examples that 
dwell upon the sharp conditions of our results are also included. 
2. OSCILLATION RESULTS 
In the sequel, we say that a function H = H(t, s) belongs to a function class X, denoted by 
H E X, if H E C(D, R+), where D = {(t, s) : -co < s < t < co}, which satisfies 
H(t , t )=O,  H( t ,s )>O,  fo r t>s ,  (2.1) 
and has partial derivatives OH and OH -b'T -~- on D such that 
OH = hi (t, s)H(t, 8) 1/2 and OH = -h2(t, s)U(t, 8) 1/5, (2.2) 
Ot Os 
where hi, h2 E L,oc(D, R). 
The following lemmas will be useful for establishing oscillation criteria for equation (1.1). 
LEMMA 2.1. Suppose that f '(y) > # > 0 for y 7t 0 and that y is a solution of equation (1.1) 
such that y(t) > 0 on [c, b). For any g E C 1 [to, oc), let 
u(t) = v(t)r(t) ~ y'(t) [ f(y(t)) + g(t) J (2.3) 
on [c, b). Then for any H E X,  
fe b 1 f b [ ~ ~ 1 2  H(b, s)¢(s) ds <_ H(b, c)u(c) + -~ v(s)r(s) h2(b, s) + 
where v(t) = exp(-2# f t  g(s) ds) and 
¢(t) = v(t) {q(t) - p(t)g(t) + #r(t)g2(t) - [r(t)g(t)]'} .
ds, (2.4) 
PROOF. From (1.1) and (2.3), we have for s E [c, b) 
¢ [r(t)y'(t)]' [y'(t)12f'(y(t)) 
ul(t) = -2 ,g ( t )u ( t )  + v ( t )  r(t) 
f(y(t)) f2(y(t)) 
-2#g(t)r(t)v(t) -I y'(t.___.__~) + g(t) l - v(t)q(t) < 
- _ : (y ( t ) )  
r(t~v(t~ [Y'(t)]2# y'(t) 
- , j , , f2(y(t)) + v(t)[r(t)g(t)]' - v(t)p(t) f ( -~) )  
y'(t) 
= -2#g(t)v(t)r(t) f(y(t)) 2#r(t)v(t)g2(t) - v(t)q(t) 
- r~)vt r )~ + v(t)[r(t)g(t)]' - v(t)p(t) y'(t) 
f(y(t)) 
_ 2 ( t )  p ( t )  u ( t )  - ¢(t). 
v(t)r(t) r(t) 
+ [r(t)g(t)]'} 
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That is, #u2(t) P(t)'"u(t) 
¢(t) < -u'(t) v(t)r(t) r(t) " 
Multiplying (2.5) by H(t,s), integrating it with respect to s from c to t for t 
using (2.1) and (2.2), we get that 
f t H(t, s)¢(s) ds <_ 
(2.5) 
• [c,b), and 
- / " . ( t .  s) u2(s) . ds - f~ H(t, s)V(~(s) ds 
dc Jc 
= H(t,c)u(c) - ~ct {h2( t , s )~u(s )  
" "~2(s) s)P(s)~(s)], ds + H(t, s) v~)  + H(t, r(s) J 
p(s) }2 
[ 1 1 f~ p(s) ~ ds + ~ ~(s)v(s) h~(t,s) + 
_< H(t, ¢)u(e) + ~ r(s)v(s) h2(t, s) + p(s )_~~ ds. 
Letting t --* b- in the above, we obtain (2.4). The proof is complete. 
LEMMA 2.2. Suppose that f~(y) > # > 0 for x 7 £ 0 and that y is a solution of equation (1.1) 
such that y(t) > 0 on (a, c]. For any g • C l[tO, CX~), let u(t) be defined by (2.3) on (a, c]. Then 
for any H • X, 
p(s) 2 
where v(t) = exp( -2# f t  g(s) ds) and 
¢(t) = v(t){q(t) - p(t)g(t) + ,r(t)92(t) - [r(t)~(t)]'}. 
PROOF. Similar to the proof of Lemma 2.1, we multiply (2.5) by H(s, t), integrate it with respect 
to s from c for t • (a, c], and use (2.1) and (2.2), then we get that 
H(s,t)¢(s)ds < - H(s,t )u ' (s)ds-  H(s , t )~ds  - H(s,t) u(s) ds 
l{ = -H(c,t)u(e) + hl(s,t) Hv/-~,t)u(s) - H(s,t) #u2(s) ~(s)~(s) 
- H(s, t]P(S) ds} ds 
1 
-hi(s, t) g~,  t)u(s)r(s)v(s) 
p(s) 2 +~r~(s)v2(s) [h~(s,t) - 7~~]  } ds 
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+ ~ r(s)v(s) hl(S,t) p(s) - ;N~ ds 
p(~) 
+~f  r(s)v(s) [hl(s,t) _ p(s ) 2 
1 r(s)v(s) h l ( s , t ) -  ds. <_ -S(e, t)u(c) + ~
Letting t ~ a -  in the above, we obtain (2.6). The proof is complete. 
The following theorem is an immediate result from Lemmas 2.1 and 2.2, which is an extension 
of Corollary 2.2 of Kong [17, p(t) = O, f(y) = y]. 
THEOaEM 2.1. Assume that f '(y) _> p > 0 for y ¢ 0 and that for some c E (a,b) and t:or some 
H E X, g 6 C 1 [to, o~), 
1 H(s, a)¢(s) ds + H(b, c) H(c, a) - -  H(b, s)¢(s) ds 
1 1 r(s)v(s) h , ( s ,a ) -  ~~ ds (2.7) 
>-~ H(~a)  
+H(b,c----~ r(s)v(s) h2(b,s) + ds , 
where v(t) = exp( -2# f t 9(s) ds) and 
¢(t) = v(t){q(t) - p(t)g(t) + #r(t)g2(t) - [r(t)g(t)]'}. 
Then every solution of equation (1.1) has at least one zero in (a, b). 
PROOF. Suppose the contrary. Then without loss of generality, we may assume that there is a 
solution y(t) of equation (1.1) such that y(t) > 0 for t C (a, b). From Lemmas 2.1 and 2.2, we see 
that both (2.4) and (2.6) hold. By dividing (2.4) and (2.6) by H(b, c) and H(c, a), respectively, 
and then adding them, we have that 
H(c, a) H(s, a)q(s) ds + H(b, c----~ H(b, s)q(s) ds 
( /:[ 1 1 r(s) hl(S,a) p(s) 2 < 4--~ H(c,a) - -~  ds 
1 ~(s) h2(b, s) + -~ es, +H(b,e------5 
which contradicts the assumption (2.7) and completes the proof. 
THEOREM 2.2. Assume that f '(y) _> p > 0 for y ¢ 0. If, for each T _> to, there exist H E X,  
g c C 1 [to, oo), and a, b, c 6 R such that T <_ a < c < b and (2.7) holds, then every solution of 
equation (1.1) is oscillatory. 
PROOF. Pick up a sequence {Ti} C [to, oc) such that Ti --* oo as i -* cx~. By the assumption, for 
each i 6 N, there exist ai,bi,ci 6 R such that Ti _< ai < ci < b,, and (2.7) holds, where a,b,c are 
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replaced by ai, bi, ci, respectively. From Theorem 2.1, every solution y(t) has at least one zero, 
ti E (ai, bi). Noting that ti > ai >_ Ti, i E N, we see that every solution has arbitrary large zeros. 
Thus, every solution of equation (1.1) is oscillatory. The proof is complete. 
THEOREM 2.3. Assume that f ' (y) >_ # > 0 for y ~ O. If  
and 
l imsup f H(t ,s)¢(s)  - r(s)v(s) h2(t,s) + ~(s) ~ ds > O, 
t ---* oo J l 
for some H E X, g E Cl[t0, oo) and for each l >_ to, where 
and 
(2.9) 
I f° [~(s)p~(s) 
+ ~ L ~(s) 
where v(t) = exp( -2# f t  g(s) ds) and 
¢(t)  = v(t) {q(t) 
then every solution of equation (1.1) 
_ _  + v(2c - s)p2(2c - s)|  1 H(s - a) ds, 
J 
- p(t)g(t) + #r(t)g2(t) - [r(t)g(t)]'}, 
is oscillatory. 
¢(t) = v(t) {q(t) - p(t)g(t) + #r(t)g2(t) - [r(t)g(t)]'} , 
then every solution of equation (1.1) is oscillatory. 
PROOF. For any T >_ to, let a = T. In (2.8), we choose l = a. Then there exists c > a such that 
~C{H(s ,a )¢(s ) -~- -~r (s )v (s ) [h l ( s ,a ) -~~]2}ds>O.  (2.10) 
In (2.9), we choose l = c. Then there exists 6 > c such that 
b 
- + ds  O. (2.11) 
Combining (2.10) and (2.11), we obtain (2.7). The conclusion thus comes from Theorem 2.2. 
The proof is complete. 
We remark that, if we take g(t) = 0, p(t) = O, and f (y)  = y, Theorems 2.2 and 2.3 reduce to 
Theorem 2.1 and Corollary 2.4 of Kong [7], respectively. 
For the case where H := H(t - s) E X,  we have that h l ( t  - 8)  = h2( t  - 8 )  and denote them by 
h(t - s). The subclass of X containing such H(t - s) is denoted by X0. Applying Theorem 2.2 
to Xo, we obtain the following theorem. 
THEOREM 2.4. Assume that f~(y) >_ # > 0 for y ~ O. If  for each T >_ to, there exist H E Xo, 
g E [tooo) and a,c E R such that T <_ a < c and 
g(s  - ~)[¢(s)  + ¢(2c - s)l es  > ~ [~(s)v(s) + r(2c - ~)~(2c - ~)]h2(s - a) e~ 
+ ~ [~(2c - s)p(2c - ~) - v(s)p(~)]h(~ - a )v / -~-  a) es  (2.12) 
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PROOF. Let b = 2c - a. Then H(b - c) = H(c - a) = H((b - a)/2), and for any w C L[a, b], we 
have b c 
w(s)ds= L w(2e-s )ds .  
Hence, 
H(b - s)¢(s) ds = H(s - a)¢(2c - s) ds 
and 
Lbr(s)v(s)[h(b-s)+P(,S!~]rts) J ds 
[ 1 L e p(2c - s) ~/H(s - a) ds. = r(2c - s)v(2c - s) h(s - a) + r(2c - s) 
Thus, that (2.12) holds implies that (2.7) holds for H c X0, g e [to, oc) and therefore very 
solution of equation (1.1) is oscillatory by Theorem 2.2. The proof is complete. 
From the above oscillation criteria, we can obtain different sufficient conditions for oscillation 
of all solutions of equation (1.1) by different choices of H(t, s). 
Let 
H(t ,s )  = ( t -  s) ~, t > s > to, 
where A > 1 is a constant. 
COROLLARY 2.1. Assume that f ' (y)  >_ # > 0 for y 7~ O. Then every solution of equation (1.1) is 
oscillatory provided that for each l >_ to and for some A > 1, the following two inequa]ities hold: 
limsup 1 il'(s_l);~ {¢(s)_ ~__~r(s)v(s) [(  A P(s)]2~ t--,oo t ~- '  - l) r(s)J J ds > 0 (2.13) 
and 
limsupt_+oo ~1 t(t - s) A ¢(s) - r(s)v(s) ~ + r(s)J ds > O, (2.14) 
where v(t) = exp(-2# f t  g(s) ds) and 
¢(t) = v(t){q(t) - p(t)g(t) + #r(t)g2(t) - [r(t)g(t)]'}. 
We note that if we let g(t) 
Theorem 2.2 of Kong [17]. 
Define 
R( t ) = ds, 
and let 
= O, p(t) = O, and f (y)  = y, then Corollary 2.1 reduces to 
t > 1 > to, (2.15) 
H(t,  s) = JR(t) - R(s)] ~, t _> to, (2.16) 
where A > 1 is a constant. 
By Theorem 2.3, we have the following oscillation criterion. 
THEOREM 2.5. Assume that f ' (y)  > # > 0 for y ~ 0 and that limt--.oo R(t) = oo. Then every 
solution of equation (1.1) is oscillatory provided that for each l > to and for some A > 1, the 
following two inequalities hold: 
limsu p q(s) jR(s) - R(/)] a 
A2 (2.17) 
p(s) fR(s) - R(/)] x-1 } ds > 4#(A - 1) + 2#r(s) L 
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and 
PROOF. 
lim sup Ra_l(t ) q(s) 4 -~)  ] [R(t) - R(s)] x 
p(s) } ds > 4#(A-  1)' 2t, r(~) JR(t) - R(~)] ~-1 ~2 
Pick up g(t) =- 0, then v(t) = 1, ¢(t) = q(t), 
(2.18) 
1 
hi(t, s) = A[R(t) - R(s)](~-2)/2r(t) 
and 
Noting that 
h2(t, s) = A[R(t)  - R(s)] (~-2)/~ 1 ~(~)" 
' r(S)hl~(S, Z) ds = r (s )X~[R(s )  - R(Z)] ~-2  ~2(~) 
z~ 2 
- -  ds = ~-Z-T[R(t) - n(/)] A-1 
and 
t r(s)h2( t, s) ds = r(s)A2[R(t) - R(s)] x-2 r2(s ) - -  ds  = ~-Z-] - [R(t)  - R(/)]  ~-1 ,  
in view of limt~co R(t) = c~, it follows that 
lim 1 f t  t A 2 t-,co 4#R~-l(t)  r(s)h21(s, l) ds - 4#(A - 1) (2.19) 
and 
lim 1 f t t  A 2 t-.co 4#R ;~-1 (t) r(s)h~(t, s) ds - 4#(A - 1) 
From (2.17) and (2.19), we have that 
(2.20) 
i ~ ; (s)  2 
= lira sup Rx_I [R(s) - R(l)];~q(s)ds 
~-~ (t) 
I ~t p(s) 
+ R;~-l(t--"---'~ 2#r(s) JR(s) - R(/)] A-I ds 
1 f /t  p2(s )
R~-x(t) 4#r(s )  [R(s)  - R(I)] ~ ds 
- l im I j[z t 1 2 } 
t-*co R~-l(t) -~r(s)hl(s, l  ) ds 
= limsup 1 f t{  ( P2(S) ) 
t--co RX-l(t) [R(s) -  R(Z)] ~ q(s) 4#r(s) 
p(s) [R(s ) -  R(/)] x-1 ds > O, 
+ 2#r(s) L 4#(A - 1) 
i.e., (2.8) holds. Similarly, (2.18) implies that (2.9) holds. By Theorem 2.3, every solution of 
equation (1.1) is oscillatory. The proof is complete. 
When p(t) = 0, we have the following corollary, which extends Theorem 2.3 (i) of Kong [17]. 
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COROLLARY 2.2. Assume that f'(y) >_ # > 0 for y # O, limt-~oo R(t) = cc and that p(t) = O. 
Then every solution of equation (1.1) is oscillatory provided that for each 1 > to and for some 
A > 1, the following two inequalities hold: 
1 / t  A2 
l imsup R :~- l ( t ) t - - ,~  q(s)ds> 4#(A - 1) (2.21) 
and 
limsup 1 f l  t 
t--.~ R'x-1 (t) q(s) 
)t 2 
ds > (2.22) 
4#(A - 1)" 
3.  EXAMPLES 
In this section, we will show the applications of our oscillation criteria by three examples. We 
will see that the equations in the examples are oscillatory based on the results in Section 2, 
though the oscillation cannot be demonstrated by the results of Huang [14] and Kong [17] and 
most other known criteria. 
EXAMPLE 1. Consider the nonlinear differential equation 
y"(t) + q(t)(y(t) + y3(t)) = O, (3.1) 
where q(t) is defined as Example 1 of Kong [17], i.e., 
5(t - 3n), 
q(t) = 5( - t  + 3n + 2), 
- -n ,  
3n<t<3n+l ,  
3n+ 1 < t <_ 3n+2,  
3n+2<t  <3n+3,  
where n E No = {0 ,1 ,2 , . . .} .  For any T _> 0, there exists n E No such that 3n >_ T. Let 
a = 3n, c = 3n + 1, and H(t -  s) = ( t -  s) 2. Choose g(t) =- O, then v(t) = 1, ¢(t) = q(t). Since 
f '(y) = 1 + 3y 2 > 1 = #, p(t) = O, r(t) = 1, then it is easy to see that (2.12) holds, and hence, 
every solution of equation (3.1) is oscillatory by Theorem 2.4. Note that in this equation, we have 
J o  q(s) = -o0. However, Kong's Theorem B fails to apply to equation (3.1) since f(y) = y + y3 
is not a linear function. 
EXAMPLE 2. Consider the nonlinear differential equation 
1 , ) '  27t 
~y  (t) -4- (t 2 _ 1) 2 (y(t) -4- yh(t)) = 0, t > I. (3.2) 
Then 
~ t 1 R(t) = ~ ds = 
lim R(t) = co, 
t---*OO 
fl t2sds (t 2 R'(t) = 2t, 1), 
f '(y) = 1 + 5y 4 >_ 1- -  # > 0, 
and for A > 1, 
l j[l t l j[l t 27s 
lim R~ - [R(s )  - R(l)]~q(s) ds = lim [R(s) - R(/)] ~ (s 2 1) 2 
t---*oo l ( t )  t -~ ¢x~ RA-1  ( t )  - 
= lim [R(t) - R(/)] ~ 27t 
t--.cc (A--'i-~'--'~ (t--~-'(t)(t 2 ~_~)2 
-y 
(~ - i)" 
ds 
(3.3) 
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Next, we will prove that 
f t  27 s f i t  [n(t) - n(s)] ~ (s~---i) 2 ds > [n(s) - n(l)] ~ - -  
Let 
27s 
(s 2 - 1) 2 ds. 
~t  27s 
F(t) = {[n(t) - R(s)] ~ - JR(s) - R(I)] ~ } (s{--  i) 2 ds. 
Then F(l) = 0, and for t _> l, 
l F'(t) = A[R(t) - R(s)]~-aR'(t) 27s 27t (si--_-l) 2 ds - [R(t) - R(/)] A (t 2 _ 1) 2 
fllt R(s)]A-1Rt(S) (s?-~l 2~[t _> A[R(t) - )2 ds - [R(t) - R(I)] ~ (t 2 _ 1) 2 
(3.4) 
and 
= l imsup l f l  t ( s -  { 1  3s inscoss+l+s in2s  
t--~oo t" /)282 ! + COS 4 S S S 2 
+ 
s 4 s l 1 + sin 2 s J J 
_-limsupl/{ [ ' 
t--,oo -{ (s - l)2s 2 1 + cos 4 s 4(1 + sin 2 s) J 
+ s(l - s ) (4s -  l ) s inscoss -  s2(1 + sin 2 s)} ds = oo 
p(s) 
1 i t  r 1 3s inscoss  l+s in  2s 
= l imsup Jl ( t -  s)2s 2 ], + s2 
t--,oo -t 1 + cos 4 s s 
 sin cos l } + 
s 4 t s 1 + sin 2 s J 
= lim sup 1 (t - s)2s 2 1 9sit~ s_ cos2 _s ] 
t---,oo t 1 -Jr- cos 4 s 4(1 + sin 2 s) J 
+ s( t -  s ) (4s -  t) s inscoss -  s2(1 + sin 2 s)~ ds = oc, 
) 
j[t t 2~t (t2-•-1) 22~/t /~[R(t) - R(s)]A-1I~t(s) ds - [R(t) - R(/)] A (t 2 _ 1) 2 
~0.  
Hence, F(t)  _> F(l) = 0 for t _> l, i.e., (3.4) holds. By (3.3) and (3.4), for any 7 > 1/4, there 
exists A > 1 such that 7/(A - 1) > A2/4(A - 1). This means that (2.17) and (2.18) hold for the 
same A. Applying Theorem 2.5, we find that (3.2) is oscillatory for 7 > 1/4. 
EXAMPLE 3. Consider the nonlinear damped differential equation 
, 1 (y(t) + y3(t)) = 0, (3.5) [(1 + sin2t)y'(t)]  - 3sintcosty'(t)+ 1 + cos4t 
where y E R and t __ 1. Clearly, 
if(y) =1+3y 2>_ 1=i t>0,  for a l l yER.  
Let us apply Corollary 2.1 with A = 2 and g(t) = -1/t ,  so that v(t) = t 2. A straightforward 
computation yields 
l imsuPt@_ 1 f i t ( s - l )  )~ {¢(s ) -  ~---~r(s)v(s) [(s A P(S)]2~ 
t--,~ - l )  r(s)J  j ds  
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since 
1 9 sin 2 t cos 2 t 
> 0, 
1 + cosat 4(1 + sin2 t) 
for any t E R. Thus, assumptions (2.13) and (2.14) hold, and we conclude by Corollary 2.1 that 
all solutions of equation (3.5) are oscillatory. Observe that y(t) = cost is such a solution. 
The important point to note here is that the recent results due to Grace [6, Theorems 1, 2, 
and 8] and Grace and Lalli [7, Theorems 1, 2, 4-7 and Corollary 1] do not apply to equation (3.5) 
since p(t) is oscillatory. 
We note that Li [20] has obtained a sharp result for oscillation of equation (1.1) with p(t) = O. 
For the sake of comparison with our Corollary 2.2, we list it here. 
THEOREM 2.6. Assume that if(y) > # > 0 for y # O. If 
f t  c 1 liminfR(t)t__,oo q(s)ds > ~-~#, (3.6) 
where R(t) =ftto ds/r(s), then every solution of equation (1.4) is oscillatory. 
Let 
1 27t 
= q( t )  = ( t  2 _ 1)' f (v )  = v + v 3, t >__ 1. 
Then 
and 
~1 t 1 t2 R(t) = ~(t) ds = - 1, f '(y) >_ 1 = p > O, 
foo 
lim R(t) ds = lim (t 2 - 1) 27s 
t--,oo t--,oo (s 2 _ 1) 2 ds 
= (s 2 - 1)-2d(s 2 - 1) 
t 
----~. 
By (3.6), we also have that 7 > 1/4. This implies that our Corollary 2.2 is sharp. 
We remark that Theorem 2.6 is an extension of Huang's result [14, Theorem A]. 
4. REMARKS 
In this section, we conclude with the following remarks which also indicate the directions for 
possible further investigation. 
REMARK 1. The above results hold true if we replace condition if(y) > # > 0 for y # 0 with the 
following one: 
f(v) ~>#>0,  for y # 0, 
Y 
but the function q(t) should be nonnegative (we refer to [21] for details). 
REMARK 2. Some of the results of this paper can be extended to the more general equations 
(r(t)¢(y(t))y'(t))' + p(t)y'(t) + q(t)f(y(t)) = 0 
and 
(r(t)v'(t))' + q(t)f(y(t))g(y'(t)) = O, 
where g(y) > 0 and ¢(y) > 0 for x # 0. 
REMARK 3. The results in this paper are presented in a form with a high degree of generality, 
and thus they give many possibilities for oscillation criteria with an appropriate choice of the 
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functions H and g. For example, there are interesting perspectives to apply Theorems 2.1-2.5 
with 
H(t ,  s) = , t >_ s, 
where  n > 1 is a constant  and  (I) is a pos i t ive  cont inuous  funct ion  on [to, oc) such  that  
f~o dx • (x) - ~" 
An impor tant  case to  be  cons idered  is (I)(x) = x ~ w i th  ~ real  number .  
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