This work presents a novel approach to finding linkage/association between multimodal brain imaging data, such as structural MRI (sMRI) and functional MRI (fMRI). Motivated by the machine translation domain, we employ a deep learning model, and consider two different imaging views of the same brain like two different languages conveying some common facts. That analogy enables finding linkages between two modalities. The proposed translation-based fusion model contains a computing layer that learns "alignments" (or links) between dynamic connectivity features from fMRI data and static gray matter patterns from sMRI data. The approach is evaluated on a multi-site dataset consisting of eyes-closed resting state imaging data collected from 298 subjects (age-and gender matched 154 healthy controls and 144 patients with schizophrenia). Results are further confirmed on an independent dataset consisting of eyes-open resting state imaging data from 189 subjects (age-and gender matched 91 healthy controls and 98 patients with schizophrenia). We used dynamic functional connectivity (dFNC) states as the functional features and ICA-based sources from gray matter densities as the structural features. The dFNC states characterized by weakly correlated intrinsic connectivity networks (ICNs) were found to have stronger association with putamen and insular gray matter pattern, while the dFNC states of profuse strongly correlated ICNs exhibited stronger links with the gray matter pattern in precuneus, posterior cingulate cortex (PCC), and temporal cortex. Further investigation with the estimated link strength (or alignment score) showed significant group differences between healthy controls and patients with schizophrenia in several key regions including temporal lobe, and linked these to connectivity states showing less occupancy in healthy controls. Moreover, this novel approach revealed significant correlation between a cognitive score (attention/vigilance) and the function/structure alignment score that was not detected when data modalities were considered separately.
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Introduction
Multiple types of brain data from the same individual using various imaging techniques, such as structural MRI (sMRI), functional MRI (fMRI), EEG, and MEG have created enormous opportunities to investigate the structure and function of the brain as well as its disorders in a more comprehensive manner. A combination of two or more types of data in a joint analysis is called multimodal fusion. Despite challenges of combining data from disparate sources, research in multimodal fusion is rapidly growing thanks to its added value for basic, clinical, and cognitive neuroscience. Each imaging technique essentially provides a different view of brain structure or function. For example, BOLD fMRI measures the hemodynamic response related to the neural activity in the brain dynamically; sMRI provides information about the tissue type of the brain [gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF)]. Diffusion MRI (dMRI), likewise, can provide information on structural connectivity among brain networks. A general motivation for multimodal fusion is to take advantages of cross-modal information, thereby potentially revealing important variations that may only partially be detected by a single modality. More importantly, data fusion approaches can help avoid incorrect conclusions resulting from unimodal methods and help compensate for imperfect imaging studies (Calhoun and Sui, 2016) .
Multimodal data fusion is especially useful in finding relationship of brain pathologies in psychosis as substantial pathophysiological questions can only be answered from cross-modal information (Schultz et al., 2012) . Schizophrenia is a complex brain disorder for which we still do not have a full understanding of the underlying mechanisms (Xavier and Vorderstrasse, 2016) . Schizophrenia, which is characterized by lack of integration between thought, emotion, and behavior, is considered to be a brain-based disease due to increasing evidence that both structural and functional brain alteration are found in the patients (Fusar-Poli et al., 2011; Lesh et al., 2015; Araki et al., 2013; Lawrie et al., 2008; García--Martí et al., 2012) . To further resolve a complex neuropathological puzzle of schizophrenia, multimodal imaging offers a promising strategy in psychosis research (Calhoun and Sui, 2016; Lesh et al., 2015) . Although approaches to study data fusion are rapidly growing, the number of studies is still limited and further efforts are needed to consolidate accumulating findings, as well as to extend the scope of other pathophysiological features contributing to schizophrenia. To this end, we present a novel approach based on recent machine learning results for investigating neuronal mechanisms that may underlie structure-function alterations in the patients with schizophrenia.
A number of psychosis-focused fusion studies have been published on the different approaches to brain imaging data fusion. A widely adopted approach is to characterize the spatial correspondence between multiple modalities (such as in PET/CT imaging or in evaluating the relationship between brain structure and function in healthy and diseased populations (Skudlarski et al., 2010; Camchong et al., 2011; Jacobson et al., 2010) . A central assumption in this approach, motivated by systems neuroscience, is that the structure of the brain can predict and/or is related to functional connectivity. For example, Salgado-Pineda et al. found aberrant spatial correspondence in schizophrenic patients regarding both parameters (GM volume decrease and neuronal hypoactivation) in three regions, including thalamus, anterior cingulate cortex, and inferior parietal in a attentional processing cognitive task (Salgado-Pineda et al., 2004) .
Recently, more informative data-driven approaches that fuse full data sets from different MRI modalities are receiving much attention as they make fewer assumptions about specific relationship among data sets (Michael et al., 2011; Calhoun et al., 2006; Sui et al., 2012; Calhoun and Adali, 2009; Brandt et al., 2015; Sun et al., 2017; Shah et al., 2017; O'Hanlon et al., 2016) . These methods typically extract features from each imaging type and search for variations in structure-function links in the feature space which simplifies the fusion strategy but enables one to study the full joint information among modalities. Fusion in such a feature space has been used to identify indirect or direct associations to be inferred on putative structure-function relationships (Schultz et al., 2012) .
Motivated by the merits of data-driven fusion approaches and the recent development of deep neural network based machine learning methods (Hinton et al., 2006; Bengio, 2009; Arel et al., 2010) , we leverage both by bringing them into the multimodal fusion framework for brain imaging research. A limitation of most of the existing multimodal fusion methods is that they only capture linear relationship between different modalities (Calhoun et al., 2006; Correa et al., 2008) , while the different types of data do exhibit nonlinear links and this information has the potential to provide rich information. Recent work on deep learning for unimodal brain imaging has shown that deep belief networks (DBNs) can uncover potential hidden relationship and thus facilitate discovery (Plis et al., 2014; Brosch et al., 2013; Kim et al., 2015; Shen et al., 2017; Wachinger et al., 2017; Suk et al., 2017; Shi et al., 2017; Vieira et al., 2017) . We hypothesize that the link in gray matter variations to brain functional dynamics is complex, and such relationships are buried in the data. It is well known that schizophrenia is associated with complex substantial functional and structural deficits which are likely development (Weinberger, 1987) , however no approach to date has to studies potential links between dynamic connectivity measures and brain structure. Because these relationship are expected to be complex, a modeling approach that minimizes the assumptions about the links between the two modalities is important. In this work, we, utilize the ability of high level representation of deep models for potential discovery of brain structure-function links. We also expect that the estimated link strength (learned from data) would possibly show group differences between healthy controls and patients, thereby presenting a new framework for multimodal fusion in the psychosis research.
Our primary motivation comes from multiple lines of work, the first being that structural patterns estimated from gray matter maps using an approach called source based morphometry (ICA applied to structural MRI data) appear to be canonical and consistently replicated in showing changes in schizophrenia patients (Gupta et al., 2015) . The second line of work comes from the concept of dynamic connectivity (Preti et al., 2016; Kopell et al., 2014; Calhoun et al., 2014) . Such time-varying connectivity provides a more fundamental window into brain function since it likely better separates disparate processes that are undoubtedly occurring during the resting fMRI condition and enables us to incorporate the sequence information into the link between brain structure and brain function. Dynamic connectivity has also been shown to reveal relevant changes in schizophrenia (Damaraju et al., 2014a) . These time-varying features are also shown to be better than 'static' connectivity measures in the context of individual subject prediction (Rashid et al., 2016) . Based on these unimodal findings, and the known impact of schizophrenia on both brain function and brain structure, we propose a model to capture links between the above mentioned well-established features derived from dynamic connectivity and structural covariation. It is well known that schizophrenia results in changes to both brain structure and brain function. On top of that, there has been a considerable amount of work showing that there are links between structural and functional measures (Liu et al., 2014; Cocchi et al., 2014; Vadakkan, 2012) . The idea we are pursuing is that subtle structural changes in certain areas can impact brain function in those or other areas or even globally (Calhoun and Sui, 2016) .
Our proposed multimodal fusion approach extends the idea of machine translation (in natural language processing) for finding links between brain structure and function. Our view point is that sMRI and fMRI are different views/measurements of the same brain, and we take an analogy that the information contained in these modalities may manifest in different ways. In addition, linking these two requires a model that can handle both the sequence information contained in the dynamic connectivity measures as well as the structural covariation information contained in the structural MRI data. The key ingredient of our approach is an "attention" (not to be confused with the cognitive term attention) module that learns an alignment between features of two different modalities similar to the deep machine translation model (Bahdanau et al., 2014) . In our context, alignments are associations/links between time varying fMRI and static sMRI features. Unlike the case described by Bahdanau et al. (2014) where the input and output are ordered sequences, one of the imaging modailities (sMRI) gives us an unordered set of features. Therefore, we modify the model's attention mechanism to investigate brain structure-functional relationships thus moving it closer to caption generation models (Xu et al., 2015) . We also examine the learned alignments for group differences between healthy controls (HCs) and patients with SZ, as well as their relationships with cognitive scores, thereby exhibiting potential advantages of the proposed method.
Our method advances the state of the art in two distinct ways. First, to the best of our knowledge, this is the first study of deep multimodal learning in neuroimaging. Multimodal learning in neuroimaging is the process of using a model to jointly analyze data from multiple modalities (in our case fMRI and sMRI). Such an approach can reveal information hidden from an analysis of either modality separately (Calhoun and Sui (2016) ). Second, existing multimodal approaches consider functional aspect of imaging data in a static manner (but see Plis et al. (2010) ), while functional dynamics may convey important neuronal mechanisms of psychosis (Damaraju et al., 2014b) . In contrast, our fusion approach combines sMRI features and dynamic functional connectivity features for finding variations across presumably hidden associations between brain structure and function.
Materials and methods
We first briefly describe data collection and preprocessing, and then the translation-based fusion model is explained in this section.
Participants
In this work, we perform analysis on two modalities of data, T1-weighted structural images and T2*-weighted functional images.
Our main dataset derives from Function Biomedical Informatics Research Network Data Repository (fBIRN) (Keator et al., 2016) . The resting state fMRI data were collected from 154 healthy controls (110 males, 44 females; mean age 37) and 144 schizophrenic patients (110 males, 34 females; mean age 38) during eye closed condition at seven different scanning sites. A total of 162 vol of echo planar imaging BOLD fMRI data were collected with a TR of 2 s on 3T scanners. For the same subjects, T1-weighted structural images were collected as well. Full details on the participants and data collection can be found in (Keator et al., 2016) and a summary of demographics are provided in (Damaraju et al., 2014b) .
To further confirm the findings, we have looked at another unrelated schizophrenia resting state dataset from our Centers of Biomedical Research Excellence (COBRE) (Aine et al., 2017) . The resting state fMRI data were collected from 91 healthy controls (65 males, 26 females; mean age 38) and 98 schizophrenic patients (76 males, 22 females; mean age 38) during an eyes open resting condition collected at the Mind Research Network. A total of 150 vol of echo planar imaging BOLD fMRI data were collected with a TR of 2 s on 3T scanners (first 4 subsequently discarded). For the same subjects, T1-weighted structural images were collected as well.
Data collection
FBIRN MR images were collected on a 3-Tesla Siemens Trio scanner at six sites and on a 3T General Electric Discovery MR750 scanner at one site. High-resolution T1-weighted structural images were acquired with a turbo-flash sequence (TR ¼ 2. excitations ¼ 1, slice thickness ¼ 4 mm, 32 slices collected sequentially from superior to inferior) resulting in 3:4 Â 3:4 Â 4 mm 3 with 1 mm gap, 162 frames, 5:38 min). Participants were instructed to keep their eyes closed during the scan. COBRE EPI slices were collected in sequential ascending order on a Siemens 3 T TIM Trio scanner, located at the Mind Research Network (MRN), using a 12-channel head coil. A sagittal gradient echo scout image through the midline was obtained to prescribe oblique axial image slices parallel to the anterior-posterior commissure (AC-PC) line. Oblique slices were used to minimize the orbitofrontal susceptibility artifact (Deichmann et al., 2003) . High resolution T1-weighted images were acquired with a 5-echo multi-echo MPRAGE sequence (TE (echo times) ¼ 1. 64, 3.5, 5.36, 7.22, 9.08 slices; voxel size: 3:75 Â 3:75 Â 4:55 mm). The first image of each run was eliminated to account for T1 equilibrium effects.
Data preprocessing
Structural data: T1-weighted images were normalized to MNI space, resliced to 2 Â 2 Â 2 mm, and segmented into gray, white, and CSF images using the unified segmentation methods within the SPM software (Ashburner and Friston, 2005) . Data quality was checked by correlations against the segmented templates; if the subject's segmented gray matter data did not correlate at 0.9 or higher with the template across all voxels, it was removed from consideration. Gray matter segmentations were smoothed by a Gaussian filter of 10 mm full width at half maximum (FWHM). We analyzed gray matter density (GMD) with independent component analysis (ICA) to extract features as relationships among GMD regions, which is called source-based morphometry (SBM) (Xu et al., 2009 ). The ICA order for the sMRI analysis was set to 50, and then by ICASSO clustering analysis over multiple runs to select the most central run as well as visual inspection to remove artifactual components typically exhibiting high values in ventricles, white matter, or the edges of the brain, as well as those which exhibited less stability from run to run, 23 components were selected. We used the GIFT toolbox (http:// mialab.mrn.org/software/gift/) which includes ICASSO as well as various tools to evaluate the quality of the component maps.
Functional data: We used resting state fMRI data and performed rigid body motion correction using the INRIAlign (Freire and Mangin, 2001) toolbox in SPM to correct for subject head motion followed by slice-timing correction to account for timing differences in slice acquisition. Then the fMRI data were despiked using AFNI's 3dDespike algorithm to mitigate the impact of outliers. The fMRI data were subsequently warped to a Montreal Neurological Institute (MNI) template and resampled to 3 mm 3 isotropic voxels. Instead of Gaussian smoothing, we smoothed the data to 6 mm FWHM using AFNI's BlurToFWHM algorithm which performs smoothing by a conservative finite difference approximation to the diffusion equation. This approach has been shown to reduce scanner specific variability in smoothness providing "smoothness equivalence" to data across sites (Friedman et al., 2008) . Each voxel time course was variance normalized prior to performing group independent component analysis. These processed data were then decomposed into components using spatial group independent component analysis (GICA) implemented in the GIFT toolbox (Calhoun et al., 2001) . Each component can be regarded as temporally coherent intrinsic connectivity networks (ICN), and 47 networks were selected as in (Damaraju et al., 2014b) . For feature representation, pairwise correlation between ICN time courses were computed yielding a correlation matrix of size 47 Â 47. In order to capture dynamics, correlation was estimated using a sliding window approach with a window size of 22 TR (44 s) in steps of 1 TR (2 s) [see Damaraju et al. (2014b) for details]. We refer to this windowed correlation matrix as dynamic functional network connectivity (dFNC). However, in order to reduce the total time steps for our translation model, we took average of every 4 consecutive correlation matrices. Finally, a discrete sequence of dFNC states were obtained using k-means clustering algorithm on the dFNC matrices, with a setting of k ¼ 5 using the elbow criterion. Our focus on the preprocessing steps was driven by our previous publication and also informed by model selection methods. We have rigorously evaluated this pipeline in multiple previous papers and the ICA model is run using ICASSO which ensure that the results will be stable. If we change the number of components slightly (e.g. 5% in either direction) the results are essentially the same as reported. Obviously there are many other preprocessing choices as well, carefully considering those choices so that their setting matches the problem is an important factor which exists generally in fMRI analyses.
Translation-based multimodal fusion model
In order to combine the structural and functional features, we needed a model that could handle both static (structural) and sequential temporal (functional) information while also allowing for complex relationships among the features. Machine translation models that produce sentences in one language from another are common in the natural language processing discipline. Essentially, different languages convey a common concept or a fact in different ways with their own constructs, thus providing two views on the same underlying entity. Such a model is suitable for our needs if we consider sMRI and fMRI as two different (and incomplete) views of the same brain, and adopt a machine translation approach for the task of learningthe correspondence between these modalities.
A recently proposed neural machine translation model has shown a state-of-the-art performance in a large part based on its novel attention mechanism (Bahdanau et al., 2014) . The main feature of the attention module is its ability to learn alignment between phrases of two different languages from the training data and use it to improve translation performance. We can leverage this model to study structural and functional brain linkages as it can handle the sequence information contained in the dFNC feature. We thus exploit the idea of attention mechanism to learn alignment (linkage) between dFNC states and brain structural components. However, unlike the sequence to sequence matching that attention solves in language translation, input in our case is an unordered set of sMRI component loadings and output are temporally ordered dFNC states. To tackle this problem, we propose a simple modification to the attention network in our translation model. Fig. 1 depicts different parts of our translation model in the context of neuroimaging. The model stacks several artificial neural-network layers (six layers in total) which we describe below.
As shown in Fig. 1 , two main parts of our translation-based fusion model are: (1) sequence predictor and (2) attention network. The inputoutput setting of the model is as follows. Input is an unordered set of structural component loadings of a subject, x ¼ fx 1 ;…;x j ;…x J g, and the output is a temporally ordered dFNC state sequence, y ¼ fy 1 ;…;y i ;…y T g, of the same subject estimated via the preprocessing step described in Section 2.3. The central theme of the model is that information for predicting a sequence y from the corresponding loading coefficients x may spread throughout the structural components, which can be selectively retrieved as the sequence predictor predicts a dFNC state at each time step. This is achieved by training both sequence predictor and attention network jointly from the multimodal data. Further details of the model are described below.
Sequence predictor
The sequence predictor is a probabilistic model that predicts one dFNC state of a sequence at each time step, where we define each conditional probability as pðy i jy 1 ; …; y iÀ1 ; xÞ ¼ hðs i ; c i Þ;
( 1) where s i is the current hidden state of a unidirectional recurrent layer and c i (more details will be provided shortly) is the current selective focus over structural components, referred to as context hereafter. It is worth noting a few points about the probability model of Eq. (1). First, it embodies a fusion implicitly as the probability is conditioned on previous output history (from one modality) and the input (from the other modality). Second, the time index i indicates dynamic property of one of data modalities. Finally, right hand side of Eq. (1) captures the aspect of deep learning, i.e., the predictor works with latent representations of input and output as opposed to the direct input-output, which are learned from the data. We represent Eq.
(1) as a feedforward neural network (NN)-a single hidden layer with softmax output-stacking it on top of a recurrent layer. At each time point, the recurrent layer computes the current hidden state s i which is a function of the past state, previous output from the feedforward NN, and the current context, i.e.,
The recurrent layer helps to find a learnable smooth trajectory in a latent representational space. We use gated recurrent units (GRUs) in the recurrent layer as they work well for sequence representation (Chung et al., 2014) and are not as memory hungry as other models of comparable accuracy (Greff et al., 2015) . Each output dFNC state y i indicates one of the centroids of five clusters (see Section 2.3). When model generates a prediction it only need to generate a code between 0 and 4 to point to any of the 5 centroids in the alphabet, the y i 2 f0…4g are symbols of that code. In that manner we can trace any sequence of the states. Each FNC symbol (y i ) after generation needs to be fed back to the model to help predicting the index of the next state. For this purpose, we need a vector space representation of each of the states. The main requirement for that vector space representation is to place semantically different words (or symbols) far apart while placing similar words closer. A 4 dimensional PCA space enables us to separate the 5 vectors in as few parameters as possible (enabling efficient computation) while also separating the vector representations of y i . The remaining term, current context c i , is described in the next subsection.
Attention network
The attention mechanism is a recent advancement in deep learning that has found a useful application in generating output sequences, in particular. For example, in the work of Xu et al. (2015) , a deep neural network not only learns to describe content of images in terms of linguistic sentences, but also learns to pay selective attention to parts of the image pertaining to each phrase in the sentence. This has been motivated by the human visual attention mechanism of focusing on certain part of image. Similar motivation has been leveraged in machine translation for learning attention to selective phrases of input sentence that deems most relevant to a phrase in output sentence. The whole set of attention scores for all phrases also enables creating a soft alignment between input and output sentences (Bahdanau et al., 2014) . It is this attention mechanism that we employ in learning alignment between fMRI and sMRI features.
For our study, the attention network is the most important part as it enables learning association(s) between functional dynamics and structural features. Just before the sequence predictor predicts i-th dFNC state, the attention network computes an alignment score (indicating strength of association) as to how well the structural component x j matches with dFNC state y i . This score is based on recurrent state s iÀ1 and evaluated for all structural components, i.e., for j ¼ 1; 2; …; J, in each time step i. We use a feed-forward neural network (NN) with a single hidden layer for the attention module as described below.
here V; W s and W x are the parameters of a feedforward NN, and e i is a vector of length J containing unnormalized alignments. Then the normalized alignments are computed according to Eq. (3) to provide a probabilistic interpretation. The attention network modulates the structural components with its learned alignments and computes a context vector c i at i-th time step as
where indicates element wise multiplication. In other words, the context vector serves as the currently focused structural components with their soft alignments. In effect, each alignment α ij reflects the importance of structural component x j with respect to previous hidden state s iÀ1 in deciding next state s i and generating dFNC state y i by the sequence predictor.
Our interest in the translation-based fusion model described above is motivated by a desire to examine brain structure-function relationship in terms of alignments of their states, α ij , for i-th dFNC state and j-th structural components. Note that these alignments are learned from data, thus taking advantage of representational power of deep learning (Bengio, 2009 ). Similar models have been successfully used for finding meaningful associations in machine translation (e.g., alignment between phrases of two languages (Bahdanau et al., 2014) ) and image caption generation (e.g., association between phrases in text and regions of an image (Xu et al., 2015) ). We expect comparable performance from our method in the task of finding associations between fMRI and sMRI features.
Both the sequence predictor and the attention network are trained jointly using a gradient based optimization algorithm called RMSprop (Tieleman and Hinton, 2012 ) with respect to a negative log-likelihood based cost function, ÀlogðpðyjxÞÞ À λΣα 2 ij : Fig. 1 . A translation model for learning alignment between functional dFNC states and structural components. The attention network module is a feed forward network (input: 23, hidden: 50, output: 23) with a 50% dropout (Srivastava et al., 2014) in the hidden layer. The sequence predictor module has a recurrent layer (consisting of 50 gated recurrent units) and a feedforward network (input: {50 þ 23 ¼ 73}, hidden: 50, output: 5) with a 50% dropout in the hidden layer. The recurrent layer uses the dFNC correlation matrix as an embedding in the real vector space for the dFNC states.
In order to avoid overfitting, we use L 2 regularization on alignments and a 50% dropout (Srivastava et al., 2014) in the hidden layers of feedforward NNs (see Fig. 1 ), 3 while excluding dropout in the recurrent layer and inputs. Architectural choices and hyper parameters for our model are shown in Fig. 1 . Minimizing the negative log-likelihood on a hold out subset of data over several configurations, we set the number of hidden neurons in both feedforward NNs to 50; the number of recurrent units in the recurrent layer to 50; and the learning rate and the coefficient of L 2 norm to 0.01 and 0.5, respectively. The number of layers was driven by a desire to evaluate a deep model without being overly complex.
A model with this configuration was trained using a gradient descent algorithm (Tieleman and Hinton, 2012) over the entire dataset, and then the alignments were extracted from the model. We performed 100 training runs using different random artificial neural-network weight initializations of the model, and the alignments obtained as the result of each run were averaged for subsequent analysis. The training process is solving a non-convex optimization problem and thus is sensitive to the starting point, resulting in slightly different solutions, which our procedure is marginalizing over. 
Results
In this section, we present our results in terms of learned alignments between dFNC states and ICA-based structural components. The dFNC states and structural components were computed following the processing procedures for fMRI and sMRI data, respectively, as described in Section 2.3. In effect, the dFNC states capture dynamics of fMRI in terms of changes in functional connectivity among various gray matter areas of the brain, while the structural components represent patterns of GMD covariation among subjects. Consequently, the alignments learned by our model give an account of possible associations between different states of functional connectivity and brain GMD patterns.
The dFNC states and structural components
Following a previous study (Damaraju et al., 2014b ) on dFNC, a total of 47 ICNs were identified with GICA and arranged into groups based on their anatomical and presumed functional properties. 5 As shown in Fig. 2 (A), the ICNs were grouped into subcortical (SC), auditory (AUD), visual (VIS), somatomotor (SM), cognitive control (CC), default-mode network (DMN), and cerebellar (CB) networks covering majority of subcortical and cortical gray matter. There are also noticeable differences among the transient states. For example, States 1 and 2 are sparsely connected, i.e., the majority of ICNs have weak correlation among them indicating weak synchronicity across the majority of subcortical and cortical gray matter areas. State 2 compared to State 1, however, exhibits an increased positive correlation among regions of DMN and increased negative correlation between DMN and other cortical regions. States 3, 4, and 5 show relatively high to moderate correlation/anticorrelation among many ICNs. Note that there are very strong positive correlation among the ICNs of various sensory and motor systems in these three states. The ICNs within the DMN of State 4 have higher positive correlation, while the state exhibits strong anticorrelation between DMN and sensory ICNs. State 3 characterizes a unique aspect of functional connectivity pattern comprising increased subcortical connectivity, very strong anticorrelation between subcortical and sensory/motor systems, and a breakdown of default-mode connectivity which might be related to a transient state of drowsiness (Allen et al., 2012) .
According to Allen et al. (2012) , dFNC states depict connectivity patterns that are quasi-stable, i.e., they reoccur over time and are present across subjects. The left panel of Fig. 3(A) displays an example of the change over time in individual subjects. Note that a single subject may or may not dwell in all of the five states during their time in the scanner. Moreover, some states were visited more often by the HC group, while some others were more often visited by patients. Fig. 3(A) summarizes dFNC states over HC and patient groups, and in the right panel shows the state average dwell times together with their 95% confidence intervals 6 for each condition. It can be observed that patients with SZ spent more time than the HCs in states 1 and 2 which exhibited weaker functional network connectivity between ICNs. On the other hand, HCs made more transitions than patients in states 3 and 5 that represented high to moderate correlations among many of the ICNs, while state 4 is visited by both groups with comparable frequency.
Features from the other modality-structural MRI-were computed from gray matter densities (GMD) using ICA decomposition into sources and their associated weights (loading coefficients) in the subjects. The sources represent maximally independent spatial components (maps). Each component captures gray matter covariation within a source, but independent of other sources. Some of the components are shown in the left panel of Fig. 3 (B) (all of 23 components are mentioned and shown in the next section). The right panel of Fig. 3(B) displays a box-plot of loading coefficients between two groups, HCs and patients with SZ, showing that some components have higher mean values in their weights for the HCs and some components have lower than the patients.
The sMRI features (loading coefficients) and fMRI features (dFNC state sequences) described above are entered as the input and the output of our translation model (see Fig. 1 ), respectively, with a goal that the attention module would learn alignments (strength of associations) between sMRI and fMRI features. The alignment results are described in the next section.
Alignments between dFNC states and structural components
To illustrate how the attention network selectively finds associations between dFNC states and structural components, the learned alignment scores (as described in Eq. (4)) are depicted in Fig. 4 by overlaying transparency masks over the structural components. The higher the alignment score the higher the transparency. Alignments in the left top panel are averaged over states 1 and 2 where patients with SZ made more transitions, while the left bottom panel shows an average over states 3, 4, and 5, wherein HCs were more engaged. Note that the alignments were first averaged over all subjects, and then were summarized for the states.
A distinction can be observed between the associations of dFNC patterns and structural components. For example, precuneus, posterior cingulate cortex (PCC), and several temporal gyri were more strongly associated with the dFNC states (3,4, and 5) consisting of many strongly correlated ICNs, compared to the states (1 and 2) having mostly weakly correlated ICNs. On the contrary, the strengths of association with insula (and part of temporal gyri) and putamen were found to be higher for the dFNC states 1 and 2. Another distinction can be seen in the right panel of Fig. 4 which depicts that alignments are more uniformly spread out for the dFNC states 3,4, and 5 than those of states 1 and 2.
Alignment scores for individual states are shown in Fig. 3 . In effect, each dFNC state has alignment scores across all 23 structural components and they sum to 1.00 (Eq. (3)). If equal focus or attention was given to every structural component, the alignment score would be 1/23 ¼ 0.043. 3 Dropout is an anti-overfitting mechanism that works by discouraging coadaptation of individual hidden units by randomly masking a proportion of them during training. Dropout can also be viewed as an ensemble training mechanism, where one simultaneously trains an ensemble of all networks that can be formed by removing non output units. 4 The code of our model is available at https://github.com/mdfaijulamin/ trans_struct2func. It is based on the Theano framework (Al-Rfou et al., 2016) . 5 Note, these 47 ICNs obtained from functional data are different from the 23 structural components that are also obtained via ICA. 6 Bootstrapped over 1000 folds.
Alignment scores also vary across subjects for each dFNC statestructural component pair. To visualize this, we show the mean alignments (thresholded at 0.056) across all subjects including HC and SZ in Fig. 5(A) . States 1 and 2 where ICNs were sparsely connected had some similarity in their alignments, for example, both showed stronger associations with putamen and insula. On the other hand, state 3, 4, and 5 showed their associations with some of the structural components in the saliency and default mode networks (precuneus, PCC, and anterior cingulate cortex (ACC)), and in temporal cortex, in addition to the insula. In other words, the alignments for states 3,4, and 5 were more spread out than those for states 1 and 2, in addition to their regional differences across the brain.
The group differences in alignments are shown in Figs. 5(B) and Fig. 6 . It should be mentioned here that no discriminating information of HC and SZ was supplied to the algorithm during training. To assess the significance, Kolomogorov-Smirnov tests were performed and resulting p-values are provided in each plot of Fig. 5(B) . To additionally control for probability of obtaining that result by chance, the differences in the median (chosen because of asymmetry of the distributions) alignments between healthy controls and patients were computed for 1000 random relabelings of the subject group membership. The obtained distribution together with the observed value are also shown for each state- component pair. The distribution is centered at zero and the observed value is significantly outside IQR for all. Mean alignments of states 1 and 2 with putamen were significantly higher for SZ patients. Healthy controls showed more alignments than SZ in the case of states 3 and 5 with middle temporal gyri which is involved in various cognitive tasks. States 2, 3, and 5 also showed higher associations with precuneus and PCC for the healthy controls. Interestingly, most of the states exhibited significantly higher alignments with insula for the patients with SZ.
As mentioned earlier, the alignments for these 14 (spatial network, FNC state)-combinations were obtained as an average across 100 runs of the model with a different seed. We have evaluated the standard error (S.E.) for the mean alignments across the runs for each group separately.
7 Table 1 lists the values of S.E. for the (FNC state, spatial component) pairs used in the results (see Fig. 5 ). Variability across the run is quite low (never more than 3% away from the mean). This stability further support the results presented in Fig. 5. 
Relationships between alignments and meta-data
We also examined the learned alignment scores to investigate their group-wise relationship with a cognitive score (attention/vigilance). We focussed on the attention/vigilance score as this is one key domain that has been previously implicated in schizophrenia and associated with brain function and structure (Ohi et al., 2013; Pigache, 1999; Eyler et al., 2004; Sponheim et al., 2006) . This domain score was taken from van Erp et al. (2015) , which was based on the d-prime across blocks continuous performance test (CPT) z-scores (Vermeiren and Cleeremans, 2012) . It measures how well a respondent discriminates between non-targets from targets. Fig. 7 shows a linear regression fit between the attention/vigilance score and alignments along with associated p-values. Also shown are the relationships when each of the structural and functional features considered individually. The alignments of state 3 with middle temporal gyri revealed a strong positive correlation for the HC group, and those of state 5 with ACC showed a strong negative correlation for the patients with SZ. No such relationship, however, could be found when individual modality of data were examined. This clearly shows a benefit of taking multimodal approach because individual modality might capture only partial views.
Replication study
We performed identical analysis on the COBRE dataset keeping as many of the conditions as possible equivalent. Importantly, the results on alignments and their group differentiating power that we have obtained agree with the results reported in this paper. As observed on the FBIRN dataset the dwell time for FNC states 3 and 5 differ significantly for the HC and SZ groups (see Fig. 3 ). Although the dwell time also differs for State 1, this state is generally characterized by the lack of pronounced structure in its FNC matrix due to decorrelation of components. Note, in both FBIRN and COBRE datasets alignments for State 5 and each of precuneus and PCC (*), middle temporal (*** in FBIRN, **** in COBRE), and Insula (**) differentiate HC and SZ groups with noted statistical significance. The significances (FDR corrected for multiple comparisons) of Kolmogorov-Smirnov tests are provided as asterisks ('****': p < 10 À4 ;
'***': p < 10 À3 ); '**': p < 10 À2 ; '*': p < 0:05; and 'o': p > 0:05). State 3 alignment with precuneus and PCC was significant in both datasets (*). Note, State 3 and middle temporal alignment were not significantly discriminating in the FBIRN dataset, while in COBRE it was significant. It is possible this is due to the eyes/open closed difference in the resting experiment as temporal lobe was one of the networks that show differences in our previous EEG/fMRI study Wu et al. (2010) . In addition to the replication analysis, a permutation analysis following the protocol of Fig. 5 and stability analysis following the procedure of Table 1 also shows similar results. With this we conclude that the proposed approach provides additional evidence of stability across various experiments.
Discussion
Schizophrenia has been studied for many years, and primarily associated with dysconnection (Friston et al., 2016; Friston, 2002) . And while various models have been proposed to study potentially nonlinear Fig. 4 . Left panel: alignment scores between dFNC states and structural components depicted as overlayed transparency masks. The higher the alignment score the higher the transparency. Top diagram shows alignments averaged over dFNC states 1 and 2 (wherein patients with SZ made more transitions). Bottom diagram presents alignments averaged over dFNC states 3, 4, and 5 (wherein the HCs made more transitions). Right panel: Same alignment scores (of left panel) shown as stacked plots. In each stack, alignment scores sum to 1.0 over 23 structural components (colors are provided to match each structural component in both of the stacks as a visual aid). From bottom to top: caudate, thalamus, putamen, orbitofrontal, medial frontal, middle frontal, inferior frontal, SMA, superior parietal, right post central, cuneus and visual, middle occipital, calcarine, middle temporal and occipital, precuneus and posterior cingulate cortex, anterior cingulate cortex, upper cerebellum, lower cerebellum, right inferior temporal, left inferior temporal, middle temporal, superior temporal, and insula and temporal, respectively.
7 Note, the model is not aware of the existence of the groups when training. relationships in connectivitiy (Dauvermann et al., 2014; Brodersen et al., 2014) there have not been to our knowledge any approaches which have integrated functional and structural changes within a complex modeling framework. Nor have there been approaches that have tried to link time-varying (dynamic) connectivity measures to brain structure. A notable exception is the work of Deligianni et al. (2013) which investigates relationship between anatomical connections obtained via diffusion weighted MRI (DWMRI) and functional connections modeled via partial correlations of fMRI time courses. Their work does not considerproduced the structural changes in gray matter concentrations and uses only static information about functional relations. The current study has proposed a novel approach to multimodal fusion for neuroimaging data with a particular goal of finding associations between brain structure and functional dynamics. The key idea is that, to some extent, information about dynamic fMRI features is spread over gray matter structural patterns, which can be selectively extracted using state-of-the-art machine learning techniques. To this end, we leverage the recent advancement of attention mechanism in deep learning to find (possibly nonlinear) alignments/associations between brain structure and function.
The dFNC patterns capture functional connectivity as a function of time. Analysis of the patterns by k-means clustering results in two major types of patterns. Among five clusters (states), states 1 and 2 account for a weaker connectivity within the majority of ICNs and demonstrate no À4 ; '***': p < 10 À3 ); '**': p < 10 À2 ; '*': p < 0:05; and 'o': p > 0:05). Boxplots below each plot demonstrate the distribution of the difference of the median alignments for healthy controls and patients, when labels are randomly assigned across 1000 runs. The observed difference is marked with a black bar.
strong connectivity between subgroups (SC, AUD, VIS, SM, CC, DM, and CB). These are also the states wherein the patients with SZ made significantly more transitions than the HCs, suggesting a dysconnectivity in the SZ (Damaraju et al., 2014b) . Our translation-based multimodal fusion approach adds an additional level of information revealing possible linkage of these states (1 and 2) with some of the brain structures. In particular, these states have stronger associations with insula and putamen. Correspondingly, insula has been shown to have a strong connection with aberrant activities in default mode and central executive networks in schizophrenic patients (Manoliu et al., 2014) . It also shows more gray matter volume loss compared to any other brain region in the patients with SZ. Parts of it are involved in the process of distinguishing between stimuli exogenous and endogenous with respect to the body, which gives it an obvious potential role in schizophrenia. Our findings of stronger associations between states 1(2) and insula are consistent with this finding as the states were occupied significantly longer by the patients with SZ. On the other hand, states 3, 4, and 5 speaks for high to moderate correlations among the several ICNs, including regions in AUD, VIS, and SM. Interestingly, the HCs made more transitions in these states. With regard to their associations with the brain structures, significantly more alignments are revealed with the GMDs in precuneus, PCC, and temporal cortex. Furthermore, comparing alignment distributions across structural components, states 3, 4, and 5 seem to be more evenly spread out than the states 1 and 2. This is expected because many ICNs showed stronger functional connectivity in states 3, 4, and 5. These distinctive new findings suggest potential advantages of our novel multimodal approach in the psychosis research.
The alignment values indicate the degree to which the dynamic connectivity is linked (can be predicted by) to the structural information (the underlying substrate). As such when we see significantly more or less alignment in the patients versus controls this can tell us if there is a disruption in the links between these two modalities potentially due to schizophrenia and inform us about separate structural/functional indicators of the illness. To predict the next state the sequence predictor queries the attention network. The attention network returns a weighted combination of all sMRI networks, where the states that are the most predictive are weighted higher, which is interpreted as paying higher attention, hence the name. Based on that input sequence predictor solves its task. When we consider all attention weights for each state-sMRI network pair averaged over time and subject, we obtain the alignment Fig. 6 . Group differences in learned alignments between fMRI and SMRI features. A red link indicates higher mean for patients, black denotes higher mean for HCs. Significance of group differences are displayed as width of connections; the higher the significance, the wider the connecting lines between dFNC sates and structural components. matrix which we further analyze. This matrix now encodes the attention strength that links sMRI network i with dynamic state j.
Although we have highlighted the insula as linked to States 1 and 2 most strongly, we also note that there is a weaker link between the insula and States 3, 4, 5 as well. This is interesting as the insula has been widely identified in structural MRI studies as showing gray matter changes in schizophrenia. We may be seeing evidence that it has a more complex role in contributing to both the increased and decreased dynamic fluctuations in different ways, perhaps playing a key role in the pathophysiology of the disorder.
Note, default mode and middle temporal lobe regions are widely implicated in functional studies as disrupted in schizophrenia and even predictive of the disease . In our study we found these two regions are more strongly linked structurally to strongly modularized dynamic states that are characteristic of the healthy brain (Damaraju et al., 2014a) . This finding suggests a structural substrate underlying these functional differences, also involving similar regions. There were three structural components including cortical and subcortical regions (putamen, anterior cingulate, and insula) which showed stronger links in the patient data, and these were primarily linked to less strongly functionally connected dynamic states that are more characteristic of the patient brain (Damaraju et al., 2014a) . We speculate this could be evidence pointing to a weakening of links between brain regions that may be more responsible for brain synchrony, a model that was implicated in some earlier studies (Andreasen et al., 1998; Garrity et al., 2007) . The link between such structural and functional measures has thus provided additional information which may be helpful to the field as we attempt to understand complex mental illness. Besides finding associations between brain structure and functional dynamics, we examined estimated alignments for their possible relationships to cognitive scores (van Erp et al., 2015) . A strong positive correlation between attention/vigilance score and alignment of state 3 with middle temporal gyri, for the HCs, was revealed only when multimodal fusion was adopted. Neither of unimodal features indicated such relationship. Likewise, a strong negative correlation for the patients with SZ was found between their cognitive scores and alignments of state 5 with ACC, while unimodal features failed to provide such information. The positive correlation in the HCs and negative correlation in the patients suggests distinct structure-function mechanisms, thereby demonstrating an interplay between structural deficits (as measured by sMRI) and dysfunction (as measured by fMRI) in the patients. The observed relationships are consistent and extend previous reports on structure-function abnormalities in patients with SZ. Using a data-driven multimodal fusion approach, Michael et al. (2011) showed significantly differing structure-function association in the ACC and temporal regions. Koch et al. (2013) investigated white matter connectivity and cortical thickness for aberrant structure-function association in the schizophrenic patients. Their study suggests a complex disruption of gray and white matter integrity within cingulo-temporal network which is hypothesized to have a major psychopathological relevance in schizophrenia.
The method proposed in this paper employs advanced machine learning technique for use as a multimodal fusion framework. It is highly suitable when one of (or both) the modalities has (have) dynamics in its (their) features. A limitation of our present study is that we worked with somewhat distilled, yet informative, data for the functional dynamics (i.e., dFNC states). While our model was designed to evaluate the alignment between brain structure and dynamic functional measures, there is still more work to do to understand this at a deeper level. To move in this direction, additional validation studies are needed, also additional models that minimize the number of preprocessing steps would be helpful. In principle, the deep learning approach has a potential for learning dynamic features from the fMRI data, and thus can offer a favorable framework for more direct multimodal fusion in brain imaging research. While we have evaluated the impact of varying some of the important parameter choices, additional work is needed to more fully explore the impact of the many parameter choices used (this is not unique to our study as the field in general is struggling with this). A focus on replicability and comprehensive preprocessing evaluation can help with this. Despite the work we have done to show stability and robustness of the presented results, it is also important to replicate the findings in additional large data sets. We plan to explore these topics in future work.
Conclusions
Although it is generally believed that structure and function in psychotic disorders are associated in complicated ways, the majority of researchers still resort to linear models in their work. The main reason is an expectation that information in the nonlinear signal is weak or hard to capture. In this paper we demonstrated evidence that, with an appropriate method, nonlinear links between structure and function can be reliably extracted and that they carry otherwise not-detectable information that discriminates between schizophrenia and healthy controls. The ability to capture nonlinearity, however, is not the only strengths of the approach. Importantly, the model is able to perform data fusion of dynamic (sequential) and static modalities, whereas in many existing data fusion approaches the dynamic modality needs to be manually compressed into a static representation in a pre-processing step. This property of our approach allows learning from variation in dynamics within and across subjects and results in a new discriminative dimension for schizophrenia patients and controls that could potentially enhance our understanding of the disorder. We conclude that the deep learning based nonlinear machine translation approach has a high potential for analysis of multimodal data thanks to its flexibility and representational power.
