ABSTRACT. Let (T, ·, ·, · ) be a triple system of arbitrary dimension, over an arbitrary base field F and in which any identity on the triple product is not supposed. A basis B = {e i } i∈I of T is called multiplicative if for any i, j, k ∈ I we have that e i , e j , e k ∈ Fer for some r ∈ I. We show that if T admits a multiplicative basis then it decomposes as the orthogonal direct sum T = k I k of well-described ideals admitting each one a multiplicative basis. Also the minimality of T is characterized in terms of the multiplicative basis and it is shown that, under a mild condition, the above direct sum is by means of the family of its minimal ideals.
INTRODUCTION AND PREVIOUS DEFINITIONS
Throughout this paper T will denote an arbitrary triple system in the sense that there are not restrictions on the dimension of T or on the base field F, and that any identity on the triple product (associativity, alternativity, Lie, Jordan, etc.) is not supposed. That is, T is just a linear space over F endowed with a trilinear map T × T × T → T (x, y, z) → x, y, z called the triple product of T . Definition 1.1. A basis B = {e i } i∈I of T is said to be multiplicative if for any i, j, k ∈ I we have either e i , e j , e k = 0 or 0 = e i , e j , e k ∈ Fe r for some (unique) r ∈ I. Remark 1.1. The definition of multiplicative basis given in Definition 1.1 is a little bit more general than the usual one considered in the literature for the case of algebras ( [4, 6, 7, 8, 21] ). In fact, in these references, a basis B = {e i } i∈I of an algebra A is called multiplicative if for any i, j ∈ I we have either e i e j = 0 or 0 = e i e j = e k for some k ∈ I.
To construct examples of triple systems admitting multiplicative bases we just have to fix an arbitrary (non-empty) set of indexes I and two arbitrary mappings α : I × I × I → I and β : I × I × I → F. Then the F-linear space T with basis B = {e i } i∈I and product among the element of the basis given by e i , e j , e k = β(i, j, k)e α(i,j,k) becomes a triple system admitting B as a multiplicative basis.
Given an algebra A, with product denoted by juxtaposition, we can endow the underlying linear space of A with a structure of triple system T A by defining the triple product as x, y, z = (xy)z. We say that T A is the triple system associated to A. We have that if A Supported by the PCI of the UCA 'Teoría de Lie y Teoría de Espacios de Banach', by the PAI with project numbers FQM298, FQM7156 and by the project of the Spanish Ministerio de Educación y Ciencia MTM2010-15223.
admits a multiplicative algebra basis (in our extended sense), that is, a basis B = {e i } i∈I such that for any i, j ∈ I we have either e i e j = 0 or 0 = e i e j ∈ Fe r , for some r ∈ I, then T A becomes a triple systems admitting B as a multiplicative basis. From here, since it is usual in the literature to describe an algebra by exhibiting a multiplicative table among the elements of a fixed basis, we can find many classical examples of triple systems admitting multiplicative bases in the categories of associative triple systems, alternative triple systems, Lie triple systems, Jordan triple systems, Leibniz triple systems and so on. For instance, in the category of associative triple systems we have that the classes of triple systems associated to full matrix algebras, to group-algebras, to quiver algebras (when F is algebraically closed) or to finite-dimensional associative algebras of finite representation type, ( [3, 4, 5, 6, 19, 21, 23] ), are examples of (associative) triple systems admitting multiplicative basis. In the category of Lie triple systems we can take as examples of triple systems admitting multiplicative basis the ones associated to semisimple finite-dimensional Lie algebras (over algebraically closed fields of characteristic 0), to semisimple separable L * -algebras [24] , to semisimple locally finite split Lie algebras [25] , to Heisenberg algebras [22] , to twisted Heisenberg algebras [1] or to the split Lie algebras studied in [9, §3] .
Consider now the associative triple system M n×m (F) where the triple product is given by A, B, C := (AB t )C, (denoting by B t the transpose of B).
as a multiplicative basis. Following the terminology of [20] , the class of Jordan or Lie triple systems formed for those triple systems called meson triples, (by their applications in the theory of meson fields), are also examples of triple systems admitting a multiplicative basis. We recall that this family of triple systems are constructed as follows. Take the linear subspace M ⊂ M (n+1)×(n+1) (F) linearly generated by the matrices G i := E i,n+1 − E n+1,i , i = 1, 2, ..., n, and define the nonzero triple products among the elements of the basis as
In the same reference [20] , we can find the family of Jordan and Lie triple systems defined as the linear subspaces N ⊂ M (n+1)×(n+1) (F) linearly generated by the matrices X i := E i,n+1 , Y i := E n+1,i and where the nonzero triple products among the elements of the basis are defined by
in the Lie case. These are examples of Lie and Jordan triple systems with a multiplicative basis.
We also have as examples of Lie triple systems with multiplicative basis the ones introduced in [10, 11, 12, 15] . Finally, we observe that can also find examples of 3-Lie algebras and Leibniz triple systems admitting a multiplicative basis in [16] A subtriple S of a triple system T is a linear subspace such that S, S, S ⊂ S. A linear subspace I of T is called an ideal if I, T, T + T, I, T + T, T, I ⊂ I. We also recall that two nonzero ideals I, J of T are called orthogonal if the condition T, I, J + I, T, J + I, J , T + T, J , I + J , T, I + J , I, T = 0 holds. A direct sum j∈J I j of non-zero ideals of T is called orthogonal direct sum if for any j, k ∈ J with j = k we have that I j and I k are orthogonal ideals.
The present paper is devoted to the study of arbitrary triple systems admitting a multiplicative basis, by focussing on its structure. The paper is organized as follows. In §2, we develop connections techniques in the set of indexes I of the multiplicative basis, so as to get a powerful tool for the study of this class of triple systems. By making use of these techniques we show that any triple system T admitting a multiplicative basis is the orthogonal direct sum T = k I k with any I k a well described ideal of T admitting also a multiplicative basis. In §3 the minimality of T is characterized in terms of the multiplicative basis and it is shown that, in case the basis is µ-multiplicative, the above decomposition of T is actually by means of the family of its minimal ideals.
CONNECTIONS IN THE INDEXES SET. DECOMPOSITIONS
In what follows B = {e i } i∈I denotes a multiplicative basis of a triple system T , P(I) the power set of I and S 3 the group of all permutations of three elements.
For each i ∈ I, a new variable i / ∈ I is introduced and we denote by I := {i : i ∈ I} the set consisting of all these new symbols. We will also write U := {i : i ∈ U } for any U ∈ P(I), and (i) := i for any i ∈ I.
For any any σ ∈ S 3 we introduce the next mappings which recover, in a sense, certain multiplicative relations among the elements of B :
We also introduce the map
given by
) for any σ ∈ S 3 and any i 1 , i 2 , i 3 ∈ I; and that µ(i, j 2 , j 3 ) = µ(i, j 3 , j 2 ) for any i ∈ I and j 2 , j 3 ∈ I. Lemma 2.1. Let i, j ∈ I and x, y ∈ I∪ I be. Then i ∈ µ(j, x, y) if and only if j ∈ µ(i, x, y).
Proof. Taking into account µ(I, I, I) = µ(I, I, I) = ∅ we just have two cases to consider. Let i ∈ µ(j, x, y) be and suppose x, y ∈ I. Then there exists σ ∈ S 3 such that i = a σ (j, x, y) and so j ∈ b σ (i, x, y) ⊂ µ(i, x, y) as wished. In case x, y ∈ I, then there is σ ∈ S 3 such that i ∈ b σ (j, x, y) and consequently j = a σ (i, x, y) ⊂ µ(i, x, y).
Finally, we also define the mapping
for any J ∈ P(I) and j, k ∈ I∪ I. Lemma 2.2. Let J ∈ P(I) and j, k ∈ I∪ I be. Then i ∈ φ(J, j, k) if and only if φ({i}, j, k) ∩ J = ∅.
Proof. We have i ∈ φ(J, j, k) if and only if there exists x ∈ J such that i ∈ µ(x, j, k). By Lemma 2.1, this is equivalent to x ∈ µ(i, j, k) ⊂ φ({i}, j, k) and so also equivalent to x ∈ φ({i}, j, k) ∩ J = ∅.
Definition 2.1. Let i and j be distinct elements in I. We say that i is connected to j if there exists a subset {i 1 , i 2 , i 3 , . . . , i 2n+1 } ⊂ I∪ I for some n ≥ 1, such that the following conditions hold:
The subset {i 1 , i 2 , i 3 , . . . , i 2n+1 } is called a connection from i to j and we accept i to be connected to itself.
Our next goal is to show that the connection relation is an equivalence relation. Previously we show the next result. Lemma 2.3. Let {i 1 , i 2 , i 3 , . . . , i 2n+1 } be a connection from i to j, where n ≥ 1 and i, j ∈ I with i = j. Then the set {j, i 2n+1 , i 2n , . . . , i 3 , i 2 } is a connection from j to i.
Proof. Let us prove it by induction on n.
For n = 1 we have that i 1 = i and j ∈ φ({i}, i 2 , i 3 ). Hence j ∈ µ(i, i 2 , i 3 ) and by Lemma 2.1, i ∈ µ(j, i 2 , i 3 ) ⊂ φ({j}, i 2 , i 3 ) = φ({j}, i 3 , i 2 ). From here {j, i 3 , i 2 } is a connection from j to i.
Let us suppose that the assertion holds for any connection with 2k + 1 elements and let us show it also holds for any connection {i 1 , i 2 , . . . , i 2k+1 , i 2k+2 , i 2k+3 } with 2k + 3 elements.
If we denote U := φ(φ(. . . φ({i 1 }, i 2 , i 3 ) . . . ), i 2k , i 2k+1 ) then we have that j ∈ φ(U, i 2k+2 , i 2k+3 ).
From here, Lemma 2.2 allows us to assert φ({j}, i 2k+2 , i 2k+3 ) ∩ U = ∅ and so we can take h ∈ U such that (1) h ∈ φ({j}, i 2k+2 , i 2k+3 ).
Since h ∈ U we have that {i 1 , i 2 , . . . , i 2k , i 2k+1 } is a connection from i to h and so, by induction hypothesis, the set {h, i 2k+1 , i 2k , . . . , i 3 , i 2 } is a connection from h to i. This fact together with Equation (1) give us that
Hence {j, i 2k+3 , i 2k+2 , . . . , i 3 , i 2 } is a connection from j to i and the proof is complete.
Proposition 2.1. The relation ∼ in I, defined by i ∼ j if and only if i is connected to j, is an equivalence relation.
Proof. The reflexive and symmetric character of ∼ are given by Definition 2.1 an Lemma 2.3 respectively. To check the transitivity character, observe that if we consider a couple of connections {i 1 , . . . , i 2m+1 } and {j 1 , . . . , j 2n+1 } from i to j and from j to k respectively, then the set {i 1 , . . . , i 2m+1 , j 2 , . . . , j 2n+1 } is a connection from i to k.
By the above Proposition we can introduce the quotient set
becoming [i] the set of elements in I which are connected to i.
For any [i]
∈ I/ ∼ we define the linear subspace
and v ∈ I such that 0 = e u , e v , e w ∈ Fe l or 0 = e v , e u , e w ∈ Fe l or 0 = e w , e v , e u ∈ Fe l for some l ∈ I.
In any case, we have that l ∈ µ(u, v, w). Hence l ∈ φ({u}, v, w) and {u, v, w} is a connection from u to l. From here, the transitivity of ∼ gives us i ∼ l and we can deduce
We also have that l ∈ µ(w, v, u), so l ∈ φ({w}, v, u) and {w, v, u} is a connection from w to l. Then we have that j ∼ l and conclude and so we can write 
THE MINIMAL COMPONENTS
In this section our target is to characterize the minimality of the ideals which give rise to the decomposition of T in Theorem 2.1, in terms of connectivity properties in the set of indexes I. Let us introduce the notion of µ-multiplicativity in the framework of arbitrary triple systems admitting a multiplicative basis, in a similar way to the ones of closed-multiplicativity for Lie triple systems (see [10, 12, 15] ), for split 3-Lie algebras (see [16] ), or for different classes of algebras like graded associative algebras, split Leibniz algebras, split Poisson algebras, or split Lie color algebras (see [13, 14, 17, 18] for these notions and examples).
Definition 3.2.
It is said that a triple system T admits a µ-multiplicative basis B = {e i } i∈I if it is multiplicative and given i, j ∈ I such that j ∈ µ(i, x, y) for some x, y ∈ I∪ I then e j ∈ e i , T, T + T, e i , T + T, T, e i .
Examples of triple systems admitting µ-multiplicative bases are those triple systems associated to (associative) matrix algebras, to semisimple finite-dimensional Lie algebras (over algebraically closed fields of characteristic 0), to semisimple separable L * -algebras, to semisimple locally finite split Lie algebras or to the split Lie algebras considered in [9, §3] . We also can take as examples of triple systems with µ-multiplicative bases to the associative triple systems M n×m (F), n = m, (see §1), to the meson triple systems described in §1, to the family of Jordan and Lie triple systems N , (also described in §1), to the Lie triple systems considered in [10, 12, 15] , to the 3-Lie algebras presented in [16] or to the Leibniz triple systems described in [2, Example 2.1]. Conversely, consider a nonzero ideal I of T admitting a basis inherited from B. Then, for a certain ∅ = I I ⊂ I, we can write I = j∈I J Fe j . Fix some i 0 ∈ I I being then (2) 0 = e i0 ∈ I.
Let us show by induction on n that if {i 1 , . . . , i 2n+1 } is a connection from i 0 to some j ∈ I, then for any k ∈ φ(φ(· · · φ({i 1 }, i 2 , i 3 ) . . . ), i 2n , i 2n+1 ) we have that 0 = e k ∈ I.
Indeed, in case n = 1, we get k ∈ φ({i 1 }, i 2 , i 3 ) with i 1 = i 0 . Hence k ∈ µ(i 0 , i 2 , i 3 ), so, taking into account that I is an ideal of T , by µ-multiplicativity of B and the Equation (2) we obtain e k ∈ I.
Suppose now the assertion holds for each connection {j 1 , . . . , j 2h+1 } from i 0 to any r ∈ I, and consider any connection {i 1 , . . . , i 2h+1 , i 2h+2 , i 2h+3 } from i 0 to some j ∈ I. We know that for each x ∈ U , where
Taking into account that the fact
we have that k ∈ µ(x, i 2h+2 , i 2h+3 ) for some x ∈ U . From here, the µ-multiplicativity of B and Equation (3) allow us to get e k ∈ I as desired. Now, since given any j ∈ I we know that i 0 is connected to j, we can assert by the above observation that Fe j ⊂ I. We have shown Finally, consider any connection from i to j (4) {i 1 , i 2 , . . . , i 2n+1 }.
Let us observe that any k ∈ φ({i}, i 2 , i 3 ) satisfies k ∈ [i] through the connection {i, i 2 , i 3 }. Then we have two possibilities:
• If i 2 , i 3 ∈ I, we also have, see Remark 2.1, that k ∈ φ({i 2 }, i, i 3 ) and k ∈ φ({i 3 }, i, i 2 ). From here, the sets {i 2 , i, i 3 } and {i 3 , i, i 2 } are connections from i 2 to k and from i 3 to k respectively. Hence i 2 , i 3 ∈ [i].
• If i 2 , i 3 ∈ I, by Lemma 2.1 we have i ∈ φ({k}, i 2 , i 3 ). By arguing as above we get i 2 , i 3 ∈ [i] and so i 2 , i 3 ∈ [i].
By iterating this process we obtain that all of the elements in the connection (4) 
