The analytic and formal normal form for the nilpotent singularity. The case of generalized saddle-node  by Stróżyna, Ewa
Bull. Sci. math. 126 (2002) 555–579
The analytic and formal normal form for the
nilpotent singularity. The case of generalized
saddle-node ✩
Ewa Stróz˙yna
Faculty of Mathematics and Information Science, Warsaw University of Technology, Pl. Politechniki 1,
00–661 Warsaw, Poland
Received December 2001
Presented by J.-P. Françoise
Abstract
We study orbital normal forms for complex vector fields of the form x˙ = y + xr + · · ·, y˙ =
xs−1+· · ·, with s > 2r (the case of generalized saddle-node). We present the complete formal orbital
normal form (with functional moduli). We interprete the coefficients of these moduli in terms of the
hidden monodromy group. We show that two germs with generalized saddle-node singularity are
analytically orbitally equivalent if and only if their monodromy groups are analytically conjugated.
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1. Introduction
Takens [14] has proved that any germ of planar vector field in (C2,0) with nilpotent
linear part is formally equivalent to
x˙ = y + a(x), y˙ = b(x), (1.1)
where a(x)= arxr +ar+1xr+1 +· · ·, b(x)= bs−1xs−1+bsxs +· · · . In [13] it was proved
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that the Takens form is also analytic for s <∞ (the series reducing the vector field to (1.1)
is convergent). We have three possibilities:
(i) the generalized cusp when bs−1 = 0, s < 2r (this includes the case a(x)≡ 0);
(ii) the generalized saddle-node when ar = 0, 2r < s (here we include the case b(x)≡ 0);
(iii) the generalized saddle when s = 2r , ar = 0, bs−1 = 0.
The case of generalized cusp was investigated in [3,4,7,13]. Let us describe briefly the
main results.
After resolution of the singularity one obtains at the end (non-dicritical) divisor E ≈
CP 1 with three singular points of the resolved field. If s = 2k + 1 is odd, then two of
the singular points p1,2 are resonant and linearizable saddles (with ratios of eigenvalues
equal to λ1 = −1/2 and λ2 = −k/(2k + 1)) and the third singular point p0 is a saddle
with λ0 = −1/(4k + 2) (it may be not linearizable). If s = 2k is even, then one of the
singular points p0 is resonant and linearizable saddle (with λ0 = −(k − 1)/k) and the
other singularities p1,2 are resonant (λ1,2 =−1/2k) and may be not linearizable.
One associates with this singularity its hidden monodromy group G, generated by
germs of holomorphic diffeomorphisms f1,2 : (C,0)→ (C,0) corresponding to the loops
in E\{p0,p1,p2} surroundingp1,2. The groupG has natural relations: f [2]1 = f [2k+1]2 = id
for s = 2k+ 1 and f [k]0 = (f1 ◦ f2)[k] = id for s = 2k. (Here f [j ] = f ◦ · · · ◦ f , j times.)
Cerveau and Moussu have proved that the classification of generalized cusps (with
respect to orbital analytic equivalence) is equivalent to classification of groups G (with
respect to internal automorphism in the group of all germs of analytic diffeomorphisms
of (C,0)). This means that two vector fields are equivalent if their monodromy groups are
equivalent and any groupG with generators f1,2 subjected to the above relations is realized
as a monodromy group of a suitable vector field.
The groups G can be abelian, solvable nonabelian and non-solvable.
An abelian group is either formally linearizable, i.e., equivalent to the group consisting
of linear maps
z→ λz, λ ∈C∗,
or is formally equivalent to a subgroup of the group Ga(p) consisting of maps
z→ λgtX, λp = 1, t ∈C,
where gtX is the flow map of vector field X = [zp+1/(1 + µzp)]∂z (formally non-
linearizable).
In the cases of generalized cusp and generalized saddle-node, the formally linearizable
monodromy group is finite (isomorphic to a group of roots of unity).
Nonabelian solvable group is formally equivalent to a subgroup of the group
Gs(p)=
{
λgt
zp+1, λ ∈C∗, t ∈C
}
,
here gt
zp+1 = zp+1(1− ptzp)−1/p . Abelian formally non-linearizable and solvable groups
are divided into exceptional and typical (see Definition 3 below).
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In [13] the complete list of formal orbital normal forms of generalized cusps was given.
We present this classification because it has some analogies with the results of the present
paper (see below). (Loray [6] has obtained analogous results about formal classification of
generalized cusp singularities.)
Define the Hamiltonian vector field XH = 2y∂x + sxs−1∂y and the Euler vector field
EH = 2x∂x + sy∂y and denote n0 = rs − 12 . Any germ with generalized cusp singularity is
formally orbitally equivalent to one of the formal normal forms J sr,φ indexed by exponent
r = 0 (mod s) or r =∞ and by a formal power series φ(x)=∑′ cjxj defined below:
(i) J s∞,0 :XH ;
(ii) J sr,φ :XH + σxr−1(1+ φ(x))EH , where∑′ = ∑
j =0,−r (mod s)
,
if r <∞, n0 /∈ Z;
(iii) J sr,φ with φ = cn0sxn0s , r <∞, n0 ∈ Z;
(iv) J sr,φ with∑′ = ∑
n0s,j0
+
∑
j0<j =j0+n0s,j =0,−r (mod s)
,
if r <∞, n0 ∈ Z, and there exists a (first) nonzero coefficient cj0 , j0 = 0,−r (mod s).
Two forms J sr,φ and J
s
r ′,φ′ are formally orbitally equivalent if s = s′, r = r ′ and
φ′(x)≡ φ(αx) for some α such that α2r−s = 1.
The monodromy group is non-solvable in the cases (ii) with φ /≡0 and (iv), solvable
nonabelian in the case (ii) with φ(x)≡ 0 (it is typical) and is abelian in the cases (i) (finite)
and (iii) (exceptional).
In the cases of finite, abelian typical and solvable typical monodromy group the analytic
classification is the same as the above formal classification (see [3,4]).
If n0 ∈ Z, then the term xr−1EH is the first obstacle to the linearization of the resolved
field near any of the two singularities p1,2 ∈ E. In the case (iii) the coefficient cn0s plays
the role of modulus of formal classification near p1,2. If s = 3, then the coefficients cj play
roles of obstacles to linearization near p0.
The aim of the present paper is to perform an analogous procedure for the generalized
saddle-node case.
After resolution of the singularity we obtain (at the end) a divisor E ≈ CP 1 with
three singular points of the resolved field of directions. One singularity is saddle p0 with
λ0 =−1/r , one is saddle-node p1 with analytic invariant manifold E and “formal” center
manifold transversal to E. The third singularity is linearizable resonant saddle p3 with
λ3 = (1− r)/r .
As usual, one associates with this singularity the hidden monodromy groupG generated
by two germs of conformal diffeomorphisms f0,1 : (C,0)→ (C,0). We prove that two
germs of vector fields (with generalized saddle-node singularity) are orbitally analytically
equivalent if the corresponding monodromy groups are analytically equivalent (see
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Theorem 1 below). We have no results about realization of groups as monodromy groups
for some vector fields, because in the Martinet–Ramis theory there is no one-to-one
correspondence between saddle-nodes and monodromy maps associated with analytic
invariant manifold (see [5,8]).
The analogue of the analytic Bogdanov–Takens prenormal form for the generalized cusp
case (i.e., x˙ = 2y + a(x), y˙ = sxs−1) is
x˙ = y − xr, y˙ = ryc(x)
where c(x)= xt + · · ·, t  r (see Theorem 2 below). This includes the case with c(x)≡ 0.
The complete formal orbital normal form is
J s,φr :
(
y − xr)∂x + σxs−r−1(1+ φ(x))EH,
where EH = x∂x + ry∂y is the quasi-homogeneous Euler vector field, σ = 0, 1 and
φ(x)=∑′ djxj and the sum ∑′ runs over a certain definite set of indices (see Theorem 3
below).
In Theorem 4 below we distinguish the cases with non-solvable, solvable and abelian
holonomy group. We shall see that the term xs−r−1EH responds for the first resonant term
in the saddle-node p1.
As we see, the results presented above, are very analogous to the results obtained in [13]
for the generalized cusp case. Here also we have no complete orbital analytic classification.
2. Blowing-up of vector fields with nilpotent singularity of generalized saddle-node
type
Let
x˙ = y + a(x), y˙ = b(x) (2.1)
where a(x)=−xr + · · · , b(x)= xs−1 + · · · be the vector field (1.1) with
2r < s. (2.2)
We want to resolve this singularity. The type of resolution is dictated by the singularities of
phase curves of the vector field (2.1). For this reason we look for phase curves of the type
y = C1xα1 +C2xα2 + · · · (2.3)
(maybe formal).
Substituting it into (2.1), or to [y + a(x)]y ′ − b(x)= 0, we get[
C1x
α1 + · · · − xr + · · ·] · (α1C1xα1−1 + · · ·)− xs−1 + · · · = 0. (2.4)
Consider three cases:
(1) α1 < r . Then the leading part of this expression is α1C21x2α1−1 − xs−1, what gives
s = 2α1 < 2r . This contradicts (2.2).
(2) α1 > r . Then we get −α1C1rr+α1−1 − xs−1 = 0 and hence α1 = s − r , C1 = −1/
(s − r). We can analogously find other terms in (2.3) and obtain an invariant curve.
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(3) α1 = r . Here the leading terms in the square bracket in (2.4) must cancel themselves.
Thus C1xα1 = xr and it is easy to compute successively the other terms in (2.3).
The above shows that the system (2.1) has two invariant curves (analytic or formal)
y = C1xs−r + · · · and y = xr + · · · . Their order of tangency is r − 1. This suggests the
following blowing-up
y = uxr. (2.5)
Indeed, we obtain
x˙ = x(u− 1)+ ar+1x2 + · · · ,
u˙=−ru(u− 1)− rar+1ux + · · · + xs−2r + bsxs−2r+1 + · · · . (2.6)
The line x = 0 is invariant. It forms the affine part of the (final) divisor of resolution E.
The singular points are p0 : x = u= 0 and p1 : x = 0, u= 1.
The point p0 is 1 : −r resonant saddle. The stable separatrix of p0 is x = 0 and the
unstable separatrix of p0 is the analytic curve Γ : u= O(x) corresponding to the invariant
curve y = C1xs−r + · · · . This shows that the latter curve is analytic.
The point p1 has eigenvalues 0 and −r . It is saddle-node with 0 eigenspace transversal
to the divisor E. It is known that any saddle-node has at least one analytic separatrix,
the strong separatrix, corresponding to the nonzero eigenvalue. In our case it is x = 0.
The separatrix u = 1 + O(x), corresponding to the zero eigenvalue, is called the center
manifold and should not be analytic (see [5,8]). This means that the second invariant curve
y = xr + · · · may not represent an analytic separatrix.
Let us check what happens at the point x = 0, u = ∞. After applying the change
w = 1/u we get the system
x˙ = x(1−w)+ ar+1x2w+ · · · ,
w˙ = rw(1−w)− rar+1x + · · · −w3xs−2r −w3bsxs−2r+1 + · · · . (2.7)
The point p2 : x = w = 0 has eigenvalues 1 and r and is resonant node. The theory of
normal forms says that such node is analytically equivalent to
˙˜x = x˜, ˙˜w= rw˜+ τ x˜r . (2.8)
In fact, the coefficient σ = 0. One can show it in two ways.
If τ = 0, then the integral curves would take the form w˜ = Cx˜k + τ x˜k log x˜ or y ≈
1
τ logx + · · · . However substituting it to (2.1), (or to (y + a)y ′ = b), we get a contradiction.
Another reason for linearizability of p3 is that it is the last point of intersection of
divisors of the chain of elementary σ -processes (see Fig. 1). The first intersection points
are linearizable because the monodromy map associated with the (contractible) loop in the
first divisor is identity. The linearizability of the next points follows from linearizability of
the previous ones.
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Fig. 1.
3. The monodromy group
The monodromy group associated with this blowing-up is defined as follows. Take
E∗ = E\{p0,p1,p2} with a base point q . Take a small disc D transversal to E∗ at q
and parametrized by z ∈ (C,0). With any loop γ ⊂ (E∗, q) we associate the monodromy
map ∆γ :D→D by means of lifts of γ to the leaves of the holomorphic foliation (defined
by the resolved vector field). The image of π1(E∗, q) in the group of germs of analytic
diffeomorphisms of (C,0) is the monodromy group (or holonomy group) and is denoted
by G.
The monodromy group is generated by two maps f0, f1 corresponding to the loops
around p0 and p1. We have
f0(z)= e−2π i/rz+ · · · ,
f1(z)= z+ · · · . (3.1)
The map f2 = f1 ◦ f0 is a loop around p2, which is linearizable. The latter means that
f
[r]
2 = id. (3.2)
In what follows, when considering subgroups of the group of germs of analytic
diffeomorphisms of (C,0), we always treat them as groups with distinguished system of
generators; thus G= 〈f0, f1〉.
Definition 1. Two germs of analytic vector fields V, V ′ are analytically (respectively for-
mally) equivalent if there exists analytic (respectively formal) germ of diffeomorphism H
transforming the phase portrait of one field to the phase portrait of the other vector field. In
other words,
H∗V = F · V ′ ◦H
where F = 0 is a holomorphic (respectively formal) function.
Definition 2. Two groups G = 〈f1, . . . , fm〉 and G′ = 〈f ′1, . . . , f ′m〉 of germs of analytic
diffeomorphisms of (C,0), generated by two maps satisfying (3.1), (3.2), are analytically
(respectively formally) equivalent if there exists an analytic (respectively formal) germ h
of diffeomorphism conjugating the corresponding maps fi and f ′i from these two groups.
The first our result is an analogue of the theorem of Moussu and Cerveau [3].
E. Stróz˙yna / Bull. Sci. math. 126 (2002) 555–579 561
Theorem 1. Two germs of analytic vector fields with singularity of the generalized
saddle-node type are analytically (formally) equivalent iff their monodromy groups are
analytically (formally) equivalent.
The restricted version of this theorem was proved by Berthier, Meziani and Sad [2].
They considered the class of generalized saddle-node singularities such that the saddle-
node p1 (in the divisor of resolution) has analytic center separatrix. In the next section we
shall give the proof of the Theorem 1 in the general case. However, in the proof, we shall
use the result of [2].
The monodromy group can be abelian, solvable nonabelian and non-solvable. Recall
that abelian group is either formally equivalent to a subgroup of C∗ or is formally reduced
to z→ λgtX , λp = 1,X = zp+1/(1+µzp)∂z with at least one element with t = 0. Introduce
the notions ΛG = {λ} = {f ′(0), f ∈G}, TG = {t: gtX ∈G}.
Any solvable group is formally equivalent to a group such that its element has the
form λgt
zp+1 , where λ ∈C∗ and gtzp+1 = zp+1(1−ptzp)−1/p. Here also we put ΛG = {λ},
TG = {t: gtzp+1 ∈G}.
Definition 3. An abelian group equivalent to a finite subgroup of C∗ is called finite. If an
abelian group G is formally equivalent to {λgtX} with cyclic group TG ≈ Z then G is called
exceptional, otherwise it is called typical.
A solvable group G is called exceptional if TG is a cyclic subgroup of C. (In this case
ΛG consists of roots of unity of order 2p, ΛpG = {±1}). Otherwise G is typical.
Recall also that, when G, G′ are finite, abelian typical, non-solvable or solvable
typical, then from their formal equivalence the analytical equivalence follows (theorems
of Ramis [12] and Cerveau, Moussu [3], see also [13]).
4. Formal orbital normal forms of generalized saddle-nodes
The Takens prenormal form (1.1) (formal and analytic) is not the best form for
vector field with generalized saddle-node singularity. Because such singularity has smooth
separatrix, it is natural to have this separatrix in the form of a straight line.
Assume that the smooth separatrix is of the form y = d(x), where d(x) is analytic
function. Let y1 = y − d(x), d(x) = (r − s)−1xs−r + · · · . Then (1.1) rewritten in the
variables x, y1 reads as
x˙ = y + a1(x), y˙1 = y1c(x) (4.1)
where a1(x)= a(x)+ d(x)= xr + · · · , c(x)=−d ′(x)= xs−r−1 + · · · .
The form (4.1) is the analogue of the Takens prenormal form (for generalized cusp).
There is also the Bogdanov–Takens normal form for generalized cusp
x˙ = y + a(x), y˙ = xs. (4.2)
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The analogue of the (preliminary) form (4.2) for generalized saddle-node is the following
form
x˙ = y − xr, y˙ = yc(x). (4.3)
In order to pass from (4.1) to (4.3) one applies the change
x1 = ξ(x), dt = η(x)dt1, ξ ′ = η
and such that a(x)=−ξ(x).
We have proved the following result.
Theorem 2. Any analytic vector field with generalized saddle-node singularity is
analytically equivalent to (4.3) with
c(x)= xt + · · · , t = s − r − 1.
Now we pass to the formal orbital normal forms. Using formal changes we can reduce
the center manifold (of the point p1 ) to y = xr . Indeed, if the center manifold is of the
form y ∼ e(x), e(x)= xr + · · · (formal power series), then the change
(x, y)→ (x, yη(x))
with η(x)= xr/e(x) reduces the center manifold to y = xr , keeps the smooth separatrix
y = 0 fixed and preserves the form (4.1) of the system. However now we have restrictions
on a1(x) and c(x). More precisely, after some normalization, we get
x˙ = y − xr + xc(x), y˙ = ryc(x) (4.4)
where c(x) = xs−r−1 + ∑ cjxj . We underline the fact that the (preliminary) formal
forms (4.3) and (4.4) are equivalent.
It is not the final formal orbital normal form. Some coefficients cj can be cancelled.
Introduce the (quasi-homogeneous) Euler vector field EH = x∂x + ry∂y and denote
n0 = s
r
− 2.
Theorem 3. Any analytic germ with generalized saddle-node singularity (2r < s) is
formally orbitally equivalent to one of the following normal forms J s,φr , indexed by
exponents s = 2r + 1,2r + 2, . . . ,∞ and by formal power series φ = φ(x) =∑′ djxj ,
defined below:
(i) J∞,0r : (y − xr)∂x ;
(ii) J s,φr : (y − xr)∂x + xs−r−1(1+ φ(x))EH with∑′ = ∑
j =0 (mod r)
,
if s <∞ and n0 /∈ Z;
(iii) J s,φr with
φ = dn0rxn0r ,
if s <∞ and n0 ∈ Z;
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(iv) J s,φr with∑′ = ∑
j∈{n0r,j0}
+
∑
j>j0
j =0 (mod r)
j =j0+n0r
,
if s <∞ and n0 ∈ Z and there exists a nonzero coefficient dj0 , j0 = 0 (mod r) (we
mean that it is first such coefficient).
If two vector fields with generalized saddle-node singularity and with formal normal
forms J s,φr and J s
′,φ′
r ′ are formally orbitally equivalent, then r = r ′ , s = s′ and φ′(x) ≡
φ(αx) for some constant α satisfying αs−2r = 1 (here s <∞).
Examples. Let r = 2. If s is odd, then n0 is not integer and the normal forms contain one
functional modulus.(
y − x2)∂x + xs−3(1+ xψ(x2))EH .
The changes x→ αx , y→ α2y with αs−4 = 1 lead to the change (y − x2)∂x + xs−3(1+
φ(x))EH → α[(y − x2)∂x + xs−3(1 + φ(αx))EH ]; so φ(x) = xψ(x2) is determined
modulo action of the finite group Z/(s − 4)Z.
If s = 2n0 + 4, then we have either(
y − x2)∂x + x2n0+1(1+ d2n0x2n0)EH,
or (
y − x2)∂x + x2n0+1(1+ d2n0x2n0 + xtψ(x2))EH , ψ(0) = 0 =ψ(n0)(0).
Remark 1. The vector field EH is the quasi-homogeneous Euler vector field. In [13]
there is also analogous quasi-homogeneous Euler vector field corresponding to the quasi-
homogeneous Hamiltonian H = y2 − xs . In our situation we have the first integral H = y
of J∞,0r , and the integrating factor y − xr which are quasi-homogeneous with the needed
weights.
Remark 2. In the case (iii) the more natural formal orbital form, equivalent to the one from
Theorem 3, is the following(
y − xr)∂x + xr−1yn0(1+ νyn0)−1EH .
Theorem 4. The monodromy group asociated with generalized saddle-node singularity is
– non-solvable in the case (ii) with φ /≡0 and (iv);
– solvable nonabelian in the case (ii) with φ ≡ 0 (if n0 /∈ 12Z then it is typical, otherwise
it is exceptional);
– abelian in the cases: (i) (then it is finite) and (iii) (then it is exceptional).
In the cases of solvable typical and finite abelian monodromy group the formal orbital
normal form is the same as the analytic orbital normal form.
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This theorem says that the coefficients dj form obstacles to solvability of the
monodromy group. Unfortunately we do not know the full interpretation of the coefficients
dj in terms of the monodromy group.
In [3] and [4] it was shown that the case of cusp (s = 3, r  2) the monodromy group
is solvable if the sixth iteration of one monodromy map is identity (see also Theorem 9
in [13]). In [13] an interpretation of the first coefficient of φ(x) was given. Here we can
state the following analogue of those results.
Theorem 5. (a) The term xs−r−1EH forms an obstacle to linearizability of the saddle-node
p1. If n0 ∈ Z, then it forms also an obstacle to linearizability of the saddle p0.
(b) In the case (iii) the coefficient dn0r plays the role of the formal invariant of the
saddle-node p1 and of the saddle p0.
5. Proof of Theorem 1
5.1. Preliminaries
The proof in one direction is easy. If there is an analytic diffeomorphismH conjugating
germs of foliations defined by two vector fields, then h=H |D :D→D′ =H(D) defines
a diffeomorphism conjugating monodromy groups (acting on D and on D′).
The proof in the other direction is much more difficult. The general idea in the existing
proofs of extension of conjugations between monodromy groups (associated with a divisor
of the resolutions of singularities) to diffeomorphism realizing orbital equivalence of vector
fields lies in existence of two holomorphic foliations outside the set of separatrices. One
of these foliations is the foliation into phase curves of the vector field. The other foliation
depends on the situation and usually is chosen in such a way that it is transversal to the
first foliation. Thus the numbering of the leaves of the two foliations associated with one
(respectively second) vector field define one system of coordinates, say (η,ρ) (respectively,
the second system of coordinates (η′, ρ′)). The discs defining the two monodromy groups
are given as ρ = ρ0 (and as ρ′ = ρ0). The holomorphic conjugation is given as (η′, ρ′)=
(η′(η), ρ), where η′(η) is the same as at the disc D = {ρ = ρ0}.
This method of the proof is used in the following situations:
(i) germs of two planar vector fields with saddle singularities with the same ratio of
eigenvalues. Here the divisor forms one of the separatrices (see [9]);
(ii) germs of vector fields with generalized cusp singularities (see [3]);
(iii) particular cases of the generalized saddle singularities (see [10,11]);
(iv) the generalized saddle-node singularities with analytic center separatrices (see [2,11]).
We shall also use this idea, however in a modified way. The main difficulty is associated
with the saddle-node singularity p1. The theory of Martinet–Ramis moduli allows to
classify saddle-nodes with respect to analytical orbital equivalence (see [5,8]). Moreover,
saddle-node always has analytic separatrix; it is invariant manifold corresponding to a
nonzero eigenvalue. We call it the strong manifold. One associates with this manifold the
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monodromy map ∆. It acts on a disc transversal to the stable manifold. It turns out that ∆ is
tangent to the identity (∆(z)= z+O(zp+1)) and that the Ecalle–Voronin moduli of∆ (i.e.,
moduli of classification of such germs with respect to analytical conjugation) coincide with
the Martinet–Ramis moduli of the vector field V . This means that two vector fields V , V ′
(with saddle-nodes) are analytically orbitally equivalent if the corresponding monodromy
maps ∆, ∆′ are analytically equivalent. However, the map V →∆ is not a surjection, there
are maps tangent to identity, which do not arise as monodromy maps of some saddle-node
singularity. Moreover, the construction of the diffeomorphism conjugating phase portraits
from diffeomorphism conjugating monodromies is not given explicitly.
5.2. The proof of Theorem 1 in the analytic center manifold case by Berthier, Meziani and
Sad
In the case when the saddle-nodes have analytic center manifolds, one can use the
additional foliations parallel to the center separatrices. In [2] it was proved that the analytic
conjugation of monodromy maps can be prolonged to conjugation of phase portraits and
preserving the additional foliation. Let us shortly recall that proof. It consists of two parts:
(i) conjugation of saddle-nodes and (ii) application to the case of generalized saddle-node.
(i) Assume that we have two vector fields V, V ′ (saddle-nodes, but not generalized
saddle-nodes) of the form
z˙= zf, w˙ =w(1+ g)
where f = f (z,w), g = g(z,w) vanish at 0. Here z = 0 is the strong separatrix and
w = 0 is the center separatrix. Assume that their monodromy maps, ∆, ∆′ :D→D, where
D = {(z,w0): z ∈ (C,0)} is a small disc transversal to the strong separatrix, are conjugated
by means of a diffeomorphism h :D→D.
We know that V is formally conjugated with the formal normal form V0 : x˙ = xp+1,
y˙ = y(1 + νx). It is realized by means of formal series Φ0(z,w) = (z · ∑aj (w)zj ,
w(1 +∑bj (w)zj )) with analytic aj (w), bj (w). Composing Φ0 with a phase flow map
gTV0
of the field V0 after a suitable time T = T (x, y), we obtain conjugation of the
form Φ = (z ·∑aj (w)zj ,w) (preserving the foliation F0 = {w = const}). Analogous
diffeomorphism Φ ′ conjugates V ′ with V0.
We prolong h (from D) to a diffeomorphismH(z,w) by means of the foliationsF0 and
the phase portraits F ,F ′ (of V , V ′). We have to show that H is bounded near the center
manifold.
Consider the diffeomorphism h0 = (Φ ′|D)−1 ◦ h ◦Φ|D :D→D. It commutes with the
monodromy map ∆0 of the normal form field V0, ∆0 = g2π iX , X = [xp+1/(1 + νxp)]∂x
(belongs to the centralizer of ∆0). It is known that it must take the form h0 = e2π il/kgtX for
some integer l and t ∈C (see [3,4]). h0 prolongs itself to a diffeomorphism H0 preserving
V0, H0 =Φ ′−1 ◦H ◦Φ . This shows the unique Taylor expansion
H =Φ ′ ◦H0 ◦Φ−1 =
(∑
hi(w)z
i ,w
)
with analytic hi(w). Because H is analytic and bounded in a full ring {|z| < r , 0 < δ <
|w|< r} we are able to estimate hi(w) and show the convergence of this series.
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(ii) The further proof of Theorem 1 is standard (it follows the proof from [3]).
Assume that we have two vector fields V , V ′ with generalized saddle-node singularities
with analytic center manifolds of the saddle-node p1 and with conjugated holonomies.
Let F , F ′ be the corresponding foliations and let F0 be a foliation transversal to the
divisor E and tangent to the separatrices (of the saddle p0 and of the saddle-node p1). The
previous construction allows to extend the diffeomorphism conjugating the holonomies to
a diffeomorphism H conjugating F with F ′ and preserving F0. Next, H is prolonged to
the remaining part of the neighborhood of E like in [3].
5.3. The formal version of Theorem 1
From the proof of Berthier, Meziani and Sad we can deduce the following preparation
to Theorem 1.
Proposition 1. Let V , V ′ be two germs with generalized saddle-node singularity (maybe
without analytic center manifolds), such that their monodromy groups G, G′ are formally
conjugated. Then the germs V and V ′ are formally orbitally equivalent.
In particular, if G and G′ are analytically conjugated, then V and V ′ are formally
conjugated.
Proof. Consider the space V (respectively Vc) of germs of analytic vector fields with
generalized saddle-node singularity (respectively with analytic center manifold). Let V̂
and V̂c denote the spaces of corresponding formal vector fields (completions of the spaces
V , Vc). According to Section 3 we have
V̂ = V̂c.
Let G, Gc , Ĝ, Ĝc be the spaces of corresponding monodromy groups. Here we keep the
disc D, transversal to the divisor and defining the monodromy, fixed for all vector fields
from the above spaces. We have the natural map Mon :V→ G.
The actions of the groups Orb, Ôrb of analytic and formal orbital equivalences define
the spaces (of equivalence classes)
V/Orb, Vc/Orb, V/Ôrb = Vc/Ôrb, V̂/Ôrb.
Similarly the actions of the groups Diff = Diff (C,0), D̂iff = D̂iff (C,0) of germs of
analytic and formal diffeomorphisms on the spaces of monodromy groups define the spaces
G/Diff , Gc/Diff , G/D̂iff = Gc/D̂iff , Ĝ/D̂iff .
Theorem 1 claims that the induced map V/Orb → G/Diff is one-to-one, the theorem
from [2] states that Vc/Orb  Gc/Diff and the thesis of Proposition 1 means that V̂/Ôrb 
Ĝ/D̂iff .
Because each coset from Vc/Ôrb (respectively from Gc/D̂iff ) is an union of complete
cosets from Vc/Orb (respectively from Gc/Diff ), we have a one-to-one correspondence
Mon :Vc/Ôrb → Gc/D̂iff .
We claim that: this isomorphism can be extended to an isomorphism
M̂on = M̂onc : V̂c/Ôrb → Ĝc/D̂iff .
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Indeed, the space V̂c/Ôrb is the space of orbits of action of the infinite dimensional
group Ôrb on the infinite dimensional space V̂c. Similarly D̂iff acts on Ĝc .
We equip the space V̂c = V̂ with the following decreasing filtration
V̂ = V̂1 ⊃ V̂2 ⊃ · · ·
where Vj = {(y − xr)∂x + V ′: degV ′  r − 1 + j } and deg is the quasi-homogeneous
degree. Similarly, we have the filtration of the space Ĝ = Ĝc
Ĝ = Ĝ1 ⊃ Ĝ2 ⊃ · · ·
where Ĝj = {f0(z)= e2π i/rz+O(zj+1), f1(z)= z+O(zj+1), (f0 ◦ f1)[r] = id}.
We have the following property
M̂on(V̂j )⊂ Ĝj .
One can see it in the variables (z, u) = (x, y/xr); we get dzdu = − 1ruz + O(zj+1) (see
Section 7 below).
The filtrations {V̂j } and {Ĝj } agree with the corresponding filtrations on the groups
of formal equivalences Ôrb (quasi-homogeneous) and D̂iff . Moreover, from the proof of
theorem of Berthier, Meziani and Sad it follows that the correspondence between changes
from Orb and changes from Diff also agrees with the corresponding filtrations {Vj } and
{Gj } of Vc and Gc.
We have actions of finite dimensional Lie groups (of finite jets of changes) J nOrb
and J nDiff on the finite dimensional manifolds (of finite jets of fields and groups)
J nVc = Vc/Vn+1 and J nGc = Gc/Gn+1. These actions agree with the correspondences
given by the monodromy and by the Berthier–Meziani–Sad theorem. We have the series of
isomorphisms
J nVc/J nOrb → J nG/J nDiff .
Because J nV̂ = J nVc and J nĜ = J nGc , we have the series of isomorphisms
J nV̂/J nÔrb → J nĜ/J nD̂iff .
The latter will lead to the isomorphism
M̂on: V̂/Ôrb → Ĝ/D̂iff .
Indeed, assume that two cosets [V̂ ] and [V̂ ′] in V̂/Ôrb are transformed to one coset
in Ĝ/D̂iff . We choose (formal) representatives V̂ and V̂ ′ with their (formal) monodromy
groups Ĝ and Ĝ′, respectively. Since [Ĝ] = [Ĝ′], the jets jnĜ and jnĜ′ are conjugated
in J nG. Hence jnV̂ and jnV̂ ′ are conjugated by means of a polynomial orbital change
Hn in J nV . Applying the change Hn to V̂ ′ we can assume that jnV̂ = jnV̂ ′. Then we
repeat the same analysis with the jets jn+1V̂ and jn+1V̂ ′, and obtain their conjugation
by means of a change H˜n+1 whose nth jet is identity, H˜n+1 = id + hn+1. We see that we
obtain the infinite composition of maps · · · ◦ (id+hn+1)◦ (id+hn)◦ · · · ◦ (id+h2), which
is convergent in Ôrb. This formal limit change defines an orbital equivalence between V̂
and V̂ ′. Therefore the map M̂on is injective.
To prove the surjectivity of M̂on, we consider a coset [Ĝ] from Ĝ/D̂iff with a
representative Ĝ. For any n the jet jnĜ is a monodromy group, modulo Ĝn+1, of a
polynomial vector field Vn. The sequence {Vn} can be chosen such that jnVn+1 = jnVn.
Therefore the limit V̂ = limVn exists in V̂ and has the property that M̂on(V̂ )= Ĝ. ✷
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5.4. Conjugation of saddle-nodes preserving a foliation tangent to the strong separatrix
Consider a germ V of planar vector field with singular point of the saddle-node type
(not generalized saddle-node)
z˙= zf, w˙ =w+ g
where f (z,w) vanishes at 0 and g(z,w) has second order zero at 0. This form is not good.
One improves it by applying series of changes (z,w)→ (z+γi(w)zi,w) until one obtains
(after division by a non-zero factor)
V : z˙= zp+1, w˙ =w+ g(z,w). (5.1)
It is the starting point in the construction of the Martinet–Ramis moduli. There exist
analytic diffeomorphisms
(z,w)→ (φ(z),Ψj (z,w))
defined in certain sectors Sj = {αj < arg(z) < βj } which conjugate (5.1) with its formal
normal form. The mappings Ψj+1 ◦ Ψ−1j give rise to the functional moduli of analytic
classification. Moreover, if g(z,w)= g0(z)+w(λzp + g1(z))+ O(w2) and g1 = O(xm),
then φ(z)− z= O(zm+1).
If two germs V , V ′ of the form (5.1) are orbitally equivalent, then the above shows that
the equivalence diffeomorphism can be chosen in the form
(z,w)→ (φ(z),Φ(z,w)).
We can say even more.
Lemma 1. If the functions g, g′ in the form (5.1) of vector fields V , V ′ are close of order
O(zp+2) and the foliations F , F ′ defined by V , V ′ are analytically conjugated, then the
conjugating diffeomorphism can be taken in the form
(z,w)→ (z,Φ(z,w)),
i.e., preserving the foliation F0 : {z= const}.
Proof. Let the diffeomorphism (z,w)→ (φ(z), Φ˜(z,w)), φ = z+O(zp+2) conjugatesF
and F ′. We compose it with the flow map gT (z)
V ′ (of the field V ′) with a suitable time
T = T (z). Because z˙= zp+1, we can compute the first component of the flow and we find
am analytic “time” T (z) such that z(1−pT zp)−1/p = φ−1(z). It is clear that gT
V ′ preserves
F ′. Thus gT
V ′ ◦ (φ, Φ˜)= (z,Φ) preserves F0 and sends leaves of F to leaves of F ′.
We have also T (0)= 0. ✷
5.5. Centralizers of germs from Diff (C,0)
The next lemma guarantees a kind of uniqueness of conjugation between monodromy
maps associated with saddle-nodes.
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Let D be a small disc transversal to the strong separatrix z = 0 and let ∆ :D→D be
the monodromy map induced by the foliation F . We have
∆(z)= z+ czp+1 + · · · .
One associates with it the Ecalle–Voronin moduli as follows (see [5]). The orbit space
D/∆ (under the action of ∆) is an union of 2p Riemann spheres C× {j }, glued together
by means of germs of diffeomorphisms
φ2j−1 : (C,0)× {2j − 1}→ (C,0)× {2j },
φ2j : (C,∞)× {2j }→ (C,∞))× {2j + 1},
where φ′2j−1(0) = 1, φ′2j (0) = 1, j < p, φ′2p(0) = λ (depending on modulus of formal
classification). The collection (φ1, . . . , φ2p), modulo a choice of a chart in one of the
spheres, forms the Ecalle–Voronin modulus µ∆ = (φ1, . . . , φ2p)modC∗ (where C ∈ C∗
acts as φj →Cφj ◦C−1).
Consider now a germ f ∈ Diff (D,0) commuting with ∆, i.e. f ∈Z(∆) the centralizer
of ∆. There is no a lot of choice for f .
From the formal point of view the situation is following. ∆ is formally conjugated with
g1X , X = [zp+1/(1+ νzp)]∂z and the series fˆ (induced by f ) in the same chart is equal to
µgtX, where µ
p = 1 and t ∈C.
From the analytic point of view the situation is following. The map f induces a
holomorphic map [f ] on the orbit space D/∆. In particular, some iterate f [m] induces
series of analytic diffeomorphism of the spheresC×{j }. They are of the form ϑj →Cjϑj ,
where one can show that all Cj are equal, Cj = C. We have also Cφj ◦ C−1 = φj . If we
had |C| = 1, then the maps φj would be extended to the whole spheres C × {j } (to the
linear maps) and the Ecalle–Voronin modulus would be trivial; in that case also ∆ would
include into analytic flow. If C were a root of unity of order n, then ∆ also would admit
extraction of a root of order n; ∆ = g[n] for some g = z + · · · . If |C| = 1 but C is not a
root of unity, then ∆ also would be included into flow (see [4]).
We have the following lemma.
Lemma 2. The group generated by f and ∆ is abelian non-linearizable and admits
representation by means of two generators φ,ψ such that
φ = z+ ρzp+1 + · · · , ρ = 0, ψ = e2π i/sz+ · · · , (e2π i/s)p = 1
with the relation
ψ [s] = φ[q]
for some q .
In particular ∆= φ[k], f =ψ [l] ◦ φ[m] for some k, l,m.
5.6. Preliminary algebraic transformations
Let V , V ′ be two vector fields with generalized nilpotent saddle-node singularity. (Later
we shall assume that their monodromies are conjugated). We can assume that they are in
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the analytic form (4.3) , i.e. V = (y − xr)∂x + yc(x)∂y , V ′ = (y − xr)∂x + yc′(x)∂y ,
c, c′ = xs−r−1 + · · ·.
By Proposition 1, V and V ′ are formally conjugated by means of some Ĥ ∈ Ôrb.
Applying the conjugation by means of a high order jet of H˜ we can assume that V and
V ′ are close, V − V ′ = O(|(x, y)|N) for high N .
In the coordinates (u= y/xr, x) we have
x˙ = x(u− 1), u˙=−ru(u− 1)+ uxs−2r(1+O(x)). (5.2)
In order to get the form (5.1) near p1 : x = 0, u= 1 we put
z= xu1/r , (5.3)
what gives (after division by 1/r + · · ·)
z˙= zs−2r+1, u˙=−(u− 1)+ · · · . (5.4)
This is the form (5.1) with the codimension p = s − 2r > 0. Note also that z= y1/r .
5.7. Conjugation of V , V ′ near p1
We assume that the foliations F , F ′ generated by V , V ′ are conjugated near p1. By
Lemma 1 we can assume that the local conjugating diffeomorphism H0, defined in a
neighborhood U0 of p1, preserves the foliation F0 defined by levels of the function z,
H0(z, u)= (z,Φ0(z, u)).
5.8. Agreement with the map conjugating holonomies
Let D be a germ of disc transversal to the strong manifold x = 0 (or z = 0) at (0, u0)
and ∆0,∆1 :D→D, be the monodromy maps defined by lifting to leaves of F of loops
in (E∗, u0) surrounding the points p0 or p1. We assume that D lies wholly in the set U0
from the point 5.6.
Let D′ =H0(D) be the image of D under the diffeomorphism H0 from the point 5.7.
We have analogous monodrorny maps ∆′0,∆′1 :D′ →D′ associated with the foliation F ′.
By construction h0 =H0|D conjugates ∆1 with ∆′1. (Up to now we cannot claim that it
conjugates ∆0 with ∆′0.)
By assumption there is a diffeomorphism h :D→D′ conjugating ∆0 with ∆′0 and ∆1
with ∆′1.
Lemma 3. We can choose h≡ h0.
Proof. The map h−1 ◦ h0 :D → D commutes with the monodromy map ∆1. From
Lemma 2 we obtain that the group generated by h−1 ◦ h0 and ∆1 is non-linearizable and
admits representations by means of φ = z+ρzp+1 + · · ·, ψ = e2π i/sz+ · · ·, (e2π i/s)p = 1.
We have then
h−1 ◦ h0 =ψ [l] ◦ φ[m] =ψ [l] ◦∆[m/k]1 = λz+ · · · , λ=
(
e2π i/s
)l
.
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We claim that h can be chosen in the form h= z+O(zp+2) (provided the discs D, D′ are
parametrized by z). Then, because h0 = z and ∆1 = z+ czp+1 + · · ·, c = 0, we will have
λ= 1 (e.g., l = 0) and ∆[m/k]1 = z+O(zp+2) (e.g., m= 0). This means that h≡ h0.
We shall show that h can be chosen as z+O(zp+2). Because the vector fields are close
one to another, also the monodromies are close ∆0 −∆′0 = O(zp+2), ∆1 −∆′1 = O(zp+2).
Therefore there exists a formal diffeomorphism hˆ = z + O(zp+2) conjugating the formal
monodromy groups. The formal maps hˆ−11 ◦ h and ∆ commute, similarly hˆ−11 ◦ h and ∆0
commute. This implies that the (formal) group generated by hˆ−11 ◦ h, ∆0, ∆1 is abelian
and non-linearizable (provided hˆ−11 ◦ h /≡ id). Indeed, formally ∆1 ∼ g1X , hˆ−11 ◦ h∼ µgtX ,
µp = 1; because∆0 = e2π i/r+· · · commutes with (hˆ−11 ◦h)[p] ∼ gtpX , then ∆0 ∼ e2π i/rguX .
Hence the group generated by ∆1 and ∆0 is abelian and non-linearizable. It is generated
by two maps φ = z+ · · ·, ψ = λz+ · · · , φ[i] = ψ [j ], ∆1 = φ[k], ∆0 = ψ [l]φ[m]; (we can
choose ψ =∆0). Its modulus of analytical equivalence is the Ecalle–Voronin modulus of
the map φ (see [4]).
Similarly, the group generated by ∆′1 and ∆′0 is abelian with representation φ′ = z+· · ·,
ψ ′ = ∆′1 = λz + · · · . Because the maps φ and φ′ are close with the same Ecalle–
Voronin moduli, there exists an analytic map h2 = z + O(zp+2) conjugating φ with φ′.
h2 conjugates also ∆i with ∆′i , i = 1,2.
We put h= h2. ✷
5.9. Prolongation of the conjugation H0
The diffeomorphismH0, defined in the neighborhoodU0 of p1, conjugates the foliation
F and F ′, preserves the foliation F0 and extends the diffeomorphism conjugating the
monodromy group. We prolong H0 to the larger set U1 = {0 < |xu1/r |< δ, |x|< δ} in the
following way.
Let (x,u) ∈ U1 and let L be the leaf of the foliationF passing through it. Let z= xu1/r .
The leaf L has non-empty intersection with U0, (provided δ is sufficiently small). Take a
simple path γ ⊂ L joining (x,u) with some (x1, u1) ∈ U0. The word “simple” means that
its u-coordinate does not make turns around the axis u= 0; this choice is not unique, but
later we shall overcome this ambiguity. The variable z|γ runs along a path γz (joining z
with z1).
The point (x1, u1) is transformed via H0 to (x ′1, u′1), where x ′1u
′1/r
1 = z. Let L′ be the
leaf of F ′ passing through (x ′1, u′1). We lift the path γz to a path γ ′ in L′. One endpoint of
γ ′ is (x ′1, u′1) and the other endpoint is (x ′, u′)=H(z,u), the value of the prolongation H
(of H0) at (x,u).
5.10. Univalency of H
There appears problem of uniqueness of the definition of H : does the prolongation of
H0 around the axis u= 0 lead to the same H0?
(In other situations, when the auxiliary foliation is transversal to the exceptional divisor,
the uniqueness of such prolongation is a consequence of commutation of the conjugation
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Fig. 2.
with the holonomy maps around u= 0.) In our situation the auxiliary foliation is tangent
to the divisor E∗.
We have three maps corresponding to overrunning the axis u= 0: ∆0 associated with
F , ∆′0 associated with F ′ and Γ : z→ e2π i/rz associated with F0.
Fig. 2 shows schematically that the univalency of H is equivalent to following
commutativity
h ◦ (∆−10 ◦ Γ )= ((∆′0)−1 ◦ Γ ) ◦ h.
But this follows from the fact that H0 preserves F0 (then h commutes with Γ ) and h
conjugates ∆0 with ∆′0.
5.11. Prolongation of H to xu= 0
At the line x = 0 we put H = id. Because H0 = id + O(xp+2) this prolongation is
analytic. We have the Laurent expansion H =∑aj (z)uj .
In fact j  0 in this sum. Indeed, because the definition of H is realized by means of
extension along foliations with regular singularities,H |z=const has at most algebraic growth
and j  j0 >−∞. If j0 < 0 then the small loopsC(z, r)= {|u| = r, z fixed }, r → 0 would
be transformed to loops with negative linking number with the line u= 0. This contradicts
the fact that away from u= 0, i.e., for r > r0, H |C(z,r) is close to the identity.
The prolongation of H to the separatrix u= 0 of the saddle p0 is proved in a standard
way (see [9]). Having the bound |H | < M for r < |u| < R, |x| < δ one estimates the
summands |aj (z)| in the expansion of H and shows that the latter is bounded.
5.12. Prolongation of H to u=∞
In the domain of large u’s we use the coordinates x, v = 1/u. Then z= x/v1/r and we
get the cone-like domain U∞ = {|x| < δ|v|1/r , |v| < δ}. Because z = y1/r , this domain
is V∞ = {|y| < δr , |x| < δ|y|}. (This means that the line x = 0 from the (x, y)-plane is
squeezed to the point in the (x, v)-plane.)
The foliation F0 in U∞ is of the form {xr = z˜v}||z˜|<δr and the foliations F ,F ′ are
also of the same type (because x = v = 0 is a 1 : r resonant linearizable node). The
diffeomorphism H is defined in U∞\{(0,0)} with values in U∞\{(0,0)}.
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After the change (x, v)→ (x, y = xr/v) we obtain a diffeomorphism in the domain
V∞\{y = 0}. It is prolonged to {y = 0} ∩ V∞ (it is bounded) and then to the whole
neighborhood {|x|< δr+1, |y|< δ} of the singular point. ✷
Remark 3. The first proof of construction of conjugation of foliations with saddle-nodes
from their holonomies was given by Meziani in [10]. He considered the case of generalized
saddle (i.e., nilpotent singularity x˙ = y + axr + · · · , y˙ = bx2r−1 + · · ·). In one situation
he had got a saddle-node after desingularization, but with the center manifold in the
distinguished divisor (we have the opposite case). He used additional foliation, transversal
to this divisor.
6. Systems with abelian monodromy
Abelian monodromy group can be formally linearizable (i.e., finite) or non-linearizable.
Finite abelian monodromy group generated by f0, f1 satisfying (3.1) and (3.2) is
formally equivalent to
f0(z)= e−2π i/rz, f1(z)= id. (6.1)
This group corresponds to the case J∞,0r . Indeed, we have x˙ = y − xr , y˙ = 0 or x˙ =
x(u − 1), u˙ = −ru(u − 1) near the exceptional divisor x = 0 (with u = y/xr). The
monodromy around u= 1 is trivial (removable singularity) and the system at x = u= 0 is
equivalent to the linear one.
Non-linearizable abelian monodromy group with the conditions (3.1) and (3.2) is
formally equivalent to
f0 = e−2π irgt0X, f1 = gt1X, (6.2)
X = [zp+1/(1+ ν˜zp)]∂z and p = rn0 for some n0. Here at least one tj = 0.
This group corresponds to the case (iii) of Theorem 3. By Remark 2 we have the formal
normal form
x˙ = (y − xr)+ xryn0/(1+ νyn0), y˙ = rxr−1yn0+1/(1+ νyn0). (6.3)
One can separate the variables:
dy
du
= y
n0+1
u(1− u)(1+ νyn0) , u= x/y
r . (6.4)
If we parametrize the disc D, transversal to the divisor x = 0 (defining the monodromy),
by y|D , then we get the monodromy maps of the form
y→ gsjZ , Z = yn0+1/(1+ νyn0)∂y (6.5)
where the “times” sj are of the form 2πi× integer. The natural parametrization of the disc
D is x|D = const · (y|D)1/r . In this chart we obtain maps of the form (6.2). The additive
group TG is isomorphic to Z. Thus the group is abelian exceptional.
Remark 4. Eq. (6.4) can be integrated. The first integral is of generalized Darboux form
F =−y−n0 + νn0 lny − n0 lnu(1− u).
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Proof of Theorem 5. (a) The fact, that the term xs−r−1EH forms an obstacle to
linearizability of the saddle-node follows from the formula (5.4), i.e., z˙ = zs−2r+1 + · · · ,
u˙ = −(u − 1)+ · · · , z = y1/r . (We agree to say that a saddle-node is linearizable if its
formal normal form is x∂x , i.e., with a line of non-isolated critical points.)
If n0 ∈ Z, then the (rn0 + 1)-jet is equivalent to (y − xr)∂x + xr−1yn0EH , what in the
coordinates (u, y) gives dy/du= yn0+1/(u(1 − u)). It is non-linearizable saddle-node at
x = u= 0.
(b) By Remark 2, the coefficient dn0r , in the case (iii) of Theorem 3, corresponds to the
parameter ν in Eq. (6.4). It is clear that it represents the formal invariant of the saddle-node
u= 1, x = 0 and of the saddle u= 0, x = 0 as well. ✷
7. Systems with solvable monodromy
Consider the case of the system (4.4) with c(x)= xs−r−1, i.e.,
x˙ = y − xr + xs−r , y˙ = rxs−r−1y. (7.1)
In the variables u= y/xr , x we get
dx
du
=− 1
ru
x − 1
ru(u− 1)x
s−2r+1
with the first integral
G= x2r−su2−s/r + 2r − s
r
u∫
0
τ 1−s/r
τ − 1 dτ. (7.2)
The hidden monodromy group of the vector field (7.1) is the same as the monodromy
group of the function (7.2); we parametrize the disc {u = u0} by g = G|{u=u0}. G has
singularities along the lines u= 0, u= 1 and u=∞.
The monodromy map associated with the loop around u= 0 is
f˜0 :g→ e−2π is/rg.
The monodromy map associated with the loop around u= 1 is
f˜1 :g→ g+ c, c= 2π i(2r − s)/r = 0.
We see that the group generated by f˜0, f˜1 is solvable.
If s = 0 (mod r), then this group is abelian. This case was considered in the previous
section.
If s = 0 (mod r), i.e., n0 /∈ Z, then we distinguish two subcases:
(α) n0 /∈ 12Z,
(β) n0 ∈ 12Z.
In the case (α) the group is typical and in the case (β) the group is exceptional.
The monodromy maps f0, f1 take the formal normal forms
e−2π i/rx, x
(
1+ c˜xp)−1/p, p = s − 2r.
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We can summarize the results of the latter two sections.
Proposition 2. (a) The system (7.1) has either solvable nonabelian monodromy group
(n0 = s/r − 2 /∈ Z) or exceptional abelian monodromy group (n0 ∈ Z).
(b) The first term xs−r−1 from c(x), in the preliminary formal normal form, cannot be
eliminated.
(c) If n0 ∈ 12Z, then the group G is solvable typical; if n0 ∈ 12Z\Z, then it is solvable
exceptional.
(d) In the solvable case the monodromy maps f0, f1 take the forma1 forms e−2π i/rx
and gt
xp+1 .
8. The formal orbital normal form. Proof of Theorem 3
Assume that we have the system (4.3), i.e.,(
y − xr)∂x + yxs−r−1(1+∑djxj)∂y. (8.1)
(We recall that it is formally equivalent to the system (4.4) like in Theorem 3 but we prefer
to work with (4.3), i.e., (8.1).)
The choice of the linear coordinates x, y in the (s − r)th jet (y − xr)∂x + yxs−r−1∂y
of this vector field is not unique. If one applies the changes x → αx , y → αry , then
one gets (y − xr)∂x → αr−1 · (y − xr)∂x and yxs−r−1∂y → αs−r−1 · yxs−r−1∂y . So, if
αr−1 = αs−r−1 (i.e., αs−2s = 2), then the change leads to an orbitally equivalent (s − r)th
jet. We see that the linear part of the coordinate system is fixed modulo action of the
finite group Z/(s − 2r)Z. This implies that if we replace in (8.1) the series ∑djxi by∑
dj (αx)
j
, αs−2r = 1, then we do not change the orbital equivalence class of the vector
field. This property remains true also during the further eliminations of some terms djxj .
In this way we obtain the last statement of Theorem 3.
Now we ask which coefficients dj can be eliminated.
The form (8.1) was obtained using the linear homological equation for changes
(x, y,dt)→ (x +Φ,y +Ψ,dt (1+ χ)) (8.2)
which involved the integrable part (y− xr)∂x of the vector field. Proposition 2(b) says that
nothing else can be obtained in this way. We should use the part (y − xr)∂x + yxs−r−1∂y .
So we shall solve the equation
L(y−xr)∂x (Φ,Ψ,χ)+Lyxs−r−1∂y (Φ,Ψ,χ)+W = 0 (8.3)
where L are the corresponding homological operators and W is the part of vector field
which should be killed.
We use the quasi-homogeneous filtration in the series of x, y with the weights
degx = 1, degy = r.
(Thus deg∂x = −1, deg∂y = −r .) We assume that all terms in (8.3) are quasi-
homogeneous and of the same quasi-homogeneous degree. Hence we have
L(y−xr)∂x (Φ˜, Ψ˜ , χ˜ )+Lyxs−r−1∂y (Φ̂, Ψ̂ , χ̂)+W = 0 (8.4)
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where the terms with tildes have one degree and the terms with hats have another. Moreover
the terms with hats belong to the kernel of L1 = L(y−xr )∂x .
So, firstly we investigate the operator L1. After simple calculations we find that
L1(Φ,Ψ,χ)=A∂x +B∂y,
where
A=Φx ·
(
y − xr)+ rxr−1Φ −Ψ − (y − xr)χ,
B = Ψx
(
y − xr). (8.5)
If a quasi-homogeneous (Φ,Ψ,χ) ∈ kerL1, then Ψx ≡ 0; thus Ψ = λym (if degΨ =mr)
or Ψ = 0 (if degΨ = 0 (modr)).
(a) Let degΨ = 0 (mod r). Then Ψ ≡ 0 and
(Φx − χ)
(
y − xr)+ rxr−1Φ = 0.
This can occur when Φx − χ is divisible by xr−1 and Φ is divisible by y − xr . Φ =
(y − xr)η, Φx − χ =−rxr−1η. Thus the kerL1 is parametrized by η:
Φ̂ = (y − xr)η, Ψ̂ ≡ 0, χ̂ = (y − xr)ηx. (8.6)
(b) Let degΨ =mr . Then Ψ = λym and
(Φx − χ)
(
y − xr)+ rxr−1Φ = λym.
The particular solution of the latter equation is Φ = λ
r
xym−1, χ = λ(1−r)
r
ym−1. Therefore,
ker L1 consists of
Φ̂ = λ
r
xym−1 + (y − xr)η, Ψ̂ = λym,
χ̂ = λ(1− r)
r
ym−1 + (y − xr)ηx. (8.7)
Let us determine the image of L1. From (8.5) we find that y-components of vector fields
from ImL1 are divisible by (y − xr).
The x-components of these fields contain combinations of xr−1 and y − xr with
independent coefficients rΦ and Φ ′x − χ . This means that all monomials of quasi-
homogeneous degree >r are in this space.
We can summarize the above as follows.
Lemma 4. (a) We have
ImL1 = C[[x, y]]∂x +C[[x, y]]
(
y − xr)∂y
at the level of degrees >r − 1.
(b) If degΨ = 0 (mod r), then kerL1 is defined by (8.6), if degΨ =mr, then kerL1 is
defined by (8.7).
Corollary. In calculation of L2 it is enough to concentrate attention on the y-components
of its image.
E. Stróz˙yna / Bull. Sci. math. 126 (2002) 555–579 577
Let us pass to the operator L2 = Lyxs−r−1∂y . The calculations give
L2(Φ,Ψ,χ)= C∂x +D∂y,
C = yxs−r−1Φy,
D = xs−r−2[xyΨy − (s − r − 1)yΦ − xΨ − xyχ].
Its application to the triples (Φ̂, Ψ̂ , χ̂) from (8.6) and (8.7) gives:
(a)′ deg Ψ̂ = 0 (modr):
C = [η+ (y − xr)ηy]yxs−r−1,
D = [−xηx − (s − r − 1)η]yxs−r−2
(
y − xr) (8.8)
in the case (a) and
(b)′ deg Ψ̂ =mr:
λ
[
m− 1
r
xs−ryn−1∂x + mr − s + r
r
xs−r−1ym∂y
]
+ F (8.9)
where F is the vector field defined in (8.8), in the case (b).
The formula (8.8) implies that if deg Ψ̂ = 0 (mod r), then ImL2 ⊂ ImL1 and we do
not get any improvement in the form (8.1).
If deg Ψ̂ = mr, then (8.9) implies that we can kill the terms xs−r−1ym∂y = y×
x(m−2)r+s−1∂y (mody − xr ) in all cases when
s = (m+ 1)r.
The opposite happens when m = n0 + 1, where n0 = s−2rr is the integer (defined in
Theorem 3). Therefore the terms yxs−r−1(dnrxnr )∂x , n = n0 in (8.1) can be cancelled
but the term with n= n0 remains.
However, the triple (Φ0,Ψ0, χ0) = ( 1r xyn0, yn0+1, 1−rr yn0 ) was not used in reduction
by means of Lyxs−r−1∂y .
If there are no other higher order terms in yc(x)∂y (in (8.1)), then the final normal form
is (y − xr)∂x + yxs−r−1(1+ dn0rxn0r )∂y , i.e., the case (iii) of Theorem 3.
If there is such term dj0yxs−r−1+j0∂y , then we can use the above triple (Φ0,Ψ0, χ0) in
the operator Lyxs−r−1+j0∂/∂y . Then we cancel the additional coefficient dn0r+j0 .
We have proved the following
Lemma 5. Using the linear homological operator LV we can reduce the vector field to the
formal form from Theorem 3. Moreover, any change which belongs to kerLV is of the form
Φ = (y − xr)η, Ψ = 0, χ = (y − xr)ηx (8.10)
(provided that we are not in the case (iii) of Theorem 3).
Now we can finish the proof of Theorem 3. We have to show that no new terms can be
reduced in a nonlinear way. Of course we are interested in the y-components.
Applying the change x1 = x+Φ , y1 = y+Ψ, dt1 = dt (1+χ)with the condition (8.10)
we get
y˙1 = y˙(1+ χ)−1 = y1xs−r−11
(
1+ φ(x1)
)+ (y − xr)Ω,
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where Ω is some function. Thus the increment is divisible by (y−xr), which lies in ImL1.
We get nothing new.
Theorem 3 is complete. ✷
9. Proof of Theorem 4
The monodromy group G is finite, exceptional abelian, solvable nonabelian or non-
solvable.
From Proposition 2 (a) it follows that G is finite if it is isomorphic to a finite subgroup
of the group of rotations
f0(z)= e2π i/rz, f1(z)= z.
This corresponds to the case J∞,0r .
The case when G is abelian non-linearizable was discussed in Section 6. It corresponds
to the case (iii) of Theorem 3.
If G is solvable nonabelian, then it is formally conjugated to
f0(z)= e2π i/rz, f1(z)= z
(
1+ czp)−1/p (9.1)
(see Proposition 2(d)). This group corresponds to J s,0r and p = s− 2r , s = 0 (mod r) (i.e.,
n0 /∈ Z). By Proposition 2(c) G is exceptional only in the case when s/r is a half-integer
i.e., n0 ∈ 12Z\Z. Otherwise G is typical.
Because all abelian and solvable groups are formally equivalent to the above ones, the
other normal forms have non-solvable holonomy groups.
If G is typical solvable, then the analyticity of the normal forms follows from
corresponding theorems in [3] and [4].
Consider the case with G finite. Then the formal normal form is (y − xr)∂x . Thus the
vector field has a formal curve of non-isolated critical points. Because the initial vector
field is analytic, this critical curve is analytic. This curve can be treated as a line y˜ = 0
(in some analytic coordinates x˜, y˜ ≈ y − xr + · · · . After division by y˜ the vector field is
rectifiable and has first integral whose first terms are the following
F = y˜ + x˜r + · · · . (9.2)
Now we shall reduce the function F to some simple form by means of transformations
which keep the line y˜ = 0 fixed. This is the problem of classification of singularities
of functions in the presence of boundary (see [1]). In that book it was shown that the
singularity (9.2) belongs to the class Ar−1 and is analytically equivalent (by means of a
change of x˜, y˜) to
F = y˜ + x˜r .
Now the next change x1 = x˜, y1 = y˜ + x˜r gives the normal form J∞,0r . ✷
Remark 5. In [15] it was proved that the singularity with the formal normal form J∞,0r can
be reduced to J∞,0r using non-orbital analytic changes of variables (only diffeomorphism
of the phase space). That proof uses techniques from the KAM theory and is rather long.
We see that the orbital analytic reduction is very easy.
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