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Tato diplomova´ pra´ce prˇedstavuje mozˇnosti vyuzˇit´ı booleovsky´ch s´ıt´ı jako vy´vojove´ho
modelu v evolucˇn´ım na´vrhu. Jsou zde popsa´ny reprezentace booleovsky´ch s´ıt´ı vhodne´ pro
evolucˇn´ı na´vrh vcˇetneˇ geneticky´ch opera´tor˚u. Booleovske´ s´ıteˇ jsou pouzˇity jako vy´vojovy´
model pro vy´voj kombinacˇn´ıch obvod˚u a rˇadic´ıch s´ıt´ı. Da´le je uvedena jedna z mozˇny´ch re-
prezentac´ı aplikovatelna´ pro na´vrh obrazovy´ch filtr˚u. Navrzˇene´ metody jsou experimenta´lneˇ
oveˇrˇeny a je navrzˇeno jejich potencia´ln´ı vylepsˇen´ı a smeˇr dalˇs´ıho vy´zkumu.
Kl´ıcˇova´ slova
Evolucˇn´ı algoritmus, development, booleovska´ s´ıt’, kombinacˇn´ı obvod, rˇadic´ı s´ıt’, obrazovy´
filtr.
Abstract
This master’s thesis introduces the Random Boolean Networks as a developmental model in
the evolutionary design. The representation of the Random Boolean Networks is described.
This representation is combined with an evolutionary algorithm. The genetic operators are
described too. The Random Boolean Networks are used as the developmental model for
the evolutionary design of the combinational circuits and the sorting networks. Moreover a
representation of the Random Boolean Networks for the design of image filters is introduced.
The proposed methods are evaluated in different case-studies. The results of the experiments
are discussed together with the potential improvements and topics of the next research.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
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V kazˇde´m oboru existuj´ı zazˇite´ postupy a metody. Ty jsou odzkousˇeny le´ty praxe a fun-
guj´ı. Vy´sledky, ktery´ch je dosazˇeno, jsou vsˇak do urcˇite´ mı´ry omezene´. Evolucˇn´ı na´vrh
umozˇnˇuje v urcˇity´ch prˇ´ıpadech nalezen´ı lepsˇ´ıch rˇesˇen´ı, nezˇ jake´ poskytuj´ı zazˇite´ postupy.
Take´ nevyzˇaduje tolik znalost´ı v dane´m oboru jako konvencˇn´ı na´vrhove´ metody a umozˇnˇuje
cˇa´stecˇnou automatizaci.
C´ılem te´to diplomove´ pra´ce je vyuzˇit´ı booleovske´ s´ıteˇ jako vy´vojove´ho modelu
v evolucˇn´ım na´vrhu. Konkre´tneˇ se zaby´va´ aplikac´ı booleovsky´ch s´ıt´ı jako konstruktoru
kombinacˇn´ıch obvod˚u a da´le jejich vyuzˇit´ım prˇi filtrova´n´ı obrazu.
Za´kladem evolucˇn´ıho na´vrhu jsou evolucˇn´ı algoritmy. Ty jsou zalozˇeny na simulaci
prˇirozene´ho vy´beˇru, ktery´ prob´ıha´ v prˇ´ırodeˇ (viz [4]). Schopnost prˇezˇ´ıt je vyja´drˇena schop-
nost´ı rˇesˇit urcˇity´ proble´m. Evolucˇn´ım algoritmu˚m a jejich rozsˇ´ıˇren´ım o vy´vojove´ modely se
veˇnuje kapitola 2. Problematika evolucˇn´ıch algoritmu˚ je velmi rozsa´hla´, proto jsou popsa´ny
jen za´kladn´ı principy a informace nutne´ k pochopen´ı dalˇs´ıch kapitol.
V kapitole 3 jsou popsa´ny booleovske´ s´ıteˇ, jejich struktura a mozˇnosti. Pu˚vodn´ı model
slouzˇ´ıc´ı jako geneticka´ regulacˇn´ı s´ıt’ byl v kapitole 4 upraven, aby mohl slouzˇit jako vy´vojovy´
model prˇi evolucˇn´ım na´vrhu. Proto byla navrzˇena reprezentace booleovske´ s´ıteˇ a geneticke´
opera´tory aplikovatelne´ na tuto reprezentaci.
Pomoc´ı evolucˇn´ıho na´vrhu lze navrhovat take´ hardware a software a existuje mnoho
metod jak toho dosa´hnout. V kapitole 5 je uvedeno jak za pouzˇit´ı booleovsky´ch s´ıt´ı na-
vrhovat hardware. Konkre´tneˇ se jedna´ o kombinacˇn´ı obvody na u´rovni hradel. Uvedena´
metoda navazuje na postup popsany´ v [3], kde se k na´vrhu kombinacˇn´ıch obvod˚u vyuzˇ´ıvaj´ı
celula´rn´ı automaty. V te´to kapitole jsou take´ popsa´ny vy´sledky experiment˚u, jezˇ meˇly za
c´ıl navrhnout r˚uzne´ typy kombinacˇn´ıch obvod˚u.
Kapitola 6 se zaby´va´ na´vrhem rˇadic´ıch s´ıt´ı. Koncept z kapitoly 5 je upraven, aby mı´sto
hradel mohly by´t pouzˇity kompara´tory a take´ musel by´t prˇizp˚usoben strukturˇe rˇadic´ı s´ıteˇ.
Kapitola 7 se zaby´va´ na´vrhem filtru. Model booleovsky´ch s´ıt´ı popsany´ v kapitole 3 je upra-
ven tak, aby odpov´ıdal reprezentaci obrazu a operac´ım, ktere´ s n´ım ma´ smysl prova´deˇt. Je
navrzˇeno neˇkolik typ˚u filtr˚u, ktere´ jsou otestova´ny a vy´sledky jsou srovna´ny s media´novy´m
filtrem.
Na za´veˇr v kapitole 8 je uvedeno shrnut´ı navrzˇeny´ch metod, jejich celkove´ zhodnocen´ı a
na´vrh mozˇnost´ı dalˇs´ıho vy´zkumu. Diplomova´ pra´ce navazuje na stejnojmenny´ semestra´ln´ı
projekt vypracovany´ v zimn´ım semestru akademicke´ho roku 2009/2010. Vy´sledky tohoto




Prˇ´ıroda a jej´ı za´kony se uka´zaly jako dobra´ inspirace prˇi vy´voji vy´pocˇetn´ıch metod. Za´klady
pro evolucˇn´ı algoritmy polozˇil Charles Darwin svou teori´ı prˇirozene´ho vy´beˇru. Ta je popsa´na
v [4]. Druhy oby´vaj´ıc´ı nasˇi planetu se jizˇ po miliony let vyv´ıjely z jednobuneˇcˇny´ch orga-
nismu˚. Prˇezˇ´ıvaj´ı ty, ktere´ se doka´zaly prˇizp˚usobit okoln´ım podmı´nka´m le´pe nezˇ ostatn´ı.
Evolucˇn´ı algoritmy se pouzˇ´ıvaj´ı k rˇesˇen´ı slozˇity´ch optimalizacˇn´ıch proble´mu˚, kde nee-
xistuje jiny´ postup nebo je cˇasoveˇ prˇ´ıliˇs na´rocˇny´. Pracuj´ı na podobne´m principu jako evo-
luce v prˇ´ırodeˇ. Mı´sto jednotlivy´ch organismu˚ ma´me jedince prˇedstavuj´ıc´ı rˇesˇen´ı proble´mu.
Jedinec by´va´ definova´n svou vnitrˇn´ı reprezentac´ı (tzv. genomem) a hodnotou fitness,
ktera´ prˇedstavuje cˇ´ıselneˇ vyja´drˇenou kvalitu rˇesˇen´ı, ktere´ jedinec prˇedstavuje. Genom mı´va´
r˚uznou reprezentaci. Nejcˇasteˇji by´va´ genom reprezentova´n bina´rneˇ nebo vektorem rea´lny´ch
cˇi prˇirozeny´ch cˇ´ısel, ale lze pouzˇ´ıt cokoli, co bude vhodne´ (znaky, stromy, atd.). Fitness
funkce je kl´ıcˇovy´m bodem prˇi na´vrhu evolucˇn´ıho algoritmu. Meˇla by by´t vy´pocˇetneˇ co
nejme´neˇ na´rocˇna´. Da´le mus´ı platit, zˇe cˇ´ım vysˇsˇ´ı (nebo nizˇsˇ´ı, pokud hleda´me minimum) je
hodnota fitness, t´ım kvalitneˇjˇs´ı rˇesˇen´ı jedinec poskytuje. Take´ je vhodne´, aby prostor, ktery´
prohleda´va´me, neobsahoval mnoho loka´ln´ıch maxim, ale postupneˇ stoupal ke globa´ln´ımu
maximu (viz obra´zek 2.1).
ﬁtness ﬁtness
Obra´zek 2.1: Vlevo nevhodne´ a vpravo vhodne´ rozlozˇen´ı fitness v prohleda´vane´m prostoru
Podle [12] rozliˇsujeme evolucˇn´ı algoritmy prˇedevsˇ´ım na geneticke´ algoritmy, evolucˇn´ı
strategie a geneticke´ programova´n´ı.
• Geneticke´ algoritmy podle [8] maj´ı v za´kladn´ı podobeˇ pouze bina´rneˇ ko´dovane´ jedince.
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Mutace i krˇ´ızˇen´ı se projevuje na u´rovni jednotlivy´ch bit˚u.
• Evolucˇn´ı strategie (viz [16] a [17]) reprezentuje jedince jako vektor rea´lny´ch cˇ´ısel.
Pro krˇ´ızˇen´ı a mutaci lze pouzˇ´ıt jak metod pouzˇ´ıvany´ch pro geneticke´ algoritmy, tak
r˚uzny´ch vektorovy´ch operac´ı.
• Geneticke´ programova´n´ı (viz [11]) je vytva´rˇen´ı algoritmu˚ pomoc´ı evolucˇn´ıho procesu.
Na obra´zku 2.2 je sche´ma obecne´ho evolucˇn´ıho algoritmu. Jednotlive´ varianty, ktere´
byly uvedeny vy´sˇe se liˇs´ı v tom, jaky´m zp˚usobem z´ıska´vaj´ı dalˇs´ı populaci z te´ sta´vaj´ıc´ı.











Obra´zek 2.2: Sche´ma obecne´ho evolucˇn´ıho algoritmu podle [2]
2.1 Geneticky´ algoritmus
Na obra´zku 2.3 jsou jednotlive´ fa´ze geneticke´ho algoritmu. Na zacˇa´tku je na´hodneˇ vy-
generova´na populace jedinc˚u. Je vyhodnocena jejich fitness. Na´sledneˇ se kontroluje, zda
nebyla splneˇna neˇktera´ ukoncˇovac´ı podmı´nka (naprˇ. dosazˇen´ı urcˇite´ hodnoty fitness, ma-
xima´ln´ıho pocˇtu generac´ı atd.). Pak jsou vybra´ni rodicˇe na´sleduj´ıc´ı populace (viz 2.1.1).
Krˇ´ızˇen´ım a mutac´ı z nich z´ıska´me potomky a vyhodnot´ıme jejich fitness. Vy´beˇrem z rodicˇ˚u
a potomk˚u nahrad´ıme sta´vaj´ıc´ı populaci. Tak algoritmus pokracˇuje, dokud nen´ı splneˇna
ukoncˇovac´ı podmı´nka.
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Obra´zek 2.3: Sche´ma geneticke´ho algoritmu
Ve zbytku te´to podkapitoly jsou prˇ´ıklady postup˚u pro jednotlive´ kroky evolucˇn´ıho algo-
ritmu. Ktery´koli z nich lze nahradit jiny´m (vhodneˇjˇs´ım) postupem pro konkre´tn´ı proble´m.
2.1.1 Vy´beˇr rodicˇ˚u
Existuj´ı r˚uzne´ postupy jak vybrat jedince, kterˇ´ı se stanou rodicˇi na´sleduj´ıc´ı populace. Vy´beˇr
prob´ıha´ tak, aby jedinci s vysˇsˇ´ı fitness meˇli veˇtsˇ´ı sˇanci sta´t se rodicˇi, ale urcˇitou roli
hraje i na´hoda. Vy´beˇr prob´ıha´ tolikra´t, kolik potrˇebujeme rodicˇ˚u (jedinec mu˚zˇe by´t vybra´n
i v´ıckra´t). Jedn´ım z algoritmu˚, ktere´ lze pouzˇ´ıt k vy´beˇru rodicˇ˚u, je proporciona´ln´ı vy´beˇr
(tzv. va´zˇena´ ruleta), ktery´ je popsa´n algoritmem 2.4. Dalˇs´ı mozˇnost´ı je turnajovy´ vy´beˇr
popsany´ algoritmem 2.5. Na vybrane´ rodicˇe jsou aplikova´ny opera´tory krˇ´ızˇen´ı a mutace.
2.1.2 Krˇ´ızˇen´ı
Krˇ´ızˇen´ım se kombinuj´ı vlastnosti dvou jedinc˚u (v neˇktery´ch prˇ´ıpadech lze pouzˇ´ıt jedinc˚u
i v´ıce, ale veˇtsˇinou k tomu nen´ı d˚uvod). C´ılem je vznik jedince lepsˇ´ıho nezˇ ktery´koli z rodicˇ˚u.
Postupy mohou by´t velmi rozmanite´ a lze je r˚uzneˇ kombinovat. V neˇktery´ch prˇ´ıpadech nen´ı
pro pouzˇit´ı krˇ´ızˇen´ı d˚uvod, a tak se vynecha´va´.
Mezi nejpouzˇ´ıvaneˇjˇs´ı patrˇ´ı jednobodove´ krˇ´ızˇen´ı, ktere´ je zna´zorneˇno na obra´zku 2.6
a popsa´no v algoritmu 2.7.
Existuj´ı i varianty, kde se generuje v´ıce bod˚u krˇ´ızˇen´ı. Naprˇ´ıklad u dvou bod˚u vzniknou
trˇi cˇa´sti A,B a C. Potomci vzniknou vy´meˇnou cˇa´st´ı B.
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P je velikost populace a j ukazuje na jednotlive´ jedince v populaci.
• Generuj na´hodne´ cˇ´ıslo x ∈ 〈0, 1〉.
• Opakuj postupneˇ pro jedince j od 1 do P dokud x > 0:
x = x− fitness(j)
S
Jedinec u ktere´ho je dosazˇeno x ≤ 0 je vybra´n jako rodicˇ.
Funkce fitness(j) znacˇ´ı hodnotu fitness funkce jedince j.
Algoritmus 2.4: Proporciona´ln´ı vy´beˇr (va´zˇena´ ruleta)
• Na´hodneˇ vyber x jedinc˚u z populace.
• Z teˇchto x jedinc˚u vyber toho s nejlepsˇ´ı fitness jako rodicˇe.
Algoritmus 2.5: Turnajovy´ vy´beˇr o za´kladu x
Krˇ´ızˇen´ı by meˇlo by´t navrzˇeno tak, aby nerozb´ıjelo ty cˇa´sti genomu, ktere´ zaprˇ´ıcˇinˇuj´ı
vysokou fitness jedince, ale aby vhodneˇ kombinovalo tyto cˇa´sti z obou rodicˇ˚u. Pokud ma´me
naprˇ´ıklad bina´rneˇ ko´dovany´ genom, ve ktere´m je zahrnuto v´ıce cˇa´st´ı (dejme tomu bina´rneˇ
reprezentovany´ vektor prˇirozeny´ch cˇ´ısel), by´va´ veˇtsˇinou vhodneˇjˇs´ı volit body krˇ´ızˇen´ı na
hranici teˇchto cˇa´st´ı. Potomek tak bude opravdu jen kombinac´ı rodicˇ˚u a nebudou se v neˇm
objevovat prvky, ktere´ zˇa´dny´ z rodicˇ˚u neobsahuje. Toto krˇ´ızˇen´ı lze pouzˇ´ıt i na genom re-
prezentovany´ vektorem rea´lny´ch cˇ´ısel, jen mı´sto bit˚u jsou slozˇky vektoru. Dalˇs´ı pouzˇitelnou
metodou je krˇ´ızˇen´ı pr˚umeˇrem (viz [12]). Ze slozˇek rodicˇovsky´ch vektor˚u r1 a r2 vznikne
jediny´ potomek s odpov´ıdaj´ıc´ı slozˇkou p = r1+r22 . Odliˇsny´ prˇ´ıstup je krˇ´ızˇen´ı linea´rn´ı kombi-
nac´ı rodicˇ˚u. Pro kazˇdou slozˇku r1 a r2 rodicˇovsky´ch vektor˚u a cˇ´ıslo x v intervalu 〈0, 1〉 jsou
vypocˇ´ıta´ny slozˇky potomk˚u:
p1 = xr1 + (1− x)r2 (2.1)
p2 = (x− 1)r1 + xr2 (2.2)
Krˇ´ızˇen´ı nemus´ı prob´ıhat vzˇdy, ale mu˚zˇe by´t da´na pravdeˇpodobnost s jakou ke krˇ´ızˇen´ı dojde.
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Obra´zek 2.6: Jednobodove´ krˇ´ızˇen´ı
• Vyber dva rodicˇe A,B.
• Na´hodneˇ zvol bod krˇ´ızˇen´ı.
• A′ vznikne z te´ cˇa´sti A, ktera´ lezˇ´ı prˇed bodem krˇ´ızˇen´ı a z cˇa´sti B lezˇ´ıc´ı za bodem
krˇ´ızˇen´ı.
• B′ vznikne z te´ cˇa´sti B, ktera´ lezˇ´ı prˇed bodem krˇ´ızˇen´ı a z cˇa´sti A lezˇ´ıc´ı za bodem
krˇ´ızˇen´ı.
Algoritmus 2.7: Jednobodove´ krˇ´ızˇen´ı
2.1.3 Mutace
V pr˚ubeˇhu evolucˇn´ıho algoritmu je vhodne´, kdyzˇ se v populaci objev´ı prvky, ktery´ch nelze
dosa´hnout krˇ´ızˇen´ım. To zajiˇst’uje pra´veˇ mutace. Algoritmus 2.8 popisuje za´kladn´ı postup
mutace pro bina´rn´ı genom. U rea´lny´ch nebo celocˇ´ıselny´ch genomu˚ se neprova´d´ı negace,
ale naprˇ´ıklad soucˇet s prˇedem stanoveny´m nebo na´hodneˇ generovany´m cˇ´ıslem v urcˇite´m
rozsahu.
• Pro kazˇdy´ bit b v genomu:
– Na´hodneˇ generuj x ∈ 〈0, 1〉.
– Pokud x ≤ pm neguj b.
Algoritmus 2.8: Mutace bina´rn´ıho genomu
U mutace je velmi d˚ulezˇita´ velikost pravdeˇpodobnosti pm s jakou k mutaci dojde. Prˇ´ıliˇs
n´ızka´ hodnota zp˚usob´ı, zˇe se mutace neprojev´ı a do evoluce nezasa´hne. Prˇehnaneˇ vysoka´
pravdeˇpodobnost zmeˇn´ı jedince tak, zˇe by se od p˚uvodn´ıho liˇsil stejneˇ jako na´hodneˇ gene-
rovany´.
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2.1.4 Vy´beˇr jedinc˚u do na´sleduj´ıc´ı populace
Pote´, co ma´me k dispozici potomky vznikle´ krˇ´ızˇen´ım a mutac´ı, je trˇeba vybrat, kterˇ´ı jedinci
se budou u´cˇastnit dalˇs´ıho pr˚ubeˇhu evoluce. Pouzˇ´ıvaj´ı se r˚uzne´ kombinace prˇedchoz´ı populace
a potomk˚u. Rodicˇe a potomky lze spojit do jedne´ populace a z n´ı potom vybrat potrˇebny´
pocˇet jedinc˚u pomoc´ı postup˚u popsany´ch v podkapitole 2.1.1. Take´ lze vybrat ty nejlepsˇ´ı
(tzv. elitismus), nebo celou prˇedchoz´ı populaci nahradit potomky.
2.2 Vy´vojove´ modely v evolucˇn´ım na´vrhu
Evolucˇn´ı na´vrh je pouzˇit´ı evolucˇn´ıch algoritmu˚ k cˇinnosti, kterou bychom oznacˇili jako
tv˚urcˇ´ı, pokud by ji prova´deˇl cˇloveˇk. Mu˚zˇe se jednat o na´vrh strojn´ıch soucˇa´st´ı, staveb,
hardwaru, analogovy´ch obvod˚u atd. Po vy´sledku pozˇadujeme, aby vyhovoval pozˇadavk˚um
le´pe, nebo aby na´vrh trval kratsˇ´ı dobu, nezˇ kdyby ho prova´deˇl odborn´ık v dane´ oblasti.
Vy´hodou je, zˇe evolucˇn´ı na´vrh mu˚zˇe by´t znacˇneˇ inovativn´ı, protozˇe bere do u´vahy i rˇesˇen´ı,
ktery´ch nelze dosa´hnout konvencˇn´ım postupem. Mu˚zˇeme tak objevit veˇci, na ktere´ by cˇloveˇk
nikdy neprˇiˇsel (naprˇ´ıklad [21]).
Pomoc´ı evolucˇn´ıch algoritmu˚, tak jak jsou popsa´ny v prˇedchoz´ı kapitole, a vhodne´ho
zako´dova´n´ı lze pomeˇrneˇ efektivneˇ vyv´ıjet jednoduche´ struktury, jako naprˇ´ıklad kombinacˇn´ı
obvody (naprˇ´ıklad [22]). Pokud bychom vsˇak chteˇli vytva´rˇet obvody slozˇiteˇjˇs´ı, tak se zveˇtsˇ´ı
prostor, ktery´ mus´ı evolucˇn´ı algoritmus prohleda´vat. To je zp˚usobeno t´ım, zˇe veˇtsˇ´ı a
slozˇiteˇjˇs´ı obvod sesta´va´ z v´ıce hradel a t´ım se zveˇtsˇ´ı velikost genomu, ktery´ ma´ tento ob-
vod reprezentovat. Dalˇs´ı komplikac´ı je, zˇe pocˇet kombinac´ı, ktere´ mus´ıme testovat, roste
exponencia´lneˇ s pocˇtem vstup˚u obvodu. Hovorˇ´ıme o tzv. proble´mu sˇka´lovatelnosti.
Tento proble´m lze rˇesˇit pomoc´ı vy´vojovy´ch model˚u (tzv. development). Stejneˇ jako
evolucˇn´ı algoritmy i vy´vojove´ modely nasˇly svou inspiraci v prˇ´ırodeˇ. V tomto prˇ´ıpadeˇ vsˇak
ve vy´voji v´ıcebuneˇcˇny´ch organismu˚. Vlastnosti a schopnosti organismu˚ jsou da´ny moleku-
lou DNA. Z jedine´ bunˇky vznikne mnohobuneˇcˇny´ organismus, naprˇ´ıklad cˇloveˇk. Jeho vy´voj
je da´n pra´veˇ DNA a prostrˇed´ım. Nab´ız´ı se tedy mozˇnost nehledat pomoc´ı evolucˇn´ıho algo-
ritmu prˇ´ımo rˇesˇen´ı, ale neˇjaky´ prˇedpis (naprˇ. algoritmus), pomoc´ı ktere´ho rˇesˇen´ı z´ıska´me.
Vy´vojove´ modely v evolucˇn´ım na´vrhu prˇedstavuj´ı netrivia´ln´ı zp˚usob mapova´n´ı mezi geno-
typy a fenotypy.
Algoritmus 2.9 prˇevzaty´ z [1] je uka´zkou geneticke´ho algoritmu s developmentem. Oproti
klasicke´mu evolucˇn´ımu algoritmu obsahuje aplikaci vy´vojove´ho modelu na jedince. Teprve
z vy´sledku te´to operace se pocˇ´ıta´ fitness funkce, jej´ızˇ hodnota je na´sledneˇ prˇiˇrazena jedinci.
2.2.1 Mapova´n´ı genotypu na fenotyp
Prˇ´ıroda vytvorˇila DNA jako reprezentaci genotypu. Postup, ktery´m DNA urcˇuje vy´voj
organismu (fenotypu), jesˇteˇ nen´ı u´plneˇ prozkouma´n. Prˇi pouzˇit´ı vy´vojove´ho modelu je
tedy trˇeba navrhnout reprezentaci genotypu, geneticke´ opera´tory (krˇ´ızˇen´ı a mutace, viz
podkapitoly 2.1.2 a 2.1.3) a postup jaky´m se z genotypu stane fenotyp. Nen´ı nutne´, aby
byl tak slozˇity´ a univerza´ln´ı jako ten prˇ´ırodn´ı. Stacˇ´ı, kdyzˇ prˇinese vy´hody oproti prˇ´ıme´mu
mapova´n´ı. Jednou z takovy´ch vy´hod mu˚zˇe by´t, zˇe nevyv´ıj´ıme obvod urcˇite´ velikosti, ale
najdeme postup pro na´vrh libovolneˇ velky´ch obvod˚u. To bylo provedeno naprˇ´ıklad pro
rˇadic´ı s´ıteˇ (viz [18]). Byla pouzˇita mala´ rˇadic´ı s´ıt’ a pomoc´ı evolucˇn´ıho algoritmu byl
nalezen prˇedpis, ktery´ ji postupneˇ upravoval azˇ na pozˇadovanou velikost.
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1. Cˇas t = 0.
2. Na´hodneˇ generuj jedince v populaci P (t).
3. Aplikuj development na kazˇde´ho jedince v P (t).
4. Vypocˇti fitness takto z´ıskany´ch rˇesˇen´ı.
5. Prˇiˇrad’ fitness jedinc˚um.
6. Dokud nen´ı splneˇna ukoncˇovac´ı podmı´nka opakuj:
• Vyber rodicˇe z P (t).
• Krˇ´ızˇen´ım a mutac´ı z´ıskej potomky O(t).
• Aplikuj development kazˇde´ho jedince v O(t).
• Vypocˇti fitness takto z´ıskany´ch rˇesˇen´ı.
• Prˇiˇrad’ fitness jedinc˚um.
• Z O(t) a P (t) vyber populaci P (t + 1).
• Aktualizuj cˇas t = t + 1.
Algoritmus 2.9: Geneticky´ algoritmus s developmentem
V [6] je prˇ´ıstup k vy´vojovy´m model˚um rozdeˇlen na explicitn´ı a implicitn´ı. Explicitn´ı
prˇ´ıstup je zalozˇen na pouzˇit´ı embrya. Embryo je za´rodek s urcˇitou cˇa´st´ı pozˇadovane´
funkcˇnosti. Evolucˇn´ım algoritmem hleda´me prˇedpis k jeho modifikaci azˇ do dosazˇen´ı
pozˇadovane´ funkcˇnosti. Tento prˇ´ıstup je vyuzˇit v jizˇ zminˇovane´m cˇla´nku [18].
Implicitn´ı prˇ´ıstup pouzˇ´ıva´ gramatiky a prˇepisovac´ı pravidla podobneˇ jak jsou pouzˇ´ıva´ny
ve forma´ln´ıch jazyc´ıch. Ma´me neˇjaky´ pocˇa´tecˇn´ı symbol a hleda´na jsou prˇepisovac´ı pravidla.
Do te´to skupiny patrˇ´ı i pouzˇit´ı Lindenmayerovy´ch syste´mu˚ (viz [13]). Ty se od beˇzˇny´ch
gramatik liˇs´ı v tom, zˇe je aplikova´no v´ıce prˇepisovac´ıch pravidel paralelneˇ v jednom kroku.
Pouzˇito je to naprˇ´ıklad v [7].
2.3 Implementace geneticke´ho algoritmu
Implementace se drzˇ´ı sche´matu z obra´zku 2.3. Na´hodneˇ se vygeneruj´ı booleovske´ s´ıteˇ (viz
kapitola 4), provede se jejich vy´voj a vy´sledek je ohodnocen. To je popsa´no v kapitola´ch
zaby´vaj´ıc´ıch se konkre´tn´ımi aplikacemi. Pocˇet generovany´ch s´ıt´ı za´vis´ı na zvolene´ velikosti
pocˇa´tecˇn´ı populace. Jedince je trˇeba ohodnotit pouze jednou, protozˇe podmı´nky vyhodno-
cen´ı fitness funkce se v pr˚ubeˇhu algoritmu nemeˇn´ı.
K vy´beˇru rodicˇ˚u je pouzˇit turnaj (viz algoritmus 2.5). Na´hodneˇ jsou vybra´ni dva
jedinci a ten lepsˇ´ı z nich se stane rodicˇem. Vzˇdy dva rodicˇe se spolu krˇ´ızˇ´ı (viz podkapitola
4.2.2) a vzniknou dva potomci. Krˇ´ızˇen´ı prob´ıha´ vzˇdy, ale kdyzˇ je jako bod krˇ´ızˇen´ı vybra´n
prvn´ı nebo posledn´ı prvek genomu, tak se krˇ´ızˇen´ı neprojev´ı. Na potomky je da´le aplikova´n
opera´tor mutace, ktery´ je popsa´n v podkapitole 4.2.1. Takto vytvorˇ´ıme tolik potomk˚u,
jaka´ je velikost populace, provedeme jejich vy´voj a vyhodnot´ıme fitness.
10
Potomci jsou umı´steˇni do prˇedchoz´ı populace a ta je serˇazena podle hodnoty fitness.
Nejhorsˇ´ı jedinci, kterˇ´ı prˇesahuj´ı velikost populace, jsou zahozeni. Takto evoluce pokracˇuje,
dokud nenalezne jedince s nejlepsˇ´ı mozˇnou fitness (naprˇ´ıklad funkcˇn´ı kombinacˇn´ı obvod),




Booleovske´ s´ıteˇ (Random Boolean Networks, da´le RBN) byly navrzˇeny Stuartem Kauff-
mannem (viz [9]) jako model pro geneticke´ regulacˇn´ı s´ıteˇ. Pu˚vodn´ım c´ılem byl tedy vy´zkum
princip˚u zˇivota, ale podle [5] nasˇly uplatneˇn´ı naprˇ´ıklad v matematice, sociologii, neuro-
novy´ch s´ıt´ıch a robotice. Od Kauffmanova na´vrhu vzniklo neˇkolik modifikac´ı, ale v te´to
kapitole bude popsa´na p˚uvodn´ı verze.
3.1 Struktura booleovske´ s´ıteˇ
S´ıt’ se skla´da´ z N uzl˚u. Kazˇdy´ uzel mu˚zˇe naby´vat hodnoty 1 nebo 0 (odtud booleovske´) a
je prˇipojen na K libovolny´ch uzl˚u. Mu˚zˇe by´t prˇipojen v´ıckra´t k jednomu uzlu i sa´m k sobeˇ.
Propojen´ı uzl˚u je hlavn´ı rozd´ıl oproti bina´rn´ımu celula´rn´ımu automatu, kde na´sleduj´ıc´ı stav
za´vis´ı na bunˇka´ch v sousedstv´ı. Booleovske´ s´ıteˇ jsou tedy zobecneˇn´ım bina´rn´ıho celula´rn´ıho
automatu. Na obra´zku 3.3 v cˇa´sti (a) je zobrazen prˇ´ıklad sche´matu booleovske´ s´ıteˇ s N = 3
a K = 2.
Kazˇdy´ uzel v sobeˇ obsahuje logickou funkci fi, ktera´ ze stav˚u si(t) prˇipojeny´ch uzl˚u urcˇ´ı
dalˇs´ı stav si(t+1). Podle Kauffmanova modelu za´vis´ı stav uzlu v cˇase t+1 pouze na stavech
prˇipojeny´ch uzl˚u v cˇase t. Prˇi vy´pocˇtu mus´ıme mı´t ulozˇen sta´vaj´ıc´ı stav, spocˇ´ıtat na´sleduj´ıc´ı
stav pro vsˇechny uzly a pak aktualizovat stav vsˇech uzl˚u. Logicke´ funkce pro jednotlive´ uzly
jsou ulozˇeny ve vyhleda´vac´ıch tabulka´ch. Prˇ´ıklad takove´ tabulky je na obra´zku 3.3 v cˇa´sti
(c). Velikost tabulky je 2K hodnot (vsˇechny kombinace hodnot vstupn´ıch uzl˚u). Du˚lezˇite´ je
tedy i porˇad´ı v jake´m jsou uzly prˇipojeny. Na´hodne´ vytvorˇen´ı s´ıteˇ je popsa´no v algoritmu
3.1 a vy´voj, ktery´ v s´ıti prob´ıha´, je popsa´n v algoritmu 3.2.
• Na´hodneˇ generuj logickou funkci fi s K vstupy pro kazˇdy´ uzel.
• Na´hodneˇ prˇipoj ke kazˇde´mu uzlu K uzl˚u.
• Na´hodneˇ vygeneruj pocˇa´tecˇn´ı stav pro kazˇdy´ uzel (1 nebo 0).
Algoritmus 3.1: Na´hodne´ vytvorˇen´ı booleovske´ s´ıteˇ
Kv˚uli lepsˇ´ımu pochopen´ı si pop´ıˇseme obra´zek 3.3. V cˇa´sti (a) je graficke´ zna´zorneˇn´ı
s´ıteˇ. Uzel je ovlivneˇn teˇmi uzly, z ktery´ch do neˇj smeˇrˇuj´ı sˇipky. Takzˇe naprˇ´ıklad uzel A
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• V kazˇde´m kroku t:
– Pro kazˇdy´ uzel i (0 < i ≤ N) urcˇi jeho na´sleduj´ıc´ı hodnotu si(t + 1)
z prˇipojeny´ch uzl˚u pomoc´ı funkce fi.
– Aktualizuj hodnotu vsˇech uzl˚u.
Algoritmus 3.2: Vy´voj booleovske´ s´ıteˇ
je ovlivneˇn uzlem C a sa´m sebou a uzel B je ovlivneˇn pouze uzlem A. V cˇa´sti (c) vid´ıme
tabulky logicky´ch funkc´ı fi pro jednotlive´ uzly. V cˇa´sti (b) je uka´za´n vy´voj s´ıteˇ z pocˇa´tecˇn´ıho
stavu, kdy t = 0. V pocˇa´tecˇn´ım stavu maj´ı vsˇechny uzly hodnotu 0. Prvn´ım vstupem uzlu A
je uzel A a druhy´m je uzel C. Hodnoty obou uzl˚u jsou v cˇase t = 0 rovny 0, pouzˇijeme tedy
rˇa´dek 00 a vid´ıme, zˇe v cˇase t = 1 bude mı´t uzel A hodnotu 1. Stejneˇ budeme postupovat
u dalˇs´ıch uzl˚u. Kdyzˇ zna´me hodnoty vsˇech uzl˚u, mu˚zˇeme nastavit spocˇ´ıtane´ stavy uzl˚u jako






0 1 2 3 4 5
sA(t) 0 1 0 0 0 1
sB(t) 0 1 0 1 1 1
sC(t) 0 1 1 1 0 0
(b)
A B C
sA(t) sC(t) sA(t + 1) sA(t) sA(t) sB(t + 1) sB(t) sA(t) sC(t + 1)
0 0 1 0 0 1 0 0 1
0 1 0 0 1 1 0 1 0
1 0 1 1 0 0 1 0 0
1 1 0 1 1 0 1 1 1
(c)
Obra´zek 3.3: Prˇ´ıklad booleovske´ s´ıteˇ a jej´ıho vy´voje:
(a) graf booleovske´ s´ıteˇ, (b) zna´zorneˇn´ı vy´voje, (c) logicke´ funkce pro jednotlive´ uzly
3.2 Mozˇnosti booleovsky´ch s´ıt´ı
V [20] je uka´za´no, zˇe pomoc´ı dvourozmeˇrne´ho celula´rn´ıho automatu lze simulovat vy´pocˇetneˇ
u´plnou mnozˇinu hradel. Tento celula´rn´ı automat vsˇak nen´ı bina´rn´ı. V [15] je doka´za´no, zˇe
pomoc´ı bina´rn´ıho celula´rn´ıho automatu, ktery´ pouzˇ´ıva´ pravidlo 110, lze simulovat determi-
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nisticky´ Turing˚uv stroj. Vzhledem k tomu, zˇe booleovske´ s´ıteˇ jsou zobecneˇn´ım celula´rn´ıch
automat˚u, tak by meˇlo by´t mozˇne´ pomoc´ı vhodny´ch booleovsky´ch s´ıt´ı realizovat jaky´koli
algoritmus. Kl´ıcˇovy´m proble´mem je tedy pro dany´ u´kol nale´zt tu spra´vnou s´ıt’. Jen vsˇech
mozˇny´ch logicky´ch funkc´ı pro jeden uzel je 22
K
a pocˇet vsˇech mozˇny´ch s´ıt´ı o velikosti N a
pocˇtu prˇipojen´ı K je uveden v [5] a lze jej vyja´drˇit rovnic´ı:








Toto na´m pro vy´pocˇet, ktery´ chceme realizovat s´ıt´ı s K = 3 a N = 8, da´va´ prˇiblizˇneˇ 3 ·1039




Booleovske´ s´ıteˇ v evolucˇn´ım
na´vrhu
V prˇedchoz´ı kapitole jsme si popsali Kauffman˚uv model booleovsky´ch s´ıt´ı. Ten je trˇeba
neˇjaky´m zp˚usobem reprezentovat, aby jej bylo mozˇno implementovat a mohly by´t navrzˇeny
geneticke´ opera´tory krˇ´ızˇen´ı a mutace. Tato reprezentace bude slouzˇit v konkre´tn´ıch apli-
kac´ıch, jenzˇ jsou uvedeny v dalˇs´ıch kapitola´ch.
4.1 Na´vrh reprezentace booleovsky´ch s´ıt´ı
Je trˇeba navrhnout, jaky´m zp˚usobem budou realizova´na propojen´ı a tabulky logicky´ch
funkc´ı pro jednotlive´ uzly. Propojen´ı lze realizovat pomoc´ı vektoru prˇirozeny´ch cˇ´ısel. Kazˇdy´
uzel v s´ıti dostane podle sve´ho umı´steˇn´ı porˇadove´ cˇ´ıslo i (0 < i ≤ N). Ke kazˇde´mu uzlu i je
prˇipojeno K uzl˚u. Teˇmto prˇipojen´ım prˇiˇrad´ıme porˇadove´ cˇ´ıslo j (0 < j ≤ K). Vy´slednou
reprezentac´ı vsˇech propojen´ı v s´ıti je vektor
~c = (c11, c12, . . . , c1K , . . . , cij , . . . , cNK), (4.1)
kde cij je porˇadove´ cˇ´ıslo uzlu, ktery´ je prˇipojen k uzlu i na j-tou pozici.
Tabulky logicky´ch funkc´ı lze realizovat podobny´m zp˚usobem. Tentokra´t se vsˇak bude
jednat o bina´rn´ı vektor. Nejprve si uka´zˇeme tvar tabulky pro jeden uzel a z´ıska´n´ı hodnoty
z n´ı. Tabulka pro uzel i je reprezentova´na bina´rn´ım vektorem
~fi = (fi0, fi1, . . . , fik, . . . , fi(2K−1)). (4.2)
Index k, ktery´ potrˇebujeme pro z´ıska´n´ı hodnoty uzlu i v cˇase t + 1, z´ıska´me prˇeveden´ım
bina´rn´ıho vektoru ~vi na cˇ´ıslo v des´ıtkove´ soustaveˇ. ~vi ma´ tvar
~vi = (vi1, vi2, . . . , vij , . . . viK). (4.3)
Kde vij je hodnota uzlu cij v cˇase t, vi1 je nejvy´znamneˇjˇs´ı bit a viK nejme´neˇ vy´znamny´. Ta-
bulky pro celou s´ıt’ jsou reprezentova´ny zrˇeteˇzen´ım vektor˚u fi pro jednotlive´ uzly. Vy´sledny´
vektor ma´ tvar
~f = (f10, f11, . . . , f1(2K−1), f20, . . . , fN(2K−1)). (4.4)
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4.2 Geneticke´ opera´tory pro booleovske´ s´ıteˇ
Vektor prˇipojen´ı ~c je tvorˇen cely´mi cˇ´ısly a vektor reprezentuj´ıc´ı tabulky logicky´ch funkc´ı
~f je bina´rn´ı. Oba tyto vektory dohromady tvorˇ´ı jedince. Booleovskou s´ıt’ B tedy budeme
reprezentovat jako dvojici vektor˚u:
B = (~c, ~f). (4.5)
Opera´tory krˇ´ızˇen´ı a mutace pracuj´ı s kazˇdy´m z teˇchto dvou vektor˚u zvla´sˇt’.
4.2.1 Mutace
Pro vektor prˇipojen´ı ~c zvol´ıme pravdeˇpodobnost mutace pmc ∈ (0, 1). Kazˇda´ slozˇka vektoru
bude mutovat s pravdeˇpodobnost´ı pmc. Pokud zmutuje, tak se na´hodneˇ vybere jiny´ uzel,
ke ktere´mu prˇipojen´ı povede.
Pro vektor tabulek logicky´ch funkc´ı ~f zvol´ıme pravdeˇpodobnost mutace pmf ∈ (0, 1).
Kazˇda´ slozˇka vektoru bude s pravdeˇpodobnost´ı pmf negova´na.
4.2.2 Krˇ´ızˇen´ı
Booleovske´ s´ıteˇ budeme krˇ´ızˇit pomoc´ı jednobodove´ho krˇ´ızˇen´ı (viz 2.1.2). Pro kazˇdy´ vektor,
ktery´m reprezentujeme booleovskou s´ıt’, zvol´ıme na´hodneˇ bod krˇ´ızˇen´ı.
Nejdrˇ´ıve na´hodneˇ zvol´ıme bod krˇ´ızˇen´ı Bc (1 < Bc < |~c|) a potomk˚um prˇiˇrad´ıme od-
pov´ıdaj´ıc´ı cˇa´sti vektor˚u ~c, ktere´ na´lezˇely rodicˇ˚um. Pote´ na´hodneˇ zvol´ıme bod krˇ´ızˇen´ı Bf
(1 < Bc < |~f |) a postupujeme stejneˇ jako v prˇedchoz´ım prˇ´ıpadeˇ. V na´sleduj´ıc´ıch kapitola´ch
budou booleovske´ s´ıteˇ rozsˇ´ıˇreny jesˇteˇ o dalˇs´ı vektory, jenzˇ budou pouzˇity ke specificky´m





V [3] je popsa´na metoda pro evolucˇn´ı na´vrh kombinacˇn´ıch obvod˚u na u´rovni hradel. Jako
vy´vojovy´ model je pouzˇit celula´rn´ı automat. V te´to kapitole bude popsa´na upravena´ me-
toda, ktera´ mı´sto celula´rn´ıho automatu bude pouzˇ´ıvat booleovskou s´ıt’. Pouzˇijeme p˚uvodn´ı
Kauffman˚uv model tak, jak je popsa´n v kapitole 3 s reprezentac´ı a geneticky´mi opera´tory
podle kapitoly 3. Ten rozsˇ´ıˇr´ıme o cˇa´st slouzˇ´ıc´ı k na´vrhu kombinacˇn´ıho obvodu.
5.1 Na´vrh obvodu booleovskou s´ıt´ı
Obvod bude slozˇen z logicky´ch hradel se dveˇma vstupy. Pouzˇita´ hradla jsou uvedena
v tabulce 5.1. Pocˇet hradel v jedne´ u´rovni bude roven pocˇtu vstup˚u obvodu (M). Bude
umozˇneˇno jen prˇipojen´ı k prˇedchoz´ı u´rovni. Prvn´ı u´rovenˇ bude prˇipojena na vstupy a k po-
sledn´ı budou prˇipojeny vy´stupy. Kazˇde´ hradlo v jedne´ u´rovni obvodu je generova´no jedn´ım
uzlem booleovske´ s´ıteˇ. Pocˇet uzl˚u booleovske´ s´ıteˇ mus´ı by´t alesponˇ takovy´, jako je pocˇet
vstup˚u generovane´ho obvodu. Celkovy´ pocˇet uzl˚u v s´ıti (N) mu˚zˇe by´t i vysˇsˇ´ı. Cˇa´st uzl˚u
generuje hradla a cˇa´st slouzˇ´ı pouze pro zvy´sˇen´ı variability s´ıteˇ. V na´sleduj´ıc´ım popisu se
uvazˇuje, zˇe N je rovno pocˇtu vstup˚u, ale experimenty byly prova´deˇny i se s´ıteˇmi s vysˇsˇ´ım
N .
Cˇ´ıslo Typ Vstupy Popis
0 AND in1, in2 logicky´ soucˇin vstup˚u in1 a in2
1 OR in1, in2 logicky´ soucˇet vstup˚u in1 a in2
2 XOR in1, in2 exkluzivn´ı logicky´ soucˇet vstup˚u in1 a in2
3 IDA in1,– jednobitovy´ buffer, vy´stup je stejny´ jako vstup in1
4 IDB –, in2 jednobitovy´ buffer, vy´stup je stejny´ jako vstup in2
Tabulka 5.1: Pouzˇita´ hradla
Logickou funkci fi z algoritmu 3.2 uprav´ıme tak, aby byl definova´n nejen dalˇs´ı stav uzlu,
ale take´ hradlo, ktere´ v tom kroku vznikne. Pokud pouzˇijeme s´ıt’ s pocˇtem prˇipojeny´ch uzl˚u
K = 3, ma´me pro kazˇdy´ uzel i definova´nu prˇechodovou funkci jako mnozˇinu pravidel tvaru
vi1vi2vi3 → si(t + 1), (5.1)
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kde si(t+ 1) je stav uzlu i v cˇase t+ 1 a vi1vi2vi3 jsou hodnoty uzl˚u prˇipojeny´ch k uzlu i na
prvn´ı, druhe´ a trˇet´ı pozici. Pokud chceme navrhovat kombinacˇn´ı obvody, mus´ı pravidlo spe-
cifikovat hradlo, ktere´ ma´ by´t vytvorˇeno, a tak pro na´vrh kombinacˇn´ıch obvod˚u pouzˇijeme
mnozˇinu pravidel tvaru
vi1vi2vi3 → si(t+1) : g in1 in2, (5.2)
kde g je hradlo z tabulky 5.1 generovane´ uzlem i, in1 a in2 jsou indexy pin˚u, na ktere´ jsou
vstupy hradla prˇipojeny. V prvn´ı u´rovni jsou to vstupy obvodu a v dalˇs´ıch u´rovn´ıch vy´stupy
hradel z prˇedchoz´ı u´rovneˇ. Pokazˇde´, kdyzˇ se urcˇuje na´sleduj´ıc´ı stav neˇktere´ho uzlu, se take´
vytvorˇ´ı nove´ hradlo. Jedna u´rovenˇ obvodu vznikne v jednom kroku booleovske´ s´ıteˇ.
Prˇ´ıklad vytvorˇen´ı obvodu je zna´zorneˇn na obra´zku 5.1. Vlevo je obvod a vpravo je
pocˇa´tecˇn´ı stav a prvn´ı dva kroky booleovske´ s´ıteˇ. B´ıle´ cˇtverecˇky prˇestavuj´ı uzly ve stavu 1,
cˇerne´ ve stavu 0. V tabulce 5.2 je cˇa´st pravidel pro uzel 2. K tomu je na pozici jedna prˇipojen
uzel 1, na pozici 2 take´ uzel 1 a na pozici 3 uzel 3. V pocˇa´tecˇn´ım stavu s´ıteˇ vybereme
z tabulky 5.2 rˇa´dek, kde jsou hodnoty prˇipojeny´ch uzl˚u 0 0 1, na´sleduj´ıc´ı stav bude 1 a
vytvorˇ´ıme v prvn´ı u´rovni hradlo na pozici 2 prˇipojene´ na vstupy 2 a 3. To se provede i pro
ostatn´ı uzly (podle jejich vlastn´ıch tabulek, ktere´ tu nejsou uvedeny). V dalˇs´ım kroku s´ıteˇ
vybereme z tabulky 5.2 rˇa´dek 1 1 1, ktery´ odpov´ıda´ hodnota´m prˇipojeny´ch uzl˚u. Vytvorˇ´ı
se hradlo AND na pozici dveˇ v druhe´ u´rovni. To je prˇipojeno k hradl˚um v prvn´ı u´rovni na
pozic´ıch 1 a 2. Pak se urcˇ´ı nove´ stavy dalˇs´ıch uzl˚u a vytvorˇ´ı se odpov´ıdaj´ıc´ı hradla. Tak se
pokracˇuje, dokud nen´ı z´ıska´n funkcˇn´ı obvod, nebo nen´ı dosazˇeno maxima´ln´ıho pocˇtu krok˚u.
Pokud by byl pocˇet uzl˚u N veˇtsˇ´ı nezˇ pocˇet vstup˚u M , tak M uzl˚u bude vytva´rˇet hradla
a bude pro neˇ platit tabulka podobna´ tabulce 5.2. Ostatn´ı uzly nebudou v tabulce mı´t
sloupce g,i1 a i2.








Obra´zek 5.1: Vytva´rˇen´ı obvodu booleovskou s´ıt´ı
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v21 v22 v23 s2(t+1) g2 i1 i2
0 0 0 1 OR 3 4
0 0 1 1 XOR 2 3
. . .
1 1 1 0 AND 1 2
Tabulka 5.2: Cˇa´st tabulky pro uzel 2 z obra´zku 5.1
Prˇipojen´ı jsou c21 = 1, c22 = 1, c23 = 3
5.2 Reprezentace a geneticke´ opera´tory
V kapitole 4.1 byla popsa´na reprezentace booleovsky´ch s´ıt´ı. Tuto reprezentaci pouzˇijeme a
prˇida´me k n´ı dalˇs´ı vektor ~r. Ten bude obsahovat tabulky pravidel pro jednotlive´ uzly. Tato
pravidla budou spojena za sebou pro vsˇechny uzly. Vy´sledny´ vektor bude mı´t tvar
~r = (g10, in110, in210, g11, in111, in211, . . . , g1(2K−1), in11(2K−1), in21(2K−1), . . .
. . . , gM(2K−1), in1M(2K−1), in2M(2K−1)). (5.3)
Pokud budeme cht´ıt z´ıskat z tohoto vektoru hodnoty pro urcˇity´ uzel, pouzˇijeme na´sleduj´ıc´ı
vztahy uvedene´ v tabulce 5.3. Pro u´plnost jsou zde i vztahy pro vektory ~c a ~f .
Hodnota Vektor Vzorec
Uzel prˇipojeny´ k i-te´mu uzlu na j-te´ pozici ~c (i− 1) ·K + j
Na´sleduj´ıc´ı hodnota uzlu i ~f (i− 1) · 2K + k + 1
Hradlo vytvorˇene´ na i-te´ pozici ~r ((i− 1) · 2K + k + 1) · 3
Vstup in1 hradla na i-te´ pozici ~r ((i− 1) · 2K + k + 1) · 3 + 1
Vstup in2 hradla na i-te´ pozici ~r ((i− 1) · 2K + k + 1) · 3 + 2
Tabulka 5.3: Prˇ´ıstup k hodnota´m ve vektorech ~c,~f a ~r, index i se pocˇ´ıta´ od 1
Jedince na´m tedy budou tvorˇit vektory ~c, ~f a ~r. Na obra´zku 5.2 je zobrazen prˇ´ıklad ge-
nomu. Je tam videˇt, ktere´ cˇa´sti patrˇ´ı k uzl˚um 1–4. Take´ je u prvn´ıch dvou cˇa´st´ı zna´zorneˇno,
ktera´ cˇa´st vektoru ~r odpov´ıda´ hradlu a vstup˚um.
Krˇ´ızˇen´ı a mutace odpov´ıda´ postupu popsane´m v kapitole 4.2. Mutace probeˇhne stejneˇ
jako u vektoru ~c. Pravdeˇpodobnost mutace se pro kazˇdou polozˇku vektoru vyhodnocuje
zvla´sˇt’. Pokud mutuje polozˇka odpov´ıdaj´ıc´ı hradlu, je novou hodnotou na´hodneˇ zvolene´
hradlo. U vstup˚u je novou hodnotou na´hodneˇ vybrany´ vstup.
5.3 Fitness funkce
V [22] je fitness funkc´ı pocˇet shodny´ch bit˚u na vy´stupu evoluc´ı navrzˇene´ho obvodu
s pozˇadovany´m vy´stupem pro vsˇechny mozˇne´ bina´rn´ı testovac´ı vektory obvodu. Pozˇadovany´
vy´stup je da´n pravdivostn´ı tabulkou navrhovane´ho obvodu. Pocˇet vsˇech mozˇny´ch bina´rn´ıch
testovac´ıch vektor˚u pro obvod s V vstupy je 2V .
V nasˇem prˇ´ıpadeˇ je fitness funkce pocˇet bit˚u, ktere´ se od pozˇadovane´ho vy´stupu liˇs´ı.
Evolucˇn´ı algoritmus se tedy snazˇ´ı fitness funkci minimalizovat a dosa´hnout hodnoty 0, cozˇ
je funkcˇn´ı obvod.
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123 4 4 441 222 3
01 1 11 1 11 10 00 0 0 0 0
12 341 23 1 234 12 3 41 23 123 4









Obra´zek 5.2: Prˇ´ıklad kompletn´ıho genomu pro K = 2, M = 4 a N = 4
5.4 Experimenty
Byl proveden na´vrh scˇ´ıtacˇky, na´sobicˇky, rˇadic´ıho obvodu a media´nove´ho obvodu. U kazˇde´ho
z teˇchto obvod˚u bylo experimenta´lneˇ oveˇrˇeno, jak velky´ obvod lze nale´zt, jak se evoluce
chova´ pro r˚uzne´ hodnoty N a jestli maj´ı uzly nav´ıc (ty, ktere´ negeneruj´ı zˇa´dna´ hradla)
neˇjaky´ vliv na u´speˇsˇnost evoluce, nebo vlastnosti vytva´rˇeny´ch obvod˚u.
Prˇedem nev´ıme kolik, krok˚u bude booleovska´ s´ıt’ potrˇebovat ke tvorbeˇ funkcˇn´ıho obvodu.
Fitness funkce je proto vyhodnocova´na postupneˇ pro kazˇdy´ pocˇet u´rovn´ı azˇ do stanovene´ho
maxima. Vy´sledna´ fitness jedince odpov´ıda´ hodnoteˇ fitness pro ten pocˇet u´rovn´ı, ktery´
dosa´hl nejlepsˇ´ıch vy´sledk˚u.
Pro kazˇdou variantu (velikost obvodu, r˚uzna´ N a K) bylo provedeno 100 beˇh˚u evoluce
omezeny´ch na 1000 generac´ı a v kazˇde´ generaci bylo 1000 jedinc˚u. U´daj, zˇe evoluce byla
u´speˇsˇna´ naprˇ´ıklad v 50% prˇ´ıpad˚u znamena´, zˇe v padesa´ti beˇz´ıch evoluce byl nalezen funkcˇn´ı
obvod drˇ´ıve, nezˇ bylo dosazˇeno maxima´ln´ıho pocˇtu generac´ı. Parametry evoluce byly zvo-
leny na za´kladeˇ kra´tky´ch experiment˚u beˇhem implementace. Pravdeˇpodobnost mutace byla
stanovena na 5%. Pocˇet generac´ı je omezen na 1 000. A jedinc˚u v populaci je takte´zˇ 1 000.
Pocˇa´tecˇn´ı stav vsˇech uzl˚u s´ıteˇ je stanoven na 0.
5.4.1 Na´sobicˇka
Nejveˇtsˇ´ı na´sobicˇka, kterou se podarˇilo nale´zt, ma´ velikost 2 × 2 bity. V tabulce 5.4 jsou
uvedeny vy´sledky experiment˚u. Sloupce oznacˇene´ pocˇet generac´ı ukazuj´ı nejmensˇ´ı, nejveˇtsˇ´ı
a pr˚umeˇrny´ pocˇet generac´ı, ktery´ byl potrˇeba k nalezen´ı funkcˇn´ıho obvodu (pocˇ´ıtaj´ı se
pouze u´speˇsˇne´ beˇhy). Sloupec pocˇet u´rovn´ı ukazuje, jake´ zpozˇdeˇn´ı meˇly nalezene´ funkcˇn´ı
obvody. Sloupec pocˇet hradel uva´d´ı pocˇty hradel v nalezeny´ch funkcˇn´ıch obvodech (v tomto
prˇ´ıpadeˇ nepocˇ´ıta´me IDA a IDB jako hradla).
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N K u´speˇsˇnost
pocˇet generac´ı pocˇet u´rovn´ı pocˇet hradel
min pr˚umeˇr max min pr˚umeˇr max min pr˚umeˇr max
4 2 86% 61 200.49 952 3 4.13 8 7 11.74 28
6 2 85% 78 227.42 940 3 4.15 8 7 11.71 25
8 2 85% 51 211.36 585 3 4.32 8 7 12.24 25
10 2 86% 63 279.26 865 3 4.43 8 7 12.80 31
12 2 87% 78 236.33 946 3 4.56 8 7 13.16 32
14 2 90% 87 330.99 977 3 4.27 8 7 11.89 24
16 2 92% 100 277.96 888 3 4.03 8 7 11.52 25
18 2 91% 83 292.53 987 3 4.25 8 7 11.89 28
20 2 89% 69 291.52 946 3 4.16 8 7 11.67 28
28 2 93% 80 288.52 882 3 4.01 8 7 11.42 30
4 3 90% 45 243.92 976 3 4.17 8 7 11.32 20
5 3 84% 78 267.15 945 3 4.23 8 7 11.87 28
6 3 82% 94 237.24 803 3 4.10 8 7 11.28 25
8 3 85% 85 270.82 863 3 3.79 8 7 10.31 24
10 3 89% 90 271.51 774 3 3.54 8 7 10.16 32
12 3 93% 110 311.06 896 3 3.72 8 7 10.78 26
14 3 88% 97 338.50 914 3 3.65 8 7 10.26 29
16 3 87% 46 302.24 854 3 3.72 8 7 10.49 25
4 4 82% 50 204.20 843 3 4.02 8 7 11.27 23
6 4 84% 110 279.07 961 3 3.77 8 7 10.20 25
8 4 89% 102 316.74 913 3 3.37 8 7 9.54 22
10 4 91% 140 327.97 963 3 3.38 8 7 9.70 28
12 4 92% 132 318.42 756 3 3.28 6 7 9.33 18
14 4 89% 110 335.87 987 3 3.26 8 7 9.15 18
16 4 93% 106 361.98 967 3 3.24 6 7 8.99 14
Tabulka 5.4: Vy´sledky experiment˚u pro na´sobicˇku 2× 2 bity, omezen´ı pocˇtu u´rovn´ı je 8.
Jak je patrne´ z tabulky 5.4, pocˇet uzl˚u s´ıteˇ N ani pocˇet propojen´ı K nemaj´ı vy´razneˇjˇs´ı
vliv na u´speˇsˇnost evolucˇn´ıho procesu. Podle pocˇtu generac´ı lze usoudit, zˇe nejrychleji se
darˇilo hledat s´ıteˇ s N = 2. Se vzr˚ustaj´ıc´ım N a K se u potrˇebne´ho pocˇtu generac´ı vy-
skytuj´ı vysˇsˇ´ı hodnoty. Prˇi vsˇech testovany´ch kombinac´ıch N a K se podarˇilo naj´ıt obvody
s nejmensˇ´ım zpozˇdeˇn´ım 3 a pocˇtem hradel 7, cozˇ jsou nejlepsˇ´ı nalezene´ hodnoty. Prˇi vysˇsˇ´ıch
N a K maj´ı nalezene´ na´sobicˇky pr˚umeˇrneˇ mensˇ´ı pocˇet u´rovn´ı i hradel.
Nyn´ı se budeme veˇnovat booleovske´ s´ıti, ktera´ vytvorˇila jednu z nejlepsˇ´ıch na´sobicˇek.
V tabulce 5.5 jsou uvedena pravidla, ktera´ evoluce nasˇla pro jednotlive´ uzly. Uzel oznacˇuje
index uzlu pocˇ´ıtany´ od 0. Pravidla jsou uvedena ve tvaru popsane´m v rovnici 5.2.
Na obra´zku 5.3 v cˇa´sti (a) je sche´ma vytvorˇene´ na´sobicˇky. Vlevo jsou vstupy obvodu
a vpravo vy´stupy. Skla´da´ se pouze z hradel AND a XOR. V prvn´ım kroku vsˇechny uzly
vytvorˇily hradlo AND, v dalˇs´ıch kroc´ıch se jizˇ vygenerovana´ hradla liˇs´ı. Na obra´zku 5.3
v cˇa´sti (b) je tabulka s postupem vytvorˇen´ı obvodu. Prˇipojen´ı uva´d´ı indexy uzl˚u, ke
ktery´m je dany´ uzel prˇipojen. V dalˇs´ıch rˇa´dc´ıch jsou uvedeny stavy jednotlivy´ch uzl˚u a
hradla, ktera´ byla vytvorˇena prˇi prˇechodu do na´sleduj´ıc´ıho stavu.
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Na obra´zc´ıch 5.4 a 5.5 jsou dalˇs´ı prˇ´ıklady nalezeny´ch na´sobicˇek. Ta na obra´zku 5.4 je
velmi podobna´ te´ z obra´zku 5.3, ale uzel s indexem 2 se usta´lil jizˇ v druhe´m kroku a hradlo
XOR muselo by´t vygenerova´no jiny´m uzlem. S´ıt’ pote´ potrˇebovala jesˇteˇ jeden krok, aby
dovedla vy´stup hradla XOR na spra´vnou pozici. Na obra´zku 5.5 je na´sobicˇka, kde se v˚ubec
nevyskytuj´ı buffery IDA a IDB. Mı´sto nich jsou pouzˇita hradla OR se vstupy prˇipojeny´mi
na vy´stup stejne´ho hradla.
(a)
uzel 0 1 2 3
prˇipojen´ı 0 1 2 0 2 0 2 3
stav 0 0 0 0
hradlo AND 0 2 AND 3 0 AND 2 1 AND 1 3
stav 1 0 0 1
hradlo IDB 2 0 XOR 2 1 IDA 3 3 AND 2 1
stav 1 0 1 0
hradlo IDB 2 0 IDA 1 0 XOR 2 3 IDA 3 0
stav 1 0 1 1
(b)
Obra´zek 5.3: Jedna z nejlepsˇ´ıch nalezeny´ch na´sobicˇek (N = 4, K = 2) a postup jej´ıho
vytvorˇen´ı.
uzel 0 1 2 3
pravidla
00→ 1 : AND 0 2 00→ 0 : AND 3 0 00→ 0 : AND 2 1 00→ 1 : AND 1 3
01→ 1 : IDB 2 0 01→ 1 : OR 0 1 01→ 0 : AND 2 1 01→ 1 : IDA 3 0
10→ 1 : AND 3 2 10→ 0 : XOR 2 1 10→ 1 : IDA 3 3 10→ 0 : AND 2 1
11→ 1 : IDB 3 2 11→ 0 : IDA 1 0 11→ 1 : XOR 2 3 11→ 1 : IDB 0 2
Tabulka 5.5: Uka´zka nalezeny´ch pravidel.
(a)
u´rovenˇ
1 2 3 4
AND 2 0 IDA 0 2 IDA 0 0 IDA 0 0
AND 2 1 XOR 1 2 IDB 0 1 IDB 0 1
AND 3 0 IDA 3 1 IDA 3 1 IDA 3 1
AND 1 3 AND 1 2 XOR 3 2 IDB 0 2
(b)
Obra´zek 5.4: Jedna z na´sobicˇek nalezeny´ch s N = 5 a K = 3.
5.4.2 Scˇ´ıtacˇka
Na rozd´ıl od na´sobicˇky se podarˇilo nale´zt scˇ´ıtacˇku 3 + 3 bity. To je zp˚usobeno take´ t´ım,
zˇe na´sobicˇka je pro evolucˇn´ı na´vrh slozˇiteˇjˇs´ı (viz [19]). Vy´sledky experiment˚u jsou shrnuty





AND 2 0 OR 0 0 OR 0 0
AND 3 0 OR 3 1 XOR 3 1
AND 3 1 OR 2 2 XOR 2 3
AND 1 2 AND 0 2 AND 0 2
(b)
Obra´zek 5.5: Jedna z na´sobicˇek nalezeny´ch s N = 6 a K = 3.
maxima´ln´ı pocˇet u´rovn´ı nastaven na 15. Z vy´sledk˚u je videˇt, zˇe tato velikost je o mnoho
veˇtsˇ´ı nezˇ nejmensˇ´ı nalezena´. Proto byla horn´ı hranice pro K = 3 a K = 4 stanovena na 10.
V tabulce 5.6 jsou uvedeny vy´sledky experiment˚u pro scˇ´ıtacˇku 3 + 3 bity. Experimenty
s nastaveny´m K = 4 se vyznacˇuj´ı nizˇsˇ´ı u´speˇsˇnost´ı, ale na druhou stranu take´ mensˇ´ım
pr˚umeˇrny´m zpozˇdeˇn´ım nalezeny´ch scˇ´ıtacˇek. Nejlepsˇ´ı scˇ´ıtacˇka byla nalezena prˇi nastaven´ı
N = 8 a K = 3. Na obra´zku 5.6 v cˇa´sti (a) je jej´ı sche´ma a v cˇa´sti (b) jsou hradla vytvorˇena´
pro jednotlive´ u´rovneˇ. Je videˇt, zˇe jsou pouzˇity vsˇechny typy hradel.
N K u´speˇsˇnost
pocˇet generac´ı pocˇet u´rovn´ı pocˇet hradel
min pr˚umeˇr max min pr˚umeˇr max min pr˚umeˇr max
6 2 12% 242 688.83 990 4 5.00 8 15 19.42 24
8 2 13% 336 627.46 921 4 5.92 10 14 24.38 38
10 2 28% 108 618.71 979 4 5.71 9 16 24.75 39
12 2 15% 309 628.87 965 4 6.40 15 15 27.67 65
14 2 16% 268 704.69 997 4 5.19 8 17 21.75 35
16 2 23% 384 714.96 971 4 5.35 10 17 22.00 35
18 2 17% 276 678.65 951 4 5.41 9 17 22.71 35
20 2 29% 337 713.38 986 4 5.62 11 16 23.52 43
30 2 25% 283 650.48 945 4 5.80 12 16 25.16 53
6 3 14% 178 586.14 988 4 5.36 9 17 23.57 38
8 3 22% 256 616.91 962 4 5.55 10 17 24.27 43
10 3 23% 308 694.35 995 4 5.09 8 17 23.17 41
12 3 18% 307 646.78 882 4 5.39 10 16 22.06 36
14 3 9% 488 683.78 984 4 5.56 10 17 22.22 35
16 3 10% 503 774.70 954 4 4.50 6 16 19.50 27
6 4 12% 404 699.17 999 4 5.42 9 16 23.75 41
8 4 9% 263 678.89 994 4 4.67 6 15 20.78 31
10 4 8% 532 729.75 905 4 4.38 5 16 18.50 20
12 4 6% 424 742.33 914 4 5.33 8 16 24.00 35
14 4 7% 509 754.14 963 4 4.86 6 15 22.57 30
16 4 7% 529 821.00 982 4 4.71 7 16 20.29 30
Tabulka 5.6: Vy´sledky experiment˚u pro scˇ´ıtacˇku 3 + 3 bity, omezen´ı pocˇtu u´rovn´ı je 15




1 2 3 4
XOR 3 0 IDB 3 0 IDB 3 0 IDB 3 0
XOR 1 4 XOR 1 4 IDA 1 1 IDA 1 1
XOR 5 2 XOR 5 2 XOR 5 2 IDB 0 2
AND 2 5 AND 2 5 OR 3 4 OR 3 4
AND 3 0 IDA 3 0 AND 2 5 IDB 5 4
AND 1 4 AND 1 4 IDB 3 3 IDB 3 3
(b)
Obra´zek 5.6: Nejlepsˇ´ı scˇ´ıtacˇka (N = 8, K = 2) a vytvorˇena´ hradla.
N K u´speˇsˇnost
pocˇet generac´ı pocˇet u´rovn´ı pocˇet hradel
min pr˚umeˇr max min pr˚umeˇr max min pr˚umeˇr max
6 2 2% 490 546.00 602 8 10.00 12 44 52.00 60
8 2 8% 512 660.00 933 5 9.00 14 30 49.75 72
10 2 7% 473 636.86 945 6 9.00 14 36 49.43 74
12 2 10% 397 685.00 986 5 9.40 14 30 52.90 78
14 2 10% 475 700.80 969 6 10.00 15 34 54.60 90
16 2 9% 305 601.56 923 5 8.22 12 30 47.44 70
6 3 1% 530 530.00 530 12 12.00 12 60 60.00 60
8 3 3% 813 864.00 910 6 8.00 12 36 41.00 51
10 3 3% 435 536.00 589 8 9.00 11 44 52.67 66
12 3 5% 606 794.60 926 7 8.80 12 42 50.40 72
14 3 4% 436 731.00 905 7 9.00 11 42 53.50 66
16 3 4% 727 843.50 963 8 8.75 9 38 48.50 54
6 4 2% 544 597.50 651 5 5.50 6 30 33.00 36
8 4 3% 472 716.67 915 7 8.33 10 41 44.33 48
10 4 2% 740 859.50 979 7 8.00 9 40 47.00 54
12 4 4% 534 774.75 998 6 8.00 12 33 45.75 66
14 4 1% 662 662.00 662 10 10.00 10 60 60.00 60
Tabulka 5.7: Vy´sledky experiment˚u pro rˇadic´ı obvod se sˇesti vstupy.
5.4.3 Rˇadic´ı obvod
Pro experimenty s rˇadic´ımi obvody nebylo evoluci umozˇneˇno pouzˇ´ıt hradlo XOR, protozˇe
pokud jsou prˇi na´vrhu pouzˇita jen hradla AND a OR, lze je v obvodu nahradit prvky ma-
ximum a minimum a pouzˇ´ıt i pro jine´ nezˇ bina´rn´ı hodnoty. Podrobneˇji je tato problematika
popsa´na v kapitole 6.1. Nejveˇtsˇ´ı rˇadic´ı obvod, ktery´ se podarˇilo navrhnout, ma´ sˇest vstup˚u.
V tabulce 5.7 jsou vy´sledky experiment˚u pro sˇestibitovy´ rˇadic´ı obvod. U´speˇsˇnost evoluce
je nizˇsˇ´ı nezˇ u prˇedchoz´ıch experiment˚u. Pro K = 2 byla u´speˇsˇnost nejlepsˇ´ı a pak postupneˇ
klesala. Prˇi nastaven´ı N = 16 a K = 4 se nepodarˇilo nale´zt zˇa´dny´ rˇadic´ı obvod. Pro
vyvozova´n´ı neˇjaky´ch za´veˇr˚u o vlivu nastaven´ı N a K na pocˇet u´rovn´ı a hradel bylo nalezeno
prˇ´ıliˇs ma´lo funkcˇn´ıch rˇadic´ıch obvod˚u.
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Na obra´zku 5.7 v cˇa´sti (a) je sche´ma jednoho z nejlepsˇ´ıch nalezeny´ch rˇadic´ıch obvod˚u
a v cˇa´sti (b) jsou uvedena hradla, ktera´ byla vygenerova´na booleovskou s´ıt´ı v jednotlivy´ch
kroc´ıch. Trˇet´ı a pa´ta´ u´rovenˇ s´ıteˇ jsou shodne´ a cˇtvrta´ se liˇs´ı od druhe´ jen v hradlu AND,
ktere´ bylo pouzˇito pro prˇenos hodnoty sve´ho vstupu do dalˇs´ı u´rovneˇ. Take´ lze videˇt, zˇe ve
vsˇech u´rovn´ıch kromeˇ cˇtvrte´ se vyskytuj´ı vzˇdy dvojice hradel AND a OR, ktere´ maj´ı stejne´
vstupy. To odpov´ıda´ strukturˇe kompara´toru, ktera´ je popsa´na v kapitole 6.1.
(a)
u´rovenˇ
1 2 3 4 5
AND 2 1 AND 2 1 AND 1 0 AND 2 1 AND 1 0
AND 5 0 AND 5 0 OR 1 0 AND 0 0 OR 1 0
AND 3 4 OR 2 1 AND 2 3 OR 2 1 AND 2 3
OR 2 1 AND 3 4 OR 2 3 AND 3 4 OR 2 3
OR 0 5 OR 5 0 AND 4 5 OR 5 0 AND 4 5
OR 3 4 OR 3 4 OR 5 4 OR 3 4 OR 5 4
(b)
Obra´zek 5.7: Jeden z nejlepsˇ´ıch sˇestibitovy´ch rˇadic´ıch obvod˚u (N = 8, K = 2) a vytvorˇena´
hradla.
5.4.4 Media´novy´ obvod
Z d˚uvodu uvedene´ho u prˇedchoz´ıho experimentu bylo i u media´nove´ho obvodu vypusˇteˇno
hradlo XOR. Nejdrˇ´ıve byly provedeny experimenty pro media´novy´ obvod o sedmi vstupech,
jejich vy´sledky jsou v tabulce 5.8. Na rozd´ıl od na´sobicˇek a scˇ´ıtacˇek nevznikaj´ı pro vysˇsˇ´ı
K obvody s mensˇ´ım pocˇtem u´rovn´ı a hradel, sp´ıˇse naopak. S rostouc´ım K se take´ snizˇuje
u´speˇsˇnost evoluce a zvysˇuje pocˇet generac´ı potrˇebny´ch k nalezen´ı funkcˇn´ıho rˇesˇen´ı.
Nejlepsˇ´ı nalezeny´ media´novy´ obvod se sedmi vstupy ma´ sedm u´rovn´ı a ve tvaru, ktere´m
byl navrzˇen evoluc´ı ma´ 36 hradel. Na obra´zku 5.8 v cˇa´sti (b) jsou hradla vygenerova´na
pro jednotlive´ u´rovneˇ. Prˇi vytvorˇen´ı cˇtvrte´ u´rovneˇ se booleovska´ s´ıt’ usta´lila a vytvorˇena´
hradla se pak opakuj´ı azˇ do posledn´ı u´rovneˇ. V cˇa´sti (a) je sche´ma nalezene´ho obvodu
po odstraneˇn´ı zbytecˇny´ch hradel, cˇ´ımzˇ se pocˇet hradel sn´ızˇil na 25. Stejneˇ jako u rˇadic´ıho
obvodu z obra´zku 5.7 se u navrzˇene´ho media´nove´ho obvodu vyskytuj´ı dvojice hradel AND
a OR se stejny´mi vstupy. Nen´ı to vsˇak tak pravidelne´ jako u rˇadic´ıho obvodu, protozˇe
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u media´nove´ho obvodu na´m stacˇ´ı hodnota uprostrˇed serˇazene´ posloupnosti, kdezˇto rˇadic´ı
obvod mus´ı tuto posloupnost poskytnout celou.
Nejveˇtsˇ´ı media´novy´ obvod, ktery´ se podarˇilo navrhnout, ma´ 9 vstup˚u. Byl prove-
den pouze jeden experiment o 100 evolucˇn´ıch beˇz´ıch a na za´kladeˇ vy´sledk˚u z tabulky
5.8 byly vybra´ny pro tento experiment parametry, prˇi ktery´ch bylo dosazˇeno nejvysˇsˇ´ı
u´speˇsˇnosti(N = 14 a K) a za´rovenˇ byl nalezen nejlepsˇ´ı sˇestibitovy´ media´novy´ obvod.
Vy´sledky tohoto experimentu jsou v tabulce 5.9. Nejlepsˇ´ı zpozˇdeˇn´ı odpov´ıda´ pocˇtu vstup˚u
stejneˇ jako u media´nove´ho obvodu se sedmi vstupy.
N K u´speˇsˇnost
pocˇet generac´ı pocˇet u´rovn´ı pocˇet hradel
min pr˚umeˇr max min pr˚umeˇr max min pr˚umeˇr max
7 2 15% 199 448.87 885 8 10.40 14 42 62.80 84
8 2 34% 211 472.41 974 7 10.62 15 40 62.71 91
10 2 37% 197 370.81 866 7 10.92 15 40 65.51 91
12 2 40% 127 414.05 959 7 10.38 15 38 61.00 86
14 2 47% 123 387.09 866 7 10.57 14 36 61.57 90
16 2 34% 167 514.71 951 7 10.74 15 39 64.35 105
7 3 10% 355 587.90 876 7 10.30 13 42 61.80 79
8 3 22% 213 634.68 994 10 11.36 15 50 68.36 82
10 3 34% 212 478.26 952 7 11.06 15 42 65.09 98
12 3 30% 215 606.73 998 7 11.00 15 38 65.50 90
14 3 37% 207 584.30 1000 8 10.78 15 42 63.54 90
16 3 29% 387 668.38 989 7 10.72 15 42 62.69 92
7 4 3% 422 540.00 643 10 12.00 15 60 80.33 105
8 4 14% 290 571.07 991 8 11.50 15 48 69.36 97
10 4 29% 218 636.31 989 8 11.14 15 42 65.14 84
12 4 23% 290 638.78 950 7 11.00 15 41 63.70 96
14 4 27% 380 712.67 990 8 11.37 15 50 69.33 105
16 4 29% 424 769.52 1000 7 10.52 15 39 61.79 87
Tabulka 5.8: Vy´sledky experiment˚u pro sedmibitovy´ media´novy´ obvod.
N K u´speˇsˇnost
pocˇet generac´ı pocˇet u´rovn´ı pocˇet hradel
min pr˚umeˇr max min pr˚umeˇr max min pr˚umeˇr max
14 2 15% 156 658.67 878 11 13.47 15 66 106.80 135




1 2 3 4 5 6 7
AND 2 0 AND 2 0 IDA 2 4 IDA 2 4 IDA 2 4 IDA 2 4 IDA 2 4
IDB 0 6 IDB 0 5 IDB 0 5 IDB 0 5 IDB 0 5 IDB 0 5 IDB 0 5
AND 4 3 AND 4 3 AND 4 3 AND 4 3 AND 4 3 AND 4 3 AND 4 3
AND 5 1 AND 1 6 AND 1 6 AND 5 1 AND 5 1 AND 5 1 AND 5 1
OR 2 0 OR 2 0 OR 2 0 OR 2 0 OR 2 0 OR 2 0 OR 2 0
OR 4 3 OR 4 3 OR 4 3 OR 4 3 OR 4 3 OR 4 3 OR 4 3
OR 1 5 OR 1 6 IDB 0 2 AND 2 1 AND 2 1 AND 2 1 AND 2 1
(b)




Jako dalˇs´ı vyuzˇit´ı booleovske´ s´ıteˇ coby vy´vojove´ho modelu prˇedstav´ıme metodu pro na´vrh
rˇadic´ıch s´ıt´ı. Navrhovane´ rˇadic´ı s´ıteˇ maj´ı pevneˇ urcˇeny´ pocˇet vstup˚u. Na rozd´ıl od prˇedchoz´ı
kapitoly nebude na´vrh prob´ıhat na u´rovni jednotlivy´ch hradel, ale budou pouzˇity kom-
para´tory.
6.1 Rˇadic´ı s´ıteˇ a kompara´tory
Kompara´tor je za´kladn´ım prvkem rˇadic´ı s´ıteˇ. Ma´ dva vstupy a dva vy´stupy. Prvky na
vstupech porovna´ a prˇeda´ na vy´stup tak, zˇe pro vy´stupy a a b vzˇdy plat´ı, zˇe a ≤ b. Na
obra´zku 6.1 v cˇa´sti (a) je zna´zorneˇna realizace kompara´toru pomoc´ı maxima a minima. Ten
lze pouzˇ´ıt pro rˇazen´ı jaky´chkoli prvk˚u, ktere´ je mozˇno porovnat. Pokud ma´me porovna´vat
pouze jednotlive´ bity (a serˇadit je do neklesaj´ıc´ı posloupnosti), je mozˇno pouzˇ´ıt mı´sto prvk˚u
maxima a minima hradla AND a OR (na obra´zku 6.1 v cˇa´sti (b)). Cˇa´st (c) zna´zornˇuje znacˇku
kompara´toru, ktera´ se pouzˇ´ıva´ prˇi graficke´m zna´zorneˇn´ı rˇadic´ıch s´ıt´ı.
U´kolem rˇadic´ı s´ıteˇ je serˇadit libovolnou posloupnost, ktera´ je prˇivedena na jej´ı vstup.
Je realizova´na pomoc´ı vhodneˇ usporˇa´dany´ch kompara´tor˚u. Tento koncept byl prˇedstaven
roku 1954 a jeho historie je popsa´na v [10]. Na rozd´ıl od klasicky´ch rˇadic´ıch algoritmu˚ je
pocˇet porovna´n´ı (a t´ım i slozˇitost s´ıteˇ) pevneˇ da´n a neza´vis´ı na vstupn´ıch hodnota´ch. To je
vhodne´ pro paraleln´ı zpracova´n´ı a hardwarovou implementaci. Pro s´ıt’ o V vstupech jsou
d˚ulezˇite´ dva parametry. Pocˇet kompara´tor˚u, ze ktery´ch se s´ıt’ skla´da´, a zpozˇdeˇn´ı s´ıteˇ. To
uda´va´ pocˇet skupin kompara´tor˚u, ktere´ mus´ı by´t vykona´ny sekvencˇneˇ.
Pokud ma´me zjistit, zda s´ıt’ serˇad´ı spra´vneˇ vsˇechny mozˇne´ vstupy, je trˇeba vyzkousˇet
V ! vstupn´ıch vektor˚u. V [10] je uveden tzv. 1− 0 princip (zero-one principle). Ten rˇ´ıka´, zˇe
pokud rˇadic´ı s´ıt’ umı´ serˇadit do neklesaj´ıc´ı posloupnosti vsˇechny mozˇne´ vstupn´ı kombinace
bina´rn´ıch hodnot, umı´ (pokud pouzˇijeme kompara´tor slozˇeny´ z prvk˚u maximum a mini-
mum) serˇadit posloupnost libovolny´ch hodnot. Dı´ky tomu stacˇ´ı vyzkousˇet 2V vstupn´ıch
kombinac´ı a nav´ıc lze pracovat jen s bina´rn´ımi hodnotami.
6.2 Na´vrh rˇadic´ı s´ıteˇ booleovskou s´ıt´ı
Vytva´rˇen´ı rˇadic´ı s´ıteˇ je obdobne´ jako vytva´rˇen´ı kombinacˇn´ıho obvodu v kapitole 5. Rˇadic´ı
s´ıteˇ jsou vsˇak slozˇeny pouze z kompara´tor˚u, a tak bude mnozˇina pravidel pro vytva´rˇen´ı
kompara´tor˚u vypadat takto:
vi1vi2vi3 → si(t+1) : in1 in2. (6.1)
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V tomto pravidle in1 a in2 jsou indexy prˇipojeny´ch vstup˚u a za´rovenˇ vy´stup˚u kompara´toru.
V jednom kroku s´ıteˇ je vytvorˇeno nejvy´sˇe V2 kompara´tor˚u. Na rozd´ıl od kombinacˇn´ıch
obvod˚u mu˚zˇe by´t v jedne´ u´rovni vstup pouzˇit pouze jedn´ım kompara´torem. Pokud k te´to
situaci dojde, tak kompara´tor porusˇuj´ıc´ı tuto podmı´nku nen´ı vytvorˇen. Vsˇechny ostatn´ı






Obra´zek 6.1: Kompara´tor zna´zorneˇn pomoc´ı maxima a minima (a), hradel (b) a
sche´maticke´ znacˇky (c)
6.3 Experimenty
V tabulce 6.1, ktera´ je prˇevzata z [18], jsou uvedeny parametry nejlepsˇ´ıch zna´my´ch rˇadic´ıch
s´ıt´ı. C´ılem experiment˚u je zjistit, jake´ rˇadic´ı s´ıteˇ s pomoc´ı booleovsky´ch s´ıt´ı podarˇ´ı navrh-
nout a porovnat jejich parametry s teˇmi zna´my´mi.
Pocˇet vstup˚u 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Zpozˇdeˇn´ı 0 1 3 3 5 5 6 6 7 8 8 9 10 10 10 10
Pocˇet kompara´tor˚u 0 1 3 5 9 12 16 19 25 29 35 39 45 51 56 60
Tabulka 6.1: Zpozˇdeˇn´ı a pocˇet kompara´tor˚u u nejlepsˇ´ıch zna´my´ch rˇadic´ıch s´ıt´ı.
Nejdrˇ´ıve bylo provedeno neˇkolik experiment˚u s r˚uzny´m nastaven´ım, aby bylo mozˇno
odhadnout vhodne´ nastaven´ı pro fina´ln´ı sadu experiment˚u. Pro kazˇdou kombinaci hodnot
bylo provedeno 100 beˇh˚u evoluce. Kazˇdy´ beˇh byl omezen na 1 000 generac´ı a populace meˇla
1 000 jedinc˚u. Pravdeˇpodobnost mutace byla nastavena na 5%.
Vy´sledky jsou shrnuty v tabulce 6.2. Sloupce pocˇet u´rovn´ı uva´deˇj´ı zpozˇdeˇn´ı rˇadic´ı s´ıteˇ
a t´ım i pocˇet krok˚u vy´pocˇtu booleovske´ s´ıteˇ, ktere´ je trˇeba prove´st, abychom danou rˇadic´ı
s´ıt’ z´ıskali. Sloupec omezen´ı je nejvysˇsˇ´ı pocˇet krok˚u booleovske´ s´ıteˇ, pro ktery´ se testuje
spra´vnost funkce vytvorˇene´ rˇadic´ı s´ıteˇ.
Nejveˇtsˇ´ı rˇadic´ı s´ıt’, kterou se podarˇilo nale´zt, ma´ 13 vstup˚u a obsahuje 66 kompara´tor˚u.
Podarˇilo se naj´ıt veˇtsˇ´ı rˇadic´ı s´ıteˇ nezˇ pomoc´ı kombinacˇn´ıch obvod˚u, cozˇ je zp˚usobeno
pouzˇit´ım kompara´tor˚u mı´sto hradel. Vid´ıme, zˇe v zˇa´dne´m experimentu nebylo dosazˇeno
zpozˇdeˇn´ı, ktere´ by odpov´ıdalo u´daj˚um z tabulky 6.1. Z tohoto d˚uvodu je u na´sleduj´ıc´ıch
experiment˚u, kde se snazˇ´ıme dosa´hnout nejlepsˇ´ıch hodnot, nastaven pocˇet krok˚u booleovske´
s´ıteˇ na nejlepsˇ´ı zna´mou hodnotu pro dany´ pocˇet vstup˚u z tabulky 6.1. Vzhledem k tomu,
zˇe nale´zt funkcˇn´ı s´ıteˇ s mensˇ´ım zpozˇdeˇn´ım je pro evolucˇn´ı algoritmus teˇzˇsˇ´ı, nezˇ kdyzˇ je
zpozˇdeˇn´ı veˇtsˇ´ı (viz tabulka 6.2 a vy´sledky pro 10 vstup˚u), tak byl zvy´sˇen maxima´ln´ı pocˇet
generac´ı na 5 000. Pro kazˇdy´ pocˇet vstup˚u s´ıteˇ bylo provedeno 100 beˇh˚u evoluce, velikost
populace byla opeˇt 1 000.
V tabulce 6.3 jsou uvedeny vy´sledky teˇchto experiment˚u. Nejveˇtsˇ´ı nalezena´ rˇadic´ı s´ıt’,
jej´ızˇ zpozˇdeˇn´ı odpov´ıda´ tabulce 6.1, ma´ 10 vstup˚u. Nejveˇtsˇ´ı s´ıt’, u ktere´ odpov´ıda´ tabulce
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6.1 i pocˇet kompara´tor˚u, ma´ 8 vstup˚u. U´speˇsˇnost evoluce se s pocˇtem vstup˚u postupneˇ
snizˇovala, a s´ıt’ o jedena´cti vstupech se zpozˇdeˇn´ım 8 se jizˇ objevit nepodarˇilo.
Na obra´zku 6.2 v cˇa´sti (a) je sche´ma s´ıteˇ s osmi vstupy a v cˇa´sti (b) jsou uvedeny
kompara´tory, z ktery´ch se skla´da´ (cˇ´ısla oznacˇuj´ı, ktere´ dva vstupy kompara´tor porovna´va´).




pocˇet generac´ı pocˇet u´rovn´ı
vstup˚u min pr˚umeˇr max omezen´ı min pr˚umeˇr max
10 10 2 100% 64 225.78 386 20 15 18.74 20
10 10 2 3% 480 732.67 958 9 9 9.00 9
12 12 2 64% 267 613.33 935 16 15 15.95 16
12 12 2 87% 233 520.44 912 20 18 19.63 20
12 14 2 52% 329 600.73 946 16 15 15.94 16
13 13 2 1% 984 984.00 984 13 13 13.00 13
Tabulka 6.2: Vy´sledky experiment˚u s r˚uzny´m pocˇtem vstup˚u, pocˇtem uzl˚u booleovske´ s´ıteˇ





pocˇet generac´ı pocˇet kompara´tor˚u
vstup˚u u´rovn´ı min pr˚umeˇr max min pr˚umeˇr max
5 5 2 5 100% 4 31.80 801 9 9.87 10
6 6 3 5 98% 29 175.65 3743 12 13.31 15
7 7 3 6 71% 105 1070.23 4943 16 17.65 18
8 8 3 6 39% 279 1790.56 4991 19 21.41 23
9 9 3 7 1% 3384 3384.00 3384 27 27.00 27
10 10 4 8 4% 2000 3589.00 4668 35 37.00 40












1 2 3 4 5 6
1-4 5-6 2-4 3-5 2-3 5-6
2-5 1-3 × 4-6 × ×
0-6 4-7 6-7 × 4-5 3-4
3-7 0-2 0-1 1-2 × 1-2
(b)
Obra´zek 6.2: Rˇadic´ı s´ıt’ s osmi vstupy (a) a vytvorˇene´ kompara´tory (b).
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Kapitola 7
Na´vrh filtru pro odstranˇova´n´ı
sˇumu
Dalˇs´ı pouzˇit´ı booleovsky´ch s´ıt´ı se zaby´va´ na´vrhem filtru pro odstranˇova´n´ı impulsn´ıho sˇumu
z obrazu. Pu˚vodn´ı Kauffman˚uv model je upraven, aby le´pe odpov´ıdal reprezentaci obrazu.
Take´ se z urcˇite´ho u´hlu pohledu nejedna´ o vy´vojovy´ model, protozˇe navrhovana´ s´ıt’ nen´ı
pouzˇita k navrzˇen´ı filtru, ale prˇ´ımo k jeho realizaci.
7.1 Impulsn´ı sˇum a jeho odstranˇova´n´ı
Sˇum je posˇkozen´ı obrazu, ktere´ vznika´ r˚uzny´mi zp˚usoby v pr˚ubeˇhu z´ıska´va´n´ı a prˇenosu
obrazu. Podle [23] je jedn´ım z nejzminˇovaneˇjˇs´ıch pra´veˇ impulsn´ı sˇum. Jedn´ım z jeho typ˚u
je sˇum s˚ul a peprˇ (salt-and-pepper noise), jemuzˇ se budeme v te´to pra´ci veˇnovat. Ten
se vyznacˇuje t´ım, zˇe posˇkozene´ pixely naby´vaj´ı maxima, nebo minima barevne´ho rozsahu
(pro obraz v odst´ınech sˇedi vznikaj´ı cˇerne´, nebo b´ıle´ pixely). Obraz mu˚zˇe obsahovat r˚uzne´
mnozˇstv´ı sˇumu. To by´va´ vyja´drˇeno v procentech. Naprˇ´ıklad intenzita sˇumu 5% znamena´,
zˇe v obrazu by meˇlo by´t 5% posˇkozeny´ch pixel˚u.
Existuj´ı dva typy filtr˚u. Linea´rn´ı filtr projde postupneˇ vsˇechny pixely obrazu a vypocˇte
jejich novou hodnotu jako linea´rn´ı kombinaci okoln´ıch pixel˚u (naprˇ. Gauss˚uv filtr, viz [24]).
Nevy´hodou tohoto prˇ´ıstupu je rozmaza´n´ı obrazu a t´ım pa´dem i ztra´ta detail˚u. Druhy´m
typem jsou nelinea´rn´ı filtry. Ty s okoln´ımi pixely prova´deˇj´ı jine´ operace nezˇ linea´rn´ı kombi-
naci. V [23] je jako nejobl´ıbeneˇjˇs´ı uveden media´novy´ filtr, ktery´ je sice vhodny´ k hardwarove´
implementaci, ale pro vysˇsˇ´ı intenzitu sˇumu jizˇ neda´va´ prˇ´ıliˇs dobre´ vy´sledky.
Pocˇet okoln´ıch pixel˚u, ktere´ jsou bra´ny v u´vahu prˇi vy´pocˇtu nove´ hodnoty pixelu je
jedn´ım ze za´kladn´ıch parametr˚u filtru. Veˇtsˇinou se jedna´ o cˇtverec a jeho strana ma´ lichy´
pocˇet pixel˚u. Strˇedem je pixel, jehozˇ hodnota je filtrova´na. Toto
”
okno“ se postupneˇ posouva´
pixel po pixelu obrazem. Okrajove´ body obrazu jsou ty, jejichzˇ okol´ı dane´ velikost´ı filtru by
bylo mimo obraz. V te´to pra´ci jsou zanedba´ny.
7.2 Nelinea´rn´ı filtr realizovany´ booleovskou s´ıt´ı
C´ılem je navrhnout nelinea´rn´ı obrazovy´ filtr, ktery´ bude odstranˇovat impulsn´ı sˇum typu s˚ul
a peprˇ. Vstupn´ı obraz bude v odst´ınech sˇedi s barevnou hloubkou 8 bit˚u. Pokud bychom
chteˇli pouzˇ´ıt Kauffman˚uv model, tak bychom potrˇebovali s´ıt’ o velikosti alesponˇ:
N = velikost filtru · barevna´ hloubka (7.1)
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a pro filtr o velikosti pouhy´ch 3× 3 pixely na´m minima´ln´ı pocˇet uzl˚u vycha´z´ı:
N = 3 · 3 · 8 = 72. (7.2)
Prˇi prˇedchoz´ıch experimentech s kombinacˇn´ımi obvody a rˇadic´ımi s´ıteˇmi se na´m nepodarˇilo
nale´zt takto velkou booleovskou s´ıt’, ktera´ by plnila svou funkci, a tak je trˇeba Kauffman˚uv
model mı´rneˇ upravit.
Pixely obrazu jsou reprezentova´ny osmibitovy´m cˇ´ıslem, a tak budeme uzly s´ıteˇ repre-
zentovat stejneˇ. Pro takove´ uzly jizˇ nen´ı vhodne´ pouzˇ´ıt tabulku, ktera´ mu˚zˇe obsahovat
libovolnou logickou funkci, jak tomu bylo u kombinacˇn´ıch obvod˚u. Takova´ tabulka by byla
prˇ´ıliˇs velka´.
V [19] je popsa´na metoda pro na´vrh obrazove´ho filtru pomoc´ı virtua´ln´ıho rekonfiguro-
vatelne´ho obvodu. Jsou zde take´ uvedeny opera´tory vhodne´ pro na´vrh nelinea´rn´ıho filtru a
z nich byly vybra´ny takove´, ktere´ jsou vhodne´ pro pouzˇit´ı v booleovske´ s´ıti. Ty jsou uvedeny
v tabulce 7.1. Vstupem opera´toru jsou hodnoty prˇipojeny´ch uzl˚u. Pokud ma´ opera´tor pouze
jeden vstup, pouzˇije se prvn´ı prˇipojeny´ uzel. V tabulce 7.1 jsou jako prˇ´ıklad uvedeny jen
dva vstupy, ale skutecˇny´ pocˇet vstup˚u za´vis´ı na pocˇtu prˇipojeny´ch uzl˚u. Vy´stup je pouzˇit
jako na´sleduj´ıc´ı stav uzlu. Vzhledem k te´to zmeˇneˇ je trˇeba vektor ~f z rovnice 4.4 nahradit
vektorem
~o = (o1, o2, . . . , oN ), (7.3)





x ∨ y bitovy´ OR
x¯ ∨ y bitovy´ x¯ OR y
x ∧ y bitovy´ AND
x ∧ y bitovy´ NAND
x⊕ y bitovy´ XOR
x 1 deˇlen´ı dveˇma
x 2 deˇlen´ı cˇtyrˇmi
(x + y) mod 255 soucˇet modulo 255
(x + y) 1 pr˚umeˇr
max(x, y) maximum
min(x, y) minimum
Tabulka 7.1: Funkce pouzˇite´ prˇi na´vrhu obrazove´ho filtru.
Evolucˇn´ı algoritmus hleda´ ke kazˇde´mu uzlu s´ıteˇ opera´tor a prˇipojene´ uzly. Pouzˇito je
jednobodove´ krˇ´ızˇen´ı, ktery´m se krˇ´ızˇ´ı vektory ~c a ~o. Mutovany´ prvek vektoru ~o je nahrazen
na´hodneˇ zvoleny´m opera´torem.
Pocˇa´tecˇn´ı stav uzl˚u s´ıteˇ je urcˇen hodnotou odpov´ıdaj´ıc´ıch pixel˚u vstupn´ıho obrazu. Uzly
jsou seskupeny do cˇtverce, jak je videˇt na obra´zku 7.1. Cˇa´rkovaneˇ jsou pixely, plnou cˇarou
jsou zna´zorneˇny uzly a jejich propojen´ı. Z pocˇa´tecˇn´ıho stavu se provede urcˇity´ pocˇet krok˚u.






Obra´zek 7.1: Prˇ´ıklad filtru o velikosti 3× 3 pixely (N = 9 a K = 2).
7.2.1 Fitness funkce
U´kolem fitness funkce je zhodnotit, jak dobrˇe se podarˇilo odstranit sˇum z posˇkozene´ho ob-
razu. K tomu potrˇebujeme p˚uvodn´ı (neposˇkozeny´) obraz a posˇkozeny´ obraz (ten obsahuje
sˇum). Na posˇkozeny´ obraz aplikujeme testovany´ filtr a vy´sledek porovna´me s neposˇkozeny´m






kde size je velikost obrazu v pixelech, Oi jsou pixely origina´ln´ıho obrazu a Ri jsou pixely
obrazu po odstraneˇn´ı sˇumu. Fitness funkci se snazˇ´ıme prˇi pouzˇit´ı tohoto krite´ria minimali-
zovat.
7.2.2 Filtr s r˚uzny´m pocˇtem krok˚u
Pocˇet krok˚u booleovske´ s´ıteˇ prova´deˇj´ıc´ı filtrova´n´ı obrazu nemus´ı by´t prˇedem pevneˇ da´n.
V te´to pra´ci si klademe za c´ıl navrhnout filtr, ktery´ v kazˇde´m provedene´m kroku zlepsˇil
vlastnosti obrazu. Prˇi pouzˇit´ı takove´ho filtru je mozˇno rozhodnout, zda na´m stacˇ´ı me´neˇ kva-
litn´ı obraz, ktery´ bude zpracova´n rychleji (me´neˇ krok˚u booleovske´ s´ıteˇ), nebo pozˇadujeme
kvalitneˇjˇs´ı obraz a krok˚u provedeme v´ıce. Za t´ımto u´cˇelem byla navrzˇena fitness funkce,







(fit(k)− fit(k − 1)), (7.5)
kde steps je maxima´ln´ı pocˇet krok˚u booleovske´ s´ıteˇ a fit(k) je hodnota fitness podle rovnice
7.4 v kroku k. Prvn´ı cˇa´st vy´pocˇtu je soucˇet hodnot fit(k) ze vsˇech krok˚u. V druhe´ cˇa´sti
se tato hodnota sn´ızˇ´ı, pokud je fitness v dalˇs´ım kroku nizˇsˇ´ı nezˇ v prˇedchoz´ım. Postupneˇ se
snizˇuj´ıc´ı hodnota fit(k) je tedy zvy´hodneˇna.
7.2.3 Tre´novac´ı data
Jak jizˇ bylo zmı´neˇno v popisu fitness funkce, k na´vrhu filtru je potrˇeba neposˇkozeny´ ob-
raz a obraz obsahuj´ıc´ı sˇum (na ten budeme aplikovat filtr). Na rozd´ıl od kombinacˇn´ıch
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obvod˚u nen´ı mozˇne´ testovat vsˇechny mozˇne´ kombinace hodnot na vstupech filtru. V [14]
bylo uka´za´no, zˇe vhodny´ obraz o rozmeˇru 128×128 pixel˚u obsahuje dostatek informac´ı pro
ohodnocen´ı filtru.
Pokud jsou filtry ohodnocova´ny pouze na obrazech obsahuj´ıc´ıch sˇum, budou sice od-
stranˇovat sˇum, ale mohou take´ posˇkodit sˇumem neposˇkozene´ cˇa´sti obrazu. V [19] je do-
porucˇeno nechat cˇa´st tre´novac´ıho obrazu neposˇkozenou. Posˇkozeny´ obraz z´ıska´me umeˇly´m
prˇida´n´ım impulsn´ıho sˇumu typu s˚ul a peprˇ do origina´ln´ıho obrazu. Cˇa´st obrazu je prˇi ge-
nerova´n´ı sˇumu vynecha´na, aby z˚ustala neposˇkozena´. Na obra´zku 7.2 je uka´zka tre´novac´ıch
obraz˚u s r˚uznou intenzitou sˇumu. Pravy´ doln´ı roh z˚usta´va´ neposˇkozen.
(a) origina´l (b) 5% sˇum (b) 10% sˇum (b) 30% sˇum
Obra´zek 7.2: Uka´zka tre´novac´ıch obraz˚u
7.3 Experimenty
C´ılem experiment˚u je pomoc´ı evoluce navrhnout filtry a porovnat je s media´novy´m fil-
trem. Jako testovac´ı data slouzˇila sada 24 obraz˚u z http://www.fit.vutbr.cz/~vasicek/
imagedb/. Pro porovna´n´ı filtr˚u je stejneˇ jako v [19] pouzˇita pr˚umeˇrna´ hodnota PSNR









kde P × R je velikost obrazu (pocˇet pixel˚u), O je p˚uvodn´ı (neposˇkozeny´) obraz a R je
vy´sledek filtrace. Pro porovna´ni s navrzˇeny´mi filtry byly pouzˇity media´nove´ filtry s velikost´ı
filtrovac´ıho okna 3× 3 pixely a 5× 5 pixel˚u.
7.3.1 Filtr s pevneˇ dany´m pocˇtem krok˚u
Nejdrˇ´ıve byl proveden experiment s pevneˇ dany´m pocˇtem krok˚u. Evolucˇn´ı algoritmus
vyb´ıral ze vsˇech funkc´ı v tabulce 7.1. Parametry evoluce a booleovske´ s´ıteˇ jsou uvedeny
v tabulce 7.2. Vzhledem k cˇasove´ na´rocˇnosti experimentu byl proveden jen jeden beˇh.
Na obra´zc´ıch 7.3 je videˇt porovna´n´ı s media´novy´m filtrem. V cˇa´sti (a) je za´vislost na
intenziteˇ sˇumu pro jednotlive´ typy filtr˚u (RBN filtr je oznacˇen´ı pro navrzˇeny´ filtr). Pro
srovna´n´ı je uvedena take´ hodnota PSNR pro posˇkozene´ obrazy.
Filtr byl vyv´ıjen tak, aby pracoval v peˇti kroc´ıch booleovske´ s´ıteˇ (viz 7.2). Pokud se vsˇak
provede sˇest krok˚u, tak je filtr porˇa´d funkcˇn´ı. Na obra´zc´ıch 7.3 jsou vy´sledky filtru po peˇti
kroc´ıch znacˇeny jako RBN filtr 5k a po sˇesti kroc´ıch jako RBN filtr 6k. Pro n´ızkou in-
tenzitu sˇumu vy´sledky te´meˇrˇ dosahuj´ı kvality media´nove´ho filtru 3×3, ale mnohem rychleji
se zhorsˇuj´ı. Prˇi intenziteˇ sˇumu okolo 45% (pro RBN filtr 5k) a 55% (pro RBN filtr 6k)
jsou vy´sledky zase srovnatelne´ a naopak vy´sledky media´nove´ho filtru klesaj´ı rychleji.
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Pravdeˇpodobnost mutace 5%
Pocˇet generac´ı 3 000
Velikost populace 1 000
Pocˇet krok˚u s´ıteˇ 5
Velikost filtru 3× 3
Intenzita sˇumu 5%
Pocˇet uzl˚u s´ıteˇ N 9
Pocˇet propojen´ı K 2














RBN ﬁltr 5kRBN ﬁltr 6kmedián 3x3medián 5x5pouze šum






















(b) Vy´sledky na origina´ln´ıch
obrazech
Obra´zek 7.3: Porovna´n´ı vy´sledk˚u filtr˚u RBN filtr 5k a RBN filtr 6k s media´novy´m
filtrem.
uzel
0 1 2 3 4 5 6 7 8
propojen´ı s uzly 7,6 0,6 6,5 2,4 1,7 3,8 4,4 0,6 5,8
funkce v uzlu 255 (x + y) min max min max x ∧ y (x + y) x 1
Tabulka 7.3: Propojen´ı a opera´tory pouzˇite´ ve filtru RBN filtr
Mimo odstranˇova´n´ı sˇumu jsme zkoumali i vliv filtru na neposˇkozeny´ obraz. Vy´sledky
pro jednotlive´ obrazy z testovac´ı sady jsou videˇt na obra´zku 7.3 v cˇa´sti (b). Zde je videˇt, zˇe
RBN filtr 5k ma´ ve vsˇech prˇ´ıpadech nejmensˇ´ı vliv na obraz bez sˇumu. Po neˇm na´sleduje
media´novy´ filtr 3 × 3. Vy´sledky pro RBN filtr 6k jsou naprosto shodne´ s media´novy´m
filtrem 5× 5. Aby bylo mozˇno posoudit vizua´ln´ı kvalitu vy´stupu, je na obra´zku 7.4 uka´zka
posˇkozene´ho obrazu a vedle obraz po aplikaci filtru RBN filtr 5k.
V tabulce 7.3 jsou uvedeny funkce a propojen´ı uzl˚u nalezene´ho filtru. Po proveden´ı
experiment˚u byla zjiˇsteˇna chyba v implementaci, ktera´ zaprˇ´ıcˇinila, zˇe vy´sledek filtru nebyl
bra´n z uzlu s indexem 4 (viz obra´zek 7.1), ale z uzlu s indexem 5. Vzhledem k tomu,
zˇe se evoluce prˇizp˚usobila, tak experimenty nebyly provedeny znovu. Uka´zalo se t´ım, zˇe
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neza´lezˇ´ı na tom, z ktere´ho uzlu budeme vy´sledek bra´t, ale mus´ı to by´t ten, ze ktere´ho byl
vy´sledek bra´n prˇi vyhodnocova´n´ı fitness funkce. Evoluce booleovskou s´ıt’ prˇizp˚usob´ı. Tato
chyba ovlivnila i filtry RBN filtr L a RBN filtr I, a tak vsˇechny filtry ve zpracovany´ch
experimentech da´vaj´ı sv˚uj vy´stup na uzlu s indexem 5.
Na obra´zc´ıch 7.5 a 7.6 jsou sche´mata filtr˚u, ktere´ vznikly zapojen´ım funkc´ı z tabulky
7.3 za sebe podle prˇipojen´ı uzl˚u. Funkce, ktere´ nemeˇly vliv na vy´sledek byly odstraneˇny, a
funkce, ktere´ pouze kop´ırovaly sv˚uj vstup, byly nahrazeny pra´zdny´m obde´ln´ıkem. Tlustou
cˇarou jsou zvy´razneˇny bloky na indexu, ze ktere´ho je bra´n vy´stup filtru. Je videˇt, zˇe filtr
RBN filtr 5k v˚ubec nevyuzˇ´ıva´ levy´ horn´ı pixel ze sve´ho okol´ı, RBN filtr 6k jizˇ vyuzˇ´ıva´
vsˇechny pixely.
(a) 10% sˇumu (b) Vy´stup filtru RBN filtr 5k












  >> 1
max
min
1 2 3 4 50
max





  >> 1
max

















1 2 3 4 5 60
min
max
  >> 1
max
max





  >> 1
max
Obra´zek 7.6: Sche´ma filtru RBN filtr 6k
7.3.2 Filtr s pevneˇ dany´m pocˇtem krok˚u pouzˇ´ıvaj´ıc´ı pouze logicke´ funkce
C´ılem druhe´ho experimentu bylo navrhnou filtr, ktery´ by vyuzˇ´ıval pouze logicke´ funkce.
Proto byly neˇktere´ funkce z tabulky 7.1 ubra´ny a neˇktere´ prˇida´ny. Pouzˇite´ funkce jsou
v cˇa´sti (a) tabulky 7.5. Parametry evoluce jsou uvedeny v tabulce 7.4.
Pravdeˇpodobnost mutace 5%
Pocˇet generac´ı 3 000
Velikost populace 1 000
Pocˇet krok˚u s´ıteˇ 8
Velikost filtru 3× 3
Intenzita sˇumu 10%
Pocˇet uzl˚u s´ıteˇ N 9
Pocˇet propojen´ı K 3
Tabulka 7.4: Parametry evoluce pro RBN filtr L
V cˇa´sti (b) tabulky 7.5 jsou uvedeny opera´tory a propojen´ı, ktere´ evoluce nasˇla.
Z nab´ızeny´ch jedena´cti jsou pouzˇity pouze cˇtyrˇi. Tento filtr byl navrzˇen, aby pracoval v osmi
kroc´ıch booleovske´ s´ıteˇ. Na obra´zku 7.7 je srovna´n´ı s media´novy´m filtrem. Je videˇt, zˇe filtr
RBN filtr L znacˇneˇ za media´novy´m filtrem zaosta´va´, a to jak v odstranˇova´n´ı sˇumu, tak i
ve vlivu, ktery´ ma´ na neposˇkozeny´ obraz. I na uka´zce vy´stupu na obra´zku 7.8 je zrˇetelneˇ
videˇt mnozˇstv´ı posˇkozeny´ch pixel˚u. Vzhledem k vy´sledk˚um experiment˚u je pravdeˇpodobne´,
zˇe pouze logicke´ funkce z cˇa´sti (a) tabulky 7.5 na na´vrh kvalitn´ıho filtru nestacˇ´ı. Na obra´zku




x ∨ y bitovy´ OR
x ∨ y bitovy´ x OR y
x ∨ y bitovy´ NOR
x ∧ y bitovy´ AND
x ∧ y bitovy´ x AND y
x ∧ y bitovy´ NAND
x⊕ y bitovy´ XOR
x⊕ y bitovy´ x XOR y
x⊕ y bitovy´ NXOR
x negace
(a) Opera´tory pouzˇite´ prˇi na´vrhu
uzly propojen´ı funkce
0 6,5,3 x ∧ y ∧ z
1 2,6,8 x ∧ y ∧ z
2 8,8,6 x ∨ y ∨ z
3 3,2,3 x⊕ y ⊕ z
4 7,1,7 x ∨ y ∨ z
5 0,2,5 x ∧ y ∧ z
6 1,1,7 x ∧ y ∧ z
7 4,7,1 x
8 0,2,2 x ∨ y ∨ z
(b) Opera´tory a propojen´ı pouzˇite´
ve vy´sledne´m filtru RBN filtr L














RBN ﬁltr Lmedián 3x3medián 5x5pouze šum






















(b) Vy´sledky na origina´ln´ıch
obrazech
Obra´zek 7.7: Porovna´n´ı vy´sledk˚u filtru pouzˇ´ıvaj´ıc´ıho pouze logicke´ (RBN filtr L) funkce
s media´novy´m filtrem.
7.3.3 Filtr s nastavitelny´m pocˇtem krok˚u
Tento experiment uka´zˇe vy´sledky filtru, ktery´ s rostouc´ım pocˇtem krok˚u postupneˇ zlepsˇuje
sv˚uj vy´sledek. Fitness funkce, ktera´ to zarˇ´ıdila, je popsa´na v podkapitole 7.2.2. V tabulce
7.6 opeˇt vid´ıme parametry evoluce. Jednotlive´ kandida´tn´ı filtry byly v pr˚ubeˇhu evoluce
ohodnocova´ny v kazˇde´m kroku od 1 po 9 a pak byla spocˇtena fitness funkce dle rovnice 7.5
(parametr steps = 9).
V tabulce 7.7 jsou uvedeny pr˚umeˇrne´ hodnoty PSNR pro jednotlive´ kroky navrzˇene´ho
filtru a r˚uznou intenzitu sˇumu. Z tabulky je videˇt, zˇe kvalita filtrovane´ho obrazu se postupneˇ
zvysˇuje. Nejveˇtsˇ´ı skok je mezi prvn´ım a druhy´m krokem, dalˇs´ı vy´razne´ zlepsˇen´ı je mezi
trˇet´ım a cˇtvrty´m krokem, pak uzˇ se vy´sledky zlepsˇuj´ı jen mı´rneˇ a mezi osmy´m a deva´ty´m
krokem jizˇ nen´ı zˇa´dny´ rozd´ıl.
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(a) 10% sˇumu (b) Vy´stup filtru RBN filtr L
Obra´zek 7.8: Uka´zka obrazu prˇed a po aplikaci filtru
Pravdeˇpodobnost mutace 5%
Pocˇet generac´ı 3 000
Velikost populace 1 000
Pocˇet krok˚u s´ıteˇ 1 – 9
Velikost filtru 3× 3
Intenzita sˇumu 10%
Pocˇet uzl˚u s´ıteˇ N 9
Pocˇet propojen´ı K 2
Tabulka 7.6: Parametry evoluce pro filtr RBN filtr I
intenzita krok
sˇumu 1 2 3 4 5 6 7 8 9
5% 16.94 26.20 26.38 28.60 29.04 29.36 29.84 29.84 29.84
10% 14.27 22.21 22.75 25.14 26.28 26.52 26.92 26.92 26.92
15% 12.62 19.36 20.03 22.31 23.68 23.89 24.30 24.31 24.31
20% 11.46 17.23 17.90 19.97 21.33 21.54 21.94 21.95 21.95
25% 10.53 15.52 16.16 17.99 19.21 19.42 19.81 19.82 19.82
30% 9.78 14.14 14.71 16.30 17.38 17.58 17.97 17.98 17.98
35% 9.13 12.93 13.44 14.82 15.72 15.93 16.31 16.33 16.33
40% 8.57 11.90 12.35 13.52 14.28 14.50 14.86 14.87 14.87
45% 8.08 10.98 11.37 12.35 13.00 13.21 13.56 13.57 13.57
50% 7.64 10.19 10.50 11.34 11.87 12.07 12.40 12.42 12.42
55% 7.25 9.45 9.72 10.41 10.85 11.05 11.36 11.37 11.37
60% 6.88 8.79 9.00 9.56 9.90 10.10 10.40 10.41 10.41
65% 6.56 8.21 8.37 8.82 9.09 9.28 9.56 9.57 9.57
70% 6.25 7.65 7.77 8.13 8.33 8.51 8.78 8.79 8.79
75% 5.96 7.16 7.23 7.50 7.64 7.82 8.07 8.08 8.08
Tabulka 7.7: Pr˚umeˇrna´ hodnota PSNR pro jednotlive´ kroky filtru a r˚uznou intenzitu
sˇumu u filtru RBN filtr I
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V grafech na obra´zku 7.9 je opeˇt srovna´n´ı s media´novy´m filtrem. Kv˚uli prˇehlednosti jsou
zde vyneseny jen hodnoty pro vybrane´ kroky. Z cˇa´sti (a) je videˇt, zˇe pro sˇum o intenziteˇ
5% se vy´sledky RBN filtr I 8k bl´ızˇ´ı media´nove´mu filtru 3 × 3, ale s rostouc´ı intenzitou
klesaj´ı rychleji. Stejneˇ jako v tabulce 7.3 i zde je zrˇetelne´, jak se vy´sledky filtru postupneˇ
zlepsˇuj´ı. Vy´sledky po prvn´ım kroku jsou horsˇ´ı nezˇ pro obraz, na ktery´ nebyl aplikova´n zˇa´dny´
filtr (prvn´ı krok kvalitu obrazu sn´ızˇ´ı), ale od druhe´ho kroku se kvalita obrazu postupneˇ
zvysˇuje. Vy´sledky na neposˇkozeny´ch obrazech vsˇak pocˇtu krok˚u jizˇ prˇ´ıliˇs neodpov´ıdaj´ı.
RBN filtr I 8k sice ve veˇtsˇineˇ prˇ´ıpad˚u posˇkod´ı obraz nejme´neˇ, ale RBN filtr I 4k ma´
v mnoha prˇ´ıpadech lepsˇ´ı vy´sledek nezˇ RBN filtr I 6k. RBN filtr I 8k, RBN filtr I 6k
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(b) Vy´sledky na origina´ln´ıch
obrazech
Obra´zek 7.9: Porovna´n´ı vy´sledk˚u postupneˇ se zlepsˇuj´ıc´ıho filtru a media´nove´ho filtru.
V tabulce 7.3 jsou uvedeny opera´tory, ktere´ jsou ve filtru pouzˇity a jejich propojen´ı.
Evoluce pouzˇila jen 4 opera´tory a to minimum, maximum, deˇlen´ı cˇtyrˇmi a identitu prvn´ıho
vstupu. Na obra´zku 7.10 je uvedeno sche´ma tohoto filtru, tlustou cˇarou jsou zna´zorneˇny
bloky, ze ktery´ch je v jednotlivy´ch kroc´ıch bra´n vy´stup filtru. Opeˇt jsou odstraneˇny bloky,
ktere´ nemaj´ı na vy´stup filtru zˇa´dny´ vliv.
uzly
0 1 2 3 4 5 6 7 8
propojen´ı 4,1 4,1 7,0 7,8 3,5 0,4 1,4 0,8 6,2
funkce min max x 2 x min max min max max
Tabulka 7.8: Opera´tory a propojen´ı pouzˇite´ ve vy´sledne´m filtru RBN filtr I
Na obra´zku 7.12 jsou vy´sledky filtru po r˚uzne´m pocˇtu krok˚u na jednom z obraz˚u testo-
vac´ı sady. Je videˇt to co bylo popsa´no vy´sˇe. Vy´sledek po prvn´ım kroku vypada´ subjektivneˇ
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Obra´zek 7.10: Sche´ma filtru RBN filtr I
7.3.4 Celkove´ srovna´n´ı
Na za´veˇr srovna´me vsˇechny na´mi nalezene´ typy filtr˚u. Na obra´zku 7.11 je srovna´n´ı nasˇich
trˇech filtr˚u a media´nove´ho filtru. RBN filtr I 8k (filtr z podkapitoly 7.3.3 po proveden´ı
osmi krok˚u) je azˇ do intenzity sˇumu 25% mı´rneˇ lepsˇ´ı nezˇ obycˇejny´ RBN filtr, ale pak se
zhorsˇuje rychleji a bl´ızˇ´ı se k filtru RBN filtr I 8k, ktery´ pouzˇ´ıva´ jen logicke´ funkce.
Vyuzˇit´ı navrzˇeny´ch filtru je mozˇne´ prˇedevsˇ´ım u intenzity sˇumu okolo 5%, kde kvalita
vy´stupu odpov´ıda´ media´nove´mu filtru. Vzhledem k tomu, zˇe vsˇechny u´rovneˇ filtru pouzˇ´ıvaj´ı
stejne´ bloky i jejich propojen´ı k prˇedchoz´ı u´rovni (pokud nejsou odstraneˇny jako nevyuzˇite´),
tak lze lze filtr implementovat i pouze pomoc´ı jedne´ u´rovneˇ teˇchto blok˚u a po urcˇite´m
pocˇtu krok˚u odebrat vy´stup. Nejsme vsˇak omezeni na jednu, nebo plny´ pocˇet u´rovn´ı, ale je
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(b) Vy´sledky na origina´ln´ıch
obrazech
Obra´zek 7.11: Porovna´n´ı vsˇech typ˚u nalezeny´ch filtr˚u a media´nove´ho filtru.
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(a) 10% sˇumu (b) 1 krok
(c) 2 kroky (d) 4 kroky
(e) 6 krok˚u (f) 8 krok˚u




Tato pra´ce se zaby´va´ vyuzˇit´ım booleovsky´ch s´ıt´ı v evolucˇn´ım na´vrhu. Byly zde uvedeny
mozˇnosti jak booleovske´ s´ıteˇ reprezentovat a byly navrzˇeny geneticke´ opera´tory, jezˇ lze na
tuto reprezentaci pouzˇ´ıt. Navrzˇena´ reprezentace byla nejdrˇ´ıve experimenta´lneˇ oveˇrˇena prˇi
na´vrhu kombinacˇn´ıch obvod˚u, pote´ byla mı´rneˇ upravena pro na´vrh rˇadic´ıch s´ıt´ı. Nakonec
byla provedena vy´razneˇjˇs´ı u´prava a ta byla pouzˇita pro na´vrh obrazove´ho filtru.
Metoda pro na´vrh kombinacˇn´ıch obvod˚u z kapitoly 5 se uka´zala funkcˇn´ı. Bohuzˇel se
podarˇilo navrhnout pouze obvody s n´ızky´m pocˇtem vstup˚u. To by bylo mozˇne´ napravit
podrobneˇjˇs´ım pr˚uzkumem a u´pravou evolucˇn´ıho algoritmu. Neu´speˇch na veˇtsˇ´ıch obvodech
mu˚zˇe by´t zp˚usoben take´ vlastnostmi booleovsky´ch s´ıt´ı.
V [5] je uvedeno, zˇe s´ıteˇ s K ≤ 2 maj´ı tendenci konvergovat do jednoho usta´lene´ho stavu,
nebo opakuj´ıc´ıho se cyklu. K na´vrhu mensˇ´ıch obvod˚u stacˇ´ı mensˇ´ı pocˇet krok˚u booleovske´
s´ıteˇ, a tak je obvod navrzˇen drˇ´ıve, nezˇ se s´ıt’ stihne usta´lit na jedne´ hodnoteˇ, ale u veˇtsˇ´ıch
obvod˚u by to mohl by´t proble´m. Se vzr˚ustaj´ıc´ım K se chova´n´ı s´ıteˇ sta´va´ v´ıce chaoticke´,
bohuzˇel pro veˇtsˇ´ı K existuje i veˇtsˇ´ı pocˇet vsˇech mozˇny´ch booleovsky´ch s´ıt´ı a t´ım se zveˇtsˇ´ı
prohleda´vany´ prostor (viz rovnice 3.1). To plat´ı i pro rˇadic´ı s´ıteˇ na u´rovni kompara´tor˚u.
Zde vsˇak konvergence s´ıteˇ nemeˇla pravdeˇpodobneˇ takovy´ vliv, protozˇe rˇadic´ı s´ıteˇ mohou
mı´t pomeˇrneˇ pravidelnou strukturu.
Rˇesˇen´ım by mohlo by´t pouzˇit´ı veˇtsˇ´ıho K a neˇjaky´m zp˚usobem omezit vznikle´ logicke´
funkce. V pr˚ubeˇhu implementace navrhovany´ch metod probeˇhlo neˇkolik pokus˚u s uni-
formn´ımi s´ıteˇmi (vsˇechny uzly obsahuj´ı stejnou logickou funkci), ale ty nebyly prˇ´ıliˇs u´speˇsˇne´.
Pokud by se vsˇak uzly rozdeˇlily do neˇkolika skupin, kde uzly v jedne´ skupineˇ sd´ılej´ı jedinou
logickou funkci, mohlo by doj´ıt k omezen´ı prohleda´vane´ho prostoru a za´rovenˇ zachova´n´ı
dostatecˇne´ variability. Mozˇnost´ı je dostatek a t´ım take´ prostor pro dalˇs´ı vy´zkum.
Navrzˇene´ obrazove´ filtry maj´ı r˚uzne´ zaj´ımave´ vlastnosti. Pomoc´ı vhodne´ho na´vrhu fit-
ness funkce lze objevit filtr s pozˇadovany´mi vlastnostmi, jako bylo naprˇ´ıklad postupne´
zlepsˇova´n´ı kvality vy´stupu z kapitoly 7. Navrzˇene´ filtry vsˇak nejsou prˇ´ıliˇs kvalitn´ı a bylo
by trˇeba prove´st v´ıce experiment˚u a prˇ´ıpadneˇ upravit evolucˇn´ı algoritmus, aby se nasˇel
kvalitneˇjˇs´ı filtr.
V [19] je zmı´neˇn princip tzv. banky filtr˚u, kdy je evolucˇneˇ navrzˇeno v´ıce filtr˚u a z je-
jich vy´sledk˚u je vybra´n konecˇny´ vy´sledek naprˇ´ıklad pomoc´ı media´nu. Prˇi na´vrhu filtr˚u se
uka´zalo, zˇe neza´lezˇ´ı na tom, ktery´ z uzl˚u si zvol´ıme jako vy´stup. Nab´ız´ı se rˇesˇen´ı vyvinout
banku filtr˚u jako jediny´ obvod tak, zˇe budeme bra´t vy´stup naprˇ. ze trˇ´ı uzl˚u a pak pomoc´ı
media´nu vybrat konecˇny´ vy´sledek. Da´le by se dalo zameˇrˇit na co nejjednodusˇeji hardwaroveˇ
realizovatelne´ funkce a z nich se pokusit navrhnout funkcˇn´ı filtr. Je ovsˇem potrˇeba pouzˇ´ıt
i jine´ nezˇ jen logicke´ funkce, protozˇe ty se v experimentech v kapitole 7 prˇ´ıliˇs neosveˇdcˇily.
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