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Abstract
For a given ﬁnite poset T whose Hasse diagram is a tree and its maximal element is its root, we
compare the number of those embeddings intoT of a chain of a given lengthwhich contain themaximal
element of T and the number of those embeddings which do not contain the maximal element of T.
For a given positive integer k, we establish average depth thresholds for T beyond which there are
always more embeddings of the second kind than those of the ﬁrst one.We, actually, give a better than
1 upper bound for the ratio between the numbers of these embeddings that depends on the structure
of T.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction and notation
By a tree we shall mean any ﬁnite partially ordered set with a unique maximal element,
whose Hasse diagram is a tree in the graph-theoretical meaning. Let T be a tree. The root
of T is its only maximal element. It will be denoted by 1T . A leaf of T is each vertex of T
such that there do not exist any vertices smaller than this vertex. The depth of a vertex v,
dp(v), is deﬁned as the number of elements of T greater than or equal to v. As this should
not lead to confusion, we shall use the usual inequality signs to denote the partial orders
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considered. A branch of a tree is any maximal chain of vertices (in particular, the maximal
element of a branch is always the root of the tree and the minimal element is always one of
the leaves). A branch of a tree T is called independent if no vertex of this branch other than
the root of T has more than one immediate predecessor.
Let T be a tree and D be a subset of T. By an embedding of D into T we mean the image
of any order preserving injection of D into T. If D is a tree an embedding of D is good if
its root is that of T. An embedding is bad if its root is not that of T. The number of those
linearly ordered subsets of T of length j whose maximal element is the root of T is denoted
byAjT , in other wordsA
j
T is the number of good embeddings of the chain of length j into T.
The number of those linearly ordered subsets of T of length jwhose maximal element is not
the root of T is denoted by BjT , in other words B
j
T is the number of bad embeddings of the
chain of length j into T. Let CjT =AjT +BjT . Of course, CjT is the number of all embeddings
of the chain of length j into T.
It is intuitively clear that for a tree deep enough which is not too bushy at its shallow
part there are more bad than good embeddings of a chain of a given length. We make the
above intuitions precise using the notion of an average depth of T (see the next section for
the deﬁnition).
The results obtained here are closely related to the best choice problem for partial orders
(for a description of the subject, interesting results and further literature consult [1,4]). This
especially concerns optimal best choice algorithms which require a detailed knowledge
about combinatorial properties of a given partial order for which we look for the optimal
algorithm. Actually, for a partial order T being a tree, what is essential is the compari-
son of the number of good embeddings and the number of all embeddings of a subtree
D of T. More exactly, one needs an assessment of the ratio of the number of all good
embeddings of a given tree D into T to the number of all embeddings of the same tree
D, as these ratios are probabilities that the root of a subtree isomorphic to D formed by
randomly chosen elements of T is the root of T (compare [3,2]; see the example below).
These are, even for T having a very regular structure, difﬁcult counting problems. This is
the reason why looking for the optimal best choice algorithm on any tree T (which could
be determined on the basis of the structure of T) can be considered today only as a general
research project. However, it seems natural to consider at ﬁrst, in the general situation of
an arbitrary tree T, the case of embeddings of chains into T. In Theorem 2.2 we prove that
for T having the average depth greater than 2k, AkT /C
k
T < 1/2. This generalizes the same
fact proved in the special case where T is a complete binary tree [3]. Actually, Theorem
2.2 is only a lemma for Theorem 2.4, where we give a better upper bound for the ratio
AkT /C
k
T .
Let us now consider the following example. Let
T = {1T , a, b, c, d, e, f, g, h, i, j, k, l}
and the partial order among the elements of T is given by the tree of Fig. 1.
{k, g, a} and {l, b, 1T } are examples of embeddings of a three element chain into T (the
ﬁrst is a bad one, the second is a good one).
The probability that a three element chain that is picked randomly fromT has themaximal
element equal to the root of T is A3T /C
3
T = 20/33 (obtained by counting cases).
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Fig. 1.
The reader interested in why results of the type A/C < 1/2 −  may be important for
ﬁnding the optimal best choice policy is referred to [3]. In fact, in [3] this inequality was
crucial only for chains.
2. The main result
We describe now a class of trees for which there are more bad than good embeddings
of a chain of a given length into those trees. The class will be described by the following
notion of depth.
Let l1, . . . , lk be all leaves of T. The average depth of T is deﬁned as follows:
AD(T )=
∑k
i=1dp(li)
k
.
Let us start with the following lemma on the maximum of a function of two integer
variables.
Lemma 2.1. Let i, j, k be positive integers and let k be ﬁxed. Let
f (i, j)=
i
(
2k − 2
k − 1
)
+
(
2k + i − 1
k − 1
)
−
(
j − 1
k − 1
)
i
(
2k − 1
k
)
+
(
2k + i
k
)
−
(
j
k
) .
For k = 2 we have f (i, j)< 1/2.
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For each k3, i1 and 1j2k + i − 1, the function f (i, j) attains its maximum at
i = 1 and any j < k
(
this means that
(
j
k
)
=
(
j−1
k−1
)
= 0
)
and, for such j’s,
f (1, j)=
(
2k − 2
k − 1
)
+
(
2k
k − 1
)
(
2k − 1
k
)
+
(
2k + 1
k
) = 5k2 − k
10k2 + k − 3 .
Proof. For i1, we have to prove
(
2k − 2
k − 1
)
+
(
2k
k − 1
)
(
2k − 1
k
)
+
(
2k + 1
k
) i
(
2k − 2
k − 1
)
+
(
2k + i − 1
k − 1
)
−
(
j − 1
k − 1
)
i
(
2k − 1
k
)
+
(
2k + i
k
)
−
(
j
k
) .
By cross multiplication and appropriate grouping of terms we easily get the following
equivalent inequality:
i
(
2k − 2
k − 1
)(
2k
k − 1
)[
2k − 1
k
− 2k + 1
k
]
+
(
2k − 2
k − 1
)(
2k + i − 1
k − 1
)[
2k + i
k
− 2k − 1
k
]
+
(
2k
k − 1
)(
2k + i − 1
k − 1
)[
2k + i
k
− 2k + 1
k
]
+
(
j − 1
k − 1
)(
2k − 2
k − 1
)[
2k − 1
k
− j
k
]
+
(
j − 1
k − 1
)(
2k
k − 1
)[
2k + 1
k
− j
k
]
0.
Multiplying both sides by k we get still another equivalent form of the original inequality
[
(i + 1)
(
2k + i − 1
k − 1
)
− 2i
(
2k
k − 1
)](
2k − 2
k − 1
)
+ (i − 1)
(
2k
k − 1
)(
2k + i − 1
k − 1
)
+
(
j − 1
k − 1
)[(
2k − 2
k − 1
)
(2k − j − 1)+
(
2k
k − 1
)
(2k − j + 1)
]
0.
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This inequality is obvious for i = 1. For i2 the last term, for j2k + i − 1, is minimal
for j = 2k + i − 1. Hence it is enough to prove that
E(i)=
[
(i + 1)
(
2k + i − 1
k − 1
)
− 2i
(
2k
k − 1
)](
2k − 2
k − 1
)
+ (i − 1)
(
2k
k − 1
)(
2k + i − 1
k − 1
)
+
(
2k + i − 2
k − 1
)[(
2k − 2
k − 1
)
(−i)+
(
2k
k − 1
)
(−i + 2)
]
0.
This we prove by induction with respect to i (with a ﬁxed k3).
In the ﬁrst step for i = 2 we get by elementary transformations the equivalent inequality
8k2 − 9k − 11> 0, true for each k2.
For the inductive step, subtracting terms ofE(i) from the corresponding ones ofE(i+1),
we get
E(i + 1)− E(i)
= (i + 1)
(
2k − 2
k − 1
)(
2k + i − 1
k − 2
)
+
(
2k − 2
k − 1
)(
2k + i
k − 1
)
− 2
(
2k
k − 1
)(
2k − 2
k − 1
)
+ (i − 1)
(
2k
k − 1
)(
2k + i − 1
k − 2
)
+
(
2k
k − 1
)(
2k + i
k − 1
)
− (i + 1)
(
2k − 2
k − 1
)(
2k + i − 2
k − 2
)
−
(
2k − 2
k − 1
)(
2k + i − 2
k − 1
)
− (i − 1)
(
2k
k − 1
)(
2k + i − 2
k − 2
)
−
(
2k
k − 1
)(
2k + i − 2
k − 1
)
.
It is easy to check that the sums of the terms: the ﬁrst and the sixth, and the fourth and
the eighth are positive.
Thus it is enough to prove that the sum of the remaining terms is positive, which is
equivalent to the following inequality
[(
2k − 2
k − 1
)
+
(
2k
k − 1
)][(
2k + i − 1
k − 2
)
+
(
2k + i − 2
k − 2
)]
> 2
(
2k
k − 1
)(
2k − 2
k − 1
)
.
One can see that, for k ﬁxed, the left-hand side is increasing with respect to i. Hence it is
enough to check this inequality for i = 2.
Because
(
2k
k−1
)
>
(
2k−2
k−1
)
and
(
2k+1
k−2
)
+
(
2k
k−2
)
>
(
2k
k−1
)
, for k > 3, the inequality
follows.
For k = 3 and i = 2 we check the inequality directly.
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Now we show that f (i, j)< 12 for k=2. For j < k, after elementary transformations, we
get the inequality
6(i + 1)
i2 + 13i + 12 6/13< 1/2.
Assume kj2k + i − 1 (i.e. 2j3+ i). We have
f (i, j)= 6i − 2j + 8
i2 + 13i + 12− j2 + j .
This expression is smaller than 12 when i
2 + i − 4− j2 + 5j > 0. Note that the maximum
of the function j2 − 5j for 2j i + 3 is attained at i + 3. Substituting i + 3 for j we get
an expression which is not greater than the one above.After this substitution the expression
is equal to 2, whence the previous one is greater than zero. 
Theorem 2.2. Let k2. If T is a tree such that AD(T )2k, then BkT AkT . If T does not
consist exclusively of independent branches each of which is of length 2k, then BkT >AkT .
Proof. Let n= 2k. First, let us reduce the theorem to the case where dp(l)n− 1 for all
leaves l of T. Assume T has a leaf with dp(l)= q <n− 1. Let T ′ be a tree obtained from T
by extending the branch ending with l by one vertex. We have then
AkT ′ − AkT =
(
q − 1
k − 2
)

(
q − 1
k − 1
)
= BkT ′ − BkT . (1)
Thus if the conclusion of the theorem holds for T ′ it holds all the more for T.
Now, we shall make a further reduction. Namely, we shall prove that we can restrict
ourselves to the case when all the leaves of depth n − 1 and n are ends of independent
branches. Assume that l is a leaf of depth n− 1 or n and it is not the end of an independent
branch. Let v be the minimal vertex above l that has at least two immediate predecessors.
Let dp(v)=m. Of course, m<n. Let
T ′ = (T \{w ∈ T : v >w l}) ∪ P , (2)
where P is a new chain of length n−1 or n, according to whether l is a leaf of depth n−1 or
n, such that P ∩ T = {1T }. Thus T ′ is obtained by erasing the chain from l to v (without v)
and replacing it by a new independent path ﬁxed at the root 1T of length dp(l)=n−1 or n,
respectively. Of course, AD(T ′)= AD(T )n. We have
AkT ′ − AkT =
(
m− 1
k − 1
)
>
(
m− 1
k
)
= BkT ′ − BkT . (3)
Thus, if the conclusion of the theorem holds for T ′, it holds all the more for T.
Now let us note that the numbers of good and bad embeddings of a chain of length k
into a chain of length n= 2k are equal, namely
(
2k−1
k−1
)
=
(
2k−1
k
)
. Thus the next reduction
consists in deleting all independent branches of length n and considering T ’s having no
leaves of depth n.
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Note that adding to a tree T an additional independent branch of length n − 1 results in
addingmore good embeddings of a chain of length k, namely
(
2k−2
k−1
)
, than bad embeddings,
namely
(
2k−2
k
)
. Nowwe shall show that adding asmany as necessary independent branches
of length n− 1 we can get exactly AD(T )= n.
Indeed, assume the number of leaves is a+a1+· · ·+as , where a is the number of leaves
of depth n – 1, and ai is the number of leaves of depth n+ ri , where ri is a positive integer,
is. Thus
AD(T )= a(n− 1)+ a1(n+ r1)+ · · · + as(n+ rs)
a + a1 + · · · + as .
Now we modify T by adding a1r1+ · · ·+asrs − a independent branches of length n − 1.
The average depth of the new tree T is now
AD(T )= a(n− 1)+ a1(n+ r1)+ · · ·+as(n+ rs)+(a1r1+ · · ·+asrs − a)(n− 1)
a+a1+ · · · + as + (a1r1 + · · · + asrs − a)
= a1(n+ r1n)+ · · · + as(n+ rsn)
a1(1+ r1)+ · · · + as(1+ rs) = n.
Let l1, . . . , lp be all the leaves of T that have the depth greater than n.
Now, the proof will be an induction with respect to p.
Assume ﬁrst that p= 1. Let l be the only leaf of depth greater than n. Let r = dp(l)− n.
T has now r + 1 independent branches, r of length n− 1 and one of length dp(l)= n+ r .
We have
AkT = r
(
2k − 2
k − 1
)
+
(
2k + r − 1
k − 1
)
(4)
and
BkT = r
(
2k − 2
k
)
+
(
2k + r − 1
k
)
. (5)
The inequality
AkT =
r(2k − 2)!
(k − 1)!(k − 1)! +
(2k + r − 1)!
(k − 1)!(k + r)! <
r(2k − 2)!
k!(k − 2)! +
(2k + r − 1)!
k!(k + r − 1)! = B
k
T
is equivalent to the inequality
r(2k − 2)!
k!(k − 1)! <
r(2k + r − 1)!
k!(k + r)! .
This inequality can be easily veriﬁed.
Assume now that p> 1 and that dp(l1) · · · dp(lp). Let ri = dp(li)−n. Let l′1, . . . , l′q
be all the leaves of T of depth n− 1. As AD(T )= n we have
q =
p∑
i=1
ri .
Thus qp. Let Ci be the independent branch of T ending with l′i .
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Let v be the minimal vertex above lp that has at least two immediate predecessors. Let
dp(v)=m. Let
T ′ = T \
(
{w ∈ T : lpw<v} ∪
rp⋃
i=1
Ci
)
. (6)
Now, the tree T ′ has p − 1 leaves of depth greater than n and, of course,
AD(T ′)= n.
By the induction hypothesis the conclusion of the theorem is satisﬁed for T ′.
We have
AkT = AkT ′ + rp
(
2k − 2
k − 1
)
+
(
n+ rp − 1
k − 1
)
−
(
m− 1
k − 1
)
(7)
and
CkT = CkT ′ + rp
(
2k − 1
k
)
+
(
n+ rp
k
)
−
(
m
k
)
. (8)
By Lemma 2.1 we know now that
rp
(
2k − 2
k − 1
)
+
(
n+ rp − 1
k − 1
)
−
(
m− 1
k − 1
)
rp
(
2k − 1
k
)
+
(
n+ rp
k
)
−
(
m
k
) < 1
2
.
By the induction hypothesis,
Ak
T ′
Ck
T ′
<
1
2
.
It follows from the two inequalities above that
AkT
CkT
<
1
2
. 
Remark. Note that if T is a chain of length n+1, n+12k, the inequality of Theorem 2.2
gets a familiar form
(
n
k−1
)

(
n
k
)
. Hence Theorem 2.2 may be viewed as a generalization
of this binomial inequality.
Theorem 2.2 as well as some ideas of its proof will be used in the proof of Theorem 2.4
that, actually, strengthens Theorem 2.2. We shall also need the following elementary and
straightforward algebraic observation.
Lemma 2.3. Let A,B,A∗, B∗ be non-negative numbers such that AB and 0
B∗ − BA∗ − A. Then
A(A∗ + B∗)A∗(A+ B).
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Theorem 2.4. Let k3 be an integer. If T is a tree such that AD(T )2k and there are s
leaves of depth 2k and there is at least one leaf of depth greater than 2k, then
AkT /(A
k
T + BkT )
1
2
− 3
2
2k + 1
k(s + 2)+ s + 1
k − 1
10k2 + k − 3 . (9)
Proof. Let n= 2k.
Assume ﬁrst that no leaf has depth n, i.e. s = 0.
We go through a scheme of reductions similar to that employed in the proof of
Theorem 2.2. We shall need some of the calculations we did in the proof of
Theorem 2.2.
First let us reduce the theorem to the case where dp(l)n− 1 for all leaves l of T. Using
(1), Theorem 2.2 and Lemma 2.3 we can always extend the branch ending with a leaf of
depth <n − 1 by one vertex. Indeed, let T ′ be a tree obtained by such an extension and
assume that for this tree (9) is satisﬁed, i.e.
Ak
T ′
Ak
T ′ + BkT ′
 1
2
− 3
2
k − 1
10k2 + k − 3 .
By Theorem 2.2,
AkT BkT .
By (1),
BkT ′ − BkT AkT ′ − AkT .
Hence, by Lemma 2.3,
AkT
AkT + BkT

Ak
T ′
Ak
T ′ + BjT ′
 1
2
− 3
2
k − 1
10k2 + k − 3 .
Thus it is enough to prove (9) for T ′.
The next reduction consists in showing that it is enough to consider T with all the leaves
of depth n− 1 being the ends of independent branches. Using the same argument as above,
by (3), Theorem 2.2 and Lemma 2.3, we can replace T by T ′ deﬁned by (2).
We shall now again use the remark used in the proof of Theorem 2.2 that adding to a
tree T an independent branch of length n − 1 adds more good embeddings of a chain of
length k than bad embeddings. Thus, if AD(T )>n, using the above remark, Theorem 2.2
and Lemma 2.3 we can add as many independent branches of length n−1 as it is necessary
to obtain for a new tree AD(T ′)= n and we know that if (9) holds for T ′ it also does for T.
Therefore we can assume AD(T )= n.
Let l1, . . . , lp be all the leaves of T that have depth greater than n.
Now, the proof will be an induction with respect to p.
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Assume ﬁrst that p = 1. Using (4) and (5) we obtain
AkT
CkT
=
r
(
2k − 2
k − 1
)
+
(
2k + r − 1
k − 1
)
r
(
2k − 1
k
)
+
(
2k + r
k
)
and, by Lemma 2.1,
AkT
CkT
 5k
2 − k
10k2 + k − 3 =
1
2
− 3
2
k − 1
10k2 + k − 3 .
As in the proof of Theorem 2.2, assume now that p> 1 and dp(l1) · · · dp(lp). Let
ri = dp(li)− n. Let l′1, . . . , l′q be all the leaves of T of depth n− 1. Recall that we assume
that
q =
p∑
i=1
ri .
Thus qp. Let Ci be the independent branch ending with l′i .
Let v be a minimal vertex above lp that has at least two immediate predecessors. Let
dp(v) = m. Let T ′ be deﬁned by (6). By the induction hypothesis the conclusion of the
theorem is satisﬁed for T ′, i.e.
Ak
T ′
Ck
T ′
 1
2
− 3
2
k − 1
10k2 + k − 3 .
By (7) and (8) and Lemma 2.1, we also get
AkT
CkT
 1
2
− 3
2
k − 1
10k2 + k − 3 .
This concludes the proof in the case when there are no leaves of depth n.
Let us now pass to the general case taking into account the leaves of depth n. Using the
same argument as in the case of leaves of depth n − 1, we can reduce the assumptions to
the case where all the leaves of depth n are ends of independent branches.
Now we can express the tree T as T = T ′ ∪ T ′′ with T ′ ∩ T ′′ = {1T }, where all the leaves
of T ′ are of depth different than n, all the leaves of T ′′ are of depth n and they are the ends
of independent branches. We have
AkT
CkT
= A
k
T ′ + AkT ′′
Ck
T ′ + CkT ′′
=
Ak
T ′
Ck
T ′
Ck
T ′ +
Ak
T ′′
Ck
T ′′
Ck
T ′′
Ck
T ′ + CkT ′′

5k2 − k
10k2 + k − 3C
k
T ′ +
(
2k − 1
k − 1
)
(
2k
k
) Ck
T ′′
Ck
T ′ + CkT ′′
.
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ButCk
T ′
(
2k+1
k
)
andCk
T ′′=
(
2k
k
)
.Thus, because the functionf (x)=(ax+(1/2)b)/(x+b),
for x0, with b0, 1/2>a> 0, is decreasing, the last expression does not exceed
5k2 − k
10k2 + k − 3
(
2k + 1
k
)
+ 1
2
(
2k
k
)
s(
2k + 1
k
)
+
(
2k
k
)
s
= 1
2
− 3
2
k − 1
10k2 + k − 3
(
2k + 1
k
)
(
2k + 1
k
)
+
(
2k
k
)
s
= 1
2
− 3
2
2k + 1
k(s + 2)+ s + 1
k − 1
10k2 + k − 3 . 
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