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THE USEFULNESS OF UNSUPERVISED
CLASSIFICATION METHODS
FOR LANDSCAPE TYPIFICATION:
THE CASE OF SLOVENIA
Drago Perko, Rok Ciglič, Mauro Hrvatin
The landscape classification of countries with a high landscape diversity, such as
Slovenia, using a computer and various classification methods is a difficult task.
The picture shows three landscape types: fertile flysch Mediterranean hills with
the Bay of Koper (foreground), Mediterranean karst plateaus (middle),
and high Dinaric karst plateaus (background).
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The usefulness of unsupervised classification methods for landscape typification:
The case of Slovenia
ABSTRACT: Supervised and unsupervised classification methods can be a useful tool in determining various
geographical spatial divisions, especially regionalizations and typifications. Because Slovenia is geographically
very diverse, its divisions are a particularly significant and interesting research challenge. The main objective
of this article is to determine the effectiveness of unsupervised classification methods, and therefore we
compare the well-established landscape typology of Slovenia from 1996 with landscape typologies that were
modeled using various unsupervised classification methods. Our results show that landscape typologies
modeled using unsupervised classification methods deviate more from the original landscape typology of
Slovenia than landscape typologies modeled using random and expert-supervised classification methods.
KEY WORDS: geography, geographic information system, modeling, classification, landscape typology,
Slovenia
Uporabnost metod nenadzorovane klasifikacije za pokrajinsko tipizacijo na primeru
Slovenije
POVZETEK: Metode nadzorovane in nenadzorovane klasifikacije so lahko koristno orodje pri določanju
različnih geografskih prostorskih delitev, še posebej pri regionalizacijah in tipizacijah. Ker je Slovenija
geografsko zelo raznolika, so njene delitve še posebej velik in zanimiv raziskovalni izziv. Glavni namen
članka je ugotoviti učinkovitost metod nenadzorovane klasifikacije, zato primerjamo uveljavljeno
pokrajinsko tipizacijo Slovenije iz leta 1996 s pokrajinskimi tipizacijami, ki smo jih modelirali z različnimi
metodami nenadzorovane klasifikacije. Naši rezultati kažejo, da se pokrajinske tipizacije, modelirane
z metodami nenadzorovane klasifikacije, izvirni pokrajinski tipizaciji Slovenije ne približajo tako dobro,
kot pokrajinske tipizacije, modelirane z metodami naključne in ekspertne nadzorovane klasifikacije.
KLJUČNE BESEDE: geografija, geografski informacijski sistem, modeliranje, klasifikacija, pokrajinska
tipizacija, Slovenija
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1 Introduction
Regionalizations and typifications are among the most complicated fields of research in geography
(Hammond 1964; Dikau, Brabb and Mark 1991; Kladnik 1996; Brabyn 1998; McMahon, Wiken and Gauthier
2004; Gallant, Douglas and Hoffer 2005; Iwahashi and Pike 2006; Ellison 2010; Ciglič 2014). This is espe-
cially the case with the spatial divisions of Slovenia, which despite being a small country has some of the
most diverse landscapes in the world (Melik 1935; Ilešič 1956; 1958; Gams 1983; Natek 1993; Gams, Kladnik
and Orožen Adamič 1995; Gabrovec and Hrvatin 1998; Gams 1998; Perko 1998; Plut 1999; Špes et al. 2002;
Kladnik, Perko and Urbanc 2009; Perko and Hrvatin 2009; Hrvatin and Perko 2012; Ciglič and Perko 2012;
2013). This is most likely why Slovenian geographers have only produced four true landscape typologies
to date. The first one, which included eighteen landscape types, was produced by Anton Melik in 1946
(Melik 1946), the second was produced by Drago Perko in 1996 and included nine landscape types (Kladnik
1996; Perko 1998; Perko 2001; Perko 2007), the third one, produced in 2002 by Metka Špes et al., contained
thirteen types (Špes et al. 2002), and the fourth was produced in 2014 by Drago Perko et al. and included
twenty-four landscape types (Perko, Hrvatin and Ciglič 2015).
Through increasingly more precise and accessible digital spatial data, technological development has
also introduced changes to geographical classifications, including regionalization and typification, with
various models and geographic information systems becoming widely used and influential research meth-
ods (Demeritt and Wainwright 2005).
The term classification has several definitions (McGarigal, Cushman and Stafford 2000). Thus, for
example, it can refer to any formal arrangement of data into a hierarchy of categories or distribution into
classes (Whittow 2000), or systematic assignment to classes or groups based on shared characteristics (Clark
1998). Classifications can be roughly divided into supervised and unsupervised classifications. To date,
Slovenian geographers have primarily modeled supervised classifications and compared them against the
1996 landscape typology of Slovenia, which comprises nine types combined into four groups and is most
widely used and also included in Slovenian legislation. Landscape typology models were produced using
various supervised classification methods based on the training samples of already classified or defined
cells of individual landscape types. It was determined that the method selection had a strong impact on
the results because modeled typologies matched the original ones by 51 to 75% (Ciglič 2014; Ciglič and
Perko 2015). During the last testing of the original 1996 typology, its accuracy was estimated at 94% (Ciglič
et al. 2017). The capacity and impact of methods were also determined using distorted classifications (Ciglič
2018), which allowed for additional evaluations of the original classification.
However, for the first time in Slovenian research history, this article deals with models of Slovenia’s
landscape typologies based on unsupervised classification methods and contain the same number of types
(groups) as the original 1996 landscape typology. Unsupervised models are compared against the origi-
nal typology and supervised models, which contributes to evaluating supervised and unsupervised
classification methods as well as assessing the suitability of the original typology’s concept and design. With
regard to unsupervised classification, it is important to know that the characteristics of individual types
(i.e., groups) are not known in advance, but that unsupervised classification methods define or identify
them by themselves.
2 The importance of landscape classification
There is still no agreement on whether landscape classification entails searching for actual or merely abstract
units (Gams 1984; Udo de Haes and Klijn 1994; Bailey 1996), but, in any case, a classification is a minor
or major abstraction of differences between features (Natek and Žiberna 2004). It is natural for people to
seek order and organization among phenomena (Haggett 2001), which also applies to spatial or landscape
phenomena. Because landscapes constantly change, constant verification of landscape types is essential
(Mücher et al. 2003), facilitating more economical use of natural resources and their replenishment. Landscape
changes must be accompanied by ongoing adaptation of society’s organization and operation to the envi-
ronment (Plut 2005), which makes it possible to implement principles of sustainability in the economy,
society, and environment. Landscape types are important because they relatively homogenously respond
to human impact (Špes et al. 2002) and demand similar landscape planning.
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Spatial classification following the natural characteristics of a landscape forms the basis for optimal
spatial organization. Environmental issues also relate more to natural borders than administrative ones
(Bailey 1996; Olson et al. 2001), which is why spatial classifications based on natural factors are becoming
increasingly common and are replacing political classifications (Bernert et al. 1997). For instance, NUTS3
regions, which in the Mediterranean often include rural and urban coastal areas (Hazeu et al. 2011), may
vary greatly in terms of their natural and social characteristics.
Various disciplines use classifications adapted to the content of their research and their needs (e.g.,
climate, vegetation, and soil classifications), but often their work would be made easier through uniform
landscape classifications (Brabyn 2018), especially at different spatial levels (McMahon, Wiken and Gauthier
2004). A landscape classification at the highest spatial level can be used to outline borders for general pur-
poses and various disciplines, whereas spatial units or landscape types at a lower level can serve as a starting
point for more specific purposes (Bailey 1996) or classification within individual disciplines. This requires
understanding of the relations between a landscape as a whole and its components (e.g., land use and bio-
diversity), which is vital for managing the environment (landscape) and its resources (Jongman et al. 2006).
Landscape classification is also important for preserving the natural and cultural landscape; invento-
rying, evaluating, and monitoring the current situation; managing, planning, and conducting measurements;
exploring scenarios; sampling; transferring models into the physical environment; presenting landscape
diversity; analyzing environmental pressures; and so on (Runhaar and Udo de Haes 1994; Bailey 1996; Bunce
et al. 1996; Bernert et al.1997; Bastian 2000; Mücher et al. 2003; Loveland and Merchant 2004; Romportl
and Chuman 2012).
Based on all the above, it is not surprising that in some places classifications even have a formal char-
acter, being part of official documents or even legislation in specific countries. In 1996, the EU introduced
the Pan-European Biological and Landscape Diversity Strategy (Pan-European…1996), and in 2000 it adopt-
ed the European Landscape Convention (The European … 2018). For example, in Slovenia the landscape
typology of the country (Perko 1998) is used in defining land quality assessment criteria (Pravilnik
o določanju … 2008).
3 Classification methods
Classification entails combining similar units based on logical criteria (Dodge 2008). As part of geographic
information systems, units are defined with p data layers or, in other words, they have p dimensions.
Classifications can be made based on a single criterion or factor (a monothetic approach) or several fac-
tors (a polythetic approach). The former involves a one-dimensional and the latter a multidimensional
data space (Loveland and Merchant 2004).
Many classification methods are used (McGarigal, Cushman and Stafford 2000; Rogerson 2006; Abonyi
and Feil 2007; Dodge 2008; Warner and Campagna 2009) and, in terms of results, each of them more or
less imposes a specific structure and leads to a specific solution. Therefore, it is best to compare the results
of various methods (Ferligoj 1989; McGarigal, Cushman and Stafford 2000; Theodoridis and Koutroumbas
2006; Ciglič 2018). 
Classification methods are divided into soft and hard or relative and absolute, but most often a dis-
tinction is made between supervised and unsupervised classifications (Warner and Campagna 2009). With
supervised methods, known values of training cells are available for classification, whereas that is not the
case with unsupervised ones (Theodoridis and Koutroumbas 2006); both are, however, at least partially
shaped by an individual’s subjective judgment and knowledge (Warner and Campagna 2009).
As part of supervised classification, specific examples of units are selected from individual groups, which
should have the most typical values possible, and based on these examples rules are designed for assigning
all the remaining units to the types defined in advance. In contrast, as part of unsupervised classification,
units can be categorized based on their characteristics or values even without any prior information about
the units (Ferligoj 1989; Oštir 2006), which is a certain advantage compared to supervised classifications.
The aim of unsupervised classification in groups is to achieve the maximum internal homogeneity and
the minimum external isolation of groups (Ferligoj 1989) or to minimize variance within the group and
maximize variance between groups (Rogerson 2006).
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Unsupervised classification methods have several weaknesses (McGarigal, Cushman and Stafford 2000),
such as sensitivity to outliers, which these methods often assign to a separate class, and great dependency
of results on the initial groups defined and their number.
The unsupervised classification procedure can be divided into five basic steps (Ferligoj 1989; Theodoridis
and Koutroumbas 2006):
• Step 1: selecting the units;
• Step 2: selecting the variables;
• Step 3: computing the similarities (and differences) between units;
• Step 4: selecting and carrying out the classification method; and
• Step 5: assessing the final classification, which can only be done by an expert in the relevant field.
Various relatively detailed digital data on natural geographical factors are available for Slovenia (Ciglič
et al. 2016). Among these, over forty variables or data layers were selected and then normalized to values
from 0 to 100, and adjusted to a uniform resolution of 200 m (the resolution of the least accurate layer),
which means that Slovenia was divided into 506,450 units or cells. This completed the step 1 (selecting
the units).
Step 2 entailed an assessment of all data layers in terms of their usefulness for landscape typology mod-
eling (Ciglič 2012, 2013, 2014; Ciglič and Perko 2017). The following three criteria were applied: correlation
between data layers, correlation between data layers and available landscape typologies, and suitability of
data layers in terms of the classification level or scale (the scales were determined at which an individual
data layer was still sufficiently diverse to be suitable for classification).
Eliminating less important data layers can reduce the time and costs of implementation, while also
simplifying the understanding of modeling procedures (Jiang et al. 2008; Tirelli and Passani 2011). Based
on the criteria mentioned above, the following four data layers were selected for landscape typology mod-
eling: elevation, slope, rock permeability, and precipitation regime (the ratio between summer and fall
precipitation).
Steps 3 and 4 already depend on the individual methods selected. Several unsupervised classification
methods and their versions and settings in various software were tested for modeling the typologies of
Slovenia. Four methods from the TerrSet software (the former Idrisi) were selected for presentation in this
article: the histogram peak analysis method, the iterative self-organizing unsupervised classifier method,
the k-means method, and the iterative self-organizing data analysis method.
3.1 Histogram peak analysis
The histogram peak analysis method is based on frequency distribution and classifies cells in groups using
a multidimensional histogram (Richards and Jia 2006). It first looks for peaks in a multidimensional his-
togram (i.e., the values with the highest frequency) and then assigns every cell to its nearest peak, forming
groups. The areas between the peaks (i.e., valleys) have values with the lowest frequency, creating bound-
aries between groups (Eastman 2016).
In the TerrSet program, this method is available as part of the CLUSTER module (TerrSet … 2015),
in which the user can set the following parameters: number of data layers, number of classes for each data
layer or gray levels, cutoffs for excluding extreme values or the saturation percentage, generalization level
(broad or fine) for identifying peaks, and clustering rule, through which the user can drop less significant
clusters, set the maximum number of clusters, or retain all clusters.
The following settings were selected: gray levels = 6, saturation percentage = 1%, generalization
level = fine, and clustering rule = maximum nine groups.
3.2 The iterative self-organizing unsupervised classifier method
In TerrSet, the iterative self-organizing unsupervised classifier method is available as part of the ISOCLUST
module (TerrSet … 2015), which in fact uses three other modules for this method. With the CLUSTER
module it first derives the initial clusters (or seeds) using a multidimensional histogram (like with the his-
togram peak analysis; see Section 3.1), after which it employs the modules MAKESIG and MAXLIKE to
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automatically define the training sites and perform a supervised classification. It repeats the procedure
several times using new training cells from individual clusters. Because of the efficiency of the seeding
step, very few iterations are usually required to achieve a stable cluster.
The user first selects the data layers and then specifies the number of iterations, the desired number
of clusters, and the minimum sample size per class.
The following settings were selected: number of iterations = 99, number of clusters desired = 9, and
minimum sample size per class = 40.
3.3 K-means
Classification following the k-means method is based on distances between cells in multidimensional space.
The final classification strongly depends on the definition of the number of clusters (k) and the initial-
ization of centroids (centers) – that is, central cells around which other cells gather. First, the user specifies
the number of clusters and the methods (rules) for initializing the cluster centroids, after which new, more
appropriate centroids are calculated. This procedure is repeated until the new centroids are the same as
the centroids from the previous iteration (Ferligoj 1989; Richards and Jia 2006). Initial centroids can also
be selected randomly or dispersed evenly between cells (Ferligoj 1989).
In TerrSet, this method is available as part of the KMEANS module (TerrSet … 2015), in which dif-
ferent rules for initializing the centroids can be selected:
• The random partition rule randomly assigns each cell to one of the k clusters and then determines the
initial centroids;
• The random seed rule randomly selects k cells as the initial centroids and then assigns each cell to one
of the k clusters according to the minimum-distance rule; and
• The diagonal axis rule systematically sorts k centroids from the n-dimensional space from the minimum
to the maximum value of n data layers.
In addition to specifying the rule for initializing the cluster centroids, the user selects the maximum
number of output clusters and the option to merge (overly) small clusters, which do not exceed the select-
ed percentage of the entire image cells, with larger ones. The user also specifies two stopping criteria to
terminate the clustering process. With the first one, the process is terminated if during the last iteration
the percentage of migrating cells is less than a specified percentage of all cells, and, with the second cri-
terion, the process stops when a specified number of iterations has been reached.
The following settings were selected for this study: maximum number of output clusters = 9, cluster cen-
troid initialization rule = random seed, merge clusters with proportions less than or equal to 1%, and stopping
criteria = percentage of migration cells (pixels) less than or equal to 1% and maximum iterations 999.
3.4 Iterative self-organizing data analysis
The iterative self-organizing data analysis (ISODATA) is an improved k-means method. It can merge clus-
ters, just like the k-means technique, but it can also split them. It determines the initial centroids and clusters
the same way as the k-means method, after which it calculates the standard deviation within each cluster
and the distances between cluster centroids. It splits a cluster into two if the standard deviation is higher
than the one specified by the user, or it merges two clusters if the distance between two cluster centroids
is smaller than the one specified by the user. It repeats the process with new clusters and new centroids.
The process is terminated if the standard deviation and distances between centroids no longer make it pos-
sible to merge or split clusters, if during the last iteration the percentage of migrating pixels is less than
that specified by the user or if the process reaches the number of iterations specified.
In TerrSet, this method is available as part of the ISODATA module (TerrSet … 2015). The following
settings were specified for this study: initial number of clusters = 9, maximum number of output clusters = 9,
cluster centroid initialization rule = random seed, stopping criteria = percentage of migration cells (pix-
els) less than or equal to 1% and maximum iterations 999, minimum cluster size = 100, standard deviation
within a cluster for splitting = 25, Euclidean distance between clusters for merging = 12.5, and maximum
number of pairs to merge within an iteration = 2.
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4 Landscape typology modeling using unsupervised classification
methods
Each of the four methods presented was used to produce typologies with various numbers of classes. This
article describes in detail modeled landscape typologies with nine classes, which were compared against
the best-established landscape typology of Slovenia of 1996, which contains nine landscape types combined
into four landscape type groups.
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Figure 1: CLUSTER, ISOCLUST, KMEANS, and ISODATA modules in the TerrSet program.
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The process of creating the 1996 landscape typology started in 1995. Perko (1998) entered the following
four data layers into the geographic information system: surface elevation, surface inclination, lithology,
and vegetation types. The inclination and elevation data were based on a 100 m digital elevation model, and
the lithology and vegetation data were obtained through digitization of a 1:250,000 lithological map with
thirty-seven basic units (Verbič 1998) and a vegetation map with sixty-two basic units (Zupančič et al. 1998)
converted to a 100 m raster grid. All four layers were then generalized and simplified into seven classes.
Perko overlaid (intersected) all four layers. Altogether 2,401 different combinations were theoretical-
ly possible. Perko filtered the intersected layer three times using the modus inside of a moving 11 × 11 cell
square window, obtaining forty-eight larger and spatially separate homogenous cores with the same com-
bination of elevation, inclination, lithology, and vegetation. He printed the cores on a 1:250,000 map and,
with the help of experts for individual parts of Slovenia, manually plotted the boundaries, mostly in mor-
phological boundaries and larger watercourses. In the end, he combined these forty-eight manually delineated
landscape units into nine landscape types, which he merged further into four landscape type groups.
The nine landscape types are: Alpine mountains, Alpine hills, Alpine plains, Pannonian low hills, Pannonian
plains, Dinaric plateaus, Dinaric lowlands, Mediterranean low hills, and Mediterranean plateaus.
The four landscape type groups are Alpine landscapes, Pannonian landscapes, Dinaric landscapes, and
Mediterranean landscapes.
This was the first partly computerized typology of Slovenia. Its research bases were first presented in
1998 (Perko 1998). It has been published in all major geographical works on Slovenia issued after Slovenia’s
independence. Since 2008, it has also been part of Slovenian tax legislation and has been used for rating
agricultural land according to the Rules on Determining and Administering Land Rating.
As already described in Chapter 3 the CLUSTER, ISOCLUST, KMEANS, and ISODATA modules in
the TerrSet software were used for modeling. The modeled typologies were compared against the origi-
nal 1996 typology in terms of the correlation coefficient between the modeled typologies and the original
typology, the cluster density in the modeled typologies by landscape type of the original typology, and the
ratio between the actual and theoretical cluster frequency in the modeled typologies by landscape type of
the original typology.
The first indicator was cluster density by landscape type of the original typology – that is, the num-
ber of cells in an individual cluster per 100 cells of a specific landscape type. The maximum value of density
possible is 100, which is when all the cells of an individual cluster lie within a specific landscape type, and
the minimum value is 0, when a specific landscape type does not contain even a single cell of this cluster.
If the cells of all nine clusters were evenly distributed across the nine landscape types of the original
typology in the modeled typologies, the density of all clusters would be 11. A cluster with a density of at least
twice as much (i.e., at least 22) was defined as a typical representative of this landscape type. If a modeled
typology was completely the same as the original typology, each of the nine clusters would have a density of
100 in only one landscape type, whereas the density in the remaining eight landscape types would be 0. If,
for instance, Cluster 7 of a modeled typology had thirty-three cells per one hundred cells of Dinaric plateaus,
Cluster 7 would be a good representative or approximation of the Dinaric plateaus in the original typology.
The indicator ratio between the actual and theoretical cluster frequency in the modeled typologies
by landscape type of the original typology relies on contingency tables, in which the rows and columns
represent clusters and landscape types, and the cells contain the actual frequency (number) of cells in indi-
vidual clusters by individual landscape type. Clusters that had their actual frequency in a specific landscape
type at least twice the theoretical frequency were defined as typical representatives of this landscape type.
For example, in Table 1, at the intersection of Cluster 9, which was specified using the ISODATA method,
and the Alpine mountains landscape type the actual frequency – that is, the number of cells of Cluster 9
that lie within the Alpine mountains (their total is 27,975) – is provided. The theoretical frequency of that
table cell is 4,811 and equals the total of all cells of Cluster 9 in the last column (31,835) and all cells of the
Alpine mountains in the last row (76,533) divided by the number of all cells (506,450). Because the ratio between
the actual and theoretical frequency (5.82) is greater than 2, Cluster 9 is a good representative of the Alpine
mountains.
The correlation coefficient between the modeled typologies and the original typology also relies on
contingency tables. Cramer’s V was selected for the study; it has lower values than the Pearson correlation
coefficient, but it does not depend on the size of the tables and therefore allows comparisons between tables
with different numbers of columns and rows or between typologies with different numbers of classes.
14
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4.1 Modeling using nine clusters
A graphic presentation of cluster distribution according to the four selected unsupervised classification
methods using nine clusters is provided in Figure 2. The original typology with nine landscape types and
the original typology with four landscape type groups are added for comparison.
The correlation coefficients between the original classification and the classifications produced using
the four modules presented above are as follows: 0.4489 for the CLUSTER classification, 0.4159 for the
ISOCLUST classification (the lowest among all four classifications), 0.4609 for the KMEANS classifica-
tion (the highest among all classifications), and 0.4518 for the ISODATA classification.
The density of cells in an individual cluster by nine landscape types (Table 2) shows how well the clus-
ters spatially match the landscape types. Clusters with a density of 22 or more are good representatives or
approximations of a specific landscape type.
In the CLUSTER classification, Cluster 1 is a good approximation of the Alpine hills and the Pannonian
low hills, Cluster 2 is a good approximation of the Alpine plains, Pannonian plains, Pannonian low hills,
and Dinaric lowlands, Cluster 3 of the Alpine mountains and Dinaric plateaus, Cluster 5 of the Pannonian
plains, and Clusters 6 and 9 of the Mediterranean low hills and Mediterranean plateaus, whereas Clusters
4, 7, and 8 are not a good approximation of even a single landscape type. Cluster 4 demonstrates the highest
cell density (18) in the Alpine hills, Cluster 7 in the Alpine mountains (18), and Cluster 8 in the Dinaric
plateaus (15). Thus, Cluster 1 has a density over 22 in two landscape types, Cluster 2 in four types, Cluster
3 in two types, Cluster 5 in one type, and both Clusters 6 and 9 in two types. All landscape types are rep-
resented: five types in one cluster and four types in two clusters, which means that these clusters are a good
spatial match with two landscape types, not just one.
In the ISOCLUST classification, Cluster 1 is a good approximation of the Alpine hills, Cluster 2 of the
Dinaric plateaus, Cluster 3 of the Dinaric plateaus, Dinaric lowlands, and Mediterranean plateaus, Cluster
4 of the Mediterranean low hills, Cluster 7 of the Pannonian low hills and Pannonian plains, Cluster 8 of
the Alpine plains and Pannonian plains, and Cluster 9 of the Alpine hills and Pannonian low hills, whereas
Clusters 5 and 6 are not a good approximation of even a single landscape type. Cluster 5 has the highest den-
sity (17) in the Alpine hills and Cluster 6 in the Pannonian low hills (20). Thus, Cluster 1 has a density over
22 in one landscape type of the original typology, Cluster 2 the same, Cluster 3 in four types, and Clusters
7, 8 and 9 in two types. All landscape types are represented: six in one cluster and three in two clusters.
In the KMEANS classification, Cluster 1 is a good approximation of the Alpine hills and Pannonian
low hills, Cluster 3 of the Alpine plains and Dinaric lowlands, Cluster 4 of the Alpine mountains, Cluster
6 of the Alpine hills, Cluster 7 of the Mediterranean low hills, Cluster 8 of the Pannonian low hills and
Pannonian plains, and Cluster 9 of the Dinaric plateaus, Dinaric lowlands, and Mediterranean plateaus,
Table 1: Example of arranging cells of a nine-cluster typology modeled using the ISODATA module by nine landscape types of the original typology.
ISODATA Alpine Alpine Alpine Pannonian Pannonian Dinaric Dinaric Medi- Medi- Total
module mountains hills plains low plains plateaus lowlands terranean terranean
hills low hills plateaus
Cluster 1 5,288 34,123 2,382 31,609 1,264 3,747 5,448 0 0 83,861
Cluster 2 250 6,543 2,435 30,360 25,360 0 0 0 0 64,948
Cluster 3 5,762 29,497 143 593 11 78 88 0 0 36,172
Cluster 4 8,365 1,395 224 0 0 33,590 9,724 5,654 13,885 72,837
Cluster 5 4,516 10,161 888 0 0 12,956 6,570 18,477 2,738 56,306
Cluster 6 14,932 8,997 115 5 0 11,493 366 663 183 36,754
Cluster 7 2,379 4,470 13,832 3,349 5,545 20,106 20,861 1,681 27 72,250
Cluster 8 7,066 20,840 447 8,803 156 9,845 4,330 0 0 51,487
Cluster 9 27,975 452 15 0 0 3,375 0 15 3 31,835
Total 76,533 116,478 20,481 74,719 32,336 95,190 47,387 26,490 16,836 506,450
Drago Perko, Rok Ciglič, Mauro Hrvatin, The usefulness of unsupervised classification methods for landscape typification …
16
KMEANS ISODATA
1
2
3
4
5
6
7
8
9
1
2
3
4
5
6
7
8
9
CLUSTER ISOCLUST
1
2
3
4
5
6
7
8
9
1
2
3
4
5
6
7
8
9
LANDSCAPE TYPE GROUPS LANDSCAPE TYPES
Alpine landscapes
Pannonian landscapes
Dinaric landscapes
Mediterranean landscapes
Alpine mountains
Alpine hills
Alpine plains
Pannonian low hills
Pannonian plains
Dinaric plateaus
Dinaric lowlands
Mediterranean low hills
Mediterranean plateaus
Content by: Rok Ciglič, Drago PerkoMauro Hrvatin,
Map by: Mauro Hrvatin
Anton Melik Geographical Institute© ZRC SAZU2018,
Figure 2: Nine-cluster typologies modeled using the unsupervised classification methods (in the key the clusters are ordered based on the percentage
of cells in an individual cluster: the one with the highest percentage is at the top and the one with the lowest percentage is at the bottom).
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whereas Clusters 2 and 5 are not a good approximation of even a single landscape type. Cluster 2 displays
the highest density (21) in the Alpine mountains and Cluster 5 in the Alpine hills (18). Thus, Cluster 1
has a density above 22 in two landscape types of the original typology, as does Cluster 3, Clusters 4, 6, and
7 in one type, Cluster 8 in two types, and Cluster 9 in three types. All landscape types are represented: six
in one cluster and three in two clusters.
In the ISODATA classification, Cluster 1 is a good approximation of the Alpine hills and Pannonian low
hills, Cluster 2 of the Pannonian low hills and Pannonian plains, Cluster 3 of the Alpine hills, Cluster 4 of the
Dinaric plateaus and Mediterranean plateaus, Cluster 5 of the Mediterranean low hills, Cluster 7 of the Alpine
plains and Dinaric lowlands, and Cluster 9 of the Alpine mountains, whereas Clusters 6 and 8 are not a good
approximation of even a single landscape type. Cluster 6 has the highest density (20) in the Alpine moun-
tains and Cluster 8 in the Alpine hills (18). Thus, Cluster 1 has a density of over 22 in two landscape types,
Cluster 2 the same, Cluster 3 in one type, Cluster 4 in two types, Cluster 5 in one type, Cluster 7 in two types,
and Cluster 9 in one. All landscape types are represented: seven types in one cluster and two in two clusters.
The indicator ratio between the actual and theoretical cluster frequency in the modeled typologies
by landscape type of the original typology (Table 3) shows which clusters are good representatives of a spe-
cific landscape type. Good representatives are the clusters whose actual frequency is at least twice their
theoretical frequency.
In the CLUSTER classification, Cluster 1 is a good approximation of the Alpine hills (a ratio of 2.37), Cluster
2 of the Alpine plains (3.93) and Dinaric lowlands (2.45), Cluster 3 of the Alpine mountains (3.08), Cluster
5 of the Pannonian plains (as much as 8.99), Cluster 6 of the Dinaric lowlands (3.03), Mediterranean low hills
(3.66), and Mediterranean plateaus (5.83), Cluster 7 of the Alpine mountains (3.09), Cluster 8 of the Dinaric
plateaus (3.02) and Dinaric lowlands (2.78), and Cluster 9 of the Mediterranean low hills (as much as 9.78)
and Mediterranean plateaus (even 10.79), and Cluster 4 has a ratio below 2 with all the landscape types. Its
ratio is the highest with the Alpine hills (1.44). Three landscape types with a ratio above 2 appear in one clus-
ter, four in two clusters, the Dinaric lowlands even in three clusters, and the Pannonian low hills in none. The
ratio of the Pannonian low hills is the highest in Cluster 5 (i.e., 1.79, which is close to the threshold value of 2).
In the ISOCLUST classification, Cluster 1 is a good approximation of the Alpine hills (a ratio of 3.47),
Cluster 2 of the Alpine mountains (2.08) and Dinaric plateaus (2.40), Cluster 3 of the Dinaric plateaus (2.35)
and Mediterranean plateaus (3.29), Cluster 4 of the Mediterranean low hills (6.01), Cluster 5 of the Alpine
hills (2.11), Cluster 6 of the Pannonian low hills (4.96), Cluster 7 of the Pannonian low hills (2.65) and
Pannonian plains (2.73), Cluster 8 of the Alpine plains (4.88) and Pannonian plains (6.45), and Cluster 9
of the Pannonian low hills (2.94). Four landscape types with a ratio above 2 appear in one cluster, three
in two clusters, and the Pannonian hills even in three clusters.
In the KMEANS classification, Cluster 1 is a good approximation of the Pannonian low hills (a ratio
of 2.58), Cluster 2 of the Alpine mountains (2.98), Cluster 3 of the Alpine plains (4.75) and Dinaric low-
lands (3.13), Cluster 4 of the Alpine mountains (5.81), Cluster 6 of the Alpine hills (3.55), Cluster 7 of the
Mediterranean low hills (2.65), Cluster 8 of the Pannonian low hills (3.12) and Pannonian plains (6.21),
and Cluster 9 of the Dinaric plateaus and Mediterranean plateaus, and Cluster 5 has a ratio below 2 with
all the landscape types. Its ratio is the highest with the Alpine hills (1.69). Seven landscape types with a ratio
above 2 appear in one cluster and two in two clusters.
In the ISODATA classification, Cluster 1 is a good approximation of the Pannonian low hills (a ratio
of 2.55), Cluster 2 of the Pannonian low hills (3.17) and Pannonian plains (6.12), Cluster 3 of the Alpine
hills (3.55), Cluster 4 of the Dinaric plateaus (2.45) and Mediterranean plateaus (5.73), Cluster 5 of the
Mediterranean low hills (6.27), Cluster 6 of the Alpine mountains (2.69), Cluster 7 of the Alpine plains
(4.73) and Dinaric lowlands (3.09), and Cluster 9 of the Alpine mountains. Cluster 8 has a ratio below 2
with all the landscape types. Its ratio is the highest with the Alpine hills (1.76). Seven landscape types with
a ratio above 2 appear in one cluster and two in two clusters.
Taking into account all three indicators presented, the typology modeled using the iterative self-orga-
nizing data analysis method (the ISODATA module) and the typology modeled using the k-means method
(the KMEANS module) are the closest to the original typology of nine landscape types.
The KMEANS typology has a slightly higher correlation coefficient than the ISODATA typology but,
on the other hand, the ISODATA typology displays a density above the threshold value of 22 in two clus-
ters simultaneously only with two landscape types compared to three in the KMEANS typology.
The typology modeled using the iterative self-organizing unsupervised classifier method (the ISOCLUST
module) matches the original typology the least.
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Table 2: Cell density of an individual cluster in the modeled typologies by nine landscape types of the original typology (green numbers indicate
a density of 22 or more).
Modules Alpine Alpine Alpine Pannonian Pannonian Dinaric Dinaric Medi- Medi- Total
mountains hills plains low plains plateaus lowlands terranean terranean
hills low hills plateaus
CLUSTER 1 17.79 62.21 13.76 42.76 3.86 4.16 14.76 0.03 0.00 26.27
CLUSTER 2 1.25 6.12 63.91 26.86 28.21 13.01 39.76 2.60 0.27 16.26
CLUSTER 3 47.27 3.55 0.06 0.00 0.00 34.81 1.63 8.47 7.97 15.37
CLUSTER 4 10.25 18.15 4.85 16.62 0.58 13.17 8.11 17.97 1.75 12.64
CLUSTER 5 0.47 3.87 6.07 13.44 67.34 0.00 0.00 0.00 0.00 7.49
CLUSTER 6 1.11 0.58 0.00 0.00 0.00 10.01 19.91 24.05 38.33 6.58
CLUSTER 7 17.77 4.68 3.22 0.32 0.01 8.50 2.27 0.16 0.00 5.76
CLUSTER 8 2.02 0.82 8.12 0.00 0.00 14.74 13.56 0.13 0.31 4.88
CLUSTER 9 2.07 0.02 0.00 0.00 0.00 1.59 0.00 46.58 51.37 4.76
ISOCLUST 1 8.25 29.96 1.43 0.81 0.03 1.42 0.39 0.04 0.11 8.63
ISOCLUST 2 19.67 5.15 0.88 0.01 0.00 22.71 6.51 0.22 11.25 9.46
ISOCLUST 3 30.42 3.31 16.48 0.14 0.09 54.97 42.06 10.07 76.94 23.40
ISOCLUST 4 20.63 11.06 2.32 0.04 0.00 8.69 6.64 71.91 5.43 11.96
ISOCLUST 5 3.70 17.18 2.65 9.28 0.64 5.23 12.08 0.00 0.00 8.14
ISOCLUST 6 1.21 1.96 0.97 20.32 1.66 0.70 0.12 0.31 4.80 4.10
ISOCLUST 7 0.16 4.19 13.36 25.94 26.69 1.52 18.32 13.40 0.79 9.79
ISOCLUST 8 13.51 5.00 50.69 1.94 66.97 1.53 0.87 4.05 0.10 10.39
ISOCLUST 9 2.45 22.18 11.23 41.53 3.91 3.23 13.00 0.00 0.58 14.15
KMEANS 1 6.73 29.41 11.18 42.73 3.91 3.91 11.29 0.00 0.00 16.58
KMEANS 2 21.05 6.55 0.64 0.10 0.00 11.58 0.87 1.06 0.98 7.07
KMEANS 3 3.36 3.53 67.39 3.75 17.05 20.48 44.39 9.21 0.43 14.19
KMEANS 4 35.81 0.39 0.08 0.00 0.00 3.50 0.00 0.04 0.02 6.17
KMEANS 5 7.93 18.11 2.47 13.21 0.58 11.81 11.00 0.00 0.00 10.70
KMEANS 6 7.26 23.70 0.41 0.79 0.03 0.00 0.00 0.00 0.00 6.68
KMEANS 7 6.99 10.95 5.06 0.00 0.00 7.20 8.59 71.25 6.52 9.88
KMEANS 8 0.35 5.50 11.94 39.43 78.43 0.00 0.00 0.00 0.00 12.62
KMEANS 9 10.52 1.86 0.82 0.00 0.00 41.52 23.86 18.44 92.05 16.11
ISODATA 1 6.91 29.30 11.63 42.30 3.91 3.94 11.50 0.00 0.00 16.56
ISODATA 2 0.33 5.62 11.89 40.63 78.43 0.00 0.00 0.00 0.00 12.82
ISODATA 3 7.53 25.32 0.70 0.79 0.03 0.08 0.19 0.00 0.00 7.14
ISODATA 4 10.93 1.20 1.09 0.00 0.00 35.29 20.52 21.34 82.47 14.38
ISODATA 5 5.90 8.72 4.34 0.00 0.00 13.61 13.86 69.75 16.26 11.12
ISODATA 6 19.51 7.72 0.56 0.01 0.00 12.07 0.77 2.50 1.09 7.26
ISODATA 7 3.11 3.84 67.54 4.48 17.15 21.12 44.02 6.35 0.16 14.27
ISODATA 8 9.23 17.89 2.18 11.78 0.48 10.34 9.14 0.00 0.00 10.17
ISODATA 9 36.55 0.39 0.07 0.00 0.00 3.55 0.00 0.06 0.02 6.29
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Table 3: Ratio between the actual and theoretical cluster frequency in the modeled typologies by nine landscape types of the original typology
(green numbers indicate ratios of 2 or more).
Modules Alpine Alpine Alpine Pannonian Pannonian Dinaric Dinaric Medi- Medi- Total
mountains hills plains low plains plateaus lowlands terranean terranean
hills low hills plateaus
CLUSTER 1 0.68 2.37 0.52 1.63 0.15 0.16 0.56 0.00 0.00 1.00
CLUSTER 2 0.08 0.38 3.93 1.65 1.74 0.80 2.45 0.16 0.02 1.00
CLUSTER 3 3.08 0.23 0.00 0.00 0.00 2.27 0.11 0.55 0.52 1.00
CLUSTER 4 0.81 1.44 0.38 1.31 0.05 1.04 0.64 1.42 0.14 1.00
CLUSTER 5 0.06 0.52 0.81 1.79 8.99 0.00 0.00 0.00 0.00 1.00
CLUSTER 6 0.17 0.09 0.00 0.00 0.00 1.52 3.03 3.66 5.83 1.00
CLUSTER 7 3.09 0.81 0.56 0.06 0.00 1.48 0.39 0.03 0.00 1.00
CLUSTER 8 0.41 0.17 1.67 0.00 0.00 3.02 2.78 0.03 0.06 1.00
CLUSTER 9 0.44 0.00 0.00 0.00 0.00 0.33 0.00 9.78 10.79 1.00
ISOCLUST 1 0.96 3.47 0.17 0.09 0.00 0.17 0.05 0.00 0.01 1.00
ISOCLUST 2 2.08 0.55 0.09 0.00 0.00 2.40 0.69 0.02 1.19 1.00
ISOCLUST 3 1.30 0.14 0.70 0.01 0.00 2.35 1.80 0.43 3.29 1.00
ISOCLUST 4 1.73 0.92 0.19 0.00 0.00 0.73 0.56 6.01 0.45 1.00
ISOCLUST 5 0.45 2.11 0.33 1.14 0.08 0.64 1.48 0.00 0.00 1.00
ISOCLUST 6 0.30 0.48 0.24 4.96 0.41 0.17 0.03 0.07 1.17 1.00
ISOCLUST 7 0.02 0.43 1.37 2.65 2.73 0.16 1.87 1.37 0.08 1.00
ISOCLUST 8 1.30 0.48 4.88 0.19 6.45 0.15 0.08 0.39 0.01 1.00
ISOCLUST 9 0.17 1.57 0.79 2.94 0.28 0.23 0.92 0.00 0.04 1.00
KMEANS 1 0.41 1.77 0.67 2.58 0.24 0.24 0.68 0.00 0.00 1.00
KMEANS 2 2.98 0.93 0.09 0.01 0.00 1.64 0.12 0.15 0.14 1.00
KMEANS 3 0.24 0.25 4.75 0.26 1.20 1.44 3.13 0.65 0.03 1.00
KMEANS 4 5.81 0.06 0.01 0.00 0.00 0.57 0.00 0.01 0.00 1.00
KMEANS 5 0.74 1.69 0.23 1.23 0.05 1.10 1.03 0.00 0.00 1.00
KMEANS 6 1.09 3.55 0.06 0.12 0.01 0.00 0.00 0.00 0.00 1.00
KMEANS 7 0.71 1.11 0.51 0.00 0.00 0.73 0.87 7.21 0.66 1.00
KMEANS 8 0.03 0.44 0.95 3.12 6.21 0.00 0.00 0.00 0.00 1.00
KMEANS 9 0.65 0.12 0.05 0.00 0.00 2.58 1.48 1.14 5.71 1.00
ISODATA 1 0.42 1.77 0.70 2.55 0.24 0.24 0.69 0.00 0.00 1.00
ISODATA 2 0.03 0.44 0.93 3.17 6.12 0.00 0.00 0.00 0.00 1.00
ISODATA 3 1.05 3.55 0.10 0.11 0.00 0.01 0.03 0.00 0.00 1.00
ISODATA 4 0.76 0.08 0.08 0.00 0.00 2.45 1.43 1.48 5.73 1.00
ISODATA 5 0.53 0.78 0.39 0.00 0.00 1.22 1.25 6.27 1.46 1.00
ISODATA 6 2.69 1.06 0.08 0.00 0.00 1.66 0.11 0.34 0.15 1.00
ISODATA 7 0.22 0.27 4.73 0.31 1.20 1.48 3.09 0.44 0.01 1.00
ISODATA 8 0.91 1.76 0.21 1.16 0.05 1.02 0.90 0.00 0.00 1.00
ISODATA 9 5.82 0.06 0.01 0.00 0.00 0.56 0.00 0.01 0.00 1.00
Drago Perko, Rok Ciglič, Mauro Hrvatin, The usefulness of unsupervised classification methods for landscape typification …
4.2 Modeling using four clusters
A graphic presentation of cluster distribution according to the four selected unsupervised classification
methods using four clusters is provided in Figure 3. The original typology with four landscape type groups
and the original typology with nine landscape types are added for comparison.
The four-cluster typologies modeled were also compared against the original typology. Taking into
account all three indicators presented, the typology modeled using the iterative self-organizing data analy-
sis method (the ISODATA module) is the closest to the original typology with four landscape type groups
and the original typology with nine landscape types, and the typology modeled using the iterative self-
organizing unsupervised classifier method (the ISOCLUST module) match the original typologies the least.
It is interesting that the correlation coefficients between the modeled typologies and the original typol-
ogy with nine landscape types are approximately one-third higher than with the original typology with
four landscape type groups.
5 Quality of the typologies modeled
A comparison between the nine-cluster typologies modeled showed that the ISODATA and KMEANS typolo-
gies are the closest to the original typology with nine landscape types and can therefore be regarded as
the best approximations. This applies to the modeled typologies as a whole, but the question was whether
this also applies to individual landscape types or the other two modules may prove to be more effective
in assigning cells to the cluster that is the best approximation of a specific landscape type (e.g., the Alpine
mountains).
The Herfindahl–Hirschman Index was used to calculate the concentration of nine landscape types
of the original typology by nine clusters of the modeled typologies and vice versa (Tables 4 and 5). The
value of the index ranges from 0 to 1. In the case presented, it had value 1 if all the cells of a specific land-
scape type were in only one cluster and it had value 0 if the cells of a specific landscape type were evenly
distributed across all clusters. The higher the index value, the better a cluster of a specific module is an
approximation of a specific landscape type.
Every landscape type has the highest concentration index with one module (marked green in Table
4) and the lowest with another (marked red in Table 4). In the CLUSTER typology, two landscape types –
the Alpine mountains and the Alpine hills – are the most concentrated across clusters (i.e., they have the
highest concentration index), and as many as four types are concentrated the least: the Dinaric plateaus,
Dinaric lowlands, Mediterranean low hills, and Mediterranean plateaus. In the ISOCLUST typology, only
the Dinaric plateaus are the most concentrated across clusters, whereas as many as five are concentrated
the least: the Alpine mountains, Alpine hills, Alpine plains, Pannonian low hills, and Pannonian plains.
In the KMEANS typology, the three types most concentrated across clusters are the Dinaric lowlands,
Mediterranean low hills, and Mediterranean plateaus, whereas no type displayed a particularly low con-
centration. Similarly, in the ISODATA typology, three types were most concentrated across clusters (i.e.,
the Alpine plains, Pannonian low hills, and Pannonian plains), and no type displayed a particularly low
concentration. The values of the concentration indexes show that the CLUSTER module is the best for
defining Alpine landscape types, the KMEANS module for determining Mediterranean landscape types,
and the ISODATA module for defining Pannonian landscape types (Table 4). Differences between the typolo-
gies modeled are also evident from the opposite perspective – that is, in terms of cluster concentration by
landscape type (Table 5). Among the nine clusters used, the CLUSTER module proved to be the best for
three clusters and the worst for three clusters, the ISOCLUST module was the best for one cluster, the
KMEANS module was the best for two clusters and the worst for two clusters, and the ISODATA mod-
ule was the best for three clusters and the worst for as many as four (Table 5).
This means that individual landscape types can be determined more effectively by other modules than
the one used for a specific modeled typology; for example, the CLUSTER module for Alpine mountains
and Alpine hills. The concentration index for Alpine mountains is 41% higher with the CLUSTER mod-
ule than the KMEAN module, and even 93% higher for Alpine hills.
The quality of the modeled typologies is also indicated by the degree of their similarity with the orig-
inal typology of 1996. According to the three indicators based on which the modeled typologies were
20
Acta geographica Slovenica, 59-2, 2019
21
KMEANS ISODATA
1
2
3
4
1
2
3
4
CLUSTER ISOCLUST
1
2
3
4
1
2
3
4
LANDSCAPE TYPE GROUPS LANDSCAPE TYPES
Alpine landscapes
Pannonian landscapes
Dinaric landscapes
Mediterranean landscapes
Alpine mountains
Alpine hills
Alpine plains
Pannonian low hills
Pannonian plains
Dinaric plateaus
Dinaric lowlands
Mediterranean low hills
Mediterranean plateaus
Content by: Rok Ciglič, Drago PerkoMauro Hrvatin,
Map by: Mauro Hrvatin
Anton Melik Geographical Institute© ZRC SAZU2018,
Figure 3: Four-cluster typologies modeled using the unsupervised classification method (in the key the clusters are ordered based on the percentage
of cells in an individual cluster: the one with the highest percentage is at the top and the one with the lowest percentage is at the bottom).
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compared against the original one, the best modeled typologies are those that have the highest correla-
tion coefficients, very high densities by individual cells of the contingency table and at the same time very
low densities by other cells of the contingency table, and very high ratios by individual cells of the con-
tingency table and at the same time very low ratios by other cells in that table.
If the double density of cells in an individual cluster of modeled typologies by nine landscape types
of the original typology (Table 2) is taken into account as a criterion and the frequencies in the cells of the
contingency table that meet this condition are added up (values density of 20 or more are taken into account),
the ISOCLUST module has 66% of all cells »properly« classified, the corresponding share with the KMEANS
and ISODATA modules is 65%, and with the CLUSTER module it is 59%. Based on the criterion of the
double ratio between the actual and theoretical cluster frequency of modeled typologies by nine landscape
types of the original typology (Table 3), the ISOCLUST module has 56% of cells »properly« classified, com-
pared to 53% in the KMEANS module and 51% in the ISODATA module. The differences between the
modules are very small. In terms of density, nearly two-thirds of the cells are »properly« classified, com-
pared to only just over half in terms of the frequency ratio.
The degree to which the typologies modeled using unsupervised classification methods are less cor-
related with the original typology of 1996 compared to the typologies modeled using supervised classification
methods was assessed by comparing Cramer’s V (similar to how the modeled typologies were compared
against the original one). The supervised classification models were designed using four supervised clas-
sification methods: a decision tree, k-nearest neighbors, maximum likelihood, and minimum distance. With
all four the same four data layers were used as with the unsupervised classifications. The models were designed
using two sets of training cells. For the first set, the cells were selected randomly and for the second set
expert sampling was used, which means that the most representative areas were selected based on the
researcher’s judgment. Thus, with all methods, random supervised classifications were distinguished from
the expert ones, which yielded eight modeled typologies. Typologies using supervised classification meth-
ods were modeled in 2013 (Ciglič 2014).
At first glance, it may seem unusual that the typologies modeled using a random sample generally had
a higher degree of correlation with the original typology (the correlation coefficient ranging from 0.5023
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Table 4: Concentration indexes of landscape types of the original typology by clusters of modeled typologies (colors indicate the modeled typology
or module where an individual landscape type is concentrated the most (green) or the least (red)).
Modules Alpine Alpine Alpine Pannonian Pannonian Dinaric Dinaric Medi- Medi-
mountains hills plains low hills plains plateaus lowlands terranean terranean
low hills plateaus
CLUSTER 0.4589 0.5978 0.6092 0.4618 0.6902 0.3098 0.3885 0.4789 0.5871
ISOCLUST 0.3179 0.2962 0.4803 0.4488 0.6795 0.5353 0.3963 0.7001 0.7491
KMEANS 0.3263 0.3098 0.6479 0.5259 0.7755 0.3947 0.4439 0.7029 0.9128
ISODATA 0.3285 0.3168 0.6497 0.5292 0.7757 0.3431 0.4317 0.6920 0.8186
Average 0.3579 0.3801 0.5968 0.4914 0.7302 0.3957 0.4151 0.6435 0.7669
Table 5: Cluster concentration indexes of modeled typologies by landscape type of the original typology (colors indicate the modeled typology or
module where an individual cluster is concentrated the most (green) or the least (red)).
Modules Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 Cluster 8 Cluster 9
CLUSTER 0.5385 0.2778 0.5715 0.3326 0.5847 0.3768 0.4979 0.5700 0.5689
ISOCLUST 0.7859 0.4893 0.4308 0.3715 0.4642 0.7050 0.3698 0.4110 0.4951
KMEANS 0.4869 0.5102 0.3325 0.8686 0.3949 0.8086 0.3881 0.5512 0.4658
ISODATA 0.4834 0.5526 0.8075 0.4441 0.3433 0.4885 0.3351 0.4032 0.8698
Average 0.5737 0.4575 0.5356 0.5042 0.4468 0.5947 0.3977 0.4838 0.5999
with the minimum distance method to 0.7261 with the k-nearest neighbors method) than the ones for which
an expert sample was used (0.5153 with the minimum distance method and 0.6020 with the k-nearest neigh-
bors method). The reason is that in expert-sample modeling some of the most typical areas of individual
types (based on the researcher’s subjective judgment) were selected, and therefore the modeling did not
cover the entire variability of a landscape type or at least not to the same extent as the random-sample mod-
eling, where, given the more generalized classification rules, the sample was more evenly distributed across
a landscape type. Hence, with expert-sample modeling one can speak of over-fitting. This is also proven
by the analysis of testing the success rate of modeling the training cells, where (precisely to the contrary)
expert sampling achieved significantly higher scores than random sampling (Ciglič 2014).
The correlation coefficients between the typologies modeled using unsupervised classification meth-
ods and the original typology range from 0.4159 with the ISOCLUSTER module to 0.4609 with the KMEANS
module. This means they are approximately one-fifth lower than the correlation coefficients between the
original typology and the typologies modeled using expert supervised classification methods, and a third
lower than the correlation coefficients between the original typology and the typologies modeled using
random supervised classification methods.
6 Conclusion
The typologies modeled using the unsupervised classification methods presented only roughly approxi-
mate the original typology of Slovenia and to a lesser degree than the supervised classification models (Ciglič
2014). This is expected because typologies modeled using supervised classification methods are based on
a referential or training classification or, in this case, the 1996 typology of Slovenia. On the other hand,
the statistically significant correlation between the original typology of 1996 and the typologies modeled
using unsupervised classification methods (i.e., completely independently of already identified landscape
types) confirms that the original landscape typology (at least in terms of the data layers that were taken
into account) is fairly appropriate.
However, because unsupervised classification methods have certain advantages over supervised clas-
sification methods and because the number and diversity of data covering all of Slovenian territory is growing,
it can be expected that the differences between the quality of supervised and unsupervised classifications
will become smaller and that modeled typologies will better approximate the actual situation, thus effec-
tively replacing typologies produced using traditional procedures, which are usually more time-consuming
and therefore more expensive.
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