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Abstract
Anatomical landmark segmentation and pathology localisation are important
steps in automated analysis of medical images. They are particularly challeng-
ing when the anatomy or pathology is small, as in retinal images (e.g. vas-
culature branches or microaneurysm lesions) and cardiac MRI, or when the
image is of low quality due to device acquisition parameters as in magnetic res-
onance (MR) scanners. We propose an image super-resolution method using
progressive generative adversarial networks (P-GANs) that can take as input
a low-resolution image and generate a high resolution image of desired scaling
factor. The super resolved images can be used for more accurate detection of
landmarks and pathologies. Our primary contribution is in proposing a multi
stage model where the output image quality of one stage is progressively im-
proved in the next stage by using a triplet loss function. The triplet loss enables
stepwise image quality improvement by using the output of the previous stage
as the baseline. This facilitates generation of super resolved images of high
scaling factor while maintaining good image quality. Experimental results for
image super-resolution show that our proposed multi stage P-GAN outperforms
competing methods and baseline GANs. The super resolved images when used
for landmark and pathology detection result in accuracy levels close to those ob-
tained when using the original high resolution images. We also demonstrate our
methods effectiveness on magnetic resonance (MR) images, thus establishing its
broader applicability
1. Introduction
Retinal fundus image analysis is essential for diagnosis of retinal conditions
such as glacuoma and diabetic retinopathy. An important component of au-
tomated diagnosis of retinal conditions is the detection of pathologies (haem-
orrhages, microaneurysms, exudates) and landmarks (vasculature, optic cup
and disc, fovea). Fundus image resolution is high enough to detect and seg-
ment prominent landmarks (e.g., optic disc, fovea, main vessels) and pathologies
(e.g., hard exudates). However there are many pathologies which cover a very
small area in the fundus images (e.g., microaneurysms, haemorrhages) or are
not clearly visible (e.g. soft exudates and certain neovascularizations). Smaller
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branches of the vasculature are difficult to segment in normal fundus images
and hence it is desirable to have higher resolution local image patches covering
the specific pathologies to facilitate detailed disease analysis. We propose a
image super-resolution algorithm using progressive generative adversarial net-
works (P-GANs) that takes as input a low-resolution image patch and outputs
a high-resolution image to facilitate more accurate diagnosis. Our method’s ef-
fectiveness is demonstrated using retinal vasculature segmentation and microa-
neurysm detection. We also show results on magnetic resonance (MR) images
for cardiac left ventricle segmentation, thus establishing the wider applicability
of our method.
1.1. Related Work
Interpolation of medical images (such as MRI) leads to partial volume effects
that affect the final segmentation. There exist many methods using super-
resolution (SR) on medical images [1, 2]. A common approach to image super-
resolution (ISR) are example based methods [2] which leverage the information
from high-resolution (HR) images together with a low-resolution (LR) image and
generate an SR version approximating the original HR image. Self similarity [1]
and generative models [3] have also been used for SR. These methods are too
reliant on external data which may not always be available, thus putting them
at an disadvantage.
Single image based SR methods downsample a given image to create a LR
image and learn the mapping between the original and LR version. The learnt
mapping is then applied to the original image to generate a SR image. In [4]
HR and LR dictionaries are learned from MRI to generate SR images. These
methods depend on learning the dictionaries on external LR-HR images and
assume that the test image is a representative of the training data. Since this
is not always the case the results are unsatisfactory. These approaches are
computationally demanding as the candidate patches have to be searched in the
training dataset to find the most suitable HR candidate. Instead, compact and
generative models can be learned from the training data to define the mapping
between LR and HR patches.
Parametric generative models, such as coupled-dictionary learning based ap-
proaches, have been proposed to upscale MR brain [4] and cardiac [5] images.
These methods benefit from sparsity constraint to express the link between LR
and HR. Similarly, random forest based non-linear regressors have been pro-
posed to predict HR patches from LR data and have been successfully applied
on diffusion tensor images [6]. Recently, convolutional neural network (CNN)
models [7] have been put forward to replace the inference step as they have
enough capacity to perform complex nonlinear regression tasks. Even by us-
ing a shallow network composed of a few layers, [7] achieve superior results
over other state-of-the art SR methods. Recent works have proposed image SR
methods based on training data free approach using Fourier burst accumulation
[8], CNNs [9] and generative adversarial networks (GANs) [10, 11].
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1.2. Our Contribution
In an earlier work [11] we proposed a GAN based image SR method that
incorporated saliency maps. The saliency map based approach had some lim-
itations such as: 1) choice of optimal window size and weights for saliency
map calculation depended on the specific image and was non-optimal; 2) con-
sequently, the super-resolution output was unsatisfactory for certain cases. To
overcome these limitations and to avoid a heuristic approach, in this paper we
propose a novel image SR method based on multi-stage GANs that uses a triplet
loss function. We call our method progressive GAN (P-GAN) since it leverages
the triplet loss function to progressively improve the quality of super resolved
images. Our current method is different from [11] since: 1) it uses progressive
GANs and triplet loss function; 2) it does not use any heuristic based parameter
values; and 3) it outperforms [11] for different scaling factors.
GANs [12] are used to learn a generative model of images that is similar
to a given set of training images. They have been used in various applications
such as image super resolution [10], image registration [13], active learning [14],
image synthesis and image translation using conditional GANs (cGANs) [15]
and cyclic GANs (cycleGANs) [16]. Multiple blocks of deep residual network
(ResNet) [17] with skip connections are used to construct the generator network.
In our proposed multi-stage approach we use the output of one stage as the input
to the next stage. The image generation framework in the next stage uses triplet
loss to improve the quality of the image from the previous stage. This ensures
that good quality images are generated for high scaling factors. Combining the
generator network with a discriminator encourages solutions that preserve the
information content and perceptual information of an image. This leads to HR
images that do not compromise on perceptual clarity and result in better retinal
vasculature segmentation and microaneurysm (MA) detection results, as well as
MRI organ segmentation.
Our paper makes the following contributions: 1) a novel P-GAN architecture
using multiple stages of GANs is proposed that enables generation of SR images
of high scale factors (upto 32); 2) While GAN based methods use conventional
mean square error (MSE) and CNN feature loss values to generate SR images,
we use an additional triplet loss function to improve image quality from one
stage to the next. This ensures that image quality is not compromised despite
generating images of high scale factors. A combination of multi stage GANs and
triplet loss helps us outperform conventional GAN based methods [10]. The rest
of the paper is organized as follows: Section 2 describes basics of GANs and
our novel contribution, followed by experimental results in Section 3 and our
conclusion in Section 4.
2. Methodology
In this section we will first give a brief outline of GANs (Section 2.1) and
then explain our contribution in the form of progressive-GANs (Section 2.3)
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2.1. Generative Adversarial Networks
Super resolution estimates a high-resolution image ISR from a low-resolution
input image ILR. Figure 1 shows the architecture of a progressive GAN setup
where the output of the first stage is used as input to the second stage, and the
triplet loss is used from the second stage onwards to improve super resolution
results. Each super-resolution stage consists of a generator and discriminator
network which are depicted in Figure 2. For training, ILR is the low-resolution
version of the high-resolution counterpart IHR, obtained by applying a Gaussian
filter to IHR followed by downsampling with factor r. The generator network is
a feed-forward CNN, GθG , parametrized by θG = W ; b, the weights and biases
of a L-layer network. The parameters are obtained by,
θ̂ = arg min
θG
1
N
N∑
n=1
lSR
(
GθG(I
LR
n ), I
HR
n
)
, (1)
where lSR is the loss function and IHRn , I
LR
n are the set of high-resolution
and low-resolution images. In the generator (Figure 2 (a)) the input image
ILR is passed through a convolution block followed by ReLU activation. The
output is passed through a residual block with skip connections. Each block has
convolutional layers with 3 × 3 filters and 64 feature maps, followed by batch
normalization and ReLU activation. This output is subsequently passed through
multiple residual blocks. Their output is passed through a series of upsampling
stages, where each stage doubles the input image size. The output is passed
through a convolution stage to get the super resolved image ISR. Depending
upon the desired scaling, the number of upsampling stages can be changed. The
adversarial min-max problem is defined by,
min
θG
max
θD
E
IHR ptrain(IHR)
[logDθD (I
HR)] + E
ILR pG(IHR)
[log(1−DθD (GθG(IHR))]
(2)
This trains a generative model G with the goal of fooling a differentiable dis-
criminator D that is trained to distinguish super-resolved (SR) images from
real images. G creates solutions that are very similar to real images and thus
difficult to classify by D. This encourages perceptually superior solutions and
is superior to solutions obtained by minimizing pixel-wise MSE.
D solves the maximization problem in Eqn. 2. The discriminator network
(Figure 2 (b)) has multiple convolutional layers with the kernels increasing by a
factor of 2 from 64 to 512. Leaky ReLU is used and strided convolutions reduce
the image dimension when the number of features is doubled. The resulting 512
feature maps are followed by two dense layers and a final sigmoid activation to
obtain a probability map, which is used to classify the image as real or fake.
2.2. Loss Function
lSR is a combination of content loss (lSRCont) and adversarial or generative
loss (lSRGen), balanced by a factor α = 0.01, and is given by :
lSR = lSRCont + αl
SR
Gen (3)
4
Figure 1: Depiction of Progressive GAN architecture.
2.2.1. Content Loss - lSRCont
The first component of lSRCont is the mean square error (MSE) loss (lMSE),
lMSE =
1
WH
W∑
x=1
H∑
y=1
(IHRx,y −GθG(ILR)x,y)2, (4)
where IHR is the high-resolution image and GθG(I
LR) is the super resolved
image. Next, a CNN loss [10] is calculated as the L2 distance between SR
image and ground-truth HR image using all 512 feature maps of Relu 4 − 1
layer of a pre-trained V GG− 16 [18]. It is defined as,
lSRCNN =
1
Wi,jHi,j
Wi,j∑
x=1
Hi,j∑
y=1
(φi,j(I
HR)x,y − φi,j(GθG(ILR))x,y)2 (5)
φi,j the feature map obtained by the j−th convolution (after activation) before
the i−th max pooling layer and Wi,j and Hi,j are the dimensions of φ.
2.2.2. Adversarial Loss
The generative (or adversarial) loss lSRGen over all training samples is
lSRGen =
N∑
n=1
− logDθD (GθG(ILR)) (6)
DθD (GθG(I
LR)) is probability that GθG(I
LR) is a natural HR image. This net-
work favours solutions in the manifold of retinal images. Convergence is facili-
tated by minimizing − logDθD (GθG(ILR)) instead of − log[1−DθD (GθG(ILR))].
2.3. Progressive Generative Adversarial Networks
In the previous sections we have described the working of a conventional
GAN with a coupled generator and discriminator. The GAN based approach
5
(a)
(b)
Figure 2: (a) Generator Network; (b) Discriminator network. n64s1 denotes 64 feature maps
(n) and stride (s) 1 for each convolutional layer.
of [10] does not produce good quality results for scaling factors above 8. An
obvious way to generate higher scale images is to couple successive generator
networks or upsampling stages to obtain images of desired scaling factor. The
shortcoming of this approach is that any errors of one stage are propagated to
the other step as there is no correction mechanism. We propose a multi-stage
architecture with a triplet loss based in-built correction mechanism that helps
to compensate any quality degradation of images generated st each stage. In
this section we explain our novel P-GAN method.
We denote our method as progressive GAN for image super-resolution (P −
SRGAN). P − SRGAN works by first taking a LR image as input which is
processed through the first generator network G1 to obtain a super resolved
image of scale factor 2. Similar to a conventional GAN there is a discriminator
network D1 that helps G1 generate good quality images by comparing with
high-resolution (HR) images. The loss function combines MSE and CNN loss
terms. We denote the SR image from G1 as ISR1 . I
SR
1 is passed through another
network G2 to generate an image further upsampled by a factor 2, which we
denote as ISR2 . However, in generating I
SR
2 we make changes to the cost function
by including an additional triplet loss component [19]. Note that for each stage
we upsample the image by 2x, which implies that there is only one upsampling
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block in the generator.
The triplet loss has three variables in it - positive, negative and anchor. The
cost function is such that it minimizes the distance between the anchor (xa)
and positive (xp), while maximizing the distance between the anchor and the
negative (xn). Thus the loss being minimized is,
N∑
i
[
‖f(xai )− f(xpi )‖22 − ‖f(xai )− f(xni )‖22
]
(7)
In our formulation the anchor is ISR2 , the negative is I
SR
1 while the positive
is the ground truth HR image IHR. We would like the generated image at the
second (and subsequent) stage, ISR2 , to be as different as possible from the first
(or previous) generated image, ISR1 . At the same time we enforce that I
SR
2
should be as similar as possible to IHR. The rationale behind such an approach
is that ISR2 should improve upon I
SR
1 and both of them should be as different
as possible. At the same time ISR2 should be as similar to I
HR in order to
improve upon the quality of ISR1 . These dual constraints ensure that I
SR
2 is
a quantitative and qualitative improvement over ISR1 and closer to I
HR. For
subsequent steps of upsampling by factor 2 we employ the same loss function
where the anchor is the generated image at stage n ISRn , the negative is I
SR
n−1
and the positive image is always the ground truth IHRn for stage n. In addition
to the triplet loss, MSE and CNN loss are used for all stages n ≥ 2.
2.4. Training Details:
We trained all networks on a NVIDIA Tesla K40 GPU having 12 GB RAM.
The LR images were obtained by downsampling the original HR images with
a bicubic kernel of varying downsampling factors. The intensity of all images
(fundus and MRI) was scaled to [0, 1]. VGG feature maps were rescaled by a
factor of 112.75 (based on actual values of the two feature maps) to obtain VGG
losses of a scale that is comparable to the MSE loss. For optimization we use
Adam with β1 = 0.9. The SRResNet networks were trained with a learning
rate of 10−4 for 106 update iterations. We employed the trained MSE-based
SRResNet network as initialization for the generator when training the actual
GAN to avoid undesired local optima. GAN based methods such as ours and [10]
are trained with 105 update iterations at a learning rate of 10−4 and another
105 iterations at a lower rate of 10−5. During test time batch-normalization
update is off such that the output is deterministic and depends on the input.
Our entire pipeline was implemented with Python and TensorFlow was used for
the neural network architectures.
3. Experiments And Results
In this section we demonstrate the effectiveness of our super resolution algo-
rithm by reporting results on different kinds of images. We report ISR perfor-
mance on retinal colour fundus images and magnetic resonance (MR) images.
We also show results for segmentation of different landmarks and pathologies in
fundus and MR images.
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3.1. Retinal Dataset Description
To test the effectiveness of our image super resolution algorithm we train it
on 5000 retinal fundus images taken from EYEPACS [20]. The original images
were first resized to 1024× 1024 pixels which was the reference high resolution
(HR) image. Subsampled images of scaling factors (r) 12 ,
1
4 ,
1
8 ,
1
16 ,
1
32 . The high
resolution image was then downsampled using a bicubic kernel by a factor of 2
along the rows and columns. This gave images of size 512×512, which are then
further downsampled by factors of 2 to get images of size 256× 256, 128× 128,
etc. We train our network on the entire set of 5000 images and use a separate
set of 1000 images for testing. The average training time for a single batch of
5000 images is 8 hrs for r = 2, 15 hours for r = 4, 21 hours for r = 8, 28 hours
for r = 16 and 35 hours for r = 32. The time taken to generate a super resolved
image is 1 ms for r = 2, 1.4 ms for r = 4, 1.9 ms for r = 8, 2.5 ms for r = 16
and , 3.3 ms for r = 32. The training and test was performed on a NVIDIA
Tesla K40 GPU with 12 GB RAM.
3.2. Image Super Resolution Results
For comparative analysis, results for super resolution are shown for the fol-
lowing methods:
1. P −SRGAN - our proposed progressive method using a multi stage archi-
tecture in combination with triplet loss to generate super resolved images
of desired scaling factor. Our method’s difference from [10] is in the use
of a multi stage architecture and triplet loss.
2. SRGANSal - the saliency map based SR method of [11].
3. P − SRGANMSE - our proposed progressive method with the exception
that instead of triplet loss we use MSE loss in every stage. This is designed
to highlight the importance of triplet loss in improving quality of super
resolved images.
4. SRGANLedig - the original GAN based super resolution algorithm of [10].
Based on the original work, the desired scaling factor is obtained by ad-
ditional pixel upsampling blocks in the original architecture
5. SRCNN - the CNN based image super resolution algorithm of [21].
6. SR−RF - the random forest based image super resolution method of [22].
7. SSR- the self super resolution method of [8].
The results of the different methods are compared using the following mea-
sures: 1) peak signal to noise ratio (PSNR); 2) structural similarity (SSIM) [23];
and 3) S3 - the sharpness metric of [24]. These metrics are calculated between
the generated SR image and ground truth HR image. Since the original retinal
fundus images had different dimensions, they are first resized to 1024 × 1024
since this was the smallest image dimension in the dataset. These images act
as the ground truth HR images. They are then downsampled by different scal-
ing factors to generate LR images. These LR images are used to generate SR
images of the corresponding scaling factor, and are compared with the ground
8
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3: Example results for retinal image super resolution. (a) orginal HR images; (b) Low
resolution subsamled by a factor of 16; super resolved images using (c) P − SRGAN ; (d)
SRGANSal (e) SRGANLedig ([10]) ; (f) SRCNN ([21]); (g) SR-RF ([22]); (h) SSR ([8]).
truth HR images. The quantitative results for scaling factors 4−32 are presented
in Table 1.
It is quite obvious that our proposed approach performs the best among all
methods, even outperforming SRGANSal. An interesting observation is that
replacing the triplet loss by conventional MSE loss does not result in much
improved results compared to SRGANLedig. This clearly demonstrates that
the use of triplet loss is an important contribution in improving the quality of
super resolved images. While upscaling by a factor of 2 the performance of all
methods is similar and hence we do not show the corresponding results. The
difference in performance between our approach and other competing methods
is noticeable for scaling factor 4 and to a larger degree for scaling factors above
8.
Figure 3 shows super resolution results for retinal fundus images. The image
has been downsampled by a factor of 16 each along rows and columns, and the
original image is obtained using different methods. SRGANSal shows better
reconstruction results (Fig. 3 (d) )than most competing methods. However
the reconstruction is a bit blurry for small retinal vessels using SRGANSal
as indicated by the yellow arrow. This defect is overcome using the proposed
P − SRGAN architecture (Fig. 3 (c) ), thus justifying the use of progressive
GANs over saliency maps for image super resolution.
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Scaling factor = 4
SSIM PSNR S3 p
(dB)
P − SRGAN 0.91 46.1 0.85 -
SRGANSal 0.88 44.3 0.82 < 0.001
P − SRGANMSE 0.77 37.0 0.68 -
SRGANLedig [10] 0.76 36.7 0.66 < 0.001
SRCNN [21] 0.74 34.3 0.61 < 0.0009
SR-RF [22] 0.72 30.3 0.59 < 0.0009
SSR [8] 0.68 27.2 0.57 < 0.001
Scaling factor = 8
SSIM PSNR S3 p
(dB)
P − SRGAN 0.81 40.3 0.75 -
SRGANSal 0.77 36.2 0.70 < 0.001
P − SRGANMSE 0.72 31.9 0.62 < 0.001
SRGANLedig [10] 0.71 31.4 0.60 < 0.001
SRCNN [21] 0.65 28.4 0.57 < 0.001
SR-RF [22] 0.63 25.6 0.55 < 0.001
SSR [8] 0.60 22.3 0.51 < 0.001
Scaling factor = 16
SSIM PSNR S3 p
(dB)
P − SRGAN 0.77 36.8 0.68 -
SRGANSal 0.71 31.8 0.60 < 0.001
P − SRGANMSE 0.66 30.1 0.56 < 0.001
SRGANLedig [10] 0.66 29.4 0.55 < 0.001
SRCNN [21] 0.60 23.2 0.52 < 0.001
SR-RF [22] 0.57 21.5 0.50 < 0.001
SSR [8] 0.52 19.4 0.46 < 0.001
Scaling factor = 32
SSIM PSNR S3 p
(dB)
P − SRGAN 0.72 31.9 0.61 -
SRGANSal 0.67 28.6 0.57 < 0.001
P − SRGANMSE 0.62 24.2 0.54 < 0.001
SRGANLedig [10] 0.61 23.7 0.53 < 0.001
SRCNN [21] 0.55 19.4 0.49 < 0.001
SR-RF [22] 0.52 17.4 0.47 < 0.001
SSR [8] 0.49 15.8 0.45 < 0.001
Table 1: Comparative results of different methods for image super resolution.
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Gaussian Noise
SSIM PSNR S3 p
(dB)
P − SRGAN 0.81±0.04 39.5±2.1 0.78±0.05 < 0.002
SRGANSal 0.73±0.06 36.1±4.2 0.66±0.06 < 0.001
SRGANLedig [10] 0.72±0.06 32.4±4.9 0.61±0.06 < 0.001
Salt and Pepper Noise
SSIM PSNR S3 p
(dB)
P − SRGAN 0.74±0.07 35.8±4.5 0.68±0.07 < 0.001
SRGANSal 0.69±0.1 31.4±5.7 0.63±0.1 < 0.001
SRGANLedig [10] 0.60±0.11 23.4±7.6 0.56±0.12 < 0.001
Speckle Noise
SSIM PSNR S3 p
(dB)
P − SRGAN 0.72±0.09 33.5±8.2 0.63±0.09 < 0.001
SRGANSal 0.67±0.11 28.8±9.8 0.58±0.10 < 0.001
SRGANLedig [10] 0.62±0.13 2.4±10.2 0.51±0.11 < 0.001
Table 2: Comparative results for image super resolution at subsampling factor 8 and added
noise - mean and variance values are provided.
3.3. Robustness to Noise
In this section we show results for cases when noise was added to the LR
images and the high resolution image was reconstructed by using P −SRGAN ,
SRGANSal and SRGANLedig. We added the following types of noise: 1) Gaus-
sian noise with zero mean and standard deviation varying from [0.001, .01] in
steps of 0.001; 2) salt and pepper noise of density varying from [0.01, 0.05] in-
creasing in steps of 0.01; 3) speckle noise of variance from [0.01, 0.05] increasing
in steps of 0.01 to the LR image (subsampled to factor 8) and attempted to
obtain the original high resolution image through super resolution methods.
Table 2 summarizes the average performance for each noise type. We observe
that as noise intensity increases the performance worsens. Although the overall
performance is not as good compared to the noise free images, the results for
gaussian noise case are still within acceptable limits for our proposed method.
3.4. Retinal Blood Vessel Segmentation Results
A major application of super resolution of retinal images is better image
analysis as in accurate landmark segmentation and pathology detection. We
present retinal vessel segmentation results on our dataset [20]. 40 images from
the dataset had the retinal vessels manually annotated by an expert. This is
comparable to other public datasets where a maximum number of 40 images
had the retinal vessels manually delineated. We take the original images (HR
images) and downsample them by factors of 4 − 16 to get LR images. All the
different algorithms were used to generate SR images of the original scale. The
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super resolution models were trained on the 5000 training images described
before. The SR images are then used to train a U-Net based method for retinal
vessel segmentation [25]. We use the method in [25] since it shows the best
results on the DRIVE dataset.
The idea of developing ISR algorithms is to demonstrate that they generate
good quality high resolution images from a low resolution. A possible use case is
in tele-ophthalmology where images acquisition is done by a low quality camera.
Even if a high resolution device is used, the image still needs to be compressed
from high to low resolution for transmission over a network. In this case, the
quality of the image received by the clinician is often not ideal for visualisation
and interpretation. In such cases we would expect the generated SR images
would do a better job at tasks like segmentation and pathology detection. To
evaluate our hypothesis we adopt the following evaluation procedure for the SR
images:
1. As described before we use the SR images generated from downsampled
images to train different UNet segmentation networks. Additionally we
also generate segmentation results using the original HR images to train
another UNet architecture. Segmentation results from this network give
an upper bound on the best possible super resolution performance.
2. To ascertain whether the super resolved images lead to improved image
analysis over LR images, we also train UNets on the downsampled LR
images by using the correspondingly downsampled ground truths. The re-
sults on these images (for scales 4, 8, 16) act as a baseline to compare super
resolution algorithms. If ISR is successful then segmentation performance
of SR images should be better than the results from these LR images,
and reasonably close to segmentation results obtained from original HR
images.
Table 3 shows the average segmentation performance using training images
from different ISR algorithms. In Table 3 HR denotes the fact that the network
was trained on the reference HR images (of dimension 1024 × 1024). LRn
denotes the training and testing was done on subsampled images at scale n (i.e.,
image dimension 1024/n × 1024/n). Results of the other methods denote the
segmentations on low resolution images super resolved to dimension 1024×1024.
Retinal vessel performance of different methods was evaluated using accu-
racy (Acc) and sensitivity (Sen). The segmentation results for different scaling
factors gives interesting insight into the different super resolution algorithms.
As expected, the HR images give the best possible results since they represent
the original images while other images have some level of information loss due to
subsampling and super resolution. Our proposed method gives better segmen-
tation performance than LRn which clearly indicates that our ISR algorithm
generates better quality images than the low resolution versions.
Interestingly methods such as SSR and SR−RF perform only slightly better
than LRn. A major factor is the super resolution algorithm. These two methods
use traditional approaches based on defining a mathematical model. The other
methods that perform better than LRn however use neural network models
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Scale Factor = 4 Scale Factor = 8 Scale Factor = 16
Acc Sen Acc Sen Acc Sen
HR 0.98 0.91 0.98 0.90 0.97 0.84
P − SRGAN 0.96 0.89 0.89 0.85 0.84 0.80
SRGANSal 0.93 0.86 0.86 0.81 0.82 0.76
P − SRGANMSE 0.92 0.84 0.85 0.79 0.79 0.74
SRGANLedig ([10]) 0.91 0.83 0.85 0.80 0.79 0.74
SRCNN ([21]) 0.88 0.81 0.83 0.78 0.76 0.73
SR-RF ([22]) 0.85 0.77 0.80 0.73 0.74 0.70
SSR ([8]) 0.83 0.75 0.77 0.69 0.71 0.68
LRn 0.81 0.72 0.75 0.67 0.70 0.66
Table 3: Comparative vasculature segmentation results of different super resolution methods
at different scale factors.
for ISR. Amongst the neural network based models the ones using generator
networks perform better than SRCNN because the generative models learn
to generate better images based on the similarity with the higher resolution
images. This clearly indicates that the generator models do a much better job
in learning the underlying the image representation, while mathematical models
only learn a limited aspect of the image.
Comparing between the generative models our proposed method does a bet-
ter job than [10] because of the progressive stages used to generate the images.
From the second stage onward our use of triplet loss improves image quality by
making it as similar as possible to the HR image. Hence we obtain improved
image quality. Note that results of P −SRGANMSE are very similar to that of
SRGANLedig. This clearly indicates the improvements brought about by using
the triplet loss function
Figure 4 (a) shows an example retinal image followed by its ground truth
manual segmentation in Figure 4 (b). Figure 4 (c) shows segmentation result for
scaling factor 8 when using the original HR images to train the U-Net followed by
the results when trained on the super resolved images generated by P−SRGAN ,
(Figure 4 (d)), SRGANLedig (Figure 4 (e)), SRCNN (Figure 4 (f)), SR-RF
(Figure 4 (g)), SSR (Figure 4 (h)) and LR8 (Figure 4 (i)). Obviously the results
from P − SRGAN provide results most similar to those of HR images. This is
also validated by the quantitative results in Table 3. The areas where different
methods are unable to obtain accurate segmentation are highlighted by yellow
arrows. Due to poor quality of super resolved images most of the methods do
not segment the finer vasculature structures, while SSR and SR-RF are unable
to segment some of the major arteries. Importantly, our method performs much
better than the low resolution image (LR8) which performs poorly due to low
resolution.
3.5. Results for Retinal Microaneurysm Detection
We also present results for microaneurysm (MA) detection. 300 images
from [20] are annotated by outlining the boundaries of different occurences of
13
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 4: Example results for retinal vasculature segmentation; (a) retinal image; (b) manual
ground truth mask; results obtained when training on (c) orginal HR images; SR images from:
(d) P −SRGAN ; (e) SRGANSal; (f) SR images by SRGANLedig ([10]) ; (g) SR images using
SRCNN ([21]); (h) SR images using SR-RF ([22]); (i) SR images using SSR ([8]); (j) LR image
of scale factor 8. Yellow arrows highlight regions of inaccurate segmentation.
MAs. MA’s are very difficult to detect as they cover only a very small area in
a high dimensional retinal image. The intuition behind applying image super
resolution to MA detection is if the resolution of the patch containing MA’s
can be increased then detection accuracy by machine learning algorithms would
improve.
We design a pipeline where a U-Net architecture is trained to segment these
MAs. For each image we extract 256×256 patches covering the annotated MAs.
These are the original HR images from which LR images of size 128×128, 64×64
and 32 × 32 are obtained. The different super resolution algorithms are used
to generate 256 × 256 patches from the LR patches leading to scaling factors
of 2, 4, 8. For every generated SR image of different scaling factors, we train
U-Nets on images from the different super resolution algorithms.
We also train a U-Net segmentation framework with the original 256× 256
HR images which gives the lower bound of performance error. Similar to vessel
segmentation we also generate segmentation results on the LR images, LRn,
that act as the baseline metric. For our experiments we employ 5−fold cross
validation. Multiple patches extracted from the entire are transformed by rota-
tion and translation such that the final training set size was 100, 000 patches.
Note that UNet is a patch based segmentation framework and hence we use
patches for its training.
After the segmentations are obtained for each set of test images, we calculate
the following metrics: sensitivity (Sen), Specificity (Spe) and area under curve
(AUC). These values are summarized in Table 4 with respect to scaling factors
4, 8 since the results are very similar for scaling factor 2. It is obvious from
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Scaling factor = 4
HR P − SRGAN SRGAN SRCNN
[10] [21]
Sen 0.83 0.81 0.77 0.73
Spe 0.80 0.77 0.72 0.69
AUC 0.94 0.92 0.86 0.83
p− - < 0.001 < 0.0023 < 0.0001
SRGANSal SR−RF SSR LR4
[11] [22] [8]
Sen 0.79 0.71 0.68 0.67
Spe 0.74 0.65 0.63 0.63
AUC 0.88 0.80 0.78 0.77
p− < 0.002 < 0.003 < 0.009 < 0.009
Scaling factor = 8
HR P − SRGAN SRGAN SRCNN
[10] [21]
Sen 0.80 0.76 0.72
Spe 0.74 0.69 0.66
AUC 0.86 0.81 0.77
p− - < 0.00065 < 0.0002 < 0.0001
SRGANSal SR−RF SSR LR4
[11] [22] [8]
Sen 0.77 0.68 0.67 0.65
Spe 0.70 0.64 0.63 0.61
AUC 0.83 0.74 0.70 0.69
p− < 0.004 < 0.0087 < 0.0001 < 0.0001
Table 4: Comparative MA detection results of different image super resolution methods.
the results that super resolution is highly effective for scaling factor 4, and to
a lesser extent for factor 8. We can infer that super resolved images by all
the competing methods for scaling factor 8 changes the information content in
the image to the extent that their performance is significantly worse than the
HR images. Despite these constraints our algorithm gives the best performance
amongst all methods, and most importantly it performs better than LRn. It is
important to note that for pathologies, super resolution for scale factor higher
than 8 is not feasible since the LR image dimensions are too small.
Figure 5 shows results of MA segmentation using the images generated by
different super resolution methods. Figure 5 (a) shows the original full sized
image with the regions having majority of the MAs outlined by a red square.
Figure 5 (b) shows the cropped image region with yellow arrows identifying lo-
cation of MAs. Figure 5 (c) shows manually drawn contours around the MAs.
Figure 5 (d) shows the segmentation results obtained using the original HR im-
ages as part of the training and test set. The ground truth manual contours are
shown in green while the segmentations obtained using the U-Net algorithm is
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Figure 5: Example results for microaneurysm segmentation using super resolved images ob-
tained using different methods. (a) original image with microaneurysm region outline by
red square; (b) cropped version of original image with yellow arrows denoting MA locations;
(c) manual annotations of MA regions; super resolution and segmentation results obtained
when trained on (d) original HR images; (e) SR images by P − SRGAN ; (f) SR images
by SRGANSal (g) SR images by SRGANLedig ([10]); (h) SR images using SRCNN ([21]).
Green contours are ground truth annotations and algorithm segmentations are denoted by red
contours.
shown in red. The performance on the HR images is an indication of the mini-
mum error (or best possible segmentation performance). Figures 5 (e)-(h) show,
respectively, the super resolved images obtained by P − SRGAN , SRGANSal,
SRGANLedig and SRCNN along with the super imposed segmentation results.
It is quite obvious that the results obtained using P − SRGAN are the best.
It is interesting to note that the SR images obtained using SRGANLedig and
SRCNN lead to blurred edges of the blood vessels and MAs, although in the
case of SRGANSal the SR images are not blurred. The other two methods,
SR − RF and SSR result in such poor quality images that the MAs are not
even detected for this particular example.
The MA segmentation results clearly show that if we generate a high reso-
lution image from a low resolution image using our method and then run any
segmentation or detection algorithm on the output, the results will be very close
to what we would get if we had acquired the image in the high resolution setting.
This has immense significance in clinical applications that require detection of
small pathologies in a high resolution image. The clinician can simply select the
suspect area and our algorithm can generate a high resolution image that can
be used for subsequent analysis.
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3.6. Results on MRI Dataset
Although retinal fundus images have a high resolution during acquisition
time, ISR is still relevant to detect small pathologies and landmarks. ISR’s
impact can be further judged by its performance on MRI since MR images
have low-resolution during acquisition time. Furthermore, the anatomies to
be detected in MRI cover an even smaller area. Hence there is greater need
for reliable ISR algorithms which facilitate better performance in detection or
segmentation of pathologies. We demonstrate the relevance of ISR on cardiac
MR images.
3.6.1. Cardiac MR Data
We used images from the Sunnybrook Cardiac Dataset [26]. The images
used in this evaluation study are cine steady state free precession (SSFP) MR
short axis (SAX) images. All images were obtained on a 1.5T GE Signa MR
scanner during 10 to 15s breath holds with a temporal resolution of 20 car-
diac phases over the heart cycle (thickness=8-10mm, FOV= 320 × 320mm,
matrix=256 × 256). The experimental procedures were approved by the In-
stitutional Review Board. The ground truth of the inner and outer boundaries
of the left ventricle (endocardium and epicardium respectively) is manually de-
lineated by the clinical experts from Sunnybrook Health Sciences Centre. The
training set has images from 15 patients, and the number of slices for each
patient varied from 6− 12
We train our ISR network from scratch. Each volume slice is treated as a
separate image and transformed by random rotation and translation. We rotate
the images between [0, 180◦] in steps of 9◦. For each rotation we translate the
image by [0, 50] pixels in steps of 2. Thus on an average we get 20 ∗ 25 = 500
transformation for each image. Thus an average of 10 slices per image gives a
total of 15 × 10 × 500 = 75, 000 cardiac MR images. We show results on ISR
for scale factor 4, 8. Results for ISR are summarized in Tables 5. Following
the approach for retinal landmark and pathology segmentation, we also show
results for cardiac left ventricle segmentation (Table 6). For each segmentation
approach we employ UNets as the segmentation framework and show results for
different super-resolution methods as well as the low-resolution images (LRn).
Dice metric values for segmentation accuracy are shown in each case. Similar
to retinal pathology segmentation we extract a 256 × 256 patch covering the
pathology and apply super-resolution for scale factors 4, 8.
Figure 6 shows results for segmenting the cardiac LV from MRI. For each
case we present results on the original HR images, SR images obtained by each
of the 5 methods being compared and also when using the LR images (scale
factor 4). It is quite obvious that the LR images are very fuzzy and don’t give
accurate information on the anatomical boundaries. On the other hand the SR
images from our method can predict a highly accurate reconstruction of the
actual image. Other ISR methods show some degree of blur in the SR images.
It is remarkable that deep neural network based methods are able to reconstruct
original high quality images despite limited information in LR images. This is
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Scaling factor = 4
SSIM PSNR S3 p
(dB)
P − SRGAN 0.83 43.7 0.81 -
SRGANSal 0.78 38.4 0.75 < 0.001
SRGANLedig ([10]) 0.70 34.1 0.70 < 0.001
SRCNN ([21]) 0.69 32.7 0.65 < 0.0009
SR-RF ([22]) 0.66 31.2 0.63 < 0.0009
SSR ([8]) 0.63 28.3 0.61 < 0.001
Scaling factor = 8
SSIM PSNR S3 p
(dB)
P − SRGAN 0.79 41.3 0.78 -
SRGANSal 0.74 37.0 0.72 < 0.001
SRGANLedig ([10]) 0.67 31.7 0.66 < 0.001
SRCNN ([21]) 0.64 29.8 0.61 < 0.001
SR-RF ([22]) 0.62 28.2 0.59 < 0.001
SSR ([8]) 0.59 26.1 0.58 < 0.001
Table 5: Comparative results of different methods for cardiac image super-resolution.
possible because of the ability of the generator networks to learn the relation
between HR and LR images.
4. Conclusion
We have proposed a novel method for super-resolution of different medi-
cal images based on progressive generative adversarial networks that combines
triplet loss with the conventional MSE and CNN loss in a multi stage architec-
ture. The core novelty of our method lies in incorporating the triplet loss into
the cost function of PGANs. The triplet loss ensures that super resolved images
produced in one stage undergo quality improvement for the next stage. Conse-
quently our method is able to preserve the high quality of images for high scaling
factors (greater than 8). The super resolved images obtained using our method
are of much better quality than the original GAN framework that uses MSE
and CNN loss. The quality improvement of our super resolved images is evident
from the image quality metrics. Our proposed method’s superior performance is
also demonstrated in the case of retinal vessel segmentation and microaneurysm
detection, as well MRI super-resolution and cardiac LV segmentation.
The resulting super resolved images can be used to increase the size and
resolution of low dimensional images, and different image analysis algorithms
can be applied to the super resolved images. As demonstrated through our
results, the SR images obtained by our method performs better than the low-
resolution images from which the super resolved images are obtained. The
18
HR P −GAN SRGANLedig SRGANSal
[10] [11]
Scale (n) DM HD DM HD DM HD DM HD
4 91.3 6.9 90.1 7.2 86.4 9.0 88.2 8.1
8 87.4 8.8 86.8 9.2 83.0 10.6 84.7 9.8
SRCNN SR−RF SSR LRn
[21] [22] [8]
Scale (n) DM HD DM HD DM HD DM HD
4 84.8 9.7 82.3 11.0 81.1 11.4 83.4 10.4
8 81.1 11.5 79.8 11.9 78.7 12.4 80.7 11.6
Table 6: Comparative cardiac LV segmentation results with different super-resolution methods
at different scale factors.
results from using our super resolved images will be very close to that when using
the original high-resolution images for segmentation or pathology detection.
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