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THE EXTENDED BIGRADED TODA HIERARCHY
GUIDO CARLET
Abstract. We generalize the Toda lattice hierarchy by considering N +M dependent variables.
We construct roots and logarithms of the Lax operator which are uniquely defined operators with
coefficients that are ǫ-series of differential polynomials in the dependent variables, and we use them
to provide a Lax pair definition of the extended bigraded Toda hierarchy, generalizing [4]. Using
R-matrix theory we give the bihamiltonian formulation of this hierarchy and we prove the existence
of a tau function for its solutions. Finally we study the dispersionless limit and its connection with a
class of Frobenius manifolds on the orbit space of the extended affine Weyl groups W˜ (N)(AN+M−1)
of the A series, defined in [9].
1. Introduction
The Toda lattice [21] hierarchy is a well-studied bihamiltonian [16] integrable system consist-
ing of an infinite complete set of commuting evolutionary differential-difference equations for two
dependent variables u(n), v(n), where the independent spatial variable n is discrete.
If we replace the discrete variable n with a continuous variable x = nǫ, where ǫ is the step of the
lattice, the usual Toda flows do not form anymore a complete family. In order to have completeness
one introduces a second set of flows that commute between themselves and with the usual Toda
flows. These two sets of flows define the extended Toda hierarchy which was introduced in [22, 15, 4].
In particular in [4] it was shown how to define differential-difference operators log± L which
are logarithms of the Lax operator L = Λ + u(x) + ev(x)Λ−1 and use them to produce a Lax
representation of the extended Toda hierarchy.
The main motivation for considering such continuous version of the Toda hierarchy comes from
the applications in 2D topological field theory and in the theory of Gromov-Witten invariants. By
looking at matrix models [12] describing in the large N limit the CP 1 topological sigma model,
it was first conjectured and then shown [11] that the extended Toda hierarchy is the hierarchy
describing the Gromov-Witten invariants of CP 1. We hope that the bigraded extended hierarchy
considered here might be relevant for similar applications.
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In this paper we will generalize the extended Toda hierarchy by considering a Lax operator of
the form
(1) L = ΛN + uN−1Λ
N−1 + · · · + u−MΛ
−M
for N,M > 1. If we consider this system with a discrete independent variable n then we are only
able to define a single set of flows corresponding to Lax equations of the form
(2) Ltp = [(L
p)+, L].
However here we will consider a continuous independent variable x. In this case we can introduce
roots L
1
N , L
1
M and logarithms log± L of L and we can use them to define N +M sequences of
commuting flows (see Definition 10)
(3) ǫLtα,p = [Aα,p, L]
for −M 6 α 6 N − 1 and p > 0. We call this hierarchy the extended bigraded Toda hierarchy.
The definitions of the roots and of the logarithms of L involve certain non-localities due to the
inversion of the discrete derivative operator Λ−1. In our approach however these non-localities are
not a problem since we work with a ring of functions which are power series in ǫ. In this case the
coefficients of the roots and of the logarithms are uniquely defined ǫ-power series of polynomials in
the basic variables ui.
The bihamiltonian formulation of this hierarchy is crucial in the framework of the classification
program of [10]. Compatible Poisson brackets on the space of operators of the form (1) were
obtained for particular values of N , M in [16], [1] and in the context of q-deformed W-algebras in
[14], [13] for M = 0 and in [18] for general N , M . Here we derive the form of the Poisson pencil for
this hierarchy in the difference operator notation using the R-matrix theory developed in [20, 17].
The Hamiltonians are expressed in terms of powers of roots and logarithms of the Lax operator L.
The corresponding Hamiltonian densities, and indeed the flows of the hierarchy are normalized in
such a way that a certain ’tau-symmetry’ holds. This turns out to be the key element in proving
the existence of a tau-function for the solutions of the hierarchy.
The classification theory of tau-symmetric bihamiltonian integrable hierarchies of Dubrovin and
Zhang [10] considers such systems in the light of their relationship with 2D topological field theory
and Gromov-Witten invariants. In this framework the main invariant associated with an integrable
hierarchy, or better with its dispersionless limit, is a Frobenius manifold. The main result of
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such classification scheme is the fact that one can reconstruct the dispersive hierarchy from the
Frobenius manifold. Different classes of Frobenius manifolds have been constructed and in most
cases the Lax formulation of the corresponding dispersive hierarchy is still unknown. In [9] it was
shown that a Frobenius structure is naturally defined on the orbit space of the extended affine
Weyl group W˜ (k)(R) associated with any irreducible reduced root system R with a choice of a
simple root k. We show that the Frobenius manifold associated to the dispersionless limit of the
extended bigraded Toda hierarchy is the one defined on the orbit space of W˜ (N)(AN+M−1). Hence
the extended bigraded Toda hierarchy coincides with the hierarchy associated to the Frobenius
manifold MW˜ (N)(AN+M−1) by the general scheme of [10].
Plans for future work include the description of the Virasoro symmetries of the extended bigraded
Toda hierarchy, generalizing [11], the formulation of the Hirota quadratic equations (as was recently
done for the extended Toda hierarchy in [19]) and the Lax description of hierarchies associated to
Legendre transformations of the Frobenius manifold MW˜ (N)(AN+M−1) (see e.g. the definition of the
extended NLS hierarchy in [4]).
The paper is organized as follows. In Section 2 we define the roots and the logarithms of the
Lax operator L. In particular we show that their coefficients are uniquely determined ǫ-series of
differential polynomials in the dependent variables. In Section 3 we define the extended bigraded
Toda hierarchy in the Lax formulation. The bi-Hamiltonian formulation of the hierarchy is given in
Section 4. We provide a pair of compatible Poisson brackets and define a set of Hamiltonians which
are in involution with respect to both brackets and which are explicitly given in terms of traces
of the roots and the logarithm of L. In Section 5 we prove the existence of a tau-function for the
extended bigraded Toda hierarchy. In Section 6 first we derive formulas for the generating functions
of the metrics and the Poisson brackets, then we consider the Frobenius manifold associated to
the dispersionless limit of this hierarchy, for fixed N , M , and show that it coincides with that
constructed on the orbit space of an extended affine Weyl group of the A-series.
Part of the results of this paper appeared in [2].
2. Fractional powers and logarithms
Using the dressing of the Lax operator L we define its roots and logarithms. Then we prove a
theorem on the structure of such operators, generalizing previously known results for the extended
Toda hierarchy [4]. Finally we prove some formulas for the exponential of log± L.
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The Lax operator of the bigraded Toda hierarchy is a difference operator of the following form
(4) L = ΛN + uN−1Λ
N−1 + · · · + u−MΛ
−M
where N,M > 1 are two fixed positive integers. The variables uj are functions of the real variable
x and the shift operator acts on a function f(x) by Λf(x) = f(x+ ǫ).
The Lax operator (4) can be written in two different ways by “dressing” the shift operator
(5) L = PΛNP−1 = QΛ−MQ−1
where the dressing operators P , Q have the form
P =
∑
k60
pk(x)Λ
k p0 = 1,(6)
Q =
∑
k>0
qk(x)Λ
k.(7)
Remark 1. The coefficients pk are determined recursively in terms of the variables uj through the
following formula
(8) (ΛN − 1)ps = −
∑
−M6k6N−1
k>s+N
uk(Λ
kps−k+N)
for s 6 −1. Notice that one has to invert the discrete derivative operator.
In the case of Q first we do a gauge transformation to get rid of the term u−M :
(9) L˜ = q−10 Lq0 = Λ
−M + . . .
that implies
(10) q0 = e
(1−Λ−M )−1 log u
−M .
Then one obtains the coefficients q˜k of the dressing operator Q˜ = q
−1
0 Q = 1+
∑
k>1 q˜kΛ
k such that
L˜ = Q˜Λ−M Q˜−1 through the recursion relation
(11) (Λ−M − 1)q˜n = −
∑
−M+16k6N
k6n−M
u˜k(Λ
k q˜n−M−k)
for n > 1, where u˜k = uk
Λkq0
q0
. Then one recovers qk = q˜kq0.
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The operators P and Q are defined up to the multiplication from the right by operators of the
form 1 +
∑
k6−1 ckΛ
k and
∑
k>0 cˆkΛ
k respectively, for ck ∈ Ker(Λ
N − 1) and cˆk ∈ Ker(Λ
−M − 1).
We will assume that the coefficients of P and Q live in a space where such kernels are give by
constant functions.
We now define the fractional powers L
1
N and L
1
M . These are two operators of the form
(12) L
1
N = Λ+
∑
k60
akΛ
k, L
1
M =
∑
k>−1
bkΛ
k
defined by the relations
(13) (L
1
N )N = L, (L
1
M )M = L.
We stress that L
1
N and L
1
M are two different operators, even if N =M .
Of course an equivalent definition can be given in terms of the dressing operators
(14) L
1
N = PΛP−1, L
1
M = QΛ−1Q−1.
We also define two logarithms of the operator L by the following formulas
log+ L = PNǫ∂P
−1 = Nǫ∂ −NǫPxP
−1,(15a)
log− L = −QMǫ∂Q
−1 = −Mǫ∂ +MǫQxQ
−1(15b)
where ∂ = d
dx
. These are differential-difference operators of the form
log+ L = Nǫ∂ + 2N
∑
k>0
w−k(x)Λ
−k,(16)
log− L = −Mǫ∂ + 2M
∑
k>0
wk(x)Λ
k.(17)
We can combine them into
(18) logL =
1
2N
log+ L+
1
2M
log− L =
∑
k∈Z
wkΛ
k
that is a pure difference operator since the derivatives cancel.
Notice how the ambiguity in the definition of P , Q cancels in the definition of the logarithms
and of the fractional powers of L.
We would like to find explicit expressions for the operators logL, L
1
N and L
1
M in terms of the
coefficients of L. This involves the inversion of the discrete derivative operator Λ−1 that appears in
the recursive definition of the coefficients ak, bk and wk. It is not possible to find explicit formulas
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for such inverse if we work on the space F of smooth functions of x. We can consider instead
functions in F [[ǫ]], i.e. of the form
(19) f(x, ǫ) =
∑
k>0
fk(x)ǫ
k,
and let the shift operator act on these functions as the exponential of the x-derivative
(20) Λf(x, ǫ) = eǫ
d
dx f(x, ǫ) =
∑
k>0
ǫk
k!
(
d
dx
)kf(x, ǫ).
One can easily prove that
(21) Im(Λm − 1) = Im(ǫ
d
dx
), Ker(Λm − 1) = C[[ǫ]].
For a function f ∈ F [[ǫ]] we have an explicit inversion formula in terms of the Bernoulli numbers
Bk
(22) (Λm − 1)−1ǫ
d
dx
f =
1
m
∑
k>0
Bk
k!
(mǫ
d
dx
)kf.
The Bernoulli numbers are defined by the generating function
(23)
λ
eλ − 1
=
∑
k>0
Bk
k!
λk.
Definition 2. We denote by A the algebra of differential polynomials in uN−1, . . . , u−M+1,(u−M )
1
M ,
(u−M )
− 1
M and log u−M ; Aˆ := A[[ǫ]] is the differential algebra of formal power series in ǫ with
coefficients in A.
We define a gradation on Aˆ by
(24) deg uk = 1−
k
N
, deg(u−M )
1
M =
1
N
+
1
M
, deg log u−M = 0.
On Aˆ we have also another gradation, associated with the number of derivatives, that we denote
by deg∂ and is defined by
(25) deg∂ ∂
k
xul = −k deg∂ ǫ = 1.
The operators ǫ ∂
∂x
and Λ = eǫ∂ act on Aˆ and preserve both gradations.
It turns out that the coefficients of L
1
N , L
1
M , logL, unlike the coefficients of P , Q, can be
expressed in terms of the coefficients of L, i.e. are elements of Aˆ. Indeed we have
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Theorem 3. The coefficients ak, bk and wk in the definitions of the operators L
1
N , L
1
M and logL
are uniquely determined elements of Aˆ.
Proof Spelling out the coefficient of Λp in the relation (L
1
N )N = L that defines L
1
N we have, for
p 6 N − 1
(26) (1 + · · ·+ ΛN−1)ap−N+1 = up −
∑
p−N+1<li61
l1+···+lN=p
al1(Λ
l1al2) · · · (Λ
l1+···+lN−1alN ).
Since 1 + · · ·+ ΛN−1 is invertible on Aˆ we have that am ∈ Aˆ.
Now consider the operator L
1
M . We define L˜ = q−10 Lq0 =
∑
k u˜kΛ
k where q0 is the leading term
in the expansion (7) of the dressing operator Q. The coefficients u˜k are clearly elements of Aˆ since
they are expressed as
(27) u˜k =
Λkq0
q0
uk
and
(28)
Λkq0
q0
= e(1−Λ
−M )−1(Λk−1) log u
−M .
Indeed from the definition of Q one has q0
Λ−Mq0
= u−M from which (28) follows. Moreover, since
(1−Λ−M )−1(Λk−1) log u−M =
k
M
log u−M +
∑
l>1 gl(ǫ∂)
l−1 ǫ(u−M )x
u
−M
for some constants gk, we have
that (28) equals
(29) (u−M )
k
M
∑
p>0
1
p!
(
∑
l>1
gl(ǫ∂)
l−1 ǫ(u−M )x
u−M
)p
hence Λ
kq0
q0
is in Aˆ.
Defining L˜
1
M = q−10 L
1
M q0 we then have (L˜
1
M )M = L˜ and substituting L˜
1
M = Λ−1 +
∑
k>0 b˜kΛ
k
we obtain
(30) (1 + · · ·+ Λ−M+1)b˜p+M−1 = u˜p −
∑
−16li6p+M−2
l1+···+lM=p
b˜l1 · · · (Λ
l1+···+lM−1 b˜lM ).
From this equation and (27) it follows that b˜k ∈ Aˆ. Also bk ∈ Aˆ since
(31) bk =
q0
Λkq0
b˜k.
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Now consider the coefficients wk for k 6 −1. Dressing the relation [ǫ∂,Λ
m] = 0 with the operator
P one obtains [log+ L,L
m
N ] = 0 and taking the residue:
(32) (Λm − 1)w−m =
1
2
ǫ
d
dx
p0(m) +
∑
0<l<m
(Λ−l − 1)(pl(m)Λ
lw−l)
where L
m
N =
∑
k6m pk(m)Λ
k. The RHS is clearly in the image of Λm − 1, so we can obtain wm for
m < 0 in terms of wk, m < k < 0; hence wm ∈ Aˆ. A priori each wm is determined up to an element
of Ker(Λm − 1) = C[[ǫ]]. We show that the constant term in each wm, m < 0 must be zero for (5)
to hold. Infact if we put all uj’s to zero in (5) we obtain (Λ
N − 1)pk = 0 hence Px = 0; from (15)
and (16) one immediately obtains wm = 0. Since the wm are differential polynomials in the uj this
implies that the constant term is zero for each m < 0.
Finally we consider the case of log− L. In this case one dresses with Q˜ = q
−1
0 Q the relation
[ǫ∂,Λm] = 0 and obtains [log− L˜, L˜
m
M ] = 0, where
(33) log− L˜ = −Q˜Mǫ∂Q˜
−1 = −Mǫ∂ + 2M
∑
k>0
w˜kΛ
k.
Substituting and taking the residue we obtain, for m > 0,
(34) (1− Λ−m)w˜m =
1
2
ǫ
d
dx
p˜0(m)−
m−1∑
k=1
(1− Λ−k)(w˜kΛ
kp˜−k(m)),
where L˜
m
M =
∑
k>−m p˜k(m)Λ
k. Thus the coefficients w˜k for k > 0 are differential polynomials in
the variables u˜k. Moreover they are uniquely determined, as one can show using the same argument
as above. Using (27) one goes back to the original variables uk and hence has that the coefficients
(35) wk = w˜k
q0
Λkq0
for k > 0 are uniquely determined elements of Aˆ.
Finally one has, by definition,
(36) w0 =
1
2
ǫ
d
dx
log q0 =
1
2
(1− Λ−M )−1ǫ
d
dx
log u−M ∈ Aˆ.

We have the following result on the degree of these coefficients
Proposition 4. The coefficients of L
1
N , L
1
M and logL defined in (12), (16) and (17) have the
degrees
(37) deg ak =
1− k
N
, deg bj =
1
M
−
j
N
, degwl =
−l
N
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for k 6 0, j > −1 and l ∈ Z.
Moreover, since the derivative ∂
∂x
enters all the formulas above always multiplied by ǫ, these
coefficients are all degree 0 homogeneous elements of Aˆ with respect to the grading deg∂ .
Proof One simply applies the deg operator to the explicit formulas in the previous proof. Notice
that in particular
(38) deg
Λkq0
q0
= k(
1
N
+
1
M
) and deg(ǫ
d
dx
log q0) = 0.

Example 5. Some examples of the coefficients wk of the difference operator logL are
w−1 =
ǫ
2
(ΛN − 1)−1(uN−1)x(39)
w0 =
ǫ
2
(1− Λ−M )−1
(u−M )x
u−M
(40)
w1 =
ǫ
2
e(1−Λ
−M )−1(1−Λ) log u
−M (1− Λ−M )−1·(41)
·
(
e(1−Λ
−M )−1(Λ−M+1−1) log u
−Mu−M+1
)
x
(42)
These are infinite series in ǫ, e.g.
w−1 =
1
2N
uN−1 −
1
4
ǫ(uN−1)x +O(ǫ
2)(43)
w0 =
1
2M
log u−M +
ǫ
4
(log u−M )x +
ǫ2
24
M(log u−M )xx +O(ǫ
3)(44)
w1 =
1
2M
u−M+1
u−M
+
ǫ
4M
Mu−M (u−M+1)x − (M + 1)u−M+1(u−M )x
(u−M )2
+O(ǫ2).(45)
We have defined the logarithms of L by dressing the derivative operator. However the usual
power series definition of exponential, if applied e.g. to log+ L :
(46) elog+ L =
∑
k>0
1
k!
(Nǫ∂ +W−)
k
produces a differential-difference operator of infinite order in ǫ∂ and in Λ. It turns out that we can
reorganize the powers of ǫ∂ in a simple way by using the fact that eǫ∂ and Λ act in the same way
on functions (considered as power-series in ǫ). In other words
Lemma 6. The differential-difference operator eǫ∂Λ−1 commutes with any other operator.
Now it is easy to see that
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Proposition 7. The following equalities between differential-difference operators hold true:
(47) elog+ L = LeNǫ∂Λ−N , elog− L = Le−Mǫ∂ΛM .
Proof Since e−Nǫ∂ΛN commutes with P−1 we have
(48) L = PΛNP−1 = PeNǫ∂P−1e−Nǫ∂ΛN = elog+ Le−Nǫ∂ΛN ,
and similarly for log− L. 
One obtains that
(49) log+ L = log(LΛ
−NeNǫ∂) =
∑
k>1
(−1)k+1
k
(LΛ−NeNǫ∂ − 1)k.
It is interesting to consider difference operatorsW− andW>0 associated to the logarithms log± L.
Recall that , see (16)-(17)
(50) log+ L = Nǫ∂ + 2NW− and log− L = −Mǫ∂ + 2Mw0 + 2MW>0.
where we denoted W =
∑
k wkΛ
k. We have the following
Proposition 8. The formulas
(51) elog+ Le−Nǫ∂ = eW− elog− LeMǫ∂−2Mw0 = eW>0
uniquely define two difference operators W− and W>0. They can be expressed as series in W− and
W+ and their derivatives, respectively. The first terms in these series are
W− = 2NW− +N
2ǫ(W−)x +
1
3
N3ǫ2(W−)xx +
1
3
N3(W−ǫ(W−)x − ǫ(W−)xW−) + . . .(52)
W>0 = 2MW>0 −M
2ǫ(W>0)x + 2M
2[w0,W>0] + . . .(53)
Proof This follows from the form of the logarithms (50), without using formulas (47). The proof is a
simple application of the Baker-Campbell-Hausdorff formula, which says that, given non-commuting
variables X, Y there exists a power series Z in X, Y such that
(54) eXeY = eZ .
The first few terms of Z are
(55) Z = X + Y +
1
2
[X,Y ] +
1
12
([[Y,X],X] + [[X,Y ], Y ]) + . . .
and all higher order terms all involve nested commutators of X and Y .
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If we apply the BCH formula to the product
(56) eNǫ∂+2NW−e−Nǫ∂ = eW−
we see straight away that after the linear term W− all the higher terms are iterated commutators
involving ǫ∂ and W−, hence the derivative operator is not present in W−.
The same considerations hold for W>0. 
Comparing formulas (47) and (51) we obtain
Proposition 9.
eW−ΛN = L(57)
eW>0u−MΛ
−M = L(58)
Proof To prove the second formula one must use the fact that
(59) e−Mǫ∂+2Mw0eMǫ∂ = e(2(ǫ∂)
−1(1−Λ−M )w0).
Notice that on the LHS we have the product of two (formal) differential operators, while on the
RHS the exponent is a function, since the operators act on w0 alone. This formula is proved by
dressing −Mǫ∂ with a function p(x)
(60) −Mǫ∂ + 2Mw0 = p(−Mǫ∂)p
−1 = −Mǫ∂ +Mǫpxp
−1
and then
(61) p(e−Mǫ∂p−1) = e((1−e
−Mǫ∂ ) log p) = e(2(ǫ∂)
−1(1−e−Mǫ∂)w0)
Then one uses the expression of w0 in terms of u−M , equation (40). 
From the previous formulas we have that W− andW>0 can be expressed as logarithms of LΛ
−N
and LΛM 1
u
−M
respectively,
(62) W− = logLΛ
−N = log(1 + (LΛ−N − 1)) =
∑
k>1
(−1)k
k
(LΛ−N − 1)k = ...
and similarly for W>0, from which we obtain explicit expressions of this operators in terms of the
variables uj. Notice in particular that the coefficients of W− and W>0 are difference polynomials
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in tha variables uj, (u−M )
−1
W− = uN−1Λ
−1 + (uN−2 −
1
2
uN−1(Λ
−1uN−1))Λ
−2 + . . .(63)
W>0 =
u−M+1
Λu−M
Λ+
(
u−M+2
Λ2u−M
−
1
2
u−M+1Λu−M+1
(Λu−M )Λ2u−M
)
Λ2 + . . .(64)
3. Lax formulation
We define the flows of the bigraded extended Toda hierarchy using the Lax formalism.
Given any difference operator A =
∑
k AkΛ
k, the positive and negative projections are given by
A+ =
∑
k>0AkΛ
k and A− =
∑
k<0AkΛ
k.
Definition 10. The extended bigraded Toda hierarchy consists of the system of flows given, in
the Lax pair formalism, by
(65) ǫ
∂L
∂tα,q
= [Aα,q, L]
for α = N − 1, . . . ,−M and q > 0. The operators Aα,q are defined by
Aα,q =
Γ(2− α
N
)
Γ(q + 2− α
N
)
(Lq+1−
α
N )+ for α = N − 1, . . . , 0(66a)
Aα,q =
−Γ(2 + α
M
)
Γ(q + 2 + α
M
)
(Lq+1+
α
M )− for α = 0, . . . ,−M + 1(66b)
A−M,q = 2
1
q!
[Lq(logL−
1
2
(
1
M
+
1
N
)cq)]+.(66c)
The constants cq are defined by
(67) cq =
q∑
k=1
1
k
, c0 = 0.
For N = 1 = M this hierarchy coincides with the extended Toda chain hierarchy introduced in
[4].
The compatibility of the flows follows from the Zakharov-Shabat equations:
Proposition 11. If L satisfies the Lax equations then
(68) ǫ(Aα,p)tβ,q − ǫ(Aβ,q)tα,p + [Aα,p, Aβ,q] = 0
for −M 6 α, β 6 N − 1 , p, q > 0.
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Strictly speaking this should be interpreted in the following way: the vector fields defined by the
Lax equations imply the Zakharov-Shabat equations, hence they commute so it’s possible to find a
simultaneous solution to the Lax equations. It’s actually possible to show the stronger statement
that the Zakharov-Shabat equations are equivalent to the Lax equations.
Before giving the proof we need to introduce some notations which will be used repeatedly in
the rest of the article. We define the following operators
(69) Bα,p :=


Γ(2− α
N
)
Γ(p+2− α
N
)L
p+1− α
N α = 0 . . . N − 1
Γ(2+ α
M
)
Γ(p+2+ α
M
)L
p+1+ α
M α = 0 · · · −M + 1
2 1
p! [L
p(logL− 12 (
1
M
+ 1
N
)cp)] α = −M.
We can equivalently define the flows of the hierarchy by
(70) ǫ
∂L
∂tα,p
= [(Bα,p)+, L] = [−(Bα,p)−, L].
We have the following
Lemma 12. We have that
ǫ(L
1
N )tα,p = [−(Bα,p)−, L
1
N ](71)
ǫ(L
1
M )tα,p = [(Bα,p)+, L
1
M ](72)
ǫ(log+ L)tα,p = [−(Bα,p)−, log+ L](73)
ǫ(log− L)tα,p = [(Bα,p)+, log− L].(74)
and combining the last two equations
(75) ǫ(logL)tα,p = [−(Bα,p)−,
1
2N
log+ L] + [(Bα,p)+,
1
2M
log− L].
Proof Equations (71) and (72) are quite obvious. Since e.g. (71) together with (13) implies (65)
then it is clear that it gives the correct push-forward of the vector field (65) under the map L→ L
1
N .
The same holds for (72).
To show (73) consider that [log+ L,L
m
N ] = 0 and then derive this formula by tα,p. Using the
Jacobi identity one obtains
(76) [ǫ(log+ L)tα,p + [log+ L,−(Bα,p)−], L
m
N ] = 0.
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Then one notices that ǫ(log+ L)tα,p+[log+ L,−(Bα,p)−] is an operator of the form
∑
l<0 flΛ
l with fl
homogeneous elements in Aˆ of strictly positive degree. Then taking the residue of (76) one obtains
that all fl are zero, hence formula (73) is proved.
In a similar way one proves (74). 
Finally we can prove Proposition 11
Proof One has to consider separately the cases α and β are greater or smaller than zero or equal
to −M and use the previous Lemma to derive Aα,p and Aβ,q. When both α, β > 0 the proof of
(68) is simply given by
ǫ(Aβ,q)tα,p = [(Bα,p)+, Bβ,q]+ = [Aα,p, Aβ,q] + [(Bα,p)+, (Bβ,q)−]+ =(77)
= [Aα,p, Aβ,q]− [(Bβ,q)−, Bα,p]+ = [Aα,p, Aβ,q] + ǫ(Aα,p)tβ,q(78)
The other cases are done in a more involved but similar way. Special care must be taken when α
or β = −M . 
Remark 13. The choice of the normalization of the coefficients Aα,q comes from the requirement
of the tau symmetry for the associated Hamiltonians (see Section 5). Anyway this choice is not
unique since we can multiply Aα,q by a cα,q = K
qKα for arbitrary constants K, Kα preserving the
tau symmetry.
Remark 14. The operators Aα,q for α 6= −M are difference operators of bounded order with
coefficients in Aˆ. On the other hand A−M,q is a difference operator of unbounded order. We can
however give an equivalent definition of these flows by
(79) A˜−M,q = 2
1
q!
[Lq(logL−
1
2
(
1
M
+
1
N
)cq]+ −
1
q!
[Lq(
1
M
log− L−
1
2
(
1
M
+
1
N
)cq)].
This gives exactly the same flows t−M,q through equation (65) since it differs from (66c) by a part
that commutes with L. This operator is not purely difference, since it contains the derivative d
dx
,
but it contains a finite number of terms as one can see in the explicit form
(80) A˜−M,q =
1
q!
Lqǫ∂ +
2
q!
[Lq(
∑
k<0
wkΛ
k −
1
4
(
1
M
+
1
N
)cq)]+ −
2
q!
[Lq(
∑
k>0
wkΛ
k −
1
4
(
1
M
+
1
N
)cq)]−
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Example 15. These are some explicit examples of the operators Aα,q:
AN−1,0 = (L
1
N )+ = Λ + ((Λ
N−1 + · · ·+ 1)−1uN−1),(81)
A0,0 = L+ = Λ
N + · · ·+ u0,(82)
A−M+1,0 = −(L
1
M )− = −e
(1+···+Λ−M+1)−1 log u
−MΛ−1,(83)
A˜−M,0 = ǫ∂.(84)
Finally we have the following simple result on the gradation of the flows
Proposition 16. The components of the vector fields of the extended bigraded Toda hierarchy
defined in (65)-(66) are homogeneous elements of the graded algebra Aˆ with degree
(85) deg
∂uk
∂tα,q
= q + 2 + µα −
k
N
where µα is defined by
(86) µα =


− α
N
α > 0
α
M
α 6 0.
Clearly they are also homogeneous with respect to the degree deg∂ with deg∂ ǫ
∂uk
∂tα,q
= 0.
4. The Hamiltonian formulation
In this section we show that the extended bigraded Toda hierarchy is bi-Hamiltonian. We provide
two compatible Poisson brackets and a set of Hamiltonians which are in involution with respect to
both brackets. The Hamiltonians are explicitly given as traces of powers and logarithms of L and
satisfy a non–standard recursion relation.
First we define some usual notations. Given a difference operator A =
∑
k akΛ
k, the residue of
A is given by
(87) ResA = a0
and the trace by
(88) TrA =
∫
dx ResA.
Using the trace we define the inner product of two difference operators
(89) < A,B >= TrAB.
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The equations of the bigraded Toda hierarchy define flows on the space G of difference operators
of the form (4). A tangent vector to this phase space is given by a difference operator of the form
(90) L˙ = u˙N−1Λ
N−1 + · · ·+ u˙−MΛ
−M
while a 1-form w can be represented in terms of a difference operator W using the inner product
(91) w(L˙) =< W, L˙ > .
The operator W is not uniquely associated to the 1-form w but can actually be modified by adding
any operator of the form (
∑
k<−N+1+
∑
k>M )wkΛ
k.
Given a function f(L) its differential at the point L will be given by a difference operator df
such that
(92)
d
dt
f(L(t))|t=0 =< df,
d
dt
L|t=0 >
where L(t) is any path with L(0) = L.
A Poisson bracket of two functions f , g of L can be given as
(93) {f, g} =< df, P (dg) >
where df , dg are two difference operators that represent the differentials of the functions f , g as in
(92) and the Hamiltonian operator P maps 1-forms to vectors.
Proposition 17. The following formulas
P1(X) =[X+, L]60 − [X−, L]>0(94)
P2(X) =
1
2
[L, (LX +XL)−]−
1
2
L[L,X]60 −
1
2
[L,X]60L(95)
+
1
2
[L, ((ΛN + 1)(ΛN − 1)−1 Res[L,X])]
define two compatible Hamiltonian operators. Equivalently, the brackets {, }1 and {, }2 defined by
(96) {f, g}i =< df, Pidg >
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are two compatible Poisson brackets. Their explicit form is
{un(x), um(y)}1 = cnm
(
un+m(x)δ(x − y + nǫ)− un+m(x−mǫ)δ(x − y −mǫ)
)
(97)
{un(x), um(y)}2 =
∑
l<m
[un+m−l(x)ul(x+ (n − l)ǫ)δ(x − y + (n− l)ǫ)(98)
− ul(x)un+m−l(x+ (l −m)ǫ)δ(x − y + (l −m)ǫ)]
+ un(x)
(
(Λn − ΛN )(Λ−m − 1)
1− ΛN
um(x)δ(x − y)
)
where the constants cnm are defined by
(99) cnm =


1 n > 0,m > 0
−1 n 6 0,m 6 0
0 otherwise,
and the variables un on the RHS are assumed to be zero if n < −M or n > N and uN = 1.
Proof The fact that {, }1 and {, }2 are two compatible Poisson brackets follows from the R-matrix
theory developed in [20]and [17]. This method has been already applied to the Toda lattice in
[1]and to the two-dimensional Toda hierarchy in [3]. Since this construction is well known we will
give here only the basic steps.
Consider the associative algebra Gˆ of difference operators with arbitrary upper-bounded order
(100) Gˆ = {L =
∑
k<∞
ukΛ
k}
which we identify with its dual Gˆ∗ using the non-degenerate invariant inner product (89). The map
R : Gˆ → Gˆ given by R(X) = X+ − X− and its skew-symmetric part A =
1
2 (R − R
∗) satisfy the
modified Yang-Baxter equation
(101) [R(X), R(Y )]−R([R(X), Y ] + [X,R(Y )]) = −[X,Y ] for every X,Y ∈ Gˆ
thus, as a direct consequence of Lemma 1 of [20], there are three compatible Poisson brackets on
the algebra Gˆ. The first Hamiltonian operator is simply given by (94)and the second one by the
first line in (95).
The next step is to perform a Dirac reduction to the affine subspace G ⊂ Gˆ of operators of the
form (4). While for P1 the reduction is trivial, this is not the case for P2 and a correction term is
required. By taking this into account we obtain (94) and (95).
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The third Poisson structure on the algebra Gˆ does not behave nicely under this reduction, as it
has already been remarked in [1], and it wasn’t possible to find a close expression for the correction
term, hence it will not be considered here.
Finally the compatibility of {, }1 and {, }2 after the reduction follows from the simple observation
that
(102) {, }2 → {, }2 + λ{, }1.
under u0 → u0 + λ. 
Remark 18. As one can see from (98), when N > 1 the second Poisson bracket contains a non-
local term which can be rewritten as
(103) un(x)
(
Λn + · · · + ΛN−1
1 + · · ·+ ΛN−1
(Λ−m − 1)um(x)δ(x − y)
)
.
This type of nonlocality is anyway well-defined when we regard the Poisson bracket as a formal
power series in ǫ with coefficients that are differential polynomials. Expanding (103) we get indeed
(104) un(x)
∑
k>0
ck(n,m)ǫ
k d
k
dxk
(um(x)δ(x − y))
where the generating function for the coefficients ck(n,m) is given by:
(105)
enλ + · · ·+ e(N−1)λ
1 + · · · + e(N−1)λ
(e−mλ − 1) =
∑
k>0
ck(n,m)λ
k.
Remark 19. Formulas (94)-(95) already appeared in the literature. In particular for N = 1,
M = 1 they reproduce the well-known Poisson pencil for the usual Toda lattice hierarchy [16], while
the cases N = 2, M = 1 and N = 1, M = 2 where obtained in [1]. In the context of q-deformed
W-algebras they appeared in [14, 13] in the case M = 0 (although with slight difference in the form
of {, }1) and in [18] for general N ,M .
For convenience we report some examples below. Notice that in the N > 2 case the second
Hamiltonian operator contains a non-local term of the form (1 + Λ)−1. The entry (Pi)
nm in the
following matrices is an operator defined by Pi(Λ
−mf) =
∑N−1
n=−M ((Pi)
nmf)Λn.
• N = 1, M = 1
(106) P1 =

 0 u−1(1− Λ−1)
(Λ− 1)u−1 0


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(107) P2 =

u−1(Λ− Λ−1)u−1 u−1(1− Λ−1)u0
u0(Λ− 1)u−1 Λu−1 − u−1Λ
−1


• N = 2, M = 1
(108) P1 =


0 u−1(1− Λ
−1) 0
(Λ− 1)u−1 0 0
0 0 (Λ− Λ−1)


(109)
P2 =


u−1(Λ− 1− Λ
−1 + 2(1 + Λ)−1)u−1 u−1(1− Λ
−1)u0 u−1(2(1 + Λ)
−1 − Λ−1)u1
u0(Λ− 1)u−1 u1Λu−1 − u−1Λ
−1u1 Λu−1 − u−1Λ
−2
u1(Λ− 2 + 2(1 + Λ)
−1)u−1 Λ
2u−1 − u−1Λ
−1 Λu0 − u0Λ
−1 − u21 + 2u1(1 + Λ)
−1u1


• N = 1, M = 2
(110) P1 =


0 0 u−2(1− Λ
−2)
0 Λu−2 − u−2Λ
−1 u−1(1− Λ
−1)
(Λ2 − 1)u−2 (Λ− 1)u−1 0


(111)
P2 =
0
BBB@
u
−2(Λ
2 +Λ− Λ−1 − Λ−2)u
−2 u−2(Λ + 1− Λ
−1
− Λ−2)u
−1 u−2(1− Λ
−2)u0
u
−1(Λ
2 + Λ− Λ−1 − 1)u
−2 u0Λu−2 − u−2Λ
−1u0 + u−1(Λ− Λ
−1)u
−1 Λu−2 − u−2Λ
−2 + u
−1(1− Λ
−1)u0
u0(Λ
2
− 1)u
−2 Λu−2 − u−2Λ
−1 + u0(Λ− 1)u−1 Λu−1 − u−1Λ
−1
1
CCCA
The flows of the bigraded Toda hierarchy can be expressed as Hamiltonian flows using the
compatible Poisson brackets that we have just defined. The Hamiltonians are given by
(112) Hα,q =
∫
hα,q dx
and the Hamiltonian densities hα,q by
hα,q =
Γ(2− α
N
)
Γ(q + 3− α
N
)
Res(Lq+2−
α
N ) α = N − 1, . . . , 0(113)
hα,q =
Γ(2 + α
M
)
Γ(q + 3 + α
M
)
Res(Lq+2+
α
M ) α = 0, . . . ,−M + 1(114)
h−M,q = 2
1
(q + 1)!
Res
(
Lq+1(logL−
1
2
(
1
M
+
1
N
)cq+1)
)
.(115)
Recall that cq = 1 + · · ·+
1
q
and c0 = 0.
The Hamiltonian densities are clearly elements of Aˆ and is simple to see that
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Proposition 20. The grading of the Hamiltonian densities is
(116) deg hα,q = q + 2 + µα.
where the µα’s are defined in (86).
The Hamiltonian densities can also be written as
(117) hα,p = ResBα,p+1
where the operators Bα,p have been defined in (69). We want to show that
Proposition 21.
(118) dHα,p = Bα,p.
Proof Consider first the case α > 0. Let’s assume L(t) depends on t with L(0) = L and denote by
Xt the derivative of X w.r.t. t evaluated at t = 0. One has
(119) (Tr(L
p
N ))t = pTr(L
p−1
N (L
1
N )t).
Deriving the identity (L
1
N )N , multiplying by L
−N+p
N and taking the trace we get
(120) Tr(L
p
N
−1Lt) = N Tr(L
p−1
N (L
1
N )t).
Comparing the last two equations and using definition (92) we obtain
(121) dTr(L
p
N ) =
p
N
L
p
N
−1
which gives (118) for α > 0. The case α 6 0, α 6= −M follows from
(122) dTr(L
p
M ) =
p
M
L
p
M
−1
which is obtained in a similar way.
The case α = −M follows easily from the identity
(123) Tr(Lp(logL)t) =
(
1
2N
+
1
2M
)
Tr(Lp−1Lt).
To prove this derive (47) with respect to t, then multiply on the left by Lp−1:
(124) Lp−1Lt =
∑
k>0
1
k!
Lp−1((log+ L)
k)te
−Nǫ∂ΛN .
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Both sides are difference operators, so it makes sense to take the trace. Using the fact that the
trace
(125) Tr[log+ L,A] = Tr(Nǫ(A)x + 2N [W−, A])
is zero for any difference operator A, one obtains
(126) Tr(Lp−1Lt) = Tr(L
p(log+ L)t).
In a similar way one can show that
(127) Tr(Lp−1Lt) = Tr(L
p(log− L)t).
Combining the last two equations one obtains (123) 
We want to show that the Hamiltonians Hα,p are in involution. This follows from a more general
observation:
Proposition 22. Let f , g be two functions of L such that [df, L] = 0 and [dg, L] = 0. Then
they are in involution with respect to {, }1 and {, }2. Moreover Lt = [(df)+, L] = [−(df)−, L] is a
well-defined flow on G.
Proof The involution property of f and g simply follows from:
{f, g}1 =< df, P1(dg) >=< df, [(dg)+, L] >=< [L, df ], (dg)+ >= 0(128)
{f, g}2 =< df, P2(dg) >=< df, [L, (Ldg)−] >=< [df, L], (Ldg)− >= 0(129)
where we have used the invariance property of the inner product:
(130) < [L,X], Y >=< X, [Y,L] > .
The fact that the flow
(131) Lt = [(df)+, L] = [−(df)−, L]
is well-defined simply follows from the observation that the order in Λ of the second term is > −M
while the order of the third term is 6 N − 1, hence Lt is a well-defined vector field on G. 
The bi-Hamiltonian formulation of the bigraded Toda hierarchy is then given by the following
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Theorem 23. The flows of the bigraded Toda hierarchy are Hamiltonian with respect to the Poisson
brackets (97)-(98) and the Hamiltonians given in (112)-(115) are in involution with respect to both
Poisson brackets. Indeed the flows (65) can be written as
(132) ǫ
d
dtα,q
ui(x) = {ui(x),Hα,q}1
for q > 0 and −M 6 α 6 N − 1, and we have the recursion relations
(133) {·,Hα,p}2 = (p+ 2 + µα){·,Hα,p+1}1 +
N−1∑
β=−M
Rβα{·,Hβ,p}1
for p > −1, where
(134) Rβα = (
1
N
+
1
M
)δα,−M δ
β
0
with −M 6 α, β 6 N − 1 and
(135) µα =


− α
N
α > 0,
α
M
α 6 0.
Proof The involution property of the Hamiltonians follows from the previous Proposition and from
the fact that [dHα,p, L] = 0.
Equation (132) simply follows from (94) and (118) that give
(136) P1(dHα,p) = [(Bα,p)+, L] = [−(Bα,p)−, L];
these are exactly the Lax equations of the bigraded Toda hierarchy as defined in (65)-(66).
From the definition (69) we easily get
(137) LBα,p = (p+ 2 + µα)Bα,p+1 +R
β
αBβ,p.
Applying P1 on both sides and observing that
(138) P1(LX) = P2(X) when [L,X] = 0
we obtain the recursion relation (133). 
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5. Tau function
In this section we will prove the existence of a tau-function for the bigraded extended Toda
hierarchy, following the approach of [5] for the KP hierarchy.
While the Hamiltonians Hα,p are obviously conserved by the flows of the hierarchy, the Hamil-
tonian densities have interesting derivatives with respect to tβ,q which are given by the following
Lemma 24. The following formula holds
(139)
ǫ
∂hα,p−1
∂tβ,q
=


Res[−(Bβ,q)−, Bα,p] α = 0 . . . N − 1
Res[(Bβ,q)+, Bα,p] α = 0 · · · −M + 1
2
p! Res
(
[−(Bβ,q)−, L
p( 12N log+ L−
κp
2 )] + [(Bβ,q)+, L
p( 12M log− L−
κp
2 )]
)
α = −M.
for p, q > 0 and κp =
1
2(
1
M
+ 1
N
)cp.
Notice that in the last line of the previous formula we are apparently performing the undefined
operation of taking the residue of a differential-difference operator (since it contains log+ L and
log− L. However the derivative operators cancel in the RHS as one can see from the following
equivalent formula
(140) ǫ
∂h
−M,p−1
∂tβ,q
=
2
p!
Res
„
ǫ
2
L
p(Bβ,q)x + [−(Bβ,q)−, L
p((logL)
−
−
1
2
κp)] + [(Bβ,q)+, L
p((logL)+ −
1
2
κp)]
«
Proof The proof is easily obtained by using Lemma 12 and (117). 
It is easy to see that each differential polynomial in (139) is homogeneous in the grading (24),
with degree given by
(141) deg(
∂hα,p−1
∂tβ,q
) = q + p+ 2 + µα + µβ.
Definition 25. The differential polynomials Ωα,p;β,q ∈ Aˆ are uniquely defined by
(142)
1
ǫ
(Λ− 1)Ωα,p;β,q :=
∂hα,p−1
∂tβ,q
,
with the requirement that they are homogeneous of degree
(143) deg Ωα,p;β,q = q + p+ 2 + µα + µβ
for p, q > 0, α, β = N − 1, . . . ,−M and by
(144) Ω−M,0;−M,0 = ǫ
2(Λ− 1)−1(1− Λ−M )−1(log u−M )xx.
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Proof It is clear that the differential polynomials (139) are always in the image of Λ − 1, hence
Ωα,p;β,q exists in Aˆ. The ambiguity given by the kernel of Λ − 1 is fixed by the requirement of
homogeneity, as far as deg Ωα,p;β,q 6= 0. This only happens when p = q = 0 and α = β = −M in
which case we require (144). 
We now state the important property of tau–symmetry that holds due to the particular normal-
ization of the flows chosen above.
Theorem 26. The Hamiltonian densities hα,p satisfy the tau symmetry , i.e. the following iden-
tities hold
(145)
∂hα,p−1
∂tβ,q
=
∂hβ,q−1
∂tα,p
for α, β = N − 1, . . . ,−M and p, q > 0.
Proof One essentially uses Lemma 24 and shows that for every choice of indices on the LHS it is
possible to rewrite the RHS in such a way that (145) holds.
For example consider first the simple case α > 0 and β > 0. Then we have
(146) ǫ
∂hα,p−1
∂tβ,q
= Res[−(Bβ,q)−, Bα,p].
Using the fact that Res[A−, B−] = Res[A+, B+] = 0 for every pair of difference operators A, B, we
rewrite this as
(147) Res[(Bα,p)+, Bβ,q].
Then, using the fact that [Bα,p, Bβ,q] = 0, we have that this is equal to
(148) [−(Bα,p)−, Bβ,q] = ǫ
∂hβ,q−1
∂tα,p
so the formula is proved in this case.
Most other cases are proved in a similar way. We limit ourselves to the case α = β = −M that
is the more complicated. It is easy to see that
ǫ
∂h−M,p−1
∂t−M,q
= 4
1
p!q!
Res
(
[−(Lq logL)−, L
p 1
2N
log+ L] + [(L
q logL)+, L
p 1
2M
log− L]
)
(149a)
+ ǫκp
∂h−M,q−1
∂t0,p−1
− ǫκq
∂h−M,p−1
∂t0,q−1
+ ǫκpκq
∂h0,p−2
∂t0,q−1
.(149b)
Since the second line in this formula is symmetric in p, q, we have just to show that the residue on
the RHS is symmetric in p, q.
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Using the definitions (16)- (18) we have that such residue is written as
Res([−(Lq logL)−, L
p 1
2N
log+ L] + [(L
q logL)+, L
p 1
2M
log− L]) =(150a)
= Res[−(Lq logL)−, L
p(logL)−] + Res[(L
q logL)+, L
p(logL)+]+(150b)
+ Res[Lp
ǫ
2
∂, Lq logL].(150c)
Using as above the fact that Res[A−, B−] = Res[A+, B+] = 0 for every difference operators A,
B, one rewrites (150b) as
Res[−(Lq logL)−, L
p(logL)−] + Res[(L
q logL)+, L
p(logL)+] =(151a)
= Res[(Lp(logL)−)+, L
q(logL)+] + Res[(L
p(logL)−)+, L
q(logL)−]+(151b)
− Res[(Lp(logL)+)−, L
q(logL)+]− Res[(L
p(logL)+)−, L
q(logL)−],(151c)
and, using the fact that [log+ L, log+ L] = 0 = [log− L, log− L], the term (150c) becomes
Res[Lp
ǫ
2
∂, Lq logL] = Res[Lq logL,Lq(−
ǫ
2
∂)]+(152a)
+ Res[Lp(logL)+, L
q(logL)+]− Res[L
p(logL)−, L
q(logL)−].(152b)
Combining equations (151) and (152) one easily obtains the desired result. 
Using the terminology of [10], we have that this tau structure is compatible with spatial trans-
lations , i.e. the Hamiltonian h¯−M,0 corresponds to the x-translations
(153)
∂
∂t−M,0
· =
∂
∂x
·
since A−M,0 = ǫ
∂
∂x
.
The property of tau symmetry implies that Ωα,p;β,q is symmetric under the exchange of the pair
of indices (α, p) and (β, q). Form the definition (142) together with (145) it follows moreover that
∂Ωα,p;β,q
∂tσ,k
is symmetric with respect to all three pairs of indices. From these properties we obtain
the existence of a tau-function for the hierarchy. We have indeed the following:
Theorem 27. For any solution uk, k = N − 1, . . . ,−M , of the extended bigraded Toda hierarchy
there exists a function τ = τ(x, t, ǫ), depending on the spatial variable x, on all the time variables
t = {tα,q,−M 6 α 6 N − 1, q > 0} and on ǫ, such that
(154) Ωα,p;β,q = ǫ
2 ∂
2 log τ
∂tα,p∂tβ,q
.
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Moreover, if we require that
(155)
∂ log τ
∂t−M,0
=
∂ log τ
∂x
then the following Corollary holds
Corollary 28. The densities of the Hamiltonians of the extended bigraded Toda hierarchy can be
expressed in terms of the tau function by the following formula
(156) hα,p = ǫ(Λ− 1)
∂ log τ
∂tα,p+1
for p > −1 and α = N − 1, . . . ,−M .
Proof By definition (142) we have
(157) ǫ
∂hα,p
∂x
= (Λ− 1)Ωα,p+1;−M,0.
Since both sides in the previous equation are uniquely determined homogeneous elements of Aˆ we
can integrate in x without ambiguity and obtain
hα,p =
∞∑
k=1
(ǫ∂x)
k−1
k!
Ωα,p;−M,0(158a)
= ǫ
∞∑
k=1
(ǫ∂x)
k
k!
∂ log τ
∂tα,p+1
(158b)
= ǫ(Λ− 1)
∂ log τ
∂tα,p+1
.(158c)

From (154), (156) we see that the coordinates uk are not normal coordinates in the sense of [10].
6. The dispersionless limit and Frobenius manifolds
In this section we will consider the dispersionless limit of the extended bigraded Toda hierarchy
and provide generating functions for the Poisson brackets and the relative flat metrics. We show
that the Frobenius manifolds associated to these hierarchies are those given on the orbit spaces of
extended affine Weyl groups of the A-series.
For convenience we consider a slightly different normalization of the hierarchy: we multiply the
first Poisson structure (97) and all the times of the hierarchy by (−1)N .
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The dispersionless Poisson brackets {, }dispi are obtained as the leading term of the dispersive
brackets (97) and (98) in the ǫ→ 0 limit, i.e.
(159) {un(x), um(y)}i = ǫ{un(x), um(y)}
disp
i +O(ǫ
2).
The explicit form of the dispersionless Poisson brackets is
{un(x), um(y)}
disp
1 = (−1)
N cnm
[
(n+m)un+m(x)δ
′(x− y) +mu′n+m(x)δ(x − y)
]
,(160)
{un(x), um(y)}
disp
2 =
∑
l<m
[
(n+m− 2l)ulun+m−lδ
′(x− y)(161)
+ (n− l)u′lun+m−lδ(x− y) + (m− l)ulu
′
n+m−lδ(x− y)
]
+
m
N
(n−N)unumδ
′(x− y) +
m
N
(n−N)unu
′
mδ(x− y).
where the constants cnm are defined in (99) and the variables un on the RHS are assumed to be
zero if n < −M or n > N and uN = 1.
The dispersionless Poisson brackets (160), (161) are of hydrodynamic type, i.e. they are of the
form
(162) {un(x), um(y)} = g
nmδ′(x− y) + Γnmk u
′
kδ(x − y).
It is a well-known result [8] that such brackets satisfy the Jacobi identity if and only if the coefficients
gnm define a flat contravariant metric and the coefficients Γkij = −gilΓ
lk
j are the Christoffel symbols
of the Levi-Civita connection associated with gij .
We want to obtain generating functions for the metric gnm(i) associated to the dispersionless Poisson
bracket {, }dispi . We will first write generating functions for the dispersionless Poisson brackets.
We can organize the dependent variables in a dispersionless Lax function
(163) λ(p, x) = pN + uN−1p
N−1 + · · ·+ u−Mp
−M
and define the generating functions by
(164) {λ(p, x), λ(q, y)}dispi =
∑
nm
{un(x), um(y)}
disp
i p
nqm.
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Proposition 29. The generating functions for the first and second dispersionless Poisson brackets
are
(165) {λ(p, x), λ(q, y)}disp1 = (−1)
N
[
1
p−1 − q−1
(
∂
∂q
λ(q, y)−
∂
∂p
λ(p, x)
)
δ′(x− y)
+
p−1q−1
(p−1 − q−1)2
(λ(q, x) + λ(p, y)− λ(p, x)− λ(q, y)) δ′(x− y)
]
(166) {λ(p, x), λ(q, y)}disp2 =
1
N
pq
∂
∂p
λ(p, x)
∂
∂q
λ(q, y)δ′(x− y)+
+
1
p−1 − q−1
(
λ(p, x)
∂
∂q
λ(q, y)− λ(q, y)
∂
∂p
λ(p, x)
)
δ′(x− y)
+
p−1q−1
(p−1 − q−1)2
(λ(p, y)λ(q, x) − λ(p, x)λ(q, y)) δ′(x− y)
If we define the generating functions for the contravariant metrics gnm(i) to be
(167) (dλ(p), dλ(q))i =
∑
nm
gnm(i) p
nqm.
we have
Proposition 30. The generating functions for the contravariant metrics associated to the disper-
sionless Poisson brackets (160), (161) are
(dλ(p), dλ(q))1 = (−1)
N λ
′(q)− λ′(p)
p−1 − q−1
,(168)
(dλ(p), dλ(q))2 =
1
N
pqλ′(p)λ′(q) +
1
p−1 − q−1
(λ(p)λ′(q)− λ(q)λ′(p)).(169)
Now we want to show that this tau-symmetric bihamiltonian structure defines a Frobenius man-
ifold, for fixed N , M , that coincides with the one defined on the orbit space of the extended
affine Weyl group W˜ (N)(AN+M−1). For an introduction to and the main definitions of Frobenius
manifolds see [6].
Frobenius manifolds were constructed on the orbit spaces of extended affine Weyl groups in
[9]. In particular a Frobenius manifold MW˜ (k)(R) is associated to each pair (R, k) where R is an
irreducible reduced root system and k is a choice of simple root, in a range that depends on R. In
the case where the root system is Al one can choose a root k with 1 6 k 6 l. We will consider here
the case of AN+M−1 with the choice of the N -th simple root.
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In this case an explicit representation of the Frobenius manifold MW˜ (N)(AN+M−1) has been given
in [9] as the space of affine trigonometric polynomials of bidegree (N,M). We can rewrite this
result in the following form
Proposition 31 ([9]). Consider the space MN,M of rational functions of z of the form
(170) λ(z) = zN + uN−1z
N−1 + · · ·+ u−Mz
−M
with u−M 6= 0. The invariant inner product of two vectors ∂
′ and ∂′′ tangent to MN,M at a point
λ is given by
(171) < ∂′, ∂′′ >= (−1)N
∑
|λ|<∞
Resdλ=0
∂′(λ dz)∂′′(λ dz)
z2dλ
while the intersection form is given by
(172) (∂′, ∂′′) =
∑
|λ|<∞
Resdλ=0
∂′(log λ dz)∂′′(log λ dz)
z2d log λ
.
In these expressions one sums the residues at the points where dλ = 0 and λ doesn’t have a pole.
The Euler vector field E and the unit vector field e are given by
(173) E =
N−1∑
k=−M
N − k
N
uk
∂
∂uk
, e = (−1)N
∂
∂u0
.
These definitions provide MN,M with a structure of Frobenius manifold and such Frobenius manifold
is isomorphic to MW˜ (N)(AN+M−1).
This is an instance of the general construction of Frobenius manifolds on the Hurwitz space of
branched coverings over C¯. In particular MN,M is (a covering of) the Hurwitz space denoted by
Mˆ0;N−1,M−1 in [6].
The Frobenius manifolds provide the main invariant of tau-symmetric Poisson pencils in the
classification theory of Dubrovin and Zhang [10]. Such invariant in particular depends only on the
dispersionless limit of the bihamiltonian structure.
We now show that such Frobenius manifold coincides with MW˜ (N)(AN+M−1).
Proposition 32. The Frobenius manifold associated to the tau-symmetric Poisson structure of the
bigraded extended Toda hierarchy is isomorphic to MW˜ (N)(AN+M−1).
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Proof We know from [10] that a Frobenius structure is uniquely associated to every tau-symmetric
Poisson structure. A direct way to identify it is to make use of the one to one correspondence
between Frobenius manifolds and quasihomogeneous flat pencils of metrics (see [7]). The flat
pencil of metrics gnm(1) , g
nm
(2) is indeed quasihomogeneous of degree d = 1: if we define the function
(174) τ˜ =
1
M
log u−M
we obtain, following the prescription of [7], the vector fields
(175) e := ∇1τ˜ = (−1)
N ∂
∂u0
E := ∇2τ˜ =
N−1∑
k=−M
N − k
N
uk
∂
∂uk
where ∇i is the gradient associated to the metric g
nm
(i) . They satisfy the requirements for quasiho-
mogeneity
LEg
nm
(2) = 0(176)
Leg
nm
(1) = 0(177)
Leg
nm
(2) = g
nm
(1)(178)
and [e,E] = e, where L is the Lie derivative.
Hence [7] we have that e and E are, respectively, the unit and the Euler vector fields of the
associated Frobenius manifold. Since they coincide with those of MM,N , we only need to check
that the pencil of metrics is the same.
Let’s start from the first metric. We want to show that the contravariant metric gij(1) with
generating function (168) is the inverse of the covariant metric given by (171), i.e.
(179)
N−1∑
m=−M
gnm(1) gmk = δnk
where from (171) we have
(180) gmk =<
∂
∂um
,
∂
∂uk
>= (−1)N
∑
|λ|<∞
Resλz=0
zm+k−1
zλz
dz.
If we multiply (179) by wn, sum over −M 6 n 6 N − 1 and then use the generating function (168)
we obtain that we have to prove
(181)
∑
|λ|<∞
Resλz=0
(λw(w) − λz(z))z
k−1
(z−1 − w−1)zλz
dz = wk.
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In the LHS the term λz(z) in the numerator doesn’t contribute, since it cancels with the denomi-
nator and gives a function without poles in λz = 0. Hence the LHS is given by the following sum
of three residues
(182) (Resz=0+Resz=∞+Resz=w)
wλw(w)z
k
(z − w)zλz
dz.
The residue in z = w gives exactly the desired result wk, while it is easy to show that the other
two residues are zero.
The fact that the second metric gnm(2) is the inverse of the intersection form (172) is shown in the
same way, using the generating function (169). One has to prove
(183)
∑
|λ|<∞
Resλz=0
wλw(w)z
k−1
Nλ
dz −
∑
|λ|<∞
Resλz=0
λ(w)zk−1
(z−1 − w−1)zλ
dz+
+
∑
|λ|<∞
Resλz=0
λw(w)z
k−1
(z−1 − w−1)zλz
dz = wk.
The first two terms on the LHS vanish since they don’t have poles in λz = 0. The third term gives
exactly the same sum of residues (182) as before. 
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