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Abstract 
Companies are gradually moving towards reconfigurable manufacturing systems (RMS) to achieve both changeable functionality of flexible 
manufacturing systems (FMS) and scalable capacity of dedicated manufacturing lines (DML) to the extent possible. Despite this expected trend 
in manufacturing, there is a dearth of literature on scheduling for RMS; papers in the production scheduling literature still mainly focus on 
either DML or FMS. This paper tackles the problem of scheduling production operations in RMS. After explicitly defining different aspects of 
the problem, a mathematical model is developed to formally model the problem. Using the model and commercial software of operations 
research, the small instances of the problem are solved for optimality. To effectively solve large instances of the problem, different simulated 
annealing metaheuristics are developed. Using numerical experiments, the model and simulated annealing algorithms are evaluated for 
performance.
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the International Scientific Committee of “9th CIRP ICME Conference". 
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1. Introduction 
Manufacturing is the transformation of raw material and 
input parts into finished products using resources such as 
machines, tools, energy and labor. The configurations and 
specifications of resources, so-called manufacturing systems, 
require to be developed so as to perform effectively to meet 
market’s requirements. During the era of economy of scale, 
1970s, enterprises aimed at cost advantages obtained due to 
size. Hence, manufacturing systems included some dedicated 
machines producing very low variety of products, yet high 
volume production. This type of manufacturing system is 
called dedicated manufacturing lines (DML). In 1980s, due to 
rapid changes in market’ demand, the objective is switched 
from large scale of production for a single product to mass 
customization and greater responsiveness to changes in 
products. Therefore, manufacturing systems consisted of 
flexible machinery producing mid-volume and mid-variety 
production needs. This era was characterized and labeled as 
economy of scope; the enablers for the era was numerical 
control, programmable logic control, robotics, automated 
guided vehicles and automated storage and retrieval systems; 
this compromised what we currently refer to as flexible 
manufacturing system (FMS). 
But, FMS is still not satisfactory due to high cost of 
production and high cycle time (Koren et al., 1999) since 
machines are general purpose, not custom-made. They are also 
a very expensive paradigm, since FMS does provide a 
generalized flexibility; i.e., an FMS system would have all the 
functionality possibly needed built into the system ahead of 
time. They are built before process plan is done. As a result, a 
new generation of manufacturing system, called 
reconfigurable manufacturing system (RMS), is developed to 
yield both changeable functionality of FMS and scalable 
capacity of DML to extent possible. The key point to have 
RMS is to design the system and its machines for adjustable 
structures that enable scalability in both capacity and 
functionality. In RMS, configurations are designed around an 
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extended product family and customized flexibility required to 
produce all given extended product family. In other words, 
products are first grouped into subfamilies where each 
requires one configuration of the system. The system is 
configured to produce the first subfamily of products. Once it 
is completed, the system is reconfigured for producing the 
second subfamily, and so on and so forth. Figure 1 positions 
RMS versus FMS and DML regarding both product flexibility 
and scalability. 
Figure 1. RMS versus FMS and DML regarding both product 
flexibility and scalability 
The scheduling problem in RMS can be defined as follows. 
There is an extended product family grouped into subfamilies 
each of which includes several parts/jobs of the extended 
family. Each part consists of several operations with 
precedence relations specified. Each subfamily requires a 
predetermined configuration of system. To perform parts 
inside each subfamily, minor setups are required, while to 
switch to a different subfamily, the system has to be 
reconfigured. This major reconfiguration/setup is sequence 
dependent, i.e., the magnitude of setup depends on how 
similar two consecutive configurations/subfamilies are. On the 
other hand, the minor setup is sequence independent and 
consequently can be added to processing times. 
This problem deals with two different sequencing 
decisions, sequencing subfamilies as well as parts inside each 
subfamily. The objective is to minimize makespan (i.e., 
maximum completion time of parts where a part is completed 
once all its operations are done).  Additionally, we assume 
both operations (subfamilies) are non-preemptive. That is, 
when process of an operation (subfamily) starts, it cannot be 
interrupted before its completion. Additionally, we assume 
that machines are continuously available. Machine can process 
at most one operation at a time and each part can be processed 
by at most one machine at a time.  
In brief, this paper considers the problem of scheduling 
jobs in reconfigurable manufacturing systems. It 
mathematically formulates the problem using a mixed integer 
linear programming model. The model is evaluated for both 
size and computational complexities. Using mathematical 
programming software of CPLEX, the problem is optimally 
solved. 
The rest of the paper is organized as follows. Section 2 
reviews the relevant literature. Section 3 defines and 
formulates the problem. Section 4 experimentally evaluates 
the model. Section 5 finally concludes the paper. 
2. Literature review 
RMS is an active field research for more than one decade 
thanks to the pioneer work by Koren et al. (1999). They 
introduce RMS as a solution for manufacturing systems to 
react to changes rapidly and cost-effectively. For a 
manufacturing system to be reconfigurable, six key 
characteristics are required, namely modularity, integrability, 
convertibility, diagnosability, customization and scalability. 
ElMaraghy (2006) compares RMS versus FMS. She 
recognizes in details customized flexibility in RMS versus 
generalized flexibility in FMS. Galan (2008) studies RMS to 
group products into families and to schedule the families. 
Several heuristics and metaheuristics (tabu search and ant 
colony optimization) are developed. He only considers 
scheduling of part families and ignores scheduling parts and 
their operations. 
Meng (2010) proposes a model for the reconfiguring 
process of a manufacturing system by applying colored timed 
object-oriented Petri nets. This model integrates object-
oriented methods, stepwise refinement ideas and Petri nets 
together. Abbasi and Houshmand (2011) study the utilization 
stage of an RMS and introduce a methodology to effectively 
adjust scalable production capacities and the system 
functionalities to market demands. They propose a mixed 
integer nonlinear programming model to determine lot sizes, 
corresponding configurations, and optimum arrangement of 
production tasks. A genetic algorithm-based procedure is 
developed to solve the model. 
Azab and Gomaa (2011) consider operations sequencing in 
RMS to minimize changeover time/cost while satisfying a 
number of precedence constraints. They develop an integer 
model as well as a variant of the canonical genetic algorithms. 
Bensmaine et al. (2012) consider RMS (i.e., the selection of 
candidate reconfigurable machines among an available set) 
based on products specifications and reconfigurable machines 
capabilities. Two objectives are the minimization of the total 
cost and the total completion time. They propose an adapted 
version of the non-dominated sorting genetic algorithm to 
solve the problem. Guan et al. (2012) consider RMS to design 
the layout utilizing automated guided vehicle. The objective is 
minimization of total material handling cost. They propose a 
revised electromagnetism-like mechanism. 
Musharavati and Hamouda (2012) study process planning 
problems in RMS. They develop simulated-annealing-based 
algorithms with other algorithm concepts such as knowledge 
exploitation and parallelism. Yu et al. (2013) consider 
scheduling problems in RMS with a limited number of 
fixtures. They assume that this problem is flexible job shop 
where each job has multiple process plans. They propose a 
practical priority rule based approach. Azab et al. (2013) study 
RMS to identify mechanisms and set points to reconfigure 
manufacturing systems by considering the supply and return 
of machines and system modules required for reconfiguration. 
Although there are several papers studying RMS, very few 
papers consider scheduling problems in RMS. Even these few 
papers suffer from limitations. Galan (2008) only considers 
scheduling of part families and ignores scheduling of parts and 
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their operations. Yu et al. (2013) schedule flexible job shops 
with multi process plans as RMS. 
3. Problem definition and formulation 
In RMS, we have a set of n jobs and a set of  machines 
for processing. Based on processing route jobs are divided 
into c sets. Jobs within each set have the same processing 
route. To prepare machines for each set, machines are 
reconfigured. Therefore, we need c different configurations. 
The objective is to determine both configuration sequence and 
job sequence within each configuration to minimize 
makespan. 
Looking at such a system, one could conclude the 
following. Since the jobs within each configuration have the 
same processing route, each configuration (i.e., job sequence) 
is a permutation flow shop problem. Note that we need to 
setup up the system for a new configuration (performing 
reconfiguration), where the magnitude of this setup depends 
on the two consecutive configurations (going from which 
configuration to which configurations). Reconfiguring from a 
configuration to a completely different one requires more 
extensive setup. Therefore, the configuration sequence is also 
a single machine problem with sequence dependent setup 
times. 
All in all, the RMS problem actually is a combined 
problem of (permutation flow shop and single machine 
problems). Let us further describe the problem using an 
example. Consider a problem with n=6 and m=2. Jobs 1, 2 
and 3 belong configuration 1 and Jobs 4, 5 and 6 belong 
configuration 2. The processing times are shown in Table 1. 
The sequence dependent setup times are shown in Table 2. 
Table 1. Processing times 
Recon. Jobs Machines 1 2
1 1 5 3
2 9 4
3 4 6
2 4 5 9
5 3 7
6 7 5
For this example there are 2! different configuration 
sequences, and 3! for job sequence within each configuration. 
It sums up to ʹǨ ሺ͵Ǩሻଶ  different solutions. One possible 
solution is configuration sequence ሼʹǡͳሽ ; jobs in conf. 1  
ሼ͵ǡͳǡʹሽ; jobs in conf. 2  ሼͶǡ͸ǡͷሽ. Figure 2 shows final Gantt 
chart of solution. 
Figure 2. The final Gantt chart of the example 
Before presenting the model, the following notations are 
considered. First, parameters and indexes are presented and 
then decision variables 
Parameters and indexes 
ݍ The number of job sets 
ݎǡ ݈ Index for job sets ሼͳǡʹǡ ǥ ǡ ݍሽ
݊௥ The number of job in set ݎ
݉ The number of machines 
݆ǡ ݇ Index for jobs ሼͳǡʹǡ ǥ ǡ ݊௛ሽ
݅ Index for machines ሼͳǡʹǡ ǥ ǡ݉ሽ
݌௥ǡ௝ǡ௜ The processing times of job ݆ of set ݎ on machine ݅
ݏ௟ǡ௥ The setup times of set ݎ after set ݈
ܯ A large positive number 
Decision variables 
ܺ௥ǡ௞ǡ௝
Binary variable taking value 1 if job ݆ of set ݎ is 
processed after job ݇ ; and 0 otherwise. ݇ ൌ
ሼͳǡʹǡ ǥ ǡ ݊௥ െ ͳሽǡ ݆ ൐ ݇
௟ܻǡ௥
Binary variable taking value 1 if set ݎ is processed 
immediately after set ݈ ; and 0 otherwise. ݈ ൌ
ሼͲǡͳǡʹǡ ǥ ǡ ݍሽǡ ݎ ് ݈
ܥ௥ǡ௝ǡ௜
The continuous variable for completion time of 
job ݆ of set ݎ on machine ݅
ܨ௥
The continuous variable for completion time of set 
ݎ
ܤ௥ The continuous variable for starting time of set ݎ
Table 2. Setup times 
Conf. Conf. 1 2
0 10 15 
1 - 20 
2 5 -
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The mathematical model is as follows. 
ܯ݅݊݅݉݅ݖ݁ܥ௠௔௫
ܵݑܾ݆݁ܿݐݐ݋ǣ
σ ௟ܻǡ௥
௤
௟ୀ଴ǡ௟ஷ௥ ൌ ͳ ׊௥אሼଵǡଶǡǤǤǡ௤ሽ (1)
σ ௟ܻǡ௥
௤
௥ୀଵǡ௥ஷ௟ ൑ ͳ ׊௟אሼଵǡଶǡǤǤǡ௤ሽ (2)
σ ଴ܻǡ௥
௤
௥ୀଵ ൌ ͳ (3)
ܤ௥ ൒ ܨ௟ ൅ ݏ௟ǡ௥ െ ܯ൫ͳ െ ௟ܻǡ௥൯ ׊௟אሼ଴ǡଵǡǤǤǡ௤ሽǡ௥אሼଵǡଶǡǤǤǡ௤ሽǡ௟ஷ௥ (4)
ܥ௥ǡ௝ǡଵ ൒ ܤ௥ ൅ ݌௥ǡ௝ǡଵ ׊௥אሼଵǡଶǡǤǤǡ௤ሽǡ௝אሼଵǡଶǡǤǤǡ௡ೝሽ (5)
ܥ௥ǡ௝ǡ௜ ൒ ܥ௥ǡ௝ǡ௜ିଵ ൅ ݌௥ǡ௝ǡ௜ ׊௥אሼଵǡଶǡǤǤǡ௤ሽǡ௝אሼଵǡଶǡǤǤǡ௡ೝሽǡ௜אሼଶǡଷǡǤǤǡ௠ሽ (6)
ܥ௥ǡ௝ǡ௜ ൒ ܥ௥ǡ௞ǡ௜ ൅ ݌௥ǡ௝ǡ௜ െ
ܯ൫ͳ െ ܺ௥ǡ௞ǡ௝൯
׊௥אሼଵǡଶǡǤǤǡ௤ሽǡ௞אሼଵǡǤǤǡ௡ೝିଵሽǡ
௝אሼ௞ାଵǡǤǤǡ௡ೝሽǡ௜אሼଵǡଶǡǤǤǡ௠ሽ
(7)
ܥ௥ǡ௞ǡ௜ ൒ ܥ௥ǡ௝ǡ௜ ൅ ݌௥ǡ௞ǡ௜ െ
ܯ൫ܺ௥ǡ௞ǡ௝൯
׊௥אሼଵǡଶǡǤǤǡ௤ሽǡ௞אሼଵǡǤǤǡ௡ೝିଵሽǡ
௝אሼ௞ାଵǡǤǤǡ௡ೝሽǡ௜אሼଵǡଶǡǤǤǡ௠ሽ
(8)
ܨ௥ ൒ ܥ௥ǡ௝ǡ௠ ׊௥אሼଵǡଶǡǤǤǡ௤ሽǡ௝אሼଵǡଶǡǤǤǡ௡ೝሽ (9)
ܥ௠௔௫ ൒ ܨ௥ ׊௥אሼଵǡଶǡǤǤǡ௤ሽ (10)
ܥ௥ǡ௝ǡ௜ǡ ܤ௥ǡ ܨ௥ ൒ Ͳ ׊௥אሼଵǡଶǡǤǤǡ௤ሽǡ௝אሼଵǡଶǡǤǤǡ௡ೝሽǡ௜אሼଵǡଶǡǤǤǡ௠ሽ (11)
ܺ௥ǡ௞ǡ௝ א ሼͲǡ ͳሽ ׊௥אሼଵǡଶǡǤǤǡ௤ሽǡ௞אሼଵǡଶǡǤǤǡ௡ೝିଵሽǡ௝אሼ௞ାଵǡǤǤǡ௡ೝሽ (12)
௙ܻǡ௥ א ሼͲǡ ͳሽ ׊௙אሼ଴ǡଵǡǤǤǡ௤ሽǡ௥אሼଵǡଶǡǤǤǡ௤ሽǡ௙ஷ௥ (13)
Constraint sets (1-3) are to determine the configuration 
sequence. Constraint set (4) specifies the starting time of each 
configuration (after performing the sequence dependent 
setup). Note that ܨ଴ ൌ Ͳ. C0nstraint sets (5-8) are to determine 
the completion time of jobs within each configuration. 
Constraint set (5) ensures that each job is processed after 
starting time of its corresponding configuration. Constraint set 
(6) assures that each job is processed by at most one machine 
at a time. Constraint sets (7-8) ensures that each machine can 
process at most one job at a time. Constraint set (9) is to 
determine the finishing time of each configuration. Constraint 
set (10) specifies makespan. Constraint sets (11-13) define the 
decision variables. 
4. Experimental evaluation 
This section evaluates the model for both size and 
computational complexities. The size complexity counts the 
number of continuous and binary variables as well as the 
number of constraints the model needs to formulate a problem 
with  configurations,  jobs within each configuration (note 
that we assume there is the same number of jobs within each 
configuration),   machines. The computational complexity 
estimates the time the model needs to solve the problem with 
,  and  using mathematical programming software. 
The size complexity of the model is presented in Table 3. 
Regarding the number of binary variables, the model is 
quadratic in both   and  . Yet, it is independent of  .
Regarding the number of continuous variables, the model is 
linear in all ,  and . Regarding the number of constraints, 
the model is quadratic in both  and  while linear in . The 
first conclusion is that the complexity of the model comes 
from both   and  , while   has linear impact on size 
complexity. 
Table 3. The size complexity of the model 
Factor Quantity 
Binary variables ݍଶ ൅ ݍ
݊ሺ݊ െ ͳሻ
ʹ
Continuous variables ݍ݊݉
Constraints ͵ ൅ ଶ ൅ ሺͳ ൅ ሻ ൅ ͳ
To evaluate the computational complexity, a numerical 
experiment with 12 instances generated is designed as follows. 
 ൌ ሼ͵ǡͶǡͷሽǡ  ൌ ሼͶǡ͸ሽǡ ൌ ሼ͵ǡͷሽ
The processing and setup times are generated from uniform 
distributions of [5 50] and [5 100], respectively. Table 4 
shows the results. The model can solve all instances up to 
 ൅  ൌ ͻ  (i.e.,  ൌ ʹͲ jobs). It obtains the average 
optimality gap of 13.5% for instances with  ൅  ൌ ͳͲ, and 
22.5% for instances with  ൅  ൌ ͳͳ.
Table 4. Computational time of the model 
ݍ ݊ ݉ Cmax Time (sec) Gap (%) 
3 4 3 566 2.11 0
3 4 5 837 2.53 0
3 6 3 714 455 0
3 6 5 813 188 0
4 4 3 771 5.79 0
4 4 5 932 10 0
4 6 3 786 2000 12% 
4 6 5 1013 2000 15%
5 4 3 964 1942 0
5 4 5 1261 165 0
5 6 3 899 2000 22%
5 6 5 1135 2000 23% 
5. Conclusion 
Since both DML and FMS have serious shortcomings 
attributed to their lack of support for variety of product mix 
and their high production cost, designing a new manufacturing 
system with scalable flexibility/functionality and capacity is 
needed. The solution to this need is RMS. 
This paper studies problem of scheduling of operations in 
reconfigurable manufacturing systems (RMSs). Although it is 
inevitable that the modern industry need to approach the RMS 
concept, no paper has comprehensively studied how to 
schedule operations in such a complex system. In this 
problem, we assume that we have a manufacturing system 
with a set of machines. The system is designed to manufacture 
an extended product family by splitting that wide range of 
product variety into several product subfamilies. That is, 
although specified for an extended product family, the system 
requires reconfiguration to switch from one subfamily to 
another. To change one configuration to another, some setup 
must be done. The magnitude of setup highly depends on the 
two consecutive configurations/subfamilies. The system 
80   Ahmed Azab and Bahman Naderi /  Procedia CIRP  33 ( 2015 )  76 – 80 
within each configuration is a flow shop. The objective is to 
both schedule subfamilies and products within each subfamily 
so as to minimize makespan. 
As an early attempt on studying this problem, we first 
mathematically formulate the problem considering both family 
sequencing and operations sequencing inside each family 
since there is no mathematical model for the problem. By this 
model, we can formulate all different aspects of the problem. 
Using advance OR software such as CPLEX, we can 
optimally solve the small sized problems. 
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