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CHAPTER 1: GENERAL INTRODUCTION 
Over the past century giant Canada goose (Branta canadensis maxima) populations 
have experienced dramatic changes in abundance. In the early part of the 1900’s giants were 
scarce and the subspecies went unrecognized. After considerable reintroduction efforts they 
were established as a distinct subspecies and continued efforts were made to expand the 
range of the species to historic levels (Hanson 1997). The success of these reintroductions 
was remarkable. Populations soared to unexpected levels by the 1990’s, prompting the 
implementation of management strategies designed specifically to control populations of this 
subspecies (Leafloor 2008).  
Banding programs for geese in the Mississippi Flyway have occurred since the 
1960’s. In early years, banding efforts were inconsistent (Leafloor et al. 2004). Such 
programs were relatively unorganized and efforts were not focused on the use of these data to 
address specific statistical objectives. Survival analyses of band recovery data were often 
descriptive in nature and recoveries were used to observe patterns of movement or to provide 
simple indications of hunting pressure (Nichols et al. 1995). The sophistication of banding 
programs has since progressed and much more thorough use is made from the data. Although 
a better general understanding of goose demographics has been derived from such analyses, 
it remains the case that banding programs are often not designed to address specific statistical 
objectives.  
 In response to increasing populations of geese, non-lethal methods of management 
have been implemented. However, the primary method of management has been through the 
use of harvest regulations (US Fish & Wildlife Service 1999). Special harvest seasons 
attempting to focus harvest on giants have since been implemented across the country. 
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Frequently used strategies have included special early and late seasons, and special 
metropolitan hunting seasons (US Fish & Wildlife Service 1999, Leafloor et al. 2004, 
Leafloor 2008). However, the effectiveness of such seasons to reduce, or even stabilize 
populations has been variable and difficult to evaluate due to a lack of designed experiments 
with alternative regulations (Soullierre 1988, Heusmann 1999, Luukkonen & Soulliere 2004, 
Sheaffer et al. 2005).   
 Recent band recovery analyses have called into question the appropriateness of 
standard band recovery models, because estimated survival rates were higher for juvenile 
geese than for adults (Berdeen et al. 2008, Heller 2010, Sheaffer 2005). Such results are 
questionable and it has been hypothesized that a phenomenon called molt migration may be 
biasing estimates. Molt migrations are movements to and from often distant locations, away 
from the breeding grounds, for the purpose of molting (Kuyt 1981, Zicus 1981, Abraham et 
al. 1999, Luukkonen et al. 2008). This behavior may be violating critical assumptions of 
homogeneous survival rates in band recovery models (Pollock & Raveling 1982, Nichols et 
al. 1982).      
 The analyses in this thesis are designed to address these 3 issues. I first address the 
issue of banding sample sizes throughout the Mississippi Flyway by deriving sample size 
estimation procedures to achieve explicit statistical objectives of precision and power. 
Second, I address the effects on survival and recovery rates of special early and metropolitan 
hunting seasons in Iowa. I also examine the effects of these seasons on spatial and temporal 
distribution of recoveries. Lastly, I address the issue of molt migration and the potential 
effects of molt migrant geese on the estimation of survival rates using standard band recovery 
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models. I also develop an alternative model incorporating molt migrants and compare the 
performance of this model with that of standard band recovery models. 
Thesis Organization 
 This thesis is organized into 5 chapters. Chapter 1 provides a general introduction to 
the entire thesis. Chapter 2 explores the use of power analyses in determining effective 
sample sizes for banding programs. Chapter 3 examines the effects of special early harvest 
seasons on survival and recovery rates of geese. Chapter 4 examines the effects of the 
presence of molt migrants on the robustness of estimates from standard band recovery 
models. Chapter 5 provides some general conclusions from the overall thesis. There are 4 
appendices following the general conclusions, which provide additional figures and tables 
from Chapters 2-4.  
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CHAPTER 2: BANDING SAMPLE SIZES FOR GIANT CANADA GEESE  
IN THE MISSISSIPPI FLYWAY 
Introduction 
Canada geese (Branta canadensis) are currently a widespread and valuable resource 
throughout North America. Each year they provide hunters in the United States and Canada 
with ample harvest opportunities. For management purposes Canada geese are separated into 
subspecies based on fidelity to specific breeding ranges (Moser et al. 2003). There are 
currently 11 subspecies of Canada geese recognized across North America (Mowbray et al. 
2002). Three subspecies of Canada geese utilize the Mississippi Flyway; Richardson’s or 
Cackling geese (Branta canadensis hutchinsii or Branta hutchinsii), Interior geese (Branta 
canadensis interior), and giant Canada geese (Branta canadensis maxima, Mowbray et al. 
2002, Zenner 2009). Richardson’s (Cackling) geese are the smallest in size and are referred 
to as the Tall Grass Prairie Population (TGPP). Interiors are medium sized geese and there 
exists 3 subpopulations in the Mississippi Flyway: the Eastern Prairie Population (EPP), the 
Mississippi Valley Population (MVP), and the Southern James Bay Population (SJBP). 
Populations of Interiors, which breed in the northern reaches of Canada, are called subarctic 
nesters (Fig. 1). Giants are the largest of the races. Within the flyway this population is 
referred to as the Mississippi Flyway Giant Population (MFGP). Populations of giant Canada 
geese that breed in southern Canada and the United States are also referred to as temperate 
nesters or resident geese (Fig. 1).  
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Figure 1. Breeding ranges for Canada goose populations within the Mississippi Flyway. Note: 
Yellow shows breeding range of giants only within the Mississippi Flyway. Giants also breed 
outside of this range. 
 
During the past century populations of giants have cycled between periods of high 
and low population levels. At one point giant Canada geese were thought to be extinct. 
Following unregulated harvests and habitat destruction in the early parts of the 1900’s there 
were few reports of this subspecies and it was generally accepted that they had been 
extirpated from the Flyways. However, a small remnant population of giants estimated to be 
approximately 55,000 individuals was discovered wintering in Rochester, Minnesota in 1962 
by Harold Hanson (Hanson 1997). This discovery sparked a mass reintroduction effort which 
would prove to be as successful as any wildlife restoration in recent history. 
Prior to the rediscovery of the giant Canada goose, restoration efforts had been 
attempted throughout the Mississippi Flyway. Early in the 19
th
 century it was not uncommon 
for people to domesticate these geese as a source of food or use them as live decoys for 
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hunting (Giant Canada Goose Committee 1996). Geese from these local flocks were used in 
the early half of the century as a source population, and were translocated with the hope of 
increasing the declining populations across the Flyway. However, after Hanson’s 
rediscovery, reintroduction efforts were increased and proceeded to take place throughout 
much of the Flyway. State agencies began to conduct reintroductions in Illinois, Iowa, 
Indiana, Louisiana, and Tennessee. The U.S. Fish and Wildlife Service also began to promote 
restoration of goose populations on national wildlife refuges in various states (Giant Canada 
Goose Committee 1996).  
Giant Canada goose populations have since that point experienced a dramatic 
comeback. The success of such reintroductions efforts has allowed giant populations to 
expand and thrive to point where they are overabundant in many locations, particularly in 
urban areas. During this period management plans were developed specifically for different 
subspecies of Canada geese. These included EPP, MVP, and TGPP. In the 1990’s goose 
management became even more complex with plans enacted for SJBP and the increasing 
giant Canada goose populations (MFGP) (Leafloor et al. 2004). 
Banding of goose species within the Mississippi Flyway has occurred since the early 
1960’s. In the early years, banding efforts were variable (Leafloor et al. 2004). Banding 
programs were relatively unorganized and no nationwide banding programs existed. 
Analyses of band recovery data were descriptive and were often used to observe patterns of 
movement during migration or to provide simple indications of hunting pressure (Nichols et 
al. 1995). In the 1970’s and 1980’s Canada goose banding, and waterfowl banding in general, 
saw a large increase in sophistication, and banding programs across the Mississippi Flyway 
expanded. Over this span of years there was a change in management philosophy. Banding 
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originally occurred during the winter periods on wintering grounds. However, concern began 
to surface over intermixing of subspecies on these wintering grounds (Leafloor et al. 2004). 
Such intermixing in regions where geese were being banded created the potential for biased 
parameter estimates. Managers realized that it was unsafe to assume that winter aggregations 
of geese were all of the same subspecies. Therefore, a new philosophy was slowly adopted. 
Banding efforts began to be shifted from the wintering grounds, where populations were 
mixed, to breeding grounds, where populations were more safely assumed to be isolated. As 
the Flyway stands today, banding programs are focused on breeding grounds (Leafloor et al. 
2004). Banding presently occurs on breeding grounds for Interior subspecies (EPP, MVP, 
and SJBP), Richardson’s geese (TGPP), and giants (MFGP).  With respect to giants, the 
flyway has banded roughly 30-40,000 birds each year since 2000. However, there is not a 
well defined sampling framework for allocating banding quotas among states. To date, 
sample sizes have been a function of previous years’ banding effort and resource constraints. 
Formal statistical objectives have not been established, and banding data have been used only 
anecdotally to help inform harvest management. 
Management strategies during the 1990’s and the early 21st century focused on 
protecting populations of Interior geese. Hunting regulations centered on reducing the risk of 
overharvesting these populations, some of which had seen considerable declines over the 
years. As the population size of MFGP geese continued to grow, focus began to shift towards 
the control of giants. In 2006 the Mississippi Flyway adopted a new philosophy which 
reduced emphasis on protecting Interior geese and made more concerted efforts towards 
controlling ever increasing populations of giants. The underlying hypothesis was that large 
numbers of giants would buffer, or protect Interior geese from experiencing increased levels 
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of harvest during specialized hunting seasons aimed specifically at increasing the harvest of 
giants. This has been termed the “buffering hypothesis”.  
With this change in philosophy it has become increasingly essential that the Flyway 
be capable of identifying effects of harvest regulations on survival and harvest rates. If 
managers within the Mississippi Flyway wish to control giant goose populations it is crucial 
that they be able to effectively and consistently detect changes in these vital rates with 
respect to various hunting regulations. Because sample size plays a large role in the statistical 
precision of parameter estimates, it behooves the Flyway to consider questions of sample 
sizes and the statistical power of comparative tests and spatial allocation of banding effort.   
Historically, allocations of banding quotas (sample sizes) within the Mississippi 
Flyway have not been well defined. There is currently no articulated framework used by the 
Flyway to set these quotas. At the 2009 Mississippi Flyway Council Technical Session 
(MFCTS) members of the Giant Canada Goose Committee expressed a desire to pursue such 
improvements to their banding program. Those in attendance concurred that there was a 
primary need within the Flyway to articulate one or more statistical objectives that would 
drive the sample size allocation process. Specifically, these objectives were to determine the 
relationship between banding sample sizes and (1) precision of estimated annual survival 
rates, and (2) the power to detect temporal changes in annual recovery rates. I conducted 
statistical analyses and developed methods to achieve these objectives. 
Methods 
Model Selection and Parameter Estimation 
 Band recovery data for the Mississippi Flyway was extracted from the U.S. 
Geological Survey Bird Banding Laboratory. I extracted banding records for all subspecies 
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of Canada geese banded from 1980-2006 during the months of June, July, and August in the 
Mississippi Flyway. All banding records consisted of wild geese banded and released within 
the same 10-minute block as captured. Records were extracted for birds banded in all 
states/provinces within the Mississippi Flyway, which include Alabama, Arkansas, Illinois, 
Indiana, Iowa, Kentucky, Louisiana, Manitoba, Michigan, Minnesota, Mississippi, Missouri, 
Ohio, Ontario, Saskatchewan, Tennessee, and Wisconsin. Filters used to obtain these records 
are available in Appendix A.  An additional column was added to the data set to collapse the 
age category down to two cohorts; adults and juveniles. All banding records with unknown 
ages were removed from the data set. Banding records of Interior subspecies in the Canadian 
provinces were then removed using accepted boundary ranges for Mississippi Flyway Giant 
Canada geese. All geese banded north of 54
o
N in Manitoba and north of 50
o
N and east of 
80
o
W in Ontario are by definition Interior species of Canada geese, and were removed from 
the data set (Giant Canada Goose Committee 1996).  
 Recovery records were retrieved for giant Canada geese banded in the above banding 
data set, which were harvested by hunters from the years 1980-2006. I used only recovery 
records in the months of January, September, October, November and December to ensure 
that birds were harvested during legal hunting seasons. I added an additional variable to the 
data set to adjust the recovery year for birds recovered in January to the correct hunting 
season. All recovery records with unknown ages were removed from the data set.  
 I created standard Brownie et al. (1978) band recovery matrices for each of the 
individual states and provinces and used Program MARK (White et al. 1999) for estimation 
of annual survival and recovery rates. The annual survival rate was defined as the probability 
that a bird alive when a given cohort is banded will survive one calendar year to the time of 
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next banding (Brownie et al. 1978). The annual recovery rate was defined as the probability a 
banded bird alive when a given cohort is banded will be shot and its band reported during the 
next hunting season (Brownie et al. 1978). Due to limitations in the data, MARK estimation 
was not performed for all of the states and provinces in the Flyway. I used only those states 
and provinces which banded a minimum of 500 total geese annually in at least half of the 
years during the study period (1980-2006). Analyses were therefore run only on the 
following 11 states/provinces: Illinois, Indiana, Iowa, Kentucky, Michigan, Minnesota, 
Missouri, Ohio, Ontario, Tennessee, and Wisconsin. 
 I analyzed the data using a set of 11 standard models. I assumed age specific survival 
and recovery rates for 7 models and checked this assumption by including 4 models without 
age, i.e., with constant or time-specific rates. I included models with both additive and 
interactive effects of time. The global model was {s[a*t], f[a*t]}, which allowed adults and 
juveniles to have different rates and allowed these rates to vary independently over time. I 
ranked models according to quasi-Akaike’s Information Criterion, adjusted for small sample 
sizes and overdispersion (QAICc) using Program MARK (White et al. 1999). Canada geese 
are extremely social birds and the fates of individuals are not independent. I therefore used 
the c-hat value from the global model to observe goodness of fit and adjust for 
overdispersion. I selected the model with the lowest QAICc value as the most appropriate 
model. All survival and recovery rate estimates used in the precision and power analyses 
were obtained from this model.  
 
 
 
11 
 
Survival Rate Precision  
 I investigated the relationship between banding sample sizes and the precision of 
estimated mean and annual survival rates. I used Program BAND2 (Wilson et al. 1989) to 
calculate necessary sample sizes to achieve desirable coefficients of variation on these 
parameter estimates. I obtained parameter values for Program BAND2 from band recovery 
data and Program MARK estimation. I assumed a 5-year study with 2 age classes. Adult 
population size increments were set at 250. I obtained adult and juvenile survival rates and 
adult recovery rates from Program MARK estimation and calculated a 5-year average for 
each state/province. These 5 year averages served as the annual survival rate for each year of 
the presumed study for the particular state/province. I used the most recent 5-years of data 
from the band recovery matrices to provide BAND2 with previous data on numbers of 
banded adults and juveniles. BAND2 calculated sample sizes necessary for desired annual 
and mean annual CV’s of adult and juvenile survival rates. I performed these calculations for 
CV’s of 0.01, 0.02, 0.03, 0.05, and 0.10 to cover a practical range of potential CV’s. I plotted 
sample sizes as a function of CV, and fit smooth curves to the plot.  
Power Analysis 
I performed analyses to determine the necessary sample size to detect theoretical 
differences in mean annual recovery rates between pre- and post-harvest regulation change 
time periods with a given power. Annual recovery rates were defined as the probability that a 
banded bird alive when a given cohort is banded will be shot and its band reported during the 
next hunting season (Brownie et al. 1978). I defined a pre-change period as the 3-, 4, or 5-
year period previous to harvest regulation changes. I assumed that this theoretical period 
would maintain consistent harvest regulations throughout. I defined a post-change period as 
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the 3-, 4-, or 5-year period directly following changes to harvest regulations. I assumed 
harvest regulations during this period were constant. I used the following hypothesis test for 
the power analysis:  
HO:  𝑓 pre = 𝑓 post 
HA:  𝑓 pre ≠ 𝑓 post 
,where 𝑓 pre  = mean annual recovery rate over the pre-harvest regulation change 
period, and 𝑓 post  = mean annual recovery rate over the post-harvest regulation 
change period 
 
The post regulation change mean annual recovery rate (𝑓 post ) was defined as: 
𝑓 post  = 𝑓 pre *ε , 
 where ε = effect size 
I derived the power function as the following: 
1 − 𝛽 = 1 −  𝑇𝜃 ,𝜈 𝑡1−𝛼/2,𝜈 − 𝑇𝜃 ,𝜈(𝑡𝛼/2,𝜈) , 
where β = Type II error,  
t = t-distribution with Type I error (α) and degrees of freedom (ν),          
T = non-central t-distribution with non-centrality parameter (θ) and degrees of 
freedom (ν). 
𝜃 =  
𝑓 pre  ε − 1 
 2𝜎
2
k
+
𝑓 pre  1 − 𝑓 pre  + 𝑓 pre ∗ 𝜀 1 − 𝑓 pre ∗ 𝜀 
nk
          
𝜈 = 2k − 2 , 
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where 𝑓 pre  = mean annual recovery rate over the pre-harvest regulation change 
period, 
𝜎2 = process error, 
   ε = effect size 
k = number of years of the study. 
In all, 5 parameters define the power equation; mean annual recovery rate of the pre-
change period ( 𝑓 pre ), process error (σ
2
), years of study (k), Type I error (α), and effect size 
(ε). I set  𝑓 pre  and σ
2
 as constants and allowed k, α, and ε to vary. I used informed estimates 
obtained from band recovery analyses to estimate 𝑓 pre  and σ
2 
at the Mississippi Flyway scale. 
I obtained mean annual recovery rate estimates by calculating 5-year average recovery rates 
for each state/province in the Flyway using estimates produced by Program MARK. I defined 
a “low” 25th and “high” 75th quartile value for both adults and juveniles from these averages.  
Population parameters may vary over space and time due to environmental factors 
(Burnham et al. 1987). This variation, called process error (𝜎2), is the inherent variance 
associated with the process, or system. Parameters may also vary due to differences between 
individuals or populations. Sampling error [var(𝑓 i|𝑓i)] is a measure of the precision, or 
repeatability of a result based on sample data. It is the error associated with the sampling 
procedure and stems from the fact that only partial information is known about the 
population (Burnham et al. 1987). Total variance of the estimator of a recovery rate (var(𝑓 i)) 
is equal to process error (σ2) plus sampling error [var(𝑓 i|𝑓i)], i.e.,  
var(𝑓 i) = σ
2
 + var(𝑓 i|𝑓i) 
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However, I used an average recovery rate and therefore required the variance of the estimator 
of this rate. This variance is as follows: 
var(𝑓  i) = 
𝜎
𝑘
2
 + 
𝑣𝑎𝑟 (𝑓𝑖 |𝑓𝑖 )
𝑘
 
Because the power analyses depended on the variance of 𝑓 pre  it was necessary to 
isolate process error for use in these calculations. I therefore isolated process error for each 
state/province using a components of variance analysis (Burnham et al. 1987). I used the 
following equations to solve for process error: 
𝜎2 = 
1
(𝑘−1)
  (𝑓 𝑘𝑖=1 i -𝑓 
 )2 - 
1
𝑘
 (
𝑓𝑖(1−𝑓𝑖)
𝑛𝑖
)𝑘𝑖=1  
I calculated a 5-year estimate of process error for each state/province and obtained a 
lower 25
th
 and upper 75
th
 quartile value from these estimates. Sample size only affects the 
sampling error portion of total variance. It is this sampling error which these models attempt 
to reduce in an effort to increase power. I defined a “High” power scenario, which consisted 
of using the upper quartile mean annual recovery rate and the lower quartile process error to 
calculate power, and a “Low” power scenario, which consisted of using the lower quartile 
mean annual recovery rate and the upper quartile process error. Although binomial variance 
increases with increasing recovery rates (up to 0.50), I used the lower 25
th
 quartile recovery 
rate in the low power scenario because θ decreases with decreasing recovery rates (and vice 
versa). “High” and “Low” power scenarios were developed for both adults and juveniles 
(Table 1). 
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Table 1. Process error (σ2) and mean annual recovery rate (𝒇 pre) for “high” and “low” power 
scenarios given for adults and juveniles. Values were obtained from Program MARK analyses 
using giant Canada goose band recovery data across the Mississippi Flyway from 1980-2006. 
Scenario σ2 𝑓 pre 
Adult "High" 0.00002718 0.115 
Adult "Low" 0.00018830 0.090 
Juvenile "High" 0.00005444 0.137 
Juvenile "Low" 0.00013610 0.081 
 
 
I initially set the remainder of the parameters in the power formula as k = 3, α = 0.05, 
and ε = 1.25. I calculated power for a range of scenarios by holding constant 2 of these 
parameter values (k, α, or ε) and varying the third. I investigated the effect of study length by 
using three different values for k: 2, 3, and 5, and holding all other parameters constant. For 
each value of k I calculated power over a range of sample sizes and produced a power curve. 
I investigated the effect of Type I error by using three different values for α (0.01, 0.05 and 
0.10), and held all other parameters constant. For each value of α, I calculated power over a 
range of sample sizes and produced a power curve. I investigated the effect of effect size by 
using three different values for ε (1.10, 1.25, and 1.50), and held all other parameters 
constant. For each value of ε I calculated power over a range of sample sizes and produced a 
power curve. I do not report results for effect sizes that decreased recovery rates (ε < 1) as 
they produced similar power curves to effect sizes of the same magnitude that increased 
recovery rates (ε > 1). I repeated all of these investigations using parameter values for both 
adults and juveniles under “High” and “Low” power scenarios.   
I used 2 methods to calculate power and assure accuracy of results. The primary 
method I used was the power.t.test function in Program R. I used for-loops in Program R to 
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calculate power over a range of sample sizes (1-10,000 birds). I performed simulations in 
Program R as a second method of calculating power. This method was used as a check on the 
power.t.test calculations.  
  Calculations in the above exercise were scale independent. Currently, banding 
programs for giant Canada geese are implemented at the state/provincial level. As such, these 
exercises will most likely be utilized in this manner, and sample sizes will be applied within 
a single state. However, if a Flyway-wide banding study were to be designed it would be 
necessary to partition resulting sample sizes amongst all the states/provinces within the 
Flyway. In order to determine the allocation of such sample sizes across the Mississippi 
Flyway I chose parameter estimates more appropriate at the Flyway scale and allocated 
banding sample sizes across the states/provinces within the Flyway using proportional 
allocation. I chose fixed values for all 5 parameters and produced a single power curve for 
adult geese, and a single curve for juvenile geese. I set k = 3, α = 0.05, ε = 1.25, σ2 = 
0.0000915, ƒ = 0.104 for adult geese. I set k = 3, α = 0.05, ε = 1.25, σ2 = 0.0000875, ƒ = 
0.119 for juvenile geese. Values chosen for σ2 were calculated as the median 5-year average 
from the states/provinces. Values chosen for ƒ were calculated as a weighted average of the 
5-year averages from the states/provinces. I used 5-year averages of giant Canada goose 
spring population estimates (2005-2009) from each state and province as weights in the 
proportional allocation procedure (D. Luukkonen, pers. comm.). I then identified the sample 
sizes on each of the two graphs where power = 0.80. Sample sizes were used as a 
demonstrative example for the allocation of bands across the Mississippi Flyway. I used the 
5-year average spring population estimates (2005-2009) as weights (D. Luukkonen, pers. 
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comm.) to proportionally allocate these sample sizes. This process was repeated for k = 4 and 
k = 5.       
Results  
Model Selection and Parameter Estimation 
The model set contained the global model and 10 alternative models consisting of 
both interactive and additive model structures (Table 2). Models were ranked by QAICc 
value for each state/province, and an average rank was calculated for each model. Model 
S[a+t],f[a+t] was generally the best model across the states/provinces within the Flyway with 
an average rank of 2.3 (Table 2). I therefore used model S[a+t],f[a+t] to obtain all survival 
and recovery rate estimates.  
Graphs of survival and recovery rates from 1980-2006 for each state/province in the 
Mississippi Flyway are provided in Appendix B. Mean adult survival rates ranged from 
0.674-0.761, with a grand mean of 0.716. Mean juvenile survival rates for juveniles ranged 
from 0.637-0.952, with a grand mean of 0.784. Mean adult recovery rates over the study 
period ranged from 0.045-0.089, with a grand mean of 0.066. Mean juvenile recovery rates 
ranged from 0.030-0.114, with a grand mean of 0.073. There was no evident temporal or 
geographical trend in survival rates across the states/regions. Juvenile survival rates were 
generally greater than those of adults. A latitudinal trend was evident in recovery rates with 
higher rates in the northern states. The exception was Ontario, which had lower recovery 
rates more similar to that of southern states. Recovery rates also showed an increasing 
temporal trend which was most noticeable for many states beginning in the late 1990’s. 
Juvenile recovery rates were generally greater than those of adults.  
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Table 2. Model selection results from Program MARK analyses on giant Canada goose banding 
data in the Mississippi Flyway from 1980-2006. Survival (s) and recovery (f) rate structures are 
parameterized with age (a) and time (t) specific rates, and constant (.) rates. Both additive (+) 
and interactive (*) effects of time are included in the model set. For each state/province in the 
Mississippi Flyway the models were ranked and the average state rank (Avg. Rank) and the 
median ΔQAICc value were calculated.  
Model 
# of 
Parameters 
Avg. 
Rank 
Median  
ΔQAICc 
s[a*t], f[a*t] - Global 106 3.2 18.52 
s[a], f[a] 4 10.9 1103.26 
s[a], f[a*t] 56 3.9 33.99 
s[a*t], f[a] 54 8.3 657.56 
    s[t], f[t] 53 5.5 91.65 
s[.], f[.] 2 12 1230.44 
s[.], f[t] 28 5.3 72.38 
s[t], f[.] 27 10 891.51 
    s[a+t], f[a+t] 55 2.3 5.15 
s[a], f[a+t] 30 3.2 18.74 
s[a+t], f[a] 29 8.8 760.80 
 
 
 
Survival Rate Precision 
Expected mean survival rate CV’s for adults in each state/province ranged from 3.0% 
to 9.9%, with a median of 3.7% (Table 3). Mean survival rate CV’s for juveniles ranged from 
2.7% to >10.0%, with a median of 4.4%. Annual survival rate CV’s for adults ranged from 
7.6% to >10.0%, with a median of 9.2%. Annual survival rate CV’s for juveniles ranged 
from 4.4% to >10.0%, with a median of 8.5%. Relationships between CV and sample size for 
each state/province are presented in Figures 2-12. 
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Table 3. Expected percent coefficients of variation (CV) for mean and annual survival rate 
estimates of adult and juvenile geese.  These values represent expected levels of precision based 
on current banding sample sizes within the states/provinces. States with CV’s outside of the 
range of the analyses are reported as  > 10. 
    Mean Survival Rate CV   Annual Survival Rate CV 
Region   Adults Juveniles 
 
Adults Juveniles 
IL   3.6 3.9   9.2 7.0 
IN 
 
3.6 7.8 
 
9.1 >10.0 
IA 
 
4.0 3.3 
 
9.6 5.4 
KY 
 
6.9 >10.0 
 
>10.0 >10.0 
MI 
 
4.7 4.4 
 
>10.0 8.5 
MN 
 
3.0 2.7 
 
7.6 4.4 
MO 
 
4.1 >10.0 
 
9.9 >10.0 
OH 
 
3.4 3.4 
 
8.4 6.7 
ON 
 
9.9 6.2 
 
>10.0 >10.0 
TN 
 
3.7 9.8 
 
8.8 >10.0 
WI   3.3 2.8   8.0 4.8 
Median   3.7 4.4   9.2 8.5 
 
 
 
 
 
Figure 2. Relationship between banding sample size and survival rate CV in Illinois for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
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Figure 3. Relationship between banding sample size and survival rate CV in Indiana for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
 
 
Figure 4. Relationship between banding sample size and survival rate CV in Iowa for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
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Figure 5. Relationship between banding sample size and survival rate CV in Kentucky for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
 
 
Figure 6. Relationship between banding sample size and survival rate CV in Michigan for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
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Figure 7. Relationship between banding sample size and survival rate CV in Minnesota for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
 
 
Figure 8. Relationship between banding sample size and survival rate CV in Missouri for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
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Figure 9. Relationship between banding sample size and survival rate CV in Ohio for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
 
 
Figure 10. Relationship between banding sample size and survival rate CV in Ontario for both 
mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
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Figure 11. Relationship between banding sample size and survival rate CV in Tennessee for 
both mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
 
 
Figure 12. Relationship between banding sample size and survival rate CV in Wisconsin for 
both mean annual and annual survival rate estimates, and adults and juveniles. Dotted lines 
represent expected levels of precision based on 2006 banding sample sizes of adults and 
juveniles. 
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Power Analysis 
The relationship between expected power and annual banded sample size for different 
combinations of “High” and “Low” power parameter values, Type I error (α), years of study (k), and 
effect size (ε) are presented in Figures 13-24. For each of these scenarios, I used these graphs to find 
the sample size necessary to achieve a power = 0.80.  
In all cases for ε = 1.25 and α = 0.05, sufficient power ( ≥ 0.80) was not achievable with k = 2 
(Table 4). Sufficient power was achievable for both “High” power scenarios when k = 3 or 5, but not 
for either of the “Low” power scenarios.  
In all cases for k = 3 and α = 0.05, sufficient power (power ≥ 0.80) was not achievable with ε 
= 1.10 (Table 5). Sufficient power with ε = 1.50, however, was obtained in all cases. Sufficient power 
with ε = 1.25 was obtained for both “High” power scenarios, but not for either of the “Low” power 
scenarios. 
Where k = 3 and ε = 1.25, sufficient power (power ≥ 0.80) was not achievable with α = 0.01 
in all but the Adult “High” scenario (Table 6). Sufficient power for α = 0.10 was obtained for both 
“High” power scenarios, but not for either of the “Low” power scenarios. Sufficient power for α = 
0.05 was found to follow the same behavior. 
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Table 4. Necessary sample size in each of k years to achieve power = 0.80 for adults and 
juveniles under “High” and “Low” power scenarios, for ε = 1.25 and α = 0.05. Scenarios where 
power = 0.80 was not achievable are indicated by (-). 
  k 
  2 3 5 
Adult "High" - 1,860 645 
Adult "Low" - - - 
Juvenile "High" - 1,859 562 
Juvenile "Low" - - - 
 
 
 
Table 5. Necessary sample size  for different effect size (ε) to achieve power = 0.80 for adults 
and juveniles under “High” and “Low” power scenarios, for k = 3 and α = 0.05. Scenarios 
where power = 0.80 was not achievable are indicated by (-). 
  ε 
  1.1 1.25 1.5 
Adult "High" - 1,860 379 
Adult "Low" - - 3,759 
Juvenile "High" - 1,859 318 
Juvenile "Low" - - 2,395 
 
 
 
 
Table 6. Necessary sample size for different Type I error rate (α) to achieve power = 0.80 for 
adults and juveniles under “High” and “Low” power scenarios, for k = 3 and ε = 1.25. Scenarios 
where power = 0.80 was not achievable are indicated by (-). 
 
 
  
  α 
  0.01 0.05 0.1 
Adult "High" 12,957 1,860 1051 
Adult "Low" - - - 
Juvenile "High" - 1,859 957 
Juvenile "Low" - - - 
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Figure 13. Power as a function of adult sample size (n) for varying values of years of study (k) 
under a “High” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, ε = effect size, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
 
Figure 14. Power as a function of adult sample size (n) for varying values of years of study (k) 
under a “Low” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, ε = effect size, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
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Figure 15. Power as a function of juvenile sample size (n) for varying values of years of study 
(k) under a “High” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, ε = effect size, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
 
Figure 16. Power as a function of juvenile sample size (n) for varying values of years of study 
(k) under a “Low” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, ε = effect size, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
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Figure 17. Power as a function of adult sample size (n) for varying values of effect size (ε) for 
under a “High” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, k = years of study, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
 
Figure 18. Power as a function of adult sample size (n) for varying values of effect size (ε) under 
a “Low” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process error, k = 
years of study, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from analyses 
of Mississippi Flyway Giant Canada goose band recovery data. 
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Figure 19. Power as a function of juvenile sample size (n) for varying values of effect size (ε) 
under a “High” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, k = years of study, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
 
Figure 20. Power as a function of juvenile sample size (n) for varying values of effect size (ε) 
under a “Low” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, k = years of study, and α = Type I error. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
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Figure 21. Power as a function of adult sample size (n) for varying values of Type I error (α) 
under a “High” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, k = years of study, and ε = effect size. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
 
Figure 22. Power as a function of adult sample size (n) for varying values of Type I error (α) 
under a “Low” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, k = years of study, and ε = effect size. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
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Figure 23. Power as a function of juvenile sample size (n) for varying values of Type I error (α) 
under a “High” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, k = years of study, and ε = effect size. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
 
Figure 24. Power as a function of juvenile sample size (n) for varying values of Type I error (α) 
under a “Low” power scenario. Fixed parameters are 𝒇  = mean recovery rate, σ2 = process 
error, k = years of study, and ε = effect size. Estimated values for 𝒇  and σ2 were derived from 
analyses of Mississippi Flyway Giant Canada goose band recovery data. 
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I created 6 power curves for demonstration of the Flyway scale allocation process (Figs. 25-
30). Power=0.80 was not achievable for adults for k=3 (Fig. 25). I therefore report no allocation of 
bands for this scenario. Sample sizes determined for adults for k=4 and k=5 were 3,715 and 1,405, 
respectively (Figs. 26-27). Necessary sample sizes for juveniles for k=3, k=4, and k=5 were 18,219, 
1,686, and 901, respectively (Figs. 28-30). Allocation of bands across the states/provinces within the 
Flyway was based on these total sample size results (Table 7). Five-year averages of population 
estimates were used as weights in the allocation process and are given in Table 8. 
 
 
Figure 25. Power as a function of adult sample size (n) for a 3 year study (k=3). Fixed 
parameters are 𝒇  = mean recovery rate, σ2 = process error, k = years of study, ε = effect size, 
and α = Type I error. Estimated values for 𝒇  and σ2 were derived from analyses of Mississippi 
Flyway Giant Canada goose band recovery data. 
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Figure 26. Power as a function of adult sample size (n) for a 4 year study (k=4). Fixed 
parameters are 𝒇  = mean recovery rate, σ2 = process error, k = years of study, ε = effect size, 
and α = Type I error. Estimated values for 𝒇  and σ2 were derived from analyses of Mississippi 
Flyway Giant Canada goose band recovery data. 
 
Figure 27. Power as a function of adult sample size (n) for a 5 year study (k=5). Fixed 
parameters are 𝒇  = mean recovery rate, σ2 = process error, k = years of study, ε = effect size, 
and α = Type I error. Estimated values for 𝒇  and σ2 were derived from analyses of Mississippi 
Flyway Giant Canada goose band recovery data. 
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Figure 28. Power as a function of juvenile sample size (n) for a 3 year study (k=3). Fixed 
parameters are 𝒇  = mean recovery rate, σ2 = process error, k = years of study, ε = effect size, 
and α = Type I error. Estimated values for 𝒇  and σ2 were derived from analyses of Mississippi 
Flyway Giant Canada goose band recovery data. 
 
Figure 29. Power as a function of juvenile sample size (n) for a 4 year study (k=4). Fixed 
parameters are 𝒇  = mean recovery rate, σ2 = process error, k = years of study, ε = effect size, 
and α = Type I error. Estimated values for 𝒇  and σ2 were derived from analyses of Mississippi 
Flyway Giant Canada goose band recovery data. 
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Figure 30. Power as a function of juvenile sample size (n) for a 5 year study (k=5). Fixed 
parameters are 𝒇  = mean recovery rate, σ2 = process error, k = years of study, ε = effect size, 
and α = Type I error. Estimated values for 𝒇  and σ2 were derived from analyses of Mississippi 
Flyway Giant Canada goose band recovery data. 
   
 
Table 7. Sample size allocations for each state/province and total Flyway sample size for adults 
and juveniles under 3, 4, and 5 year studies. Total sample sizes are necessary to achieve power = 
0.80 under each scenario. Power = 0.80 was not achievable for adults under a 3 year study. 
  3 Year Study 4 Year Study 5 Year Study 
Region Adults Juveniles Adults Juveniles Adults Juveniles 
IL - 1,363 278 126 105 67 
IN - 1,415 289 131 109 70 
IA - 1,128 230 104 87 56 
KY - 339 69 31 26 17 
MI - 2,351 479 218 181 116 
MN - 3,686 752 341 284 182 
MO - 657 134 61 51 32 
OH - 1,154 235 107 89 57 
ON - 3,824 780 354 295 189 
TN - 775 158 72 60 38 
WI - 1,526 311 141 118 75 
Totals - 18,219 3,715 1,686 1,405 901 
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Table 8. State allocation weights derived from 5-year averages of 2005-2009 Spring population 
estimates. 
State/Province Average Estimate Weight 
Illinois 115,930 0.075 
Indiana 120,319 0.078 
Iowa 95,919 0.062 
Kentucky 28,850 0.019 
Michigan 199,926 0.129 
Minnesota 313,425 0.202 
Missouri 55,883 0.036 
Ohio 98,173 0.063 
Ontario 325,180 0.210 
Tennessee 65,923 0.043 
Wisconsin 129,744 0.084 
 
 
Discussion 
 Annual survival and recovery rates for states were generally best modeled using age 
specific rates with an additive effect of time. This model allows adult and juvenile rates to 
differ with similar temporal fluctuations. These results were not unexpected, as survival and 
recovery rates in game bird species may often vary over time (Francis et al. 1992, Franklin et 
al. 2002). Additionally, estimates from the best model suggested that juvenile geese generally 
had higher recovery rates than adult geese. However, I did not expect that survival rates for 
juveniles would be higher than those of adults, especially in combination with the finding 
that juvenile recovery rates > adult recovery rates. In banding studies it is common for 
juvenile birds to experience different survival rates from adults as a result of being more 
vulnerable to hunter harvest (Brownie et al. 1978). My results are consistent with previous 
analyses reporting juvenile survival rates higher than adult survival rates in Canada geese 
(Berdeen 2008, Rextad 1992, and Sheaffer 2005). It has been suggested that molt migration 
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of non-breeding adults may be the mechanism responsible for this phenomenon. 
Concurrently, juvenile geese in metropolitan areas may be experiencing extremely high 
survival as a result of the relatively safe urban environment. These two in combination may 
be responsible for the observed survival rates in this study. 
 Survival rate estimates were fairly constant over space and time, but trends were 
observed in recovery rate estimates. Annual recovery rates were found to be higher in the 
northern states within the Mississippi Flyway and lower in the southern states. Ontario was 
the exception to this trend, and showed recovery rates more similar to those of southern U.S. 
states. It is possible that these results stem from higher densities of giant Canada geese in 
these northern regions and the higher numbers of goose hunters resulting from the 
availability of the game bird. It is also possible that geographical differences in reporting 
rates may contribute to the observed latitudinal trend, although Nichols et al. (1995) 
estimated that reporting rates did not differ geographically across the Mississippi Flyway.  
 My results suggest that mean annual survival rate CV’s of 4% can be achieved at the 
state level by banding approximately ~1,000-1,500 adults and ~1,800-3,200 juveniles 
annually. A CV of 4% will produce a 95% confidence interval around a 0.650 mean annual 
survival rate estimate of 0.599-0.701. An annual survival rate CV of 9% may be achieved at 
the state level by banding approximately ~1,200-2,100 adults and ~1,400-2,400 juveniles 
annually. A CV of 9% will produce a 95% confidence interval around a 0.650 annual 
survival rate estimate of 0.535-0.765. States such as Illinois, Iowa, Michigan, Minnesota, 
Ohio, and Wisconsin band sufficient numbers of adults and juveniles to achieve these levels 
of precision on mean annual and annual survival rate estimates. The adequacy of such CV’s 
depends on the context of the question at hand and the desired precision of a particular 
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estimate. Ultimately, sample sizes will be determined by the goals of state and Flyway 
agencies. Agencies may, for example, use target survival rates as thresholds for regulation 
change, in which case the precision of the estimated survival rate is key in identifying rates 
surpassing this threshold. Agencies may also wish to distinguish between survival rates of 2 
or more cohorts to identify the effects of different regulations across space or time. 
Objectives such as these would require that agencies consider statistical concepts of precision 
and sample sizes a priori.  
The power analyses were designed to determine the sample sizes necessary to detect 
differences in mean annual recovery rate estimates of pre and post-regulation change periods 
with given power. Results from these theoretical analyses aid in the determination of 
appropriate statistical objectives which may be applied to banding programs across the 
Flyway. These objectives will in turn ensure a high probability of detecting a difference in 
recovery rates before and after regulation change, given that this difference exists.   
 The analyses investigated the appropriateness of different values of 3 variables (k, ε, 
and α) in achieving acceptable power (0.80). Results showed that in all cases, sample sizes 
for adult and juvenile scenarios were nearly identical. This result was not surprising as the 
mean annual recovery rates and process errors for adults and juveniles differed very little in 
either the “High” or “Low” power scenarios, as seen in Table 1. With regards to the 
achievable power under various parameter values, results suggested that pre- and post-
regulation change periods of 2 years (k = 2) are not advised because they cannot achieve 
acceptable power under any scenario, i.e., “High” or “Low” power values. A minimum of 3 
year pre- and post-regulation change study periods are necessary to achieve acceptable power 
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to detect a 25% increase in mean annual recovery rates. However, these results may only be 
expected in “High” power scenarios. 
 Results also suggested that the target effect size should be at least 25%, assuming 
“High” power scenarios. Power is increased for higher values of ε, such as 1.50, in which 
case all scenarios achieve the desired level of power, and sample sizes are reduced to roughly 
200-400 birds for “High” power scenarios and roughly 2,400-3,800 birds for “Low” power 
scenarios.  
 Additionally, the use of a significance level less than 0.05 was found to be not 
advisable. In all but one scenario, the use of α = 0.01 did not achieve acceptable power. In 
the case where it did, the adult “High” power scenario, a large sample size was required to 
meet the objective (~13,000). It is advised to use the standard value of α = 0.05. The use of 
0.05 allows for acceptable power in both “High” power scenarios with required sample sizes 
being roughly 1,800-1,900. The increase to α = 0.10 does double the power, however does 
not provide additional acceptability in either of the “Low” power scenarios.  
 My analyses also demonstrated the sensitivity of power to estimates of process error 
(σ2). The large differences observed in “High” and “Low” power scenarios indicated that 
even small changes in process error could have significant impacts on sample size 
calculations. Thus, it would appear that defining process error values is of extreme 
importance. Defining “High” and “Low” values, however, is not straight forward. It is 
difficult to determine where an estimated process error lies on the spectrum of values. Is a 
given value high or low? Compared to what? Definitions of “High” and “Low” values are 
relative and may change from one analysis to another. It is clear from this study that small 
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changes in σ2 can have dramatic effects on sample size calculations and it is suggested that 
careful consideration be taken when defining process error.  
For all practical purposes it is likely that the investigator will use the standard α = 
0.05 throughout the study period, and my results suggest that this is acceptable. Investigators 
are advised that some combination of effect sizes between 25% and 50% and pre- and post-
regulation change study periods of at least 4 or 5 years should yield a high probability of 
detecting differences in recovery rates. Using ε = 1.25, for example, and increasing k in the 
models shows that power of 0.80 is achieved in all 4 “High” and “Low” power scenarios 
only after k has been increased to 7. Even so, a large sample size is required. Increasing to k 
= 8 yields sufficient power with less required bands, however it is unlikely a 16-year study 
will be practical (8 years pre and 8 years post-regulation change) as useful results will not be 
available in a timely manner. However, a reasonable time frame can be accomplished by 
increasing to ε = 1.30. In this case reasonable power can be approached by using k = 4 and 
met using k = 5, regardless of which power scenario exists (“High”/”Low”).  
 If a Flyway scale investigation were designed to detect a 25% increase in mean 
annual recovery rates, state level sample sizes for a 4-year study would range from ~50-800 
adults and juveniles, with most states banding between ~100-400 birds. Minnesota would be 
allocated the highest number of bands, followed by a host of states in the mid- to upper-
Midwest. States required to band the least number of birds would be more southern states 
with lower goose populations, such as Kentucky, Missouri, and Tennessee. A 5-year study 
period would reduce necessary sample sizes to ~15-300 adult and juvenile geese.  
 The use of such power analyses results at a Flyway scale has its advantages in that it 
requires each state/province within the Flyway to band less birds than would be required if 
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such banding investigations were performed at the state level. However, the knowledge that 
annual recovery rates of giant Canada geese vary geographically across these states and that 
each state may have its own objectives complicates the choice of banding quotas that will 
achieve multiple objectives. Despite these issues these analyses have provided insight to the 
logistics of such a Flyway wide banding operation.    
Management Implications 
 My analyses illustrate the need for managers to articulate statistical objectives for 
banding programs. Careful a priori consideration of statistical objectives is a fundamental 
step that provides the information necessary to drive the design of the study. I have 
demonstrated the usefulness of such considerations for giant Canada geese by examining 3 
statistics; annual survival rate CV’s, mean annual survival rate CV’s, and the difference 
between 2 mean annual recovery rates. Analyses of annual survival rate CV’s demonstrated 
that if, for example, the desired objective is to obtain annual survival rates for Minnesota 
with CV’s of 4% then required sample sizes would be roughly 5,000 adults and 6,000 
juveniles. If, however the objective is to obtain mean annual survival rates for Minnesota 
with CV’s of 4% the required sample sizes are reduced to roughly 1,000 adults and 1,700 
juveniles. Alternatively, if the objective is to be able to detect, with power=0.80, a 25% 
change in mean recovery rates over a 6 year study (3 years pre- and 3 years post-regulation 
change) for a state with “High” power parameters the required sample sizes are 1,860 adults 
and 1,859 juveniles.  
Such examples demonstrate the consequences of alternative objectives. Managers 
should be aware of these differences and make the effort to identify clearly the goals of the 
study so that desired results can be attained. Currently, most states within the Mississippi 
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Flyway annually band numbers of giant Canada geese sufficient enough to achieve 4% and 
9% CV’s on mean annual and annual recovery rate estimates, respectively. A host of states 
within the Flyway annually band between 2,000 and 6,000 total birds. While such sample 
sizes may suffice for certain objectives, results from these analyses offer a means to identify 
sample sizes necessary should future banding objectives require increased levels of precision. 
With respect to study designs comparing mean annual recovery rates, managers are advised 
to design studies of at least 3 years (6 years total) if detection of a 25% change is desired. 
Managers are also advised to use effect sizes of at least 25% (preferably >35%) in order to 
increase power. Power analyses will vary from state to state, as parameter values change, and 
sample size calculations must be tailored to the specific conditions of the study. My work has 
provided the framework for managers to perform such analyses.  
Historically, banding programs for giant Canada geese within the Mississippi Flyway 
have not been well-informed by rigorous sample size analysis. Banding quotas in many cases 
have been a function of traditional banding efforts and economic constraints, rather than 
statistical objectives. Managers are advised to pay careful consideration to such issues when 
designing future studies. Forethought into the design of banding studies will help to ensure 
that desired objectives are obtainable and will ultimately allow managers to make more 
informed decisions based on the results from band recovery analyses. 
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CHAPTER 3: EFFECTS OF SPECIAL EARLY AND METROPOLITAN HARVEST 
SEASONS ON VITAL RATES OF GIANT CANADA GEESE IN IOWA 
Introduction 
The giant Canada goose has experienced significant fluctuations in population size 
across its range over the course of the 20
th
 century. Population levels saw drastic declines in 
the early parts of the century due to unregulated harvest. The effects went so far as to suggest 
that the species was extinct throughout its range. Giant Canada geese were considered to 
have been extirpated from Iowa by 1907 (Iowa DNR 2009, Hanson 1997). However, in 1962, 
Harold Hanson discovered a remnant population of giants residing in Rochester, Minnesota. 
Following Hanson’s discovery, restoration projects began in a number of states.  
In Iowa the first goslings were released at Ingham Lake Wildlife Management Area 
in 1967 (Iowa DNR 2009). As a preventative measure, a 120 square mile area surrounding 
the WMA was closed to hunting. Shortly thereafter, other restoration efforts followed on 
WMA’s across Iowa. These restoration efforts proved to be extremely successful, and by 
1993 giant Canada geese were found nesting in every county within the state (Iowa DNR 
2009).  
Since that time populations have rebounded to the extent that the species has in fact 
become overabundant in many locations. Urban areas, specifically, have seen dramatic 
increases in abundances of giants. These areas are particularly attractive to giant Canada 
geese as they offer food, water, and safety from hunting pressure. Additionally, these geese 
are extremely tolerant of human activities. 
Such increases in population densities have brought along increases in human/goose 
conflicts. Complaints from the public have surfaced over “nuisance” geese as a result of 
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these drastic increases (Iowa DNR 2009). Such conflicts between geese and humans include 
agricultural damages, aesthetic degradation, property damages, eutrophication of ponds due 
to accumulated goose droppings, and safety concerns at airports (US Fish & Wildlife Service 
1999, Coluccy et al. 2001). As a result of the increasing frequency of such conflicts, 
managers within the Mississippi Flyway were urged to develop management strategies which 
would reduce not only human/goose conflicts, but also reduce the population size of giant 
Canada geese in the Mississippi Flyway (Leafloor et al. 2004). Initially, modifications to 
hunting regulations were the primary method of choice for managers (US Fish & Wildlife 
Service 1999). However, the inability of this method to regulate population growth suggested 
that additional means were necessary. In 1999 an Environmental Impact Statement provided 
the Mississippi Flyway with alternative methods for giant Canada goose regulation (US Fish 
& Wildlife Service 1999). This policy allowed for more flexible goose control methods to be 
implemented by state agencies across the Flyway. Permits were available to be issued to state 
conservation or wildlife management agencies that allowed them to actively participate in the 
control of these populations using a variety of lethal and non-lethal methods. Such methods 
included nest and egg removals, taking of goslings and adults, habitat modifications, 
harassment techniques, and trapping and relocation of geese.   
Despite the implementation of such alternative control methods, modifications to 
harvest regulations continue to be the primary methods of management. One commonly used 
modification has been the use of a special early hunting season. Early seasons are designed to 
focus harvest pressure on giants in September before Interiors migrate south to wintering 
grounds. These seasons generally occur in early September prior to the opening of the regular 
Canada goose season. Special 2-day early September seasons began in Iowa in 1996 in the 
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state’s North goose hunting zone and soon spread to the rest of the state. From 1996-1998 
between 10,000 and 16,000 Canada geese were harvested during these seasons (Zenner 
2009). Similarly, special late hunting seasons have been implemented in various parts of the 
country. These seasons are designed to focus harvest pressure on giants in January and 
February after Interiors have migrated through a given area, leaving only giants. These 
specialized hunting seasons have in some instances enabled increased harvest, but they have 
not been successful in preventing populations of giants from increasing across the Flyway 
(US Fish & Wildlife Service 1999). Heusmann (1999) suggested that limited participation by 
hunters in special seasons reduced the ability of these seasons to control goose populations in 
Massachusetts. Soulliere et al. (1988) found that implementation of special seasons in 
Michigan in the 1970’s and 1980’s were not effective in stabilizing goose populations. 
Luukkonen & Soulliere (2004) found that special seasons substantially increased harvest of 
giants in Michigan from 1994-1998 and suggested that stabilized populations may have been 
linked to these seasons. Sheaffer et al. (2005) suggested that the effectiveness of special 
seasons to increase mortality of giants varied across states in the Mississippi Flyway and 
concurrent changes in state-specific harvest regulations most likely inhibited the ability of 
analyses to detect such effects.  
In addition to early and late seasons, some states have implemented special 
metropolitan hunting seasons. These urban seasons target geese that utilize habitat within city 
limits, e.g., golf courses, lawns, ponds, and generally any well preened area with available 
water. In Iowa, special hunting seasons were implemented in the metropolitan areas of Des 
Moines, Waterloo, Cedar Falls, Cedar Rapids, and Iowa City starting in 2003 and have 
occurred from September 1-15, concurrent with early season hunts. Again, however, the 
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effectiveness of this method to regulate population levels has been suspect, and urban 
populations of giant Canada geese continue to thrive (Soullierre 1988, Heusmann 1999, 
Luukkonen & Soulliere 2004). 
For states to continue to use hunting regulations to attempt to control giant Canada 
goose populations, it is necessary to understand the effects that regulations have on vital 
population parameters. Analyses of survival and recovery rates during periods with different 
harvest regulations can inform managers about the effectiveness of such management 
strategies. To provide such analyses I investigated the effects of special early and urban 
hunting seasons on giant Canada goose vital rates and spatial distribution. Specifically, I 
investigated the effects of Iowa’s special 2-day early season harvests on direct recovery rates 
of giant Canada geese, as well as the effects on temporal and geographic distribution of 
recoveries. I also investigated the effects of Iowa’s special 15-day urban season harvest on 
annual survival and recovery rates of giant Canada geese by comparing rates of birds banded 
in “rural” and “urban” locations. 
Methods 
Data Collection  
Band recovery data for the Mississippi Flyway was extracted from the U.S. 
Geological Survey Bird Banding Laboratory. I extracted banding records for all subspecies 
of Canada geese banded only in Iowa from 1990-2007 during the months of June, July, and 
August by the Iowa DNR. All banding records consisted of wild geese banded and released 
within the same 10-minute block as captured. Filters used to obtain these records are 
available in Appendix C.  An additional column was added to the data set to collapse the age 
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category down to two cohorts (adults and juveniles). All banding records with unknown ages 
were removed from the data set.  
 Recovery records were retrieved for giant Canada geese banded in the above banding 
data set, which were harvested by hunters from the years 1990-2007. Filters used to obtain 
these records are available in Appendix C. I used only recovery records in the months of 
September, October, November, December, and January to ensure that birds were harvested 
during legal hunting seasons. I added an additional field to the data set to adjust the recovery 
year for birds harvested in January to the correct hunting season; i.e. the previous calendar 
year’s harvest season. All recovery records with unknown ages were removed from the data 
set.  
2-Day Early Seasons 
 I stratified bandings and recoveries into 4 time periods: 1990-1995, 1996-2000, 2001-
2003, and 2004-2007. Time periods were stratified based on the presence or absence of a 2-
day early season to address the effects of these special seasons on harvest rates. A 2-day 
early season was present only during the 1996-2000 and 2004-2007 periods. I stratified 
bandings and recoveries into 2 geographic zones within Iowa: North and South. The 
North/South boundary was the latitude of Des Moines (41.56
o
N), which best represented the 
North/South boundary (Interstate 80) used by the Iowa DNR to set different regulations 
during the majority of the study period.  
I defined direct recoveries as birds banded during the summer and recovered 
(harvested) in the following fall; i.e. recovered during the first season of eligible harvest after 
banding. I calculated direct recovery rates for each time period and adjusted them by 
reporting rates to obtain estimates of direct harvest rates. Reporting rate estimates used were: 
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0.50 from 1990-1995, 0.82 from 1996-2000, 0.73 from 2001-2003, and 0.73 from 2004-2007 
(T. Moser, G. Zimmerman, USFWS, pers. comm.). I computed descriptive statistics for age-
specific harvest rates of all 4 periods for the North and South Goose hunting zones. I also 
calculated for each period the percent of the total recoveries that occurred in each 
state/province that harvested at least one goose banded in Iowa during the respective period. I 
observed direct harvest rates and distribution of recoveries in periods with 2-day early season 
harvests and compared them with rates and distributions from periods without 2-day early 
season harvests.  
Temporal Distribution of Recoveries 
I investigated the changes in temporal distribution of harvest for all geese banded in 
Iowa for seasons with and without an urban hunting season. I used band recovery data from 
the urban hunting season analysis and reduced the data set to only records of geese harvested 
in Iowa. For each recovery I assigned a day of the hunting season as the number of days after 
August 30. I calculated the cumulative percent harvest across the hunting season for the years 
2003-2007. I produced one graph displaying the temporal distribution of harvest for 2004, 
2005, 2006, and 2007, in which there were 2-day early season harvests, and 2003, in which 
there was no 2-day early season harvest. All years contained special metropolitan hunting 
seasons. 
Spatial Distribution of Direct Recoveries 
 I used data from 1990-2007 and included direct recoveries of birds harvested both in 
Iowa and outside of Iowa to investigate the spatial distribution of harvest for giant Canada 
geese banded in Iowa. I stratified the data by latitude by considering boundaries that would 
result in sufficient sample sizes while at the same time retain a meaningful scale for 
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interpretation. This exercise resulted in 5 strata with latitudinal boundaries of: 1 = < 38
o30’, 2 
= 38
o30’-40o30’, 3 = 40o30’-42o00’, 4 = 42o00’-43o30’, 5 = > 43o30’. Stratum 1 contained all 
recoveries from Central Missouri southward, Stratum 2 contained recoveries from Central 
Missouri to Northern Missouri, Stratum 3 contained recoveries from Southern Iowa to 
Central Iowa, Stratum 4 contained recoveries from Central Iowa to Northern Iowa, and 
Stratum 5 contained recoveries from Northern Iowa northward. I plotted recoveries using 
ArcGIS for visual observations of the distribution of recoveries.  
 I binned the recoveries by years into 4 time periods; 1990-1995, 1996-2000, 2001-
2003, 2004-2007. I summarized the recoveries (counts) within each stratum by time period 
and performed Chi-squared tests of homogeneity in Program R for each stratum to test for 
changes in the distribution of these counts across time. I performed the tests separately for 
adults and juveniles.  
 I calculated direct recovery rates for each stratum, year, and age, and used logistic 
regression to model direct recovery rates as a function of year and age using Program R. I 
plotted direct recovery rates as a function of year and used results from the logistic regression 
to fit curves to the plots. I also plotted the time variable coefficients (regression slopes) for 
all stratum against latitudinal stratum to check for trends in the change in direct recovery 
rates.  
15-Day Urban Seasons 
I investigated the effects of 15-day urban hunting seasons (Sep. 1-15) on the survival 
and harvest rates of giant Canada geese banded in Iowa by using model selection and 
comparing estimates of survival and recovery rates between “urban” and “rural” cohorts. I 
used a subset of the banding data extracted in the Data Collection procedures above. Iowa’s 
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urban hunting seasons were first implemented in 2003, therefore I used only banding and 
recovery data from the years 2003-2007. Specifically, the banding records were restricted to 
contain all normal, wild giant Canada geese banded in Iowa by the Iowa DNR from 2003 to 
2007 and released in the same 10-minute block as captured. Similarly, the recovery records 
were restricted to contain all normal, wild giant Canada geese banded in Iowa by the Iowa 
DNR from 2003 to 2007 and released in the same 10-minute block as captured, which were 
harvested from 2003 to 2007. Only birds obtained by hunter harvest were used in this data 
set. I performed the analyses separately for birds harvested anywhere and birds harvested 
only in Iowa to assess the effects of migrant birds on vital rates. 
I defined two new fields, B Zone and R Zone, in which I stratified bands and 
recoveries into 2 zones: North and South. This was done using a latitude coordinate from 
Fort Dodge, Iowa (42.52
o
N) as a best representation of Highway 20, which served as the 
North/South goose hunting zone boundary over the study period.  
  I used an ArcGIS layer defining the metropolitan hunting zones of Des Moines and 
Iowa City/Cedar Rapids overlayed on banding locations to assign each record a banding 
location type (Fig. 1). Geese banded within the Des Moines hunting zone were designated as 
“Des Moines” (DM), geese banded within the Iowa City/Cedar Rapids hunting zone were 
designated as “Iowa City/Cedar Rapids” (ICCR), and geese banded outside of these two 
metropolitan hunting zones were designated as “Rural” (R) geese.  
I created Brownie et al. (1974) 2-age class band recovery matrices as input for 
survival analysis in Program MARK (White et al. 1999). A model set was developed in 
Program MARK to investigate the following hypothesis: geese banded in the DM and ICCR 
metropolitan hunting zones have different survival/recovery rates than geese banded in Rural 
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locations. Models reflected different sets of assumptions about the influence of the variables 
location (L), age (a), and time (t) on model parameters. 
 
 
Figure 1. Goose banding locations (red dots) within the state of Iowa. Geese banded within the 
Des Moines metropolitan hunting zone (blue region) were defined as DM; birds banded within 
the Iowa City/Cedar Rapids metropolitan hunting zone (green region) were defined as IACCR. 
All birds banded outside of the 2 metropolitan hunting zones were defined as “Rural”. 
 
The global model, s[L*a*t],f[L*a*t], allowed survival and recovery rates to be 
location-, time-, and age-specific. Under this model, each of the 6 cohorts has a unique 
survival and recovery rate which varies over time independently of the other cohorts. The 
global model was run using the appropriate PIM structure, the identity design matrix, and the 
Sin link function. All other models were run using the same PIM structure but with a 
specified design matrix and the Logit link function.  
I created 24 models in addition to the global model for comparison of location types 
(Table 1). These 24 models consisted of all combinations of 4 survival rate structures with 6 
recovery rate structure. The survival rate structures included s[.], s[a], s[L*a] and s[L+a]. 
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Survival rates of giant Canada geese are expected to vary by age, and I therefore included 
age in all models but one. I included the variable location in 2 of these models in association 
with age to check for differences in survival rates among the 3 locations (R, DM, and ICCR). 
These 2 structures allowed for a combination of location and age in either an interactive or 
additive manner. Comparison of these models with s[a] models were made to determine the 
necessity of location in the model structure and address the hypothesis that metropolitan 
geese have different survival/recovery rates than rural birds. Model s[.] was included to 
check the assumption of varying survival rates.  
The recovery rate structures included f[a+t], f[a*t], f[L+a+t], f[L+a*t], f[L*a+t], and 
f[L*a*t]. Recovery rates of giant Canada geese are also expected to vary by age, as well as 
by time. I therefore included the variables age and time in each of the model structures. I 
included the location variable in 4 of the 6 recovery rate structures to assess differences in 
recovery rates among the 3 locations (R, DM, and ICCR). The variables age, location, and 
time were combined using both additive and interactive structures. Models were compared 
using quasi Akaike’s Information Criterion adjusted for small sample sizes and 
overdispersion (QAICC). Canada geese are extremely social birds and the fates of individuals 
are not independent. I therefore used the c-hat value from the global model to adjust for 
overdispersion. I chose the model with the lowest QAICC as the best model for estimation. 
Models with a ΔQAICC ≤ 2 were considered competitive.  
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Table 1. Model set used for evaluation of the effects of location (L), age (a), and time (t) on 
survival and recovery rates of Iowa geese. The survival rate (s) is the probability that a bird 
alive when a given cohort is banded will survive 1 calendar year to the time of next 
banding. The recovery rate (f) is the probability a banded bird alive when a given 
cohort is banded will be shot and its band reported during the next hunting season. The 
set consists of the global model {s[L*a*t], f[L*a*t]} and 24 alternative models containing both 
additive (+) and interactive (*) effects of age (a) and time (t). 
Model Set 
s[L*a*t], f[L*a*t]    Global 
        s[.], f[a+t] s[a], f[a+t] s[L+a], f[a+t] s[L*a], f[a+t] 
s[.], f[a*t] s[a], f[a*t] s[L+a], f[a*t] s[L*a], f[a*t] 
s[.], f[L+a+t] s[a], f[L+a+t] s[L+a], f[L+a+t] s[L*a], f[L+a+t] 
s[.], f[L+a*t] s[a], f[L+a*t] s[L+a], f[L+a*t] s[L*a], f[L+a*t] 
s[.], f[L*a+t] s[a], f[L*a+t] s[L+a], f[L*a+t] s[L*a], f[L*a+t] 
s[.], f[L*a*t] s[a], f[L*a*t] s[L+a], f[L*a*t] s[L*a], f[L*a*t] 
 
 
 
Results  
2-Day Early Seasons 
 Harvest rates were generally higher in the North Zone than in the South Zone. In the 
North Zone, adjusted direct recovery rates (harvest rates) for adults ranged from 8.0-12.3%, 
while those of juveniles ranged from 7.5-14.5% (Fig. 2). Juveniles had higher harvest rates in 
every period except 1990-1995. Harvest rates consistently increased over time in the North 
Zone. In the South Zone, adjusted direct recovery rates (harvest rates) for adults ranged from 
4.7-9.2%, while those of juveniles ranged from 7.0-8.3% (Fig. 3). Juveniles had higher 
harvest rates than adults in 2 out of the 4 periods, but there was no obvious temporal trend in 
harvest rates.  
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Figure 31. Harvest rates ( ±1 S.E.) by period and age of giant Canada geese banded in the Iowa 
North goose hunting zone. Asterisks denote time periods containing 2-day early seasons. 
 
 
 
 
Figure 32. Harvest rates ( ±1 S.E.) by period and age of giant Canada geese banded in the Iowa 
South goose hunting zone. Asterisks denote time periods containing 2-day early seasons. 
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 The large majority of the harvest of birds banded in Iowa occurred within the state of 
Iowa. In 1990-1995 Iowa accounted for 73.5% of the harvest (Fig. 4). This percentage 
increased steadily over time to 86.4% of the harvest in 2004-2007 (Figs. 4-7). Missouri, 
Illinois, and Minnesota made up a majority of the remainder of the harvest over the study 
period. Missouri accounted for 7.4% on average from 1990-2007, but, its contribution to the 
harvest decreased from 11.6 % to 4.4% during the study period. Illinois accounted for 5.4% 
of the harvest on average, and also showed a slight decrease over time. Minnesota accounted 
for 3.0% of the harvest on average and remained fairly constant over most of the study 
period.  
 
 
 
Figure 33. Harvest distribution for geese banded in Iowa and harvested from 1990-1995. All 
states/provinces represented have at least one recovery of an Iowa banded goose during 1990-
2007. 
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Figure 34. Harvest distribution for geese banded in Iowa and harvested from 1996-2000. All 
states/provinces represented have at least one recovery of an Iowa banded goose during 1990-
2007. 
 
 
Figure 35. Harvest distribution for geese banded in Iowa and harvested from 2001-2003. All 
states/provinces represented have at least one recovery of an Iowa banded goose during 1990-
2007. 
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Figure 36. Harvest distribution for geese banded in Iowa and harvested from 2004-2007. All 
states/provinces represented have at least one recovery of an Iowa banded goose during 1990-
2007. 
 
Temporal Distribution of Recoveries 
The largest percentages of the 2003 harvest occurred on the opening day of the urban 
hunting season (Sep. 1; 7.6%), the opening day of regular season (Sep. 27; 21.9%), and the 
second day of the regular season (Sep. 28; 8.8%; Fig. 8). The largest percentage of the 2004 
harvest occurred during the special 2-day early season (Sep. 11; 10.4% and Sep. 12; 9.7%), 
the opening day of regular season in the North Zone (Sep. 25; 6.8%), and the first 2 days of 
the regular season in the South Zone (Oct. 2; 9.3% and Oct. 3; 6.8%; Fig. 8). In 2005 the 
largest percentage of the harvest occurred during the special 2-day early season (Sep. 10; 
13.6% and Sep. 11; 11.6%), and the first 2 days of regular season (Oct. 1; 7.7% and Oct. 2; 
6.5%; Fig. 8). In 2006 the largest percentage of the harvest occurred during the special 2-day 
early season (Sep. 9; 13.1% and Sep. 10; 6.4%), and the first 2 days of regular season (Sep. 
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30; 10.9% and Oct. 1; 7.4%; Fig. 8). In 2007 the largest percentage of the harvest occurred 
during the special 2-day early season (Sep. 8; 13.7% and Sep. 9; 15.2%), and the first 2 days 
of regular season (Sep. 29; 11.0% and Sep. 30; 7.0%; Fig. 8).  
All hunting seasons except 2003 had a 2-day early season. All seasons containing a 2-
day early season displayed large increases in cumulative percent recoveries during the 2-day 
early season (~Sept. 8-12), and a diminished effect during the opening day of regular season 
(~Sept. 25-Oct. 1). The 2003, 2004, and 2007 recoveries reached 100% in mid-December 
while the 2005 and 2006 recoveries reached 100% in early January. Interestingly, after the 
opening day harvests, all years followed similar trajectories throughout the remainder of the 
hunting season, regardless of the presence of a 2-day early season (Fig. 8).  
 
 
Figure 37. Cumulative % of hunting season recoveries during the years 2003-2007. All years 
had a 2-day early season harvest (~September 8-12) except for 2003. All years contained special 
metropolitan hunting seasons (September 1-15). Note: the x-axis begins at 1 (September 1) and 
ends on day 153 (January 31). 
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Spatial Distribution of Direct Recoveries 
Direct recoveries ranged from Colorado to New Jersey, and southern Texas to 
southern Manitoba (Fig. 9). The majority of direct recoveries were harvested in Iowa with 
Missouri and Illinois contributing significant numbers as well.  Results from the Chi-squared 
tests of homogeneity showed a significant rejection of the null hypothesis of equal 
distribution among strata over time for both adults (p<0.01) and juveniles (p<0.01) 
 
 
Figure 9. Direct recoveries of giant Canada geese banded in Iowa from 1990-2007. Locations 
are labeled according to time periods: 1990-1995 (red), 1996-2000 (yellow), 2001-2003 (green), 
2004-2007 (blue). Latitudinal strata 1-5 are defined by the horizontal red lines. 
 
 There was a significant increase in juvenile direct recovery rates over time in Strata 2-
5, and a significant decrease in Stratum 1 (Table 2, Fig. 10). For adults, regression 
coefficients for Strata 3, 4, and 5 significantly increased, while coefficients from Strata 1 and 
2 were not significant (Table 2, Fig. 11). The logistic regression coefficients for time 
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increased with increasing latitude, indicating that the increase in direct recovery rates 
(relative to each latitudinal stratum) over time was greatest in the north (Fig. 12). Overall, 
direct recovery rates were much higher in the middle latitudinal stratum, which encompass 
Iowa, Illinois, and Missouri (Appendix D).  
Table 2. Slope coefficients (β) from the logistic regression of direct recovery rates on time, for 
each latitudinal stratum and for both adults and juveniles. Significant p-values are in bold. 
  Stratum β Coefficient SE P-value 
Adults 1 -0.0239 0.0252 0.3430 
 
2 0.0164 0.0232 0.4800 
 
3 0.0478 0.0103 < 0.0001 
 
4 0.0542 0.0096 < 0.0001 
 
5 0.1310 0.0424 0.0020 
     Juveniles 1 -0.0472 0.0147 0.0013 
 
2 0.0262 0.0132 0.0462 
 
3 0.0463 0.0065 < 0.0001 
 
4 0.0675 0.0051 < 0.0001 
  5 0.0660 0.0194 0.0007 
 
 
 
 
Figure 10. Logistic regression fits of adult direct recovery rates on time, for each latitudinal 
stratum from 1990-2007.  
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Figure 11. Logistic regression fits of juvenile direct recovery rates on time, for each latitudinal 
stratum from 1990-2007.  
 
 
  
Figure 12. Logistic regression slope (β) coefficients (time) plotted as a function of latitudinal 
stratum for adults (blue) and juveniles (red). Solid circles indicate significant coefficients. Open 
circles indicate non-significant coefficients. 
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15-Day Metropolitan Seasons 
 The best model for the all recoveries analysis was s[a], f[L*a+t], and model s[L*a], 
f[L+a+t] was competitive (Table 3). The best model had more than twice the weight of the 
competitive model. Survival rates from this model structure were 0.639 (SE = 0.020) for 
adults and 1.000 (SE < 0.001) for juveniles. An estimate of 1 for Juveniles, however, 
suggests some problems in the model estimation procedures. 
 The recovery rate structure from the top model, f[L*a+t], allows for an interaction 
between Location and Age with an additive effect of time. Under this structure each of the 6 
cohorts (RA, RJ, DMA, DMJ, ICCRA, and ICCRJ) has a unique recovery rate, and these 6 
rates vary concurrently over time. Although Location was included in this model it is 
apparent from the estimates that the ICCRJ cohort was responsible for the L*a interaction. 
Recovery rate estimates for ICCR juveniles range from 0.178-0.246, while those of the 
remaining 5 cohorts range from 0.064-0.132 (Fig. 13).  
 Interestingly, all of the top 5 models except the best model (s[a], f[L*a+t]) contain 
Location in the survival rate model structure. Survival estimates from these models reveal 
that the source of this variation resides in the ICCR adult and juvenile cohorts, and most 
noticeably in the juvenile cohort. Three of these models provide reasonable estimates for 
both adult (0.577-0.675) and juvenile (0.476-0.569) ICCR survival rates. Juvenile estimates 
were noticeably lower than those of any other cohort in these models and are consistent with 
what is expected given the high ICCR juvenile recovery rate estimates from the best model. 
64 
 
 
Figure 13. Recovery rate estimates ( ± 1 SE) from the best model, s[a], f[L*a+t], of the 15-Day 
Metropolitan Hunting Season analysis for giant Canada geese banded in Iowa and recovered 
anywhere. Recovery rates are shown for the cohorts Rural Adults (RA), Rural Juveniles (RJ), 
Des Moines Adults (DMA), Des Moines Juveniles (DMJ), Iowa City/Cedar Rapids Adults 
(ICCRA), and Iowa City/Cedar Rapids Juveniles (ICCRJ). 
 
The best model for the Iowa only recoveries analysis was s[L+a], f[L+a+t] (Table 4). 
There were four competitive models which had ΔQAICc < 2; s[.] f[L*a+t], s[L*a] f[L+a+t], 
s[L+a] f[L*a+t], and s[a] f[L*a+t]. The best two models each had significant weight. 
However, because 3 out of the top 5 models contain Location and Age variables, and since I 
was interested in Location-specific estimates of survival, I dismissed the 2
nd
 ranked model, 
s[.], f[L*a+t], in favor of the top model, s[L+a], f[L+a+t], which allows survival rates to vary 
by Location and Age. All survival and recovery rates were estimated from this model.  
 The survival rate structure from the top model, s[L+a], allowed survival rates to vary 
by Location with an additive effect of Age. Survival rate estimates of DM birds were highest 
at 0.841-0.860, while those from ICCR were the lowest at 0.444-0.481 (Fig. 14). Estimates 
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for Rural birds ranged from 0.657-0.689. The additive effect of Age in the model produced 
estimates of survival slightly higher for juveniles, although differences were small. 
Interestingly, using Iowa only recoveries eliminated the problem of juvenile survival rate 
estimates equal to 1 in the all recoveries analysis. All survival rates were reasonably 
estimated using recoveries only in Iowa.  
Table 3. Model selection results adjusted for c-hat=2.33 from the 15-Day Metropolitan Hunting 
Season analysis using all recoveries. The model set contains the global model {s[L*a*t], 
f[L*a*t]} and 24 alternative models.  
Model Selection Results 
Model QAICc 
Delta 
QAICc 
AICc 
Weights 
Num. 
Par QDeviance 
{s[a],f[L*a+t]} 14575.94 0.00 0.46 12 60.40 
{s[L*a],f[L+a+t]} 14577.80 1.86 0.18 14 58.26 
{s[L+a],f[L*a+t]} 14578.13 2.19 0.15 14 58.58 
{s[L*a],f[L*a+t]} 14578.29 2.35 0.14 16 54.74 
{s[L*a],f[L+a*t]} 14581.76 5.81 0.03 18 54.20 
{s[L+a],f[L+a+t]} 14583.03 7.09 0.01 12 67.49 
{s[a],f[L+a+t]} 14583.05 7.11 0.01 10 71.52 
{s[a],f[a+t]} 14584.92 8.98 0.01 8 77.39 
{s[L+a],f[L+a*t]} 14587.43 11.49 < 0.01 16 63.88 
{s[a],f[L+a*t]} 14587.45 11.50 < 0.01 14 67.90 
{s[L+a],f[a+t]} 14588.60 12.66 < 0.01 10 77.07 
{s[a],f[a*t]} 14589.17 13.22 < 0.01 12 73.63 
{s[L*a],f[a+t]} 14590.62 14.68 < 0.01 12 75.08 
{s[L+a],f[a*t]} 14592.85 16.90 < 0.01 14 73.30 
{s[L*a],f[a*t]} 14594.73 18.78 < 0.01 16 71.18 
{s[a],f[L*a*t]} 14600.49 24.55 < 0.01 32 44.87 
{s[L*a],f[L*a*t]} 14602.51 26.57 < 0.01 36 38.86 
{s[L+a],f[L*a*t]} 14603.15 27.21 < 0.01 34 43.52 
{s[L*a*t], f[L*a*t] - Global} 14633.81 57.86 < 0.01 54 34.00 
{s[.],f[L*a+t]} 14651.87 75.93 < 0.01 11 138.34 
{s[.],f[L+a*t]} 14659.26 83.32 < 0.01 13 141.72 
{s[.],f[L+a+t]} 14659.72 83.78 < 0.01 9 150.19 
{s[.],f[a*t]} 14661.90 85.96 < 0.01 11 148.36 
{s[.],f[a+t]} 14662.61 86.67 < 0.01 7 157.08 
{s[.],f[L*a*t]} 14672.32 96.38 < 0.01 31 118.70 
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 The recovery rate structure from the top model, s[L+a+t], allows recovery rates to by 
Location, Age, and Time specific, but without interaction between the 3 variables. Recovery 
rates for juveniles were consistently higher than those of adults. The inclusion of Location in 
the model structure appears to have been driven by the high recovery rates of both adult and 
juvenile ICCR birds. Estimates from these birds ranged from 0.145-0.213 (Fig. 15). 
Estimates from the remaining 4 cohorts were much lower and ranged from 0.059-0.107. 
Results from this analysis were similar to those of the all recoveries analysis in that they 
produced recovery rate estimates of ICCR juveniles which were significantly higher than 
adult or juveniles from DM or R locations. However, in this analysis, ICCR adults also 
showed significantly higher rates.    
Discussion  
Analyses of special 2-day early seasons provided evidence that changes over time 
have occurred in harvest rates as well as the distribution of harvest of Iowa’s giant Canada 
geese. However, these analyses were not conclusive in relating these changes specifically to 
2-day early season harvests. Direct harvest rates of Iowa’s giants showed an increase over 
time in the North Zone, while at the same time exhibited no trend in the South Zone. 
Furthermore, because the time periods 1996-2000 and 2004-2007 contained 2-day early 
seasons, it was expected that if an effect of these special seasons existed, these 2 time periods 
would have exhibited consistent differences in harvest rates between the 2 time periods not 
containing 2-day early seasons (1990-1995, 2001-2003). However, consistent differences 
were not observed between time periods with and without the special seasons. It is likely that 
a time trend evident in the North Zone is confounding interpretation of the effect of 2-day 
special early seasons.   
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Figure 14. Survival rate estimates ( ± 1 SE) from the best model, s[L+a], f[L+a+t], from the 15-
Day Metropolitan Hunting Season analysis for giant Canada geese banded in Iowa and 
recovered in Iowa. Survival rates are shown for the cohorts Rural Adults (RA), Rural Juveniles 
(RJ), Des Moines Adults (DMA), Des Moines Juveniles (DMJ), Iowa City/Cedar Rapids Adults 
(ICCRA), and Iowa City/Cedar Rapids Juveniles (ICCRJ). 
 
 
Figure 15. Recovery rate estimates ( ± 1 SE) from the best model, s[L+a], f[L+a+t], from the 15-
Day Metropolitan Hunting Season analysis of giant Canada geese banded in Iowa and 
recovered in Iowa. Recovery rates are shown for the cohorts Rural Adults (RA), Rural 
Juveniles (RJ), Des Moines Adults (DMA), Des Moines Juveniles (DMJ), Iowa City/Cedar 
Rapids Adults (ICCRA), and Iowa City/Cedar Rapids Juveniles (ICCRJ).  
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Table 4. Model selection results adjusted for c-hat = 2.30 from the 15-Day Metropolitan 
Hunting Season analysis using Iowa only recoveries. The model set contains the global model 
{s[L*a*t], f[L*a*t]} and 24 alternative models. 
Model Selection Results 
Model QAICc 
Delta 
QAICc 
AICc 
Weights 
Num. 
Par QDeviance 
{s[L+a],f[L+a+t]} 11324.53 0.00 0.28 12 56.04 
{s[.],f[L*a+t]} 11325.03 0.50 0.22 11 58.55 
{s[L*a],f[L+a+t]} 11325.60 1.07 0.17 14 53.11 
{s[L+a],f[L*a+t]} 11326.14 1.61 0.13 14 53.64 
{s[a],f[L*a+t]} 11326.31 1.78 0.12 12 57.82 
{s[L*a],f[L*a+t]} 11327.73 3.21 0.06 16 51.24 
{s[.],f[L+a+t]} 11330.97 6.44 0.01 9 68.49 
{s[L+a],f[L+a*t]} 11331.64 7.11 0.01 16 55.14 
{s[a],f[L+a+t]} 11332.18 7.65 0.01 10 67.70 
{s[L*a],f[L+a*t]} 11332.64 8.11 < 0.01 18 52.14 
{s[.],f[L+a*t]} 11338.17 13.64 < 0.01 13 67.68 
{s[a],f[L+a*t]} 11339.45 14.92 < 0.01 14 66.96 
{s[.],f[a+t]} 11340.07 15.54 < 0.01 7 81.59 
{s[a],f[a+t]} 11341.43 16.90 < 0.01 8 80.95 
{s[L+a],f[a+t]} 11342.66 18.13 < 0.01 10 78.18 
{s[L*a],f[a+t]} 11347.03 22.50 < 0.01 12 78.55 
{s[.],f[a*t]} 11347.26 22.73 < 0.01 11 80.78 
{s[a],f[a*t]} 11348.70 24.17 < 0.01 12 80.22 
{s[.],f[L*a*t]} 11351.53 27.00 < 0.01 31 44.96 
{s[L+a],f[L*a*t]} 11351.95 27.42 < 0.01 34 39.37 
{s[a],f[L*a*t]} 11352.79 28.26 < 0.01 32 44.22 
{s[L*a],f[L*a*t]} 11353.97 29.44 < 0.01 36 37.37 
{s[L*a],f[a*t]} 11363.44 38.92 < 0.01 16 86.9 
{s[L+a],f[a*t]} 11372.90 48.37 < 0.01 14 100.41 
{s[L*a*t], f[L*a*t] - Global} 11382.75 58.23 < 0.01 54 30.00 
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Analyses of the distribution of direct recoveries of Iowa’s giants did not provide any 
additional information as to the effects of special 2-day early seasons. Although increases 
were noticeable in the proportion of Iowa banded birds harvested in Iowa during the 1996-
2000 and 2004-2007 time periods, these increases were also noticeable during the 2001-2003 
time period, in which there were no 2-day early seasons. Had 2-day early seasons been 
responsible for such increases it would have been expected that during the 2001-2003 time 
period, these proportions would fall due to the absence of the special season. Instead, a time 
trend was once again evident in the giant Canada goose harvest. The proportion of giants 
harvested within Iowa increased from 73.5% to 86.4% between 1990 and 2007. My results 
suggest that the direct recovery rates of Iowa’s giants are declining in latitudes to the south of 
Iowa and increasing in more northerly latitudes. 
An additional factor that confounded the ability of these analyses to detect effects of 
2-day early seasons was the lack of consistency between years in harvest regulations, as 
mentioned in Sheaffer et al. (2005). Harvest regulations fluctuate continuously making it 
difficult to isolate one specific harvest regulation change as the cause of observed changes in 
harvest. Changes may occur in the number of allowable days in the hunting season, the 
starting and ending days of the seasons, the manner in which these days are broken up into 
early and late seasons, the differences between North and South Zone regulations, as well as 
the timing and length (or presence/absence) of special early season harvests. Under ideal 
circumstances all harvest regulations would remain constant while the presence/absence of 2-
day early seasons was manipulated. These conditions would offer the best scenario for 
identifying the effects of these special seasons. However, given the existing state of harvest 
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regulation change in Iowa, such effects are difficult to identify and results of these analyses 
cannot be used to make cause and effect inferences.  
Although confounding issues exist, certain effects of special 2-day early seasons can 
still be seen directly. Examination of the cumulative percent harvests shows that there are 
considerable differences in the temporal distribution of recoveries within the hunting season 
between seasons with 2-day early seasons and those without. In years with 2-day early 
harvest seasons a significant proportion of the recoveries are harvested during the 2-day early 
season (early September). This is followed by a diminished opening day affect. In seasons 
without this special season a large spike is not experienced until the opening day of the 
regular season, or the opening day effect. However, after the opening day affect seasons both 
with and without 2-day early seasons have attained roughly 50% of the total recoveries for 
the hunting season. Following this opening day effect all seasons follow the same trajectory 
throughout the remainder of the season. This suggests that the special 2-day early seasons 
affect the temporal distribution of harvest in September but do not affect the trajectory of the 
harvest after the opening of the regular season. Results from my analyses varied but 
suggested that special early seasons had at least some effect on the harvest of giant Canada 
geese. However, the presence of confounding factors prevented any substantial conclusions 
as to the effects of special early seasons.  Overall, these findings are similar to those of 
Soullierre (1988), Heusmann (1999), Luukkonen & Soulliere (2004), and Sheaffer et al. 
(2005) regarding special early seasons.  
Results from the band recovery metropolitan hunting zone analyses suggest that 
differences in vital rates do exist between geese in “Urban” and “Rural” locations within 
Iowa. In particular, geese banded in the ICCR hunting zone were found to exhibit 
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substantially higher recovery rates than Rural and DM geese. I hypothesized that a similar 
effect would be seen in both metropolitan hunting zones (DM & ICCR); however, 
interestingly, DM recovery rates were similar to those of birds from Rural locations. My 
hypothesis of a consistent, general effect of metro harvest seasons on recovery rates was not 
met; however these analyses have provided evidence that recovery rates differ between ICCR 
geese and Rural geese.  
Analyses also provided evidence that the 15-day metropolitan seasons had an effect 
on survival rates of the ICCR population. Model selection of s[a], f[L*a+t] in the “all 
recoveries” analysis suggested that Location was not an important factor in survival rates; 
however, 4 out of the 5 top models included “Location” in the survival rate model structure. 
Additionally, ICCR survival rate estimates from these models were lower than those of DM 
or Rural geese. ICCR juveniles in particular had survival rates that were lower than any other 
cohort. In addition, analyses using only recoveries of geese harvested in Iowa resulted in the 
selection of model s[L+a], f[L+a+t], which includes “Location” in the survival rate model 
structure. Survival rate estimates from this model were similar to those of the competitive 
models from the “all recoveries” analyses. Again, survival rates of ICCR geese were found to 
be substantially lower than those of DM or Rural birds.  
From the results of these analyses I did not identify a general effect of metropolitan 
harvest seasons on survival and recovery rates because DM and ICCR birds did not display 
similar changes. However, analyses have provided evidence that metropolitan hunting 
seasons may be affecting survival and recovery rates of ICCR geese. Reasons for these 
specific differences are unclear. Small sample sizes could potentially have played a role in 
the estimation of ICCR survival rates. It is also possible that banding protocols were altered 
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and banded geese were moved to different locations within the city limits of ICCR, thereby 
increasing vulnerability to harvest (A. Hancock, pers. comm.). It may also be that something 
outside of the scope of this study occurred with the ICCR juveniles causing harvest rates to 
increase. 
As with the examination of special 2-day early seasons, a potential confounding 
factor in these analyses was the continuous changing of harvest regulations within Iowa 
during the study period. Regulations fluctuate annually, making it difficult to identify one 
particular regulation change as the direct cause of any given change in giant Canada goose 
vital rates. Additionally, the definition of “Urban” and “Rural” geese used in these analyses 
may have been too general. Geese were defined as “Urban” or “Rural” based on their 
location of banding. By definition, all geese banded outside of DM and ICCR metropolitan 
hunting zones were identified as “Rural”. It is understood that this assumption is very general 
and undoubtedly false in some instances. There are abundant numbers of geese across Iowa 
that reside within city limits and are relatively safe from harvest pressures. Such geese would 
easily fall into the category of “Urban” geese in the context of the study. However, the 
impracticality of defining thousands of geese as “Rural” or “Urban” based on unique city 
latitude/longitude coordinates across the entire state warranted the use of my definitions.  
An additional byproduct from these analyses was the finding that migrant geese may 
be experiencing different survival and recovery rates than more “local” geese. Differences in 
model selection results and parameter estimates were found when comparing the analyses of 
the data using all recoveries and when using Iowa only recoveries. The use of all recoveries 
produced unreliable estimates of juvenile survival (100%). Examination of the band recovery 
matrices for these data shows that the source of these problems was the unexpected increase 
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in recoveries following the first year of harvest. For a given banded cohort, recoveries are 
expected to decline over time, assuming recovery rates do not change drastically. This 
assumption was violated in a number of instances in these data. Interestingly, the removal of 
recoveries outside of Iowa significantly reduced the frequency of these oddities. Using the 
Iowa only recoveries, encounter histories behaved much better and recoveries over time 
showed a much steadier decline. The result was much better estimation of survival rates.  
Further examination of the band recovery matrices using all recoveries illustrated that 
many of these increases in recoveries occurred during the 2
nd
 and 3
rd
 years after banding, i.e., 
the 2
nd
 and 3
rd
 years available for harvest. A potential explanation for these observations is 
molt migration. Molt migration is the migration of geese (or any other bird) outside of their 
breeding grounds to an often distant location for the purpose of molting (Abraham et al. 
1999, Zicus 1981, Kuyt 1962). The migration occurs during the spring and summer months 
when geese are nesting and carries over into the fall (Abraham et al. 1999, Luukkonen et al. 
2008). Geese may therefore be migrating back to their breeding grounds during legal hunting 
seasons. Because of this, these geese may potentially be exposing themselves to additional 
harvest, and therefore may experience reduced survival and increased harvest rates compared 
to geese remaining on the breeding grounds (Ogilvie 1978, Lawrence et al. 1998).  
Management Implications 
 The use and manipulation of harvest regulations has been the primary tool 
implemented to manage populations of giant Canada geese. Attempts have been made to alter 
hunting seasons in such a manner that harvest of Canada geese is focused specifically on 
local populations of giants. These seasons include both early and late seasons, as well as 
specialized metropolitan seasons. Such specialized seasons have the goal of both reducing 
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densities of giants as well as the human/goose conflicts that result from such high population 
densities.  
 For managers to efficiently set harvest regulations in the future it is crucial to 
understand the effectiveness of past harvest regulations. In the case of giant Canada goose 
harvest regulations, knowledge of the success or failure of these specialized hunting seasons 
can allow managers to adjust the timing and length of seasons such that in future years they 
are more effective at reducing population sizes. Results from these analyses have provided 
some evidence that special 2-day early seasons and 15-day metropolitan seasons have 
increased the harvest of giants within the state of Iowa. While a cause and effect relationship 
between these special seasons and changes in survival and recovery rates has not been clearly 
identified, evidence suggests that these seasons are having an impact on giant Canada goose 
demographics.  
 The ability to make strong inferences about the relationship between harvest 
regulations and changes in vital rates will require that states maintain consistency in harvest 
regulations from one year to the next. Currently, fluctuations in harvest regulations are 
frequent enough that determining the direct cause of observed changes in vital rates is 
extremely difficult. A more consistent approach will be required if more solid conclusions 
are to be drawn from experimental changes in regulations. Under ideal conditions, all 
regulations would be held constant while a specific hunting season was manipulated. These 
conditions would eliminate much of the noise in the data and would allow for stronger, more 
supported conclusions to be made.  
 Additionally, increasing banding sample sizes across the state, particularly in 
metropolitan areas, would result in increased precision of survival and recovery rates. Such 
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improvements in estimation would help identify any differences between given cohorts of 
birds, and ultimately allow managers to better assess the effectiveness of various harvest 
regulations.  
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CHAPTER 4: EFFECTS OF MOLT MIGRANTS ON THE ESTIMATION OF 
SURVIVAL RATES IN STANDARD BAND RECOVERY MODELS 
Introduction 
 Harvest management of giant Canada goose (goose) populations has traditionally 
depended on the utilization of banding programs for demographic information. Geese are 
banded and released during the summer months and the banding and harvesting information 
(age, sex, banding location, harvest location, etc.) from harvested birds is reported by hunters 
to the federal Bird Banding Laboratory (BBL) in Patuxent, Maryland. The use of band 
recovery analyses in management, while not always rigorously applied or linked to specific 
statistical objectives, has been instrumental in the understanding of goose demographics 
nationwide. Such analyses provide estimates of demographic rates and information about 
how these rates may be changing across time and space. The standard protocol is to assign 
only 2 age classes to geese (Juveniles and Adults) and to gather information from recoveries 
of birds from these 2 cohorts over the duration of the banding study. This band recovery data 
is then typically analyzed to obtain estimates of survival and recovery rates. Geese are 
typically banded in the summer months of June, July, and August, during which time young 
of the year geese (juveniles) are easily distinguished from adults. These young of the year 
geese may be referred to as Young, 1
st
 years, Juveniles, or Hatching Year (HY) geese. 
Although it is possible to age adult geese to more specific age classes (Hanson 1949, Hanson 
1967), adults are all typically lumped into an Adult, or After Hatching Year (AHY) cohort, 
because of limitations on time and effort. 
Annual survival rates are defined as the probability that a bird alive when a given 
cohort is banded will survive 1 calendar year to the time of next banding (Brownie et al. 
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1978). Annual recovery rates are defined as the probability a banded bird alive when a given 
cohort is banded will be shot and its band reported during the next hunting season (Brownie 
et al. 1978). For giant Canada geese, survival rates derived from recent band recovery data 
have been estimated between 0.475-0.773 for adults and 0.533-0.952 for juveniles, while 
recovery rates have typically been estimated between 0.045-0.179 for adults and 0.030-0.324 
for juveniles (Berdeen et al. 2008, Heller 2010, Sheaffer 2005). As demonstrated by the large 
range of juvenile survival rates, recent studies have produced some peculiar and non-intuitive 
results. In wildlife populations it is commonplace for adults to have higher survival rates than 
their young. This relationship has been demonstrated frequently in the literature for 
numerous species, including waterfowl. Adults are often considered to be more experienced 
than juveniles, thereby increasing their ability to avoid certain sources of mortality, including 
harvest from hunting. 
However, multiple studies have estimated survival rates of juvenile geese to be 
greater than those of adults. For example, mean survival rates reported for juvenile geese in 
Illinois, Indiana, and Wisconsin (𝑆′ =0.802) were estimated higher than those of adults 
(𝑆 =0.722) (Sheaffer et al. 2005). Berdeen et al. (2008) found similar results for each of 11 
Game Management Blocks (GMB) in Minnesota (𝑆′ =0.818, 𝑆 =0.608). In Chapter 1, I 
reported geese in states within the Mississippi Flyway had adult and juvenile survival rates 
that averaged 0.716 and 0.784, respectively.  
A potential explanation for this demographic anomaly is based on the phenomenon of 
geese to engage in molt migration. Molt migrations are characterized by often distant 
movements during the spring and fall seasons to and from locations for the purpose of 
molting (Abraham et al. 1999, Zicus 1981, Kuyt 1962). Molt migrations begin during the 
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months of May and June with the northward movement of geese from breeding areas to 
molting locations (Fig. 1). Geese molt their flight feathers in these northern locations during 
the months of June and July and afterward return southward to breeding grounds at some 
point between September and November (Abraham et al. 1999, Luukkonen et al. 2008). Molt 
migrant behavior is typical of non-breeding geese and failed nesters (Lukkonen 2008, Zicus 
1981). Thus, molt migrant flocks typically consist mostly of birds in their 1
st
 and 2
nd 
potential 
breeding seasons (termed 2
nd
 and 3
rd
 year geese), because geese typically do not breed until 
their 3
rd
 or 4
th
 year, and failed nesters ≥ 3 years old (Abraham et al. 1999, Zicus 1981, Kuyt 
1962). Molt migrations range from <100 km (Zicus 1981) to distances greater than 1,000 km 
(Kuyt 1962, Sterling et al. 1967). Zicus (1981) reported geese traveling as far as 1,300 km 
from Crex Meadows, Wisconsin to the Hudson Bay lowlands to molt. It has been 
hypothesized that molt migrations are advantageous to non-breeding geese because these 
geese molt migrate to areas with low human and predator populations, unlimited visibility, 
and available areas for escape (Sterling & Dzubin 1967). In contrast, it has also been 
suggested that the behavioral mechanism responsible for molt migrations is the avoidance of 
competition for food on the breeding grounds with successful breeders and their young 
(Salomonsen 1968). 
Studies suggest that molt migration is a phenomenon common in giant Canada geese. 
Zicus (1981) and Lawrence et al. (1998) reported that 50-63% of the spring populations in 
Wisconsin and Illinois, respectively, participated in this behavior. Luukkonen (2008) 
supported these findings and suggested that 55% of the spring population in Michigan molt 
migrated. High incidence (up to 96%) of molt migration among failed nesters has also been 
reported by several authors (Zicus 1981, Lawrence et al. 1998, Luukkonen 2008). With such 
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a large portion of the population annually participating in molt migrations it is very possible 
that the inclusion of such birds in band recovery analyses may violate an important 
assumption of band recovery models, i.e., all individuals within a given age class and a given 
year have the same probability of survival and recovery (Pollock & Raveling 1982). It has 
been suggested that molt migrants may experience higher mortality rates than geese 
remaining on temperate breeding grounds due to increased exposure to hunting pressure 
(Ogilvie 1978, Lawrence et al. 1998). As a result these geese may have lower survival rates 
than non-migrants. Because molt migrants are classified as adults when they are banded, bias 
may therefore be introduced in the estimates. Specifically, I hypothesize that reduced 
survival of the molt migrant cohort will negatively bias adult survival estimates derived from 
standard band recovery models.  
 
 
Figure 1. Giant Canada goose annual cycle illustrating the seasonal timing of Breeding, 
Banding, Harvest, and Molt Migration. 
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Estimates of juvenile survival may be biased as well. In standard band recovery 
models juvenile survival rates are defined as the survival from the mid-point of the 1
st
 
banding period to the mid-point of the next year’s banding period. However, molt migration 
of birds banded as juveniles occurs late in this interval, i.e., just prior to the next year’s 
banding season (Fig. 1). Therefore, interpretation of juvenile survival becomes complicated 
because a portion of these birds molt migrates. Additionally, it is possible that juvenile 
survival rates may be biased as a result of their ever growing affinity for urban areas. Such 
environments offer safe havens for developing juveniles and pose relatively little threat of 
predation or harvest. Juvenile geese that remain in urban areas for their entire 1
st
 year might 
therefore be expected to have increased annual survival relative to those that molt migrate. 
These occurrences have different impacts on survival and do not offer a consistent 
explanation for recent reports of extremely high juvenile survival.  
In Chapter 2, I reported that removal of band recoveries from birds harvested out of 
state resulted in improved estimates of survival rates for geese banded in Iowa. With out of 
state recoveries included in the analyses, estimated survival rates of juveniles were 
sometimes equal to 1.00, and the models did not fit the data adequately. Many of the geese 
harvested out of state were harvested north of Iowa, suggesting that many of these geese 
were molt migrants (Fig. 2). If so, results suggested that molt migration behavior may be the 
underlying cause for biased survival rate estimates and poor model performance.  
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Figure 2. Recoveries of giant Canada geese banded in Iowa and harvested outside of Iowa from 
2003-2007. 
 
Band recovery models have not been developed to specifically account for the 
potential influence of a third cohort (molt migrants) on survival and recovery rates. Age 
specific estimation of survival for 1
st
 year, 2
nd
 year, 3
rd
 year, etc. geese is not possible under 
standard models. In order to estimate survival rates of >2 cohorts using band recovery 
analyses, it is necessary to band birds from each of the distinct cohorts (Brownie et al. 1985). 
Therefore, under the current banding procedures, estimation of survival rates of a third cohort 
is not possible. Brownie et al. (1985) created their Model H3 to determine if subadults have 
different survival and recovery rates than those of older birds. Model H3 assumed that 
survival and recovery rates were age-dependent for the first 2 years of life (i.e., different for 
juvenile, subadults, and adults), but still assumed that banded birds were assigned to only 2 
age classes. They suggested that likelihood ratio tests between Model H3 and a less general 
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model, e.g., one that allows parameters to be equal for subadults and adults, could be used to 
test if subadults have different survival and recovery rates than older birds. However, under 
this model the survival rates are not estimable.      
The estimation of more cohort-specific survival rates, while not currently attainable, 
would offer a better understanding of goose demographics. To my knowledge, no analyses of 
band recovery data have been conducted to investigate the hypothesis that molt migrants 
affect the estimation of survival rates for geese under standard Brownie et al. (1985) models. 
I provide an examination of the performance of these standard band recovery models as well 
as the performance of an alternative model designed to accommodate molt migrant behavior. 
Objective (1): Determine how the presence of molt migrants in a banded population affects 
parameter estimation and model selection of standard goose band recovery models. 
Objective (2): Concurrently evaluate the performance of a new model that is parameterized 
to account for molt migrant cohorts. 
Methods 
 I used a Monte Carlo simulation process to conduct the evaluation. I used Program R 
(R Development Core Team 2004) to simulate band recovery data under different scenarios 
defined by underlying model parameters. I used RMark (Laake & Rextad 2006) to create a 
model set and run the models on the data in conjunction with Program MARK (White et al. 
1999). I simulated data under non-molt migrant (NMM) conditions and under molt migrant 
(MM) conditions. I used simulated data under NMM conditions as verification that 
simulations and model estimations were working correctly. 
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Model Set   
 I first developed an a priori set of 9 standard Brownie et al. (1985) models (Table 1). I 
used all combinations of 3 survival and 3 recovery rate parameterizations. Due to problems 
with numerical optimization algorithms in Program Mark I was not able to use the Brownie 
et al. (1985) recovery model parameterizations, which estimate survival (S) and recovery (f) 
rates. I therefore created all models under the Seber model parameterization (Cooch & White 
2008) in RMark. The Seber model structure differs from the Brownie model structure in that 
it estimates reporting rates (r) instead of recovery rates (f). Reporting rates (r) are defined in 
Cooch & White (2008) as the probability that dead marked individuals are reported during 
each period between releases, and where the death is not necessarily related to harvest. 
Recovery rates (f) are defined in Cooch & White (2008) as the probability of being harvested, 
retrieved and reported during the period between releases. As a result, I dismissed analyses of 
recovery rates here and focused on survival rates. Additionally, the last “survival” rate in 
Seber is a product of several parameters and is not analogous to any estimate from Brownie 
models. I therefore dropped this estimate from the analyses and considered only the first 5 
survival estimates from the Seber models.  
In accordance with most goose studies in the literature I assumed all survival and 
recovery rate models varied by 2 standard age classes (juveniles and adults), and allowed 
parameters in all but 1 model to vary by time in some form. I also developed a customized 
model, {s[B3age], f[B3age]}, to incorporate the presence of a third cohort, molt migrants. 
Model {s[B3age], f[B3age]} was patterned after Model H3 in Brownie et al. (1985). Model 
{s[B3age], f[B3age]}was constructed in RMark using Parameter Index Matrices (PIM) 
identical to those in Program MARK. PIM’s for model {s[B3age], f[B3age]} are shown in 
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Appendix E. I formatted the PIM structures such that all geese banded not as juveniles 
(standard adults) had constant adult survival and recovery rates over time. Geese banded as 
juveniles were allowed to have their own constant survival and recovery rates in their 1
st
 
year, and have separate (and constant) survival and recovery rates for their 2
nd
 and 3
rd
 years 
of life to represent a molt migrant cohort. Following the 3
rd
 year of life, geese banded as 
juveniles were assigned the same rates as those in the adult cohort.       
Table 1. The a priori model set developed for the simulation study. The notation a and t 
represents age and time, respectively. Notation [a+t] allows adults and juveniles to have 
different rates but restricts these rates to vary in parallel over time. Notation [a*t] allows adults 
and juveniles to have different rates and allows these rates to vary independently over time. 
Model # of Par. 
s[a],f[a] 4 
s[a],f[a+t] 9 
s[a],f[a*t] 14 
s[a+t],f[a] 8 
s[a+t],f[a+t] 13 
s[a+t],f[a*t] 18 
s[a*t],f[a] 12 
s[a*t],f[a+t] 17 
s[a*t],f[a*t] 22 
 
 
Parameterization and Data Simulation 
I chose the number of adults (N) and juveniles (M) to be banded as defined by 
standard band recovery models (Brownie et al. 1985). I then assumed that only geese in their 
1
st
 and 2
nd
 potential breeding seasons (2
nd
 and 3
rd
 year geese), were able to molt migrate. I 
used 4 parameters to specify the percentages of the population that molt migrated: a = % of 
2
nd
 year geese that do not molt migrate, b = % of 2
nd
 year geese that molt migrate, c = % of 
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3
rd
 year geese that do not molt migrate, and d = % of 3
rd
 year geese that molt migrate. Note 
that a + b = c + d = 1.0. 
Because banded adults are comprised of 2
nd
 year, 3
rd
 year, and greater than 3
rd
 year 
geese, I used 3 parameters to assign percentages of each age class at the time of banding: e = 
% of the standard adult cohort made up of 2
nd
 year birds, g = % of the standard adult cohort 
made up of 3
rd
 year birds, and h = % of the standard adult cohort made up of  > 3
rd
 year birds. 
Note that e + g + h = 1.0. There is a lack of information in the literature regarding age 
distributions of giant Canada geese. Most of the available information pertains only to the 
composition of adults and juveniles within a population. Some literature describes the 
composition of adults and subadults in spring populations; however such information does 
not offer the desired cohort specific information for my purposes. Therefore, to derive 
reasonable estimates for e, g, and h I built a theoretical population using specified survival 
rates for 2
nd
 year geese and for ≥ 3rd year geese, as well as percentages of 2nd and 3rd year 
geese in the spring population that molt migrated (b and d). I developed the theoretical 
population to mimic the population structure described in Luukkonen (2008). I assigned a 
starting value of 160 2-year old geese in the spring population and applied unique survival 
rates from the 8 simulation scenarios to project the expected number of 3
rd
 year birds, 4
th
 year 
birds, etc. out to 15
th
 year birds. I then used the assumed values for b and d to remove MM 
2
nd
 and 3
rd
 year geese from the spring population. Values used for survival rates, b and d 
were unique for each of 8 simulation scenarios described below. In this manner I developed 
an approximation of the summer population available for banding and assumed that geese 
were banded in proportion to the “realized” age structure. From this population I obtained 
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estimates of the percentage of 2
nd
 year (e), 3
rd
 year (g), and >3
rd
 year (h) geese in the banded 
adult cohort.  
 I used 4 survival rates and 3 recovery rates to accommodate for molt migration: S’ =  
NMM survival rate of geese in their 1
st
 available breeding season, S’’ = MM survival rate of 
geese in their 1
st
 available breeding season, S’’’ = MM survival rate of geese in their 2nd 
available breeding season, and S = NMM survival rate of geese in their 2
nd
 or greater 
available breeding season. I defined recovery rates as: f’=recovery rate of geese in their 1st 
available harvest season, f’’=MM recovery rate of geese in their 2nd and 3rd available harvest 
seasons, and f=NMM recovery rate of geese in their 2
nd
 or greater available harvest season. 
To distinguish these rates from those of the standard Brownie model rates I apply the 
appropriate prefix and hereafter refer to these parameters as MM or NMM survival rates and 
MM or NMM recovery rates. I also refer to standard Brownie model estimates from 2 age 
class models as standard survival rates and standard recovery rates. I used MM and NMM 
survival and recovery rates to develop expected value expressions for band recovery matrices 
(Figs. 3 & 4). These expressions were used to simulate the data. 
I created 8 scenarios to mimic the presence of molt migrants in the population (Table 
2). I allowed parameters to vary by 1) banding sample sizes, 2) degree of molt migrants in 
the population, and 3) effect of molt migration on survival. I specified 2 banding sample 
sizes in the simulations; high and low. For the high scenario I assumed levels of banding 
consistent with those typical of Mississippi Flyway states with high goose populations (N = 
1,500 and M = 3,000). For the low sample size scenario I assumed levels of banding 
consistent with those typical of Mississippi Flyway states with low goose populations (N = 
300 and M = 600). I specified 2 levels of molt migrant presence; high and low. For the high 
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scenario I assigned high percentages of 1
st
 and 2
nd
 year molt migrants and assumed 
percentages of 2
nd
 year molt migrants to be less than that of 1
st
 year molt migrants (b = 0.90 
and d = 0.70). For the low scenario I lowered these rates to b = 0.50 and d = 0.30. I allowed 
for 2 different effects of molt migration on survival. For the first scenario I assumed that molt 
migration decreased annual survival and applied a “penalty” to survival rates of NMM 
juvenile and adult geese (S’ = 0.55 and S = 0.70) of 0.15 to obtain MM survival rates, i.e., S’’ 
= 0.40 and S’’’ = 0.55. For the second scenario I assumed that MM and NMM survival rates 
were equal, i.e., no effect on survival. For all scenarios I assumed MM recovery rates to be 
highest, followed by NMM juveniles, and finally NMM adults: f’ = 0.12, f’’ = 0.14, and f = 
0.08. I created a for-loop in Program R to simulate band recovery data sets and analyze the 
data using Program RMark. I simulated 1,000 adult and juvenile band recovery matrices for a 
theoretical 6-year banding study; i.e., 6 years of banding and 6 encounter occasions. 
  
 
  
8
8
 
Table 2. Fixed parameter values for each of the 8 MM Scenarios and the NMM (Verification) Scenario. MM Scenarios 1-8 included molt migrants 
in the simulated data. The NMM Verification Scenario did not include molt migrants in the simulated data and served as a baseline for comparison. 
Parameters were: S’ =  NMM survival rate of geese in their 1st available breeding season, S’’ = MM survival rate of geese in their 1st available 
breeding season, S’’’ = MM survival rate of geese in their 2nd available breeding season, S = NMM survival rate of geese in their 2nd or greater 
available breeding season, f’=recovery rate of geese in their 1st available harvest season,  f’’=MM recovery rate of geese in their 2nd and 3rd available 
harvest seasons, f=NMM recovery rate of geese in their 2
nd
 or greater available harvest season, a = % of 2
nd
 year geese that do not molt migrate, b = 
% of 2
nd
 year geese that molt migrate, c = % of 3
rd
 year geese that do not molt migrate, d = % of 3
rd
 year geese that molt migrate e = % of the 
standard adult cohort made up of 2
nd
 year birds, g = % of the standard adult cohort made up of 3
rd
 year birds, h = % of the standard adult cohort 
made up of > 3
rd
 year birds, N = number of adults banded, and M = number of juveniles banded.  
  
MM Scenario 
  NMM 
  
Scenario 
Parameter 
Set 1 2 3 4 5 6 7 8 
 
Verification 
S' 0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55 
 
0.55 
S'' 0.40 0.40 0.40 0.40 0.55 0.55 0.55 0.55 
 
0.55 
S''' 0.55 0.55 0.55 0.55 0.70 0.70 0.70 0.70 
 
0.70 
S 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.70 
 
0.70 
f' 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 
 
0.12 
f'' 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 
 
0.08 
f 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 
 
0.08 
           a 0.10 0.10 0.50 0.50 0.10 0.10 0.50 0.50 
 
1.00 
b 0.90 0.90 0.50 0.50 0.90 0.90 0.50 0.50 
 
0.00 
c 0.30 0.30 0.70 0.70 0.30 0.30 0.70 0.70 
 
1.00 
d 0.70 0.70 0.30 0.30 0.70 0.70 0.30 0.30 
 
0.00 
e 0.06 0.06 0.20 0.20 0.06 0.06 0.20 0.20 
 
0.00 
g 0.11 0.11 0.19 0.19 0.11 0.11 0.19 0.19 
 
0.00 
h 0.83 0.83 0.61 0.61 0.83 0.83 0.61 0.61 
 
1.00 
           N 1,500 300 1,500 300 1,500 300 1,500 300 
 
1,500 
M 3,000 600 3,000 600 3,000 600 3,000 600   3,000 
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    Juveniles 
  
Recovery Year 
Band 
Year 
# 
Banded 1 2 3 4 5 6 
1 M1 M1f1' 
M1(as1'f2 + 
bs1''f2'') 
M1(ads1's2'''f3'' + 
acs1's2f3 + bds1''s2'''f3'' 
+ bcs1''s2f3) 
M1(ads1's2'''s3f4 + 
acs1's2s3f4 + 
bds1''s2'''s3f4 + 
bcs1''s2s3f4) 
M1(ads1's2'''s3s4f5 + 
acs1's2s3s4f5 + 
bds1''s2'''s3s4f5 + 
bcs1''s2s3s4f5) 
M1(ads1's2'''s3s4s5f6 + 
acs1's2s3s4s5f6 + 
bds1''s2'''s3s4s5f6 + 
bcs1''s2s3s4s5f6) 
2 M2  
M2f2' M2(as2'f3 + bs2''f3'') 
M2(ads2's3'''f4'' + 
acs2's3f4 + bds2''s3'''f4'' 
+ bcs2''s3f4) 
M2(ads2's3'''s4f5 + 
acs2's3s4f5 + 
bds2''s3'''s4f5 + 
bcs2''s3s4f5) 
M2(ads2's3'''s4s5f6 + 
acs2's3s4s5f6 + 
bds2''s3'''s4s5f6 + 
bcs2''s3s4s5f6) 
3 M3   
M3f3' M3(as3'f4 + bs3''f4'') 
M3(ads3's4'''f5'' + 
acs3's4f5 + bds3''s4'''f5'' 
+ bcs3''s4f5) 
M3(ads3's4'''s5f6 + 
acs3's4s5f6 + 
bds3''s4'''s5f6 + 
bcs3''s4s5f6) 
4 M4    
M4f4' M4(as4'f5 + bs4''f5'') 
M4(ads4's5'''f6'' + 
acs4's5f6 + bds4''s5'''f6'' 
+ bcs4''s5f6) 
5 M5     
M5f5' M5(as5'f6 + bs5''f6'') 
6 M6           M6f6' 
Figure 3. Expected recoveries matrix for juveniles, where Mi = number of juveniles banded in year i, fi’ = recovery rate in year i of 
geese in their 1
st
 available harvest season, fi’’ = MM recovery rate in year i of geese in their 2
nd
 and 3
rd
 available harvest seasons, fi = 
NMM recovery rate in year i of geese in their 2
nd
 or greater available harvest season, Si’ = NMM survival rate in year i of geese in 
their 1
st
 available breeding season, Si’’ = MM survival rate in year i of geese in their 1
st
 available breeding season, Si’’’ = MM survival 
rate in year i of geese in  their 2
nd
 available breeding season, Si = NMM survival rate in year i of geese in their 2
nd
 or greater available 
breeding season, a = % of 2
nd
 year geese that do not molt migrate, b = % of 2
nd
 year geese that molt migrate, c = % of 3
rd
 year geese 
that do not molt migrate, d = % of 3
rd
 year geese that molt migrate
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    Adults 
  
Recovery Year 
Band 
Year 
# 
Banded 1 2 3 4 5 6 
1 N1 N1(ef1 + gf1 + hf1) 
N1(eds1'''f2'' + ecs1f2 
+ gs1f2 + hs1f2) 
N1(eds1'''s2f3 + 
ecs1s2f3 + gs1s2f3 + 
hs1s2f3) 
N1(eds1'''s2s3f4 + 
ecs1s2s3f4 + gs1s2s3f4 
+ hs1s2s3f4) 
N1(eds1'''s2s3s4f5 + 
ecs1s2s3s4f5 + 
gs1s2s3s4f5 + 
hs1s2s3s4f5) 
N1(eds1'''s2s3s4s5f6 + 
ecs1s2s3s4s5f6 + 
gs1s2s3s4s5f6 + 
hs1s2s3s4s5f6) 
2 N2  
N2(ef2 + gf2 + hf2) 
N2(eds2'''f3'' + ecs2f3 
+ gs2f3 + hs2f3) 
N2(eds2'''s3f4 + 
ecs2s3f4 + gs2s3f4 + 
hs2s3f4) 
N2(eds2'''s3s4f5 + 
ecs2s3s4f5 + gs2s3s4f5 
+ hs2s3s4f5) 
N2(eds2'''s3s4s5f6 + 
ecs2s3s4s5f6 + 
gs2s3s4s5f6 + 
hs2s3s4s5f6) 
3 N3   
N3(ef3 + gf3 + hf3) 
N3(eds3'''f4'' + ecs3f4 
+ gs3f4 + hs3f4) 
N3(eds3'''s4f5 + 
ecs3s4f5 + gs3s4f5 + 
hs3s4f5) 
N3(eds3'''s4s5f6 + 
ecs3s4s5f6 + gs3s4s5f6 
+ hs3s4s5f6) 
4 N4    
N4(ef4 + gf4 + hf4) 
N4(eds4'''f5'' + ecs4f5 
+ gs4f5 + hs4f5) 
N4(eds4'''s5f6 + 
ecs4s5f6 + gs4s5f6 + 
hs4s5f6) 
5 N5     
N5(ef5 + gf5 + hf5) 
N5(eds5'''f6'' + ecs5f6 
+ gs5f6 + hs5f6) 
6 N6           N6(ef6 + gf6 + hf6) 
Figure 4. Expected recoveries matrix for adults, where Ni = number of adults banded in year i, fi’ = recovery rate in year i of geese in 
their 1
st
 available harvest season, fi’’ = MM recovery rate in year i of geese in their 2
nd
 and 3
rd
 available harvest seasons, fi = NMM 
recovery rate in year i of geese in their 2
nd
 or greater available harvest season, Si’ = NMM survival rate in year i of geese in their 1
st
 
available breeding season, Si’’ = MM survival rate in year i of geese in their 1
st
 available breeding season, Si’’’ = MM survival rate in 
year i of geese in  their 2
nd
 available breeding season, Si = NMM survival rate in year i of geese in their 2
nd
 or greater available 
breeding season, a = % of 2
nd
 year geese that do not molt migrate, b = % of 2
nd
 year geese that molt migrate, c = % of 3
rd
 year geese 
that do not molt migrate, d = % of 3
rd
 year geese that molt migrate, e = % of the standard adult cohort made up of 2
nd
 year birds, g = 
% of the standard adult cohort made up of 3
rd
 year birds, and h = % of the standard adult cohort made up of  > 3
rd
 year birds. 
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Data Analysis 
I used RMark within the for-loop to export simulated data sets and model structures 
to Program MARK for estimation of survival rates. Model selection and parameter 
estimation were performed in Program MARK using Maximum Likelihood theory in 
conjunction with information-theoretic analysis (Burnham & Anderson 2002). Output from 
Program MARK was exported to R. Specifically, for each simulated data set I extracted 
estimates of juvenile and adult survival and their estimated standard errors for the 9 standard 
models and extracted NMM juvenile, MM, and NMM adult survival rate estimates and 
standard error estimates from the model {s[B3age], f[B3age]}.  I extracted the best model 
(minimum AICc) from each simulated data set both with and without model {s[B3age], 
f[B3age]}. I also extracted the difference in AICc values between models {s[a], f[a]} and 
{s[B3age], f[B3age]} for specific comparison of the models’ performance. Because these 2 
models are generally similar in structure and {s[B3age], f[B3age]} is a 3 “age class” (cohort) 
model while {s[a], f[a]} is a 2 age class (cohort) model, comparison of the AICc values 
between these models provides insight into the potential value of model {s[B3age], 
f[B3age]} for identification of the need for a 3
rd
 age class (cohort) in the model set.   
I verified the simulation process by simulating standard band recovery data under 
model {s[a*t], f[a*t]} (model H1 from Brownie et al. (1985)). Model {s[a*t], f[a*t]} assumes 
time specific survival and recovery rates for adults and juveniles. I set standard adult and 
juvenile sample sizes of N=1,500 and M=3,000, respectively. To simulate NMM Scenarios 
using the molt migrant R code I set a=1, b=0, c=1, d=0, e=0, g=0, and h=1, and S’ = S’’ = 
0.55, S’’’ = S = 0.70, f’ = 0.12, and f’’ = f = 0.08. I used RMark to run each of the 9 standard 
models from the a priori model set through Program MARK (White et al. 1999), and 
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calculated mean adult and juvenile survival rate estimates for model {s[a*t], f[a*t]} for each 
simulation. I then calculated the mean of the means for both adults and juveniles and 
compared these values with the true survival rates used to simulate the data to check for bias 
in the estimates. I also collected for each simulation the year specific estimates of standard 
adult and juvenile survival rates and calculated the mean and empirical variances of the 
simulated values, and compared these values to those calculated from using the closed-form 
estimation formula from Model H1 (Brownie et al. 1985). Correspondence of these estimates 
and variances indicate that the simulations were being performed correctly and that the data 
were simulated with appropriate stochastic variation in the number of recoveries. 
 Results  
 Under the NMM Scenario model {s[a], f[a]} was chosen as the best model in 88% of 
the 1,000 replications when excluding model {s[B3age], f[B3age]} (Table 3). Under MM 
Scenarios model {s[a], f[a]} was chosen as the best model 67%-87% of the 1,000 
replications and no other models were chosen in >10% of the replications. While the 
selection of model {s[a], f[a]} was decreased by the presence of molt migrants under all 
scenarios, the magnitude of this decrease was minimal for Scenarios 2, 3, 4, 6, 7, and 8; 
selection still ranged from 84%-87%. The largest decreases occurred under Scenarios 1 and 
5; the inclusion of molt migrants decreased the selection of {s[a], f[a]} from 88% 
(Verification Scenario) to 67% and 73%, respectively, and increased the selection of s[a*t] 
models. 
 The inclusion of model {s[B3age], f[B3age]} under NMM conditions reduced the 
percent selection of model {s[a], f[a]} from 88% to 76% (Table 4). Model {s[B3age], 
f[B3age]} accounted for 13% of the remaining replications. Under MM conditions model 
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{s[B3age], f[B3age]} was chosen in > 85% of the replications for all Scenarios except under 
Scenarios 4 and 8 model. For these Scenarios, model {s[B3age], f[B3age]} and {s[a], f[a]} 
were each chosen in about 50% of the replications. Under all MM Scenarios the inclusion of 
model {s[B3age], f[B3age]} dramatically decreased the selection of {s[a], f[a]}. For all 
Scenarios, models {s[B3age], f[B3age]} and {s[a], f[a]} dominated selection of the best 
model. 
The distribution of the differences in AICc values (ΔAICc) between {s[a], f[a]} and 
{s[B3age], f[B3age]} indicated that not only was model {s[B3age], f[B3age]} chosen in 
every repetition in Scenarios 1 and 5, it also had considerably smaller AICc values (Fig. 5, 
Table 5). All ΔAICc values were positive in both Scenarios, with a large majority of the 
ΔAICc values > 20, indicating a strong selection for {s[B3age], f[B3age]} over {s[a], f[a]}. 
Similar results were found for Scenarios 2, 3, 6, and 7, although the magnitudes of the 
ΔAICc values were smaller. Under these Scenarios model {s[a], f[a]} was chosen as the best 
model in some replications. Average ΔAICc values between the two models were small in 
Scenarios 4 and 8 (Table 5). Additionally, the distribution of ΔAICc values for the 
Verification scenario supported model selection results favoring the selection of {s[a], f[a]} 
over {s[B3age], f[B3age]}. However, the small magnitudes of these ΔAICc values suggest 
that ~31% of the time these 2 models were competitive with each other (|ΔAICc| < 2).  
 
 
 
9
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Table 3. Model selection results excluding model {s[B3age], f[B3age]} from the model set for the MM and NMM Scenarios. Entries are 
the number of times out of 1,000 simulations that each model was selected as the best overall model in the model set. 
  
MM Scenario 
  NMM 
  
Scenario 
Parameter 1 2 3 4 5 6 7 8 
 
Verification 
s[a],f[a] 671 835 836 866 729 854 852 860 
 
881 
s[a],f[a+t] 37 46 39 44 48 45 34 47 
 
45 
s[a],f[a*t] 8 9 11 8 5 11 13 8 
 
8 
s[a+t],f[a] 51 59 46 52 75 61 48 53 
 
43 
s[a+t],f[a+t] 38 19 27 15 11 9 14 12 
 
11 
s[a+t],f[a*t] 5 2 0 1 1 1 1 0 
 
0 
s[a*t],f[a] 97 29 30 11 89 15 32 17 
 
11 
s[a*t],f[a+t] 36 1 5 1 24 4 2 1 
 
0 
s[a*t],f[a*t] 57 0 6 2 18 0 4 2   1 
 
 
Table 4. Model selection results including model {s[B3age], f[B3age]} in the model set for the MM and NMM Scenarios. Entries are 
the number of times out of 1,000 simulations that each model was selected as the best overall model in the model set.  
  
MM Scenario 
  NMM 
  
Scenario 
Parameter 1 2 3 4 5 6 7 8 
 
Verification 
s[a],f[a] 0 51 10 433 0 112 14 438 
 
756 
s[a],f[a+t] 0 15 0 32 0 14 1 36 
 
43 
s[a],f[a*t] 0 4 1 8 0 4 0 5 
 
7 
s[a+t],f[a] 0 10 4 37 0 14 4 30 
 
41 
s[a+t],f[a+t] 0 3 4 12 0 2 1 6 
 
11 
s[a+t],f[a*t] 0 0 0 1 0 0 1 0 
 
0 
s[a*t],f[a] 0 5 2 7 0 2 1 13 
 
9 
s[a*t],f[a+t] 0 0 0 1 0 0 0 0 
 
0 
s[a*t],f[a*t] 0 0 0 1 0 0 0 1 
 
1 
s[B3age],f[B3age] 1000 912 979 468 1000 852 978 471   132 
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Figure 5. Distributions of the ΔAICc values between models {s[a], f[a]} and {s[B3age], f[B3age]} 
in 1,000 replications under each scenario. Positive ΔAICc values indicate that model {s[B3age], 
f[B3age]} ranked higher than model {s[a], f[a]}.   
 
 
Table 5. Mean ΔAICc values and standard deviations (sd) between Models {s[a],f[a]} and 
{s[B3age],f[B3age]} for Scenarios 1-8 and the Verification Scenario. 
Scenario Mean sd 
1 52.71 14.37 
2 8.72 6.84 
3 13.40 7.90 
4 1.01 4.03 
5 41.96 13.67 
6 6.78 6.47 
7 13.67 8.32 
8 1.06 4.22 
Verification -1.94 2.07 
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Estimated standard survival rates under the NMM Verification Scenario were nearly 
identical to the true parameter values for all 9 standard models (Tables 6). Relative bias of 
standard adult survival ranged from 0.0-0.3%, and relative bias of standard juvenile survival 
ranged from 0.2-1.1%. Standard errors were higher for models with more parameters. 
Estimates from model {s[B3age], f[B3age]} were similar to those of standard estimates, 
however standard errors were much higher for NMM adult estimates and slightly smaller for 
NMM juvenile estimates (Table 7). I also compared year-specific standard adult survival rate 
estimates and empirically calculated standard errors from Model {s[a*t], f[a*t]} to results 
obtained from Brownie et al.(1985) formulas for verification of the simulation procedures. 
Standard adult survival rates estimates from the simulations had a 0.2%-1.4% relative bias 
(positive) from the Brownie et al. estimates; empirical standard error estimates had a 3.3%-
7.4%% relative bias (mostly positive). The correspondence of these estimates confirmed that 
the simulations were performed correctly and that the proper amount of variance was 
reflected in the simulated data.   
 Estimated average standard adult survival rates from the standard models under MM 
conditions ranged from 0.638-0.687 for Scenarios 1-8 (Table 8). The presence of molt 
migrants thus resulted in percent relative bias of <10% in estimated adult survival rates. Bias 
was slightly greater under Scenarios with high MM conditions (Scenarios 1, 2, 5, & 6), and 
in models with fewer parameters; i.e. {s[a], f[a]}, {s[a], f[a+t]}, {s[a], f[a*t]}, {s[a+t], f[a]}, 
and {s[a*t], f[a]}. Standard errors doubled in comparable Scenarios with smaller sample 
sizes (Scenarios 2, 4, 6, & 8).  
 Estimated standard juvenile survival rates from the models under MM Scenarios were 
similar for Scenarios 1-4 and ranged from 0.548-0.587 (Table 9). These estimates were 
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relatively similar to the true NMM juvenile survival rate S’ = 0.55). Standard juvenile 
survival rate estimates for Scenarios 5 and 6 were dramatically inflated and ranged from 
0.786-0.809 (Table 9).  Scenarios 7 and 8, which had fewer molt migrants, also produced 
standard survival estimates that were inflated, although to a lesser degree than Scenarios 5 
and 6. Again, standard errors roughly doubled in comparable Scenarios with smaller sample 
sizes. 
 Under MM Scenarios model {s[B3age], f[B3age]} average estimates of NMM adult 
survival had negligible bias, but standard errors were considerably higher than those of 
standard models (Table 10). Average estimates of NMM juvenile survival rates were 
positively biased for all Scenarios; bias ranged from 10%-26% (Table 10). Bias was higher 
under scenarios where survival was not affected by molt migration (Scenarios 5-8). Average 
estimates of MM survival ranged from 0.536-0.600 for Scenarios 1-4, where the true MM 
survival rates were S’’ = 0.40 and S’’’ = 0.55 (Table 10). In Scenarios 5-8, average estimates 
ranged from 0.627-0.643, compared to true values of S’’ = 0.55 and S’’’ = 0.70.  
Table 6. Mean simulated adult and juvenile survival rate estimates and standard errors (se) for 
NMM scenarios for each of the 9 traditional models.  
  NMM Scenario 
  Adults (S) Juveniles (S') 
Model Mean  se Mean se 
s[a],f[a] 0.700 0.011 0.551 0.019 
s[a],f[a+t] 0.700 0.012 0.551 0.019 
s[a],f[a*t] 0.700 0.012 0.551 0.020 
s[a+t],f[a] 0.700 0.015 0.551 0.022 
s[a+t],f[a+t] 0.701 0.030 0.552 0.037 
s[a+t],f[a*t] 0.701 0.036 0.553 0.044 
s[a*t],f[a] 0.700 0.018 0.551 0.026 
s[a*t],f[a+t] 0.701 0.032 0.552 0.043 
s[a*t],f[a*t] 0.702 0.061 0.553 0.048 
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Table 7. Mean simulated adult, MM, and juvenile survival rate estimates and standard errors 
(se) from model {s[B3age], f[B3age]} for NMM scenarios. 
  NMM Scenario 
Cohort Mean se 
NMM Juvenile 0.556 0.014 
MM 0.701 0.045 
NMM Adult 0.700 0.080 
 
Table 8. Mean simulated adult survival rate estimates and standard errors (se) for each of the 9 
standard models for MM Scenarios 1-8.  
  Scenario 
  1 2 3 4 
Model Mean  se Mean se Mean se Mean se 
s[a],f[a] 0.639 0.011 0.638 0.024 0.665 0.011 0.665 0.025 
s[a],f[a+t] 0.639 0.011 0.639 0.025 0.665 0.011 0.665 0.025 
s[a],f[a*t] 0.639 0.011 0.639 0.026 0.666 0.012 0.665 0.026 
s[a+t],f[a] 0.641 0.016 0.641 0.035 0.667 0.016 0.666 0.035 
s[a+t],f[a+t] 0.655 0.032 0.658 0.071 0.676 0.031 0.679 0.068 
s[a+t],f[a*t] 0.660 0.039 0.662 0.081 0.678 0.037 0.682 0.080 
s[a*t],f[a] 0.644 0.019 0.644 0.043 0.668 0.019 0.668 0.042 
s[a*t],f[a+t] 0.663 0.036 0.665 0.079 0.680 0.034 0.683 0.076 
s[a*t],f[a*t] 0.663 0.058 0.668 0.121 0.681 0.059 0.685 0.121 
 
 
Table 8 (cont). 
  Scenario 
  5 6 7 8 
Model Mean se Mean se Mean se Mean se 
s[a],f[a] 0.644 0.010 0.644 0.022 0.666 0.011 0.666 0.024 
s[a],f[a+t] 0.644 0.010 0.645 0.023 0.666 0.011 0.667 0.024 
s[a],f[a*t] 0.644 0.011 0.644 0.024 0.666 0.011 0.666 0.025 
s[a+t],f[a] 0.645 0.014 0.646 0.031 0.667 0.015 0.668 0.032 
s[a+t],f[a+t] 0.646 0.027 0.650 0.063 0.673 0.040 0.679 0.080 
s[a+t],f[a*t] 0.655 0.049 0.655 0.092 0.678 0.044 0.681 0.092 
s[a*t],f[a] 0.648 0.018 0.648 0.039 0.669 0.018 0.670 0.040 
s[a*t],f[a+t] 0.657 0.049 0.664 0.101 0.679 0.046 0.685 0.098 
s[a*t],f[a*t] 0.662 0.052 0.663 0.110 0.683 0.059 0.687 0.119 
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Table 9. Mean simulated juvenile survival rate estimates and standard errors (se) for each of 
the 9 standard models for MM Scenarios 1-8.  
  Scenario 
  1 2 3 4 
Model Mean se Mean se Mean se Mean se 
s[a],f[a] 0.553 0.019 0.555 0.042 0.549 0.019 0.551 0.042 
s[a],f[a+t] 0.552 0.019 0.555 0.043 0.549 0.019 0.551 0.043 
s[a],f[a*t] 0.550 0.019 0.553 0.044 0.548 0.019 0.550 0.044 
s[a+t],f[a] 0.553 0.022 0.556 0.050 0.550 0.022 0.552 0.050 
s[a+t],f[a+t] 0.557 0.036 0.569 0.080 0.555 0.037 0.563 0.080 
s[a+t],f[a*t] 0.565 0.045 0.570 0.095 0.558 0.045 0.565 0.096 
s[a*t],f[a] 0.553 0.026 0.556 0.057 0.550 0.026 0.552 0.058 
s[a*t],f[a+t] 0.566 0.044 0.572 0.094 0.559 0.044 0.567 0.095 
s[a*t],f[a*t] 0.583 0.050 0.587 0.106 0.567 0.049 0.573 0.105 
 
 
 
Table 9 (cont).   
  Scenario 
  5 6 7 8 
Model Mean se Mean se Mean se Mean se 
s[a],f[a] 0.795 0.024 0.793 0.050 0.670 0.022 0.675 0.049 
s[a],f[a+t] 0.793 0.025 0.795 0.046 0.669 0.022 0.675 0.049 
s[a],f[a*t] 0.791 0.025 0.788 0.051 0.668 0.022 0.673 0.050 
s[a+t],f[a] 0.795 0.025 0.793 0.053 0.670 0.024 0.675 0.053 
s[a+t],f[a+t] 0.795 0.031 0.789 0.064 0.675 0.043 0.684 0.084 
s[a+t],f[a*t] 0.799 0.041 0.786 0.077 0.675 0.048 0.683 0.098 
s[a*t],f[a] 0.793 0.026 0.791 0.055 0.669 0.026 0.675 0.058 
s[a*t],f[a+t] 0.804 0.034 0.799 0.066 0.675 0.046 0.688 0.094 
s[a*t],f[a*t] 0.809 0.043 0.789 0.086 0.690 0.055 0.692 0.107 
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Table 10. Mean simulated NMM adult, MM, and NMM juvenile survival rate estimates and 
standard errors (se) for model {s[B3age], f[B3age]} for MM Scenarios 1-8. 
  Scenario 
  1 2 3 4 
Survival Mean se Mean se Mean se Mean se 
NMM Juvenile 0.607 0.014 0.619 0.032 0.630 0.014 0.632 0.031 
MM 0.536 0.034 0.540 0.072 0.590 0.038 0.600 0.079 
NMM Adult 0.699 0.089 0.698 0.166 0.697 0.091 0.696 0.162 
 
 
  
 
Table 10. (cont). 
  Scenario 
  5 6 7 8 
Survival Mean se Mean se Mean se Mean se 
NMM Juvenile 0.663 0.014 0.664 0.031 0.683 0.014 0.692 0.031 
MM 0.638 0.033 0.643 0.068 0.627 0.036 0.631 0.072 
NMM Adult 0.700 0.078 0.700 0.146 0.700 0.087 0.700 0.148 
 
 
Discussion 
 Information-theory proposes that model selection on the basis of parsimony allows 
one to draw supported conclusions regarding population parameters. The “selection” of a 
given model can offer information on the performance of that model relative to other models 
in a pre-defined set. Model rankings within a set provide the investigator with notions of 
which models are most strongly supported by the data and therefore are most likely to 
represent actual parameter structure.    
Using this model selection paradigm, simulation results from this study suggested that 
the performance of standard Brownie band recovery models was negatively affected by the 
presence of molt migrants. Given simulated data with age-specific and time constant model 
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structure, I expected that for NMM simulated scenarios model selection would heavily favor 
model {s[a], f[a]} relative to other models in the pre-defined set (all of which contained some 
form of time variation). This in fact was found to be the case, as {s[a], f[a]} was selected 
nearly 90% of the time.  
The inclusion of molt migrants, which were assigned different survival and recovery 
rates, violated basic assumptions of standard Brownie band recovery models. These models 
contained only 2 age classes/cohorts (adults and juveniles), and within each cohort all birds 
had the same survival and recovery rates. The MM simulations were intended to emulate the 
presence of 3 cohorts within standard 2 cohort band recovery data sets. In doing so I 
expected that the resulting perturbations in the numbers of recoveries would cause model 
selection procedures to favor {s[a], f[a]} less than under standard (NMM) conditions and 
potentially favor models containing time specific rates, such as {s[a*t], f[a*t]}. Again, results 
from the model selection procedures tended to support these expectations. Model {s[a], f[a]} 
was selected less frequently under MM conditions (Scenarios 1-8) than under NMM 
conditions. It was surprising, though, that this decrease in frequency was minor for most 
Scenarios. While the selection of a solely age-specific model {s[a], f[a]} was shown to be 
affected by the presence of molt migrants in all scenarios, only under high MM and high 
sample size simulations were these decreases noteworthy. It is worth noting, however, that 
high MM and high sample size scenarios are very realistic. Such results suggest that the 
presence of an additional, unrecognized age cohort in the data may alter model selection 
results and provide support for a false inference that time-specificity of parameters exists. 
Additionally, in some Scenarios standard survival rate estimators were not robust to 
the presence of molt migrants. Standard adult survival rates were negatively biased by about 
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10% in all 8 MM Scenarios. Adult survival in standard band recovery models is defined as 
survival from the mid-point of banding to the next year’s mid-point of banding in all years 
after the year of hatching. If a third cohort such as molt migrants is present, such an 
interpretation of standard adult survival becomes misleading. In the presence of molt 
migrants, the standard adult survival estimate actually becomes a representation of some 
combination of survival rates; i.e., NMM adult survival and MM survival. Therefore, at best 
it can only be said that standard adult survival rate estimates from these models are biased 
low (under MM conditions) relative to true NMM adult survival rates. Given the relatively 
small amount of negative bias in these estimates, however, such estimates may still remain 
informative.  
Standard juvenile survival rates were also biased, although in a different direction and 
with greater magnitude than those of adults. Bias of standard juvenile survival rate estimates 
for Scenarios 1-4 was negligible relative to true NMM juvenile survival rates. However, 
interpretation of these rates is again complicated by the design of the simulated data. 
Standard juvenile survival rates may be interpreted as the survival from the mid-point of 
banding (as a young of the year) until the mid-point of banding in the following year 
(Nichols et al. 1982). There is a lack of clarity in where exactly the beginning and end points 
of this survival period exist. Under the MM simulations of this study, juveniles are allowed 
to molt migrate during the spring of their 1
st
 year, which is still within the period defined as 
the juvenile survival period (Fig. 1). Therefore, for these simulated data, estimates of juvenile 
survival from standard 2 age class Brownie models actually represent a combination of rates; 
i.e. NMM 1
st
 year (S’) and MM 1st year (S’’) survival rates. Because S’ = 0.55 and S’’ < S’, 
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the estimates from Scenarios 1-4 were positively biased relative to some weighted 
combination of these rates.   
Standard juvenile survival was inflated in Scenarios 5-8, for which it was assumed 
that molt migration did not affect survival. However, survival rates were greater than either 
S’ or some weighted combination of S’ and S’’. The presence of large numbers of molt 
migrants in Scenarios 5 and 6 increased relative bias to ~50%.  
I attempted to gain some understanding of these non-intuitive results by generating a 
data set based on the expected values from Scenario 5. This was done to verify survival rate 
estimates and to examine the corresponding estimates of recovery rates (f). Estimates from 
model H1 from the Brownie output were compared with the same model from this study’s 
model set, i.e., {s[a*t], f[a*t]}. Average standard survival rates of adults (𝑆 =0.664) and 
juveniles (𝑆 =0.822) from model H1 were consistent with results from my simulations. 
Standard estimates of adult and juvenile recovery rates from model H1 showed identical bias 
as the simulated values. This exercise suggested that the extremely high juvenile survival rate 
estimates were not caused by abnormal recovery rate estimates. Instead, it is possible that the 
bias was a result of the maximum likelihood estimation procedures which are used by 
Program MARK. Because molt migrants experience higher recovery rates than NMM adults 
or NMM juveniles in the simulations, the numbers of recoveries over time may not gradually 
decline as expected under normal, NMM conditions. Greater than expected numbers of 
recoveries may result in the 2
nd
 and 3
rd
 years after banding due to these molt migrants. To 
account for these increased numbers of recoveries the maximum likelihood algorithm may do 
1 of 2 things; increase survival rate estimates or increase recovery rate estimates. There are 4 
rates which may be adjusted: adult survival (S), juvenile survival (S’), adult recovery (f), and 
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juvenile recovery (f’). It is my belief that by some “process of elimination” the estimation 
procedures increased juvenile recovery rates. There was ample data for adult survival and 
recovery rates, as these rates were calculated using data from both the adult and juvenile 
band recovery matrices. Also, juvenile recovery rates were calculated as simple direct 
recovery rates and were not subject to change. This left juvenile survival rates with the least 
amount of support, and I believe that these rates were most subject to adjustments. Therefore, 
it may be that the maximum likelihood estimation procedures used in Program MARK and 
Program Brownie chose to increase the standard estimates of juvenile survival to account for 
increased numbers of recoveries. Such results were consistent with estimation results from 
Chapter 2, as well as from other studies. In these studies standard juvenile survival rates were 
poorly estimated and were found to be appreciably higher than those of adults. I suggest that 
the presence of molt migrants increased the number of recoveries of early age class geese in 
the band recovery data which in turn caused very positively biased estimates of standard 
juvenile survival, such that these rates exceeded those of adults.  
I developed model {s[B3age], f[B3age]} in an attempt to provide a technique for 
detecting evidence of the presence of molt migrants in a population. This model closely 
mimics model H3 from Brownie et al. (1985), although is more complex than H3. While 
standard models were structured in terms of age classes, my model was a hybrid between an 
age class model and a cohort model. Standard models used 2 age classes; adults and 
juveniles. My model contained 3 cohorts, where molt migrating birds from 2 age classes 
were joined to form the third cohort. Brownie et al. (1985) and Anderson et al. (1985) 
maintained that the estimation of survival rates for 3 cohorts is only possible when birds from 
105 
 
all 3 cohorts are banded annually; hence survival rates of a third cohort (molt migrants) were 
unestimable using current band recovery data. 
In support of these claims, results from my simulations have shown that estimates of 
NMM juvenile and MM survival were indeed biased and unreliable. However, estimates of 
NMM adult survival from model {s[B3age], f[B3age]} were unbiased. While the standard 
errors of these estimates were somewhat larger than those from standard models, accurate 
estimates were produced. However, I suggest that estimates derived from model {s[B3age], 
f[B3age]} be used with caution. The real advantage of this model is that it can be included in 
a model selection analysis with standard band recovery models. Model selection results 
drastically changed when this model was included in the model set. Model {s[B3age], 
f[B3age]} was not selected a majority of the time under standard, NMM simulated data, but 
when there were molt migrants in the population this model was selected at an extremely 
high frequency, especially under high MM conditions. While this model was tailored to 
closely emulate the conditions of the simulations, these results demonstrate the ability of 
such a model to suggest molt migrants within the data. The selection of this model, or 
another similar model, over standard models, paired with extremely inflated juvenile survival 
rates, should provide supportive evidence of molt migrants.  
Through the incorporation of molt migrants in the simulation design, this study has 
replicated similar empirical results from other studies. This study has demonstrated the 
potential for molt migrants to bias the survival rate estimates from standard Brownie band 
recovery models. Bias has been shown to vary according to the degree of molt migrants in 
the population, and has also been shown to be extreme enough in some instances for survival 
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of juveniles to be estimated considerably higher than that of adults. These results provided a 
potential explanation for this phenomenon.   
Management Implications 
Standard banding programs for giant Canada geese have been developed under the 
assumption of 2 age classes (cohorts); adults and juveniles. While it is well documented that 
molt migration is a common occurrence in the subspecies, banding protocols and band 
recovery models are not currently adapted for the presence of molt migrants within the 
banded population. Results from these analyses suggest that the presence of molt migrants 
can have dramatic effects on the ability of such models to estimate survival rates; particularly 
those of juveniles. These findings offer a potential explanation for oddities in survival rate 
estimates found in a number of recent giant Canada goose studies. 
Analysts of band recovery data should be aware of such potential biases in survival 
rates and exercise caution when interpreting estimates. Based on these findings it is advisable 
to include an alternative model similar in structure to {s[B3age], f[B3age]} in the model set 
when utilizing information-theoretic model selection procedures. The selection of this model 
over other traditional band recovery models may provide some indication that molt migrants 
are present in the banding population. Examination of model selection results along with 
supplemental analyses such as plotting of the spatial distribution of band recoveries may help 
to prevent any misleading conclusions drawn from survival analyses.  
Dependent upon population management objectives, managers may also find it useful 
to begin to identify more than the 2 standard age classes (or cohorts) when banding giant 
Canada geese. It is possible to age geese more specifically than the standard adult or juvenile 
(Hanson 1949, Hanson 1967). Changing the classification for geese to 3 age cohorts would 
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allow for more rigorous analyses to be performed. Survival rates of 2
nd
 and 3
rd
 year geese, 
many of which are likely to molt migrate, may therefore be estimable. The use of such a 
protocol could potentially prevent misinformed management decisions. 
I also advise managers to take a more in-depth look into the presence of molt 
migrants and the frequency with which this phenomenon occurs in giant Canada geese. A 
more detailed understanding of this behavior and its effects on populations is needed on a 
large geographic scale to allow managers to better adapt harvest regulations for local 
populations. Additional studies should address such issues to better inform managers of the 
consequences of molt migrations across the range of the species. 
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CHAPTER 5: GENERAL CONCLUSIONS 
Banding sample sizes for giant Canada geese in the Mississippi Flyway—I performed 
analyses to determine the relationship between banding sample sizes and (1) precision of 
estimated annual survival rates, and (2) the power to detect temporal changes in annual 
recovery rates. Results from the precision analyses demonstrated that mean annual survival 
rate CV’s of 4% can be achieved through banding approximately 1,000-1,500 adults and 
1,800-3,200 juveniles annually per state/province. An annual CV of 9% can be achieved 
through banding approximately 1,200-2,100 adults and 1,400-2,400 juveniles annually per 
state/province. Results from the power analyses showed that in order to detect a change in 
pre- and post-regulation change recovery rates with significant power, studies should use α ≥ 
0.05 and should be ≥ 3 years pre- and post; i.e., 6 years total. Target effect sizes should be ≥ 
1.25.  
Historically, banding studies have not been informed by sample size analyses. 
Determination of sample sizes has often times been largely influenced by traditional effort 
and resource constraints. I advise managers to use specified statistical objectives to determine 
sample sizes for future banding studies. Sample sizes may differ drastically from one 
objective to another, and therefore, it is beneficial for managers to consider such issues prior 
to the implementation of banding studies.  
Effects of special early and metropolitan harvest seasons on vital rates of giant 
Canada geese in Iowa—I analyzed the effects of special early and metropolitan hunting 
seasons on the vital rates of giant Canada geese in Iowa. Analyses did not reveal conclusive 
evidence that special 2-day early season harvests directly affected recovery rates of geese in 
Iowa. The existence of an increasing trend in harvest rates, along with inconsistent harvest 
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regulations across the study period, confounded the ability of these analyses to provide 
conclusive evidence. However, results suggested that the early season harvests did affect the 
temporal distribution of recoveries, as the trajectory of cumulative recoveries over time 
varied drastically in September between seasons with and without special 2-day early season.  
Analyses also suggested that special metropolitan hunting seasons selectively affected 
survival and recovery rates of Iowa’s geese. Juvenile geese banded within the Iowa 
City/Cedar Rapids metropolitan hunting zone were found to have significantly higher 
recovery rates (0.178-0.246) than geese from any other cohort (0.064-0.132). Additionally, 
model selection procedures provided support for a “Location” effect in the survival rate 
structure. Three estimation models provided reasonable estimates of survival for ICCR adults 
(0.577-0.675) and juveniles (0.476-0.569), both of which were lower than estimates of Des 
Moines or Rural geese. The removal of birds harvested outside of Iowa improved the 
performance of band recovery models and estimation of survival rates. Estimates from the 
best model were again found to be much lower for ICCR birds (0.444-0.481) than for DM or 
Rural birds (0.657-0.860). Results suggested that the presence of molt migrant geese in the 
banded population may be affecting model performance.  
Although some effects of special harvest seasons were observed, due to confounding 
factors and a lack of consistency in the findings, a definitive cause and effect relationship 
could not be established between special metropolitan hunting seasons in general and 
changes in vital rates. Increased banding would help to improve estimation of survival rates, 
particularly for birds in the metropolitan hunting zones. Also, managers are advised to 
maintain yearly consistency in harvest regulations if identification of a relationship between 
special harvest seasons and changes in vital rates is a priority.  
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Effects of molt migrants on the estimation of survival rates in standard band recovery 
models—I used simulated data to analyze the effects of molt migrants on the estimation of 
survival rates in standard band recovery models. Results suggested that the presence of molt 
migrants affected model selection. Survival estimates from standard models were found to be 
slightly negatively biased for adults and moderately to extremely positively biased for 
juveniles. Further examinations suggested that increased numbers of recoveries in band 
recovery data produced by molt migrants resulted in biased maximum likelihood estimates of 
juvenile survival.   
I developed an alternative model to incorporate the presence of molt migrants and 
compared the performance of this model relative to standard band recovery models. 
Simulations showed that this model was selected a large majority of the time in the presence 
of molt migrants. However, estimates of survival from this model, while not unreasonable, 
were difficult to interpret.  
Results suggested that the presence of molt migrants in the banded population can 
have significant effects on model selection procedures and estimation of survival rates. I 
advise managers to include some alternative model in their model set if significant molt 
migration is expected in the study population. Selection of this model, along with 
suspiciously high estimate of juvenile survival, may suggest that molt migrants are abundant 
in the population. It would also be beneficial for managers to identify more than 2 age classes 
during banding operations, which would allow for more detailed estimation of survival rates 
in the future.  
 
  
111 
 
APPENDIX A: BAND RECOVERY DATA FILTERS FOR CHAPTER 1 ANALYSES 
 
Data filters used in Chapter 1 to extract band recovery data from the U.S. Geological Survey 
Bird Banding Laboratory Gamebird data base for states and provinces within the Mississippi 
Flyway.  
Banding Data for States 
 
Banding Data for Provinces 
Field Filter 
 
Field Filter 
B Month 06..08 
 
B Month 06..08 
B Year 1980..2006 
 
B Year 1980..2006 
Flyway 2 
 
B Region 45, 68, 79 
Species 1720..1723 
 
Species 1720..1723 
Status 3 
 
Status 3 
    
       
   Recovery Data for States 
 
Recovery Data for Provinces 
Field Filter 
 
Field Filter 
B Month 06..08 
 
B Month 06..08 
B Year 1980..2006 
 
B Year 1980..2006 
Flyway 2 
 
B Region 45, 68, 79 
Species 1720..1723 
 
Species 1720..1723 
Status 3 
 
Status 3 
How Obtained 1 
 
How Obtained  1 
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APPENDIX B: SURVIVAL AND RECOVERY RATE ESTIMATES FOR  
MISSISSIPPI FLYWAY STATES  
 
 
 
Estimated survival rates for giant Canada geese banded in Iowa from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
 
 
 
Estimated recovery rates for giant Canada geese banded in Iowa from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Illinois from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
 
 
 
Estimated recovery rates for giant Canada geese banded in Illinois from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Indiana from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
 
 
 
Estimated recovery rates for giant Canada geese banded in Indiana from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Kentucky from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Kentucky from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Michigan from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Michigan from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Minnesota from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Minnesota from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Missouri from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Missouri from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Ohio from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Ohio from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Ontario from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Ontario from 1980-2006. Estimates 
were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Tennessee from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Tennessee from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
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Estimated survival rates for giant Canada geese banded in Wisconsin from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
 
 
 
 
Estimated recovery rates for giant Canada geese banded in Wisconsin from 1980-2006. 
Estimates were obtained from Program MARK analyses using band recovery data. 
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APPENDIX C: BAND RECOVERY DATA FILTERS FOR CHAPTER 2 
 
Data filters used in Chapter 2 to extract band recovery data from the U.S. Geological Survey 
Bird Banding Laboratory Gamebird data base for giant Canada geese banded and recovered in 
Iowa.  
Banding Data 
 
Recovery Data 
Field Filter 
 
Field Filter 
B Month 06..08 
 
B Month 06..08 
B Year 1990..2007 
 
B Year 1990..2007 
Region  36 
 
Region 36 
Species 1720..1723 
 
Species 1720..1723 
Bander 6790 
 
Bander 6790 
Status 3 
 
Status 3 
   
How Obtained 1 
   
R Month 09…12, 01, 94 
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APPENDIX D: DIRECT RECOVERY RATES OF IOWA BANDED BIRDS 
OVER TIME AND SPACE 
 
 
 
Direct recovery rates across time and space (Latitudinal Stratum) for adult giant Canada geese 
banded within Iowa. Strata were defined as follows: 1 = < 38
o30’, 2 = 38o30’-40o30’, 3 = 
40
o30’-42o00’, 4 = 42o00’-43o30’, 5 = > 43o30’. 
  Latitudinal Stratum 
Year 1 2 3 4 5 
1990 0.000 0.002 0.010 0.017 0.000 
1991 0.009 0.000 0.028 0.030 0.000 
1992 0.000 0.007 0.009 0.016 0.002 
1993 0.005 0.002 0.022 0.013 0.002 
1994 0.003 0.006 0.022 0.013 0.000 
1995 0.014 0.000 0.043 0.032 0.000 
1996 0.004 0.009 0.032 0.033 0.003 
1997 0.003 0.009 0.026 0.030 0.003 
1998 0.000 0.011 0.027 0.036 0.000 
1999 0.001 0.003 0.034 0.048 0.001 
2000 0.010 0.016 0.036 0.036 0.001 
2001 0.023 0.007 0.020 0.051 0.002 
2002 0.001 0.000 0.030 0.041 0.001 
2003 0.001 0.001 0.030 0.043 0.007 
2004 0.003 0.006 0.018 0.053 0.004 
2005 0.004 0.009 0.042 0.036 0.003 
2006 0.004 0.010 0.060 0.055 0.002 
2007 0.001 0.001 0.042 0.038 0.007 
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Direct recovery rates across time and space (Latitudinal Stratum) for juvenile giant Canada 
geese banded within Iowa. Strata were defined as follows: 1 = < 38
o30’, 2 = 38o30’-40o30’, 3 = 
40
o30’-42o00’, 4 = 42o00’-43o30’, 5 = > 43o30’. 
  Latitudinal Stratum 
Year 1 2 3 4 5 
1990 0.003 0.001 0.006 0.021 0.001 
1991 0.007 0.001 0.011 0.018 0.002 
1992 0.001 0.014 0.010 0.030 0.007 
1993 0.004 0.003 0.018 0.017 0.000 
1994 0.006 0.004 0.017 0.025 0.000 
1995 0.006 0.005 0.026 0.025 0.002 
1996 0.005 0.006 0.031 0.048 0.007 
1997 0.006 0.005 0.031 0.042 0.002 
1998 0.002 0.006 0.027 0.055 0.002 
1999 0.008 0.009 0.040 0.061 0.003 
2000 0.011 0.014 0.037 0.055 0.001 
2001 0.019 0.010 0.021 0.046 0.000 
2002 0.003 0.002 0.027 0.063 0.002 
2003 0.002 0.002 0.039 0.054 0.005 
2004 0.002 0.008 0.027 0.062 0.008 
2005 0.004 0.012 0.031 0.079 0.002 
2006 0.001 0.008 0.040 0.073 0.003 
2007 0.001 0.004 0.035 0.054 0.007 
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APPENDIX E: PROGRAM MARK PARAMETER INDEX MATRIX DESIGN FOR 
THE MOLT MIGRATION ALTERNATIVE MODEL IN CHAPTER 3 
 
 
 
Parameter Index Matrix design for model s[B3age], f[B3age] used in Program MARK analyses. 
Adult Survival 
1 1 1 1 1 1 
 
1 1 1 1 1 
  
1 1 1 1 
   
1 1 1 
    
1 1 
     
1 
Juvenile Survival 
2 3 3 1 1 1 
 
2 3 3 1 1 
  
2 3 3 1 
   
2 3 3 
    
2 3 
     
2 
Adult Recovery 
4 4 4 4 4 4 
 
4 4 4 4 4 
  
4 4 4 4 
   
4 4 4 
    
4 4 
     
4 
Juvenile Recovery 
5 6 6 4 4 4 
 
5 6 6 4 4 
  
5 6 6 4 
   
5 6 6 
    
5 6 
     
5 
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