We give a new characterization of the peak subalgebra of the algebra of quasisymmetric functions and use this to construct a new basis for this subalgebra. As an application of these results we obtain a combinatorial formula for the Kazhdan-Lusztig polynomials which holds in complete generality and is simpler and more explicit than any existing one. We then show that, in a certain sense, this formula cannot be simplified.
Introduction
In their seminal paper [25] Kazhdan and Lusztig introduced a family of polynomials, indexed by pairs of elements of a Coxeter group W , that are now known as the Kazhdan-Lusztig polynomials of W (see, e.g., [10] or [24] ). These polynomials play a fundamental role in several areas of mathematics, including representation theory, the geometry of Schubert varieties, the theory of Verma modules, Macdonald polynomials, canonical bases, immanant inequalities, and the Hodge theory of Soergel bimodules (see, e.g., [1, 5, 9, 13, 18, 19, 21, 22, 23, 26, 33] , and the references cited there). Quasisymmetric functions were introduced by Gessel in [20] and are related to many topics in algebra, combinatorics, and geometry including descent algebras, Macdonald polynomials, Kazhdan-Lusztig polynomials, enumeration, convex polytopes, noncommutative symmetric functions, Hecke algebras, and Schubert polynomials (see, e.g., [2, 3, 6, 7, 8, 14, 27, 28] , and the references cited there).
In this work we give a new characterization of the peak subalgebra of the algebra of quasisymmetric functions and use this to construct a new basis for this subalgebra with certain properties. As an application of these results we obtain a combinatorial formula for the Kazhdan-Lusztig polynomials of a Coxeter group W which holds in complete generality and is simpler and more explicit than any existing one. More precisely, this formula expresses the Kazhdan-Lusztig polynomial of two elements u, v ∈ W as a sum of at most f ℓ(u,v) summands (f n being the n-th Fibonacci number), each one of which is the product of a number, which depends on u and v, and a polynomial, independent of u, v, and W , and we provide a combinatorial interpretation for both the number and the polynomial. We then investigate linear relations between the numbers involved in the formula and show that there are no "homogeneous" relations even for lower intervals of a fixed rank. A consequence of this result is that the formula that we obtain cannot be simplified by means of linear relations if it is to hold in complete generality. Our proof uses some new total reflection orderings which may be of independent interest. The organization of the paper is as follows. In the next section we collect some notation, definitions, and results that are needed in the rest of this work. In §3 we give a new characterization of the peak subalgebra of the algebra of quasisymmetric functions (Theorem 3.1). In §4, using this characterization, we construct a basis of the peak subalgebra of the algebra of quasisymmetric functions with certain properties (Theorem 4.3). In §5, using the results in the previous ones, we obtain a combinatorial formula for the Kazhdan-Lusztig polynomials which holds in complete generality (Theorem 5.1), and is simpler and more explicit than any existing one. Finally, in §6, we study linear relations between the numbers involved in the formula and show, as a consequence of our results (Corollary 6.17) , that the formula obtained in §5 cannot be "linearly" simplified.
Preliminaries
We let P def = {1, 2, 3, . . .} , N def = P ∪ {0}, Z be the ring of integers, Q be the field of rational numbers, and R be the field of real numbers; for a ∈ N we let [a] Given n, m ∈ P, n m, we let [n, m] def = [m] \ [n − 1], and we define similarly (n, m], (n, m), and [n, m). For S ⊆ Q we write S = {a 1 , . . . , a r } < to mean that S = {a 1 , . . . , a r } and a 1 < · · · < a r . The cardinality of a set A will be denoted by |A|. Given a polynomial P (q), and i ∈ Z, we denote by [q i ](P (q)) the coefficient of q i in P (q). Given j ∈ Z we let χ odd (j) = 1 if j is odd and χ odd (j) = 0 if j is even, and χ even (j) = 1 − χ odd (j). We let f n be the n-th Recall that a composition of n (n ∈ P) is a sequence (α 1 , . . . , α s ) (for some s ∈ P) of positive integers such that α 1 + · · · + α s = n (see, e.g., [30, p. 17] ). For n ∈ P we let C n be the set of all compositions of n and C def = n 1 C n . Given β ∈ C we denote by l(β) the number of parts of β, by β i , for i = 1, . . . , l(β), the i-th part of β (so that β = (β 1 , β 2 , . . . , β l(β) )), and we let |β| def = l(β) i=1 β i , and T (β) def = {β r , β r + β r−1 , . . . , β r + · · · + β 2 } where r def = l(β). Given (α 1 , ..., α s ), (β 1 , ..., β t ) ∈ C n we say that (α 1 , ..., α s ) refines (β 1 , ..., β t ) if there exist 0 < i 1 < i 2 < · · · < i t−1 < s such that i k j=i k−1 +1 α j = β k for k = 1, . . . , t (where i 0 def = 0 , i t def = s). We then write (α 1 , ..., α s ) (β 1 , ..., β t ). It is well known, and easy to see, that the map α → T (α) is an isomorphism from (C n , ) to the Boolean algebra B n−1 of subsets of [n − 1], ordered by reverse inclusion.
We let 2 def = {0, 1} and for n ∈ N we let 2 n be the set of all 0-1 words of length n 2 n = {E = (E 1 · · · E n ) : E i ∈ 2}, ε ∈ 2 0 be the empty word, and 2 * def = ∪ n 0 2 n . We consider on 2 * the monoid structure given by concatenation. We say that E ∈ 2 * is sparse if either E = ε or E belongs to the submonoid generated by 0 and 01 and we let 2 * s be the monoid of sparse sequences. We also let 12 * def = {1E : E ∈ 2 * } and 12 * def = 12 * ∪ {ǫ}, and we similarly define 2 * 1 and 2 * 1. If E ∈ 2 n we leť
We consider on 2 n the natural partial order defined by E F if and only if S(E) ⊆ S(F ).
We assume here that the reader is familiar with the basics of the theory of quasisymmetric functions, for example, as described in [29, §7.19] . We denote by Q ⊂ Q[[x 1 , x 2 , . . . ]] the algebra of all quasisymmetric functions (with rational coefficients). Q is a graded algebra with the usual grading of power series; we denote by Q i the i th homogeneous part of Q, so Q = Q 0 ⊕ Q 1 ⊕ · · · .
If E ∈ 2 n−1 and S(E) = {s 1 , . . . , s t } < we let oc(E) = (n − s t , s t − s t−1 , · · · , s 2 − s 1 , s 1 ); oc(E) is a composition of n and we denote by M E the monomial quasisymmetric function M oc(E) . So, for example,
. In turn, for F ∈ 2 n−1 , we let L F = E F M E be the fundamental quasisymmetric function. Note that what we denote L E is denoted by L oc(E) in [29, §7.19] , and that the degree of M E and L E is ℓ(E) + 1.
An interesting subalgebra of Q is the subspace Π of peak functions (see [7] and [32] ). The following result is known (see [7, Proposition 1.3] ), and can be taken as the definition of Π.
Then the following are equivalent:
ii) for all E ∈ 2 * 1, F ∈ 1 2 * , and j 1
The relations in part ii) of the above result are known as the Bayer-Billera (or generalized Dehn-Sommerville) relations (see, e.g., [3] ).
Let V n be the Q-vector space of functions on 2 n taking values in Q. In particular, dim Q (V n ) = 2 n . If α ∈ V n and E ∈ 2 n we let α E def = α(E) be the value that α takes on E. Let P be an Eulerian partially ordered set of rank n + 1 with minimum0 and maximum1; we always assume that a chain C = (x 1 , . . . , x k ) in P does not contain0 and1. Given such a chain we define E(C) ∈ 2 n by
where ρ is the rank function of P . The flag f-vector of P is the element f (P ) ∈ V n given by
Let A n be the subspace of V n generated by the flag f-vectors f (P ) of all Eulerian posets of rank n + 1. The following result is then well known (see [3] ).
Theorem 2.2 Bayer-Billera. The vector space A n has dimension f n+1 and it is determined by the following linear relations: given α ∈ V n we have α ∈ A n if and only if for all E ∈ 2 * 1, F ∈ 12 * and j 1 such that E0 j F ∈ 2 n , we have
Note that these relations are exactly the relations that appear in the characterization of the peak algebra in Theorem 2.1.
If P is a graded poset of rank n + 1, the function h(P ) ∈ V n which is uniquely determined by
is called the flag h-vector of P . The definition is clearly equivalent to
by the principle of inclusion-exclusion. We follow [10] for general Coxeter groups notation and terminology. In particular, given a Coxeter system (W, S) and u ∈ W we denote by ℓ(u) the length of u in W , with respect to S, by e the identity of W , and we let T def = {usu −1 : u ∈ W, s ∈ S} be the set of reflections of W . We always assume that W is partially ordered by Bruhat order. Recall (see, e.g., [10, §2.1] ) that this means that x y if and only if there exist r ∈ N and t 1 , . . . , t r ∈ T such that t r · · · t 1 x = y and
We consider [u, v] as a poset with the partial ordering induced by W . It is well known (see, e.g., [10, Corollary 2.7.11]) that intervals of W are Eulerian posets. Recall (see, e.g., [10, §2.1] ) that the Bruhat graph of a Coxeter system (W, S) is the directed graph B(W, S) obtained by taking W as vertex set and putting a directed edge from x to tx for all x ∈ W and t ∈ T such that ℓ(x) < ℓ(tx). We denote by Φ + the set of positive roots of (W, S) (see, e.g., [10, §4.4] ). Recall (see, e.g., [10, §5.2] ) that a total ordering ≺ on Φ + is a reflection ordering if whenever α, β, c 1 α + c 2 β ∈ Φ + for some c 1 , c 2 ∈ R >0 and α ≺ β then α ≺ c 1 α + c 2 β ≺ β. The existence of reflection orderings (and many of their properties) is proved in [16, §2] (see also [10, §5.2] ). By means of the canonical bijection between Φ + and T (see, e.g., [10, §4.4]) we transfer the reflection ordering also on T . Given u, v ∈ W we denote by P u,v (q) the Kazhdan-Lusztig polynomial of u, v in W (see, e.g., [10, Chap. 5] and [24, Chap. 7] ).
Let ≺ be a reflection ordering of T . Given a path ∆ = (a 0 , a 1 , . . . , a r ) in B(W, S) from a 0 to a r , we define its length to be l(∆) def = r, and its descent string with respect to ≺ to be the sequence E ≺ (∆) ∈ 2 r−1 given by
Given u, v ∈ W , and k ∈ N, we denote by B k (u, v) the set of all the directed paths in B(W, S) from u to v of length k, and we let B(u, v)
For u, v ∈ W , and E ∈ 2 n−1 , we let, following [11] ,
and
Note that these definitions imply that
for all u, v ∈ W and E ∈ 2 n−1 . It follows immediately from Proposition 4.4 of [11] that c(u, v) E (and hence b(u, v) E ) are independent of the reflection ordering ≺ used to define them.
Let [u, v] be a Bruhat interval of rank r + 1 in a Coxeter group, and ∆ = (x 0 , x 1 , . . . , x n+1 ) a path in the Bruhat graph from u to v. So x 0 = u, x n+1 = v, and for all i ∈ [n + 1] we have x i−1 < x i and the element t i given by x i = x i−1 t i is a reflection. We then sometimes denote such a path by
, where µ 0 = a and µ 1 = b. In other words, if ∆ = (x 0
is the product of n factors, the i-th factor being a if t i ≺ t i+1 and b otherwise. We will usually drop the subscript ≺ from the notation m ≺ (∆) when it is clear from the context.
If [u, v] is a Bruhat interval of rank r + 1 the cd-index of [u, v] is the polynomial 
This implies (see [30, Theorem 3.13.2] ) that for all E ∈ 2 r we have that
Therefore the cd-index of a Bruhat interval [u, v] of length r + 1 can be expressed as
where ≺ is any reflection ordering. We consider the natural extension of this polynomial to all paths in the Bruhat graphΨ
The polynomialΨ [u,v] has been introduced by Billera and the first author in [6] and can also be expressed as a polynomial in the variables c = a + b and d = ab + ba and therefore it is called the complete cd-index of the interval [u, v] . We will use the simpler notationΨ u,v instead ofΨ [u,v] to denote the complete cd-index of the Bruhat interval [u, v] .
Let A = Z a, b . Following [17] , we define a coproduct δ : A → A ⊗ A on A as the unique linear map such that for all n ∈ N and all v 1 , . . . , v n ∈ {a, b},
One can observe that the algebra A endowed with the coproduct δ has also a Newtonian coalgebra structure, though this is not needed in the sequel. Now let P be the k-vector space consisting of formal finite linear combinations of Bruhat intervals. We define also on P a coproduct δ : P → P ⊗ P in the following way. We let
The following result is proved in [6, Proposition 2.11] Proposition 2.3. The complete cd-indexΨ : P → A is a coalgebra map, i.e.
For all x ∈ A write δ(x) = i x i (1) ⊗ x i (2) where x i (1), x i (2) ∈ A. Then for any y ∈ A we can consider the following map
One can easily verify that this is a well-defined linear map, and that it is a derivation, i.e. it satisfies the Leibniz rule on products, for all y ∈ A. The following is then an immediate consequence of Proposition 2.3.
Given u, v ∈ W , u v, we let, following [6] ,
This definition is different from the one given in [6] but equivalent to it by Theorem 2.2 of [6] . The following is proved in [6, Theorem 2.2] (see also [12, Theorem 8.4] ).
Let n ∈ N. A lattice path of length n is a function Γ : [0, n] → Z such that Γ(0) = 0 and
and we denote by L(n) the set of all the lattice paths of length n. Given Γ ∈ L(n) we let N (Γ) ∈ 2 n−1 be given by
For E ∈ 2 n−1 we define, following [10,
where
Following [6] we define a linear map K :
all E ∈ 2 * . We then have the following result (see [6, Proposition 3.1] , and [10, Theorem 5.5.7]).
Given E ∈ 2 * we let the exponent composition of E be the unique composition α = (α 1 , α 2 , . . .) such that
Peak algebras and Kazhdan-Lusztig polynomials So, for example, the exponent composition of 00110 is (2, 2, 1). The following is a restatement of Corollary 6.7 of [12] . Note that Υ E = 0 if the exponent composition of E has only one part.
Corollary 2.7. Let E ∈ 2 * be such that ℓ(α) 2, where α is the exponent composition of E.
A characterization of the peak algebra
Our purpose in this section is to give a new characterization of the peak subalgebra of the algebra of quasisymmetric functions. More precisely, we give necessary and sufficient conditions on the coefficients of a quasisymmetric function F , when expressed as a linear combination of fundamental quasisymmetric functions, for F to be in the peak subalgebra. Our result is the following.
The rest of this section is devoted to the proof of this result, and to some consequences of it.
Let B n be the vector subspace of V n generated by the flag h-vectors of all Eulerian posets of rank n + 1. Then B n has clearly dimension f n+1 by Theorem 2.2, and the result that we wish to prove is clearly equivalent to the following one.
n . Then the following are equivalent
We refer to the relations appearing in (8) as the dual Bayer Billera-relations. Note that the relations β F = βF appear as a special case of (8) by letting E = ǫ. Let B ′ n be the subspace of V n defined by the relations (8) . The proof of Theorem 3.2 is a consequence of the following facts which are proved in Propositions 3.5 and 3.6 respectively:
n then for all E, F ∈ 2 * and j > 0 such that E1 j F ∈ 2 n we have
Proof. We proceed by induction on j. If j = 1 the relation is a trivial identity and so we assume j 2. We then have, using Eq. (8) and our induction hypothesis, that
n then for all E ∈ 2 * and F ∈ 12 * such that EF ∈ 2 n , we have
Proof. If F = ε the result is trivial, so we can assume F = 1G for some G ∈ 2 * . Then
and the result follows from (8) .
Using the relation β E = βĒ, one can obtain in an analogous way the following symmetric version of Lemma 3.4: for all β ∈ B ′ n , E ∈ 2 * 1 and F ∈ 2 * such that EF ∈ 2 n we have
Proposition 3.5. Let β ∈ B ′ n and α ∈ V n be given by
n . We have to show that
By the definition of α, Eq. (9) is equivalent to 2χ odd (j)
By Lemma 3.3 this reduces to 2χ odd (j)
and using the relations
the proof we only have to verify that 2χ odd (j)
but this is an immediate consequence of the symmetric version of Lemma 3.4.
Proof. The result follows if we show that there exists a vector space W n of dimension f n+1 and an injective linear map β : W n → B ′ n . The vector space W n is defined as follows. Let Q a, b be the ring of polynomials with rational coefficients in two noncommuting variables a, b. Then W n is the subspace of Q a, b consisting of all homogeneous polynomials of degree n that can be expressed as polynomials in a + b and ab + ba. It is known and not difficult to check that the monomials of the form (a + b) m 0 (ab + ba) · · · (a + b) m r−1 (ab + ba)(a + b) mr , with m 0 + · · · + m r + 2r = n, form a basis for W n . Since there are f n+1 such monomials we have that dim W n = f n+1 . The map β is defined as follows. Recall that we let µ 0 = a, µ 1 = b and for E ∈ 2 n we let
It is clear that {µ E : E ∈ 2 n } is a basis for the vector space of homogeneous polynomials in Q a, b of degree n. Therefore, if P ∈ W n we have P = E∈2 n β(P ) E µ E for some β(P ) ∈ V n . To prove that β(P ) ∈ B ′ n for all P ∈ W n we can clearly assume that P is one of the basis elements shown before. We proceed by induction on deg P . If deg P = 0 the result is trivial. If deg P > 0 then either P = P ′ (a + b) for some P ′ ∈ W n−1 or deg P > 1 and P = P ′′ (ab + ba) for some P ′′ ∈ W n−2 . In the last case we have β(P ) T 01 = β(P ) T 10 = β(P ′′ ) T and β(P ) T 00 = β(P ) T 11 = 0 for all T ∈ 2 n−2 . We have to show that β(P ) satisfies the dual Bayer-Billera relations, i.e.
for all E, F ∈ 2 * such that EF ∈ 2 n . If F = ǫ Eq. (10) is trivial. If F ∈ 2 1 we can clearly assume E n−1 = F = 0. We have β(P ) EF = β(P )ĚF = 0, and, if E = G0, β(P )Ě F = β(P ) G10 = β(P ) G01 = β(P ) EF and Eq. (10) follows. So we can assume that F ∈ 2 m with m 2. If (10) is trivial and for symmetry reasons we can assume F = G01 for some G ∈ 2 m−2 . We have
and the result follows by the inductive hypothesis applied to P ′′ .
In the first case β(P ) E0 = β(P ) E1 = β(P ′ ) E for all E ∈ 2 n−1 and Eq. (10) similarly follows from our inductive hypothesis on P ′ . The map ι is clearly injective, and the proof is complete.
As a corollary of our result we have the following characterization of Q a + b, ab + ba as a subspace of Q a, b .
can be expressed as a polynomial in a + b, ab + ba if and only if β satisfies Eq. (8) .
Note that Corollary 3.7, together with Theorem 3.2, give a different proof of the existence of the cd-index of Eulerian posets (see [4] , or [30, Theorem 3.17.1]).
A basis for the peak algebra
In this section we define a family of quasisymmetric functions and show, using the results in the previous one, that the ones that are nonzero are a basis for the peak subalgebra of the algebra of quasisymmetric functions. We also show how to expand any peak quasisymmetric function as a linear combination of elements of this basis. These results are used in the next section in the proof of our main result.
Given such an E we define sgn(E, T )
, and we let
So, for example, if T = 00100 then G(T ) = {01111, 01100, 00111, 00100, 10000, 10011, 11000, 11011} and
homogeneous of degree ℓ(T ) + 1 and that G(T ) = ∅, and hence
so, by our definitions,
Note that, since h E,T depends only on
The next property is crucial in the proof of the main result of this section.
Proof: We may clearly assume that T is sparse.
, and it is easy to see that it has the same sign as E, so (12) holds. Suppose now that E / ∈ G(T ). Then either there is
∈ G(T ) while either both or none of ∂(E) ∪ {i − 1}, ∂(E) ∪ {i} are in G(T ) and in the first case sgn(∂(E) ∪ {i − 1}, T ) = −sgn(∂(E) ∪ {i}, T ) so (12) holds. Suppose now that ∂(E) ∩ (s j , s j+1 ) = {x 1 , . . . , x p } < for some j ∈ [0, t] and there exists r ∈ [2, p] such that (12) holds. ✷
We can now prove the first main result of this section, namely that the quasisymmetric functions D T are in the peak subalgebra of the algebra of quasisymmetric functions.
, and E ∈ 2 n−1−i . We claim that then
In fact, we may clearly assume that 
for all 1 i k 2 . The following is the main result of this section.
for all E ∈ 2 n−1 s
Hence T ∈ G(T ) and sgn(T, T ) = 1 so h T,T = 1. Suppose now that E ∈ G(T ), E sparse, {y 1 , . . . , y k } < def = ∂(E). We claim that ∂(E) ∩ (s j−1 , s j ) = {s j − 1}, and that s j = y 2j for all j ∈ [t]. In fact, since, by (14) , y 2 − y 1 = 1, this is clear if j = 1. Suppose that it is true for some j ∈ [t − 1]. Then s j = y 2j . Furthermore, |∂(E) ∩ (s j , s j+1 )| = 1 (for if |∂(E) ∩ (s j , s j+1 )| 2 then y 2j+1 , y 2j+2 ∈ ∂(E) ∩ (s j , s j+1 ) which, by (14) , contradicts the fact that E ∈ G(T )). Hence s j < y 2j+1 < s j+1 y 2j+2 which, by (14) , implies that (s t , s t+1 ) . But, by (14) , this implies that y 2t+1 = n − 1. Hence k = 2t + 1 and ∂(E) = {s 1 − 1, s 1 , . . . , s t − 1, s t , n − 1} which again implies that E = T . This shows that G(T ) ∩ 2 * s = {T } and hence proves (15) . Therefore
} is a linearly independent set and this, since dim(Π n ) = |2 n−1 s |, proves the result. ✷
Kazhdan-Lusztig polynomials
In this section, using the results in the two previous ones, we prove a nonrecursive combinatorial formula for the Kazhdan-Lusztig polynomials which holds in complete generality, and which is simpler and more explicit than any existing one. -Γ(x) χ even (n) for all x > s t + 1 (i.e. the path Γ remains above the solid segment in Figure  1 ).
We denote by SL(T ) the set of T -slaloms. For T ∈ 2 n−1 s we let
is the number of down-steps of Γ. For example, if T = 00100 there are exactly three paths in SL(T ) (see Figure 2) and Ω 00100 (q) = −q + 2q 2 .
We can now state the main result of this section.
The rest of this section is devoted to the proof of Theorem 5.1.
We define J (T ) to be the set of all
n−1 such that:
Given such an E we define sgn(E, T ) We also set J (ε)
Example 5.2. If T = 00100, then J (T ) = {01111, 01100, 00111, 00100, 10000, 10011, 11000, 11011} andΩ T (q) = −Υ 01111 − Υ 01100 + Υ 00111 + Υ 00100 − Υ 10000 − Υ 10011 + Υ 11000 + Υ 11011 = Υ 00111 + Υ 00100 − Υ 10000 = q 5 − 2q 4 + 2q 2 − q.
Note that J (T ) = ∅ if T is not sparse, and that J (T ) ⊆ G(T ).
Proposition 5.3. Let (W, S) be a Coxeter system and u, v ∈ W , u < v. Then
Proof. Note first that, since u < v, F (u, v) has no constant term. Hence from Theorems 2.5 and 4.3 we have that
Applying the linear map K to this equality we get, by Theorem 2.6, that
But, by our definitions, we have that
Recall that
. But if either of these conditions Figure 2 . Slalom paths associated to T = 00100 hold then k 3 and there exists j ∈ [k − 2] such that y j+1 ≡ y j (mod 2) and this, by Corollary 2.7, implies that Υ E = 0. Hence we conclude from (16) that
and the result follows. ✷ Let T ∈ 2 n−1 s be a sparse sequence of length n − 1, s 0 = 0 and S(T ) = {s 1 , . . . , s t } < . We let L(T ) be the set of all lattice paths Γ of length n such that N (Γ) ∈ J (T ). For Γ ∈ L(T ) and h ∈ [t] we let x h (Γ) be the unique element in
We also let η(Γ) = m 0 (N (Γ)) = |{j ∈ [n − 1] : Γ(j) 0}|. We will usually write ε(Γ) instead of ε T (Γ) when the sparse sequence T is clear from the context. Example 5.4. Let T = 0010001000, so t = 2, n − 1 = 10, S(T ) = {s 1 , s 2 } with s 1 = 3 and s 2 = 7. The definition of L(T ) implies that a lattice path belongs to L(T ) if and only if it has length n = 11, it crosses the two dotted segments in Figure 3 exactly once, and crosses the solid-dotted segment at most once, but only form NW to SE. The path Γ depicted in Figure  3 therefore belongs to L(T ). In this case N (Γ) = 0010111011 and one can easily check that x 1 (Γ) = 2 and x 2 (Γ) = 4. Finally, we can observe that ∂(N (Γ)) ∩ (s t , s t+1 ) = {8, 10}. Hence we have ε(Γ) = (s 1 − x 1 (Γ) − 1) + (s 2 − x 2 (Γ) − 1) = 0 + 2 = 2. Moreover, we have η(Γ) = 4 and
The following result is a direct consequence of the definitions of the polynomialsΩ T and Υ E and so we omit its proof.
Proposition 5.5. Let n ∈ P and T ∈ 2 n−1 s . Theñ
Our next target is to simplify the sum in Proposition 5. Proposition 5.6. Let n ∈ P and T ∈ 2 n−1 s
. Then
The result follows if we can find an involution Finally, we have that (see Figure 4 )
since Γ(s i ) = Γ(s j + 1) = 0. The result then follows from (17) and (18) .
If n is even other cancellations may occur in Proposition 5.5 and to describe this, for T ∈ 2 n−1 s we also let
Proposition 5.7. Let n ∈ P be even and T ∈ 2 n−1 s . Then
Proof. This proof is similar to that of Proposition 5.6. We show that there exists an involution ψ on Note that, since n − 1 is odd we have Γ(x) 0 for all x j. By reasoning as in the proof of Proposition 5.6 one obtains that ε(Γ) + ε(ψ(Γ)) ≡ t − i (mod 2) and η(Γ) + η(ψ(Γ)) ≡ t − i − 1 (mod 2) (since Γ(s i ) = Γ(j) = 0), thereby completing the proof.
Propositions 5.6 and 5.7 lead us to consider the set of pathsL(T ) given byL(T )
. Note that Γ(n) = 0 if Γ ∈L(T ). Figure 5 shows an example of a path inL(T ).
Now we want to show that there are no further cancellations in the sum appearing in Proposition 5.5. More precisely, if we let χ Γ(n)>0 = 1 if Γ(n) > 0 and χ Γ(n)>0 = 0 otherwise, we have the following result.
Theorem 5.8. Let n ∈ P, T ∈ 2 n−1 s and Γ ∈L(T ). Then
Proof. Suppose i, k ∈ [0, t], i < k are such that Γ(s i ) = Γ(s k ) = 0 and Γ(s h ) = 0 for all h ∈ (i, k).
If k − i is odd the number of maximal intervals contained in [r i , s k ] where Γ takes nonnegative values is
and all such intervals contain an odd number of elements. If k − i is even there are k−i 2 such intervals with an odd number of elements and one interval with an even number of elements. In both cases we deduce that
and so
Now let i be the maximum index such that Γ(s i ) = 0. We let in this case η i,t+1 (Γ)
. We leave to the reader to verify that if Γ(n) > 0 and n is even then η i,t+1 (Γ) ≡ ⌊
In all the other cases we have η i,t+1 (Γ) + ζ i,t+1 (Γ) ≡ 0; in fact, with an argument similar to the one used in the previous case one can show that:
-if n is even and Γ(n) < 0 we have
Now we can conclude the proof. Let Γ ∈L(T ) and let {i 1 , . . . , i z } < = {h ∈ [0, t] : Γ(s h ) = 0} ∪ {t + 1}. We have
Corollary 5.9. Let n ∈ P and T ∈ 2 n−1 s . Then 
Similarly we obtain
if ℓ(u, v) = 2 (where we have used the fact that b 0 (u, v) = 1 if ℓ(u, v) = 2) and
We feel that the formula obtained in Theorem 5.1 is the simplest and most explicit nonrecursive combinatorial formula known for the Kazhdan-Lusztig polynomials that holds in complete generality since this formula, as the one in [6, Corollary 3.2], expresses the Kazhdan-Lusztig polynomial of u, v ∈ W as a sum of at most f ℓ(u,v) summands, as opposed to 2 ℓ(u,v) + 2 ℓ(u,v)−2 + · · · for the one obtained in [12, Theorem 7.2] , each one of which is the product of a number, which depends on u, v, and W , with a polynomial, that is independent of u, v, and W . However, this formula is more explicit than the one obtained in [6, Corollary 3.2] since in the formula obtained in [6] the polynomials have a combinatorial interpretation, but no combinatorial interpretation is known for the numbers, while in the formula obtained in Theorem 5.1 both the numbers and the polynomials have a combinatorial interpretation.
Linear relations for Bruhat paths
The main goal of this section is to study linear relations satisfied by the functions b(u, v) for all u, v ∈ W and all Coxeter groups W . As a consequence of our results we show that the formula appearing in Theorem 5.1 cannot be linearly simplified.
Construction of reflection orderings
We start with a general construction of reflection orderings. Let (W, S) be a Coxeter system, Π be the associated set of simple roots, and Φ + = Φ + (W ) the associated set of positive roots. A weight function on Φ + is a map p : Φ + → R 0 which is linear, in the sense that if β = c 1 β 1 + c 2 β 2 , with β, β 1 , β 2 ∈ Φ + and c 1 , c 2 ∈ N, then p(β) = c 1 p(β 1 )+ c 2 p(β 2 ). It is clear that a weight function p is uniquely determined by its images on Π and that the set Φ + 0 (p) = {β ∈ Φ + : p(β) = 0} is the set of positive roots of a parabolic subgroup of W . Let I = (α 1 , . . . , α l ) be an indexing (total ordering) of the elements in Π. Then the associated lexicographic order on the root space
lexicographically. Let W be a Coxeter group, p be a weight function on Φ + (W ), and W ′ the parabolic subgroup of W given by Φ + (W ′ ) = Φ + 0 (p). Let ≺ be a reflection ordering on Φ + (W ′ ) and I an indexing of Π. Then we define a total ordering ≪ on Φ + depending on p, ≺, I in the following way: for β, β ′ ∈ Φ + we let β ≪ β ′ if one of the following conditions apply:
in the lexicographic order associated to I. It is clear that ≪ is a total ordering on Φ + (W ).
Proposition 6.1. The total ordering ≪ on Φ + (W ) constructed above is a reflection ordering.
Proof. We have to show that if β = c 1 β 1 + c 2 β 2 , with β, β 1 , β 2 ∈ Φ + , c 1 , c 2 ∈ R >0 , and
-If p(β 1 ) = p(β 2 ) = 0 then β 1 , β 2 ∈ Φ + (W ′ ) and hence also β ∈ Φ + (W ′ ); the result follows since ≺ is a reflection ordering on Φ + (W ′ );
-if p(β 1 ) = 0 and p(β 2 ) = 0 then p(β) = c 1 p(β 1 ) > 0 and in particular β ≪ β 2 . Moreover, if we denote by x i (β) the i-th coordinate of β with respect to the chosen indexing I on Π (so
which shows that
is a convex linear combination of
p(β 1 ) and
, completing the proof.
Note that Proposition 6.1 vastly generalizes Proposition 5.2.1 of [10] .
Corollary 6.2. Let (W, S) be a Coxeter system and P be the maximal parabolic subgroup generated by S \ {s}, for some s ∈ S. Then there exists a reflection ordering ≪ on Φ + such that
-if t is a reflection in P then t ≪ sts;
-if t and t ′ are reflections in P then t ≪ t ′ if and only if sts ≪ st ′ s.
Proof. Consider an indexing I of Π = {α 1 , . . . , α l } with α l = α s and the weight function given by p(α i ) = 1 if i < l and p(α l ) = 0. Let ≪ be the reflection ordering constructed above with respect to p and I (there is no choice for ≺ in this case). It is clear that α s is the maximal element. If t is a reflection in P we have that α sts = s(α t ) = α t + cα l , for some nonnegative integer c. In particular p(α sts ) = p(α t ) and, by Proposition 6.1, α t ≪ α sts ≪ α s . Now let t, t ′ be reflections in P . We clearly have p(t), p(t ′ ) = 0. Since p(α sts ) = p(α t ) and all the coordinates but the last one of α t and α sts coincide (and similarly for t ′ ) we deduce that t ≪ t ′ if and only if sts ≪ st ′ s.
The pyramid over a Bruhat interval
Let (W, S) be a Coxeter system and [u, v] be an interval in W . We say that an interval [u, vs] is a pyramid over [u, v] if s ∈ S and s v. The name pyramid comes from the fact that if [u, v] is isomorphic as a poset to the face lattice of a polytope P then [u, vs] is isomorphic to the face lattice of a pyramid over P .
The following result states that the complete cd-index of a pyramid over a Bruhat interval does not depend on s, generalizes [17] and expresses the complete cd-index of the pyramid [u, vs] in terms of the complete cd-index of [u, v] and of smaller intervals. [u, v] . Theñ
In particularΨ u,vs does not depend on s.
Proof. We start with an observation. If x < v then any path ∆ in the Bruhat graph ∆ = (x 0
−→ x r+1 ) from x to v corresponds to a path ∆ ′ = (x 0 s
−→ x r+1 s) from xs to vs. This correspondence is a bijection between paths from x to v and paths from xs to vs; moreover, if we consider the reflection ordering ≪ defined in Corollary 6.2, we have that if ∆ corresponds to ∆ ′ in this correspondence then m ≪ (∆) = m ≪ (∆ ′ ). We also observe that if we consider the lower s-conjugate ≪ s of ≪ (see [ 
Given a path ∆ = (u 0
−→ u r+1 ) from u to vs there exists a unique x ∈ [u, v] such that u i = x and u i+1 = xs. We denote it by x(∆) and in the computation of the complete cd-indexΨ
we split the sum on the right-hand side according to x(∆). We first consider the reflection ordering ≪. In this case we have
and {∆∈B(u,vs):
where we have used the fact that s is the maximal reflection in the ordering ≪ and the observation at the beginning of the present proof. If x ∈ (u, v) we have
and we conclude thatΨ
By reasoning in a similar way with the ordering ≪ s we can obtain the analogous formulã Corollary 6.4. Let (W, S) be a Coxeter system, u, v ∈ W , u < v, and s ∈ S be such that s v. ThenΨ
Similarly, one can prove the following "left version" of Corollary 6.4.
Corollary 6.5. Let (W, S) be a Coxeter system, u, v ∈ W , u < v, and s ∈ S be such that s v. ThenΨ
3-complete Coxeter systems
Let (W, S) be the Coxeter system of rank l such that m(s, s ′ ) = 3 for all s, s ′ ∈ S, s = s ′ . We call this the 3-complete Coxeter system (or group) of rank l. Our first result can be interpreted as a concrete criterion to determine the set of (left) descents of a generic element in a 3-complete Coxeter group: it is used in the sequel in the construction of reflection orderings, but is interesting in its own right.
Let (W, S) be a 3-complete Coxeter system of rank l, S = {s 1 , . . . , s l } and let W ′ be the parabolic subgroup of W generated by S \ {s 1 } (note that W ′ is a 3-complete Coxeter group of rank l − 1). We also let Π = {α 1 , . . . , α l } where α i is the simple root corresponding to s i for all i ∈ [l]. We observe that
We consider the W ′ -orbit of the simple root α 1 to study the sets of left descents of elements in W ′ . We adopt the following notation: for all w ∈ W ′ we let c i (w),
, be given by
Before proving the main result about the coefficients d i (w) we need the following preliminary result.
Proof. We first observe that for all u ∈ W ′ we have
(a) We have
For w ∈ W we let Des L (w)
Proposition 6.7. Let w ∈ W ′ and i ∈ [2, l] . Then d i (w) = 0 and
Proof. We proceed by induction on ℓ(w). If ℓ(w) = 0 then d i (w) = −1 and i / ∈ Des L (w), and the statement is true. So let ℓ(w) 1.
If i ∈ Des L (w) let w = s i u, with i / ∈ Des L (u). By the induction hypothesis we have d i (u) < 0 and so, by Lemma 6.6, we have
If i / ∈ Des L (w) let j be such that j ∈ Des L (w) and w = s j u, with j / ∈ Des L (u). Now two cases occur: if i / ∈ Des L (u) we have by induction that d i (u), d j (u) < 0 and so, by Lemma 6.6 we conclude that
we letũ be such that w = s j s iũ , with ℓ(w) = ℓ(ũ) + 2. We have that j / ∈ Des L (ũ) since otherwise we could obtain a reduced expression for w starting with s i . Therefore, by induction we have d j (ũ) < 0. Using Lemma 6.6 we then conclude that 
and the result follows since d i (u) < 0 by Proposition 6.7.
We now show the existence of reflection orderings in a 3-complete Coxeter group satisfying some particular properties.
Lemma 6.9. Let (W, S) be a 3-complete Coxeter system, s ∈ S and P be the parabolic subgroup of W generated by S \ {s}. Then there exists a reflection ordering ≪ such that for any reflection t ∈ P and any element z ∈ P , ℓ(z) 2, we have
Proof. We consider the reflection ordering ≪ constructed as in Proposition 6.1, where the weight p = ht is the height function, and the indexing I = (α 1 , . . . , α l ) is such that α 1 = α s (there is no choice for ≺ here, since Φ + 0 (ht) = ∅), so s ∈ S is the simple reflection corresponding to α 1 . It is enough to show that
Since x 1 (α t ) = 0 and
ht(αs) = 1 we have to show that
Recall that we have r(α r ′ ) = α r + α r ′ for all r, r ′ ∈ S, r = r ′ . In particular we have, since t ∈ P s(α t ) = α t + ht(α t )α s .
It follows that
ht(s(αt)) = 1 2 and so to conclude the proof we only have to show that Proposition 6.10. Let (W, S) be a 3-complete Coxeter system. Let r, s ∈ S, r = s. Let P be the parabolic subgroup of W generated by S \ {r, s}. Then for every t, z, w ∈ P , t a reflection, ℓ(z) 2, we have
Moreover t ≪ wsw −1 , t ≪ wrw −1 and r ≪ s.
Proof. We consider the weight p given by p(α) = 1 for all α ∈ Π \ {α r } and p(α r ) = 2. We also consider an indexing I of Π = {α 1 , α 2 , . . . , α ℓ } such that α 1 = α s and α 2 = α r and we let ≪ be the reflection ordering associated to p and I (again there is no choice for ≺ as Φ + 0 (p) = ∅). As the restriction of ≪ to the parabolic subgroup generated by S \ {r} is the reflection ordering considered in Lemma 6.9 the first part of the statement follows.
For the second part we first observe that w(α r ) = α r + i 3 c i α i . Let c def = i 3 c i 0. Then sw(α r ) = (c + 1)α s + α r + i 3 c i α i and x 1 (sw(α r )) = c + 1 1, which implies t ≪ swrw −1 s. Moreover we have
The relations t ≪ wsw −1 , t ≪ wrw −1 and r ≪ s are all clear from the definition.
We can now prove the second main result of this section.
Theorem 6.11. Let (W, S) be a 3-complete Coxeter system. Let r, s ∈ S, r = s, and P be the parabolic subgroup generated by S \ {s, r}. Then for all v ∈ P , v = e, we havẽ Ψ e,svs + d ·Ψ e,v =Ψ e,rvs +Ψ e,v . Proof. We establish the result by means of an explicit bijection. In particular we exhibit a bijection σ between B(e, svs) ∪ B(e, v) ∪ B(e, v) and B(e, rvs) ∪ B(e, v), where B(e, v) is just a copy of B(e, v), which is well-behaved with respect to the contributions of these paths to the corresponding complete cd-indices in the following sense. If ∆ ∈ B(e, svs) or ∆ ∈ B(e, rvs) we consider the monomial m(∆) = m ≪ (∆) with respect to the reflection ordering ≪ studied in Proposition 6.10. If ∆ ∈ B(e, v) (or ∆ ∈ B(e, v)) we consider the monomial m ≪s (∆) with respect to the lower s-conjugate ≪ s of ≪. With this convention we will show that the bijection σ has the following properties:
Consider the Bruhat graph of [e, svs]: the vertices of this graph can be visualized as in Figure  6 , where the four shaded regions correspond respectively from left to right to: (1) elements of the form sxs, for some x v; (2) elements of the form sx for some x v; (3) elements of the form xs for some x v; (4) elements smaller than or equal to v. The bijection σ is defined as follows. Let ∆ ∈ B(e, svs). If the smallest element in the path ∆ which is strictly greater than s is of the form sxs for some x v then by the Exchange Condition (see, e.g., [ Suppose now that the smallest element in the path ∆ which is strictly greater than s is of the form xs for some x v (see Figure 6 , right).
Then ∆ is of the form
for some integers i, k such that r k i − 1 0, k 1, where t 1 , . . . , t r ∈ P , x 1 , . . . , x r v. In this case we define σ(∆) ∈ B(e, rvs) essentially by replacing the letter s "on the left" by r.
More precisely we let
and it follows from Proposition 6.10 that m ≪ (σ(∆)) = m ≪ (∆) (we observe here that if ℓ(x k ) = 1 then sx −1 k sx k s = x k and in particular we still have sx −1 k sx k s ≪ sts for all reflections t ∈ P ). Finally, if the smallest element strictly greater than s in the path ∆ is of the form sx for some x v, then ∆ is of the form for some integers i, k such that r k i − 1 0, k 1, where t 1 , . . . , t r ∈ P , x 1 , . . . , x r v, and we let σ(∆) ∈ B(e, rvs) be defined by In the first case we have m ≪ (σ(∆)) = ab · m ≪s (∆) by Proposition 6.10. In the second case we similarly have m ≪ (σ(∆)) = ba · m ≪s (∆) as srs ≪ st 1 s by Proposition 6.10 used with w = e.
Homogeneous components and linear relations
Following [31] we consider a set W n of elements in the 3-complete Coxeter group W of rank n + 1 generated by s 1 , . . . , s n+1 constructed recursively in the following way: we let W 0 = {s 1 }, W 1 = {s 1 s 2 } and, for n 2, W n = {ws n+1 : w ∈ W n−1 } ∪ {s n+1 ws n+1 : w ∈ W n−2 }.
We now consider the following space of cd-polynomials V n = Span{Ψ e,v : v ∈ W n }.
Since ℓ(v) = n + 1 for all v ∈ W n we deduce that V n is contained in the space of cd-polynomials of degree bounded by n. A set of generators for V n can also be described in the following way. Let A 0 = {1}, A 1 = {c} and A n = {c · P + P ′ : P ∈ A n−1 } ∪ {(d − 1) · P : P ∈ A n−2 }, where for all P ∈ A we let P ′ def = G ′ (P ). By Corollaries 6.4, 6.5 and Theorem 6.11 we have that A n is a spanning set for V n . We observe that |A n | = f n+1 and we denote its elements by P n,1 , . . . , P n,f n+1 in the following way. We let P 0,1 = 1, P 1,1 = c and P n,j = cP n−1,j + P ′ n−1,j if 1 j f n (d − 1)P n−2,j−fn if f n < j f n + f n−1
The next result follows immediately from the above recursion.
Lemma 6.12. Let P n,j = M a M M , the sum being over all monomials of degree at most n (and of the same parity as n). If M is a monomial of degree n − 2i (i 0) then a M (−1) i 0.
We consider the lexicographic order ≺ on the set of cd-monomials of degree n for all n ∈ N, where we let c ≺ d. So for example, if n = 4 we have c 4 ≺ c 2 d ≺ cdc ≺ dc 2 ≺ d 2 . The proof of the following result is a simple verification, and is left to the reader. Lemma 6.13. Let M, I be cd-monomials of the same degree such that I M . Then the cdpolynomial M ′ is a sum of monomials which are all cI.
If P is a cd-polynomial with non-zero homogeneous component of degree n, we call the minimum monomial of degree n appearing in P with non-zero coefficient the n-th initial term of P . We denote by M n,j the n-th initial term of P n,j .
Lemma 6.14. For all n ∈ N we have M n,1 ≺ M n,2 ≺ · · · ≺ M n,f n+1 .
Proof. This follows from Lemma 6.13 and the observation that if P is a polynomial of degree n and M is the n-th initial term of P , then cM is the n + 1-st initial term of cP and dM is the n + 2-nd initial term of (d − 1)P . Proof. We proceed by induction on n, the cases n = 0, 1 being empty. We consider the two cases:
(i) if P n,j = cQ + Q ′ for some Q ∈ A n−1 we let Q = b m m, the sum being over monomials m of degree bounded by n − 1 and of the same parity as n − 1. The monomial M 0 will appear as a summand in cm 0 + m ′ 0 for some m 0 such that deg(m 0 ) = n − 1 − 2i and b m 0 = 0. By induction there existsm 0 of degree n + 1 − 2i such that bm 0 = 0 and such that m 0 is obtained fromm 0 by deleting a letter d. Then it is not hard to see that in cm 0 +m ′ 0 there is a monomial obtained by inserting a letter d in M 0 . Since, by Lemma 6.12, all monomials of the same degree appearing in Q have coefficients with the same sign, there cannot be cancellations when expanding cQ + Q ′ and therefore we necessarily have aM 0 = 0.
(ii) P = (d − 1)Q for some Q ∈ A n−2 . This is similar and simpler and is left to the reader.
We can now prove the main result of this section. This conjecture implies the following one, which in turn would imply that the formula obtained in Theorem 5.1 cannot be "linearly" simplified, even if we content ourselves with a formula that only holds for all Bruhat intervals of a fixed rank. 
