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Abstract
Quantile regression models the conditional quantile of a response variable. Compared
to least squares, which focuses on the conditional mean, it provides a more complete
picture of the conditional distribution. Median regression, a special case of quantile
regression, offers a robust alternative to least squares methods. Common regression
assumptions are that there is a linear relationship between the covariates, there is
no missing data and the sample size is larger than the number of covariates. In this
dissertation we examine how to use quantile regression models when these assumptions
do not hold. In all settings we examine the issue of variable selection and present
methods that have the property of model selection consistency, that is, if the true
model is one the candidate models, then these methods select the true model with
probability approaching one as the sample size increases.
We consider partial linear models to relax the assumption that there is a linear re-
lationship between the covariates. Partial linear models assume some covariates have
a linear relationship with the response while other covariates have an unknown non-
linear relationship. These models provide the flexibility of non-parametric methods
while having ease of interpretation for the targeted parametric components. Additive
partial linear models assume an additive form between the non-linear covariates, which
allows for a flexible model that avoids the “curse of dimensionality”. We examine
additive partial linear quantile regression models using basis splines to model the
non-linear relationships.
In practice missing data is a common problem and estimates can be biased if
observations with missing data are dropped from the analysis. Imputation is a
popular approach to handle missing data, but imputation methods typically require
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distributional assumptions. An advantage of quantile regression is it does not require
any distributional assumptions of the response or the covariates. To remain in a
distribution free setting a different approach is needed. We use a weighted objective
function that provides more weight to observations that are representative of subjects
that are likely to have missing data. This approach is analyzed for both the linear
and additive partial linear setting, while considering model selection for the linear
covariates.
In mean regression analysis, detecting outliers and checking for non-constant vari-
ance are standard model-checking steps. With high-dimensional data, checking these
conditions becomes increasingly cumbersome. Quantile regression offers an alternative
that is robust to outliers in the Y direction and directly models heteroscedastic
behavior. Penalized quantile regression is considered to accommodate models where
the number of covariates is larger than the sample size. The additive partial linear
model is extended to the high-dimensional case. We consider the setting where the
number of linear covariates increases with the sample size, but the number of non-
linear covariates remains fixed. To create a sparse model we compare the LASSO and
SCAD penalties for the linear components.
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Chapter 1
Introduction
Statisticians are often interested in modeling the relationship between a response
variable and a set of covariates. Traditionally, this is achieved by least-squares type
regression, which focuses on modeling the average of the response variable. However,
in some important applications, non-central behavior of the response variable is of
direct interest. For example, doctors may wish to identify the risk factors associated
with low birth weights of infants. It is then natural to directly model the lower
quantiles of the birth weight conditional on the covariates. It is noteworthy that
the effect of a covariate may be different on the lower and higher quantiles of the
response variable. For example, a certain treatment drug may be beneficial for
relatively healthy patients, but could increase the risk of death for weaker patients.
By considering different quantiles, we are able to obtain a more complete picture for
the relationship of the covariates on the response variable.
Consider the research question of analyzing the relationship between X and Y
after observing a random sample of {Yi, xi1, ..., xip}ni=1. Least squares regression can
be used to model the conditional mean and, provided the errors are homoscedastic,
the conditional variance. However, the mean and standard deviation can provide an
incomplete description of the conditional distribution of Y | X. Often distributional
assumptions such as Y | X ∼ N(g(X), σ2) are made to simplify the modeling of
1
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the conditional distributions, but estimates of conditional quantiles are sensitive
to distributional assumptions. Another complication is the assumption that the
variance is homoscedastic, which in many cases does not hold. Quantile regression
avoids distributional assumptions by directly modeling the quantile of interest. If
the researcher is only interested in central behavior quantile regression is a robust
alternative to least squares based methods. Most importantly if the research question
of interest is about a conditional quantile than we advocate estimating the conditional
quantile directly by using quantile regression.
1.1 Structure
In the following chapters we provide a review of quantile regression, including current
research in the area. In Chapter 2 the linear quantile regression model and corre-
sponding objective function is presented. To understand how the objective function of
quantile regression was derived we examine loss functions for unconditional quantiles.
The quantile regression objective function is non-differentiable and we present the
computational and theoretical challenges this provides. The linear quantile regression
model is presented and compared to the typical linear mean regression model. In
Chapter 3 we present the additive partial linear model using basis splines to model
the non-linear variables. We present theorems stating that the non-linear estimation
is consistent and that the linear components are asymptotically normal. Finite sample
size performance of estimators are analyzed using Monte Carlo simulations.
In Chapter 4 we consider the problem of missing covariates in a quantile regression
model. The three types of missingness: missing at random (MAR), missing completely
at random (MCAR) and not missing at random (NMAR) are discussed along with
a rationale for using the missing at random assumption. We provide mathematical
intuition on why missing covariates can result in biased estimates. We propose an
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inverse probability weighting (IPW) approach to provide unbiased estimates for both
linear and additive partial linear models. Asymptotic results are stated along with
Monte Carlo simulations and an analysis of health care cost data with missing data.
Chapter 5 examines additive partial linear quantile regression with a large number
of linear covariates. When considering the asymptotics of these models we assume
that the covariates grow with the sample size and allow for the number of covariates to
be larger than the sample size. Sparsity is assumed to estimate these high dimensional
models. Quantile regression allows for a nuanced definition of sparsity, it assumes that
for a fixed τ , the quantile of interest, the model is sparse, but the active variables
can change depending on τ . Our new contributions to this field are analyzing a
high-dimensional additive partial linear model, where the number of linear covariates
grows while the number of non-linear covariates remains fixed. Asymptotic results
of the oracle model, the estimator we would use if we knew which linear covariates
belonged in the model, are presented. For model selection of the linear terms we
propose a penalized objective function. We are specifically interested in the SCAD
penalty (Fan and Li, 2001) and demonstrate it has the oracle property in this setting.
We conclude with Chapter 6 which will discuss future research directions. In
Chapter 4 we propose a weighting method, but it requires a correctly specified model
for missingness. For mean regression double robust methods have been proposed
that are robust to misspecification of the weighted model. For additive partial linear
models we only considered model selection for the linear components. Future work
could be done on model selection for the non-linear components using group penalties
for the non-linear basis coefficients. Also, we could consider the setting where the
number of non-linear variables increases with the sample size. Finally, our results have
been limited to analyzing observations that are independent. It would be interesting
to extend our results to handle longitudinal data.
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1.2 Notation
Through out this document we use the following notation to notate different types of
convergence:
1.
p→ denotes convergence in probability,
2.
d→ denotes convergence in distribution.
For any matrix A the spectral norm is used, that is,
||A|| =
√
λmax(A′A).
Chapter 2
Linear Quantile Regression Model
2.1 Unconditional Estimation
Consider the continuous, random variable X with CDF F (x) and µ = E[X]. Define
the τth quantile, Qτ (X), as
Qτ (X) = inf{x : F (x) ≥ τ}.
The median is the special case of τ = .5 and we also use the notation of X˜ = Q.5(X).
If X has a finite second moment then
µ = argmin
a
E(X − a)2.
The population median minimizes the absolute error loss, that is
X˜ = argmin
a
E|X − a|.
5
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If we consider the i.i.d. sample of X1, . . . , Xn. Then the sample mean, X¯, minimizes
the squared error loss of the sample,
X¯ = argmin
a
n∑
i=1
(Xi − a)2.
The sample median, X˙, may not be a unique value, but minimizing the absolute error
loss provides a potential range of sample medians
X˙ = argmin
a
n∑
i=1
|Xi − a|.
For a loss function approach to estimating the τth quantile we want a function ρτ (x−
a) such that
Qτ (X) = argmin
a
n∑
i=1
ρτ (Xi − a).
The function that satisfies this is
ρτ (u) = u(τ − I(u < 0)).
The function ρτ (u) is called the check function because of it check shape as seen in
Figure 2.1. Notice ρ.5(u) = .5|u| and for other values of τ the check function is a
tilted absolute value function. An alternative definition of the check function is,
ρτ (u) =
1
2
|u|+ (τ − 1/2)u.
Similar to how minimizing the squared or absolute error for single variable sam-
ple produces the sample mean or median, minimizing the check function error loss
provides the corresponding sample quantile.
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Figure 2.1: Check Function
2.2 Conditional Estimation
Now consider two random variables, Y ∈ R and X ∈ Rp+1, including a constant. The
conditional CDF of Y | X is F (y|X) = P (Y ≤ y|X) then the conditional quantile is
Qτ (Y |X) = inf{y : F (y | X) ≥ τ}.
Let g(X) be any function of X and consider minimizing Y with respect to X.
E[Y | X] = argmin
g(X)
E(Y − g(X))2,
median[Y | X] = argmin
g(X)
E|Y − g(X)|,
Qτ (Y | X) = argmin
g(X)
Eρτ (Y − g(X)).
2.2. Conditional Estimation 8
For an observed independent sample of (Y1, x1), ..., (Yn, xn) where xi = (xi1, ..., xip)
then the conditional mean could be estimated by
gˆ(X) = argmin
g(X)
n∑
i=1
(Yi − g(Xi))2.
A common assumption used to derive an estimate gˆ is to assume the linear model
Yi = β00 + β01xi1 + ...+ β0pxip + i
= x′iβ0 + i,
with E[i] = 0 and Var(i) < ∞. With the linear assumption estimating the
conditional mean becomes a tractable problem with estimates of β0 obtained by
βˆ(µ) = argmin
β
n∑
i=1
(Yi − x′iβ)2. (2.1)
For conditional quantiles we can consider a similar linear form for a fixed value of τ
of
Yi = β00(τ) + β01(τ)xi1 + ...+ β0p(τ)xip + i(τ)
= x′iβ0(τ) + i(τ), (2.2)
with P (i < 0 | xi) = τ . No moment conditions on the error terms are required
for quantile regression, providing insight that quantile regression outperforms mean
regression if the error distribution is heavy-tailed. We have indexed β0(τ) and i(τ) by
τ because this model allows the relationship between the response and the covariates
to change depending on the quantile of interest. This notation is too cumbersome
and usually we drop the τ index, but it is important to understand that all quantile
regression models discussed in this paper are for a fixed value of τ . Using this model
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we can estimate the conditional quantile with
βˆ = argmin
β
n∑
i=1
ρτ (Yi − x′iβ). (2.3)
Minimizing (2.3) results in a quantile regression model. The progression of ideas that
led to (2.3) motivated the original quantile regression model presented in Koenker
and Bassett (1978).
2.3 Comparison to the Classic Linear Model
The classic linear model is
Yi = x
′
iβ0 + i,
with xi and i i.i.d, independent of each other and i ∼ N(0, σ2). Then Yi |
xi ∼ N(x′iβ0, σ2) and the conditional distribution of Yi | xi can be approximated
by estimating β0 and σ
2 using OLS. In practice the assumption of homoscedastic,
normally distributed errors are used to derive standard errors and p-values for βˆ.
Under weaker conditions βˆ is still a consistent and asymptotically normal estimator.
Deviations from either of these assumptions implies the conditional distribution of
Yi | Xi is not N(x′iβ0, σ2) and therefore estimates of the conditional quantile are
biased.
To compare quantile regression and least squares we consider a data set of monthly
household income and food expenditure for 235 working class Belgian families col-
lected by Engel (1857). Koenker and Bassett (1982) used the same data demon-
strating how quantile regression can be used to test for heteroscedasticity in the
data. They found that increases in family income increased both the average and
variability of money spent on food. We use the same data, but remove a family with a
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Figure 2.2: Least Squares Estimates of .2 and .8 Quantiles
household income of 4,957.8, while the next largest income was 2,822.5. While quantile
regression is robust to outliers in the Y direction it can be influenced by outliers in
the X direction. Figure 2.2 and Figure 2.3 are plots of the data with estimates
for the conditional median and .2 and .8 quantiles. In Figure 2.2 the estimates
are derived by using least squares method and assumptions of homoscedastic and
normally distributed error terms. Modeling the .2 and .8 quantiles separately using
the quantile regression objective function (2.3) provides the fits shown in Figure 2.3.
The estimates shown in Figure 2.2 are problematic because too many lower income
families are falling in between the .2 and .8 estimates and too many of the higher
earning families are outside these estimates. The least squares based estimates of the
conditional quantile are misspecified because the heteroscedastic relationship between
food expenditure and income is not being modeled. The quantile regression estimates
are able to model the heteroscedastic nature of the data. The slopes for the three
different estimates, .2, .5 and .8 in Figure 2.3 have noticeably different slopes. Quantile
regression provides a more flexible framework that allows the relationship between the
response and the predictor to change depending on the quantile being modeled.
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Figure 2.3: Quantile Regression Estimates of .2 and .8 Quantiles
To formally demonstrate this we consider the location-scale model
Yi = x
′
iη0 + (x
′
iζ0)ui, (2.4)
where xi is a vector of non-negative random variables and ui are i.i.d. mean zero
random variables with CDF F (·) and inverse CDF F−1(·). We require the elements
of xi to be non-negative to ensure the conditional quantiles have a linear relationship
with the response. This is called the location-scale model because both the location
and scale of the response varies with the covariates. Notice E[Yi | xi] = x′iη0 and
Qτ (Yi | xi) = x′iη0 + x′iζ0F−1(τ).(Koenker, 2005) Focusing on the mean will only
capture how the center of the response changes while ignoring the changes that occur
to the scale of the model. The quantile regression coefficients for the τth quantile from
(2.4) are β0(τ) = η0 + ζ0F
−1(τ). Therefore β0(τ) depends on the scale, center and τ ,
while the conditional mean coefficients are only influenced by how covariates impact
the expected value of the response. Even if the error terms are not heteroscedastic
quantile regression is useful as a robust alternative to least squares methods.
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Returning to Engel’s data on spending patterns of working class families, Table 2.1
provides estimates, standard errors, t-statistics and p-values for the .2,.5 and .8
coefficients. Standard errors were calculated by bootstrapping on the families. Other
methods exist for estimating standard errors, but are based on asymptotic distribu-
tions and require deciding if the error terms are independent or not.(Koenker, 2012)
Using Table 2.1 we estimate that after accounting for income, that 80% of working
class families spent 66% or less of their income on food, 50% spent 57% or less and
20% spent 48% or less of their income on food. Figure 2.4 plots the .05,.10,...,.90,.95
coefficients on the y-axis and τ on the x-axis. The black points represent a coefficient
point estimate, the gray area represents 95% pointwise confidence lines, the middle
line is the OLS fit and the dashed lines are the 95% confidence interval for the OLS
estimate. If the covariate of interest only changes the location of the conditional
distribution, but not the scale then the slope estimates should all be similar to the
OLS estimate. In Figure 2.4 the estimates of β(τ) increase with τ which corresponds
with what is seen in Figure 2.3, that both average and scale of food expenditure
changes with income.
Tau Income St. Error T-Value P-Value T234
0.20 0.48 0.02 20.34 0.00
0.50 0.57 0.03 20.16 0.00
0.80 0.66 0.03 25.12 0.00
Table 2.1: Engel Data Quantile Regression Coefficients
The location-scale model is helpful to understand the benefits of quantile regres-
sion, but it is actually a more specific model than quantile regression requires. Linear
quantile regression only requires that (2.2) holds, where the key assumption is that
the linear relationship holds for the quantile of interest. In Chapter 3 we consider
an additive partial linear model which allows us to relax the assumption of a linear
relationship, by assuming it holds for only a subset of the covariates. In Chapter 5 we
2.3. Comparison to the Classic Linear Model 13
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Figure 2.4: Engel Family Income Coefficients
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examine quantile regression in high-dimensional setting and assume a sparse model
to handle the case of p >> n.
A useful property of quantile regression, that will be used in some of our data
analysis, is its equivariance to the monotone transformation of the response vari-
able.(Koenker, 2005) More specifically, for any nondecreasing function h(x)
Qh(Y )(τ | X) = h(QY (τ | X)).
This can be derived from the fact P (Y ≤ y) = P (h(Y ) ≤ h(y)). Mean regression
does not share this property unless the transformation is linear. For this reason
when interpreting transformed responses where the distribution of the error terms
are symmetric, then interpretation on the original scale is actually for the median.
The conditional median has the equivariance property, while the conditional mean
is only equivariant under a linear transformation. On the other hand the linearity
of the expectation operator is a nice property that is not shared by quantiles. This
presents difficulties when considering model average estimates such as those derived
from multiple imputation methods.(Wei et al., 2012)
2.4 Non-differentiability
2.4.1 Computational Difficulties
The quantile regression objective function is not differentiable which historically was
a barrier to solving (2.3). It also provides challenges in understanding the asymptotic
behavior of βˆ. For least squares choosing βˆ(µ) from (2.1) is equivalent to solving
n∑
i=1
xi(Yi − x′iβˆ(µ)) = 0,
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which implies βˆ(µ) = (X ′X)−1X ′Y . The objective function, ρτ (Yi − x′iβ), is not
differentiable and therefore another approach must be taken to solve the quantile
regression objective function. The function
∑n
i=1 ρτ (Yi − x′iβ) is differentiable except
at points for which Yi − x′iβ = 0. These points do have directional derivatives. Let
u ∈ Rp+1 with ||u|| = 1. Then instead of solving for ∂
∂β
∑n
i=1 ρτ (Yi − x′iβ) = 0 the
minimization problem can be restated as finding βˆ such that
∂
∂a
ρτ (Yi − x′iβˆ − ax′iw)
∣∣∣∣
a=0
≥ 0 ∀w. (2.5)
Let Q(β) =
∑n
i=1 ρτ (β). If βˆ satisfies (2.5) then Q(βˆ) is a local minimum and because
Q(β) is a convex function Q(βˆ) is also a global minimum. The solution space can be
limited to cases where p+1 observations, corresponding to the p+1 parameters being
estimated, have residuals of zero. Let Ω be the set of the different combinations of
p+1 observations from a sample of size n. Let ω ∈ Ω represent one such combination
and X(ω) and Y (ω) be the corresponding covariates and response. Define
β(ω) = X(ω)−1Y (ω).
Therefore X(ω)β(ω) = Y (ω) and β(ω) is a candidate for βˆ. Let B = {β(ω) | ω ∈ Ω}.
Then (2.3) could be restated as
βˆ = argmin
β∈B
n∑
i=1
ρτ (Yi − x′iβ).
The number of potential solutions has been reduced from ∞ to ( n
p+1
)
, but checking
every β(ω) ∈ B would not be practical for larger sample sizes.(Koenker, 2005) Koenker
and d’Orey (1987) presented a modified algorithm of Barrodale and Roberts (1974),
which proposed an algorithm for median regression. First start with an initial estimate
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β(ω) and evaluate the partial derivative of Q(β(ω)). Next find the path of steepest
descent. Since Q(β(ω)) is a vertex of a convex function directions can be limited
to the edges that meet at the vertex. The edge of quickest decent is followed until
it is no longer a viable path, thus arriving at another vertex where the algorithm
can be repeated. The algorithm stops once it hits a vertex where all edge, directional
derivatives are positive. This algorithm was critical to the development of median and
quantile regression because it provided an efficient method for estimating regression
quantiles.
To visualize the algorithm we consider a simple example in the unconditional set-
ting. Take two samples, one with nine observations of {1, 3, 5, 7, 9, 13, 15, 17, 19} and
the other with eight observations of {1, 3, 5, 7, 13, 15, 17, 19}. The quantile regression
objective function for an intercept only model was applied to both data sets for the
median and .25 quantile. Figure 2.5 has plots of the objective function for the four
different scenarios. Those marked as having unique solutions are from the first sample,
while the non-unique solutions come from the second sample. The function is clearly
not differentiable at the observed values in the sample set, which would be the set of
potential solutions. The non-unique set shows that there are solutions that would not
have a residual of zero, but these solutions all lie on an edge between two vertexes.
Using the algorithm from Koenker and d’Orey (1987) results in different solutions
for the non-unique case depending on the starting point. For the median case with
the second sample βˆ = 7 if the initial value is 7 or less, βˆ = 13 if the initial value is
13 or larger and βˆ = initial value for initial values between 7 and 13. The issue of
a non-unique solution also occurs when minimizing a conditional objective function.
Koenker (2012) argued that the flat edge of non-unique solutions are small compared
to sampling error from the data because the flat edge of non-unique solutions becomes
smaller as the sample size increases.
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Figure 2.5: Unconditional Minimization
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2.4.2 Theoretical Challenges
Not being able to take a derivative also provides theoretical difficulties. A simple
proof of the asymptotic normality of βˆ(µ) relies on being able to take a derivative of
the objective function.
−n−1∑ni=1 xi(Yi − x′iβˆ(µ)) = 0.
⇒ −n−1∑ni=1 xi(i + x′iβ0 − x′iβˆ(µ)) = 0.
⇒ n−1∑ni=1 xix′i(βˆ(µ)− β0) = n−1∑ni=1 xii.
⇒ (n−1X ′X)√n(βˆ(µ)− β0) = n−1/2
∑n
i=1 xii.
Then assuming 1
n
X ′X
p→ Σ and E[i] = σ2
√
n(βˆ(µ)− β0) d→ N
(
0, σ2Σ−1
)
.
Deriving theoretical properties of quantile regression estimators requires more
subtle methods which typically rely on convexity of the objective function. The proof
of Theorem 4.1 of Koenker (2005) outlines an approach to analyze the asymptotic
behavior of estimator from a convex objective function. The central idea is to ap-
proximate the objective function with a quadratic function. Hjørt and Pollard (1993)
showed that if a convex function can be approximated by a quadratic function the
minimizer of the quadratic function is asymptotically equivalent to the minimizer of
the convex function. Thus reducing the problem to an easier problem of understanding
the asymptotic behavior of the minimizer of a quadratic approximation.
For technical reasons it is helpful to restate (2.3) as
βˆ = argmin
β
n∑
i=1
ρτ (Yi − x′iβ)− ρτ (Yi − x′iβ0). (2.6)
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Let Fi and fi be the CDF and pdf of i | xi. Notice that fi(0) is the density at the τth
quantile of interest. Assume that Fi is absolutely continuous, fi is uniformly bounded
away from 0 and ∞ and ∀i xi ∈ D where D is a compact subspace of Rp+1. Also
define ψτ (u) = τ − I(u < 0), the gradient of ρτ (u). Then using Knight’s Identity
(Knight, 1998),
ρτ (u− v)− ρτ (u) = −vψτ (u) +
∫ v
0
(I(u ≤ s)− I(u ≤ 0))ds,
and Taylor expansion we have
n∑
i=1
ρτ (Yi−x′iβ)−ρτ (Yi−x′iβ0) =
1
2
(β−β0)′
n∑
i=1
fi(0)xix
′
i(β−β0)−(β−β0)′
n∑
i=1
xiψτ (i)+op(1).
(2.7)
Then behavior of βˆ from (2.3) is asymptotically equivalent to the minimizer of (2.7)
thus [
1
n
n∑
i=1
fi(0)xix
′
i
]
√
n(βˆ − β0) = 1√
n
n∑
i=1
xiψτ (i) + op(1). (2.8)
If 1
n
∑n
i=1 fi(0)xix
′
i
p→ Σ˜ and 1
n
∑n
i=1 xix
′
i
p→ Σ then
√
n
(
βˆ − β0
)
d→ N
(
0, τ(1− τ)Σ˜−1ΣΣ˜−1
)
.
The τ(1 − τ) portion of the asymptotic confirms the intuition that the estimates
further from τ = 1/2 will tend to have larger variance. If we assume that i are i.i.d.
then
√
n
(
βˆ − β0
)
d→ N (0, τ(1− τ)fi(0)−2Σ−1) .
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Recall, that fi(0) is the density of i | xi at the conditional quantile of interest. The
estimator βˆ has larger variance when estimating events that have small density. This
typically happens when modeling higher or lower quantiles.
Chapter 3
Additive Partial Linear Quantile
Regression
In an additive partial linear regression model, there is a set of predictors and constant
X ∈ Rp+1 which have a linear relationship with the response variable Y ∈ R and a set
of predictors Z ∈ Rd which have an unknown non-linear relationship with Y , described
by the nonparametric component g(Z). Formally, the additive partial linear quantile
regression model is
Yi = β00(τ) + β10(τ)xi1 + ...βp0(τ)xip + g0(τ, zi) + i
= x′iβ0(τ) + g0(τ, zi) + i,
with xi = (1, xi1, ..., xip)
′, zi = (zi1, ..., zid)′, β0(τ) = (β00(τ), β10(τ), ..., βp0(τ))
′ and
P (i ≤ 0|xi, zi) = τ , for some 0 < τ < 1. To avoid the “curse of dimensionality” we
assume that g0(τ, zi) is an additive function where
g0(τ, zi) =
d∑
j=1
gj0(τ, zij).
The additive partial linear model balances the flexibility of non-parametric methods
with the ease of interpretation of parametric models. One application of this model is
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to include variables that require easy interpretation as linear variables and nuisance
variables as non-linear. For example, an experiment with a binary treatment and
continuous controls. The binary treatment would be treated as a linear variable. The
control variables could be modeled as unknown relationships because we are more
concerned about bias from a misspecified model for these terms and less concerned
about interpretation.
3.1 Basis Splines
Each function gj0(τ, z) is unknown and needs to be estimated. We consider estimation
using series methods which approximates gj0(τ, z) by a linear combination of a series
of Jn, where Jn can change with n, approximating functions pi(z), i = 1, . . . , Jn.
Polynomial functions are popular choices for the approximating functions. A simple
and classic example of a series estimate is using the power series {1, z, z2, ..., zJn−1}.
A problem with the power series it that successive terms tend to be highly correlated.
We focus on using B-splines which are a linear combination of a set of basis splines.
B-spline functions are piecewise polynomial functions and generally provide more
flexibility than the power series. They are also numerically more stable because each
B-spline is non-zero over a limited range of knots. To define the B-spline functions,
we divide the observed support of z into mn intervals and let r be the degree of the
functions used. Let (t1, ..., t2r+m−1) be our sequence of knots with mn−1 knots inside
the compact support and r knots on the lower bound and upper bound of the support,
for a total of Jn = r + mn basis functions.(Schumaker, 1981) The formula for basis
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Figure 3.1: Plot of Cubic Splines with Jn = 7
functions are defined by the following recursive formula:
br1(z) =
 1 ti ≤ z ≤ ti+1,0 otherwise,
bri (z) =
z − ti
ti+r−1 − ti b
r−1
i (z) +
ti+r − z
ti+r − ti+1 b
r−1
i+1 (z).
Figure 3.1 displays seven evenly spaced cubic B-splines on a support of [0, 1].
For a given covariate zik and degree r let w(zik) =
(
br1(zik), ..., b
r
Jn
(zik)
)′
denote
the corresponding vector of B-spline basis functions and let w(zi) denote the dJn
3.1. Basis Splines 24
dimensional vector (w(zi1)
′, ..., w(zid)′)
′. For ease of notation and simplicity of proofs,
we use the same basis functions and Jn for all non-linear components. Then (3.1) is
estimated by
(βˆ, γˆ) = argmin
(β,γ)
n∑
i=1
ρτ (Yi − x′iβ − w(zi)′γ) (3.1)
with
gˆj(zi) = wj(zi)
′γˆj − 1
n
n∑
k=1
wj(zk)
′γˆj for j = 1, ..., d,
where γˆj is the basis coefficients corresponding to wj(zi). The estimate of gˆ is centered
because of the identifiability condition that E[gj(zi)] = 0 ∀j. The intercept needs to be
adjusted by 1
n
∑n
i=1 w(zi)
′γˆ to account for the centering. To avoid these complications
when dealing with the asymptotic behavior of these estimators we use centered and
standardized B-splines, following the approach of Liu et al. (2011). The centered
spline for the jth basis function of the covariate zik is
b∗j(zik) = bj(zik)
r − E
[
brj(zik)
]
E [br1(zik)]
br1(zik), (3.2)
suppressing the degree r for b∗j(zik) for ease of notation. The centered and standard-
ized spline is
Bj(zik) =
b∗j(zik)√
Var(b∗j(zik))
. (3.3)
Let W (zik) = (B1(zik), ..., BJn(zik))
′ denote the corresponding vector of centered and
standardized B-spline basis functions and define W (zi) as the dJn dimensional vector
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(W (zi1)
′, ...,W (zid)′)
′. Then the estimators gˆ and βˆ obtained from minimizing
argmin
(β,γ)
n∑
i=1
ρτ (Yi − x′iβ −W (zi)′γ), (3.4)
are the same as those from minimizing (3.1) and centering gˆ and the intercept. In
practice we obtain our estimates from (3.1) because the value of Bj(zik) is unknown.
However for theoretical reasons it will be easier to use the equivalent estimators
derived from (3.4). For this reason we will use w(zi) when referring to uses of the
additive partial linear quantile regression model in practice, but in our proofs we will
use W (zi).
A complication of the partial-linear model is the estimation error for the non-
linear component. For a fixed n there is an idealized γ0 ∈ RdJn , but in general
g0(zi) 6= W (zi)′γ0 and instead
W (zi)
′γ0 − g0(zi) = uni, (3.5)
where uni is the bias term. To understand the behavior of uni we require the two
following definitions.
Definition Let r ≡ m + v. Define Hr as the collection of functions on [0, 1] whose
mth derivative satisfy the Ho¨lder condition of order v. That is, for any h ∈ Hr, there
exist some positive constant C such that
∣∣h(m)(z′)− h(m)(z)∣∣ ≤ C |z′ − z|v , ∀ 0 ≤ z′, z ≤ 1. (3.6)
Definition Given z = (z1, ..., zd)
′, the function g(z) is said to belong to the class of
non-linear functions Gr if g(z) =
∑d
k=1 gk(zk), gk ∈ Hr and E[gk(zk)] = 0 ∀ k.
Throughout this chapter we assume g0 ∈ Gr for some r ≥ 1.5. Then the function g0
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can be approximated using B-spline basis functions and the bias term has a rate of
convergence of max
i
|uni| = O (J−rn ).(Schumaker, 1981) Nonparametric mean models
have been an active area of research. Consider the univariate, zi ∈ R, mean model
Yi = g0(zi) + i, (3.7)
with E[i] = 0. Stone (1982) showed that for Jn ≈ n1/(2r+1) that
1
n
n∑
i=1
(gˆ(zi)− g0(zi))2 = Op
(
n−2r/(2r+1)
)
, (3.8)
and that (3.8) is the optimal rate of convergence. The intuition is that the rate of
convergence of 1
n
∑n
i=1(gˆ(zi) − g0(zi))2 can be separated into the estimation of the
spline coefficient vector and the rate of convergence for the bias term, uni. The
spline coefficient vector has the rate of ||γˆ − γ0|| = Op
(√
Jn
n
)
. The rate of Jn which
minimizes both rates is Jn ≈ n1/(2r+1) which combined with the rate of the spline
coefficients and bias provides the rate given in (3.8). It has also been shown that for
an additive version of (3.7) that the rate of (3.8) holds.(Stone, 1985)
Donald and Newey (1994) proposed a partial linear mean model and did not
assume the non-linear function was additive. This work showed conditions for βˆ to be
asymptotically normal and efficient estimation of g0. He and Shi (1994) demonstrated
that (3.8) holds for non-parametric estimates of a univariate conditional quantile
function. These results were extended to partial linear quantile regression (He and
Shi, 1996) and partial linear m-estimation models (He et al., 2002). Wang et al.
(2009) consider a partial linear varying coefficient model and propose a penalized
procedure for variable selection of the linear terms. De Gooijer and Zerom (2003)
developed a fully non-parametric additive quantile regression estimator that has the
same asymptotic rate of convergence as the univariate estimator proposed by He
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and Shi (1994). However the method requires bias correction for d ≥ 5. Alternative
estimators for non-parametric additive quantile regression models have been proposed
that retain efficient estimation and do not have to correct for bias.(Horowitz and
Lee, 2005) In the current literature there have not been any asymptotic results
for additive partial linear quantile regression models. We demonstrate that under
standard regularity conditions the estimators from (3.1) are consistent and βˆ is
asymptotically normal. To understand the asymptotic behavior of βˆ we need to
establish a relationship between X and Z.
3.2 Relationship between X and Z
Before considering the assumptions that are needed for the additive partial linear
quantile regression model we start with the additive mean regression model to moti-
vate these assumptions. Consider the least squares objective function of
(
βˆ(µ), γˆ(µ)
)
= argmin
(β,γ)
n∑
i=1
(Yi − x′iβ −W (zi)′γ)2. (3.9)
To understand the asymptotic behavior of βˆ(µ) we need to consider the relationship
between X and Z. New notation is introduced to separate the constant part of X
from the random portion. Let X = [1n X(−1)] where 1n is an n-dimensional vector of
ones and X(−1) ∈ Rn×p with X(−1) = (X1, ..., Xp). Let
xij = h
µ
j0(zi) + δ
µ
ij 1 ≤ i ≤ n, 1 ≤ j ≤ p,
with hµj0 ∈ Hdr and δµij being the bias from estimating E[xij | zi] with an additive
function of zi. To handle the intercept define h
µ
10(zi) = 0 and δ
µ
i1 = 1 ∀i. Let
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H(µ)ij = hµ(j+1)0(zi), δ
µ
i =
(
1, δµi2, ..., δ
µ
i(p+1)
)′
and ∆(µ)ij = (δ
µ
1 , ..., δ
µ
n)
′ then
X = H(µ) + ∆(µ).
Define W = (W (z1), ...,W (zn))
′ and
PW = W
′(W ′W )−1W,
X∗(µ) = [1n, (I − PW )X(−1)],
with X∗(µ) = (x∗1(µ)
′, ..., x∗n(µ)
′)′. Consider the follow parametrization
θ1(µ) = (β − β0(µ)),
θ2(µ) = (W
′W )−1WX(β − β0(µ)) + (γ − γ0(µ)),
with
θˆ1(µ) = (βˆ(µ)− β0(µ))
and
θˆ2(µ) = (W
′W )−1WX(βˆ(µ)− β0(µ)) + (γˆ(µ)− γ0(µ)).
Then (3.9) is equivalent to
(
θˆ1(µ), θˆ2(µ)
)
= argmin
(θ1,θ2)
n∑
i=1
(i − x∗i (µ)′θ1 −W (zi)′θ2 − uni)2 (3.10)
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In order to find the asymptotic behavior of βˆ we can solve (3.10) with respect to θ1
and get
n∑
i=1
x∗i (µ)(i − x∗i (µ)′θˆ1(µ)−W (zi)′θˆ2 − uni)) = 0.
Notice that
∑n
i=1 x
∗
i (µ)W (zi)
′ = X∗(µ)′W = X ′(I − PW )W = 0 and therefore(
1
n
n∑
i=1
x∗i (µ)x
∗
i (µ)
′
)
√
nθˆ1(µ) = n
−1/2
n∑
i=1
x∗i (µ)i − n−1/2
n∑
i=1
x∗i (µ)uni.
Thus
√
n(βˆ(µ)− β0(µ)) is asymptotically normal if max
i
||x∗i (µ)uni|| = op(n−1/2) and
1
n
∑n
i=1 x
∗
i (µ)x
∗
i (µ)
′ converges in probability to a positive definite matrix. The former
can be established by reasonable assumptions for X and selecting Jn at a suitable
rate. Recall H(µ) is an additive approximation of E[X | Z] and PWX is the least
squares estimate of H(µ). Therefore under conditions described in Stone (1985)
n−1/2x∗i (µ) = n
−1/2δµi + op(1).
Using a similar parametrization and applying methods used to derive (2.7) then
n∑
i=1
ρτ (i − x∗i ′θ1 −W (zi)′θ2 − uni)− ρτ (i)
=
n∑
i=1
(
x∗i
′θ1 +W (zi)
′θ2 − uni
)
ψτ (i)
+
n∑
i=1
fi(0)
(
x∗i
′θ1 +W (zi)
′θ2 − uni
)2
+ op(1).
Similar to the least squares case we want to solve for θˆ1 and use this solution to derive
asymptotic normality for βˆ. Understanding the asymptotic behavior of θˆ1 is easier if
n∑
i=1
fi(0)x
∗
iW (zi) = 0. (3.11)
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Define B = diag(f1(0), ..., fn(0)) and PW (B) = W (W
′BW )−1W ′B. Then (3.11)
holds if X∗ =
[
1n (I − PW (B))X(−1)
]
. Therefore using this technique for an additive
partial linear quantile regression model requires a different understanding of the role
estimating g0 has on the asymptotic behavior of βˆ. Let X = H + ∆n with Hij =
hj+1(zi), δi = (1, δi1, ..., δip)
′, ∆n = (δ1, ..., δn)′ and
hj(·) = arg inf
hj∈Hdr
n∑
i=1
E
[
fi(0)(xij − hj(zi))2
]
1 ≤ j ≤ p,
h0(·) = 0.
Then PW (B)X is a weighted least squares estimate of H and applying the results of
Stone (1985) n−1/2x∗i = n
−1/2δi + op(1). Thus creating a similar setup for quantile
regression which allows fi(0) to be non-constant.
3.3 Conditions
The following conditions are assumed to understand the behavior of βˆ and gˆ.
Condition 1
(Conditions on the random error) The random error i has distribution function Fi
and continuous density function fi. The fi are uniformly bounded away from 0 and
infinity in a neighborhood of zero, its first derivative f ′i has a uniform upper bound
in a neighborhood of zero, for 1 ≤ i ≤ n. 
Condition 2
(Conditions on the covariates) There exist a positive constant M1 such that |xij| ≤
M1, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ p. 
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Condition 3
(Condition on the non-linear functions) For r = m + v > 1.5 g0 ∈ Gr and ∀ j,
hj ∈ Hdr . 
Condition 4
(Condition on the B-spline basis) The dimension of the spline basis Jn has the
following rate
n1/2r  Jn  n1/3. 
Condition 5
(Condition for asymptotic covariance) For positive definite matrices Σ1 and Σ2
1
n
n∑
i=1
fi(0)δiδ
′
i
p→ Σ1,
1
n
τ(1− τ)
n∑
i=1
δiδ
′
i
p→ Σ2.
Conditions 1 and 2 are common quantile regression assumptions. Condition 3
allows results from Stone (1985) to be used to for estimating g and for theoretical
reasons h. Condition 4 results in an undersmoothed estimate of g which is convenient
for proving that βˆ is asymptotically normal. Condition 5 is needed to define the
asymptotic covariance of βˆ.
3.4 Asymptotic Results
The following theorems summarize the asymptotic properties of the estimators from
(3.1).
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Theorem 3.1
If conditions 1-5 hold then for the estimators from (3.1)
||βˆ − β0|| = op(1),
1
n
n∑
i=1
(gˆ(zi)− g0(zi))2 = Op
(
Jn
n
)
.
Our proof of Theorem 3.1 allows for Jn ≈ n1/(2r+1) which provides the optimal rate of
convergence for gˆ. However, our proof of asymptotic normality of βˆ requires condition
4 which does not allow for Jn ≈ n1/(2r+1).
Theorem 3.2
If conditions 1-5 hold then for βˆ from (3.1)
√
n(βˆ − β0) d→ N(0,Σ−11 Σ2Σ−11 ). 
He et al. (2002) contains similar results to Theorem 3.1 and Theorem 3.2 for a
partial linear longitudinal model, but only considers d = 1. In Chapter 6 we discuss
extending this model to a longitudinal setting and other future research directions.
3.5 Simulations
We tested the additive partial linear model under a variety of simulation settings.
Quantile regression models are fit for τ = .5 and τ = .7 and are compared to mean
regression fits. For the simulations we generate X1 ∼ Ber(.5), X2 ∼ N(0, 1), X3 ∼
N(0, 1), Z1 ∼ U [0, 1] and Z2 ∼ U [−1, 1]. For i = 1, ..., n the response is generated by
Yi = 3xi1 + 1.5xi2 + 2xi5 + sin(2pizi1) + z
3
i2 + i.
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We consider three different distributions for i: (1) standard normal distribution; (2)
t distribution with three degrees of freedom; (3) heteroscedastic normal distribution
with i = (1 + xi1)ξi where ξi ∼ N(0, 1) are independent of the xi’s. These three
cases allow us to evaluate our estimators performance for the most favorable setting
for mean regression, for a heavy-tailed distribution and a case with heteroscedastic
errors.
The following criteria are used to assess the performance of the estimators:
1. AADE: average of the average absolute deviation (ADE) of the fit of the non-
linear components, where the ADE is defined as n−1
∑n
i=1 |gˆ(zi)− g0(zi)|.
2. MSE: average of the mean squared error for estimating β0, that is, average of
||βˆ − β0||2.
3. βˆ1: Average of βˆ1, the estimate for the coefficient of x1.
The three different methods used are
1. Q.5: Quantile regression for the median,
2. Q.7: Quantile regression for τ = .7,
3. MR: Mean regression using OLS.
In all simulations coefficients were the same for median and mean regression. For
the heteroscedastic setting the value of β10, the coefficient of x1, changes with τ .
Therefore βˆ1 is reported for the heteroscedastic case because quantile regression can
identify that the coefficients of x1 changes with τ , while OLS can not. Simulations
were run for samples sizes of n = 100, 300, or 1000 and 100 simulations were run
for each setting. In each simulation we considered 3 to 15 basis functions for Z1
and Z2. Let J1n and J2n be the number of basis functions used for Z1 and Z2. Let
βˆ(J1n , J2n) and γˆ(J1n , J2n) be the estimates derived when using J1n and J2n basis
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functions. Further let ν(J1n , J2n) = 3 + J1n + J2n , the degrees of freedom in a model
with Jn1 and Jn2 . Define
QBIC(J1n , J2n) = log
(
n∑
i=1
ρτ
(
Yi − x′iβˆ(J1n , J2n)− w(zi)′γˆ(J1n , J2n)
))
+
ν(J1n , J2n) log(n)
2n
.
The final model is selected by finding the combination of J1n and J2n that minimizes
QBIC(·). Horowitz and Lee (2005) proposed a similar BIC type method for a fully
non-parametric additive quantile regression model.
Results of the simulations are reported in Table 3.1 - Table 3.3. In all simulations
we see that estimation accuracy increases with n and that estimates for τ = .5 are
more accurate then those for τ = .7. For the case of i ∼ N(0, 1) mean regression
outperforms quantile regression. For i ∼ T3 median regression outperforms mean
regression. Quantile regression for τ = .7 has similar efficiency for estimates of β, but
mean regression does outperform it for estimation of the nonlinear functions. For the
case of the heteroscedastic error β10(.7) ≈ 3.52, the coefficient for x1 when τ = .7.
Table 3.3 shows that βˆ1(.7) provides a consistent estimate of this value but the least
squares method is biased. Focusing only on mean regression loses the nuance that
some of the coefficients change with τ because of heteroscedasticity.
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Method n AADE MSE
Q.5 100 0.29 0.09
Q.5 300 0.18 0.03
Q.5 1000 0.11 0.01
Q.7 100 0.54 0.11
Q.7 300 0.52 0.03
Q.7 1000 0.51 0.01
MR 100 0.24 0.07
MR 300 0.14 0.02
MR 1000 0.09 0.01
Table 3.1: Additive Partial Linear Simulation Results for i ∼ N(0, 1)
Method n AADE MSE
Q.5 100 0.33 0.14
Q.5 300 0.18 0.03
Q.5 1000 0.11 0.01
Q.7 100 0.66 0.2
Q.7 300 0.58 0.05
Q.7 1000 0.57 0.02
MR 100 0.37 0.19
MR 300 0.21 0.07
MR 1000 0.13 0.02
Table 3.2: Additive Partial Linear Simulation Results for i ∼ T3
Method n βˆ1 AADE MSE
Q.5 100 2.99 0.37 0.24
Q.5 300 3.02 0.21 0.06
Q.5 1000 3.00 0.12 0.02
Q.7 100 3.45 0.6 0.27
Q.7 300 3.56 0.52 0.07
Q.7 1000 3.54 0.51 0.02
MR 100 3.01 0.31 0.18
MR 300 3.00 0.19 0.04
MR 1000 2.99 0.12 0.02
Table 3.3: Additive Partial Linear Simulation Results for Heteroscedastic i
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3.6 Proofs
Theorem 3.1 and Theorem 3.2 are special cases of Theorem 5.1 and Theorem 5.2 and
results follow from proofs provided in Chapter 5.
Chapter 4
Quantile Regression with Missing
Covariates
Missing data is a common problem in data analysis. If subjects with any missing
values are dropped from the analysis this will lead to a biased analysis if there is a
systematic pattern to the missingness. We focus on the case of missing covariates,
which can occur for a variety of reasons. For example in a medical study people may
refuse to answer certain questions, a nurse may forget to make all of the measurements
or subjects may miss a follow-up appointment.
Two popular methods for handling missing data are weighting and imputation.
The imputation approach replaces the missing values with imputed values and per-
forms the analysis as if the data were complete. Weighting methods reweight the
records with complete data to account for the bias from ignoring records with missing
data. The imputation approach is often based on likelihood analysis and requires
specifying a joint or conditional likelihood. Although the likelihood-based imputation
method is usually more efficient than the weighting method, correct specification of
the joint likelihood function is often challenging in practice. This is particularly
a problem for skewed and heteroscedastic data, a setting where quantile regression
is particularly useful. When the likelihood function is misspecified, the imputation
approach may lead to biased estimation. The quantile regression based weighting
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approach we propose is semiparametric and circumvents the difficulty of specifying
the joint likelihood function. In particular, it requires no parametric assumptions
for the covariates or the error term. The main idea is inverse probability weighting
(IPW), that is, we weight the completely observed cases inversely proportionally to
the probability of being observed. Existing work has demonstrated that linear mean
regression estimator using IPW is asymptotically normal.(Robins et al., 1994) The
method can also be extended to semiparametric and nonparametric mean regression
models.(Tsiatis, 2006)
Research on how to handle missing data when using quantile regression is limited.
A multiple imputation method has been proposed which alleviates the decrease in
efficiency caused by missing data. However, the method assumes the missing is
completely random and thus does not deal with the issue of bias caused by missing
data.(Wei et al., 2012) Lipsitz et al. (1997) and Yi and He (2009) studied IPW meth-
ods for longitudinal quantile regression models with dropouts where the covariates
are time invariant, thus are known at all time points, but the response variable may
be missing from a certain time point. The weighted estimators proposed in these
two papers are defined by weighted estimating equations. We consider the case of
covariates missing at random and study an estimator defined as the minimizer of a
weighted quantile objective function. In our earlier work we proposed a weighted
method for the linear model assuming a logistic regression model for the missing
model and proposed a modified BIC for variable selection in the presence of missing
data.(Sherwood et al., 2013) In this chapter we analyze the more flexible additive
partial linear model and relax the assumption that a logistic regression model is
needed to model the rate of missingness. For model selection we consider an objective
function with penalties for the linear terms. Liang et al. (2004) proposed a penalized
objective function for model selection of the linear terms for a partial linear mean
regression. Wu and Liu (2009) proposed using a penalized objective function for
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variable selection in quantile regression. The current literature does not cover model
selection for an additive partial linear quantile regression nor the use of penalized
objective functions for missing data problems.
4.1 Bias from Missing Data
Statisticians often consider three types of missingness: missing completely at random
(MCAR), missing at random (MAR) and missing not at random (NMAR). A variable
is MCAR if the probability of its missing does not depend on the missing value of
this variable or any other variable; a variable is MAR if the probability of its missing
depends on other variables that have been fully recorded, but not on the values of
unobserved variables; and a variable is NMAR if its probability of missing depends
on information that has not been recorded, for example when a variable’s missingness
depends on its own value.(Little and Rubin, 2002)
Assume that we collect data on n subjects. For subject i, i = 1, . . . , n, we observe
a response variable Yi, a vector li = (li1, . . . , li(p+1−k))′ of p + 1 − k covariates that
are always fully observed, and a vector mi = (mi1, . . . ,mik)
′ of k covariates that may
contain some missing components. We write xi = (l
′
i,m
′
i)
′, the vector of all p + 1
covariates. For each observation, we use an indicator variable Ri to denote if mi is
fully observed, that is, Ri = 1 if mi is fully observed, and Ri = 0 otherwise. Let
ti = (Y
′
i , l
′
i)
′ ∈ Rt, which is a vector of variables that are always observed. Then the
aforementioned three types of missingness can be described as
(MCAR) P (Ri = 1 | Yi, xi) = P (Ri = 1),
(MAR) P (Ri = 1 | Yi, xi) = P (Ri = 1 | ti),
(NMAR) P (Ri = 1 | Yi, xi) No simplification.
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If the missing values are MCAR, then there is a loss in efficiency by dropping
records with missing data, but this does not cause any systematic bias. This is because
the probability of a subject having missing data is uniform across all subjects. Using
the naive approach for mean or quantile regression will provide consistent estimators
if the missingness is MCAR. The NMAR setting is much more challenging because
the probability a values is missing depends on the unobserved variables. There are
currently no techniques for NMAR that result in consistent estimates. Since MCAR
only results in a loss of efficiency and finding unbiased estimates for NMAR data is
not a tractable problem, in the missing data literature it is common to assume that
the missing data are MAR. For the case of MAR we use the following notation
P (Ri = 1 | Yi, xi) = P (Ri = 1 | ti) ≡ pi0(ti) ≡ pii0.
Consider the linear model (2.2). To handle the missing covariates when quantile
regression is applied, a naive approach is to fit the model using only observations with
complete data. The naive estimator is
β̂N = argmin
β
n∑
i=1
Riρτ (Yi − x′iβ), (4.1)
which is the standard quantile regression estimator only using subjects with complete
data. For linear mean regression with covariates missing at random, it is known that
the naive approach often leads to a biased estimator. This is also the case when we
apply quantile regression naively to the observations with complete data only. To see
this, we first observe that (4.1) implies that the estimator β̂N approximately solves
the following estimating equation
Gn(β) =
n∑
i=1
Rixiψτ (Yi − x′iβ) = 0, (4.2)
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where Ψτ (t) = τ − I(t < 0) is the gradient function of ρτ (t). From a straightforward
calculation, under the covariates missing at random assumption,
E
[
n∑
i=1
Rixiψτ (Yi − x′iβ)
]
= E
[
n∑
i=1
pii0xiψτ (Yi − x′iβ)
]
.
Note that E[ψτ (Yi − x′iβ)|xi] = 0. However since pii0 is a function of Yi, it is not
necessarily conditionally independent of ψτ (Yi − x′iβ) given xi. In general, we may
not have E
[
pii0xiψτ (Yi − x′iβ)
]
= 0, which is a necessary condition for β̂N to be
consistent.
To alleviate the bias caused by missing data, we propose using the IPW approach.
Let pii be the probability that the ith data point is observed. The IPW method works
by weighting the ith data point by Ri/pii, note that records with missing data are
assigned a weight of zero. IPW differs from the naive method by providing different
weights to records with fully observed data. The intuition behind weighting is that for
every fully observed data point with probability pii of being fully observed, we expect
1/pii data points with the same covariates if there was no missing data. For example
a participant with complete data and pii = .25 is given a weight of four. This is to
account for the observed participant and the three participants with similar covariates
who are likely to have incomplete data.(Tsiatis, 2006)
The weighted estimator approximately solves the weighted estimating equation
GWn (β) =
n∑
i=1
Ri
pii0
xiψτ (Yi − x′iβ) = 0. (4.3)
For the intuition of why the weighted estimating equation is unbiased observe that
E
[
Ri
pii0
xiψτ (Yi − x′iβ)
]
= E
[
pii0
pii0
xiψτ (Yi − x′iβ)
]
= E [xiE[ψτ (Yi − x′iβ)|xi]] = 0.
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In practice, the missing data mechanism is often unknown and needs to be estimated,
thus pii0 is replaced by pˆii. The weighted quantile regression estimator is formally
defined as
β̂W = argmin
β
n∑
i=1
Ri
pˆii
ρτ (Yi − x′iβ). (4.4)
As the above objective function is a weighted quantile objective function, the
weighted quantile estimator can be easily computed using existing software. We
address estimation and model selection for linear and additive partial linear models
using IPW. To analyze the asymptotic behavior of the weighted estimators we need
to impose conditions on pii0 and pˆii.
Condition 6
(Condition on the missing probability) There exists αl > 0 and αu < 1 such that
αl < pii0 < αu ∀i. 
Condition 7
(Condition on the weights estimator) Assume a parametric form for pii0 with pii0 ≡
pii(η0), pˆii ≡ pii(ηˆ) and ηˆ is the MLE of:
n∏
i=1
pii(η)
Ri(1− pii(η))(1−Ri)
With conditions of asymptotic normality of ηˆ holding and
∣∣∣∣∣∣∂pii(η)∂η ∣∣∣∣∣∣ and ∣∣∣∣∣∣∂2pii(η)∂η∂η′ ∣∣∣∣∣∣ are
bounded in a neighborhood of η0. 
Condition 8
(Condition on asymptotic variances) For a matrix M , let M > 0 denote that M is a
positive definite matrix.
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• 1
n
∑n
i=1 fi(0)xix
′
i
p→ Σ˜1 > 0
• 1
n
∑n
i=1
ψτ (i)
2
pii(η0)
xix
′
i
p→ Σ˜2 > 0
• 1
n
∑n
i=1 xi
1
pii(η0)
(
∂pii(η)
∂η
)′
η=η0
ψτ (i)
p→ Σ˜3
• 1
n
∑n
i=1
∂pii(η0)
∂η
(
∂pii(η)
∂η
)′
η=η0
1
pii(η0)(1−pii(η0))
p→ I(η0) > 0 
The lower bound from condition 6 is required to ensure that the weights do
not increase to infinity while an upper bound is required because the asymptotic
covariance of βˆW depends on pii0(1− pii0). While condition 7 allows us to understand
the asymptotic behavior of ηˆ which helps us analyze the asymptotics of βˆ. Condition
8 is needed to define the asymptotic variance of βˆ.
4.2 Linear Models
4.2.1 Estimation
First we consider the linear model with missing covariates and the weighted estima-
tor of βˆW from (4.4). Under some regulatory conditions the weighted estimator is
asymptotically normal and unbiased.
Theorem 4.1
Let Σ˜m = Σ˜2 − Σ˜3I(η0)Σ˜′3 If conditions 1-2 and 6-8 hold then for βˆW from (4.4)
√
n(βˆW − β0) d→ N(0, Σ˜−11 Σ˜mΣ˜−11 ). 
If the values of pii0 are known instead of estimated then the result from Theorem 4.1
changes to
√
n(βˆW − β0) d→ N(0, Σ˜−11 Σ˜2Σ˜−11 ). (4.5)
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For symmetric matrices A and B let the notation A ≤ B mean t′At ≤ t′Bt for any
vector t 6= 0 of appropriate dimension. Notice that
Σ˜−11 Σ˜mΣ˜
−1
1 ≤ Σ˜−11 Σ˜2Σ˜−11 .
Hence, it is asymptotically more efficient to use the estimated weights. The heuristic
explanation is that the bias of the estimator comes from what is observed in the
sample, not the population missingness generating mechanism. Therefore estimating
the weights provides a more efficient estimator.(Robins et al., 1994).
4.2.2 Model Selection
Some covariates measured may not have a relationship with the response or fail to
provide new information when conditioning on other variables. Determining which
variables to include in the final model is a critical stage of analysis. Schwarz’s BIC
is a widely applied variable selection procedure. In the linear mean regression setting
without missing data, it is known that under mild conditions choosing the model that
minimizes BIC is model selection consistent. Meaning that if the true model is one
of the candidates being considered then the true model with probability approaching
one will have the smallest BIC value. When there is no missing data, BIC has been
extended to quantile regression (Machado, 1993) and rank regression (Wang, 2009).
We write xi = (1, xi1, . . . , xi(p+1))
′. We begin by indexing each candidate model
by a (p + 1)-dimensional binary vector ν = (1, ν1, . . . , νp)
′, where νj is one if the jth
component of xi belongs to the candidate model and is zero otherwise. The total
number of ones in ν is denoted by dν , which describes the model complexity. Let xiν
be the dν-dimensional subvector of xi that contains the covariates in model ν; and let
βν be the corresponding dν-dimensional subvector of parameters.
In the setting of quantile regression with missing covariates, the modified BIC for
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the candidate model ν is defined as
QBICn(ν) = min
βν
{
n∑
i=1
Ri
pii(ηˆ)
ρτ (Yi − x′iνβν) +
dν log n
2
}
. (4.6)
For model selection a new condition is required.
Condition 9
(Condition on misspecified models) If βI is the limiting value for the estimator for an
incorrect model, then for some positive constant
||βI − β0|| > C. 
Condition 9 guarantees that asymptotically the objective function is minimized by
the true model. This condition is used in the next theorem stating that minimizing
(4.6) is a model selection consistent method.
Theorem 4.2
Assume that this class contains the true model, which is indexed by ν0. Let the
model selected by the modified BIC given in (4.6) be indexed by ν̂, and assume that
Conditions 1-2 and 6-9 are satisfied. Then as n→∞,
P (ν̂ = ν0)→ 1 
Therefore, the modified BIC for quantile regression with covariates missing at random
possesses the property of model selection consistency. Sherwood et al. (2013) proposed
a similar weighted version of BIC, but required the model of the weights could
be modeled using logistic regression. The new theorem allows for model selection
consistency to hold for other parametric formulations of pii.
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4.3 Additive Partial Linear Models
4.3.1 Estimation
Say there is an i.i.d. sample {Yi, xi, zi}ni=1 with Yi ∈ R, xi ∈ Rp+1, including a
constant, and zi ∈ Rd. We consider the additive partial linear quantile regression
model
Yi = x
′
iβ0 + g0(zi) + i,
where g0(zi) =
∑d
j=1 gj(zij) and P (i < 0 | xi, zi) = τ , for some τ ∈ (0, 1). A similar
missing data mechanism is used, with xi = (l
′
i,m
′
i)
′ where li is a vector of covariates
that is always observed and mi is a vector of covariates that may contain missing
values. Also ti = (Yi,m
′
i, z
′
i) which is a vector of variables that are always observed.
Ri remains the indicator variable for whether mi contains complete data or not. We
continue to use the MAR assumption, that is
P (Ri | xi, Yi, zi) = P (Ri | ti) = pii0.
Basis splines are used to estimate the non-linear terms and w(zi) is the same basis
vector defined in Chapter 3. The assumption that zi is always observed avoids
estimating the basis splines in the presence of missing data. The weighting method
can also be used for the additive partial linear setting and we consider the estimates
(
β̂WPL, γ̂
W
)
= argmin
(β,γ)
n∑
i=1
Ri
pii(ηˆ)
ρτ (Yi − x′iβ − w(zi)′γ). (4.7)
Both βˆWPL and γˆ
W are consistent estimators and βˆWPL is asymptotically normal. For
asymptotics we continue to use the relationship between X and Z stated in Section 3.2.
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To establish results about
(
β̂WPL, γ̂
W
)
we need a new condition similar to conditions
5 and 8.
Condition 10
(Condition on asymptotic variance)
• 1
n
∑n
i=1
ψτ (i)
2
pii(η0)
δiδ
′
i
p→ ΣW2 ,
• 1
n
∑n
i=1 δi
1
pii(η0)
(
∂pii(η)
∂η
)′
η=η0
ψτ (i)
p→ Σ3. 
Theorem 4.3
If conditions 1-8 and 10 hold then for the estimators from (4.7)
||βˆWPL − β0|| = op(1),
1
n
n∑
i=1
(gˆ(zi)− g0(zi))2 = Op
(
dJn
n
)
.
Theorem 4.4
Let Σm = Σ
W
2 − Σ3I(η0)Σ′3. If conditions 1-8 and 10 hold then for βˆWPL from (4.7)
√
n(βˆWPL − β0) d→ N(0,Σ−11 ΣmΣ−11 ). 
Liang et al. (2004) considered a similar model for least squares estimation, but
used a local linear kernel method to estimate the non-linear terms and did not allow
for a subset of X to always have complete data. They also considered the augmented
inverse probability weighting (AIPW) for which there currently is not an analog for
quantile regression. In their work they found a similar asymptotic distribution for
the IPW method.
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4.3.2 Model Selection
Let xi = (x
q
i
′, xci
′) where xqi ∈ Rq+1 and xci ∈ Rp−q with the partial additive model we
have used before of
Yi = x
′
iβ0 + g0(zi) + i
= xqi
′β10 + xci
′β20 + g0(zi) + i,
where P (i | xi, zi) = τ . The difference now is that we assume some of the linear
covariates do not have a relationship with the response. That is β20 = 0p−q where
0p−q is a (p − q)-dimensional vector of zeros. For model selection and estimation we
minimize the following objective function,
(βˆWPL(λ), γˆ(λ)
W ) = argmin
β,γ
n∑
i=1
Ri
pii(ηˆ)
ρτ (Yi − x′iβ − w(zi)′γ) +
p∑
j=1
pλ(|βj|). (4.8)
Where pλ(·) is a penalty function with tuning parameter λ. Penalized objective
functions are a popular alternative to best subset model selection methods such
as BIC. Penalized methods can be more computationally efficient than best subset
methods, particularly when considering a large number of covariates. The L1 penalty
(LASSO), pλ(|β|) = λ|β| is a popular choice for penalized estimation.(Tibshirani,
1996) The L1 penalty is known to over-penalize large coefficients and tends to be
biased and requires strong conditions on the design matrix to achieve model selection
consistency. This is usually not of concern if the goal is prediction, but can be
undesirable if the goal is to identify the underlying model. Fan and Li (2001) proposed
the SCAD penalty, motivated by finding a penalty function that provides an estimator
with the oracle property, an estimator asymptotically equivalent to the estimator
knowing which variables should be included in the model. For the SCAD penalty we
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use the following function
pλ(|β|) = λ|β|I(0 ≤ |β| < λ) + aλ|β| − (β
2 + λ2) /2
a− 1 I(λ ≤ |β| ≤ aλ)
+
(a+ 1)λ2
2
I(|β| > aλ), for some a > 2.
Fan and Li (2001) recommended setting a = 3.7 and focusing on selecting λ. Fig-
ure 4.1 plots both the LASSO and SCAD penalty functions for λ = 2 and a = 3.7
for the SCAD penalty function. One appeal of the SCAD penalty is that it does not
over-penalize large coefficients. A consequence of this property is the penalty function
is not convex and therefore minimizing (4.8) is not a convex minimization problem
and a local minimum is not guaranteed to be a global minimum. Current theory and
estimation methods are limited to finding local minimums of (4.8) when pλ(·) is non-
convex. For both penalty functions, the tuning parameter λ controls the complexity of
the selected model and goes to zero as n increases to∞. A more thorough presentation
of the SCAD penalty is provided in Chapter 5 where we consider using the SCAD
penalty when p >> n.
Fan and Li (2001) proposed using the SCAD penalty in the least squares setting
and suggested it could be used for robust methods, such as median regression. Wu and
Liu (2009) studied using the SCAD penalty for variable selection of quantile regression
models. Liu et al. (2011) proposed using the SCAD penalty for variable selection of
the linear components of a partial linear model. To the best of our knowledge nobody
has investigated the use of the SCAD penalty with an additive partial linear quantile
regression model. Another novel contribution is using the SCAD penalty with the
weighted objective function for variable selection in the presence of missing data.
For the case with missing covariates we formally define The oracle estimator for
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Figure 4.1: SCAD and LASSO plots
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(β′0, γ
′
0)
′ as
(
β˜WPL′ , γ˜
W ′
)′
, where β˜ ≡
(
βˆW
′
PL1
,0′p−q
)′
and
(
βˆWPL1 , γ˜
W
)
= argmin
(β1,γ)
1
n
n∑
i=1
Ri
pii(ηˆ)
ρτ (Yi − x′i
(
β1
′,0′p−q
)′ − w(zi)′γ). (4.9)
The oracle estimator sets to zero the coefficients for any linear covariates that do
not have a relationship with the response. Otherwise the estimator is similar to
the estimator from (4.7) and its asymptotic properties follow from Theorem 4.3 and
Theorem 4.4. Our next theorem states that asymptotically the oracle estimator is
equivalent to a local minimum estimator of (4.8) using the SCAD penalty function.
Theorem 4.5
Assume conditions 1-8 and 10 are satisfied. Let En(λ) be the set of local minima
of the the penalized objective function from (4.8) using the SCAD penalty function
with tuning parameter λ. Let ηˆ ≡
(
βˆWPL1 , γ˜
W
)
be the oracle estimator from (4.9). If
n−1/2Jn = o(λ) then as n→∞
P (ηˆ ∈ En(λ))→ 1. 
4.4 Simulations
Monte Carlo simulations were performed to evaluate the finite sample size perfor-
mance of the estimators. In the first simulation setting we focus on estimation.
Comparing the weighted method to the naive method and a full data method, which
would be the estimator if the values of the missing data were known. In application
this is not possible, but it provides a comparison point for the weighted estimator.
In the second simulation we take into account variable selection for the parametric
component of the additive partial linear model. Again, we compare the weighted and
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naive methods. We also compare performance for the SCAD and LASSO penalty. For
the SCAD penalty we are interested in verifying that local minimums of the penalized
objective function are good estimators.
4.4.1 Estimation
Define g1(z) = sin(2piz) and g2(z) = x
3 − .25. The model is
Yi = −3 + xi1 − xi2 + xi3 + g1(zi1) + g2(zi2) + i
where P (i ≤ 0 | xi, zi) = τ , x1 ∼ N(0, 1), x2 ∼ N(0, 1), x3 ∼ Ber(.5), Z1 ∼ U [0, 1]
and Z2 ∼ U [0, 1]. We consider three different settings for i: (1) i ∼ N(0, 1); (2)
i ∼ T3; and (3) i ∼ (1 + xi3)zi where zi ∼ N(0, 1). For the first and second case
we fit a model for τ = .5. For the heteroscedastic case we fit models for τ = .7
because modeling non-central quantiles provides insight in this case that is lost by
only focusing on central behavior.
The missing model is
logit(P (Ri) = 1) = 4 + Yi + xi2 + zi1 − zi2.
Weights in the model are estimated by first fitting a logistic regression with Ri as the
response and Yi, xi2, zi1 and zi2 as predictors. The weights are the inverse of the fitted
values from this model. For estimation of β0 and g0 three models are considered: (1)
Weighted: estimates using the IPW method; (2) Naive: records with missing values
are dropped from the analysis, no weighting done to account for missing values; (3)
Full: standard quantile regression analysis using known values for the missing data.
Two hundred and fifty simulations were performed for each setting. Let βˆk, gˆk
and rkn denote the linear estimate, non-linear estimate and number of fully observed
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subjects of the kth simulation. Simulations are summarized using the following
statistics
1. Bias:
∑3
j=0
1
250
∣∣∣∑250k=1 β̂kj − βj0∣∣∣,
2. MSE: 1
250
∑3
j=0
∑250
k=1
[
β̂kj − βj0
]2
,
3. AADE: 1
250
∑250
k=1
1
n
∑n
i=1
∣∣gˆk(zi)− g0(zi)∣∣,
4. Average rn:
1
250
∑250
k=1 r
k
n.
A weight threshold of 50 was used, that is, any observations that had a weight
of over 50 were assigned a weight of 50. This avoids the case of a very large weight
being assigned to one observation which typically results in poor estimators. The
threshold also relates to condition 6 which assumes that there is a lower bound to the
probability that a subject would have complete data. To select the number of basis
functions we use a similar approach to the simulations in Chapter 3 that also accounts
for the weighted objective function. For the weighted method define βˆWPL(J1n , J2n) and
γˆW (J1n , J2n) be the estimates derived when using J1n and J2n basis functions. Further
let ν(J1n , J2n) = 4 + J1n + J2n , the degrees of freedom in a model with Jn1 and Jn2 .
Let
QBICW (J1n , J2n) = log
(
n∑
i=1
Ri
pii(ηˆ)
ρτ
(
Yi − x′iβˆW (J1n , J2n)− w(zi)′γˆW (J1n , J2n)
))
+
ν(J1n , J2n) log(n)
2n
.
The final model is selected by finding the combination of J1n and J2n that minimizes
QBICW (·). For the naive method the weights of Ri
pii(ηˆ)
are replaced with Ri, while for
the full data method uses QBIC(·) proposed in the simulations section of Chapter 3.
Results of the simulations are presented in Table 4.1-Table 4.3.
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Method n Average rn Bias MSE AADE
Naive 100 72 0.57 0.38 0.32
Naive 300 217 0.59 0.24 0.23
Naive 1000 723 0.59 0.19 0.19
Full 100 100 0.04 0.15 0.24
Full 300 300 0.03 0.05 0.15
Full 1000 1000 0.01 0.01 0.09
Weighted 100 72 0.02 0.52 0.69
Weighted 300 217 0.15 0.20 0.46
Weighted 1000 723 0.17 0.07 0.33
Table 4.1: Missing Additive Partial Linear Simulation Results for i ∼ N(0, 1)
Method n Average rn Bias MSE AADE
Naive 100 71 0.73 0.52 0.37
Naive 300 213 0.70 0.31 0.24
Naive 1000 711 0.72 0.28 0.20
Full 100 100 0.02 0.19 0.28
Full 300 300 0.03 0.05 0.16
Full 1000 1000 0.02 0.02 0.10
Weighted 100 71 0.08 0.94 0.90
Weighted 300 213 0.20 0.35 0.52
Weighted 1000 711 0.19 0.11 0.39
Table 4.2: Missing Additive Partial Linear Simulation Results for i ∼ T3
The bias of the naive method is clear in all three settings. An interesting result is
that for larger sample sizes the bias of the weighted method stabilizes, but is actually
larger than for n = 100. This is a consequence of using the thresholding method
for the weights. This approach does cause some bias, but drastically reduces the
variance of the weighted estimators. The larger the sample size the more likely the
thresholding method needs to be used resulting in the weighted method having larger
bias for larger sample sizes. The weighted methods have larger variances, but for
larger sample sizes is noticeably less biased than the naive method. Thus for larger
sample sizes the weighted method has a smaller MSE than the naive method. In all
settings estimation of the non-linear functions improves as n increases. The naive
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Method n Average rn Bias MSE AADE
Naive 100 70 0.68 0.55 0.45
Naive 300 210 0.71 0.32 0.29
Naive 1000 702 0.70 0.23 0.22
Full 100 100 0.06 0.30 0.35
Full 300 300 0.05 0.10 0.21
Full 1000 1000 0.01 0.03 0.12
Weighted 100 70 0.10 1.09 1.00
Weighted 300 210 0.17 0.37 0.64
Weighted 1000 702 0.22 0.12 0.41
Table 4.3: Missing Additive Partial Linear Simulation Results for i heteroscedastic
method outperforms the weighted method for estimating the non-linear functions. In
our next simulation setting the weighted method performs better.
4.4.2 Model Selection
For the model selection simulations we consider a similar model, but consider extra
covariates which are not part of the true model. Generate X˜ ∼ N7(0,Σ) where Σij =
.5|i−j|, X8 ∼ Ber(.5), Z1 ∼ U [0, 1] and Z2 ∼ U [−1, 1]. Further let X = [X˜ X8] ∈ Rn×8.
Define g1(z) = sin(2piz) and g2(z) = x
3. The data generating mechanism is
Yi = xi1 − xi3 + xi8 + g1(zi1) + g2(zi2) + i.
We considered three different settings for i similar to those that were used in the
estimation simulations: (1) i ∼ N(0, 1); (2) i ∼ T3; and (3) i ∼ (1 + xi8)ξi where
ξi ∼ N(0, 1). For the heteroscedastic case we modeled for τ = .7, while modeling the
conditional median for the other two settings.
All X variables may have missing data except for X3. The missing model is
logit(P (Ri) = 1) = 1 + Yi + xi3 − zi1 + zi2.
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Four methods of estimation are considered: (1)“SCAD Full”which uses the SCAD
penalized objective function with no missing data; (2) “SCAD Naive” which uses
the SCAD penalized objective function and drops all records with missing data; (3)
“SCAD Wt” which uses the SCAD penalty with the IPW objective function; (4)
“LASSO Wt” which uses the LASSO penalty with the IPW objective function. In
all simulations a weight threshold of 50 was used to prevent any single observation
from having excessive weight in the analysis. Along with reporting rn, Bias, MSE
and AADE as defined in the previous section we report an additional three summary
statistics for model selection:
1. TV: average number of linear covariates correctly included in the model,
2. False Variables (FV): average number of linear covariates incorrectly included
in the model,
3. True: proportion of times the true model is exactly identified.
In these simulations we considered the number of basis functions to use and the
choice of λ. For both nonlinear variables we consider 3 to 15 basis functions. Let
ν = ν1 + J1n + J2n where Jn1 and Jn2 were defined in the estimation simulations and
ν1 is the number of parametric terms included in the model. Let βˆλ(J1n, J2n) and
γˆλ(J1n, J2n) be the fits for a given λ, J1n and J2n. For the SCAD Wt method we
choose λ, J1n and J2n which minimizes
QBICW (λ, J1n, J2n) = log
(
n∑
i=1
Ri
pii(ηˆ)
ρτ (Yi − x′iβˆλ(J1n, J2n)− w(zi)′γˆλ(J1n, J2n))
)
+
ν log(n)
2n
.
For “SCAD Naive” we replace the weights of Ri
pii(ηˆ)
with Ri, while for “SCAD Full” a
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full data version is used without any weights. For all of the SCAD based methods
we set a = 3.7 as suggested in Fan and Li (2001). The LASSO penalty is more
appropriate when prediction is the problem of interest and for this reason we use
5-folds cross-validation to select λ, Jn1 and Jn2 for the “LASSO Wt” method.
In the simulations section of Chapter 5 we present an algorithm for how to solve the
penalized objective function for both SCAD and LASSO. Simulations were run with
sample sizes of 200, 400 and 1000. For each setting 160 simulations were performed
and results are reported in Table 4.4-Table 4.6.
All methods improved with sample size as expected from our asymptotic results.
The four approaches worked well in selecting the three covariates that are part of
the true model. The “LASSO Wt” method tends to select a larger model, which is
expected because this is typical behavior for LASSO methods and cross validation
was used to select the tuning parameter. The SCAD based methods tend to produce
a smaller model and have a higher probability of selecting the true model as we
would expect from the theory. A surprising result is that the “SCAD Wt” method
tends to select a larger model than “SCAD Naive”. We believe this is caused by the
extra variability introduced by the weighted method. The extra variability from the
weighted method decreases with sample size, but the bias from the naive method
remains. The advantage of the weighted method can be seen when comparing Bias,
MSE and AADE of the naive and weighted methods.
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Method n rn TV(3) FV True Bias MSE AADE
SCAD Full 200 200 3.00 0.01 0.99 0.09 0.06 0.26
SCAD Full 400 400 3.00 0.00 1.00 0.06 0.03 0.20
SCAD Full 1000 1000 3.00 0.00 1.00 0.03 0.01 0.15
SCAD Naive 200 129 2.96 0.02 0.95 0.31 0.15 0.41
SCAD Naive 400 259 3.00 0.00 1.00 0.27 0.07 0.35
SCAD Naive 1000 647 3.00 0.00 1.00 0.24 0.04 0.33
SCAD Wt 200 129 2.96 0.44 0.66 0.17 0.20 0.39
SCAD Wt 400 259 2.99 0.12 0.88 0.06 0.09 0.30
SCAD Wt 1000 647 3.00 0.01 0.99 0.04 0.04 0.21
LASSO Wt 200 129 2.98 2.61 0.01 0.73 0.39 0.39
LASSO Wt 400 259 3.00 2.18 0.06 0.59 0.25 0.30
LASSO Wt 1000 647 3.00 1.36 0.20 0.57 0.17 0.25
Table 4.4: Missing Data Additive Partial Linear Simulation Results for τ = 0.5 and
 ∼ N(0, 1)
Method n rn TV(3) FV True Bias MSE AADE
SCAD Full 200 200 2.99 0.00 0.99 0.08 0.07 0.27
SCAD Full 400 400 3.00 0.00 1.00 0.07 0.03 0.22
SCAD Full 1000 1000 3.00 0.00 1.00 0.05 0.01 0.16
SCAD Naive 200 128 2.96 0.02 0.94 0.37 0.17 0.49
SCAD Naive 400 256 2.99 0.00 0.99 0.34 0.10 0.47
SCAD Naive 1000 641 3.00 0.00 1.00 0.31 0.06 0.43
SCAD Wt 200 128 2.91 0.40 0.65 0.24 0.30 0.47
SCAD Wt 400 256 2.99 0.16 0.86 0.09 0.12 0.35
SCAD Wt 1000 641 3.00 0.05 0.96 0.06 0.05 0.26
LASSO Wt 200 128 2.92 2.71 0.01 0.85 0.54 0.45
LASSO Wt 400 256 2.99 2.17 0.06 0.66 0.32 0.36
LASSO Wt 1000 641 3.00 1.62 0.17 0.61 0.21 0.28
Table 4.5: Missing Data Additive Partial Linear Simulation Results for τ = 0.5 and
 ∼ T3
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Method n rn TV(3) FV True Bias MSE AADE
SCAD Full 200 200 3.00 0.03 0.97 0.09 0.13 0.58
SCAD Full 400 400 3.00 0.00 1.00 0.06 0.06 0.55
SCAD Full 1000 1000 3.00 0.00 1.00 0.05 0.02 0.55
SCAD Naive 200 126 3.00 0.12 0.89 0.32 0.23 0.84
SCAD Naive 400 251 3.00 0.01 0.99 0.34 0.13 0.81
SCAD Naive 1000 630 3.00 0.00 1.00 0.37 0.09 0.82
SCAD Wt 200 126 2.98 0.51 0.64 0.16 0.43 0.68
SCAD Wt 400 251 2.99 0.19 0.84 0.09 0.20 0.61
SCAD Wt 1000 630 3.00 0.01 0.99 0.02 0.05 0.56
LASSO Wt 200 126 2.98 2.39 0.03 0.98 0.74 0.79
LASSO Wt 400 251 3.00 1.85 0.12 0.87 0.52 0.75
LASSO Wt 1000 630 3.00 1.02 0.36 0.79 0.32 0.72
Table 4.6: Missing Data Additive Partial Linear Simulation Results for τ = 0.7 and
 heteroscedastic
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4.5 Applied Example: Medical Cost Data
The overall cost of health care is driven by high cost patients. To determine effective
strategies for controlling health care costs we need to directly model these high cost
patients. Sherwood et al. (2013) proposed using the weighted quantile regression
objective function to model health care costs, but assumed a linear relationship
between the log of health care cost and the observed predictors. In this analysis
we use the more flexible additive partial linear model and use the penalized objective
functions for model selection.
The data we analyze came from a clinical study on the cost-effectiveness of a
computer-assisted prospective drug utilization review program presented in Tierney
et al. (1995). The study was conducted in the primary care system of Indiana
University Medical Group Primary Care. The data set was analyzed in Zhou et al.
(2001) using a heteroscedastic mean regression model. In their analysis, patients with
missing information have been excluded. This data set has the following variables:
1. Charge ($): Amount charged for the health care provided,
2. Age: Age of the patient,
3. African-American: Binary variable indicating if the patient is African-American
(1) or not (0),
4. Female: Binary variable indicating if the patient is female (1) or not (0),
5. Education: Years of education,
6. Live Alone: Binary variable indicating if the patient lives alone (1) or not (0),
7. Doctor Satisfaction: Rating of the patients satisfaction of their doctor on a scale
of 1-5,
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8. Pharmacist Satisfaction: Rating of the patients satisfaction of their pharmacist
on a scale of 1-5,
9. SF-36 Phys: Measurement of physical fitness on a scale of 0-100,
10. SF-36 GH: Measurement of general health on a scale of 0-100,
11. Bad Timing: Did the patient take medicine as scheduled (1) or not (0),
12. Bad Reaction: Binary variable indicating if the patient stopped taking medicine
because of a bad reaction (1) or not (0),
13. Sexually Active: Binary variable indicating if the patient is sexually active (1)
or not (0).
There are 712 patients in the data set and 95 patients with missing data, about
13% of the records. The variables that have missing values are Doctor Satisfaction,
Pharmacist Satisfaction, Education, SF-36 Phys and SF-36 GH. In our analysis we
use a log-transformed “charge” variable. There are 17 patients with zero charges.
To accommodate the log transformation patients with a zero charge are assigned a
charge of 5 dollars, smaller than the smallest non-zero charge of $12. Mean regression
could be sensitive to these changes, but the estimates of these conditional quantiles
are robust to small changes of the response in the lower tail. Unlike mean regression
the transformation of the quantiles can easily be interpreted, that is the conditional
median of the logged charges is the log of the conditional median of charges.
With a small percentage of patients accounting for most of the health care costs,
it is of particular interest to consider the patients with high costs, in other words, the
high conditional quantiles, such as τ = 0.8 and 0.9. We also model the conditional
median to understand central tenancies. To account for the missing data we fit a
logistic regression using the missing data indicator as a response variable and all
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of the fully observed variables, with charge still on the log scale, as predictors. A
summary of this model is provided in Table 4.7 which shows that the important
predictor for missingness is the cost of the patient. In this data set high cost patients
are less likely to have missing data.
Estimate Std. Error z value Pr(>|z|)
Intercept -0.3021 0.8255 -0.37 0.7144
log(Charge) 0.3488 0.0658 5.30 0.0000
Age -0.0069 0.0109 -0.64 0.5237
African-American 0.1837 0.2336 0.79 0.4318
Female 0.0995 0.2581 0.39 0.6999
Live Alone -0.2216 0.2548 -0.87 0.3844
Bad Timing 0.3697 0.3481 1.06 0.2882
Bad Reaction -0.3231 0.3802 -0.85 0.3953
Sexually Active -0.1231 0.2487 -0.49 0.6206
Table 4.7: Logistic Regression Model for Missingness in Cost Data
Next we fit models using the SCAD Weighted, SCAD Naive and LASSO Weighted
methods outlined in the previous section. We model age as having a non-linear
relationship with the response and consider all other variables as linear variables.
Tuning parameter and number of basis coefficients used with the SCAD penalty
were determined by minimizing QBICW (λ, Jn) for the SCAD weighted method, an
unweighted version is used for the SCAD Naive approach. Five-folds cross validation
was used with the LASSO penalty. In addition to these models we also consider a
naive and weighted saturated model, “Sat Naive” and “Sat Wt”’ respectively. For
these models age is fit as a non-linear predictor and all other variables are included as
linear predictors. The weighted saturated model uses the weighted objective function
to handle the missing data, while the naive saturated model drops all records with
missing data and does not account for the missing data. Estimates for the models
are presented in Table 4.8-Table 4.10. A value of * indicates that the coefficient was
not included in the model.
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The models change depending on the method and τ . The variable SF36 PF is
included in all of the models for τ = .5, the only case where a variable is present in all
of the models for a given τ . The bad reaction indicator variable may be an important
variable for high cost patients. It is included in both the naive and weighted SCAD
models for τ = .8 and the weighted method for τ = .9. The data was originally
collected to determine if pharmacists satisfaction can help lower health care costs.
There is little evidence of that being the case, with “Pharm Sat” only included in the
median model using the LASSO objective function with weights.
Method LASSO Wt Sat Naive SAT Wt SCAD Wt SCAD Naive
Intercept 7.60 6.71 6.72 6.21 7.39
AA * -0.11 -0.13 * *
Female * -0.20 -0.13 * *
Dr. Sat * -0.08 -0.06 * *
Pharm Sat -0.03 -0.16 -0.20 * *
Alone * 0.13 0.10 * *
Education * 0.05 0.04 * *
SF36 PF -0.22 -0.22 -0.22 -0.19 -0.06
SF36 GH -0.16 -0.20 -0.24 * *
Bad Timing * -0.19 -0.16 * *
Bad React * 0.37 0.35 * *
Sexually Active * -0.24 -0.26 * *
Table 4.8: Median Health Care Cost Models
We used a random partition method to calculate the predicative performance
of the different models. Six hundred and twelve patients are randomly selected for
training data and the remaining 100 patients are used as testing data. We fit all five
methods for τ = 0.5, 0.8 and 0.9. Let rn be the number of records with complete data
from the testing data. Then we apply the selected model and the full model to those
data points with complete records in the testing data, and evaluate their predictive
performance by calculating the mean absolute prediction error r−1n
∑rn
j=1 ρτ (Ŷj − Yj),
where Ŷj is the predicted value for the jth patient with complete data. We repeat the
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Method LASSO Wt Sat Naive SAT Wt SCAD Wt SCAD Naive
Intercept 10.49 10.55 9.30 12.28 7.90
AA * -0.32 -0.26 * *
Female * -0.41 -0.32 * *
Dr. Sat * -0.02 -0.05 * *
Pharm Sat * 0.04 0.04 * *
Alone * 0.47 0.45 * *
Education * 0.02 -0.02 * *
SF36 PF -0.18 -0.23 -0.24 * *
SF36 GH -0.05 -0.14 -0.19 * *
Bad Timing * -0.48 -0.44 -0.45 *
Bad React * 0.85 0.86 0.86 0.77
Sexually Active * -0.35 -0.30 * -0.53
Table 4.9: .8 Quantile Health Care Cost Models
above random partition 500 times and report the overall mean absolute prediction
error for each model. The results are summarized in Table 4.11. We observe that
the selected sparse models have similar predictive performance comparing to the full
model. Hence the SCAD penalty effectively reduces the model complexity without
sacrificing the predictive ability. The difference between the weighted methods and
naive methods is small. Suggesting that any bias due to missing data is small.
4.6. Proofs 65
Method LASSO Wt Sat Naive SAT Wt SCAD Wt SCAD Naive
Intercept 11.82 12.10 12.35 10.14 9.97
AA * -0.31 -0.35 -0.80 -0.72
Female * -0.69 -0.63 * -0.49
Dr. Sat * -0.15 -0.14 * *
Pharm Sat * -0.11 -0.15 * *
Alone * 0.56 0.60 0.55 *
Education * 0.12 0.11 * *
SF36 PF -0.06 -0.28 -0.22 * *
SF36 GH * -0.32 -0.34 * *
Bad Timing * -0.48 -0.46 * *
Bad React * 0.84 0.76 0.60 *
Sexually Active * -0.06 -0.04 * *
Table 4.10: .9 Quantile Health Care Cost Models
τ LASSO WT Sat Naive Sat Wt SCAD NAIVE SCAD Wt
0.5 0.53 0.52 0.53 0.55 0.54
0.8 0.40 0.39 0.39 0.41 0.41
0.9 0.26 0.25 0.25 0.27 0.27
Table 4.11: Random Partition Results for Modeling Healthcare Cost
4.6 Proofs
Proof of Theorem 4.1
Proof: Define θ =
√
n(β − β0) and θˆ =
√
n(βˆW − β0). Note that
θˆ = argmin
θ
n∑
i=1
Ri
pii(ηˆ)
ρτ (i − n−1/2x′iθ)− ρτ (i).
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Using Knight’s Identity (Knight, 1998)
n∑
i=1
Ri
pii(ηˆ)
ρτ (i − n−1/2x′iθ)− ρτ (i) = −
1√
n
n∑
i=1
Ri
pii(ηˆ)
x′iθψτ (i)
+
n∑
i=1
Ri
pii(ηˆ)
∫ x′iθn−1/2
0
[I(i ≤ s)− I(i ≤ 0)] ds
≡ An1 + An2.
Where the definitions of An1 and An2 are the separate sums obtained by using Knights
identity. First for An1:
An1 = − 1√
n
n∑
i=1
Ri
pii(η0)
x′iθψτ (i)
− 1√
n
n∑
i=1
Ri
(
1
pii(ηˆ)
− 1
pii(η0)
)
x′iθψτ (i)
≡ An11 + An12.
Using Taylor expansion, condition 7 and theory regarding asymptotic normality of
MLEs
An12 = − 1√
n
n∑
i=1
1
pii(η0)2
x′iθψτ (i)
(
∂pii(η)
∂η
)′
η=η0
(ηˆ − η0) + op(1)
= − 1
n
n∑
i=1
1
pii(η0)2
x′iθψτ (i)
(
∂pii(η)
∂η
)′
η=η0
I(η0)
−1
× −n−1/2
n∑
i=1
(
∂pii(η)
∂η
)
η=η0
(
Ri − pii(η0)
pii(η0)(1− pii(η0))
)
+ op(1)
= θ′Σ˜3I(η0)−1n−1/2
n∑
i=1
(
∂pii(η)
∂η
)
η=η0
(
Ri − pii(η0)
pii(η0)(1− pii(η0))
)
+ op(1)
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Using the asymptotically equivalent version of An12
An1 = n
−1/2
n∑
i=1
[
Ri
pii(η0)
x′iθψτ (i)− θ′Σ˜3I(η0)−1
(
∂pii(η)
∂η
)
η=η0
(
Ri − pii(η0)
pii(η0)(1− pii(η0))
)]
+op(1).
The sum is of mean zero random variables. We check the variance and covariance of
the two sums.
Var
(
Ri
pii(η0)
x′iθψτ (i)
)
= θ′E
[
1
pii(η0)
xix
′
iψτ (i)
2
]
θ = θ′Σ˜2θ.
For the variance of the second sum:
Var
(
θ′Σ˜3I(η0)−1
(
∂pii(η)
∂η
)
η=η0
Ri − pii(η0)
pii(η0)(1− pii(η0))
)
= θ′Σ˜3I(η0)−1E
[(
∂pii(η)
∂η
)
η=η0
(
∂pii(η)
∂η
)′
η=η0
(
Ri − pii(η0)
pii(η0)(1− pii(η0))
)2]
I(η0)
−1Σ˜′3θ
= θ′Σ˜3I(η0)−1Σ˜′3θ.
For the covariance:
E
[
Ri
pii(η0)
x′iθψτ (i)
(
∂pii(η)
∂η
)′
η=η0
Ri − pii(η0)
pii(η0)(1− pii(η0))I(η0)
−1Σ˜′3θ
]
= θ′E
[
xiψτ (i)
(
∂pii(η)
∂η
)′
η=η0
Ri
pii(η0)
]
I(η0)
−1Σ˜′3θ
= θ′Σ˜3I(η0)−1Σ˜′3θ.
Then by CLT, for Z ∼ N(0, Σ˜2 − Σ˜3I(η0)−1Σ˜′3)
An1
d→ θ′Zθ.
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We use a similar separation for An2.
An2 =
n∑
i=1
Ri
pii(ηˆ)
∫ x′iθn−1/2
0
[I(i ≤ s)− I(i ≤ 0)] ds
=
n∑
i=1
Ri
pii(η0)
∫ x′iθn−1/2
0
[I(i ≤ s)− I(i ≤ 0)] ds
+
n∑
i=1
Ri
(
1
pii(ηˆ)
− 1
pii(η0)
)∫ x′iθn−1/2
0
[I(i ≤ s)− I(i ≤ 0)]
≡ An21 + An22.
For An21:
An21 = E [An21|X] + An21 − E [An21|X]
=
n∑
i=1
∫ x′iθn−1/2
0
Fi(s)− Fi(0)ds+ op(1)
= n−1θ′
n∑
i=1
fi(0)xix
′
iθ + op(1)
p→ Σ1.
Then An2
p→ Σ˜1 because for An22
An22 = (ηˆ − η0)′
n∑
i=1
Ri
(
∂pii(η)
∂η
)
η=η0
1
pii(η0)2
∫ x′iθn−1/2
0
I(i ≤ s)− I(i ≤ 0)
= (ηˆ − η0)′n−1
n∑
i=1
(
∂pii(η)
∂η
)
η=η0
1
pii(η0)
fi(0)(θ
′xi)2 = op(1).
In Lemma 2 of Hjørt and Pollard (1993) it is shown that a minimizer of a convex
function is asymptotically equivalent to the minimizer of a quadratic approximations
of the convex function. Then by their basic corollary of Lemma 2
θˆ
d→ N(0, Σ˜−1Σ˜mΣ˜−1).
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
Proof of Theorem 4.2
Proof is complete by demonstrating the following two steps:
1. Let β∗ and β˜ be estimates from incorrect and correct models respectively. Then
limn→∞QBICn(β
∗) > QBICn(β˜),
2. Let β¯ and β˜ be estimates from correct models, but β˜ is the sparser model. Then
limn→∞QBICn(β¯) > QBICn(β˜).
Let p∗, p˜ and p¯ represent the number of parameters associated with β∗,β˜ and β¯
respectively. Also, let Z ∼ N(0, Σ˜m) Using Lemma 2 for some positive constant C
n−1
(
QBICn(β
∗)−QBICn(β˜)
)
= n−1
(
QBICn(β
∗)−QBICn(β0)− (QBICn(β˜)−QBICn(β0))
)
= −n−1/2(β∗ − β0)′Z + (β∗ − β0)′Σ˜1(β∗ − β0)
+ n−1/2(β˜ − β0)′Z − (β˜ − β0)′Σ˜1(β˜ − β0) + log(n)(p
∗ − p˜)
2n
≥ C||β∗ − β0||2.
Last inequality comes from ||β˜−β0|| = Op
(
n−1/2
)
and Σ˜1 is a positive definite matrix.
Lower bound is positive by condition 9. For the second step
n−1
(
QBICn(β¯)−QBICn(β˜)
)
= n−1
(
QBICn(β¯)−QBICn(β0)− (QBICn(β˜)−QBICn(β0))
)
= −n−1/2(β¯ − β0)′Z + (β¯ − β0)′Σ˜1(β¯ − β0)
+ n−1/2(β˜ − β0)′Z − (β˜ − β0)′Σ˜1(β˜ − β0) + log(n)(p¯− p˜)
2n
.
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Since both β˜ and β¯ are
√
n consistent estimators the dominating term is log(n)(p¯−p˜)
2n
which is positive for any n because p¯ > p˜.
Proof of Theorem 4.3
Proof: By convexity, Lemma 5 implies ||βˆWPL − β0|| = Op
(√
dJn
n
)
thus proving the
consistency of βˆWPL. It also follows from Lemma 5 that ||WB(γˆ − γ0)|| = Op
(√
dJn
)
.
Using these facts and condition 4,
n−1
n∑
i=1
fi(0) (gˆ(zi)− g0(zi))2 = n−1
n∑
i=1
fi(0) (W (zi)
′(γˆ − γ0)− uni)2
≤ n−1 (γˆ − γ0)W 2B (γˆ − γ0) +Op
(
J−2rn
)
= Op
(
n−1dJn
)
.
Then by condition 1, n−1
∑n
i=1 (gˆ(zi)− g0(zi))2 = Op (n−1dJn) . 
Proof of Theorem 4.4
Proof: Let ψτ () = (ψτ (1), ..., ψτ (n))
′, Rˆ = diag (R1pi1(ηˆ), ..., Rnpin(ηˆ)) and define
θ˜1 =
√
n
(
X∗′BnX∗
)−1
X∗′Rˆψτ ().
Notice by Lemma 3
θ˜1 = n
−1/2 (Σ1 + op(1))
−1 ∆′nRˆψτ ()(1 + op(1))
= (Σ1 + op(1))
−1 n−1/2
n∑
i=1
Ri
pii(ηˆ)
δiψτ (i)(1 + op(1)).
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To verify asymptotic normality of θ˜1, we check the Lindeberg-Feller condition. Define
Wni =
Ri
pii(ηˆ)
δiψτ (i). For any ω > 0 and using conditions 1, 2, 6, 7 and 8
n∑
i=1
E
[||Wni||2I(||Wni|| > ω)]
≤ −2
n∑
i=1
E||Wni||4
≤ C(n)−2
n∑
i=1
E
(
ψ4τ (i) (δ
′
iδi)
2
)
(1 + o(1))
≤ Cn−2−2
n∑
i=1
E(||δi||4) = Op(1/n) = op(1).
Also by directly applying results from Theorem 4.1 we observe that
1
n
n∑
i=1
E(WniW
′
ni)→
(
ΣW2 − Σm
)
.
Proof is complete because from Lemma 8 it follows that
√
n(βˆWPL − β0) = θ˜1 + op(1).

Proof of Theorem 4.5
Proof: Consider the unpenalized objective function
Sn(β, γ) =
1
n
n∑
i=1
ρτ (Yi − x′iβ −W (zi)′γ),
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with subgradient s (β, γ) = (s0(β, γ), ..., sp(β, γ), ..., sp+dJn(β, γ)) given by
sj(β, γ) =
τ
n
n∑
i=1
xijI(Yi − x′iβ −W (zi)′γ > 0)
+
1− τ
n
n∑
i=1
xijI(Yi − x′iβ −W (zi)′γ < 0)
− 1
n
n∑
i=1
xijai for 0 ≤ j ≤ p,
sj(β, γ) =
τ
n
n∑
i=1
Wj(zi)I(Yi − x′iβ −W (zi)′γ > 0)
+
1− τ
n
n∑
i=1
Wj(zi)I(Yi − x′iβ −W (zi)′γ < 0)
− 1
n
n∑
i=1
Wj(zi)ai for p+ 1 ≤ j ≤ pn + dJn,
where ai = 0 if Yi − x′iβ −W (zi)′γ 6= 0, and ai ∈ [τ − 1, τ ] otherwise. For ease of
notation in this proof let (βˆ, γˆ) represent the oracle estimator from (4.9). Following
the proof of Theorem 5.3 it is sufficient to show that with probability approaching
one
sj
(
βˆ, γˆ
)
= 0, j = 0, 1, ..., q or j = p+ 1, ..., p+ dJn, (4.10)∣∣∣βˆj∣∣∣ ≥ (a+ 1/2)λ, j = 1, ..., q, (4.11)∣∣∣sj (βˆ, γˆ)∣∣∣ ≤ λ, j = q + 1, ..., p. (4.12)
Convex optimization theory immediately provides (4.10) holds, while (4.11) holds
from
√
n consistency of βˆ as stated in Theorem 4.4. Define XAi ∈ Rq+1 as the vector
of active linear covariates. Using the outline of the proof of Lemma 1 part (5.8) proof
4.6. Proofs 73
will be complete if we show that
P
(∣∣∣∣∣ 1n
n∑
i=1
Ri
pii(ηˆ)
xij
[
I(Yi − xAi′βˆ − gˆ(zi) ≤ 0)− τ
]∣∣∣∣∣ > λ/(p− q)
)
→ 0 ∀j.
Using condition 7 with Taylor expansion and rate of λ
1
n
n∑
i=1
Ri
pii(η0)
xij
[
I(Yi − xAi′βˆ − gˆ(zi) ≤ 0)− τ
]
+ o(λ).
Notice
Var
(
1
n
n∑
i=1
Ri
pii(η0)
xij
[
I(Yi − xAi′βˆ − gˆ(zi) ≤ 0)− τ
])
= Op
(
n−1
)
.
For the expected value
E
[
1
n
n∑
i=1
Ri
pii(η0)
xij
[
I(Yi − xAi′βˆ − gˆ(zi) ≤ 0)− τ
]]
= E
[
1
n
n∑
i=1
xijfi(0)(X
′
i(βˆ − β0) + gˆ(zi)− g0(zi))
]
.
Above expectation is goes to zero by Bounded Convergence Theorem. Proof is
complete by rate of n−1/2λ−1 = o(1) stated in the conditions of the theorem. 
Chapter 5
Ultrahigh Dimensional Additive
Partial Linear Regression
As high-dimensional data become common in diverse fields, tremendous efforts have
recently been devoted to sparse regression problems. Most of the existing work
have focused on estimating the conditional mean of the response variable. It is well
recognized that high-dimensional data are often heterogeneous, for which focusing on
the mean function alone may be misleading. One effective way of dealing with this
complexity is to consider estimating conditional quantiles at different quantile levels,
which not only provides a more complete picture of the conditional distribution,
but also allows for a more realistic interpretation of sparsity. The latter point was
particularly advocated in the recent work of Wang et al. (2012) and He et al. (2013),
which allow different subsets of covariates to be relevant at different quantiles. An
added advantage of the quantile regression framework is that it is naturally robust to
heavy-tailed errors. This is especially beneficial for analyzing microarray data, which
are often skewed even after the popular log transformation.
In this chapter we develop a flexible additive partial linear additive quantile
regression model for analyzing high-dimensional data. Given a random sample
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{Yi, xi1, ..., xipn , zi1, ..., zid}, i = 1, ..., n, the model assumes
Yi = β00 + β01xi1 + ...+ β0(pn)xipn +
d∑
k=1
g0k(zik) + i
= x′iβ0 + g0(zi) + i, (5.1)
where β0(τ) = (β00(τ), β01(τ), ..., β0pn(τ))
′ is a pn + 1-dimensional vector of unknown
parameters, xi = (1, xi1, ..., xipn)
′, zi = (zi1, ..., zid)′, and g0(zi) =
∑d
k=1 g0k(zik). The
random errors satisfy P (i ≤ 0 | xi, zi) = τ for some 0 < τ < 1. Hence, x′iβ0 + g0(zi)
is the τth conditional quantile of Yi given (xi, zi). For identifiability, we assume that
E[g0k(zik)] = 0 ∀k. The difference in this model from those discussed in previous
chapters is pn increase with n. We are interested in the case pn is of similar order
or much larger than n. As an example, in microarray data analysis, the xij’s often
correspond to the expression values of different genes, while the zik’s often correspond
to one or more clinical variables, such as age, that have potential nonlinear effects.
When p is fixed, semiparametric quantile regression model was considered by He and
Shi (1996), He et al. (2002), Wang et al. (2009), among others.
We still approximate the nonparametric components using B-spline basis func-
tions. First, we study the asymptotic theory of estimating the model (5.1) when pn
diverges. In our setting, this corresponds to the oracle model, i.e., the one we obtain
if we know which covariates are important in advance. This is along the line of the
work of Welsh (1989), Bai and Wu (1994) and He and Shao (2000) for M -regression
with diverging number of parameters and possibly nonsmooth objective functions,
which, however, were restricted to linear regression. Lam and Fan (2008) derived the
asymptotic theory of profile kernel estimator for general semiparametric models with
diverging number of parameter while assuming a smooth quasi-likelihood function.
Second, we propose using a penalized regression estimator when pn is of an exponential
order of n and the model has a sparse structure. For the SCAD (Fan and Li,
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2001) penalty, we derive the oracle property of the proposed estimator under relaxed
conditions. It is also an interesting finding that solving the non-convex penalized
estimator can be achieved via solving a series of quantile regression problems, which
can be conveniently implemented using existing software packages.
Deriving the asymptotic properties of the penalized estimator is very challenging as
we need to simultaneously deal with the nonsmooth loss function, non-convex penalty
function, approximation of nonlinear functions and very high dimensionality. To deal
with these challenges, we combine a recently developed convex-differencing method
with the modern empirical process techniques. The convex-differencing method relies
on a representation of the penalized loss function as the difference of two convex
functions, which leads to a sufficient local optimality condition.(Wang et al., 2012)
Empirical process techniques are introduced to derive various error bounds associated
with the nonsmooth objective function which contains both high dimensional linear
covariates and approximations of nonlinear components. It is worth pointing out that
our approach is different from what was used in the recent literature for studying the
theory of high-dimensional semiparametric mean regression and is able to considerably
weaken the conditions required in the literature. In particular, we do not need moment
conditions for the random error and allow it to depend on the covariates.
In the previous chapters we analyzed the fixed p setting and existing work on
penalized semiparametric regression has been largely limited to this setting, see,
for example, Bunea (2004), Liang and Li (2009), Wang and Xia (2009), Liu et al.
(2011), Kai et al. (2011), Wang et al. (2011). Important progress in the high-
dimensional p setting has been recently made by Xie and Huang (2009), still assumes
p < n, for partial linear regression, Huang et al. (2010) for additive models, Li
et al. (2011), p = o(n), for semi-varying coefficient models, among others. Linear
quantile regression with high-dimensional covariates was investigated by Belloni and
Chernozhukov (2011) (LASSO penalty) and Wang et al. (2012) (non-convex penalty).
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Tang et al. (2013) considered a two-step procedure for a nonparametric varying coeffi-
cients quantile regression model with a diverging number of nonparametric functional
coefficients. They required two separate tuning parameters and quite complex design
conditions.
In this chapter we present the additive partial linear additive quantile regression
model in the high dimensional setting and discuss the properties of the oracle es-
timator. The oracle estimator differs from previous estimators we have considered
because the size of the parametric component of the true model, qn, can increase
with the sample size. We then discuss the properties of a SCAD penalized objective
function for a model with increasing parametric component and an increasing number
of potential linear components allowing for pn >> n. Our main theorem states that
the penalized estimator retains the oracle property allowing for some exponential
rates of growth of pn in with relationship to n and any polynomial rate of growth. We
assess the performance of our estimator via Monte Carlo simulations and apply our
method to model birth weight while accounting for gene expression data. Theorems
are presented at the end of the chapter with many of the details given in the Appendix.
5.1 Partially Linear Additive Quantile Regression
Model with Diverging Number of Parameter
For high-dimensional inference, it is often assumed that the vector of coefficients β0
in model (5.1) is sparse, that is, most of its components are zero. Let A = {1 ≤ j ≤
pn : β0j 6= 0} be the index set of nonzero coefficients and qn = |A| be the cardinality
of A. Both A and qn depend on τ , but for ease of notation τ is omitted. Without
loss of generality, we assume that the first qn + 1 components of β0 are non-zero and
the remaining pn − qn components are zero. Hence, we can write β0 =
(
β′01,0
′
pn−qn
)′
,
where 0pn−qn denotes the (pn − qn)-vector of zeros. Let X = (1n, X1, ..., Xpn) be
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the n × (pn + 1) matrix of linear covariates corresponding to the true underlying
model, where 1n is an n-vector of ones. Let XA = (1n, X1, ..., Xqn) be the submatrix
consisting of the first (qn + 1) columns of X corresponding to the active covariates;
and let XAc = (Xqn+1, ..., Xpn) be the submatrix consisting of the last pn−qn columns
of X. The row vectors of XA and XAc are denoted as x
′
A1
, ..., x′An and x
′
Ac1
, ..., x′Acn .
5.1.1 Oracle Estimator
We first study the estimator we would obtain when the index set A is known in
advance, which we refer to as the oracle estimator. We allow qn, the size of A, to
increase with n which resonates with the perspective that a more complex model can
be fitted when more data are collected. We continue to use B-splines to estimate the
unknown non-linear functions and current notation is consistent with notation used in
the previous chapters. The oracle estimator for (β′0, γ
′
0)
′ is defined as
(
βˆ′, γˆ′
)′
, where
βˆ ≡
(
βˆ′1,0
′
pn−qn
)′
and
(
βˆ1, γˆ
)
= argmin
(β1,γ)
1
n
n∑
i=1
ρτ (Yi − x′i
(
β1
′,0′pn−qn
)′ − w(zi)′γ). (5.2)
To understand the properties of the oracle estimator we need to formally define
the relationship between XA and Z. A nuance we did not focus on in the previous
chapter is that we only need to define a relationship between the active linear terms
and the non-linear variables. Another change is that in this setting the number of
predictors is not fixed.
We use a similar setup to the fixed dimension case outlined in Section 3.2. Let
XA =
[
1n XA(−1)
]
where 1n is an n-dimensional vector of ones and XA(−1) ∈ Rn×qn
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with XA(−1) = (X1, ..., Xqn). Define the set Hdr =
{∑d
k=1 hk(z) | hj ∈ Hr
}
and
h∗j(·) = arg inf
hj∈Hdr
n∑
i=1
E
[
fi(0)(xij − hj(zi))2
]
1 ≤ j ≤ qn,
h∗0(·) = 0.
Let xAij be the element of XA(−1) at the ith row and the jth column. Define δij ≡
xAij−h∗j(zi) as the bias term from approximating xAij with an additive function of zi.
Let δi =
(
1, δi1, ..., δi(qn)
)′ ∈ R(qn+1), i = 1, . . . , n, and ∆n = (δ1, ..., δn)′ ∈ Rn×(qn+1).
Define H such that Hij = h
∗
j+1(zi) then XA = H + ∆n. New conditions are required
to handle that in this setting the number of columns of X and ∆n can change with
n.
Condition 11
(Conditions on the covariates) There exist a positive constant M1 such that |xij| ≤
M1, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ pn and E[δ4ij] ≤ M2, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ qn. There exist
finite positive constants c and C such that
c ≤ λmax
(
n−1XAX ′A
) ≤ C, c ≤ λmax (n−1∆n∆′n) ≤ C. 
Condition 12
(Condition on the true underlying model) There is an upper bound to the size of the
oracle model. Specifically qn = O (n
c1) for some c1 <
1
2
. 
Condition 11 guarantees that the asymptotic variance of XA and ∆n behave nicely,
which allows for asymptotic analysis of βˆ1. Condition 12 ensures that the rate of
growth of the oracle model is slow enough for good estimators. The following theorem
summarizes the asymptotic properties of the oracle estimators.
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Theorem 5.1
Assumes Conditions 1-5 and 11-12 hold. Then
||βˆ1 − β01|| = Op
(√
n−1qn
)
,
n−1
n∑
i=1
(gˆ(zi)− g0(zi))2 = Op
(
n−1(qn + dJn)
)
.
An interesting observation is that for the high dimensional case qn is part of the rate
of the estimation rate for gˆ. Xie and Huang (2009) established a similar rate for βˆ1
for a partial linear mean model (without the additive components), but we have a
faster rate for estimating g0.
Let Bn = diag(f1(0), . . . , fn(0)), be an n × n diagonal matrix with entries of the
conditional pdf of  | xi, zi evaluated at zero. As qn diverges, to investigate the
asymptotic distribution of βˆ1, we consider estimating an arbitrary linear combination
of the components of β01.
Theorem 5.2
Assume the conditions of Theorem 5.1 are satisfied. Let m be a finite positive integer
and An be an l × (qn + 1) matrix with l fixed and A′nAn → G, a positive definite
matrix, then
√
nAnΣ
−1/2
n
(
βˆ1 − β01
)
→ N(0, G)
in distribution, where Σn = T
−1
n SnT
−1
n with Tn = n
−1∆′nBn∆n and Sn = n
−1τ(1 −
τ)∆′n∆n. 
Thus when considering fixed linear components the linear estimators are asymp-
totically normal. Interested in inducing sparsity, and ultimately defining an estimator
with the oracle property, we minimize the following penalized objective function for
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estimating (β0, γ0),
QP (β, γ) =
1
n
n∑
i=1
ρτ (Yi − x′iβ − w(zi)′γ) +
pn∑
j=1
pλ(|βj|), (5.3)
where pλ(·) is a penalty function with tuning parameter λ. We restrict our attention
to the popular SCAD and LASSO penalties.
5.1.2 Solving the Penalized Estimator
We propose a new and effective algorithm to solve the above penalized estimation
problem. By observing that we can write |βj| as ρτ (βj) + ρτ (−βj), then we recognize
that the LASSO penalized objective function is equivalent to
(
βˆ, γˆ
)
= argmin
β γ
n∑
i=1
ρτ (Yi − x′iβ − w(zi)′γ) + λ
pn∑
j=1
ρτ (βj) + ρτ (−βj). (5.4)
The above minimization problem can be framed as an unpenalized quantile regression
problem with n + 2pn augmented observations. We denote these augmented obser-
vations by (Y ∗i , x
∗
i , w(zi)
∗), i = 1, . . . , (n + 2pn). The first n observations are those
in the original data, that is (Y ∗i , x
∗
i , w(zi)
∗) = (Yi, xi, w(zi)), i = 1, . . . , n; for the
next pn observations, we have (Y
∗
i , x
∗
i , w(zi)
∗) = (0, λei−n, 0), i = n + 1, . . . , n + pn;
and the last pn observations are given by (Y
∗
i , x
∗
i , w(zi)
∗) = (0,−λei−n−pn , 0), i =
n + pn + 1, . . . , n + 2pn. Where ej is a length p vector with a value of 1 at the jth
position and zero otherwise. Thus for the LASSO penalty we have been able to frame
(5.3) as an unpenalized quantile regression problem with n∗ = n+2pn, the augmented
sample size, and p∗ = pn + dJn, the number of coefficients to estimate. With n∗ > p∗
this problem can easily be solved using existing algorithms.
An important observation is that the SCAD penalized estimator can be obtained
by iteratively solving unpenalized weighted quantile regression problems on a similar
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set of augmented data. More specifically, applying the idea of the LLA algorithm (Zou
and Li, 2008), we initialize by setting β = 0 and γ = 0 and use the approximation of
pλ(|β|) ≈ |β|p′λ(|β|). Then for each step t ≥ 1, we update the estimator by
(
βˆt, γˆt
)
= argmin
(β,γ)
{
n−1
n∑
i=1
ρτ (Yi − x′iβ − w(zi)′γ) +
pn∑
j=1
p′λ
(
|βˆt−1j |
)
|βj|
}
, (5.5)
where βˆt−1j is the value of βj at step t − 1. Using the same notation we used to
describe the algorithm for the LASSO penalty at step t of (5.5) can be solved using
a similar augmented method. Now we have (Y ∗i , x
∗
i , w(zi)
∗) = (0, p′λ
(
|βˆt−1j |
)
ei−n, 0),
i = n + 1, . . . , n + pn; and the last pn observations are given by (Y
∗
i , x
∗
i , w(zi)
∗) =
(0,−p′λ
(
|βˆt−1j |
)
ei−n−pn , 0), i = n+pn+1, . . . , n+2pn. In our simulations, we used the
quantreg package in R and continue with the iterative procedure until ||βˆt− βˆt−1||1 +
||γˆt − γˆt−1|| < 10−7.
5.1.3 Model Selection Theory
For model selection with increasing number of covariates we impose an additional
condition on how quickly a signal can decay, which is needed to identify the underlying
model.
Condition 13
(Condition on the signal) There exist positive constants c2 and c3 such that 2c1 <
c2 < 1 and n
(1−c2)/2 min
1≤j≤qn
|βj0| ≥ c3. 
Due to the nonsmoothness and non-convexity of the penalized objective function
QP (β, γ), the classical KKT condition is not applicable to analyze the asymptotic
properties of the penalized estimator. To investigate the asymptotic theory of the
non-convex estimator for ultra-high dimensional partial linear additive quantile re-
gression model, we explore the necessary condition for the local minimizer of a convex
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differencing problem presented by (Tao and An, 1997). Wang et al. (2012) explored
how to use these techniques for linear quantile regression with an increasing number
of covariates. We extend it to the setting of additive partial linear quantile regression.
Our approach concerns with a non-convex objective function that can be expressed
as the difference of two convex functions. Specifically, we consider objective functions
belonging to the class
F = {f(x) : f(x) = k(x)− l(x), k(·), l(·) are both convex} .
This is a very general formulation that incorporates many different forms of penalized
objective functions. The subdifferential of k(x) at x0 is defined as
∂k(x0) = {t : k(x) ≥ k(x0) + (x− x0)′t, ∀ x} .
Similarly, we can define the subdifferential of l(x). Let dom(k) = {x : k(x) <∞} be
the effective domain of k. A necessary condition for β∗ to be a local minimizer of
F (β) is that β∗ has a neighborhood U such that ∂l(β)∩∂k(β∗) 6= ∅, ∀ β ∈ U ∩dom(k)
(see Lemma 16 in the Appendix).
To appeal to the above necessary condition for the convex differencing problem,
notice that for the SCAD penalty QP (β, γ) can be written as
QP (β, γ) = k(β, γ)− l(β),
where the two convex functions k(β, γ) = n−1
∑n
i=1 ρτ (Yi−x′iβ−w(zi)′γ)+λ
∑pn
j=1 |βj|,
and l(β) =
∑pn
j=1 L(βj) with,
L(βj) =
[(
β2j + 2λ|βj|+ λ2
)
/(2(a− 1))] I(λ ≤ |βj| ≤ aλ)
+
[
λ|βj| − (a+ 1)λ2/2
]
I(|βj| > aλ).
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Building on the convex differencing structure, we show that with probability
approaching one, the oracle estimator is a local minimizer of QP (β, γ). To study
the necessary optimality condition, we formally define ∂k(β, γ) and ∂l(β), the sub-
differentials of k(β) and l(β), respectively. First, the function l(β) does not depend
on γ and is differentiable everywhere. Hence, its subdifferential is simply the regular
derivative. For any value of β,
∂l(β) =
{
µ = (µ0, µ1, ..., µpn)
′ ∈ Rpn+1 : µj = ∂l(β)
∂βj
}
.
For the SCAD penalty function, ∂l(β)
∂β0
= 0 and ∂l(β)
∂γk
= 0, ∀ k. For 1 ≤ j ≤ pn,
∂l(β)
∂βj
=

0, 0 ≤ |βj| < λ,
(βj − λsgn(βj))/(a− 1), λ ≤ |βj| ≤ aλ,
λsgn(βj), |βj| > aλ.
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On the other hand, the function k(β, γ) is not differentiable everywhere. Its
subdifferential at (β, γ) is a collection of vectors:
∂k(β, γ) =
{
ξ = (ξ0, ξ1, ..., ξpn , ξpn+1, ..., ξpn+dJn) ∈ Rpn+dJn+1 :
ξj = −τn−1
n∑
i=1
xijI(Yi − x′iβ − w(zi)′γ > 0)
+(1− τ)n−1
n∑
i=1
xijI(Yi − x′iβ − w(zi)′γ < 0)
−n−1
n∑
i=1
xijai + λlj, for 1 ≤ j ≤ pn;
ξj = −τn−1
n∑
i=1
wj−pn(zi)I(Yi − x′iβ − w(zi)′γ > 0)
+(1− τ)n−1
n∑
i=1
wj−pn(zi)I(Yi − x′iβ − w(zi)′γ < 0)
−n−1
n∑
i=1
wj−pn(zi)ai, for pn + 1 ≤ j ≤ pn + dJn
}
,
where ai = 0 if Yi − x′iβ − w(zi)′γ 6= 0, and ai ∈ [τ − 1, τ ] otherwise; l0 = 0; for
1 ≤ j ≤ pn lj = sgn(βj) if βj 6= 0 and lj ∈ [−1, 1] otherwise.
In the following, we analyze the subgradient of the unpenalized objective function,
which plays an essential role in checking the optimality condition. The subgradient
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s (β, γ) = (s0(β, γ), ..., spn(β, γ), ..., spn+dJn(β, γ)) is given by
sj(β, γ) =
τ
n
n∑
i=1
xijI(Yi − x′iβ − w(zi)′γ > 0)
+
1− τ
n
n∑
i=1
xijI(Yi − x′iβ − w(zi)′γ < 0)
− 1
n
n∑
i=1
xijai for 0 ≤ j ≤ pn,
sj(β, γ) =
τ
n
n∑
i=1
wj(zi)I(Yi − x′iβ − w(zi)′γ > 0)
+
1− τ
n
n∑
i=1
wj(zi)I(Yi − x′iβ − w(zi)′γ < 0)
− 1
n
n∑
i=1
wj(zi)ai for pn + 1 ≤ j ≤ pn + dJn,
where ai is defined as before. The following lemma states the behavior of s(βˆ, γˆ) when
being evaluated the oracle estimator.
Lemma 1
Assume Conditions 1-5 and 11-13 are satisfied and λ = o
(
n−(1−c2)/2
)
. For the oracle
estimator
(
βˆ, γˆ
)
, with probability approaching one
sj
(
βˆ, γˆ
)
= 0, j = 0, 1, ..., qn or j = pn + 1, ..., pn + dJn, (5.6)∣∣∣βˆj∣∣∣ ≥ (a+ 1/2)λ, j = 1, ..., qn, (5.7)∣∣∣sj (βˆ, γˆ)∣∣∣ ≤ λ, j = qn + 1, ..., pn. (5.8)

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Remark. Note that for ξj ∈ ∂k(β, γ)
ξ0 = sj(β, γ),
ξj = sj(β, γ) + λlj, for 1 ≤ j ≤ pn, lj ∈ [−1, 1]
ξj = sj(β, γ), for pn + 1 ≤ j ≤ pn + dJn.
Thus Lemma 1 provides important insight on the asymptotic behavior of ξ ∈ ∂k(β, γ).
Consider a small neighborhood around the oracle estimator
(
βˆ, γˆ
)
with radius
λ/2. Building on Lemma 1, we prove in the Appendix that with probability tending to
one, for any (β, γ) ∈ Rpn+dJn+1 in this neighborhood, there exists ξ = (ξ0, ..., ξpn ,0′dJn)′ ∈
∂k(β, γ) such that
∂l(β)
∂βj
= ξj, j = 0, ..., pn.
This leads to the main theorem of the paper. Let En(λ) be the set of local minima
of QP (β, γ). The theorem below shows that with probability approaching one, the
oracle estimator belongs to the set En(λ).
Theorem 5.3
Assume conditions 1-5 and 11-13 are satisfied. Consider the SCAD penalty func-
tion with tuning parameter λ. Let ηˆ ≡
(
βˆ, γˆ
)
be the oracle estimator. If λ =
o
(
n−(1−c2)/2
)
, n−1/2qn = o(λ), n−1/2Jn = o(λ) and log(pn) = o(nλ2), then
P (ηˆ ∈ En(λ))→ 1
as n→∞. 
The above conditions for λ will hold for λ = n−1/2+δ with δ ∈ (max(c1, 1/3), c2/2).
Remark. The rates of λ are similar to those in Wang, Wu and Li (2012), but we
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require the additional rate of n−1/2Jn = o(λ) to handle the additive partial linear
setting.
Remark. The selection of the tuning parameter λ is important in practice.
Cross-validation if known to often result in overfitting. Lee et al. (2013) recently
proposed high-dimensional BIC for linear quantile regression when p is much larger
than n. Motivated by their work, we consider the following high-dimensional BIC
criterion.
HQBIC(λ) = log
(
n∑
i=1
ρτ
(
Yi − x′iβˆλ − w(zi)′Jn γˆλ
))
+νλ
log(pn) log(log(n))
2n
, (5.9)
where pn is the number of candidate linear covariates and ν(λ) is the number of
degrees of freedom of the fitted model, which is the number of interpolated fits for
quantile regression. We select the λ that minimizes the above criterion.
5.2 Simulation
In the Monte Carlo studies, we investigate the performance of the penalized additive
partial linear quantile regression estimator in high dimension. We focus on the SCAD
penalty and referred to the new procedure as Q-SCAD. The Q-SCAD is compared
with three alternative procedures: additive partial linear quantile regression estimator
with the LASSO penalty (Q-LASSO), additive partial linear mean regression with
SCAD penalty (LS-SCAD) and LASSO penalty (LS-LASSO).
We first generate X˜ = (X˜1, . . . , X˜p+2)
′ from the multivariate normal distribution
Np+2(0,Σ), where Σ = (σjk)(p+2)×(p+2) with σjk = 0.5|j−k|. Then we set X1 =√
12Φ(X˜1) where Φ(·) is distribution function of N(0, 1) distribution and
√
12 scales
X1 to have standard deviation one. Furthermore, we let Z1 = Φ(X˜25), Z2 = Φ(X˜26),
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Xi = X˜i for i = 2, ..., 24 and Xi = X˜i−2 for i = 27, ..., p + 2. The random responses
are generated from the regression model
Yi = xi6 + xi12 + xi15 + xi20 + sin(2pizi1) + z
3
i2 + i. (5.10)
We consider three different distributions of the error term i: (1) standard normal
distribution; (2) t distribution with 3 degrees of freedom; and (3) heteroscedastic
normal distribution with i = x˜i1ξi where ξi ∼ N(0, 1) are independent of the Xi’s.
To assess the performance of different methods, we use the following criteria:
1. False Variables (FV): average number of linear covariates incorrectly included
in the model.
2. True Variables (TV): average number of linear covariates correctly included in
the model.
3. True: proportion of times the true model is exactly identified.
4. P: proportion of times X1 is selected.
5. AADE: average of the average absolute deviation (ADE) of the fit of the non-
linear components, where the ADE is defined as n−1
∑n
i=1 |gˆ(zi)− g0(zi)|.
6. MSE: average of the mean squared error for estimating β0, that is, average of
||βˆ − β0||2.
The simulations have sample size n = 300 with p = 100, 300 and 600. We model τ = .5
for error settings (1) and (2). For the heteroscedastic errors we model τ = .7 and
τ = .9 and run 100 simulations for each setting. Note that at τ = 0.7 or 0.9, when the
error has the aforementioned heteroscedastic distribution, X1 should also be included
in the true model, that is, at these two quantiles the true model consists of 5 linear
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covariates. In all simulations, the number of basis functions Jn is set to three, which
we find to work satisfactorily in a variety of settings. For the LASSO method we select
the tuning parameters λ by using five-fold cross validation. The simulation results
are summarized in Table 5.1-Table 5.4. Table 5.1 and Table 5.2 report results for
τ = 0.5, with N(0, 1) and T3 error distribution, respectively. Table 5.3 and Table 5.4
report results for the heteroscedastic error, τ = 0.7 and 0.9, respectively. The least
squares estimates of βˆ for τ 6= .5 are derived by assuming i ∼ N(0, σ). We note that
the method with the SCAD penalty tends to pick a smaller and more accurate model.
The advantages of quantile regression can be seen by the stronger performance for
the quantile regression methods when the errors have a long tailed distribution such
as T3. Also, the quantile regression models do better at detecting the heteroscedastic
terms. Our simulations indicate that it is harder to identify the heteroscedastic terms.
Estimation of the non-linear terms is similar across error distributions and p.
The LASSO methods tend to select a larger model than the SCAD methods. The
trade off between the two penalties is apparent in Table 5.3 where Q-LASSO correctly
includes X1 in the final model a higher percentage of the time than Q-SCAD. However,
on average Q-LASSO includes a larger number of false variables than Q-SCAD. In
Table 5.4 we see that both Q-SCAD and Q-LASSO select X1 at a similar rate. This
is because the signal of X1 is stronger at τ = .9. The LASSO procedure would be
preferable to the practitioner if they are interested in detecting small signals. If the
practitioner is worried about overfitting the model than the SCAD penalty would be
better.
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Method n p FV TV(4) True P AADE MSE
Q-SCAD 300 100 0.12 4.00 0.92 0.00 0.61 0.02
Q-LASSO 300 100 13.27 4.00 0.02 0.14 0.61 0.12
LS-SCAD 300 100 0.15 4.00 0.89 0.00 0.26 0.01
LS-LASSO 300 100 11.10 4.00 0.00 0.14 0.26 0.07
Q-SCAD 300 300 0.00 4.00 1.00 0.00 0.62 0.02
Q-LASSO 300 300 17.94 4.00 0.01 0.09 0.62 0.15
LS-SCAD 300 300 0.08 4.00 0.92 0.00 0.26 0.02
LS-LASSO 300 300 14.93 4.00 0.00 0.07 0.26 0.09
Q-SCAD 300 600 0.01 4.00 0.99 0.00 0.61 0.02
Q-LASSO 300 600 19.93 4.00 0.00 0.05 0.61 0.16
LS-SCAD 300 600 0.04 4.00 0.96 0.00 0.26 0.02
LS-LASSO 300 600 17.64 4.00 0.00 0.01 0.26 0.09
Table 5.1: High-dimensional simulation results for τ = .5 and i ∼ N(0, 1) Error
N(0,1)
Method n p FV TV(4) True P AADE MSE
Q-SCAD 300 100 0.19 4.00 0.92 0.00 0.62 0.04
Q-LASSO 300 100 12.48 4.00 0.00 0.16 0.62 0.17
LS-SCAD 300 100 1.57 4.00 0.35 0.04 0.29 0.06
LS-LASSO 300 100 9.95 4.00 0.02 0.14 0.29 0.24
Q-SCAD 300 300 0.01 4.00 0.99 0.00 0.62 0.03
Q-LASSO 300 300 16.68 4.00 0.00 0.06 0.62 0.18
LS-SCAD 300 300 5.09 4.00 0.07 0.03 0.29 0.07
LS-LASSO 300 300 14.11 3.96 0.02 0.07 0.29 0.33
Q-SCAD 300 600 0.00 4.00 1.00 0.00 0.62 0.03
Q-LASSO 300 600 18.01 4.00 0.00 0.01 0.62 0.21
LS-SCAD 300 600 7.67 4.00 0.06 0.00 0.28 0.18
LS-LASSO 300 600 17.17 4.00 0.00 0.00 0.28 0.28
Table 5.2: High-dimensional simulation results τ = .5 and i ∼ T3
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Method n p FV TV(5) True P AADE MSE
Q-SCAD 300 100 0.26 4.87 0.71 0.87 0.62 0.04
Q-LASSO 300 100 13.37 4.98 0.00 0.98 0.62 0.15
LS-SCAD 300 100 0.71 4.01 0.01 0.01 0.27 0.71
LS-LASSO 300 100 11.24 4.19 0.00 0.19 0.27 0.81
Q-SCAD 300 300 0.15 4.69 0.59 0.69 0.61 0.07
Q-LASSO 300 300 18.26 4.90 0.00 0.90 0.61 0.21
LS-SCAD 300 300 1.36 4.00 0.00 0.00 0.27 0.69
LS-LASSO 300 300 15.79 4.11 0.00 0.11 0.27 0.81
Q-SCAD 300 600 0.19 4.64 0.47 0.64 0.62 0.08
Q-LASSO 300 600 20.20 4.89 0.00 0.89 0.62 0.23
LS-SCAD 300 600 1.87 4.02 0.00 0.02 0.27 0.67
LS-LASSO 300 600 17.39 4.09 0.00 0.09 0.27 0.80
Table 5.3: High-dimensional simulation results τ = .7 and error Heteroscedastic
Method n p FV TV(5) True P AADE MSE
Q-SCAD 300 100 0.04 5.00 0.97 1.00 0.62 0.22
Q-LASSO 300 100 12.70 5.00 0.00 1.00 0.62 0.72
LS-SCAD 300 100 0.71 4.01 0.01 0.01 0.27 4.84
LS-LASSO 300 100 11.24 4.19 0.00 0.19 0.27 4.88
Q-SCAD 300 300 0.19 5.00 0.86 1.00 0.61 0.24
Q-LASSO 300 300 17.86 5.00 0.00 1.00 0.61 0.95
LS-SCAD 300 300 1.36 4.00 0.00 0.00 0.27 4.75
LS-LASSO 300 300 15.79 4.11 0.00 0.11 0.27 4.78
Q-SCAD 300 600 0.21 5.00 0.87 1.00 0.62 0.26
Q-LASSO 300 600 21.86 5.00 0.00 1.00 0.62 1.11
LS-SCAD 300 600 1.87 4.02 0.00 0.02 0.27 4.63
LS-LASSO 300 600 17.39 4.09 0.00 0.09 0.27 4.70
Table 5.4: High-dimensional simulation results τ = .9 and error Heteroscedastic
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5.3 Real Data Example
Votavova et al. (2011) obtained blood samples from peripheral blood, cord blood and
the placenta from 20 pregnant smokers and 52 pregnant women without significant
exposure to smoking. Their main objective was to identify differences in transcriptome
alterations between the two groups. Birth weight of the baby (in kilograms) was
recorded along with age of the mother, gestational age, parity, measurement of the
amount of cotinine, a chemical found in tobacco, in the blood and mother’s BMI. Low
birth weight is known to be associated with both short-term and long-term health
complications. Scientists are interested in which genes are associated with low birth
weight.(Turan et al., 2012)
We consider modeling the 0.1, 0.3 and 0.5 conditional quantiles of infant birth
weight. We use the gene data from the peripheral blood sample and have a total
sample size of 64 after dropping samples with incomplete information. There are
24,526 expression values of probe sets. For preprocessing, we remove any probe sets
for which the genes are not sufficiently expressed, that is, if the ratio between the
maximum expression and minimum expression is less than 5. In addition, we removed
any probe sets for which a single expression value is repeated 20 times or more. After
these two preprocessing steps, 2,731 probe sets remain. For each quantile the top
200 probes are selected using the quantile-adaptive screening method proposed in He
et al. (2013). The gene expression values of the 200 probes are included as linear
covariates for the semiparametric quantile regression model. The clinical variables
parity, gestational age, cotinine level and BMI. are also included as linear covariates.
The effect of the age of the mother is modeled nonparametrically.
We consider the semiparametric quantile regression model with the SCAD and
LASSO penalty functions. Least squares based semiparametric models with the
SCAD and LASSO penalty functions are also considered. The tuning parameter
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λ is selected by HQBIC for the SCAD estimator and by five-fold cross validation for
LASSO as discussed in Section 4. The third column of Table 5.5 reports the number
of nonzero elements, “Original NZ”, for each model. As expected, the LASSO method
selects a larger model than the SCAD penalty does. The number of non-zero variables
varies with the quantile level, providing evidence that mean regression alone would
provide a limited view of the conditional distribution.
τ Method Original NZ Prediction Error Randomized NZ
0.10 Q-SCAD 3 0.09 (0.05) 2.79 (2.78)
0.10 Q-LASSO 9 0.08 (0.02) 2.54 (3.04)
0.30 Q-SCAD 5 0.17 (0.04) 4.45 (4.45)
0.30 Q-LASSO 7 0.17 (0.03) 9.33 (8.97)
0.50 Q-SCAD 2 0.19 (0.05) 4.94 (3.41)
0.50 Q-LASSO 10 0.20 (0.04) 18.22 (11.9)
mean LS-SCAD 3 0.19 (0.04) 2.92 (2.01)
mean LS-LASSO 3 0.21 (0.04) 3.44 (2.81)
Table 5.5: Birth Weight Randomized Partition Results
Next, we compare different models on 100 random partitions of the data set. For
each partition, we randomly select 50 subjects for the training data and 14 subjects for
the test data. The fourth column of Table 5.5 reports the prediction error evaluated
on the test data, defined as 14−1
∑14
i=1 ρτ (Yi − Yˆi); while the fifth column reports the
average number of linear covariates included in each model (denoted by “Randomized
NZ”). Standard errors for both statistics are recorded in parentheses. We note that
the SCAD method produces notably smaller models than the LASSO method without
sacrificing much prediction accuracy.
We observe that different models for different random partitions. Table 5.6 sum-
marizes the variables selected by Q-SCAD for τ = 0.1, 0.3 and 0.5 and the frequency
these variables are selected in the 100 random partitions. As expected gestational age
has a strong signal across all quantiles. Probe ILMN 1656361 is another covariate
found to have a very strong signal. The models for the 0.1 and 0.3 quantile are larger
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on average.
Q-SCAD .1 Q-SCAD .3 Q-SCAD .5
Covariate Frequency Covariate Frequency Covariate Frequency
Gestational Age 93 Gestational Age 89 Gestational Age 96
ILMN 2279635 29 ILMN 1656361 39 ILMN 1656361 73
ILMN 1686871 3 ILMN 1696394 31
ILMN 1738921 20
ILMN 1714567 0
Table 5.6: Variables selected by Q-SCAD in 100 random partitions
5.4 Proofs
Proof of Theorem 5.1
Proof for the rate of n−1
∑n
i=1(gˆ(zi)− g0(zi))2 given in Lemma 11. Proof for the rate
of ||βˆ − β0|| follows from Lemmas 12 and 15.
Proof of Theorem 5.2
Proof follows from Lemmas 12 and 15.
Proof of part (5.6) of Lemma 1
Proof: Result follows from convex optimization theory. 
Proof of part (5.7) of Lemma 1
Proof: It is sufficient to show
P
(∣∣∣βˆj∣∣∣ ≥ (a+ 1/2)λ, for j = 1, ..., qn)→ 1.
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Notice that
min
1≤j≤qn
∣∣∣βˆj∣∣∣ ≥ min
1≤j≤qn
|βj0| − max
1≤j≤qn
∣∣∣βˆj − βj0∣∣∣ . (5.11)
By condition 13 min
1≤j≤qn
|βj0| ≥ c3n−(1−c2)/2, by theorem Theorem 5.1 max
1≤j≤qn
∣∣∣βˆj − βj0∣∣∣ =
Op
(√
qn
n
)
= op
(
n−(1−c2)/2
)
. Proof is complete by the assumption λ = o
(
n−(1−c2)/2
)
.

Proof of Lemma 1 part (5.8)
Proof: Let D = {i : Yi − x′Aiβˆ −W (zi)′γˆ = 0}, then for j = qn + 1, ..., pn
sj
(
βˆ, γˆ
)
=
1
n
n∑
i=1
xij
[
I
(
Yi − x′Aiβˆ −W (zi)′γˆ ≤ 0
)
− τ
]
− 1
n
∑
i∈D
xij(a
∗
i +(1−τ)),
where a∗i ∈ [τ −1, τ ] when i ∈ D and for j = 1, ..., qn sj(βˆ, γˆ) = 0 when ai = a∗i . Then
with probability one |D| = dn + 1. Then
1
n
∑
i∈D
xij(a
∗
i + (1− τ)) = Op
(
dnn
−1) = op(λ).
Thus it is sufficient to show that
P
(
max
qn+1≤j≤pn
∣∣∣∣∣ 1n
n∑
i=1
xij
[
I(Yi − xAi′βˆ − gˆ(zi) ≤ 0)− τ
]∣∣∣∣∣ > λ
)
→ 0.
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Applying Lemmas 17 and 18
P
(
max
qn+1≤j≤pn
∣∣∣∣∣n−1
n∑
i=1
xij
[
I(Yi − xAi′βˆ − gˆ(zi) ≤ 0)− τ
]∣∣∣∣∣ > λ
)
≤ P
(
max
qn+1≤j≤pn
∣∣∣n−1 n∑
i=1
xij
[
I(Yi − xAi′βˆ − gˆ(zi) ≤ 0)
−I(Yi − xAi′β01 − g0(zi) ≤ 0)
]∣∣∣ > λ/2)
+P
(
max
qn+1≤j≤pn
∣∣∣∣∣n−1
n∑
i=1
xij [I(Yi − xAi′β01 − g0(zi) ≤ 0)− τ ]
∣∣∣∣∣ > λ/2
)
≤ P
(
max
qn+1≤j≤pn
sup
||β−β01||≤Cq1/2n n−1/2
||γ−γ0||≤C
√
dn
n
∣∣∣∣∣n−1
n∑
i=1
xij
[
I(Yi − xAi′β −W (zi)′γ ≤ 0)
−I(Yi − xAi′β01 − g0(zi) ≤ 0)
]∣∣∣∣∣ > λ/2
)
+ op(1)
≤ P
(
max
qn+1≤j≤pn
sup
||β−β01||≤Cq1/2n n−1/2
||γ−γ0||≤C
√
dn
n
∣∣∣∣∣n−1
n∑
i=1
xij
[
I(Yi − xAi′β −W (zi)′γ ≤ 0)
−I(Yi − xAi′β01 − g0(zi) ≤ 0)− P (Yi − xAi′β −W (zi)′γ ≤ 0)
+P (Yi − xAi′β01 − g0(zi) ≤ 0)
]∣∣∣∣∣ > λ/4
)
+P
(
max
qn+1≤j≤pn
sup
||β−β01||≤Cq1/2n n−1/2
||γ−γ0||≤C
√
dn
n
∣∣∣∣∣n−1
n∑
i=1
xij
[
P (Yi − xAi′β −W (zi)′γ ≤ 0)
−P (Yi − xAi′β01 − g0(zi) ≤ 0)
]∣∣∣∣∣ > λ/4
)
+ op(1)
≤ P
(
max
qn+1≤j≤pn
sup
||β−β01||≤Cq1/2n n−1/2
||γ−γ0||≤C
√
dn
n
∣∣∣∣∣n−1
n∑
i=1
xij
[
P (Yi − xAi′β −W (zi)′γ ≤ 0)
−P (Yi − xAi′β01 − g0(zi) ≤ 0)
]∣∣∣∣∣ > λ/4
)
+ op(1).
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Notice
max
qn+1≤j≤pn
sup
||β−β01||≤Cq1/2n−1/2
||γ−γ0||≤C
√
dJn
n
∣∣∣∣∣n−1
n∑
i=1
xij
[
P (Yi − xAi′β −W (zi)′γ ≤ 0)
−P (Yi − xAi′β01 − g0(zi) ≤ 0)
]∣∣∣∣∣
= max
qn+1≤j≤pn
sup
||β−β01||≤Cq1/2n−1/2
||γ−γ0||≤C2
√
dJn
n
∣∣∣∣∣n−1
n∑
i=1
xij
[
Fi(xAi
′(β1 − β01)
+W (zi)
′(γ − γ0)− uni)− Fi(0)
]∣∣∣∣∣
≤ C sup
||β−β01||≤Cq1/2n−1/2
||γ−γ0||≤C
√
dn
n
n−1
n∑
i=1
||xAi|| · ||β − β01||+ ||W (zi)|| · ||γ − γ0||+ ||uni||
≤ C
(
qn−1/2
√
dJn
√
dn/n+ (dJn)
−r
)
= o(λ).
Note since qnn
−1/2 = o(λ) and Jnn−1/2 = o(λ) it follows that
√
dJn
√
dnn
−1/2 = o(λ)
and the proof is complete. 
Proof of Theorem 5.3
Proof: Recall that for ξj ∈ ∂k(β, γ)
ξ0 = sj(β, γ),
ξj = sj(β, γ) + λlj for 1 ≤ j ≤ pn, lj ∈ [−1, 1]
ξj = sj(β, γ) for pn + 1 ≤ j ≤ pn + dJn.
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Define the set
G =
{
ξ = (ξ0, ξ1, ..., ξpn) : ξ0 = 0; ξj = λsgn(βˆj), j = 1, .., qn
ξj = sj(βˆ, γˆ) + λlj, j = qn + 1, ..., pn,
ξj = 0, j = pn + 1, ..., pn + dJn.
}
and lj ranges over [-1,1] for j = qn + 1, ..., pn. By Lemma 16 proof is complete if it is
shown that there exists ξ∗ =
(
ξ∗0 , ξ
∗
1 , ..., ξ
∗
pn , ..., ξpn+dJn
)′ ∈ G in a neighborhood of λ/2
of
(
βˆ, γˆ
)
such that
P
(
ξ∗j =
∂l(β)
∂βj
, j = 0, ..., pn + dJn
)
→ 1. (5.12)
For pn + 1 ≤ j ≤ pn + dJn ∂l(β)∂βj = 0 and by Lemma 1
P
(
sj(βˆ, γ) = 0
)
→ 1 for j = pn + 1, ..., pn + dJn.
Therefore we only need to be concerned about the case of 0 ≤ j ≤ pn. In the following
we define ξ∗j so (5.12) is satisfied for 0 ≤ j ≤ pn.
1. For j = 0, ξ∗0 = 0 because
∂l(β)
∂β0
= 0, it is immediate that ∂l(β)
∂β0
= ξ∗0 .
2. For j = 1, .., qn ξ
∗
j = λsgn(βˆj). For either penalty function
∂l(β)
∂βj
= λsgn(βj) for
|βj| > aλ. By Lemma 1 with probability one
min
1≤j≤qn
|βj| ≥ min
1≤j≤qn
|βˆj| − max
1≤j≤qn
|βˆj − βj|
≥ (a+ 1/2)λ− λ/2 = aλ.
For any 1 ≤ j ≤ qn ||βˆj − βj0|| = Op
(
n−1/2
)
= o(λ) therefore for sufficiently
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large n, βˆj and βj have the same sign.
3. By definition for j = qn+1, ..., pn the oracle estimator has βˆj = 0 and
∣∣∣βˆj − βj∣∣∣ <
λ therefore
|βj| ≤ |βˆj|+ |βˆj − βj| < λ.
For βj < λ then
∂l(β)
∂βj
= 0 for the SCAD penalty. Therefore P
(
l(β)
∂βj
= 0
)
→ 1.
By Lemma 1 and the radius choice of λ/2
P
(
l(β)
∂βj
≤ λ, j = qn + 1, ..., pn
)
→ 1.
By Lemma 1 |sj(βˆj)| ≤ λ with probability approaching one for j = qn +
1, ..., pn. Therefore for both penalty functions there exists l
∗
j ∈ [−1, 1] such
that P (sj(βˆ, γˆ) + λl
∗
j =
∂l(β)
βj
, j = qn + 1, ..., pn)→ 1. Define ξ∗j = sj(βˆ, γˆ) + λl∗j .
From steps 1-3 above it follows that
P
(
ξ∗j =
∂l(β)
∂βj
, j = 0, ..., pn
)
→ 1.

Chapter 6
Future Research
We have proposed quantile regression models to handle additive partial linear rela-
tionships, missing covariates and high-dimensional data. Our work in these areas
leads to some natural extensions. We proposed using a weighted objective function
to handle the bias caused by missing data. The weights were assigned by fitting a
model to estimate the probability a subject would have complete data. If this method
was misspecified then the estimator from the weighted objective function is no longer
consistent. It would be helpful to have a procedure that is robust to misspecification
of the weights. In mean regression Robins et al. (1994) proposed an augmented inverse
probability weighting method. That is for the linear regression setting we solve
n∑
i=1
Ri
pi(ηˆ)
xi(Yi − x′iβˆ) +
(
1− Ri
pi(ηˆ)
)
mˆ(xi, Yi, βˆ) = 0,
where mˆ(·) is an estimate of E [xi(Yi − x′iβ) | ti], where ti are the covariates that are
always observed. Then the estimate of βˆ is consistent if pi(ηˆ) or mˆ(·) are correctly
specified making it a double robust procedure. For quantile regression it would be
natural to consider
n∑
i=1
Ri
pi(ηˆ)
xiψτ (Yi − x′iβˆ) +
(
1− Ri
pi(ηˆ)
)
mˆτ (xi, Yi, βˆ) = 0, (6.1)
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with mˆτ (·) an estimate of E [xiψτ (Yi − x′iβ) | ti]. However because the objective
function of quantile regression is non-differentiable solving and ψτ (·) is discrete we
would need to consider an estimator that solves
1
n
n∑
i=1
Ri
pi(ηˆ)
xiψτ (Yi − x′iβˆ) +
(
1− Ri
pi(ηˆ)
)
mˆτ (xi, Yi, βˆ) = op(1). (6.2)
How to solve (6.2) and understanding its asymptotic behavior remains an open
research question.
In the additive partial linear models we limited model selection to the linear
components of the model. For simultaneous model selection of the linear and non-
linear terms we could consider a group penalty on the basis functions coefficients. Let
γk be the basis coefficients corresponding to w(zik) ∈ RJn and consider the penalized
objective function of
n∑
i=1
ρτ (Yi − x′iβ − w(zi)′γ) +
pn∑
j=1
pλ(|βj|) +
d∑
k=1
pλ(||γk||). (6.3)
Finding (β, γ) which minimizes (6.3) could induce sparsity for both β and γ. The
group penalty for the non-linear terms could send all Jn coefficients for a specific non-
linear term to zero, implying that this variable has no relationship with the response.
With the group penalty we could also consider estimation when the number of non-
linear covariates increases with the sample size or use the group penalty to account
for categorical predictors.
In our work we considered the error terms, i, to be uncorrelated. This excludes
a large number of data sets. For instance in Votavova et al. (2011) they used blood
samples from peripheral blood, cord blood and the placenta, but to stay within the
independent error framework we only considered measurements from the peripheral
blood. He et al. (2002) proposed estimation of a partial linear model in the repeated
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measurement setting, by showing that the estimates remain consistent when ignoring
the correlation. That is say subject i has mi observations and let Yij, xij and zij be
the corresponding measurement for the ith subject at the jth observation. Then the
following objective function is used
n∑
i=1
mi∑
j=1
ρτ (Yij − x′ijβ − w(zij)′γ). (6.4)
While Koenker (2004) proposed estimating an individual intercept, αi, through a
penalized objective function that incorporates data across τ . His objective function
for the linear setting was
K∑
k=1
n∑
i=1
mi∑
j=1
Wkρτ (Yij − αi − x′ijβ(τk)) + λ
n∑
i=1
|αi|, (6.5)
where Wk is a weight that controls the relative influence of the corresponding quan-
tile τk. Showing that minimizing (6.4) produces consistent estimators for high-
dimensional data would be a nice starting point. Generalizing (6.5) to handle high-
dimensional and additive partial linear data would also be a nice results because (6.5)
incorporates the repeated measurements of the data.
Quantile regression is a robust method that can model non-central behavior that
would be ignored by ordinary least squares. We have presented models that create
more flexible quantile regression models and allow for high-dimensional data, non-
linear relationships or missing predictors. Future directions of research include making
these procedures more robust, such as creating a method for missing data robust
to misspecification of the missing pattern. Another direction would be to make
these methods more general such as incorporating repeated measurement data. This
dissertation outlined some steps to relax the linear quantile regression model, but
there remains much work to be done.
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Chapter 7
Appendix
Throughout the appendix, we use C to denote a positive constant which does not
depend on n and may vary from line to line.
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7.1 Lemmas for Chapter 4
7.1.1 Definitions
First we introduce, or recall, the following definitions
B = diag(f1(0), . . . , fn(0)) ∈ Rn×n,
W = (W (z1), ...,W (zn))
′ ∈ Rn×dJn ,
PW (B) = W (W
′BW )−1W ′B ∈ Rn×n,
X∗ = (x∗1, . . . , x
∗
n)
′
= (1, X∗1 , ..., X
∗
p ) ∈ Rn×p+1,
W 2B = W
′BW ∈ RdJn×dJn ,
∆n = [1n, ∆n1, ...,∆np] ∈ Rn×p+1
∆Bn = ∆
′
nB∆n ∈ R(p+1)×(p+1),
θ1 =
√
n (β − β0) ∈ Rp+1,
θ2 = WB (γ − γ0) +W−1B W ′BX(β − β0) ∈ RdJn ,
x˜i = n
−1/2x∗i ∈ Rp+1,
W˜ (zi) = W
−1
B W (zi) ∈ RdJn ,
s˜i =
(
x˜′i, W˜ (zi)
)′
∈ Rp+dJn+1,
bn = dJn.
Let an be a sequence of positive numbers. Define
Qi(an) ≡ Qi(anθ1, anθ2) = ρτ
(
i − anx˜′iθ1 − anW˜ (zi)′θ2 − uni
)
,
Es[Qi] = E [Qi | xi, zi] .
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It is noted that
n−1
n∑
i=1
ρτ (Yi − x′iβ −W (zi)′γ) = n−1
n∑
i=1
ρτ (i − x˜′iθ1 − W˜ (zi)′θ2 − uni).
Define
(
θˆ1, θˆ2
)
= arg min
(θ1,θ2)
n−1
n∑
i=1
ρτ (i − x˜′iθ1 − W˜ (zi)′θ2 − uni).
Define
Di(θ, an) = Qi(an)−Qi(0)−Es [Qi(an)−Qi(0)]+an
(
x˜′iθ1 + W˜ (zi)
′θ2
)
ψτ (i). (7.1)
Noting that ρτ (u) =
1
2
|u|+ (τ − 1
2
)
u, we have
Qi(an)−Qi(0) = 1
2
[∣∣∣i − anx˜′iθ1 − anW˜ (zi)′θ2 − uni∣∣∣− |i − uni|]
−
(
τ − 1
2
)(
x˜′iθ1an + W˜ (zi)
′θ2an
)
. (7.2)
Define
Q∗i (an) =
1
2
[∣∣∣i − x˜′iθ1an − W˜ (zi)′θ2an − uni∣∣∣− |i − uni|] ,
then by combining (7.1) and (7.2),
Di(θ, an) = Q
∗
i (an)− Es[Q∗i (an)] + an
(
x˜′iθ1 + W˜ (zi)
′θ2
)
ψτ (i). (7.3)
The above simplification will be used in lemma 4. First we need to establish that
x∗i is an approximation of δi, which is important for understanding the asymptotic
behavior of the additive partial linear estimators.
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7.1.2 Rates for Basis functions
By Stone (1985) ||W (zi)|| = Op(1), ∀ i. Applying the properties of the spline basis
functions given in Zhou et al. (1998), it is immediate that ||W−1B || = Op
(√
bn
n
)
.
Following Lemma 5.1 of Shi and Li (1995), it can be shown that with probability
one max
i
||W˜ (zi)|| ≤ C0
√
bn
n
, for some positive constant C0. By the definition of x˜i
and Condition 2, max
i
||x˜i|| ≤ C1n−1/2, for some positive constant C1. By the result
of Schumaker (1981), there exists a positive constant C3, such that supt∈[0,1] |uni| ≤
C3J
−r
n .
7.1.3 Lemmas for Theorem 4.2
Lemma 2
If the conditions of theorem Theorem 4.2 hold then for Z ∼ N(0, Σ˜m)
n−1
n∑
i=1
Ri
pii(ηˆ)
(ρτ (Yi − x′iβ)− ρτ (Yi − x′iβ0))
= −n−1/2(β − β0)′Z + (β − β0)′Σ˜1(β − β0) + op(1).
Proof: By Knights Identity (Knight, 1998)
n−1 (QBICn(β)−QBIC(β0)) = −n=1(β − β0)′
n∑
i=1
xiψτ (i)
+ n−1
n∑
i=1
∫ x′i(β−β0)
0
I(i ≤ s)− I(i ≤ 0)ds.
Following results from proof of Theorem 4.1 we get:
1. n−1/2
∑n
i=1
Ri
pii(ηˆ)
xiψτ (i)
d→ Z,
2. n−1
∑n
i=1
Ri
pii(ηˆ)
∫ x′i(β−β0)
0
I(i ≤ s)− I(i ≤ 0)ds p→ (β − β0)′Σ˜1(β − β0).

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7.1.4 Lemmas for Theorem 4.3
Lemma 3
If conditions 3 - 5 hold then
(1) n−1/2X∗ = n−1/2∆n + op(1),
(2) n−1X∗′BnX∗ = Σ1 + op(1). 
Proof: Let ∆n(−1) = [∆n1, ...,∆np]. Then by the definition of X∗ and ∆n sufficient to
show ,
n−1/2(X(−1) − PW (B)X(−1)) = n−1/2∆n(−1).
Notice
n−1/2(X(−1) − PW (B)X(−1)) = n−1/2∆n(−1) + n−1/2(H − PW (B)X(−1)).
Then consider the following weighted least squares problem. Let γ∗j ∈ RdJn be defined
as γ∗j = argmin
γ∈RdJn
∑n
i=1 fi(0)(xij − W (zi)′γ)2. Let hˆj(zi) = W (zi)′γ∗j and notice that
{PW (B)X(−1)}ij = hˆj(zi). Adapting the results from Stone (1985), it follows that
n−1||H − PW (B)X(−1)||2 = n−1λmax
(
(H − PW (B)X(−1))′(H − PW (B)X(−1))
)
≤ n−1trace [(H − PW (B)X(−1))′(H − PW (B)X(−1))]
= n−1
n∑
i=1
p∑
j=1
(h∗j(zi)− hˆj(zi))2
= Op
(
Jn
n
)
= op(1),
by conditions 3 and 5. The lemma follows immediately. 
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Lemma 4
If the conditions of Theorem 4.3 hold then for any ω > 0
P
 sup
||θ| ≤L
||η−η0||≤Cn−1/2
b−1n
∣∣∣∣∣
n∑
i=1
Ri
pii(η)
Di(θ,
√
bn)
∣∣∣∣∣
 > ω. 
Proof: Let An1 denote the event s˜(n) ≤ C2
√
bn/n, where s˜(n) = max
i
||s˜i|| and C2 =
max(C0, C1). Let An2 denote the event maxi |uni| ≤ C3J−rn . Then by rates discussed
in Section 7.1.2 P (An1) = 1 and P (An2) = 1. To prove the lemma, it is sufficient to
show that ∀ ω > 0,
P
 sup
||θ| ≤1
||η−η0||≤Cn−1/2
∣∣∣∣∣b−1n
n∑
i=1
Ri
pii(η)
Di
(
θ, L
√
bn
)∣∣∣∣∣ > ω,An1 ∩ An2
→ 0. (7.4)
Note that
P
 sup
||θ| ≤1
||η−η0||≤Cn−1/2
∣∣∣∣∣b−1n
n∑
i=1
Ri
pii(η)
Di
(
θ, L
√
bn
)∣∣∣∣∣ > ω,An1 ∩ An2

≤ P
(
sup
||θ| ≤1
∣∣∣∣∣b−1n
n∑
i=1
Ri
pii(η0)
Di
(
θ, L
√
bn
)∣∣∣∣∣ > ω/2, An1 ∩ An2
)
+ P
 sup
||θ| ≤1
||η−η0||≤Cn−1/2
∣∣∣∣∣b−1n
n∑
i=1
Ri
(
1
pii(η)
− 1
pii(η0)
)
Di
(
θ, L
√
bn
)∣∣∣∣∣ > ω/2, An1 ∩ An2

≡ Pn1 + Pn2.
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Where Pn1 and Pn2 are probability statements whose definitions follow directly from
the above statement. First we will show that limn→∞ Pn1 = 0. Define
Θ ≡ {θ | ||θ|| ≤ 1, θ ∈ Rbn+1} ,
we can partition Θ as a union of disjoint regions Θ1, ...,ΘMn , such that the diameter
of each region does not exceed m0 =
ωαl
8C2L
√
n
, where αl is defined in condition 6.
Then for some positive constant C a covering can be constructed such that Mn ≤
C
(
C
√
n
ω
)bn+1
. Let θ∗1, ..., θ
∗
Mn
be arbitrary points in Θ1, ...,ΘMn , respectively, and
write θ∗k = (θ
∗
k1
′, θ∗k2
′)′, k = 1, . . . ,Mn.
Then
P
(
sup
||θ| ≤1
b−1n
∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Di(θ, L
√
bn)
∣∣∣∣∣ > ω/2, An1 ∩ An2
)
≤
Mn∑
k=1
P
(
sup
||θ| ≤1
b−1n
∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Di(θ, L
√
bn)
∣∣∣∣∣ > ω/2, An1 ∩ An2
)
≤
Mn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Di(θ
∗
k, L
√
bn)
∣∣∣∣∣
+ sup
||θ| ≤1
∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
(
Di(θ, L
√
bn)−Di(θ∗k, L
√
bn)
)∣∣∣∣∣ > bnω/2, An1 ∩ An2
)
Let I(·) denote the indicator function, we will next show that
sup
θ∈Θk
∣∣∣∣∣b−1n
n∑
i=1
Ri
pii(η0)
[
Di(θ, L
√
bn)−Di(θ∗k, L
√
bn)
]∣∣∣∣∣ I (An1 ∩ An2) < ω/4.
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Using (7.3), the triangle inequality, condition 6 and the earlier derived bounds for
||x˜i||| and ||W˜ (zi)||, we have
sup
θ∈Θk
∣∣∣∣∣b−1n
n∑
i=1
Ri
pii(η0)
(
Di(θ, L
√
bn)−Di(θ∗k, L
√
bn)
)∣∣∣∣∣ I (An1 ∩ An2)
= b−1n sup
θ∈Θk
∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
1
2
[∣∣∣i − x˜′iθ1L√bn − W˜ (zi)′θ2L√bn − uni∣∣∣− |i − uni|]
−
n∑
i=1
Ri
pii(η0)
1
2
Es
[∣∣∣i − x˜′iθ1L√bn − W˜ (zi)′θ2L√bn − uni∣∣∣− |i − uni|]
+
n∑
i=1
Ri
pii(η0)
L
√
bn
(
x˜′iθ1 + W˜ (zi)
′θ2
)
ψτ (i)
−
n∑
i=1
Ri
pii(η0)
1
2
[∣∣∣i − x˜′iθ∗k1L√bn − W˜ (zi)′θ∗k2L√bn − uni∣∣∣− |i − uni|]
+
n∑
i=1
Ri
pii(η0)
1
2
Es
[∣∣∣i − x˜′iθ∗k1L√bn − W˜ (zi)′θ∗k2L√bn − uni∣∣∣− |i − uni|]
−
n∑
i=1
L
Ri
pii(η0)
√
bn
(
x˜′iθ
∗
k1 + W˜ (zi)
′θ∗k2
)
ψτ (i)
∣∣∣∣∣I (An1 ∩ An2)
≤ 2nLm0b−1/2n α−1l maxi
[||x˜i||+ ||W˜ (zi)||]I (An1 ∩ An2)
≤ 2α−1l C2nLm0b−1/2n
√
bn/n = 2α
−1
l C2L
√
nm0 < ω/4,
by the definition of m0.
Therefore, to prove limn→∞ Pn1 = 0, we only need to verify
Mn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Di(θ
∗
k, L
√
bn)
∣∣∣∣∣ > bnω/4, An1 ∩ An2
)
→ 0. (7.5)
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Applying (7.3), condition 6 and the triangle inequality,
max
i
∣∣∣∣ Ripii(η0)Di(θ∗k, L√bn)
∣∣∣∣ I (An1 ∩ An2)
≤ α−1l maxi
∣∣∣∣∣i − x˜′iθ∗k1L√bn − W˜ (zi)′θ∗k2L√bn − uni∣∣− ∣∣i − uni∣∣∣∣∣I (An1 ∩ An2)
+α−1l maxi
∣∣∣L√bn (x˜′iθ∗k1 + W˜ (zi)′θ∗k2)ψτ (i)∣∣∣ I (An1 ∩ An2)
≤ 2α−1l L
√
bn max
i
||s˜i||I (An1 ∩ An2)
≤ Cbnn−1/2,
for some positive constant C. Define
Vi(θ
∗
k, an) = Q
∗
i (an)−Q∗i (0) + an(x˜′iθ∗k1 + W˜ (zi)′θ∗k2)ψτ (i).
Notice that Di(θ
∗
k, an) = Vi(θ
∗
k, an)− E [Vi(θ∗k, an)|xi, zi], and that
n∑
i=1
Var
(
Ri
pii(η0)
Di(θ
∗
k, an)I (An1 ∩ An2) |xi, zi
)
≤ α−2l
n∑
i=1
E
[
Vi(θ
∗
k, an)
2I (An1 ∩ An2) |xi, zi
]
.
Using Knight’s Identity (Knight 1998) with (7.1),
Vi(θ
∗
k, L
√
bn)
= L
√
bn
(
x˜′iθ
∗
k1 + W˜ (zi)
′θ∗k2
)
[I(i − uni < 0)− I(i < 0)]
+
∫ √bnL(x˜′iθ∗k1+W˜ (zi)′θ∗k2)
0
[I(i − uni < s)− I(i − uni < 0)] ds
≡ Vi1 + Vi2.
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Using condition 1, we have
n∑
i=1
E
[
V 2i1I (An1 ∩ An2) |xi, zi
]
=
n∑
i=1
E
[
bnL
2(x˜′iθ
∗
k1 + W˜ (zi)
′θ∗k2)
2 |I(i − uni < 0)− I(i < 0)| I (An1 ∩ An2)
∣∣xi, zi]
≤ 2L2bn
n∑
i=1
E
[
(x˜′iθ
∗
k1)
2
+
(
W˜ (zi)
′θ∗k2
)2
)I (0 ≤ |i| ≤ |uni|) I (An1 ∩ An2)
∣∣xi, zi]
≤ Cbnmax
i
[
||x˜i||2 + ||W˜ (zi)||2
] n∑
i=1
∫ |uni|
−|uni|
fi(s)dsI (An1 ∩ An2)
≤ Cb2nJ−rn ,
for some positive constant C. Using conditions 1 and 2, we have
n∑
i=1
E
[
V 2i2I (An1 ∩ An2)
∣∣xi, zi]
≤ max
i
∣∣∣√bnL(x˜′iθ∗k1 + W˜ (zi)′θ∗k2)∣∣∣
×
n∑
i=1
∫ √bnL(x˜′iθ∗k1+W˜ (zi)′θ∗k2)
0
[Fi(s+ uni)− Fi(uni)] dsI (An1 ∩ An2)
≤ Cbnn−1/2
n∑
i=1
∫ √bnL(x˜′iθ∗k1+W˜ (zi)′θ∗k2)
0
(fi(0)s+ f
′
i(s
∗)s2)dsI (An1 ∩ An2)
≤ Cb2nn−1/2
[
θ∗k1
′(
n∑
i=1
x˜ix˜
′
i)θ
∗
k1 + θ
∗
k2
′(
n∑
i=1
W˜ (zi)W˜ (zi))θ
∗
k2)
]
(1 + o(1))
≤ Cb2nn−1/2
[||θ∗k1||2λmax(n−1X∗′X∗)
+||θ∗k2||2||W−1B ||2λmax(W ′W )
]
(1 + o(1))
≤ Cb2nn−1/2(1 + o(1)),
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for some positive constant C, where the second to last inequality applies condition 2
and the result of Zhou et al. (1998) on the properties of basis functions. Therefore
n∑
i=1
Var
(
Di(θ)I (An1 ∩ An2)
∣∣xi, zi) ≤ Cb2nn−1/2,
for some positive constant C and all n sufficiently large. By Bernstein’s inequality,
for all n sufficiently large,
Mn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Di(θ
∗
k, L
√
bn/n)
∣∣∣∣∣ > bnω/2, An1 ∩ An2∣∣∣xi, zi
)
≤ 2
Mn∑
k=1
exp
( −b2nω2/4
Cb2nn
−1/2 + Cωb2nn−1/2
)
≤ 2
Mn∑
k=1
exp
(−C√n)
= 2Mnexp
(−C√n)
≤ C
(
C
√
n
ω
)bn+1
exp
(−C√n)
= Cexp
(
(bn + 1) log(C
√
n/ω)− C√n)
≤ Cexp (C(bn + 1) log(n)− C√n) ,
which converges to zero as n → ∞. Note that the upper bound does not depend on
{xi, zi}. This implies limn→∞ Pn1 = 0.
Define D(θ, an) = (D1(θ, an), ..., Dn(θ, an))
′ ∈ Rn, R = (R1, ..., Rn) ∈ Rn and
pi(η)−1 = diag (pi1(η)−1, ..., pin(η)−1) ∈ Rn×n. Notice
Pn2 = P
 sup
||θ| ≤1
||η−η0||≤Cn−1/2
∣∣b−1n D′(pi(η)−1 − pi(η0)−1)R∣∣ > ω/2, An1 ∩ An2

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Using the same methods that showed limn→∞ Pn1 = 0 we have sup
||θ| ≤1
|b−1n D′R| = op(1).
Using conditions 6 and 7
sup
||η−η0||≤Cn−1/2
max
i
(
1
piiη
− 1
pii(η0)
)
= sup
||η−η0||≤Cn−1/2
max
i
(η − η0)′
(
∂pii(η)
∂η
)
η=η0
1
pii(η0)2
(1 + op(1)) = op(1).
Proof is complete because limn→∞ Pn1 = 0 and limn→∞ Pn2 = 0. 
Lemma 5
If the conditions of Theorem 4.3 hold, then for any ω > 0 there exists an L > 0 such
that
P
(
inf
||θ||=L
b−1n
n∑
i=1
Ri
pii(ηˆ)
(Qi(
√
bn)−Qi(0)) > 0
)
≥ 1− ω. 
Proof: Note that
b−1n
n∑
i=1
Ri
pii(ηˆ)
(Qi(
√
bn)−Qi(0)) = b−1n
n∑
i=1
Ri
pii(ηˆ)
Di(θ,
√
bn)
+ b−1n
n∑
i=1
Ri
pii(ηˆ)
Es[Qi(
√
bn)−Qi(0)]
− b−1/2n
n∑
i=1
Ri
pii(ηˆ)
(x˜′iθ1 + W˜ (zi)
′θ2)ψτ (i)
= Dn1 +Dn2 +Dn3,
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where the definition of Dni, i = 1, 2, 3, is clear from the context. Lemma 4 and
condition 7 provide that Dn1 = op(1). We next evaluate Dn3. First
Dn3 = b
−1/2
n
n∑
i=1
Ri
pii(η0)
(x˜′iθ1 + W˜ (zi)
′θ2)ψτ (i)
+ b−1/2n
n∑
i=1
Ri
(
1
pii(ηˆ)
− 1
pii(η0)
)
(x˜′iθ1 + W˜ (zi)
′θ2)ψτ (i)
= Dn31 +Dn32.
Note that E(Dn31) = 0 and by 3 and conditions 2 and 7
E(D2n31) ≤ Cb−1n E
[
n−1θ′1X
∗′X∗θ1 + ||W−1B ||2θ2W ′Wθ2
]
= O
(
b−1n ||θ||2
)
.
Let ∂pi(γ0) =
((
∂pi1(η)
∂η
)′
η=η0
, ...,
(
∂pin(η)
∂η
)′
η=η0
)′
. Using condition 7, the rate for W−1B
and Taylor expansion
Dn32 = b
−1/2
n (ηˆ − η0)′
n∑
i=1
(
∂pii(η)
∂η
)
η=η0
Ri
pii(η0)2
(x˜′iθ1 + W˜ (zi)
′θ2)ψτ (i)
= b−1/2n
√
n(ηˆ − η0)′n−1
n∑
i=1
(
∂pii(η)
∂η
)
η=η0
Ri
pii(η0)2
δ′iθ1ψτ (i)(1 + o(1))
+ b−1/2n (ηˆ − η0)′
n∑
i=1
(
∂pii(η)
∂η
)
η=η0
Ri
pii(η0)2
ψτ (i)W (zi)
′W−1B θ2
= O
(
b−1/2n ||θ||
)
.
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Therefore Dn3 = Op
(
b
−1/2
n ||θ||
)
. Before analyzing Dn2 we present some results to
assist in understanding its asymptotic behavior. Let
1
2
n∑
i=1
Ri
pii(ηˆ)
fi(0)
(
x˜′iθ1 + W˜ (zi)
′θ2
)2
=
1
2
n∑
i=1
Ri
pii(η0)
fi(0)
(
x˜′iθ1 + W˜ (zi)
′θ2
)2
+
1
2
n∑
i=1
Ri
(
1
pii(ηˆ)
− 1
pii(η0)
)
fi(0)
(
x˜′iθ1 + W˜ (zi)
′θ2
)2
= En1 + En2,
where definition of En1 and En2 is immediate from the context. We further separate
En1 with
En1 =
1
2
n∑
i=1
Ri
pii(η0)
fi(0)(x˜
′
iθ1)
2
+
1
2
n∑
i=1
Ri
pii(η0)
fi(0)(W˜ (zi)
′θ2)2
+
n∑
i=1
Ri
pii(η0)
fi(0)(x˜
′
iθ1)(W˜ (zi)
′θ2)
= En11 + En12 + En13.
By definition of x˜i, W˜ (zi) and condition 6
E[En13] = E
[
1
2
n∑
i=1
fi(0)x˜
′
iθ1W˜ (zi)
′θ2
]
= 0,
Var (En13) ≤ α−2l Var
(
1
2
n∑
i=1
fi(0)x˜
′
iθ1W˜ (zi)
′θ2
)
= 0.
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Using condition 7 to analyze En2 we have
En2 =
1
2
(ηˆ − η0)′
n∑
i=1
(
∂pii(γ)
∂γ
)
η=η0
Ri
pii(η0)2
fi(0)
(
x˜′iθ1 + W˜ (zi)
′θ2
)2
(1 + op(1))
≤ (ηˆ − η0)′
n∑
i=1
(
∂pii(γ)
∂γ
)
η=η0
Ri
pii(η0)2
fi(0) (x˜
′
iθ1)
2
(1 + op(1))
+ (ηˆ − η0)′
n∑
i=1
(
∂pii(γ)
∂γ
)
η=η0
Ri
pii(η0)2
fi(0)
(
W˜ (zi)
′θ2
)2
(1 + o(1))
= Op
(
n−1/2
)
.
Applying Knight’s identity (Knight, 1998), using condition 1 and noting
1
2
n∑
i=1
Ri
pii(ηˆ)
fi(0)
(
x˜′iθ1 + W˜ (zi)
′θ2
)2
= En1 + En2 + op(1),
we have
Dn2 = b
−1
n
n∑
i=1
Ri
pii(ηˆ)
E
[∫ −√bn(x˜′iθ1+W˜ (zi)′θ2)−uni
−uni
ψτ (i + s)ds
∣∣∣xi, zi]
= b−1n
n∑
i=1
Ri
pii(ηˆ)
∫ √bn(x˜′iθ1+W˜ (zi)′θ2)+uni
uni
fi(0)s ds(1 + o(1))
= θ′1
(
n−1
1
2
n∑
i=1
Ri
pii(η0)
fi(0)x
∗
ix
∗
i
′
)
θ1(1 + o(1))
+ θ′2
(
1
2
n∑
i=1
Ri
pii(η0)
fi(0)W˜ (zi)W˜ (zi)
′
)
θ2(1 + o(1))
+ b−1/2n
n∑
i=1
Ri
pii(ηˆ)
fi(0)uni
(
x˜′iθ1 + W˜ (zi)
′θ2
)
+ o(1).
By Lemma 3 and condition 5, n−1θ′1X
∗′BnX∗θ1 = θ′1Σ1θ1 + op(1). Therefore by
adapting results from Zhou et al. (1998) to handle the B-spline basis terms there
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exists a finite positive constant c, such that with probability approaching one
n−1θ′1
n∑
i=1
Ri
pii(η0)
fi(0)x
∗
ix
∗
i
′θ1 +θ2W−1B
n∑
i=1
Ri
pii(η0)
fi(0)W (zi)W (zi)
′W−1B θ2 ≥ c||θ||2.
Define Un = (un1, ..., unn)
′. Then, by Schumaker (1981), ||Un|| = Op (
√
nJ−rn ) = op(1).
Define Rˆn = diag (R1pi1(ηˆ)
−1, ..., Rnpin(ηˆ)−1). Using results shown in Lemma 4 ||Rˆ|| =
Op(1). Thus, for the linear terms,
b−1/2n
n∑
i=1
Ri
pii(ηˆ)
fi(0)unix˜
′
iθ1 = b
−1/2
n n
−1/2θ′1X
∗′BnRˆnUn = op(||θ||),
b−1/2n
n∑
i=1
Ri
pii(ηˆ)
fi(0)uniW˜ (zi)
′θ2 = b−1/2n θ
′
2W
−1
B W
′BnRˆnUn = op(||θ||).
For L sufficiently large, the always positive quadratic term asymptotically dominates.
This proves the lemma. 
7.1.5 Lemmas for proof of Theorem 4.4
In some of the lemmas we use the following definition for ease of notation
Q∗i (θ1, θ˜1, θ2) = ρτ (i − x˜′iθ1 − W˜ (zi)′θ2 − uni)− ρτ (i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni).
Lemma 6
If the conditions of Theorem 4.4 hold, then
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
Es
[
Q∗i (θ1, θ˜1, θ2)
]
− 1
2
[
θ′1Σ1θ1 − θ˜′1Σ1θ˜1
]
(1 + o(1))
∣∣∣∣∣ = op(1). 
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Proof: Applying Knight’s formula (Knight, 1998) and methods used in the proof of
Theorem 4.1 and Lemma 5 to handle the weights, we have
n∑
i=1
Ri
pii(ηˆ)
Es
[
Q∗i (θ1, θ˜1, θ2)
]
=
n∑
i=1
Ri
pii(ηˆ)
∫ x˜′iθ1+W˜ (zi)′θ2+uni
x˜′iθ˜1+W˜ (zi)′θ2+uni
(Fi(s)− Fi(0))ds
=
1
2
n∑
i=1
Ri
pii(ηˆ)
fi(0)(1 + o(1))
[(
x˜′iθ1 + W˜ (zi)
′θ2 + uni
)2
−
(
x˜′iθ˜1 + W˜ (zi)
′θ2 + uni
)2]
=
1
2
n∑
i=1
Ri
pii(ηˆ)
fi(0)
[
(x˜′iθ1)
2 −
(
x˜′iθ˜1
)2
+ 2
(
θ′2W˜ (zi) + uni
)(
x˜′iθ1 − x˜′iθ˜1
)]
(1 + o(1))
=
1
2
[
θ′1Σ1θ1 − θ˜′1Σ1θ˜1
]
(1 + o(1)) +
1
2
n−1/2(θ1 − θ˜1)′X∗′BnRˆUn(1 + o(1)).
The proof is complete by noting that sup||θ1−θ˜1||≤M, ||θ2||≤C
√
bn
|n−1/2(θ1−θ˜1)′X∗′BnRˆUn(1+
o(1))| = op(1). 
Lemma 7
If the conditions of Theorem 4.4 hold, then for any given positive constants M and
C,
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
[
Q∗i (θ1, θ˜1, θ2)− Es
[
Q∗i (θ1, θ˜1, θ2)
]
+ x˜′i
(
θ1 − θ˜1
)
ψτ (i)
]∣∣∣∣∣ = op(1).

Proof: Define Ai(θ1, θ˜1, θ2) = Q
∗
i (θ1, θ˜1, θ2)− Es
[
Q∗i (θ1, θ˜1, θ2)
]
+ x˜′i
(
θ1 − θ˜1
)
ψτ (i).
Let An1 and An2 be defined as in Lemma 4. We separate the problem into solving
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two probability statements. Note that for any given ω > 0
P
(
sup
||θ1−θ˜1||≤M, ||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Ai(θ1, θ˜1, θ2)
∣∣∣∣∣ > ω, An1 ∩ An2
)
≤ P
(
sup
||θ1−θ˜1||≤M, ||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Ai(θ1, θ˜1, θ2)
∣∣∣∣∣ > ω/2, An1 ∩ An2
)
+ P
(
sup
||θ1−θ˜1||≤M, ||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
(
1
pii(ηˆ)
− 1
pii(η0)
)
Ai(θ1, θ˜1, θ2)
∣∣∣∣∣
> ω/2, An1 ∩ An2
)
= P ∗n1 + P
∗
n2.
Where the definition of P ∗n1 and P
∗
n2 follows directly from the context. Then lemma
is proved if we show Pn1 → 0 and Pn2 → 0. We first work with Pn1. We note that
Ai(θ1, θ˜1, θ2) =
1
2
[
|i − x˜′iθ1 − W˜ (zi)′θ2 − uni| − |i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni|
]
+(τ − 1/2)(x˜′i(θ˜1 − θ1))
−1
2
Es
[
|i − x˜′iθ1 − W˜ (zi)′θ2 − uni| − |i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni|
]
−Es
[
(τ − 1/2)(x˜′i(θ˜1 − θ1))
]
+x˜′i(θ1 − θ˜1)ψτ (i).
Similarly as in the proof of Lemma 4, let Θ1 =
{
θ1 : ||θ − θ˜1|| ≤M, θ1 ∈ Rp+1
}
and Θ2 =
{
θ2 : ||θ2|| ≤ C
√
bn, θ2 ∈ RdJn
}
. We can partition Θ1 (similarly Θ2),
into disjoint regions Θ11, ...,Θ1Kn (Θ21, ...,Θ2Ln) such that the diameter of each re-
gion does not exceed m∗0 =
Cω
4
√
nbn
. These partitions can be constructed such that
Kn ≤ C
(
C
√
nbn
4ω
)p+1
and Ln ≤ C
(
C
√
nbn
4ω
)dJn
. Let θ∗11, ..., θ
∗
1Kn
be arbitrary points in
Θ11, ...,Θ1Kn , respectively; similarly, let θ
∗
21, ..., θ
∗
2Ln
be arbitrary points in Θ21, ...,Θ2Ln ,
respectively.
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Then
P ∗n1 ≤
Ln∑
l=1
Kn∑
k=1
P
(
sup
θ1∈Θ1k θ2∈Θ2l
∣∣∣ n∑
i=1
Ri
pii(η0)
Ai(θ1k, θ˜1, θ2l) + Ai(θ1, θ˜1, θ2)
−Ai(θ1k, θ˜1, θ2l)
∣∣∣ , > ω/2An1 ∩ An2).
Note that
Q∗i (θ1, θ˜1, θ2)−Q∗i (θ1k, θ˜1, θ2l)
=
1
2
[∣∣∣i − x˜′iθ1 − W˜ (zi)′θ2 − uni∣∣∣− ∣∣∣i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni∣∣∣]
− 1
2
[∣∣∣i − x˜′iθ1k − W˜ (zi)′θ2l − uni∣∣∣− ∣∣∣i − x˜′iθ˜1 − W˜ (zi)′θ2l − uni∣∣∣]
+ (τ − 1/2)(x˜′i(θ˜1 − θ1))− (τ − 1/2)(x˜′i(θ˜ − θ1k))
=
1
2
[∣∣∣i − x˜′iθ1 − W˜ (zi)′θ2 − uni∣∣∣− ∣∣∣i − x˜′iθ1k − W˜ (zi)′θ2l − uni∣∣∣]
− 1
2
[∣∣∣i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni∣∣∣− ∣∣∣i − x˜′iθ˜1k − W˜ (zi)′θ2l − uni∣∣∣]
+ (τ − 1/2)(x˜′i(θ1k − θ1))
≤ 2max
i
||s˜i|| sup
θ1∈Θ1k θ2∈Θ2l
[||θ1 − θ1k||+ ||θ2 − θ2l||]
Using the above inequality, the definition of Ai(θ1, θ˜1, θ2), m
∗
0 and conditions 2 and
6
sup
θ1∈Θ1k θ2∈Θ2l
n∑
i=1
Ri
pii(η0)
∣∣∣Ai(θ1, θ˜1, θ2)− Ai(θ¯l1 , θ˜1, θ¯l2)∣∣∣ I(An1 ∩ An2)
≤ 5nmax
i
||s˜i|| sup
θ1∈Θ1k θ2∈Θ2l
[||θ1 − θ1k||+ ||θ2 − θ2l||] I(An1 ∩ An2)
≤ Cm∗o
√
nbn ≤ ω/4.
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Then P ∗n1 → 0 if for any ω > 0
Ln∑
l=1
Kn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Ai(θ1k, θ˜1, θ2l)
∣∣∣∣∣ > ω/4
)
→ 0.
Bernstein’s inequality will be used and the variance and maximum of Ai(θ1k, θ˜1, θ2l)
is needed. Assuming s˜(n) < C
√
bn/n and noting this depends on max
i
||x˜i|| < n−1/2.
Also noting that this lemma requires that there exists a positive constant C such that
||θ1 − θ˜1|| < C then the maximum has the following upper bound
max
i
∣∣∣∣ Ripii(η0)Ai(θ1k, θ˜1, θ2l)
∣∣∣∣
= max
i
[
Ri
pii(η0)
1
2
[
|i − x˜′iθ1k − W˜ (zi)′θ2l − uni| − |i − x˜′iθ˜1 − W˜ (zi)′θ2l − uni|
]
− 1
2
Es
[
|i − x˜′iθ1k − W˜ (zi)′θ2l − uni| − |i − x˜′iθ˜1 − W˜ (zi)′θ2l − uni|
]
+ (τ − 1/2)
(
x˜′i(θ˜1 − θ1k)
)
− Es
[
(τ − 1/2)
(
x˜′i(θ˜1 − θ1k)
)]
+ x˜′i(θ1k − θ˜1)ψτ (i)
]
≤ 3α−1l maxi ||x˜i||||θ1 − θ˜1||
≤ Cn−1/2.
Using Knight’s identity (Knight, 1998)
ρτ (i − x˜′iθ1k − W˜ (zi)′θ2l − uni)− ρτ (i − x˜′iθ˜1 − W˜ (zi)′θ2l − uni)
+(θ1k − θ˜1)′x˜iψτ (i)
= (θ1k − θ˜1)′x˜i
(
I(i < x˜
′
iθ˜1 + W˜ (zi)
′θ2l + uni)− I(i < 0)
)
+
∫ x˜′i(θ1k−θ˜1)
0
I(i ≤ s+ x˜′iθ˜1 + W˜ (zi)′θ2l + uni)− I(i ≤ x˜′iθ˜1 + W˜ (zi)′θ2l + uni)ds
= Di1 +Di2
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To get an upper bound for
∑n
i=1 Var(
Ri
pii(η0)
Ai(θ1k, θ˜1, θ2l)) we analyze
∑n
i=1E [D
2
i1] and∑n
i=1E [D
2
i2]. Using rate of convergence of θ˜1, conditions 1 and 5, the definitions of
θ1k and θ2l, the rate of max
i
|uni| and max
i
||s˜i|| <
√
bn/n. Then
n∑
i=1
E
[
D2i1
]
=
n∑
i=1
E
[(
x˜′i
(
θ1k − θ˜1
))2 ∣∣∣I(i < x˜′iθ˜1 + W˜ (zi)′θ2l + uni)− I(i < 0)∣∣∣]
=
n∑
i=1
E
[(
x˜′i
(
θ1k − θ˜1
))2
I
(
0 ≤ |i| ≤
∣∣∣x˜′iθ˜1 + W˜ (zi)′θ2l + uni∣∣∣)]
=
n∑
i=1
E
[(
x˜′i
(
θ1k − θ˜1
))2 ∫ |x˜′iθ˜1+W˜ (zi)′θ2l+uni|
−|x˜′iθ˜1+W˜ (zi)′θ2l+uni|
fi(s)ds
]
≤ C
n∑
i=1
E
[(
x˜′i
(
θ1k − θ˜1
))2
|x˜′iθ˜1 + W˜ (zi)′θ2l + uni|
]
≤ Cmax
i
∣∣∣x˜′iθ˜1 + W˜ (zi)′θ2l + uni∣∣∣ n∑
i=1
E
[(
x˜′i
(
θ1k − θ˜1
))2]
≤ C
(√
bnn
−1/2 + J−rn
)
E
[
(θ1k − θ˜1)′ 1
n
n∑
i=1
x∗ix
∗
i
′(θ1k − θ˜1)
]
≤ C
√
bnn
−1/2.
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Using similar techniques for Di2
n∑
i=1
E
[
D2i2
] ≤ max
i
∣∣∣x˜′i(θ1k − θ˜1)∣∣∣
×
n∑
i=1
E
[∫ x˜′i(θ1k−θ˜1)
0
[
Fi(s+ x˜
′
iθ˜1 + W˜ (zi)
′θ2l + uni)
−Fi(x˜′iθ˜1 + W˜ (zi)′θ2l + uni)ds
]]
≤ Cn−1/2
n∑
i=1
E
[∫ x˜′i(θ1k−θ˜1)
0
sfi
(
x˜′iθ˜1 + W˜ (zi)
′θ2l + uni
)
ds
]
+ o(1)
≤ Cn−1/2
[
θ′1
1
n
n∑
i=1
E
[
x∗ix
∗
i
′] θ1]
≤ Cn−1/2.
Therefore by condition 6
n∑
i=1
Var
(
Ri
pii(η0)
Ai(θ1k, θ˜1, θ2l)
)
I (An1 ∩ An2) ≤ C
√
bn
n
.
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Using Bernstein’s inequality and conditions 4
Ln∑
l=1
Kn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Ri
pii(η0)
Ai(θ1k, θ˜1, θ2l)
∣∣∣∣∣ > ω/2
∣∣∣∣∣s˜(n) < C√bn/n
)
≤
Ln∑
l=1
Kn∑
k=1
exp
( −ω2/4
C
√
bnn−1/2 + ωCn−1/2
)
≤
Ln∑
l=1
Kn∑
k=1
exp
(−C√nb−1/2n )
= LnKnexp
(−C√nb−1/2n )
≤ C
(
C
√
nbn
)p+1 (
C
√
nbn
)dJn
exp
(−C√nb−1/2n )
= Cexp (C(p+ 1) log(n)) exp (CdJn log(n)) exp
(−C√nb−1/2n )
≤ exp (C (bn log n−√nb−1/2n ))
≤ exp (Cbn (log n−√nb1/2n ))→ 0.

Lemma 8
If the conditions of Theorem 4.4 hold, then
θˆ1 − θ˜1 = op(1). 
Proof: Proof will be complete if for positive constants M , L and C
P
(
inf
||θ1−θ˜1||≥M ||θ2||≤C
√
bn
n∑
i=1
Ri
pii(ηˆ)
Q∗i (θ1, θ˜1, θ2) > 0
)
→ 1. (7.6)
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By Lemma 7
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
[
Q∗i (θ1, θ˜1, θ2)− Es
[
Q∗i (θ1, θ˜1, θ2)
]
+x˜′i
(
θ1 − θ˜1
)
ψτ (i)
]∣∣∣∣∣ = op(1).
Then by Lemma 6
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
[[
Q∗i (θ1, θ˜1, θ2) + x˜
′
i
(
θ1 − θ˜1
)
ψτ (i)
]
−1
2
(
θ′1Σ1θ1 − θ˜′1Σ1θ˜1
)]∣∣∣∣∣ = op(1). (7.7)
Notice
(
θ1 − θ˜1
)′ n∑
i=1
x˜iψτ (i) =
(
θ1 − θ˜1
)′
n−1/2X∗′ψτ ()
=
(
θ1 − θ˜1
)′
Σ1θ˜1 + op(1). (7.8)
Then combining (7.7) and (7.8)
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
[[
Q∗i (θ1, θ˜1, θ2)
]
+
(
θ1 − θ˜1
)′
Σ1θ˜1
−1
2
(
θ′1Σ1θ1 − θ˜′1Σ1θ˜1
)]∣∣∣∣∣ = op(1),
⇒ sup
||θ1−θ˜1||≤M
||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
[[
Q∗i (θ1, θ˜1, θ2)
]
− 1
2
(
θ1 − θ˜1
)′
Σ1
(
θ1 − θ˜1
)]∣∣∣∣∣ = op(1).
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By condition 5 for any M > 0
1
2
(
θ1 − θ˜1
)′
Σ1
(
θ1 − θ˜1
)
> 0.
Thus
lim
n→∞
inf
||θ1−θ˜1||=M
||θ2||≤C
√
bn
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
Q∗i (θ1, θ˜1, θ2)
∣∣∣∣∣ > 0.
Then by convexity of Q∗i and corollary 25 of Eggleston (1958) as n→∞
P
(
inf
||θ1||≥L ||θ2||≥C
√
bn
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
Ri
pii(ηˆ)
Q∗i (θ1, θ˜1, θ2)
∣∣∣∣∣
∣∣∣∣∣ > 0
)
.

7.2 Lemmas for Chapter 5
7.2.1 Definitions
In Chapter 5 the number of potential linear covariates and active linear covariates
increases with sample size. That is X ∈ Rn×pn+1 and XA ∈ Rn×qn+1. With the
distinction between active and inactive variables and the high-dimensional nature of
the data some of our notation needs to be redefined with dimensions reviewed.
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X∗ =
[
1n (I − PW (B))XA−1
]
= (x∗1, . . . , x
∗
n)
′ ∈ Rn×qn+1
∆Bn = ∆
′
nB∆n ∈ R(qn+1)×(qn+1),
∆n = [1n ∆n1 ...,∆np] ∈ Rn×qn+1
θ1 =
√
n (β − β0) ∈ Rqn+1,
x˜i = n
−1/2x∗i ∈ Rqn+1,
s˜i =
(
x˜′i, W˜ (zi)
)′
∈ Rqn+dJn+1,
dn = dJn + qn.
We continue to use other definitions given in Section 7.1.1, but it is important to note
some of the notation has been changed. For instance X∗ is now a modification of only
the active set variables, which we allow to increase with n.
7.2.2 Technical lemmas for Theorem 5.1
Lemma 9 (x star big q)
If conditions of Theorem 5.1 are satisfied then
(1) n−1/2X∗ = n−1/2∆n + op(1),
(2) n−1X∗′BnX∗ = Tn + op(1),
and there exists a positive constant C such that
(3)λmax (n
−1X∗′X∗) ≤ C. 
Proof: Following definitions and methods provided in proof of Lemma 3 it is sufficient
to show
n−1||H − PW (B)XA(−1)||2,
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where XA(−1) = (I−PW (B))X(−1). Note following proof of 3 and accounting for rates
of Jn and qn as stated in conditions 4 and 12
n−1||H − PXA||2 ≤ n−1
n∑
i=1
qn∑
j=1
(h∗j(zi)− hˆj(zi))2
= Op
(
qnJnn
−1) = o(1).

Lemma 10
If conditions of Theorem 5.1 are satisfied then for any positive constant L,
d−1n sup
||θ||≤L
∣∣∣∣∣
n∑
i=1
Di(θ,
√
dn)
∣∣∣∣∣ = op(1). 
Proof: Following Lemma 5.1 of Shi and Li (1995), it can be shown that with proba-
bility one max
i
||W˜ (zi)|| ≤ C0
√
dJn
n
, for some positive constant C0. By the definition
of x˜i and Condition 11, max
i
||x˜i|| ≤ C1
√
qn
n
, for some positive constant C2. Let Fn1
denote the event s˜(n) ≤ C2
√
dn/n, where s˜(n) = max
i
||s˜i|| and C2 = max(C0, C1).
From the above analysis, P (Fn1) = 1. Let Fn2 denote the event maxi |uni| ≤ C3J−rn ,
then P (Fn2) = 1.
Hence, to prove the lemma, it is sufficient to show that ∀  > 0,
P
(
d−1n sup
||θ||≤1
,
∣∣∣∣∣
n∑
i=1
Di
(
θ, L
√
dn
)∣∣∣∣∣ > , Fn1 ∩ Fn2
)
→ 0. (7.9)
Define Θ∗ ≡ {θ∗ | ||θ∗|| ≤ 1, θ ∈ Rdn+1}. We can partition Θ as a union of disjoint
regions Θ1, ...,ΘMn , such that the diameter of each region does not exceed m0 =

8C2L
√
n
, where C is a positive constant. This covering can be constructed such that
Mn ≤ C
(
C
√
n

)dn+1
. Let θ∗1, ..., θ
∗
Mn
be arbitrary points in Θ1, ...,ΘMn , respectively,
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and write θ∗k = (θ
∗
k1
′, θ∗k2
′)′, k = 1, . . . ,Mn. Then
P
(
sup
||θ||≤1
d−1n
∣∣∣∣∣
n∑
i=1
Di(θ, L
√
dn)
∣∣∣∣∣ > , Fn1 ∩ Fn2
)
≤
Mn∑
k=1
P
(
sup
θ∈Θk
d−1n
∣∣∣∣∣
n∑
i=1
Di(θ, L
√
dn)
∣∣∣∣∣ > , Fn1 ∩ Fn2
)
≤
Mn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Di(θ
∗
k, L
√
dn)
∣∣∣∣∣+ supθ∈Θk
∣∣∣∣∣
n∑
i=1
(
Di(θ, L
√
dn)−Di(θ∗k, L
√
dn)
)∣∣∣∣∣
> dn, Fn1 ∩ Fn2
)
Let I(·) denote the indicator function, we next show that
sup
θ∈Θk
∣∣∣∣∣d−1n
n∑
i=1
[
Di(θ, L
√
dn)−Di(θ∗k, L
√
dn)
]∣∣∣∣∣ I (Fn1 ∩ Fn2) < /2.
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Using (7.3), the triangle inequality, and the earlier derived bounds for ||x˜i||| and
||W˜ (zi)||, we have
sup
θ∈Θk
∣∣∣∣∣d−1n
n∑
i=1
(
Di(θ, L
√
dn)−Di(θ∗k, L
√
dn)
)∣∣∣∣∣ I (Fn1 ∩ Fn2)
= d−1n sup
θ∈Θk
∣∣∣∣∣
n∑
i=1
1
2
[∣∣∣i − x˜′iθ1L√dn − W˜ (zi)′θ2L√dn − uni∣∣∣− |i − uni|]
−
n∑
i=1
1
2
Es
[∣∣∣i − x˜′iθ1L√dn − W˜ (zi)′θ2L√dn − uni∣∣∣− |i − uni|]
+
n∑
i=1
L
√
dn
(
x˜′iθ1 + W˜ (zi)
′θ2
)
ψτ (i)
−
n∑
i=1
1
2
[∣∣∣i − x˜′iθ∗k1L√dn − W˜ (zi)′θ∗k2L√dn − uni∣∣∣− |i − uni|]
+
n∑
i=1
1
2
Es
[∣∣∣i − x˜′iθ∗k1L√dn − W˜ (zi)′θ∗k2L√dn − uni∣∣∣− |i − uni|]
−
n∑
i=1
L
√
dn
(
x˜′iθ
∗
k1 + W˜ (zi)
′θ∗k2
)
ψτ (i)
∣∣∣∣∣I (Fn1 ∩ Fn2)
≤ 2nLm0d−1/2n max
i
[||x˜i||+ ||W˜ (zi)||]I (Fn1 ∩ Fn2)
≤ 2
√
2C2nLm0d
−1/2
n
√
dn/n = 2
√
2C2L
√
nm0 < /2,
by the definition of m0.
Therefore, to prove (7.9), we only need to verify
Mn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Di(θ
∗
k, L
√
dn)
∣∣∣∣∣ > dn/2, Fn1 ∩ Fn2
)
→ 0. (7.10)
Using methods similar to those in the proof of 4
max
i
∣∣∣Di(θ∗k, L√dn)∣∣∣ I (Fn1 ∩ Fn2) ≤ Cdnn−1/2,
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for some positive constant C and
n∑
i=1
Var
(
Di(θ)I (Fn1 ∩ Fn2)
∣∣xi, zi) ≤ Cd2nn−1/2.
By Bernstein’s inequality, for all n sufficiently large,
Mn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Di(θ
∗
k, L
√
dn/n)
∣∣∣∣∣ > dn/2, Fn1 ∩ Fn2∣∣∣xi, zi
)
≤ 2
Mn∑
k=1
exp
(−C√n)
≤ Cexp (C(dn + 1) log(n)− C√n) ,
which converges to zero as n → ∞. Note that the upper bound does not depend on
{xi, zi}. This implies (7.10). Hence, the proof is complete. 
Lemma 11
If conditions of Theorem 5.1 are satisfied then
n−1
n∑
i=1
(gˆ(zi)− g0(zi))2 = Op (dn/n) . 
Proof: We will first prove that ∀ η > 0, there exists an L > 0 such that
P
(
inf
||θ||=L
d−1n
n∑
i=1
(Qi(
√
dn)−Qi(0)) > 0
)
≥ 1− η. (7.11)
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Note that
d−1n
n∑
i=1
(Qi(
√
dn)−Qi(0)) = d−1n
n∑
i=1
Di(θ,
√
dn) + d
−1
n
n∑
i=1
Es[Qi(
√
dn)−Qi(0)]
−d−1/2n
n∑
i=1
(x˜′iθ1 + W˜ (zi)
′θ2)ψτ (i)
= Gn1 +Gn2 +Gn3,
where the definition of Gni, i = 1, 2, 3, is clear from the context. By Lemma 10
Gn1 = op(1). Note that E(Gn3) = 0 and by condition 12
E(G2n3) ≤ Cd−1n E
[
n−1θ′1X
′
A(In − P )′(In − P )XAθ1 + ||W−1B ||2θ2W ′Wθ2
]
= O
(
d−1n ||θ||2
)
.
Therefore Gn3 = Op
(
d
−1/2
n ||θ||
)
. Next, we analyze Gn2. Using condition 1 and
methods used to analyze Dn2 from Lemma 5, we have
Gn2 = Cn
−1θ′1X
∗′BnX∗θ1(1 + o(1)) + Cθ′2W
−1
B W
2
BW
−1
B Cθ2(1 + o(1))
+d−1/2n
n∑
i=1
fi(0)uni
(
x˜′iθ1 + W˜ (zi)
′θ2
)
,
where the second last inequality follows because
∑
i=1 fi(0)x˜iW˜ (zi) = 0. By Lemma
9, n−1θ′1X
∗′BnX∗θ1 = θ′1Tnθ1 + op(1). Hence, by condition 11, there exists a finite
positive constant c, such that with probability approaching one n−1θ′1X
∗′BnX∗θ1 +
θ2W
−1
B W
2
BW
−1
B θ2 ≥ c||θ||2. Define Un = (un1, ..., unn)′. Then, by Schumaker (1981),
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||Un|| = Op (
√
nJ−rn ) = op(1). Thus, for the linear terms,
d−1/2n
n∑
i=1
fi(0)unix˜
′
iθ1 = d
−1/2
n n
−1/2θ′1X
∗′BnUn = op(||θ||),
d−1/2n
n∑
i=1
fi(0)uniW˜ (zi)
′θ2 = d−1/2n θ
′
2W
−1
B W
′BnUn = op(||θ||).
The above terms are Op(||θ||) for the optimal rate of convergence. However, proof
still holds since the quadratic term dominates. For L sufficiently large, the always
positive quadratic term asymptotically dominates. This proves (7.11).
By convexity, (7.11) implies ||θˆ|| = Op(
√
dn), where θˆ = (θˆ
T
1 , θˆ
T
2 )
T . From the
definition of θˆ, it follows that ||WB(γˆ − γ0)|| = Op
(√
dn
)
. Using these facts and
condition 4,
n−1
n∑
i=1
fi(0) (gˆ(zi)− g0(zi))2 = n−1
n∑
i=1
fi(0) (W (zi)
′(γˆ − γ0)− uni)2
≤ n−1 (γˆ − γ0)W 2B (γˆ − γ0) +Op
(
J−2rn
)
= Op
(
n−1dn
)
.
Then by condition 1, n−1
∑n
i=1 (gˆ(zi)− g0(zi))2 = Op (n−1dn) . 
Lemma 12
Let θ˜1 =
√
n (X∗′BnX∗)
−1
X∗′ψτ (), where ψτ () = (ψτ (1), . . . , ψτ (n))′. If the
conditions of Theorem 5.1 hold then
(1) ||θ˜1|| = Op
(√
qn
)
.
(2) AnΣ
−1/2
n θ˜1
d→ N(0, G), where An and Σn are defined in Theorem 5.2. 
Proof: (1) The result follows from the observation that, by Lemma 9,
θ˜1 = (Tn + op(1))
−1
[
n−1/2∆′nψτ () + n
−1/2(H − PXA)ψτ ()
]
,
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and n−1/2||H − PXA|| = o(1).
(2)
AnΣ
−1/2
n θ˜1 = AnΣ
−1/2
n T
−1
n
[
n−1/2∆′nψτ ()
]
(1 + op(1))
+AnΣ
−1/2
n T
−1
n
[
n−1/2(H − PXA)
]
ψτ ()(1 + op(1)),
where the second term is op(1) because n
−1/2||H − PXA|| = o(1). We write
AnΣ
−1/2
n T
−1
n
[
n−1/2∆′nψτ ()
]
=
n∑
i=1
Dni,
where Dni = n
−1/2AnΣ
−1/2
n T−1n δiψτ (i). To verify asymptotic normality, we check the
Lindeberg-Feller condition. For any  > 0 and using conditions 1, 11 and 12
n∑
i=1
E
[||Dni||2I(||Dni|| > )]
≤ −2
n∑
i=1
E||Dni||4
≤ (n)−2
n∑
i=1
E
(
ψ4τ (i)
(
δ′iT
−1
n Σ
−1/2
n AnA
T
nΣ
−1/2
n T
−1
n δi
)2)
≤ Cn−2−2
n∑
i=1
E(||δi||4) = Op(q2n/n) = op(1).
The proof is complete by observing that
n∑
i=1
E(DniD
′
ni) = AnΣ
−1/2
n T
−1
n SnT
−1
n Σ
−1/2
n An → G.

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The following lemmas will be used to show that θˆ1 − θ˜1 = op(1). Recall
Q∗i (θ1, θ˜1, θ2) = ρτ (i − x˜′iθ1 − W˜ (zi)′θ2 − uni)− ρτ (i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni).
Lemma 13
If the conditions of Theorem 5.1 hold, then
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
dn
∣∣∣∣∣
n∑
i=1
Es
[
Q∗i (θ1, θ˜1, θ2)
]
− 1
2
[
θ′1Tnθ1 − θ˜′1Tnθ˜1
]
(1 + o(1))
∣∣∣∣∣ = op(1). 
Proof: Using methods from Lemma 6 and results from Lemma 9 we have
n∑
i=1
Es
[
Q∗i (θ1, θ˜1, θ2)
]
=
1
2
[
θ′1Tnθ1 − θ˜′1Tnθ˜1
]
(1 + o(1)) +
1
2
n−1/2(θ1 − θ˜1)′X∗′BnUn(1 + o(1)).
The proof is complete by noting that sup||θ1−θ˜1||≤M, ||θ2||≤C
√
dn
|n−1/2(θ1−θ˜1)′X∗′BnUn(1+
o(1))| = op(1). 
Lemma 14
If the conditions of Theorem 5.1 hold, then for any given positive constants M and
C,
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
dn
∣∣∣∣∣
n∑
i=1
[
Q∗i (θ1, θ˜1, θ2)− Es
[
Q∗i (θ1, θ˜1, θ2)
]
+ x˜′i
(
θ1 − θ˜1
)
ψτ (i)
]∣∣∣∣∣ = op(1). 
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Proof: Define Ai(θ1, θ˜1, θ2) = Q
∗
i (θ1, θ˜1, θ2)− Es
[
Q∗i (θ1, θ˜1, θ2)
]
+ x˜′i
(
θ1 − θ˜1
)
ψτ (i).
We note that
Ai(θ1, θ˜1, θ2) =
1
2
[
|i − x˜′iθ1 − W˜ (zi)′θ2 − uni| − |i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni|
]
+(τ − 1/2)(x˜′i(θ˜1 − θ1))
−1
2
Es
[
|i − x˜′iθ1 − W˜ (zi)′θ2 − uni| − |i − x˜′iθ˜1 − W˜ (zi)′θ2 − uni|
]
−Es
[
(τ − 1/2)(x˜′i(θ˜1 − θ1))
]
+x˜′i(θ1 − θ˜1)ψτ (i).
Let Fn1 and Fn2 be defined as in Lemma 10. Then proof will be complete if we verify
P
(
sup
||θ1−θ˜1||≤M, ||θ2||≤C
√
dn
∣∣∣∣∣
n∑
i=1
Ai(θ1, θ˜1, θ2)
∣∣∣∣∣ , Fn1 ∩ Fn2
)
→ 0.
Similarly as in the proof of Lemma 10, let Θ1 =
{
θ1 : ||θ − θ˜1|| ≤M, θ1 ∈ Rqn+1
}
and Θ2 =
{
θ2 : ||θ2|| ≤ C
√
dn, θ2 ∈ RdJn
}
. We can partition Θ1 (similarly Θ2), into
disjoint regions Θ11, ...,Θ1Kn (Θ21, ...,Θ2Ln) such that the diameter of each region
does not exceed m∗0 =
C
2
√
ndn
. These partitions can be constructed such that Kn ≤
C
(
C
√
ndn
2
)qn+1
and Ln ≤ C
(
C
√
ndn
2
)dJn
. Let θ∗11, ..., θ
∗
1Kn
be arbitrary points in
Θ11, ...,Θ1Kn , respectively; similarly, let θ
∗
21, ..., θ
∗
2Ln
be arbitrary points in Θ21, ...,Θ2Ln ,
respectively.
Then the left side of (7.12) is bounded by
Ln∑
l=1
Kn∑
k=1
P
(
sup
θ1∈Θ1k θ2∈Θ2l
∣∣∣∣∣
n∑
i=1
Ai(θ1k, θ˜1, θ2l) + Ai(θ1, θ˜1, θ2)− Ai(θ1k, θ˜1, θ2l)
∣∣∣∣∣ > ∣∣∣∣∣ s˜(n) < C√dn/n
)
.
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Following steps shown in Lemma 7
Q∗i (θ1, θ˜1, θ2)−Q∗i (θ1k, θ˜1, θ2l)
≤ 2max
i
||s˜i|| sup
θ1∈Θ1k θ2∈Θ2l
[||θ1 − θ1k||+ ||θ2 − θ2l||] .
Using the above inequality, the definition of Ai(θ1, θ˜1, θ2), m
∗
0 and condition 11
sup
θ1∈Θ1k θ2∈Θ2l
n∑
i=1
∣∣∣Ai(θ1, θ˜1, θ2)− Ai(θ¯l1 , θ˜1, θ¯l2)∣∣∣ I(s˜(n) ≤ C√dn/n)
≤ 5nmax
i
||s˜i|| sup
θ1∈Θ1k θ2∈Θ2l
[||θ1 − θ1k||+ ||θ2 − θ2l||] I(s˜(n) ≤ C
√
dn/n)
≤ Cm∗o
√
ndn
By definition of m∗0 and condition 11
n∑
i=1
∣∣∣Ai(θ1, θ˜1, θ2)− Ai(θ1k, θ˜1, θ2l)∣∣∣ ≤ 2 n∑
i=1
max
i
|x˜′i(θ1 − θ1k) + W˜ (zi)′(θ2 − θ2l)|
≤ 2C
√
n(Jn + qn)m
∗
0 < /2.
Proof will be complete if
Ln∑
l=1
Kn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Ai(θ1k, θ˜1, θ2l)
∣∣∣∣∣ > /2
)
.
Bernstein’s inequality will be used and the variance and maximum of Ai(θ1k, θ˜1, θ2l)
is needed. Assuming s˜(n) < C
√
dn/n and noting this depends on max
i
||x˜i|| <
√
qn
n
.
Also noting that this lemma requires that there exists a positive constant C such that
||θ1− θ˜1|| < C then, following steps used in Lemma 7, the maximum has the following
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upper bound
max
i
∣∣∣Ai(θ1k, θ˜1, θ2l)∣∣∣ ≤ 3max
i
||x˜i||||θ1 − θ˜1|| ≤ C
√
qn/n.
Using Knight’s identity (Knight 1998)
ρτ (i − x˜′iθ1k − W˜ (zi)′θ2l − uni)− ρτ (i − x˜′iθ˜1 − W˜ (zi)′θ2l − uni)
+(θ1k − θ˜1)′x˜iψτ (i)
= (θ1k − θ˜1)′x˜i
(
I(i < x˜
′
iθ˜1 + W˜ (zi)
′θ2l + uni)− I(i < 0)
)
+
∫ x˜′i(θ1k−θ˜1)
0
I(i ≤ s+ x˜′iθ˜1 + W˜ (zi)′θ2l + uni)− I(i ≤ x˜′iθ˜1 + W˜ (zi)′θ2l + uni)ds
= Ai1 + Ai2
To get an upper bound for
∑n
i=1 Var(Ai(θ1k, θ˜1, θ2l)) we analyze
∑n
i=1 E [A
2
i1] and∑n
i=1E [A
2
i2]. Using Lemma 12, conditions 1 and 12, the definitions of θ1k and θ2l,
the rate of max
i
|uni| and max
i
||s˜i|| <
√
dn/n. Then using methods from Lemma 7 to
evaluate D2i1
n∑
i=1
E
[
A2i1
] ≤ Cmax
i
∣∣∣x˜′iθ˜1 + W˜ (zi)′θ2l + uni∣∣∣ n∑
i=1
E
[(
x˜′i
(
θ1k − θ˜1
))2]
≤ C
(√
dnn
−1/2 + J−rn
)
E
[
(θ1k − θ˜1)′ 1
n
n∑
i=1
x∗ix
∗
i
′(θ1k − θ˜1)
]
≤ C
√
dnn
−1/2.
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Using similar techniques for Di2 from the proof of Lemma 7
n∑
i=1
E
[
A2i2
]
≤ max
i
∣∣∣x˜′i(θ1k − θ˜1)∣∣∣
×
n∑
i=1
E
[∫ x˜′i(θ1k−θ˜1)
0
[
Fi(s+ x˜
′
iθ˜1 + W˜ (zi)
′θ2l + uni)
−Fi(x˜′iθ˜1 + W˜ (zi)′θ2l + uni)ds
]]
≤ √qnCn−1/2
[
θ′1
1
n
n∑
i=1
E
[
x∗ix
∗
i
′] θ1]
≤ √qnCn−1/2.
Therefore
n∑
i=1
Var(Ai(θ1k, θ˜1, θ2l))I
(
s˜(n) < C
√
dn/n
)
≤ C
√
dn
n
.
Using Bernstein’s inequality and conditions 4 and 12
Ln∑
l=1
Kn∑
k=1
P
(∣∣∣∣∣
n∑
i=1
Ai(θ1k, θ˜1, θ2l)
∣∣∣∣∣ > /2
∣∣∣∣∣s˜(n) < C√dn/n
)
≤
Ln∑
l=1
Kn∑
k=1
exp
(
−2/4
C
√
dnn−1/2 + C
√
qnn−1/2
)
≤
Ln∑
l=1
Kn∑
k=1
exp
(−C√nd−1/2n )
≤ C
(
C
√
ndn
)qn+1 (
C
√
ndn
)dJn
exp
(−C√nd−1/2n )
≤ exp (Cdn (log n−√nd1/2n ))→ 0.

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Lemma 15
If conditions 1-12 hold and qn = O(n
c1) with c1 < 1/2 then
θˆ1 − θ˜1 = op(1). 
Proof: Proof will be complete if for positive constants M , L and C
P
(
inf
||θ1−θ˜1||≥M ||θ2||≤C
√
dn
n∑
i=1
Q∗i (θ1, θ˜1, θ2) > 0
)
→ 1. (7.12)
By Lemma 14
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
dn
∣∣∣∣∣
n∑
i=1
Q∗i (θ1, θ˜1, θ2)− Es
[
Q∗i (θ1, θ˜1, θ2)
]
+ x˜′i
(
θ1 − θ˜1
)
ψτ (i)
∣∣∣∣∣ = op(1).
Then by Lemma 13
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
dn
∣∣∣∣∣
n∑
i=1
[
Q∗i (θ1, θ˜1, θ2) + x˜
′
i
(
θ1 − θ˜1
)
ψτ (i)
]
− 1
2
(
θ′1Tnθ1 − θ˜′1Tnθ˜1
)∣∣∣∣∣ = op(1).
(7.13)
Notice
(
θ1 − θ˜1
)′ n∑
i=1
x˜iψτ (i) =
(
θ1 − θ˜1
)′
n−1/2X∗′ψτ ()
=
(
θ1 − θ˜1
)′
Tnθ˜1 + op(1). (7.14)
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Then combining (7.13) and (7.14)
sup
||θ1−θ˜1||≤M
||θ2||≤C
√
dn
∣∣∣∣∑ni=1 [Q∗i (θ1, θ˜1, θ2)]+ (θ1 − θ˜1)′ Tnθ˜1 − 12 (θ′1Tnθ1 − θ˜′1Tnθ˜1)∣∣∣∣ = op(1),
⇒ sup
||θ1−θ˜1||≤M
||θ2||≤C
√
dn
∣∣∣∣∑ni=1 [Q∗i (θ1, θ˜1, θ2)]− 12 (θ1 − θ˜1)′ Tn (θ1 − θ˜1)∣∣∣∣ = op(1).
By conditions 1 and 11 for any M > 0
1
2
(
θ1 − θ˜1
)′
Tn
(
θ1 − θ˜1
)
> 0.
Thus
lim
n→∞
inf
||θ1−θ˜1||=M
||θ2||≤C
√
dn
∣∣∣∣∣
n∑
i=1
Q∗i (θ1, θ˜1, θ2)
∣∣∣∣∣ > 0.
Then by convexity of Q∗i and corollary 25 of Eggleston (1958) as n→∞
P
(
inf
||θ1||≥L ||θ2||≥C
√
dn
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
Q∗i (θ1, θ˜1, θ2)
∣∣∣∣∣
∣∣∣∣∣ > 0
)
.

7.2.3 Technical lemmas for Theorem 5.3
Lemma 16
Consider the function k(x)− l(x) where both k and l are convex with subdifferential
functions ∂k(x) and ∂l(x). Let x∗ be a point that has neighborhood U such that
∂l(x) ∩ ∂k(x∗) 6= ∅,∀x ∈ U ∩ dom(k). Then x∗ is a local minimizer of k(x)− l(x).
Proof: Proofs available in Tao and An (1997). 
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Lemma 17
Assume the conditions of Theorem 5.3 hold and log(pn) = o (nλ
2) and nλ2 →∞ then
P
(
max
qn+1≤j≤pn
1
n
∣∣∣∣∣
n∑
i=1
xij [I(Yi − x′Aiβ01 − g0(zi) ≤ 0)− τ ]
∣∣∣∣∣ > λ/2
)
→ 0.
Proof follows directly from Lemma 4.2 from Wang et al. (2012). 
Lemma 18
Assume the conditions of Theorem 5.3 hold, nλ2 →∞, bn log(n) = o(nλ) and log pn =
o (nλ2). Then for some positive constant C,
P
(
max
qn+1≤j≤pn
sup
||β−β0||≤C
√
qn
n
||γ−γ0||≤C
√
dn
n
∣∣∣∣∣
n∑
i=1
xij
[
I(Yi − x′Aiβ −W (zi)′γ ≤ 0)
−I(Yi − x′Aiβ01 − g0(zi) ≤ 0)
−P (Yi − x′Aiβ −W (zi)′γ ≤ 0) + P (Yi − x′Aiβ01 − g0(zi) ≤ 0)
]∣∣∣∣∣
> nλ
)
→ 0 ∀ j.
Proof: Using the approach of Welsh (1989) we consider the sets
B = {β : ||β − β0|| ≤ C√ qnn } and G = {γ : ||γ − γ0|| ≤ C√dnn }. The set of B and
G can be covered with with a net of balls with radius C√qn/n5 and C√dn/n5
respectively and for some constant C > 0 with cardinality N1 ≡ |B| ≤ Cn4qn and
N2 ≡ |G| ≤ Cn4dn . Denote the N1 balls by β(t1), ..., β(tN1), where the ball β(tk) is
centered at tk, k = 1, ..., N1 and use similar notation for the balls γ(u1), ..., γ(uN2).
For ease of notation define i(β, γ) = Yi−xAi′β−W (zi)′γ and i = Yi−xAi′β01−g0(zi).
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P
(
sup
||β−β01||≤C
√
qn
n
||γ−γ0||≤C
√
dn
n
∣∣∣ n∑
i=1
xij
[
I(i(β, γ) ≤ 0)− I(i ≤ 0)− P (i(β, γ) ≤ 0)
+P (i ≤ 0)
]∣∣∣)
≤
N2∑
l=1
N1∑
k=1
P
(
sup
||β˜−tk||≤C√qn/n5
||γ˜−ul||≤C
√
dn/n5
∣∣∣∣∣
n∑
i=1
xij
[
I(i(β˜, γ˜) ≤ 0)− I(i ≤ 0)
−P
(
i(β˜, γ˜) ≤ 0
)
+ P (i ≤ 0)
]∣∣∣∣∣ > nλ
)
=
N2∑
l=1
N1∑
k=1
P
(
sup
||β˜−tk||≤C√qn/n5
||γ˜−ul||≤C
√
dn/n5
∣∣∣∣∣
n∑
i=1
xij
[
I(i(β˜, γ˜) ≤ 0)− I(i ≤ 0)
+I(i(tk, ul) ≤ 0)− I(i(tk, ul) ≤ 0)− P
(
i(β˜, γ˜) ≤ 0
)
+ P (i ≤ 0)
−P (i(tk, ul) ≤ 0) + P (i(tk, ul) ≤ 0) ≤ 0
]∣∣∣∣∣ > nλ
)
≤
N2∑
l=1
N1∑
k=1
P
(∣∣∣∣∣
n∑
i=1
xij
[
I(i(tk, ul) ≤ 0)− I(i ≤ 0)− P (i(tk, ul) ≤ 0)
+P (i ≤ 0)
]∣∣∣∣∣ > nλ/2
)
+
N2∑
l=1
N1∑
k=1
P
(
sup
||β˜−tk||≤C√qn/n5
||γ˜−ul||≤C
√
dn/n5
∣∣∣∣∣
n∑
i=1
xij
[
I
(
i(β˜, γ˜) ≤ 0
)
− I (i(tk, ul) ≤ 0)
−P
(
i(β˜, γ˜) ≤ 0
)
+ P (i(tk, ul) ≤ 0)
]∣∣∣∣∣ > nλ/2
)
≡ Inj1 + Inj2.
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First we will evaluate Inj1 using Bernstein’s inequality. Define
ξij = xij [I(i(tk, ul) ≤ 0)− I(i ≤ 0)− P (i(tk, ul) ≤ 0) + P (i ≤ 0)] ,
which are bounded, independent mean-zero random variables. For the variance
V ar (ξij) = E
[
x2ij (I(i(tk, ul) ≤ 0)− I(i ≤ 0)− P (i(tk, ul) ≤ 0) + P (i ≤ 0))2
]
= E
[
x2ij
(
(I(i(tk, ul) ≤ 0)− P (i(tk, ul) ≤ 0))2 + (I(i ≤ 0)− P (i ≤ 0))2
−2 (I(i(tk, ul) ≤ 0)− P (i(tk, ul) ≤ 0)) (I(i ≤ 0)− P (i ≤ 0))
)]
= E
[
x2ij
(
Fi(xAi
′(tk − β01) +W (zi)′(ul − γ0)− uni)
×(1− Fi(xAi′(tk − β01) +W (zi)′(ul − γ0)− uni) + Fi(0)(1− Fi(0))
+Fi(0)Fi(xAi
′(tk − β01) +W (zi)′(ul − γ0)− uni)
×
(
2− Fi(min(xAi′(tk − β01) +W (zi)′(ul − γ0)− uni, 0))
))]
≤ CE [xAi′(tk − β01) +W (zi)′(ul − γ0)− uni]
≤ sup
i
(||xAi|| · ||tk − β01||+ ||W (zi)|| · ||ul − γ0||+ ||uni||) .
The min term comes from
E [I(i(tk, ul) ≤ 0)I(i ≤ 0)] = P (i(tk, ul) ≤ 0, i ≤ 0)
= Fi(min(xAi
′(tk − β01) +W (zi)′(ul − γ0)− uni, 0)).
Therefore
∑n
i=1 Var(ξij) ≤ Cnsup
i
(||xAi|| · ||tk − β01||+ ||W (zi)|| · ||ul − γ0||+ ||uni||)
≤ Cn
(√
qn
√
qn/n+
√
dJn
√
dn/n+ (dJn)
−r
)
≤ Cdn
√
n.
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Then using Bernstein’s inequality
Inj1 ≤ N1N2exp
(
− n
2λ2/8
dn
√
n+ (1/3)2nλ
)
≤ N1N2exp
(
− n
2λ2
C (dn
√
n+ nλ)
)
≤ N1N2exp (−Cnλ)
≤ Cn4qnn4dnexp (−Cnλ)
= Cn8qn+4dJnexp (−Cnλ)
= Cexp ((8qn + 4dJn) log(n)− Cnλ) .
For Inj2 note that the function I(x ≤ s) is an increasing function in s and
I(i(β˜, γ˜) ≤ 0) = I
(
Yi − xAi′tk −W (zi)′ul − xAi′(β˜ − tk)−W (zi)′(γ˜ − ul) ≤ 0
)
= I
(
i(tk, ul) ≤ xAi′(β˜ − tk) +W (zi)′(γ˜ − ul)
)
.
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Therefore
sup
||β˜1−tk||≤C√qn/n5
||γ˜−ul||≤C
√
dn/n5
∣∣∣∣∣
n∑
i=1
xij
[
I
(
i
(
β˜1, γ˜
)
≤ 0
)
− I (i (tk, ul) ≤ 0)
−P
(
i
(
β˜1, γ˜
)
≤ 0
)
+ P (i (tk, ul) ≤ 0)
]∣∣∣∣∣
≤
n∑
i=1
|xij|
[
I
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
−I (i (tk, ul) ≤ 0)
−P
(
i (tk, ul) ≤ −C
√
qn/n5||xAi|| − C
√
dn/n5||W (zi)||
)
+ P (i (tk, ul) ≤ 0)
]
=
n∑
i=1
|xij|
[
I
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
−I (i (tk, ul) ≤ 0)
−P
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
+ P (i (tk, ul) ≤ 0)
]
+
n∑
i=1
|xij|
[
P
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
−P
(
i (tk, ul) ≤ −C
√
qn/n5||xAi|| − C
√
dn/n5||W (zi)||
)]
.
For the second sum
n∑
i=1
|xij|
[
P
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
−P
(
i (tk, ul) ≤ −C
√
qn/n5||xAi|| − C
√
dn/n5||W (zi)||
)]
≤ C
n∑
i=1
|xij|
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5 ≤ CdJn
√
dnn
−3/2 = o(1).
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To show Inj2 → 0 it will be sufficient to show
N∑
k=1
P
(
n∑
i=1
|xij|
[
I
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
−I (i (tk, ul) ≤ 0)− P
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
+P (i (tk, ul) ≤ 0)
]
≥ nλ
4
)
→ 0.
Define
αij = |xij|
[
I
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
− I (i (tk, ul) ≤ 0)
− P
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
+ P (i (tk, ul) ≤ 0)
]
,
then by condition 11 we have a sum of bounded random variables which are mean
zero and independent. For the variance
Var(αij)
≤ E
[
x2ij
(
I
(
i (tk, ul) ≤ C
√
qn/n5||xAi||+ C||W (zi)||
√
dn/n5
)
−I (i (tk, ul) ≤ 0)
)2]
≤ C
(√
qn/n5||xAi||+ ||W (zi)||
√
dn/n5
)
≤ Cdnn−3/2.
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Then by Bernstein’s inequality for some positive constant C
Inj2 ≤ N1N2exp
(
− n
2λ2/32
Cdnn−3/2 + Cnλ
)
≤ N1N2exp(−Cnλ)
≤ Cn4qnn4qn+4dJnexp(−Cnλ)
≤ Cexp((8qn + 4dJn) log(n)− Cnλ)
Therefore using assumptions log(pn) = o (nλ), n
−1/2qn = o(λ) and n−1/2dJn = o(λ)
then
pn∑
j=qn+1
(Inj1 + Inj2) ≤ Cpnexp((8qn + 4dJn) log(n)− Cnλ)
≤ Cexp(log(pn) + (8qn + 4dJn) log(n)− Cnλ) = o(1).

