Introduction
Wireless ad hoc networks can be deployed in many settings such as environment monitoring, disaster relief, and battlefield situations. In these settings, wireless devices such as sensors are often powered by an on-board battery. Many of these networks are expected to function for an extended period of time. In order to accomplish this without a renewable energy source, energy conservation is the key.
We consider how to adjust a node's transmission power to minimize its energy consumption and improve network performance in terms of network lifetime and throughput. We refer to this problem as the topology-control problem. Our focus here is on maximizing the time that the network is able to function, i.e., the network lifetime. We discuss below how network lifetime can be increased, the subtleties of defining it precisely, and the difficulties of achieving optimal network performance in practice.
In an ad hoc network, network lifetime can be increased by energy reduction in the hardware, the software (operating systems and applications), and the communication protocols. To reduce the energy consumption of hardware, low-power CPUs such as the Intel embedded StrongARM 1100 processor and low-power displays have been developed. To reduce the energy consumption of software, low-energy software can be developed through various techniques, including reducing the number of operations through code optimization and the use of multiple fidelity algorithms [SN99] . The synergy of hardware and application software can also be exploited by operating systems to reduce energy consumption. For example, CPU energy consumption can be reduced through dynamic voltage scaling if the computation workload decreases [PLS01, FRM01] . In addition, a disk can be spun down to reduce its idle-time energy consumption.
We focus on the design of energy-efficient communication protocols. A radio consumes energy at all times when sending, when receiving, and when idle. (Studies have shown that power consumption during the idle state cannot be ignored [SK97] .) This suggests two complementary approaches to reducing radio energy consumption: (1) minimizing energy consumption due to idle time or due to passively listening to transmissions not addressed to a node itself and (2) minimizing energy consumption due to communication. Protocols that minimize idle-time energy consumption have been proposed in [SR98, XHE01, CJBM01] . We restrict our attention to minimizing energy consumption due to communication.
Ideally one would like to design a general-purpose communication protocol that maximizes network lifetime. However, the notion of network lifetime is application dependent. There are a number of reasonable notions. For example, for event-monitoring applications, one wants to maximize the time network monitoring centers are able to receive information about events happening in the field. For data-gathering applications, one may wants to maximize the time until a certain percentage of nodes cannot deliver data to the data-gathering centers. For mission-critical applications, one might want to maximize the time until the first message cannot be delivered. Because of the application-dependent nature of the definition of network lifetime, it seems doubtful that there will be a general solution that is appropriate for all settings.
Of course, network lifetime is only one of several network-performance metrics of interest. Other metrics, such as throughput and latency, are also important. Optimizing one metric can adversely impact another metric. For example, to maximize network lifetime, energy-efficient routes tend to be chosen. An energy-efficient route has more hops in general than the corresponding shortest route. This may lead to longer latency.
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at which the nodes can transmit. Thus, there is a graph
. However, we do not assume that a node ¡ can transmit to all nodes¨such that
. For one thing, there may be obstacles between ¡ andẗ hat prevent transmission. Even without obstacles, if a unit transmits using a directional transmit antenna, then only nodes in the region covered by the antenna (typically a cone-like region) will receive the message. Rodoplu and Meng [RM99] implicitly assume that every node can transmit to every other node. Here we take a first step in exploring what happens if this is not the case. However, we do assume that the graph @ a A is connected, so that there is a potential communication path between every pair of nodes in . Because the power required to transmit between a pair of nodes increases as the th power of the distance between them, for some b 0 W 2 , it may require less power to relay information than to transmit directly between two nodes. As usual, a path
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A Characterization of Minimum-Energy Communication Networks
Our goal is to find a minimal subgraph
that has the minimum-energy property. Note that a graph @ with the minimum-energy property must be connected since, by definition, it contains a path between every pair of nodes.
The intention is to have the nodes communicate using the links in @ . To do this, it must be possible for each of the nodes in the network to construct @ (or, at least, the relevant portion of @ from their point of view) in a distributed way. In this section, we provide a condition that is necessary and sufficient for a subgraph of @ a A to be minimal with respect to the minimumenergy property. In the next section, we use this characterization to provide an efficient distributed algorithm for constructing a graph @ with the minimum-energy property that, while not necessarily minimal, still has relatively few edges.
Clearly if a subgraph
has the minimum-energy property, an edge 
is easy to compute.
The problem with this algorithm is in the first step, which involves a broadcast using maximum power. While this expenditure of power may be necessary if there are relatively few nodes, so that power close to ¢ 5 U 7 V 9
will be required to transmit to some of
, it is unnecessary in denser networks. In this case, it may require much less than
. We now present a more power-efficient algorithm for finding these neighbors than the one proposed by Rodoplu 
. If there are no obstacles and the antenna is omni-directional, then
is just a circle of radius
. We are implicitly assuming that even if there are obstacles or the antenna is not omni-directional, a node ¡ knows the terrain and the antenna characteristics well enough to compute
Before presenting the algorithm, it is useful to define a few terms. 
where we abuse notation and take
to be the cost of transmitting a message from ¡ to a virtual node whose location is
. Note that, if a node¨is in the relay region ¥ , then the edge
Intuitively, B §
consists of the nodes in region , while w § h £ ¡ © ¦ consists of those points that can be reached by ¡ transmitting at maximum power other than those for which routing through some node in B §
would be more energy efficient than direct communication.
The following proposition gives a useful characterization of i £ ¡ © ¦ .
Proposition 0.4.2 Suppose that is a region containing the node
is a circular region with center
A POWER-EFFICIENT PROTOCOL FOR FINDING AMINIMUM-ENERGY COMMUNICATION NETW
Proof:
, then there exists some
Since transmission costs increase with distance, it must be the case that
and is a circular region with center
The algorithm for node
, and tries to do so in a powerefficient fashion. By Proposition 0.4.2, the fact that 
. If not, it transmits with more power. It continues increasing the power
, so that as long as the power increases to
eventually, then this process is guaranteed to terminate. We do not investigate here how to the initial power ¢ 6 e , nor do we investigate how to increase the power at each step. We simply assume some function Increase such that Increase
for sufficiently large . An obvious choice is to take Increase
is less than the power actually needed, then it is easy to see that this guarantees that ¡ 's estimate of the transmission power needed to reach a node¨will be within a factor of 2 of the minimum transmission power actually needed to reacḧ .
1 Thus, the protocol run by node
A more careful implementation of this algorithm is given in Figure 1 . Note that we also compute the minimum power
is the set of all the nodes that ¡ has found so far in the search and consists of the new nodes found in the current iteration. In the computation of Ê in the second-last line of the algorithm, we take
. For future reference, we note that it is easy to show that, after each iteration of the while loop, we have that
, as constructed by the algorithm in 
; Broadcast "Hello" message with power ¢ and gather Acks; © We next show that SMECN dominates MECN. MECN is described in Figure 2 . For easier comparison, we have made some inessential changes to MECN to make the notation and presentation more like that of SMECN. The main difference between SMECN and MECN is the computation of the region Ê . As we observed, in SMECN,
at the end of every iteration of the loop. On the other hand, in MECN,
. Moreover, in SMECN, a node is never removed from
once it is in the set, while in MECN, it is possible for a node to be removed from 
, it is shown that MECN is correct (i.e., it computes a graph with the minimum-energy property) and terminates (and, in particular, the procedure á h â ã å ä terminates). Here we show that, at least for circular search regions, SMECN does better than MECN. 
. Similarly, it is not hard to show that MECN maintains the following invariant:bP
. (Indeed, the whole point of the á h â ã å ä procedure is to maintain this invariant.) Since it is easy to check that 
to determine termination, it follows that SMECN terminates no later than MECN; that is, ç X ë Ì .
Since the search region used by SMECN is assumed to be circular, by Proposition 0.4.2, 
. That means that if we were to continue with the loop after SMECN terminates, none of the new nodes discovered would be neighbors of ¡ . Since the previous argument still applies to show that
That is, the communication graph constructed by SMECN has a subset of the edges of the communication graph constructed by MECN. . As the following example shows, it may be a strict superset (so that the communication graph computed by SMECN is a strict subgraph of that computed by MECN). 
Reconfiguration
In a multi-hop wireless network, nodes can be mobile. Even if nodes do not move, nodes may die if they run out of energy. In addition, new nodes may be added to the network. We assume that each node uses a Neighbor Discovery Protocol (NDP), a periodic message that provides all its neighbors with its current position (according to the GPS) in order to detect changes in the topology of the network. A node ¡ sends out the message with just enough power to reach all the nodes that it currently considers to be its neighbors (i.e., the nodes in Q £ ¥ ¡ © ¦
) . Once a node detects a change, it may need to update its set of neighbors. This is done by a reconfiguration protocol. Rodoplu and Meng [RM99] do not provide an explicit reconfiguration protocol. Rather, they deal with changes in network topology by running MECN periodically at every node. While this will work, it is inefficient. If a node does not detect any changes, then there is no obvious need to run MECN. We now present a reconfiguration protocol where, in a precise sense, we run SMECN only when necessary (in the sense that it is run only when not running it may result in a network that does not satisfy the minimum-energy property).
There are three types of events that trigger the reconfiguration protocol: leave events, join events, and move events: 
The following proposition is almost immediate from our earlier results. As we mentioned earlier, there is no reconfiguration protocol given in [RM99] . However, it is easy to modify the reconfiguration algorithm protocol given above for SMECN so that it works for MECN. 
Simulation Results and Evaluation
How can using the subnetwork computed by (S)MECN help performance? Clearly, sending messages on minimum-energy paths is more efficient than sending messages on arbitrary paths, but the algorithms are all local; that is, they do not actually find the minimum-energy path, they just construct a subnetwork in which it is guaranteed to exist.
There are actually two ways that the subnetwork constructed by (S)MECN helps. First, when sending periodic beaconing messages, it suffices for
, the final power computed by (S)MECN. Second, the routing algorithm is restricted to using the edgesð
. While this does not guarantee that a minimum-energy path is used, it makes it more likely that the path used is one that requires less energy consumption.
To measure the effect of focusing on energy efficiency, we compared the use of MECN and SMECN in a simulated application setting.
Both SMECN and MECN were implemented in ns-2 [Pro] , using the wireless extension developed at Carnegie Mellon [Gro99] . We generated 20 random networks, each with 100 nodes. The nodes were placed uniformly at random in a rectangular region of 1500 by 1500 meters. (There has been a great deal of work on realistic placement, e.g. [ZCB96, CDZ97] . However, this work has the Internet in mind. Since the nodes in a multihop network are often best viewed as being deployed in a somewhat random fashion and move randomly, we believe that the uniform random placement assumption is reasonable in many large multihop wireless networks.)
We assume that the path-loss exponent for outdoor radio propagation models is 4. The carrier frequency is 914 MHz and transmission raw bandwidth is 2 MHz. We further assume that each node has an omni-directional antenna with 0 dB gain and is placed at 1.5 meter above the node. The receive threshold is -94 dBW, the carrier sense threshold is -108 dBW, and the capture threshold is 10 dB. These parameters simulate the 914 MHz Lucent WaveLAN DSSS radio interface. Given these parameters, the " parameter in the equation
in Section 0.2 is -101 dBW. In WaveLAN radio, it has been measured that radio receiver power can be quite significant [SK97] and accounts for ò ó x ô of the fixed transmission power. However, techniques for reducing the power consumption of radio electronics are fast improving. A radio typically consists of transmitter electronics, receiver electronics, and a transmit amplifier. Low-power circuit designs and signal processing reduce the power expended in the transmitter and receiver electronics. As a result, the receiver power of future radios is likely to be quite small. However, the power needed by the transmit amplifier is constrained by the rapid radio attenuation in space. Therefore, transmission power is expected to dominate receiver power in the future. Because radio-receiver power varies from radio to radio and has an impact on the computation of the minimal-energy path, we vary the receiver power 4 to study its effect on MECN and SMECN.
SIMULATION RESULTS AND EVALUATION 13
Each node in our simulation has an initial energy of 1 Joule. We would like to evaluate the effect of using SMECN on network performance. To do this, we need to simulate the network's application traffic. We used the following application scenario. All nodes periodically send UDP traffic to a sink node situated at the boundary of the network. The sink node is viewed as the master data-collection site. The application traffic is assumed to be CBR (constant bit rate); application packets are all 128 bytes. The sending rate is 0.25 packets per second. This application scenario has also been used before [HCB00] . Although this application scenario does not seem appropriate for telephone networks and the Internet (cf. [PF95, PF97] ), it does seem reasonable for ad hoc networks, for example, in environment-monitoring sensor applications. In this setting, sensors periodically transmit data to a data-collection site, where the data is analyzed.
To find routes along which to send messages, we use AODV [PR99] . However, as mentioned above, we restrict AODV to finding routes that use only edges inð
. There are other routing protocols, such as LAR [KV98] , GSPR [KK00] , and DREAM [BCSW98] , that take advantage of GPS hardware. We used AODV because it is readily available in our simulator and it is well studied. Since we would like to optimize with respect to the minimum-energy path metric, we modify the ns-2 AODV implementation to use the minimum-energy path metric instead of using the current shortest-path metric. Although different routing protocols may result in different network performance, we do not believe that using a different routing protocol would significantly affect the relative merits of SMECN and MECN we present here.
In order to simulate the effect of power control, we made changes to the physical layer of the ns-2 simulation code. Specifically, when simulating SMECN (resp., MECN), a node ¡ broadcasts to its neighbors using the final transmission power
of its neighbor-discovery process with SMECN (resp., MECN). Similarly, a node ¡ sends a point-to-point message to a neighbor¨using the minimum power required to reach¨, as determined during the neighbor-discovery process. A node's energy reserve is then subtracted by the appropriate amount for each transmission or reception.
We assumed that each node in our simulation had an initial energy of 1 Joule and then ran the simulation for 1600 simulation seconds, using both SMECN and MECN. Each data point represents an average of 20 randomly-generated networks. For the sake of fairness, identical traffic scenarios are used for both MECN and SMECN. We did not actually simulate the execution of SMECN and MECN. Rather, we assumed the neighbor set { £ ¥ ¡ § ¦ and power
computed by (S)MECN each time it is run were given by an oracle. (Of course, it is easy to compute the neighbor set and power in the simulation, since we have a global picture of the network.) Thus, in our simulation, we did not take into account one of the benefits of SMECN over MECN, that it stops earlier in the neighbor-search process. Since a node's available energy is decreased after each packet reception or transmission, nodes in the simulation die over time. After a node dies, the network must be reconfigured. In [RM99] , this is done by running MECN periodically. In our simulation, the NDP triggers the reconfiguration protocol. (When running MECN, we use the same reconfiguration protocol as the one we use for SMECN, with the appropriate modifications, as discussed in Section 0.5.) The NDP beacon for MECN and SMECN is sent with a period of 1 second and uses the power
computed by the neighbor-discovery process of SMECN (resp., MECN).
For simplicity, we simulated only a static network (that is, we assumed that nodes did not move), although some of the effects of mobility-that is, the triggering of the reconfiguration protocolcan already be observed with node deaths.
In this setting, we are interested in network lifetime, as measured by two metrics: (1) the number of nodes that are still alive over time and (2) the number of nodes that are still connected to the sink. As we argued in the introduction, these are reasonable metrics. Of course, if we have more knowledge of the application, the definition of network lifetime can be made even more application-specific. For example, in a sensor network, it may be more appropriate to define network lifetime as the time that the sensors completely cover the deployment region.
We first report the experimental results when the receiver power is d . Before describing the performance, we consider some features of the subnetworks computed by MECN and SMECN. Since the search regions will be circular with an omni-directional antenna, Theorem 0.4.4 assures us that the network used by SMECN will be a subnetwork of that used by MECN, although it does not say how much smaller the subnetwork will be. The initial network in a typical execution of the MECN and SMECN is shown in Figure 4 respectively. Thus, each node running MECN has roughly 19% more links than the same node running SMECN. This makes it likely that the final power setting computed will be higher for MECN than for SMECN. In fact, our experiments show that it is roughly 38% higher, so more power will be used by nodes running MECN when sending messages. Moreover, AODV is unlikely to find routes that are as energy efficient with MECN. As nodes die (due to running out of power), the network topology changes due to reconfiguration. Nevertheless, as shown in Figure 5 , the average number of neighbors stays roughly the same over time, thanks to the reconfiguration protocol.
Turning to the network-lifetime metrics discussed above, as shown in Figure 6 , SMECN performs consistently better than MECN for both. The number of nodes still alive and the number of nodes still connected to the sink decrease much more slowly in SMECN than in MECN. For example, in Figure 6 Finally, we collected data on average energy consumption per node at the end of the simulation, on the total number of packets delivered, and on end-to-end delay. MECN uses 21% more energy per node than SMECN. SMECN delivers more than 110% more packets than MECN by the end of the simulation, MECN's delivered packets have an average end-to-end delay that is 2% lower than SMECN. Overall, it is clear that the performance of SMECN is significantly better than MECN if the receiver power is negligible.
We now vary the receiver power 4 to study its impact on MECN and SMECN. As we discussed earlier in this section, the receiver power of a radio is expected to be small in the future. mW. As a result, it is not surprising that the performance of the two algorithms is quite similar in this case. This is further substantiated by experimental results using the average number of neighbors metric (shown in Figure 8 ) and the two network-lifetime metrics (shown in Figure 9 ).
Summary
In this chapter, we presented a protocol SMECN that computes a network with the minimumenergy property. In the case of a circular search space, SMECN computes the set G w consisting of all edges that are not 2-redundant. Our protocol is localized in the sense that each node needs to know only about its local neighborhood (that is, those nodes that are a small number of hops away). In addition, we presented an energy-efficient reconfiguration protocol that maintains the minimum-energy path property despite changes in the network topology. The localized nature of our protocol makes it easy to deal with reconfiguration. We have shown by simulation that SMECN performs significantly better than MECN, while being computationally simpler.
There are a number of other localized topology-control algorithms [LHB . However, the network computed in [WL03] does not have the minimum-energy property and thus is unlikely to be as energy efficient as SMECN. The topology-control algorithm analyzed by Jia, Rajaraman, and Scheideler [JRS03] constructs a graph with constant degree and constant energy-stretch (the minimum-energy path for any given pair of nodes in the subnetwork is within a constant factor of the minimum energy path in the original network). XTC [WZ03] is similar in spirit to SMECN, but it does not assume any specific radio-propagation model. When running SMECN, each node ¡ must know enough about the radio-propagation model to compute the sets S f , this knowledge is not required in XTC. Thus, XTC can be used in settings where radio-propagation model is unknown. On the other hand, XTC must use maximum power in the neighbor-discovery process, so it is likely to be less energy efficient than SMECN in settings where the radio-propagation model is known.
With all these alternatives, it is clear that more work needs to be done to understand what the most appropriate algorithm is as a function of the demands of a specific application. We have focused here only on energy minimization, but there are clearly other relevant metrics as well, which further complicates the decision.
