Objective-Develop a real-time algorithm to automatically discriminate suppressions from nonsuppressions (bursts) in electroencephalograms of critically ill adult patients.
Introduction
Burst suppression is a brain state of profound brain inactivation and unconsciousness, accompanied by an EEG pattern consisting of periods of depressed or flat electrographic background activity alternating with periods of higher voltage activity (Swank and Watson, 1949; Amzica, 2009; Brenner, 2005) , formally defined by The International Federation of Societies for Electroencephalography and Clinical Neurophysiology (IF-SECN) as a "pattern characterized by theta and/or delta waves, at times intermixed with faster waves, and intervening periods of relative quiescence." Originally described by Derbyshire in anesthetized cats (Derbyshire et al., 1936) , and further described by Niedermeyer (Niedermeyer et al., 1999; Chatrian, 1974) , burst suppression occurs in a range of clinical settings during the course of continuous clinical EEG monitoring. Burst suppression patterns occur spontaneously in the course of neonatal development (e.g. trace alternant or trace discontinua) as well as in a variety of neonatal brain injuries and in patients of all ages with diffuse anoxic brain injury (Niedermeyer, 2009; Cloostermans et al., 2012; Nunes et al., 2005) . Burst suppression may also be induced by anesthetic drug administration, as during surgical anesthesia or to treat refractory status epilepticus (Doyle and Matta, 1999; Shorvon, 2011) , or by controlled hypothermia, as is commonly done during complete circulatory in cardiac surgery (Woodcock et al., 1987) .
In pharmacologically induced burst suppression the duration of spontaneous bursts and suppressions varies systematically with brain anesthetic concentrations, with higher concentrations leading to progressively longer suppressions, eventually causing continuous EEG suppression (Vijn and Sneyd, 1998; Young, 2000; Brenner, 2005; Ching et al., 2012) . In pathological states such as anoxic brain injury, longer spontaneous suppressions correlate with worse prognosis, and trends in the evolution of spontaneous burst suppression patterns hold important prognostic information (Young et al., 2004; Hallberg et al., 2010; Dandan et al., 2010) . The burst suppression ratio (BSR), a measure of the percentage of time within an interval spent in the suppressed state, is a widely used indicator of the intensity of suppression which medical personnel actively control for therapeutic purposes. For example, BSR is used to guide treatment of refractory status epilepticus, with treatment protocols typically targeting a burst suppression pattern of 5-15 s suppressions alternating with 1-5 s bursts or equivalently BSR values of 50-95% (Cottenceau et al., 2008; Riker et al., 2003; Rossetti et al., 2011; Musialowicz et al., 2010) .
Despite the importance of this measure and recommendations for its use in a wide variety of clinical settings, current practice consists of visual examination of the EEG and depth of burst suppression is most often assessed as a 'guesstimate' rather than using any truly quantitative, reproducible approach. Furthermore, clinical monitoring of continuous EEG data is highly labor intensive. Therefore, in contexts where the level of burst suppression must be closely monitored and/or tightly controlled, an objective, reproducible, clinically validated method for continuously quantifying the depth of suppression would be beneficial. The first step in quantifying the depth of burst suppression is segmentation, i.e. performing a binary division of the EEG into segments of various lengths classified as either suppressions or bursts. While several previous publications have described methods of varying complexity for automated segmentation of EEG data into burst and suppression epochs (see Section 4), these have mostly dealt with study populations other than adult ICU patients (primarily neonates and neurologically healthy patients undergoing surgical anesthesia, see Supplemental Material, Table 1 ). Consequently, the results may not generalize to burst suppression EEG patterns of critically ill adults. Furthermore, validation of these methods against human expert clinical EEG segmentation has been limited (Thomsen et al., 1991; Lipping et al., 1995; Arnold et al., 1996; Griessbach et al., 1997; Sherman et al., 1997; Leistritz et al., 1999; Atit et al., 1999; Särkelä et al., 2002) .
Here we present a straightforward algorithm that automatically and in real-time segments burst suppression EEG data across a wide spectrum of patterns recorded in the adult ICU setting, and validate the algorithm results against manual EEG segmentations from two experienced electroencephalographers. Performance of automated segmentation, measured in terms of agreement with expert manual segmentation, is demonstrated to be comparable in all cases with human expert performance.
Methods

Clinical data
A representative sample of burst-suppression EEG recordings from critically ill neurological patients was identified by retrospective review of clinical EEG reports from all ICU patients who underwent continuous EEG monitoring at the Massachusetts General Hospital between August 2010 and March 2012. From these, we selected the first 20 consecutive EEGs reported to show burst suppression patterns. Recordings were only included for analysis if patients were being treated within an intensive care unit (ICU) at the time of the recording; EEG recordings from surgical procedures were excluded. We restricted selection to recordings no longer that 90 min. Given the retrospective nature of the study, we did not control the length of these EEG recordings. Recording durations ranged from 21 to 76 min (see Table 1 ). Each record was manually segmented in its entirety (see below).
All EEGs were recorded using 19 silver/silver chloride electrodes, affixed to the scalp according to the international 10-20 system. Data were recorded at 512 or 256 Hz, using XLTEK clinical EEG equipment (Natus Medical Inc., Oakville, Canada), subsequently downsampled to 200 Hz.
Clinical information was gathered from review of written inpatient medical notes, imaging studies and reports, EEG reports, and discharge summaries. Baseline demographic data (age, gender), primary admission diagnosis, and the identity of anesthetic agents administered at the time of EEG recording were noted (Table 1) . Review of clinical and EEG data was carried out with the approval of the local institutional review board. The study was approved by the Massachusetts General Hospital Human Research Committee.
Clinical expert classification of bursts and suppressions
A common approach to quantitatively distinguishing bursts and suppressions is to define suppressions as EEG segments of less than a threshold voltage value, typically set at between 0.5 and 20 µV, which last at least 0.5 s (Rampil and Laster, 1992; Niedermeyer et al., 1999) . However, prescriptive definitions such as these are problematic, because burst suppression in different pathological conditions or induced by different anesthetics vary widely in amplitude and spectral characteristics (Särkelä et al., 2002; Niedermeyer et al., 1999; Niedermeyer, 2009 ); see Fig. 1 . Moreover, such definitions are not used in clinical practice which relies instead on clinician visual pattern recognition. We therefore adopted an empirical approach to define bursts and suppressions by having two experienced clinical electroencephalographers independently segment all 20 EEG records manually, and defined "definite" burst or suppression epochs as those portions of the EEG so classified by both reviewers. The algorithms developed below are optimized with respect to these consensus EEG epochs.
Expert data segmentation
Two experienced clinical electroencephalographers (MBW, MMS) independently reviewed and each manually performed an exhaustive segmentation of all 20 burst-suppression EEGs using custom viewing and annotation software written in-house, implemented in Matlab (Natus, MA). The reviewers were instructed to mark the beginning and end of all instances of "suppressions"; all remaining EEG segments were classified as non-suppressions, referred to hereafter as "bursts". As explained above, to simulate actual clinical practice, reviewers were instructed not to apply explicit technical definitions of "bursts" and "suppressions"; rather, reviewers were to segment the each record according to clinical judgment based on experience. Data review and segmentation was conducted while viewing data from the complete array of recording channels displayed in average referential montage.
Assessment inter-rater agreement
Inter-rater agreement between manual segmentations of the two expert reviewers was examined in three ways. First, for each of the 20 records, percent agreement was calculated as the fraction of each EEG to which the two reviewers assigned the binary burst vs suppression classification; a global percent agreement was also calculated for all 20 records considered as a whole.
Second, we assessed inter-rater agreement using Cohen's Kappa (κ) values separately for each record and for all records taken as a whole (Carletta, 1996) . κ values were calculated as: κ = (a − c)/(1 − c), where 'a' is the fraction of EEG data points classified identically by both reviewers (observed inter-rater agreement), and 'c' is the hypothetical probability of chance agreement obtained by assuming that each rater randomly assigned categories to EEG data points using the observed relative frequencies of each category. (κ is a measure of the degree of inter-rater agreement beyond that theoretically achievable by chance; see Supplemental Material.) Finally, a histogram was computed for the lengths of EEG segments, measured in seconds, on which the two raters disagreed. Summary statistics were computed for this "discrepancy histogram" including the median, mode, and standard deviation.
2.5. Automatic segmentation of burst suppression data 2.5.1. Recursive variance estimation-Our objective was to develop a causal burst suppression classifier, i.e. a classifier that declares each new incoming data point to be part of a burst or suppression based only on past data. We evaluated a simple classification scheme employing a thresholding operation applied to a recursive estimate of the local signal variance (Haykin, 1996) , as expressed in the following three equations:
(1) (2) (3) Here x t is a single-channel EEG signal at time t, in our analysis taken to be the average of signals derived from the frontal EEG channels Fp1 and Fp2 (each derived from an average montage); μ t is the current value of the recursively estimated local signal mean; is the current value of the recursively estimated local signal variance; and δ[·] is the indicator function, i.e. when , and otherwise equal to zero, thus z t is a binary sequence of zeros (indicating data points classified as bursts) and ones (indicating data points classified as belonging to suppressions). The two free parameters in these equations, β (the "forgetting factor") and θ (the classification threshold), were chosen to optimize agreement on consensus EEG regions, as described below.
The first two equations (adaptive mean and variance) in the above adaptive variance estimation scheme effectively implement a low-pass filtering operation whose dynamics are tuned (by adjustment of the forgetting factor, β, see below) to optimize performance on the burst suppression segmentation problem.
2.5.2. Determination of optimal forgetting factor-The forgetting factor, β, in the recursive estimation equations is a value between 0 and 1 which determines balance between the influence of recent and past data on current estimates of the signal mean and amplitude, μ t and σ t , respectively. The forgetting factor is inversely related to the forgetting time, the time required for the influence of a unit impulse (i.e. a single 1 within a sequence of zeros) to decay by 63% to the value 1/e ≈ 0.37, by the expression τ = −1/(F s ln β), where F s =200 Hz is the sampling rate for our data.
An optimal value for β for segmentation of adult ICU burst suppression data was determined by a fine grid search over possible values of the forgetting time τ within an broad interval judged plausible on clinical grounds, namely 0.01-3 s. The optimal value for τ (equivalently, β) was determined by first filtering all 20 EEGs using each candidate value of τ, solving for the corresponding optimal threshold value θ (see Section 2.5.3), and then selecting the value of τ which yielded the minimum classification error on the entire data set taken as a whole. Optimality was determined with respect only to data on which both expert reviewers agreed (consensus segments). Data segments classified differently by the two reviewers were ignored for the purposes of parameter optimization.
Robustness of the estimated optimal forgetting factor to differences in burst suppression characteristics between the 20 EEG recordings was assessed by evaluating the gain in classification accuracy when the forgetting factor is optimized (while simultaneously optimizing the classification threshold-see below) in a patient specific-manner, i.e. on a record-by-record basis.
2.5.3. Determination of optimal classification threshold-For a given value of the forgetting factor β, the optimal classifier threshold θ was efficiently determined via a modification of the method described by Viola and Jones (2004) . For data points assigned to the same classes by the two expert reviewers (other data were ignored in parameter optimization) values of the corresponding local variance were sorted by descending magnitude, and the optimal threshold given these local variance values was computed in a single pass over the sorted list of values as follows. Each value on the sorted list was considered as a potential threshold value, i.e. a point at which to "split" the data, classifying all data points with larger variance as belonging to bursts, and all points with smaller variance as belonging to suppressions. For each candidate threshold value in the sorted list four sums were computed: the total number of data points that would be classified as bursts, T b , the total number of data points that would be classified as suppressions, T s , the total number of actual burst data points below the current sample, B b , and the total number of actual suppression data points below the current sample, B s (where "actual" is defined relative to human expert consensus). The error for a threshold value θ which splits the range between the current and previous data point in the sorted list is: that is, the minimum of the error of labeling all data points below the current point as bursts and labeling the points above as suppressions vs the error of doing the opposite. These sums are easily updated using a single sequential search through the list. Optimal thresholds were determined with respect to all 20 burst suppression EEG records considered as a whole, and separately for each individual record.
Validation of automated segmentation: inter-rater agreement analysis
Statistical performance of automatic burst suppression segmentations achieved via the adaptive variance thresholding equations (1)- (3), with optimized parameters β, θ, was evaluated by computing global and record-by-record inter-rater agreement and Cohen's κ statistics for the agreement between the automated method and each of the two expert reviewers.
Quantification of burst suppression depth
The burst suppression probability (BSP) is a recently proposed measure of burst suppression depth which, compared with the more 'traditional burst suppression ratio' (BSR), provides a superior tradeoff between signal smoothness and responsiveness to changes in the EEG (see Supplementary Material). The BSP represents an estimate of the instantaneous probability that the EEG is in the suppressed state, and can be computed recursively on a sample-bysample basis in real-time (Chemali et al., 2011 (Chemali et al., , 2013 . Examples of the result of passing the binary data output from the segmentation algorithm through the BSP algorithm with parameters optimized for adult ICU EEG data are presented in Fig. 5. 
Validation of automated segmentation: root mean squared error of BSP
We further validated our segmentation algorithm by comparing the BSP traces computed from the output of our automated segmentation algorithm with those derived from manual segmentations. Signal comparisons were carried out using a root mean-squared error criterion:
where the indices i, j have values 1 or 2 (human reviewer 1 or 2) or A (algorithm). Performance of the algorithm was assessed by comparing the discrepancy between the two expert's BSP signals with respect to each other, RMSE 1,2 , with the discrepancies between the automated algorithm's BSP signal and those of each human experts, i.e. RMSE 1,A and RMSE 2,A .
Results
Clinical data
The study population consisted of 13 male and 7 female patients ranging in age from 22 to 83 years; see Table 1 . The most common admission neurological diagnoses were, taken separately, anoxic brain injury (11/20, 55%), refractory status epilepticus (13/20, 65%), coma due to traumatic brain injury (2/20, 10%), and metabolic encephalopathy (2/20, 10%). The remaining causes, of which there was one case (1/20, 5%) for each, included subarachnoid hemorrhage, bacterial meningitis, status epilepticus in an epileptic patient due to subtherapeutic anticonvulsant levels, recent neurosurgical removal of an arteriovenous malformation, and brain intraparenchymal hemorrhage. Most patients had more than one of the above admission neurological diagnoses. Anoxic brain injury was the underlying cause of seizures in greater than half of patients with refractory status epilepticus (7/13, 54). Burst suppression was at least partly attributable to anesthetic administration in 19/20 (95%) of cases. The most commonly used anesthetic agent was propofol, administered during the EEG recording in 16/20 (80%) of cases, often in combination with midazolam (7/16, 44%). Midazolam was used alone in 2 (10%) of cases. Phenobarbital and lorazepam were each used in a single case.
Qualitatively the 20 burst suppression EEG records were divisible into 3 classes as determined by consensus of the two clinical reviewers: (1) spikes: records in which bursts contained high amplitude epileptiform discharges, singly or in runs, obtained from patients with status epilepticus or anoxic brain injuries; (2) distinct: records for which bursts and suppressions were easily distinguished; and (3) indistinct: records for which bursts and suppressions were difficult to distinguish. Two representative examples from the spikes, distinct, and indistinct burst suppression classes are shown in Fig. 1 . These three classes varied in the subjective effort required to segment bursts from suppressions, as explored further below. While we did not assume a priori that bursts were homogenous within any given recording, nevertheless, as a qualitative empirical observation, within each EEG bursts did tend to be quite homogenous. Based on our clinical experience, this within-record homogeneity is typical of most cases. Exceptions do occur, for example, in cases of burst suppression as a result of severe cerebral anoxia, bursts occasionally evolve over time such that the overall amplitude decreases and the spectral content shifts toward lower frequencies (unpublished observations).
Inter-rater agreement
Inter-rater agreement between the two expert manual segmentations is summarized in Table  2 . Agreement on the binary classification of data points as belonging to bursts vs suppressions ranged from 70% to 99%, with an average over all 20 records of 90%. Average agreement was highest for records qualitatively classified as distinct, and lowest for EEGs in the indistinct burst suppression class. Inter-rater κ values followed a similar pattern, ranging from 0.05 up to 0.89, with group average κ values of 0.64 and 0.69 for records in the distinct and spikes groups, roughly twice the average κ value for records classed as indistinct. These results indicate that burst suppression EEGs encountered in the ICU setting encompass a spectrum of patterns of varying difficulty, which human expert reviewers can generally nevertheless parse with a relatively high degree of overall consensus.
To investigate the temporal precision of agreement between manual segmentations of burst suppression EEG patterns, we computed a histogram of the lengths of discrepancies (contiguous data segments which were classified differently in the two expert manual segmentations); see Fig. 2 . Discrepant regions tended to be brief relative to the length of consensus regions. In particular, median length, mean length, and the cutoff below which 95% of discrepant segments lay were 0.37, 0.78, and 2.5 s, respectively, as compared with 1.50, 5.2, and 18.65 s for consensus burst regions, and 2.14, 5.76, and 19.09 s for consensus suppression regions. On manual visual review longer discrepancies were nearly always seen to be due to actual disagreements regarding classification of difficult background regions (e.g. over whether a segment was "sufficiently flat" to be classified as a suppression) whereas brief discrepancies, which constituted the majority, were attributable to inherent limits in the temporal precision of manual segmentation. The median discrepancy values can be taken as an estimate of the level of temporal precision which may be reasonably demanded from any automated segmentation method if it is to be at least as good as expert manual segmentation of burst suppression EEG patterns, a level of precision indeed achieved by our method (see below).
Parameter estimation
To explore the dependence of performance on the value of the forgetting time (equivalently, the forgetting factor), we performed a series of global optimization and leave-one-out cross validation analyses, in each case setting the value of the other parameter, the segmentation threshold θ, equal to its patient-specific optimal value. The globally optimal forgetting time, calculated with respect to consensus regions from all 20 manual expert EEG segmentations, was τ = 104.7 ms (equivalently, the globally optimal forgetting factor was β = 0.9534) and yielded a mean (std) accuracy over all records, of 95.5 (3.8)%. To investigate the performance that can be expected on out-of-sample/previously unseen EEG recordings, we performed a leave-one-out cross validation investigation. In this approach, for each EEG recording the performance of the segmentation algorithm is evaluated using the value of τ that is the optimal for the set of all records except the record under study. The sample mean (std) value for τ calculated by leave-one-out analysis was τ = 100.4 (20.4) ms, quite close to the globally optimal value given above, and this value produced comparable segmentation accuracy, with mean (std) of 95.4 (4.0)%. As a more stringent validation measure, we also compared the performance achievable by specifically optimizing τ for each individual record alone (without reference to any other records) with the τ value calculated using the leave-one-out method. Performance was again similar, with a mean accuracy achieved with patient-specific τ values of 95.9 (3.4)%, and a mean and maximum performance improvement of 0.5% and 4.6%, respectively (see Fig. 3A ). We conclude that patientspecific optimization of the forgetting factor generally does not significantly improve performance achievable using the globally optimized forgetting factor value, hence the algorithm may be regarded as containing essentially only one tunable parameter.
Patient-specific optimization of classification thresholds, θ, resulted in more significant performance gains. Bar graphs in Fig. 3B compare the classification accuracy for each EEG using (a) the population-optimal values for β and θ, (b) the population value for β while individually optimizing θ, or (c) optimizing both β and θ. Relative to classification performance using the population values, individualized optimization of θ yielded significant improvements for several EEG records, with median, mean, and maximal performance improvements of 1.3%, 4.3%, and 30.4%. Joint patient-specific optimization of β and θ yielded only minor further improvements, with median, mean, and maximal performance improvements of 0.1%, 0.4%, and 2.8%.
Given the above figures, a reasonable approach to implement the automated segmentation algorithm presented herein is to use the globally-optimal forgetting factor value estimated for β, but to tune the classification threshold θ applied to the recursive variance estimates on a patient-by-patient basis. This can be done in practice by initializing the classification threshold θ to the globally optimized value, then further tuning it to optimize discrimination between an individual patient's bursts and suppressions. To estimate the duration of data on which patient-specific tuning of θ should be based, we divided each of our 20 EEGs into initial 'training' segments of duration 5, 10, or 15 min, and a second segment of 'testing' data, consisting of all of the data except the initial 15 min. We then estimated the classification threshold θ using only the training segments, and calculated the percentage of the corresponding testing segment which was correctly as classified as bursts and suppressions. Mean (std) classification accuracy over all 20 records when using training data of length 5, 10, 15 or 20 min was 88.6 (21.0)%, 89.0 (21.0)%, 93.6 (9.3)%, and 93.8 (9.3)%, respectively. Results for individual cases are shown in the bar graphs of Fig. 3C . Thus, in most cases 10 min provided sufficient data for highly accurate segmentation of subsequent burst suppression data, and 15 min of burst suppression data provided sufficient data to ensure good subsequent segmentation performance in all 20 cases.
In all of the following analysis the globally estimated forgetting factor β is used while classification thresholds are optimized on a patient-by-patient basis using the first 15 min of each recording.
Automatic segmentation performance
Agreement between automated vs human expert segmentation is quantified in Table 2 . For the spikes burst-suppression EEGs, the mean overall agreement and κ statistic were, respectively, 89%, 69% with the first human rater and 84%, 63% with the second human rater, as compared with human-vs-human agreement of 83%, 61%. The same performance statistics for the distinct burst-suppression class were 93%, 75% (algorithm vs human 1) and 94%, 77% (algorithm vs human 2), comparable to the human-vs-human statistics for this class which were 92%, 73%. Finally, for the indistinct burst-suppression class, performance statistics were 85%, 36% and 90%, 36% for the algorithm-vs-human comparisons, compared with 82%, 33% for the human vs human comparison. Thus, on average, and for each of the 20 individual records, agreement between the algorithm's and each human's segmentation results was comparable to human-human agreement.
Performance of the algorithm was also excellent when measured in terms of sensitivity and specificity for bursts and suppressions, and overall accuracy (% of record correctly classified), calculated with respect to EEG regions given identical classifications by both human readers. Summary statistics for bursts and suppressions for the entire set of all 20 EEG recordings, given as median [min,max] Table 1 as "Spikes" or "Distinct".
Burst suppression probability
The binary sequence of ones and zeros produced by manual and automated segmentation of the EEG were next processed to produce a continuous time-varying measure of the depth of burst suppression, the burst suppression probability (BSP). Excellent overall agreement was achieved between the BSP computed from the automatic EEG segmentation ('automated BSP') vs BSP signals computed from each human expert's manual segmentation ('manual BSP'); see Fig. 4 . For all 20 burst suppression EEG records, agreement between automated vs manual BSP signals was comparable to between-expert agreement; in 70% of cases automated vs human agreement was higher, i.e. the automated BSP signal effectively interpolated between the two manual BSP signals. Thus, automated computation of timevarying BSP signals using the methods described herein are comparable to BSP signals computed from EEG segmentations made by human experts. Samples of the raw-EEG data, automated segmentation results, and BSP signals are shown in Fig. 5. 
Discussion
Burst suppression EEG patterns are commonly seen in patients undergoing brain activity monitoring during surgical anesthesia, medically induced coma for status epilepticus, or after hypoxic ischemic brain injury. In these data-intensive contexts automated quantitative methods for extracting and compressing essential information from the raw EEG signal are critical complements to manual interpretation by clinical electroencephalographers. In this study we have presented a method for automatically segmenting burst suppression EEG data from adult ICU patients in real time, and shown that these segmentations can be used for quantifying the depth of burst suppression by computing a continuous time-varying estimate of the burst suppression probability (BSP). Furthermore, we have validated our automated segmentation method by comparison with manual EEG segmentations by two experienced clinical electroencephalographers.
Our results show excellent agreement between the automated and expert segmentations of burst suppression adult ICU EEG recordings. Indeed machine vs human agreement were as good or superior to human vs human agreement across a wide spectrum of clinical cases encompassing a variety of neurological etiologies and anesthetic agents. In none of the 20 cases studied was human vs human agreement substantially superior to human vs algorithm agreement.
Our results indicate that for EEG burst suppression patterns encountered in the adult ICU setting, a very simple algorithm suffices to match human performance. Our segmentation algorithm requires minimal memory and computation and requires optimization of only two parameters: the forgetting factor, β, which determines the effective duration of the past data over which to compute the local mean and variance; and the threshold θ, below which data are classified as suppressions. Of these parameters, our analysis shows that patient-specific optimization significantly improves performance only for the threshold, θ. By contrast, patient specific tuning of the forgetting factor β confers negligible performance improvement, thus the population estimate presented herein may generally be substituted.
At least eight previous publications have presented methods for automated segmentation of burst suppression EEG patterns, based on a variety of EEG features and classification methods, including the nonlinear energy operator, spectral feature clustering, and neuralnetwork classification of adaptive Hilbert-transformed EEG features (Thomsen et al., 1991; Lipping et al., 1995; Arnold et al., 1996; Griessbach et al., 1997; Sherman et al., 1997; Leistritz et al., 1999; Atit et al., 1999) . These prior efforts are summarized and improved on in Särkelä et al. (2002) , the method most closely related to our method. To place the contributions of our work in context, we therefore briefly comment on the ways in which we have attempted to add value to this literature by improving on the work of Särkelä et al. (2002) . Our work adds new value in the following respects. First, we employed a larger and more diverse amount of training data, totaling 12.7 h over 20 subjects, compared with 1.3 h from 17 subjects (5 min from each subject). Second, our EEG data were from ICU patients, many of whom were severely neurologically ill and had burst suppression patterns different in character from those seen in healthy patients, whereas Särkelä et al. report results from patients undergoing anesthesia for elective surgery. This is potentially important given the wide variation in burst suppression patterns between individuals, brain pathology, and anesthetic agents (see Fig. 1 ); hence EEG segmentation methods validated under different conditions (e.g. inhalational anesthesia, the neonatal setting, or animal studies) cannot a priori be assumed to generalize to the adult ICU setting. Third, we have employed more rigorous methods of validation. By requiring all EEG records to be manually segmented by two experts, we have been able to estimate the degree of precision (e.g. in marking onsets and offsets of bursts) required to achieve human expert-level segmentation accuracy (see Fig. 2 ). The importance of this point highlighted by the existence of EEG recordings classified in this study as "indistinct". In these cases, agreement between human expert segmentation is modest, reflecting the intrinsic difficulty of objectively segmenting certain examples of EEG burst suppression. In such cases, treating a single human expert's segmentation as the "ground truth" would produce either an unrealistically pessimistic picture of algorithmic performance or overfitting to uninformative features of the EEG. In addition, herein we have performed a thorough cross validation, allowing an estimate of the degree to which algorithm performance is sensitive to precise adjustment of parameter values. By contrast, Särkelä et al. refer to a single ground truth manual segmentation, and no measure of inter-rater agreement is provided. Finally, our method has effectively only one tunable parameter. (Though it in fact has two parameters, we have shown that performance is not sensitive to fine-tuning of the forgetting factor, β, which may be set to a generic population-appropriate value.) By contrast, Särkelä's et al.'s method involves 13 threshold values (3 thresholds applied to signal amplitudes, and 10 thresholds applied to 3 internal counters used in IF-THEN conditionals), in addition to parameters required in the design and tuning of one high-pass and one low-pass linear filter. Finally, in the present work we have explored the performance improvements achievable by, and the amount of data required, for patient-specific tuning of our algorithm. Särkelä et al. did not explore patientspecific parameter optimization.
These above points notwithstanding, we hasten to add that our work on burst suppression segmentation convinces us that this is a "high signal-to-noise" problem, and that a variety of approaches can be made to yield excellent performance. In particular, we believe that the method of Särkelä et al. can probably be made to perform on ICU burst suppression EEG data as well as our new method. Indeed, it would be surprising if it could not given its larger number of free parameters. On the other hand, it is not obvious a priori on which parameters performance most depends, or whether patient-by-patient tuning would be practical. Nevertheless, our algorithm, despite its relatively simplicity, achieves acceptable performance event without patient-by-patient tuning (using population-derived parameter values), and can be improved in a straightforward and practical way by tuning a single threshold parameter on a small amount of training data, a feature which our experience suggests is valuable in patient populations with widely varying burst suppression EEG characteristics (Fig. 1 ).
An important issue not directly addressed in the present work is the automated detection or rejection of artifacts. In particular, in this study we chose to use the Fp1 and Fp2 (forehead) EEG electrode positions to monitor burst suppression, as is common practice in the operating room setting during general anesthesia. In awake patients, forehead EEG channels are vulnerable to myogenic and blinking artifacts (Astolfi et al., 2006; Delorme et al., 2007; Tatum et al., 2011) , raising potential concerns that non-cortical (i.e. artifactual) voltage fluctuations might "look like" bursts to our algorithm. In our dataset the choice of Fp1/Fp2 made no significant difference in performance, as we saw essentially identical performance results with other choices of adjacent electrode pairs (we explored Fz/Cz and F3/C3 as well; data not shown). On reflection, this is not surprising, for two reasons. First, myogenic artifact tends to be minimal during ICU EEG recordings of burst suppression, because burst suppression is, neurologically, a state of profound coma in which the patient tends to lie motionless (Ching et al., 2012; Niedermeyer, 2009; Brown et al., 2011) . Secondly, the cortical voltage signals in burst suppression tend to look very similar at all electrode locations, because burst suppression as a rule is a diffusely synchronous brain state, with burst onsets and offsets appearing essentially simultaneously at all scalp electrodes positions (Ching et al., 2012; Niedermeyer, 2009) . Nevertheless, for applications more demanding than passive monitoring (e.g. closed-loop control of anesthesia), rigorous automated distinction between artifactual activity and cortically generated neural activity is essential to ensure safety. Artifact detection in burst suppression has been explored in at least one previous publication on automated segmentation of burst suppression in patients undergoing elective surgery, in which large artifacts were present during the induction of anesthesia were detectable by straightforward methods (Särkelä et al., 2002) , some of which may generalized to EEG recordings in the ICU environment. Artifact rejection in ICU EEG recordings is a focus of ongoing research in our group.
One final minor limitation of the present study is the relatively small number of anesthetic agents contributing to burst suppression in the 20 EEGs that we analyzed. The majority of our cases involved propofol or midazolam, alone or in combination; we had only single cases involving phenobarbital (case 10), lorazepam (case 14), or no anestheic agent (case 13, burst suppression due to brain injury alone). While these are the agents used most commonly in U.S. intensive care units, the character of burst suppression does vary somewhat depending on the choice of anesthetic (e.g. burst tend to be briefer under sevoflurane inhaled anesthesia; unplublished observations), and it is possible that our algorithm may need to specifically tuned when monitoring burst suppression under anesthetics not included or not well represented in our case set. Nevertheless, as we have shown, the algorithm presented here can readily be tuned for specific patients using a small sample (<15 min) of that patient's burst suppression EEG data.
The validated, real-time EEG segmentation method presented herein is suitable for several clinical and basic scientific applications which are the focus of ongoing work in our group. These applications include tracking of burst suppression in the operating room and ICU, and studies of the underlying physiological mechanisms and evolution of burst suppression patterns in hypoxic ischemic brain injury. In the interest of 'reproducible computational research' (Gentleman, 2005; Schwab et al., 2000) , the data (de-identified EEG data and manual segmentations) and code used to generate all figures included herein are available by writing to the corresponding author.
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HIGHLIGHTS
• Monitoring the depth of EEG burst suppression is critical in caring for patients with certain neurological critical illnesses.
• We present an automated method for real-time segmentation of adult burst suppression ICU EEGs.
• Our method achieves expert-level automated real-time segmentation of burst suppression EEG data. . Underlining indicates consensus regions: segments with dashed underlining were marked by both reviewers as suppressions, whereas segments with solid underlining were marked by both reviewers as non-suppressions (bursts). Segments not underlined represent regions of disagreement. For example, in D there was apparently disagreement over the precise location of the border between the burst and surrounding suppression, whereas in E and F there is apparent disagreement over whether the background is "flat enough" between consensus bursts to constitute suppression. Length distributions for EEG segments on which the two manual segmentations disagreed (A, "discrepancies"), for segments agreed to belong to bursts (B), and for segments agreed to belong to suppressions (C). (A) Sensitivity analysis for the value of the forgetting factor, β, used in the adaptive variance thresholding segmentation algorithm. The solid curve denotes global performance, i.e. the percentage of data points correctly classified (relative to consensus regions of manually segmented data) over all 20 EEGs; the globally optimal forgetting factor value is marked with a solid filled circle. Dashed curves indicate classification performance vs forgetting factor value for each of the 20 individual patient records. Asterisks mark the patient-specific optimal value of β; open circles mark the performance on the same patient's EEG when the globally optimal forgetting factor is used instead. For every point on every curve we use the corresponding optimal value (for that value of β) of θ, the segmentation threshold (see Eq. Comparison of time-varying burst suppression probability (BSP) signals resulting from processing the two human vs automated EEG segmentations for each of the 20 burst suppression EEGs (x-axis) in the study. Bars show the dissimilarity, measured as root mean squared error (RMSE), between the two manual clinical expert segmentations (black bars) and between the algorithm's segmentation and each manual segmentation (gray and white bars). Tables 1 and 2 . Abbreviations: M, male; F, female; ABI, anoxic brain injury; RSE, refractory status epilepticus; ICH, intracerebral hemorrhage; prop., propofol; midaz., midazolam; phenobarb., phenobarbital.
Table 2
Inter-rater agreement statistics for electroencephalographers (1 vs 2) and between manual segmentations and automated segmentation method (1 vs A and 2 vs A). 
