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This paper contains a proof of results announced in [9] namely, if G is a 
jinite solvable group, k a jield, and V an irreducible k[q-module, then the class 
of V in the Green ring is algebraic. (Later, we will define the various unusual 
terms used in this introduction.) Aside from the intrinsic interest of this result, 
the proof given here uses a method [4] f o analysis for completely reducible 
modules of solvable groups; and this paper may be viewed as propaganda for 
that method. Therefore, results will be quoted from [2, 31 where the tools of 
the method have been described. Simply stated, the steps of analysis for the 
method are as follows. 
I. Additive Module Structure Steps. 
(1) If W is a completely reducible k[G]-module then write it as a sum of 
irreducible k[G]-modules. 
(2) If W is an irreducible k[G]-module then induce W from some primitive 
k[H]-module U for some subgroup H of G (U IG rv W). 
II. Multiplicative Module Structure Steps. 
(1) If W is a primitive k[G]-module and dim W > 1 then decompose W 
as a tensor product into tensorially indecomposable projective k[G’J-modules. 
(2) If W is a primitive tensorially indecomposable k[G&module then 
tensor induce W from some “super primitive” module U for some subgroup 
HofG(Uj@G=W). 
The idea of the proof is to follow the property of being algebraic through the 
steps of this analysis. At the end we are left with a group and module which 
we can show to be algebraic directly. 
After a preliminary section on definitions and results, we describe very 
generally induction procedures for inducing modules from a subgroup to the 
* Research partially supported by NSF grant. 
387 
0021~8693/79/040387-20pO2.0010 
Copyright 0 1979 by AcademicPress, Inc. 
.4ll rights of reproduction in any form reserved. 
388 T. R. BERGER 
whole group which includes most all known inductions as special cases (in 
particular, ordinary and tensor induction are special cases). At the end of 
Section 2 we show how all these forms of induction may be obtained from just 
tensor and ordinary induction. Section 3 contains general results on algebraic 
modules with no special restrictions either the finite group G or on the field k. 
In Section 4 we examine certain particular modules which arise in the terminal 
case of the proof of the maintheorem. Finally, in Section 5 we prove the main 
theorem. We conclude Section 5 by noting that the proof of the main theorem 
really defines a rather large class of modules for p-groups in characteristic p. 
1. DEFINITIONS AND THEOREMS 
Let G be a finite group and k a field. We now define the Green ring of k[q- 
modules. For a given k[q-module V, let V* be the isomorphism class of all 
modules isomorphic to V, and let 9 be the free abelian group on the classes 
V*. Let 9s be the subgroup generated by all relations (U @ V)* - U* - V* 
where U and V are k[G+modules. The factor group g/9$ is a commutative 
ring (denoted as a(k[q) or simply a(G)) with unity called the Green ring. If 
we denote the class of V in a(G) by {V} then we have the following relations 
in a(G). 
(1.1) Relations in a(G). For k[G$moduZes U and V, 
(a) W> + {VI = lU 0 V and 
(b) i%v) = {u @k VI. 
If VO is the l-dimensional trivial k[G+ module then {V”} is clearly a unity of 
u(G). A k[q-module V is called algebraic if there is a nonzero polynomial 
p(X) E Zp] such that p({V}) = 0. If, in addition, p(X) is manic then we say 
that V is integral. 
A rather simple result is stated below (see Theorem (3.3)). 
(1.2) THEOREM. If V is an algebraic k[G]-module then V is integral. 
Consequently, being algebraic or integral are the same. 
A module V is said to be irreducibly generated if every indecomposable 
summand of V is isomorphic to a direct summand of a tensor product 
‘% @k u, @k ... ok U, (t > 1) of irreducible modules U, (1 < i < t). Our 
major theorem will be the following one. 
(1.3) THEOREM. If k is a jieZd and G is a finite solvable group then every 
irreducibly generated k[G+moduZe is algebraic. 
SOLVABLE GROUPS AND ALGEBRAIC MODULES 389 
Since irreducible modules are irreducibly generated k[G+modules, we have 
as a corollary, the following. 
(1.4) COROLLARY. Every irreducible k[G$module is algebraic. 
Actually, as we shall see, the corollary implies the theorem (Lemma (3.9)). 
In what follows, we shall use n x V, for a positive integer II, to denote 
V @ ... @ V (n copies) and 6’” to denote V Ok ... Ok V (n copies). We take 
0 x Y to be the zero module (0) and V” to be the l-dimensional trivial k[G]- 
module. In particular, if p(X) = a,X” + a,-lXn-1 + ... + a,X + a0 is a 
polynomial with nonnegative integral coefficients then we set p(V) = 
a, x Vn @ a,-, x P-r @ ... @ a, x V @ a, x VO. Thus, if V is algebraic, 
then there is a nonzero polynomial p(X) f o some degree n > 0 with positive 
leading coefficient such that p({V}) = 0. Now p(X) = q(X) - r(X) where both 
q(X) and r(X) have nonnegative integral coefficients and n = deg q(X) > 
deg r(X). We have p({ V}) = 0 which means the same thing as 
as k[G]-modules. 
In the next section we study forms of generalized induction which will prove 
useful. 
2. INDUCED MODULES 
In this section we introduce a “most general” induction procedure for 
obtaining modules for a group from modules for a subgroup. 
Fix a field k, a finite group G, a subgroup H, and a set &’ of k[H]-modules. 
Let .F = {yl , y2 ,...,~t) b e an ordered transversal of H in G and 
To = (1, 2,..., t}. If x E G then set i” = ‘- - zx j if and only if Hy,x = Hy, so 
that x tt I is the permutation representation of G given on the cosets of H in G. 
We also set 
u,(i) = ypyT1 E H 
so that yix = tiz(i)yj and ol,: To + H is a function. 
Let Y(s) be the collection of all subsets of Y. of order s where 1 < s < t. 
An action of G on Y(s) is given by sending 
where C E Y(s) and x E G. Consider the collection Y*(s) of all pairs (g, C) 
where C E Y(s) and g: C -+ J&! is a function If we set g”(i) = g(iP) for x E G 
and Z’E Cx then (g, C) ++ (g”, CZ) d e fi nes an action of G on Y*(s). To each 
orbit 0 of G on Y*(s) we will associate a certain induced k[q-module M(s, 0) 
which we now define. 
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If M E d then denote by Myi the k[y;‘Hy,]-submodule M @IHI yi of the 
induced k[Gl-module M IG = M @&I k[q. Further, if w E M then set 
wyi = w C%HI yi E MY~ . 
In the natural ordering of TO , form the tensor product (Ok) over k for 
(g, C) E U E F*(s) as follows: 
Mb ‘3 = no g(i)yi (2.1) 
where the product is over all i E C. Sum over the orbit 0, as follows: 
Mb, 0) = c” Mk, C) 
where the sum is over all (g, C) E G. 
(2.2) 
(2.3) LEMMA. Let 1 < s < t, and suppose that 0 is a G-orbit in Y*(s). Fix 
(g, C) E U and wi Eg(i). If x E G and w = n@ wiyi (over i E C) then setting 
wx = r-p (WP,(j>)Yi (2.4) 
(where the product is over i E Cx and j is defined to be i@) defines an action of G 
on the moduZe M(s, 0) of (2.2) since w&j) E g”(i) if j = iz-l. 
The proof is a straightforward verification. We call the modules M(s, U) 
generalized induced modules. 
EXAMPLES. (1) Assume that s = 1 so that C = {i} ET(~). Then g(i) = 
ME M and g”(j) = M for both j E C” = {j} and x E G. Therefore, if 0 = 
{(g”, C=) 1 x E G}, then 
M(l, 0) = 1” Myi = M IG, 
which is the ordinary induced module. 
(2) Assume that s = t so that C = TO E F(t) = {TO>. Further, assume 
that g(i) = ME J%’ for all i E C. Then 0 = {(g, C)> is a G-orbit in Y*(t) and 
M(t, U) = n@ Myi = M ! @‘, 
a k[(;l-module called the tensor induced module. 
We next investigate tensor products (Ok) of generalized induced modules. 
(2.5) LEMMA. Assume that U and fl are respectively orbits in T*(s) and 
y*(s), and that (g, C) E 0 and (g, c) E 8. If J&’ contains all tensor products 
g(i) @ g(j) for i E C and j E c then 
M(s, 0) @ M(s, 8) 
is isomorphic to a direct sum (with possible repetitions) of modules M(f, &) where ;f 
(2, Q) E 8 then g” takes its values in the set (g(i), g(j), g(i) @ g(j) / i E C, j E c} C ~2’. 
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The tensor product of (2.1) is ordered naturally be 7; = (1, 2,..., t}. Because 
of notation, we will write tensor products out of order using the symbol @ to 
indicate that the notation suggests an incorrect ordering of tensor products. 
Observe that G acts on the set 0 x a in an obvious way. Let Q be the set of 
orbits of G in fi x 8. From (2.1) and (2.2) we know that as a k[G]-module 
M(s, q @? hqs, fi) cz C’@ (C”” M(g, , C,) @ M(g, , C,)) 
(C’ is the sum over orbits Lo* E Q andx” is the sum over (g, , C,) x (ga , C,) E 8”) 
where M(P) = C”@ M(g, , C,) @ M(gz , C,) is itself a k[G’j-module. To 
complete the proof, therefore, it is sufficient to prove that M(O*) = m x M(s’ U’) 
for appropriate m, s’ and 0’. Fix (g, , C,) x (ga , C,) E 0*. Let S be the sta- 
bilizer in G of this element, and let .9 be a transversal of S in G. Then 
where x is over x E Y, n’ is over i E C’,z and n” is over i E Car. Rearranging 
terms and noting that 
glW yi 0 gzW yi = klV) 0 gAi>) yi 
as k[y;‘Hy,]-modules, we obtain a k[G]-isomorphism: 
qa-) Y Ml(o*) 
where x is over all x E Y, n, is over i E C,” n Czx, n, is over i E C,~\C,~, 
and n3 is over i E C,z\C~z. 
Define 
I 
gdi) if iE C,\C, 
i(i) = g&) if iE C,\C, 
gdi) 0 gdi) if iEC,r\C,. 
Let C = C, u C, . If i = / C 1 then let d be the orbit of (g”, C) in Y*(S). If 
x E S then gix = gi and Ciz = Ci for i = 1, 2 so that x stabilizes (g”, C). The 
stabilizer S, of (2, C) in G contains S. In particular, there is a transversal Y0 
of S, in G contained in Y. We now have the following k[G]-isomorphisms: 
M(u*) ‘v n/r,(o*) 
= p no g”(i)Y, 
5% [S,: ;, x p jyg”(i)y, 
= [S,: S] x L&Q) 
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where C is over x E 9, JJ4 is over i E @, and x1 is over x E 9s . This completes 
the proof of the Lemma. 
Next we examine the effect of decomposing one of the modules of ~2’. 
(2.6) LEMMA. Assume that 0 E F*(s) is an orbit and (g, C) E 0. Suppose 
that g(i) N M’ @ M” ‘v M E d for some k[H]-modules M’, M” E&Y and some 
i E C. Then M(s, 0) is isomorphic to a direct sum (possibly with repetitions) of 
modules M(s, 8) where if (g”, I?) E 8 then g” takes its values in the set 
{g(j), M’, M” I j E C> g(j) ti MJ 
Again we use the symbol @ to indicate a tensor whose factors are out of 
order as written. Let S be the stabilizer in G of (g, C), and Y be a transversal 
of S in G. Let 9 be the set of all functions f defined for i E C by 
Since Myi r~ M’yi @ M”yi as a k[y;‘Hy,]-module, we obtain the following 
k[Gj-isomorphisms. 
M(s, 0) = C” (fl@g”(i)yi) 
(C over x E Y and n over i E C”) 
ec” [n’@(M’@M”)y,] 8 [n”g”(i)yi] 
(C over x E 9, n’ over i E Cz where g*(i) N M, n” over i E C” where g”(i) e M) 
(C’ over f E 9, and C, n’, n” as above) 
N C” C” (lJ@f Wyi) 
(C, C’, IJ as above). 
Note that since S stabilizes both g and C, S acts on the set g. For each 
S-orbit 9 in 9, choose fa ~9. Let S, be the stabilizer in S of fa and 9” 
a transversal of S9 in S. Form the transversals 
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of A’, in G. Let F* be the set of S-orbits in F. We have the following k[C;1- 
isomorphisms. 
M(s, U) N 2” -y (rpf”(i)yJ 
(C, C’, n as above) 
(C over x E Y, C, over SJ E F*, CZ over z E Y? , and n, over i E P) 
‘v y C” (pf9wYf). 
* 3 
(CZ over &S E F*, x3 over x E Y$ , and n over i E C”). 
Letting OS be the G-orbit of (f~ , C) in F*(S), and Ts be the stabilizer in G 
of (fS , C), it is easy to see that Ta 3 Sd . We finally obtain the following 
k[G+isomorphisms. 
N c” [Tg: S9] x M(s, C,) 
2 
(zZ as above). This completes the proof of the lemma. 
We have the following corollary. 
(2.7) COROLLARY. Suppose that Jlr CA where every module in ~4’ is k[H]- 
isomorphic to a direct sum of modules from N (possibly with repetitions). Then 
M(s, &) is isomorphic to a direct sum (possibly with repetitions) of modules M(s, ~8) 
where if (j, c?;) E 8 then jj takes its values in JV. 
We now derive a useful consequence of Lemma (2.5) and Corollary (2.7). 
(2.8) PROPOSITION. Suppose that N C A? satisjies 
(1) every module in J?’ is isomorphic to a direct sum of modules from JV, and 
(2) for any two modules U, V E JY (possibly identical), U @ V is isomorphic 
to a direct sum of modules from A”. 
Then for any 1 ,< s, s’ < t and any orbits 0, E F*(s), 0’ E F*(s)), 
M(s, 0) @ M(s’, 0’) 
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is isomorphic to a direct sum of modules M(f, 0”) where if (2, c;) E 6 then g” takes 
its values in JV. 
Let A,, be the set of modules g(i) @g’(j) where i E C, j E C’, (g, C) E 0, 
and (g’, C’) E 0’. Then M(s, 8) @I M(s’, 0’) is isomorphic to a direct sum of 
modules M(s, 8) where if (g, C) ~8 then g has values in ,&’ u .X0 by 
Lemma (2.5). Applying hypothesis (I) to J? and (2) to doI Corollary (2.7) 
implies that we may assume that g has its values in N, completing the proof. 
Remark. Lemmas (2.5) (2.6) and Corollary (2.7) are constructive in the 
sense that their proofs give explicit means by which the various summand 
modules M(f, 0”) may be determined along with their multiplicities. 
We give now a description of M(s, 0) in terms of ordinary induction and 
tensor induction. In other words, generalized induction depends only upon 
two basic types of induction. Lemma (2.5) together with the descriptions in the 
next two lemmas may be viewed as the ‘LcoYrect generalization” of the Mackey 
Tensor Product theorem to generalized induced modules. In the special case of 
ordinary induction, these lemmas reduce to the Tensor Product theorem. 
(2.9) LEMMA. Fix 1 < s < t and fi ET*(S). If (g, C) ~6 and S is the 
stabilizer in G of (g, C), then M(g, C) is a k[SJ-module and 
as k[G]-modules. 
M(s, 0) = wg, C)l” 
If x E S then g” = g and C” = C so that it is immediate from equation (2.4) 
that M(g, C) is a k[S]-module. Let Y be a transversal of S in G. Then for 
XEY, 
pact? = ML& c> @Ids1 x 
- II ’ g(i) Chf~ w 
= n @ g(i) C?Ikk2~ yi2 
(over i E C) 
(over i E C) 
(over j E Xz) 
= fl@gz(j)yj (0verjE Cz) 
= M(g”, Cz) 
as k[S%]-modules. Since M(g, C)l” = 1’0 M, EC’@ M(g=, Cz) = M(s, 0) 
(C’ is over x E 9’) as k[Gj-modules, the proof of the lemma is complete. 
(2.10) LEMMA. Assume the hypotheses of Lemma (2.9). The group S acts on 
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the elements of C with orbits VI, 97, ,..., PZm. Fix j~‘%?~, 1 < i < m. Then 
g(j) yj is u k[yTIHyj]-module and 
(n is over 1 <j < m) as k[S]-modules. 
Let 8 be an ordered transversal of yilHyi n S in S. Clearly 
is a k[yylHyj]-module. Now as k[S]-modules: 
Since g”(j) =g(j) for any x E q (recall that g” = g if x E S), and since 
vj = {jz / x E Z}, 
(fl is over i E %Yj). 
After reordering of tensors, we now have a k[S]-isomorphism (n is over 
1 <<j<m) 
‘v ‘,‘@ g(i)y, (fl is over i E C) 
1 
= M(,g, C). 
This completes the proof of the lemma. 
The preceding two lemmas show that generalized induced modules are 
obtained by combining tensor induction, tensor products, and ordinary induc- 
tion. 
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3. AUXILLIARY KESULTS 
Integral elements live in orders. We shall make repeated use of this simple 
fact in the forms given by the following easy lemma. 
(3.1) LEMMA. Let R be a commutative ring with unity. 
(I) If R is a finitely generated Z-module then every element of R is antegral. 
(2) x.f s, , s, >‘..> S, are subrings of R each containing 1, and each being a 
f?nitely generated Z-module then the ring S generated by all Si is a finitely generated 
Z-module. 
Assume that 1 = a,, a2 ,..., alL are generators for R as a Z-module. Let 
b E R and xij E Z so that ba, = ‘& xjiaj . Let M = [xji] be the matrix of coeffi- 
cients and p(X) its characteristic polynomial. We may take p(X) with positive 
leading coefficient so that it is manic. Since p(b) = 0, b is integral. 
Let (1 = ali, azi ,.,.., ali} be a set of generators for Si . Form all products 
jJi aii where 1 <ji < ni . It is straightforward to prove that these products 
generate S as a Z-module. 
In the following, we will use @ to mean Ok . We fix now a field k and a 
finite group G. 
(3.2) LEMMA. Let V be a k[G’J-module and U(V) the complete set of isomor- 
phism classes represented by indecomposable direct summands of Vn for all n > 0. 
Then the Z-module C(V) generated by F(V) in a(G) is a subring of a(G) with 
unity {VO}. 
We need only show that for {U}, {IV} E g( V) that {U @ IV} E C(V). By 
definition, there are integers n, m 3 0 such that Vn = U @ U. and 
V*” P W @ W, for modules U, and W, . Now 
vn+m= v”@v~~~(u@uo)~(w@wo) 
EU@W@X 
for a module X ‘v U, @ W @ U @ W, @ U, @ W, . Every indecomposable 
direct summand of U @ W is isomorphic to a direct summand of Vn+na by the 
Krull-Schmidt theorem. Thus {U @ W} E C(V). 
(3.3) THEOREM. If V is a k[G]-module and g(V) is as in Lemma (2.2), then V 
is algebraic if and only if 1 9?( V)j < co. Further, if V is algebraic, it is integral 
(Theorem (1.2)). 
Assume j U(V)1 < co. By Lemma (3.2) and (3.1)(l) it follows that every 
element of C(V) is integral, hence algebraic. In particular, the last part of the 
theorem follows from the first. 
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Assume that V is algebraic with minimal polynomial p(X) = q(X) - r(X) 
where deg q(X) > deg r(X) and both q(X) and Y(X) have nonnegative integral 
coefficients. 
Let +Zm be the set of all isomorphism classes of indecomposable direct sum- 
mands of Vj for 0 < j < m. We prove that %?m C V, for all m where degp(X) = 
deg q(X) = n + 1. In particular, %?% = U(V) is a finite set. 
Let {W E ~?,,l\~n . Then U is isomorphic to a direct summand of F+l. 
Now U is isomorphic to a direct summand of q(V) which, in turn, is isomorphic 
to r(V) so that, by the Krull-Schmidt theorem, U is isomorphic to a direct 
summand of V for some j with 1 <j < deg Y(X) < 71. Thus {U} E %n or 
VW1 s gn . 
By way of induction, assume that Vt C gn for t > n + 1. Let U be an 
indecomposable direct summand of V+l = V @ V. Since all indecomposable 
direct summands of V have classes in Vn , for some positive integer c > 0, 
V is isomorphic to a direct summand of 
Therefore, Vt+r, hence also U, is isomorphic to a direct summand of 
c x (V” @ ... @ V%) @ V ‘v c x (Vi @ ... @ Vn+l) which, as we have seen, 
has all classes of all indecomposable direct summands in @?%+t S %F?~ . Thus 
qt-r C V?, . We conclude that @?)ra = V?(V) is a finite set. 
Remark. It is reasonable to ask of modules: are all modules algebraic? 
The answer is no. If P is a noncyclic p-group then in characteristic p, P has 
nonalgebraic modules I/‘. In particular, if G is some group containing P and W 
is an irreducible k[G]-module such that I/ is a direct summand of W Ip then 
W is not algebraic. More specifically, the natural module W of GL(3, p) is not 
algebraic. 
On the other hand, let W be the regular k[q-module. Then W @ W ‘v 
/ G ) x W so that p({W}) = 0 where p(X) = X2 - 1 G 1 X. Pursuing this same 
line of reasoning, if U is any k[q- moue a e raicornot)then U@Wrr d 1 ( lg b 
(dim U) x W from which it is easy to see that U @ W is algebraic. 
(3.4) PROPOSITION. Assume that U and V are algebraic k[G]-modules. 
(1) Any direct summand of U is algebraic. 
(2) U @ V is algebraic. 
(3) U @ V is algebraic. 
Any direct summand of U has its isomorphism class in C(U), all of whose 
elements are algebraic by Lemma (3.1)(l). The ring R generated by C(U) 
and C(V) is a finitely generated Z-module by Lemma (3.1)(2) so that by 
Lemma (3.1)( 1) both {U @ V} and {U @ V} lie in R and are algebraic. 
We turn now to the various forms of induction. 
481/57/2-9 
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(3.5) THEOREM. If ~8%‘~ is a jinite set of algebraic k[H]-modules for a subgroup 
H of G, then every generalized induced k[Gj-module induced from H for A,, is 
algebraic. In particular, if V E J%‘, then V jc and V /@o are algebraic. 
Working first in a(H), f orm the rings C(V), V E A,, . Since each such ring is a 
finitely generated Z-module, by Theorem (3.3), it follows from Lemma (3.1)(2) 
that the ring R generated by all of these C(V), V E J%‘,, , is a finitely generated 
Z-module. Thus there is a set N of modules V, ,..., V, such that the Z-module 
on {V,}, 1 <i<n, is R. Form the set ,,&“=&‘,uM. Thus, if U, VE.,&‘, 
then U and U @ V are isomorphic to direct sums of modules from JV since 
JV “generates” R and (U @ V} E R. 
Using J%+’ as our basis set and letting V” be the trivial k[G]-module form 
now the set of classes % in a(G) consisting of {V”} and all generalized induced 
module classes {M(s, 0)} for all orbits 0 in Y*(s) and all integers s where 
1 < s < [G : H]. Let R, be the Z-module in a(G) generated by g. To prove 
that R, is a ring, it suffices to prove that if {A}, {B} E %Y then A @ B is isomorphic 
to a direct sum of modules C where {C> E %‘. Clearly, we may assume that 
neither A nor B is isomorphic to V”. Thus A ‘v M(s, 0) and B rv M(s, 6) for 
some choices of s, 0 and S, 8. 
The hypotheses of Proposition (2.8) hold so that M(s, 0) @ M(?, 8) is iso- 
morphic to a direct sum of modules whose classes again lie in V, since %? is a 
finite set, and since every generalized module belonging to do has its class in 
R1 > 9, by Lemma (3.1)(l), all such modules are algebraic. 
Having handled induction, we turn now to restriction. 
(3.6) THEOREM. Let G be a finite group, H a subgroup, k a jield, and F 2 k 
an extension field of k. 
(1) If V is an algebraic k[G]-module then V I,, is an algebraic k[H]-module. 
(2) If V is a k[G]-module then V is algebraic if and only ;f V Ok F is 
algebraic. 
Assume that p(X) = q(X) - r(X) is a nonzero polynomial such that 
deg q(X) > deg r(X), q(X) and r(X) have nonnegative integral coefficients, 
and p({V)) = 0 in a(k[G’j). Then q(V) N r(V) so that q(V ltl) E r(V jH) and 
so that q(v@,F)~r(v@,F) h w ere this latter isomorphism follows easily 
from the fact that (V Ok V) Ok F N (V Q F) OF (V Ok F) as F[Gj-modules 
(hence q(V) Ok F ‘v q( V Ok F)). We conclude that p((V IH}) = 0 in a(k[H]) 
and p({V Ok F}) = 0 in a(F[G]). This proves (1) and half of (2). 
To complete the proof of (2), we will need the following theorem. 
(3.7) THEOREM [5(29.1 I)]. Let U and W be A-modules where A is a k-algebra, 
and let F be an extension jield of k. If U Q F E W Ok F as modules for the 
algebra A Ok F then U N_ Was A-modules. 
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We shall apply this result to the algebra A = k[Gj so that A Ok F %F[G’j. 
Change the role of the polynomial p(X) = Q(X) - r(X), so that now we assume 
p({V Ok F}) = 0 in a(F[G]). That is, we are assuming that V Ok F is algebraic. 
Define the k[G’j-modules U = q(V) and W = r(V). Since n(V) QF ‘u 
q(V Ok F) as F[G]-modules (a fact which we have already observed and used 
above) we conclude that U Ok F N W Ok F as F[G]-modules. By Theo- 
rem (3.7), Q(V) = U Y W = r(V) as k[G]-modules. Therefore p((V)) = 0 in 
a(k[Gj), completing the proof of the theorem. 
(3.8) COROLLARY. 1f k is a field and G a Jinite group then all irreducibly 
generated k[q-modules are algebraic if and only if all irreducibly generated 
F[G]-modules are algebraic where F is an algebraic closure of k. 
Assume that I’ is an irreducible k[G]- mo u e which is algebraic. Then by d 1 
Theorem (3.6) and Proposition (3.4) any indecomposable (hence irreducible) 
direct summand of V Ok F is algebraic. 
Let K C F be a finite extension of k which is a splitting field for G. If V is 
an irreducible F[G]-module then V E I’,, Ok F for some irreducible K[G]- 
module V, . But now V,, is a sum of at most [K : k] irreducible k[G]-modules. 
Thus, if V is algebraic, then any indecomposable (hence irreducible) summand 
of V, as a k[G]-module is algebraic by Theorem (3.6) and Proposition (3.4). 
These observations, with the following lemma, prove the corollary. 
(3.9) LEMMA. If k is afield and G a$nite group, then all irreducibly generated 
k[(;l-modules are algebraic if and only if all irreducible k[G]-modules are algebraic. 
One direction is trivial, and the other follows immediately from Theorem (3.3) 
and Lemma (3.1). 
Remarks. (1) This lemma also shows that Theorem (I .3) and Corollary (1.4) 
are equivalent. 
(2) Corollary (3.8) allows us to assume that k is algebraically closed in 
proving Theorem (1.3). 
At this point we may state the following result, which shows that being 
algebraic is, properly speaking, a property belonging to p-groups over fields 
of characteristic p. 
(3.10) THEOREM. If V is an indecomposable k[G’j-module for a field k and 
a finite group G, if D is a vertex for V, and if U is a k[D]-module which is a source 
for V, then V is algebraic if and only if U is algebraic. 
Note that V is a direct summand of U IG, as also is U of V ID . Hence this 
theorem follows from Theorems (3.6)(l), (3.5) and Proposition (3.4). 
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(3.11) PROPOSITION If k is a$eld and G afinite group such that char k r / G / 
then all k[G]-modules are algebraic. 
By Maschke’s theorem, all modules are completely reducible so it suffices 
to prove that irreducibles are algebraic. For an irreducible V, V is isomorphic 
to a direct summand of U lG where U is the l-dimensional module of the trivial 
group 1 < G. Now p((U}) = 0 in a(k[l]) where p(X) = X - 1. The result 
follows from Theorem (3.5) and Proposition (3.4). 
4. SOME PARTICULAR MODULES 
For this section, we assume that k is an algebraically closed field of charac- 
teristic p > 0 and that P is a p-group. 
(4.1) PROPOSITION. If P is a cyclicp-group, then a(k[P]) is a$nitely generated 
Z-module. In particular, every k[P]-module V is algebraic. 
If V is an indecomposable k[P]- mo u e d 1 and P = (x), then for some basis 
of V, x acts via an 71 x n Jordan block matrix with eigenvalue 1 where n < 1 P I. 
Thus there are at most / P / indecomposable modules (whose isomorphism 
classes, of course, generate a(k[P]) as a Z-module). 
(4.2) THEOREM. If G is a finite group with cyclic Sylow p-subgroup and k is 
a field of characteristic p, then every k[C+module V is algebraic. 
This is an immediate consequence of Proposition (4.1) and Theorem (3.10). 
We now restrict ourselves even further, to the case where p = 2 and P is a 
quaternion group. We shall now need a result of Dade [6] about extensions of 
extra special odd q-groups by quaternion groups. His results involve certain 
particular modules of quaternion groups. For our purposes, it is not necessary 
to know what these modules are, but rather, only to know certain facts about 
them. 
(4.3) THEOREM. Let P be a quaternion group of order 2t+‘. Assume that P 
operates on an extraspecial r-group R of exponent Y > 2 such that [P, Z(R)] = 1 
and [Z(P), R] = R. Let k be an algebraically closed Jield of characteristic 2, 
and V a faithful irreducible k[PR]-module for the semidirect product PR. Then 
VIprvW@nxU (4.4) 
where U is the regular k[P]-module, n 3 0, and W is either the l-dimensional 
trivial k[P]-module, or W is isomorphic to one of at most seven other indecomposable 
k[P]-modules independent of R. 
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The decomposition (4.4) is easy to prove and appears in [6(4.3)]. In [6(4.5)] 
Dade shows that the module W must satisfy one of two properties. In [6(3.20)] 
he classifies all indecomposable modules with these properties. 
(4.5) D EFINITION. If P is a quaternion group of order 2t+1 and k is an 
algebraically closed field of characteristic 2, then we shall call an isomorphism 
class {W} of an indecomposable k[P]- module W good if W is l-dimensional 
trivial, regular, or there exists an extra special r-group R (for some prime r f p) 
and a k[PR]-module I’ as in Theorem (4.3) such that W is given by (4.4). 
Theorem (4.3) tells us that there are at most nine good classes. If {W} is good 
and W is trivial then p({W}) = 0 for p(X) = X - 1. If {IV) is good and IV is 
regular, then p({W}) = 0 for p(X) = X2 - 2’+rX. We now argue that all good 
classes are algebraic. 
(4.6) THEOREM. If {W) is a pood class as in Dejinition (4.5) then W is an 
algebraic module. 
By our discussion preceeding the theorem, we may assume that there is an 
extra special r-group R and a k[PR]-module V as in Theorem (4.3) such that 
W is given by (4.4). We fix the prime r. We form the set A of classes of all 
indecomposable k[P]-modules W, such that WI is trivial, WI is regular, or 
there is an extra special r-group R, and a k[PR,]-module V, such that W, is 
isomorphic to the “W” of (4.4) in I’, jp . In particular, {W} E M and / A’ j < 9. 
Let C be the Z-submodule of a(k[P]) g enerated by A!. To prove that C is 
a ring, it suffices to prove that if (X2 E A, i = 1, 2, then {X, @ X,} E C. If X1 
is trivial then X, @ X, E X, . If Xr is regular then X, @ AX2 ‘V (dim Xa) x Xr . 
In particular, we may assume that for i = 1, 2 there exists an extra special 
r-group Ri and a k[PR,]-module Vi as in Theorem (4.3) so that /Yi is given 
as “W” of (4.4) in I/i lp . Form the direct product PR, x PR, and identify P* 
as {(x, x) j x E P} < P x P. In this way we have a group P*(R, x R2). Since 
V, may be viewed as a k[PR, x PRJ-module trivial for I x PR, (and similarly 
for V,), VI @ V, is a k[P*(R, x R,)]-module. 
From the properties of extra special groups and modular representations we 
know that Vi lR. is irreducible and that Z(Ri) acts upon Vi as scalar multiplica- 
tion via a character Ai . Thus (x, y) E Z(R,) x Z(R,) acts upon I’r @ V? as the 
scalar A,(x) h,(y). So the kernel of P”(R, x R,) on V, @ V, is Z = 
{(x,y) E Z(R,) x Z(R,) / h,(x) X,(y) = 1). Now P*(R, x R,)/Z N PR, where 
R, ‘v Rr Y R, is an extra special r-group. In fact, V, @ V, is a module which 
satisfies Theorem (4.3) for PR, . Th us, if Vi Ip Y Xi @ llzi x C’ where C’ is 
the regular module, then by Theorem (4.3), 
v, 0 v, lp* CT+ (X, 0 q x U) 0 (X, 0 m, x U) 
Y X, @ X, @ (m, dim X, + m4 dim X1 + mrm,) x U 
=w*etxu 
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where (I%‘*} E &‘. Since U is indecomposable, by the Krull-Schmidt theorem, 
x,@x,!xw*@t’x u 
for some integer t’. Since {W*}, {U} E J&Y, {X, @ X,} E C. Now that C is a ring, 
it follows from Lemma (3.1) that {W} is algebraic. The proof of the theorem 
is complete. 
(4.7) THEOREM. Assume the hypothesis of Theorem (4.3). Then V is an 
algebraic module. 
Note that by Theorem (4.6) W of (4.4) is an algebraic module. Now W is 
clearly a source on P for V. Further, it is easy to see that P is a vertex for V. 
Thus by Theorem (3.10) V is algebraic. 
5. IRREDUCIBLE MODULES OF SOLVABLE GROUPS 
In this section we combine our various results to prove the following 
(Corollary (1.4)). 
(5.1) THEOREM. Assume that k is a Jield and G is a finite solvable group. 
If V is an irreducible k[G]-module then V is algebraic. 
We prove the theorem in a sequence of steps. Assume the theorem is false. 
From among all triples k, G, V satisfying the hypotheses of the theorem, choose 
a triple to minimize dim V. 
Step 1. k is a splitting field for V. We may assume that k is algebraically 
closed. 
Let F be an algebraic closure of k. Then since V is an irreducible k[Gj- 
module, P= V&F= V,@...@V, where each Vi is an irreducible 
F[G]-module. If t > 1 then each Vi is algebraic since dim, Vi < dim, V. 
Thus, if t > 1, then p is algebraic by Lemma (3.4)(2). 
Now assume that P is algebraic. By Theorem (3.6)(2), V is algebraic, com- 
pleting Step 1. Henceforth, k is assumed to be algebraically closed. 
Step 2. V is a primitive k[G]-module. 
Assume that V is not primitive. Then there is a proper subgroup H of G 
and an irreducible k[H]-module U such that U IG ‘v V. Since V is irreducible, 
U is also. Since dim U < dim V, U is an algebraic k[H]-module. By Theo- 
rem (3.5), U lG ‘v V is algebraic, completing Step 2. 
Step 3. We may assume that V is faithful. Further, dim V > 1. 
The first part is obvious. Assume that dim V = 1. Then there is a linear 
k-character /\ of G such that if v E V and x E G then vx = vh(x). If X has order 12 
then Vn ‘v V” so that p((V}) = 0 with p(X) = Xn - 1. Therefore, dim V > 1. 
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Step 4. F(G) = R Y Z(G) w h ere Z(G) is cyclic, and R is a normal extra 
special r-group for which Z(R) < Z(G), R/Z(R) is a G-chief factor, and I’ 1s is 
irreducible. 
Since C,@‘(G)) <F(G), k is algebraically closed, and I/ is faithful and 
irreducible, it must be that F(G) is nonabelian. Choose a prime r and an r-sub- 
group R of F(G) minimal such that R is normal in G and R is nonabelian. Let 
A be a characteristic abelian subgroup of R so that A is normal in G. Thus, 
primitivity of T/ and Clifford’s theorem forces A to be cyclic and in Z(G). By 
a theorem of P. Hall [7(5.4.9)], R is of symplectic type. In fact, since A < Z(R), 
and G is solvable, we conclude [1(2.6)] that R is a normal extra special subgroup 
of G with Z(R) < Z(G). Since any proper subgroup of R, which is normal in G, 
must be abelian, R/Z(R) is a chief factor of G. 
Since Z(R) < Z(G), and V is primitive, there is a linear character A # 1 of 
Z(R) such that if v E V and x E Z(R) th en uux = VA(X). Let U be an irreducible 
k[R]-module such that if u E U and x E Z(R) then 11x = uX(x). The module U 
is uniquely determined up to isomorphism by X. In particular, U is a G-stable 
k[R]-module. By a theorem of Clifford [5(51.7)] there is a projective k[q- 
module X with factor set 01 such that X/s = U. Further, we may choose 01 
so that its values lie in a finite group in the roots of unity of k [5(53.7)]. Form 
the extension 
associated with the factor set LII. Now, since o! is trivial on R, we may identify R 
as a subgroup normal in G* with Rm = R in G. Then V is an irreducible 
k[G*]-module, V IR is a multiple of U, and X is an extension of U to G*. By 
a theorem of Clifford 
where Y is an irreducible module inflated from G*/R. 
Assume that dim Y > 1. Since I’ is an irreducible k[G*]-module, so are 
both X and Y. Now dim X, dim Y < dim V so that both X and Y are algebraic 
k[G*]-modules. By Proposition (3.4)(3), V E X @ Y is an algebraic k[G*]- 
(hence also k[q-) module. We conclude that dim Y = 1 or that I’ 1s is irre- 
ducible. 
Now [7(5.4.6)] F(G) = R . C&R) and C&R) n R = Z(R) so that 
C,(,)(R) centralizes the action of R on the irreducible module V. Thus C,&R) 
acts via elements of Hom,t,l( V, V) = k on V so that C,(,)(R) = Z(G) com- 
pleting the proof of Step 4. 
Step 5. k has characteristic p > 0 for a prime p # r such that p 1 [G : F(G)]. 
By Proposition (3.11) we know that p j 1 G 1. S ince V is faithful and irreducible, 
we know that p 7 / F(G)l. 
Step 6. If P is a Sylow p-subgroup of G then we may assume that G = PR. 
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Since V IR is irreducible, U = V IPR is irreducible. Now V is relatively 
projective from any subgroup containing P [5(65.4), (65.1 I), (65.12)] so that I/ 
is isomorphic to a direct summand of V lPR IG ‘v U IG. If U is an algebraic 
k[PR]-module, then by Theorem (3.5) U IG is an algebraic k[G]-module. By 
Proposition (3.4)(l), we conclude that V is algebraic. Therefore, we may assume 
that Ii = V and G = PR. 
Step 7. P is cyclic or p = 2 and P is quaternion. 
Now we must invoke results from the method outlined in the introduction. 
Since all the terms used here, along with results, are inherent in the method of 
analysis, we will not go to the length of defining all terms and stating all results. 
But rather, we will cite appropriate references. 
The GF(r) = K-space R = R/Z(R) is endowed with a nonsingular symplectic 
form g induced by the commutator map on R. Further, R is an irreducible 
K[P]-module where P fixes the form g. There is a subgroup P, of P and a form 
primitive K[P,,]-module R, .< R such that R, form induces R [3(7.3)]. By 
[3(7.8)] R, is a minimal K[P,,]-module [3(7.4)]. Set P,, = Po/Cpo(fT,). Now RI 
satisfies the hypotheses [2(3.1)] as a K[P,]-module with A = P, , LV -= 1, and 
V = WI . Now [2(3.20)] g’ Ives the complete structure of R, and PO . We shall 
not need all of this. All we need know is that since P,, is a p-group, P,, is cyclic 
or p = 2 and PO is quaternion. (This requires [2(4.6)] when examining [2(2.4)].) 
If we can show that R, = R, then P,, = P since Cp(R) = 1, which will complete 
this step. 
Let R, be the inverse image in R of ii, . Then with H = P,,R, G satisfies 
the hypothesis [3(5.1)]. Recall that X is a linear character of Z(R) such that if 
ZJ E V and x E G then ox = VA(X). There is a unique (up to isomorphism) 
k[P,,R,]-module VA such that (1) if u E V,, and x E Z(R) = Z(R,) then Z’X = uX(x), 
(2) VA IL, is irreducible, (3) if x E P,, then x induces a transformation of VA 
with determinant 1 [3(5.14)]. By Theorem (5.18) of [3] there is a projective 
extension Vf of V,, to P,R such that V* Y Vf IEpR is an ordinary irreducible 
k[PR]-module with V* IR irreducible. Further, by Corollary (5.19) of [3], 
V ‘v V* @ X where X is a k[PR]-module trivial on R. Since V lR is irreducible, 
dimX= 1. 
If P,, < P then dim VA < dim V, so that VA is algebraic. Set R* = C,(R,) 
so that P, acts upon R, x R*. Let M = {(x, y) 1 X, y E Z(R), xy = l} so that 
P,,R ‘v P,,(R, x R*)/M. The extension V,* is recalled by viewing VA as an 
ordinary representation of P,(R, x R*) with R* in its kernel and then viewing 
this projectively on P&R, x R*)/M [3(5.3), (5.5)]. If /3 is the factor set of V,* 
and 
the extension afforded by /3 then H* N P,(R, x R*). In particular, VT is 
algebraic. By Theorem (3.5), V* = V,* lBpR is algebraic. Trivially, X is 
algebraic. 
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By Proposition (3.4) we conclude that I/ F VT IBpR @ X is algebraic. We 
conclude that PO = P, completing this step. 
Step 8. The theorem is valid. 
Since char k = p and V is irreducible, P n F(G) = 1. By Step 6, G = PR 
so thatF(G) = R, and R/Z(R) is a faithful irreducible K[P]-module. By Step 7, 
P is cyclic or p = 2 and P is quaternion. By Theorem (4.2), if P is cyclic then 
I/ is algebraic. Now p = 2 and P must be quaternion. But now V is algebraic 
by Theorem (4.7), completing Step 8 and the proof of the theorem. 
(5.2) DEFINITION. Let P be a p-group and k an algebraically closed field 
of characteristic p. Let P* be a subgroup of P. Fix an integer t > 1 and sections 
Pi/pi , 1 < i < t, (possibly with repeats) of P* such that either Pi/I’, is cyclic 
or p = 2 and P,/p< is cyclic or quaternion. Let Wi be an indecomposable 
k[P,/pJ-module where we make the additional restriction that {Wi} is good 
(as in Definition (4.5)) if p = 2 and Pi/pi is quaternion. Let 
(5.3) 
Let P,, be a p-group and form the set Y(P,,) of isomorphism classes {W} of 
k[P,,]-modules W such that W is isomorphic to an indecomposable direct 
summand of V lp, for some integer t and some p-groups Pi, pi , 1 < i < t, 
P”, and P 3 P,, as above described. 
From Steps 2-8 in the proof of Theorem (5.1) we obtain the following. 
(5.3) THEOREM. Let PO be a p-group and k an algebraically closed field of 
characteristic p. Let i(k[P,]) be th e subring of a(k[P,,]) generated by Y(PO). 
(1) For every k[P,]-module W such that { W} E i(k[P,]), W is algebraic. 
(2) If G is a jinite solvable group, V an irreducible k[GJ-module, PO < G, 
and W a direct summand of V lpO then {W} E i(k[P,,]). 
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