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We evaluate a number of systematic effects that are important for an experimental microwave
measurement of the n=2 S-to-P intervals in atomic hydrogen. The analysis is important for both
re-evaluating the best existing measurement [Lundeen and Pipkin, PRL 46, 232 (1981)] of the
2S1/2-to-2P1/2 Lamb shift, and for a new measurement that is ongoing in our laboratory. This work
is part of a larger program to understand the several-standard-deviation discrepancies between
various methods for determining the proton charge radius.
PACS numbers: \pacs{32.70.Jz,06.20.Jr}
I. INTRODUCTION
The hydrogen Lamb-shift measurement has become
important since it can, when compared to very precise
theory [1], determine the charge radius of the proton.
More precise determinations of this radius have now been
performed using muonic hydrogen [2, 3], but there is a
large discrepancy between measurements made using or-
dinary hydrogen and muonic hydrogen. This discrepancy
has become known as the proton size puzzle [4–6].
In this work, we evaluate possible systematic effects
for a microwave separated-oscillatory-fields (SOF) preci-
sion measurement of the atomic hydrogen 2S1/2-to-2P1/2
Lamb shift. This interval was measured by Lundeen and
Pipkin [7] in 1981, and is currently being remeasured by
our group, with an aim to help resolve the proton size
puzzle. We take advantage of the advances in compu-
tational power that have become available over the past
decades to re-evaluate the measurement of Lundeen and
Pipkin, and explore the implications for the proton size
puzzle.
In particular, modern computers allow for a full model-
ing of the microwave fields based on the field-plate geom-
etry. Additionally, modeling the time development of the
density matrix from the time at which the atom is created
to the time of detection is now possible. The density-
matrix calculations still require very intensive computa-
tions, and we employ the SHARCNET computer cluster.
Of particular interest for this re-evaluation is the pos-
sible effect of quantum-mechanical interference. This ef-
fect requires a full density-matrix modeling, and would
not have been included in the Schro¨dinger equation mod-
eling of Refs. [7] and [8]. Such interference effects have
been investigated by the present authors [9–15] and by
others [16–26]. These investigations indicate that inter-
ference with a neighboring resonance, even if it is very
distant, can lead to significant shifts for precision mea-
surements.
Also, we re-evaluate the AC Stark shifts and other
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possible systematic effects using our modeling of the mi-
crowave fields. Only small corrections are found relative
to the analysis of Refs. [7] and [8].
Finally, we investigate the effect of a possible variation
of microwave field strength as the microwave frequency
is tuned across the resonance. We find that a correct and
complete analysis gives a smaller shift than predicted by
Refs. [7] and [8], and that this has a direct impact on the
determination of the Lamb-shift interval.
II. MICROWAVE FIELD PROFILE
The microwave fields used for the separated-
oscillatory-field measurement of Ref. [7], employed bal-
anced transmission lines, as described further in Ref. [8].
In 1981, it was not computationally possible to sim-
ulate the full three-dimensional, time-dependent fields,
and therefore a simple two-dimensional, DC model was
used to estimate the fields. We have simulated the fields
using the EMPIRE [27] software package. This field sim-
ulation gives the full three-dimensional field profile, as
well as its frequency dependence. Fortunately, the actual
apparatus used to measure the Lamb shift has survived,
as it was rescued from Harvard University by Stephen
Lundeen in the early 1990’s, and was passed on to our
group several years ago when we began our Lamb-shift
measurement. Thus, our field simulations are based on
measurements of the actual plates that were used in the
1981 measurement.
That measurement used a total of 8 configurations, for
which the beam speed and separation between the two
SOF fields (between the two sets of field plates) were var-
ied. We have simulated fields for all 8 configurations. A
comparison of the fields used in the analysis by Refs. [7]
and [8] and our simulations for configuration 1 is shown
in Fig. 1. The profile shown is for 910 MHz, and one
of the concerns we had was that this profile might vary
with frequency. The simulations, however, show that the
profile varies at only the 0.1% level over frequencies rang-
ing between 780 and 1040 MHz. The actual frequency-
dependent profiles are used for our density-matrix com-
putations, but the effect of the frequency dependence on
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III. DENSITY-MATRIX CALCULATIONS
For this work, we perform density-matrix calculations
including all of the n=1 and n=2 states. These include
the 1S1/2(f=0 and f=1), 2S1/2(f=0, 1), 2P1/2(f=0, 1),
and 2P3/2(f=1, 2) states, and all mf sublevels, for a total
of 20 states. Here, f is the quantum number associated
with the total angular momentum for the hydrogen atom,
and mf is the projection of this angular momentum along
the quantization axis. In a previous work, we extended
the states to include higher n [15] and explored effects due
to these higher-n states, but here we restrict ourselves to
just the n=1 and n=2 states. In total, the density matrix
ρ has 400 elements, with the 20 diagonal elements giv-
ing the populations, and the 380 off-diagonal elements
giving correlations. The correlations between n=1 and
n=2 populations can safely be ignored because the large
energy difference between n=1 and n=2 leads to fast os-
cillations of these elements, and the oscillations cause a
cancellation when averaged over physical processes that
occur over time scales which include thousands or mil-
lions of these oscillations.
The density-matrix equations follow the pattern given
in Ref. [15], and include terms due to energy differences
ρ˙ba =
i(Ea − Eb)
~
ρba, (1)
terms due to the microwave electric field
ρ˙aa = i
〈a|e ~E(t)·~r |b〉∗
~
ρab − i 〈a|e
~E(t)·~r |b〉
~
ρba,
(2a)
ρ˙ba = i
〈a|e ~E(t)·~r |b〉∗
~
(ρbb − ρaa), (2b)
and terms for radiative decay of populations and corre-
lations
ρ˙aa = γdaρdd, (3a)
ρ˙dd = −γdaρdd, (3b)
ρ˙cd = −γda + γcb
2
ρcd. (3c)
For Eq. (3), it is assumed that states a and b are lower in
energy than states c and d (to allow for radiative decay),
and that γij are the decay rates from state i to state j.
All nonzero terms of the form of Eqs. (1), (2), and (3) are
included in the equations. Additional terms [28] are also
included to account for quantum-mechanical interference
between radiative decays.
For the current work, we do not use the rotating-frame
approximation, but simply integrate the time-dependent
density-matrix equations directly over the 400-ns time
period that it takes the atoms to traverse the experi-
mental apparatus (from the point where the atoms are
created by charge exchange to the point of detection).
The 400 ns includes a 35-ns-long preparation field at a
frequency of 1110 MHz (which depletes the 2S1/2(f=1)
population), the two 10-ns-long fields that form the SOF
fields (see, e.g., Fig. 1), and a 10-ns-long field at 910 MHz
which quenches the 2S1/2(f=0) population by driving it
to the quickly-decaying 2P1/2 state. These time intervals
are reduced by a factor of
√
2 when the beam energy is
increased from 50 keV to 100 keV. The amplitudes used
for the three microwave field regions are 26, 11.4, and
11 V/cm, respectively. The radiative decay (Lyman-α
fluorescence) is monitored during the quenching field,
and this decay is the signal calculated by the density-
matrix equations. This signal is calculated for the case
when the two SOF fields are in phase, and when they are
180 degrees out of phase. The signals are also averaged
over all relative phases between each quench region and
the SOF fields. The difference between the in-phase and
180-degree-out-of-phase signals produces the SOF inter-
ference signal that is used to measure the line center. The
average of these two signals (which is referred to as Q¯) is
also calculated.
IV. QUANTUM-MECHANICAL
INTERFERENCE
The effect of quantum-mechanical interference is in-
cluded in the calculation by using the full density-matrix
equations, including all terms [28] that account for in-
terference between radiative-decay paths. These addi-
tional terms have led to significant shifts in a number of
investigations [9–26] of quantum-interference effects on
precision measurements. The effect of this quantum in-
terference cannot be accounted for using an integration
of the time-dependent Schro¨dinger equation, and there-
fore could not be invesigated by the analysis of Refs. [7]
and [8].
We have intentionally included the 2P3/2 states in our
analysis, even though the 2S1/2-to-2P3/2 transition is
9 GHz out of resonance with our microwave fields. An
analysis [11] of a similar SOF measurement in the 23P
states of helium showed that quantum-mechanical shifts
can be caused by even very far off-resonant transitions.
Here, however, we see no quantum-interference shifts.
That is, we observe identical line centers with or with-
out the inclusion of the interference terms in the these
density-matrix equations. We note that our earlier work
[15] did show interference effects when higher-n states are
included, but these shifts were due to a processes that in-
volved interferences between, for example, 2S-to-2P tran-
sitions and 3S-to-3P transitions, and resulted from the
fact that these two n=3 states can radiatively decay down
to the two n=2 states.
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FIG. 1. (Color online) The microwave field profile for configuration 1 of Ref. [8] (for the case where the two SOF fields
are in phase). The dashed lines shows the field profile assumed in that work (which we have recalculated according to their
prescription), and our simulated fields are shown by the solid lines. The field profiles shown are for a trajectory that is
2 mm above the beam axis. The larger quantity graphed (in red) is the vertical field component. The smaller quantity is the
component of the field parallel to the atomic beam. The field profiles shown are for 910 MHz, but there is little variation in
the profiles as a function of frequency.
V. CALCULATED SHIFTS
We have used the density-matrix equations, along with
our simulated microwave fields, to calculate the line-
shapes for each of the 8 configurations used in the Lun-
deen and Pipkin measurement. We have performed the
simulation at the same set of frequencies as were used
in the measurements, and have determined the line cen-
ter in the same manner as was used in the experiment.
The shifts that we observe in our simulations are sepa-
rated into four categories. We first calculate the shifts
that occur for atoms that are traveling along the central
axis of the experiment, while also making the simplify-
ing assumption that the 2S1/2(f=1) states have no ini-
tial population. The shifts that we obtain are shown in
row 2 of Table I, and are compared to the similar shifts
obtained in Ref. [8]. We find some small differences (of
between 1 and 9 kHz) between our and their analysis for
the 8 configurations. However, the weighted average dif-
ference, using the weights shown in row 1 of the table
(which are the weights used in Ref. [8]), differs by only -
2.6 kHz, only marginally larger than the uncertainty that
they assigned to this systematic effect.
The corrections for the fact that some atoms are dis-
placed from the central axis of the beam line as they
pass through the SOF fields has also been calculated us-
ing the full density-matrix method. The off-axis trajec-
tories could be important, since, as shown in Fig. 1, they
(unlike the on-axis trajectories) have components of the
microwave electric field along the direction of the beam
axis. As predicted in Ref. [8]), the correction depends
quadratically on how far the atoms are away from the
central axis, and using their estimate that the rms dis-
tance is 1.265 mm, we obtain the corrections shown in
row 5 of Table I. These agree within the stated uncer-
tainties with the similar corrections in Ref. [8], and, as
shown in the table, the weighted average of our correc-
tions and theirs differs by only -1.4 kHz.
Similarly, the corrections due to the inclusion of initial
populations in the f=1 states leads to shifts (row 8) that
are in reasonable agreement with Ref. [8]. The differ-
ence in the weighted average for this additional effect is
completely negligible at only -0.2 kHz.
The final correction that we calculate is that due
to a possible variation of microwave power as the
microwave frequency is tuned across the resonance.
The measured value for this field slope in Ref. [8] is
−0.11(12)%/100 MHz. Our calculations for this effect
are shown in row 11 of the table. Although our cor-
rections agree to within the stated uncertainties for this
effect calculated in Ref. [8] (shown in row 12), our cor-
rections are systematically smaller by about a factor of
three. The agreement between our corrections and theirs
is due only to the large (more than 100%) uncertainty in
their measured field slope.
In row 14, we show the total of all four effects discussed.
These are compared to the similar totals from Ref. [8] in
row 15. The corrections agree to within the uncertain-
ties given in the original work, and the weighted average
of our total correction agrees with theirs to better than
1 kHz. The final line centers for each configuration (using
our corrections) is shown in row 17 of the table. The re-
sults for the 8 configurations are not in good agreement,
with a standard deviation of 18 kHz, which is much larger
than the uncertainties for most of the configurations.
VI. ADDITIONAL FIELD SLOPE
Lundeen and Pipkin resolved the discrepancies be-
tween the centers for different configurations by noting
that there were three lines of evidence that pointed to a
larger than expected field slope, with an additional slope
of b=+0.5(2)%/100 MHz (over and above the field slope
directly measured). Based on these three lines of evi-
dence, they add an ad hoc correction to their line centers
based on b.
The first, and most statistically significant, evidence
for the existence of an additional field slope b came from
4TABLE I. A comparison of shifts predicted in this work to those found in Table 10 of Ref. [8] for the 2S1/2(f=0)-to-2P1/2(f=1)
interval in atomic hydrogen. The shifts are in kHz, with uncertainties in the last digits in parentheses. Shifts are calculated
for all 8 configurations used in Ref. [8], and weighted averages for the 8 configurations are also calculated.
row systematic effect cfg.1 cfg.2 cfg.3 cfg.4 cfg.5 cfg.6 cfg.7 cfg.8 wt. avg.
1 weight assigned by [8] 0.069 0.090 0.218 0.090 0.033 0.2955 0.182 0.0225
2 f=0 only; level power; on-axis 38.6 27.0 26.0 22.0 18.4 25.1 20.3 18.1 24.9
3 cf. Table 10 row 2) [8] 38(4) 36(2) 30(3) 24(3) 21(3) 27(2) 21(2) 19(2) 27.5(2.5)
4 difference 0.6 -9.0 -4.0 -2.0 -2.6 -1.9 -0.7 -0.9 -2.6
5 additional off-axis shift 6.2 5.2 5.2 3.9 3.6 4.1 3.7 2.9 4.4
6 cf. Table 10 row 6) [8] 6(4) 3(2) 3(2) 3(2) 3(2) 3(2) 2(1) 2(1) 3.0(1.9)
7 difference 0.2 2.2 2.2 0.9 0.6 1.1 1.7 0.9 1.4
8 additional f=1 shift 0.1 0.0 0.0 0.0 0.0 0.1 -0.3 0.1 0.0
9 cf. Table 10 row 4) [8] 4(1) 2(1) 0(0) 0(0) 0(0) -1(0) 0(0) 0(0) 0.2(0.2)
10 difference -3.9 -2.0 0.0 0.0 0.0 1.1 -0.3 0.1 -0.2
11 −0.11%/100 MHz field slope -2.3 -0.8 -0.3 -0.2 -0.1 -0.2 0.0 -0.2 -0.4
12 cf. Table 10 row 7) [8] -6(6) -4(2) -1(1) -1(1) 0(0) 1(1) 0(0) 0(0) -0.8(1.2)
13 difference 3.7 3.2 0.7 0.8 -0.1 -1.2 0.0 -0.2 0.4
14 total corrections (this work) 45.0 32.2 31.2 25.9 22.0 29.2 23.8 21.0 29.3
15 total (row 2), 6), 4), 7) [8]) 42(8) 37(4) 32(4) 26(4) 24(4) 30(3) 23(2) 21(2) 29.9(3.4)
16 difference 0.7 -5.6 -1.1 -0.3 -2.1 -0.9 0.7 -0.2 -0.9
17 final centers with our corrections
(minus 909 MHz) 926(10) 895(12) 911(8) 873(14) 875(23) 893(11) 887(14) 871(40)
18 b=0.5(2)%/100 MHz field slope 10.4(4.2) 3.5(1.4) 1.2(0.5) 1.0(0.4) 0.6(0.2) 0.8(0.3) 0.0(0.0) 0.9(0.4) 1.7(0.7)
19 cf. Table 10 row 8) [8] 25(10) 18(7) 9(3) 6(2) 2(1) 5(2) 2(1) 2(1) 7.8(3.0)
20 difference -14.6 -14.5 -7.8 -5.0 -1.4 -4.2 -2.0 -1.1 -6.1
21 final centers with our corrections
including row 18 (minus 909 MHz) 916(11) 891(12) 910(8) 872(14) 874(23) 892(11) 887(14) 870(40)
22 Our suggested corrected result 909.894(20) MHz
an analysis of the asymmetry (about the SOF line center)
of the Q¯ signal. Our analysis of their observed asymmetry
agrees with their assessment of the implied b (as listed in
column 2 in Table 14 of Ref. [8]). In particular, we verify
their un-numbered equation near the top of column 2 of
page 47, which shows the scaling of Q¯ with field strength,
and which they used to determine b.
The second line of evidence that they used to show
that an additional field slope b was present is based on
the accompanying equation on page 47 for the scaling
with field strength of the SOF interference signal I. In
this case, our analysis shows that this scaling does not
correctly predict the effect on the SOF signal due to an
increase or decrease in field strength, and, therefore, does
not properly calculate the asymmetry caused by a field
slope. Thus, the results in the third column of Table 14
of Ref. [8] give incorrect estimates of b.
The third line of evidence that Lundeen and Pipkin
used involves the SOF line centers themselves. They
make the case that the inclusion of the larger slope makes
these line centers more consistent. We show the correc-
tions that they applied in row 19 of Table I. However, be-
cause the scaling formula that they used does not agree
with our analysis, we get a different (and about a factor
of three smaller) effect due to a b=0.5%/100 MHz field
slope, as shown in row 18 of the table. The weighted av-
erage of the shifts differ by 6.1 kHz, as shown in row 20.
More importantly, our shifts indicated in row 18 of the ta-
ble do not serve to resolve the discrepancies between the
line centers obtained for the 8 configurations, as shown
in row 21. The 8 centers corrected for b =0.5%/100 MHz
do not show acceptable agreement with each other, and
still have a standard deviation of 16 kHz.
5VII. CORRECTED CENTER
Given our re-analysis of the systematic effects we take
the weighted average of the values in row 21 of Table I to
be the best estimate of the center measured in that work.
The only significant disagreement that we find with the
original analysis is the treatment of the field slope, and, in
particular, the ad hoc correction due to an additional field
slope. Our re-analysis of the effect of b=0.5%/100 MHz
leads to a shift of −6 kHz in the resonance center (row
20), which (along with another −1 kHz shift from all
other effects, as shown in row 16) changes the mea-
sured value for the 2S1/2(f=0)-to-2P1/2(f=1) interval in
atomic hydrogen from 909.887 MHz to 909.894 MHz.
Four considerations need to be included in the assess-
ment of the uncertainty in this measurement. The first
consideration is the 9 kHz uncertainty from the original
analysis of this measurement. The second consideration
is the uncertainty as to whether any level of correction
should have been made for the ad hoc additional slope b.
Given two of the lines of evidence indicated by Lundeen
and Pipkin do not hold up in our re-analysis, it may not
make sense to still make a correction. Since our analysis
gives a correction of only 1.7 kHz for the additional field
slope b, we assign an additional uncertainty of 1.7 kHz.
The third consideration is the assignment of an uncer-
tainty is the fact that with our re-analysis the centers
in the 8 configurations no longer agree with each other.
The standard deviation for the 8 configurations is 16 kHz
(or 18 kHz if we do not make an ad hoc correction for b).
We assign an additional uncertainty equal to this stan-
dard deviation, since it is not clear, without identifying
a cause for the discrepancy, which of the configurations
gives the correct center for the interval.
When added in quadrature, the uncertainty from these
three sources gives 20 kHz, and is dominated by the stan-
dard deviation of the 8 configurations. A final consider-
ation is found in our previous work [15], in which we
showed that the effect of higher-n states could be of the
order of 10 kHz. Since the 20 kHz uncertainty assigned
here is larger than the this 10-kHz scale, and since, as dis-
cussed in Ref. [15], we cannot calculate the actual shift
caused by higher-n, we do not assess any additional un-
certainty due to the possible effect from these states.
The final estimate for our re-evaluation of the mea-
sured value for the 2S1/2(f=0)-to-2P1/2(f=1) interval
is therefore 909.894(20) MHz. This value agrees (to
within its uncertainty) with the original value of Refs. [7]
and [8]. It also agrees (to within its uncertainty) with
909.8742(3), which is the value [29] that is predicted from
precise quantum-electrodynamics theoretical predictions
for the Lamb shift, along with the proton charge radius
obtained from muonic hydrogen and contributions from
the hyperfine structure. The larger uncertainty assigned
here reduces the strength of the measurement for deter-
mining the proton charge radius, and the result is consis-
tent with both the larger radius suggested by CODATA
[30] and the smaller radius suggested by some recent mea-
surements [2, 3, 21].
VIII. CONCLUSIONS
We have re-analyzed the n=2 Lamb-shift measurement
made in 1981 by Lundeen and Pipkin, taking advantage
of computing improvements in the intervening decades.
Using a more sophisticated analysis of both the fields and
of the atomic physics processes, we find that we largely
agree with their original analysis. We find, however, one
correction to their analysis. In all, we suggest that their
result should be corrected by 7 kHz, and their uncer-
tainty be increased to 20 kHz. The increased uncertainty
makes the measurement consistent with both the small
and large values of the proton charge radius that have
been the subject of the recent proton radius puzzle. The
analysis performed in this work will directly apply to a
new measurement of the same interval that is on-going
in our laboratory.
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