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Abstract
This dissertation studies extensions of realized stochastic volatility model with
leverage effect (LRSV model) in two ways. First, the conditional distribution
of returns given the latent volatility process is assumed to accommodate flexible
skewness and heavy-tailedness such as non-central Student-t (NCT) and general-
ized hyperbolic skew Student-t (SKT) distributions. Second, the volatility process
is specified as a non-linear function on the basis of the exponential, modulus, and
Yeo-Johnson transformations to the lagged log volatility.
To overcome a problem of computational efficiency, this dissertation first ana-
lyzes the computational efficiency of multi-move Metropolis-Hastings (MM-MH),
Hamiltonian Monte Carlo (HMC), and Riemann manifold HMC (RMHMC) sam-
plers using computational experiments on Tokyo Stock Price Index (TOPIX) data
for the leveraged stochastic volatility model. In terms of autocorrelation time, the
empirical results show that the RMHMC sampler is slightly more efficient than
the MM-HMC sampler, which is slightly more efficient than HMC sampler. An
advantage of HMC and RMHMC samplings is that these samplers update the
entire latent volatility at once.
This dissertation applies the RMHMC sampler to the LRSV model with gene-
ralized Student’s t-error distributions. The computationally RMHMC procedures
are developed to update latent variables and parameters that are unable to be
sampled directly. Empirical studies on daily returns and four realized variance
(RV) estimators of the TOPIX over 4-year and 8-year periods demonstrate that
Bayes factor criterion favors the proposed LRSV model against both LRSV mo-
dels with normal distribution and heavy-tailed distribution for all four RVs in
each period. In particular, the LRSV model with SKT distribution outperforms
the LRSV model with NCT distribution.
In the second extended LRSV model, the HMC sampling procedures are deve-
loped to update the latent volatility and transformation parameter, whereas the
other parameters that could not be sampled directly are updated by the RMHMC
sampler. Empirical results using TOPIX data show that the Bayes factor crite-
rion indicates that the non-linear version of LRSV model outperforms the linear
version of LRSV model. In particular, the modulus transformation best fitted the
returns data having a very high kurtosis and worst fitted the returns data having
x
Abstract xi
a small kurtosis. Additionally, the performance of model with modulus transfor-
mation showed considerable robustness for priors with very diffused distributional
behaviour.
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Chapter 1
Introduction
This chapter presents the background of study, the problem and its significance,
the scope of study, the observed data, and the structure of dissertation.
1.1 Background
Black and Scholes (1973) published a fundamental paper on option pricing,
where they introduced the Black–Scholes equation and the Black–Scholes model.
The paper of Black–Scholes had major effect on the world of finance since it gave
an answer to the problem of pricing options. Some of the important assumptions of
the Black–Scholes model are that the underlying asset’s price process is continuous
and that the volatility is constant. A key input to the Black–Scholes formula is
volatility σ (the standard deviation of the continuously compound asset returns).
In order to have a more realistic approach to the problem of option pricing,
many authors have proposed time-varying volatility models, that is volatility
changes over time. The following three popular classes of econometric models
describe the dynamics of volatility:
(1) Volatility is considered as an exact function of a given set of variables in,
e.g., autoregressive conditional heteroskedasticity (ARCH) models proposed
by Engle (1982) and generalized by Bollerslev (1986).
(2) Volatility is considered as a stochastic function in, e.g., Taylor’s (1982)
stochastic volatility (SV) model. This volatility process is modeled as a
first-order auto-regression of the conditional log squared volatility. Theore-
tically, the SV model is much more flexible, realistic, and better performing
than the ARCH-type models (Ghysels et al., 1996) and Generalized ARCH
(GARCH) type models (Kim et al., 1998; Yu, 2002; Carnero et al., 2001).
(3) Volatility is constructed from high-frequency intra-day returns in, e.g., the
realized variance (RV) approach introduced by Andersen et al. (2001).
Recently, models joining returns and realized measures have been developed via
a measurement equation that relates the conditional variance of the returns to the
1
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realized measure, which also includes leverage effect to shocks for making a very
flexible and rich representation. Koopman and Scharth (2013) provide a short
overview of the joint models outside the SV methodology. In particular, Hansen
et al. (2011) introduced Realized GARCH model that substantially improves the
empirical fit compared to the standard GARCH models that only use return series.
In the context of SV model, very closely related studies of joint models has been
proposed by Takahashi et al. (2009), Dobrev and Szerszen (2010), and Koopman
and Scharth (2013). Their model is known as the realized stochastic volatility
(RSV) model.
This study focuses on the Takahashi et al.’s (2009) RSV model. Their basic
RSV model is given by the specification
Rt = σtt
lnRVt = β + lnσ
2
t + σyut
lnσ2t+1 = α + φ(lnσ
2
t − α) + σhvt
lnσ21 ∼ N (α, σ2h/ (1− φ2))
(t, ut, vt) ∼ N (0, I3)
 ,
for t = 1, 2, . . . , T , where Rt are the returns over a unit time period from which
the autocorrelations are removed, β is a parameter representing the effect of mi-
crostructure noise (if β > 0) or that of non-trading hours (if β < 0), α and φ
represent the drift and persistence of log volatilities, respectively, and N (·, ·) re-
presents normal distribution. This model explicitly reflects the fact that RVt is a
noisy estimate of ln(σ2t ), possibly allowing for its error ut to be correlated with ηt.
The model developed by Takahashi et al. (2009) has already incorporated the
leverage effect in the volatility process, which captures the negative correlation
between current return and future volatility. Their leverage specification is iden-
tical to the Harvey and Shephard’s (1996) specification, which is superior to the
Jacquier et al.’s (2004) specification (see Yu (2005) for both theoretical and em-
pirical evidence).
The model developed by Takahashi et al. (2009) is limited in two aspects. First,
the persistence parameter of RV is fixed at 1. Jacquier and Miller (2010) found
that, in the presence of microstructure noise, the posterior mean of this parameter
deviate from 1 for the different estimators. Second, the model of Takahashi et al.
(2009) does not take account of the heavy-tailed feature of asset returns. Many
empirical studies have shown strong evidence of heavy-tailed conditional mean
errors in return of financial time series (see, e.g., Watanabe and Asai, 2001; Chib
et al., 2002; Jacquier et al., 2004; Nakajima and Omori, 2009; Abanto-Valle et
al., 2010). Moreover, this feature has been recently generalized using non-central
Student’s t-distribution (Tsiotas, 2012) and skew Student’s t-distribution (Tsiotas,
2012; Nakajima and Omori, 2012) to accommodate skewness in returns.
The discrete-time log normal SV model specifies the logarithmic squared volatil-
ity as a Gaussian first-order auto-regressive process, while there are some other
specifications of the volatility process (see, e.g., the survey in Yu (2005)). Recently,
Yu (2005) (generalized by X. Zhang and King (2008)) and Tsiotas (2009) proposed
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a class of non-linear SV process by applying power transformation with different
setup. Yu (2005) and X. Zhang and King (2008) assumed that the Box–Cox trans-
formation of the squared volatility follows an autoregressive Gaussian distribution,
whereas Tsiotas (2009) applied both transformations to the lagged log volatility
only. They found that their proposed specifications have better performance than
the raw (linear) version of SV.
A problem in parametric SV models is that it is not possible to obtain an explicit
expression for the likelihood function of some unknown parameters. For estimation
of the model, several methods have been proposed as include quasi-maximum
likelihood and method of moments. The major advantage of both methods is their
simplicity, however as pointed out in Jacquier et al. (2004) and Ruiz (1994) they
are inefficient. An alternative approach has become very attractive, which was first
proposed by Shephard (1993) and Jacquier et al. (2004), is the Bayesian approach.
See Broto and Ruiz (2004) for a complete review over estimation methods for
univariate SV models.
Inference in the Bayesian approach often requires advanced Bayesian computa-
tion, and here we focus on Markov chain Monte Carlo (MCMC) sampling. MCMC
permits us to obtain the conditional posterior distributions of the parameters by
simulation rather than analytical methods. Since the posteriors obtained may be
of high-dimensionality or not of standard form, several numerical techniques have
been used to construct a Markov chain having the distribution of interest as its sta-
tionary distribution. Metropolis–Hastings (MH) algorithm proposed by Metropolis
et al. (1953) and Hastings (1970) is one of the most popular techniques used by
statisticians today. To improve the convergence rate of the MH algorithm, an
efficient strategy called multi-move (block) sampler for sampling high-dimensional
latent volatility was developed by, e.g., Carter and Kohn (1994); Shephard and
Pitt (1997); Kim et al. (1998) and corrected by Watanabe and Omori (2004).
Recently, an alternative efficient sampling was obtained using Hamiltonian Monte
Carlo (HMC) and Riemann manifold HMC (RMHMC) introduced by Duane et al.
(1987) and Girolami and Calderhead (2011), respectively. These methods involve
the gradient of the log of the posterior and update the entire latent volatility at
once.
1.2 Statement of Problem
The RSV model of Takahashi et al. (2009) allows to directly model the link
between the RV measure and the unobserved latent volatility, but only through
constant term. To reflect how the model adjusts to extract the relevant information
from the different estimators, we need to cover the generalized varying persistence
of RV.
There is considerable empirical evidence that financial returns exhibit not only
leverage effect but also leptokurtic behavior (heavier tails than normal) and nonzero
skewness. In spite of all these properties, the non-linear version of SV based on
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power transformations is known to have better performance than the linear ver-
sion of SV. In order to accommodate those findings, we need an extended RSV
model that allows not only leverage effect but also heavy tails and skewness in the
conditional distribution of returns and non-linearity of SV process.
On the other hand, the estimation of SV models commonly relies on sampling
the latent volatility and has proved quite difficult. An inefficient estimator can
produce slow convergence and poor mixing with high correlation in the chain of
sampled parameter vectors since the latent volatility process leads to a likelihood
function depending upon high-dimensional integrals. To produce highly accurate
estimates, a highly efficient Bayesian MCMC estimator needs to be developed for
sampling from the posterior process of the extended RSV models.
1.3 Statement of Purpose
The first purpose of this study is to propose the extensions of leveraged RSV
(LRSV) model which accommodate the varying persistence of RV, the heavy-
tailedness and skewness of daily return errors, and the non-linearity of SV process.
The second is to develop an efficient MCMC algorithm for estimating the extended
models based on two HMC-based methods to obtain the best fitting model in a
large class of SV models. To achieve these purpose, this study specifically aims
to:
(1) Investigate the performance of the MCMC techniques which are used to
estimate the LSV model on real data in terms of the autocorrelation time.
(2) Develop the LRSV models with varying persistence of RV, generalized Stu-
dent’s t-error distributions, and non-linear specification of SV process based
on power transformations.
(3) Develop the highly efficient HMC-based estimation procedures for estimating
the extended LRSV models.
(4) Provide the empirical investigation of the performance of extended LRSV
models in terms of the likelihood measure.
1.4 Scope of the Study
The scope of this study includes following:
(1) Due to the large class of generalized Student’s t-distribution functions, the
distributions considered in this study are focused only on distributions pro-
posed by Johnson et al. (1995) and Nakajima and Omori (2012). These
are simple, flexible, and easily incorporated into the SV models based on a
Bayesian estimation scheme using the MCMC algorithm.
(2) In order to overcome the bounded power transformations, the non-linear
specification of SV process is based on Tsiotas’ (2009) setup.
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1.5 Significance of the Study
This study provides two extension classes of LRSV models which offer the ways
of accommodating the heavy tails and skewness of daily return errors and the non-
linearity of SV process. These results are expected to provide information that
can be used to implement the models in practical settings. Further, this study
also presents the highly efficient HMC-based estimation procedures for estimating
the model.
1.6 Observed Data
Tokyo Stock Price Index (TOPIX) data shall be used to compare the sampling
algorithms and to analysis of the proposed models. Daily TOPIX from August 1,
1997 to July 31, 2002, excluding weekends and holidays, are used to compare the
sampling algorithms. Meanwhile, TOPIX data consist of intra-day high frequency
observations from January 5, 2004 to December 30, 2011, excluding weekends and
holidays, are used to apply our models and methods.
1.7 Used Software
MATLAB was used extensively for simulation of the extended RSV models
presented in this dissertation. Some of the code for these simulations is presented
in the appendix. All empirical results were obtained via implementation of code
in MATLAB 2011b (running in Microsoft Windows 7), on a desktop computer
incorporating an Intel Xeon 3.47GHz hexa-core CPU with 16GB RAM.
1.8 Structure of the Dissertation
The dissertation is organized as follows, excluding this chapter. Chapter 2
introduces financial series, including return and volatility, and Bayesian statis-
tics, including SV model, RV measure, MCMC methods, Bayesian inference, and
Bayesian model selection. In Chapter, 3 we look at comparing several types of
simulators for estimating LSV model. Chapters 4 and 5 are concerned with some
extensions of LRSV model. In Chapter 4, we extend the leveraged RSV model by
assuming non-Gaussian error distributions (such as central, non-central, and skew
Student’s t-distributions) in the conditional return. Meanwhile, in Chapter 5, we
extend the LRSV models discussed in Chapter 4 to non-linear specification by ap-
plying the exponential, modulus, and Yeo–Johnson transformations to the lagged
log volatility process. Those models are analyzed and compared on daily returns
and four RV estimators of the TOPIX over 4-year and 8-year periods. We also
include some topics of future research. Finally, Chapter 6 concludes the results.
Chapter 2
Theoretical Framework
This chapter considers the theoretical framework of financial series and Bayesian
statistics addressed in this dissertation.
2.1 Financial Series
2.1.1 Financial Returns
Most financial studies involve returns, instead of prices, of assets. Campbell et
al. (as cited in Tsay (2010, p. 2)) give two main reasons for using returns. First,
for average investors, return of an asset is a complete and scale-free summary of
the investment opportunity. Second, return series are easier to handle than price
series because the former have more attractive statistical properties.
Let St be the price of an asset at time index t and assume that the asset pays
no dividends. The percentage continuously compounded return or logarithmic
return, also known as geometric return, on an asset is defined as the change in the
logarithm of the asset price and constructed as
Rt = 100× ln
(
St
St−1
)
. (2.1)
By multiplying the original return by one hundred, we negate a problem for the
sampler which often arises when dealing with the log-squared transformation.
When returns are very close to zero, the log-squared transformation yields large
negative numbers.
To see why Rt is called the continuously compound returns, we take the expo-
nential of both sides of the above equation with avoiding the percentage scaling
to give:
eRt =
St
St−1
⇒ St = St−1eRt ,
6
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so that Rt is the continuously compounded growth rate in prices between time
(t− 1) and t. The arithmetic return is instead defined as
rt =
St − St−1
St−1
=
St
St−1
− 1.
The two returns are typically fairly similar, as can be seen from
Rt = ln(St)− ln(St−1) = ln
(
St
St−1
)
= ln(1 + rt) ≈ rt.
The approximation holds because ln(x) ≈ x− 1 when x is close to 1.
2.1.2 Asset Price Volatility
2.1.2.1 Volatility of Returns
The following is mainly based on Taylor (2005).
A striking feature of asset prices is that they move more rapidly during some
months than during others. Prices move relatively slowly when conditions are
calm, while they move faster when there is more news, uncertainty, and trading.
The volatility of prices refers to the rate at which prices change. Risk managers
are particularly interested in measuring and predicting volatility as higher values
imply a higher chance of a large adverse price change. Large volatility means that
returns fluctuate over a wide range of outcomes.
Figure 2.1: Time series plots of percentage daily returns of the TOPIX data from
January 2004 to December 2011. A value 0.01 in the figure corresponds
to a 1% increase of the index compared with yesterdays closing price.
Let us consider Figure 2.1. The TOPIX returns fluctuate substantially around
their average levels, which are close to zero. The returns appear to fluctuate more
in the period 2008–mid-2009 with a minimum of −10.00% and a maximum of
12.87% and in March 2011 with a minimum of −9.95% and a maximum of 6.43%.
For instance, during financial crisis movements in financial asset returns tend be
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large (of either sign), whereas in “normal period” the same asset returns might
exhibit little time variation.
General properties that are expected to be present in any set of returns are
called stylized facts. There are three important properties that are found in almost
all sets of daily returns obtained from a few years of prices. First, the distribution
of returns is not normal. Second, there is almost no correlation between returns for
different days. Third, the correlations between the absolutes of returns on nearby
days are positive and statistically significant.
The three major stylized facts for daily returns can all be explained by assum-
ing that volatility follows a stochastic process that has the property that today’s
volatility is positively correlated with the volatility on any future day. Clark
(1973) supposed that variance (squared volatility) has a log-normal distribution
and this choice has become very popular in the SV literature. Log-normal distri-
bution guarantees positive outcomes for volatility (unlike a normal distribution),
it permits calculation of moments and it allows any level of excess kurtosis in
returns.
Volatility is often modeled using an unobservable variable that controls the
degree of fluctuations of the financial return process. Volatility cannot be observed
directly from discrete-time returns data because it is a latent variable that is not
traded. The simplest appropriate stationary stochastic process for volatility is a
Gaussean first-order autoregressive process for its logarithm, which is introduced
by Taylor (1982). The resulting model is known as log-normal SV model and has
received more attention than any other SV specification. The basic standard SV
model of Taylor (1982) is given by
Rt = σtt
lnσ2t − α = φ
(
lnσ2t−1 − α
)
+ σhvt
}
, (2.2)
where the parameter φ represents volatility persistence, with −1 < φ < 1. The
model has two further assumptions. First the i.i.d. volatility residuals vt have
distribution N (0, 1) and second the processes t and vt are stochastically indepen-
dent.
There are many versions of SV models in the literature, varying through the
choices of stochastic processes used to characterize the change of volatility. Shephard
(1996) provides an excellent introductory survey of SV and ARCH models updated
to 1995. He remarks that the properties of SV models are easier to find, under-
stand, manipulate, and generalize to the multivariate case. Shephard (2005) is a
recent collection of important SV papers, which contains a review of the SV lite-
rature. A basic and very popular SV model is perhaps the log-normal SV model
introduced by Taylor (2008) as in Eq. (2.2).
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2.1.3 Leverage Effect
It has long been recognized that the returns of financial assets are negatively
correlated with changes in the volatilities of returns. This phenomenon is often
referred to a “leverage effect,” following Black (1976), who noted that the firm
becomes riskier and the future expected volatility rises when the prices fall and
the firm’s financial leverage ratio (value of firm debt relative to equity) increases.
In order to accommodate this leverage effect, extensions of a simple discrete
time model due to Taylor (1982) have been analyzed by, see, e.g., Harvey and
Shephard (1996) (HS hereafter) and Jacquier et al. (2004) (JPR hereafter). They
differ in how the correlation of two error processes is modelled. Harvey and Shep-
hard (1996) adopt the specification of the correlation between current return and
future volatility, whereas Jacquier et al. (2004) adopt the specification of the cor-
relation between return and volatility at the same time. Theoretical and empirical
comparisons of their specifications were given in Yu (2005). Firstly, the JPR’s
model is not consistent with the efficient market hypothesis because the model
is not a martingale difference sequence. Secondly while the interpretation of the
leverage effect using a parameter in the HS’s model is clear, the strict interpreta-
tion of leverage is not obvious in the JPR’s model. Finally, the HS’s model to be
empirically superior to the JPR’s model based on the log marginal likelihood.
2.1.4 Realized Variance
Over the recent years, it has become possible to use data at a tick-by-tick level.
Such data is also called “high-frequency data”. Availability of high-frequency data
has improved the capability of computing volatility in a different way. Nevertheless
measuring the instantaneous volatility from the observed asset prices is challenging
for two main reasons: data are not available in continuous time and observed asset
prices are not generated by the theoretical model, but they are affected by noise
microstructure effects. Let us introduce the basic concept of computing volatility
from high-frequency data. The following is mainly based on Mancino and Sanfelici
(2012).
We suppose that the logarithm of the observed price process is given by
P˜t = Pt + ηt
where Pt is the efficient log price process (i.e, Pt = lnSt) and ηt is the microstruc-
ture noise. We assume that the logarithm of the efficient price Pt evolves as
dPt = σtdWt, t ≥ 0,
where W is a Brownian motion on a filtered probability space and σ is a continuous
adapted stochastic process such that E
[∫ T
0
σ4t dt
]
< ∞. We assume that σ and
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W are independent process. For very small time intervals, ∆, we obtain:
Rt,∆ ≡ St − St−∆ ≈ σt−∆∆Wt,
where ∆Wt is normally distributed with zero mean and standard deviation equal
to ∆. When one period return, say [t− 1, t], is considered:
Rt ≡ St − St−1 ≈
∫ t
t−1
στ∆Wτ ,
“integrated variance” is defined
IVs =
∫ t
t−1
σ2τdτ
and the corresponding multi-period measure
IVt+1:t+m =
m∑
j=1
IVt+j =
∫ t+m
t
σ2τdτ,
where m is an integer (e.g., days).
However, integrated variance (IV) is not observed in practice. RV provides a
consistent non-parametric estimate of a financial instrument prices variability over
a given time interval and therefore is often treated as a proxy for IV.
Suppose that a process occurring in day t is observed on a full grid {0 ≤ τt,0 ≤
τt,1 ≤ · · · ≤ τt,m} and Pt,j denotes the log price on the jth observation grid in day
t. The jth percentage intra-day return is then defined as follows:
Rt,j = 100× (Pt,j − Pt,j−1) .
The basic daily RV is defined as the summation of the corresponding high-frequency
intra-daily squared returns:
RVt =
∑m
j=1
R2t,j.
Assuming the absence of jumps and microstructure noise and on the basis of
quadratic variation theory, Andersen et al. (2001) showed thatRVt converges to the
integrated conditional variance of the price process IVt as observation frequency
increases.
The econometrician does not observe the true return series but the returns
contaminated by market microstructure effects (see Eq. (2.3)). Therefore, an
estimator of the integrated variance should be constructed using the contaminated
returns. The impact of microstructure noise has been studied extensively in the
context of univariate variance measure (see, e.g., Barndorff-Nielsen and Shephard,
2004; L. Zhang et al., 2005; Barndorff-Nielsen et al., 2008).
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2.2 Bayes’ Theorem
The volume of literature concerning SV estimation in volatility models has
been extensive in recent years. An approach that has become attractive for the
estimation of SV models is the Bayesian one. The Bayesian approach involves
the specification of the full probability model, that is the specification of the
likelihood and the prior distribution for the parameters. The likelihood represents
the probability of the data conditional on the parameters of the model and the
prior distribution represents the prior knowledge about the parameter distribution.
To motivate the simplicity of the Bayesian approach, let us consider two random
variables, A and B. The rules of probability imply:
p(A,B) = p(A|B)p(B),
where p(A,B) is the joint probability of A and B occurring, p(A|B) is the probabil-
ity of A occurring conditional on B having occurred (i.e. the conditional probability
of A given B), and p(B) is the marginal probability of B. Alternatively, we can
reverse the roles of A and B and nd an expression for the joint probability of A
and B:
p(A,B) = p(B|A)p(B).
Equating these two expressions for p(A,B) and rearranging provides us with Bayes
rule, which lies at the heart of Bayesian econometrics (Koop, 2003):
p(B|A) = p(A|B)p(B)
p(A)
.
In the SV models, interest often centers on the parameters in the model, and
the researcher is interested in estimating these parameters. Let y be a vector
or matrix of data and θ = {θs}Ss=1 be a vector or matrix which contains the
unknown parameters, including all latent volatility h = (h1, ..., hT ), where ht =
lnσ2t , for a model which seeks to explain y. One begins with prior distributions
for θ. Having seen the data, y = (y1, ..., yT ), these priors are now updated into
the posterior distribution using Bayes’ theorem. Following Bayes’ theorem, the
posterior distribution of θ given the observed data y is
p(θ|y) = p(θ,y)
p(y)
=
p(y|θ)p(θ)
p(y)
,
where the term p(y|θ) is referred to as the likelihood function of the parameter θ
given the observed data y and p(θ) as the prior distributions. We will denote the
likelihood function as L(θ). Unless noted otherwise, we will work with L(θ,y) =
p(y|θ). We also note that either
p(y) =
∫
θ
L(θ,y)p(θ)dθ
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for continuous variables or
p(y) =
∑
θ
L(θ,y)p(θ),
for discrete variables is the marginal distribution of the observed data (also known
as the marginal likelihood). The high dimensional integral can be interpreted as
the normalizing constant that makes the area under the posterior distribution to be
one. Therefore, we can ignore the term p(y) in Eq. (2.2) since it does not involve
model parameters θ, so that we obtain the unnormalized posterior distribution
p(θ|y) ∝ L(θ,y)p(θ).
All inference procedures like moment calculation, estimation, and decision making
are then based on that posterior distribution.
2.3 Choice of Prior Distribution
The Bayesian approach typically involves the evaluation of multidimensional
integrals such as those appearing in posterior expectations and marginal likeli-
hoods. To make Bayes rule computationally feasible, it is common to force the
decision makers subjective belief to take the form of a specific type of distribution
(conjugate distribution) for the prior. In Bayesian statistics, a conjugate prior dis-
tribution is one that when multiplied by the likelihood function via Bayes’ theorem
yields a posterior that is in the same distributional family as the prior distribution
(see Definition 3.3.1 in C. P. Robert (2007)). So, conjugacy is a very important
and convenient feature because if a prior is not conjugate, the resulting posterior
distribution may have a form that is not analytically simple to solve (Koop et
al., 2007; Kaplan and Depaoli, 2012). We therefore focus on conjugate priors in
this study. In addition, the parameters of a prior distribution are referred to as
hyperparameters and the new prior is then referred to as a hyperprior.
2.4 MCMC Methods
We should note that the main drawback of the Bayesian approach is the com-
putational complexity. One way to overcome the problem of computational com-
plexity is via sampling methods such as MCMC. The MCMC ranks as one as the
best estimation tools (Andersen et al., 1999).
2.4.1 MCMC Steps
The implementation of MCMC methods involves two steps. In the first step,
the methods construct a Markov chain, which is a sequence of random variables,
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{θ(i)}Gi=1, converging to the posterior distribution p(θ|y). These variables are to
be generated according to the model where the next state, θ(i+1), is sampled from
some one-step ahead conditional distribution, p(θ(i+1)|θ(i)) which depends only on
the current state of the chain, θ(i). Formally, this step is as follows:
Step 0: Choose a starting value, {θ(0)s }Ss=1.
For i = 1, . . . , G:
Step 1: Take a random draw, θ
(i)
1 from p(θ
(i)
1 |y, θ(i−1)2 , . . . , θ(i−1)S ).
Step 2: Take a random draw, θ
(i)
2 from p(θ
(i)
2 |y, θ(i)1 , θ(i−1)3 , . . . , θ(i−1)S ).
...
Step S: Take a random draw, θ
(i)
S from p(θ
(i)
S |y, θ(i)1 , θ(i)2 , . . . , θ(i)S−1).
In the second step, Monte Carlo methods are employed for summarizing the
posterior distribution of parameter θ as the MCMC output. After a sufficiently
long burn-in (the number of samples that are discarded from the start of the
chain), say g iterations, the simulated values (recorded samples) from the Markov
chain, {θ(i)}i=1,...,N , where N = G− g, are used to make some Bayesian inferences
such as posterior mean, variance, and interval estimation.
The name ”burn-in” comes from electronics to eliminate the worst electronics
components at a factory (Geyer, 2011). In MCMC, the burn-in period is required
to reduce the possibility of bias caused by the effect of starting values. In other
words, this is to make the draws closer to the stationary distribution and less de-
pendent on the starting value. There are no theoretical analysis for determining
the length of the required burn-in since draws are all slightly dependent and rate
of convergence of algorithms on different target distributions vary considerably.
However, assessment via formal analysis (e.g. convergence tests and autocorrela-
tion times) is usually adequate.
2.4.2 MCMC Samplers
To employ the first step of MCMC, there are a number of techniques that have
been used to produce draws from a posterior distribution. The drawing techniques
considered in this study is described briefly below.
2.4.2.1 The Metropolis-Hastings Update
The first MCMC algorithm was published by Metropolis et al. (1953) and be-
came known as the Metropolis algorithm (C. Robert and Casella, 2011). As com-
puters became available, it was widely used by chemists and physicists. However, it
was not widely known among statisticians until after 1990 (Geyer, 2011). Hastings
(1970) generalized their work, resulting in the MH algorithm.
The MH algorithm, described by Johannes and Polson (2010) and Geyer (2011),
does the following steps for updating the s-th component of θ from a conditional
posterior distribution p(θs|y) at i-th iteration:
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(1) draw a proposal θ∗s from the known proposal distribution q
(
θ∗s |θ(i−1)s
)
,
(2) calculate the Hastings ratio
r
(
θ(i−1)s , θ
∗
s
)
=
p (θ∗s |y)× q
(
θ
(i−1)
s |θ∗s
)
p
(
θ
(i−1)
s |y
)
× q
(
θ∗s |θ(i−1)s
) , (2.3)
(3) draw u from a Uniform[0,1] distribution, and
(4) accept the proposal–that is, θ
(i)
s = θ∗s–if u < min
{
1, r
(
θ
(i−1)
s , θ∗s
)}
; other-
wise reject the proposal–that is, θ
(i)
s = θ
(i−1)
s .
The last step is often called Metropolis rejection.
The special case of the MH algorithm when q(x|x∗) = q(x∗|x) for all x and
x∗ is called the Metropolis algorithm or random-walk MH algorithm. Therefore,
the factor
q(x|x∗)
q(x∗|x) drops out of the Metropolis probability calculation, so that the
Hastings ratio in Eq. (2.3) simplifies to
r
(
θ(i−1)s , θ
∗
s
)
=
p (θ∗s |y)
p
(
θ
(i−1)
s |y
)
and is called the Metropolis ratio. Thus Metropolis updates save a little time
in calculating r(x, x∗) but otherwise do not have advantages over Metropolis–
Hastings updates.
2.4.2.2 Gibbs Update
A special case of the MH algorithm is Gibbs sampler introduced by Geman
and Geman (1984), who used it for analysing Gibbs distribution on lattices. Their
work led to introduction of MCMC into mainstream statistics via the articles by
Gelfand-Smith and Gelfand et al. (as cited in Gilks et al. (1996, p. 12)). In a
Gibbs update, the proposal distribution for updating the s-th component of θ is
q
(
θ∗s |θ(i−1)s
)
= p (θ∗s |y) . (2.4)
Substituting Eq. (2.4) into Eq. (2.3) gives an acceptance probability of 1–that is,
Gibbs sampler proposal is always accepted. Thus Gibbs sampler consists purely in
sampling from conditional posterior distribution. In other words, Gibbs sampler
is applicable when the joint posterior distribution is not known explicitly or is
difficult to sample from directly, but the conditional posterior distribution of each
parameter is known and is easy (or at least, easier) to sample from.
2.4.2.3 Hamiltonian Monte Carlo
The HMC method alternately combines Gibbs updates with Metropolis up-
dates and avoids the random walk behavior. This method proposes a new state by
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computing a trajectory obeying Hamiltonian dynamics (Neal, 2010). The trajec-
tory is guided by first-order gradient of the log of the posterior by applying time
discretization of the Hamiltonian dynamics. This gradient information encourages
the HMC trajectories in the direction of high probabilities, resulting in a high-
acceptance rate and ensuring that the accepted draws are not highly correlated
(Marwala, 2012).
Let us consider position variables (parameters) θ ∈ RD and introduce an in-
dependent auxiliary variable ω ∈ RD with distribution N (ω|0,M). In physical
analogy, the negative logarithm of the joint probability distribution for the pa-
rameters of interest, −L(θ) ≡ − ln p(θ|y), denotes a potential energy function,
the auxiliary variable ω is analogous to a momentum variable, and the covariance
matrix M denotes a mass matrix.
The Hamiltonian dynamics system is described by a function of two variables
known as the Hamiltonian function, H(θ, ω), which is a sum of the potential
energy U(θ) and kinetic energy K(ω), Neal (2010),
H(θ, ω) = U(θ) +K(ω),
where U(θ) = −L(θ) + 1
2
log
{
(2pi)D|M|} and K(ω) = 1
2
ω′M−1ω. The second
term on the U(θ) equation results from the normalization factor. The deterministic
proposal for the position variable is obtained by solving the Hamiltonian equations
for the momentum and position variables, respectively, given by
dθ
dτ
=
∂H
∂ω
= M−1ω and
dω
dτ
= −∂H
∂θ
= ∇θL(θ).
These equations determine how θ and ω change over a fictitious time τ . Starting
with the current state (θ, ω), the proposed state (θ∗, ω∗) is then accepted as the
next state of the Markov chain with probability
p(θ, ω;θ∗, ω∗) = min {1, exp{−H(θ∗, ω∗) +H(θ, ω)}} .
In practice, the differential equations of Hamiltonian dynamics are often simu-
lated in a finite number of steps using the leapfrog scheme which will be described
in the next section. It is possible to devise methods that have a higher order of
accuracy than the leapfrog method (McLachlan and Atela, 1992).
2.4.2.4 Riemann Manifold Hamiltonian Monte Carlo
Recently, Girolami and Calderhead (2011) proposed a new HMC method, called
RMHMC, for improving the convergence and mixing of chain. This is a sampling
method derived from HMC, and provides an adaptation mechanism for HMC by
exploiting the Riemannian geometry of the parameter space. RMHMC accounts
for the local structure of the joint probability distribution by adapting the covari-
ance matrix M used in HMC. In their study, M depends on the variable θ and
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can be any positive definite matrix. M(θ) is chosen to be the metric tensor, i.e.
M(θ) = cov
[
∂
∂θ
L(θ)
]
= −Ey|θ
[
∂2
∂θ2
L(θ)
]
which is the expected Fisher information matrix plus the negative Hessian of the
log prior. Therefore, the Hamiltonian equations for the momentum and position
variables, respectively, are now defined by
dθ
dτ
=
∂H
∂ω
= M(θ)−1ω
and
dω
dτ
= −∂H
∂θ
= ∇θL(θ)− 12tr
[
M(θ)−1
∂M(θ)
∂θ
]
+ 1
2
ω′M(θ)−1
∂M(θ)
∂θ
M(θ)−1ω.
The above position variable equation requires calculation of the second- and third-
order derivatives of L. This adds to the computational complexity of the algorithm
and can be infeasible in many applications.
For computer implementation, the differential equations of Hamiltonian dy-
namics must be discretized. The leapfrog scheme that is typically used is quite
simple. This is designed to generate an ergodic Markov chain, which converges
to a unique stationary distribution (also called an equilibrium distribution). As
Ishwaran (1999) explains, the value for ω is superfluous, although it plays a critical
role in first step by introducing a stochastic transition designed to make the chain
irreducible and aperiodic. Second step provides the deterministic discrete time
approximation to the Hamiltonian dynamics, and combined with the Metropolis
acceptance rule in third step, ensures that detailed balance is satisfied.
Neal (2010) showed that the leapfrog scheme gives second order accuracy and
yields better results than the standard and modified Euler’s method. The general-
ized leapfrog algorithm, described by Leimkuhler and Reich (2004, p. 85), operates
as follows (for a chosen step size ∆τ and simulation length NL):
(i) update the momentum variable in the first half step using the equation
ωτ+ 1
2
∆τ
= ωτ − 12∆τ
∂H
(
θτ , ωτ+ 1
2
∆τ
)
∂θ
,
(ii) update the parameter θ over a full time step using the equation
θτ+∆τ = θτ +
∆τ
2
∂H
(
θτ , ωτ+ 1
2
∆τ
)
∂ω
+
∂H
(
θτ + ∆τ , ωτ+ 1
2
∆τ
)
∂ω
 ,
and
(iii) update the momentum variable in the second half step using equation
ωτ+∆τ = ωτ+ 1
2
∆τ
− 1
2
∆τ
∂H
(
θτ+∆τ , ωτ+ 1
2
∆τ
)
∂θ
.
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In fact, the generalized leapfrog method is the combination of the trapezoidal rule
for variable θ with a variant of the midpoint rule for variable ω. In order to
ensure that the leapfrog algorithm is performing well, the step size and number of
leapfrog steps must be tuned. Selection of these parameter values is particularly
problematic and there is no general guidance on how these values should be chosen.
So this can usually be done with some experimentation.
The full algorithm for HMC or RMHMC can then be summarized in the fol-
lowing three steps (for covariance matrix M).
(1) Randomly draw a sample momentum vector ω ∼ N (ω|0,M).
(2) Starting with the current state (θ, ω), run the leapfrog algorithm for NL
steps with step size ∆τ to generate a proposal (θ
∗, ω∗). At every leapfrog
step, especially for RMHMC algorithm, the value of ω
τ+
1
2
∆τ
and θτ+∆τ are
determined numerically by a fixed-point iteration method.
(3) Accept (θ∗, ω∗) with probability p(θ, ω;θ∗, ω∗), otherwise retain (θ, ω) as the
next Markov chain draw.
2.5 MCMC Diagnostic
This section discusses a Geweke’s test and an integrated autocorrelation time
for evaluating and accelerating MCMC sampler convergence.
2.5.1 Convergence Diagnostic Test
Simulation-based Bayesian inference requires using simulated draws to summa-
rize the posterior distribution. Therefore, we need to decide whether the Markov
chain has reached its stationary. In practice, this convergence of Markov chain can
be checked based on trace plots, autocorrelation plots or convergence tests, such as
Gelman–Rubin’s variance ratio test, Geweke’s Z-score test, Heidelberger–Welch’s
stationarity test and half-width test, and Raftery–Lewis’ test. In this study we
employ Geweke’s test diagnostic.
The diagnostic of Geweke (1992) is univariate in nature and applicable to a
single chain. The Geweke’s test compares the sample mean in the early part of
the Markov chain θA = {θ(i)}i=1,...,NA to the mean in the latter part of the chain
θB = {θ(i)}i=NB ,...,N , where 1 < NA < NB < N . Geweke originally suggested that
the comparison be between the first NA = 0.1N and last NB = 0.5N samples in
the chain. The statistic upon which this diagnostic is
CD =
θ¯A − θ¯B√
NSE2A + NSE
2
B
where NSEA and NSEB are numerical standard errors of θA and θB, respectively.
This statistic is a two-sided test, and large absolute CD-scores indicate rejection.
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If the two segments are from the same stationary distribution, the limiting dis-
tribution for this statistic is a standard normal. In other words, CD-scores in
the Geweke test ranging from −1.96 < CD < 1.96 indicate that convergence was
achieved.
Furthermore, in the context of MCMC methods, Geweke (2005) suggested to
calculate an NSE using spectral density. Therefore, in this study, the NSE is
calculated using the method described by Geweke (2005), specifically in Corollary
8.4.1 and Theorem 8.4.4, with a 4% autocovariance tapered estimate. The NSE
were implemented in MATLAB and the code can be found in Appendix 2.A on
page 23.
2.5.2 Simulation Inefficiency Factor
A popular way for checking the mixing performance of chain is based on the
integrated autocorrelation time (in physics literature) or inefficiency factor (IF).
This quantity is an MCMC diagnostic that estimates the number of successive
iterations, on average, needed to obtain near independent draws, given a chain or
Markov chain. In other words, it is number of correlated draws with the same
variance-reducing power as one independent draw. A value of one indicates that
the draws are uncorrelated while large values indicate a slow mixing.
The IF of a parameter θ is calculated using the estimator (Berg, 2004)
τθ = 1 + 2
∞∑
j=1
ρθ(j),
where ρθ(j) is a sample autocorrelation at lag j. In a realistic situation, we need
to find a cut-off point j after which the autocorrelations are very close to zero,
and then sum all the ρθ(j) up to that point. A MATLAB implementation of IF
estimation can be found in Appendix 2.B on page 24. We used the fast Fourier
transform to estimate the autocorrelation ρˆθ(j) and the cut-off point j such that
ρθ(j) < 0.01. In Chapter 3, the IF is particularly estimated as the numerical
variance (square of the NSE) of the sample mean from the MCMC sampling scheme
divided by the variance of the posterior sample mean, where the NSE is computed
using a Parzen window (see Kim et al. (1998) for details).
2.6 Bayesian Inference of the Posterior Distri-
bution
We now turn to a discussion of the fundamentals of Bayesian inference, i.e.,
employing the second step of MCMC for summarizing the posterior distribution.
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2.6.1 Point Estimates
Mean and standard error are statistical terms that is considered as sufficient
summaries of the data—in a sense, they stand in for data. With Bayesian statistics
we wish to obtain summaries of the posterior distribution. The expressions for the
mean and variance of posterior distribution come from expressions for the mean
and variance of conditional distributions generally. Specifically, the posterior mean
of the s-th component of θ refers to the Monte Carlo Integration
θ¯s = E[θs|y] =
∫ +∞
−∞
θsp(θs|y)dθs,
and then approximated by
θ¯s ≈ 1
N
N∑
i=1
θ(i)s , (2.5)
which is the ergodic average. The ergodic theorem (Roberts, 1996) guarantees the
convergence of this average to the quantity Eθs|y[θs]. Similarly, the variance of θs
can be obtained as
σ2θs = E
[
(θs − E[θs|y])2 |y
]
=
∫ +∞
−∞
(θs − E[θs|y])2 p(θs|y)dθs
=
∫ +∞
−∞
(
θ2s − 2θE[θs|y] + E[θs|y]2
)
p(θs|y)dθs
= E[θ2s |y]− E[θs|y]2.
2.6.2 Bayesian Interval
When sampling is described by a posterior distribution p(θs|y), it is natural
to seek the good point estimates. However, the point estimates are not enough
for a complete inference because they do not reveal the uncertainty associated
with the estimate. In other words, we do not have a good sense of how far the
posterior mean may be from the true value of parameter. The inference becomes
more complete if an assessment of a confidence interval is also reported.
In Bayesian statistics, there are two general approaches to obtain intervals for
the posterior mean of the posterior distribution (Kaplan and Depaoli, 2012). The
first is the so-called credible interval, also referred to as the posterior probability
interval, and the second is the highest posterior density (HPD) interval. When a
posterior distribution is not symmetric, a highest posterior density (HPD) interval
is more desirable as suggested by Box and Tiao (as cited in Chen and Shao (1999,
p. 70)). Therefore, this study uses the latter interval to obtain an interval summary
of the posterior distribution.
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Chen and Shao (1999) proposed a simple Monte Carlo method to estimate HPD
interval. Their approach requires only a MCMC sample generated from the pos-
terior distribution of the parameter of interest. They noted that HPD intervals
are shorter than the frequentist asymptotic t confidence intervals. In contrast fre-
quentist confidence intervals, HPD intervals do not rely on normality or asymptotic
normality assumptions. Therefore, the HPD intervals are advantageous especially
when the sample size is small. The algorithm described by Chen and Shao (1999)
to estimate an empirical HPD interval of {θ(i)s }i=1,...,N is as follows:
(1) Sort {θ(i)s } to obtain the ordered values:
θ
(i)
s,1 ≤ θ(i)s,2 ≤ · · · ≤ θ(i)s,N .
(2) Compute the 100(1− α)% credible intervals:
Rs,j =
(
θ
(i)
s,j, θ
(i)
s,j+(1−α)N
)
for j = 1, 2, ..., N − (1− α)N .
(3) The 100(1−α)% HPD interval, denoted by R∗s,j, is the one with the shortest
interval width among all credible intervals. Hence this interval is sometimes
called minimum length confidence intervals.
A MATLAB code that implements the above procedure is given in the Appendix
2.C on page 25.
2.7 Bayesian Model Selection
The goal of a model is to find values for the parameters that maximize value of
the likelihood function, that is, to find the set of parameter estimates that make
the data most likely. Many procedures use the log of the likelihood, rather than
the likelihood itself, because it is easier to work with. The log likelihood (i.e., the
log of the likelihood) will always be negative, with higher values (closer to zero)
indicating a better fitting model because the likelihood is the probability of data
given the parameter estimates.
In Bayesian model, the marginal likelihoods are commonly used for comparing
different models. The marginal likelihood measures the average fit of a model to
the data, whereas traditional approaches to model selection, such as likelihood
ratio tests, the Akaike information criterion, the Bayesian information criterion,
and the decision-theoretic approach, base decisions on the fit of each competing
model at its best (i.e. the point in parameter space that maximizes the likelihood)
(Xie et al., 2011). Despite the name, the Bayesian information criterion does not
take account of the priors that are actually used in a Bayesian analysis, and the
same is true of the other non-Bayesian approaches.
Xie et al. (2011) gave two primary reasons as to why taking the prior into
account is important in Bayesian model selection. First, if the prior is informative,
it may “box out” a parameter, keeping the parameter from attaining values that
would provide the best fit to the data. The second reason why priors are important
in Bayesian model selection lies in the fact that it is the prior that determines the
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degree to which an extra parameter in overly complex models is penalized when
the marginal likelihood is used to assess model performance.
Assume we have two models,M1 andM2. If we specified the prior probabilities
of the two models, p(M1) and p(M2), we could calculate the posterior odds of
the models as
p(M1|y)
p(M2|y) =
p(M1)
p(M2) ×
p(y|M1)
p(y|M2) .
The last ratio is the ratio of the marginal likelihoods, also known as the Bayes
factor. We could thus specify the same equation in words as
posterior model odds = prior model odds×Bayes factor.
Both posterior model odds and Bayes factors are used to compare models in
Bayesian inference. A possible disadvantage of posterior model odds is that they
depend on the prior on models. We can get rid of this dependency by focusing
on the Bayes factor. The Bayes factor has a number of attractive advantages for
model selection (Kass and Raftery, 1995): (1) it is a consistent selector; that is,
the ratio will increasingly favor the true model in the limit of large data; (2) Bayes
factors act as Occam’s razors, preferring simpler models if the fits are similar; (3)
Bayes factors do not require the models to be nested in any way; that is, the models
and their parameters need not be equivalent in any limit; and (4) once computed,
a marginal likelihood value may be used for future model selection. On the basis
of similarity to the likelihood ratio statistic, Kass and Raftery (1995) suggested
general guidelines listed in Table 2.1 to the interpretation of Bayes factors
BF12 =
p(y|M1)
p(y|M2) .
Table 2.1: Interpretations for Bayes factors and twice the natural logarithm of
Bayes factors for hypothesis testing after Kass and Raftery (1995).
BF12 2× ln BF12 Evidence against model M2
1-3 0-2 Not worth more than a bare mention
3-20 2-6 Positive
20-150 6-10 Strong
> 150 > 10 Very strong
For certain types of posterior samplers, several approximating methods for es-
timating the marginal likelihood from the MCMC output have been proposed,
including Geweke’s estimator for importance sampling, Chib’s estimator for Gibbs
sampling, Chib–Jeliazkov’s estimator for the Metropolis–Hastings algorithm, and
Meng–Wong’s estimator for a general theoretical perspective (Geweke and White-
man, 2006). Another estimator, which is simpler, faster, and general, was proposed
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by Gelfand and Dey (1994). They modified a popular method, the harmonic mean,
which can be easily computed from the output of an MCMC analysis.
In the SV model framework, the marginal likelihood of the Gelfand and Dey
(GD) method is given by
mGD(X) =
[∫
θ
f(θ,H)
L(X|θ,H)p(θ,H)p(θ,H|X)d(θ,H)
]−1
,
where X is the matrix of the data, H is the matrix of the latent variables, and
f(·) can be any probability density function with the domain contained in the
posterior probability density Θ. For computational convenience, we set f(θ,H) =
f(θ)f(H), where f(H) = p(H) because the latent volatility H is high-dimensional.
Then the marginal likelihood can be estimated by
mˆGD ≈
 1
N
N∑
j=1
f
(
θ(j)
)
L
(
X|θ(j),H(j)
)
p
(
θ(j)
)
−1 ,
where θ(j) and H(j) are the draws from the posterior density and we have used the
fact that p(θ) and p(H(j)) are independent. In particular, the prior density p
(
θ(j)
)
can be directly evaluated and L
(
X|θ(j),H(j)
)
is calculated by substituting θ(j)
and H(j) into the likelihood function.
As explained by Geweke (1999), if f(θ) is thin tailed relative to the likelihood
function, then f(θ)/L(X|θ,H) is bounded above and the estimator is consistent.
Therefore, following Geweke’s (1999) suggestion, we choose f(θ) as a thin tailed
truncated normal distribution N (θ∗,Σ∗), where θ∗ and Σ∗ are the posterior mean
and covariance matrix of the θ draws, respectively. The domain of the truncated
normal, Θ, is then constructed as
Θ =
{
θ :
(
θ(j) − θ∗
)′
(Σ∗)−1
(
θ(j) − θ∗
)
≤ χ2.99(D)
}
,
where D is the dimension of the parameter vector and χ2.99(D) is the 99th percentile
of the chi-squared distribution with D degrees of freedom. According to Θ, the
normalizing constant of f(θ) is 1/.99 (Koop et al., 2007).
Appendices
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2.A MATLAB Code for Numerical Standard Er-
ror
1 function results = NSE(draws,lag)
2
3 % PURPOSE: computes NSE (numerical std error) for MCMC simulators using
4 % spectral density with 4% autocovariance tapered estimate.
5 % -------------------------------------------------------------------------
6 % USAGE: draws = a matrix of Gibbs draws (m draws x n parameters)
7 % -------------------------------------------------------------------------
8 % RETURNS: a structure result:
9 % result(i).nse = nse for i(th) parameter
10 % -------------------------------------------------------------------------
11 % REFERENCES: Geweke (2005). Contemporary Bayesian Econometrics and
12 % Statistics. Wiley.
13 % -------------------------------------------------------------------------
14 % NOTE: this code draws heavily on MATLAB programs written by
15 % James P. LeSage, Dept of Economics, University of Toledo,
16 % available at:
17 % http://www.wiley.com/legacy/wileychi/koopbayesian/supp/momentg.m
18 % I have repackaged it to calculate NSE only.
19 % -------------------------------------------------------------------------
20
21
22 [ndraw npar] = size(draws);
23
24 if nargin <2
25 BW = 0.1*ndraw; % bandwidth
26 else
27 BW = lag;
28 end
29
30 if ndraw < BW
31 error(’NSE: needs a larger number of ndraws’);
32 end;
33
34 ntaper = 4;
35 ns = floor(ndraw/BW);
36 nuse = ns*BW;
37
38 for jf = 1:npar; % loop over all variables
39
40 cnt = 0;
41 cn = zeros(BW);
42 cd = zeros(BW);
43
44 %----- form sufficiency statistics needed below
45 td = 0; tn = 0;
46 for ig = 1:BW;
47 gd = 0; gn = 0;
48 for is = 1:ns;
49 cnt = cnt + 1;
50 g = draws(cnt,jf);
51 ad = 1;
52 an = ad*g;
53 gd = gd+ad;
54 gn = gn+an;
55 end; % end of for is
56 td = td+gd;
57 tn = tn+gn;
58
59 cn(ig) = gn/ns;
60 cd(ig) = gd/ns;
61 end; %for ig
62
63 eg = tn/td;
64
65 %----- get autocovariance of grouped means
66 barn = tn/nuse;
67 bard = td/nuse;
68 for ig=1:BW;
69 cn(ig) = cn(ig)-barn;
70 cd(ig) = cd(ig)-bard;
71 end;
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72 for lag = 0:BW-1;
73 ann = 0; add = 0; and = 0; adn = 0;
74 for ig = lag+1:BW;
75 ann = ann+cn(ig)*cn(ig-lag);
76 add = add+cd(ig)*cd(ig-lag);
77 and = and+cn(ig)*cd(ig-lag);
78 adn = adn+cd(ig)*cd(ig-lag);
79 end; %ig
80 % index 0 not allowed, lag+1 stands for lag
81 rnn(lag+1) = ann/BW;
82 rdd(lag+1) = add/BW;
83 rnd(lag+1) = and/BW;
84 end; %lag
85
86 %----- NSE with tapered autocovariance functions
87 am = ntaper;
88 snn = rnn(1); sdd = rdd(1); snd = rnd(1);
89 for lag = 1:am-1
90 att = 1-lag/am;
91 snn = snn+2*att*rnn(lag+1);
92 sdd = sdd+2*att*rdd(lag+1);
93 snd = snd+att*(rnd(lag+1)+rnd(lag+1));
94 end %lag
95 varnum = ns*nuse*(snn-2*eg*snd+sdd*egˆ2)/(tdˆ2);
96 sdnum = -1;
97 if (varnum>0); sdnum=sqrt(varnum); end;
98 results(jf).nse = sdnum;
99
100 end % end of loop over variables
2.B MATLAB Code for Inefficiency Factor
1 function results = IF(draws)
2
3 % PURPOSE: estimates IF (inefficiency factor) using estimator
4 % 1 + 2*sum(rho(j)), j=1,...,+infinity
5 % -------------------------------------------------------------------------
6 % USAGE: results = IF(draws)
7 % where: draws = a matrix of Gibbs draws (m draws x n parameters)
8 % -------------------------------------------------------------------------
9 % RETURNS: a structure result:
10 % result(i).IF = IF for i(th) parameter
11 % -------------------------------------------------------------------------
12 % REFERENCE: Berg, B. A. (2004). Markov chain Monte Carlo simulations and
13 % their statistical analysis. World Scientific.
14 % -------------------------------------------------------------------------
15
16 [Ndraws Npars] = size(draws);
17
18 %----- Use FFT to compute autocorrelations (returned in x), and variances
19 % (returned in var).
20 x = fft(draws);
21 xr = real(x);
22 xi = imag(x);
23 xr = xr.ˆ2+xi.ˆ2;
24 xr(1,:) = 0;
25 xr = real(fft(xr));
26 var = xr(1,:)./Ndraws/(Ndraws-1);
27
28 for jf = 1:Npars
29
30 if var(jf) == 0
31 continue
32 end
33 xr_jf = xr(:,jf)./xr(1,jf);
34
35 %----- Cut-off
36 d = find(xr_jf<0.01,1);
37 if isempty(d)
38 d = Ndraws;
39 end
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40
41 results(jf).IF = 1 + 2*sum(xr_jf(2:d-1));
42
43 end
2.C MATLAB Code for Highest Posterior Den-
sity Interval
1 function results = HPD(draws,alpha)
2
3 % PURPOSE: Compute the HPD region using random sample (posterior MCMC draws)
4 % from some distribution.
5 % -------------------------------------------------------------------------
6 % Algorithm: Follows the method proposed by Chen and Shao (1999)
7 % It can only find the HPD of a single-modal distribution.
8 % -------------------------------------------------------------------------
9 % USAGE: draws = a matrix of Gibbs draws (m draws x n parameters)
10 % alpha = significance level, say 0.05, (In that case, 95% HPD
11 % interval will be computed)
12 % -------------------------------------------------------------------------
13 % RETURNS: a structure result:
14 % result(i).LB = lower bound of the HPD interval
15 % result(i).UB = upper bound of the HPD interval
16 % -------------------------------------------------------------------------
17 % REFERENCES: Chen and Shao (1999). Monte Carlo estimation of Bayesian
18 % credible and HPD intervals. Journal of Computational and
19 % Graphical Statistics, 8, pp. 69-92.
20 % -------------------------------------------------------------------------
21
22 if nargin < 2
23 alpha = 0.05;
24 end
25
26 [nobs nvar] = size(draws);
27
28 cut = round(nobs * alpha);
29 span = nobs - cut;
30
31 for jf = 1:nvar
32
33 x = sort(draws(:,jf));
34 [gap,ind] = min( x(span+1:nobs) - x(1:cut) );
35 results(jf).LB = x(ind);
36 results(jf).UB = x(ind + span);
37
38 end
Chapter 3
Comparison of MCMC Samplers
Efficiency
This chapter compares the performance of MCMC methods to estimate the
leveraged SV model proposed by Omori and Watanabe (2008). These methods
are multi-move MH (MM-MH), HMC, and RMHMC. A detailed description of the
HMC and RMHMC samplers required in the MCMC algorithm is provided. The
inferential methodology is examined and illustrated on real data from the TOPIX.
3.1 Leveraged SV Model
In this section, we review the leveraged SV model and briefly survey MCMC
methods and their performances for estimating the SV models proposed in the
literature.
Omori and Watanabe (2008) proposed a leveraged SV model with normal errors
(LSV model) formulated as
Rt = σre
1
2
htt, t = 1, . . . , T
ht+1 = φht + σhvt, t = 1, . . . , T − 1
h1 ∼ N (0, σ2h/ (1− φ2))[
t
vt
]
∼ N
([
0
0
]
,
[
1 ρ
ρ 1
])
 . (3.1)
They estimate both the parameter φ and parameter vector (σr, σh, ρ) using MH
algorithm separately and the latent volatility ht using multi-move MH algorithm.
Although intuitively sound and statistically elegant, empirical applications of
SV model has been limited because of difficulty to evaluate the likelihood function
directly. The derivation of the likelihood function of model parameter involves
a T dimensional integration problem where the latent volatility process is being
integrated out. Such computation becomes prohibitive with large T .
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Many estimation methods have been proposed for estimating the parameters
of the SV models from a set of T observed returns (see, e.g., the survey in Broto
and Ruiz (2004) and Jacquier and Polson (2011)). Recently, the Bayesian MCMC
approach proposed by Shephard (1993) and Jacquier et al. (1994) has become
very attractive. Bayesian MCMC estimation methods make use of returns data
and prior densities of parameters to find the posterior densities of parameters.
Likewise, although we cannot observe the latent volatility process, we can seek its
posterior density.
For estimating latent volatilities, Jacquier et al. (2004), Shephard and Pitt
(1997), and Kim et al. (1998) considered a very simple Bayesian MH method so
called “single-move” sampler, which is based on one-at-a-time updating. Since
this sampler is shown to be quite inefficient from a simulation perspective, that is,
produce a highly correlated sample sequence, an improved (multi-move or block)
method, which works by updating several latent volatilities at the same time, was
suggested by Shephard and Pitt (1997), Kim et al. (1998), and Watanabe and
Omori (2004) and extended by Omori and Watanabe (2008) for the LSV model.
Notice that the multi-move samplers proposed by Watanabe and Omori (2004)
cannot be applied to the LSV model because they assume that a state equation is
linear. Recently, an alternative efficient sampling was obtained using HMC-based
methods introduced by Duane et al. (1987) and Girolami and Calderhead (2011).
These methods may update the entire latent volatility at once.
There are a limited number of studies empirically comparing the performance of
the above MCMC methods for estimating SV models. Kim et al. (1998), Jacquier
and Polson (2011), and Omori and Watanabe (2008) compared the performance
of the single-move and multi-move MH samplers, Takaishi (2009) compared the
performance of the single-move MH and HMC methods, and Girolami and Calder-
head (2011) compared the performance of four HMC-based methods. Jacquier and
Polson (2011) noted that the single-move and multi-move samplers deliver almost
the same output, parameter posteriors are almost identical for both cases studied.
3.2 HMC and RMHMC methods for the LSV
model
The HMC and RMHMC methods proposed by Girolami and Calderhead (2011)
cannot be applied to an SV model with leverage effect because they assume that
errors of returns and volatility are conditionally independent. For this model, this
section extends the HMC and RMHMC methods used in MCMC algorithm.
According to the Omori and Watanabe’s (2008) approach, we denote
vt = ρt +
√
1− ρ2ηt, t = 1, 2, ..., T,
where ηt
iid∼ N (0, 1) and corr (t, ηt) = 0. By this transformation, var (vt) = 1 and
corr (vt, t) = ρ, which satisfies the specifications of SV model with leverage effect.
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A reparameterization of the model defined in Eq. (3.1) yields
Rt = σre
1
2
htt, t = 1, . . . , T
ht+1 = φht + ρσhσ
−1
r Rte
− 1
2
ht + σh
√
1− ρ2ηt, t = 1, . . . , T − 1
h1 ∼ N (0, σ2h/ (1− φ2))
 . (3.2)
Let θ = {σr, φ, σh, ρ} denotes the space of model parameters, and h = {ht}Tt=1
denotes a latent volatility vector. The latent volatilities are treated as sequence
of parameters in the model. Upon augmenting the latent volatility vector to
the parameter space θ,h and assigning a prior distribution to p(θ), the joint
posterior distribution of (θ,h) can be written as the product of three conditional
distributions:
p(θ,h|R) = p(R|h, σr)× p(h|θ)× p(θ)
=
T∏
t=1
p(Rt|ht)× p(h1|φ, σh)×
T∏
t=2
p(ht|ht−1,θ)× p(θ), (3.3)
Following standard practice, we assume that our model is completed by priors for
the unknown structural parameters as follows:
σ2r ∼ IG
(
aσr
2
,
bσr
2
)
, σ2h ∼ IG
(
aσh
2
,
bσh
2
)
,
φ+ 1
2
∼ B(aφ, bφ), ρ+ 1
2
∼ B(aρ, bρ),
where B(·, ·) and IG(·, ·) represent beta and inverse gamma distributions, respec-
tively. This choice of priors ensures that all parameters have the right support;
in particular, the beta prior for φ and ρ ensures that −1 < φ, ρ < 1. Notice
that Omori and Watanabe (2008) used the Wishart distribution for the prior of[
σ2r ρσrσh
ρσrσh σ
2
h
]
and Girolami and Calderhead (2011) chose p(σr) ∝ −σr.
Following Omori and Watanabe (2008), the MCMC scheme for estimating the
model defined in Eq. (3.2) proceeds as follows. Choose arbitrary starting values
h(0), θ(0), and let i = 0.
(1) Draw h(i+1) from p
(
h
∣∣∣R,θ(i)).
(2) Draw (φ)(i+1) from p
(
φ
∣∣∣R,h(i+1), σ(i)r , σ(i)h , ρ(i)).
(3) Draw (σr, σh, ρ)
(i+1) from p
(
σr, σh, ρ
∣∣∣R,h(i+1), φ(i+1)).
(4) Set i = i+ 1 and go to step (1).
We next study ways to sample parameters from each conditional distribution.
Let us take the logarithm of the full conditional posterior distribution defined in
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Eq. (3.3):
ln p(θ,h|R) ∝
T∑
t=1
[
−1
2
ht − 1
2
R˜2t
]
− T ln(σr)− T ln(σh) + 1
2
ln(1− φ2)
− T − 1
2
ln(1− ρ2)− 1− φ
2
2σ2h
(h1 − α)2 − 1
2σ2h(1− ρ2)
T∑
t=2
h˜2t
−
(aσr
2
+ 1
)
ln
(
σ2r
)− bσr
2σ2r
+ (aφ − 1) ln(1 + φ) + (bφ − 1) ln(1− φ)
+ (aρ − 1) ln(1 + ρ) + (bρ − 1) ln(1− ρ)
−
(aσh
2
+ 1
)
ln
(
σ2h
)− bσh
2σ2h
(3.4)
where aφ, bφ, aρ, bρ >
1
2
,
R˜t = Rtσ
−1
r e
− 1
2
ht , for t = 1, . . . , T, and
h˜t = ht − φht−1 − ρσhR˜t−1, for t = 2, . . . , T.
Step 1: Updating latent volatility h
Sampling from the conditional posterior distribution of h, p(h|R,θ), is a dif-
ficult work because of the high-dimensional log-normal structure. Therefore, we
sample latent volatility h using the HMC and RMHMC algorithms, where the
expressions required by both algorithms to sample the entire latent volatility at
once are evaluated as follows.
On the basis of Eq. (3.4), the logarithm of the full conditional posterior distri-
bution of h has the following expression:
L(h) ∝
∑T
t=1
(
−1
2
ht − 1
2
R˜2t
)
− 1− φ
2
2σ2h
h21 −
1
2σ2h(1− ρ2)
T∑
t=2
h˜2t .
The important aspect of the HMC and RMHMC algorithms is that both algo-
rithms require the calculation of a gradient vector ∇htL(ht). These are expressed
by
∇h1L(h) = H1 −
1− φ2
σ2h
h1 +
1
σ2h(1− ρ2)
h˜2
(
φ− 1
2
ρσhR˜1
)
,
∇hTL(h) = HT −
1
σ2h(1− ρ2)
h˜T ,
∇hiL(h) = Hi −
1
σ2h(1− ρ2)
[
h˜i − h˜i+1
(
φ− 1
2
ρσhR˜i
)]
,
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for i = 2, . . . , T − 1, and
Ht = −1
2
+
1
2
R˜2t , t = 1, . . . , T
To apply the leapfrog RMHMC algorithm, then we also need expressions for
the metric tensor and its partial derivatives. Noting that
E
[
R˜2t
]
= 1, for t = 1, . . . , T, and
E
[
h˜tR˜t−1
]
= 0, for t = 2, . . . , T,
the individual components of the metric tensor M(h) for the log joint posterior
distribution are calculated as follows:
E
[
∂2
∂h21
L(h)
]
= E
[
∂
∂h1
∇h1L(h)
]
= E
[
− 1
2
R˜21 −
1− φ2
σ2h
− 1
σ2h(1− ρ2)
{(
φ− 1
2
ρσhR˜1
)2
−1
4
ρσhh˜2R˜1
}]
= −1
2
− 1− φ
2
σ2h
− 1
σ2h(1− ρ2)
(
φ2 +
1
4
ρ2σ2h
)
,
E
[
∂2
∂h2T
L(h)
]
= E
[
∂
∂hT
∇hTL(h)
]
= E
[
−1
2
R˜2T −
1
σ2h(1− ρ2)
]
= −1
2
− 1
σ2h(1− ρ2)
,
E
[
∂2
∂h2i
L(h)
]
= E
[
∂
∂hi
∇hiL(h)
]
= E
[
− 1
2
R˜2i −
1
σ2h(1− ρ2)
{
1 +
(
φ− 1
2
ρσhR˜i
)2
−1
4
ρσhh˜i+1R˜i
}]
= −1
2
− 1
σ2h(1− ρ2)
(
1 + φ2 +
1
4
ρ2σ2h
)
,
E
[
∂
∂hi
∇hi−1L(h)
]
= E
[
∂
∂hi−1
∇hiL(h)
]
= E
[
1
σ2h(1− ρ2)
(
φ− 1
2
ρσhR˜i
)]
=
φ
σ2h(1− ρ2)
.
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Thus the metric tensor M(h) is a symmetric tridiagonal matrix, where elements
of main diagonal are calculated as follows:
M(1, 1) =
1
2
+
1− φ2
σ2h
+
1
σ2h(1− ρ2)
(
φ2 +
1
4
ρ2σ2h
)
,
M(i, i) =
1
2
+
1
σ2h(1− ρ2)
(
1 + φ2 +
1
4
ρ2σ2h
)
,
M(T, T ) =
1
2
+
1
σ2h(1− ρ2)
for i = 2, . . . , T −1, and elements of superdiagonal and subdiagonal are calculated
as
M(i− 1, i) = M(i, i− 1) = − φ
σ2h(1− ρ2)
,
for i = 2, . . . , T . Since the above metric tensor is not a function of the latent
volatility h, the associated partial derivatives with respect to the latent volatility
are zero.
Step 2: Updating φ
As far as φ is only concerned to be sampled, the logarithm of conditional pos-
terior distribution for φ on the basis of Eq. (3.4) has the following expression:
L(φ) ∝ 1
2
ln(1− φ2)− h
2
1
2σ2h
(1− φ2)− 1
2σ2h(1− ρ2)
T∑
t=2
h˜2t
+ (aφ − 1) ln(1 + φ) + (bφ − 1) ln(1− φ),
which is in non-standard form, and therefore we cannot sample from it directly.
In the following, we evaluate the expressions required by the HMC and RMHMC
algorithms to sample φ.
For dealing with the constraints −1 < φ < 1, it is necessary to implement
the transformations φ = tanh(φ˜) and then introduce a Jacobian factor into the
acceptance ratio. The derivative of the transformation is dφ/dφ˜ = 1− tanh2(φ˜) =
1 − φ2. Then, the partial derivative of the above log joint posterior with respect
to the transformed parameter is as follows:
∇φ˜L(θ1) = −φ+
h21
σ2h
(φ− φ3) + 1− φ
2
σ2h(1− ρ2)
T∑
t=2
h˜tht−1
+ (aφ − 1)(1− φ)− (bφ − 1)(1 + φ).
To apply the leapfrog RMHMC algorithm, then we also need expressions for the
metric tensor and its partial derivative with respect to the transformed parameter.
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The metric tensor M(φ) for the log joint posterior distribution is calculated as
follows:
M(φ) = E
[
∂2
∂φ˜2
L(φ)
]
= −E
[
∂
∂φ˜
∇φ˜L(θ1)
]
= −E
[
− 1 + h
2
1
σ2h
(1− 3φ2) + 1
σ2h(1− ρ2)
T∑
t=2
{
h˜tht−1(−2φ)
− h2t−1(1− φ2)
}
− (aφ − 1)− (bφ − 1)
]
(1− φ2)
= 2φ2 +
(T − 1)(1− φ2)
1− ρ2 + (aφ + bφ − 2)(1− φ
2),
with remembering that
E [h2t ] =
σ2h
1−φ2 , for t = 1, . . . , T, and
E
[
h˜tht−1
]
= 0, for t = 2, . . . , T.
Thus the partial derivative of metric tensor M(φ) follows as
∂M(φ)
∂φ˜
= 2φ(1− φ2)
(
4− T − 1
1− ρ2 − aφ − bφ
)
.
Step 3: Updating (σr, σh, ρ)
On the basis of Eq. (3.4), the log joint posterior distribution of Σ = (σr, σh, ρ)
has the following expression:
L(Σ ) ∝ −T ln(σrσh)− 1
2
T∑
t=1
R˜2t −
(1− φ2)h21
2σ2h
− T − 1
2
ln(1− ρ2)− 1
2σ2h(1− ρ2)
T∑
t=2
h˜2t
− (aσr + 2) ln (σr)−
bσr
2σ2r
− (aσh + 2) ln (σh)−
bσh
2σ2h
+ (aρ − 1) ln(1 + ρ) + (bρ − 1) ln(1− ρ),
which is in non-standard form. The expressions required by the HMC and RMHMC
algorithms to sample Σ are evaluated as follows.
For dealing with the constraints −1 < ρ < 1 and σr, σh > 0, it is necessary to
implement the transformations ρ = tanh(ρ˜), σr = exp(σ˜r), and σh = exp(σ˜h)
and then introduce a Jacobian factor into the acceptance ratio. Notice that
Girolami and Calderhead (2011) did not take a transformation for the param-
eter σr. The derivatives of the transformations are dρ/dρ˜ = 1− ρ2, dσr/dσ˜r = σr,
and dσh/dσ˜h = σh. Then, the partial derivatives of the above log joint posterior
Chapter 3. Comparison of MCMC Samplers Efficiency 33
with respect to the transformed parameters are as follows:
∇σ˜rL(Σ ) = −T +
T∑
t=1
R˜2t −
ρ
σh(1− ρ2)
T∑
t=2
h˜tR˜t−1 − (aσr + 2) +
bσr
σ2r
∇σ˜hL(Σ ) = −T +
(1− φ2)h21
σ2h
+
1
σ2h(1− ρ2)
T∑
t=2
h˜2t
+
ρ
σh(1− ρ2)
T∑
t=2
h˜tR˜t−1 − aσh − 2 +
bσh
σ2h
∇ρ˜L(Σ ) = (T − 1)ρ− ρ
σ2h(1− ρ2)
T∑
t=2
h˜2t +
1
σh
T∑
t=2
h˜tR˜t−1
+ (aρ − 1)(1− ρ)− (bρ − 1)(1 + ρ)
To apply the leapfrog RMHMC algorithm, then we also need expressions for the
metric tensor and its partial derivatives with respect to the transformed parameter.
Noting that
E
[
h˜2t
]
= σ2h(1− ρ2), for t = 2, . . . , T,
the individual components of the metric tensor M(Σ ) for the log joint posterior
distribution are calculated as follows:
E
[
∂2
∂σ˜r
2L(Σ )
]
= E
[
∂
∂σ˜r
∇σ˜rL(σr)
]
= E
[
−2
T∑
t=1
R˜2t −
ρ
σh(1− ρ2)
T∑
t=2
(
ρσhR˜
2
t−1 − h˜tR˜t−1
)
− 2bσr
σ2r
]
= −2T − (T − 1) ρ
2
1− ρ2 −
2bσr
σ2r
,
E
[
∂2
∂σ˜2h
L(Σ )
]
= E
[
∂
∂σ˜h
∇σ˜hL(σh)
]
= E
[
−2(1− φ
2)h21
σ2h
− 2
(1− ρ2)σ2h
T∑
t=2
h˜2t
− 3ρ
(1− ρ2)σh
T∑
t=2
h˜tR˜t−1 − ρ
2
1− ρ2
T∑
t=2
R˜2t−1 −
2bσh
σ2h
]
= −2T − (T − 1) ρ
2
1− ρ2 −
2bσh
σ2h
,
E
[
∂2
∂ρ˜2
L(Σ )
]
= E
[
∂
∂ρ˜
∇ρ˜L(ρ)
]
= E
[
(T − 1)(1− ρ2)− 1 + ρ
2
σ2h(1− ρ2)
T∑
t=2
h˜2t +
2ρ
σh
T∑
t=2
h˜tR˜t−1
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− (1− ρ2)
T∑
t=2
R˜2t−1 − (aρ + bρ − 2)(1− ρ2)
]
= −(T − 1)(1 + ρ2)− (aρ + bρ − 2)(1− ρ2),
E
[
∂
∂σ˜h
∇σ˜rL(Σ )
]
= E
[
ρ
σh(1− ρ2)
T∑
t=2
h˜tR˜t−1 +
ρ2
1− ρ2
T∑
t=2
R˜2t−1
]
= (T − 1) ρ
2
1− ρ2 ,
E
[
∂
∂σ˜r
∇σ˜hL(Σ )
]
= E
[
ρ
1− ρ2
T∑
t=2
(
ρσhR˜
2
t−1 − h˜tR˜t−1
)]
= (T − 1) ρ
2
1− ρ2 ,
E
[
∂
∂ρ˜
∇σ˜rL(Σ )
]
= E
[
− 1 + ρ
2
σh(1− ρ2)
T∑
t=2
h˜tR˜t−1 + ρ
T∑
t=2
R˜2t−1
]
= (T − 1)ρ,
E
[
∂
∂σ˜r
∇ρ˜L(Σ )
]
= E
[
− 2ρ
2
σh(1− ρ2)
T∑
t=2
h˜tR˜t−1 +
1
σh
T∑
t=2
(
ρσhR˜
2
t−1 − h˜tR˜t−1
)]
= (T − 1)ρ,
E
[
∂
∂ρ˜
∇σ˜hL(Σ )
]
= E
[
2ρ
σ2h(1− ρ2)
T∑
t=2
h˜2t −
2
σh
T∑
t=2
h˜tR˜t−1
+
1 + ρ2
(1− ρ2)σh
T∑
t=2
h˜tR˜t−1 − ρ
T∑
t=2
R˜2t−1
]
= (T − 1)ρ,
E
[
∂
∂σ˜h
∇ρ˜L(Σ )
]
= E
[
2ρ
σ2h(1− ρ2)
T∑
t=2
h˜2t +
2ρ2
σh(1− ρ2)
T∑
t=2
h˜tR˜t−1
− 1
σh
T∑
t=2
h˜tR˜t−1 − ρ
T∑
t=2
R˜2t−1
]
= (T − 1)ρ.
Thus the metric tensor M(σr, σh, ρ) is a symmetric tridiagonal matrix, where the
nonzero elements are calculated as follows:
M(1, 1) = 2T +
(T − 1)ρ2
1− ρ2 +
2bσr
σ2r
,
M(2, 2) = 2T +
(T − 1)ρ2
1− ρ2 +
2bσh
σ2h
,
M(3, 3) = (T − 1)(1 + ρ2) + (aρ + bρ − 2)(1− ρ2),
M(1, 2) = M(2, 1) = −(T − 1) ρ
2
1− ρ2 ,
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M(1, 3) = M(3, 1) = −(T − 1)ρ,
M(2, 3) = M(3, 2) = −(T − 1)ρ,
and its partial derivatives follow as
∂M(Σ )
∂σ˜r
=
 −
4bσr
σ2r
0 0
0 0 0
0 0 0
 , ∂M(Σ )∂σ˜h =

0 0 0
0 −4bσh
σ2h
0
0 0 0
 ,
∂M(Σ )
∂ρ˜
= −(T − 1)

− 2ρ
1− ρ2
2ρ
1− ρ2 1− ρ
2
2ρ
1− ρ2 −
2ρ
1− ρ2 1− ρ
2
1− ρ2 1− ρ2 2(aρ + bρ − T − 1)ρ(1− ρ
2)
T − 1
 .
3.3 Comparison on Real Data
3.3.1 Observed Data
To analyze the performance of the HMC and RMHMC algorithms, the LSV
model is fitted to the daily Japanese stock data used by Omori and Watanabe
(2008), that is TOPIX from August 1, 1997 to July 31, 2002. The stock returns
are computed as 100 times the difference of the logarithm of the series using Eq.
(2.1) on page 6. The time series plot is shown in Figure 3.1 where the number of
observations is 1230.
Figure 3.1: Time series plots of percentage daily returns of the TOPIX data from
August 1997 to July 2002.
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3.3.2 Setup of MCMC Algorithm
The LSV model is then estimated by running the MCMC algorithm as in Omori
and Watanabe (2008) based on 55, 000 iterations, with 5, 000 iterations are used
as burn-in period. The prior distributions required in the joint prior distribution
are set as in Table 3.1. For initial parameter values, we set h(0) = ln R2, σ
(0)
r = 1,
φ(0) = 0.95, (σh)
(0) = 0.1, and ρ(0) = 0.
Table 3.1: Prior distributions with their implied prior means and standard devia-
tions.
Parameter Density Mean SD
σ2r IG(5, 4) 1.0 0.33
φ
φ+ 1
2
∼ B(20, 1.5) 0.86 0.11
σ2h IG(2.5, 0.025) 0.017 0.024
ρ
ρ+ 1
2
∼ B(1.5, 5) −0.54 0.31
3.3.3 Tuning Parameters for HMC and RMHMC
Tuning HMC sampler has been reported by many experts to be more difficult
than tuning other MCMC methods (Ishwaran, 1999; Neal, 2010). Hence HMC has
not been widely adopted in practice. In fact, the performance of the HMC-based
samplers is highly sensitive to two user-specified parameters, i.e., a step size ∆τ
and a desired number of leapfrog iterations NL. The RMHMC implementation
may requires a number of fixed point iterations. A bad choice of these parameters
may result in slow mixing or incur a high computational cost in the algorithm. The
selection of parameter values is particularly problematic, and there is no general
guidance on how these values might best be chosen. Therefore, in order to adapt
the HMC-based samplers parameters, we need to define objective functions. As
Pasarica and Gelman (2008) point out, a natural objective function for adaptation
is the asymptotic efficiency of an MCMC sampler, IF. Thus we tune our choices
based on their sampling efficiency from preliminary MCMC runs.
To investigate the effect of HMC and RMHMC parameters on the speed of
mixing to the posterior distribution, we repeated our experiments using different
values of NL, ∆τ , and NFPI for the hyperparameters and latent volatility. We
found that sampling generally became more efficient as those parameters was tuned
around Girolami and Calderhead’s (2011) setup. These results are presented in
Table 3.2 and will be used in our HMC and RMHMC implementations.
3.3.4 Comparison Results
The MCMC algorithm with previous specification is then coded in MATLAB for
consistency (see Appendix 3.A on page 40). Tables 3.3 and 3.4 present the results
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Table 3.2: Tuning parameters for the HMC and RMHMC implementations in the
LSV model.
Parameter of model
Sampler
Parameter of
sampler h φ (σr, σh, ρ)
HMC
NL 100 100 100
∆τ 0.01 0.0125 0.0125
RMHMC
NL 50 6 6
∆τ 0.1 0.5 0.5
NFPI - 5 5
Note: NFPI denotes the number of fixed point iterations.
of our simulation on HMC and RMHMC samplers and Omori and Watanabe’s
(2008) simulation on MM-MH sampler. All the reported results are based on
samples which have passed the Geweke’s convergence test for each parameter.
The inefficiency factors were computed using a Parzen window with bandwidth
5,000 as in Omori and Watanabe (2008). The computation time is only reported
for two HMC-based sampler. In particular, the autocorrelation plots, paths, and
densities for posterior samples of RMHMC sampling are displayed in Figure 3.2.
Table 3.3: Posterior summary statistics of parameters in the LSV model using
three different MCMC samplers.
Parameter Mean (SD) 95% Interval IF Time (sec)
Panel A: Using MM-MH sampler
σr 1.259 (0.070) [1.121, 1.398] 20.8
−φ 0.945 (0.019) [0.902, 0.974] 118.2
σh 0.193 (0.033) [0.138, 0.267] 206.7
ρ −0.442 (0.103) [−0.630,−0.231] 92.7
Panel B: Using HMC sampler
σr 1.241 (0.070) [1.098, 1.377] 25.7
465.88
φ 0.954 (0.014) [0.925, 0.980] 121.6
σh 0.169 (0.025) [0.120, 0.219] 218.6
ρ −0.461 (0.097) [−0.648,−0.272] 28.0
Panel C: Using RMHMC sampler
σr 1.238 (0.070) [1.098, 1.378] 18.4
325.41
φ 0.953 (0.014) [0.923, 0.980] 68.1
σh 0.171 (0.026) [0.122, 0.222] 129.5
ρ −0.456 (0.098) [−0.636,−0.259] 40.6
Table 3.4: Acceptance rates in three different MCMC samplers.
Acceptance rates
Parameter
MM-MH HMC RMHMC
h 0.856 0.889 0.975
φ 0.955 0.910 0.901
Σ 0.990 0.952 0.966
It can be seen that the produced parameter posteriors are almost identical for
all cases studied. Regarding the estimation efficiencies, the comparison of IFs for
parameters shows that the best mixing has been achieved by RMHMC sampler,
followed by MM-HMC sampler. The only exception is in sampling leverage param-
eter, ρ, where the best mixing has been achieved by HMC sampler. These results
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Figure 3.2: The autocorrelation functions, paths, and distributions of RMHMC
samples.
show that, compared with MM-MH sampler, the RMHMC sampler produces small
improvement in the mixing property of MCMC chains for parameters, while the
performance of the HMC sampler is little worse. In these cases, the acceptance
rates of parameters in both RMHMC and HMC samplers are slightly smaller than
those in the MM-MH sampler. We note that although the choice of RMHMC
and HMC parameters can be tuned on the basis of high acceptance rate, the both
samplers may not more efficient than MM-MH sampler.
Unfortunately, when we consider sampling the latent volatility, we can only
compare the efficiency of RMHMC and HMC samplings since Omori and Watanabe
(2008) did not present the efficiency of MM-MH sampling. Figure 3.3 displays
the IF plots of latent volatility ht sampled by the HMC and RMHMC samplers.
Clearly, it shows that RMHMC sampler offers a greater advantage in the mixing
property of MCMC chains than HMC sampler. In these cases, the average IFs of
ht in the HMC and RMHMC samplers are 6.08 and 1.81, respectively. Girolami
and Calderhead (2011) point out that the use of the metric allows the RMHMC
sampler to converge much more quickly to the target distribution.
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Figure 3.3: IF plots for latent volatility ht.
Regarding computational time, the RMHMC sampler runs faster than the HMC
sampler. This is partly caused by the computationally efficient tridiagonal struc-
ture of the metric tensor. Moreover, the RMHMC sampler requires significantly
fewer leapfrog iterations to explore the target distribution.
3.4 Conclusion
In this chapter, we have compared the efficiency of three MCMC samplers for
estimating parameters and latent volatility in the LSV model. We developed the
HMC and RMHMC sampling procedures for the model and applied the model to
real data as in Omori and Watanabe (2008). The results show that the RMHMC
sampler give the best performance in terms of autocorrelation time. In particular,
the HMC sampler exhibits slightly slower convergence than MM-HMC sampler
except for the leverage parameter although the acceptance rate of latent volatility
in the HMC sampler are relatively higher. Regarding the estimates of parameters,
all samplers give similar estimates.
The main conclusion is that it is possible to recommend the RMHMC and HMC
samplers to estimate SV models with leverage effect. Further research should be
carried out to compared the efficiency of the estimates of the parameters and
the latent volatility to more general models as non-Gaussian error distributions,
non-linear volatility process, or multivariate systems.
Whilst this chapter has concentrated on the LSV model, in the next chapter
we look at an LRSV model proposed by Takahashi et al. (2009) with generalized
Student’s t-distributions. An RMHMC sampler will be developed for estimating
these extended models.
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Appendices
3.A MATLAB Code for Estimating the LSV Model
Using RMHMC Sampler
1 function results = estLSV_RMHMC(R,HP,V0,H0,NI,TH)
2
3 % PURPOSE: Estimate the SV model with leverage effect formulated by
4 % R = sig_r*exp(h_t/2)*e_t, e_t~N(0,1)
5 % h_{t+1} = phi*h_t +sig_h*xi_t, xi_t~N(0,1)
6 % h_1 ~ N(0,sig_h^2/(1-phi^2))
7 % corr(e_t,xi_t) = rho
8 % PRIOR : sig_r ~ InverseGamma(A/2,B/2), (phi+1)/2 ~ Beta(Cp,Dp),
9 % sig_h ~ InverseGamma(E/2,F/2), (rho+1)/2 ~ Beta(Cr,Dr)
10 % -------------------------------------------------------------------------
11 % ALGORITHM: Riemann Manifold Hamiltonian Monte Carlo (RMHMC) for
12 % estimating (h_t), phi, and S = (sig_r,sig_h,rho).
13 % -------------------------------------------------------------------------
14 % INPUT: R = percentage returns, R= (R_1,...,R_T)’
15 % HP = vector of hyperparameter, (A,B,Cp,Dp,E,F,Cr,Dr)
16 % V0 = initial value for parameters, (sig_r,phi,sig_h,rho)
17 % H0 = initial value for latent log volatility, H=(h_1,...,h_T)’
18 % NI = [BI N], where BI = number of burn-in and
19 % N = number of recorded draw
20 % TH = matrix of parameters for RMHMC;
21 % = [NL(h,phi,S); dt(h,phi,S); NFPI(h,phi,S)], where
22 % NL, dt, and NFPI are number of leapfrog steps,
23 % step size, and number of fixed point iterations,
24 % respectively.
25 % -------------------------------------------------------------------------
26 % OUTPUT: a structure result:
27 % results.draws = matrix of parameters draws, [sigr phi sigh rho]
28 % results.Hv = matrix of latent log volatility draws
29 % -------------------------------------------------------------------------
30 % REFERENCE: Girolami & Calderhead (2011). Riemann manifold Langevin and
31 % Hamiltonian Monte Carlo methods. Journal of the Royal
32 % Statistical Society, Series B, 73 (2), 1-37.
33 % -------------------------------------------------------------------------
34
35 %***************************** PRELIMINARIES ******************************
36 T = length(R);
37
38 %----- Prior hyperparameters for LSV model
39 A = HP(1); B = HP(2); Cp = HP(3); Dp = HP(4); E = HP(5); F = HP(6);
40 Cr = HP(7); Dr = HP(8);
41
42 %----- Set up initial values
43 sigr = V0(1); phi = V0(2); sigh = V0(3); rho = V0(4);
44 H = H0;
45
46 %----- Precalculate for speed
47 alfa1 = rho*sigh;
48 vp2 = sighˆ2*(1-rhoˆ2);
49 V = exp(H/2);
50 RdV = R./V;
51 Rnew = RdV/sigr;
52 Hbar = H(2:T)-phi*H(1:T-1);
53 Htilde = Hbar -rho*sigh*Rnew(1:T-1);
54 sumHtilde2 = sum( Htilde.ˆ2 );
55
56 %----- Specify the number of replications
57 BI = NI(1);
58 N = NI(2);
59 NIts = BI+N; % number of iterations
60
61 %----- RMHMC Setup
62 % Preallocate off diagonal elements in sparse matrix for speed
63 % Sparse diagonal matrix
64 I = sparse(eye(T));
65
66 % Preallocate off diagonal elements in sparse matrix for speed
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67 ITri = I;
68 ITri(2:T+1:end) = 0.1; % Subdiagonal
69 ITri(T+1:T+1:end) = 0.1; % Superdiagonal
70
71 % Tuning parameters for RMHMC
72 NHStepLF = TH(1,1); % number of leapfrog steps for latent volatility
73 HStepS = TH(2,1); % step size
74
75 NphiStepLF = TH(1,2); % number of leapfrog steps for phi
76 phiStepS = TH(2,2); % step size
77 NphiStepFPI = TH(3,2); % number of fixed-point iterations
78
79 NHPStepLF = TH(1,3); % number of leapfrog steps for (sig_r,sig_h,rho)
80 HPStepS = TH(2,3); % step size
81 HPStepFPI = TH(3,3); % number of fixed-point iterations
82
83 %----- Set up initial acceptance rates
84 PropH = 0; % for latent volatility
85 AccH = 0;
86
87 phiProp = 0; % for phi
88 phiAcc = 0;
89
90 HPProp = 0; % for (sig_r,sig_h,rho)
91 HPAcc = 0;
92
93 %----- Allocate space to save Gibbs sampler draws after burn-in period
94 Hv = zeros(N,T);
95 srv = zeros(N,1); %for
96 pv = zeros(N,1);
97 shv = zeros(N,1);
98 rv = zeros(N,1);
99
100 %----- Allocate space to save acceptance rates
101 AccRatH = zeros(NIts/100,1);
102 phiAccRat = zeros(NIts/100,1);
103 HPAccRat = zeros(NIts/100,1);
104 %************************** END OF PRELIMINARIES **************************
105
106 %***************************** Start Sampling *****************************
107 for Its = 1:NIts
108
109 %=====================================================================%
110 % Sample LATENT VOLATILITY H using RMHMC %
111 %=====================================================================%
112
113 PropH = PropH + 1;
114
115 %------------------------------- STEP 1 ------------------------------%
116 %---------------- Generate Random MOMENTUM VARIABLES -----------------%
117
118 Rnew2 = Rnew.ˆ2;
119
120 %----- Calculate Current Potential Energy
121 CurrLJLH = -0.5*sum(H) -0.5*sum(Rnew2)...
122 -0.5/sighˆ2*H(1)ˆ2*(1-phiˆ2) -0.5/vp2*sumHtilde2;
123
124 %----- Create Gradient
125 dRnewH = -0.5*Rnew;
126 difLR = -0.5 -Rnew.*dRnewH;
127 d_1 = -(1-phiˆ2)/sighˆ2*H(1)+1/vp2*(phi+alfa1*dRnewH(1))*Htilde(1);
128 d_T = -1/vp2*Htilde(T-1);
129 rmid = 1/vp2*(phi+alfa1*dRnewH(2:T-1)).*Htilde(2:T-1) ...
130 -1/vp2*Htilde(1:T-2);
131 difLh = [d_1; rmid; d_T];
132 GradLH = difLR + difLh ;
133
134 %----- Metric Tensor
135 iC = ITri;
136 iC(1:T+1:end) = 0.5 +(1+phiˆ2+alfa1ˆ2/4)/vp2;
137 iC(1,1) = 0.5 +(1-phiˆ2)/sighˆ2 +(phiˆ2+alfa1ˆ2/4)/vp2;
138 iC(end,end) = 0.5 +1/vp2;
139 iC(2:T+1:end) = -phi/vp2; % Lower off diagonal
140 iC(T+1:T+1:end) = -phi/vp2; % Upper off diagonal
141
142 MH = iC;
143
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144 %----- Sample Momentum
145 CholMH = chol(MH);
146 PropMomH = (randn(1,T)*CholMH)’;
147 OrigMomH = PropMomH;
148
149 %----- Calculate Current Hamiltonian Value
150 CurrLogDet = 0.5*(2*sum(log(diag(CholMH)))); % Normalization factor
151 CurrKinEn = ((OrigMomH’/MH)*OrigMomH)/2; % Kinetic energy
152 CurrentH = CurrLJLH - CurrLogDet - CurrKinEn;
153
154 %------------------------------- STEP 2 ------------------------------%
155 %-------------------- Perform LEAPFROG ALGORITHM ---------------------%
156
157 if (randn > 0.5); TimeStep = 1; else TimeStep = -1; end
158
159 RandomStep = ceil(rand*NHStepLF);
160
161 NewH = H;
162
163 %----- Start Leapfrog Algorithm
164 for StepNum = 1:RandomStep
165
166 %----- 2.1 Update momentum: a half step at the beginning
167 PropMomH = PropMomH + TimeStep*(HStepS/2)*GradLH;
168
169 %----- 2.2 Update parameter: a full step
170 NewH = NewH + (TimeStep*HStepS)*(MH\PropMomH);
171
172 Vnew = exp(NewH/2);
173 RdVu = R./Vnew;
174 RnewU = RdVu/sigr;
175 dRnewH = -0.5*RnewU;
176 HbarU = NewH(2:T)-phi*NewH(1:T-1);
177 HtildeU = HbarU-alfa1*RnewU(1:T-1);
178
179 %----- 2.3 Update momentum: a half step at the end
180 % Update Gradient
181 difLR = -0.5 -RnewU.*dRnewH;
182 d_1 = -(1-phiˆ2)/sighˆ2*NewH(1) ...
183 +1/vp2*(phi+alfa1*dRnewH(1))*HtildeU(1);
184 d_T = -1/vp2*HtildeU(T-1);
185 rmid = 1/vp2*(phi+alfa1*dRnewH(2:T-1)).*HtildeU(2:T-1) ...
186 -1/vp2*HtildeU(1:T-2);
187 difLh = [d_1; rmid; d_T];
188 GradLH = difLR + difLh;
189 % Update momentum
190 PropMomH = PropMomH + TimeStep*(HStepS/2)*GradLH;
191
192 end
193 %----- End Leapfrog Algorithm
194
195 %------------------------------- STEP 3 ------------------------------%
196 %------------------------ Acceptance-Rejection -----------------------%
197
198 RnewU2 = RnewU.ˆ2;
199 sumHtildeU2 = sum( HtildeU.ˆ2 );
200
201 %----- Calculate Proposed Potential Energy
202 PropLJLH = -0.5*sum(NewH) -0.5*sum(RnewU2)...
203 -0.5/sighˆ2*NewH(1)ˆ2*(1-phiˆ2) -0.5/vp2*sumHtildeU2;
204
205 %----- Calculate Proposed Hamiltonian Value
206 PropLogDet = 0.5*(2*sum(log(diag(CholMH))));
207 PropKinEn = ((PropMomH’/MH)*PropMomH)/2;
208 ProposedH = PropLJLH - PropLogDet - PropKinEn;
209
210 % Ratio: energy change
211 Ratio = ProposedH - CurrentH;
212
213 % Accept/reject proposed H value according to ratio
214 if Ratio > 0 || (Ratio > log(rand))
215 H = NewH;
216 Rnew = RnewU;
217 RdV = RdVu;
218 Hbar = HbarU;
219 Htilde = HtildeU;
220 sumHtilde2 = sumHtildeU2;
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221 AccH = AccH + 1;
222 end
223
224 %=====================================================================%
225 % Sample phi using RMHMC %
226 %=====================================================================%
227
228 phiProp = phiProp + 1;
229
230 %------------------------------- STEP 1 ------------------------------%
231 %---------------- Generate Random MOMENTUM VARIABLES -----------------%
232
233 %----- Calculate Current Potential Energy
234 CurrLJLphi = 0.5*log(1-phiˆ2) -0.5/(sighˆ2)*H(1)ˆ2*(1-phiˆ2) ...
235 -0.5/vp2*sumHtilde2;
236 CurrJphi = log(1-phiˆ2); % Jacobian
237 % Add Prior
238 Priorphi = (Cp-1)*log(1+phi) +(Dp-1)*log(1-phi);
239 CurrLJLphi = CurrLJLphi + Priorphi;
240
241 %----- Create Gradient
242 GradLphi = -phi +H(1)ˆ2/sighˆ2*phi*(1-phiˆ2) ...
243 +(1-phiˆ2)/vp2*sum( Htilde.*H(1:T-1) );
244 % Add Prior
245 GradLphi = GradLphi +(Cp-1)*(1-phi) -(Dp-1)*(1+phi);
246
247 %----- Metric Tensor
248 Mphi = 2*phiˆ2 +(T-1)*(1-phiˆ2)/(1-rhoˆ2);
249 % Add Prior
250 PriorMphi = (Cp+Dp-2)*(1-phiˆ2);
251 Mphi = Mphi +PriorMphi;
252
253 %----- Sample Momentum
254 CholMphi = chol(Mphi + eye(1)*1e-6);
255 OrigMphi = Mphi;
256 PropMomphi = (randn(1,1)*CholMphi)’;
257 OrigMomphi = PropMomphi;
258
259 %----- Calculate Current Hamiltonian Value
260 CurrLogDet = 0.5*( 2*sum(log(diag(CholMphi))) );
261 CurrKinEn = ((OrigMomphi’/OrigMphi)*OrigMomphi)/2;
262 CurrentHphi = CurrLJLphi +CurrJphi -CurrLogDet -CurrKinEn;
263
264 %------------------------------- STEP 2 ------------------------------%
265 %--------- Perform LEAPFROG ALGORITHM to generate a proposal ---------%
266
267 % Derivative of Metric Tensor
268 dMdphi = 2*phi*(1-phiˆ2)*(4-(T-1)/(1-rhoˆ2)-Cp-Dp);
269
270 InvMdphi = Mphi\dMdphi;
271 TraceInvMdphi = trace(InvMdphi);
272
273 if (randn > 0.5); TimeStep = 1; else TimeStep = -1; end
274
275 RandomStep = ceil(rand*NphiStepLF);
276
277 phiNew = phi;
278
279 %----- Start Leapfrog Algorithm
280 for StepNum = 1:RandomStep
281
282 %----- 2.1 Update momentum: a half step at the beginning
283 TraceTerm = 0.5*TraceInvMdphi’;
284
285 % Multiple fixed point iteration
286 PM = PropMomphi;
287 for FixedIter = 1:NphiStepFPI
288 InvMMom = Mphi\PM;
289 LastTerm = 0.5*(PM’*InvMdphi*InvMMom);
290 PM = PropMomphi + TimeStep*(phiStepS/2)...
291 *(GradLphi’ - TraceTerm + LastTerm’);
292 end
293 PropMomphi = PM;
294
295 %----- 2.2 Update parameter: a full step
296 phiUorig = phiNew;
297 phiUorig = atanh(phiUorig);
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298 for FixedIter = 1:NphiStepFPI
299 InvMMom = Mphi\PropMomphi;
300 if FixedIter == 1
301 OrigInvMMom = InvMMom;
302 end
303 phiU = phiUorig ...
304 + (TimeStep*(phiStepS/2))*OrigInvMMom’ ...
305 + (TimeStep*(phiStepS/2))*InvMMom’;
306 phiU = tanh(phiU);
307 % Update Metric Tensor
308 Mphi = 2*phiUˆ2 +(T-1)*(1-phiUˆ2)/(1-rhoˆ2);
309 % Add Prior
310 PriorMphi = (Cp+Dp-2)*(1-phiUˆ2);
311 Mphi = Mphi +PriorMphi;
312 end
313 phiNew = phiU;
314
315 HbarU = H(2:T)-phiNew*H(1:T-1);
316 HtildeU = HbarU -alfa1*Rnew(1:T-1);
317 sumHtildeU2 = sum( HtildeU.ˆ2 );
318
319 %----- 2.3 Update momentum: a half step at the end
320 % Update Gradient
321 GradLphi = -phiNew + H(1)ˆ2/sighˆ2*phiNew*(1-phiNewˆ2) ...
322 +(1-phiNewˆ2)/vp2*sum( HtildeU.*H(1:T-1) );
323 % Add Prior
324 GradLphi = GradLphi +(Cp-1)*(1-phiNew) -(Dp-1)*(1+phiNew);
325
326 % Update Derivative of Metric Tensor
327 dMdphi = 2*phiU*(1-phiUˆ2)*(4-(T-1)/(1-rhoˆ2)-Cp-Dp);
328
329 InvMdphi = Mphi\dMdphi;
330 TraceInvMdphi = trace(InvMdphi);
331 TraceTerm = 0.5*TraceInvMdphi’;
332 InvMMom = Mphi\PropMomphi;
333 LastTerm = 0.5*(PropMomphi’*InvMdphi*InvMMom);
334
335 % Update Momentum
336 PropMomphi = PropMomphi ...
337 + TimeStep*(phiStepS/2)*(GradLphi’ - TraceTerm + LastTerm’);
338
339 end
340 %----- End Leapfrog Algorithm
341
342 %------------------------------- STEP 3 ------------------------------%
343 %------------------------ Acceptance-Rejection -----------------------%
344
345 % Calculate Proposed Potential Energy
346 PropLJLphi = 0.5*log(1-phiNewˆ2) -0.5/(sighˆ2)*H(1)ˆ2*(1-phiNewˆ2) ...
347 -0.5/vp2*sumHtildeU2;
348 PropJphi = log(1-phiNewˆ2);
349 % Add Prior
350 Priorphi = (Cp-1)*log(1+phiNew) +(Dp-1)*log(1-phiNew);
351 PropLJLphi = PropLJLphi + Priorphi;
352
353 %----- Calculate Proposed Hamiltonian Value
354 try
355 PropLogDet = 0.5*( 2*sum(log(diag( chol(Mphi+eye(1)*1e-6) ))) );
356 catch
357 disp(’error’)
358 end
359 PropKinEn = PropMomphiˆ2/(2*Mphi);
360 ProposedHphi = PropLJLphi + PropJphi - PropLogDet - PropKinEn;
361
362 %----- Ratio: energy change
363 Ratio = ProposedHphi - CurrentHphi;
364
365 %----- Accept/reject proposed phi value according to ratio
366 if Ratio > 0 || (Ratio > log(rand))
367 phi = phiNew;
368 Hbar = HbarU;
369 Htilde = HtildeU;
370 sumHtilde2 = sumHtildeU2;
371 phiAcc = phiAcc + 1;
372 end
373
374 %=====================================================================%
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375 % Sample (sig_r,sig_h,rho) using RMHMC %
376 %=====================================================================%
377
378 HPProp = HPProp + 1;
379
380 %------------------------------- STEP 1 ------------------------------%
381 %---------------- Generate Random MOMENTUM VARIABLES -----------------%
382
383 sumRdV2 = sum(RdV.ˆ2);
384
385 %----- Calculate Current Potential Energy
386 CurrLJLHP = -T*log(sigr*sigh) -0.5/(sigrˆ2)*sumRdV2 ...
387 -0.5/(sighˆ2)*(1-phiˆ2)*H(1)ˆ2 ...
388 -0.5*(T-1)*log(1-rhoˆ2) -0.5/vp2*sumHtilde2;
389 CurrJHP = log(sigr) +log(sigh) +log(1-rhoˆ2); % Jacobian
390 % Add Prior
391 PriorHP = -(A+2)*log(sigr) -0.5*B/(sigrˆ2) ...
392 -(E+2)*log(sigh) -0.5*F/(sighˆ2)...
393 +(Cr-1)*log(1+rho) +(Dr-1)*log(1-rho);
394 CurrLJLHP = CurrLJLHP + PriorHP;
395
396 %----- Create Gradient
397 sumHR = sum( Htilde.*Rnew(1:T-1) );
398 GradLHP(1) = -T +1/(sigrˆ2)*sumRdV2 -alfa1/vp2*sumHR;
399 GradLHP(2) = -T +(1-phiˆ2)*H(1)ˆ2/(sighˆ2) +1/vp2*sumHtilde2 ...
400 +alfa1/vp2*sumHR;
401 GradLHP(3) = (T-1)*rho -rho/vp2*sumHtilde2 +1/sigh*sumHR;
402 % Add Prior
403 GradLHP(1) = GradLHP(1) -(A+2) +B/(sigrˆ2);
404 GradLHP(2) = GradLHP(2) -(E+2) +F/(sighˆ2);
405 GradLHP(3) = GradLHP(3) +(Cr-1)*(1-rho) -(Dr-1)*(1+rho);
406
407 %----- Metric Tensor
408 MHP = zeros(3);
409 MHP(1,1) = 2*T +(T-1)*alfa1ˆ2/vp2 +2*B/(sigrˆ2);
410 MHP(1,2) = -(T-1)*alfa1ˆ2/vp2;
411 MHP(1,3) = -(T-1)*rho;
412 MHP(2,1) = MHP(1,2);
413 MHP(2,2) = 2*T +(T-1)*alfa1ˆ2/vp2 +2*F/(sighˆ2);
414 MHP(2,3) = -(T-1)*rho;
415 MHP(3,1) = MHP(1,3);
416 MHP(3,2) = MHP(2,3);
417 MHP(3,3) = (T-1)*(1+rhoˆ2) +(Cr+Dr-2)*(1-rhoˆ2);
418
419 %----- Sample Momentum
420 CholMHP = chol(MHP + eye(3)*1e-6);
421 OrigMHP = MHP;
422 PropMomHP = (randn(1,3)*CholMHP)’;
423 OrigMomHP = PropMomHP;
424
425 %----- Calculate Current Hamiltonian Value
426 CurrLogDet = 0.5*( 2*sum(log(diag(CholMHP))) );
427 CurrKinEn = ((OrigMomHP’/OrigMHP)*OrigMomHP)/2;
428 CurrentHHP = CurrLJLHP + CurrJHP -CurrLogDet -CurrKinEn;
429
430 %------------------------------- STEP 2 ------------------------------%
431 %--------- Perform LEAPFROG ALGORITHM to generate a proposal ---------%
432
433 % Derivatif of Metric Tensor w.r.t. sigr
434 dMdsigr = zeros(3);
435 dMdsigr(1,1) = -4*B/(sigrˆ2);
436 % Derivatif of Metric Tensor w.r.t. sigh
437 dMdsigh = zeros(3);
438 dMdsigh(2,2) = -4*F/(sighˆ2);
439 % Derivatif of Metric Tensor w.r.t. rho
440 dMdrho = zeros(3);
441 dMdrho(1,1) = -2*rho/(1-rhoˆ2);
442 dMdrho(1,2) = 2*rho/(1-rhoˆ2);
443 dMdrho(1,3) = 1-rhoˆ2;
444 dMdrho(2,1) = dMdrho(1,2);
445 dMdrho(2,2) = -2*rho/(1-rhoˆ2);
446 dMdrho(2,3) = 1-rhoˆ2;
447 dMdrho(3,1) = dMdrho(1,3);
448 dMdrho(3,2) = dMdrho(2,3);
449 dMdrho(3,3) = 2*(Cr+Dr-T-1)*rho*(1-rhoˆ2)/(T-1);
450 dMdrho = -(T-1)*dMdrho;
451
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452 InvMdsigr = MHP\dMdsigr;
453 InvMdsigh = MHP\dMdsigh;
454 InvMdrho = MHP\dMdrho;
455
456 TraceInvMdphi(1) = trace(InvMdsigr);
457 TraceInvMdphi(2) = trace(InvMdsigh);
458 TraceInvMdphi(3) = trace(InvMdrho);
459
460 if (randn > 0.5); TimeStep = 1; else TimeStep = -1; end
461
462 RandomStep = ceil(rand*NHPStepLF);
463
464 HPNew = [sigr sigh rho];
465
466 %----- Start Leapfrog Algorithm
467 for StepNum = 1:RandomStep
468
469 %----- 2.1 Update momentum: a half step at the beginning
470 TraceTerm = 0.5*TraceInvMdphi’;
471
472 % Multiple fixed point iteration
473 PM = PropMomHP;
474 for FixedIter = 1:HPStepFPI
475 InvMHPMom = MHP\PM;
476 LastTerm(1) = 0.5*(PM’*InvMdsigr*InvMHPMom);
477 LastTerm(2) = 0.5*(PM’*InvMdsigh*InvMHPMom);
478 LastTerm(3) = 0.5*(PM’*InvMdrho*InvMHPMom);
479
480 PM = PropMomHP ...
481 +TimeStep*(HPStepS/2)*(GradLHP’ -TraceTerm +LastTerm’);
482 end
483 PropMomHP = PM;
484
485 %----- 2.2 Update parameter: a full step
486 PHP = HPNew;
487
488 OrigPHP = HPNew;
489 OrigPHP(1) = log(OrigPHP(1));
490 OrigPHP(2) = log(OrigPHP(2));
491 OrigPHP(3) = atanh(OrigPHP(3));
492 for FixedIter = 1:HPStepFPI
493
494 InvMHPMom = MHP\PropMomHP;
495
496 if FixedIter == 1
497 OrigInvMHPMom = InvMHPMom;
498 end
499
500 PHP = OrigPHP +(TimeStep*(HPStepS/2))*OrigInvMHPMom’ ...
501 +(TimeStep*(HPStepS/2))*InvMHPMom’;
502
503 PHP(1) = exp(PHP(1));
504 PHP(2) = exp(PHP(2));
505 PHP(3) = tanh(PHP(3));
506
507 alfa1U = PHP(3)*PHP(2);
508 vpU2 = PHP(2)ˆ2*(1-PHP(3)ˆ2);
509
510 % Update Metric Tensor
511 MHP = zeros(3);
512 MHP(1,1) = 2*T +(T-1)*alfa1Uˆ2/vpU2 +2*B/(PHP(1)ˆ2);
513 MHP(1,2) = -(T-1)*alfa1Uˆ2/vpU2;
514 MHP(1,3) = -(T-1)*PHP(3);
515 MHP(2,1) = MHP(1,2);
516 MHP(2,2) = 2*T + (T-1)*alfa1Uˆ2/vpU2 +2*F/PHP(2)ˆ2;
517 MHP(2,3) = -(T-1)*PHP(3);
518 MHP(3,1) = MHP(1,3);
519 MHP(3,2) = MHP(2,3);
520 MHP(3,3) = (T-1)*(1+PHP(3)ˆ2) +(Cr+Dr-2)*(1-PHP(3)ˆ2);
521
522 end
523 HPNew = PHP;
524
525 RnewU = RdV/HPNew(1);
526 HtildeU = Hbar -alfa1U*RnewU(1:T-1);
527 sumHtildeU2 = sum( HtildeU.ˆ2 );
528 sumHRU = sum( HtildeU.*RnewU(1:T-1) );
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529
530 %----- 2.3 Update momentum: a half step at the end
531 % Update Gradient
532 GradLHP(1) = -T +1/(HPNew(1)ˆ2)*sumRdV2 ...
533 -alfa1U/vpU2*sumHRU;
534 GradLHP(2) = -T +(1-phiˆ2)*H(1)ˆ2/(HPNew(2)ˆ2) ...
535 +1/vpU2*sumHtildeU2 +alfa1U/vpU2*sumHRU;
536 GradLHP(3) = (T-1)*HPNew(3) -HPNew(3)/vpU2*sumHtildeU2 ...
537 +1/HPNew(2)*sumHRU;
538 % Add Prior
539 GradLHP(1) = GradLHP(1) -(A+2) +B/(HPNew(1)ˆ2);
540 GradLHP(2) = GradLHP(2) -(E+2) +F/(HPNew(2)ˆ2);
541 GradLHP(3) = GradLHP(3) +(Cr-1)*(1-HPNew(3)) -(Dr-1)*(1+HPNew(3));
542
543 % Update Derivative of Metric Tensor w.r.t. sigr
544 dMdsigr = zeros(3);
545 dMdsigr(1,1) = -4*B/HPNew(1)ˆ2;
546 % Update Derivative of Metric Tensor w.r.t. sigh
547 dMdsigh = zeros(3);
548 dMdsigh(2,2) = -4*F/HPNew(2)ˆ2;
549 % Update Derivative of Metric Tensor w.r.t. rho
550 dMdrho = zeros(3);
551 dMdrho(1,1) = -2*HPNew(3)/(1-HPNew(3)ˆ2);
552 dMdrho(1,2) = 2*HPNew(3)/(1-HPNew(3)ˆ2);
553 dMdrho(1,3) = 1-HPNew(3)ˆ2;
554 dMdrho(2,1) = dMdrho(1,2);
555 dMdrho(2,2) = -2*HPNew(3)/(1-HPNew(3)ˆ2);
556 dMdrho(2,3) = 1-HPNew(3)ˆ2;
557 dMdrho(3,1) = dMdrho(1,3);
558 dMdrho(3,2) = dMdrho(2,3);
559 dMdrho(3,3) = 2*(Cr+Dr-T-1)*HPNew(3)*(1-HPNew(3)ˆ2)/(T-1);
560 dMdrho = -(T-1)*dMdrho;
561
562 InvMdsigr = MHP\dMdsigr;
563 InvMdsigh = MHP\dMdsigh;
564 InvMdrho = MHP\dMdrho;
565
566 TraceInvMdphi(1) = trace(InvMdsigr);
567 TraceInvMdphi(2) = trace(InvMdsigh);
568 TraceInvMdphi(3) = trace(InvMdrho);
569
570 TraceTerm = 0.5*TraceInvMdphi’;
571 InvMHPMom = MHP\PropMomHP;
572 LastTerm(1) = 0.5*(PropMomHP’*InvMdsigr*InvMHPMom);
573 LastTerm(2) = 0.5*(PropMomHP’*InvMdsigh*InvMHPMom);
574 LastTerm(3) = 0.5*(PropMomHP’*InvMdrho*InvMHPMom);
575
576 % Update Momentum
577 PropMomHP = PropMomHP ...
578 + TimeStep*(HPStepS/2)*(GradLHP’ -TraceTerm +LastTerm’);
579
580 end
581 %----- End Leapfrog Algorithm
582
583 %------------------------------- STEP 3 ------------------------------%
584 %------------------------ Acceptance-Rejection -----------------------%
585
586 % Calculate Proposed Potential Energy
587 PropLJLHP = -T*log(HPNew(1)*HPNew(2)) -0.5/(HPNew(1)ˆ2)*sumRdV2 ...
588 -0.5/(HPNew(2)ˆ2)*(1-phiˆ2)*H(1)ˆ2 ...
589 -0.5*(T-1)*log(1-HPNew(3)ˆ2) -0.5/vpU2*sumHtildeU2;
590 PropJHP = log(HPNew(1)) +log(HPNew(2)) +log(1-HPNew(3)ˆ2);
591 % Add Prior
592 PriorHP = -(A+2)*log(HPNew(1)) -0.5*B/(HPNew(1)ˆ2) ...
593 -(E+2)*log(HPNew(2)) -0.5*F/(HPNew(2)ˆ2)...
594 +(Cr-1)*log(1+HPNew(3)) +(Dr-1)*log(1-HPNew(3));
595 PropLJLHP = PropLJLHP + PriorHP;
596
597 %----- Calculate Proposed Hamiltonian Value
598 try
599 PropLogDet = 0.5*( 2*sum(log(diag( chol(MHP+eye(3)*1e-6) ))) );
600 catch
601 disp(’error’)
602 end
603 PropKinEn = ((PropMomHP’/MHP)*PropMomHP)/2;
604 ProposedHHP = PropLJLHP + PropJHP -PropLogDet -PropKinEn;
605
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606 %----- Ratio: energy change
607 Ratio = ProposedHHP - CurrentHHP;
608
609 %----- Accept/reject proposed HP value according to ratio
610 if Ratio > 0 || (Ratio > log(rand))
611 sigr = HPNew(1);
612 sigh = HPNew(2);
613 rho = HPNew(3);
614 alfa1 = alfa1U;
615 vp2 = vpU2;
616 Rnew = RnewU;
617 Htilde = HtildeU;
618 sumHtilde2 = sumHtildeU2;
619 HPAcc = HPAcc + 1;
620 end
621
622 %=====================================================================%
623 % ACCEPTANCE PROBABILITY %
624 %=====================================================================%
625
626 if mod(Its, 100) == 0
627 AccRatH(Its/100,1) = AccH/PropH;
628 phiAccRat(Its/100,1) = phiAcc/phiProp;
629 HPAccRat(Its/100,1) = HPAcc/HPProp;
630
631 PropH = 0;
632 AccH = 0;
633
634 phiProp = 0;
635 phiAcc = 0;
636
637 HPProp = 0;
638 HPAcc = 0;
639 end
640
641 %=====================================================================%
642 % Save Draws after Burn-in Period %
643 %=====================================================================%
644
645 if Its>BI
646 Hv(Its-BI,:) = H’;
647 srv(Its-BI) = sigr;
648 pv(Its-BI) = phi;
649 shv(Its-BI) = sigh;
650 rv(Its-BI) = rho;
651 end
652
653 % Start a ROLEX after burn-in
654 if Its == BI
655 disp(’Burn-in complete, now drawing posterior samples.’)
656 tic;
657 end
658
659 end
660 %************************* End Sampling Posteriors ************************
661
662 toc; % Stop timer and print total time
663
664 %*********************** Start Summarizing Statistics *********************
665 %----- MCMC output: posterior mean and standard deviation
666 draws = [srv pv shv rv];
667 MP = mean(draws);
668 SP = std(draws);
669
670 %----- 95% Highest Posterior Density (HPD) Interval
671 resultsHPD = HPD_SIM(draws,0.05);
672 LB = [resultsHPD.LB];
673 UB = [resultsHPD.UB];
674
675 % ===== Numerical Standard Error (NSE) ====================================
676 BW = 0.1*N;
677 VRdraws = VarRat_Parzen(draws,BW);
678 NSEd = SP.* sqrt(VRdraws/N);
679
680 % ===== Inefficiency Factors ==============================================
681 EFd = SP.ˆ2./(NSEd.ˆ2*N);
682 IFd = 1./EFd;
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683
684 % ===== Geweke’s Convergence Test =========================================
685 idraw1 = round(.1*N);
686 BW1 = 0.1*round(.1*N);
687 meansa = mean(draws(1:idraw1,:));
688 resultVR = VarRat_Parzen(draws(1:idraw1,:),BW1);
689 nsea = std(draws(1:idraw1,:)).* sqrt(resultVR/idraw1); %
690
691 idraw2 = round(.5*N)+1;
692 BW2 = 0.1*round(.05*N);
693 meansb = mean(draws(idraw2:N,:));
694 resultVR = VarRat_Parzen(draws(idraw2:N,:),BW2);
695 nseb = std(draws(1:idraw1,:)).* sqrt(resultVR/(N-idraw2+1));
696
697 CD = (meansa - meansb)./sqrt(nsea.ˆ2+nseb.ˆ2);
698 onetail = 1-normcdf(abs(CD),0,1);
699 pV = 2*onetail;
700
701 %----- Print Results of Parameters Statistics:
702 in.cnames = char(’sig_e’,’phi’,’sig_h’,’rho’);
703 in.rnames = char(’Par.’,’Mean’,’SD’,’LB’,’UB’,’IFd’,’p-Val’);
704 in.fmt = ’%16.6f’;
705 tmp = [MP; SP; LB; UB; IFd; pV];
706 fprintf(1,’Gibbs estimates using RMHMC and diagnostic test\n’);
707 mprint(tmp,in);
708
709 %----- Print Results of Acceptance Ratio:
710 in.cnames = char(’min’,’median’,’mean’,’max’);
711 in.rnames = char(’Statistics’,’Acc(H)’,’Acc(phi)’,’Acc(HP)’);
712 in.fmt = ’%16.6f’;
713 tmp = [min(AccRatH) median(AccRatH) mean(AccRatH) max(AccRatH); ...
714 min(phiAccRat) median(phiAccRat) mean(phiAccRat) max(phiAccRat); ...
715 min(HPAccRat) median(HPAccRat) mean(HPAccRat) max(HPAccRat)];
716 fprintf(1,’Acceptance Ratio\n’);
717 mprint(tmp,in);
718 %************************ End Summarizing Statistics **********************
719
720 %----- RESULTS
721 results.draws = draws;
722 results.Hv = Hv;
Chapter 4
LRSV Model with Generalized
Student’s t-Distribution
In this chapter, we address two issues in extending of an LRSV model. First,
to cover the generalized varying persistence of RV, the autoregressive coefficient is
specified as a parameter. Second, to accommodate non-zero skewness and heavy-
tailedness to the conditional distribution of returns, two non-nested generalized
Student’s t-distributions are incorporated into the model. A detailed description of
the RMHMC sampler required in the MCMC algorithm for estimating our model
is provided. The model will be analysed using intra-day high frequency TOPIX.
4.1 Volatility Model
4.1.1 LRSV Model with Normal Distribution
Following Yu’s (2005) specification and a slight modification of Takahashi et
al.’s (2009) version considered in Jacquier and Miller (2010), where the persistence
of the proxy volatility is specified as parameter instead of assuming that the per-
sistence is fixed equal to one, we propose an LRSV model that takes the following
form:
Rt = e
1
2
htt
Yt = β0 + β1ht + σyut
ht+1 = α + φ(ht − α) + σhvt+1
h1 ∼ N (α, σ2h/ (1− φ2))
 , (4.1)
where Yt denotes the logarithm of RV at time t and tut
vt+1
 ∼ N
 00
0
 ,
 1 0 ρ0 1 0
ρ 0 1
 ,
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in which ρ captures the correlation between current returns and future volatility.
The above leverage specification was also used by Tsiotas (2012) for generalized
LSV models and by X. Zhang and King (2008) for non-linear SV models.
In this chapter, we extend the above LRSV model by assuming the following
three alternative distributions for the conditional return errors: central Student-t,
non-central Student-t, and skew Student-t distributions. Many empirical studies
have shown that asset returns are characterized by heavy tails (positive kurtosis)
that cannot be captured by the normal distribution. Geweke (1993), Watanabe
and Asai (2001), and Jacquier et al. (2004) found that Student’s t-distribution
can capture the heavy-tailedness of the conditional distribution of daily returns.
However, as the return distribution may exhibit skewness, a skew version of the
Student’s t-distribution might be more adequate in some cases. Several skew
extensions to the Student’s t-distributions have been previously proposed; for a
short overview see Aas and Haff (2006). In particular, we implement the non-
central Student-t distribution proposed by Johnson et al. (1995) and the skew
Student-t distribution proposed by Nakajima and Omori (2012).
4.1.2 RV Measures
At present, RV has become the benchmark volatility measure of intra-day high-
frequency data (IHFD). RV is a non-parametric measure proposed by Andersen et
al. (2001) as a proxy for non-observable integrated variance. Various versions of
the RV measure, incorporating many improvements and modifications, have been
proposed previously. These include the bipower variation (BV, Barndorff-Nielsen
and Shephard (2004)), the two-scales realized variance (TSRV, L. Zhang et al.
(2005)), and the realized kernel (Barndorff-Nielsen et al., 2008). In this study, we
compute the IHFD-based volatility measures using data sampled at four different
frequencies: RV 1-min, RV 5-min, skip-one BV, and TSRV 5-min.
To extract the jump component from RV, Barndorff-Nielsen and Shephard
(2004) proposed an empirical estimator called bipower variation (BV) that is de-
fined as the sum of the product of adjacent absolute high-frequency intra-daily
returns:
BVt =
pi
2
∑m
j=2
|Rt,j||Rt,j−1|.
This approach is known to be robust in the presence of jumps in prices. Andersen
et al. (2005) proposed a modification of the BV estimator and called it “staggered
BV”. Assuming that microstructure noise is absent, these staggered BV measures
converges to the integrated conditional variance as observation frequency increases.
In this study, we use the staggered (skip-one) BV defined by
BVt =
pi
2
·
(
1− 2
m
)−1∑m
j=3
|Rt,j||Rt,j−2|,
where the normalization factor in front of the sum reflects the loss of two obser-
vations due to the staggering.
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To control independent microstructure noise, L. Zhang et al. (2005) suggested a
TSRV estimator based on sub-sampling, averaging, and bias-correction. This esti-
mator is the bias-adjusted average of lower frequency realized volatilities computed
on K non-overlapping observation sub-grids
TSRVt =
1
K
∑K
j=1
RV
(j),(avg)
t −
m−K + 1
K
RV
(all)
t ,
which combines the two time scales (all) and (avg). The natural way to select
the jth sub-grid, j = 1, . . . , K, is to start at τt,j−1 and subsequently observe every
Kth sample point.
4.1.3 LRSV Model with Generalized t-Distribution
Recall the LRSV model expressed in Eq. (4.1). According to previous studies,
it is convenient to write
vt+1 = ρt +
√
1− ρ2ηt+1, for t = 1, 2, ..., T − 1,
where ηt+1
iid∼ N (0, 1) and corr (t, ηt+1) = 0. By this transformation, var (vt+1) =
1 and corr (vt+1, t) = ρ, which satisfies the specifications of RSV model with
leverage effect. A reparameterization of the model yields
ht+1 = α + φ(ht − α) + ϕRte− 12ht + ψηt+1
h1 ∼ N (α, ψ2/ (1− φ2))
}
,
where ϕ = ρσh and ψ
2 = (1− ρ2)σ2h. Notice that Takahashi et al. (2009) assumed
h1 ∼ N (α, σ2h/ (1− φ2)).
A distribution for modeling skewed and heavy-tailed data is the non-central
Student’s t-distribution proposed by Johnson et al. (1995). If V and Qν are (sta-
tistically) independent standard normal and chisquare random variables, respec-
tively, the latter with ν degrees of freedom, then
Tν,µ = µ+ V√
Qν/ν
= (µ+ V )
√
Zν ,
where Zν ∼ IG(ν/2, ν/2), is said to have a non-central t-distribution (or simply
the NCT distribution) with ν degrees of freedom and non-centrality parameter µ.
The probability density function of Tν,µ is
f(x) = e−
µ2
2
∞∑
j=0
(
1
2
µ2
)j
j!
I
(
µ2
ν + µ2
∣∣∣∣12 + j, ν2
)
,
where I(x|ν, µ) is the incomplete beta function with parameters ν and µ.
Replacing a normal random variable t in model (4.1) with an NCT distribution
yields a new LRSV model called the LRSV-NCT model, which takes the following
Chapter 4. LRSV Model with Generalized Student’s t-Distribution 53
form:
Rt = e
1
2
htz
1
2
t (µ+ ξt) , zt ∼ IG(ν/2, ν/2)
Yt = β0 + β1ht + σyut
ht+1 = α + φ(ht − α) + ϕ
(
Rte
− 1
2
htz
− 1
2
t − µ
)
+ ψηt+1
h1 ∼ N (α0, ψ2/ (1− φ2))
(ξt, ut, ηt+1) ∼ N (0, I3)

. (4.2)
When µ = 0, the LRSV-NCT model reduces to the LRSV model with a cen-
tral Student’s t-distribution and the same degrees of freedom, which is called the
LRSV-T model.
An alternative distribution to accommodate flexible skewness and heavy-tailedness
in the conditional distribution of returns is the generalized hyperbolic (GH) skew
Student’s t-distribution proposed by Nakajima and Omori (2012), that is simple,
flexible, and easily incorporated into the SV model based on a Bayesian estimation
scheme using the MCMC algorithm. This distribution is a special case of the GH
distribution proposed by Barndorff-Nielsen (1977), that may be represented as a
normal variance-mean mixture, which is given by
Tµ,β,λ,δ,γ = µ+ βZ +
√
ZV,
where V ∼ N (0, 1) and Z ∼ GIG(λ, δ, γ) are independent and GIG represents the
generalised inverse Gaussian distribution. The GH skew Student’s t-distribution
is obtained by assuming λ = −1
2
ν and γ = 0, where ν denotes degrees of freedom,
δ =
√
ν, which yields Zν ∼ IG(ν/2, ν/2), and set µ = −βµν , where µz = E(Zν) =
ν
ν−2 and ν > 4. These yield the GH skew Student’s t-distribution (or simply the
SKT distribution) formulated as
Tν,β = β(Zν − µz) +
√
ZνV.
Its density is given as (Aas and Haff, 2006)
f(x) =
2
1−ν
2 ν
ν
2 |β| ν+12 K ν+1
2
(√
β2(ν + (x+ βµz)2)
)
exp (β(x+ βµz))
√
piΓ
(
ν
2
) (√
ν + (x+ βµz)2
)(ν+1)/2 ,
where Kj is the modified Bessel function of the third kind of order j.
Using the SKT distribution, we propose a new LRSV model called the LRSV-
SKT model that takes the following form:
Rt = e
1
2
ht
(
β(zt − µz) + z
1
2
t ξt
)
Yt = β0 + β1ht + σyut
ht+1 = α + φ(ht − α) + ϕ
(
Rte
− 1
2
ht − β(zt − µz)
)
z
− 1
2
t + ψηt+1
h1 ∼ N (α0, ψ2/ (1− φ2))
 , (4.3)
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where zt ∼ IG
(
ν
2
, ν
2
)
and (ξt, ut, ηt+1) ∼ N (0, I3). When β = 0, this LRSV-SKT
reduces to the LRSV-T model.
Figure 4.1 shows the densities of NCT and SKT distributions for a few different
choices of parameter sets (ν, µ) and (ν, β). It is shown that the skewness and
heavy-tailedness of both NCT and SKT distributions are determined jointly by
the combination of those parameters values. As mentioned, µ = 0 and β = 0
correspond to a central Student’s t-distribution. The higher value of µ and the
lower value of β imply a more positive skewness or right-skewness and a more
negative skewness or left-skewness as well as heavier tails, respectively. As ν
becomes larger, both distributions become less skewed and have lighter tails.
Figure 4.1: The NCT and SKT densities generated by combinations of parameters.
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4.2 MCMC Simulation in The LRSV Models
In the previous chapter, we demonstrated that, among various sampling meth-
ods, RMHMC sampler yields the best performance for parameters and latent
volatilities of the SV model, in terms of IF. Therefore, we employ RMHMC sam-
pler to estimate the parameters and latent variables in the LRSV models expressed
in Eqs. (4.2) and (4.3) when draws cannot be directly sampled.
4.2.1 Joint Distribution and MCMC Scheme
Consider two observation vectors R = {Ri}Ti=1 and Y = {Yi}Ti=1, two latent vari-
able vectors h = {hi}Ti=1 and z = {zi}Ti=1, and parameter vectors θ1 = (β0, β1, σy),
θ2 = (α, φ, ϕ, ψ), and θ3 = (ν, κ), with κ is either µ or β. The analysis pre-
sented here aims to obtain the estimates and other inferences of the LRSV model
parameters.
By Bayes’ theorem, the joint posterior distribution of the parameters and latent
unobservable variables conditional on the observations is
p(h, z,θ|R,Y) = p(θ)× p(R|h, z, θ3)× p(z|ν)× p(Y|θ1,h)× p(h|R, θ2, θ3),
∝ p(θ)×
T∏
t=1
e−
1
2
htz
− 1
2
t exp
{
−1
2
R˜2t
}
×
(ν
2
) 1
2
νT
Γ(ν
2
)−T
T∏
t=1
(zt)
− 1
2
ν−1 exp
{
− ν
2zt
}
× (σ2y)− 12T T∏
t=1
exp
{
− 1
2σ2y
[Yt − β0 − β1ht]2
}
× (ψ2)− 12T (1− φ2) 12 exp{−(1− φ2) (h1 − α)2
2ψ2
}
×
T∏
t=2
exp
{
− 1
2ψ2
h˜2t
}
, (4.4)
where p(θ) is a prior distribution on θ, with θ = (θ1, θ2, θ3),
h˜t = ht − α− φ(ht−1 − α)− ϕR˜t−1, for t = 2, . . . , T,
R˜t =
 Rte−
1
2
htz
− 1
2
t − µ , for LRSV-NCT model;[
Rte
− 1
2
ht − β (zt − µz)
]
z
− 1
2
t , for LRSV-SKT model.
By convention, we assume the following priors for the unknown structural pa-
rameters:
κ ∼ N (mκ, vκ) , ν ∼ G(aν , bν),
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β0 ∼ N (mβ0 , vβ0) , β1 ∼ N (mβ1 , vβ1) , σ2y ∼ IG(aσy/2, bσy/2),
α ∼ N (mα, vα) , φ ∼ B(A,B), ϕ ∼ N (mϕ, vϕ) , ψ2 ∼ IG(aψ/2, bψ/2),
where G represent the gamma distribution. We chose the beta distribution for
prior of φ since volatility is positively autocorrelated in most financial time series.
For the parameter ν, the following previously described alternative priors were
used: exponential (Geweke, 1993; Watanabe and Asai, 2001), uniform discrete on
the interval [3, 40] (Jacquier et al., 2004), Gaussian (X. Zhang and King, 2008),
and gamma on the interval (2, 40] (Abanto-Valle et al., 2010).
The MCMC method simulates a new value for each parameter in turn from its
conditional posterior distribution assuming that the current values for the other
parameters are true values. We employ the MCMC scheme as follows:
(1) Initialize θ, h, and z.
(2) Given the current values, draw θ1, α, ϕ, ψ, and κ from their conditional
posteriors directly.
(3) Given θ2, θ3, h, z, and R, draw φ by RMHMC.
(4) Given θ2, κ, h, z, and R, draw ν by RMHMC.
(5) Given θ, h, and R, draw z by RMHMC.
(6) Given θ, z, R, and Y, draw h by RMHMC.
In the following, we study ways to update from each conditional distribution.
4.2.2 Updating Parameters (θ1, α, ϕ, ψ)
On the basis of Eq. (4.4), parameters (θ1, α, ϕ, ψ) can be sampled directly from
their conditional posteriors:
β0|β1, σy,h,Y ∼ N (Mβ0 , Vβ0) ,
β1|β0, σy,h,Y ∼ N (Mβ1 , Vβ1) ,
σy|β0, β1,h,Y ∼ IG
(
dσy/2, Dσy/2
)
,
α|φ, ϕ, ψ, θ3,h, z,R ∼ N (Mα, Vα) ,
ϕ|α, φ, ψ, θ3,h, z,R ∼ N (Mϕ, Vϕ) ,
ψ|α, φ, ϕ, θ3,h, z,R ∼ IG (dψ/2, Dψ/2) ,
where
Vβ0 =
[
1
vβ0
+
T
σ2y
]−1
,
Mβ0 = Vβ0
[
mβ0
vβ0
+
1
σ2y
T∑
t=1
(Yt − β1ht)
]
,
Vβ1 =
[
1
vβ1
+
1
σ2y
T∑
t=1
h2t
]−1
,
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Mβ1 = Vβ1
[
mβ1
vβ1
+
1
σ2y
T∑
t=1
ht (Yt − β0)
]
,
dσy = aσy + T,
Dσy = bσy +
T∑
t=1
(Yt − β0 − β1ht)2 ,
Vα =
[
1
vα
+
(1− φ2) + (T − 1)(1− φ)2
ψ2
]−1
,
Mα = Vα
[
mα
vα
+ (1− φ2)h1 + (1− φ)
T∑
t=2
(ht − φht−1 − ϕR˜t−1)
]
,
Vϕ =
[
1
vϕ
+
1
ψ2
T∑
t=2
R˜t−1
]−1
,
Mϕ = Vϕ
[
mϕ
vϕ
+
1
ψ2
T∑
t=2
(ht − α− φ(ht−1 − α))R˜t−1
]
,
dψ = aϕ + T,
Dψ = bϕ +
(
1− φ2) (h1 − α)2 + T∑
t=2
h˜2t .
4.2.3 Updating Parameter κ
Sampling κ from Eq. (4.4), we found that the conditional posterior of κ is a
normal distribution with mean Mκ and variance Vκ defined by
Vκ =
[
1
vκ
+
(
1 +
ϕ2
ψ2
) T−1∑
t=1
f 2(zt) + f
2(zT )
]−1
,
Mκ = Vκ
[
mκ
vκ
+
T∑
t=1
Rte
− 1
2
htz
− 1
2
t f(zt)
− ϕ
ψ2
T∑
t=2
(
ht − α− φ(ht−1 − α)− ϕRt−1e− 12ht−1z−
1
2
t−1
)
f(zt−1)
]
,
where f(zt) = 1 for LRSV-NCT model and f(zt) = (zt − µz)z−
1
2
t for LRSV-SKT
model. Hence κ can be sampled directly from N (Mκ, Vκ).
4.2.4 Updating Parameter φ
As far as φ is only concerned to be sampled, the logarithm of conditional pos-
terior distribution for φ on the basis of Eq. (4.4) has the following expression:
L(φ) = log p (φ|θ2, θ3,h, z,R)
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∝ 1
2
log
(
1− φ2)− 1
2ψ2
(
1− φ2) (h1 − α)2 − 1
2ψ2
T∑
t=2
h˜2t
+ (A− 1) log φ+ (B − 1) log(1− φ).
Since the above conditional posterior is in non-standard form, φ is drawn using
the RMHMC algorithm.
To apply the leapfrog RMHMC algorithm, we must calculate the gradient vec-
tor ∇φL(φ) for all models. To constrain φ, we implement a transformation by
letting φ = tanh(φ˜) and introduce a Jacobian factor into the acceptance ratio.
The derivative of the transformation is dφ/dφ˜ = 1 − tanh2(φ˜) = 1 − φ2. Then,
the partial derivative of the above log posterior with respect to the transformed
parameter φ˜ is as follows:
∇φ˜L(φ) = −φ+
φ
ψ2
(h1 − α)2(1− φ2) + (1− φ
2)
ψ2
T∑
t=2
h˜t(ht−1 − α)
+
(A− 1)(1− φ2)
φ
− (B − 1)(1 + φ).
Furthermore, the metric tensor and its partial derivative with respect to the trans-
formed parameter, respectively, are
M(φ) = 2φ2 + (T − 1)(1− φ2)−
[
(1− A)
(
1 +
1
φ2
)
− (B − 1)
]
(1− φ2)
and
∂M(φ)
∂φ˜
= [4φ− 2(T − 1)φ] (1− φ2)−
[
2(A− 1)
φ3
+ 2φ(B − 1)
]
(1− φ2).
4.2.5 Updating Parameter ν
By taking the logarithm of Eq. (4.4), we obtain the log posterior of ν expressed
as
L(ν) ∝ 1
2
Tν log
(ν
2
)
− T log Γ
(ν
2
)
− 1
2
ν
T∑
t=1
[
log(zt) + z
−1
t
]
+ (aν − 1) log(ν)− bνν − q(ν),
where q(ν) is defined by
q(ν) =

0 , for LRSV-NCT model;
1
2
T∑
t=1
R˜2t +
1
2ψ2
T∑
t=2
h˜2t , for LRSV-SKT model.
Since the above posterior is in non-standard form, we draw ν using the RMHMC
sampling procedures.
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The gradient required for sampling ν are given by
∇νL(ν) = 1
2
T
[
log
(ν
2
)
+ 1
]
− 1
2
TΨ
(ν
2
)
− 1
2
T∑
t=1
[
log(zt) + z
−1
t
]
+
aν − 1
ν
− bν − ∂q(ν)
∂ν
,
where Ψ(x) is a digamma function defined by Ψ(x) = d log Γ(x)/dx and
∂q(ν)
∂ν
=

0 , for LRSV-NCT model;
− 2β
(ν − 2)2
(
T∑
t=1
R˜tz
− 1
2
t −
ϕ
ψ2
T∑
t=2
h˜tz
− 1
2
t
)
, for LRSV-SKT model.
We then obtain the metric tensor M(ν) and its partial derivative with respect to
ν, respectively, as
M(ν) = − T
2ν
+
T
4
Ψ′
(ν
2
)
+
aν − 1
ν2
+ S(ν),
∂M
∂ν
=
T
2ν2
+
T
8
Ψ′′
(ν
2
)
− 2(aν − 1)
ν3
− 4
ν − 2S(ν)
where Ψ′(x) is a trigamma function defined by Ψ′(x) = dΨ(x)/dx, and Ψ′′(x) is a
tetragamma function defined by Ψ′′(x) = dΨ′(x)/dx. The function S(ν) is defined
by
S(ν) =

0 , for LRSV-NCT model;
4β2
(ν − 2)4
(
T + (T − 1)ϕ
2
ψ2
)
, for LRSV-SKT model.
4.2.6 Updating Latent Variable z
On the basis of logarithm for the joint posterior (4.4), the log conditional pos-
terior density of the latent variable z is expressed as
L(z) ∝
T∑
t=1
[
−ν + 3
2
log(zt)− 1
2
(
R˜2t −
ν
zt
)]
− 1
2ψ2
T∑
t=2
h˜2t ,
which is in non-standard form. Therefore we sample z using RMHMC algorithms
as follows.
Sampling zt is performed by implementing a transformation zt = exp(z˜t) to
ensure z > 0. The partial derivative of the log posterior L(zt) with respect to the
transformed parameter z˜t is as follows:
∇z˜tL(zt) = −
ν + 3
2
+
ν
2zt
− R˜t∂R˜t
∂z˜t
+
ϕ
ψ2
h˜t+1
∂R˜t
∂z˜t
It<T ,
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where I is an indicator function and
∂R˜t
∂z˜t
=

−1
2
Rte
− 1
2
htz
− 1
2
t , for LRSV-NCT model;
−βz
1
2
t −
1
2
R˜t , for LRSV-SKT model.
Then, we can obtain the individual components of the metric tensor for the log
posterior distribution by evaluating the following expression:
E
[
∂2
∂z˜t
2L(zt)
]
= E
[
− ν
2zt
−
(
∂R˜t
∂z˜t
)2
− R˜t∂R˜t
∂z˜t
+
ϕ
ψ2
{
− ϕ
(
∂R˜t
∂z˜t
)2
+ h˜t+1
∂R˜t
∂z˜t
}
t<T
]
.
Thus the metric tensor M(z) is a diagonal matrix whose diagonal entries are given
by
M(t, t) =
ν + 1
2
+

µ2
4
+
ϕ2
4ψ2
(1 + µ2)It<T , for LRSV-NCT model;
β2ν
ν − 2 +
ϕ2
4ψ2
(
1 +
4β2ν
ν − 2
)
It<T , for LRSV-SKT model.
Since the above metric tensor is not a function of the latent variable z, the as-
sociated partial derivatives with respect to the transformed latent variable are
zero.
4.2.7 Updating the Latent Variable h
On the basis of the joint posterior (4.4), the log posterior of latent volatility h
is expressed as
L(h) ∝ −1
2
T∑
t=1
ht − 1
2
T∑
t=1
R˜2t −
1
2σ2y
T∑
t=1
(Yt − β0 − β1ht)2
− 1− φ
2
2ψ2
(h1 − α)2 − 1
2ψ2
T∑
t=2
h˜2t .
We employ the RMHMC algorithm to simultaneously sample components of h.
The required gradients for sampling the latent volatilities are
∇h1L(h) = ∇h1LR +∇h1LY −
1− φ2
ψ2
(h1 − α) + 1
ψ2
(
φ+ ϕ
∂R˜1
∂h1
)
h˜2
∇hiL(h) = ∇hiLR +∇hiLY +
1
ψ2
(
φ+ α
∂R˜i
∂hi
)
h˜i+1 − 1
ψ2
h˜i,
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∇hTL(h) = ∇hTLR +∇hTLY −
1
ψ2
h˜T ,
for i = 2, . . . , T − 1. LR and LY, respectively, denote the log likelihood function
of returns and RV, with
∇htLR = −
1
2
− R˜t∂R˜t
∂ht
, (4.5)
∇htLY =
β1
σ2y
(Yt − β0 − β1ht), (4.6)
∂R˜t
∂ht
= −1
2
Rte
− 1
2
htz
− 1
2
t , (4.7)
for t = 1, . . . , T . The metric tensor M(h) is a symmetric tridiagonal matrix with
its main diagonal defined by
M(t, t) =
1
2
+
1
4
f 2(zt) +
β21
σ2y
+
1
ψ2
{
1− φϕf(zt) + ϕ
2
4
[
1 + f 2(zt)
]}
It<T +
φ2
ψ2
I1<i<T ,
where
f(zt) =
{
µ , for LRSV-NCT model;
β (zt − µz) z−
1
2
t , for LRSV-SKT model,
and its superdiagonal and subdiagonal elements defined by
M(i− 1, i) = M(i, i− 1) = − φ
ψ2
, for i = 2, . . . , T.
Since the above metric tensor is not a function of the latent volatility h, the
associated partial derivatives with respect to the latent volatility are zero.
4.3 Empirical Results on Real Data Sets
In this section, the LRSV models and RMHMC algorithm discussed in the
previous section are applied to the intra-day high frequency TOPIX data from
January 5, 2004 to December 30, 2011, excluding weekends and holidays.
4.3.1 Statistical Description of Data
The TOPIX data analyzed in this study were divided into the following two pe-
riods: from January 2004 to December 2007 (984 trading days) and from January
2004 to December 2011 (1962 trading days). The asset price data were sampled
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at a frequency of one minute when the market was open. The time series plot of
percentage daily returns of the TOPIX was displayed in Figure 2.1 on page 7. The
descriptive statistics such as mean, standard deviation (SD), skewness, kurtosis,
Jarque–Bera (JB) normality test, and Ljung–Box (LB) correlation test are then
listed in Table 4.1.
From the JB and LB tests, we conclude that the daily returns of TOPIX 2004–
2007 and 2004–2011 are neither normally distributed nor serially correlated up to
order 8. By removing the crisis periods in 2008 and 2011, the kurtosis of returns
is reduced, but the skewness remains (the data are skewed to the left). This
suggests that the return series over both time periods and volatility process over
the time period 2004–2011 should be analyzed under the skewness assumption and
the power transformation which reduces positive kurtosis, respectively.
Table 4.1: Descriptive statistics of daily returns in the TOPIX data sets.
JB LB(8)
Period Mean SD Skewness Kurtosis
(Normality) (Autocorr.)
2004/1/6–
2011/12/30
−0.019 1.47 −0.413 11.24 5611.1 (No) 9.03 (No)
2004/1/6–
2007/12/28
0.033 1.07 −0.469 5.27 248.5 (No) 11.55 (No)
Note: Lag length s = 8 in the LB(s) statistic is based on the choice of s ≈ log(Obs.)
(Tsay, 2010).
In extending the sampled volatility to a full day volatility measure, Hansen and
Lunde (2005) defined
RV HLt = c ·RV (open)t , c =
∑T
t=1
(
Rt −R
)∑T
t=1 RV
(open)
t
,
as a measure of the volatility on day t. We apply this adjustment to the four
classes of RV, which are denoted as RV1HL for a 2-min sub-sampled RV, RV5HL
for a 5-min sub-sampled RV, BV1HL for a skip-one BV, and TSRV5HL for a 5-min
sub-sampled RV.
The time series plots of logarithm RV data are displayed in Figure 4.2. The
descriptive statistics such as mean, SD, skewness, kurtosis, JB normality test, and
LB correlation test are listed in Table 4.2. The JB test shows that logarithm of
RVs are not normal in the 8 years of all RVs and 4 years of RV1 data cases but
these are nearly Gaussian indicated by their skewness and kurtosis scores, which
motivates us to model the logarithm of RVs instead of the RVs. The LB(8) test
shows that the log RVs are autocorrelated significantly at the five percent level.
These results are in consistence with previous literate on the modeling of stochastic
volatility (see, e.g., Takahashi et al., 2009; Andersen et al., 2001, 2003).
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Figure 4.2: Time series plots of percentage log RVs of the TOPIX data from Ja-
nuary 2004 to December 2011.
Table 4.2: Descriptive statistics of logarithm of realized volatilities in the TOPIX
data sets.
JB LB(8)
Data Mean SD Skewness Kurtosis
(Normality) (Autocorr.)
Period: 2004/1/6–2011/12/30
log(RV1HL) 0.323 0.83 0.828 4.54 420.1 (No) 8634.0 (Yes)
log(RV5HL) 0.244 0.93 0.479 4.03 162.7 (No) 8332.5 (Yes)
log(BV1HL) 0.401 0.76 0.805 4.65 437.0 (No) 9094.3 (Yes)
log(TSRV5HL) 0.234 0.94 0.426 4.06 153.0 (No) 8354.2 (Yes)
Period: 2004/1/6–2007/12/28
log(RV1HL) 0.047 0.65 0.350 3.63 36.8 (No) 3685.2 (Yes)
log(RV5HL) −0.076 0.80 0.001 3.21 1.9 (Yes) 3371.6 (Yes)
log(BV1HL) 0.225 0.61 0.138 3.17 4.4 (Yes) 4041.5 (Yes)
log(TSRV5HL) −0.079 0.83 −0.079 3.2 3.50 (Yes) 3341.1 (Yes)
4.3.2 Algorithm Setup
The hyperparameters required in the joint prior distributions are set to mα =
mβ0 = mβ1 = mϕ = 0, vα = vβ0 = vβ1 = vϕ = 10, A = 30, B = 1.5, aσy = aψ = 10,
and aσy = aψ = 0.4. Following Tsiotas (2012) and Nakajima and Omori (2012),
we assume that the prior distributions for β and µ are normal with mean 0 and
variance 1, while that for ν is assumed as G(16, 0.8). In the SV model, Tsiotas
(2007) showed that the posterior estimates of the estimated parameter in the NCT
distribution are considerably robust. Meanwhile, Nakajima and Omori (2012)
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found that the posterior estimates of β and ν are more sensitive to the choice of
prior distribution for ν than other parameters. The prior distribution of ν with a
higher mean value results in its higher posterior means, and this would lead to an
even lower posterior mean of β so as to retain some skewness and heavy tailedness
in the empirical return distribution, as shown in Figure 4.1.
Tuning the RMHMC parameters as in Table 4.3, we run the MCMC algorithm
for 15, 000 iterations but discard the first 5, 000 draws. From the resulting N =
10, 000 draws which have passed the Geweke’s convergence test for each parameter,
we calculate the posterior mean, SD, 90% HPD interval, IF, and NSE.
Table 4.3: Tuning parameters in the RMHMC sampler for estimating the LRSV
models.
Parameter of modelParameter of
algorithm φ ν z h
NL 6 10 6 50
∆τ 0.5 0.5 0.5 0.1
NFPI 5 5 5 -
AcR 0.77–0.99 0.93–1.00 0.83–0.87 0.92–1.00
Table 4.4: IF values of latent variables in the RMHMC sampler on the LRSV
models.
IF Value
Variable Model
minimum mean maximum
Panel A: TOPIX 2004–2007
ht
LRSV 0.87–1.19 1.65–3.58 10.20–30.59
LRSV-T 0.92–1.32 1.98–4.30 12.52–30.12
LRSV-NCT 0.91–1.22 1.97–4.03 12.56–29.83
LRSV-SKT 1.10–1.31 2.79–5.27 18.53–38.16
zt
LRSV-T 2.41–2.55 3.51–3.65 7.99–11.64
LRSV-NCT 2.31–2.56 3.50–3.59 6.88–10.67
LRSV-SKT 2.26–2.69 3.37–3.70 6.94–10.59
Panel A: TOPIX 2004–2011
ht
LRSV 0.73–0.84 1.05–1.44 13.23–23.13
LRSV-T 0.75–0.89 1.21–2.20 16.49–48.28
LRSV-NCT 0.79–0.87 1.24–1.59 13.22–27.12
LRSV-SKT 0.83–0.89 1.32–1.64 17.63–30.43
zt
LRSV-T 2.06–2.17 2.88–2.99 4.97–6.74
LRSV-NCT 1.98–2.15 2.86–3.02 5.14–5.82
LRSV-SKT 1.88–1.99 2.82–3.06 5.85–6.91
Note: The statistics have been measured from applying all four RV mea-
sures.
4.3.3 Efficiency of Samplers
We first observe the efficiency of RMHMC sampling for latent variables in
terms of the autocorrelation time. In Table 4.4, we report the IF values of latent
variables ht and zt in the RMHMC sampling. In particular, the IF plot for latent
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volatility ht of the LRSV-SKT model obtained using RV1
HL 2004–2011 is displayed
in Figure 4.3. The results are similar for all LRSV models in both data sets using
all four RVs. We conclude that the IFs are quite small, typically less than 50 for
latent volatility and less than 10 for latent zt, suggesting that the sampler is highly
efficient.
Figure 4.3: IF plots for latent volatility ht of the LRSV-SKT model adopting
RV1HL for the 2004-2011 data.
For the other parameters, the IF values are presented in Tables 4.6–4.13 to-
gether with the other statistics. We found that the samplers are efficient, produc-
ing small IFs with values less than 100. In particular, our results show that the
highest IF values for parameters φ and ν do not exceed the smallest IF values in
the MH algorithm reported in Takahashi et al. (2009) and Tsiotas (2012).
4.3.4 Parameter Estimates
Summary of the posterior simulation results in each period are presented in
Tables 4.6–4.10 (see appendix on pages 69 and 71), that list the posterior mean,
SD, 90% HPD interval, IF, and NSE for all parameters.
Regarding the parameters of the log RV equation, the results lead the following
conclusions. Over the time period 2004–2007 a deviation of β0 from zero in terms
of credible interval is yield by the RV1HL and BV1HL estimators in the models
which accommodate heavy-tailedness. Meanwhile, over the time period 2004–2011
a deviation of β0 from zero is yield by the RV1
HL and BV1HL estimators in the
model with normal distribution, by the RV1HL, RV5HL, and BV1HL estimators
in the model with heavy-tailed distribution, and by all RVs in the model with
generalized Student’s t distributions. The posterior means of β0 are all positive,
indicating that the effect of microstructure noise is stronger than that of non-
trading hours. The exception is for the BV1HL and TSRV5HL estimators in the
model over the time period 2004–2007. Considering the persistence parameter, β1
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deviated from assumption of Takahashi et al. (2009) that β1 = 1 when applying
the RV1HL and BV1HL estimators. Even the upper limit of the 98% HPD interval
of β1 was less than one (result not shown). We note that the deviation of RV
persistence from 1 tend to be larger as the variance decreases from approximately
0.12. So the LRSV model provides a log RV persistence less than one using the
RV estimators based on a sampling at very high frequency.
We now observe the performance of persistence φ and the conditional standard
deviation of volatility σh. The results show that the posterior mean and 90% HPD
interval of φ are very close in all models. The posterior means of φ are centered
between 0.94 and 0.96, suggesting a high persistence of volatility in returns. The
stationary assumption for latent process of volatility is fully guaranteed since the
upper bound of φ is less than one. In particular, over the time period 2004–2007
the posterior means of φ and σh in the model adopting RV5
HL and TSRV5HL are
slightly smaller than those in the model adopting RV1HL and BV1HL. Meanwhile,
over the time period 2004-2011 the posterior means of φ and σh are both very
close. In particular, we observe that the model adopting BV1HL and TSRV5HL
estimators, respectively, provide the least and largest variations in its volatility.
We next consider the posterior evidence regarding parameters of leverage effect
and generalized Student’s t-error distribution. The posterior mean and 90% HPD
interval values of the leverage effect parameter ρ are less than zero for all data
sets, suggesting that the conditional returns and volatility error of TOPIX data are
highly correlated. Thus, the TOPIX data provide significant evidence of leverage
effect. Deviation of returns from the normality assumption is expressed by the
ν, µ, and β parameters. The posterior means of the degrees of freedom ν are
considerably higher than 8 (between 23 and 26 for the 2004–2007 data and between
27 and 31 for the 2004–2011 data), suggesting evidence of heavy tails in returns
distribution. The measure of skewness expressed by β shows that all data do
not favor the SKT specification since the HPD interval includes 0. The only
exception is the model adopting RV1HL over the time period 2004–2011. However,
posterior distributions of β in the LSKT specification are largely negative as shown
in Figure 4.4 (third and fourth rows). In the NCT specification, the results show
that the 2004–2007 data favor the NCT distribution since the 90% HPD interval
excludes 0. We found that the 98.5% HPD interval of µ also excludes 0 (result not
shown). Meanwhile, although the 90% HPD intervals of µ in the model with NCT
specification over the time period 2004–2011 include 0, their posterior distributions
are largely positive as shown in Figure 4.4 (second row). These results present
evidence of generalized Student’s t-error distribution in both data sets using all
four RVs.
4.3.5 Model Selection
To select the model that best fits data, the performances of the four LRSV
models were compare. Performance is based on the marginal likelihood proposed
by Gelfand and Dey (1994), as explained in Section 2.7 on page 20. The log
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Figure 4.4: Histograms of the posterior distribution of parameter µ in the LRSV-
NCT model (first and second rows) and skewness parameter β in the
LRSV-SKT model (third and fourth rows).
likelihood function of the proposed model can be expressed as
L (R,Y|θ,h, z) = −T log(2pi)− 1
2
T∑
t=1
log
(
Σˆt
)
− 1
2
T−1∑
t=1
(
Rt − Rˆt
)2
Σˆ−1t
− 1
2
T∑
t=1
log
(
σ2y
)− 1
2σ2y
T∑
t=1
(Yt − β0 − β1ht)2 ,
where
Σˆt = e
htzt
(
1− ρ2) and
Rˆt =
ρ
σh
√
ehtzt [ht+1 − α− φ (ht − α)] It<T + δt
√
eht ,
in which
δt =
{
µz
1
2
t , for LRSV-NCT;
β (zt − µz) , for LRSV-SKT,
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Table 4.5 reports the logarithmic Bayes factors of the LRSV-SKT and LSRV-NCT
models against the competing models.
Table 4.5: Logarithmic Bayes factors of the LRSV-SKT and LRSV-NCT models
with against competing models evaluated in the TOPIX data set.
Returns distribution
LNCT LT L LNCT LT LRV
TOPIX 2004–2007 TOPIX 2004-2011
RV1
26.56 32.09 39.86 13.49 18.64 30.61
- 5.53 13.30 - 5.15 17.12
RV5
14.66 20.37 30.22 27.00 33.18 37.58
- 5.71 15.56 - 6.18 10.58
BV1
13.48 23.33 41.25 33.49 39.83 51.93
- 9.85 27.77 - 6.34 18.44
TSRV5
19.11 33.37 44.47 17.01 29.85 40.22
- 14.26 25.36 - 12.84 23.21
We observe that in each period and RV estimator, the LRSV-SKT model ranks
first, followed by the LRSV-NCT model and the LRSV-T model. In fact, the
logarithmic Bayes factors for the LRSV-SKT model against others and the LRSV-
NCT model against both LRSV-T and LRSV models are very strongly in favor of
the former model. It suggests that incorporating skewness and heavy-tailedness
features into the error distribution in the returns is supported by the data. It
is also consistent with the findings of Nakajima and Omori (2012) and Tsiotas
(2012), who introduced similar assumptions into the error distribution in their
LSV models.
4.4 Conclusions and Extensions
This chapter developed an MCMC estimation method to conduct Bayesian
inference in the extended LRSV model, featuring heavy-tailed error distributions
such as T, NCT, and SKT distributions. An efficient RMHMC algorithm was
proposed to implement the MCMC method for estimating the latent variables
and several parameters in the proposed model. Performance of the sampler was
assessed and the model was applied to the TOPIX data set over two time periods
using the daily returns and four different RV estimators. The convergence of
the sampler has been experimentally shown to have high efficiency in terms of
autocorrelation time. In other words, the parameters and latent variables of the
extended LRSV model were efficiently estimated.
Importantly, the RV data sampled at very high frequency (say 1-minute) strongly
supports that the persistence parameter of the logarithm of the RV may deviate
from 1 (unlike the assumption of Takahashi et al. (2009)). The performance of
competing LRSV models was quantified by the logarithm of Bayes factor. The
estimation results demonstrated that the LRSV model with SKT distribution best
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fitted the TOPIX data, although the skewness parameter in some of model is not
fully guaranteed by the 90% HPD interval.
This chapter extended the LRSV model by assuming generalized Student’s t-
distributions for return errors. In the next chapter, the volatility process in these
models are extended to non-linear function as in Tsiotas (2009) by applying power
transformations.
Appendices
4.A Summary of the Posterior Samples for the
TOPIX 2004–2007 Data Set
Table 4.6: Summary of the posterior samples of the LRSV model for the TOPIX
2004–2007 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
ρ
Mean (SD) −0.413 (0.058) −0.409 (0.055) −0.321 (0.056) −0.392 (0.057)
90% HPD [−0.512,−0.319] [−0.503,−0.319] [−0.410,−0.227] [−0.486,−0.301]
IF (NSE) 16.1 (0.0026) 14.9 (0.0025) 12.1 (0.0021) 12.6 (0.0020)
β0
Mean (SD) 0.025 (0.043) −0.035 (0.048) 0.040 (0.037) −0.049 (0.050)
90% HPD [−0.044, 0.095] [−0.113, 0.049] [−0.020, 0.100] [−0.137, 0.030]
IF (NSE) 36.5 (0.0026) 31.9 (0.0028) 38.7 (0.0022) 29.1 (0.0027)
β1
Mean (SD) 0.847 (0.054) 0.979 (0.056) 0.841 (0.053) 1.006 (0.056)
90% HPD [0.757,0.932] [0.886, 1.071] [0.750,0.923] [0.914, 1.099]
IF (NSE) 67.4 (0.0045) 37.9 (0.0033) 51.0 (0.0036) 31.8 (0.0033)
σy
Mean (SD) 0.277 (0.009) 0.362 (0.012) 0.233 (0.009) 0.373 (0.013)
90% HPD [0.262,0.294] [0.342,0.383] [0.218,0.248] [0.351,0.393]
IF (NSE) 10.8 (0.0003) 8.6 (0.0004) 12.6 (0.0003) 10.3 (0.0004)
α
Mean (SD) −0.021 (0.134) −0.031 (0.133) −0.020 (0.132) −0.027 (0.129)
90% HPD [−0.239, 0.194] [−0.252, 0.182] [−0.230, 0.199] [−0.237, 0.184]
IF (NSE) 3.9 (0.0036) 3.5 (0.0035) 2.3 (0.0030) 3.3 (0.0026)
φ
Mean (SD) 0.948 (0.010) 0.9427 (0.010) 0.949 (0.010) 0.940 (0.011)
90% HPD [0.932,0.966] [0.924,0.960] [0.933,0.966] [0.923,0.959]
IF (NSE) 6.3 (0.0002) 6.6 (0.0003) 4.9 (0.0002) 6.6 (0.0003)
σh
Mean (SD) 0.205 (0.018) 0.226 (0.018) 0.200 (0.016) 0.230 (0.018)
90% HPD [0.176,0.237] [0.195,0.254] [0.173,0.229] [0.200,0.260]
IF (NSE) 69.3 (0.0015) 59.8 (0.0013) 45.4 (0.0010) 46.8 (0.0012)
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Table 4.7: Summary of the posterior samples of the LRSV-T model for the TOPIX
2004–2007 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
ν
Mean (SD) 23.21 (4.72) 23.73 (4.54) 23.25 (4.98) 24.66 (5.49)
90% HPD [15.89,30.82] [15.68,30.64] [15.47,31.39] [16.14,33.75]
IF (NSE) 88.4 (0.4194) 67.2 (0.3617) 95.5 (0.4582) 99.9 (0.5256)
ρ
Mean (SD) −0.417 (0.054) −0.417 (0.056) −0.330 (0.058) −0.402 (0.059)
90% HPD [−0.508,−0.331] [−0.510,−0.323] [−0.429,−0.236] [−0.500,−0.305]
IF (NSE) 11.9 (0.0022) 11.8 (0.0018) 13.9 (0.0023) 14.0 (0.0023)
β0
Mean (SD) 0.092 (0.043) 0.040 (0.051) 0.112 (0.045) 0.026 (0.053)
90% HPD [0.019,0.161] [−0.041, 0.122] [0.040,0.185] [−0.060, 0.115]
IF (NSE) 46.6 (0.0023) 33.3 (0.0028) 53.7 (0.0033) 38.4 (0.0026)
β1
Mean (SD) 0.844 (0.059) 0.990 (0.065) 0.830 (0.055) 1.005 (0.062)
90% HPD [0.746,0.938] [0.886, 1.099] [0.744,0.923] [0.9036, 1.1065]
IF (NSE) 78.4 (0.0050) 58.4 (0.0048) 55.0 (0.0038) 42.1 (0.0038)
σy
Mean (SD) 0.278 (0.009) 0.364 (0.012) 0.234 (0.009) 0.375 (0.013)
90% HPD [0.262,0.293] [0.343,0.384] [0.218,0.248] [0.354,0.397]
IF (NSE) 7.6 (0.0002) 9.0 (0.0003) 13.7 (0.0003) 10.5 (0.0004)
α
Mean (SD) −0.096 (0.133) −0.105 (0.127) −0.103 (0.138) −0.099 (0.130)
90% HPD [−0.321, 0.115] [−0.301, 0.114] [−0.336, 0.114] [−0.305, 0.119]
IF (NSE) 3.5 (0.0029) 3.8 (0.0027) 3.8 (0.0040) 4.5 (0.0027)
φ
Mean (SD) 0.949 (0.009) 0.943 (0.010) 0.950 (0.010) 0.942 (0.010)
90% HPD [0.933,0.965] [0.926,0.960] [0.934,0.966] [0.924,0.960]
IF (NSE) 5.4 (0.0002) 7.1 (0.0003) 5.5 (0.0002) 7.3 (0.0003)
σh
Mean (SD) 0.205 (0.018) 0.221 (0.019) 0.201 (0.017) 0.227 (0.019)
90% HPD [0.175,0.235] [0.188,0.253] [0.171,0.228] [0.194,0.259]
IF (NSE) 84.3 (0.0016) 70.0 (0.0015) 49.9 (0.0010) 64.1 (0.0015)
Table 4.8: Summary of the posterior samples of the LRSV-NCT model for the
TOPIX 2004–2007 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
µ
Mean (SD) 0.070 (0.032) 0.074 (0.032) 0.072 (0.032) 0.074 (0.032)
90% HPD [0.016,0.122] [0.022,0.127] [0.021,0.127] [0.021,0.127]
IF (NSE) 1.6 (0.0004) 1.5 (0.0004) 1.4 (0.0004) 1.5 (0.0005)
ν
Mean (SD) 23.58 (4.77) 23.50 (4.56) 22.66 (4.51) 23.77 (4.74)
90% HPD [16.18,32.11] [16.25,30.48] [15.61,30.07] [15.73,30.51]
IF (NSE) 85.1 (0.4224) 65.1 (0.3307) 93.8 (0.4124) 97.0 (0.4333)
ρ
Mean (SD) −0.416 (0.056) −0.409 (0.057) −0.324 (0.057) −0.391 (0.058)
90% HPD [−0.513,−0.330] [−0.500,−0.310] [−0.422,−0.233] [−0.484,−0.288]
IF (NSE) 16.3 (0.0022) 17.6 (0.0023) 12.4 (0.0021) 13.3 (0.0021)
β0
Mean (SD) 0.091 (0.043) 0.039 (0.050) 0.116 (0.044) 0.029 (0.048)
90% HPD [0.018,0.162] [−0.041, 0.128] [0.044,0.190] [−0.049, 0.112]
IF (NSE) 58.2 (0.0029) 39.3 (0.0028) 56.6 (0.0033) 30.4 (0.0025)
β1
Mean (SD) 0.843 (0.053) 0.976 (0.062) 0.834 (0.056) 0.998 (0.064)
90% HPD [0.752,0.928] [0.872, 1.077] [0.740,0.925] [0.891, 1.102]
IF (NSE) 54.1 (0.0037) 42.6 (0.0038) 53.0 (0.0042) 42.0 (0.0038)
σy
Mean (SD) 0.278 (0.009) 0.362 (0.012) 0.233 (0.008) 0.373 (0.013)
90% HPD [0.262,0.293] [0.341,0.382] [0.219,0.248] [0.350,0.393]
IF (NSE) 9.9 (0.0003) 14.0 (0.0004) 11.6 (0.0002) 11.0 (0.0004)
α
Mean (SD) −0.213 (0.142) −0.221 (0.139) −0.198 (0.142) −0.213 (0.135)
90% HPD [−0.440, 0.022] [−0.446, 0.005] [−0.414, 0.044] [−0.448,−0.003]
IF (NSE) 3.5 (0.0036) 3.8 (0.0031) 3.8 (0.0039) 3.1 (0.0028)
φ
Mean (SD) 0.949 (0.009) 0.942 (0.010) 0.950 (0.010) 0.941 (0.011)
90% HPD [0.933,0.966] [0.925,0.960] [0.932,0.966] [0.922,0.959]
IF (NSE) 4.9 (0.0002) 9.2 (0.0003) 4.7 (0.0002) 7.8 (0.0003)
σh
Mean (SD) 0.205 (0.016) 0.226 (0.020) 0.201 (0.017) 0.231 (0.020)
90% HPD [0.176,0.232] [0.193,0.257] [0.172,0.228] [0.198,0.265]
IF (NSE) 57.9 (0.0012) 43.8 (0.0011) 65.5 (0.0013) 58.6 (0.0015)
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Table 4.9: Summary of the posterior samples of the LRSV-SKT model for the
TOPIX 2004–2007 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
β
Mean (SD) −0.505 (0.353) −0.465 (0.369) −0.180 (0.309) −0.417 (0.350)
90% HPD [−1.115, 0.046] [−1.100, 0.104] [−0.703, 0.320] [−0.992, 0.177]
IF (NSE) 55.7 (0.0255) 86.1 (0.0320) 39.9 (0.0197) 47.6 (0.0219)
ν
Mean (SD) 25.12 (5.45) 25.27 (4.91) 23.00 (4.37) 25.31 (5.04)
90% HPD [15.91,33.29] [17.68,33.05] [15.79,30.02] [17.10,33.32]
IF (NSE) 97.5 (0.5085) 75.1 (0.3961) 66.1 (0.3365) 83.9 (0.4363)
ρ
Mean (SD) −0.439 (0.057) −0.432 (0.060) −0.343 (0.057) −0.423 (0.061)
90% HPD [−0.530,−0.342] [−0.530,−0.330] [−0.438,−0.248] [−0.526,−0.322]
IF (NSE) 18.5 (0.0022) 24.6 (0.0032) 12.3 (0.0024) 21.5 (0.0027)
β0
Mean (SD) 0.107 (0.0499) 0.060 (0.0630) 0.120 (0.0462) 0.045 (0.0585)
90% HPD [0.028,0.189] [−0.044, 0.160] [0.039,0.190] [−0.051, 0.139]
IF (NSE) 78.6 (0.0040) 58.2 (0.0044) 64.0 (0.0036) 46.9 (0.0037)
β1
Mean (SD) 0.848 (0.056) 0.993 (0.064) 0.853 (0.061) 1.027 (0.070)
90% HPD [0.756,0.941] [0.881, 1.094] [0.748,0.948] [0.914, 1.143]
IF (NSE) 67.9 (0.0043) 52.1 (0.0044) 64.3 (0.0047) 58.5 (0.0049)
σy
Mean (SD) 0.278 (0.009) 0.364 (0.012) 0.235 (0.008) 0.377 (0.013)
90% HPD [0.262,0.293] [0.344,0.386] [0.220,0.249] [0.354,0.397]
IF (NSE) 9.2 (0.0002) 13.1 (0.0005) 10.4 (0.0003) 11.8 (0.0004)
α
Mean (SD) −0.121 (0.134) −0.126 (0.134) −0.110 (0.137) −0.118 (0.131)
90% HPD [−0.344, 0.091] [−0.351, 0.082] [−0.339, 0.106] [−0.339, 0.087]
IF (NSE) 5.8 (0.0048) 6.6 (0.0042) 4.2 (0.0043) 5.6 (0.0040)
φ
Mean (SD) 0.949 (0.009) 0.944 (0.010) 0.951 (0.010) 0.943 (0.010)
90% HPD [0.932,0.964] [0.926,0.961] [0.933,0.967] [0.927,0.962]
IF (NSE) 6.1 (0.0002) 9.5 (0.0003) 4.8 (0.0002) 7.9 (0.0003)
σh
Mean (SD) 0.204 (0.018) 0.220 (0.019) 0.193 (0.017) 0.220 (0.019)
90% HPD [0.174,0.233] [0.185,0.251] [0.165,0.223] [0.188,0.253]
IF (NSE) 68.5 (0.0014) 60.2 (0.0015) 76.4 (0.0014) 69.7 (0.0015)
4.B Summary of the Posterior Samples for the
TOPIX 2004–2011 Data Set
Table 4.10: Summary of the posterior samples of the LRSV model for the TOPIX
2004–2011 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
ρ
Mean (SD) −0.357 (0.040) −0.358 (0.040) −0.318 (0.037) −0.358 (0.040)
90% HPD [−0.425,−0.293] [−0.422,−0.290] [−0.382,−0.257] [−0.424,−0.290]
IF (NSE) 13.2 (0.0017) 11.4 (0.0012) 10.9 (0.0013) 11.8 (0.0013)
β0
Mean (SD) 0.110 (0.031) 0.024 (0.033) 0.162 (0.030) 0.005 (0.034)
90% HPD [0.058,0.160] [−0.030, 0.079] [0.112,0.211] [−0.050, 0.061]
IF (NSE) 47.2 (0.0020) 25.4 (0.0016) 46.8 (0.0019) 30.4 (0.0018)
β1
Mean (SD) 0.904 (0.033) 0.980 (0.037) 0.877 (0.030) 0.992 (0.036)
90% HPD [0.849,0.959] [0.914, 1.040] [0.825,0.926] [0.930, 1.048]
IF (NSE) 59.9 (0.0025) 56.7 (0.0029) 58.5 (0.0023) 48.1 (0.0025)
σy
Mean (SD) 0.302 (0.008) 0.358 (0.009) 0.243 (0.007) 0.360 (0.009)
90% HPD [0.288,0.315] [0.342,0.372] [0.230,0.254] [0.345,0.376]
IF (NSE) 12.1 (0.0003) 9.9 (0.0002) 13.9 (0.0002) 10.2 (0.0003)
α
Mean (SD) 0.257 (0.117) 0.251 (0.119) 0.290 (0.114) 0.260 (0.119)
90% HPD [0.066,0.448] [0.055,0.443] [0.096,0.471] [0.066,0.457]
IF (NSE) 1.8 (0.0020) 1.5 (0.0015) 1.8 (0.0022) 1.5 (0.0020)
φ
Mean (SD) 0.955 (0.006) 0.955 (0.006) 0.954 (0.006) 0.955 (0.006)
90% HPD [0.944,0.966] [0.943,0.965] [0.942,0.965] [0.944,0.966]
IF (NSE) 5.1 (0.0001) 5.9 (0.0002) 3.6553 (0.0001) 4.8460 (0.0001)
σh
Mean (SD) 0.233 (0.013) 0.238 (0.014) 0.229 (0.012) 0.237 (0.013)
90% HPD [0.211,0.256] [0.214,0.261] [0.209,0.249] [0.214,0.258]
IF (NSE) 81.6 (0.0011) 61.3 (0.0011) 50.3 (0.0008) 72.9 (0.0010)
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Table 4.11: Summary of the posterior samples of the LRSV-T model for the
TOPIX 2004–2011 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
ν
Mean (SD) 29.36 (4.86) 29.84 (4.77) 27.17 (4.09) 29.40 (4.63)
90% HPD [21.36,36.94] [22.02,37.58] [20.75,33.69] [21.78,36.85]
IF (NSE) 90.6 (0.4437) 95.5 (0.4486) 82.9 (0.3586) 76.6 (0.3832)
ρ
Mean (SD) −0.365 (0.039) −0.368 (0.040) −0.323 (0.038) −0.363 (0.042)
90% HPD [−0.431,−0.300] [−0.434,−0.302] [−0.384,−0.258] [−0.429,−0.291]
IF (NSE) 16.1 (0.0016) 12.1 (0.0015) 12.2 (0.0013) 15.5 (0.0013)
β0
Mean (SD) 0.162 (0.033) 0.072 (0.035) 0.222 (0.032) 0.056 (0.036)
90% HPD [0.107,0.216] [0.014,0.131] [0.168,0.277] [−0.006, 0.114]
IF (NSE) 57.8 (0.0024) 44.1 (0.0020) 57.8 (0.0023) 39.6 (0.0022)
β1
Mean (SD) 0.903 (0.037) 0.980 (0.037) 0.875 (0.038) 0.991 (0.038)
90% HPD [0.842,0.967] [0.916, 1.038] [0.817,0.940] [0.932, 1.058]
IF (NSE) 70.4 (0.0029) 38.8 (0.0022) 74.5 (0.0032) 41.0 (0.0026)
σy
Mean (SD) 0.303 (0.007) 0.360 (0.009) 0.243 (0.007) 0.361 (0.009)
90% HPD [0.291,0.316] [0.3458,0.375] [0.230,0.256] [0.346,0.377]
IF (NSE) 12.5 (0.0002) 12.1 (0.0003) 15.0 (0.0002) 11.0 (0.0003)
α
Mean (SD) 0.202 (0.118) 0.205 (0.121) 0.224 (0.115) 0.208 (0.120)
90% HPD [0.014,0.401] [0.009,0.405] [0.034,0.412] [0.009,0.400]
IF (NSE) 1.832 (0.002) 1.950 (0.002) 1.887 (0.002) 1.787 (0.002)
φ
Mean (SD) 0.956 (0.006) 0.956 (0.006) 0.954 (0.006) 0.955 (0.006)
90% HPD [0.945,0.967] [0.945,0.967] [0.943,0.966] [0.944,0.966]
IF (NSE) 5.5 (0.0001) 5.9 (0.0002) 4.5 (0.0001) 5.9 (0.0002)
σh
Mean (SD) 0.231 (0.014) 0.234 (0.014) 0.230 (0.014) 0.237 (0.014)
90% HPD [0.207,0.254] [0.210,0.258] [0.205,0.254] [0.212,0.260]
IF (NSE) 79.3 (0.0011) 77.1 (0.0011) 76.6 (0.0012) 61.9 (0.0011)
Table 4.12: Summary of the posterior samples of the LRSV-NCT model for the
TOPIX 2004–2011 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
µ
Mean (SD) 0.026 (0.022) 0.027 (0.022) 0.026 (0.023) 0.028 (0.022)
90% HPD [−0.010, 0.064] [−0.009, 0.066] [−0.010, 0.064] [−0.009, 0.066]
IF (NSE) 1.4 (0.0002) 1.5 (0.0003) 1.3 (0.0002) 1.4 (0.0003)
ν
Mean (SD) 28.35 (4.53) 30.12 (5.23) 28.19 (5.07) 29.15 (4.72)
90% HPD [20.82,35.47] [21.87,38.73] [19.89,35.94] [21.72,36.71]
IF (NSE) 96.2 (0.4337) 79.5 (0.4535) 95.8 (0.4768) 95.8 (0.4322)
ρ
Mean (SD) −0.360 (0.040) −0.362 (0.041) −0.323 (0.039) −0.361 (0.041)
90% HPD [−0.427,−0.294] [−0.433,−0.296] [−0.386,−0.258] [−0.431,−0.292]
IF (NSE) 16.9 (0.0014) 14.5 (0.0014) 11.3 (0.0011) 13.4 (0.0018)
β0
Mean (SD) 0.163 (0.032) 0.073 (0.036) 0.215 (0.031) 0.058 (0.035)
90% HPD [0.110,0.220] [0.016,0.133] [0.165,0.268] [0.001,0.118]
IF (NSE) 43.6 (0.0018) 30.4 (0.0021) 61.3 (0.0023) 42.3 (0.0023)
β1
Mean (SD) 0.898 (0.035) 0.973 (0.035) 0.880 (0.034) 0.993 (0.038)
90% HPD [0.841,0.958] [0.914, 1.030] [0.825,0.936] [0.929, 1.056]
IF (NSE) 63.1 (0.0026) 62.2 (0.0026) 74.1 (0.0026) 53.4 (0.0028)
σy
Mean (SD) 0.303 (0.008) 0.359 (0.009) 0.243 (0.007) 0.361 (0.009)
90% HPD [0.289,0.317] [0.343,0.374] [0.231,0.256] [0.346,0.377]
IF (NSE) 15.5 (0.0003) 13.4 (0.0003) 15.7 (0.0002) 12.9 (0.0004)
α
Mean (SD) 0.152 (0.127) 0.153 (0.129) 0.186 (0.122) 0.154 (0.128)
90% HPD [−0.049, 0.362] [−0.043, 0.377] [−0.018, 0.383] [−0.057, 0.361]
IF (NSE) 1.9 (0.0023) 2.3 (0.0026) 2.5 (0.0031) 2.1 (0.0022)
φ
Mean (SD) 0.956 (0.006) 0.955 (0.006) 0.954 (0.006) 0.955 (0.006)
90% HPD [0.945,0.967] [0.944,0.966] [0.943,0.965] [0.945,0.967]
IF (NSE) 6.6 (0.0002) 6.6 (0.0002) 4.5 (0.0001) 7.5 (0.0002)
σh
Mean (SD) 0.233 (0.015) 0.238 (0.014) 0.228 (0.012) 0.235 (0.014)
90% HPD [0.207,0.257] [0.214,0.261] [0.207,0.249] [0.212,0.260]
IF (NSE) 63.5 (0.0011) 74.3 (0.0011) 56.7 (0.0009) 71.1 (0.0011)
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Table 4.13: Summary of the posterior samples of the LRSV-SKT model for the
TOPIX 2004–2011 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
β
Mean (SD) −0.509 (0.299) −0.456 (0.323) −0.211 (0.274) −0.406 (0.307)
90% HPD [−0.995,−0.007] [−0.999, 0.059] [−0.648, 0.249] [−0.931, 0.081]
IF (NSE) 49.2 (0.0196) 88.2 (0.0277) 50.4 (0.0179) 32.9 (0.0154)
ν
Mean (SD) 28.91 (4.78) 30.78 (5.04) 27.95 (4.93) 30.38 (4.77)
90% HPD [21.23,36.67] [22.68,39.05] [19.77,35.62] [22.37,38.00]
IF (NSE) 97.7 (0.4524) 82.5 (0.4361) 93.2 (0.4711) 85.3 (0.4260)
ρ
Mean (SD) −0.382 (0.041) −0.381 (0.042) −0.331 (0.038) −0.374 (0.042)
90% HPD [−0.448,−0.314] [−0.450,−0.310] [−0.396,−0.268] [−0.442,−0.302]
IF (NSE) 16.3 (0.0015) 17.7 (0.0019) 10.4 (0.0013) 15.0 (0.0014)
β0
Mean (SD) 0.184 (0.037) 0.091 (0.040) 0.221 (0.033) 0.071 (0.042)
90% HPD [0.123,0.247] [0.026,0.161] [0.166,0.275] [0.000,0.137]
IF (NSE) 56.0 (0.0025) 53.7 (0.0027) 90.0 (0.0029) 66.6 (0.0031)
β1
Mean (SD) 0.908 (0.035) 0.977 (0.037) 0.881 (0.032) 1.003 (0.039)
90% HPD [0.848,0.964] [0.916, 1.035] [0.830,0.937] [0.942, 1.069]
IF (NSE) 50.4 (0.0024) 48.1 (0.0022) 56.7 (0.0023) 45.5 (0.0025)
σy
Mean (SD) 0.304 (0.008) 0.361 (0.008) 0.244 (0.007) 0.362 (0.009)
90% HPD [0.290,0.317] [0.347,0.376] [0.231,0.257] [0.347,0.378]
IF (NSE) 12.2 (0.0002) 10.8 (0.0002) 15.4 (0.0003) 11.2 (0.0003)
α
Mean (SD) 0.170 (0.118) 0.181 (0.124) 0.219 (0.117) 0.189 (0.120)
90% HPD [−0.020, 0.369] [−0.028, 0.374] [0.027,0.410] [0.000, 0.393]
IF (NSE) 2.3 (0.0029) 2.4 (0.0031) 2.2 (0.0034) 2.6 (0.0034)
φ
Mean (SD) 0.956 (0.006) 0.956 (0.006) 0.954 (0.006) 0.956 (0.006)
90% HPD [0.945,0.967] [0.945,0.967] [0.944,0.966] [0.944,0.966]
IF (NSE) 5.8 (0.0001) 5.3 (0.0001) 4.6 (0.0001) 5.8 (0.0002)
σh
Mean (SD) 0.228 (0.013) 0.235 (0.014) 0.227 (0.012) 0.232 (0.014)
90% HPD [0.205,0.251] [0.211,0.258] [0.206,0.248] [0.208,0.255]
IF (NSE) 50.3 (0.0009) 53.8 (0.0009) 54.9 (0.0008) 69.9 (0.0011)
Chapter 5
Power Transformations for the
LRSV Models
This chapter extends the LRSV model with generalized Student’s t-distribution
by applying three families of power transformations to lagged log volatility. The
model will be analysed using the same data as in the previous chapter.
5.1 Non-linearities in SV Models
In the context of SV models, Yu et al. (2006), X. Zhang and King (2008), and
Tsiotas (2009) proposed new classes of non-linear version of SV (NSV) models
based on the Box–Cox and Yeo–Johnson transformations using a different setup.
Yu et al. (2006) and X. Zhang and King (2008) transformed volatility by following
a pure autoregressive process, and Tsiotas (2009) applied a transformation only
to the lagged log volatility. Their empirical results provide evidence that the NSV
model is a better model fit than the log-normal SV model.
Following Tsiotas’ (2009) setup, in this chapter, we investigate the usability
of three modified power transformation families (exponential, modulus, and Yeo–
Johnson) for transformation of lagged volatility in the LRSV models. These trans-
formations are indexed by the parameter λ and were selected on the bases of the
fact that these families permit transformed data to be non-positive and contain
a λ value that does not correspond to transformation because the main idea is
to transform log volatility ht. Notice that in the case of Yeo–Johnson transfor-
mation (Yeo and Johnson, 2000), interpretation of the transformation parameter
is difficult as it has a different function for negative and non-negative values of
transformed data.
As explained in literature, it is important to sample the latent log volatility
ht in an efficient manner. In the context of NSV modelling, Yu et al. (2006) and
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X. Zhang and King (2008) employed the single-move random-walk Metropolis–
Hastings algorithm within the MCMC algorithm that may encounter a slow con-
vergence. Tsiotas (2009) applied the Metropolis–Hastings algorithm, where a can-
didate density is generated from an extended Kalman filter with two approxima-
tions: the first around log volatility and the second around the transformation
parameter value not equal to zero. Considering a different algorithm, our MCMC
simulation employs the HMC sampler for updating the entire log volatility at once
and for updating the transformation parameter. To update the other parame-
ters that cannot be sampled directly, the implementation is able to sample these
parameters using the RMHMC sampler as discussed in the previous chapter.
5.2 Realized Non-linear SV Model
In statistics, data transformation is the usual method applied so that the data
more closely satisfy the theoretical assumptions made in an analysis. Since Box
and Cox (1964) published their seminal paper on power transformations, a number
of modifications of the Box–Cox (BC) transformations have been proposed, both
for theoretical work and practical applications. Because the purpose of this chapter
is to transform log volatility ht, we select transformation families from Manly
(1976), John and Draper (1980), and Yeo and Johnson (2000) that consider any
value in the real line and include a linear case.
Manly (1976) introduced a family of exponential transformations (ET) which is
claimed to be quite effective at turning skewed unimodal distributions into nearly
symmetric normal-like distributions taking the form:
PET (x, λ) =
 e
λx − 1
λ
, if λ 6= 0;
x , if λ = 0.
If the pertinent component of x has two heavy tails (excess kurtosis), we may
use a modulus transformation (MT) proposed by John and Draper (1980), which
is a modified power transformation applied to each tail separately. This transfor-
mation is effective for normalizing a distribution already possessing approximate
symmetry about some central point, and it takes the form:
PMT (x, λ) =
 sign(x)(|x|+ 1)
λ − 1
λ
, if λ 6= 0;
sign(x) log(|x|+ 1) , if λ = 0,
where sign(x) = 1 when x ≥ 0 or sign(x) = −1 when x < 0. Non-negative powers
λ less than 1 reduce kurtosis, while powers greater than 1 increase kurtosis.
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Figure 5.1: Characteristics of power transformation families.
Recently, Yeo and Johnson (2000) proposed a family of power transformations:
PY J(x, λ) =

(x+ 1)λ − 1
λ
, if λ 6= 0, x ≥ 0;
log(x+ 1) , if λ = 0, x ≥ 0;
(1− x)2−λ − 1
λ− 2 , if λ 6= 2, x < 0;
− log(−x+ 1) , if λ = 2, x < 0,
which is appropriate for reducing skewness toward normality and has many good
properties of the BC power transformation family for positive variables.
Thus, if the Box and Cox, Manly, and Yeo and Johnson (YJ) transformations
are used to make skew distributions more symmetrical and normal, the John and
Draper transformation can be used to eliminate any residual (positive) kurtosis.
Figure 5.1 shows these transformations for the values of λ = −1, 0, 0.5, 1, and 2.
Applying the above transformations families in the lagged state of the volatility
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process, we propose a leveraged realized non-linear SV (LR-NSV) model formu-
lated as in Eq. (4.1) but the log volatility process now takes the form:
ht+1 = α + φ(Pt − α) + σhvt+1,
where Pt = P(ht, λ) represents a family of power transformations. We then call
LR-ETSV, LR-MTSV, and LR-YJSV for an LR-NSV model corresponding to the
exponential, modulus, and Yeo–Johnson transformations, respectively. In addi-
tion, the power values of λET = 0, λMT = 1, and λY J = 1 correspond to no
transformation.
5.3 MCMC Simulation in the Leveraged R-NSV
Models
Incorporating the NCT and SKT distributions into the returns distribution, we
get two similar models as expressed in Eqs. (4.2) and (4.3). Let us introduce an
augmented vector θ2 = (λ, α, φ, ϕ, ψ
2) and a new function for h˜t as
h˜t = ht − α− φ(Pt−1 − α)− R˜t−1, (5.1)
for t = 2, . . . , T . Using Bayes’ theorem, the joint posterior density of the parame-
ters and latent unobservable variables conditional on the observations is given as
in Eq. (4.4). We introduce a prior distribution for the power parameter:
λ ∼ N (mλ, vλ) ,
and take the prior distribution for the other parameters as in the previous chapter.
We implement the MCMC scheme by first simulating random draws that can
be sampled directly from their conditional posteriors, that is β0, β1, σy, α, ϕ, ψ,
µ, and β, as in Sections 4.2.2 and 4.2.3. The next steps are to draw parameters
φ, ν and latent variable z using the RMHMC samplers as Sections 4.2.4–4.2.6.
The final steps are to draw the power parameter λ and the latent volatility h as
follows.
5.3.1 Updating Parameter λ
The logarithm of the full conditional posterior distribution of λ is represented
by
L(λ) ∝ − 1
2v
(λ−mλ)2 − 1
2ψ2
∑T
t=2
h˜2t ,
which is not of standard form, and therefore we cannot sample from it directly. The
RMHMC sampling scheme is not applicable to sample λ because the metric tensor
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required to implement the RMHMC sampling scheme cannot be explicitly derived
from the above posterior. Therefore, we use the HMC algorithm for estimating
the power parameter λ. This requires evaluation of only the first partial derivative
of the log posterior with respect to λ:
∇λL(λ) = −λ−mλ
v2λ
+
φ
ψ2
∑T
t=2
h˜t
∂P(ht−1, λ)
∂λ
.
5.3.2 Updating the log volatilities h
Obviously, the posterior density of the latent volatility ht is in the non-standard
form or well-known density. To sample the latent variable h, we employ the HMC
sampling scheme since the metric tensor cannot be explicitly derived from the log
posterior. The logarithm of the full conditional posterior of h is expressed as
L(h) ∝ −1
2
T∑
t=1
ht − 1
2
T∑
t=1
R˜2t −
1
2σ2y
T∑
t=1
(Yt − β0 − β1ht)2
− 1− φ
2
2ψ2
(h1 − α)2 − 1
2ψ2
T∑
t=2
h˜2t ,
and its partial derivatives with respect to ht have the following expressions:
∇h1L(h) = ∇h1LR +∇h1LY −
1− φ2
ψ2
(h1 − α)
+
1
ψ2
(
φ
∂P(h1, λ)
∂h1
+ ϕ
∂R˜1
∂h1
)
h˜2
∇hiL(h) = ∇hiLR +∇hiLY +
1
ψ2
(
φ
∂P(hi, λ)
∂hi
+ α
∂R˜i
∂hi
)
h˜i+1 − 1
ψ2
h˜i,
∇hTL(h) = ∇hTLR +∇hTLY −
1
ψ2
h˜T ,
for 1 < i < T . Derivatives ∇htLR, ∇htLY, and
∂R˜t
∂ht
, for t = 1, . . . , T , are defined
as in Eqs. (4.5)–(4.7).
5.4 Empirical Results on Real Data Sets
This section applies the LR-NSV models and the MCMC algorithm discussed in
the previous section using the same data as in previous chapter, that is intra-day
high frequency observations from January 5, 2004 to December 30, 2011.
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5.4.1 MCMC setup and efficiency of simulators
In the implementation of the MCMC algorithm, the hyperparameters, the sam-
pler parameters, the number of iterations, and the burn-in period are taken as in
the previous chapter. For a prior distribution of λ, we take a normal distribution
with mean 0 and variance 1. Tsiotas (2009) showed that in the case of the YJ
transformation family, the performance of the λ posterior simulations appears to
be quite robust. HMC sampling was implemented by using 100 leapfrog steps
and a step size of 0.001 for power transformation and a step size of 0.01 for latent
volatility. The range of acceptance rate for λ and h were 97−100% and 92−100%,
respectively.
In Table 5.1, we report the IF values of latent volatility ht for measuring the
HMC sampling efficiency. In particular, the IF plot for latent volatility ht of the
LR-MTSV-SKT model obtained using RV1HL 2004–2011 is displayed in Figure
5.2. The results show that the IFs are quite small, suggesting that the sampler
is highly efficient. For the other parameters (results not shown here, except for λ
and φ reported in Tables 5.5–5.12), we found that the samplers are also efficient,
producing small IFs with values less than 150. Thus, in general, the samplers used
can reliably estimate all latent variables and parameters in the proposed model.
Table 5.1: IF values of latent volatility in the HMC sam-
pler on the LR-NSV models.
IF Value
Model
min. mean max.
TOPIX 2004–2007
LR-NSV 1.14–1.28 2.20–4.07 12.50–32.65
LR-NSV-T 1.21–1.64 2.50–6.23 12.56-40.29
LR-NSV-NCT 1.24–1.59 2.67–5.60 12.96–48.13
LR-NSV-SKT 1.29–2.44 3.26–5.55 16.17–42.41
TOPIX 2004–2011
LR-NSV 0.94–1.08 1.45–1.85 10.84–31.25
LR-NSV-T 1.02–1.56 1.55–1.96 15.58–34.27
LR-NSV-NCT 1.05–1.12 1.56–2.77 12.66–37.43
LR-NSV-SKT 1.10–1.61 1.70–2.14 16.91–43.30
Note: The statistics have been measured for applying all trans-
formations families and RV estimators.
5.4.2 Parameter estimates
In this subsection, we concentrate the discussion on the parameters of the log
volatility process. Tables 5.5–5.12 summarize the posterior simulation results of
parameters λ and φ under the different transformation families for all four RV data
sets over the time periods 2004–2007 and 2004–2011. The posterior results for the
other parameters are not presented because of space constraints. In addition, we
note that the posterior results for the parameters in the RV equation are similar
to those obtained in previous chapter.
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Figure 5.2: IF plots for latent volatility ht of the LR-MTSV-SKT model adopting
RV1HL for the 2004-2011 data.
Because the LR-NSV model has been specified by a transformation family en-
compassing both non-linear and linear (no transformation) cases, we first observe
the posterior mean and 90% HPD interval of λ for helping determine which trans-
formation is suitable for the data. The posterior mean of λ appears to suggest
that the assumption of no transformation in the lagged log volatility series is firmly
rejected for all RSV models in each period and RV data. The posterior mean of
λ in the 2004–2007 data is significantly less than the value corresponding to the
no transformation case. The only exception is in the model adopting heavy tails
and TSRV5HL data. In contrast, the posterior mean of λ on the 2004–2011 data
is greater than the value corresponding to no transformation case.
Figure 5.3 particularly displays the histograms of the posterior distribution of λ
for the models with SKT distribution adopting all RV estimators. All the posterior
distributions are not symmetric about the value corresponding to no transforma-
tion case. The only exception is the posterior distribution of λ estimated in the
models with MT specification using the 2004–2007 data. Similar results were
obtained for the models with other distributions.
In terms of the HPD interval, the 2004–2007 data provide significant evidence
to transform the lag log volatility series using the non-linear specification of expo-
nential and YJ transformations. In the MT specification, the 90% HPD interval
includes 1, suggesting that the lag log volatility series is left untransformed. The
results of the 2004–2011 data have a different pattern from the RV estimator.
It is shown that the RV1HL estimator favors the non-linear specification in all
models and the BV1HL estimator only favors the non-linear specification in the
LR-ETSV models except for the model with normal distribution. In the models
adopting RV5HL and TSRV5HL, the non-linear specification is only suggested in
the LR-MTSV models.
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Figure 5.3: Histograms of the posterior distribution of power parameter λ in the
LR-NSV-SKT models.
In addition, we observe that the HPD interval of λ is relatively narrow (width
less than 0.2) with low variability, which is similar to results obtained by Tsiotas
(2009). The least and largest variations are provided by the ET and MT specifi-
cations, respectively. In particular, the variance value of λ in the 2004–2011 data
is smaller than the corresponding value in the 2004–2007 data.
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Next, we observe the performance of persistence φ listed in Tables 5.9–5.12.
We found that the posterior mean in the LR-ETSV models are very close to
those obtained from the LR-YJSV models, which are approximately 0.94 for both
RV1HL and BV1HL of the 2004–2007 data, 0.93 for both RV5HL and TSRV5HL of
the 2004–2007 data, and 0.95 for each RV of the 2004–2007 data. In particular,
over the time period 2004–2007, the posterior mean of φ in the LR-YJSV models
is slightly smaller than those in the LR-ETSV models, which is smaller than
those in the LR-MTSV models. On the contrary, over the time period 2004–2011,
the posterior mean of φ in the LR-MTSV models are smaller than those in the
LR-ETSV models, which is slightly smaller than those in the LR-YJSV models.
These results indicate that the highest persistence in the non-linear log volatility
process is provided by the MT specification in the 2004–2007 data and by the YJ
specification in the 2004–2011 data. Compared with the LRSV models, our results
show that the non-linear log volatility process with ET and YJ specifications in
each period and with MT specification in the 2004–2011 data is less persistent,
where the highest posterior mean of φ in the LR-NSV models does not exceed the
smallest posterior mean of φ in the LRSV models.
Finally, we observe the parameters α, σh, and ρ. We found that αMT < α0 <
αET < αY J in the 2004–2007 data and αY J < αET < αMT < α0 in the 2004–
2011 data, where α0 is referred to the LRSV models. These results indicate that
the modal instantaneous volatility (cf. Kim et al., 1998), exp(1
2
α), of the LR-
MTSV models is smaller than those in the LRSV models. In terms of volatility of
log volatility and the correlation between the returns and latent volatility, there
does not appear to be a clear pattern because the posterior means of σh and ρ in
the competing non-linear specifications do not differ substantially from the values
found in the linear specification.
5.4.3 Volatility estimates
In this subsection, we discuss how the results for the non-linear log volatilities
translate to the actual volatilities σt = exp(
1
2
ht). Figure 5.4 compares the posterior
means of volatility between the LRSV-SKT model and the LR-NSV-SKT models
adopting RV1HL for the period 2004–2011. Similar results were obtained for the
other models. Our results clearly show that there are small discrepancies in the
in-sample estimation of volatility between the ET and MT specifications and the
logarithmic transformation (LT) specification, and no substantial discrepancies
between the YJ specification and the LT specification. These results are also
confirmed by their distribution estimates, which are plotted in Figure 5.5. It can
be seen that these four distributions are very close to each other. Moreover, we
found that both sample means and variances of the four volatilities are similar .
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Figure 5.4: Comparison of volatility fit across models with SKT distribution adopt-
ing the RV1HL data from January 2004 to December 2011. The panels
in the left, center, and right compare the posterior means of volatility
estimated with the ET specification with those of the LT specification,
the MT specification with those of the LT specification, and the YJ
specification with that of the LT specification, respectively.
Figure 5.5: Distribution estimates of the volatility from the LRSV-SKT model and
the LR-NSV-SKT models adopting RV1HL for the 2004–2011 data.
5.4.4 Model Selection
This section investigates whether the data better support the LR-NSV or LRSV
models on the basis of marginal likelihood from Gelfand and Dey (1994) and
Geweke (1999). The log likelihood function of the proposed model can be expressed
as
L (R,Y|θ,h, z) = −T ln(2pi)− 1
2
T∑
t=1
ln
(
Σˆt
)
− 1
2
T−1∑
t=1
(
Rt − Rˆt
)2
Σˆ−1t
− 1
2
T∑
t=1
ln
(
σ2y
)− 1
2σ2y
T∑
t=1
(Yt − β0 − β1ht)2 ,
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where
Σˆt = e
htzt
(
1− ρ2) and
Rˆt =
ρ
σh
√
ehtzt [ht+1 − α− φ (Pt − α)] It<T + δt
√
eht ,
in which
δt =
{
µz
1
2
t , for model with NCT distribution;
β (zt − µz) , for model with SKT distribution,
Tables 5.2 and 5.3 present the values of logarithmic Bayes factor for the LR-NSV
models against the LRSV models as well as for the LR-NSV-SKT models against
competing models, respectively.
Table 5.2: Logarithmic Bayes factors of the R-NSV models against the RSV models
on the same returns distribution evaluated in the TOPIX data set.
RNSV vs RSV
LSKT LNCT LT L LSKT LNCT LT LRV Transformation
TOPIX 2004–2007 TOPIX 2004-2011
RV1
ET 7.78 10.94 6.88 5.50 3.89 5.43 4.66 4.70
MT 3.68 4.20 5.44 4.91 8.38 9.92 10.70 7.99
YJ 10.12 11.78 7.68 8.09 4.50 7.75 9.40 6.88
RV5
ET 13.65 10.97 12.30 12.55 9.71 6.95 11.02 3.94
MT 10.13 3.39 3.55 5.15 21.38 12.45 16.93 12.26
YJ 11.64 8.03 9.23 9.82 11.36 9.06 12.35 5.30
BV1
ET 22.88 9.53 12.21 22.13 5.66 23.25 13.79 13.15
MT 19.96 4.20 8.19 13.64 8.78 24.57 15.84 21.56
YJ 38.47 10.89 8.93 15.70 5.32 22.94 6.11 11.11
TSRV5
ET 11.76 5.30 15.59 19.09 11.47 7.83 6.06 3.19
MT 3.92 4.95 6.46 14.07 18.78 11.01 9.05 10.44
YJ 11.98 9.34 12.92 18.39 12.40 6.52 5.19 6.41
Table 5.3: Logarithmic Bayes factors of the models with LSKT distribution against
competing models on the same transformation for lagged log volatility
evaluated in the TOPIX data set.
Returns distribution
LNCT LT L LNCT LT LRV Transformation
TOPIX 2004–2007 TOPIX 2004-2011
RV1
ET 23.40 32.99 42.14 11.95 17.87 29.80
MT 26.04 30.33 38.63 11.95 16.32 31.00
YJ 24.86 34.49 41.85 10.24 13.74 28.23
RV5
ET 17.34 21.72 31.32 29.76 31.87 43.35
MT 21.40 26.95 35.20 35.93 37.63 46.70
YJ 18.27 22.78 32.04 29.30 32.19 43.64
BV1
ET 15.21 22.38 30.38 15.90 31.70 44.44
MT 17.62 23.48 35.95 17.70 32.77 39.15
YJ 29.49 41.30 52.45 15.87 39.04 46.14
TSRV5
ET 25.57 29.54 37.14 20.65 35.26 48.50
MT 18.08 30.83 34.32 24.78 39.58 48.56
YJ 32.04 52.45 38.06 22.89 37.06 46.21
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From Table 5.2, we found that the log Bayes factors for the R-NSV models
against the RSV models are greater than 3 in all cases, indicating that the R-NSV
models provide the best fit. In fact, the log Bayes factors provide strong and very
strong evidence in support of power transformations of the lagged log volatility
rather than no transformation in the RSV models.
When the three competing R-NSV models are compared over the time period
2004–2007, there is no clear pattern to determine which transformation is the
best in all returns distribution specifications (indicated by the largest value of
log Bayes factor for any RV data sets) or in all RV data sets (indicated by the
largest value of log Bayes factor for any returns distributions). We note that the
R-ETSV and R-YJSV models are very competitive and outperform the R-MTSV.
The YJ and ET specifications are suggested in the the models adopting RV1HL
and RV5HL, respectively. In both models adopting BV1HL and TSRV5HL, the
YJ and ET specifications rank first for the model accommodating generalized
Student’s t-distributions and other distributions, respectively. Over the 2004–
2011 data having a very high kurtosis, the R-MTSV models provide the best fit
for any returns distributions and RV data sets. Those results are consistent with
previously reported results in terms of credible interval.
Comparing the results of the model using the four different returns distributions
in any transformation specification (see Table 5.3) indicates that the R-NSV model
with the SKT distribution specification for returns error is the most favored in
each period. The log Bayes factors in favor of this specification compared with the
second best fitting specification are greater than 11, which is very strong margin.
Therefore, the following discussion is focused on the models with SKT distribution.
For the 2004–2007 data, the LR-YJSV-SKT and LR-ETSV-SKT models, re-
spectively, provide the first and second best fit to the RV1HL, BV1HL, and TSRV5HL
data. Using the RV5HL data, the ranking between the first and second best is re-
versed with the LR-ETSV-SKT model becoming first. Clearly, with regard to
its log Bayes factors, the LR-YJSV-SKT model is very strongly favored for the
BV1HL data, positively favored for the RV1HL data, and fairly insignificant for
the TSRV5HL data. With the RV5HL data, the LR-ETSV-SKT model against the
LR-YJSV-SKT model is positively favored. Furthermore, the evidence in favor
of the poorest fitting model of the LR-NSV-SKT models, the one having the MT
specification, compares strongly with the LRSV-SKT model in the RV1HL and
TSRV5HL cases and is also very strong in the RV5HL and BV1HL cases.
For the 2004–2011 data, compared with the second best models, the LR-MTSV-
SKT model is strongly for the RV1HL and BV1HL data and very strongly favored
RV5HL and TSRV5HL data. The LR-ETSV and LR-YJSV models are very com-
petitive. Furthermore, the poorest fitting model of the LR-NSV-SKT models
compared with the LRSV-SKT model is strongly favored in the RV1HL case and
very strongly favored in the others.
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5.5 Sensitivity of Priors
Concerning the sensitivity of MCMC output to prior choices, let us recall from
the previous analysis that the LR-MTSV model is the best performing model
for the 2004–2011 data. This section applies a sensitivity test for this model on
the power parameter λ. Our intention is to show that posterior simulations give
similar characteristics in terms of the mean, standard deviation, credible interval,
and inefficiency factor estimates under alternative priors of λ.
First, we work on the same type of prior as in the previous estimation but
we increase the variance to a value of 10. Second, we choose the prior to the
Uniform distribution within the range of (10, 10). Third, we increase the range of
values of the Uniform distribution prior to (100, 100). Notice that the standard
deviation for the last two consecutive assumptions are 33.33 and 833.33. The
estimates for all parameters are found to be almost the same under all priors. In
particular, the parameter estimates and the inefficiency sampler for λ are reported
in Table 5.4. It shows that the estimates for all parameters in the model are not
affected by changing the prior for λ. To graphically illustrate our results, Figure
5.6 displays the sample paths and posterior distributions for the λ using all four
prior assumptions.
Table 5.4: Parameter estimates of λ for the LR-MTSV-SKT using the 2004–2011
data.
Prior
Statistic N (0, 1) N (0, 10) U(−10, 10) U(−100, 100)
model adopting RV1HL
Mean (SD) 1.0565 (0.0275) 1.0589 (0.0286) 1.0569 (0.0283) 1.0561 (0.0278)
90% HPD [1.0120,1.1023] [1.0127,1.1058] [1.0095,1.1024] [1.0096,1.1001]
IF (NSE) 12.82 (0.0009) 13.92 (0.0008) 13.56 (0.0010) 12.32 (0.0010)
model adopting RV5HL
Mean (SD) 1.0559 (0.0304) 1.0549 (0.0305) 1.0571 (0.0305) 1.0555 (0.0302)
90% HPD [1.0060,1.1073] [1.0034,1.1033] [1.0072,1.1066] [1.0048,1.1028]
IF (NSE) 18.20 (0.0012) 14.16 (0.0009) 15.45 (0.0013) 15.63 (0.0011)
model adopting BV1HL
Mean (SD) 1.0444 (0.0287) 1.0454 (0.0290) 1.0448 (0.0290) 1.0461 (0.0283)
90% HPD [0.9992,1.0953] [0.9959,1.0906] [0.9974,1.0921] [0.9985,1.0914]
IF (NSE) 14.18 (0.0010) 15.6337 (0.0011) 13.03 (0.0010) 13.3115 (0.0009)
model adopting TSRV5HL
Mean (SD) 1.0615 (0.0300) 1.0588 (0.0307) 1.0595 (0.0297) 1.0599 (0.0304)
90% HPD [1.0113,1.1096] [1.0071,1.1078] [1.0088,1.1079] [1.0100,1.1099]
IF (NSE) 14.45 (0.0012) 16.31 (0.0012) 15.61 (0.0011) 13.97 (0.0011)
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Figure 5.6: The posterior distributions for the λ parameter using various prior
assumptions. These are obtained from the last 10,000 iterations of the
LR-MTSV-SKT model adopting RV1HL data (2004–2011).
5.6 Conclusions and Extensions
This chapter proposed a class of LR-NSV models with generalized Student’s
t-error distributions defined by applying three families of power transformation—
exponential, modulus, and Yeo–Johnson—to lagged log volatility. We developed
an efficient MCMC algorithm including Gibbs, HMC, and RMHMC steps for sam-
pling from the posterior of the models. Empirical results using TOPIX data show
that the posterior mean accepts all proposed models and the 90% HPD interval
only accepts some of the proposed models. Hence, these results provide evidence in
support of the LR-NSV models. Furthermore, the marginal likelihood and Bayes
factor criterion indicate that the proposed LR-NSV model outperforms the LRSV
model, where the LR-MTSV models best fitted the returns data having a very
high kurtosis and worst fitted the data having a small kurtosis. In addition, the
LR-NSV model with SKT distribution performs the best among the four returns
distribution specifications considered in this chapter. Finally, the LR-MTSV-SKT
model’s performance has been considered under three alternative prior distribution
assumptions for the power parameter. The results show considerable robustness
for priors with very diffused distributional behaviour.
The proposed LR-NSV models could also be extended by considering a class of
power transformations for RV. Gonc¸alves and Meddahi (2011) particularly showed
that the log transformation of RV can be improved upon by choosing values for the
BC parameter other than zero. Another possible extension to the multivariate R-
NSV is suggested because procedures for extensions of the RSV model and power
transformations, especially the BC transformation, to multivariate data have been
proposed in previous studies.
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Appendices
5.A Posterior Summary Statistics of the Power
Parameter
Table 5.5: Summary of the posterior sample of the power parameter λ in the LR-
NSV and LR-NSV-T models for the TOPIX 2004–2007 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV model
λET
Mean (SD) −0.039 (0.021) −0.037 (0.020) −0.051 (0.022) −0.038 (0.021)
90% HPD [−0.072,−0.003] [−0.069,−0.001] [−0.086,−0.011] [−0.072,−0.003]
IF (NSE) 3.6 (0.0004) 3.8 (0.0004) 3.5 (0.0004) 4.0 (0.0004)
λMT
Mean (SD) 0.958 (0.063) 0.969 (0.068) 0.943 (0.060) 0.985 (0.066)
90% HPD [0.857,1.061] [0.856,1.075] [0.846,1.037] [0.871,1.085]
IF (NSE) 21.9 (0.0032) 32.3 (0.0036) 22.7 (0.0031) 23.4 (0.0029)
λY J
Mean (SD) 0.941 (0.030) 0.941 (0.030) 0.921 (0.032) 0.939 (0.030)
90% HPD [0.890,0.990] [0.892,0.990] [0.868,0.975] [0.889,0.989]
IF (NSE) 3.2 (0.0006) 3.4 (0.0005) 3.2 (0.0006) 3.5 (0.0005)
LR-NSV-T model
λET
Mean (SD) −0.037 (0.021) −0.035 (0.020) −0.050 (0.023) −0.036 (0.020)
90% HPD [−0.073,−0.004] [−0.071,−0.003] [−0.089,−0.013] [−0.070,−0.002]
IF (NSE) 4.1 (0.0003) 4.3 (0.0003) 4.5 (0.0005) 5.1 (0.0005)
λMT
Mean (SD) 0.981 (0.068) 0.997 (0.061) 0.981 (0.069) 1.006 (0.066)
90% HPD [0.874,1.094] [0.891,1.091] [0.871,1.095] [0.893,1.108]
IF (NSE) 32.9 (0.0036) 20.1 (0.0026) 35.5 (0.0045) 23.5 (0.0035)
λY J
Mean (SD) 0.943 (0.030) 0.943 (0.030) 0.923 (0.032) 0.941 (0.031)
90% HPD [0.894,0.993] [0.891,0.991] [0.872,0.977] [0.891,0.993]
IF (NSE) 3.4 (0.0006) 3.9 (0.0006) 3.7 (0.0007) 4.2 (0.0007)
Table 5.6: Summary of the posterior sample of the power parameter λ in the LR-
NSV-NCT and LR-NSV-SKT models for the TOPIX 2004–2007 data
set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV-NCT model
λET
Mean (SD) −0.037 (0.020) −0.036 (0.020) −0.048 (0.022) −0.037 (0.021)
90% HPD [−0.071,−0.005] [−0.070,−0.002] [−0.085,−0.010] [−0.073,−0.002]
IF (NSE) 3.9 (0.0004) 4.8 (0.0004) 5.1 (0.0005) 4.3 (0.0005)
λMT
Mean (SD) 0.981 (0.062) 0.987 (0.063) 0.986 (0.063) 1.010 (0.063)
90% HPD [0.878,1.077] [0.883,1.089] [0.887,1.090] [0.900,1.111]
IF (NSE) 26.5 (0.0029) 22.2 (0.0026) 24.3 (0.0032) 21.6 (0.0026)
λY J
Mean (SD) 0.942 (0.029) 0.944 (0.030) 0.923 (0.032) 0.941 (0.030)
90% HPD [0.894,0.990] [0.895,0.996] [0.872,0.978] [0.891,0.993]
IF (NSE) 3.5 (0.0006) 3.9 (0.0006) 3.9 (0.0007) 3.8 (0.0006)
LR-NSV-SKT model
λET
Mean (SD) −0.037 (0.020) −0.036 (0.021) −0.050 (0.023) −0.035 (0.020)
90% HPD [−0.072,−0.004] [−0.070,−0.002] [−0.087,−0.010] [−0.068,−0.002]
IF (NSE) 4.9 (0.0004) 5.3 (0.0005) 4.9 (0.0005) 5.2 (0.0004)
λMT
Mean (SD) 0.992 (0.063) 0.996 (0.064) 0.983 (0.062) 1.016 (0.062)
90% HPD [0.889,1.094] [0.890,1.099] [0.883,1.083] [0.906,1.112]
IF (NSE) 26.9 (0.0036) 29.1 (0.0038) 21.8 (0.0022) 21.2 (0.0023)
λY J
Mean (SD) 0.942 (0.029) 0.944 (0.031) 0.923 (0.031) 0.941 (0.030)
90% HPD [0.896,0.993] [0.893,0.995] [0.871,0.975] [0.893,0.992]
IF (NSE) 3.5 (0.0005) 3.9 (0.0005) 3.4 (0.0006) 4.4 (0.0005)
Chapter 5. Power Transformations for the LRSV Models 89
Table 5.7: Summary of the posterior sample of the power parameter λ in the LR-
NSV and LR-NSV-T models for the TOPIX 2004–2011 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV model
λET
Mean (SD) 0.015 (0.008) 0.011 (0.008) 0.014 (0.009) 0.011 (0.008)
90% HPD [0.000,0.029] [−0.003, 0.025] [−0.001, 0.029] [−0.002, 0.025]
IF 3.5 (0.0001) 3.1 (0.0001) 3.2 (0.0001) 2.7 (0.0001)
λMT
Mean (SD) 1.054 (0.026) 1.054 (0.029) 1.042 (0.027) 1.057 (0.028)
90% HPD [1.0104,1.0974] [1.004,1.101] [0.997,1.087] [1.011,1.107]
IF (NSE) 12.95 (0.0007) 16.5 (0.0011) 13.6 (0.0009) 14.2 (0.0009)
λY J
Mean (SD) 1.025 (0.014) 1.018 (0.014) 1.022 (0.015) 1.018 (0.014)
90% HPD [1.001,1.049] [0.995,1.042] [0.996,1.048] [0.995,1.042]
IF (NSE) 3.0 (0.0002) 2.8 (0.0002) 3.8 (0.0003) 2.7 (0.0002)
LR-NSV-T model
λET
Mean (SD) 0.016 (0.008) 0.011 (0.008) 0.014 (0.008) 0.011 (0.008)
90% HPD [0.002,0.030] [−0.002, 0.025] [0.000,0.029] [−0.001, 0.024]
IF (NSE) 3.1 (0.0001) 2.9 (0.0001) 3.2 (0.0001) 2.4 (0.0001)
λMT
Mean (SD) 1.054 (0.028) 1.052 (0.029) 1.043 (0.028) 1.058 (0.029)
90% HPD [1.006,1.099] [1.004,1.102] [0.996,1.089] [1.008,1.106]
IF (NSE) 15.2 (0.0010) 14.3 (0.0011) 15.1 (0.0010) 15.7 (0.0011)
λY J
Mean (SD) 1.025 (0.014) 1.018 (0.014) 1.022 (0.015) 1.018 (0.013)
90% HPD [1.002,1.049] [0.994,1.042] [0.996,1.047] [0.996,1.040]
IF (NSE) 2.9 (0.0002) 2.9 (0.0002) 3.5 (0.0002) 2.7 (0.0002)
Table 5.8: Summary of the posterior sample of the power parameter λ in the LR-
NSV-NCT and LR-NSV-SKT models for the TOPIX 2004–2011 data
set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV-NCT model
λET
Mean (SD) 0.016 (0.008) 0.011 (0.008) 0.014 (0.009) 0.012 (0.008)
90% HPD [0.002,0.030] [−0.001, 0.025] [0.000,0.029] [−0.001, 0.025]
IF (NSE) 3.3 (0.0001) 2.5 (0.0001) 2.9 (0.0001) 2.4 (0.0001)
λMT
Mean (SD) 1.054 (0.028) 1.052 (0.029) 1.044 (0.028) 1.060 (0.028)
90% HPD [1.008,1.101] [1.006,1.104] [0.999,1.093] [1.011,1.105]
IF (NSE) 13.3 (0.0011) 14.7 (0.0011) 13.5 (0.0010) 17.3 (0.0010)
λY J
Mean (SD) 1.025 (0.015) 1.018 (0.014) 1.022 (0.015) 1.017 (0.014)
90% HPD [1.001,1.051] [0.994,1.041] [0.996,1.047] [0.994,1.040]
IF (NSE) 3.3 (0.0002) 2.8 (0.0002) 3.5 (0.0003) 2.5 (0.0002)
LR-NSV-SKT model
λET
Mean (SD) 0.016 (0.008) 0.012 (0.008) 0.014 (0.008) 0.011 (0.008)
90% HPD [0.002,0.029] [−0.001, 0.025] [0.000,0.028] [−0.001, 0.025]
IF (NSE) 2.9 (0.0001) 2.8 (0.0001) 2.7 (0.0001) 2.8 (0.0001)
λMT
Mean (SD) 1.056 (0.027) 1.055 (0.030) 1.044 (0.028) 1.061 (0.030)
90% HPD [1.012,1.102] [1.006,1.107] [0.999,1.095] [1.011,1.109]
IF (NSE) 12.8 (0.0009) 18.2 (0.0012) 14.1 (0.0010) 14.4 (0.0012)
λY J
Mean (SD) 1.026 (0.014) 1.018 (0.013) 1.022 (0.015) 1.018 (0.013)
90% HPD [1.003,1.050] [0.995,1.041] [0.998,1.047] [0.996,1.040]
IF (NSE) 3.1 (0.0002) 2.6 (0.0002) 3.2 (0.0002) 2.6 (0.0002)
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5.B Posterior Summary Statistics of the Persis-
tence of Volatility
Table 5.9: Summary of the posterior sample of the persistence of log volatility, φ,
in the LR-NSV and LR-NSV-T models for the TOPIX 2004–2007 data
set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV model
φET
Mean (SD) 0.941 (0.010) 0.933 (0.012) 0.941 (0.011) 0.931 (0.013)
90% HPD [0.925,0.960] [0.912,0.953] [0.923,0.959] [0.909,0.952]
IF (NSE) 7.28 (0.0003) 11.4 (0.0004) 6.4 (0.0003) 9.1 (0.0004)
φMT
Mean (SD) 0.962 (0.024) 0.952 (0.028) 0.968 (0.022) 0.945 (0.028)
90% HPD [0.9270,0.9993] [0.913,0.998] [0.937,0.999] [0.903,0.994]
IF (NSE) 25.83 (0.0013) 33.0 (0.0014) 24.6 (0.0012) 27.3 (0.0014)
φY J
Mean (SD) 0.941 (0.011) 0.932 (0.012) 0.940 (0.011) 0.930 (0.012)
90% HPD [0.922,0.958] [0.911,0.951] [0.921,0.959] [0.910,0.952]
IF (NSE) 7.6 (0.0003) 8.5 (0.0003) 9.5 (0.0004) 8.5 (0.0003)
LR-NSV-T model
φET
Mean (SD) 0.940 (0.011) 0.932 (0.012) 0.938 (0.012) 0.929 (0.013)
90% HPD [0.922,0.959] [0.911,0.953] [0.919,0.958] [0.907,0.951]
IF (NSE) 7.9 (0.0003) 9.6 (0.0004) 7.9 (0.0003) 9.6 (0.0005)
φMT
Mean (SD) 0.953 (0.027) 0.943 (0.026) 0.955 (0.026) 0.938 (0.029)
90% HPD [0.915,0.997] [0.902,0.988] [0.916,0.997] [0.893,0.988]
IF (NSE) 32.6 (0.0014) 21.4 (0.0010) 39.2 (0.0018) 25.3 (0.0016)
φY J
Mean (SD) 0.940 (0.011) 0.932 (0.012) 0.937 (0.011) 0.929 (0.013)
90% HPD [0.922,0.958] [0.911,0.953] [0.917,0.956] [0.906,0.950]
IF (NSE) 7.2 (0.0003) 9.2 (0.0004) 7.5 (0.0003) 9.1 (0.0003)
Table 5.10: Summary of the posterior sample of the persistence of log volatility,
φ, in the LR-NSV-NCT and LR-NSV-SKT models for the TOPIX
2004–2007 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV-NCT model
φET
Mean (SD) 0.940 (0.011) 0.932 (0.012) 0.937 (0.011) 0.929 (0.013)
90% HPD [0.923,0.959] [0.912,0.954] [0.917,0.957] [0.906,0.951]
IF (NSE) 6.2 (0.0003) 8.2 (0.0003) 6.6 (0.0003) 9.5 (0.0005)
φMT
Mean (SD) 0.955 (0.025) 0.954 (0.025) 0.955 (0.026) 0.936 (0.028)
90% HPD [0.919,0.996] [0.909,0.995] [0.918,0.995] [0.892,0.986]
IF (NSE) 28.0 (0.0013) 22.5 (0.0011) 23.2 (0.0012) 23.0 (0.0013)
φY J
Mean (SD) 0.939 (0.011) 0.930 (0.013) 0.937 (0.012) 0.929 (0.013)
90% HPD [0.921,0.959] [0.910,0.954] [0.916,0.956] [0.907,0.950]
IF (NSE) 8.1 (0.0004) 10.3 (0.0004) 7.4 (0.0004) 7.9 (0.0004)
LR-NSV-SKT model
φET
Mean (SD) 0.940 (0.011) 0.932 (0.012) 0.938 (0.012) 0.930 (0.013)
90% HPD [0.922,0.960] [0.912,0.953] [0.918,0.958] [0.909,0.952]
IF (NSE) 7.6 (0.0003) 8.5 (0.0004) 7.7 (0.0004) 9.2 (0.0003)
φMT
Mean (SD) 0.951 (0.025) 0.944 (0.027) 0.956 (0.024) 0.935 (0.027)
90% HPD [0.913,0.995] [0.899,0.990] [0.921,0.998] [0.891,0.982]
IF (NSE) 26.5 (0.0014) 26.4 (0.0015) 24.0 (0.0009) 21.1 (0.0010)
φY J
Mean (SD) 0.939 (0.011) 0.931 (0.013) 0.937 (0.012) 0.929 (0.013)
90% HPD [0.920,0.958] [0.910,0.953] [0.916,0.956] [0.909,0.951]
IF (NSE) 6.8 (0.0003) 7.2 (0.0003) 8.4 (0.0004) 7.6 (0.0003)
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Table 5.11: Summary of the posterior sample of the persistence of log volatility,
φ, in the LR-NSV and LR-NSV-T models for the TOPIX 2004–2011
data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV model
φET
Mean (SD) 0.947 (0.008) 0.950 (0.007) 0.946 (0.008) 0.950 (0.007)
90% HPD [0.933,0.961] [0.937,0.963] [0.932,0.960] [0.937,0.962]
IF (NSE) 6.9 (0.0002) 6.6 (0.0001) 5.1 (0.0002) 6.6 (0.0002)
φMT
Mean (SD) 0.927 (0.015) 0.926 (0.017) 0.931 (0.016) 0.925 (0.016)
90% HPD [0.902,0.953] [0.897,0.953] [0.905,0.957] [0.898,0.953]
IF (NSE) 13.8 (0.0004) 19.1 (0.0007) 15.5 (0.0006) 15.6 (0.0005)
φY J
Mean (SD) 0.947 (0.008) 0.950 (0.007) 0.946 (0.008) 0.950 (0.007)
90% HPD [0.933,0.960] [0.937,0.963] [0.932,0.960] [0.937,0.963]
IF (NSE) 6.8 (0.0002) 6.5 (0.0001) 5.9 (0.0002) 6.1 (0.0002)
LR-NSV-T model
φET
Mean (SD) 0.948 (0.008) 0.951 (0.007) 0.947 (0.008) 0.951 (0.007)
90% HPD [0.934,0.961] [0.938,0.963] [0.934,0.961] [0.939,0.963]
IF (NSE) 5.3 (0.0001) 9.2 (0.0002) 5.9 (0.0002) 5.3 (0.0002)
φMT
Mean (SD) 0.927 (0.016) 0.929 (0.016) 0.932 (0.015) 0.925 (0.016)
90% HPD [0.900,0.955] [0.901,0.956] [0.906,0.958] [0.897,0.952]
IF (NSE) 19.1 (0.0007) 16.8 (0.0006) 15.1 (0.0006) 16.9 (0.0006)
φY J
Mean (SD) 0.949 (0.007) 0.951 (0.007) 0.947 (0.008) 0.951 (0.007)
90% HPD [0.935,0.961] [0.939,0.963] [0.933,0.961] [0.939,0.963]
IF (NSE) 5.5 (0.0002) 7.5 (0.0002) 6.2 (0.0002) 7.5 (0.0002)
Table 5.12: Summary of the posterior sample of the persistence of log volatility,
φ, in the LR-NSV-NCT and LR-NSV-SKT models for the TOPIX
2004–2011 data set.
Data
Parameter Statistic
RV1HL RV5HL BV1HL TSRV5HL
LR-NSV-NCT model
φET
Mean (SD) 0.947 (0.008) 0.950 (0.007) 0.946 (0.008) 0.950 (0.007)
90% HPD [0.934,0.961] [0.938,0.963] [0.933,0.960] [0.932,0.960]
IF (NSE) 6.6 (0.0002) 5.9 (0.0002) 5.8 (0.0002) 6.2 (0.0002)
φMT
Mean (SD) 0.927 (0.016) 0.928 (0.016) 0.932 (0.016) 0.924 (0.016)
90% HPD [0.900,0.953] [0.900,0.955] [0.906,0.958] [0.898,0.953]
IF (NSE) 16.6 (0.0007) 17.9 (0.0007) 14.6 (0.0005) 20.3 (0.0006)
φY J
Mean (SD) 0.948 (0.008) 0.951 (0.007) 0.947 (0.008) 0.951 (0.007)
90% HPD [0.935,0.961] [0.940,0.964] [0.934,0.961] [0.939,0.964]
IF (NSE) 6.6 (0.0002) 5.6 (0.0002) 5.6 (0.0002) 6.3 (0.0002)
LR-NSV-SKT model
φET
Mean (SD) 0.948 (0.007) 0.952 (0.007) 0.947 (0.008) 0.951 (0.007)
90% HPD [0.936,0.962] [0.940,0.964] [0.933,0.960] [0.940,0.964]
IF (NSE) 6.8 (0.0002) 6.4 (0.0002) 5.2 (0.0001) 6.9 (0.0002)
φMT
Mean (SD) 0.927 (0.016) 0.927 (0.016) 0.932 (0.016) 0.924 (0.017)
90% HPD [0.902,0.954] [0.898,0.955] [0.904,0.958] [0.896,0.952]
IF (NSE) 14.8 (0.0006) 19.5 (0.0007) 15.0 (0.0005) 16.9 (0.0007)
φY J
Mean (SD) 0.949 (0.007) 0.952 (0.007) 0.948 (0.008) 0.952 (0.007)
90% HPD [0.936,0.962] [0.940,0.964] [0.934,0.961] [0.940,0.964]
IF (NSE) 6.5 (0.0002) 7.5 (0.0002) 5.7 (0.0002) 6.7 (0.0002)
Chapter 6
General Conclusion
This dissertation contains three chapters that aim to contribute to the literature
related to the estimation of return volatility using the leveraged RSV model.
In the third chapter, we have made a contribution to the literature of MCMC
methods for estimating the leveraged SV model. We explicitly extend the HMC
and RMHMC methods to the leveraged SV model. We compared the computa-
tional efficiency of these methods with the multi-move Metropolis-Hastings method
for drawing latent volatility. The RMHMC method is most efficient for sampling
parameters and very highly efficient for sampling latent volatility with very high
acceptance rate for latent volatility.
In the fourth chapter, we have contributed to the extension of leveraged RSV
model. We present an extension which allows capturing both flexible skewness
and heavy-tailedness in returns instead of heavy-tailedness or normality. We also
allow flexible persistence in RV suggesting a varying persistence when the RV data
sampled at very high frequency (say 1-minute). The results from our empirical
application using stock indices also demonstrated that the leveraged RSV model
with SKT distribution provide the best fit to the TOPIX data, followed by the
model with NCT distribution in terms of Bayes factor. In particular, the model
with SKT distribution are very strongly favored against the competing models. An
efficient RMHMC sampling procedure was developed for estimating the extended
models.
Finally, in the fifth chapter, we have contributed to extend the leveraged RSV
model with generalized Student’s t-distribution to the power transformation of
lagged volatility process. We apply three families of power transformation—
exponential, modulus, and Yeo–Johnson—to transform lag volatility. These fami-
lies permit transformed data to be non-positive and include linear case. After per-
formance evaluation, we conclude that the non-linear specification outperforms the
linear specification for any RV measures. We also find that the non-linear model
with SKT distribution performs the best among four returns distributions. We
highlight the importance of using modulus transformation that are robust to the
returns data having a very high kurtosis. In contrast, this transformation worst
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fitted the lagged volatility for the returns data having a small kurtosis. Addition-
ally, the LR-MTSV-SKT model’s performance showed considerable robustness for
priors with very diffused distributional behaviour. An efficient HMC sampling
procedure was developed for estimating the latent volatility and power parameter.
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