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Abstract
We consider a symmetric di usion corresponding to uniformly elliptic divergence form oper-
ator with re"ection at the boundary of a domain satisfying the general conditions introduced by
Lions and Sznitman. We prove that for each starting point inside the domain the di usion is a
Dirichlet process in the sense of F1ollmer and we obtain the Lyons–Zheng–Skorokhod represen-
tation of its zero quadratic variation part. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction and notation
Consider the operator
A = 12 Dj(a
ij(x)Di); (1.1)
where a : Rd → Rd ⊗Rd is a measurable, symmetric matrix-valued function such that

||26 aij(x)ij6||2; x; ∈Rd (1.2)
for some 0¡
6 (we employ the convention of summation over repeated indices).
Let D be a bounded domain (an open, connected set) in Rd satisfying conditions (A)
and (B) introduced by Lions and Sznitman (1984) and some additional admissibility
condition, and let a denote the co-normal vector >eld on @D, that is
ia(x) =
1
2a
ij(x) · nj(x); i = 1; : : : ; d;
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where n(x) is the unit inward normal to @D at x. In the present paper we consider
Markov processes (X; Px) corresponding to A with re"ection along a. We show that for
every x∈D; T ¿ 0 and every Lipschitz-continuous ’ : GD → R the composite process
’(X ) is under Px a Dirichlet process on [0; T ] in the sense of F1ollmer (1981), that is
’(X ) admits the decomposition
’(Xt)− ’(X0) = M’t + A’t ; t ∈ [0; T ]; Px-a:s:; (1.3)
where M’ is a continuous Px-square-integrable martingale with respect to the >ltration
{Ft} generated by X and A’ is a continuous {Ft}-adapted process of Px-zero quadratic
variation along each sequence of partitions of [0; T ] whose mesh-size tends to zero (see
Section 7). Moreover, A’ has the representation
A’t =
1
2
(
−M’t + N’T−t − N’T −
∫ t
0
1Daij
Djp
p
Di’(s; x; Xs) ds
)
+ K’t ;
t ∈ [0; T ]; (1.4)
where N’ is a continuous Px-square-integrable martingale with respect to the >ltration
{ GFt} generated by the time-reversed process { GX t = XT−t ; t ∈ [0; T ]}, K’ is a contin-
uous {Ft}-adapted process of >nite variation which increases only when X ∈ @D and
p(· ; · ; ·) is the Neumann function for A on D (see Section 4).
Conditions (A) and (B) and the admissibility condition are satis>ed for instance
when D is bounded and convex or piecewise smooth with “convex angles”. Therefore,
we strengthen results by Rozkosz and S lomiOnski (2000), where (1.3) and (1.4) are
proved for bounded C2 domains.
As compared with Rozkosz and S lomiOnski (2000), the main new problem which
arises when considering non-smooth domains is to prove (1.4) for smooth coePcients
a. Roughly speaking we do this as follows. The admissibility condition guarantees that
D can be approximated in the Hausdor metric by a sequence {Dm} of C2 domains.
For each m∈N we have a decomposition of ’(X ) under the di usion measure Pmx
associated with A and Dm and we deduce (1.4) by letting m → ∞ and combining
some ideas from S lomiOnski (2000) and Lions and Sznitman (1984). Let us note also
that from our proof it follows that for a∈W 2∞(Rd) satisfying (1.2) there exists a
unique strong solution to the Skorokhod equation with bounded Lipschitz-continuous
coePcients and re"ection at @D along a. Thus we give a new proof and at the same
time strengthen slightly Theorem 4.4(i) from Lions and Sznitman (1984).
The decomposition (1.3) may be viewed as a counterpart to the Fukushima’s decom-
position of ’(X ) into martingale additive functional of >nite energy and an additive
functional of zero energy proved in Fukushima and Tomisaki (1995, 1996) (see also
Rozkosz (2000), where connections between Fukushima’s and F1ollmer’s decomposi-
tions are examined). Let us stress, however, that our assumptions on D are more
restrictive and we prove (1.3) for x∈D (not for x∈ GD). Moreover, for given x the
processes M’; A’ in (1.3) may depend on x, although this is not explicitly showed in
the notation. On the other hand, we obtain the Lyons–Zheng–Skorokhod decomposition
(1.4), which contains information on the structure of a zero quadratic variation part of
’(X ) under Px for any >xed starting point x∈D.
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Let us note also that the Skorokhod decomposition of symmetric re"ecting di usions
on more general non-smooth domains with, however, regular coePcient a is obtained
in Chen (1993), Chen et al. (1993) for all starting points except those in a set of
capacity zero, and by Fukushima and Tomisaki (1995, 1996) for every starting point
x∈ GD. Stationary di usions are investigated in Pardoux and Williams (1994) and Chen
et al. (1993). A nice account of results on re"ecting Brownian motion can be found
in Fukushima (2001).
In what follows we will use the following notation.
For a process Y on [0; T ] we write GY t =YT−t ; Y˜ t =YT−t−YT ; t ∈ [0; T ]. |Y |T denotes
the variation of Y on [0; T ], L[Y |P] is the law of Y under P and “⇒” denotes weak
convergence of measures.
C([0; T ];Rd) is the space of Rd-valued continuous functions on [0; T ] equipped
with the topology of uniform convergence. X stands for the canonical process on
C([0; T ];Rd), Ft =  (Xs; s∈ [0; t]); GFt =  ( GX s; s∈ [0; t]). By Ex (Emx ) we denote the
expectation sign with respect to Px (Pmx ).
%(D;G) stands for the Hausfor distance between GD and GG, that is %(D;G) =
max{supx∈ GD dist(x; GG); supx∈ GG dist(x; GD)}.
Di = @=@xi;∇= (D1; : : : ; Dd). Ck( GD) (CKb (Rd)) is the space of functions having con-
tinuous and bounded derivatives in GD (Rd) up to the kth order. C∞b (Rd) is the space
of all in>nitely di erentiable functions with bounded derivatives. L2((s; T )×D) is the
Hilbert space of square-integrable functions on (s; T )× D and W 0;12 ((s; T )× D) is the
Hilbert space consisting of all elements u of L2((s; T )×D) having generalized deriva-
tives Diu from L2((s; T ) × D). W 2∞(Rd) is the space of essentially bounded functions
on Rd having essentially bounded >rst and second order generalized derivatives.
2. Preliminaries
Let D be a bounded domain in Rd. De>ne the set Nx of inward normal unit vectors
at x∈ @D by
Nx =
⋃
r¿0
Nx; r ; Nx;∞ =
⋂
r¿0
Nx; r ;
Nx; r = {n∈Rd: |n|= 1; B(x − rn; r) ∩ D = ∅};
where B(z; r) = {y∈Rd: |y − z|¡r}; z ∈Rd; r ¿ 0. Following Lions and Sznitman
(1984) and Saisho (1987) we will consider domains satisfying the assumptions:
(A) (uniform exterior sphere condition). There is r0 ∈ (0;∞] such that
Nx =Nx; r0 = ∅ for every x∈ @D:
(B) There exist constants +¿ 0; ,¿ 1 such that for every x∈ @D there is a unit
vector lx with the following property:
〈lx; n〉¿ 1=, for every n∈
⋃
y∈B(x;+)∩@D
Ny;
where 〈· ; ·〉 denotes the usual inner product in Rd.
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Remark 2.1. (i) If |n|= 1 then n∈Nx; r if and only if 〈y − x; n〉+ (1=2)r|y − x|2¿ 0
for all y∈ GD (see Remark 1.1 in Saisho; 1987).
(ii) If D is convex then r0 =∞.
(iii) D satis>es (B) if it is convex (and bounded) (see p. 170 in Tanaka, 1979).
For a general D a suPcient condition for (B) is the following uniform interior cone
condition: there exist +¿ 0; -∈ [0; 1) such that for every x∈ @D there is a unit vector
lx with the property:
{z ∈Rd:〈z − y; lx〉¿ -|z − y|} ∩ B(x; +) ⊂ GD for every y∈B(x; +) ∩ @D
(see Remark 1.2 in Saisho, 1987).
(iv) Under (A), if dist(x; GD)¡r0, x ∈ GD then there exists a unique .D(x)∈ @D such
that |x −.D(x)|= dist(x; GD) (see Remark 1.3 in Saisho, 1987).
We will say that a bounded domain D ⊂ Rd is admissible if there exists a sequence
{Dm} of domains in Rd with @Dm of class C2 such that
(i) D and Dm satisfy the conditions (A) and (B) (for vector >elds n; nm, respectively)
with constants r0; +; , not depending on m,
(ii) Dm ⊂ Dm+1 for m∈N and
⋃∞
m=1 Dm = D.
Let D be an admissible domain in Rd. For a∈C∞b (Rd) satisfying (1.2) set / =
(/ 1; : : : ; / d), where / i = (1=2)Djaij; i= 1; : : : ; d and denote by  the symmetric square
root of a. Let (0;G; {Gt}; P) be a >ltered probability space satisfying the usual condi-
tions covering the standard d-dimensional Wiener process W . We will see in Section
3 that for each x∈ GD there exists a unique {Gt}-adapted solution to the Skorokhod
equation on D with di usion coePcient  and drift / with re"ection along a starting
from x, i.e. there is a unique pair (; k)=(x; kx) of continuous {Gt}-adapted processes
such that P-a.s.
(i) t ∈ GD for t¿ 0,
(ii) k0 = 0 and for every t¿ 0 we have
|k|t ¡∞; |k|t =
∫ t
0
1@D(s) d|k|s; kt =
∫ t
0
1
2
a(s)ns d|k|s
with ns ∈Ns if s ∈ @D,
(iii) for every t¿ 0,
t = x +
∫ t
0
 (s) dWs +
∫ t
0
/(s) ds + kt : (2.1)
In what follows, except for Section 4, in case @D is not smooth, we will denote
by a a multi-valued vector >eld on @D de>ned by a(x) = {( 12 )a(x)n(x): n(x)∈Nx},
x∈ @D, and to simplify notation we write a(s) instead of ( 12 )a(s)ns with ns ∈Ns .
A. Rozkosz / Stochastic Processes and their Applications 103 (2003) 101–122 105
3. Convergence of diusions
In the following theorem we use some ideas from S lomiOnski (2000) and Lions and
Sznitman (1984) to estimate the L2-distance between di usions re"ecting in di erent
domains. As an application we obtain existence and uniqueness of strong solutions to
Skorokhod equations of the form (2.1) with re"ection at the boundary of an admissible
domain D. Moreover, we prove that the solutions to (2.1) on C2 domains Dm converge
to the solution to (2.1) on D if {Dm} approximates D in the manner described in
Section 2.
Theorem 3.1. Assume D;G satisfy (A); a∈C∞b (Rd) satis1es (1.2). Let (; k); (1; l)
be {Gt}-adapted solutions to (2.1) on D and G; respectively; such that 0 =x∈ GD and
10 = y∈ GG. Set  = inf{t¿ 0: |k|t¿M or |l|t¿M}. Then for every T ¿ 0;
E sup
t6 ∧T
|t − 1t |26 {2
−1|x − y|2 + CM (%(D;G) + %2(D;G))}eC(1+M); (3.1)
where C is a constant depending only on 
; ; d; T; r0 and the sup norm of 1rst- and
second-order derivatives of a.
Proof. In what follows C will denote a positive constant which may vary from one
expression to another one; but depends only on the quantities mentioned in the theorem.
Let A = {Aij} denote the matrix inverse to a and let 3ij(t) = Aij(t) + Aij(1t); t¿ 0.
By Itoˆ’s formula
3ij(t)(it − 1it)(jt − 1jt )− 3ij(0)(xi − yi)(xj − yj)
= 2
∫ t
0
3ij(s)(is − 1is) d(kjs − ljs) + 2
∫ t
0
3ij(s)(is − 1is) d(yjs − zjs)
+
∫ t
0
3ij(s) d〈i − 1i; j − 1j〉s +
∫ t
0
(is − 1is)(js − 1js) d3ij(s)
+ 〈3ij(·); (i − 1i)(j − 1j)〉t
≡ 2I1(t) + 2I2(t) + I3(t) + I4(t) + I5(t);
where yt = t − kt ; zt = 1t − lt ; t¿ 0. We have
I1(t) =
∫ t
0
3ij(s)(is −.iGD(1s)) dkjs +
∫ t
0
3ij(s)(1is −.iGG(s)) dljs
+
∫ t
0
3ij(s)(.iGD(1s)− 1is) dkjs +
∫ t
0
3ij(s)(.iGG(s)− is) dljs
≡ I11(t) + I12(t) + I13(t) + I14(t):
Clearly;
|I13(t) + I14(t)|6C5(|k|t + |l|t);
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where 5 = %(D;G). Moreover;
I11(t)6 2
∫ t
0
Aij(s)(is −.iGD(1s))ja(s) d|k|s
+
∣∣∣∣
∫ t
0
(Aij(1s)− Aij(s))(is − 1is) dkjs
∣∣∣∣
+
∣∣∣∣
∫ t
0
(Aij(1s)− Aij(s))(1is −.iGD(1s)) dkjs
∣∣∣∣ :
Since 2Aij
j
a(s)∈Ns ; condition (A) and Remark 2.1(i) imply that the >rst term on
the right-hand side is bounded from above by
1
2r0
∫ t
0
|s −. GD(1s)|2 d|k|s6
1
r0
∫ t
0
|s − 1s|2 d|k|s + 5
2
r0
|k|t :
The two last terms are bounded by
C
∫ t
0
|s − 1s|2 d|k|s + C5|k|t
because Aij(·) are bounded and Lipschitz-continuous. In the same manner we can
estimate I12. As a result we obtain
I1(t)6C
∫ t
0
|s − 1s|2 d(|k|s + |l|s) + C(5 + 52)(|k|t + |l|t):
Hence; for every {Gt}-stopping time 6
E sup
t66∧ ∧T
I1(t)6CE
∫ 6∧ ∧T
0
|s − 1s|2(d|k|s + d|l|s) + M (5 + 52):
Next;
I2(t) =
∫ t
0
3ij(s)(is − 1is)( jk(s)−  jk(1s)) dWks
+
∫ t
0
3ij(s)(is − 1is)(/ j(s)− / j(1s)) ds
≡ I21(t) + I22(t):
Using Davis inequality and Lipschitz-continuity of  yields
E sup
t66∧ ∧T
|I21(t)|6CE〈I21(t)〉1=26∧ ∧T 6CE
(∫ 6∧ ∧T
0
|s − 1s|4 ds
)1=2
:
Since / is Lipschitz-continuous as well
E sup
t66∧ ∧T
|I22(t)|6CE
∫ 6∧ ∧T
0
|s − 1s|2 ds:
We also have
E sup
t66∧ ∧T
|I3(t)|6CE
∫ 6∧ ∧T
0
|s − 1s|2 ds
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because
I3(t) =
d∑
k=1
∫ t
0
3ij(s)( ik(s)−  ik(1s))( jk(s)−  jk(1s)) ds:
Applying Itoˆ’s formula and taking into account that the >rst and second partial deriva-
tives of Aij are bounded we obtain
E sup
t66∧ ∧T
|I4(t)|6CE
(∫ 6∧ ∧T
0
|s − 1s|4 ds
)1=2
+CE
∫ 6∧ ∧T
0
|s − 1s|2 d(s + |k|s + |l|s):
Finally; since the partial derivatives of Aij are bounded and  is Lipschitz-continuous;
it follows from Itoˆ’s formula that for i; j = 1; : : : ; d and t¿ 0 we have
〈3ij(·)〉t6Ct; 〈(i − 1i)(j − 1j)〉t6C
∫ t
0
|s − 1s|4 ds:
Therefore; by the Kunita–Watanabe inequality
E sup
t66∧ ∧T
|I5(t)|6CE
(∫ 6∧ ∧T
0
|s − 1s|4 ds
)1=2
:
Since
E
(∫ 6∧ ∧T
0
|s − 1s|4 ds
)1=2
6
(
E sup
t66∧ ∧T
|t − 1t |2E
∫ 6
0
sup
s6t∧ ∧T
|s − 1s|2 dt
)1=2
and
E
∫ 6∧ ∧T
0
|s − 1s|2 d(s + |k|s + |l|s)6E
∫ 6
0
sup
s6t∧ ∧T
|s − 1s|2 d(t + |k|t + |l|t)
combining the estimates on I1–I5 and using the fact that for any a; b1; b2; c∈R; if
06 a6 c(b1 + (b1a)1=2 + b2) then a6 (c2 + c)b1 + cb2; we see that
E sup
t66∧ ∧T
|t − 1t |26CE
∫ 6
0
sup
s6t∧ ∧T
|s − 1s|2 d(t + |k|t + |l|t) + CM (5 + 52)
+3ij(0)(xi − yi)(xj − yj)
for any {Gt}-stopping time 6. Therefore; by (1.2) and a version of Gronwall’s lemma
given in Mackievicius (1987) (see also Lemma C.1 in S lomiOnski; 1996)
E sup
t6 ∧T
|t − 1t |26 (2
−1|x − y|2 + CM (5 + 52))eC(2M+T )
and (3.1) is proved.
Notice that from Theorem 3.1 it follows that pathwise uniqueness holds for equation
(2.1). Hence, by standard arguments due to Yamada and Watanabe (1971), uniqueness
in the sense of probability laws holds for (2.1), too.
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For m∈N let Wm be a d-dimensional standard Wiener process de>ned on some
probability space (0m;Gm; Pm) and let (m; km) be a solution (on (0m;Gm; Pm)) to the
Skorokhod equation
mt = x +
∫ t
0
 (ms ) dW
m
s +
∫ t
0
/(ms ) ds + k
m
t ; t¿ 0
on Dm with re"ection along ma = (
1
2 )a · nm.
Theorem 3.2. Let D ⊂ Rd be an admissible domain and let {Dm} be an appropriate
sequence of domains approximating D. Assume that a∈C∞b (Rd) satis1es (1.2) and
{|km|T} is tight for every T ¿ 0. If (′; k ′) is a pair of processes de1ned on some prob-
ability space (0′;G′; P′) such that L[(m; km)|Pm] →L[(′; k ′)|P′] in C([0;∞);R2d)
then for P′ almost every !∈0′ the pair (′(!); k ′(!)) is a solution to the Skorokhod
problem for ′(!)− k ′(!) on D with re8ection along a(′(!)).
Proof. For m∈N let (xm; 9m) be a solution to the deterministic Skorokhod problem
for xm − 9m ∈C([0;∞);Rd) (with xm0 − 9m0 ∈ GDm) on Dm with re"ection along ma . As
in the proof of Theorem 3.1 in Costantini (1992) (see also the proof of Theorem 1.1
in Lions and Sznitman (1984) for the case of normal re"ection) one can prove that if
{|9m|} is tight in C([0;∞);R) and xm → x; 9m → 9 in C([0;∞);Rd) then (x; 9) is a
solution to the Skorokhod problem for x−9 on D with re"ection along a. Therefore;
the desired result follows from Skorokhod’s representation theorem and the fact that
it holds if there exists a pair of processes (′′; k ′′) on some space (0′′;G′′; P′′) such
that L[(′; k ′)|P′] =L[(′′; k ′′)|P′′] and for P′′ almost every !∈0′′; (′′(!); k ′′(!))
is a solution to the Skorokhod problem for ′′(!)− k ′′(!) on D with re"ection along
a(′′(!)).
Theorem 3.3. Assume that a; D; Dm; m∈N satisfy the assumptions of Theorem 3.2.
For m∈N let (m; km) denote a {Gt}-adapted solution to (2.1) on Dm with re8ection
along ma =(
1
2 )a ·nm starting from xm ∈ GDm. Then for every x∈ GD there exists a unique{Gt}-adapted solution (; k) to (2.1) on D with re8ection along a starting from x.
Moreover; if xm → x then supt6T |mt − t | → 0; supt6T |kmt − kt | → 0 in P for every
T ¿ 0.
Proof. Assume xm → x. We >rst prove that {|km|T} is tight for any >xed T ¿ 0. For
this purpose; we choose 0¡:6 + such that sup|x−y|6: |a(x)1 − a(y)1|6 
=(2,) for
all 1∈Rd with |1|=1; where +; , are constants appearing in condition (B). To simplify
notation; we assume for the moment that there exists a solution (; k) to (1.1); and we
de>ne stopping times 60 =inf{t¿ 0: t ∈ @D}; 6:n =inf{t ¿ 6n−1: |t−6n−1 |¿ :}; 6n=
inf{t¿ 6:n : t ∈ @D}. For arbitrary but >xed n∈N put also lA = A(6n−1 )l6n−1 ; where
A = {Aij} denotes the matrix inverse to a. On the set {6n ¡∞} for any t ∈ [6n−1; 6:n]
we have
(lA; t − 6n−1 ) = (lA; yt − y6n−1 ) +
∫ t
6n−1
(lA; a(s)) d|k|s;
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where yt = t − kt ; t¿ 0. On the other hand; by (B) and the choice of :; for every
s∈ [6n−1; t];
2(lA; a(s))¿ (lA; a(6n−1 ) · n(s))− |(lA; a(s) · n(s)− a(6n−1 ) · n(s))|
¿
1
,
− |lA| 
2, ¿
1
2,
:
Therefore |k|t − |k|6n−16 4,(lA; t − 6n−1 − yt + y6n−1 ) for t ∈ [6n−1; 6:n]; and hence
|k|6:n − |k|6n−16 4
−1,(b1 + b2) (3.2)
on {6n ¡∞}; where
b1 = sup
6n−16t66
:
n
|t − 6n−1 |; b2 = sup
6n−16s¡t66
:
n
|yt − ys|:
By Itoˆ’s formula and elementary calculations; for every 06 s¡ t we have
Aij(s)(it − is)(jt − js)
=Aij(s){(yit − yis)(yjt − yjs) + (kit − kis)(kjt − kjs ) + 2(yit − yis)(kjt − kjs )}
=Aij(s)
{
(yit − yis)(yjt − yjs) + 2
∫ t
s
(kiu − kis) dkju + 2
∫ t
s
(yit − yis) dkju
}
=Aij(s)(yit − yis)(yjt − yjs) + 2
∫ t
s
Aij(u)(iu − is) dkju
− 2
∫ t
s
(Aij(u)− Aij(s))(iu − is) dkju + 2
∫ t
s
Aij(s)(yit − yiu) dkju:
Moreover; by (A) and Remark 2.1
2
∫ t
s
Aij(u)(iu − is) dkju6
1
2r0
∫ t
s
|yu − ys|2 d|k|u:
Since a satis>es (1.2); it follows from the above that there is a constant C depending
only on 
; ; d; r0 and the Lipschitz constant of Aij such that
|t − s|26C
{
|yt − ys|2 +
∫ t
s
|u − s|2 d|k|u +
∫ t
s
|yt − yu| d|k|u
}
:
Therefore
|t − 6n−1 |26C
{
b22 + b2(|k|6:n − |k|6n−1 ) +
∫ t
6n−1
|u − s|2 d|k|u
}
for t ∈ [6n−1; 6:n] and hence; by Gronwall’s lemma and (3.2)
b216C{b22 + b2(|k|6:n − |k|6n−1 )} exp(C(|k|6:n − |k|6n−1 ))
6C{b22 + 4
−1,b2(b1 + b2)} exp(2C
−1,(b1 + b2))
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on {6n ¡∞}. Since b16 : and b2 is bounded by a constant depending only on T
and the sup norms of a and /; there is C1 depending on C; +; ,; T and the sup norms
of a; / such that b216C1(b
2
2 + 2b1b2). Consequently; there is C2 depending only on
C1 such that b16C2b2. Combining this with (3.2) and taking into account that k is
constant on (6+n; 6n] gives
|k|6n − |k|6n−1 = |k|6+n − |k|6n−16 4
−1,(1 + C2)b2
on {6n ¡∞}. Since the same reasoning applies to the domain Dm and processes
m; km; ym = m − km; for each n; m∈N we have
|km|6mn − |km|6mn−16 4
−1,(1 + C2) sup
6mn−16s¡t66mn
|ymt − yms |
on {6mn ¡∞}; where 6mn is de>ned as 6n but with  replaced by m. On the other
hand; since  and / are bounded; {ym} is tight in C([0; T ];Rd). Therefore applying
the arguments from the proof of Corollary 2 in S lomiOnski (1993) or Corollary 6.8
in S lomiOnski (1996) yields tightness of {|km|T}. Now; for m; n;M ∈N set  m;nM =
inf{t¿ 0: |km|t¿M or |kn|t¿M}. Then for any 5¿ 0;
P
(
sup
t6T
|mt − nt |¿ 5
)
6P
(
sup
t6 m; nM ∧T
|mt − nt |¿ 5
)
+ P(|km|T ∨ |kn|T ¿M):
Therefore; in view of Theorem 3.1; {m} satis>es the Cauchy condition; and hence
there is a continuous {Gt}-adapted process  such that supt6T |mt − t | → 0 in P for
every T ¿ 0. Set
kt = t − x −
∫ t
0
 (s) dWs −
∫ t
0
/(s) ds; t¿ 0:
Clearly k is {Gt}-adapted and supt6T |kmt − kt | → 0 in P for every T ¿ 0; because
 ; / are bounded and Lipschitz-continuous. Due to Theorem 3.2; the pair (; k) is a
{Gt}-adapted solution to (2.1). Finally; by Theorem 3.1; it is a unique {Gt}-adapted
solution to (2.1); which completes the proof.
Remark 3.4. In view of our next purposes; in this section we considered only equa-
tions with drift coePcients / and direction of re"ection a associated with di usion
coePcient  by the relations / i = ( 12 )Dja
ij; i = 1; : : : ; d and a = ( 12 )a · n. The methods
of proofs; however; are applicable to general Skorokhod equations
t = x +
∫ t
0
-(s) dWs +
∫ t
0
b(s) ds + kt (3.3)
with re"ection along a. In particular; in much the same way as in the proofs of
Theorems 3.1–3.3 one can show that if D is an admissible domain; then for each x∈ GD
there exists a unique {Gt}-adapted solution to (3.3) provided that -; b are bounded
and Lipschitz continuous; a satis>es (1.2) and a∈W 2∞(Rd). This strengthens part (i)
of Theorem 4.4 in Lions and Sznitman (1984); because we need not the additional
condition (25′) used in that paper. Note also that in Saisho (1987); in the case of
normal re"ection; existence of a unique strong solution to (3.3) is proved for domains
satisfying conditions (A) and (B) only; that is without the admissibility condition.
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We know already that if D is a bounded admissible domain and a∈C∞b (Rd) satis>es
(1.2) then for each x∈ GD there exists a unique strong solution (x; kx) to (2.1) such
that x0 =x. Let X =(X
1; : : : ; X d) denote the canonical process on C([0;∞);Rd) and let
Px=L[x|P]. Then {(X; Px); x∈ GD} is a Markov family. In what follows we will call it
a (D; A; a)-di usion and for each particular x∈ GD we will call Px a (D; A; a)-di usion
starting from x. Notice also that if @D is regular enough, then the transition density p
of {(X; Px); x∈ GD} is a homogeneous Green function for the Neumann problem for A
on D.
4. Estimates on transition density functions
Let D be a domain in Rd. Due to results by Gushchin (1982), for any a satisfying
(1.2) there exists a Green function G(t; x; s; y) for the Neumann problem for A on D.
Since the coePcients of a do not depend on time, G(t; x; s; y) = G(t − s; x; 0; y) for all
t ¿ s; x; y∈D. In what follows we set p(t; x; y) = G(t; x; 0; y) for t ¿ 0; x; y∈D and
following Friedman (1964, Exercise V.5.) we call p a Neumann function for A on D.
For ’∈ L2(D) set
u(t; x) =
∫
D
p(t; x; y)’(y) dy; t ∈ (0; T ]; x∈D:
Then u is a unique, in the class W 0;12 ((0; T ) × D), weak solution to the Neumann
problem for A on D with initial condition limt↓0 u(t; ·) = ’ in L2(D), that is∫ T
0
∫
D
{
−@1
@t
u + aijDiuDj1
}
(t; x) dt dx =
∫
D
1(0; x)’(x) dx (4.1)
for any 1 from the space C∞0 ([0; T ) × Rd) of in>nitely di erentiable functions on
[0; T )×Rd with compact support (see Gushchin, 1982). The above Cauchy–Neumann
problem we denote formally by(
@
@t
− A
)
u = 0 in (0; T )× D; 〈a;∇u〉= 0 on (0; T )× @D;
u(0; ·) = ’: (4.2)
We stress, however, that without any regularity assumptions on @D, the Neumann
boundary condition “〈a;∇u〉 = 0 on (0; T ) × @D” has no independent meaning; we
understand it only through (4.1), which is enough for our purposes. An interpretation
of the co-normal vector >eld, and hence of the boundary condition for fairly general
class of domains can be found in Chen (1993) (see also Chen et al., 1993).
The following theorem will be needed in the next sections.
Theorem 4.1. Let D be a bounded domain in Rd and let {Dm} be a sequence of
domains such that Dm ⊂ Dm+1 for m∈N and
⋃∞
m=1 Dm = D. Assume a∈C∞b (Rd)
satis1es (1.2) and let p;pm denote Neumann functions for A on D and Dm; respec-
tively. Then for each x∈D1
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(i) pm(· ; x; ·) → p(· ; x; ·) pointwise in (0; T ] × D; pm(· ; · ; x) → p(· ; · ; x) uniformly
on compact sets in (0; T ]× D;
(ii) pm(· ; x; ·) → p(· ; x; ·) in W 0;12 ((+; T ) × H) for any +∈ (0; T ) and any compact
set H ⊂ D;
(iii) for any +∈ (0; T ) there exists C ¿ 0 depending only on 
; ; d; +; T and
dist(x; @D1) such that
‖p(· ; x; ·)‖W 0; 12 ((+;T )×D) + supm¿1 ‖pm(· ; x; ·)‖W 0; 12 ((+;T )×Dm)6C: (4.3)
Proof. For ’∈ L2(D) set
um(t; x) =
∫
Dm
pm(t; x; y)’(y) dy; t ∈ (0; T ]; x∈Dm:
Then um is a unique; in W
0;1
2 ((0; T )×Dm); weak solution to (4.2); with D replaced by
Dm. By elementary calculations; for every M ∈N and m¿M we have∫ T
0
∫
D
1Dm
{
−@1
@t
(u− um) + aijDi(u− um)Dj1
}
(t; x) dt dx
=
∫ T
0
∫
D\DM
1Dm{: : :} dt dx +
∫ T
0
∫
DM
1Dm{: : :} dt dx (4.4)
=
∫ T
0
∫
D\Dm
(
@1
@t
u− aijDiuDj1
)
(t; x) dt dx +
∫
D\Dm
1(0; x)’(x) dx (4.5)
for any 1∈C∞0 ([0; T )× Rd). By Proposition 1 in Gushchin (1975);∫
D
u2(t; x) dx +
∫ T
0
∫
D
aijDiuDju(t; x) dt dx =
∫
D
’2(x) dx (4.6)
for any t ∈ [0; T ); and similarly; for each m∈N the above equality holds with am; um; Dm
in place of a; u; D. Therefore there is C′ depending only on 
; T such that
‖u‖W 0; 12 ((0;T )×D) + supm¿1 ‖um‖W 0; 12 ((0;T )×Dm)6C
′‖’‖L2(D):
Hence; for >xed M; {u− um}m¿M is weakly compact in W 0;12 ((0; T )×DM ) and its all
possible limit points are bounded in W 0;12 ((0; T ) × DM ) by C′‖’‖L2(D). Therefore; we
may >nd w∈W 0;12 ((0; T )×D) and a subsequence {n} of {m} such that {u− un}n¿M
converges weakly to w in W 0;12 ((0; T )×DM ) for each M ∈N. Letting n →∞ and then
M →∞ in (4.4) and (4.5) gives∫ T
0
∫
D
{
−@1
@t
w + aijDiwDj1
}
(t; x) dt dx = 0
and consequently; w = 0. Thus um → u weakly in W 0;12 ((0; T ) × H) for any compact
subset H of D. On the other hand; for each m∈N; pm(t; x; y) = pm(t; y; x) for all
t ∈ (0; T ]; x; y∈Dm and; by Nash’s continuity theorem; {pm(· ; x; ·)} is equibounded
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and equicontinuous on each compact subset of (0; T ]×D (see Section 4.4 in Gushchin;
1982); from which (i) follows. Now; write v(t; y) =p(t; x; y); vm(t; y) =pm(t; x; y) and
for >xed +∈ (0; T ) set  (y) = p(+; x; y);  m(y) = pm(+; x; y). Then there exist C′′
depending only on 
; ; d; T; + and dist(x; @D1) such that
‖ ‖L2(D) + sup
m¿1
‖ m‖L2(Dm)6C′′ (4.7)
(see the estimate (4.17) in Gushchin, 1982, and (2.1) in Rozkosz and S lomiOnski; 2000).
Moreover; since v∈W 0;12 ((+; T )× D) is a weak solution to the problem(
@
@t
− A
)
v = 0 in (+; T )× D; 〈a;∇v〉= 0 on (+; T )× @D; v(+; ·) =  in D
and vm ∈W 0;12 ((+; T )× Dm) is a weak solution to(
@
@t
− A
)
vm = 0 in (+; T )× Dm;
〈ma ;∇vm〉= 0 on (+; T )× @Dm; vm(+; ·) =  m
we get (4.3) by (4.6) and (4.7). Finally; from (i) and the estimate (4.19) in Gushchin
(1982) (see also (2.2) in Rozkosz and S lomiOnski; 2000) it follows that  m →  in
L2(H) and vm → v in L2((+; T )×H) for any compact subset H of D; which gives (ii);
by the energy inequality (2.18) in Chapter III in LadyXzenskaja et al. (1968).
5. The martingale problem and time reversal
Let p be a Neumann function for A on D. For given x∈D put p(t; y) = p(t; x; y),
(t; y)∈ (0; T ]× D and de>ne At ; GAt by
At’ = Dj
(
1
2
aij(·)Di’
)
+ (aijp−1Djp)(t; ·)Di’; GAt =AT−t
with the convention that p−1Djp(t; y) equals 0 if p(t; y) = 0.
The next theorem strengthens Theorem 1.1 from Rozkosz and S lomiOnski (2000),
where only bounded domains of the form D = {x∈Rd: 3(x)¿ 0} with 3∈C2b (Rd)
satisfying |∇3|¿ 0 on @D were considered.
Theorem 5.1. Assume D ⊂ Rd is an admissible domain and a∈C∞b (Rd) satis1es
(1.2). Let (X; Px) be a (D; A; a)-di9usion starting from x∈D. Then there exist a
continuous non-decreasing {Ft}-adapted process K : [0; T ]× 0 → R such that
K0 = 0; ExKT ¡∞; Kt =
∫ t
0
1@D(Xs) dKs (5.1)
and for any ’∈C2( GD)
M’t = ’(Xt)− ’(X0)−
∫ t
0
A’(Xs) ds−
∫ t
0
〈a;∇’〉(Xs) dKs (5.2)
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is an ({Ft}; Px)-martingale on [0; T ] with
〈M’〉t =
∫ t
0
aijDi’Dj’(Xs) ds; t ∈ [0; T ] (5.3)
and
N’t = ’( GX t)− ’( GX 0)−
∫ t
0
GAs’( GX s) ds−
∫ t
0
〈a;∇’〉( GX s) dK˜ s (5.4)
is an ({ GFt}; Px)-martingale on [0; T ] with
〈N’〉t =
∫ t
0
aijDi’Dj’( GX s) ds; t ∈ [0; T ]: (5.5)
Moreover;
’(Xt)− ’(X0) = 12(M
’
t + N˜
’
t − V’t ) +
∫ t
0
〈a;∇’〉(Xs) dKs (5.6)
for t ∈ [0; T ]; where
V’t = lim
+↓0
∫ t∨+
+
(1Daijp−1DjpDi’)(s; x; Xs) ds; t ∈ [0; T ] (5.7)
and the limit exists Px-a.s.
Proof. Let {Dm} be a sequence of C2 domains satisfying conditions (i) and (ii) Section
2. Then for each m∈N and x∈Dm there is a unique measure Pmx on C([0; T ];Rd) and
a continuous non-decreasing {Ft}-adapted process Km such that Km0 = 0; Emx KmT ¡∞;
Kmt =
∫ t
0 1@D(Xs) dK
m
s ; t ∈ [0; T ] and Mˆ
m
de>ned by
Mˆ
m
t = (M
m;x1
t ; : : : ; M
m;xd
t ); M
m;xi
t = X
i
t − X i0 −
∫ t
0
/ i(Xs) ds− Km;xit ;
where
Km;xit =
∫ t
0
m; ia (Xs) dK
m
s ; 
m; i
a =
1
2
(a · nm)i
is an ({Ft}; Px)-martingale on [0; T ] with
〈Mm;xi ; Mm;xj〉t =
∫ t
0
aij(Xs) ds; i; j = 1; : : : ; d (5.8)
(see; e.g.; Fukushima and Tomisaki; 1995; 1996). Let  denote the symmetric square
root of a and let (m; km); (; k) be solutions to (2.1) on Dm and D; respectively; with
m0 = 0 = x. Then P
m
x =L[
m|P] and hence; by Theorem 3.3; L[X |Pmx ] → L[X |Px]
in C([0; T ];Rd); where Px =L[|P]. For t ∈ [0; T ] set
Aˆ
m
t = (A
m;x1
t ; : : : ; A
m;xd
t ); A
m;xi
t =
∫ t
0
/ i(Xs) ds + K
m;xi
t ; i = 1; : : : ; d:
Using the representation theorem for martingales and Theorem 3.2 we conclude that
L[Kˆ
m|Pmx ] = L[km|P]; where Kˆ
m
t = (K
m;x1
t ; : : : ; K
m;xd
t ). Therefore from the proof of
Theorem 3.3 it follows that {L[|Kˆm|T |Pmx ]} is tight in R; and hence that {L[Aˆ
m|Pmx ]}
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satis>es the condition UTD (see appendix in Rozkosz and S lomiOnski; 2000); as is
easy to check. Consequently; by Theorem 4.1(i) and Theorem 6.1 in Rozkosz and
S lomiOnski (2000) there exist continuous {Ft}-adapted processes Mˆ = (Mx1 ; : : : ; Mxd);
Aˆ = (Ax1 ; : : : ; Axd) such that L[(X; Mˆ
m
; Aˆ
m
)|Pmx ] → L[(X; Mˆ ; Aˆ)|Px] in C([0; T ];R3d).
Hence; by Theorem 2.6 in Jakubowski et al. (1989) and the continuous mapping
theorem;
L
[(
X; Mˆ
m
;
∫ ·
0
aij(Xs) ds;
∫ ·
0
/ i(Xs) ds; Kˆ
m
)∣∣∣∣Pmx
]
→L
[(
X; Mˆ ;
∫ ·
0
aij(Xs) ds;
∫ ·
0
/ i(Xs) ds; Kˆ
)∣∣∣∣Px
]
(5.9)
in C([0; T ];R3d+2) for i; j = 1; : : : ; d; where
Kˆ t = (Kx1t ; : : : ; K
xd
t ); K
xi
t = A
xi
t −
∫ t
0
/ia(Xs) ds; i = 1; : : : ; d
for t ∈ [0; T ]. From (5.9) and Theorem 3.2 we conclude that (X; Kˆ) is a solution to the
Skorokhod problem for Mˆ +
∫ ·
0 /(Xs) ds on D with re"ection along a. Moreover;
(5.9) and Proposition IX.1.17 in Jacod and Shiryaev (1987) imply that Mˆ is an
({Ft}; Px)-martingale with mutual quadratic variation given by (5.8). Therefore; setting
Kt = |Kˆ |t ; M’t =
∫ t
0
Di’(Xs) dMxis ; t ∈ [0; T ]
and applying Itoˆ’s formula shows that K;M’ satisfy (5.1)–(5.3). Now; for ’∈C2( GD)
set Amt ’=Dj(
1
2a
ij(·)Di’) + (aijp−1m Djpm)(t; ·)Di’ and GA
m
t ’=A
m
T−t’. We are going
to show that
Nm;’t = ’( GX t)− ’( GX 0)−
∫ t
0
GA
m
s ’( GX s) ds−
∫ t
0
〈ma ;∇’〉( GX s) dK˜ s (5.10)
is an ({ GFt}; Pmx )-martingale on [0; T ] with
〈Nm;’〉t =
∫ t
0
aijDi’Dj’( GX s) ds; t ∈ [0; T ]: (5.11)
In the case Dm = {x: 3(x)¿ 0} for some 3∈C2b (Rd) with ∇3¿ 0 on @Dm this was
proved in Rozkosz and S lomiOnski (2000). In case Dm is a general C2 domain we can
argue as follows. By the same method as in the proof of Theorem 1.1 in Rozkosz and
S lomiOnski (2000) we show that Sm;’ de>ned by
Sm;’t = ’( GX t)− ’( GX 0)−
∫ t
0
GA
m
s ’( GX s) ds; t ∈ [0; T ]
is an ({ GFt}; Pmx )-supermartingale for any ’∈C2( GD) such that 〈ma ;∇’〉¿ 0 on @Dm.
Therefore; by the Doob–Meyer decomposition theorem; for any ’ as above there exists
a continuous non-decreasing process lm;’ such that lm;’0 =0; E
m
x l
m;’
T ¡∞ and Sm;’+lm;’
is an ({ GFt}; Pmx )-martingale on [0; T ]. Since @Dm is of class C2; there is B∈C2b (Rd)
with the property that nm(x) =∇B(x) for x∈ @Dm (B can be taken to be an extension
of the distance function dist(· ; @Dm) de>ned on the restriction to GDm of a neighborhood
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of @Dm). Hence 〈ma ;B〉¿ 0 on @Dm and 〈ma ; ’ + qB〉¿ 0 on @Dm for a suPciently
large q¿ 0. Consequently;
Nm;’t = S
m;’+qB
t − Sm;qBt + Lm;’t ; Lm;’t = lm;’+qBt − lm;qBt ; t ∈ [0; T ]
is an ({ GFt}; Pmx )-martingale. It is now clear that (5.10) and (5.11) will be proved once
we prove that
Lm;’t =−K˜m;’t ; t ∈ [0; T ]; (5.12)
where
Km;’t =
∫ t
0
Di’(Xs) dKm;xis ; t ∈ [0; T ]:
To this end; we >rst note that the arguments from the proof of Lemma 2.2 in Stroock
and Varadhan (1971) show that d|L˜m;’| is supported on {t: Xt ∈ @Dm}. From the prop-
erties of Km it follows that d|Km;’| is supported on the same set. Therefore∫ t
0
1Dm(Xs) dN˜
m;’
s =
∫ t
0
1Dm(Xs) d
(
Mm;’s + 2
∫ s
0
A’(Xu) du + Vm;’s
)
; (5.13)
where Vm;’t =
∫ t
0 a
ijp−1m DjpmDi’(s; Xs) ds; because
N˜
m;’
t = S˜
m;’
t + L˜
m;’
t = M
m;’
t + 2
∫ t
0
A’(Xs) ds + V
m;’
t + K
m;’
t + L˜
m;’
t :
Since d〈Mm;’〉tdt; it follows from (5.13) that
∫ t
0 1Dm(Xs) dN˜
m;’
s is a limit in Px of
Riemann sums. Hence
∫ t
0 1@Dm(Xs) dN˜
m;’
s is a limit of Riemann sums and therefore
equals zero. We thus get
0 =
∫ t
0
1@Dm(Xs) dN˜
m;’
s =
∫ t
0
1@Dm(Xs) d(K
m;’
s + L˜
m;’
s ) = K
m;’
t + L˜
m;’
t ;
which gives (5.12) and; in consequence; (5.10) and (5.11). Next; for t ∈ [0; T ] set
K’t =
∫ t
0
Di’(Xs) dKxis ; Z
’
t =
(∫ t
0
A’(Xs) ds;
∫ t
0
aijDi’Dj’(Xs) ds; K
’
t
)
and de>ne Zm;’ as above but with Km;’ in place of K’. By (5.9) and Theorem 2.6
from Jakubowski et al. (1989)
L[(X; Zm)|Pmx ] →L[(X; Z)|Px] (5.14)
in C([0; T ];Rd+3). We are going to show that for any >xed +∈ (0; T )
L
[(
GX ; Z˜
m;’
;
∫ t∧(T−+)
0
(
1Dma
ij Dj Gpm
Gpm
Di’
)
(s; Xs) ds
)∣∣∣∣∣Pmx
]
→L[( GX ; Z˜’; U+;’)|Px] (5.15)
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in C([0; T ];Rd+2); where
U+;’t =
∫ t∧(T−+)
0
(
1Daij
Dj Gp
Gp
Di’
)
(s; Xs) ds; t ∈ [0; T ]:
For this purpose; we choose a sequence {fk} of functions fk : GD → [0; 1] such that
fk ↑ 1D as k ↑ ∞ and dist(suppfk; @D)¿ 0 for each k ∈N. Then; by Theorem 4.1
1{ Gpm(s;·)¿,; Gp(s;·)=,}fkDj(a
ijpm)Di’ → 1{ Gp(s; ·)¿,}fkDj(aijp)Di’
in L2(D+T ) for any >xed k ∈N and ,¿ 0; and
Ex
∫ T−+
0
Gh(s; GX s) ds6C‖h‖L2((+;T )×D);
sup
m¿1
Emx
∫ T−+
0
Ghm(s; GX s) ds6C‖hm‖L2((+;T )×Dm)
for any non-negative h∈ L2((+; T )×D); hm ∈ L2((+; T )×Dm). Therefore; using (5.14)
and arguing as in the proof of Lemma 3.3 in Rozkosz and S lomiOnski (2000) we
conclude that
L
[(
GX ; Z˜
m;’
;
∫ ·∧(T−+)
0
1{ Gpm(s;·)¿,; Gp(s;·)=,}fk
Dj( Gaij Gpm)
Gpm
Di’(s; GX s) ds
)∣∣∣∣∣Pmx
]
→L
[(
GX ; Z˜
’
;
∫ ·∧(T−+)
0
1{ Gp(s; ·)¿,}fk
Dj( Gaij Gp)
Gp
Di’(s; GX s) ds
)∣∣∣∣∣Px
]
in C([0; T ];Rd+4). Applying once again Theorem 4.1 and taking into account that by
Lemma A.2 in Millet et al. (1989); Dj(aijp) = 0 a.e. on { Gp(s; ·) = ,} for s∈ [+; T ]
gives
lim
m→∞E
m
x
∫ T−+
0
1{ Gp(s; ·)=,}fk
Dj( Gaij Gpm)
Gpm
Di’(s; GX s) ds
=
∫ T−+
0
∫
D
1{ Gp(s; ·)=,}fkDj( Gaij Gp)Di’(s; y) ds dy = 0:
Therefore;
L
[(
GX ; Z˜
m;’
;
∫ ·∧(T−+)
0
1{ Gpm(s;·)¿,}fk
Dj( Gaij Gpm)
Gpm
Di’(s; GX s) ds
)∣∣∣∣∣Pmx
]
→L
[(
GX ; Z˜
’
;
∫ ·∧(T−+)
0
1{ Gp(s; ·)¿,}fk
Dj( Gaij Gp)
Gp
Di’(s; GX s) ds
)∣∣∣∣∣Px
]
(5.16)
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in C([0; T ];Rd+2) for k ∈N; ,¿ 0. By the dominated convergence theorem;
lim
,↓0
Ex sup
06t6T−+
∣∣∣∣
∫ t
0
1{0¡ Gp(s; ·)6,}fk
Dj( Gaij Gp)
Gp
Di’(s; GX s) ds
∣∣∣∣
6 lim
,↓0
∫ T−+
0
1{0¡ Gp(s; ·)6,}|Dj( Gaij Gp)Di’|(s; y) ds dy = 0: (5.17)
By Theorem 4.1(i) lim supm→∞ 1{0¡ Gpm(s;·)6,}6 1{0¡ Gpm(s;·)6,}. Therefore; by Theorem
4.1(ii) Fatou’s lemma and Lemma A.2 in Millet et al. (1989)
lim sup
m→∞
∫ T−+
0
∫
Dm
1{0¡ Gpm(s;·)6,}fk |Dj( Gaij Gpm)Di’|(s; y) ds dy
6 lim sup
m→∞
∫ T−+
0
∫
D
fk |Dj( Gaij Gpm)Di’− Dj( Gaij Gp)Di’|(s; y) ds dy
+lim sup
m→∞
∫ T−+
0
∫
D
1{0¡ Gpm(s;·)6,}fk |Dj( Gaij Gp)Di’|(s; y) ds dy
6
∫ T−+
0
∫
D
1{0¡ Gpm(s;·)6,}fk |Dj( Gaij Gp)|(s; y) ds dy:
Hence
lim
,↓0
lim sup
m→∞
Emx sup
06t6T−+
∣∣∣∣
∫ t
0
1{0¡ Gpm(s;·)6,}fk
Dj( Gaij Gpm)
Gpm
Di’(s; GX s) ds
∣∣∣∣= 0: (5.18)
Combining (5.16)–(5.18) and using Theorem 4.2 from Billingsley (1968) gives
L
[(
GX ; Z˜
m;’
;
∫ ·∧(T−+)
0
fk
Dj(aij Gpm)
Gpm
Di’(s; GX ) ds
)∣∣∣∣∣Pmx
]
→L
[(
GX ; Z˜
’
;
∫ ·∧(T−+)
0
fk
Dj(aij Gp)
Gp
Di’(s; GX ) ds
)∣∣∣∣∣Px
]
in C([0; T ];Rd+2) for each k ∈N; because for any t ∈ [0; T − +] and m∈N∫ t
0
1{ Gpm(s;·)=0}fk
Dj(aij Gpm)
Gpm
Di’(s; GX ) ds
=
∫ t
0
1{ Gp(s; ·)=0}fk
Dj(aij Gp)
Gp
Di’(s; GX ) ds = 0:
By Schwarz’s inequality; (4.3) and the dominated convergence theorem we have also
lim
k→∞
Ex sup
06t6T−+
∣∣∣∣
∫ t
0
(1D − fk) Dj( Ga
ij Gp)
Gp
Di ’(s; GX ) ds
∣∣∣∣= 0
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and likewise
lim
k→∞
lim sup
m→∞
Emx sup
06t6T−+
∣∣∣∣
∫ t
0
(1Dm − fk)
Dj( Gaij Gpm)
Gpm
Di’(s; GX s) ds
∣∣∣∣= 0:
Therefore; using once again Theorem 4.2 from Billingsley (1968) yields (5.15). By
(5.15) and the continuous mapping theorem
L[( GX ; Nm;’; 〈Nm;’〉)|Pmx ] →L
[(
GX ; N’;
∫ ·
0
aijDi’Dj’( GX s) ds
)∣∣∣∣Px
]
in C([0; T − +];Rd+2); where N’ is de>ned by (5.4). Hence N’ is a Px-martingale on
[0; T ) with respect to the natural >ltration generated by ( GX ; N’) and with 〈N’〉 de>ned
by (5.6). Since
∫ t
0 a
ijDi’Dj’( GX s) ds =
∫ t
0 1Da
ijDi’Dj’( GX s) ds for t ∈ [0; T ]; we have
N’t =
∫ t
0 1D( GX s) dN
’
s ; t ∈ [0; T ]. Consequently; by (5.1) and (5.4)
N’t =
∫ t
0
1D( GX s) d
(
’(Xs)− ’(X0)−
∫ s
0
A’( GX u) du
)
; t ∈ [0; T ];
which shows that N’ is an ({ GFt}; Px)-martingale on [0; T ). In fact; since Ex〈N’〉T ¡∞;
it is a martingale on [0; T ] and N’t → N’T Px-a.s. as t ↑ T . From (5.4) it is therefore
clear that {U+;’T } is Px-a.s. convergent as + ↓ 0. Thus; the process V’ is well de>ned.
Finally; from (5.4) it follows that
N˜
’
t = ’(Xt)− ’(X0) +
∫ t
0
A’(Xs) ds + V
’
t −
∫ t
0
〈a;∇’〉(Xs) dKs;
which together with (5.2) gives (5.6).
6. Construction of diusions with measurable coe&cients
For n∈N let an : R → Rd ⊗ Rd be a smooth symmetric matrix-valued function
satisfying (1.2). Let pn(t; x; y) be a Neumann function for An = ( 12 )Dj(a
ij
n Di) on an
admissible domain D ⊂ Rd and let {(X; Pnx ); x∈ GD} be a Markov family with transition
density pn. Furthermore, for t ∈ [0; T ] set
Kn;’t =
∫ t
0
〈an ;∇’〉(Xs) dKns ;
where an = (
1
2 )an · n and Kn is the non-decreasing process of Theorem 5.1 associated
with an, and then
Mn;’t = ’(Xt)− ’(X0)−
∫ t
0
1DAn’(Xs) ds−
∫ t
0
〈an ;∇’〉(Xs) dKns ;
Nn;’t = ’( GX t)− ’( GX 0)−
∫ t
0
1D GA
n
s ’( GX s) ds−
∫ t
0
〈an ;∇’〉( GX s) dK˜
n
s ;
where Ant ’ = A
n’ + (aijn p−1n Djpn)(t; ·)Dj’, GA
n
t =A
n
T−t . Finally, set
Vn;’t =
∫ t
0
1Daijn p
−1
n DjpnDi’(s; Xs) ds:
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Theorem 6.1. Assume that ’∈C2( GD) and aijn → aij a.e. for i; j = 1; : : : ; d. Then for
each x∈D
(i) {L[Mn;’|Pnx ]}; {L[Nn;’|Pnx ]}; {L[|Vn;’‖Pnx ]} are tight in C([0; T ];R);
(ii) {Pnx} converges weakly in C([0; T ];Rd) to the measure Px such that for any
k ∈N; 0¡t1 ¡ · · ·¡tk6T and any continuous f : ( GD)k → R
Exf(Xt1 ; : : : ; Xtk )
=
∫
D
p(t1; x; y1) dy1
∫
D
· · ·
∫
D
p(tk ; yk−1; yk)f(y1; : : : ; yk) dyk ;
where p is the Neumann function for A on D.
Proof. We can proceed as in the proofs of Lemma 3.1 and Theorem 3.2 in Rozkosz
and S lomiOnski (2000); because for x∈D the estimates on pn(· ; x; ·); p(· ; x; ·) used in
these proofs do not depend on the regularity of @D.
From Theorem 6.1(ii) it follows that for each x∈D the process X is under Px a
Markov process with transition density p. We will call (X; Px) a (D; A; a) di usion
starting from x. In some cases, for example if @D is Lipschitz (in particular if D
is bounded and convex) it is possible to construct a Markov family {(X; Px); x∈ GD}
corresponding to A (see Fukushima and Tomisaki, 1995, 1996). Unfortunately, even
in the case that @D is smooth we cannot prove part (i) of Theorem 6.1 for x∈ @D.
This part plays an important role in the proof of our main result in the next
section.
7. Stochastic representation
Let {.n}={0 = tn0 ¡tn1 ¡ · · ·¡tnk(n) =T} be a sequence of partitions of [0; T ] such
that ‖.n‖ = max
16k6k(n)
|tnk − tnk−1| → 0 as n → ∞. Let {Yt ; t ∈ [0; T ]} be a continuous
process on some >ltered probability space (0;F; F; P). We call Y an (F; P)-Dirichlet
process (along {.n}) on [0; T ] if it admits the decomposition
Yt = Y0 + Mt + At; t ∈ [0; T ];
where M is an (F; P)-local martingale with M0 = 0 and A is an F-adapted process of
zero quadratic variation along {.n}, i.e. A0 = 0 and∑
tnk∈.n
|Atnk − Atnk−1 |2 in P as n →∞:
Theorem 7.1. Assume D ⊂ Rd is an admissible domain and a satis1es (1.2). Let
(X; Px) be an (D; A; a)-di9usion starting from x∈D. Then for every Lipschitz-
continuous ’ : GD → R there is a unique quadruple (M’; N’; V’; K’) such that
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(i) M’ is an ({Ft}; Px)-square-integrable martingale; N’ is an ({ GFt}; Px)-square-
integrable martingale; V ’; K’ are continuous {Ft}-adapted process of 1nite vari-
ation on [0; T ] satisfying
V’0 = K
’
0 = 0; K
’
t =
∫ t
0
1@D(Xs) dK’s ; V
’
t =
∫ t
0
1D(Xs) dV’s :
(ii) M’; N˜
’
admit the mutual quadratic variation along each sequence {.n} such
that ‖.n‖ → 0 as n →∞; and 〈M’; N˜’〉t = 〈M’〉t for t ∈ [0; T ].
(iii) ’(Xt)− ’(X0) = 12 (M’t + N˜
’
t − V’t ) + K’t ; t ∈ [0; T ] Px-a.s.
In particular; ’(X ) is an ({Ft}; Px)-Dirichlet process on [0; T ] with the decomposition
’(Xt)− ’(X0) = M’t + A’t ; A’t = 12 (−M’t + N˜
’
t − V’t ) + K’t :
Moreover; 〈M’〉 is given by (5.5); 〈N’〉 by (5.5) and V’ by (5.7) with convergence in
Px. Finally; if (Mxi ; N xi ; V xi ; Kxi) is a quadruple corresponding to the function x → xi
and ’∈C1( GD) then
M’t =
∫ t
0
Di’(Xs) dMxis ; N
’
t =
∫ t
0
Di’( GX s) dNxis
and
V’t =
∫ t
0
Di’(Xs) dV xis ; K
’
t =
∫ t
0
Di’(Xs) dKxis
for t ∈ [0; T ].
Proof. The proof is the same as that of Theorem 4.2 in Rozkosz and S lomiOnski (2000);
the only di erence being in the proof of tightness of {L[|Kn;’‖Pnx ]} in C([0; T ];R)
(see Eq. (4.15) in the mentioned paper). To prove tightness of {L[|Kn;’‖Pnx ]} we can
proceed; however; as in the proof of Theorem 3.2 in Rozkosz and S lomiOnski (2000).
Indeed; for t ∈ [0; T ] we set
Kˆ
n
t = (K
n;x1
t ; : : : ; K
n;xd
t ); K
n;xi
t =
∫ t
0
ian(Xs) dK
n
s ; i = 1; : : : ; d:
Then using (5.1) and (5.6) we see that for each n∈N the pair (X; Kˆn) is under Pnx a
solution to the Skorokhod problem for {xi + (1=2)(Mxi + N˜ xi −V xi)}di=1 with re"ection
along an =|an | on @D. Therefore tightness of {L[|Kn;’‖Pnx ]} follows from part (i) of
Theorem 6.1 of the present paper and Theorem 4.1 in Lions and Sznitman (1984).
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