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Abstract
The results in this thesis are based on Density Functional Theory calcula-
tions.
The catalytic activity of oxides and other compound materials are inves-
tigated. It is found that the adsorption energy of the molecules NH2, NH,
OH and SH on transition metal nitride, oxide and sulfide surfaces scales
linearly with the adsorption energy of their central N, O and S atoms. It is
also found that they follow the same trend as in the case of adsorption of
the same molecules on transition metals. The same type of scaling relations
are also established between the adsorption energies of the halides (Cl, Br,
and I) and OH on a wide range of rutile oxide surfaces.
Furthermore, Brønsted-Evans-Polanyi (BEP) relations are found for the
adsorption of a large number of molecules (including Cl, Br and I) on
transition metal oxides. In these relations the activation energies scale
linearly with the dissociative chemisorption energies. It turns out that the
BEP relation for rutile oxides is almost coinciding with the dissociation
line, i.e. no barrier exists for the reactive surfaces.
The heterogeneous catalytic oxidation of hydrogen halides (HCl, HBr,
and HI) is investigated. A micro-kinetic model is solved and the oxidation
activities are compared at different coverage. Based on the obtained scaling
relations two descriptors are identified that describe the reactions uniquely.
By combining scaling with the micro-kinetic model, activity volcanoes for
the three different oxidation reactions are derived. It is found that the
commonly used RuO2 catalyst for HCl oxidation is the closest to optimal
for all three oxidation processes.
Finally, a study of transition metal substituted zeolites shows that rela-
tions similar to the above mentioned scaling applies for this type material.
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Dansk resume´
Resultaterne i denne afhandling er baseret p˚a beregninger udført vha. tæt-
hedsfunktionalteori.
Den katalystiske aktivitet af oxider og andre sammensatte materialer er
blevet undersøgt. Det konstateres, at adsorbtionsenergien af molekylerne
NH2, NH, OH og SH p˚a overfladerne af overgangsmetalnitrid, -oxid og
-sulfid skalerer lineært med adsorbtionsenergien af det centrale N, O og S
atom. Det er ogs˚a fundet at de følger samme tendens som adsorbtion af de
samme molekyler p˚a overgangsmetaller. Den samme type skaleringsrelation
er etabeleret mellem adsorbtionsenergier af haliderne (Cl, Br og I) og OH
p˚a en lang række rutile oxidoverflader.
Den heterogene katalytiske oxidation af hydrogenhalogenider (HCl, HBr
og HI) er blevet undersøgt. En mikrokinetisk model er blevet løst og oxida-
tionsaktiviteterne ved forskellige dækningsgrader er sammenlignet. Baseret
p˚a de opn˚aede skaleringsrelationer er to deskriptorer identificeret som enty-
digt beskrivende for reaktionerne. P˚a basis af skaleringsrelationerne og den
mikrokinetiske model udledes den katalystiske aktivitet som funktion af ad-
sorbtionsenergien (den s˚akaldte vulkankurve) for tre forskellige oxidations-
reaktioner. Det er fundet, at den almindeligt anvendte RuO2 katalysator
for HCl oxidation er tættest p˚a optimal for alle tre oxidationsprocesser.
Sidst i afhandlingen viser et studie af overgangsmetal-substituereret-
zeolitter at skaleringsrelationer svarende til den ovenfor nævnte relation,
ogs˚a er gældende for denne type materialer.
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Chapter 1
Introduction
The topics of this thesis are all within the field of heterogeneous cataly-
sis. Heterogeneous catalysts are used to clean emissions from cars, power
plants and industrial production, and they also play a key role in the pro-
duction of a large range of products including fuels, fertilizers, plastics,
and pharmaceuticals. It has been estimated that more than 20% of all in-
dustrial production worldwide is dependent on heterogeneous catalysis [1].
A heterogeneous catalyst is a solid that facilitates a chemical reaction by
adsorbing the reacting molecules on its surface. When the molecules are
bound to the surface, the barrier for the chemical reaction is reduced and
the rate at which the product is produced is enhanced by many orders of
magnitude.
Many catalysts today are transition metal nanoparticles, and supported
on a porous material in order to enhance the surface area. In many cases the
transition metal of interest is rare and expensive. Therefore, and because
of the increasing demands of an increasing population, we need to look at
alternative materials in order to develop better and cheaper catalysts. Ox-
ides are good alternatives to the transition metals and considerable progress
has been made in the theoretical description of the reactivity of transition
metal oxides [2, 3, 4, 5, 6, 7, 8]. However, due to their complexity the un-
derstanding of these materials is not as well established as for the transition
metal.
Linear relations established between adsorption energies of molecules
on different catalytic surfaces are very useful tools in the investigations of
heterogeneous catalysis [9, 10, 11]. If we would like to design a new catalyst
for a specific reaction, we need to make a thorough analysis of the kinetics
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of the reaction over a range of catalysts. However, we would need many
parameters like adsorption and activation energies just to do the analysis
of a single catalytic surface. By employing linear energy relations we can
get information for a large number of catalysts from only a few data points.
In this way we can make models of the trends in the reactivity for a range
of catalysts.
The energy relations in question here are the scaling relations [12, 13]
and the Brønsted-Evans-Polanyi (BEP) relations [14, 15]. The former are
linear relations between adsorption energies of different reaction intermedi-
ates and BEP relations are linear relations between the activation energy
and reaction energy of an elementary reaction step of a catalytic reaction.
On transition metal it has been shown that an universal BEP line exists,
that it, they obey a reactant independent but geometry dependent linear
relation [16, 17, 18, 19].
Ruthenium oxide has recently been established as a good catalyst for oxida-
tion reactions [20]. In this thesis, the focus is on the oxidation of hydrogen
halides (HCl, HBr and HI), which results in the production of halides Cl2,
Br2, and I2. Halides are versatile compounds in the chemical industry
with chlorine being the most important one. Chlorine is produced at scales
of mega tonnes per year. It is used as disinfectants and for water treat-
ment. Bromine and iodine are produced at much smaller scales. Bromine
has recently attracted attention as it was suggested to be used in small
to medium-scale gas to liquid processes[21, 22] where Br2 can be used to
brominate methane or other alkanes into alkyl bromide in the formation of
longer alkanes. In this process Br2 needs to be completely recovered from
HBr.
Chlorine is mainly produced via electrochemical reduction of chloride
salt solutions[23]. Alternatively it can also be produced via oxidation of
HCl (the Deacon process)[24, 25]. This process consumes much less energy
compared to the electrochemical processes [26]. Bromine as well as iodine
is usually produced via oxidation with chlorine gas [23]. The oxidation of
HBr and HI with air via a process similar to the Deacon process, however,
should in principle be possible as well and recycling of bromine via oxidation
could potentially become one of the key steps in the economically viable
catalytic gas to liquid process described above.
Industrial production of chlorine via the Deacon process utilizes a RuO2
catalyst supported on TiO2 [25]. There are a few theoretical studies for this
3process [8, 27, 28, 29, 30] a theoretical analysis regarding a similar process
for HBr and HI oxidation, however, is still missing.
Zeolites are very interesting oxides as they are both porous and catalyt-
ically active. They are already widely used in the petrochemical industry,
but they are also used in water purification, nuclear industry and as a water
softener in laundry detergents [31]. Zeolites can be a good cheap alternative
to the solid catalysts. The theoretical knowledge the important parame-
ters of their reactivity is confined. Mainly due to their large unit cells
it is only within the recent years, it has been able to perform first princi-
pal calculations of the periodic structure of bulk zeolites [32, 33, 34, 35, 36].
The overall aim of this PhD work is via Density Functional Theory (DFT)
calculations to provide new insight to the catalytic activity of oxides, by
establishing trends in important parameters, and by combining these with
micro-kinetic modeling investigate the heterogeneous catalytic oxidation
process of hydrogen halides over rutile oxide surfaces. Furthermore, a study
of structure and reactivity of zeolites is included.
In chapter 2, a short introduction is given to DFT and related parame-
ters and methods specific to the work included in this thesis.
In chapter 3 about linear energy relations, the concepts of scaling and
BEP relations are explained and both types of linear scaling relations are
established for compound materials.
In chapter 4, thermodynamics and micro-kinetic methods used in the work
of this thesis are introduced.
In chapter 5 a micro-kinetic trend study of the heterogeneous catalyzed
oxidation of hydrogen halides over rutile oxide surfaces is given.
In chapter 6 a kinetic expression is obtained for adsorption of larger molecules.
In chapter 7, work regarding the structure and activity of zeolites is pre-
sented.
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Chapter 2
Density functional theory
A system consisting of a large number of interacting electrons and atomic
nuclei can be described within the framework of quantum mechanics by the
Schro¨dinger equation. The complexity of finding the exact solution to the
Schro¨dinger equation increases, however, rapidly with the number of parti-
cles in the system. Due to the large difference in mass of an electron and a
nuclear, the nuclei are almost unaffected by the movement and localization
of the electrons. Therefore, with the Born-Oppenheimer approximation
the nuclei can be treated as stationary while the electrons move around
them [37]. Despite this simplification the Schro¨dinger equation still cannot
be solved. Density functional theory [38, 39, 40, 41], however, provides a
scheme for solving this problem.
The foundation of density functional theory was provided by Hohenberg
and Kohn in 1964 [42]. They stated that all properties of the ground state
of a given electronic system can be determined uniquely by the electronic
density and that all terms of the total energy of a ground state system
can be described by a functional of the density. Hohenberg and Kohn did,
however, not provide a method for determining the ground state density.
A direct approach to solve this problem was given by Kohn and Sham
in 1965 [43]. They presented a calculational scheme for computing the total
energy, where the problem of many interacting electrons was reduced to a
problem of a set of non-interacting electrons in an external field. Kohn and
Sham proposed to write the total energy as:
Etot(n) = E
non−int
kin (n) + Eext(n) + EHartree(n) + Exc(n), (2.1)
where Enon−intkin (n) is the energy of a non-interacting electron gas, Eext(n)
5
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is the external energy given by the nuclei, and EHartree(n) is the classical
Hartree term constituting the Coulombic repulsion between all electronic
charges.
Exc(n) is the exchange-correlation energy, and is the only term of (2.1)
that is unknown. It is by definition the remaining part of the electronic
contribution to the total energy. There are two contributions to Exc(n),
the exchange energy Ex and the correlation energy Ec.
Ex is the most significant contribution to the exchange-correlation en-
ergy and is due to the Pauli exclusion principle, which states that electrons
of the same spin cannot exist in the same state. This means that around
an electron all other electrons of the same spin avoids this electron. This
reduces the average Coulomb repulsion of that electron, and the energy
gained by this is the exchange energy. This results in a positive region
around each electron called the exchange hole. The correlation energy Ec
is the rest of the exchange correlation energy Exc and results from many-
body effects, mainly the coulomb interaction between electrons of opposite
spin [38].
The ground state density entering the total energy (2.1) can be obtained
from the Kohn-Sham equations [43].(
−1
2
∇2 + veff(r)
)
ψi(r) = εiψi(r), (2.2)
and the electron density, is in terms of the Kohn-Sham wave-function
n(r) =
N∑
i=1
|ψi(r)|2 , (2.3)
where i runs over all electrons, and εi is the Kohn-Sham eigenvalue of
electron i.
veff is the sum of the external potential, vext, the classical Hartree term,
vHartree, and the exchange and correlation potential, vxc,
veff(r) = vext(r) + vHartree(r) + vxc(r) (2.4)
The external potential is normally the potential generated by the nuclei.
The Hartree term is the potential of the classical Coulomb interactions be-
tween the electrons and the exchange and correlation potential constitutes
all the nonclassical contributions to the potential.
This set of equations can be solved iteratively. Starting by constructing,
veff , using a trial density, whereafter equation (2.2) can be solved and the
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density can be found from equation (2.3). The new density can then be used
to calculate veff again. This procedure is continued until self-consistency is
obtained.
2.1 Exchange and correlation functionals
In order to obtain a reasonable result from the Kohn-Sham scheme an
exchange-correlation functional has to be applied. As the approximation of
the exchange-correlation energy constitutes the largest part of the error in
density functional calculations, many approaches have been used to improve
the functional. The approximations for Exc most generally used are the
local density approximation (LDA) and the generalized gradient approxi-
mation (GGA).
In LDA the exchange and correlation energies per particle, εx and εc,
of the homogeneous electron gas, are used to calculate the exchange and
correlation energies of the inhomogeneous system:
ELDAxc (n) =
∫
drn(r)(εunifx (n) + ε
unif
c (n)). (2.5)
This approach, despite its simplicity performs surprisingly well for a large
number of systems also including systems with large variations in the den-
sity [44, 41]. Due to quantum Monte Carlo methods accurate values of εunifc
are available [45].
In order to account for the variations in the electron gas the gradient
of the electron density has been introduced in the GGA approach. Fur-
thermore, the criteria that the exchange hole around an electron contains
exactly minus one electron is satisfied [46]. The form of the GGA exchange
functional is not unique, and a large number of different functionals have
been provided. In general the GGA exchange energy can be written in the
form:
EGGAxc (n, s) =
∫
drn(r)εGGAx (n) =
∫
drn(r)εx(n)Fx(s), (2.6)
where Fx(s) is the exchange enhancement function.
s =
|∇n|
2kFn
(2.7)
is the reduced density gradient and kF is defined by n = k
3
F /(3pi
2).
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In this thesis the GGA functional RPBE [47] is used. The RPBE en-
hancement function is given by:
FRPBEx (s) = 1 + κ
(
1− e−µs2/κ
)
, (2.8)
where µ = 0.21951 is chosen in such a way that the expansion around s = 0
gives the correct linear response in the limit of the homogeneous electron
gas and κ = 0.804 is chosen in order to fulfill the local Lieb-Oxford bound
[48]. The RPBE functional gives good results for atomization energies
chemisorption energies.
2.2 Implementation
In order to implement DFT in a computational code, further approxima-
tions have to be made. In the work of this thesis the DFT-code Dacapo [49]
is use. In Dacapo a plane wave basis are employed to describe the valence
electrons, while the core electrons are described by pseudo-potentials.
2.2.1 Plane wave basis set
In order to solve the Kohn-Sham equations numerically, the Khon-Sham
wave-functions are in the case of Dacapo described by a set of plane wave
basis functions. This choice of plane waves as a basis requires the system
to be solved in a cell with periodic boundary conditions. This, however,
makes the code well suited for investigating bulk crystal structures, which
are periodic in all three dimensions. By introducing vacuum regions, two
dimensional systems like surfaces can also be calculated. In this case a slab
of a reasonable number of layers of atoms is build in order to simulate the
surface. Also molecules can be calculated by introducing vacuum in all
three dimensions.
In principle an infinite number of plane waves are needed in order de-
scribe the wave functions correct. However, in practice we need to set an
energy cut-off in order to limit the plane waves to a finite number. Even
though the number of plane waves has been made finite by introducing a
cut-off energy, the wave function would in principle have to be evaluated
over an infinite number of k-points in the first Brillouin zone. In practice
only very few k-points are needed. An energy cut-off of at least 350 eV is
used for the calculation in this thesis, and the k-points are sampled with a
Monkhorst-Pack grid [50]
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2.2.2 Pseudo-potentials
The core electrons are confined to a small region near the nucleus, and are
not influenced by the chemistry that the atoms take part in. Therefor, it
is a good approximation to freeze the core electrons. In Dacapo the core
electrons are represented by Vanderbild ultra-soft pseudo-potentials [51].
The potentials are constructed such that it coincide with the real potential
at a certain cut-off radius.
2.3 Application
For any real application we need be able to determine the most stable
atomic configuration of a system. Due to the Born-Oppenheimer approxi-
mation mention above the electrons and ion cores can bee treated separately
and we can apply a minimization algorithm for this purpose. However,
the minimum of the potential well found by this method is not the actual
ground state with respect to atomic vibrations. A zero-point energy correc-
tion EZPE is added in order to find the vibrational ground state energy at
0 K. EZPE is found by displacing the atoms and calculating the vibrational
modes νi in a harmonic approximation.
EZPE =
1
2
∑
i
hνi (2.9)
In practice this is not necessary to do for all atoms in a system. For
tightly bound atoms, e.g. in a bulk structure this correction is infinitesimal.
For both adsorbed and in gas phase molecules, especially if they contains
hydrogen, the correction can be significant.
When the ground state energy are found, we can calculate chemical
properties. In the work of this thesis a huge number of adsorption energies
are found. These are calculated as
∆Eads = E(surface + molecule)− E(surface)− E(molecule) (2.10)
The transition states are of a reaction are found either by the nudged-
elastic-band method [52, 53] or by a fixed bond length approach [54], where
the potential energy surface defined by the ionic cores, are is searched in a
stepwise manner in order to find the transition state saddle point.
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Chapter 3
Linear energy relations
3.1 Scaling Relations
This section about scaling relations is based on the included [Paper I] where
adsorption energie of small intermediates on compound surfaces are shown
to scale linearly. A recent equivalent study by Abild-Pedersen et. al. [12]
showed the same kind of relations on transition metal surfaces. In this
study the adsorption energy of CHx, x = 0, 1, 2, 3, NHx, x = 0, 1, 2, OHx,
x = 0, 1 and SHx, x = 0, 1 on a range of close-packed and stepped transition
metal surface was calculated using DFT. In figure 3.1 the binding energy,
∆EAHx , of the intermediates AHx (A=C, N, O or S ) is plotted against the
adsorption energy,∆EA, of atom A. The figure shows that for each type of
adsorbate on close-packed or stepped surface there exist a linear relation of
the type
∆EAHx = γ(x)∆EA + ξ (3.1)
An interesting observation is it that the slope γ is approximately given by
γ(x) = (xmax − x)/xmax (3.2)
where xmax is the number of hydrogen atoms that is needed by the central
atom A in order to become a neutral gas-phase molecule. xmax = 4 for
A=C, xmax = 3 for A=N and xmax = 2 for A=O, S.
In figure 3.1, some of the scatter around the line can be explained by
different types of adsorption site on the surface. For example, CH3 prefers a
one-fold adsorption site on the close-packed surface, while C prefers a three-
fold site. In figure 3.2, the adsorption energy of CH3 is plotted as a function
11
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Figure 3.1: Adsorption energies of CHx intermediates (crosses: x = 1;
circles: x = 2; triangles: x = 3), NHx inter- mediates (circles: x = 1;
triangles: x = 2), OH, and SH inter- mediates plotted against adsorption
energies of C, N, O, and S, respectively. The adsorption energy of molecule
A is defined as the total energy of A adsorbed in the lowest energy position
outside the surface minus the sum of the total energies of A in vacuum
and the clean surface. The data points represent results for close-packed
(black) and stepped (red) surfaces on various transition-metal surfaces. In
addition, data points for metals in the fcc(100) structure (blue) have been
included for OHx. Adapted from [12].
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Figure 3.2: Binding energies of CH3 plotted against the binding energies of
C for adsorption in the most stable sites (triangles) and in the case where
both CH3 and C have been fixed in the on-top site (squares). Adapted
from [12].
of C adsorbed at a one-fold site. This reduces the scatter significantly. Also
a few alloys are included in this figure and as it is seen the scaling relation
also apply for those.
In a similar study [Paper I] we have found that these scaling relations
also exists for the more complex compound materials. We have performed
DFT calculations of the same kinds of molecules on oxide, sulfide and nitride
surfaces. For the nitride surfaces both a clean surface and a surface with a
nitrogen vacancy were studied. For the oxide and sulfide surfaces an oxygen
or sulfur covered surface with an oxygen or sulfur vacancy were studied.
The structures of the clean surfaces of the considered compounds are shown
in figure 3.3. The adsorption energies of the molecules are plotted in figure
3.4 as a function of the adsorption energy of their central atoms, in the same
way as for the metal surfaces. The fitted slopes are given approximately
by the same expression as in equation (3.2). It is, therefore, interesting to
compare the results for adsorption on compound surfaces in figure 3.4 with
the results for adsorption energies on transition metal surfaces in figure 3.1.
In figure 3.5, the scaling relations for the two classes of surfaces are in the
same plots. The black stars are the results for the transition metals and
the dashed lines are no longer the best fitted lines, but the best fits with
slopes obtained from equation (3.2). It is found that the linear relations
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Figure 3.3: Structures of the investigated transition metal nitride, oxide
and sulfide surfaces. a) Fcc-like structure for the M2N (100) surfaces, M
= Mo and W. Dark and light blue spheres represent metal and N atoms,
respectively. b) Fcc-like rock-salt structure for TiN (100) surface. Dark
blue and gray spheres represent Ti and N atoms, respectively. c) Rutile-
like (110) surfaces for the MO2 surfaces, M=Ir, Ru, Pt and Ti. Red and
white spheres represent O and metal atoms, respectively. d) Perovskite
structure for the LaMO3 (100) surface, with M = Ti, Ni, Mn, Fe, and
Co. Red, purple, and violet spheres represent O, La, and metal atoms,
respectively. e) Hcp-like (-1010) surfaces for NbS2, TaS2, MoS2, WS2, Co-
Mo-S, Ni-Mo-S, and Co-W-S. Yellow and green spheres represent S and
metal atoms, respectively. The black dashed boxes indicate the unit cell.
Adapted from [55].
for NHx are essentially the same for the two classes of systems. Though
the relation for NH2 seems to have a slightly steeper slope than the one
predicted by (3.2). For OH and SH there is a shift in the results for the
transition metals compared to those for the compound materials. This can
be explained by differences in the local geometry of adsorption sites on the
two classes of surfaces. On oxides, OH and O in general binds to a single
metal atom, while they on metals generally are found to coordinate with
more than one metal atom. Likewise sulfur adsorbs at bridge site on the
sulfides, while it prefers the fivefold coordinated site on stepped transition
metal surfaces. If we plot adsorption energies of O and OH, where they are
forced to adsorb in an on-top position and S and SH at a bridge site on the
transition metals the results fall on the same line (blue crosses) as those for
the compound surfaces.
Compounds are considerably more complex to understand than transi-
tion metal. However, the observation above indicates that the underlying
physics of the adsorption bond is similar for the compounds as for the tran-
sition metals. In case of the transition metal the d-band model can give a
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Figure 3.4: Adsorption energies of NH and NH2 intermediatesover nitrides,
an OH intermediate over oxides, and an SH intermediate over sulfides plot-
ted against adsorption energies of N over nitrides, O over oxides, and S
over sulfides, respectively. The energies are plotted with respect to the
gas-phase energies of AHmax and H2.
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Figure 3.5: Adsorption energies for AHx types of molecules on compound
surfaces as in figure 3.4 (red circles). The same on transition metal surfaces
(black stars).The adsorption energies for the OH intermediate on a top
site and S intermediates on a bridge site over transition metal centers are
included (blue points). The dashed line isthe slope γ(x) obtained from
equation (3.2).
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Figure 3.6: Schematic presentation of the bond formation of a chemical
bond between an adsorbate valance level and the s- and d-states of a tran-
sition metal surface. Adapted from [10].
good understanding for the observed scaling relations. The d-band model
is briefly described in the following section.
3.1.1 d-band model
The variation in adsorption energy from one transition metal surfaces to
the next can be explained by the d-band model [56, 57, 58].
Since the s states are very delocalized on the metal atoms the overlap
is large and therefore the s state of a metal has a band, which is broad in
energy. The d orbitals on the contrary are very localized and therefore the
d states form a narrow and dense band, due to the small overlap. This is
shown schematically in the right panel of 3.6.
In the d-band model the adsorption is thought of as divided into two
steps. First, the valence states of the adsorbate are coupled to the s states
of the metal and thereafter, they couple to the d-states. This means that
the adsorption energy can be divided into two contributions:
∆E = ∆Esp + ∆Ed (3.3)
In figure 3.6 the bond formation is shown schematically for a single adsor-
bate state. First, this sharp valence state of the adsorbate is broadened
and shifted down in energy due to the interaction with the s-band. This
gives rise to the main part of the adsorption energy. Next step is the in-
teraction with the d-band, which only contributes with a small amount to
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the adsorption energy. Because the d-band is confined in energy this cou-
pling is equivalent to a two-level problem, which gives rise to bonding and
anti-bonding states.
Since the s-states of all the transition metals are broad, free electron
like and always half filled [59], there is no significant difference from metal
to metal in the coupling to the s-states. The variations between the metals
can therefore be explained exclusively by the coupling to the d-states. One
important factor is the filling of the d-states. As we move toward left in the
periodic table the filling of the d-band of the transition metals decreases,
which means that the center of the d-band moves up in energy with respect
to the fermi-level. As the d-band center moves up in energy, so does the
bonding and anti-bonding states of the adsorbate and consequently the
anti-bonding states will become depopulated and the bond to the surface
strengthened. Another important factor is the size of overlap between the
adorbate states and the d-state. The larger the overlap the larger repulsion
due to the Pauli exclusion principal. This term increases to the left and
down through the periodic table.
3.1.2 Model of scaling laws for adsorption energies
The linear relations in equation (3.1) can be explained by the d-band model
described above. According to the d-band model all variations in the ad-
sorption energies between the different transition metals are given by the
d-band. Therefore, the x-dependence must be given by the coupling to the
d-band alone. Considering the kind of linear relationships found in figure
3.1 it is reasonable to assume that the coupling of AHx to the d-band is
proportional to γ:
∆EAHxd = γ(x)∆E
A
d (3.4)
In terms of the d-band model this will lead directly to equation (3.1):
∆EAHx = ∆EAHxd + ∆E
AHx
sp = γ(x)∆E
A
d + ∆E
AHx
sp
= γ(x)
(
∆EA −∆EAsp
)
+ ∆EAHxsp
= γ(x)∆EA + ξ (3.5)
where ξ = ∆EAHxsp − γ(x)∆EAsp only includes terms of sp-coupling, and
therefore is independent of the given metal.
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We still need to answer the question; Why does the adsorption d-
coupling scale with the valency of the molecule? This can be justified with
the help of the effective medium theory [60]. Within the effective medium
theory, the bonding of an A atom to other atoms (surface and hydrogen
atoms) is approximated by the interaction with an homogeneous electron
gas. The homogeneous electron gas has the same density as the one given
by the surrounding atoms at the location of the A atom. In general, the
bond energy of an atom embedded in such a homogeneous electron gas has
a minimum for a specific electron density, n0, and the adsorption geometry
will depend on where the atom experiences this optimal electron density. If
a hydrogen atom is added to the A atom the electron of the hydrogen will
be added to the electron density that the A atom is feeling. Therefore the
A atom now needs a lower electron density from the surface, nsurf . This
will be adjusted by changing the adsorption geometry, e.g. the adsorption
site or bond length. Hydrogen atoms can be added to the central atom A
until xmax hydrogen atoms is reached. In this case the molecule no longer
binds to the surface (neglecting Van der Waals interactions), i.e. the density
needed from the surface is nsurf = 0. Assuming that all hydrogen atoms
contributes with the same amount to the electron density and that the op-
timal density for the A atom is n0, the following is found for the electron
density needed at the surface.
nsurf =
xmax − x
xmax
n0 = γ(x)n0 (3.6)
The coupling between the molecular state and the metal states is propor-
tional to nsurf and therefore also proportional to ∆Ed [12]. We get
∆Ed(∝ V 2ad) ∝ nsurf ∝
xmax − x
xmax
= γ(x) (3.7)
which is in agreement with (3.1).
As the metal atoms in the compound surfaces also have very confined
and localized d-states near the Fermi-level, similar arguments should hold
for transition metal oxides, nitrides and sulfides [61, 62]. Therefore we
observe the same behavior for the two classes of systems in figure 3.5.
In [Paper III] and [Paper IV] (Chapter 5) it is shown that scaling
relations are not necessarily confined to apply for adsorption energies of
molecules with the same central atoms. Here we present scaling relations
between hydrogen and C, N and O on transition metal surfaces and the
scaling between Cl, Br, I and OH on rutile oxides.
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Figure 3.7: Schematic energy diagram of the dissociative chemisorption of
a diatomic molecules. The energies relevant for the BEP lines are indicated
in panel a). Panel b) and c) show the special cases for very reactive and
very noble rutile surfaces, respectively.
3.1.3 Applying scaling
A part from providing an understanding of the physics underlying adsorp-
tion mechanisms, scaling relations are also a strong tool when searching
for good catalysts. Having the appropriate scaling relations for a given
reaction, it is quite easy to obtain reaction energies for large range of sur-
faces. If one has a calculated or an experimental adsorption energy of an
adsorbate AHx (∆E
AHx
M1 ) for one transition metal, alloy or compound, M1,
we can estimate the energy ∆EAHxM2 of the same intermediate on another
system, M2, from the adsorption energies of atom A on the two systems by
using the following equation.
∆EAHxM2 = ∆E
AHx
M1 + γ(x)
(
∆EAM2 −∆EAM1
)
(3.8)
where γ(x) is a rational number given by equation (3.2). If we have a
database of atomic adsorption energies for a number of systems, we may
then estimate the adsorption energy of a number of intermediates. This
opens for the possibility of obtaining an overview of adsorption energies on
oxides, sulfides, and nitride surfaces on the basis of a few calculations.
3.2 Brønsted-Evans-Polanyi Relations
In the field of heterogeneous catalysis or surface chemistry Brønsted-Evans-
Polanyi (BEP) relations [14, 15] are linear energy relations between the
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Figure 3.8: Calculated transition state energy as a function of dissociative
chemisorption energy of diatomic molecules on (111) and (211) transition
metal surfaces. The solid black line is a fit to the data points and the
dashed indicates the dissociation line (ETS = Ediss).
activation energy or transition state energy and the reaction energy of a
surface reaction usually measured relative to the gas-phase energy of the re-
actant. The relation between the activation energy and the reaction energy
are often found roughly to be a linear function of the form
ETS = α∆Ediss + β (3.9)
where ∆Ediss is the dissociative adsorption energy of the reactant (See
figure 3.7 a)). In equation (3.9) another notation have been given for the
slope and intersection compared to scaling relations, because we are now
looking at a different class of linear energy relations. However, it is the
same physics that lies behind the adsorption of intermediate molecules and
a transition state configuration. Therefore, the BEP lines can be regarded
as a special category within the concept of scaling relations. This section
is based on the included papers [Paper II] and [Paper III] both concerning
BEP relations.
I figure 3.8 from [Paper II], the transition state energy for the disso-
ciation of a number of diatomic molecules over close-packed and stepped
transition metal surfaces has been plotted against the dissociative adsorp-
tion energy. Here the database of energies from [17] has been extended
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by including surfaces in a boarder reactivity range, and slightly different
expressions are found for the BEP relations. The conclusion is, however,
the same. It it seen that not only do the transition state energy for each
molecule fall on a line, but also that the transition-state energy for each
type of surfaces falls on the same line for all the different molecules. This
interesting finding, referred to as ”universality” is due to the fact that all
transition states strongly resemble the final state for this type of reaction.
Furthermore, the transition states also resemble each other from one type
of molecule to the next. This leads to the same relation for all the molecules
seen in the figure. The different lines for stepped and closed-packed sur-
faces are a result of the different geometries of the transition states. Due
to the geometry of a stepped surface the transition state can be stabilized
by more surface atoms than on the close-packed surface. In the case of
O2, the slopes are a little lower than for the other molecules. This is due
to the geometrical configuration of the transition state not being quite as
final-state-like as the for the rest of the molecules.
This universality principle also exists for most oxide. In [Paper II] we
have calculated transition state energies for the dissociation of a large num-
ber of small molecules over oxide surfaces. In the case of rutile (110) surfaces
these are plotted in figure 3.9 as a function of dissociative chemisorption en-
ergies. In the top panel the BEP lines for dissociation of diatomic molecules
over two cus (coordinative unsaturated) sites are shown. Very interestingly
all points except very few fall on the dissociation line (ETS = Ediss) mean-
ing that the reaction happens with out an extra transition state barrier.
Either the reaction path is uphill in potential energy all the way (figure
3.7 c)) or it is exclusively downhill, i.e. no saddle point is found in the
potential energy surface along the path (figure 3.7 b)). For systems where
dissociation of the reactant occurs without an barrier as in figure 3.7 b) the
term transition state becomes completely undefined. In this case, the high-
est point along the reaction path i.e. the initial gas-phase energy, has been
chosen in order to be able to show the result. This is the case for some
of the halides that lies on the ETS = 0 in the upper panel of figure 3.9.
For the reactive surfaces, it makes no difference in the activity whether, no
barrier or a barrier with a negative energy respect to gas-phase, is found.
In the lower panel of figure 3.9 BEP lines are shown for dissociation of
hydrogen containing molecules. Although, the reaction occur over different
sites and the transition states are completely different in geometry, the
trend is the same as for the reactions over two cus sites. Also perovskite
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Figure 3.9: Calculated transition state energy as a function of dissociative
chemisorption energy of diatomic molecules on rutile (110) surfaces. The
solid black line is a fit to the data points and the dashed line indicate the dis-
sociation line (ETS = Ediss). Each plot represents one type of dissociation
site, and a representative example of transition and final state structures is
shown by the plot. The blue, red, gray and white spheres represent metal,
oxygen, adsorbate and hydrogen atoms, respectively.
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surfaces have been investigated in [Paper II]. The BEP lines in this case
does not show as clear a trend as in the case of the rutiles. For very noble
surfaces, however, the points fall precisely on the dissociation line. For less
noble surfaces they deviate from the line such that the BEP lines for these
points resembles the BEP line for stepped transition metal surfaces.
In [Paper III] we show that for dehydrogenation over transition metal
surfaces a slightly different kind of universal transition state scaling applies
besides the BEP relation described above. The analysis in the paper in-
clude different transition state energies for 249 dehydrogenation reactions
of small hydrogen containing molecules over close-packed surfaces, stepped
surfaces and nano-particles. The reactions include dehydrogenation steps
of CH4, NH3, H2O, C2H6, C3H8 and H2O2. In figure 3.10 the transition
state energies of the dehydrogenation processes are plotted against the de-
hydrogenation energy. In this plot contrary to the other BEP relations
shown in this section, the reference energies of all the energies are the gas-
phase energies of CH4, NH3, H2O and H2 and not the gas-phase of the
reactant. It turns out that all points lie on a single line with an acceptable
mean average error (MAE) of 0.28 eV. When looking into a certain reaction
or series of similar reactions the corresponding MAE is smaller. However,
the main average transition state scaling is certainly good enough for a
first approximation of the activation energy. Furthermore, there is no clear
distinction between the different surface geometries as were the case for
dissociation of diatomic molecules. This is because the transition state
for hydrogenation on close-packed and stepped surfaces are very similar.
Combined with another recent established universal BEP relation for C-C,
C-O, C-N, N-O, N-N, and C-O dissociation of small hydrogen containing
molecules over stepped transition metal surfaces [18], our results allow for
a fast approximation of a the kinetics of large number of chemical reactions
over a wide range of transition metal surfaces.
3.2.1 Sabatier principle and volcano curves
One of the implications of BEP relations is the concept of the optimal
catalyst established by Sabatier [63]. He stated that if a very reactive
surface would be used as a catalyst the catalytic activity would be limited
by the slow desorption of the product molecules from the surface. On the
other hand, if a more noble surface is used the activity will be limited by
the activation barrier for the dissociation of the reactant. This means that
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Figure 3.10: Transition state energies for dehydrogenation of different C, N
and O containing molecules over transition metal surfaces plotted against
the dissociation energy with respect to energies of the gas-phase molecules
CH4, NH3, H2O and H2. The fully filled symbols refer to dissociation
over close-packed surfaces, and the half-filled symbols refer to dissociation
over stepped surfaces and OOHx species have been dissociated on a M12
nanocluster. The colors represent the different hydrogen content in the
molecules, where black is the first dehydrogenation step, red is the second
step, green is the third step, and blue is the fourth dehydrogenation step.
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the perfect catalyst is a compromise between the two. The optimal catalyst
is therefore one that is sufficiently reactive to dissociate the reactant, and
still bind the product very weakly. Applying this principle to BEP lines
will result in a so called Sabatier volcano like the one shown in figure 3.11,
where the catalytic activity is a function of the dissociative chemisorption
energy of the reactant.
This means that for a specific BEP line there is limit to how good
a catalyst we can obtain, because the dissociation energy is to a large
extent confined to lie on the BEP line. Therefore it can be difficult to
improve upon an already good catalyst. It will not help to find a similar
material with a lower activation barrier for the process. The catalyst will
then most likely bind the product equivalently stronger. The only way to
make a substantially better catalyst is to move to a new and lower BEP
line, which means changing the transition state geometry. The dashed
lines in figure 3.11 correspond to a lower lying BEP line. Therefore, the
rutile oxides with their BEP line almost equal to the dissociation line are
extremely interesting as catalysts for reactions including dissociation of
diatomic molecules. We have already seen that moving from close-packed to
stepped-surface and further to rutile oxide surfaces stabilizes the transition
state energy compared to dissociative chemisorption energy and thereby
moves the line down, and enables the discovery of a potentially more active
catalyst.
Due to the scaling relations between adsorption energies of different
adsorbates explained in section 3.1 the volcano curve can also be applied
for more complex reactions with a number of elementary steps. In this way
a chemical reaction with a number of intermediates over a wide range of
catalysts can often be described by one or two descriptors, which are often
adsorption energies of the intermediates.
3.3 Summary
Various results regarding linear energy relations have been presented in
this chapter. It has been shown that scaling relations also apply to com-
pound surfaces, and that the physics of adsorption on these surfaces must
be essentially the same as described by the d-band model for adsorption
on transition metal surfaces. Furthermore, it has been established that ox-
ides and in particular rutiles are a very interesting class of materials in the
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Figure 3.11: Schematic representation of a Sabatier volcano. The catalytic
activity as a function of e.g. a reaction energy. The dashed lines correspond
to lower lying BEP lines.
sense of heterogeneous catalysis. This has been done by showing that they
essentially have no activation barrier for dissociation reactions for the in-
teresting catalysts with dissociative chemisorption energies just below zero.
Finally, a very universal transition state scaling relation has been found for
dehydrogenation of small molecules.
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Chapter 4
From energy scaling to
reaction rates
From the scaling and BEP relations in chapter 3 it is possible to build
micro-kinetic models showing trends in catalytic reactivity. In chapter 5
linear relations are used to analyze the trends of the oxidation process of
HCl, HBr and HI over rutile oxide surfaces. Two different micro-kinetic
methods are used to examine the rate and coverage of the surface species.
First the steady state solution is found numerically and afterwords the
resent developed analytical Sabatier-Gibbs analysis is employed. In this
chapter, these two methods are presented and evaluated by applying them
to a simple model reaction.
However, first we will go through some thermodynamic corrections.
These are necessary in order to convert the potential energies from the
energy scalings into free energies and reaction rates. Included in this is a
discussion of how to apply these corrections to the transition state energies.
This is followed by a small analysis on how small errors in DFT energies
influences the calculated reaction rates.
In this chapter we will use the following simple reaction as an example
A2 + 2B ⇀↽ 2AB (4.1)
which includes the dissociation of a diatomic molecule, A2, and the recom-
bination of the product molecule AB. It is assumed that the reaction can
be divided into the following two elementary reaction steps:
1) A2 + 2* ⇀↽ 2A* (4.2)
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2) A* + B ⇀↽ AB + * (4.3)
where an asterisk, *, represents an active surface site and A* is A adsorbed
at this site. In the first, step A2 dissociates at the same time as it adsorbs
on the surface and in the second step the adsorbed A atom reacts with
the gas-phase reactant B and the product AB desorbs directly into the
gas-phase.
4.1 Thermodynamic corrections
The Gibbs free energy of a gas-phase molecule can be calculated using
standard formula for a classical ideal gas
Ggas = Egas + ∆H
0,T
gas − TSgas (4.4)
where the energy Egas is the value calculated with DFT including the zero-
point correction (equation (2.9)). ∆H0,Tgas is the change in enthalpy when
raising the temperature from 0 K to T and Sgas is the entropy at temper-
ature T . The standard values for entropy will be used, as changes with
temperature are negligible. Both the change in enthalpy and the entropy
of gas-phase molecules can be obtained from standard tabulated values
[64, 65].
When a species is adsorbed at a surface the pressure term of the en-
thalpy vanishes such that the enthalpy term of the free energy in (4.4) is
substituted by the internal energy ∆U0,Tads . The free energy of a surface
species can then be calculated as
Gads = Eads + ∆U
0,T
ads − TSvibads (4.5)
where the DFT energy, Eads, of the adsorbate is calculated as the energy of
the system with the adsorbate and the surface minus the energy of the clean
surface (Eads = E(ads + surf) − E(surf)). As the species is adsorbed the
rotational degrees of freedom are converted into vibrations at the surface,
and consequently the change in internal energy, ∆U0,Tvib , and the entropy
term TSads only include vibrational components. In the harmonic approx-
imation these terms are given by
TSTads =
∑
i
hνi
ehνi/(kBT ) − 1 − kBT
∑
i
ln(1− ehνi/(kBT )) (4.6)
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and
U0,Tads =
∑
i
hνi
ehνi/(kBT ) − 1 (4.7)
where h is Planck’s constant and the i vibrational frequencies, νi, are found
in harmonic approximation by displacement of the atoms.
One should be cautious when calculating the entropy and internal en-
ergies, using the harmonic approximation, especially if very low modes are
present. These give very large contributions to the total values and there-
fore often lead to incorrect results. Therefore, and because of their small
values the entropy and change in internal energies of surface species are
often neglected [19, 8]. However, at higher temperatures these terms be-
come significant and leaving them out will undoubtedly be a source of error
[66]. Furthermore, a part of these erroneous contributions is reduced as the
first term of entropy is canceled by the internal energy leaving only the
logarithmic part of the entropy term.
From 4.4 and 4.5 we can now calculate the free energy ∆Gi of a reaction,
which in case of reaction step 1) equation (4.2) is
∆G1 = 2GA* −GA2
= 2E
A* + 2∆U
0,T
A*
− 2TSvib
A* − EA2 −∆H
0,T
A2
+ TSTA2 (4.8)
and in general it becomes
∆Gi = ∆Ei + ∆Hi − T∆Si (4.9)
Here i refers to the reaction step number and Ki is the equilibrium constant
of reaction step i. kB is Boltzman’s constant.
4.1.1 The transition state barrier
The forward rate ri of reaction step i is proportional to the reaction constant
ki given by
ri ∝ ki = kBT
h
e
−∆Ga
i
kBT (4.10)
where ∆Gai is the free energy activation barrier. The relation to the equi-
librium constant is
ki
k−i
= Ki = e
−∆Gi
kBT (4.11)
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where k−i is the rate constant for the backward rate. The activation barriers
are usually found using transition state theory where it is assumed that an
activated complex exists at the transition state on top of the energy barrier
in a saddle point on the potential energy surface. The activation barrier
∆Ga1 of reaction step 1) from previous section will in this case be given by
∆Ga1 = G
‡ −GA2
= E‡ + ∆U ‡0,T − TS‡vib − EA2 −∆H0,TA2 + TSTA2 (4.12)
where the ‡ notation refers to the values of the activated complex. In
general this is
∆Gai = ∆E
a
i + ∆H
a
i − T∆Sai (4.13)
The activated complex can be found by searching through the reaction
coordinate in small steps. The two most widely use methods are the nudged
elastic band method [52, ?] or as employed in [Paper II] and [Paper III]
fixed bong length method. When the transition state is found a vibrational
analysis of the activated complex can be carried out and the entropy and
change in internal energy can be calculated using equation (4.6) and (4.7).
Sometimes, especially for dissociative adsorption on oxides, the reac-
tions do not go through a saddle point, but are decreasing in potential
energy all the way from reactant to product. This is illustrated as the
dashed line denoted by E in figure 4.1. In these cases it is not obvious
what the value of ∆Gai in (4.10) should be. For an exothermic reaction
step without a barrier the transition state value E‡ is usually set equal to
the potential energy of the reactants, i.e. ∆Eai = 0 for ∆Ei < 0. In or-
der to use transition state theory, we need to choose transition-state values
for ∆Ha and ∆Sa. We do, however, not know how and where along the
reaction path the vibrational modes are changed.
One possible solution is to set ∆Gai = 0 for ∆Gi < 0. However, having
an activation barrier of 0 eV will at standard conditions result in a turn-
over frequency (TOF) of kBT/h = 6.2 · 1012s−1 per surface site. This is
much higher than the flux F to the surface, which at the same conditions
is of the order of 108 s−1. This leads us to another way of defining the
transition state values, which is to choose the value of ∆Ga to be the one
corresponding to ki = F . This must be the lowest possible value ∆G
a can
take.
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Figure 4.1: Energy diagram of an adsorption reaction, with an effective
activation barrier found by using equation (4.14) and (4.16).
A reaction constant equal to the flux would still in many cases result in
unreasonable high reaction rates. The highest possible value ∆Ga can take
is given by the following equations.
∆Eai = 0 for ∆Ei < 0 and ∆E
a
i = ∆Ei for ∆Ei > 0 (4.14)
and
∆Hai − T∆Sai = 0 for ∆Hi − T∆Si < 0 and (4.15)
∆Hai − T∆Sai = ∆Hi − T∆Si for ∆Hi − T∆Si > 0
An example of this is shown in figure 4.1 as a free energy diagram of an
adsorption process. This method is employed in chapter ?? for the oxidation
process of hydrogen halides.
In summary, we have an upper and a lower boundary for the effective
activation barrier of an exothermic elementary reaction with no transition
state saddle point. It would be reasonable to believe that the value of the
”true” effective barrier is somewhere in between the two. This could be
investigated in each case of reaction by performing vibrational analyses for
complexes along the reaction path.
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4.2 Micro-kinetic methods
For well studied chemical reactions it is often well known which one or two
reaction steps are rate determining for the best catalysts. In this case an
analytical solution can often be found for rate equations in steady state by
assuming that the other reaction steps are in equilibrium. In other cases it is
not obvious which steps are rate determining and it can be necessary to find
the exact solution to the rate equation numerically, e.g. when the reaction
is complex and includes many competing elementary reaction steps.
Finding a numerical solution is, however, not always straight forward.
If a single or few catalysts are to be investigated, it is doable. On the other
hand, in chapter 4 we found that a few parameters, such as the adsorption
energy of specific species, can describe the activity of a range of catalysts.
If we would like to investigate these parameters systematically, we would
have to solve the rate equations for a large number of theoretical catalysts.
Furthermore, without analytical expressions, we cannot get the insight we
need to get a good understanding of the complex reaction mechanisms.
Choosing rate determining reaction steps in order to reach an analytical
solution can, however be problematic, because as we vary the parameters
the steps which are determining the over all rate will also change. Therefore,
the Sabatier [17, 19] and Sabatier-Gibbs analysis presented [67, 68] in this
section are useful analytical tools.
With the Sabatier analysis it is very simple and fast to get a qualitative
overview of the reaction mechanisms. Furthermore, it gives an exact upper
bound to the reaction rate. This means that it can give an indication of
where the model with predeterment rate determining steps breaks down.
The Sabatier-Gibbs analysis, which also gives an upper bound to the rate,
is a little more complex, but in change gives considerably improved results.
The simple model reaction (4.1) from previously, with the two elemen-
tary reaction steps 1) (4.2) and 2) (4.3) will be used to present the different
methods.
The rates of reaction step 1) and 2) can be written as
r1 = k1pA2θ
2
* − k−1θ
2
A (4.16)
r2 = k2pBθA − k−2pABθ* (4.17)
where pA2 , pB and pAB are dimensionless partial pressures of the gas-phase
molecules. θA and θ∗ are the surface coverage of A and the fraction of
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free sites, respectively. The mean-field approximation is used, where it is
assumed that the surface species are distributed randomly over the surface.
The reaction constants ki and k−i are given in (4.10) and (4.11).
4.2.1 Numerical steady state solution
One way to find the exact steady state solution to the rate equation is to
set up differential equations describing the change in coverage of all species
over time. For the simple model reaction above this would result in a single
equation
dθA
dt
= 2r1 − r2 (4.18)
plus the following criteria for the coverage
θA + θ* = 1 (4.19)
0 ≤ θA ≤ 1 and 0 ≤ θ* ≤ 1 (4.20)
In implementing this, it can be useful to apply the following transformation
aX =
√
θX, (X = A, *) (4.21)
After choosing realistic initial values for the coverage the equation is then
integrated in time until steady state is obtained. These differential equa-
tions are, however, often problematic to solve. The coverages can vary
rapidly in time, which easily leads to instability, and since we are usually
only interested in the solution at steady state dθAdt = 0 we can use a root
finder method to solve following set of equations
2r1 = r2 and θA + θ* = 1 (4.22)
where (4.20) still applies. However, numerical problems still exists. The
different parameters in the equations often differ by many orders of magni-
tude, which makes the usual computer accuracy insufficient. Additionally,
the complexity of the set of equations grows rapidly with the number of
elementary steps, and it is becomes difficult, but extremely important to
find a good initial guess.
In chapter 5, a numerical solution to large range of parameters for the
catalytic oxidation reaction of hydrogen halides was found solving a set of
steady state equations equivalent to (4.22). The highest rate of success in
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finding a solution, was obtained when the initial guess was found by solving
the system of differential equations in a short period of time. Additionally
it was necessary increase the computer accuracy from the usual 16 to 80
significant digits. Also patience and a little bit of good luck seemed to be
useful.
4.2.2 Sabatier analysis
The model here referred to as Sabatier analysis [17] is a micro-kinetic tool
inspired by the Sabatier principle explained in the previous chapter. The
energy barriers are all calculated from BEP relations and the surface cov-
erage of each species is assumed to be optimal. Even though the reaction
kinetics in this model are simplified considerably, the overall trends in cat-
alytic activity are recovered impressively well.
We are assuming net forward rates for each elementary reaction step,
i.e. ri ≥ 0 and ∆Gtoti ≤ 0, where ∆Gtoti is the total change in free energy
of the entire system upon reaction step i. For our little model reaction this
results in following bounds on the chemical potential µ
A* of intermediate
A*
∆Gtot1 = 2µA*
− µA2 ≤ 0 ⇔ 2µA* ≤ µA2 (4.23)
∆Gtot2 =≤ 0 ⇔ µAB − µB ≤ µA* (4.24)
This applies in general. The chemical potentials of the intermediates of a
reaction are limited by the chemical potentials of the reactant and prod-
uct molecules. Since µA2 = µ
0
A2
− kBT ln (pA2) and µA* = µ0A* −
kBT ln
(
θA/θ*
)
where µ0X is the standard chemical potential of species X,
equation (4.23) and (4.24) can be rewritten into
∆G1 + kBT ln
(
θ2A
pA2θ
2
*
)
≤ 0 ⇔ θ
2
A
pA2θ
2
*
≤ e
−∆G1
kBT = K1 (4.25)
∆G2 + kBT ln
(
pABθ*
pBθA
)
≤ 0 ⇔ pABθ*
pBθA
≤ e
−∆G2
kBT = K2 (4.26)
and further into
1 ≥= θ
2
A
K1pA2θ
2
*
= γ1 and 1 ≥
pABθ*
K2pBθA
= γ2 (4.27)
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where we have introduced the approach to equilibrium γi. The rate equa-
tions (4.16) and (4.17) can know be written as
r1 = 2k1pA2θ
2
*(1− γ1) (4.28)
r2 = k2pBθA(1− γ2) (4.29)
γi is, as the name reveals, a measure for how far reaction step i is from
equilibrium. For γi = 1 the reaction step is in equilibrium and for low
values of γi the reaction step is far from equilibrium. An upper bound to
ri is obtained for γi = 0. We get a more strict upper bound, however, from
following relation for the approach to equilibrium for the overall reaction
γ = γ1γ
2
2 =
p2AB
K1K22pA2p
2
B
, 0 ≤ γ ≤ 1 (4.30)
In general this is
γ =
∏
i
γnii (4.31)
where ni is the stoichiometric coefficient for reaction step i. This means
that γnii cannot be lower than the overall approach to equilibrium γ
0 ≤ γ ≤ γnii ≤ 1 (4.32)
For each elementary reaction step we can now write the optimal reaction
rate within the framework of the Sabatier analysis. For the first elementary
reaction step this is obtained when setting γ1 = γ and θ* = 1:
rmax1 = 2k1pA2(1− γ) (4.33)
The Sabatier rate for the second elementary reaction step can be found by
the same means. γ2 =
√
γ and θA = 1:
rmax2 = 2k2pB(1−
√
γ) (4.34)
The overall Sabatier reaction rate is bound by the lower of rmax1 and r
max
2 .
RSabatier = min {rmax1 , rmax2 } (4.35)
An example is given in section 4.2.4.
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4.2.3 Sabatier-Gibbs analysis
As Sabatier analysis is based on optimal coverages for the forward rate
of each elementary reaction it fails quantitatively in cases where coverage
of a species is much smaller than optimal. The Sabatier-Gibbs analysis
is improving this by introducing stricter upper bounds to the coverages
of the forward reactions rates. Since γi are functions of coverages, the
constraints on γi equation (4.32) can be used in finding maximum values
for the different coverages.
It is convenient to introduce the coverage activities of surface species A
λA = θA/θ*. Then γ1 from equation (4.27) can be written as
γ1 =
θ2A
K1pA2θ
2
*
=
λ2A
K1pA2
(4.36)
and by using that γ ≤ γ1 ≤ 1, an upper and lower boundary of λA can be
found
λminA =
√
γpA2K1 and λ
max
A =
√
pA2K1 (4.37)
From the site conservation θ* + θA we can find the maximum fraction of
free sites
θmax* =
1
λminA + 1
(4.38)
and the maximum coverage of species A
θmaxA =
λmaxA
λmaxA + 1
(4.39)
The net forward rate of the two elementary reactions can then be found as
for the Sabatier analysis. However, here the θA and θ* are substituted by
(4.40) and (4.41).
rmax1 = 2k1pA2θ
max
* (1− γ) (4.40)
rmax2 = k2pBθ
max
A (1−
√
γ) (4.41)
The overall Sabatier-Gibbs rate of the model system is
RSG = min {rmax1 , rmax2 )} (4.42)
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Figure 4.2: Turnover frequencies (TOF) for the model system described in
the previous sections for varies values of γ. The magenta dashed line is
the exact numerical solution, the green line is the Sabatier-Gibbs rates and
the dotted line is the Sabatier solution at γ = 0.99. The Sabatier lines for
γ = 10−3 and γ = 10−7 are not distinguishable from the lines for maximal
dissociation and desorption.
4.2.4 Volcano curves
In this section turnover frequencies (TOF) are determined for our simple
model reaction (4.2) and (4.3). This is done by employing both the Sabatier
and the Sabatier-Gibbs analyses and by finding the steady state solution
numerically. The performance of the two simple approximations can the be
compared with the exact solution. The results are shown in figure 4.2 for
different values of γ.
In order to calculate the rate and equilibrium constants we have to make
some further assumptions. First of all, the activation barrier are calculated
using the universal BEP relation from section 3.2 for dissociative adsorption
of diatomic molecules on transition metal surfaces. The gas-phase entropy
of A2 is set to 0.002 eV, which is close to the value of many diatomic
molecules [65]. The entropy of the product AB is assumed to be equal to
the entropy of reactant B and the changes in enthalpy and the entropy of
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surface species A is neglected. The exact numbers are not important in
order to compare the performances of the different models.
For γ → 0 far from equilibrium the Sabatier volcano is in good agree-
ment with the numerical solution. Only in the small range at the top
where neither of the coverages, θ* and θA are optimal the Sabatier vol-
cano deviates a little. However when the reaction approaches equilibrium,
for γ → 1, the TOF calculated with the Sabatier analysis differs by many
orders of magnitude. Qualitatively, however, the two volcanoes are still
in good agreement. For the more noble surface to the right in the figure
reaction step 1) is strongly rate limiting, γ1 ≈ γ and the Sabatier analysis
is exact in that limit. For the very reactive surfaces the opposite applies.
From (4.37) we see that the Sabatier-Gibbs analysis is exact for γ → 1,
which figure 4.2 also indicates, but also for all other values of γ the Sabatier-
Gibbs analysis performs surprisingly well for this simple system. For more
complex reactions with more elementary steps and more intermediate sur-
face species the Sabatier-Gibbs analysis cannot be expected to perform
equally well. Moreover, for more complex systems the analytical deriva-
tion gets considerably more complex compare to the Sabatier analysis. In
chapter 5 the Sabatier-Gibbs analysis is tested on a more complex catalytic
reaction, namely the oxidation of hydrogen-halides on rutile oxides.
In general, the small changes applied in the Sabatier-Gibbs analysis
compared to the Sabatier description improves the performance consider-
ably. However, even though the precision of the Sabatier-Gibbs analysis
by far exceeds the one of the Sabatier analysis, the Sabatier analysis has a
great advantage in its simplicity.
4.3 Sensitivity analysis
The standard error of an adsorption energy in calculated in DFT is approx-
imately 0.2 eV. In this section, a simple analysis is given, of how precise
we can expect to be able to valuate the rate of a given reaction taking
this error in DFT into account. First, we will apply an error to an energy
barrier in order to estimate the influence on the onset temperature for a
reaction, i.e. the lowest temperature at which the products of the reaction
can be measured.
We consider a reaction where the association of a diatomic molecule is
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rate determining.
2A*→ A2 + 2*
This is the case of the oxidation process of HCl over RuO2 (A=Cl). See
chapter 5. Furthermore, we assume and that the coverage of species A, θA,
is constant and equal to one. Then the rate then becomes
r =
kBT
h
e
−∆Ea
kBT =
kBT
h
e
−2∆EA
ads
kBT (4.43)
where ∆Ea = ∆EA2diss = 2∆E
A
ads > 0 is the effective energy barrier and
∆EAads is the adsorption energy of A. As in the cases described in section
4.1.1 there is no additional transition state barrier.
Applying an error δ to the effective barrier results in a shift in onset
temperature ∆T and the following expression is valid.
r =
kBT
h
e
−∆Ea
kBT =
kBT
h
e
−∆Ea+δ
kB(T+∆T ) (4.44)
We get
∆T =
δT
∆E
(4.45)
Shifting ∆EAads by -0.2 eV from -0.65 eV (∆E
Cl
ads on RuO2) to -0.85 eV, i.e.
δ = 0.4 eV, and choosing T = 473 K (approximate onset temperature of
the oxidation process of HCl over RuO2), we get a shift ∆T = 146 K in
temperature. Note that for lower barriers or higher temperatures this shift
will be even larger.
Similarly the sensitivity of the reaction rate can be estimated by
kBT
h
e
−(∆E+δ)
kBT = re
−δ
kBT (4.46)
which means that if we apply an error, δ, to the effective barrier the rate
will change with a factor of e−δ/(kT ). If we set δ = 0.4 eV and T = 573
K (the temperature at which the volcano plots in chapter 5 are calculated)
this factor is as much as 3.0× 10−4.
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Chapter 5
Oxidation of hydrogen
halides
In this chapter the tools explained in the previous chapters have been em-
ployed in order to investigate the heterogeneous catalytic oxidation of hy-
drogen halide (HCl, HBr and HI) over rutile oxide (110) surfaces. The
chapter is based on the results presented in [Paper IV], where an analysis of
the the reactions are given based on a numerical solution to a micro-kinetic
model. Furthermore, an analytical analysis is given based on the newly de-
veloped Sabatier-Gibbs analysis. This is done in order to contribute to the
understanding of the reaction mechanisms and equally important to vali-
date our new micro-kinetic tool the Sabatier-Gibbs analysis. The reactions
considered are the following.
4HCl + O2 ⇀↽ 2Cl2 + 2H2O (5.1)
4HBr + O2 ⇀↽ 2Br2 + 2H2O (5.2)
4HI + O2 ⇀↽ 2I2 + 2H2O (5.3)
5.1 The rutile (110) surface
The rutile (110) surface have presented shortly previously in chapter 3,
where they where found be to promising as catalyst. Actually, RuO2 have
recently been shown experimentally to be a good oxidation catalyst in gen-
eral [20] and also (supported on TiO2) specifically for the Deacon process
equation (5.1) [25].
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Figure 5.1: Schematic view of the (110) rutile surface. Blue and red spheres
represents transition metal and oxygen atoms, respectively.
The chemistry on the rutile oxide (110) surfaces is primarily taking place
on the coordinative unsaturated (cus) sites. These cus sites are situated
between rows of oxygen atoms that are strongly bound at the bridge sites
between two metal atoms (see figure 5.1). Experimental and theoretical
work on the RuO2 surface shows that under reaction conditions of the
Deacon process most of these bridging oxygen atoms will be replaced by
chlorine [8, 28, 29]. Bridging oxygen atoms of TiO2 and IrO2 surfaces on
the other hand are not predicted to be replaced [8]. Similar calculations
predict that RuO2 and PtO2 exposed to HBr and HI will have the bridging
oxygen atoms replaced by Br and I, respectively. Phase diagrams are shown
in supplementary materials to [Paper IV].
Replacing bridged oxygen by halides has been shown to have a rather
small effect to adsorption energies on cus sites in the case of chlorine [8]
and we assume that the same is true for bromine and iodine. We therefore
limit this first analysis to surfaces with oxygen in the bridge site only. Since
bridge oxygen is very strong bound compared to adsorbates on cus sites the
reaction is occurring along the cus sites only.
5.2 The micro-kinetic model
In our micro-kinetic model we are assuming that the oxidation reactions
of hydrogen halides reaction (5.1) to (5.3) can be divided into following
elementary reaction steps, where X=Cl, Br or I.
(R1) O2 + 2* ⇀↽ O2** (5.4)
(R2) O2** ⇀↽ 2O* (5.5)
(R3) O* + * + HX ⇀↽ OH* + X* (5.6)
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(R4) 2X* ⇀↽ 2* + X2 (5.7)
(R5) 2OH* ⇀↽ O* + * + H2O (5.8)
where * denotes an empty site on the surface and O2** is refers to the
fact that O2 is covering two sites. The reaction rates for each elementary
reaction step can be written as
r1 = k1pO2θ
2
∗ − k−1θO2 = k1pO2θ2∗(1− γ1) (5.9)
r2 =
1
2
k2θO2 − k−2θ2O =
1
2
k2θO2(1− γ2) (5.10)
r3 = k3pHXθOθ∗ − k−3θOHθX = k3pHXθOθ∗(1− γ3) (5.11)
r4 = k4θX2 − k−4pX2θ2∗ = k4θX2(1− γ4) (5.12)
r5 = k5θ
2
OH − k−5pH2OθOθ∗ = k5θ2OH(1− γ5) (5.13)
where pHX, pO2 , pX2 and pH2O are the partial pressures of the gas-phase
species and θO2 , θO, θOH and θX are the coverages of the surface species
and θ* is the remaining fraction of free sites. The forward and backward
rate constants ki and k−i are given by the equations (4.10) and (4.11) and
the activation barriers are calculated as described in section 4.1.1.
In a recent study a similar analysis of the Deacon process was performed
where reaction step 2) and 4) were chosen to be rate determining [8]. This
assumption was made on the basis of the thermodynamics. In [Paper IV] we
did not make any assumptions about rate determining step. The turnover
frequencies in the first part of this chapter are found by solving following
system of equations numerically as described in section 4.2.1.
r1 = r2, r2 = 4r3, 2r3 = r4, r4 = r5 (5.14)
and
θO2 + θO + θOH + θX + θ* = 1 (5.15)
In the last part of the chapter a Sabatier-Gibbs analysis is performed. This
kind of analysis is explained in section 4.2.3.
In our micro-kinetic analyses we are considering two coverage regimes.
One, which simulates that halides cover 50% or less of the surface and
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Figure 5.2: Gibbs free energy diagram for the oxidation of HCl, HBr, and
HI on RuO2(110) at 573K as obtained from DFT calculations. Solid and
dotted lines represent high and low coverages, respectively. X denotes a
halide (Cl, Br, or I) and * denotes an adsorbed atom or molecule.
one simulating coverage of halides close to 100%. These correspond to
two distinct models. The difference between the two model lies exclusively
in the atomic configurations in the DFT calculations for the adsorption
energies. In the high coverage model the adsorption energy of OH and X
have been calculated by adsorbing them next to an X atom in a 2× 1 unit
cell. In the low coverage model OH and X are adsorbed next to a free in
an equivalent unit cell. Both the energy of adsorbed oxygen atoms and the
energy of adsorbed O2 are calculated alone in the cell. The coverage of O2
is thus equal to one as it covers two sites.
5.3 The RuO2 catalyst
In figure 5.2 free energy diagrams are shown for the reactions over RuO2
at 573 K. The Gibbs free energies are calculated as described in section
4.1. In the figure the energies for the high coverage model and for the
low coverages model are shown as solid and dotted lines, respectively. As
seen, the oxidation of the hydrogen halides becomes more exothermic from
chlorine to bromine to iodine. The reaction cycle starts with the dissociative
adsorption of the hydrogen halide on the cus site of an oxygen pre-covered
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surface. Adsorption proceeds via dissociation of hydrogen halide where the
hydrogen atom binds ontop the oxygen and the halide atom binds directly
to the free cus site. The next step is the dissociative adsorption of O2. After
adsorption of a second hydrogen halide the two OH groups recombine to
give H2O and on adsorbed oxygen atom. The two adsorbed halide atom
then recombine to Cl2, Br2 or I2.
For HCl at 573 K, the recombination of two Cl atoms represents the
most difficult step of the catalytic cycle. Moreover, it can be seen that
this step is only feasible in the high coverage regime as recombination be-
comes prohibitively endothermic at low chlorine coverages, in agreement
with earlier theoretical studies [8, 27]. Also for HBr this is the most energy
demanding step in HBr oxidation at 573 K. As for HCl oxidation, this step
is more facile at high coverages, though the difference to the low coverage
regime is not as large. Interestingly, recombination of two iodine atoms to
form I2 is similarly uphill as the recombination of two Cl and two Br at
high coverages. Recombination of two iodine atoms at low coverages on the
other hand is only slightly endothermic by 0.08 eV. This is due to inter-
actions between iodine atoms that increase overall iodine binding at high
coverages. HI oxidation will thus be more active at low coverages whereas
HCl and HBr oxidation will occur in the high coverage regime.
Figure 5.3 shows the turnover frequencies (TOF) as a function of tem-
perature for both, for the high and low coverage regimes. Inspection of the
figure what one would expect from the energetics shown in figure 5.2. As
recombination of two halide to form either Cl2, Br2 or I2 is very similar for
all three processes at high coverages, their onset activities for X2 produc-
tion are also very similar. All three halides start the production around
500K. Similar results was found for HCl oxidation over RuO2(110) from
theoretical [8] as well as experimental work [27]. The activity for chlorine
and bromine in the low coverage regime, is much lower whereas a higher
activity is predicted for iodine at low coverages in the same regime, i.e. I2
production at low coverages is starting already around 400 K. The oxida-
tion of HI is known to be a fast process compared to the Deacon process
[69].
The sensitivity analysis in section 4.3 showed that applying an error of
0.2 eV to the adsorption energy of chlorine shifted the onset temperature
calculated with our model by as much as 150 K. The rates given in figure
5.3 should therefore be considered with caution and we see this more as a
trend study rather than being able to predict the magnitude of total rates.
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Figure 5.3: Turnover frequencies (TOFs) as a function of temperature for
HCl, HBr, and HI oxidation over RuO2(110) as obtained from the solvation
of the microkinetic model described above. Results for high (solid lines)
and low (dotted lines) coverages are shown.
5.4 Applying scaling relations
In order to extend this model to other rutile (110) surfaces, we applied scal-
ing relations, which are explained in section 3.1. In general BEP relations
(section 3.2) are also needed in order to estimate the activation barrier.
However, as shown in section 3.2 the BEP lines for rutile (110) surfaces
are equal to the dissociation line. Therefore, the activation energy can be
calculated directly from the scaling relations.
In order to describe the overall processes, the adsorption energies of
the six different surface species, O2**, O*, OH*, Cl*, Br*, and I* are
considered. In earlier studies O* was used to describe the adsorption of
OH* [8, 5] and in [Paper I]. Later models, however, differentiate between O*
and OH* adsorption energies [70] since their scaling behaviour is not always
perfect. This can also be seen in figure 5.4 where the relation between OH*
and O* is shown. While the overall trend between OH* and O* is clearly
observed, a mean absolute error (MEA) of 0.74 eV suggests that one has
to take care when using this scaling relation.
Interestingly, a few outliers, e.g. IrO2 and VO2, cause the large MEA.
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Figure 5.4: Dissociative chemisorption energy of O2 (∆E
O2
diss) plotted as a
function of the adsorption energy of OH (∆EOHads ) on a variety of rutile(110)
surfaces as obtained from DFT calculations. Gas-phase O2 and H2O are
used as a reference, respectively.
We tested the values obtained for IrO2 and RuO2 with the all electron
DFT code GPAW [71] using the RPBE functional[?], and obtained similar
results, which are show as green triangles in the figure. This may indicate
that the deviations originate from differences in the underlying physics
of the systems that are not described by the scaling relations. We have
therefore chosen to invoke OH* as a second descriptor in our model. It
turns out that this is a better descriptor for the adsorption energies of the
remaining species.
Figure 5.5 a) and b) show the scaling of intermediates as a function of
OH* for the low and high coverage regimes, respectively. As can be seen
in figure 5.5 a) the adsorption energies of the halides scale with the OH
binding energy. A slope of 1 has been fitted through the binding energies
of the halides giving reasonable correlations. The error does, however,
increase when going from chlorine to bromine and is largest for iodine. The
adsorption energy of O2 has been found to scale best with the adsorption
energy of OH as well. A slope of 1.42 is obtained when fitting through the
O2 adsorption values.
Figure 5.5 b) shows the scaling of the adsorption energies of chlorine,
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Figure 5.5: a) Adsorption energies of Cl, Br, and I at a coverage of 0.5 and
adsorption energies of O2 at a coverage of 1.0 plotted as a function of the
chemisorption energy of OH at a coverage of 0.5 on a variety of rutile(110)
surfaces as obtained from DFT calculations. b) Adsorption energies of Cl,
Br, and I, at a coverage of 1.0 plotted as a function of the chemisorption
energies of OH at a coverage of 1.0. OH coverage of 1.0 is achieved by
adsorbing an OH in a 2x1 unit cell next to a Cl, Br, and I for the Cl, Br,
and I scaling, respectively. Gas-phase Cl2, Br2, I2, O2, and H2O are used
as a reference, respectively.
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bromine and iodine atoms in the high coverage regime. The slopes are less
than those obtained for the low coverage and are decreasing from chlorine
to bromine and iodine, with scaling relation for iodine having a slope of
zero. This is due to an extensive interaction between two halides that are
adsorbed next to each other. This interaction increases from chlorine to
bromine and iodine so that the effect is largest for iodine. The interaction
between halides can be seen as decreasing this scaling due to a decrease in
interaction between the halides and the oxide surfaces.
5.5 Activity volcanoes
The scaling relations in figure 5.5 are used in order to establish volcano
relations for the activity of the three different oxidation processes. The
volcanoes are shown in figure 5.6. We have treated the case of high and low
coverage as two separate models. Figure 5.6 combines these two models,
where the more active one of the two is shown. Accordingly, O2 dissociation
energies and OH adsorption energies are shown for the respective cases of
high and low coverage. For all three processes, RuO2 is the oxide that is
closest to the top of the volcano.
When moving along the diagonals of the volcano plots from lower left
to upper right corner, we are going from the very reactive rutile surfaces to
the most noble. Along this path we are also moving from a region where
the high coverage model are shoving more activity to a region where the
low coverage model are dominating. In the case of Cl2 production the two
models are shifting near the RuO2 point and for Br2 and I2 it further to
the left. All of this make good sense, however, it is not given that by the
implementation of the model that e.g. the low coverage model should dom-
inate in the actual low coverage regime (noble surfaces). Therefore as we
move away from diagonal, the analysis of this combined models for high and
low coverages of the halides should be used with caution. Another, more
systematic but also more computational demanding way of introducing in-
teractions between adsorbates in micro-kinetic models has been presented
recently [72].
Furthermore, it should be noted that the volcano is quite steep and
that the errorbars of materials that are located at the edges stretch over
three orders of magnitude. This stresses again that our analysis is more of
a trend study rather than a quantitative prediction of reaction rates.
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Figure 5.6: Volcano curves (turnover frequencies (TOFs) plotted as a func-
tion of ∆EOHads and ∆E
O2
diss) for HCl, HBr, and HI oxidation. The TOFs are
based on a combination of high and low coverage regimes, where the highest
rate of these two is plotted. Accordingly, O2 and OH binding energies of
metal oxides employed in this study at high and low coverages are depicted
with an error bar of 0.2 eV. Reaction conditions are: 573 K, ( pO2=0.6 bar,
pOH=0.3 bar, pH2O=0.05 bar, and pX2=0.05 bar)
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5.6 Sabatier-Gibbs analysis
In this section the Sabatier-Gibbs analysis is performed on the reaction
scheme (5.4) to (5.8). This is done both in order to get a deeper under-
standing of the reaction mechanism underlying the process and equally im-
portant to test the method on a real process. We will follow the procedure
outlined in section 4.2.2 and 4.2.3.
The approaches to equilibrium γi in the rate equations are
γ1 =
θO2
2K1pO2θ
2∗
=
λO2
K ′1
, K ′1 = 2K1pO2 (5.16)
γ2 =
2θ2O
K2θO2
=
λ2O
K ′2λO2
, K ′2 =
K2
2
(5.17)
γ3 =
θOHθX
K3pHXθOθ∗
=
λOHλX
K ′3λO
, K ′3 = K3pHX (5.18)
γ4 =
pX2θ
2∗
K4θX2
=
1
K ′4λX
, K ′4 =
K4
pX2
(5.19)
γ5 =
pH2OθOθ∗
K5θ2OH
=
λO
K ′5λ2OH
, K ′5 =
K4
pH2O
(5.20)
where we have introduced the notation K ′i in order to simplicity the nota-
tion. The surface activities are:
λO2 =
θO2
θ2∗
, λO =
θO
θ∗
, λOH =
θOH
θ∗
, λX =
θX
θ∗
(5.21)
The overall approach to equilibrium γ i given by
γ =
1
K1K2K43K
2
4K
2
5
p2X2p
2
H2O
p4HXpO2
(5.22)
Using equation (5.16) to (5.20) these can be written in terms of K ′i and
γi
λO2 = γ1K
′
1 (5.23)
λO =
√
γ1K ′1γ2K ′2 (5.24)
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λX =
1√
γ4K ′4
(5.25)
λOH = γ3K
′
3
√
γ1K ′1γ2K ′2γ4K ′4 (5.26)
From equation (4.31) and (4.32) we recall that γ = γ1γ2γ
4
3γ
2
4γ
2
5 and 0 ≤
γ ≤ γnii ≤ 1 which we can use in order to set upper and lower boundaries
on the surface activities (5.23) to (5.26):
λminO2 = γK
′
1, λ
max
O2 = K
′
1 (5.27)
λminO =
√
γK ′1K ′2, λ
max
O =
√
K ′1K ′2 (5.28)
λminX =
1√
K ′4
, λmaxX =
1
γ
1
4
√
K ′4
(5.29)
λminOH = K
′
3
√
γK ′1K ′2K ′4, λ
max
OH = K
′
3
√
K ′1K ′2K ′4 (5.30)
From the coverage sum rule (5.15) we can find an expression for the fraction
of free sites, θ∗, as function of the surface activities.
θ2∗λO2 + θ∗(1 + λO + λOH + λX)− 1 = 0 ⇔
θ∗(λO2 , λO, λX, λOH) = (5.31)
−(1 + λO + λOH + λX) +
√
(1 + λO + λOH + λX)2 + 4λO2
2λO2
The maximum fraction of free sites are found when the surface activity of
all species are at a minimum:
θmax∗ = θ∗(λ
min
O2 , λ
min
O , λ
min
X , λ
min
OH ) (5.32)
where the surface activities are given by equation (5.23) to (5.26). The
maximum coverage of O2, θ
max
O2
, is found when the surface activity of O2are
maximal and the other surface activities are in minimum. θO2 is isolated
from 5.15 while (5.31) is used for θ∗.
θmaxO2 = 1− θ∗(λmaxO2 , λminO , λminX , λminOH )
(
1 + λminO + λ
min
OH + λ
min
X
)
(5.33)
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The maximal surface coverages are found in the same manner. For O* this
becomes
θmaxO = 1− θ∗(λminO2 , λmaxO , λminX , λminOH )2
−θ∗(λminO2 , λmaxO , λminX , λminOH )
(
1 + λminOH + λ
min
X
)
(5.34)
Now we can find the expressions for the maximal coverages, which we can
use to find the maximal rates for each individual elementary steps:
rmax1 = k1pO2θ
max
∗
2(1− γ) (5.35)
rmax2 =
1
2
k2θ
max
O2 (1− γ) (5.36)
rmax3 = 4k3pHXθ
max
O θ
max
∗ (1− γ
1
4 ) (5.37)
rmax4 = 2k4θ
max
X (1− γ
1
2 ) (5.38)
rmax5 = 2k5θ
max
OH
2(1− γ 12 ) (5.39)
The Sabatier-Gibbs rate for the oxidation of hydrogen halides are then
bound by rmaxi for the elementary steps:
RSG = min{rmax1 , rmax2 , rmax3 , rmax4 , rmax5 } (5.40)
In figure 5.7, the resulting Sabatier-Gibbs rates are shown as dashed
lines for Cl2, Br2 and I2 production. The filled contour plot is the exact
steady state solution. When comparing the to volcanoes it can be seen
that the Sabatier-Gibbs analysis is given a result very close to the numerical
solution in most of the area of the plot. Especially where the O2 dissociation
seems to be limiting, i.e. horizontal lines in the plot, the Sabatier-Gibbs
analysis is very precise. Also in the area of weak binding of O and OH
(upper right quarter) the agreement is perfect. For strong binding of OH
there is a slightly disagreement corresponding to approximately a factor of
three, and also at the top of the volcano where non of the coverages are
optimal, the Sabatier-Gibbs analysis predicts a somewhat higher rate.
In the lower right quarter, however, the Sabatier-Gibbs analysis fails
quantitatively. This deviation becomes large as we go down through the
halides. This is because the reactions become more exothermic and we
move away further away from equilibrium when we go from Cl and Br to
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Figure 5.7: Numerical steady state solution to the rate equations ??? as in
figure 5.6 compared to the Sabatier-Gibbs rate (5.40) shown by the dashed
contour plot. The approaches to equilibrium are as follows; Cl: γ = 6.4 ·
10−10, Br: γ = 8.6 · 10−13, I: γ = 2.6 · 10−36.
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Figure 5.8: The numbers indicate which of the five rates (5.35) to (5.39)
that are rate determining in the Sabatier-Gibbs analysis of the oxidation
process of HBr. Gray dashed lines indicate the Sabatier-Gibbs volcano.
I, and as we recall from section 4.2.3 and 4.2.4 the Sabatier-Gibbs analysis
becomes exact when the reaction is in equilibrium (γ = 1).
One of strengths of an analytical analysis is as mentioned before that we
can get a more detailed understanding of the reaction mechanisms. As an
example the predicted rate determining steps for the oxidation of bromine
are shown in figure 5.8. The corresponding plots for chlorine and iodine are
very similar. We can here see that for catalyst like RuO2 and RhO2 there
are not only two, but three or four competing reaction steps at 573 K. In
an earlier study reaction step 2) and 4) was chosen to be rate determining
on the basis of the thermodynamics. Figure 5.8 shows that this is only half
the truth and care should therefore be taking when making assumptions
about rate determining steps. Sabatier-Gibbs could be good tool for finding
which steps are rate determining.
5.7 Summary
We investigated the heterogeneously catalysed oxidation of the three halides
HCl, HBr, and HI with molecular oxygen over rutile oxide (110) surfaces.
We used the previously established reaction mechanism for HCl oxidation
and assume that the HBr and HI oxidation follow a similar reaction mech-
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anism. By employing a full micro-kinetic model without any presumptions
on rate determining steps we were able to show that HCl and HBr oxidation
over the RuO2(110) surface are starting at about 500 K while HI oxidation
already starts at about 400 K. Interestingly, HI oxidation was found to oc-
cur at low I coverages, whereas high coverages of Cl and Br are needed to
facilitate Cl2 and Br2 desorption.
We have extended earlier developed scaling relations between differ-
ent adsorbates on rutile oxide surfaces and were able to describe all three
reactions by only two parameters, ∆EOHads and ∆E
O2
diss. These linear en-
ergy relations were combined with the micro-kinetic modelling leading to
volcano-shaped relationships for HX oxidation. It was found that HX ox-
idation occurs at high coverages on the strong binding site whereas low
coverages yield higher turnovers for the weaker binding oxides. RuO2 was
found to be close to the top of all three oxidation volcanoes. The rate over
RuO2 is observed to increase from chlorine to bromine to iodine. Having
established these volcano relationships new catalytic materials could now in
principle be screened using simple DFT calculations of adsorption energies
of O and OH.
Furthermore, a Sabatier-Gibbs analysis was performed for the same
processes and showed good agreement with the numerical solution. The
rate limiting elementary reaction steps was established for most regions in
the activity plot, by looking at the Sabatier-Gibbs rates. This means that
Sabatier-Gibbs is a good tool to determine rate limiting steps.
It should be noted that HBr and HI oxidation is analysed under the
presumption that the reaction mechanism is similar to that established for
HCl. Importantly, further oxidation of Br2 (I2) to BrOx species is neglected
in this study. Inclusion of further oxidation products might, however, be
an important part of the analysis and calls for a treatment on selectivity.
In addition, the stability of the catalytic materials and their active surface
is not treated in this study and needs to be taken into account in the search
for HX oxidation catalysts due to the extremely harsh reaction conditions
present.
Chapter 6
Kinetics of larger molecules
In chapter 5 about oxidation of hydrogen halides over rutile oxide surfaces,
the adsorbed O2 molecule is lying down on the surface and covers two
active sites on the rutile (110) surface. Wondering about how to write up
the kinetics correctly in this case let us into a scientific sidetrack. The
result of this is presented in this chapter.
In the micro-kinetics described previously in chapter 4.2 the so called
mean-field approximation has been assumed to apply. In the mean-field
approximation it is assumed that all adsorbed species are distributed ran-
domly over the surface, and that there are no interactions between adsor-
bates and that each adsorbate covers exactly one site.
If we consider a surface partly covered with two species that will react
with each other. Within the mean-field approximation the rate of this
reaction will be proportional to the product of the coverage of the two
species. If one of the species is clustering on the surface due to attractive
interactions the mean-field approximation will break down. The rate will
decrease with the size of the clusters, because the reaction only takes place
on the edges.
Another case where the mean-field approximation may not be as the
good as desired, is when a large part of the surface is covered with large
molecules blocking more than one site and the reaction considered depends
on further adsorption of large molecules. The reason the mean-field ap-
proximation does not necessarily apply in this case is due to the fact that
the large molecules occupies x sites next to each other on the surface. The
occupied sites are therefore grouped together x by x, and x adjacent free
sites are easier to find on a surface where the occupied sites are grouped
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than if they are randomly spread. Because if the occupied sites are grouped
so will the free sites be. How large effect this will have on the reaction rate
is not obvious. In this section, we will address this question by looking at
the adsorption of linear molecules.
A(g) + x*→ A(x*) (6.1)
Here (x*) means that surface species A occupies x sites. In the mean-
field approximation we would write the rate of this reaction as
r = r+ − r− = k+pA(1− θ)x − k− θ
x
(6.2)
Here θ is defined as how large a fraction of the surface is covered with A
molecules, i.e. θ = xjN where j is the number of molecules and N is the
total number of surface sites. In the first part of the equation, considering
the forward going reaction, (1 − θ)x is the probability of finding x empty
sites.
The configurational entropy within the mean-field approximation can
be calculated to be
∆Sconfig = kB ln
(1− θ)x
θ
x
(6.3)
and we get
e
∆Sconfig
kB =
(1− θ)x
θ
x
∝ 1
γ
=
r+
r−
(6.4)
In (6.2) it is neglected that the two sites has to be next to each other
and that the free sites are not equally distributed over the surface. In the
following we find the correct probability assuming that Ax is the only type
of species on the surface.
We will consider a surface (or a lattice structures of any dimension)
with N sites that each have z sites as nearest neighbors. The surface is
decorated with j linear molecules each occupying x sites in a row. We will
assume that N >> x. The number of free sites is N − xj and the number
of ways to choose two adjacent sites of which the first is free is z(N − xj).
This system is similar to the ones described by Guggenheim in 1944 [73, 74]
and Dimarzio in 1961 [75] and we will adapt the same way of counting.
Each adsorbed molecule has (zx − 2x + 2) neighbor sites. From this
follows that the number of ways to choose two sites where the fist one is
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occupied and the second is either free or occupied by another molecule than
the first site is (zx− 2x+ 2)j. If P denotes the probability that a neighbor
site to either a molecule or a free site is free, then (zx − 2x + 2)jP is the
number of combinations of two adjacent sites where one is free and the
other is occupied.
When we have realized the above reasoning we can write the probability
that a neighbor site to a free site is occupied (1−P ) as the number of ways
to choose two sites where the first is free and the second occupied over the
total number of ways to choose two sites where the first one is free.
1− P = (zx− 2x+ 2)jP
z(N − xj) (6.5)
This gives an expression for the probability that a given neighbor site to a
free site is also free
P =
z(N − xj)
z(N − xj) + (zx− 2x+ 2)j =
N − xj
N − 2z (x− 1)j
(6.6)
Now we can start putting molecule number j + 1 onto the surface seg-
ment by segment. The first segment has (N − xj) site to choose from and
when the first segment of the molecule is placed the next one has an ex-
pected number of zP free sites to choose from. As we are only looking
at straight and linear molecules the rest of the segments are placed in the
same direction as the second with the probability P that the given site is
free. Now we can write up the total number of ways to place the (j + 1)th
molecule onto the surface.
νj+1 =
z
2
(N − xj)P x−1 = z(N − xj)
x
2
(
N − 2z (x− 1) j
)x−1 (6.7)
=
(
z
2
)x
xx
(x− 1)x−1
(Nx − j)x(
zN
2(x−1) − j
)x−1 (6.8)
We have divided by 2 in order not to double count. The number of combi-
nations in which we can place n molecules onto the surface is
g =
1
n!
n−1∏
j=0
νj+1 =
(
z
2
)xn
xxn
(x− 1)(x−1)n
(
N
x
)
!
x (
zN
2(x−1) − n
)
!
x−1
(
N
x − n
)
!
x (
zN
2(x−1)
)
!
x−1
n!
(6.9)
≈
(
z
2
)xn
N !
(
z
2N − n(x− 1)
)
!
(N − xn)! ( z2N)!n! (6.10)
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Where it in the last term has been used that we from Stirling’s approxima-
tion, ln(N !) ≈ N lnN −N , can write Nx !
x ≈ N !
xN
.
The configurational entropy, S, is given by
Sconfig = kB ln(g) (6.11)
Using Stirling’s approximation again this gives
Sconfig(n,N)
kB
= nx ln
z
2
+N lnN
+
(
z
2
N − n(x− 1)
)
ln
(
z
2
N − n(x− 1)
)
−(N − xn) ln(N − xn)− z
2
N ln(
z
2
N)− n lnn (6.12)
which can be rewritten into
Sconfig(θ)
NkB
=
z
2
(
1− 2x− 2
zx
θ
)
ln
(
1− 2x− 2
zx
θ
)
−(1− θ) ln(1− θ)− θ
x
ln
θ
x
+
θ
x
ln
z
2
(6.13)
where the substitution θ = xnN has been made.
In order to find the change in configurational entropy Sconfig has to be
differentiated with respect to n:
∆Sconfig =
dSconfig
dθ
dθ
dn
= kB ln
(
(1− θ)x
θ
x(1− 2x−2zx θ)x−1
)
(6.14)
r+/r− is proportional to the fraction inside the natural logarithm:
r+
r−
∝ (1− θ)
x
θ
x(1− 2x−2zx θ)x−1
(6.15)
From this it is not apparent which part of the fraction that belongs to the
forward and the backward rate. However, the backward rate has to be
proportional to the number of molecules on the surface
r− ∝ θ
x
(6.16)
which leaves the following for the forward rate
r+ ∝ (1− θ)
x
(1− 2x−2zx θ)x−1
(6.17)
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Because there is no interaction between the molecules, we imagine that
when the gas-phase molecule approaches the surface it has a pre-determent
direction against x specific sites in a straight line. The factor in (6.17)
should be the probability that the x given sites are all free, i.e. the number
of combination for a set of x free sites (6.7) divided by the total number of
combinations free or not
r+ ∝ νj+1z
2N
(6.18)
This gives the same factor as in (6.17). The total rate equation becomes
r = r+ − r− = k+p (1− θ)
x
(1− 2x−2zx θ)x−1
− k− θ
x
(6.19)
Equation (6.19) is derived under the assumption that only molecules
of the type Ax are populating the surface. However, during a catalytic
reaction more than one species are usually adsorbed on the surface. The
equation is therefore only true in the limit where the coverage of A, θ, is
much larger than the coverage of all other species. In the other limit where
θ → 0, (6.2) is a more accurate rate equation.
The two different expressions for the rate (6.2) and (6.19) differ from
each other by a factor of
1
(1− 2x−2zx θ)x−1
(6.20)
In figure 6 the logarithm of this factor is plotted as a function of θ
for two lengths of molecules, x = 2 and x = 5, on two different types
of surfaces. A surface with z = 6 could be a closed packed surface and
z = 2 could be the coordination of the reactive sites along a step edge
or the rows of metal atoms on a rutile oxide (110) surface (see figure 3.3
c)). When looking at the figure we get an idea of how important this cor-
rection to the mean-field approximation is. For the three cases with the
lowest values the correction will be of no importance. In these cases the
rate might be up to a factor of three larger. A factor of three in the turn
over frequency is of cause important in an industrial process, however in
DFT based micro-kinetic modeling this number is much smaller than e.g.
errors introduced by uncertainty in the calculated energy barrier (section
4.3). The correction do become important when we look at large molecules
on low coordinated surfaces, and the mean-field approximation might be
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Figure 6.1: Additional factor (6.20) to the forward rate of (6.2) due to
the difference in configurational entropy between the mean-field approxi-
mation and the case where the surface is covered with linear noninteracting
molecules occupying x sites each plotted as a function of surface coverage.
z is the coordination of the surface.
insufficient to describe the kinetics. The Langmuir isotherms in figure 6
shows in the same four cases, for which combined values of pA, the equilib-
rium constant K and θ the reaction will obtain equilibrium. The isotherms
for the mean-field approximation is plotted (dotted lines) for comparison.
The same conclusions can be drawn from this figure. Only for very large
molecules the deviations from the mean-field approximation becomes im-
portant. For diatomic molecules we can neglect the influence of the small
change in surface entropy on the reaction rate.
This analysis could be extended to also include other shapes of molecules.
However, although the equation would be different, the overall conclusion
would most likely be the same.
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Figure 6.2: Langmuir isotherms. A transformed coverage as a function of
pAK for reaction (??) in four different cases of linear molecules covering x
sites each on a z coordinated surface. The black dotted lines are examples
of the same in the mean-field approximation.
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Chapter 7
Trends in zeolite activity
Zeolites are an important class of materials for use in industrial catalytic
processes. They are basically composed of SiO4 tetrahedral units, which
are connected to each other by sharing the oxygen atoms in the tetrahedral
corners. The units can be assembled in many different ways, giving a
large variety of micro porous crystalline framework structures containing
channels and cages. Some zeolites structures are found in nature while
others are only produced synthetically. When a tetrahedral framework
Si4+ ion is replaced by an element in the 3+ oxidation state, usually Al3+,
cations will be present to compensate for the framework charge. If the
compensating cation is a proton H+ a bridging hydroxyl group (Al-(OH)-
Si) is formed. This gives rise to a Brønsted acidity. The zeolite can then
act as a solid acid. Other elements, such as B, Ge, Zn, P and transition
metals can also be incorporated in the frame work [76, 77, 78, 79, 80].
Acid zeolites are very important for hydrocarbon conversion reactions
including cracking and isomerization. This is not only due to their property
as solid acids, but also because of their very uniform cavities with small
diameters of approximately 6-13 A˚. This means they can act shape selec-
tive with respect to reactants, product and transition states species [31].
However, herein we are only concerned with the active Bro¨nsted acidic site
of zeolites. This chapter includes a small collection of unpublished results,
including a contribution to answer the question of what is controlling the
distribution of aluminium centers, some simple comparisons to experimen-
tal values, and finally a study showing that scaling relations (section 3.1)
also apply to transition metal substituted zeolites.
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Figure 7.1: Schematic representation of the structures of the two zeolites
ZSM12 and ZSM22. The cross sections is perpendicular to the direction
along the channel. Yellow lines represent the T-atoms (Si or Al) and red
lines are oxygen atoms. Each T- and oxygen atom in a unique local con-
figuration is denoted with a T or an O and a number. The dashed line
indicates the size of the unit-cell.
7.1 Calculated structures
The two different zeolite structures ZSM12 and ZSM22 have been used
in the calculations in this chapter, and are shown schematically in figure
7.1. They are both one dimensional, which means that they have straight
channels going through the zeolite in only one direction. These two zeolites
are chosen because they both (especially ZSM12) despite their small unit
cells have large numbers of geometrically different tetrahedral center atoms
(T-atoms) in the channel per unit cell. In ZSM12 we have the possibility to
create 22 geometrically different hydroxyl groups, whereof 12 have direct
access to the channel. Similar in ZMS22 there are 10 different groups and 5
of them are accessible from the channel. It was the hope that investigation
of these different acid sites would be able to provide a large enough dataset
to get general information about the Brønsted type of acidity in zeolites.
The main difference between the two zeolite structures is that the main
channel in ZSM12 consists of rings with 12 T-atoms whereas the one in
ZSM22 is a 10 ring channel. They both have 6 and 5 membered rings in
the structure and ZSM12 also have a 4 membered ring.
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Figure 7.2: Very schematic representation of the configuration of half a
channel of ZSM12. The view is from inside the channel toward the channel
wall. a) is showing the position of the different T-atoms and notation of
the oxygen in between. b) and c) are both showing systems with the local
configuration denoted T1O2. In b) Al are sitting as next nearest neighbors
(NNN) (Al-Si-Al) and in c) there are three Si between each Al. The black
part of the drawings indicates the atoms included in the unit-cell and the
red line shows the position of the hydroxyl group.
In the calculations the unit cells of both zeolites have been reduced
to the primitive unit cells. This means that they have been reduced to
half the size of the conventional unit cell. In some of the calculations the
unit cell have been doubled in the direction along the channel. This has
been done in order to reduce interaction between adjacent hydroxyl groups
or adsorbates, and to increase the Si/Al ratio. In this way we have the
possibility of varying the Si/Al ratio of ZSM12 from 13 for the small unit
cell to 27 for the large unit cell. In the case of ZSM22, the ratio can be
varied from 11 to 23. The unit cell dimensions are relaxed for the pure
SiO2 crystal.
7.2 Stability of the active sites
The siting of Al in zeolite structures has been the cause of an intensive
debate. Different rules have been set up in order to explain why the Al
content of a zeolite is limited to a specific value. The rule of Lo¨wenstein
[81] forbids Al-O-Al links. This has been shown experimentally by NMR
[82, 83, 84, 85] and small cluster calculations [86, 87] to apply to at least
many zeolites. Furthermore, Dempsey’s rule states that Al-O-Si-O-Al links
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where Al atoms are next nearest neighbors (NNN) are unfavorable. The
argument is based on the electrostatic considerations that the negatively
charged Al would sit as far from each other as possible. Also, this has been
validated by experiments to apply for many zeolites [88, 89]. However,
Schro¨der and Sauer [90] found through theoretical calculations that clus-
ters, where two Al sit as NNN in a ring of four T-atoms have a lower lattice
energy than configurations with Al sitting far from each other in the clus-
ter. They only found this minimum for NNN if the Al-(OH)-Si bridges were
located opposite each other in the ring. This finding was shortly thereafter
confirmed by experiments [91]. This section does not include a comprehen-
sive study of the siting of aluminum in zeolites but an observation in line
with the previous studies.
All the different combinations of hydroxyl groups are calculated for H-
ZSM12 and H-ZSM22 in two different sizes of unit cells, which gives rise
to two different types of longer ranging geometries. In the smaller unit
cell the Al atoms are sitting as NNN (i.e. Al-O-Si-O-Al). In the larger
unit cell, which is double the size of the small one in the direction along
the channel, there are three Si atoms between each Al (i.e. Al-O-Si-O-
Si-O-Si-O-Al). Figure 7.2 shows an example of the two different types of
geometries. In figure 7.2 b), the hydroxyl group is located in the same local
geometry (i.e. Al and H at the same T and O sites) as in figure 7.2 c)
but the distance between the Al is different. In figure 7.3, the total energy
of the two different types of geometries are plotted against each other for
each local combination of the hydroxyl group. Each local structure has
been given a notation, which is a combination of the name of the T-atom
where Al has been substituted and the name of the oxygen on which H is
adsorbed. This results in notations like T1O2 and T3O4 for the different
local geometries. Figure 7.1 and 7.2 a) show the name of each of the T-
and oxygen atom.
In figure 7.3 we can compare the stability of the different configurations
in the two zeolites. There is a larger difference between the least and the
most stable configuration in H-ZSM12 than in H-ZSM22. Moreover, almost
all sites are lower in energy in H-ZSM22 compared to the sites in H-ZSM12,
which means that ZSM22 in general is stabilized more (or less unstabilized)
by substitution of Al. The most stable Al sites in H-ZSM22 seems to be T4,
which is in agreement with the references [92, 93] where both experiments
and calculations predicts that 60% of the Al in ZSM22 are located at the
T4 site. It should however be noted that energy differences in this study
7.2 Stability of the active sites 71
Figure 7.3: Energies of the different configurational combinations of the
position of the substituted Al and the OH-group next to it in H-ZSM12 and
H-ZSM22. The energies of structures with the same local configurations are
plotted against each other. On the x-axis are the energies of configurations
with Al as NNN (Al-Si-Al) and on the y-axis the energies of configurations
with three Si between the Al (Al-Si-Si-Si-Al). The green line indicates x=y.
The energy scales on the x- and y-axis have the same arbitrary reference
energy. The label at each point denotes at which T-site the Al is sitting
and at which oxygen the hydrogen is adsorbed.
are way to small to give a certain prediction of this. Moreover, it may not
be the most energy favorable structures that are produced during synthesis.
The main observation in figure 7.3 is that in the case of H-ZSM12 the
points fall into two groups. Each with an apparent linear relation with an
approximate slope of 1. Although the energy difference between the two
lines is comparable to the error within DFT, the two distinct groups are to
evident to be ignored. One group is above the green x=y line, i.e. the site
are more stable in the small unit cell, and one group is below the x=y line
meaning the sites are more stable in the larger unit cell. The same trend is
seen in H-ZSM22, although both groups fall into the regime below the x=y
line meaning the sites are more stable in the larger unit cell. On average,
the points lie lower than the x=y line also for H-ZSM12. Substituting
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Al introduces some strain in the framework. In the larger unit cell, this
strain will have a larger distance to even out, which will lower the energies
in general compared to the small unit cell. This effect seems to be much
larger in H-ZSM22, which might be due to the smaller size of the unit-cell.
In all the configurations in the group that lies above the x=y line in H-
ZSM12 and the corresponding highest lying group in H-ZSM22 the proton
is placed next to the Si that has two Al as nearest neighbors in the small
unit cell. In all these configurations the Al-(OH)-Si link is pointing more
or less along the channel. This means that the dipole moments created by
negatively charged Al atoms and the positive H atoms also are pointing
along the channel. The structures with short distance between the Al cen-
ters will therefore be stabilized by the aligned dipoles. The other group
corresponding to the low lying points in figure 7.3 Have configurations with
Al-(OH)-Si links perpendicular to the direction of the channel. The dipoles
are therefore parallel and will repel each other in the structures with short
distances between the Al centers. This will make these structures less sta-
ble.
This study shows that each local configuration in H-ZSM12 will prefer to
be part of a Al-O-Si-O-Al configuration (contrary to Dempsey’s rule) only
if it can be stabilized by the dipole moments of the Al-OH groups. This is
in line with Schro¨der and Sauer’s [?] finding. When Al and the proton sit
opposite each other in a four membered ring the dipoles are parallel but
pointing in opposite directions and therefore stabilizing each other. It also
shows that the strain introduced by the substituted Al can be larger than
the stabilization of dipole moments as in the calculated configurations of
H-ZSM22 and Dempsey’s rule will apply.
The configurations here are unnatural as the Al are substituted in a
straight line. This will introduce strain across the entire zeolite. Moreover,
the unit-cell is not relaxed in the strained direction. Therefore, we cannot
conclude anything from these calculation about how Al is distributed in
the zeolite, only come with a suggestion to which mechanisms that are
controlling it.
7.3 Acidity measures
Measuring the acidity of zeolites is of great interest but not straight for-
ward. The most frequently used method to measure the acidity is simply
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to measure the catalytic activity. However, this method is unreliable as it
does not give a qualitative result. Some sites may not be accessible to the
reactants and some may be less active in some reactions than in others.
Methods that provide information about the strength and number of the
acid sites are of great importance in understanding the catalytic activity
and behavior of zeolites. Other methods used to characterize the acid-
ity include NMR, TPD of small molecules and IR spectroscopy of small
molecules. In this section, it is shown that calculated quantities fit well
with experiments. First, calculations of vibrational frequencies of CO ad-
sorbed on an acid site are compared to IR studies, and second, it is shown
that the calculated adsorption energies of NH3 are in agreement with TPD
measurements.
7.3.1 OH and CO vibrational frequencies
Carbon monoxide is a common probe molecule for IR studies. It has a
clearly observable stretching mode that shifts when the molecule is ad-
sorbed, and it influences the OH stretch through a weak hydrogen bond
interaction. Both of these shifts can easily be seen in experimental data.
The shift, ∆νOH, in the OH vibrational frequencies when CO is adsorbed in
the zeolite is an indication of the strength of the OH bond, and consequently
it is an indication of the acidity of the zeolite.
Here the vibrational frequencies of CO and OH stretching modes have
been calculated with the CO adsorbed in the zeolites and without. This has
been done using the harmonic normal mode approximation. This enables
us to perform calculations of the relative shifts ∆νCO and ∆νOH, which
should be reasonably accurate, while the calculated absolute values of the
vibrational frequencies are unreliable. In table 7.3.1 these shifts are com-
pared to the ones found experimentally by IR [94]. The calculations for
H-ZSM12 fit surprisingly well with the experimental data.
DFT Exp.
H-ZSM12 H-ZSM12
∆νOH -343 -321
∆νCO 39 37
Table 7.1: Calculated shifts in CO and OH vibrational frequencies [cm−1]
compared to experimentally found values [94].
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7.3.2 Desorption temperature of NH3
TPD of ammonia is a widely use method for obtaining the densities of
Bro¨nsted acid sites. Here calculated adsorption energies are compared to
the peaks shown in TPD spectra. The calculated desorption temperatures
are the temperatures at which NH3 becomes more stable (i.e. lower free
energy) in the gas phase than adsorbed at a Bro¨nsted site in the zeolite
channel. The free energy has been calculated using equations (4.4) and
(4.5). There are usually two peaks in a TPD spectra of a zeolite. One at
high temperature associated with the highly reactive Bro¨nsted sites and
another at lower temperature, which is associated with the less reactive
Lewis acids, which are primarily extra-framework ions in the channels. The
calculated temperatures are compared to the high temperature peak in
table 7.3.2
DFT TPD
H-ZSM12 560 658
H-ZSM22 620 723
Table 7.2: Calculated desorption temperatures of NH3 in Kelvin compared
to TPD measurements for H-ZSM12 [95, 96] and H-ZSM22 [97, 98].
The calculated temperatures are shifted down by a constant of ∼100
K compared to the TPD peaks. This is reasonably satisfactory, as the
theoretically calculated temperatures are very sensitive to small errors, and
also the peaks in the TPD spectra can vary with respect to the experimental
conditions [99]. Furthermore, the diffusion out of the channel has not been
taken into account in the calculations.
7.4 Trends in transition metal exchanged zeolites
In this section, the study has been extended to also concern substitution of a
wide range of elements other than Al into ZSM12. These elements include
3d, 4d and 5d transition metals. It is shown that the scaling relations
addressed in section 3.1 are also valid for these transition metal substituted
zeolites.
In Figure 7.4, the hydrogen binding energy is plotted as a function of
the group number of the substituted element. In addition to the transition
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Figure 7.4: Hydrogen binding energy of each substituted zeolite relative
to H2 in the gas-phase plotted as a function of the group number of the
dopant.
Figure 7.5: Hydrogen binding energy as a function of the d-band center
relative to the fermi-level for the dopant in the bulk state. Legends as in
figure 7.4
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metals, group 3 and group 4 elements are included in the figure. The group
3 elements Al and Ga are included because they are the most commonly
used dopants in zeolites. Si, Ge, Sn from group 4 are less interesting as
they, as expected, do not bind the hydrogen at all due to their stable +4
oxidation state. They are included as a control group. Al and Ga binds
hydrogen with almost same strength, and we see that Sc and Y behave
very much the same. This is because they like the group 3 elements have 3
valence electrons. Looking at the other transition metals we see a trend of
increased binding energy for increasing number of electrons in the valence
shell. Consequently, we expect the acidity to be reduced for the strongly
binding doped zeolites.
The trend in figure 7.4 can be explained by the electronic structure of
the transition metal substituted in to the zeolite. Figure 7.5 illustrates the
hydrogen binding in the doped zeolite versus the d-band center of the bulk
metal. Here it can be seen that there is an almost linear dependency.
This picture is opposite the correlation with respect to the transition metal
elements as it was seen in the scaling relations section 3.1, for adsorption
on transition metal and compound surfaces. There the general trend was
weaker bonds to the surface when moving toward the right in the periodic
table with the decreasing level of the d-band, e.g. the zeolites with the more
noble metals substituted are more reactive. This is due to the difference in
adsorption sites in the two cases. In section 3.1 the adsorbents bind directly
to metal atoms, whereas, in this case the hydrogen is sitting on an oxygen
atom next to the metal atom. The adsorption of hydrogen is therefore more
directly influenced by the electronic structure of the oxygen atom. In figure
7.6, the hydrogen bonding energy is therefore shown as a function of the p-
band center of the oxygen atom at which the hydrogen binds. The p-band
center is calculated from the system without hydrogen adsorbed. Again,
we see a linear correlation and the 3d and 4d metal substituted zeolites fall
almost exactly on the same line while the hydrogen adsorption on 5d metal
substituted zeolites is about 1 eV lower in energy.
The relations in figure 7.5 and 7.6 indicate that there exists a relation
between the electronic structure of the bulk metal and the oxygen atoms
next to the metal atom in the zeolite. This is verified in figure 7.7, which
shows clear relations between the oxygen p-band center and the d-band
center of the 3d, 4d and 5d the bulk metal, respectively. This implies that
as the oxygen to metal interaction is strengthened the oxygen to hydrogen
interaction is weakened.
7.4 Trends in transition metal exchanged zeolites 77
Figure 7.6: Hydrogen binding energy as a function of the p-band center
relative to the fermi-level for the oxygen atom to which hydrogen adsorbs.
The p-band center are found before H is adsorbed. Legends as in figure 7.4
Figure 7.7: Relation between the d-band center of the bulk dopant and the
p-band center of the oxygen to which H adsorbs. Legends as in figure 7.4
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7.5 Conclusion
It has been shown that we calculate the zeolite structures precisely enough
to observe the small effects due to strain and dipole moments introduced
by Al-(OH)-Si groups in the zeolite. And the effects found are in good
agreement with earlier investigations [90]. Furthermore, the calculations
gives good results compared with experiments.
The main conclusion of this chapter is that the scaling relations [12, 55]
can be extended to also include transition metal exchanged zeolites. It has
been shown that the electronic structure of the p-orbitals on oxygen serves
as a descriptor for the reactivity of the zeolite as the d-band does for the
reactivity on transition metals. Furthermore, it has been shown that the
p-band center of the oxygen atom is directly related to the d-band center
of the dopant in the bulk state.
Chapter 8
Summary
Various results regarding linear energy relations have been presented through-
out this thesis. It has been shown that scaling relations also apply to com-
pound surfaces, and that the physics of adsorption on these surfaces must
be essentially the same as described by the d-band model for adsorption on
transition metal surfaces. Furthermore, it has been established that oxides
and in particular rutiles are a very interesting class of materials in the sense
of heterogeneous catalysis. This has been done by showing that they essen-
tially have no activation barrier for dissociation reactions for the interesting
catalysts with dissociative chemisorption energies just below zero.
The heterogeneously catalyzed oxidation of the three halides HCl, HBr,
and HI with molecular oxygen over rutile oxide (110) surfaces was investi-
gated. A previously established reaction mechanism for HCl oxidation was
used and it was assumed that the HBr and HI oxidation follow a similar
reaction mechanism. By employing a full micro-kinetic model without any
presumptions on rate determining steps it was shown that HCl and HBr
oxidation over the RuO2(110) surface are starting at about 500 K while
HI oxidation already starts at about 400 K. Interestingly, HI oxidation was
found to occur at low I coverages, whereas high coverages of Cl and Br are
needed to facilitate Cl2 and Br2 desorption.
Linear energy relations were combined with the micro-kinetic model-
ing leading to volcano-shaped relationships for hydrogen halide oxidation
and all three reactions was described by only two parameters, ∆EOHads and
∆EO2diss. It was found that hydrogen halide oxidation occurs at high cover-
ages on the strong binding site whereas low coverages yield higher turnovers
for the weaker binding oxides. RuO2 was found to be close to the top of
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all three oxidation volcanoes. The rate over RuO2 is observed to increase
from chlorine to bromine to iodine. Having established these volcano rela-
tionships new catalytic materials could now in principle be screened using
simple DFT calculations of adsorption energies of O and OH.
Finally calculations of transition metal substituted zeolite showed that
the same type of scaling relations obtained for metals and compound ma-
terials, can be extended to also include transition metal exchanged zeolites.
It has been shown that the electronic structure of the p-orbitals on oxygen
serves as a descriptor for the reactivity of the zeolite as the d-band does
for the reactivity on transition metals. Furthermore, it has been shown
that the p-band center of the oxygen atom is directly related to the d-band
center of the dopant transition metal in the bulk state.
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There has been substantial progress in the description of
adsorption and chemical reactions of simple molecules on
transition-metal surfaces. Adsorption energies and activation
energies have been obtained for a number of systems, and
complete catalytic reactions have been described in some
detail.[1–7] Considerable progress has also been made in the
theoretical description of the interaction of molecules with
transition-metal oxides,[8–19] sulfides,[20–25] and nitrides,[26–29] but
it is considerably more complicated to describe such complex
systems theoretically. Complications arise from difficulties in
describing the stoichiometry and structure of such surfaces,
and from possible shortcomings in the use of ordinary
generalized gradient approximation (GGA) type density
functional theory (DFT).[30]
Herein we introduce a method that may facilitate the
description of the bonding of gas molecules to transition-
metal oxides, sulfides, and nitrides. It was recently found that
there are a set of scaling relationhips between the adsorption
energies of different partially hydrogenated intermediates on
transition-metal surfaces.[31] We will show that similar scaling
relationships exist for adsorption on transition metal oxide,
sulfide, and nitride surfaces. This means that knowing the
adsorption energy for one transition-metal complex will make
it possible to quite easily generate data for a number of other
complexes, and in this way obtain reactivity trends.
The results presented herein have been calculated using
self-consistent DFT. Exchange and correlation effects are
described using the revised Perdew–Burke–Ernzerhof
(RPBE)[32] GGA functional. It is known that GGA func-
tionals give adsorption energies with reasonable accuracy for
transition metals.[32,33] It is not clear, however, whether a
similar accuracy can be expected for the oxides, sulfides, and
nitrides, although there are examples of excellent agreement
betweenDFT calculations and experiments, for example, with
RuO2 surfaces.
[9] In our study we focused entirely on
variations in the adsorption energies from one system to
another, and we expected that such results would be less
dependent than the absolute adsorption energies on the
description of exchange and correlation.
For the nitrides, a clean surface and a surface with a
nitrogen vacancy were studied. For MX2-type oxides or
sulfides, an oxygen- or sulfur-covered surface with an oxygen
or sulfur vacancy was studied. The structures of the clean
surface considered in the present work and their unit cells are
shown in Figure 1. The adsorption energies given below are
for the adsorbed species in the most stable adsorption site on
the surface.
By performing calculations for a large number of tran-
sition-metal surfaces of different orientations,[31] it was found
that the adsorption energy of intermediates of the type AHx is
linearly correlated with the adsorption energy of atom A (N,
O, S) according to Equation (1):
DEAHx ¼ gðxÞDEA þ x ð1Þ
Here the scaling constant is given to a good approxima-
tion by Equation (2) where xmax is the maximum number of
H atoms that can bond to the central atomA (xmax= 3 for A=
N, and xmax= 2 for A=O, S), that is, the number of hydrogen
atoms that the central atom Awould bond to in order to form
neutral gas-phase molecules.
gðxÞ ¼ ðxmaxxÞ=xmax ð2Þ
We have performed similar calculations for the adsorption
of oxygen, sulfur, and nitrogen on a series of transition metal
oxide, sulfide, and nitride surfaces (Figure 2). We find that
scaling relationhips also exist for these systems, which are
considerably more complex than the transition-metal surfa-
ces. Such a correlation between the adsorption energies of O
and OH has previously been found for the MO2 oxides.
[12]
Furthermore, it can be seen that the scaling constant g(x) is
given to a good approximation by the same expression
[Eq. (2)] as for adsorption on the transition metals. We find
that the mean absolute error (MAE) is lower than 0.19 eV for
all the species considered here. The nitride surfaces present a
poorer correlation than the others, mainly because TiN(100)
is a clear outlier.
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It is interesting to compare the results of Figure 2 with the
equivalent results for adsorption on the transition metals
(Figure 3). It is found that the linear relationships for the
nitrides are essentially the same for the two classes of systems.
For the oxides, and partially for the sulfides, the results for the
compounds are shifted from those on the transition metals.
We trace this difference to a difference in the adsorption sites
on the two kinds of systems. On the transition-metal surfaces,
O and OH are generally found to coordinate with more than
one metal neighbor. On the other hand, on the oxide surfaces
the O atoms are generally coordinated to a single metal atom.
If we use the adsorption energies for O and OH on the
transition metals, where they are forced to adsorb in an on-top
manner, the results now fall on the
same line as for the oxides
(Figure 3). For the sulfides, the S
atom also adsorbs at a different
site than on the transition metal. If
the same adsorption site on the
metal is considered the data agree,
as for the oxides, with the results
obtained for adsorption onto the
sulfide surface.
The results of Figures 2 and 3
are remarkable and indicate that
the nature of the adsorption bond
is similar for the transition metals
and the compounds. For the tran-
sition-metal surfaces, the scaling
relationships can be understood
within the d-band model.[34–39] The
variation in adsorption energies
for a given atom or molecule
among the transition metals is
mainly given by the variations in
the strength of the coupling of the
valence states of the adsorbate
with the d states of the transition
metal. The variations in the
adsorption energy of an atom A
from one transition-metal surface
to the next reflect this. If H atoms
are now added to atom A, the
ability of A to couple to the metal
d states decreases, either because the modified A states can
couple to fewer d states or because the bonds become
longer.[31] The principle of bond-order conservation would
indicate that the weakening of the bond strength is propor-
tional to the number of H atoms added, which corresponds to
Equation (2).[31] The scaling behavior observed in Figures 2
and 3 indicates that similar arguments should hold for
adsorption on transition-metal oxides, sulfides, and nitrides.
The key to understanding this can be found in recent work by
Ruberto and Lundqvist,[40] in which they show that a suitably
modified d-band model can be used to understand trends in
adsorption energies on transition-metal carbides and nitrides.
Figure 1. Structures used to describe the surfaces of the transition-metal nitrides, oxides and sulfides. a) Fcc-like structure for the M2N (100)
surface, M=Mo and W. Dark and light blue spheres represent metal and N atoms, respectively. b) Fcc-like rock-salt structure for the TiN (100)
surface. Dark blue and gray spheres represent Ti and N atoms, respectively. c) Rutile-like (110) surface for the PtO2 surface. Red and white
spheres represent O and metal atoms, respectively. d) Perovskite structure for the LaMO3 (100) surface, with M=Ti, Ni, Mn, Fe, and Co. Red,
purple, and violet spheres represent O, La, and metal atoms, respectively. e) Hcp-like (1010) surfaces for NbS2, TaS2, MoS2, WS2, Co-Mo-S, Ni-
Mo-S, and Co-W-S. Yellow and green spheres represent S and metal atoms, respectively. The black dashed boxes indicate the unit cell.
Figure 2. Adsorption energies of NH and NH2 intermediates over nitrides, an OH intermediate over
oxides, and an SH intermediate over sulfides plotted against adsorption energies of N over nitrides, O
over oxides, and S over sulfides, respectively. The adsorption energy of AHx is defined as: DE
AHx =
E(AHx*)+ (xmaxx)/2E(H2)E(*)E(AHxmax) where E(AHx*) is the total energy of an AHx intermediate
adsorbed on the most stable adsorption site, E(*) is the total energy of the surface without the A atom
adsorbed, and E(H2) and E(AHxmax) are the total energies of the hydrogen molecule and the AHxmax
molecule in a vacuum, respectively.
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The strength of the scaling relationships is shown by the
following example. If one has a calculated or an experimental
adsorption energy of an adsorbate AHx (DE
AHx
M1 ) for one
transition metal or transition-metal compound M1, we can
estimate the energy DEAHxM2 of the same intermediate on
another system M2 from the adsorption energies of atom A
on the two systems, by using Equation (3).
DEAHxM2 ¼ DEAHxM1 þ gðxÞðDEAM2DEAM1Þ ð3Þ
g(x) is a rational number given by Equation (2). If we
have a database of atomic adsorption energies for a number
of systems, we may then estimate the adsorption energy of a
number of intermediates. This opens the possibility of
obtaining an overview of adsorption energies on oxides,
sulfides, and nitride surfaces on the basis of a few calculations.
In summary, density functional theory calculations on the
adsorption of O, OH, S, SH, N, NH, and NH2 on a range of
transition metal oxide, sulfide, and nitride surfaces have been
presented. It is shown that the adsorption energies DEAHx of
AHx intermediates scale with the adsorption energies DE
A of
the A atoms according to the equation DEAHx=g(x)DEA + x,
where the proportionality constant g(x) is independent of the
metal and only depends on the number of H atoms in the
molecule.
Experimental Section
The results presented herein
were calculated using self-con-
sistent DFT. The ionic cores
and their interaction with the
valence electrons are described
by ultrasoft pseudopotentials
(soft pseudopotential for S),[41]
and the valence wave functions
are expanded in a basis set of
plane waves with a kinetic
energy cut-off of 350–400 eV.
The electron density of the
valence states was obtained by
a self-consistent iterative diag-
onalization of the Kohn–Sham
Hamiltonian with Pulay mixing
of the densities.[42] The occupa-
tion of the one-electron states
was calculated using an elec-
tronic temperature of kBT=
0.1 eV (0.01 eV for the mole-
cules in a vacuum); all energies
were extrapolated to T= 0 K.
The ionic degrees of freedom
were relaxed using the quasi-
Newton minimization scheme,
until the maximum force com-
ponent was smaller than
0.05 eVC1. Spin magnetic
moments for the oxides, Co-
Mo-S, Ni-Mo-S, and Co-W-S
were taken into account.
Exchange and correlation
effects are described using the
RPBE[32] GGA functional.
We used the periodic slab
approximation, and the unit
cells considered were modeled by a (2 D 2) unit cell for the nitrides
and perovskite-type oxides, a (2 D 1) unit cell for PtO2, a (2 D 1) unit
cell for Co-W-S and MS2 surfaces with M=Mo, Nb, Ta, and W, and a
(4 D 1) unit cell for the M-Mo-S surface with M=Ni and Co. A four-
layer slab for the nitrides and perovskite-type oxides, a four trilayer
slab for PtO2-type oxides, and an 8 or 12 layer slab for sulfides were
employed in the calculations. Neighboring slabs were separated by
more than 10 C of vacuum. The results for theMO2 surfaces withM=
Ir, Mn, Ru, and Ti are taken from Refs. [12,15] The adsorbate
together with the two topmost layers for the nitrides and perovskite-
type oxides, the two topmost trilayers for MO2 oxides, and all layers
for the sulfides were allowed to fully relax. The Brillouin zone of the
systems was sampled with a 4 D 4D 1 Monkhorst-Pack grid for the
nitride and oxide surfaces and with a 6 D 1D 1 (4 D 1D 1) grid for the
2 D 1 (4 D 1) supercell of the sulfide surfaces.
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Versatile Brønsted-Evans-Polanyi (BEP) relations are found from density functional theory for a
wide range of transition metal oxides including rutiles and perovskites. For oxides, the relation de-
pends on the type of oxide, the active site, and the dissociating molecule. The slope of the BEP
relation is strongly coupled to the adsorbate geometry in the transition state. If it is final state-like the
dissociative chemisorption energy can be considered as a descriptor for the dissociation. If it is initial
state-like, on the other hand, the dissociative chemisorption energy is not suitable as descriptor for the
dissociation. Dissociation of molecules with strong intramolecular bonds belong to the former and
molecules with weak intramolecular bonds to the latter group. We show, for the prototype system
La-perovskites, that there is a “cyclic” behavior in the transition state characteristics upon
change of the active transition metal of the oxide. © 2011 American Institute of Physics.
[doi:10.1063/1.3602323]
I. INTRODUCTION
Brønsted-Evans-Polanyi (BEP) relations1, 2 have recently
been established quantitatively from density functional the-
ory (DFT) calculations. Linear relations between activation
energies and reaction energies or between transition state
energies and dissociative chemisorption energies have been
found for a number of surface reactions on different transition
metal surfaces3–11 and for a few transition metal compound
systems.12, 13 Several reactions on transition metals are sug-
gested to follow a universal BEP relation, that is, they obey
a reactant independent but surface structure dependent linear
relation.4, 6, 10, 14
In spite of considerable progress,15–22 theoretical under-
standing of the reactivity of transition metal oxides is less
established than that of pure transition metals. The aim of
this paper is to shed light on the reactivity of transition metal
oxides. We will probe the reactivity of these materials
by studying dissociation of small molecules on different
oxide surfaces. First, we will investigate if the dissociative
chemisorption energy can be used as a reactivity descriptor
by searching for a correlation between this energy and the
transition state energy, that is, if BEP relations exist for
these classes of materials. When it comes to the reactivity
of a surface, a more negative dissociative chemisorption
energy corresponds to a more reactive system. For catalytic
a)Electronic mail: abild@slac.stanford.edu.
applications, the dissociative chemisorption energy should be
neither too high nor too low, that is, the products should nei-
ther bind too strongly nor too weakly to the surface. Second,
we will examine if a reactant independent BEP relation exists.
When combined with scaling relations23–25 the results of this
paper will provide tools to establish activity and selectivity
trends among oxide surfaces for heterogeneously catalyzed
reaction as is currently established for a number of transition
metal catalyzed reactions.26 The main conclusions in this
study are that BEP relations do exist for transition metal
oxide surface reactions, and that they are strongly dependent
on the bond properties of the dissociating molecules and the
reactivity of the surface.
In the following we will show results for a number of
different oxides. The oxides we have considered here can be
divided in two subgroups: binary MO2 oxides in the rutile
structure and ternary oxides ABO3 in the perovskite struc-
ture. In this study, the rutile surface under consideration is
the (110) surface (see Fig. 1), which is found to be most
stable.27 For perovskites, the (001) surface can be either AO-
or BO2- terminated. Here, the BO2-terminated perovskite sur-
face is considered due to its higher stability.28 Also, results on
pure metal surfaces are presented for comparison. The differ-
ent metal constituents in the oxides are M = Ti, Mo, Ru, Ir,
Pt, and A = Sr, La, and B = Sc, Ti, V, Cr, Mn, Fe, Ru, Co, Ni,
Cu. The chosen set of adsorbates is the homonuclear diatomic
molecules H2, N2, O2, Cl2, Br2, and I2, the heteronuclear di-
atomic molecules and radicals NO, CO, HCl, HBr, HI, and
OH, and the triatomic molecule H2O. Dissociation is studied
0021-9606/2011/134(24)/244509/8/$30.00 © 2011 American Institute of Physics134, 244509-1
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Ocus
br
Obr
cus
FIG. 1. Top view of the (110) rutile surface together with the different con-
sidered adsorption sites and the unit cell. Here, cus denotes the coordinately
unsaturated site on top of a fivefold coordinated metal atom, the br denotes
the bridge site between two fourfold coordinated metal atoms [note this cor-
responds to a (110) surface without O atoms], Obr denotes the site on top of
a O in the bridge site, Ocus denotes the site on top of an O in the bridge site
between two fivefold metal atoms.
not only on different oxide surfaces but also at different active
sites for a given surface.
It should be noted, that while ordinary DFT calculations
within the generalized gradient approximation (GGA) have
proven to give reliable and reasonably accurate results for
adsorption energies29, 30 on transition metals, similar calcu-
lations for oxides are fewer and not as well tested. However,
there are several studies of oxides where a good agreement be-
tween DFT calculations and experiments exists.27, 31 Possible
limitations and shortcomings of GGAs for oxides are a cur-
rent research topic.21, 32–34 We caution that there may be cases
where the DFT-GGA approach employed here is not suffi-
ciently accurate but these issues will not be considered here.
The present study is focusing on the variations in dissociation
and transition state energies between different systems, and
these will not be as sensitive to such accuracy issues as the
absolute energies.
II. CALCULATION DETAILS
All calculations are performed using the plane wave DFT
method as implemented in the DACAPO code.29, 35 The sur-
faces are modeled using slabs consisting of four stoichiomet-
ric layers in a 2×2 unit cell geometry. Repeated slabs are
separated by a vacuum region of at least 15 Å (18 Å) for ru-
tiles (perovskites). During structure relaxation, the topmost
two layers are relaxed while the others are kept in the opti-
mized bulk positions. The Kohn-Sham equations are solved
using a basis set of plane waves with an energy (density) cut-
off of 350–400 eV (500 eV) and the Brillouin zone is sam-
pled with a 4×4×1 Monkhorst-Pack grid. To describe the
core electrons, the Vanderbilt ultrasoft pseudopotentials36 are
used. The exchange and correlation interactions are modeled
with the RPBE functional29 and the dipole correction is in-
cluded according to the scheme in Ref. 37.
If not stated otherwise, both the dissociative
chemisorption energies (Ediss) and the transition state
(TS) energies (ETS) are calculated relative to the gas
phase diatomic molecule (Ediss = Ediss − Esurf − Emol,
ETS = ETS − Esurf − Emol, where Ediss is the energy of
the adsorbed dissociated molecule, ETS is the energy of the
adsorbed molecule in the transition state, Esurf is the energy
of the clean surfaces, and Emol is the energy of the molecule).
The O2 energy is calculated from H2O and H238 to avoid the
well-known DFT error in the O2 energy.39 The transition state
is determined by applying a fixed-bond length method, in
which the energy at various bond lengths of the molecule are
calculated while the remaining degrees of freedom of the sys-
tem are completely relaxed. We note that for systems where
the dissociation of the reactant occurs without an energy
barrier the relations between ETS and Ediss become unde-
fined. To present the data for these systems we have chosen
ETS as the highest energy point along the reaction pathway.
The adsorbate coverage in all systems is 1/4 ML relative
to the number of metal atoms in the surface layer. In addition,
the influence of the adsorbate–adsorbate interaction on the
BEP relations is investigated by performing calculations of
N2 and NO on RuO2 and PtO2 in a 2×3 unit cell geometry
corresponding to a 1/6 ML coverage. The results show that
the BEP relations are not significantly affected by coverage
effects. The absolute Ediss and ETS energies are seen to
change slightly, but with the same amount, hence preserving
the BEP relation.
To test the accuracy of our approach we have compared
the BEP relations obtained using RPBE with other GGA
methods (PW91 and PBE). The dissociation of O2 on TiO2,
RuO2, and IrO2 have been studied and we find that the rela-
tions are identical in terms of the slopes whereas the inter-
cepts are slightly different for the three GGA’s PBE having
the largest intercept and RPBE having the smallest. We find
that the Ediss and ETS values shift by approximately the
same energy amount upon change of GGA.
To justify that the stationary points on our potential
energy surface obtained using a grid procedure indeed
represent transition state geometries we have performed a
vibrational analysis of O2 on TiO2, RuO2, and IrO2. In each
case we find a single imaginary frequency hence identifying
the geometry as a first order saddle-point.
In general, we do not expect large differences between
zero-point energies on transition state geometries and final
state (FS) geometries. To substantiate this assumption we
have calculated the zero-point energies for O2 on TiO2, RuO2,
and IrO2. Indeed the zero-point energies in the TS and the FS
differ by less than 0.02 eV hence, in the following we will
disregard this.
The effect of spin has been tested also for the O2 dissoci-
ation on TiO2, RuO2, and IrO2. When spin is included in the
calculations it reduces to zero except in the case where the
transition state is weakly bonded to the oxide (TiO2). In this
case the transition state is already maximally final state-like
and hence per definition on the dissociation line.
III. RESULTS AND DISCUSSION
The general conclusion is that there exists a characteris-
tic correlation between ETS and Ediss for each molecule
on a given dissociation site of an oxide or a metal. It is, how-
ever, not given a priori that one should be able to describe this
correlation by a single linear relation given by
ETS = αEdiss + β. (1)
From now on we will refer to a relation of this type as
the averaged BEP relation. A fine-structure analysis of the
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correlation shows that it, at least to a first order approxima-
tion, can be viewed as a collection of piecewise linear BEP
relations.
We also find that each molecule follows its own BEP
relation. This directly implies that the “universal” BEP rela-
tion only is valid as a very crude zeroth order approximation.
However, for certain molecules and surfaces in a narrow
energy region, the individual BEP relations are similar. It is
only under such circumstances that a universal BEP relation
is observed.
The averaged piecewise linear BEP relations are shown
in Figs. 2, 3, and 6 while the linear fits for individual
molecules are given in Table I. To simplify the discussion we
divide the BEP relations in the following classes: (I) a sin-
gle BEP line or (II) a collection of piecewise linear BEP lines
(see Fig. 2). The latter can in turn be divided into two sub-
classes, defined by whether the BEP relation is a single- or
multi-valued function of Ediss, denoted as IIa) and IIb), re-
spectively. In the following, the versatile nature of these cor-
relations is discussed for different materials individually and
then compared with each other.
A. Rutiles
For rutiles, the calculations reveal (see Fig. 2) unique
BEP lines for each of the considered dissociation sites:
cus–cus, br–br, br–cus, Ocus–cus, Obr–cus, Ocus–Ocus, and
Obr–Obr. The notation of the dissociation site follows the
geometry of the final state, see Fig. 1. For example, Ocus–cus
denotes that one of the two molecule fragments is adsorbed
on a Ocus site and the other one on a cus site.
Class I: We find that the br–br site, br–cus site, and the
Ocus–Ocus site (see the respective subfigures in Fig. 2) belong
to class I with a simple averaged BEP relation consisting of
only one line. The slopes of the BEP lines depend on the ac-
tive site (αbr–br = 0.75, αbr–cus = 0.84, and αOcus–Ocus = 0.14).
The adsorbate geometry in the TS differs between the ac-
tive sites. For the br–cus site, the bond length between the
two molecular fragments in the TS is considerably elongated,
which means that the adsorbed molecule has lost its molecu-
lar identity, and the TS geometry resembles the geometry of
the FS. The TS geometry has more FS character the closer the
point is to the dissociation line, defined by ETS = Ediss.
For the Ocus–Ocus site, the bond length in the TS is close
to the bond length of the free molecule. The TS geometry
in the br–br site is less FS-like than the one of the br–cus
site, and therefore αbr–br < αbr–cus. Hence, having a FS-like
TS geometry results in a BEP line with a slope close to unity.
The more initial state (IS)- like the TS geometry is, the larger
the deviation from the dissociation line is leading to α  1.
This in turn indicates that ETS is very weakly dependent on
Ediss, if at all.
Class IIa: The BEP relation for dissociation of H2 on the
Obr–Obr site can be classified as IIa (see the Obr–Obr subfig-
ure in Fig. 2). One part of the BEP relation coincides with
the dissociation line while the other part coincides with the
association line, which corresponds to ETS = 0. For the ox-
ides on the dissociation (association) line the TS geometry is
FS-like (IS-like). This illustrates that Ediss is not a suitable
descriptor.
Class IIb: The cus–cus and the Obr–cus sites (see the re-
spective subfigure in Fig. 2) belong to class IIb. The averaged
BEP relation consists of two parts, with slopes that coincide
either with the slope of the dissociation line or with the slope
of the association line. For a given Ediss value, the resulting
ETS can fall on either the association or the dissociation line.
This implies that different molecules follow significantly dif-
ferent BEP lines. For the molecules on the averaged BEP line
with α ∼ 0, ETS is independent of the Ediss. This supports
the finding of case IIa, that Ediss is not a good descriptor
for dissociation. From the geometrical investigation, we again
find that the slope of the BEP line depends on whether the ad-
sorbates TS geometry is FS-like, resulting in an α-value close
to unity, or if it is IS-like, resulting in an α-value close to zero.
From the above analysis, the molecules can be divided
into two groups: molecules with quite strong or very strong
intramolecular bonds, for example, N2, and very reactive
molecules, for example, the diatomic homogeneous halide
based molecules or diatomic heteronuclear weakly bond
molecules containing halide atoms. In conclusion, the BEP
relation is strongly dependent on the dissociating molecule.
For the dissociation of H2O into OH and H over the
Ocus–cus site (see the Ocus–cus subfigure in Fig. 2), when
fitting the points to a straight line we find a BEP slope that
is larger than one. Since α > 1 is unphysical it is likely that
the barrier for H2O dissociation is overestimated on TiO2 and
that all transition state energies exactly follow the final state
behavior, note the small energy scale on the y-axis.
We find that many molecules prefer to dissociate over the
symmetric cus–cus site on a stoichiometric non-reduced MO2
surface. This is presumably because of the completion of
the octahedral geometry of the under-coordinated metal sur-
face atoms on the clean surface. Nevertheless, the heteronu-
clear diatomic molecules that contain H prefer the asymmetric
Obr–cus site, where the H recombines with O.
Comparing sites where only surface metal atoms are in-
volved in the dissociation, i.e., the cus–cus, br–br, br–cus
site, one finds that for a given adsorbate, the magnitude of
the slopes of the BEP relations can be ordered as αbr–br
< αbr–cus < αcus–cus. This illustrates that the BEP slope de-
pends on the active site and that the α-values can be extrap-
olated. On a bridge site each adsorbate atom interacts with
two fourfold coordinated surface metal atoms, while on the
cus site each adsorbate atom interacts only with one fivefold
surface metal atom. Hence, the bridge site, which resembles a
vacancy site, is highly under-coordinated and, therefore, sub-
stantially more reactive than the cus site. The BEP slope is
smallest for br–br since the surface atoms are more reactive
and the intramolecular bonds will break more easily, resulting
in a TS geometry that is less FS-like. Hence, the dissociation
is favorable on a reduced surface where the br-sites are free to
take part in the reaction.
For some molecules, e.g., N2 on metal surfaces it has
been shown that there is a geometric effect influencing the
form of the BEP relation.6, 40 One could talk about such an
effect for the br–br site, which has a significantly different
geometry than the rest of the considered active sites. Another
Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
244509-4 Vojvodic et al. J. Chem. Phys. 134, 244509 (2011)
RuO
2
IrO
2
PtO
2
TiO
2
RuO
2
PtO
2
TiO
2
IrO
2
TiO
2
PtO
2
IrO
2
PtO
2
-5 0 5 10
E
diss
 (eV)
-5
0
5
10
E
T
S
 (
eV
)
MoO
2
cus-cus
IrO
2
RuO
2
RuO
2
TiO
2
MoO
2MoO
2
E
TS
 = 0.93 E
diss
 + 0.48
E
TS
 = 0
N
2
O
2
Cl
2
Br
2
I
2
CO
NO
N
2
: (2x3)
NO: (2x3)
FSTS
PtO
2
TiO
2
-10 -5 0
E
diss
 (eV)
-10
-5
0
E
T
S
 (
eV
)
E
TS
 = 0.75 E
diss
 + 1.94
br-br
RuO
2
IrO
2
O
2
TS FS
PtO
2
RuO
2
IrO
2
TiO
2
IrO
2
TiO
2
-7.5 -5 -2.5 0 2.5 5 7.5
E
diss
 (eV)
-7.5
-5
-2.5
0
2.5
5
7.5
E
T
S
 (
eV
)
E
TS
 = 0.84 E
diss
 + 0.42
br-cus
RuO
2
O
2
NO
TS FS
IrO
2
RuO
2
TiO
2
PtO
2
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
E
diss
 (eV)
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
E
T
S
 (
eV
)
O
cus
- cus
H
2
O
TS FS
IrO
2
RuO
2
TiO
2
IrO
2
RuO
2
TiO
2
-3 -2 -1 0 1
E
diss
 (eV)
-3
-2
-1
0
1
E
T
S
 (
eV
)
E
TS
 = 0.97 E
diss
 + 0.21
O
br
- cus
E
TS
 = 0
PtO
2
PtO
2
OH
HCl
HBr
HI
H
2
O
TS FS
IrO
2
PtO
2
-3 -2 -1 0 1 2 3 4 5
E
diss
 (eV)
-3
-2
-1
0
1
2
3
4
5
E
T
S
 (
eV
)
E
TS
 = 0.14 E
diss
+ 2.73
O
cus
- O
cus
RuO
2 TiO2
H
2
TS FS
TiO
2
IrO
2
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5
E
diss
 (eV)
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
E
T
S
 (
eV
)
E
TS
= 0
O
br
 - O
br
E
TS
 = E
diss
RuO
2 PtO2
H
2
FS
(a)
(c)
(d) (e)
(f) (g)
(b)
FIG. 2. Calculated transition state energy ETS as a function of dissociative chemisorption energy Ediss of diatomic molecules on rutile (110) surfaces. The
dissociation site is indicated in each panel. The solid black line represents the averaged BEP linear fit to the calculated data. The dashed line illustrates the
dissociation line, i.e., ETS = Ediss. Also, a top view of the structures for the TS and the dissociated state, that is, FS, are shown for a representative system.
The blue, red, gray, and white spheres represent Ru, O, adsorbate O, and adsorbate H atoms, respectively.
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FIG. 3. Same as in Fig. 2 but for the (100) perovskite surfaces.
site where the BEP line experiences a rigid shift away from
the dissociation line is the Obr–cus site. This should be com-
pared with the cus–cus site. Dissociation over these two active
sites involves the same amount of surface atoms, however,
these surface atoms have different coordination and consist of
different atomic species. Hence, there is no straightforward
one-to-one correspondence between the geometry of the ac-
tive site and the α-value for the oxides.
In conclusion, the BEP relations for rutiles show a deli-
cate interplay between the type of molecule and the electronic
structure of the active site in the conformation of the TS.
B. Perovskites
Figure 3 shows the results for the (100) surfaces of
La- and Sr-perovskites. Also for this group of oxides BEP
relations exist with an averaged relation given by ETS
= 0.79Ediss + 1.42 eV on a zoomed out level. However, the
individual relations for each adsorbate and perovskite group
(see Table I) show that different adsorbates obey their own
BEP relations. In other words, the universal relation for per-
ovskites is insufficient to describe the fine-structure behavior
of the dissociation barriers.
The considered adsorption site on perovskites is atop of
the surface B atoms, which leads to a locally fully coordinated
structure around the surface B atom (see inset in Fig. 3). For
the perovskites adopting or being very close to the ideal cubic
symmetry, the relaxed adsorbate geometry is where the two
atoms in the adsorbed molecule are positioned symmetrically
atop of the B surface atoms. Otherwise, the adsorbate geome-
try gets skewed due to tilting of the octahedral framework.
When it comes to the transition state geometries, the per-
ovskites on or in the close proximity of the dissociation line
have FS-like geometries. In Sec. III C, the character of the TS
will be discussed in more detail.
C. Transition state character: La-perovskites
To study the variations in character of the TS, we here
consider dissociation of N2, NO, and O2 on LaBO3 per-
ovskites with different B metal atoms belonging to the 3d
FIG. 4. Individual averaged BEP relations for N2, NO, and O2 on LaBO3.
The labels indicate the B metal of LaBO3.
metals. First of all for each molecule the BEP relation (see
Fig. 4) approaches the dissociation line for high Ediss values
and deviates from the dissociation line as the Ediss becomes
more negative. The α-values change as 0.86, 0.80, and 0.58
for N2, NO, and O2, respectively.
Second, if the reactivity of an oxide would depend solely
on the position of the B metal atom constituent in the peri-
odic table, the reactivity trend should be monotonous along a
period. The situation is, however, more complicated, for ex-
ample, the reactivity of the LaBO3 perovskites for N2 dissoci-
ation is LaScO3 < LaCuO3 < LaNiO3 < LaCoO3 < LaFeO3
< LaTiO3 < LaMnO3 < LaVO3 < LaCrO3.
In Fig. 5, the calculated potential energy along the disso-
ciation path is given for each adsorbate. For a given molecule,
the character of the TS changes upon change of the substrate,
in other words as the B constituent of ABO3 changes. The
TS character can be either IS-like, FS-like, or somewhere in-
between. For N2, the TS is FS-like on LaCuO3, and it be-
comes less FS-like and more IS-like as the B metal is changed
from Ni to Cr. The TS character has most IS-character when
N2 is dissociated on LaCuO3. As the B metal is changed from
V to Sc the TS character changes and becomes more FS-like.
Similar results are found for NO and O2, with the difference
that the turning points are found for different B metals in the
perovskites.
The conclusion is that when moving in the 3d series from
Cu to Sc, the TS goes through a “cycle” from being FS-like
(like B = Cu), where the points fall on the dissociation line,
to IS-like (like B = Fe), and becoming FS-like (like B = Sc),
falling back on the dissociation line. Compounds with the
most IS-like character are located to the left of the BEP lines
and, therefore, deviate the most from the dissociation line.
There is no reason not to believe that this “cyclic” behavior
should be valid for substrates with B metals with other group
numbers outside the studied range. It is also this cyclic
behavior that is responsible for non monotonous reactivity
order of the La-perovskites.
D. Metals
In Fig. 6, we present some data for dissociation on the
(211) and (111) metal surfaces for comparison. The BEP
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FIG. 5. Calculated adsorption energy of the molecule as a function of the
molecular bond length for N2, NO, and O2 on La-perovskite (100) surfaces.
The vertical dashed line indicates the bond length of the molecule in the gas
phase.
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relations for the lowest TS barriers can be characterized
as class I, with the averaged relations given by ETS
= 0.81Ediss + 1.56 eV and ETS = 0.75Ediss + 2.06
eV for the (211) and (111) surfaces, respectively. They
are in agreement with the relations from Ref. 6, ETS
= 0.87Ediss + 1.34 eV and ETS = 0.90Ediss + 2.07 eV,
for the (211) and (111) surfaces, respectively. The difference
in the relations found in the current study and the one in
Ref. 6 is assigned to the somewhat different composition of
the calculated data points on which the linear regressions
are made. In the current study, metal surfaces in a broader
reactivity range are included. Including more reactive metals,
that is more negative Ediss, results in a larger deviation from
the dissociation line. The individual fits for each adsorbate on
these surfaces are given in Table I. It is found that O2 has an
α-value that is substantially different from the averaged BEP
α-value. This implies that there is a significant fine structure
in the BEP relation for both transition metals as well as for
oxides.
E. Oxides vs metals
When comparing the BEP relations associated with the
lowest TS for metals and oxides, we find (considering the N2,
O2, and NO molecules) that both groups of oxides obey re-
lations that are closer to the dissociation line than the (111)
and (211) metal surfaces. The rutiles have very low (if any)
barriers with respect to the gas phase, while the perovskites
exhibit more pronounced barriers. The averaged α-value for
the perovskites is in-between the α-value of the (111) and the
(211) surfaces, whereas the averaged β-value is closer to the
β-value of the (211) surfaces. Hence, there is a major differ-
ence between the two types of oxides. The fact that molecules
with strong or moderate intramolecular bonds dissociate with-
out any substantial barriers on rutiles, make these oxides ex-
tremely interesting as catalysts for dissociation of diatomic
molecules compared to the metals. In the energy region most
relevant for catalysis, i.e., where Ediss ∼ 0 eV, we find ru-
tiles as RuO2 and IrO2.
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TABLE I. Linear relations between ETS and Ediss values for the con-
sidered systems. For each individual fit the α- and β-values (see Eq. (1)) are
given together with the mean absolute error (MAE). Note that there are (to a
zeroth order approximation) several BEP lines for some systems, see text for
more details.
Rutile Molecule α β (eV) MAE (eV)
cus–cus N2 0.95 0.46 0.08
O2 0.84 0.42 0.35
NO 1.10 0.18 0.32
CO 0.93 0.42 0.03
All 0.93 0.48 0.25
Cl2 0 0 0
Br2 0 0 0
1.0 0 0
I2 0 0 0
1.0 0 0
br–br O2 0.75 1.94 0.53
br–cus O2 0.83 0.40 0.13
NO 0.86 0.40 0.06
All 0.84 0.42 0.10
Ocus–cus H2O 1.30 0.07 0.02
Obr–cus OH 0.92 0.06 0.10
H2O 0.87 0.16 0.05
All 0.97 0.21 0.09
HCl 0 0 0
HBr 0 0 0
HI 0 0 0
Ocus–Ocus H2 0.14 2.73 0.27
Obr–Obr H2 0 0 0
1.0 0 0
Perovskite
LaBO3 N2 0.86 1.44 0.46
O2 0.58 1.07 0.72
NO 0.80 1.18 0.50
CO 0.91 0.85 0.19
SrBO3 N2 0.75 1.40 0.39
NO 0.65 0.82 0.40
All 0.79 1.42 0.65
Metal
(211) N2 0.83 1.85 0.20
O2 0.58 0.89 0.26
NO 0.71 1.09 0.29
All 0.81 1.56 0.36
(111) N2 0.74 2.36 0.23
O2 0.64 1.69 0.09
NO 0.68 1.66 0.15
All 0.74 2.06 0.31
IV. SUMMARY AND OUTLOOK
In summary, density functional theory calculations show
that BEP relations also exist for oxides and that they have
a richly detailed structure. Among the molecules and oxides
investigated in this study, one finds the whole spectrum of
BEP relations with slopes from one to almost zero. A slope
equal to zero corresponds to a system with no activation bar-
rier and hence the ETS by definition is not a well defined
quantity. Surprisingly, we have found that the BEP relations
for molecules with strong intramolecular bonds on the most
stable site on rutiles follow a relation that almost coincides
with the dissociation line. This suggests that these oxides
are interesting as alternative catalysts for reactions involving
the dissociation of diatomic molecules compared to transition
metals. The perovskites could also be interesting for some re-
actions, since with respect to their dissociative abilities they
intrinsically resemble the steps on transition metals.
Our results show that if the underlying nature of bond-
ing in the TS and the dissociated state are similar, that is the
TS is FS-like, these are correlated via a BEP relation with a
slope close to unity. This is the case for molecules with strong
intramolecular bonds. On the other hand, if the TS is more
IS-like the BEP relations become FS-independent and the dis-
sociative chemisorption energy becomes an invalid descriptor
for the dissociation barrier. This is the case for very reactive
surfaces or molecules with weak intramolecular bonds. We
have identified a “cyclic” behavior in the TS character, that is
it can change from being FS to IS and back to FS as the metal
constituent of the oxide is varied through a period in the peri-
odic table. This implies that on a detailed level the concept of
universal BEP relation is an insufficient model unable to take
into account the fine-structure observed in this study.
It is also found that, for a given molecule and active site,
the BEP relation is a continuous function that depends on
the strength of the bond formed between the surface and the
molecule. At the moment we do not have a completely pre-
dictive approach of what the form of the BEP relation should
look like, but we know that it to a good approximation can be
viewed as a piecewise linear relation. This will be the subject
of future studies.
The combined knowledge of BEP relations and scaling
relations opens up the possibility to evaluate the activity of
oxides in terms of simplified descriptors. Hence, extending
the fundamental knowledge of the reaction chemistry at the
atomic level may widen our perspectives of oxides as future
heterogeneous catalysts.
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We analyse the transition state energies for 249 hydrogenation/dehydrogenation reactions of
atoms and simple molecules over close-packed and stepped surfaces and nanoparticles of
transition metals using Density Functional Theory. Linear energy scaling relations are observed
for the transition state structures leading to transition state scaling relations for all the
investigated reactions. With a suitable choice of reference systems the transition state scaling
relations form a universality class that can be approximated with one single linear relation
describing the entire range of reactions over all types of surfaces and nanoclusters.
1. Introduction
Linear energy relations have proven useful in simplifying the
theoretical analysis of a number of catalytic reactions, thereby
helping to establish an improved understanding of their under-
lying trends.1–3 The linear energy relations in question are
especially the so-called Brønsted–Evans–Polanyi (BEP)
relations4–13 describing correlations between transition states
and reaction energies, and the adsorbate scaling relations14
describing correlations between the adsorption energies of
adsorbed reaction intermediates containing hydrogen with
respect to either C, N, or O. More generalized, the BEP
relations can be viewed as resulting from a scaling relation
between reaction intermediates and transition states. By
combining transition state scaling relations and adsorbate
scaling relations the number of individual parameters that
needs to be determined in order to describe the energetic
trends underlying the kinetics of a complex catalytic reaction
can be signiﬁcantly reduced, and often limited to only one or
very few descriptors. Good descriptors are typically adsorption
energies of some of the key reactive intermediates, or
combinations of these.15–23
In the present paper we analyse the transition state energies
for 249 dehydrogenation reactions of small hydrogen containing
molecules over close-packed and stepped surfaces and nano-
particles of transition metals using Density Functional Theory
(DFT). Linear energy correlations are observed for the transition
state structures leading to transition state scaling relations for
all the investigated reactions. Upon implementing a suitable
choice of reference systems all the transition state scaling
relations form a universality class8,9 in which only one single
descriptor can be used to determine the transition state for
every reaction over all types of surfaces and nanoclusters.
2. Computational method
The calculations were carried out using the DACAPO plane
wave Density Functional Theory code.24 Exchange–correlation
eﬀects were described using the RPBE functional25 with an
energy cutoﬀ of 340 eV or more. The ionic cores were
described by Vanderbilt ultrasoft pseudopotentials.26 A slab
model with three (or in some cases four) close-packed atomic-
layers was chosen to represent the transition metal surfaces
describing the close-packed and stepped surfaces. At least one
(in some cases two) top layer was fully relaxed and the rest of
the metal layers were held at ﬁxed positions. The size of a
surface supercell was 2  2 for the close-packed surfaces, and
supercell sizes of 1  2, 2  2, and 2  3 were used for the
stepped surfaces depending on the size of the adsorbed
molecules. The Brillouin zones were sampled using
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Monkhorst-Pack k-point meshes of 4  4  1 points or
denser.27 For the M12 nanoparticles, all the 12 atoms were
ﬁxed, while the adsorbates were allowed to relax. The M12
cluster was ﬁxed in a planar structure identical to the geometry
used in a recent study on CO oxidation.18 The calculations on
the M12 nanoparticles were carried out using only the gamma-
point. The transition state energies were calculated using either
a bond stretching method28 or the nudged elastic band method
which can be combined with the climbing image method to
precisely determine the maximum barrier.29 Several pathways
were tested for each reaction step and in this paper we only
report the ﬁrst order saddle points corresponding to the lowest
barrier. The maximum coverage on the active site was one half.
The convergence with respect to, number of layers, cutoﬀ
energy, and k-point sampling has been studied elsewhere30 and
we refer to this work for a more detailed evaluation of the
accuracy of the data presented in this paper.
3. Results and discussion
A diagram explaining the reference energy levels used in the
transition state scaling relations and in the Brønsted–Evans–
Polanyi (BEP) relations for the dehydrogenation/hydrogenation
processes is presented in Scheme 1. The transition state scaling
relations are based on the transition state energy, Ets, and the
ﬁnal state energy Ediss, with respect to the gas phase species
31
CH4, NH3, H2O and H2, see Scheme 1A. Whereas the BEP
relation is based on the reaction energy, DEdiss, which is the
energy diﬀerence between the initial and the ﬁnal state, while
the activation barrier, DEadiss, is the energy based on the
diﬀerence in energy between the initial state and the transition
state. This can be seen in Scheme 1B.
Fig. 1 shows a universal transition state (TS) scaling relation
for a series of dehydrogenation reactions over a wide range of
transition metal surfaces, such as close-packed and stepped
surfaces and nanoparticles. The ﬁtted data for the transition
state scaling relations for all the dehydrogenation reactions are
presented in Table 1. Here the data have been arranged in
categories of individual, classes, groups and overall. The
individual ﬁt is based on only one type of reaction on one
surface type, the class is based on a speciﬁc reaction on all the
types of surfaces, the grouped data are for all data containing
either nitrogen, carbon or oxygen, and lastly the overall ﬁt is
based on all reactions on all types of surfaces.
The mean absolute error (MAE) of the ﬁtted line in Fig. 1 is
0.28 eV. The correlation is certainly not perfect, and compared
to so-called ‘‘chemical accuracy’’ which is typically deﬁned as
1 kcal mole1 or approximately 40 meV, the error on a
prediction based on using the linear relation shown in Fig. 1
will have a typical error one order of magnitude larger. The
prediction error, however, has to be seen in the light of how
well a typical GGA exchange–correlation functional can
describe the reaction and transition state energies. The error
in currently employed exchange–correlation functionals could
easily be of the same size as the error from predictions based
on the transition state scaling relations. The errors in the
presented relation are certainly small enough to rapidly
produce a ﬁrst rough estimation of activation barriers for
hydrogenation/dehydrogenation reactions. The universal TS
scaling relation relates the energies of transition states with
ﬁnal states of dehydrogenation reactions.13 Such correlation
originates from the geometrical similarity of the structures of
transition states and ﬁnal states.8
Fig. 1 collects diﬀerent types of dehydrogenation reactions
on transition metal surfaces and clusters. The deviation of the
Scheme 1 The deﬁnition of energies used in this paper for the
hydrogenation/dehydrogenation processes. All energies are with
respect to the gas phase molecules of CH4, NH3, H2O, and H2.
Top-view. (A) The transition state (TS) scaling relation are based upon
the energies given by the two blue arrows denoted as Ets for the transition
state energy and Ediss for the ﬁnal state energy. Bottom-view. (B) The
Brønsted–Evans–Polanyi (BEP) relations use another reference energy.
The BEP relations are based upon the activation barrier DEadiss/ass and the
reaction energy DEdiss/ass as deﬁned in the bottom panel.
Fig. 1 Transition state energies plotted against dissociation energies
with respect to energies of gas-phase CH4, H2O, NH3, and H2. The
fully ﬁlled symbols refer to dissociation over close-packed surfaces,
and the half-ﬁlled symbols refer to dissociation over stepped surfaces
and OOHx species have been dissociated on a M12 nanocluster. The
colors represent the diﬀerent hydrogen content in the molecules, where
black is the ﬁrst dehydrogenation step, red is the second step, green is
the third step, and blue is the fourth dehydrogenation step.
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points comes predominantly from the diﬀerence of the structures
of the reactions. As expected from Table 1, the MAE becomes
smaller when we look into a certain reaction or a series of
similar reactions, since the structures are more similar to each
other. The MAE is typically smaller than 0.15 eV for an
individual reaction over a given geometry of an active surface
site, as evidenced in Table 1. When looking at several reactions
simultaneously or several surface geometries, the uncertainty
of a prediction made from their common linear regression ﬁt
will generally increase, but in all cases stays below 0.3 eV. It is
therefore useful to see Table 1 as a hierarchy of accuracy that
allows treating a particular reaction more accurately if it
resembles one of the speciﬁcally presented reactions, whereas
the overall universal TS scaling can be used for a general
hydrogen bond breaking reaction which has not been speciﬁ-
cally treated in this study.
Fig. 2 shows the BEP relations of the whole set of
dehydrogenation reactions. The MAE of 0.27 eV is close to
that of the above-discussed universal TS scaling relation. The
practical performance of these two relations with respect to
estimation of activation energies should be very similar, based
on the fact that their MAEs are very close.
Although the universal BEP relation in Fig. 2 may at a ﬁrst
glance look less presentable than the universal TS scaling
relation, we would like to emphasize several merits of it. The
ﬁrst merit of BEP relations is of course the clear trend reﬂected
by the relations. Since activation energies and reaction
Table 1 The ﬁtted parameters of the transition state scaling relations with respect to energies of gas-phase CH4, H2O, NH3, and H2
Reaction Surface Slope Constant/eV MAE/eV
H2O(g) + 2*- OH* + H* Close packed 0.47  0.10 0.99  0.07 0.20
Step 0.77  0.02 0.95  0.04 0.17
All 0.58  0.05 0.94  0.04 0.16
OH* + *- O* + H* Close packed 0.75  0.03 1.32  0.04 0.12
Step 0.63  0.03 0.92  0.03 0.21
All 0.78  0.03 1.13  0.05 0.20
Water group All 0.74  0.03 1.06  0.04 0.20
NH3* + *- NH2* + H* Close packed 0.57  0.09 0.95  0.11 0.24
Step 0.69  0.05 1.45  0.07 0.14
All 0.59  0.06 1.19  0.09 0.23
NH2* + *- NH* + H* Close packed 0.81  0.03 1.26  0.05 0.15
Step 0.78  0.04 1.41  0.05 0.16
All 0.79  0.03 1.32  0.04 0.16
NH* + *- N* + H* Close packed 0.92  0.04 1.09  0.08 0.12
Step 0.91  0.04 1.41  0.09 0.17
All 0.87  0.03 1.34  0.07 0.19
Ammonia group All 0.82  0.02 1.33  0.04 0.24
CH4(g) + 2*- CH3* + H* Close packed 0.67  0.11 1.04  0.10 0.19
Step 0.64  0.09 1.01  0.07 0.19
All 0.67  0.06 1.03  0.05 0.18
CH3* + *- CH2* + H* Close packed 0.92  0.05 0.80  0.08 0.11
Step 0.86  0.03 0.78  0.05 0.09
All 0.89  0.03 0.79  0.05 0.11
CH2* + *- CH* + H* Close packed 0.94  0.02 1.02  0.07 0.20
Step 0.88  0.06 1.22  0.11 0.22
All 0.90  0.04 1.20  0.10 0.27
CH* + *- C* + H* Close packed 1.00  0.03 0.72  0.06 0.16
Step 0.88  0.07 1.29  0.17 0.26
All 0.92  0.04 1.02  0.08 0.23
C2H6(g) + 2*- C2H5* + H* Step 0.85  0.03 0.87  0.05 0.14
C2H5* + *- C2H4* + H* Step 0.99  0.10 0.77  0.20 0.11
C2H4* + *- C2H3* + H* Step 0.92  0.11 1.57  0.31 0.18
C3H8(g) + 2*- C3H7* + H* Step 0.76  0.06 1.49  0.13 0.08
C3H6* + *- C3H5* + H* Step 1.04  0.04 1.03  0.13 0.07
Hydrocarbon group All 0.95  0.02 0.97  0.04 0.25
H2(g) + 2*- 2H* Close packed 0.67  0.06 0.69  0.04 0.08
Step 0.54  0.14 0.60  0.08 0.11
All 0.61  0.07 0.65  0.04 0.10
All All 0.86  0.01 1.14  0.02 0.28
Fig. 2 Activation energies, DEadiss, plotted against reaction energies,
DEdiss, of the dehydrogenation reactions. The fully ﬁlled symbols refer
to data on close-packed surfaces, and the half ﬁlled symbols mean the data
on step surfaces. The colors represent the diﬀerent hydrogen content in the
molecules, where black is the ﬁrst dehydrogenation step, red is the second
step, green is the third step and blue is the fourth dehydrogenation step.
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energies are typical experimentally measured properties for the
analysis of catalytic reactions, rather than the transition state
total energies and ﬁnal state total energies with respect to a gas
phase reference it may also be easier to correlate theory and
experiments using the BEP relations. The TS scaling relations
are (in the present study) based on the structural similarities of
the transition states and the ﬁnal states of a reaction. Such
direct similarity between states generally only holds for a
limited range of surface reactivity. On the late transition
metals there will be a tendency towards having late transition
states, and over the early transition metals the transition states
will also be earlier. The TS scaling relations (in the form
presented above) will thus have a relatively larger MAE when
applied to reactions over early transition metals. Therefore it
makes more sense to use the TS scaling relations in the
presented form for reactions over surfaces of a rather similar
reactivity. The BEP relations correlate the activation barrier
with contributions from both initial and ﬁnal states. Therefore
the BEP relations tend to be valid for the catalytic reactions in
a larger window of variation of the surface reactivity. The shift
in similarity of the transition state structures with initial and
ﬁnal states thus gives rise to a slightly v-shaped distribution of
errors in Fig. 1, whereas the noise distribution is more homo-
geneous in Fig. 2.
The ﬁtted parameters of separate BEP relations of the
dehydrogenation reactions are listed in Table 2. It is found that
the MAE becomes gradually smaller from the whole set of data
to similar groups of reactions and one reaction. The reason is
that the scattering caused by the diﬀerence of geometric struc-
tures has been eliminated to a large degree when only focusing on
similar reactions. Hence, using parameters for a certain reaction
will yield high accuracy for that or very similar reactions. The
parameters for grouped reactions and the universal relation are
also useful for fast calculations for preliminary and rough trends.
This becomes useful when not all parameters are available or in
cases where the demand for accuracy is less strict.
According to the scaling relations, the binding energies of a
series of hydrogen-containing molecules are linearly correlated
with the binding energies of their central atoms.14 Fig. 3 shows
that the linear relations are also valid for the correlation of the
transition state energies for hydrogenation/dehydrogenation
reactions and binding energies of the central atoms. Furthermore,
Fig. 4 shows that the adsorption energies of hydrogen scale
approximately with the adsorption energies of C, N, and O.
The scatter increases as one moves from C to O. The linear TS
scaling relations and the BEP relations are therefore both mani-
festations of the scaling relation between reaction intermediates
and transition states with the adsorption energies of the central
Table 2 The ﬁtted parameters of BEP relations
Reaction Surface Slope Constant/eV MAE/eV
H2O(g) + 2*- OH* + H* Close packed 0.44  0.10 1.04  0.07 0.19
Step 0.57  0.03 1.00  0.02 0.06
All 0.51  0.05 1.01  0.04 0.14
OH* + *- O* + H* Close packed 0.62  0.06 1.23  0.05 0.16
Step 0.59  0.04 1.08  0.03 0.09
All 0.59  0.04 1.15  0.03 0.17
Water group All 0.57  0.03 1.09  0.03 0.15
NH3* + *- NH2* + H* Close packed 0.46  0.13 1.21  0.09 0.14
Step 0.57  0.06 1.65  0.05 0.13
All 0.42  0.08 1.47  0.06 0.20
NH2* + *- NH* + H* Close packed 0.68  0.05 1.23  0.05 0.14
Step 0.57  0.08 1.66  0.08 0.19
All 0.68  0.06 1.41  0.06 0.21
NH* + *- N* + H* Close packed 0.79  0.09 1.13  0.09 0.11
Step 0.74  0.11 1.45  0.09 0.19
All 0.72  0.08 1.35  0.07 0.19
Ammonia group All 0.61  0.04 1.43  0.04 0.23
CH4(g) + 2*- CH3* + H* Close packed 0.92  0.07 0.77  0.07 0.07
Step 0.66  0.10 1.00  0.08 0.18
All 0.72  0.06 0.96  0.06 0.16
CH3* + *- CH2* + H* Close packed 0.96  0.07 0.67  0.05 0.07
Step 0.80  0.07 0.71  0.06 0.10
All 0.87  0.05 0.70  0.04 0.10
CH2* + *- CH* + H* Close packed 1.02  0.07 0.73  0.04 0.09
Step 0.75  0.16 1.09  0.11 0.25
All 0.91  0.11 0.88  0.07 0.22
CH* + *- C* + H* Close packed 0.87  0.07 0.97  0.07 0.09
Step 0.71  0.11 1.19  0.08 0.18
All 0.75  0.06 1.12  0.06 0.15
C2H6(g) + 2*- C2H5* + H* Step 0.86  0.03 0.75  0.03 0.03
C2H5* + *- C2H4* + H* Step 1.05  0.22 0.75  0.08 0.16
C2H4* + *- C2H3* + H* Step 0.86  0.18 1.45  0.15 0.18
C3H8(g) + 2*- C3H7* + H* Step 0.76  0.06 1.11  0.06 0.09
C3H6* + *- C3H5* + H* Step 1.04  0.07 1.13  0.05 0.08
Hydrocarbon group All 0.84  0.04 0.94  0.03 0.21
H2(g) + 2*- 2H* Close packed 0.67  0.06 0.69  0.04 0.08
Step 0.54  0.14 0.60  0.08 0.11
All 0.61  0.07 0.65  0.04 0.10
Universal All 0.69  0.03 1.11  0.02 0.27
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atoms (those atoms in contact with the surface). Because the
transition state for dehydrogenation reactions is very similar over
close-packed and stepped surfaces or a nanoparticle, there is no
major geometrical eﬀect for the single TS scaling relation and the
BEP relation for all treated hydrogenation/dehydrogenation steps,
and all points fall on one line in Fig. 2. For a single reaction,
however, there can be a signiﬁcant electronic eﬀect going from a
close-packed surface to a more under-coordinated surface, such as
a step or a nanocluster. This is a particular feature of hydro-
genation/dehydrogenation reactions and somewhat diﬀerent
from many other bond-breaking reactions on transition metal
surfaces, where steps are typically many orders of magnitude
more reactive than the close-packed surfaces.10,32
If we now more generally consider a transition state scaling
relation to represent a general correlation between the energy of
the transition state and some combination of relevant adsorption
energies, then the BEP relation is one such particular choice of
linear combination of the relevant adsorption energies. One may
then well ask the question: ‘‘what linear combination of relevant
energies of adsorption intermediates is the best representation of
a given reaction?’’ This question we shall attempt to address in a
subsequent piece of work based on a statistical viewpoint.33
Conclusions
We have presented a universal transition state scaling relation
for dehydrogenation reactions over close-packed and stepped
surfaces as well as nanoparticles of transition metals. One
Fig. 3 The transition state energies of dehydrogenation reactions
plotted against the adsorption energies of (a) O, (b) N and (c) C with
respect to their gas-phase energies. The black and red colors indicate
the results on close-packed and step surfaces respectively.
Fig. 4 The adsorption energies of H plotted against the adsorption
energies of (a) O, (b) N and (c) C with respect to their gas-phase energies.
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simple relation is demonstrated to cover a very broad class of
hydrogenation/dehydrogenation surface chemistry over
transition metals, since all of the investigated reactions, metals,
and surface geometries can be reasonably well approximated by
one universal linear transition state scaling relation. This holds
promise that in the future the search for new hydrogenation
catalysts may be facilitated by the fact that a ﬁrst rough initial
screening can be carried out based on this general linear energy
relation without the need for performing full DFT calculations.
Together with the adsorbate scaling relations for various reaction
intermediates, the universal BEP relation for (de)hydrogenation
reactions can become a tool with predictive power and give a fast
and semi-accurate ﬁrst-hand knowledge for a number of catalytic
reactions which can then subsequently be analyzed in greater
detail.
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Volcano Relations for Oxidation of Hydrogen 
Halides over Rutile Oxide Surfaces 
Anja Toftelund,[a] Isabela C. Man,[a] Heine A. Hansen,[b] Frank Abild-Pedersen,[c] 
Thomas Bligaard,[b,c] Jan Rossmeisl,[a] and Felix Studt[c]* 
We investigate the heterogeneous catalytic oxidation of HX (X = Cl, 
Br, and I) on the RuO2 (110) surface with density functional theory 
(DFT). We solve a micro-kinetic model of HX oxidation and compare 
oxidation activity at different coverage. We further establish linear 
energy relations for the reaction intermediates over a range of 
different rutile oxide surfaces. Based on the obtained scaling relations 
two descriptors are identified that describe the reactions uniquely. By 
combining scaling with the micro-kinetic model activity volcanoes for 
the three different oxidation reactions are derived. It is found that the 
commonly used RuO2 catalyst for HCl oxidation is closest to optimal 
for all three oxidation processes.   
 
Introduction 
Halides are versatile compounds in the chemical industry with 
chlorine being the most important one. Being produced at scales 
of 65 Mtonnes per year, chlorine is used as disinfectants and for 
water treatment as well as for the production of e.g. 
polyvinylchloride, isocyanates, and chloromethanes.[1,2,3] Bromine 
and iodine are produced at much smaller scales; bromine is 
found in flame retardants, dyes, and insect repellents[ 4 ] while 
iodine’s main applications are as a co-catalyst for the production 
of acetic acid and as food supplement for live-stock in the form of 
ethylenediammonium diiodide.[5] Bromine has recently attracted 
attention as it was suggested to be used in small to medium-scale 
gas to liquid processes[6,7] where Br2 can be used to brominate 
methane or other alkanes into alkyl bromide in formation of longer 
alkanes. In this process Br2 needs to be completly recovered from 
HBr. 
Chlorine is mainly produced via electrochemical reduction of 
chloride salt solution using the so-called membrane, mercury, or 
diaphragm processes.[ 8 ] Alternatively it can also be produced 
(and originally was) via the heterogeneously catalysed oxidation 
of HCl by oxygen (the Deacon process, see equation 1).[9,10] This 
process has a much lower energy consumption compared to the 
electrochemical processes,[11] but needs HCl as a starting point. 
This, however, could also make the Deacon process interesting 
for recycling reactions. Bromine as well as iodine are usually 
produced via oxidation with chlorine gas.[8] Oxidation of HBr and 
HI with air via a process similar to the Deacon process, however, 
should in principle be possible as well (see equation 2 and 3). 
Recycling of bromine via oxidation could potentially become one 
of the key steps in the economically viable catalytic gas to liquid 
process described above. 
4 HCl(g) + O2(g) → 2 Cl2(g) + 2 H2O(g) (∆H298 = -114 kJ mol-1) (1) 
4 HBr(g) + O2(g) → 2 Br2(g) + 2 H2O(g) (∆H298 = -276 kJ mol-1) (2) 
4 HI(g) + O2(g) → 2 I2(g) + 2 H2O(g) (∆H298 = -465 kJ mol-1)      (3) 
Industrial production of chlorine via the Deacon process 
utilizes a RuO2 catalyst supported on TiO2.[10] There are a few 
theoretical studies for this process,[ 12 , 13 , 14 , 15 , 16 ] a theoretical 
analysis regarding a similar process for HBr and HI oxidation, 
however, is still missing. 
Herein we investigate the heterogeneously catalysed 
oxidation of all three halides (HCl, HBr, and HI) over rutile oxide 
surfaces. This study presents an extension of our earlier study on 
HCl oxidation over three rutile oxide surfaces.[12] We are 
expanding the study to the other two halides, HBr and HI, under 
the assumption that the oxidation follows the same route as found 
for HCl. Furthermore, we include more rutile oxide surfaces and 
are solving the full micro-kinetics without any assumptions on rate 
determining steps. We will also refine previously obtained scaling 
relations of adsorbates[12] in order to get an improved description 
of reaction parameters.  
We will start by investigating the three different processes 
over the RuO2(110) surface which represents the active site of 
the industrially used catalyst in HCl oxidation.[14] By applying 
scaling relations for the different adsorbates and transition states 
we find that two descriptors define the activity of the surfaces 
employed in this study. With the help of these descriptors a 
[a] Anja Toftlelund, Dr. Isabela C. Man, Prof. Jan Rossmeisl  
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Technical University of Denmark 
DK-2800 Kgs. Lyngby, Denmark  
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 Department of Chemical Engineering 
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micro-kinetic model is solved so that two dimensional volcano-
shaped activity plots are obtained for the three different 
processes. 
Results and Discussion 
The rutile oxide (110) surface 
The chemistry on the rutile oxide (110) surfaces is primarily taking 
place on the coordinative unsaturated (cus) sites. These cus sites 
are situated between rows of oxygen atoms that are strongly 
bound at the bridge sites between two metal atoms. Experimental 
and theoretical work on the RuO2 surface shows that under 
reaction conditions of the Deacon process most of these bridging 
oxygen atoms will be replaced by chlorine.[12,14,15] Bridging oxygen 
atoms of TiO2 and IrO2 surfaces on the other hand are not 
predicted to be replaced.[12] Similar calculations predict that RuO2 
and PtO2 exposed to HBr and HI will have the bridging oxygen 
atoms replaced by Br and I, respectively (see supplementary 
material, figures S1 and S2).  
Replacing bridged oxygen by halides has been shown to have 
a rather small effect to adsorption energies on cus sites in the 
case of chlorine[12] and we assume that the same is true for 
bromine and iodine. We therefore limit this first analysis to 
surfaces with oxygen in the bridge site only. Since bridge oxygen 
is hard to replace in most surfaces it can be seen as a spectator 
and the reaction is occurring along the cus sites only. We 
considered both, the high and low coverage regime on the cus 
sites; the low coverage model has 50% of the sites occupied 
whereas the high coverage model has 100% of the cus sites 
occupied by adsorbates.  
Reaction mechanism 
Figure 1 shows the free energy diagram of the heterogeneously 
catalysed oxidation of HCl, HBr, and HI on the RuO2(110) surface 
at 573K for both, the high and low coverage regime. The same 
analysis of the reaction pathway has been used for the high 
coverage regime of HCl oxidation in our earlier study.[12]   
 
Figure 1. Gibbs free energy diagram for the oxidation of HCl, HBr, and HI on 
RuO2(110) at 573K as obtained from DFT calculations. Solid and dotted lines 
represent high and low coverages, respectively. X denotes a halide (Cl, Br, or I) 
and * denotes an adsorbed atom or molecule.  
As can be seen in figure 1, oxidation of HX becomes more 
exothermic from Cl to Br to I with the reaction free energies being 
-0.42, -1.23, and -1.91 eV. The reaction cycle starts with the 
dissociative adsorption of HX (X = Cl, Br, I) on the cus site of an 
oxygen pre-covered surface. Adsorption proceeds via 
dissociation of H-X where the hydrogen atom binds on top the 
oxygen and the chlorine binds directly to the free cus site. This 
step is thermodynamically downhill for all three halides, being 
most downhill for iodine. The next step is the dissociative 
adsorption of O2. After coadsorption of a second HX the two OH 
groups recombine to give H2O and adsorbed O and the two X 
recombine to X2. For HCl, this recombination of two Cl atoms 
represents the most difficult step of the catalytic cycle. Moreover, 
it can be seen that this step is only feasible in the high coverage 
regime as recombination becomes prohibitively endothermic at 
low chlorine coverages, in agreement with earlier theoretical 
studies.[12,13]  
When going from chlorine to bromine to iodine the overall 
process becomes more exothermic. This is reflected in the 
thermodynamics where especially the dissociative adsorption of 
HX becomes more exothermic being -0.31 eV (-0.77 eV) for HCl, 
-0.69 eV (-1.00 eV) for HBr, and -1.06 eV (-1.14 eV) for HI (for 
high (low) coverage of X*). Desorption of Br2 is the most energy 
demanding step in HBr oxidation being uphill in free energy by 
0.28 eV (0.48 eV) at 573K. As for HCl oxidation, this step is more 
facile at high coverages, though the difference to the low 
coverage regime is not as large. Interestingly, recombination of 
two iodine atoms to form I2 is similarly uphill as the recombination 
of two Cl and two Br at high coverages. Recombination of two 
iodine atoms at low coverages on the other hand is only slightly 
endothermic by 0.08 eV. This is due to interactions between 
iodine atoms that increase overall iodine binding at high 
coverages. HI oxidation will thus be more active at low coverages 
whereas HCl and HBr oxidation will occur in the high coverage 
regime.   
Microkinetic model 
We will now employ a microkinetic model for the three oxidation 
processes on the RuO2(110) surface. The model consists of the 
five elementary reaction steps (1-5): 
 
1) O2+2*→O2** 
2) O2**→2O* 
3) O*+*+HX→OH*+X* 
4) 2X*→X2+2* 
5) 2OH→O*+*+H2O 
 
where * denotes an empty site on the surface. Note that the 
dissociative adsorption of O2 has been split up into two steps; the 
molecular adsorption of O2 and its dissociation into two O*. The 
same model is described in earlier work for the HCl oxidation with 
reaction step 2 and 4 (O2 dissociation and chlorine 
recombination) as the rate determining steps.[12] It has been found 
that dissociation of diatomic molecules over cus-cus on rutile 
oxide surfaces almost exclusively have the barrier given by the 
change in reaction energy.[27] If extra transition barriers exist they 
are reasonably small and therefore neglected in our model. We 
extend our analysis here to other halides without making any 
assumptions on rate determining steps. Our results are hence 
based on the exact steady-state solution of the micro-kinetic 
model. In the model the following systems of equations are 
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solved with respect to the four different surface species present at 
HX oxidation, , , , and : 
r1 = r2           (1) 
r2 = 4r3          (2) 
2r3 = r4          (3) 
r4 = r5          (4) 
        ∗  1                                                (5) 
where the reaction rates r1 - r5 are the reaction rates for the five 
elementary reaction steps: 

  ∗
  1/2      (6) 

  1/2  

       (7) 

  ∗        (8) 

  
  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       (9) 

  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∗            (10) 
The equilibrium constants are given by: 
  
∆

              (11) 
and  the forward and backward rates are:  
 
 


∆
!

              (12) 
 

"
              (13) 
(See the supplementary material for the full description of the 
model). 
Solving the model described above yields the turnover 
frequencies (TOFs) for the three oxidation processes. Figure 2 
shows the TOFs as a function of temperature for both, for the 
high and low coverage regime.  
 
Figure 2. Turnover frequencies (TOFs) as a function of temperature for HCl, 
HBr, and HI oxidation over RuO2(110) as obtained from the solution of the 
microkinetic model. Results for high (solid lines) and low (dotted lines) 
coverages are shown.  
Inspection of Figure 2 reveals what one would expect from 
the energetics shown in Figure 1. As recombination of two X to 
form X2 is very similar for all three halides at high coverages; their 
onset activities for X2 production are very similar. All three halides 
start X2 production around 500K. A similar result was found for 
HCl oxidation on the basis of RuO2(110) data that was derived 
from scaling relations[12] as well as experimental work.[13] For 
chlorine and bromine, the activity of the low coverage regime is 
much lower whereas a higher activity is predicted for iodine at low 
coverages; I2 production at low coverages is starting already 
around 400 K.  
We performed a sensitivity analysis of the rates shown in 
Figure 2 in order to get an estimate of the accuracy of our model 
(see supplementary material). We applied an “error” of 0.2 eV to 
the adsorption energy of chlorine and found that the onset 
temperature calculated with our model shifts by as much as 150K. 
The rates given in Figure 2 should therefore be taken with care 
and we see this more as a trend study rather than being able to 
predict the magnitude of total rates.  
Extension to other rutile surfaces 
In order to extend this model to other rutile surfaces, we applied 
scaling relations between different adsorbates and surfaces. 
These scaling relations were first described for transition metal 
surfaces[17,18] but have been extended to oxides[19,20] and have 
been used recently to scale the Deacon process for different 
surfaces.[12] Whereas only one parameter, the dissociative 
chemisorption energy of oxygen, was used in the earlier model, 
we will extend our analysis in the following to two parameters. 
The reason for that extension is explained below.   
In order to describe the overall processes, the adsorption 
energies of the six different surface species, O2**, O*, OH*, Cl*, 
Br*, and I* are considered. In earlier studies O* was used to 
describe the adsorption of OH*.[20,12,21] Later models, however, 
differentiate between O* and OH* adsorption energies since their 
scaling behaviour is not always perfect, so that a better 
description is often achieved when OH* as a second variable is 
invoked.[22,23] This can also be seen in Figure 3 where the relation 
between OH* and O* is shown. While the overall trend between 
OH* and O* is clearly observed, a mean absolute error (MAE) of 
0.74 eV suggests that one has to take care when using this 
scaling relation.   
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Figure 3. Dissociative chemisorption energy of O2 (∆#$%% ) plotted as a function 
of the adsorption energy of OH (∆#&$% ) on a variety of rutile(110) surfaces as 
obtained from DFT calculations. Gas-phase O2 and H2O are used as a 
reference, respectively. Gas-phase O2 has been corrected as described in 
reference [24]. 
Interestingly, a few outliers, e.g. IrO2 and VO2, cause the 
large MAE. We tested the values obtained for IrO2 and RuO2 with 
the all electron DFT code GPAW[25] using the RPBE functional,[26] 
and obtained similar results (see supplementary material). This 
may indicate that the deviations originate from differences in the 
underlying physics of the systems that are not described by the 
scaling relations. We have therefore chosen to invoke OH* as a 
second descriptor in our model. All other adsorption energies can 
be described well by either one of them, as we will show in the 
following.  
Figure 4a and 4b show the scaling of intermediates as a 
function of OH* for the low and high coverage regimes, 
respectively. As can be seen in figure 4a the halides scale with 
the OH binding energy. A slope of 1 has been fitted through the 
binding energies of the halides giving reasonable correlations. 
The error does, however, increase when going from chlorine to 
bromine and is largest for iodine. Molecular adsorption of O2 has 
been found to scale reasonably with the adsorption energy of OH 
as well. A slope of 1.42 is obtained when fitting through the O2 
adsorption values which is possibly due to an extensive activation 
of the O=O double bond on the rutiles.  
Figure 4b shows the scaling of Cl, Br and I that are adsorbed 
next to Cl, Br, and I, respectively, corresponding to high coverage 
of the halides. The adsorption energies are plotted as a function 
of the OH binding energy of an OH group that is also adsorbed 
next to a Cl, Br or I, respectively. As can be seen from figure 4b, 
the slopes are less than those obtained for the low coverage and 
are decreasing from Cl to Br and I, with I having a slope of 0. This 
is due to an extensive interaction between two halides that are 
adsorbed next to each other. This interaction increases from Cl to 
Br and I so that the effect is largest for iodine. One would expect 
a slope of 1 as observed for the low coverage regime and the 
interaction between halides can be seen as decreasing this 
scaling due to a decrease in interaction between the halides and 
the oxide surfaces.   
 
 
Figure 4a. Adsorption energies of Cl, Br, and I at a coverage of 0.5 and 
adsorption energies of O2 at a coverage of 1.0 plotted as a function of the 
chemisorption energy of OH at a coverage of 0.5 on a variety of rutile(110) 
surfaces as obtained from DFT calculations. b. Adsorption energies of Cl, Br, 
and I, at a coverage of 1.0 plotted as a function of the chemisorption energies of 
OH at a coverage of 1.0. OH coverage of 1.0 is achieved by adsorbing an OH in 
a 2x1 unit cell next to a Cl, Br, and I for the Cl, Br, and I scaling, respectively. 
Gas-phase Cl2, Br2, I2, O2, and H2O are used as a reference, respectively. Gas-
phase O2 has been corrected as described on reference [24]. 
Activity volcanoes 
In order to establish a volcano-shaped relationship for the activity 
of the three different oxidation processes we extended the 
microkinetic model described above using the scaling relations of 
Figure 4 and the Brønsted-Evans-Polanyi relation that was found 
for the splitting of O2.[27 ] Using the two descriptors, 	∆#&$%  and 
∆#$%%

, we obtain the two dimensional volcano plots shown in 
Figure 5.  
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Figure 5. Volcano plots (turnover frequencies (TOFs) plotted as a function of 
∆#&$%

 and ∆#$%%
 ) for HCl, HBr, and HI oxidation. The TOFs are based on a 
combination of high and low coverage regimes, where the highest rate of these 
two is plotted. Accordingly, O2 and OH binding energies of metal oxides 
employed in this study at high and low coverages are depicted with an error bar 
of 0.2 eV. Reaction conditions are: 573 K, (pO2=0.6 bar, pHX=0.3 bar, 
pH2O=0.05 bar, and pX2=0.05bar) 
We have treated the case of high and low coverage as two 
separate models. Figure 5 combines these two models, where 
the more active one of the two is shown. Accordingly, O2 
dissociation energies and OH adsorption energies are shown for 
the respective cases of high and low coverage. For all three 
processes, RuO2 is the oxide that is closest to the top of the 
volcano. As expected from the reaction free energies of the 
different processes, the volcano increases in magnitude when 
going from Cl to Br to I. 
It should be noted that the volcano is quite steep and that the 
error bars of materials that are located at the edges stretch over 
three orders of magnitude. This stresses again that our analysis 
is more of a trend study rather than a quantitative prediction of 
reaction rates. 
Conclusion 
We investigated the heterogeneously catalysed oxidation of the 
three halides HCl, HBr, and HI with molecular oxygen over rutile 
oxide (110) surfaces. We used the previously established 
reaction mechanism for HCl oxidation and assume that the HBr 
and HI oxidation follow a similar reaction mechanism. By 
employing a full micro-kinetic model without any presumptions on 
rate determining steps we were able to show that HCl and HBr 
oxidation over the RuO2(110) surface are starting at about 500K 
while HI oxidation already starts at about 400K. Interestingly, HI 
oxidation was found to occur at low I coverages, whereas high 
coverages of Cl and Br are needed to facilitate Cl2 and Br2 
desorption.  
We have extended earlier developed scaling relations 
between different adsorbates on rutile oxide surfaces and were 
able to describe all three reactions by only two parameters, ∆#&$%  
and ∆#$%%

. These linear energy relations were combined with the 
micro-kinetic modelling leading to volcano-shaped relationships 
for HX oxidation. It was found that HX oxidation occurs at high 
coverages on the strong binding site whereas low coverages yield 
higher turnovers for the weaker binding oxides. RuO2 was found 
to be close to the top of all three oxidation volcanoes. The rate 
over RuO2 is observed to increase from chlorine to bromine to 
iodine. Having established these volcano relationships new 
catalytic materials could now in principle be screened using 
simple DFT calculations of adsorption energies of O and OH.  
It should be noted that HBr and HI oxidation is analysed 
under the presumption that the reaction mechanism is similar to 
that established for HCl. Importantly, further oxidation of Br2 (I2) to 
BrOx species is neglected in this study. Inclusion of further 
oxidation products might, however, be an important part of the 
analysis and calls for a treatment on selectivity. In addition, the 
stability of the catalytic materials and their active surface is not 
treated in this study and needs to be taken into account in the 
search for HX oxidation catalysts due to the extremely harsh 
reaction conditions present. 
Calculational details 
Density functional theory (DFT) calculations were carried out using 
the Dacapo code,[ 28 ] in which plane waves describe the valence 
electrons and the core electrons are represented by Vanderbilt 
ultrasoft pseudo-potentials.[29] The plane wave energy cut-off was 350 
eV and the density cutoff 700 eV. All calculations were performed 
using the RPBE[26] generalized gradient approximation (GGA) 
functional. The self-consistent electron density was determined by 
iterative diagonalization of the Kohn-Sham Hamiltonian, with the 
occupation of the Kohn-Sham states being smeared according to a 
Fermi-Dirac distribution with a smearing factor of kbT = 0.1 eV, and 
Pulay mixing of the resulting electron densities.[30] All energies have 
been extrapolated to kbT = 0 eV. The rutile oxide (110) surfaces are 
modelled by slabs with four metal layers. These are periodically 
repeated in 1x2 unit cell and separated by 16 Å of vacuum. The 
Brillouin zone is sampled by a Monkhorst-Pack 4x4x1 k-point grid.[31] 
Two bottom layers are fixed in their bulk structure, while the top layers 
and possible adsorbates are relaxed until the force of each individual 
atom is smaller than 0.05 eV/Å. Zero point energy corrections as well 
as entropies and internal energies of adsorbed species are calculated 
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using harmonic normal-mode approximation. Entropies and 
enthalpies of gas phase molecules are obtained from standard table 
values.[32,33] 
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Calculated Phase diagrams 
As shown in Figure 1 RuO2 (110) surface exposed to HCl will have 50% of the bridging oxygen atoms exchanged by 
chlorine atoms under reaction conditions relevant to the Deacon process 
[1]
. The same is observed for both RuO2 
and the PtO2 exposed to HBr or HI, see Figure 2. At IrO2 and TiO2, however, the bridging oxygen atoms remain 
under same conditions in all three cases of hydrogen halides.  
 
 
Figure 1: Stability range of different rutile oxide (110) surfaces for bridge adsorbed 100% O, 50% O +50% Cl and 100% Cl as a function of O2 
and HCl pressure at 573 K. Obtained from DFT calculations. Adapted from [1]. 
Cl / RuO2 
Cl / IrO2 Cl / TiO2 
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Figure 2: Stability range of different rutile oxide (110) surfaces for bridge adsorbed 100% O, 50% O +50% X and 100% X (X=Br,I) as a 
function of O2 and HX pressure at 573 K. Obtained from DFT calculations. 
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Micro-kinetic model 
The five elementary reaction steps in our micro-kinetic model are 
1)		O + 2* → O** 
2)		O**	→	2O* 
3)		O* + * + HX → OH* + X* 
4)		2X* → X + 2* 
5)		2OH* → O* + * + HO 
where * denotes an empty site on the surface and X can be either Cl, Br or I. Following system of equations is 
solved with respect to the coverages of the four different surface species O ,	O,	X	and	OH: 
 = ,  = 4, 2 = ,  = 					and						O + O + X + OH + ∗ = 1	 
 
(1) 
Where 0	 < 	A < 1 (A = O2, O, X, OH, *). The reaction rates,  	(! = 1,2,3,4,5), for the five elementary reaction 
step above are given by 
 = "#O∗
 −
1
2
"%O  
 
 (2) 
 
 =
1
2
"O − "%O
 
 
 (3) 
 
 = "#HXO∗ − "%OHX 
 
 (4) 
 
 = "X
 − "%#X∗
 
 
 (5) 
 
 = "OH
 − "%#HOO∗  (6) 
 
#M (M = XH, O2, Cl2, H2O) denotes the partial pressures of the gas phase molecules. 
 The equilibrium constant of reaction ! is given by  
' = (
%)*+
,- ,											! = 1, 2, 3, 4, 5 
(7) 
 
where " is Boltsmann’s constant, . is the reaction temperature and the reaction free energy, Δ0 , is calculated as 
Δ0 = Δ1 + Δ2
3,- − .Δ4 (8) 
 
where Δ1  is the change in reaction energy calculated with DFT and zero-point corrections included. Δ2
3,-
 is the 
part of the change in enthalpy that arises from raising the temperature from  0 K to ., and Δ4  is the change in 
entropy. The forward and backward rate constants "  and "%  are given by: 
" =
".
ℎ
(
%)*+
6
,- 								and								"% =
"
'
 
 
(9) 
 
Where ℎ is Planck’s constant, and Δ0
7 defined as 
4 
 
Δ0
7 = Δ1
7 + Δ2
3,-7 − .Δ4
7 (10) 
 
is the effective activation barrier of the reaction step !. The values included in equation (10) (marked with 
superscript +, are usually obtained from systems in transition state configuration. On rutile oxides, however, it is 
found that in many cases the dissociation of dimers over cus-cus only have the barrier given by the change in 
reaction energy
[2]
. If an extra transition state barrier exists it is found to be very small, and is therefore neglected 
in this work. In order to be able to use transition state theory as in Equation (9), although no real transition state 
saddle point is found, following is used for the transition state values.  
Δ1
7 = Δ1 			for			Δ1 ≥ 0										and										Δ1
7 = 0			for			Δ1 < 0  (11) 
 
and 
Δ2
3,-7 − .Δ4
7 = Δ2
3,- − TΔ4 							for						Δ2
3,- − TΔ4 ≥ 0							and						 
 
Δ2
3,-7 − .Δ4
7 = 0							for						Δ2
3,- − TΔ4 < 0   
 
(12) 
 
For an exothermic adsorption step, where Δ1  as well as Δ4  is negative equation (11) and (12) gives an effective 
activation barrier of  Δ0
7 = Δ2
3,- − TΔ4. 
Sensitivity test 
In the following we apply an error of 0.2 eV to the adsorption energy of chlorine,	Δ1ads
Cl , on RuO2 in order to 
estimate the influence on the onset temperature for Cl2 production and the overall reaction rate. We assume 
here that reaction step 4), the recombination of chlorine is rate determining and only the forward rate is 
important. Furthermore we assume and that the coverage of chlorine, Cl	, is constant and equal to one. This is 
reasonable, as Cl of RuO2 obtained with the full micro-kinetic model described above is close to one in a broad 
range near the onset temperature. Δ1 is positive and there is an increase in entropy. Therefore a decrease in 
Δ@ − TΔ4. From equation (10), (11) and (12) we, therefore, have that the effective energy barrier is 
Δ0
7 = Δ1 = −2Δ1ads
Cl . With these assumptions the overall rate becomes 
 = " =
".
ℎ
(
%)AB
,-  
 
  
(13) 
 
 
Applying an error C in the effective barrier results in a shift in onset temperature Δ. and following expression is 
valid. 
 =
".
ℎ
(
%)AB
,- =
".
ℎ
(
%()AB7D)
,(-7)-)  
 (14) 
 
 
This can be rearranged into 
Δ. =
C.
Δ1
 
 (15) 
 
 
Shifting Δ1ads
Cl  by -0.2 eV from -0.65 eV to -0.85 eV, i.e. C=0.4 eV, and choosing the temperature .=473 K, which is 
close to the onset temperature of Cl2 production, we get a shift Δ.=146 K in temperature. Note that for lower 
barriers or higher temperatures this shift will be even larger. 
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Similar the sensitivity of the reaction rate can be estimated by 
".
ℎ
(
%()AB7D)
,- = (
%
D
,- 
 (16) 
 
 
This means that if we apply an error, C, to the barrier the rate will change with a factor of (%D/(,-) . If we set 
C=0.4 eV and .=573 K, the temperature at which the volcano plots in figure 5 in the main paper are calculated, 
this factor is as much as 3.0 × 10
-4
.   
Quality test with GPAW 
Figure 3 in the main paper, shows a strong linear correlation between the dissociative chemisorption energy of 
O2, Δ1diss
O , and the adsorption energy of OH, Δ1ads
OH. A few surfaces, however, deviate significant from the line. In 
order to check the quality of the calculations the values for IrO2 and RuO2 was recalculated in the all electron DFT 
code GPAW 
[3]
. The result is shown in Figure 3. It can be seen that even though the new values differ slightly from 
the values obtained with Dacapo, they do not improve the overall scaling relation.    
 
 
Figure 3: Dissociative chemisorption energy of O2 (∆HIJK
LM  ) calculated by DFT and plotted as a function of the adsorption energy of OH 
(∆HIJK
LM ) as obtained from DFT calculations. Energies shown with black circles are calculated with Dacapo 
[4]
 and green triangle with GPAW 
[1]
. 
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Volcanoes 
Figure 5 in the main paper shows volcano plots, which combine a high and a low coverage model by showing the 
more active for each point. Figure 4 shows the volcano plots for each of the models separately.  
 
Figure 4: Volcano plots (turnover frequencies (TOF)) plotted as a function of the dissociative chemisorption energy of O2, NHdiss
OO , and the 
adsorption energy of OH, NH
ads
OH ) for HCl, HBr and HI oxidation. Left: High coverage model, where adsorption of the halide atom and OH is 
calculated with halides as next neighbors. Right: Low coverage model, where adsorption of the halide atom and OH is calculated with no 
nearest neighbors. Otherwise the two models are identical. 
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