Abstract. In this paper we describe an algorithm for the computation of canonical forms of finite subsets of Z d , up to affinities over Z. For fixed dimension d, this algorithm has worst-case asymptotic complexity O(n log 2 n s µ(s)), where n is the number of points in the given subset, s is an upper bound to the size of the binary representation of any of the n points, and µ(s) is an upper bound to the number of operations required to multiply two s-bit numbers.
Introduction
The problem we are going to study is that of algorithmically determining whether two configurations of points in the d-dimensional integral lattice can be obtained, one from the other, through an affine automorphism.
For instance, the second set of points in Figure 1 can be obtained from the first one by applying the affinity Instead of trying to directly find if two given sets of points are equivalent (i.e. if there is an affinity that maps one onto the other), we will describe a procedure to compute a "canonical form" of a set. Then, to check the equivalence of two sets, it will suffice to check the equality of their canonical forms.
There are many possible approaches to this problem. For instance, one can exploit geometric and/or combinatorial constructions such as the convex hull. In dimension d ≤ 3, a fast algorithm based on the computation of the convex hull was indeed found by the author. The approach presented in this paper is completely different, and is based on arithmetic properties of the integral lattice. Its advantages are the almost linear asymptotic complexity (in terms of the size of the set), the generality (it works for any dimension d, despite the running time strongly depends on it) and a simple implementation.
One situation in which this problem arises is in the context of isomorphism between finitely presented torsion-free groups, and particularly in the case of fundamental groups of topological spaces. Let G be a finitely presented torsion-free group of rank d (i.e. with abelianized group H isomorphic to Z d ), and let ψ : H → Z d be an isomorphism. In [3] it is shown how to construct, from G and ψ, a Laurent polynomial ∆(t 1 , . . . , t d ), called Alexander polynomial, which is defined up to a factor ±t
. This polynomial depends on the chosen isomorphism ψ between the abelianized group and Z d (in other words, it depends on the choice of a base for H). In order to obtain an invariant of G (up to group isomorphisms), one should determine a canonical form for the Alexander polynomial up to change of base for H. It turns out [1] that a change of base, given by a linear automorphism A of Z d , affects every monomial αt . The determination of a canonical form for such action is strictly related to the problem we are going to discuss.
In Section 2, we will formally state the problem we are going to solve, and we will introduce some notation. Throughout Sections 3-5 we will describe the algorithm, prove its correctness and analyze its complexity. In Section 6, we illustrate how to modify the algorithm in order to compute a canonical form of the Alexander polynomial. Section 7 provides a final discussion with some concluding remarks. 
Preliminaries and notations
Our purpose is to describe a canonical form for elements of X d up to the action of Aff(d, Z), and an algorithm for the computation of such a canonical form. For any fixed dimension d, our algorithm will have worst-case asymptotic complexity O(n log 2 n s µ(s)). Here, n is the size of the given subset Λ of Z d (as above) and s is an upper bound on the size of the binary representation of any coordinate of any point of Λ. Since d is fixed, s is also (up to a constant) an upper bound to the size of the binary representation of any point of Λ. With µ(s) we indicate an upper bound to the cost of multiplying two s-bit integers; for instance, using the Schönhage-Strassen algorithm [8] we would have µ(s) = s log s log log s.
Since the concept of "canonical form" plays a key role in this work, we will give the following formal definition. Definition 2.1. Let S be a set, and G be a group acting on S. A canonical form for S with respect to the action of G is a function f : S → S satisfying the following two conditions:
(1) f (x) ∈ Orb(x) for all x ∈ S (here we denote by Orb(x) the orbit of x);
The second condition simply says that f is constant over any orbit, so f picks a "canonical representative" from each orbit. Having a computable canonical form allows to test whether two elements x, y ∈ S belong to the same orbit: this happens if and only if f (x) = f (y).
We now give a few more definitions which will be useful later.
Definition 2.2.
A frame is an ordered set of affinely independent points of Q d . Given a set Λ ⊆ Z d , a Λ-frame is a frame included in Λ. A frame Q is Λ-covering if Λ ⊆ Span(Q). A Λ-frame which is also Λ-covering is shortly called a complete Λ-frame.
By "Span", we always mean the affinely generated subspace over the field of the rational numbers (not over Z). Also the expression "affinely independent" is always to be intended over Q, not over Z. Notice that a Λ-covering frame is not necessarily a Λ-frame.
Let Y d be the set of the pairs (Λ, Q), with Λ ∈ X d and Q a Λ-covering frame. Roughly speaking, an element of Y d is a finite subset of Z d together with an affine coordinate system. In order to find a canonical form for elements Λ ∈ X d , we will first do it for elements (Λ, Q) ∈ Y d , and then we will describe a canonical way to choose a frame Q for each set Λ.
Canonical form, given a frame
In this section, we want to describe an algorithm that, given a pair (Λ, Q) ∈ Y d , returns a pair (Ω, U ) = f (Λ, Q) which has the following properties:
(1) Ω is a finite subset of Z d such that there is an integer affinity that sends Λ to Ω; (2) U is a complete Ω-frame; (3) f is "canonical", in the sense that, given any integer affinity ϕ,
Notice that f is not a canonical form in the sense of Definition 2.1 (the frame U is not necessarily the image of the frame Q under some affinity; in general, they don't even have the same size).
In what follows, we are going to use the Hermite normal form (see, for instance, [2] and [7] ), shortened "HNF". Briefly, the Hermite normal form of an integer d × n matrix is a canonical form up to left-multiplication by elements of GL(d, Z) (but this is not the only property of the HNF we will use).
The following is the pseudocode of the algorithm, which will be subsequently described in words.
Algorithm 3.1 (Canonical form, given a frame). This algorithm takes in input a pair (Λ, Q) ∈ Y d and outputs a pair (Ω, U ) with the properties described above.
T ← Q ∩ Λ ⊲ T is an ordered set, with the ordering induced by Q 3:
while |T | < k + 1 do
5:
p ← the point of Λ \ Span(T ) such that its coordinates with respect to 6: the frame Q are lexicographically minimal
T ← T ∪ {p} ⊲ {p} is inserted as the last element of T
8:
end while 9 :
Let us describe briefly the steps of Algorithm 3.1. On line 2, we initialize a new frame T (which is actually a Λ-frame), extracting from Q the elements that also belong to Λ. T is given the ordering induced as a subset of Q. Then, on lines 4-8, we complete T to a Λ-covering frame using points of Λ (thus, T becomes a complete Λ-frame). This is done adding a point of Λ at a time, each time choosing the point that minimizes the coordinates vector with respect to the frame Q (the coordinates vectors are compared lexicographically). Then, if p 0 , . . . , p k are the elements of T , on line 10 we define the matrix M as
On line 11, we define A as any d × d matrix such that the left multiplication by A sends M to its Hermite normal form (the standard algorithms to compute the HNF also compute such an A). Finally, we define ψ as the affinity x → A(x − p 0 ), which is the affinity that maps p 0 to the origin and each p i (i = 1, . . . , k) to the i-th column of HNF(M ). The affinity ψ is used to transform the pair (Λ, T ) into the pair which is then returned. Proof. Suppose the function CanonicalFormWithFrame is given in input the pair (Λ,Q) instead of (Λ, Q),
Let's analyze how this change affects the output. We denote all the variables of the execution of the call CanonicalFormWithFrame(Λ,Q) by adding a tilde over them, in order to distinguish them from those of the call CanonicalFormWithFrame(Λ, Q).
First (line 2), we haveT =Q ∩Λ = ϕ(Q) ∩ ϕ(Λ) = ϕ(T ). Then we turn to lines 4-8: inductively it is easy to show that, at each step of the cycle,T = ϕ(T ) (this is true because the coordinates of a point p ∈ Λ with respect to the frame Q are the same as the coordinates of the point ϕ(p) ∈ ϕ(Λ) with respect to the frame ϕ(Q)). So, after the execution of the cycle, we still haveT = ϕ(T ) as ordered sets. Letp 0 , . . .p k be the elements ofT , so thatp i = ϕ(p i ) for all i. Let B be the linear part of the affinity ϕ (so ϕ has the form
Thus we have the relationM = BM , which means that the matricesM and M are equivalent to each other, up to left multiplication. In particular, they have the same Hermite normal form. This means thatÃM = AM (line 11). In other words (reading this equality column by column), for each i we have that
Relation (1) can be interpreted as follows: the linear transformationsÃB and A coincide on the vectors p i − p 0 , and so they coincide on the linear span of these vectors, which is the tangent space of Span(Λ) in the point p 0 . The affinityψ defined on line 12 maps
where the equality marked with a ( * ) follows by the fact that p − p 0 belongs to the tangent space of Span(Λ) in the point p 0 . So we have finally proved that ψ(Λ) = ψ(Λ). Similarly, we also have thatψ(p i ) = ψ(p i ) for all i, and thus ψ(T ) = ψ(T ) as ordered sets. Proof. Lines 2-10 require O(n µ(s)) operations. The computation of the Hermite normal form of M can be done in O(µ(s)) time (for instance combining the triangularization algorithm in [5] and the HNF computation in [9] ), since the size of M is O (1) . In [9] it is also shown that log HNF(M ) = O(s), where · denotes the maximum absolute value of an entry of the matrix. In O(µ(s)) time, A and ψ can be computed too (and they share the same bound on the coefficients as HNF(M )).
Finally, the computation of ψ(Λ) requires O(n µ(s)) operations, and that of ψ(T ) requires O(µ(s)) operations.
The fact that the binary representation of the elements of Ω is O(s) follows easily from the previous arguments.
Getting a canonical set of complete Λ-frames
We will now describe an algorithm which, given an input set Λ ⊆ Z d , returns a canonical set of complete Λ-frames. Here by "canonical" we mean that, ifΛ = ϕ(Λ) for some ϕ ∈ Aff(d, Z), and the output of the algorithm applied to Λ is a set of frames {R 1 , . . . , R m }, then the output of the algorithm applied toΛ is {ϕ(R 1 ), . . . , ϕ(R m )}. Notice that the output set of frames is unordered, whereas each of the frames is itself an ordered set of points.
The pseudocode for the above-mentioned algorithm is the following.
Algorithm 4.1 (Canonical set of complete Λ-frames). This algorithm takes in input a finite set Λ ⊆ Z d and returns a canonical set of complete Λ-frames (canonical in the sense specified above). if all the points of Λ are congruent modulo 2 then 6: p ← any point of Λ 7: for i ∈ {1, . . . h} do 13:
end for 15:
is lexicographically minimal } Proof. The affinity ϕ will be of the form x → Ax + b, for some A ∈ GL(d, Z) and b ∈ Z d . The condition p ≡ q (mod 2) is equivalent to p = q + 2v for some v ∈ Z d . Applying ϕ to both sides we obtain ϕ(p) = ϕ(q + 2v) = ϕ(q) + 2Av, so ϕ(p) ≡ ϕ(q) (mod 2). The same argument applied to ϕ −1 proves the converse implication. Proof. In each recursive call of CanonicalFrames, either the diameter of Λ is halved or the size of Λ decreases: the former case occurs if the condition of line 5 is verified; the latter occurs in the other case (if not all the points of Λ are congruent modulo 2, then the partition of line 11 is made of at least two subsets). As long as the size of Λ remains greater than 1, the diameter of Λ is ≥ 1. So neither of the two above possibilities can happen infinitely many times, and the algorithm eventually ends.
We prove the rest of the thesis by induction on the size n of Λ and its diameter. The base step is n = 1, for which the claim is obvious. We may now assume n > 1. We will distinguish two cases.
• First case: the condition of line 5 is verified. Clearly, by induction, the frames returned on line 9 are complete Λ-frames. Suppose now that Λ is replaced byΛ = ϕ(Λ), where ϕ is the affinity given by x → Ax + b. In line 6, a pointp = ϕ(q) is chosen, for some q ∈ Λ. The setΛ ′ calculated in line 7 is given bỹ
Then the sets Λ ′ andΛ ′ can be obtained one from the other by applying the affinity x → Ax+ A p−q 2
. By induction, the set of framesS calculated in line 8 is canonical. Consequently,
Finally, the return value of the call CanonicalFrames(Λ) is
which is what we wanted.
• Second case: the condition of line 5 is not verified. The sets in F are complete Λ ′ -frames. By construction, Λ ′ is a subset of Λ and Span(Λ ′ ) = Span(Λ). So the sets in F are also complete Λ-frames. By Lemma 4.2, the partition computed on line 11 is canonical (notice that such partition is an unordered set). Thus the unordered set {S 1 , . . . , S h } is also canonical, and so is the union Λ ′ . Finally, minimizing CanonicalFormWithFrame(Λ, T ) is a canonical condition, so F is itself canonical.
Unfortunately, when the partition found on line 11 of Algorithm 4.1 is very unbalanced (for instance, if |Λ 1 | = 1 and |Λ 2 | = n − 1), then the depth of the tree of the recursive calls can grow linearly with n. For this reason, we now present a variant to Algorithm 4.1, which will turn out to have the worst-case asymptotic complexity we claimed in Section 2. The idea is to change what is done in lines 16-17, which is a quite rough way to find a canonical set of frames. To do this, the new recursive function CanonicalFrames2(Λ, Q) takes one more argument, a frame Q, and returns a nonempty set S of Λ-frames such that, for each R ∈ S, Q ∪ R is a Λ-covering frame.
Similarly to Algorithm 4.1, here by "canonical" we mean that, for any ϕ ∈ Aff(d, Z), we have
CanonicalFrames2(ϕ(Λ), ϕ(Q)) = ϕ CanonicalFrames2(Λ, Q) .
In what follows, we say that a partition {Λ 1 , . . . , Λ h } of Λ is balanced if |Λ i | ≤ n/2 for all i, where n is the size of Λ. Otherwise, we say that the partition is unbalanced.
Algorithm 4.4 (Canonical set of Λ-frames). This algorithm takes in input a finite set Λ ⊆ Z
d and a frame Q ⊆ Q d , and returns a canonical nonempty set S of Λ-frames, with the property that Q ∩ R = ∅ and Q ∪ R is a Λ-covering frame for each R ∈ S. if all the points of Λ are congruent modulo 2 then 7: p ← any point of Λ 8:
10: 
end for 20: 
end for 28:
for all R ∈ E do 32:
end for 34: 
lexicographically minimal } 
Proof. Let n = |Λ| and k = dim Span(Λ). First of all, we reduce to the case Span Λ = Q k (where Q k is the affine subspace of Q d consisting of the points with the last d − k coordinates equal to zero). Notice that, if we change both Λ and Q by an affinity ϕ ∈ Aff(d, Z), then S changes also by ϕ, and so its size remains the same. Let's choose the affinity ϕ (of the form x → Ax + b) as follows.
• b = −q, where q is any fixed point of Λ.
• Let M be the d × n matrix with columns given by the vectors p − q, for p ∈ Λ (the columns can be arranged in any order). Then, let A ∈ GL(d, Z) be such that AM = HNF(M ). Since the rank of M is k, the Hermite normal form of M has the last d − k rows equal to zero. So the image of Λ through the affinity ϕ is included in Q k , as we wished. We can thus assume, from now on, that Span(Λ) = Q k . Let G be the subgroup of Aff(k, Z) given by the affinities ϑ of Z k ⊆ Q k such that ϑ(Λ) = Λ. Since Λ generates Q k (as an affine space over Q), an affinity ϑ ∈ G is completely determined by its restriction to Λ. Such a restriction is a permutation of Λ, by definition of G. So the order of G is at most n!, and in particular G is finite.
We are now going to define an injective map χ : S → G. Fix a frame R 0 ∈ S. Let R be any frame in S. By definition of S, we have
where we have shortened "CanonicalFormWithFrame" with "CFWF". Let T and T 0 be the complete Λ-frames constructed throughout the execution of the function CFWF applied to (Λ, Q ∪ R) and (Λ, Q ∪ R 0 ), respectively. Recall that, as an immediate consequence of how the function CFWF is defined, there exist affinities ψ, ψ 0 ∈ Aff(d, Z) such that
The situation is well explained by the following diagram.
So, ξ(Λ) = Λ and ξ(T 0 ) = T . The affinity ξ will be of the form x → Bx + c, for
is the image of 0, which belongs to Z k ) and B can be written as a block matrix in the following way:
where the block B 1 is k × k and the block
, both B 1 and B 3 must have determinant equal to 1 or −1. In particular, B 1 is in GL(k, Z). Consequently, the affinity ϑ defined by x → B 1 x + c belongs to Aff(k, Z). By construction, we also have that ϑ(Λ) = Λ and ϑ(T 0 ) = T . Finally, we define χ(R) = ϑ. As anticipated, we will now show that χ is injective. Suppose that we have χ(R 1 ) = χ(R 2 ) = ϑ, for some R 1 , R 2 ∈ S. Let T 1 and T 2 be the complete Λ-frames constructed throughout the execution of the function CFWF applied to (Λ, Q ∪R 1 ) and (Λ, Q∪R 2 ), respectively. As a consequence of what we proved above, ϑ(T 0 ) = T 1 and ϑ(T 0 ) = T 2 . Thus, T 1 = T 2 . Assume now by contraddiction that R 1 = R 2 . Since R 1 and R 2 are both subsets of Λ, we have that
Then the values of T 1 and T 2 , as they are initialized on line 2 of Algorithm 3.1, are different. Therefore, T 1 and T 2 are different at the end of the execution too. This is a contraddiction, because we proved that T 1 = T 2 . So χ is injective.
Define now π : G → GL(k, Z) as the map that sends an affinity ϑ ∈ G, of the form x → Ex + c, to its linear part E ∈ GL(k, Z). The map π is a group homomorphism, and ker π is the subgroup of G consisting in the translations. Since G is finite, it doesn't contain any nontrivial translation (because nontrivial translations don't have finite order). This means that ker π is trivial, so π is injective.
It is shown in [4] (and it was originally proved in [6] 
By Lemma 4.8, the size of Λ ′ on line 20 is O (1) , so the number of operations required for lines 21-23 is O(n µ(s)) (by Theorem 3.4) plus the cost of sets comparison, which is O(ns log n).
We finally turn to lines 25-36. The cost of the recursive calls on line 26 is
By Lemma 4.8, the sets Λ ′ and E have size O(1), so lines 28-30 require O(µ(s)) operations to be executed. As another consequence, there is a bound η on the number of recursive calls on line 32. Notice that |Q ∪ R| > |Q|, because Λ ′ is nonempty (since h ≥ 2) and contains only points that don't belong to Span(Q) (thanks to line 2). So, each of the calls of line 32 requires a number of operations bounded by
Finally, O(n µ(s) + ns log n) operations are required for lines 34-36 (as for lines 21-23).
We now define the function f in the following way: f (w) = (2η) w , where η is the bound we introduced in the previous paragraph.
Let us put everything together. We obtain the following results, depending on which lines are executed.
• Lines 2-5 and 6-12 (all points of Λ are congruent modulo 2):
The last inequality is true for a sufficiently large value of γ, since µ(s) = Ω(s).
• Lines 2-5, 14-15 and 17-23 (balanced partition):
The last inequality is true for a sufficiently large value of γ.
• Lines 2-5, 14-15 and 25-36 (unbalanced partition):
The second step follows from the identity 2ηf (w − 1) = f (w), which is an immediate consequence of the definition of f ; the last inequality is true for a sufficiently large value of γ.
Canonical form for X d
Using the results of Sections 3 and 4, we are now able to easily describe an algorithm to compute a canonical form for X d . for all R ∈ S do 4:
(Ω R , U R ) ← CanonicalFormWithFrame(Λ, R) 5: end for 6: return min { Ω R | R ∈ S } 7: end function In words, Algorithm 5.1 first computes a canonical set S of complete Λ-frames, using Algorithm 4.4. Then, for each Λ-frame R ∈ S, it finds a corresponding canonical set Ω R . Finally, it returns the set which is lexicographically minimal among the computed ones. Proof. The first part is an immediate consequence of Theorems 3.2 and 4.6. By Theorem 4.9, the execution of line 2 requires O(n log 2 n s µ(s)) operations. By Lemma 4.8, the size of S is O (1) . Thus, by Theorem 3.4, the execution of lines 3-5 requires O(n µ(s)) operations. The overall asymptotic complexity is therefore O(n log 2 n s µ(s)).
Canonical form of Alexander polynomials
In Section 1 we briefly presented the problem of computing a group invariant from the Alexander polynomial ∆(t 1 , . . . , t d ) , which is not an invariant itself since it is not uniquely defined. In this section we are going to describe in more detail how the group of integer affinities acts on the Alexander polynomial, and we are going to illustrate how to adjust Algorithm 5.1 in order to compute a canonical form of the Alexander polynomial. Such a canonical form gives rise to an invariant of the group (actually there is still the possibility of changing the sign of the entire polynomial, but this problem is easily solved e.g. choosing the sign so that the leading term has positive coefficient).
The Alexander polynomial belongs to the ring R = Z[t 1 , t
However, since such improvements affect only the constant, we have preferred to ignore them in order to keep the pseudocode as essential as possible. The described algorithms were implemented in Python by the author, using the NZMATH library [10] . Several improvements were made, making the implemented version slightly different from the pseudocode of the previous sections, in order to achieve a higher efficiency.
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