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Figure 1: A new framework for applying convolution to functions defined over point clouds: First, a function over the point
cloud (in this case the constant one) is extended to a continuous volumetric function over the ambient space; second, a
continuous volumetric convolution is applied to this function (without any discretization or approximation); and lastly, the
result is restricted back to the point cloud.
Abstract
This paper presents Point Convolutional Neural Net-
works (PCNN): a novel framework for applying convolu-
tional neural networks to point clouds. The framework
consists of two operators: extension and restriction, map-
ping point cloud functions to volumetric functions and vise-
versa. A point cloud convolution is defined by pull-back
of the Euclidean volumetric convolution via an extension-
restriction mechanism.
The point cloud convolution is computationally efficient,
invariant to the order of points in the point cloud, robust to
different samplings and varying densities, and translation
invariant, that is the same convolution kernel is used at all
points. PCNN generalizes image CNNs and allows readily
adapting their architectures to the point cloud setting.
Evaluation of PCNN on three central point cloud learn-
ing benchmarks convincingly outperform competing point
cloud learning methods, and the vast majority of methods
working with more informative shape representations such
as surfaces and/or normals.
1 Introduction
The huge success of deep learning in image analysis mo-
tivates researchers to generalize deep learning techniques to
work on 3D shapes. Differently from images, 3D data has
several popular representation, most notably surface meshes
and points clouds. Surface-based methods exploit connec-
tivity information for 3D deep learning based on render-
ing [39], local and global parameterization [24, 38, 23], or
∗equal contribution
spectral properties [45]. Point cloud methods rely mostly
on points’ locations in three-dimensional space and need to
implicitly infer how the points are connected to form the
underlying shape.
The goal of this paper is to introduce Point Cloud Convo-
lutional Neural Networks (PCNN) generalizing deep learn-
ing techniques, and in particular Convolutional Neural Net-
works (CNN) [22], to point clouds. As a point cloud
X ⊂ R3 is merely an approximation to some underlying
shape S, the main challenges in building point cloud net-
works are to achieve: (i) Invariance to the order of points
supplied in X; (ii) Robustness to sampling density and dis-
tribution of X in S; and (iii) Translation invariance of the
convolution operator (i.e., same convolution kernel is used
at all points) .
Invariance to point order in X was previously tackled in
[31, 34, 33, 46] by designing networks that are composition
of euuquivariant layers (i.e., commute with permutations)
and a final symmetric layer (i.e., invariant to permutations).
As shown in [34], any linear equivariant layer is a combi-
nation of scaled identity and constant linear operator and
therefore missing many of the degrees of freedom existing
in standard linear layers such as fully connected and even
convolutional.
Volumetric grid methods [43, 25, 32, 35] use 3D occu-
pancy grid to deal with the point order in X and provide
translation invariance of the convolution operator. How-
ever, they quantize the point cloud to a 3D grid, usually
producing a crude approximation to the underlying shape
(i.e., piecewise constant on voxels) and are confined to a
fixed 3D grid structure.
Our approach toward these challenges is to define CNN
1
ar
X
iv
:1
80
3.
10
09
1v
1 
 [c
s.C
V]
  2
7 M
ar 
20
18
on a point cloud X using a pair of operators we call ex-
tension EX and restriction RX . The extension operator
maps functions defined over the point cloud X to volumet-
ric functions (i.e., functions defined over the entire ambient
space R3), where the restriction operator does the inverse
action. Using EX ,RX we can translate operators such as
Euclidean volumetric convolution to point clouds, see Fig-
ure 1. In a nutshell, if O is an operator on volumetric func-
tions then its restriction to the point cloud X would be
OX = RX ◦O ◦ EX . (1)
We take EX to be a Radial Basis Function (RBF) approx-
imation operator, and RX to be a sampling operator, i.e.,
sample a volumetric function at the points in X . As O we
take continuous volumetric convolution operators with gen-
eral kernels κ represented in the RBF basis as-well. In turn
(1) is calculated using a sparse linear tensor combining the
learnable kernel weights k, function values over the point
cloud X , and a tensor connecting the two, defined directly
from the point cloud X .
Since our choice of EX is invariant to point order in X ,
and RX is an equivariant operator (w.r.t. X) we get that
OX in (1) is equivariant. This construction leads to new
equivariant layers, in particular convolutions, with more de-
grees of freedom compared to [34, 31, 46]. The second
challenge of robustness to sampling density and distribu-
tion is addressed by the approximation power of the exten-
sion operator EX . Given a continuous function defined over
a smooth surface, f : S → R, we show that the extension
of its restriction toX approximates the restriction of f to S,
namely
EX ◦ RX [f ] ≈ f
∣∣∣
S
.
This means that two different samplings X,X ′ ⊂ S of the
same surface function are extended to the same volumet-
ric function, up to an approximation error. In particular, we
show that extending the simplest, constant one function over
the point cloud, EX [1], approximates the indicator function
of the surface S, while the gradient,∇EX [1], approximates
the mean curvature normal field over the surface. Then, the
translation invariance and robustness of our convolution op-
erator naturally follows from the fact that the volumetric
convolution is translation invariant and the extension oper-
ator is robust.
PCNN provides a flexible framework for adapting stan-
dard image-based CNNs to the point cloud setting, while
maintaining data only over the point cloud on the one hand,
and learning convolution kernels robust to sampling on the
other. We have tested our PCNN framework on standard
classification, segmentation and normal estimation datasets
where PCNN outperformed all other point cloud methods
and the vast majority of other methods that use more infor-
mative shape representations such as surface connectivity.
2 Previous Work
We review different aspects of geometric deep learning
with a focus on the point cloud setting. For a more com-
prehensive survey on geometric deep learning we refer the
reader to [7].
Deep learning on point clouds. PointNet [31] pioneered
deep learning for point clouds with a Siamese, per-point
network composed with a symmetric max operator that
guarantees invariance to the points’ order. PointNet was
proven to be a universal approximator (i.e., can approxi-
mate arbitrary continuous functions over point clouds). A
follow up work [33] suggests a hierarchical application of
the PointNet model to different subsets of the point cloud;
this allows capturing structure at different resolutions when
applied with a suitable aggregation mechanism. In [16] the
PointNet model is used to predict local shape properties
from point clouds. In a related work [34, 46] suggest to
approximate set function, with equivariant layers composed
with a symmetric function such as max. Most related to our
work is the recent work of [21] that suggested to general-
ize convolutional networks to point clouds by defining con-
volutions directly on kd-trees built out of the point clouds
[3], and [36] that suggested a convolutional architecture for
modeling quantum interactions in molecules represented as
point clouds, where convolutions are defined by multipli-
cation with continuous filters. The main difference to our
work is that we define the convolution of a point cloud func-
tion using an exact volumetric convolution with an extended
version of the function. The approximation properties of the
extended function facilitate a robust convolution on point
clouds.
Volumetric methods. Another strategy is to generate a
tensor volumetric representation of the shape restricted to
a regular grid (e.g., by using occupancy indicators, or a
distance function) [43, 25, 32]. The main limitation of
these methods is the approximation quality of the under-
lying shape due to the low resolution enforced by the three
dimensional grid structure. To overcome this limitation a
few methods suggested to use sparse three dimensional data
structures such as octrees [40, 35]. Our work can be seen
as a generalization of these volumetric methods in that it al-
lows replacing the grid cell’s indicator functions as the ba-
sis for the network’s functions and convolution kernels with
more general basis functions (e.g., radial basis functions).
Deep learning on Graphs. Shapes can be represented
as graphs, namely points with neighboring relations. In
spectral deep learning the convolution is being replaced
by a diagonal operator in the graph-Laplacian eigenbasis
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[9, 14, 18]. The main limitation of these methods in the
context of geometric deep learning is that different graphs
have different spectral bases and finding correspondences
between the bases or common bases is challenging. This
problem was recently targeted by [45] using the functional
map framework.
Deep learning on surfaces. Other approaches to geomet-
ric deep learning work with triangular meshes that posses
also connectivity and normal information, in addition to the
point locations. One class of methods use rendering and
2D projections to reduce the problem to the image setting
[39, 19]. Another line of works uses local surface represen-
tations [24, 5, 26] or global parameterizations of surfaces
[38, 23] for reducing functions on surfaces to the planar do-
main or for defining convolution operators directly over the
surfaces.
RBF networks. RBF networks are a type of neural net-
works that use RBF functions as an activation layer, see
[29, 28]. This model was first introduced in [8], and was
used, among other things, for function approximation and
time series prediction. Usually, these networks have three
layers and their output is a linear combination of radial basis
functions. Under mild conditions this model can be shown
to be a universal approximator of functions defined on com-
pact subsets of Rd [30]. Our use of RBFs is quite different:
RBFs are used in our extension operator solely for the pur-
pose of defining point cloud operators, whereas the ReLU
is used as an activation.
3 Method
Notations. We will use tensor (i.e., multidimensional ar-
rays) notation, e.g., a ∈ RI×I×J×L×M . Indexing a par-
ticular entry is done using corresponding lower-case letters,
aii′jlm, where 1 ≤ i, i′ ≤ I , 1 ≤ j ≤ J , etc. When
summing tensors c =
∑
ijl aii′jlmbijl, where b ∈ RI×J×L
the dimensions of the result tensor c are defined by the free
indices, in this case c = ci′m ∈ RI×M .
Goal. Our goal is to define convolutional neural networks
on point clouds X = {xi}Ii=1 ∈ RI×3. Our approach
to defining point cloud convolution is to extend functions
on point clouds to volumetric functions, perform standard
Euclidean convolution on these functions and sample them
back on the point cloud.
We define an extension operator
EX : RI×J → C(R3,RJ), (2)
where RI×J represents the collection of functions f : X →
RJ , and C(R3,RJ) volumetric functions ψ : R3 → RJ .
Together with the extension operator we define the restric-
tion operator
Rx : C(R3,RM )→ RI×M . (3)
Given a convolution operator O : C(R3,RJ) →
C(R3,RM ) we adapt O to the point cloud X via (1). We
will show that a proper selection of such point cloud convo-
lution operators possess the following desirable properties:
1. Efficiency: OX is computationally efficient.
2. Invariance: OX is indifferent to the order of points in
X , that is, OX is equivariant.
3. Robustness: Assuming X ⊂ S is a sampling of an
underlying surface S, and f ∈ C(S,R), then EX ◦
RX [f ] ∈ C(R3,R) approximates f when sampled
over S and decays to zero away from S. In particu-
lar EX [1] approximates the volumetric indicator func-
tion of S, where 1 ∈ RI×1 is the vector of all ones;
∇EX [1] approximates the mean curvature normal field
over S. The approximation property in particular im-
plies that ifX,X∗ ⊂ S are different samples of S then
OX ≈ OX∗.
4. Translation invariance: OX is translation invariant,
defined by a stationary (i.e., location independent) ker-
nel.
In the next paragraphs we define these operators and
show how they are used in defining the main building blocks
of PCNN, namely: convolution, pooling and upsampling.
We discuss the above theoretical properties in Section 4.
Extension operator
The extension operator EX : RI×J → C(R3,RJ) is
defined as an operator of the form,
EX [f ](x) =
∑
i
fij`i(x), (4)
where f ∈ RI×J , and `i ∈ C(R3,R) can be thought
of as basis functions defined per evaluation point x. One
important family of bases are the Radial Basis Func-
tions (RBF), that were proven to be useful for surface
representation[4, 11]. For example, one can consider in-
terpolating bases (i.e., satisfying `i(xi′) = δii′ ) made out
of an RBF Φ : R+ → R. Unfortunately, computing (4) in
this case amounts to solving a dense linear system of size
I × I . Furthermore, it suffers from bad condition number
as the number of points is increased [42]. In this paper we
will advocate a novel approximation scheme of the form
`i(x) = cωiΦ(|x− xi|), (5)
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Figure 2: Applying the extension operator to the constant 1
function over three airplane point clouds in different sam-
pling densities: 2048, 1024 and 256 points. Note how the
extended functions resemble the airplane indicator function,
and hence similar to each other.
where c is a constant depending on the RBF Φ and ωi can be
thought of the amount of shape area corresponding to point
xi. A practical choice of ωi is
ωi =
1
c
∑
i′ Φ(|xi′ − xi|)
. (6)
Note that although this choice resembles the Nadaraya-
Watson kernel estimator [27], it is in fact different as the
denominator is independent of the approximation point x;
this property will be useful for the closed-form calculation
of the convolution operator.
As we prove in Section 4, the point cloud convolution
operator, OX , defined using the extension operator, (4)-(5),
satisfies the properties (1)-(4) listed above, making it suit-
able for deep learning on point clouds. In fact, as we show
in Section 4, robustness is the result of the extension op-
erator EX approximating a continuous, sampling indepen-
dent operator over the underlying surface S denoted ES .
This continuous operator applied to a function f , ES [f ], is
proved to approximate the restriction of f to the surface S.
Figure 2 demonstrates the robustness of our extension
operator EX ; applying it to the constant one function, evalu-
ated on three different sampling densities of the same shape,
results in approximately the same shape.
Kernel model
We consider a continuous convolution operator O :
C(R3,RJ) → C(R3,RM ) applied to vector valued func-
tion ψ ∈ C(R3,RJ),
O[ψ](x) = ψ ∗κ (x) =
∫
R3
∑
j
ψj(y)κjm(x−y) dy, (7)
where κ ∈ C(R3,RJ×M ) is the convolution kernel that
is also represented in the same RBF basis:
κjm(z) =
∑
l
kljmΦ(|z − yl|), (8)
where with a slight abuse of notation we denote by
k ∈ RL×J×M the tensor representing the continuous
kernel in the RBF basis. Note, that k represents the
network’s learnable parameters, and has similar dimen-
sions to the convolution parameters in the image case (i.e.,
spatial dimensions × input channels × output channels).
The translations {yl}Ll=1 ⊂ R3 are also a degree
of freedom and can be chosen to generate a regu-
lar 3 × 3 × 3 grid or any other point distribution
such as spherical equispaced points. The transla-
tions can be predefined by the user or learned (with
some similarly to [13]). See inset for illustration of
some possible translations.
Restriction operator
Our restriction operator RX : C(R3,RJ) → RI×J is
the sampling operator over the point cloud X ,
RX [ψ] = ψj(xi), (9)
where ψ ∈ C(R3,RJ). Note thatRX [ψ] ∈ RI×J .
Sparse extrinsic convolution
We want to compute the convolution operator OX :
RI×J → RI×M restricted to the point cloud X as defined
in (1) with the convolution operator O from (7). First, we
compute EX [f ] ∗ k
EX [f ] ∗ k (x) = c
∑
ijl
fijkljmwi
∫
R3
Φ(|y − xi|)Φ(|x− y − yl|) dy
Applying our restriction operator finally gives our point
cloud convolution operator:
OX [f ] = c
∑
ijl
fijkljmwiqii′l, (10)
where q = q(X) ∈ RI×I×L is the tensor defined by
qii′l =
∫
R3
Φ(|y − xi|)Φ(|xi′ − y − yl|) dy. (11)
Note that OX [f ] ∈ RI×M , as desired. Equation (10) shows
that the convolution’s weights kljm are applied to the data
fij using point cloud-dependent weights w, q that can be
seen as ”translators” of k to the point cloud geometry X .
Figure 3 illustrates the computational flow of the convolu-
tion operator.
Choice of RBF
Our choice of radial basis function Φ stems from two
desired properties: First, we want the extension operator
4
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Figure 3: Point cloud convolution operator, computational
flow.
(4) to have approximation properties; second, we want the
computation of the convolution of a pair of RBFs in (11)
to have an efficient closed-form solution. A natural choice
satisfying these requirements is the Gaussian:
Φσ(r) = exp
(
− r
2
2σ2
)
(12)
To compute the tensor q ∈ RI×I×L in (11) we make use
of the following convolution rule for Gaussians, proved in
Appendix A for completeness:
Lemma 1. Let Φ denote the Gaussian as in (12). Then,
Φα(| · −a|) ∗ Φβ(| · −b|) ∝ Φγ(| · −a− b|), (13)
where γ =
√
α2 + β2.
3.1 Up-sampling and pooling
Aside from convolutions, there are two operators that
perform spatially and need to be defined for point clouds:
up-sampling UX,X∗ : RI×J → RI∗×J , and pooling
PX,X∗ : RI×J → RI∗×J , where X∗ ⊂ R3 is superset
of X (i.e., I∗ > I) in the upsampling case and subset of X
(i.e., I∗ < I) in the pooling case. The upsample operator is
defined by
UX,X∗ [f ] = RX∗ ◦ EX [f ]. (14)
Pooling does not require the extension/restriction operators
and (similarly to [33]) is defined by
PX,X∗ [f ](x
∗
i ) = max
i∈Vi∗
fij , (15)
where Vi∗ ⊂ {1, 2, . . . , I} denotes the set of indices of
points in X that are closer in Euclidean distance to x∗i than
any other point in X∗. The point cloud X∗ ⊂ X in the next
layer is calculated using farthest point sampling of the input
point cloud X .
Lastly, similarly to [20] we implement deconvolution
layers by an upsampling layer followed by a regular con-
volution layer.
4 Properties
In this section we discuss the properties of the point
cloud operators we have defined above.
4.1 Invariance and equivariance
Given a function f ∈ RI×J on a point cloud X ∈ RI×3,
an equivariant layer L : RI×J → RI×M satisfies
L(pif) = piL(f),
where pi ∈ ΠI ⊂ RI×I is an arbitrary permutation matrix.
Equivariant layers have been suggested in [31, 34, 46] to
learn data in the form of point clouds (or sets in general).
The key idea is that equivariant layers can be used to rep-
resent a set function F : 2R
3 → R. Indeed, a set function
restricted to sets of fixed size (say, I) can be represented as
a symmetric function (i.e., invariant to the order of its argu-
ments). A rich class of symmetric functions can be built by
composing equivariant layers and a final symmetric layer.
The equivariance of our point cloud operators OX stems
from the invariance property of the extension operator and
equivariance property of the restriction operator. We will
next show these properties.
Lemma 2. The extension operators defined in (4) is invari-
ant to permutations, i.e., EpiX [f ] = EX [f ], for all permuta-
tions pi ∈ ΠI . The restriction operator (9) is equivariant to
permutations,RpiX [ψ] = piRX [ψ], for all pi ∈ ΠI .
Proof. The properties follow from the definitions of the op-
erators.
Epi(X)[f ] =
∑
i
fpi(i)j`pi(i) =
∑
i
fij`i = EX [f ],
and
RX [ψ] = ψj(xpi(i)) = ΠRX [ψ].
A consequence of this lemma is that any convolution O
acting on volumetric functions in R3 translates to an equiv-
ariant operator OX ,
Theorem 1. Let O : C(R3,RJ) → C(R3,RM ) be a vol-
umetric function operator. Then OX : RI×J → RI×M
defined by (1) is equivariant. Namely,
OpiX [f ] = piOX [f ].
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Theorem 1 applies in particular to convolutions (7), and
therefore our point cloud convolutions are all equivari-
ant by construction. Note that this model provides ”data-
dependent” equivariant operator that are more general than
those suggest in [34, 46].
4.2 Robustness
Overview. Robustness is the key property that allows ap-
plying the same convolution kernel to functions over dif-
ferent irregular point clouds. The key idea is to make the
extension operator produce approximately the same vol-
umetric function when applied to different samplings of
the same underlying shape function. To make things con-
crete, let X ∈ RI×3, X∗ ∈ RI∗×3 be two different point
clouds samples of a compact smooth surface S ⊂ R3. Let
f ∈ C(S,RJ) be some function over S andRX [f ],RX∗ [f ]
its sampling on the points clouds X,X∗, respectively.
We will show the following:
1. We introduce a continuous extension operatorES from
surface functions to volumetric functions. We show
that ES has several favorable properties.
2. We show that (under mild assumptions) our extension
operator EX , defined in (4)-(5) converges to ES ,
EX ◦ RX [f ] ≈ ES [f ]. (16)
3. We deduce that (under mild assumptions) the proper-
ties of ES are inherited by EX and in particular we
have:
EX ◦ RX [f ] ≈ EX∗ ◦ RX∗ [f ]. (17)
Continuous extension operator. We define ES :
C(S,RJ) → C(R3,RJ) which is an extension opera-
tor from surface functions to volumetric functions so that
ES [f ]|S ≈ f and ES [f ]→ 0 away from S:
ES [f ](x) = 1
2piσ2
∫
S
f(y)Φσ(|x− y|) da(y), (18)
where da is the area element of the surface S.
The operator ES enjoys several favorable approximation
properties: First,
ES [f ](x) σ→0−−−→
{
f(x) x ∈ S
0 otherwise
. (19)
That is, ES [f ] approximates f over S and decays to zero
away from S. In particular, this implies that the constant
one function, 1 : S → R, satisfies
ES [1](x)→ χS(x), (20)
where χS(x) is the volumetric indicator function of S ⊂
R3. Interestingly, ES [1] provides also higher-order geomet-
ric information of the surface S,
∇ES [1]
∣∣∣
S
→ −H · n, (21)
where H : S → R is the mean curvature function of S and
n : S → S2 (S2 ⊂ R3 is the unit sphere) is the normal field
to S.
We prove that the approximation quality in (16) im-
proves as the point cloud sample X ⊂ S densifies S, and
the operator EX becomes more and more consistent. In
that case EX [1] furnishes an approximation to the indicator
function of the surface S and its gradient, ∇EX [1], to the
mean curvature vectors of S. This demonstrates that given
the simplest, all ones input data 1 ∈ RI×1, the network can
already reveal the indicator function and the mean curvature
vectors of the underlying surface by simple linear operators
corresponding to specific choices of the kernel k in (8).
These results are summarized in the following theorem
which is proved in appendix A.
Theorem 2. Let f ∈ C(S,RJ) be a continuous function
defined on a compact smooth surface S ⊂ R3. The exten-
sion operator (4),(5) with
c =
1
2piσ2
, (22)
and
ωi = area(Ωi), (23a)
Ωi = {y ∈ S | dS(y − xi) ≤ dS(y − xi′), ∀i′} , (23b)
the Voronoi cell of xi ∈ S, where dS denotes the distance
function of points on S, satisfies
EX ◦ RX [f ](x)→ ES [f ](x), (24)
where X ⊂ S is a δ-net and δ → 0. Furthermore, ES
satisfies the approximation and mean curvature properties
as defined in (19), (20), (21).
4.3 Revisiting image CNNs
Our model is a generalization of image CNNs. Images
can be viewed as point clouds in regular grid configuration,
X = {xi} ⊂ R3, with image intensities Ii as functions
over this point cloud,
EX(I) =
∑
i
IiΦ(x− xi),
where Φ is the indicator function over one square grid cell
(i.e., pixel). In this case the extension operator reproduces
the image as a volumetric function over R2. Writing the
convolution kernel also in the basis Φ with regular grid
translations leads to (1) reproducing the standard image dis-
crete convolution.
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Figure 4: Different architectures used in the paper: (a) clas-
sification network; and (b) segmentation network.
5 Experiments
We have tested our PCNN framework on the problems
of point cloud classification, point cloud segmentation, and
point cloud normal estimation. We also evaluated the dif-
ferent design choices and network variations.
5.1 Point cloud classification
We tested our method on the standard ModelNet40 and
ModelNet10 benchmarks [43]. ModelNet40 is composed
of 9843 train models and 2468 test models in 40 differ-
ent classes, such as guitar, cone, laptop etc. ModelNet 10
consists 3991 train and 908 test models from ten differ-
ent classes. The models are originally given as triangular
meshes. The upper part of Table 1 compares our classi-
fication results versus state of the art learning algorithms
that use only the point clouds (i.e., coordinates of points
in R3) as input: PointNet [31], PointNet++ [33], deep sets
[46], ECC[37] and kd-network[21]. For completeness we
also provide results of state of the art algorithms taking
as input additional data such as meshes and normals. Our
method outperforms all point cloud methods and all other
non-ensemble methods.
We use the point cloud data of [31, 33] that sampled a
point cloud from each model using farthest point sampling.
In the training we randomly picked 1024 farthest point sam-
ple out of a fixed set of 1200 farthest point sample for each
model. As in [21] we also augment the data with random
anisotropic scaling in the range [−0.66, 1.5] and uniform
translations in the range [−0.2, 0.2]. As input to the net-
work we provide the constant one tensor, together with the
coordinate functions of the points, namely (1, x) ∈ RI×4.
The σ parameter controls the variance of the RBFs (both in
the convolution kernels and the extension operator) and is
chosen to be σ = I−1/2. The translations of the convolu-
tion are chosen to be regular 3× 3× 3 grid with size 2σ.
At test time, similarly to [21] we use voting: we sample
ten different samples of size 1024 from 1200 points on each
point cloud, apply anisotropic scaling, propagate it through
the net and sum the label probability vectors before taking
the label with the maximal probability.
We used standard convolution architecture, see Figure 4:
conv block(1024, 256, 64)→ conv block(256, 64, 256)
→ conv block(64, 1, 1024)→ fully connected block,
where conv block(#points in, #points out ,#channels) con-
sists of a convolution layer, batch normalization, Relu acti-
vation and pooling. The fully connected block is a concate-
nation of a two fully connected layers with dropout after
each one.
Robustness to sampling. The inset com-
pares our method with [31, 33] when feed-
ing a trained 1024 point model on sparser test
point clouds of size k = 1024, 512, 256, 128, 64.
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The favorable robustness
of our method to sub-
sampling can be possibly
explained by the fact that
our extension operator pos-
sess approximation power,
even with sparse samples,
e.g., for smooth shapes, see
Figure 2.
Method variants. We evaluate the performance of our al-
gorithm subject to the variation in: the number of points
I , the kernel translations {yl}, the input tensor f , different
bases `i in (4), the choice of σ, and number of learnable pa-
rameters. Points were randomly sampled by the same ratio
as in the above (e.g. 512 out of 600).
Table 2 presents the results. Using the constant one as
input f = 1 ∈ RI×1 provides almost comparable results to
using the full coordinates of the points f = (1, x) ∈ RI×4.
This observation is partially supported by the theoretical
analysis shown in section 4 which states that our extension
operator applied to the constant one tensor already provides
good approximation to the underlying surface and its nor-
mal as well as curvature. Using interpolation basis {`i} in
the extension operator (4), although heavier computation-
ally, does not provide better results. Applying too small σ
provides worse classification result. This can be explained
by the observation that small σ results in separated Gaus-
sians centered at the points which deteriorates the approxi-
mation (X and σ should be related). Interestingly, using a
relatively small network size of 1.4M parameters provides
comparable classification result.
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algorithm # points 10 models 40 models
Point cloud methods
pointnet [31] 1024 - 89.2
pointnet++ [33] 1024 - 90.7
deep sets [46] 1000 - 87.1
ECC [37] 1000 90.8 87.4
kd-network [21] 1024 93.3 90.6
kd-network [21] 32k 94.0 91.8
ours 1024 94.9 92.3
Additional input features
FusionNet (uses mesh structure) [17] - 93.1 90.8
VRN single(uses mesh structure) [6] - - 92.0
OctNet [35] - 90.9 86.5
VRN ensemble(uses mesh structure) [6] - 97.1 95.5
MVCNN (uses mesh structure)[32] - - 92.0
MVCNN-MultiRes(uses mesh structure)[32] - - 93.8
pointnet++ (uses normals) [33] 5K - 91.9
OCNN (uses normals) [40] - - 90.6
Table 1: Shape classification results on the ModelNet40 and ModelNet10 datasets.
Method variations on ModelNet40
Variation # points accuracy
Less points 256 90.8
Less points 512 91.2
Less points 870 92.2
More points 1800 92.3
Interpolation 1024 92.0
Spherical kernel 1024 91.5
Learned translations 1024 91.3
Indicator input 1024 91.2
xyz only input 1024 91.5
Less parameters 1024 92.2
Small sigma 1024 85.5
Table 2: Classification with variations to the PCNN model.
Feature visualizations. Figure 5 visualizes the features
learned in the first layer of PCNN on a few shapes from
the ModelNet40 dataset. As in the case of images, the fea-
tures learned on the first layer are mostly edge detectors and
directional derivatives. Note that the features are consis-
tent through different sampling and shapes. Figure 6 shows
9 different features learned in the third layer of PCNN. In
this layer the features capture more semantically meaning-
ful parts.
5.2 Point cloud segmentation
Our method can also be used for part segmentation:
given a point cloud that represents a shape the task is to la-
bel each point with a correct part label. We evaluate PCNN
performance on ShapeNet part dataset [44]. ShapeNet con-
tains 16,881 shapes from 16 different categories, and total
of 50 part labels.
Table 3 compares per-category and mean IoU(%) scores
of PCNN with state of the art point cloud methods: Point-
Net [31], kd-network [21], and 3DCNN (results taken from
[31]). Our method outperforms all of these methods. For
completeness we also provide results of other methods that
use additional shape features or mesh normals as input. Fig-
ure 7 depicts several of our segmentation results.
For this task we used standard convolution segmentation
architecture, see Figure 4:
conv block(2048, 512, 64)→ conv block(512, 128, 128)
→ conv block(128, 16, 256)→ deconv block(16, 128, 512)
→ deconv block(128, 512, 256)→ deconv block(512, 2048, 256)
→ deconv block(2048, 2048, 256)→ conv block(2048, 2048, 50),
where deconv block(#points in,#points out,#features) con-
sists of an upsampling layer followed by a convolution
block. In order to provide the last layers with raw features
we also add skip-layers connections, see Figure 4(b). This
is a common practice in such architectures where fine de-
tails are needed at the output layer (e.g., [12]).
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(a)
(b)
Figure 5: Our point cloud convolution is translation invari-
ant and robust to sample size and density: (a) shows feature
activations of two kernels (rows) learned by our network’s
first convolution layer on different shapes (columns). The
features seems consistent across the different models; (b)
shows another pair of kernels (rows) on a single model with
varying sampling density (from left to right): 10K points,
5K points (random sampling), 1K points (farthest point
sampling) and 1K (random sampling). Note that the convo-
lution captures the same geometric properties on all models
regardless of the sampling.
We use the data from [31] (2048 uniformly sampled
points on each model). As done in [31] we use a single net-
work to predict segmentations for each of the object classes
and concatenate a hot-one encoding of the object’s label to
the bottleneck feature layer. At test time, we use only the
part labels that correspond to the input shape (as in [31, 21]).
5.3 Normal estimation
Estimating normals of a point cloud is a central sub-
problem of the 3D reconstruction problem. We cast this
problem as supervised regression problem and employ seg-
mentation network with the following changes: the output
layer is composed of 3 channels instead of 50 which are
then normalized and fed into cosine-loss with the ground
truth normals.
We have trained and tested our network on the standard
train/test splits of the ModelNet40 dataset (we used the data
generator code by [33]). Table 4 compares the mean cosine
loss (distance) of PCNN and the normal estimation of [31]
Figure 6: High level features learned by PCNN’s third con-
volution layer and visualized on the input point cloud. As
expected, the features are less geometrical than the first
layer’s features (see Figure 5) and seem to capture more
semantically meaningful shape parts.
and [33]. Figure 8 depicts normal estimation examples from
this challenge.
5.4 Training details, timings and network size
We implemented our method using the TensorFlow li-
brary [1] in Python. We used the Adam optimization
method with learning rate 0.001 and decay rate 0.7. The
models were trained on Nvidia p100 GPUs. Table 5 sum-
marizes running times and network sizes. Our smaller clas-
sification network achieves state of the art result (see Table
2, previous to last row) and has only 1.4M parameters with
a total model size of 17 MB.
6 Conclusions
This paper describes PCNN: a methodology for defining
convolution of functions over point clouds that is efficient,
invariant to point cloud order, robust to point sampling and
density, and posses translation invariance. The key idea is
to translate volumetric convolution to arbitrary point clouds
using extension and restriction operators.
Testing PCNN on standard point cloud benchmarks show
state of the art results using compact networks. The main
limitation of our framework compared to image CNN is the
extra computational burden due to the computation of far-
thest point samples in the network and the need to compute
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input mean aero bag cap car chair ear-p guitar knife lamp laptop motor mug pistol rocket skate table
Point clouds
Ours 2K pnts 85.1 82.4 80.1 85.5 79.5 90.8 73.2 91.3 86.0 85.0 95.7 73.2 94.8 83.3 51.0 75.0 81.8
PointNet 2K pnts 83.7 83.4 78.7 82.5 74.9 89.6 73 91.5 85.9 80.8 95.3 65.2 93 81.2 57.9 72.8 80.6
kd-network 4K pnts 82.3 80.1 74.6 74.3 70.3 88.6 73.5 90.2 87.2 81 94.9 57.4 86.7 78.1 51.8 69.9 80.3
3DCNN 79.4 75.1 72.8 73.3 70 87.2 63.5 88.4 79.6 74.4 93.9 58.7 91.8 76.4 51.2 65.3 77.1
Additional input
SyncSpecCNN sf 84.7
Yi sf 81.4 81 78.4 77.7 75.7 87.6 61.9 92.0 85.4 82.5 95.7 70.6 91.9 85.9 53.1 69.8 75.3
PointNet++ pnts, nors 85.1 82.4 79.0 87.7 77.3 90.8 71.8 91.0 85.9 83.7 95.3 71.6 94.1 81.3 58.7 76.4 82.6
OCNN (+CRF) nors 85.9 85.5 87.1 84.7 77.0 91.1 85.1 91.9 87.4 83.3 95.4 56.9 96.2 81.6 53.5 74.1 84.4
Table 3: ShapeNet segmentation results by point cloud methods (top) and methods using additional input data (sf - shape
features; nors - normals). The methods compared to are: PointNet [31]; kd-network [21]; 3DCNN [31]; SyncSpecCNN [45];
Yi [44]; PointNet++ [33]; OCNN (+CRF refinement) [40].
Figure 7: Results of PCNN on the part segmentation bench-
mark from [44]
Data algorithm # points error
ModelNet40 PointNet 1024 0.47
PointNet++ 1024 0.29
ours 1024 0.19
Table 4: Normal estimation in ModelNet40.
the “translating” tensor q ∈ RI×I×L which is a function
of the point cloud X . Still, we believe that a sparse effi-
cient implementation can alleviate this limitation and mark
it as a future work. Other venues for future work is to learn
kernel translations per channel similarly to [13], and apply
the method to data of higher dimension than d = 3 which
seems to be readily possible. Lastly, we would like to test
this framework on different problems and architectures.
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A Proofs
A.1 Multiplication law for Gaussians
Proposition 1. Let
Φµ,σ(x) = exp(−‖x− µ‖
2
2σ2
)
and
B(σ) =
1
(2piσ2)
3
2
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then
Φµ1,σ1 ∗ Φµ2,σ2 = C(σ1, σ2) · Φµ,σ
where µ = µ1 + µ2, σ =
√
σ21 + σ
2
2 and C(σ1, σ2) =
B(σ1)B(σ2)
B(σ)
Proof. It is well known [41] that the convolution of two nor-
mal distributions is again a normal distribution:
B(σ1)Φµ1,σ1 ∗B(σ2)Φµ2,σ2 = B(
√
σ21 + σ
2
2) · Φµ,σ
The result above follows from the linearity of the convolu-
tion.
A.2 Theoretical properties of the extension oper-
ator
Proof of theorem 2. Let us first show (24). Denote gx(y) =
f(y)Φσ(|x− y|). By Lemma 4 for arbitrary  > 0 there ex-
ists δ > 0 so that dS(y, x) < δ implies |gx(y)− gx(x)| < 
for all x ∈ R3. Taking X to be δ-net of S we get that∣∣∣ES [f ](x)−EX ◦RX [f ](x)∣∣∣ ≤ ∑i area(Ωi)
2piσ2
≤ area(S)
2piσ2
.
To show (19) first let x /∈ S. Then as σ → 0 we have
maxy∈S Φσ(|y − x|) → 0 and therefore ES [f ](x) → 0.
Next consider x ∈ S. It is enough to show that
1
2piσ2
∫
S
Φσ(|x− y|)da(y) σ→0−−−→ 1.
Indeed, let  > 0. Since f is uniformly continuous, take
δ > 0 sufficiently small so that |f(x)− f(x′)| <  if
dS(x, x
′) < δ. Take σ > 0 sufficiently small so that
1
2piσ2
∫
S\B(x,δ)
Φσ(|x− y|)da(y) ≤ ,
where B(x, δ) = {y | |y − x| < δ} and∣∣∣ 1
2piσ2
∫
S
Φσ(|x− y|)da(y)− 1
∣∣∣ ≤ .
Hence∣∣∣ 1
2piσ2
∫
S∩B(x,δ)
Φσ(|x− y|)da(y)− 1
∣∣∣ ≤ 2.
Therefore,∣∣∣∣ 12piσ2
∫
S
f(y)Φσ(|x− y|)da(y)− f(x)
∣∣∣∣ ≤ 3(1 + |f |∞).
Lastly, to show (21) note that
∇xES [1](x) = − 1
2piσ4
∫
S
(x− y)Φ(|x− y|)da(y).
Using an argument from [2] (see Section 4.2) where we take
σ2 = 2t in their notation and get convergence to − 12∆Sx,
where ∆S is the Laplace-Beltrami operator on surfaces S.
To finish the proof remember that [10]
−1
2
∆Sx = −H · n.
Lemma 3. Let S ⊂ R3 be a compact smooth surface. Then,
lim
σ→0
1
2piσ2
∫
S
Φσ(|x− y|)da(y) = 1 (25)
Proof. Denote TxS the tangent plane to S centered at x ∈
S. Let y = y(u) : TxS → S be the local parameterization
to S over TxS, where u is the local coordinate at TxS. Since
S is smooth and compact we have that ∀u ∈ Υδ = TxS ∩
B(x, δ),
|y(u)− u| = O(δ2) (26)
||dy(u)| − 1| = O(δ), (27)
where |dy(u)| is the pulled-back area element of S [15]. We
break the error to
∣∣ 1
2piσ2
∫
S
Φσ(|x− y|)da(y)− 1
∣∣
≤ 1
2piσ2
∫
S\y(Υδ)
Φσda
(i)
+
1
2piσ2
∣∣∣∣∣
∫
y(Υδ)
Φσda−
∫
Υδ
Φσdu
∣∣∣∣∣
(ii)∣∣∣∣ 12piσ2
∫
TxS
Φσdu− 1
∣∣∣∣
(iii)
+
1
2piσ2
∫
TxS\Υδ
Φσdu
(iv)
.
First, we note that (iii) = 0. Now, take δ = σ1−τ , for
some fixed 0 < τ < 1, where σ > 0. Then, (i) = O(σ),
(iv) = O(σ). Lastly (ii)
≤ 1
2piσ2
∫
Υδ
∣∣∣Φσ(|y(u)|)− Φσ(|u|)∣∣∣|dy(u)|du
+
1
2piσ2
∫
Υδ
Φσ(|u|)
∣∣∣ |dy(u)| − 1∣∣∣du
≤ 1
2piσ2
maxu∈Υδ
∣∣∣|y(u)| − |u|∣∣∣
σe1/2
(1 +O(δ))O(δ2) +O(δ)
= O(σ1−4τ ),
where we used Lemma 5 in the last inequality. Taking any
τ < 1/4 proves the result.
Lemma 4. Let f ∈ C(S,R), with S ⊂ R3 a compact sur-
face. The family of functions {gx}x∈R3 defined by gx(y) =
f(y)Φσ(|x− y|), y ∈ S is uniformly equicontinuous.
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Proof. |gx(y)− gx(y′)|
≤ |f(y)− f(y′)|Φσ(|x− y|)+
|f(y′)| |Φσ(|x− y|)− Φσ(|x− y′|)|
≤ |f(y)− f(y′)|+ |f |∞
|y − y′|
σe1/2
where in the last inequality we used ||x− y| − |x− y′|| ≤
|y − y′| and Lemma 5. Since f, |·| are both uniformly con-
tinuous over S (as continuous functions over a compact sur-
face), f is bounded, i.e., |f |∞ <∞, equicontinuity of {gx}
is proved.
Lemma 5. The gaussian satisfies |Φσ(r′)− Φσ(r)| ≤
(r′−r)
σe1/2
for 0 ≤ r < r′.
Proof.
|Φσ(r′)− Φσ(r)| ≤
∫ r′
r
t
σ2
e−
t2
2σ2 dt ≤ (r
′ − r)
σe1/2
,
where in the last inequality we used the fact that te−
t2
2σ2 ≤
σe−1/2.
Lastly, to justify (6) let us use Theorem 2 and consider
f(x) ≡ 1,
1 ≈ ES [f ](x) ≈ c
∑
i
ωiΦ(|x− xi|).
Plugging x = xi′ we get
1 ≈ c
∑
i
ωiΦ(|xi′ − xi|) = cω˜i′
∑
i
Φ(|xi′ − xi|),
where ω˜i′ is an average of values of ωi (note that Φ(|xi′ −
xi|) are fast decaying weights away from xi′). Hence,
cω˜i′ ≈ 1∑
i Φ(|xi′ − xi|)
.
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