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Abstract: In this paper we establish some spectral conditions for a graph to be Hamilton-connected
in terms of the spectral radius of the adjacency matrix or the signless Laplacian of the graph or its
complement. For the existence of Hamiltonian paths or cycles in a graph, we also give a sufficient
condition by the signless Laplacian spectral radius.
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1 Introduction
Let G = (V,E) be a simple graph of order n with vertex set V = V (G) = {v1, v2, . . . , vn} and
edge set E = E(G). The adjacency matrix of G is defined to be a matrix A(G) = [aij ] of order
n, where aij = 1 if vi is adjacent to vj, and aij = 0 otherwise. The largest eigenvalue of A(G),
denoted by µ(G), is the spectral radius of A(G). The degree matrix of G is denoted by D(G) =
diag (dG(v1), dG(v2), . . . , dG(vn)), where dG(v) or simply d(v) denotes the degree of a vertex v in
the graph G. The matrix L(G) = D(G) − A(G) is the Laplacian matrix of G, and the matrix
Q(G) = D(G) + A(G) is the signless Laplacian matrix (or Q-matrix) of G. Denote by γ(G) the
largest eigenvalues (or the spectral radius) of Q(G).
A Hamiltonian cycle of the graph G is a cycle of order n contained in G, and a Hamiltonian
path of G is a path of order n contained in G. A graph G is said to be Hamiltonian if it contains
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Hamiltonian cycles. The problem of deciding whether a graph is Hamiltonian is one of the most
difficult classical problems in graph theory. Indeed, determining whether a graph is Hamiltonian is
NP-complete.
Recently, the spectral theory of graphs has been applied to this problem. Fiedler and Nikiforov
[9] give sufficient conditions for a graph having Hamiltonian paths or cycles in terms of the spectral
radius of the adjacency matrix of the graph or its complement. Zhou [14] investigates the spectral
radius of the signless Laplacian matrix of the complement of a graph, and present some conditions
for the existence of Hamiltonian cycles or paths. Butler and Chung [2] establish a sufficient condition
for a graph being Hamiltonian, that is, the nontrivial eigenvalues of the Laplacian are sufficiently
close to the average degree of the graph. Their result does not need the graph to be dense, but it
implies the graph is almost regular.
A graphG is called Hamilton-connected if every two vertices ofG are connected by a Hamiltonian
path. Surely all Hamilton-connected graphs are Hamiltonian. In this paper, motivated by the ideas
in [9] and [14], we establish the spectral conditions for a graph to be Hamilton-connected in terms
of the spectral radius of the adjacency matrix or signless Laplacian of the graph or its complement.
In addition, we also give the condition on the signless Laplacian spectral radius of a graph for the
existence of Hamiltonian paths or cycles.
2 Preliminaries
Let Kn be the complete graph on n vertices. Write Kn−1 + v for Kn−1 together with an isolated
vertex v, Kn−1 + e for Kn−1 together with a pendent edge e, and Kn−1 + e+ e
′ for Kn−1 together
with a vertex joining two vertices of Kn−1 by the edges e, e
′, respectively. Denote by Kn,m a
complete bipartite graph with two parts having n,m vertices, respectively. The graph K1,n−1 is
also called a star on n vertices. Denote by ǫ(G) the number of edges of a graph G.
Ore [11] showed that if
d(u) + d(v) ≥ n− 1, (2.1)
for any pair of nonadjacent vertices u and v, then G contains a Hamiltonian path. If the inequality
(2.1) is strict, then G contains a Hamiltonian cycle. Erdos¨ and Gallai [7] proved that if
d(u) + d(v) ≥ n+ 1, (2.2)
for any pair of nonadjacent vertices u and v, then G is Hamilton-connected. So we have the
following facts, where the first two facts are due to Fiedler and Nikiforov [9].
Lemma 2.1 Let G be a graph of order n with m edges. Assume that
m =
(
n− 1
2
)
+ r.
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If r ≥ 0, then G contains a Hamiltonian path unless G = Kn−1 + v. If r ≥ 1, then G contains
a Hamiltonian cycle unless G = Kn−1 + e. If r ≥ 2, then G is Hamilton-connected unless G =
Kn−1 + e+ e
′.
For an integer k ≥ 0, the k-closure of a graph G, denoted by Ck(G), is the graph obtained from
G by successively joining pairs of nonadjacent vertices whose degree sum is at least k until no such
pair remains; see [1]. The k-closure of the graph G is unique, independent of the order in which
edges are added. Note that dCk(G)(u)+ dCk(G)(v) ≤ k− 1 for any pair of nonadjacent vertices u and
v of Ck(G).
Lemma 2.2 [1] (i) A graph G has a Hamilton path if and only if Cn−1(G) has one.
(ii) A graph G has a Hamilton cycle if and only if Cn(G) has one.
(iii) A graph G is Hamilton-connected if and only if Cn+1(G) is so.
Lemma 2.3 [13] Any t-regular graph of order 2t (t ≥ 3) not isomorphic to Kt,t, or of order 2t+ 1
for even t ≥ 4), is Hamilton-connected.
At the final of this section, we introduce some bounds for the spectral radius of the adjacency
matrix or the signless Laplacian matrix of a graph. Let G be a graph containing a vertex v. Denote
mG(v) = m(v) =
1
dG(v)
∑
u∈NG(v)
dG(u) if dG(v) > 0, and mG(v) = 0 otherwise, where NG(v) or
simply N(v) denotes the neighborhood of v in G.
Lemma 2.4 [12] Let G be graph with m edges. Then
µ(G) ≤ −1
2
+
√
2m+
1
4
,
with equality if and only if G is a complete graph together with some isolated vertices.
Lemma 2.5 [4] Let G be a graph of order n with m edges. Then
max{d(v) +m(v) : v ∈ V (G)} ≤ 2m
n− 1 + n− 2,
with equality if and only if G ⊇ K1,n−1 or G = Kn−1 + v.
Lemma 2.6 [5] Let G be a connected graph. Then,
γ(G) ≤ max{d(v) +m(v) : v ∈ V (G)}, (2.3)
with equality if and only if G is a regular graph or a bipartite semiregular graph.
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In Lemma 2.6, if G is disconnected, there exists a component G′ of G such that
γ(G) = γ(G′) ≤ max{dG′(v) +mG′(v) : v ∈ V (G′)} ≤ max{dG(v) +mG(v) : v ∈ V (G)}.
So the inequality (2.3) also holds. Combining Lemma 2.5 and Lemma 2.6, we have the following
result; also see [8].
Corollary 2.7 Let G be a graph of order n with m edges. Then
γ(G) ≤ 2m
n− 1 + n− 2. (2.4)
If G is connected, then the equality in (2.4) holds if and only if G = K1,n−1 or G = Kn. Otherwise,
the equality in (2.4) holds if and only if G = Kn−1 + v.
3 Main Results
Theorem 3.1 Let G be a graph of order n. If
µ(G) > −1
2
+
√(
n− 3
2
)2
+ 2, (3.1)
then G is Hamilton-connected unless G = Kn−1 + e+ e
′.
Proof: Suppose G has m edges. By Lemma 2.4 together with (3.1),
−1
2
+
√(
n− 3
2
)2
+ 2 < µ(G) ≤ −1
2
+
√
2m+
1
4
.
Hence m ≥ (n−12 )+ 2, and the result follows by Lemma 2.1. 
Theorem 3.2 Let G be a graph of order n ≥ 4. If
µ(G) <
√
(n− 2)2
n
, (3.2)
then G is Hamilton-connected.
Proof: Let H = Cn+1(G). If H = Kn, then the result follows from Lemma 2.2. Suppose that
H 6= Kn and G is not Hamilton-connected. Then H is also not Hamilton-connected by Lemma 2.2.
Observe that dH(u) + dH(v) ≤ n for any pair of nonadjacent vertices u and v (always existing) in
H. Thus, for any edge uv ∈ E(H), dH(u) + dH(v) = 2(n− 1)− [dH(u) + dH(v)] ≥ n− 2. It follows
that ∑
u∈V (H)
d2
H
(u) =
∑
uv∈E(H)
[dH(u) + dH(v)] ≥ (n− 2)ǫ(H).
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Using the inequality of Hofmeister [10],
nµ(H)2 ≥
∑
u∈V (H)
d2
H
(u) ≥ (n− 2)ǫ(H).
As H ⊆ G, by Perron-Frobenius theorem and (3.2), we have µ(H) ≤ µ(G) <
√
(n−2)2
n
, and hence
(n− 2)2 > nµ(G)2 ≥ nµ(H)2 ≥ (n− 2)ǫ(H).
So, ǫ(H) < n − 2 and ǫ(H) ≥ (n2) − (n − 3) = (n−12 ) + 2. Since H is not Hamilton-connected, by
Lemma 2.1, H = Kn−1+ e+ e
′. Note that H = K1,n−3⊕K2. So, G contains K1,n−3 as a subgraph,
and µ(G) ≥ √n− 3 ≥
√
(n−2)2
n
, a contradiction. 
Theorem 3.3 Let G be a graph of order n. If
γ(G) > 2(n − 2) + 2
n− 1 , (3.3)
then G is Hamilton-connected unless G = Kn−1 + e+ e
′.
Proof: Suppose G has m edges. By Corollary 2.7 together with (3.3),
2(n− 2) + 2
n− 1 < γ(G) ≤
2m
n− 1 + n− 2.
Hence m ≥ (n−12 )+ 2, and the result follows by Lemma 2.1. 
Let G1, G2 be two vertex-disjoint graphs. Denote by G1 ⊕ G2 the union of G1, G2. Denote
by G1 ∨ G2 the join of G1 and G2, a graph from G1 ⊕ G2 by adding all possible edges between
each vertex of G1 and each vertex of G2. Let ESn be the set of following graphs of order n:
(Ks ⊕Kn−2−s) ∨K2, Kn
2
,n
2
, and R ∨Kr, where n is even for the latter two graphs, R is a regular
graph of order n− r with degree n2 − r, 1 ≤ s ≤ n− 3, 1 ≤ r ≤ n2 .
Theorem 3.4 Let G be a graph of order n ≥ 6, and G /∈ ESn. If
γ(G) ≤ n− 2, (3.4)
then G is Hamilton-connected.
Proof: Let H = Cn+1(G). If H = Kn, then the result follows from Lemma 2.2. Suppose that
H 6= Kn and G is not Hamilton-connected. Then H is also not Hamilton-connected by Lemma 2.2.
Observe that dH(u) + dH(v) ≤ n for any pair of nonadjacent vertices u and v (always existing) in
H. Thus, for any edge uv ∈ E(H), dH(u) + dH(v) = 2(n− 1)− [dH(u) + dH(v)] ≥ n− 2. It follows
that
Z(H) :=
∑
u∈V (H)
d2
H
(u) =
∑
uv∈E(H)
(dH(u) + dH(v)) ≥ (n− 2)ǫ(H). (3.5)
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By Lemma 3 of [14],
γ(H) ≥ Z(H)
ǫ(H)
. (3.6)
As H is a subgraph of G, by Perron-Frobenius theorem, γ(G) ≥ γ(H). Thus, by (3.4), (3.5) and
(3.6),
n− 2 ≥ γ(G) ≥ γ(H) ≥ Z(H)
ǫ(H)
≥ n− 2,
and hence all the inequalities become equalities. So, dH(u)+dH (v) = n−2 for any edge uv ∈ E(H)
by the fact mentioned in [14]. This implies that H = Kn
2
∪Kn
2
for an even n or H contains exactly
one nontrivial component F , where F is either regular or bipartite semi-regular and n2 ≤ |V (F )| ≤ n.
Since γ(G) = γ(H) and H is a subgraph of G, by Perron-Frobenius theorem we have G = H and
then G = H. If H = Kn
2
∪Kn
2
, then G = H = Kn
2
,n
2
, which contradicts the assumption on G.
Now suppose H contains exactly one nontrivial component F . First assume F is bipartite
semi-regular with two parts U1, U2. Let u1u2 be an edge of F , where u1 ∈ U1, u2 ∈ U2. Then
V (F ) ⊇ (NF (u1) ∪NF (u2)), which implies F contains at least n− 2 vertices.
If F contains exactly n − 2 vertices, then F = Ks,n−2−s for some positive integer s, and
G = H = Ks,n−2−s ⊕K2. So G = (Ks ⊕Kn−2−s) ∨K2, a contradiction to the assumption on G.
If F contains exactly n− 1 vertices, then U1 or U2, say U1, contains an additional vertex rather
than those in N(u1)∪N(u2), then by summing the degrees of the vertices in U1 and U2 respectively,
we have (dH(u2) + 1)dH(u1) = dH(u1)dH(u2), a contradiction.
If F contains n vertices, or equivalently H = F is connected, then by a similar discussion as
the above, U1 (or U2) consists of the vertices of N(u2) (or N(u1)) and an additional vertex. As
(dH(u2) + 1)dH(u1) = (dH(u1) + 1)dH(u2), we have dH(u1) = dH(u2) =
n−2
2 , which implies H is a
bipartite regular graph. Hence, G = H = Kn
2
,n
2
−M , where M is a perfect matching of Kn
2
,n
2
. It
is easy to check that G is Hamilton-connected.
Finally we assume F is a regular graph. Then F is regular of degree n2 − 1 for an even n,
and F is not bipartite semi-regular. If F = H, then G = H, and G is regular of degree n2 .
Because G 6= Kn
2
,n
2
, by Lemma 2.3, G is Hamilton-connected. Otherwise, H ) F , and hence
G = H = F ⊕Kr, where r = n − |V (F )| and 1 ≤ r ≤ n2 . So, G = F ∨Kr, where F is regular of
order n− r and degree n2 − r, a contradiction to the assumption on G. The result follows. 
4 Remark
Zhou [14] gives a sufficient condition for a graph having Hamiltonian paths or cycles in terms of the
signless Laplacian spectral radius of the complement of the graph. Here we give a complementary
condition for the existence of Hamiltonian paths or cycles in terms of the signless Laplacian spectral
radius of the graph.
6
Theorem 4.1 Let G be a graph of order n. If
γ(G) ≥ 2(n − 2), (4.1)
then G contains a Hamiltonian path unless G = Kn−1 + v. If the inequality (4.1) is strict, then G
contains a Hamiltonian cycle unless G = Kn−1 + e.
Proof: Suppose G has m edges. By Corollary 2.7 and the assumption, we have
2(n− 2) ≤ γ(G) ≤ 2m
n− 1 + n− 2.
Hence we obtain m ≥ (n−12 ), with strict inequality if (4.1) is strict. The result follows by lemma
2.1. 
Fiedler and Nikiforov [9] gave a condition for the existence of Hamiltonian paths or cycles by
the spectral radius of the adjacency matrix of a graph.
Theorem 4.2 [9] Let G be a graph of order n. If
µ(G) ≥ n− 2, (4.2)
then G contains a Hamiltonian path unless G = Kn−1 + v. If the inequality (4.2) is strict, then G
contains a Hamiltonian path unless G = Kn−1 + e.
Note that γ(G) ≥ 2µ(G) (see [3]). So, if µ(G) ≥ n − 2, then γ(G) ≥ 2(n − 2), and hence G
admits a Hamiltonian path, or Hamiltonian cycle if the equality holds strictly. However, there exist
graphs G with γ(G) ≥ 2(n − 2) but µ(G) < n− 2, which contains a Hamiltonian path or cycle.
For example, let G = (Kr ⊕ Kr) ∨ Ks of order n := 2r + s, where r ≥ 2 and 2(r − 1)2 ≤
s < (2r − 1)(r − 1). Surely, the graph G contains Hamiltonian cycles. By a little computation,
µ(G) is the largest root of the polynomial f(x) = [x− (r − 1)][x − (s − 1)] − 2rs and γ(G) is the
largest root of the polynomial g(x) = [x − (2r + s − 2)][x − (2r + 2s − 2)] − 2rs. Observe that
f(n − 2) = f(2r + s − 2) = (2r − 1)(r − 1) − s > 0, so that µ(G) < n − 2, and g(2(n − 2)) =
g(2(2r + s− 2)) = 4(r − 1)2 − 2s ≤ 0, so that γ(G) ≥ 2(n− 2). So, we can apply Theorem 4.1 but
not Theorem 4.2 for the existence of Hamiltonian paths or cycles of G.
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