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LEAVITT PATH ALGEBRAS OF WEIGHTED CAYLEY GRAPHS
Cn(S,w)
MOHAN.R
Abstract. Let n be a positive integer. For each nonempty subset S ⊂ Zn
such that 〈S〉 = Zn, and function w : S → N, we let Cn(S, w) denote the
weighted Cayley graph associated to the cyclic group Zn with respect to S and
w. We give an explicit description of the Grothendieck group of the Leavitt
path algebras LK(Cn(S, w)) for any field K. Our method generalizes that in
[AEC] for the cases S = {1, j} where 0 ≤ j ≤ n− 1. We also give description
of Leavitt path algebras of Cn(S, w) in some special cases. In particular, we
describe the Grothendieck groups of Leavitt path algebras of Cayley graphs of
the Dihedral groups Dn for each n and also prove that LK(Kn) ∼= LK(1, n)
where Kn is the unweighted complete n-graph among other results.
1. Introduction
For a group G and a subset S ⊂ G, denote the associated Cayley graph by
Cay(G,S). When the given group is Zn we write Cn(S) := Cay(Zn, S). Leavitt path
algebras of Cayley graphs of the finite cyclic group Zn with respect to the subset
S = {1, n− 1} were initially studied in [ASc]. It was shown that there are exactly
four isomorphism classes represented by the collection {LK(Cn(1, n− 1)) | n ∈ N}.
In subsequent work, [AP1] contains the computation of the important integers
|K0(LK(Cn(1, j)))| and det(In−AtCn(1,j)), whereA(−) denotes the adjacency matrix
of a directed graph, and K0(−) denotes the Grothendieck group of a ring. Also in
[AP1] the collections of K-algebras were described upto isomorphism:
{LK(Cn(1, j)) | n ∈ N} for j = 0, 1, 2.
The descriptions of all these algebras follow from an application of the powerful
tool known as the (Restricted) Algebraic Kirchberg-Philips Theorem.
In [AEC] the study was extended and a method to compute the Grothendieck
group of the Leavitt path algebra LK(Cn(1, j)) to the case where 0 ≤ j ≤ n − 1
and n ≥ 3 was derived. Specifically it was shown how to reduce the computation
of the Smith Normal Form of the n× n matrix In −AtCn(1,j) to that of calculating
the Smith Normal Form of a j × j matrix (Mnj )t − Ij . Further a description of
K0(LK(Cn(1, j)) was also given.
In this paper we generalize the work done in [AEC] to study LK(Cn(S,w)), where
S is any nonempty generating subset of Zn, w : S → N is a map and Cn(S,w) is
the weighted Cayley graph. In section 2 we recall the background information
required. In Section 3 we present a method to compute the Grothendieck group.
Specifically we find the conditions to determine the sign of det(In −AtCn(S,w)) and
also the cardinality of K0(LK(Cn(S,w))). Also we find a method to reduce the
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computation of the Smith Normal form of the n× n matrix In −AtCn(S,w) to that
of calculating the Smith Normal form of a square matrix of smaller size if 0 /∈ S
(Theorem 3.2.7). In Section 4 we use the method developed in Section 3 to study
the following simple cases when 〈S〉 = Zn:
Case 1 : |S| = 1
Case 2 : |S| = 2
Case 3 : |S| = n
Moreover we recover the results studied in [ASc],[AP1], and [AEC] as special cases
and get some new results. Among these new results, in particular, we show that
LK(Kn) ∼= LK(1, n) where Kn is the unweighted complete n-graph (See 4.3.1 for
definition) and LK(1, n) is the Leavitt algebra (Theorem 4.3.2). We also show that
the main result of [ASc] holds true if Cn(1, n − 1) is replaced by Dn for every
n ∈ N, where Dn denotes the Cayley graph of Dihedral group with respect to usual
generating set. In final section we raise some interesting questions about possible
extensions of the results.
2. Background information
We begin with the following definitions.
Definition 2.0.1. A directed graph is a quadraple E = (E0, E1, r, s) where
E0, E1 are sets and r, s : E1 → E0 are functions. The elements of E0 are called
vertices and the elements of E1 are called edges. If e is an edge, then s(e) is called
its source and r(e) its range. A vertex v is called a source if r−1(v) = φ and v is
called a sink s−1(v) = φ. E is called finite if E0 and E1 are finite sets.
Definition 2.0.2. A weighted graph is a pair (E,w) where E is a directed graph
and w : E1 → N is a function. If e ∈ E1, then w(e) is called the weight of e.
Definition 2.0.3. Let (E,w) be a weighted graph. The weighted graph Eˆ =
(Eˆ0, Eˆ1, sˆ, rˆ) where Eˆ0 = E0, Eˆ1 := {e1 . . . ew(e) | e ∈ E1}, sˆ(ei) = s(e) and
rˆ(ei) = r(e) is called the directed graph associated to (E,w).
Definition 2.0.4. Given a group G, and a subset S ⊂ G, the associated Cayley
graph Cay(G,S) is the directed graph E(G,S) having vertex set {vg | g ∈ G}, and
in which there is an edge e(g, h) from vg to vh in case there exists (a necessarily
unique) s ∈ S with h = gs in G.
By definition it follows immediately that in Cay(G,S), at every vertex vg, the
number of edges emitted is |S|. The identity of G is in S if and only Cay(G,S)
contains a loop at every vertex.
Let w : S → N be a map. Then w induces a map (also denoted by w) from the
set of edges to N as follows: e(g, h) 7→ w(s) if h = gs. We denote (Cay(G,S), w) for
the weighted graph.
Definition 2.0.5. We define the weighted Cayley graph or w-Cayley graph
Cay(G,S,w) to be the associated directed graph of the weighted graph (Cay(G,S), w).
In particular Cay(G,S) is a special case of Cay(G,S,w) when w is the constant
map w(e) = 1 for every edge e. In other words the weight on every edge is 1. We
say Cay(G,S) is unweighted.
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Remark 2.0.6. Cay(G,S,w) is connected if and only if 〈S〉 = G. In particular,
Cay(〈S〉, S, w) is a connected component of Cay(G,S,w), where 〈S〉 is the subgroup
generated by S.
Notation 2.0.7. For a positive integer n, let G = Zn, and S be any non-empty
subset of G. We denote the w-Cayley graph Cay(G,S,w) simply by Cn(S,w).
That is, if S = {s1, s2, . . . sk} then the w-Cayley graph Cn(S,w) is the directed
graph (E0, E1, r, s) where
E0 = {v0, v1, v2, . . . , vn−1},
E1 = {el(i, sj) | 0 ≤ i ≤ n− 1, 1 ≤ j ≤ k and 1 ≤ l ≤ w(sj)} for which
s(el(i, sj)) = vi, r(el(i, sj)) = vi+sj , where indices are interpreted modulo n.
Therefore Cn(S,w) is a finite graph. We may assume that the elements in S
are written in strictly increasing order. By remark 2.0.6 we note that Cn(S,w) is
connected if and only if gcd(S, n) = 1. If gcd(S, n) = d > 1 then we have
Cn(S,w) =
d∐
l=1
Cn
d
(S,w).
Throughout this paper we assume that 〈S〉 = Zn.
Example 2.0.8. Let n = 6, S1 = {1, 2, 5}, w1(s) = 1 for all s ∈ S1 and S2 =
{0,2,3}, w2(0)= 3, w2(2)= 1, w2(3)= 1. (we use the colors to differentiate between
edges). Then
v0
v1
v2v3
v4
v5
C6(S1, w1) =
v0
v1
v2v3
v4
v5
(3)
(3)
(3)(3)
(3)
(3)
C6(S2, w2) =
Let (E′, w) be a weighted graph with vertex set E0 = {v0, v1, . . . vn−1} and
let (E,w) be the associated weighted directed graph. We denote by A(E,w) the
adjacency matrix of (E,w), namely the matrix A(E,s) = (ai,j) where for each pair
0 ≤ i, j ≤ n − 1, the entry ai,j denotes the number of edges e for which s(e) = vi
and r(e) = vj . So the (i, j)
th entry of ACn(S,w) is w(s) if i + s = j modulo n, for
some s ∈ S, otherise 0.
2.1. Circulant matrices.
Definition 2.1.1. For a positive integer n, let c = (c0, c1, . . . , cn−1) ∈ Qn. Con-
sider the shift operator T : Qn → Qn, defined by T (c0, c1, . . . , cn−1) = (cn−1, c0, . . . , cn−2).
The circulant matrix circ(c), associated with c is the n× n matrix C whose kth
row is T k−1(c), for k = 1, 2, . . . .n. Thus C is of the form
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C =


c0 c1 c2 . . . cn−1
cn−1 c0 c1 . . . cn−2
...
...
... . . .
...
c1 c2 c3 . . . c0


In other words, a circulant matrix is obtained by taking an arbitrary first row,
and shifting it cyclically one position to the right in order to obtain successive rows.
The (i, j) element of C is cj−i, where subscripts are taken modulo n.
Definition 2.1.2. For c ∈ Qn, let C = circ(c). The representer polynomial of
C is defined to be the polynomial PC(x) = c0 + c1x+ · · ·+ cn−1xn−1 ∈ Q[x].
Lemma 2.1.3. Let C = circ(c) be a circulant matrix. Then the eigenvalues of C
equal PC(ζ
k
n) = c0+c1ζ
k
n+ · · ·+cn−1ζk(n−1)n for k = 0, 1, . . . , n−1, where ζn = e
2pii
n ,
the primitive nth root of unity. Further
det(C) =
n−1∏
l=0
(
n−1∑
k=0
cjζ
lk
n
)
.
For a proof of Lemma 2.1.3 we refer the reader to [[KS],Theorem 6].
Note that the n-th cyclotomic polynomial, denoted by
Φn(x) =
∏
1≤a<n
gcd(a,n)=1
(x − ζan),
is an element of Z[x]. Also, xn − 1 = ∏
d|n
Φd(x). Since Φn(x) is the minimal
polynomial of ζn, f(ζn) = 0 for some f(x) ∈ Z[x] implies Φn(x) divides f(x). By
applying Lemma 2.1.3 we get
Lemma 2.1.4. Let C = circ(c). Then the following are equivalent.
(a) C is singular
(b) PC(ζ
k
n) = 0 for some k ∈ Z.
(c) The polynomials PC(x) and x
n − 1 are relatively prime.
(d) deg(gcd(PC(x), x
n − 1)) ≥ 1.
We observe that the matrix ACn(S,w) is a circulant matrix with non-negative
integer entries. In the case of unweighted Cayley graph Cn(S), the adjacency
matrix is binary circulant matrix. For every subset S of Zn, we get a distinct binary
circulant matrix ACn(S) (so there are 2
n of them). But not all of the corresponding
Cayley graphs are distinct. It is easy to check that, for graphs Cn(S1) and Cn(S2),
if there exists a number r relatively prime to n such that S2 = rS1 = {rs | s ∈ S1},
then Cn(S1) and Cn(S2) are isomorphic.
In general, let G be a group, and let E = Cay(G,S) for some subset S ⊂ G. Let
σ be an automorphism of G. Then σ naturally acts on the vertex set E0 ∼= G. Let
T = Sσ. Then it is easily shown that induces an isomorphism from Cay(G,S) to
Cay(G, T ). Such an isomorphism is called a Cayley isomorphism. It was conjectured
by A´da´ms that this condition is also necessary for the isomorphism of Cay(G,S) and
Cay(G, T ), when G is cyclic [A´da´ms]. Elspas and Turner disproved the conjecture
when n = 8 further gave some conditions under which A´da´ms’ conjecture holds
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(one such sufficient condition is n is prime) [ET]. Alspatch and Parsons further
prove that A´da´ms’ conjecture holds if n = pq where p, q are primes [AlP].
The isomorphism problem for graphs, that is to decide whether or not two given
graphs are isomorphic, is a fundamental problem in graph theory. The isomorphism
problem for Cayley graphs has been extensively investigated over the past four
decades. The interested reader is refered to [Li]
2.2. Leavitt path algebras and the Algebraic KP Theorem.
Definition 2.2.1. Let K be a field (this notation is fixed throughout the paper), and
let E = (E0, E1, r, s) be a directed graph with vertex set E0 and edge set E1. The
Leavitt path algebra LK(E) of E is the K-algebra generated by a set {v | v ∈ E0},
together with a set of variables {e, e∗ | e ∈ E1}, (for an edge e ∈ E1, e∗ is called
the shadow edge) which satisfy the following relations:
(V): vw = δv,wv for all v, w ∈ E0,
(E): s(e)e = er(e) = e and r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1,
(CK1): e∗e′ = δe,e′r(e) for all e, e
′ ∈ E1,
(CK2): v =
∑
e∈s−1(v)
ee∗ for every v ∈ E0 for which 0 < |s−1(v)| <∞.
An alternate description of LK(E) may be given as follows. For any graph E
let Eˆ denote the extended graph of E, obtained by adding to E an edge e∗ for
each edge e ∈ E1. Then LK(E) is the usual path algebra KEˆ, modulo the ideal
generated by relations (CK1) and (CK2).
Remark 2.2.2. It is easy to see that LK(E) is unital if and only if |E0| is finite,
in which case
∑
v∈E0 v acts as the unity.
Let E be a finite directed graph with vertices v0, v1, . . . vn−1 and adjacency ma-
trix AE = (ai,j). We let Fn denote the free abelian monoid on the generators
v0, v1 . . . vn−1 (so Fn =
⊕n−1
i=0 Z
+ as monoids). We denote the identity element of
this monoid by z. We denote a relation ≈ on Fn by setting
vi ≈
n−1∑
j=0
ai,jvj
for each non-sink vi, and denote by ∼E the equivalence relation on Fn generated
by ≈. For two ∼E equivalence classes [x] and [y] we define [x] + [y] = [x+ y]; it is
straightforward to show that this gives a well-defined associative binary operation
on the set of ∼E equivalence classes, and that [z] acts as an identity element for this
operation. We denote the resulting graph monoid Fn/ ∼E by ME. The elements
of ME are typically denoted using brackets.
For a unitalK-algebraA, the V-monoid of A is the set of isomorphism classes of
finitely generated projective left A-modules is denoted by V(A). We denote the ele-
ments of V(A) using brackets, for example, [A] ∈ V(A) represents the isomorphism
class of the left regular module AA. V(A) is a monoid, with operation ⊕, and zero
elements [{0}]. The moniod (V(A),⊕) is conical; this means that the sum of any
two nonzero elements of V(A) is nonzero, or rephrased, that V(A)∗ = V(A) \ [{0}]
is a semigroup under ⊕.
A striking property of Leavitt path algebras was established in([AMP], Theorem
3.5):
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Theorem 2.2.3. As monoids, V(LK(E)) ∼=ME .
Moreover, [LK(E)]↔
∑
v∈E0
[v] under this isomorphism.
Definition 2.2.4. A unital K-algebra A is called purely infinite simple in case
A is not a division ring, and A has the property that for every nonzero element x
of A there exists b, c ∈ A for which bxc = 1A.
It is shown in ([AGP], Corollary 2.2) that if A is a unital purely infinite simple
K-algebra, then the semigroup (V(A)∗,⊕) is in fact a group, and moreover, that
V(A)∗ ∼= K0(A), the Grothendieck group of A. For unital Leavitt path algebras,
the converse is true as well: if V(LK(E))∗ is a group, then LK(E) is purely infinite
simple. (This converse is not true for general K-algebras.)
Theorem 2.2.5. If LK(E) is unital purely infinite simple then
K0(LK(E)) ∼= V(LK(E))∗ ∼=M∗E .
Definition 2.2.6. Let E be a directed graph.
(1) E is cofinal if
(2) E sasifies condition (L) if every cycle in E has an exit.
The finite graphs E for which the Leavitt path algebra LK(E) is purely infinite
simple have been explicitely described in [AP2]:
Theorem 2.2.7. LK(E) is purely infinite simple if and only if E is cofinal, sink-
free, and satisfies Condition (L).
In other words, the graph E satisfies the following properties: every vertex in E
connects to every cycle of E; every cycle in E has an exit; and E contains at least
one cycle.
We finally present a powerful tool which will yield a number of key results in the
following sections.
Theorem 2.2.8. (Restricted) Algebraic KP Theorem. ([ALPS], Cor 2.7)
Suppose E and F are finite graphs for which the Leavitt path algebras LK(E)
and LK(E) are purely infinite simple. Suppose that there is an isomorphism ϕ :
K0(LK(E)) → K0(LK(F )) for which ϕ([LK(E)]) = [LK(F )], and suppose also
that the two integers det(I|E0|−AtE) and det(I|F 0|−AtF ) have the same sign. Then
LK(E) ∼= LK(F ) as K-algebras.
2.3. The integers |K0(LK(E))| and det(I − AtE). Let E be a finite directed
graph for which |E0| = n, and let AE denote the adjacency matrix of E. We view
In − AtE both as a matrix, and as a linear transformation In − AtE : Zn → Zn,
via left multiplication (viewing elements of Zn as column vectors). As discussed in
([AALP], Section 3), we have
Proposition 2.3.1. If LK(E) is purely infinite simple, (so that in particular M
∗
E
is a group necessarily isomorphic to K0(LK(E))), then
M∗E
∼= Zn/Im(In − AtE) = Coker(In − AtE).
Under this isomorphism [vi] 7→ ~bi + Im(In − AtE), where ~bi is the element of Zn
which is 1 in the ith coordinate and 0 elsewhere.
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Let M ∈ Mn(Z) and view M as a linear transformation M : Zn → Zn via
left multiplication on columns. The cokernel of M is a finitely generated abelian
group, having at most n summands; as such, by the invariant factors version of the
Fundamental Theorem of Finitely Generated Abelian Groups, we have
Coker(M) ∼= Zsl ⊕ Zsl+1 ⊕ · · · ⊕ Zsn ,
for some 1 ≤ l ≤ n, where either n = l and sn = 1 (i.e., Coker(M) is trivial
group), or there are (necessarily unique) nonnegative integers sl, sl+1, . . . , sn, for
which the nonzero values sl, sl+1, . . . , sr satisfy sj ≥ 2 for 1 ≤ j ≤ r and si|si+1 for
l ≤ i ≤ r − 1, and sr+1 = · · · = sn = 0. Coker(M) is a finite group if and only if
r = n. In case l > 1, we define s1 = s2 = · · · = sl−1 = 1. Clearly then we have
Coker(M) ∼= Zs1 ⊕ Zs2 ⊕ · · · ⊕ Zsl ⊕ · · · ⊕ Zsn ,
since any additional direct summands are isomorphic to the trivial group Z1.
We note that if P,Q are invertible in Mn(Z) (hence their determinant is ±1),
then Coker(M) ∼= Coker(PMQ). In other words, if N ∈ Mn(Z) is a matrix which
is constructed by performing any sequence of Z-elementary row (or column) oper-
ations starting with M , then Coker(M) ∼= Coker(N) as abelian groups.
Definition 2.3.2. Let M ∈Mn(Z), and suppose Coker(M) ∼= Zs1⊕Zs2⊕· · ·⊕Zsn
as described above. The Smith Normal Form of M ((SNF(M) to be short)) is
the n× n diagonal matrix diag(s1, s2, . . . , sr, 0, . . . , 0).
For any matrixM ∈Mn(Z), the Smith Normal Form ofM exists and is unique. If
D ∈Mn(Z) is a diagonal matrix with entries d1, d2, . . . , dn then clearly Coker(D) ∼=
Zd1 ⊕ Zd2 ⊕ · · · ⊕ Zdn . We also note the following.
Proposition 2.3.3. Let M ∈Mn(Z), and let S denote the Smith Normal Form of
M . Suppose the diagonal entries of S are s1, s2, . . . , sn. Then
Coker(M) ∼= Zs1 ⊕ Zs2 ⊕ · · · ⊕ Zsn .
In particular, if there are no zero entries in the Smith Normal Form of M , then
|Coker(M)| = s1s2 . . . sn = |det(S)| = |det(M)|.
Theorem 2.3.4. Determinant Divisors Theorem ([N], Theorem II.9) Let M ∈
Mn(Z). Define α0 := 1, and for each 1 ≤ i ≤ n, define the ith determinant divisor
of M to be the integer
αi := the greatest common divisor of the set of all i× i minors of M .
Let s1, s2, . . . , sn denote the diagonal entries of the Smith Normal Form of M , and
assume that each si is nonzero. Then
si =
αi
αi−1
for each 1 ≤ i ≤ n.
Proposition 2.3.3 yields the following
Proposition 2.3.5. Let E be a finite graph with |E0| = n and adjacency matrix
AE. Suppose that LK(E) is purely infinite simple. Let S be the Smith Normal
Form of the matrix In −AtE, with diagonal entries s1, s2, . . . , sn. Then
K0(LK(E)) ∼= Zs1 ⊕ Zs2 ⊕ · · · ⊕ Zsn .
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Moreover, if K0(LK(E)) is finite, then an analysis of the Smith Normal Form of
the matrix In −AtE yields
|K0(LK(E))| =
∣∣det(In −AtE)∣∣ ,
Conversely, K0(LK(E)) is inifinite if and only if det(In−AtE) = 0 and in this case
rank(K0(LK(E)) = nullity(In −AtE).
3. Leavitt path algebras of Cn(S,w)
3.1. Leavitt algebras. We begin with brief description of Leavitt algebras LK(1,m).
For any integer m ≥ 2, LK(1,m) is the free associative K-algebra in 2m generators
x1, x2, . . . , xm, y1, y2, . . . , ym, subject to the relations
yixj = δi,j1K and
m∑
i=1
xiyi = 1K .
These algebras were first defined and investigated in [L] in the context of finding
counter-examples for the invariant basis number problem, and formed the moti-
vating examples for the more general notion of Leavitt path algebra. It is easy
to see that for m > 2, if Rm is the graph having one vertex and m loops, then
LK(Rm) ∼= LK(1,m). It is clear from 2.2.7 that each LK(Rm) is unital purely
infinite simple. It is also easy to see that K0(LK(Rm)) ∼=M∗Rm is the cyclic group
Zm−1, where the regular module [LK(Rm)] in K0(LK(Rm)) corresponds to 1 in
Zm−1.
Unital purely infinite simple Leavitt path algebras LK(E) whose correspond-
ing K0 groups are cyclic and for which det(I|E0| − AtE) ≤ 0 are relatively well-
understood, and arise as matrix rings over the Leavitt algebras LK(1,m), as fol-
lows. Let d ≥ 2, and consider the graph Rdm having two vertices v1, v2; d− 1 edges
from v1 to v2; and m loops at v2:
v1 v2
(d− 1)
(m)Rdm =
It is shown in [AALP] that the matrix algebra Md(LK(1,m)) is isomorphic to
LK(R
d
m). By standardMorita equivalence theory we have thatK0(Md(LK(1,m)))
∼=
K0(LK(1,m)). Moreover, the element [Md(LK(1,m))] of K0(Md(LK(1,m))) cor-
responds to the element d in Zm−1. In particular, the element [Mm−1(LK(1,m))]
of K0(Mm−1(LK(1,m))) corresponds to m− 1 ≡ 0 in Zm−1. Finally, an easy com-
putation yields that det(I2 − AtRdm) = −(m − 1) ≤ 0 for all m, d. Therefore, by
invoking the Algebraic KP Theorem, the previous discussion immediately yields
the following.
Proposition 3.1.1. Suppose that E is a graph for which LK(E) is unital purely
infinite simple. Suppose that M∗E is isomorphic to the cyclic group Zm−1, via an
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isomorphism which takes the element
∑
v∈E0 [v] of M
∗
E to the element d of Zm−1.
Finally, suppose that det(I|E0| −AtE) ≤ 0. Then LK(E) ∼=Md(LK(1,m)).
3.2. Computing K0(LK(Cn(S,w))).
Notation 3.2.1. For the rest of the paper we fix W =
∑
sj∈S
w(sj).
Proposition 3.2.2. Let n ∈ N and S ⊂ Zn. Then the Leavitt path algebra
of Cn(S,w) is unital purely infinite simple if and only if W ≥ 2, and 〈S〉 =
Zn. In that case in particular, M
∗
Cn(S,w)
is a group, necessarily isomorphic to
K0(LK(Cn(S,w))).
Proof. Since the adjacency matrix of Cn(S,w) is circulant, Cn(S,w) has a cycle
if and only if S is nonempty. Every cycle has an exit if and only if every vertex
emits more than one edge. That is, W ≥ 2. The hereditary and saturated subsets
of Cn(S,w)
0 are the trivial ones if and only if Cn(S,w) is connected if and only if
〈S〉 = Zn. (by Remark 2.0.6). Then by Theorem 2.2.7 the result follows. 
Theorem 3.2.3. Let n ∈ N, S ⊂ Zn such that 〈S〉 = Zn and W ≥ 2. Then in the
group M∗
Cn(S,w)
, the order of
∑n−1
i=0 [vi] divides W −1. Further if gcd(W −1, n) = 1
then order of
∑n−1
i=0 [vi] is W − 1.
Proof. Let S = {s1, s2, . . . , sk}. Then in M∗Cn(S,w), we have the following relations
[vi] =
∑
sj∈S
w(sj)[vi+sj ].
Let σ =
∑n−1
i=0 [vi]. Then using the defining relations in M
∗
Cn(S),w
, we have
σ =
n−1∑
i=0
[vi] =
n−1∑
i=0
( ∑
sj∈S
w(sj)[vi+sj ]
)
=
∑
sj∈S
w(sj)
(
n−1∑
i=0
[vi+sj ]
)
=
∑
sj∈S
w(sj)
(
n−1∑
i=0
[vi]
)
=
( ∑
sj∈S
w(sj)
)
σ =Wσ.
Thus, in the group M∗
Cn(S,w)
, we have (W − 1)σ = 0. This proves the first part of
the theorem.
By Theorem 2.3.1,M∗
Cn(S,w)
∼= Coker(In−AtCn(S,w)), and under the isomorphism
[vi] 7→ ~bi + Im(In −AtCn(S,w)), where ~bi is the element of Zn which has 1 in the ith
coordinate and 0 elsewhere.
Hence for a natural number d, dσ = 0 in M∗
Cn(S,w)
if and only if d~v ∈ Im(In −
At
Cn(S,w)
) where ~v = (1, 1, . . . , 1)t. This is equivalent to ~u − At~u = d~v for some
~u = (u0, u1, . . . , un−1) ∈ Zn, which in turn equivalent to
ul −
∑
sj∈S
w(sj)un−sj+l = d 0 ≤ l ≤ n− 1
Adding all the above equations we get
n−1∑
l=0
ul −
n−1∑
l=0
∑
sj∈S
w(sj)un−sj+l = nd
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LHS =
n−1∑
l=0
ul −
∑
sj∈S
n−1∑
l=0
w(sj)un−sj+l
=
n−1∑
l=0
ul −
∑
sj∈S
w(sj)
n−1∑
l=0
un−sj+l
=

1− ∑
sj∈S
w(sj)

 n−1∑
l=0
ul
= (1−W )
n−1∑
l=0
ul
Thus W −1 divides nd. If gcd(W −1, n) = 1, then W −1 divies d. In particular,
when gcd(W − 1, n) = 1 order of
n−1∑
i=0
[vi] is W − 1.

In what follows, we always assume that 〈S〉 = Zn and W ≥ 2. As we noted in
2.1.3 for a circulant matrix C,
det(C) =
n−1∏
l=0

n−1∑
j=0
cjζ
lj
n


where ζn = e
2pii
n , the primitive nth root of unity. For Cn(S,w), the adjacency
matrix ACn(S,w) is circulant. Also In −AtCn(S,w) is circulant (with integer entries).
Let S = {s1, s2, . . . , sk}. Then,
det(In −AtCn(S)) = det(In −ACn(S)) =
n−1∏
l=0

1− ∑
sj∈S
w(sj)ζ
lsj
n

 .
Proposition 3.2.4. Let n be a positive integer, S ⊂ Zn such that 〈S〉 = Zn and
W ≥ 2. Let S0 = {j ∈ S | j ≡ 0 mod 2}, S1 = {j ∈ S | j ≡ 1 mod 2},
W0 =
∑
sj∈S0
w(sj), and W1 =
∑
sj∈S1
w(sj). Then det(In −AtCn(S,w)) > 0 if and
only if n is even and 1 +W1 < W0.
Proof. Let P (x) = 1−∑sj w(sj)xsj be the representer polynomial of In−AtCn(S,w).
Let zl = P (ζ
l
n) = 1−
∑
sj
w(sj)ζ
lsj . It is easy to see that z0 = 1−
∑
sj∈S
w(sj) =
1 −W < 0 and zn−l = zl for all l. Thus det(In − AtCn(S)) > 0 if and only if n is
even and zn
2
< 0. Since
zn
2
= 1−
∑
j even
w(sj) +
∑
j odd
w(sj),
Thus zn
2
< 0 iff 1 +W1 < W0. 
Proposition 3.2.5. Let n ∈ N, S ⊂ Zn such that 〈S〉 = Zn and W ≥ 2. Also
let P (x) ∈ Z[x] be the representer polynomial associated with the circulant matrix
In − AtCn(S,w). Then K0(LK(Cn(S,w))) is infinite if and only if P (x) and xn − 1
are relatively prime.
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Proof. Follows from Lemma 2.1.4 and Proposition 2.3.5 
In order to compute the Grothendieck group of the Leavitt path algebra of
Cn(S,w), we look at the generating relations for M
∗
Cn(S,w)
[vi] =
∑
sj∈S
w(sj)[vi+sj ].
where 0 ≤ i ≤ n− 1, (subsrcipts are modulo n) and S = {s1, s2, . . . , sk}, (sl < sm
for l < m). Any statement about [v0] in M
∗
Cn(S,w)
, has an analogous statement for
[vk] for 0 ≤ k ≤ n− 1, by symmetry of relations.
Definition 3.2.6. The companion matrix of the monic polynomial p(t) = c0 +
c1t+ · · ·+ cn−1tn−1 + tn, the n× n matrix defined as
T (p) =


0 0 . . . 0 −c0
1 0 . . . 0 −c1
0 1 . . . 0 −c2
...
...
. . .
...
...
0 0 . . . 1 −cn−1


Let a linear recursive sequence is of the form
un+k − cn−1un+k−1 − · · · − c0un = 0 (n ≥ 0),
where c0, c1, . . . , cn−1 are constants. The characteristic polynomial of the above
linear recursive sequence is defined as p(t) = tn − cn−1tn−1 − · · · − c1t − c0 whose
companion matrix is
T (p) =


0 0 . . . 0 c0
1 0 . . . 0 c1
0 1 . . . 0 c2
...
...
. . .
...
...
0 0 . . . 1 cn−1


This matrix generates the sequence in the sense that,(
ak ak+1 . . . ak+n−1
)
T (p) =
(
ak+1 ak+2 . . . ak+n
)
In particular, the (n, n)th entry of T (p)k is un+k−2.
When 0 /∈ S, from the linear recursive relation in M∗Cn(S,w), we have the charac-
teristic polynomial p(S,w, t) = tsk −∑sj∈S w(sj)tsk−sj . The companion matrix of
p(S,w, t) is denoted by TCn(S,w), is then the sk × sk matrix
TCn(S,w) =


0 0 . . . 0
1 0 . . . 0
0 1 . . . 0
...
...
. . .
... c
0 0 . . . 1


where c is the last column of TCn(S,w) which contains entry w(sj) at positions
sk − sj + 1 and 0 elsewhere.
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In M∗
Cn(S,w)
, we observe that by writing the generating relations and then ex-
panding the equation such that the subscripts are kept in increasing order, at ith
step we get the coefficients to be the last column of T i
Cn(S,w)
.
The computation of the Smith Normal Form of In−AtCn(S,w) is the key tool for
determining the K0 of the Leavitt path algebra of Cn(S,w). We show that this
computation reduces to calculating the Smith Normal Form of a sk × sk matrix.
Theorem 3.2.7. Let n ∈ N, S = {s1, s2, . . . , sk} ( Zn such that 〈S〉 = Zn, 0 /∈ S,
and W ≥ 2. Then Coker(In −AtCn(S,w)) ∼= Coker(T nCn(S,w) − In).
Proof. Since the Smith normal form of In − AtCn(S,w) and ACn(S,w) − In are the
same, their cokernels are same and we only show that Coker(ACn(S,w) − In) ∼=
Coker(T n
Cn(S,w)
−In). For simplicity we write B = ACn(S,w)−In and T = TCn(S,w).
First we observe that
Bpq =


−1 if q = p
w(sj) if q = p+ sj
0 otherwise
Let P be a (sk × sk) lower triangular matrix given by
Ppq =


0 if q > p
w(sj) if p− q = sk − sj
0 otherwise
and let Q be a (sk × sk) upper triangular matrix given by
Qpq =


0 if q < p
−1 if q = p
w(sj) if q − p = sj
0 otherwise
It is direct that P and Q are invertible. Let R = −Q−1. Then a direct com-
putation yeilds PR = T sk , and also QR = −Isk . Let P ′ be the block matrix[
P | 0sk×(n−sk)
]
and Q′ be the block matrix
[
0sk×(n−sk) | Q
]
. The (sk × (n− sk))
submatrix of B consisting of bottom s− k rows can be written as P ′ +Q′.
The first (n − sk) reduction steps of the Smith normal form will result in an
(n − sk) × (n − sk) identity submatrix in the upper left corner. On the bottom
sk rows, the i
th reduction step adds the ith column to the sum of w(sj) times
(i+ sk)
th columns, then zeroes out the ith column. The matrix that accomplishes
this reduction step is
P−1TP =


r
1 0 0 . . . 0 0
0 1 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 0


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where r is the first row contains entry w(sj) at positions sk and 0 elsewhere. After
i reduction steps, the first (sk × sk) submatrix with nonzero column vectors on the
bottom sk rows will be
P · (P−1TP )i = T iP.
Therefore the first (n−sk) reduction steps of the Smith Normal Form will result
in the following form.
B ∼
(
I(n−sk) 0(n−sk)×sk
0sk×(n−sk) T
n−skP +Q
)
Since (T n−skP +Q)R = T n − Isk ,
B ∼
(
I(n−sk) 0(n−sk)×sk
0k×(n−sk) T
n − Isk
)
Hence Coker(B) ∼=Coker(T n − Isk).

4. Some simple cases
As illustrations of the above discussion we consider some simple cases when
W ≥ 2 and
n−1∑
i=0
[vi] is the identity inM
∗
Cn(S,w)
, which recovers the examples obtained
in [ASc],[AP1],and [AEC].
4.1. Case 1: S is singleton. Let S = {i}. Since 〈S〉 = Zn, gcd(i, n) = 1. Let Drk
be the graph with k vertices v0, v1, . . . , vk and rn edges such that every vertex vi
emit r egdes to vi+1. We call D
r
k an r-cycle of length k.
v0
v1
v2
vk−1
vk−2
Drk =
(r)
(r)(r)
(r)
(r)
(r)
It is easy to see that Cn(S,w) ∼= DWn .
The generating relations for M∗
DWn
are given by
[vi] =W [vi+1]
for 0 ≤ i ≤ n, where the subscripts are interpreted mod n. So for each 0 ≤ i ≤ n
we have that
[vi] =W [vi+1] =W
2[vi+2] = · · · =Wn−i[vn−1] =Wn+1−i[v0].
In particular, each [vi] is in the subgroup of M
∗
DWn
generated by [v0]. Since the set
{[vi] | 0 ≤ i ≤ n− 1} generates M∗DWn , we conclude that M
∗
DWn
is cyclic, and [v0] is
a generator.
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We also observe that
det(In −AtDWn ) =
n−1∏
l=0
(1−Wζl) = 1−Wn < 0.
We conclude that |K0(LK(DWn ))| =Wn − 1. Thus we have
K0(LK(Cn(S,w)) ∼=M∗DWn ∼= ZWn−1.
Proposition 4.1.1. Let S = {i}, gcd(i, n) = 1, and gcd(W − 1, n) = 1, then
LK(Cn(S,w)) ∼=MWn−1(LK(1,Wn)).
Proof.
∑n−1
i=0 [vi] is the identity in the group M
∗
Cn(S,w)
. Hence by Proposition 3.1.1
the result follows. 
Corollary 4.1.2. ([AP1], Proposition 3.4) Assume the hypothesis of Proposition
4.1.1 and W = 2, then LK(Cn(S,w)) ∼=M2n−1(LK(1, 2n))
Remark 4.1.3. Let us consider the case when W = 1 and 〈S〉 = Zn. Then
Cn(S,w) is the unweighted Cayley graph Cn(i) where gcd(i, n) = 1. Clearly, Cn(i)
is isomorphic to Cn(1), the n-cycle. Thus by [AMP] Theorem 3.3, LK(Cn(1)) ∼=
Mn(K[x, x
−1]).
v0
v1
v2
vk−1
vk−2
Cn(1)=
⇒ LK(Cn(1)) ∼=Mn(K[x, x−1])
4.2. Case 2: |S| = 2. Let S = {s1, s2} with s1 < s2. Let a, b ∈ N. We define
w(s1) := a and w(s2) := b. Thus W = a+ b ≥ 2. Since 〈S〉 = Zn, it is sufficient to
consider only the following subcases:
(1) s1 = 0 and s2 = 1.
(2) s1 = 1.
(3) s1 and s2 divide n with 1 < s1 < s2, and gcd(s1, s2) = 1.
In what follows we consider these subcases separately.
Lemma 4.2.1. In each of the above subcases if a = b = 1, then
n−1∑
i=0
[vi] is the
identity in M∗
Cn(S,w)
.
Proof. Since W − 1 = |S| − 1 = 1 in these subcases we have gcd(W − 1, n) = 1 and
the result follows from Theorem 3.2.3. 
Proposition 4.2.2. Let n, a, b ∈ N be fixed. Let 0 ≤ s1 < s2 ≤ n − 1. Consider
the w-Cayley graph Cn(S,w) where S = {s1, s2} and w(s1) = a, w(s2) = b. Then
det(In −AtCn(S,w)) = 0 if and only if exactly one of the following occurs:
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(1) a = b = 1, n ≡ 0 mod 6, s2 ≡ 5s1 mod 6.
(2) a = b+ 1, n is even, s1 is even, s2 is odd.
(3) b = a+ 1, n is even, s1 is odd, s2 is even.
Proof. Let ∆ = det(In −AtCn(S,w)) and zl = aζls1 + bζls2 . Since
∆ =
n−1∏
l=0
(
1− aζls1 − bζls2)
Then ∆ = 0 if and only if zl = 1 for some l. We observe that z0 = a + b > 1 and
zn−l = zl. So we can write
∆ =


(1− z0)
n−1
2∏
l=1
(1− zl)(1− zl) if n is odd
(1− z0)(1− a(−1)s1 − b(−1)s2)
n
2−1∏
l=1
(1− zl)(1 − zl) if n is even
Hence we can assume 1 ≤ l ≤ [n2 ], where [n2 ] is the integer part of n2 . Further,
zl = 1 implies
∣∣aζls1 + bζls2 ∣∣ = 1. So 1 = ∣∣aζls1 + bζls2 ∣∣ ≥ ||a| − |b|| = |a− b| ≥ 0.
Since a, b ∈ N, only possiblities are a = b, a = b+ 1, or b = a+ 1.
Case 1: a = b
Let θ = 2pil
n
. Then zl = 1 if and only if
a (cos s1θ + cos s2θ) = 1 and a (sin s1θ + sin s2θ) = 0.
The second equation implies that s1θ ≡ −s2θ mod 2π. Substituting back in first
equation we get,
1 = a (cos(−s2θ) + cos s2θ) = 2a cos s2θ
⇒ cos s2θ = 1
2a
⇒ 2πl
n
s2 = arccos
(
1
2a
)
.
Thus n ∈ N only if a = 1. Assuming a = 1, we have arccos 12 = pi3 or 5pi3 . Substituting
back, we see that
2πls2
n
=
π
3
⇒ n = 6s2l, or 2πls2
n
=
5π
3
⇒ 5n = 6s2l.
In either case, n ≡ 0 mod 6. Also, s2θ ≡ −s1θ mod 2π implies that for some
integer m,
(s2 + s1)
π
3
= 2πm⇒ s2 + s1 = 6m or (s2 + s1)5π
3
= 2πm⇒ 5(s2 + s1) = 6m.
In either case, s2 + s1 ≡ 0 mod 6, or s2 ≡ 5s1 mod 6.
Conversely, when a = 1, n ≡ 0 mod 6 and s2 ≡ 5s1 mod 6, then letting l = 6
implies that
zl = ω
ls1 + ωls2 =
(
e
2pii
6
)s1
+
(
e
2pii
6
)−s1
= 1
Case 2: a = b+ 1
As in case 1, let θ = 2pil
n
. Then zl = 1 if and only if
(b+ 1) cos s1θ + b cos s2θ = 1 and (b+ 1) sin s1θ + b sin s2θ = 0.
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The second equation implies that s1θ = arcsin
(
−b
b+1 sin s2θ
)
. Substituting back in
the first equation we get,
(b + 1) cos
(
arcsin
( −b
b+ 1
sin s2θ
))
+ b cos s2θ = 1.
Since cos(arcsinx) =
√
1− x2, we have
(b+ 1)
√
1−
(
b
b+ 1
sin s2θ
)2
+ b cos s2θ = 1.
Hence, √
b2 + 2b+ 1− b2 sin2 s2θ = 1− b cos s2θ.
Squaring both sides,
b2 cos2 s2θ + 2b+ 1 = b
2 cos2 s2θ − 2b cos s2θ + 1⇒ cos s2θ = −1.
Therefore, s2θ ≡ π mod 2π. Substituting θ = 2piln , we see that n is even. Also,
s2θ ≡ π mod 2π implies that (s2−1)π = 2πm for some integer m. So, s2 = 2m+1
or s2 is odd. Also since, s1θ = arcsin
(
−b
b+1 sin s2θ
)
= arcsin(0), s1π = 0 or π.
(b+ 1) cos s1π − b = 1⇒ s1π ≡ 0 mod 2π. Hence s1 is even.
Conversely, let n, s1 be even and s2 be odd then by taking l =
n
2 , we get
zl = (b+)ω
s1
l + bω
s2
l = (b+ 1)(−1)s1 + b(−1)s2 = b+ 1− b = 1.
Case 3: b = a+ 1
The proof is similar to that of case 2.

Corollary 4.2.3. Assume the hypothesis of Proposition 4.2.2. Further assume that
LK(Cn(S,w)) is unital purely infinite simple. Then K0(LK(Cn(S,w))) is infinite
abelian group if and only if one of the following holds:
(1) a = b = 1, n ≡ 0 mod 6, s2 ≡ 5s1 mod 6.
(2) a = b+ 1, n is even, s1 is even, s2 is odd.
(3) b = a+ 1, n is even, s1 is odd, s2 is even.
In which case rank(K0(LK(Cn(S,w)))) = n− rank(In −ACn(S,w)).
4.2.1. Subcase 2.1: S = {0, 1}. Let F (a,b)k be the graph with k vertices v0, v1, . . . , vk−1
and ak+bk edges such that at every vertex vl, there are a loops and b edges getting
emitted into vl+1 (subscripts are mod n). We call F
(a,b)
k a ‘b-wreath with k-roses
having a-petals’.
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v0
v1
v2
vk−1
vk−2
F
(a,b)
k = (b)
(b)(b)
(b)
(b)
(b)
(a)
(a)(a)
(a)
(a)
Then Cn(S,w) ∼= F (a,b)n when S = {0, 1}. We note that
det(In −At
F
(a,b)
n
) =
n−1∏
l=0
(1 − a− bζl) = (1 − a)n − bn.
Lemma 4.2.4. Let n, a, b ∈ N. Let F (a,b)n is the b-wreath with n roses having
a-petals. Then
det(In −At
F
(a,b)
n
) ≥ 0 if and only if n is even and a ≥ b+ 1.
Moreover, det(In −At
F
(a,b)
n
) = 0 if and only if n is even and a = b+ 1.
Proof. We refer to the proof of Proposition 4.2.2. We need to substitute s1 = 0,
and s2 = 1. Since,
∆ =


(1− z0)
n−1
2∏
l=1
(1− zl)(1− zl) if n is odd
(1− z0)(1− a(−1)j − b(−1)k)
n
2−1∏
l=1
(1− zl)(1 − zl) if n is even
∆ ≥ 0 if and only if n is even and a ≥ b+ 1, in which case 1− zn
2
= 1− a+ b ≤ 0.
Also, it follows that, det(In −At
F
(a,b)
n
) = 0 if and only if n is even and a = b+ 1.

We describe the Smith Normal Form of In − At
F
(a,b)
n
.
Lemma 4.2.5. Suppose n ∈ N. Let T be the n×n circulant matrix whose first row
is ~t = ((1 − a),−b, 0, . . . , 0).Let gcd(1− a, b) = d. Then the Smith Normal Form
SNF(T ) = diag
(
d, d, . . . , d,
|(1 − a)n − bn|
dn−1
)
Proof. In order to compute Smith Normal Form of T , we use at the determinant
divisors theorem and look at i × i minors of T for each 1 ≤ i ≤ n. Let αi be the
gcd of the set of all i× i minors of T and α0 = 1. Then
SNF(T ) = diag
(
α1
α0
,
α2
α1
, . . . ,
| det(T )|
αn−1
)
.
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By the definition of T , it is easy to observe that αi = gcd
(
(a− 1)i, bi) =
gcd(a, b)i = di for 1 ≤ i ≤ n− 1 and | det(T )| = |(1− a)n − bn|. Therefore
SNF(T ) = diag
(
d
1
,
d2
d
,
d3
d
, . . . ,
|(1− a)n − bn|
dn−1
)
= diag
(
d, d, d, . . . ,
|(1 − a)n − bn|
dn−1
)

Theorem 4.2.6. Let n, a, b ∈ N be fixed. Suppose S = {0, 1} ⊂ Zn, w : S → N be
defined as w(0) = a and w(1) = b. Let d = gcd(a− 1, b). Then
K0(LK(Cn(S,w))) ∼=
{
(Zd)
n−1 ⊕ Z if a = b+ 1 and n is even
(Zd)
n−1 ⊕ Z |(1−a)n−bn|
dn−1
otherwise
Proof. Follows from the above lemmas 4.2.4 and 4.2.5. 
Example 4.2.7. LK(Cn(0, 1)) ∼= LK(1, 2).
Proof. In Theorem 4.2.6 we take a = b = 1. Then gcd(a − 1, b) = 1. Hence
det(In −AtCn(0,1)) = −1 < 0 and K0(LK(Cn(0, 1))) is trivial. By Proposition 3.1.1
we have LK(Cn(0, 1)) ∼= L(1, 2). 
The above example was observed in [AP1], Proposition 3.3.
Example 4.2.8. In the above theorem let a = 2 and b = 1. Then a − 1 = b =
1, gcd((1− a), b) = 1 and det(I2n −AtC2n(S,w)) = 0. Thus
K0(LK(C2n(S,w))) ∼= Z.
Define the graph G2 as follows:
v1 v2 (2)(2)G2 =
Then LK(G2) is unital purely infinite simple, whose adjacency matrix is
AG2 =
(
2 1
1 2
)
and
I2 −AtG2 =
(−1 1
1 −1
)
whose determinant is 0 and Smith normal form is diag(1, 0). Hence, K0(LK(G2)) ∼=
Z. Moreover in K0(Lk(G2)),
σ = [v1] + [v2] = (2[v1] + [v2]) + [v2] = 2 ([v1] + [v2]) = 2σ.
LEAVITT PATH ALGEBRAS OF WEIGHTED CAYLEY GRAPHS Cn(S,w) 19
Hence σ is the identity. By Algebraic KP Theorem then we have that for every
n ∈ N, LK(C2n(S,w)) ∼= LK(G2).
Remark 4.2.9. We note that example 4.2.8 is a special case of Theroem 4.3.4.
4.2.2. Subcase 2.2: S = {1, j} with j > 1. We note that by Proposition 3.2.4
det(In−AtCn(S,w)) > 0 if and only if n, j are even and b > a+1. Also by Proposition
4.2.2 det(In −AtCn(S,w)) = 0 if and only if one of the following occurs:
(1) a = b = 1, n ≡ 0 mod 6, j ≡ 5 mod 6
(2) b = a+ 1, n, j are even.
In order to compute K0(LK(Cn(S,w))), we apply Theorem 3.2.7 and compute the
Smith normal form of T n
Cn(S,w)
− In.
We illustrate this for unweighted Cayley graph. i.e., S = {1, j}, j > 1 and
w(1) = w(j) = 1. Following [AP1] we denote Cn(1, j) simply by C
j
n. Then det(In−
At
C
j
n
) = 0 if and only if n ≡ 0 mod 6 and j ≡ 5 mod 6. In all other cases, we have
det(In − At
C
j
n
) < 0. Let Hj(n) be the j
th Haselgrove sequence (defined in [AEC]),
then |det(In −At
C
j
n
)| = Hj(n) .
Let us define a sequence Fj(n) recursively as follows:
Fj(n) =


0 if 1 ≤ n ≤ j − 2
1 if j − 1 ≤ n ≤ j
Fj(n− 1) + Fj(n− j) if n ≥ j + 1
Then in M∗
C
j
n
, we have
[v0] = [v1] + [vj ]
= [v2] + [vj ] + [v1+j ]
= [v3] + [vj ] + [v1+j ] + [v2+j ]
= . . .
The coefficients appearing in the above equations are terms in the sequence Fj and
corresponding T
C
j
n
is given by the following
Lemma 4.2.10. Let Fj(n) be the sequence defined above. Then for each n ∈ N,
T n
C
j
n
=


Fj(n− 1) Fj(n) . . . Fj(n+ k − 3) Fj(n+ k − 2)
Fj(n− 2) Fj(n− 1) . . . Fj(n+ k − 4) Fj(n+ k − 3)
Fj(n− 3) Fj(n− 2) . . . Fj(n+ k − 5) Fj(n+ k − 4)
...
...
...
...
Fj(n− k + 1) Fj(n− k + 2) . . . Fj(n− 1) Fj(n)
Fj(n) Fj(n+ 1) . . . Fj(n+ k − 2) Fj(n+ k − 1)


Proof. This is a special case of Lemma 4.2.19 and hence we skip the proof. 
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Using the determinant divisors theorem, the Smith normal form of T n
C
j
n
− Ij can
be reduced to
SNF (T n
C
j
n
− Ij) =


α1(n)
α2(n)
α1(n)
. . .
αj(n)
αj−1(n)


where αi is the greatest common divisor of the set of all i× i minors of T n
C
j
n
− Ij .
To illustrate we look at the following example. The following discussion is ob-
served in [AP1]. We repeat for the sake of clarity.
Example 4.2.11. Let j = 2. Then det(In − AtC2n) < 0 for all n ∈ N. The
corresponding companion matrix is given by
TC2n =
(
0 1
1 1
)
Similarly,
T nC2n − I2 =
(
F2(n− 1)− 1 F2(n)
F2(n) F2(n+ 1)− 1
)
Here F2(n) is the n
th Fibonacci number and the determinant divisors will be
α1 = gcd(F2(n− 1)− 1, F2(n), F2(n+ 1)− 1)
and
α2 = |det(T nC2n − I2)|
Thus, we have
K0(LK(C
2
n))
∼= Zα1 ⊕ Zα2
α1
Define the graph E(1, 2) as follows:
u0
u1u2
(2)
(2 + α2
α1
)(2 + α1)
E(1, 2) =
Clearly, E(1, 2) is unital purely infinite simple, whose adjacency matrix is given by
AE(1,2) =

2 1 11 2 + α1 1
1 1 2 + α1
α2


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and,
I3 −AtE(1,2) =

−1 −1 −1−1 −1− α1 −1
−1 −1 −1− α1
α2


whose Smith normal form is

1 0 00 α1 0
0 0 α1
α2

.
Hence, K0(LK(E(1, 2))) ∼= Zα1 ⊕ Zα2
α1
. We also note that det(I3 − AtE(1,2)) =
(−1)3H2(n) < 0. Finally by invoking relations at u0 it is easy to see that [u0] +
[u1]+ [u2] is the identity in K0(LK(E
2
n)). Thus by Algebraic KP Theorem, we have
that LK(C
2
n)
∼= LK(E(1, 2)).
Furthermore, when K0(LK(C
2
n))is not cyclic, this realization is minimal in the
sense that it is not possible to realize LK(C
2
n) up to isomorphism as the Leavitt
path algebra of a graph having less than three vertices. For, Now suppose that E
is any graph for which LK(E) is purely infinite simple. If E has just one vertex
then clearly K0(LK(E)) is cyclic. But the same conclusion is true as well in case
E has just two vertices (say, w1 and w2), and [LK(E)] = 0 in K0(LK(E)): for in
this situation we have [w1] + [w2] = 0, which gives that [w2] ∈ 〈[w1]〉, and thus [w1]
is a generator of K0(LK(E)). Therefore, when K0(LK(C
2
n)) is not cyclic, since∑n−1
l=0 [vl] is the identity, the claim holds.
Further if α1 = 1, then K0(LK(C
2
n)) is cyclic group isomorphic to ZH2(n).
Since
∑n−1
l=0 [vl] is the identity in M
∗
C2n
, by Proposition 3.1.1 we have LK(C
2
n)
∼=
LK(1, H2(n) + 1). (In [AP1] the conditions under which α1 = 1 are given).
Definition 4.2.12. Suppose that SNF (T n
C
j
n
−Ij) be j×j diagonal matrix diag(d1, . . . , dj)
where di are nonnegative integers. We define E
j
n to be the graph with j+1 vertices
whose adjacency matrix is given by
A
E
j
n
=


2 1 1 . . . 1
1 2 + d1 1 . . . 1
1 1 2 + d2 . . . 1
...
...
...
. . .
...
1 1 1 . . . 2 + dj


Clearly, Ejn is unital purely infinite simple. Now,
Ij+1 −AtEjn =


−1 −1 −1 . . . −1
−1 −1− d1 −1 . . . −1
−1 −1 −1− d2 . . . −1
...
...
...
. . .
...
−1 −1 −1 . . . −1− dj


and
SNF (Ij+1 −AtEjn) =


1 0 0 . . . 0
0 d1 0 . . . 0
0 0 d2 . . . 0
...
...
...
. . .
...
0 0 0 . . . dj


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Hence,
K0(LK(E
j
n))
∼= K0(Lk(Cjn)) ∼= Zd1 ⊕ Zd2 ⊕ · · · ⊕ Zdj .
Proposition 4.2.13. det(Ij+1 − At
E
j
n
) = (−1)j+1Hj(n) where Hj(n) is nth term
of jth Haselgrove sequence.
Proof. Let B be (j + 1)× (j + 1) matrix of the form,
B =


1 1 1 . . . 1
1 1 + d1 1 . . . 1
1 1 1 + d2 . . . 1
...
...
...
. . .
...
1 1 1 . . . 1 + dj


Then Ij+1 −AtEjn = −B = (−Ij+1)B.
So det(Ij+1 − At
E
j
n
) = det(−Ij+1) det(B). Since det(−In) = (−1)n, we have
det(Ij+1−At
E
j
n
) = (−1)j+1 det(B). Since B is positive semi-definite and SNF (B) =
diag(1, d1, . . . , dj), we have det(B) =
∏j
i=1 di, and hence
det(Ij+1 −AtEjn) = (−1)
j+1
j∏
i=1
di.
Moreover, since | det(In−At
C
j
n
)| = Hj(n) and SNF (In−At
C
j
n
) = diag(1, . . . , 1, d1, . . . , dj),
we have
∏j
i=1 di = Hj(n).
Therefore,
det(Ij+1 −AtEjn) = (−1)
j+1Hj(n).

Example 4.2.14. Let n = 5 and j = 3. Then SNF (T 3
C35
− I3) = diag(1, 1, 11) and
det(I5 −AtC35 ) = −11 < 0. But
I4 −AtE35 =


−1 −1 −1 −1
−1 −2 −1 −1
−1 −1 −2 −1
−1 −1 −1 −12


and det(I4 −AtE35 ) = 11 > 0.
Hence LK(C
3
5 ) ≇ LK(E
3
5) (unless one can remove the determinant condition in
Algebraic KP Theorem, which is still open).
In general by applying Proposition 4.2.13 it can be proved that LK(C
j
n)
∼=
LK(E
j
n) if and only if det(Ij+1 − AtEjn) ≤ 0. In particular we note that if j is
odd then it is not necessarily true that LK(C
j
n)
∼= LK(Ejn). Hence Proposition 4.1
in [AEC] is incorrect.
Example 4.2.15. Let S = {1, j} where j ≡ 5 mod 6, n ≡ 0 mod 6 and the
Cayley graph be unweighted. Then by Proposition 4.2.2 det(In − At
C
j
n
) = 0. Here
are some explicit descriptions of Grothendieck groups when n is a small multiple of
6 and j = 5.
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n = 6 : K0(LK(C
5
6 ))
∼= Z2
n = 12 : K0(LK(C
5
12))
∼= Z5 ⊕ Z
n = 18 : K0(LK(C
5
18))
∼= Z19 ⊕ Z2
n = 24 : K0(LK(C
5
24))
∼= Z45 ⊕ Z
4.2.3. Leavitt Path algebras of Cayley graphs of Dihedral groups. Let D˜n
be the dihedral group of order 2n. i.e. D˜n =
〈
r, s | rn = s2 = e, rsr = s〉. Let Dn
denote the Cayley graph of D˜n with respect to the generating subset S = {r, s}.
The following discussion is taken from [ALPS]. A graph transformation is called
standard if it is one of the following types: in-splitting, in-amalgamation, out-
splitting, out-amalgamation, expansion, or contraction. For definitions the reader
to refered to [AAM]. If E and F are graphs having no sources and no sinks, a flow
equivalence from E to F is a sequence E = E0 → E1 → · · · → En = F of graphs
and standard graph transformations which starts at E and ends at F .
Proposition 4.2.16 ([AAM] Cor 6.3.13). Suppose E and F are finite graphs with
no sources whose corresponding Leavitt path algebras are purely infinite simple.
Then E is flow equivalent to F if and only if det(I|E| −AE) = det(I|F | −AF ) and
Coker(I|E| −AE) ∼=Coker(I|F | −AF ).
Definition 4.2.17 (In-splitting). Let E = (E0, E1, r, s) be a directed graph. For
each r−1(v) 6= φ, partition the set r−1(v) into disjoint nonempty subsets Ev1 , . . . , Evm(v)
where m(v) ≥ 1. If v is a source then set m(v) = 0. Let P denote the resulting
partition of E1. We form the in-split graph Er(P) from E using the partition P as
follows:
Er(P)0 = {vi | v ∈ E0, 1 ≤ i ≤ m(v)} ∪ {v | m(v) = 0},
Er(P)1 = {ej | e ∈ E1, 1 ≤ j ≤ m(s(e))} ∪ {e | m(s(e)) = 0},
and define rEr(P), sEr(P) : Er(P)1 → Er(P)0 by
sEr(P)(ej) = s(e)j and sEr(P)(e) = s(e)
rEr(P)(ej) = r(e)i and sEr(P)(e) = s(e)i where e ∈ Er(e)i .
We observe that Dn can be obtained from C
n−1
n by the standard operation in-
splitting with respect to the partition P of the edge set of Cn−1n that places each
edge in its own singleton partition class. In [ASc] the collection of Leavitt path
algebras {LK(Cn−1n ) | n ∈ N} is completely described and by Proposition 4.2.16
we have that the same descriprion holds true if we replace Cn−1n with Dn for every
n ∈ N. Hence we have
Theorem 4.2.18. For each n ∈ N, det(In −AtDn) ≤ 0. And
(1) If n ≡ 1 mod 6 or n ≡ 5 mod 6 then K0(LK(Dn)) ∼= {0} and LK(Dn) ∼=
LK(1, 2).
(2) If n ≡ 2 mod 6 or n ≡ 4 mod 6 then K0(LK(Dn)) ∼= Z/3Z and LK(Dn) ∼=
M3(LK(1, 4)).
(3) If n ≡ 3 mod 6 then K0(LK(Dn)) ∼= (Z/2Z)2
(4) If n ≡ 0 mod 6 then K0(LK(Dn)) ∼= Z2 and LK(Dn) ∼= LK(G3) where Gn
is as in definition 4.3.3
4.2.4. Subcase 2.3: S = {s1, s2} where s1, s2 divide n, 1 < s1 < s2 and gcd(s1, s2) =
1. By Proposition 4.2.2 and by Proposition 3.2.4, we have that det(In−AtCn(S,w)) =
0 if and only if one of the following occurs:
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(1) a = b = 1, n ≡ 0 mod 6, d2 ≡ 5d1 mod 6.
(2) a = b+ 1, n, d1 are even, d2 is odd.
(3) b = a+ 1, n, d2 are even, d1 is odd.
and det(In −AtCn(S,w)) > 0 if and only if one of the following occurs:
(1) a > b+ 1, n, d1 are even, d2 is odd.
(2) b > a+ 1, n, d2 are even, d1 is odd.
In order to compute K0(LK(Cn(S,w))), we apply Theorem 3.2.7 and compute the
Smith Normal form of T n
Cn(S,w)
− In.
We illustrate this when S = {d1, d2}, where d1, d2 divides n, gcd(d1, d2) = 1 and
a = b = 1.
Then det(In−AtCn(d1,d2)) = 0 if and only if n ≡ 0 mod 6 and d2 ≡ 5d1 mod 6.
In all other cases, we have det(In−AtCkn) < 0. Define H(d1,d2)(n) := | det(In−A
t
Ckn
)|.
In order to compute K0(LK(Cn(d1, d2))), we apply Theorem 3.2.7 and compute the
Smith normal form of T n
Cn(d1,d2)
− In.
For 1 ≤ j, k ∈ N let us define a sequence F(j,k) recursively as follows:
F(j,k)(n) =


0 if 1 ≤ n ≤ k − 2
1 if n = k − 1
0 if n = k
F(j,k)(n− j) + F(j,k)(n− k) if n ≥ k + 1
In M∗
Cn(d1,d2)
, we have
[v0] = [vj ] + [vk]
= [v2j ] + [vk] + [vj+k]
= [v3j ] + [vk] + [vj+k] + [v2j+k]
= . . .
The coefficients appearing in the above equations are terms in the sequence F(d1,d2)
and corresponding TCn(d1,d2) is given by the following
Lemma 4.2.19. For fixed d1, d2, let d2 − d1 = k. Let T = TCn(d1,d2). Suppose
G(n) := F(d1,d2)(n) be the sequence defined above. Then for each n ∈ N,
T n =


G(n− 1) G(n) . . . G(n+ d2 − 2)
G(n− 2) G(n− 1) . . . G(n+ d2 − 3)
...
... . . .
...
G(n+ d1 − 1) G(n+ d1) . . . G(n+ d2 + d1 − 2)
...
... . . .
...
G(n) G(n+ 1) . . . G(n+ d2 − 1)


where the highlighed row is (k + 1)th row.
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Proof. We prove the lemma by induction on n. We extend the definition of G to
the negative integers as well. Then,
T =


0 0 . . . 0 . . . 0 1
1 0 . . . 0 . . . 0 0
...
...
...
...
...
0 0 . . . 1 . . . 0 1
...
...
...
...
...
0 0 . . . 0 . . . 0 0
0 0 . . . 0 . . . 1 0


=


G(0) G(1) . . . G(k − 1) . . . G(d2 − 2) G(d2 − 1)
G(−1) G(0) . . . G(k − 2) . . . G(d2 − 3) G(d2 − 2)
...
...
...
...
...
G(d1) G(d1 + 1) . . . G(d2 − 1) . . . G(d2 + d1 − 2) G(d2 + d1 − 1)
...
...
...
...
...
G(2) G(3) . . . G(k + 1) . . . G(d2) G(d2 + 1)
G(1) G(2) . . . G(k) . . . G(d2 − 1) G(d2)


where highlighted coloumn is kth coloumn.
Thus we have the statement true for n = 1. Now suppose
T n−1 =


G(n− 2) G(n− 1) . . . G(n+ d2 − 3)
G(n− 3) G(n− 2) . . . G(n+ d2 − 4)
...
... . . .
...
G(n+ d1 − 2) G(n+ d1 − 1) . . . G(n+ d2 + d1 − 3)
...
... . . .
...
G(n− 1) G(n) . . . G(n+ d2 − 2)


Then,
T n = T n−1T
=


G(n− 2) . . . G(n+ k − 2) . . . G(n+ d2 − 3)
G(n− 3) . . . G(n+ k − 3) . . . G(n+ d2 − 4)
...
...
...
G(n+ d1 − 2) . . . G(n+ d2 − 2) . . . G(n+ d2 + d1 − 3)
...
...
...
G(n− 1) . . . G(n+ k − 2) . . . G(n+ d2 − 2)




0 0 . . . 1
1 0 . . . 0
...
... . . .
...
0 0 . . . 1
...
... . . .
...
0 0 . . . 0


=


G(n− 1) G(n) . . . G(n− 2) +G(n+ k − 2)
G(n− 2) G(n− 1) . . . G(n− 3) +G(n+ k − 3)
...
... . . .
...
G(n+ d1 − 1) G(n+ d1) . . . G(n+ d1 − 2) +G(n+ d2 − 2)
...
... . . .
...
G(n) G(n+ 1) . . . G(n− 1) +G(n+ k − 2)


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=


G(n− 1) G(n) . . . G(n+ d2 − 2)
G(n− 2) G(n− 1) . . . G(n+ d2 − 3)
...
... . . .
...
G(n+ d1 − 1) G(n+ d1) . . . G(n+ d2 + d1 − 2)
...
... . . .
...
G(n) G(n+ 1) . . . G(n+ d2 − 1)



Using the determinant divisors theorem, the Smith normal form of T n
Cn(d1,d2)
−Ik
can be reduced to
SNF (T nCn(d1,d2) − Ik) =


α1(n)
α2(n)
α1(n)
. . .
αd2(n)
αd2−1(n)


where αi is the greatest common divisor of the set of all i× i minors of T nCn(d1,d2).
Example 4.2.20. Let n = 6, d1 = 2, d2 = 3. The corresponding Cayley graph is
v0
v1
v2v3
v4
v5
C6(2, 3) =
Corresponding companion matrix is given by
T =

0 0 11 0 1
0 1 0


and,
T 6 − I3 =

0 1 22 1 3
1 2 1


whose Smith normal form is given by
SNF (T 6 − I3) =

1 0 00 1 0
0 0 7


Hence, K0(LK(C6(2, 3))) ∼= Z7.
Then LK(C6(2, 3)) ∼= LK(1, 8).
4.3. Case 3: |S| = n. In other words S = Zn. We only look at the following two
simple subcases when
n−1∑
i=0
[vi] is the identity in M
∗
Cn(Zn,w)
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4.3.1. Subcase: Cn(Zn, w) is unweighted.
Definition 4.3.1. Let Kn be the graph with n vertices and there is an edge from
each vertex to every other vertex (including loops). We call Kn the complete
n-graph.
Then Cn(Zn) ∼= Kn. We note that
det(In −AtKn) =
n−1∏
l=0
(−1)(
n−1∑
j=1
ζlj) = −(n− 1) < 0.
Also we have W − 1 = |S| − 1 = n− 1. So gcd(W − 1, n) = 1 and hence
n−1∑
i=0
[vi] is
the identity in M∗Kn . Also determinant divisors theorem yields that
SNF(In −AtKn) = diag(1, 1, . . . , 1, n− 1).
Hence,
K0(Lk(Kn)) ∼= Zn−1.
By Proposition 3.1.1, then
LK(Kn) ∼= L(1, n).
We note the above discussion as the following
Theorem 4.3.2. Let n ≥ 2 be a positive integer. Then LK(Cn(Zn)) ∼= LK(Kn) ∼=
L(1, n).
4.3.2. Subcase: S = Zn, w(0) = 2 and w(s) = 1 for s ∈ S − {0}.
Definition 4.3.3. Let Gn be the graph with n vertices, in which there is an edge
from each vertex to every other vertex and there are two loops at every vertex.
Then Cn(Zn, w) = Gn. We note that (In −AtGn) is the n× n matrix with every
entry −1. Hence det(In − AtGn) = 0 and rank(In − AtGn) = 1. Therefore if n ≥ 2,
then
K0(LK(Gn)) ∼= Zn−1.
Also in K0(LK(Gn)),
σ =
n−1∑
i=0
[vi] = [v0] +
n−1∑
i=1
[vi] =
(
2[v0] +
n−1∑
i=1
[vi]
)
+
n−1∑
i=1
[vi] = 2
n−1∑
i=0
[vi] = 2σ.
Hence
n−1∑
i=0
[vi] is the identity in K0(LK(Gn)). Applying Algebraic KP Theorem we
have the following theorem
Theorem 4.3.4. Let E be a finite graph such that LK(E) is purely infinite sim-
ple. If K0(LK(E)) ∼= Zn and [LK(E)] is idenity in K0(LK(E)), then LK(E) ∼=
LK(Gn+1).
28 MOHAN.R
5. Concluding remarks
5.1. Leavitt path algebras of Cayley graphs of finite abelian groups. Let G
be a finite non-trivial abelian group. By fundamental theorem of finitely generated
abelian groups G can be witten uniquely as
G = Zn1 ⊕ Zn2 ⊕ · · · ⊕ Zns ,
for some integers such that nj ≥ 2 for all j, and ni | ni+1 for 1 ≤ i ≤ s − 1.
Let S = {ej | 1 ≤ j ≤ s} be the standard basis of G, then we can define the
(unweighted) Cayley graph Cay(G,S). It is easy to see that for a given field K, the
corresponding Leavitt path algebra LK(Cay(G,S)) is unital purely infinite simple
if |S| ≥ 2.
Further suppose that N =
∏s
j=1 nj. If nj ’s are mutually relatively prime then
G ∼= ZN .
Let T = {nj | 1 ≤ j ≤ s}. Then we have the associated Cayley graphs are isomor-
phic.
Cay(G,S) ∼= Cay(ZN , T ) = CN (T ).
In particular, ifG = Zp⊕Zq, where p, q ∈ N are relatively prime, then Cay(G,S) ∼=
Cpq(p, q). Thus corresponding LK(Cay(G,S)) can be studied using the by comput-
ing K0(LK(Cpq(p, q))) by the method described in the subsection 4.2.4. It was
observed computationally in some examples that if p, q are prime numbers, then
K0(LK(Cpq(p, q))) is a finite cyclic group. We do not know if this pattern holds for
all primes tuples. We state the above observation as a conjecture.
Conjecture 5.1.1. Let p, q be prime numbers. Then K0(LK(Cpq(p, q))) ∼= Zm for
some m ∈ N. Also, LK(Cpq(p, q)) ∼= LK(1,m+ 1).
However we have examples to show that this need not be the case if we start
with prime triples. For example, if we start with T = {2, 3, 5}. Then
K0(LK(C30(2, 3, 5))) ∼= Z22 ⊕ Z4 ⊕ Z3208004.
Also if nj ’s are mutually relatively prime then we can compute K0(LKCay(G,S))
by computing K0(LK(CN (T ))). But in this group
n−1∑
i=0
[vi] need not be the identity.
In general, the adjacency matrix ACay(G,S) (and hence I|G| − AtCay(G,S)) is an
iterated block circulant matrix. That is ACay(G,S) is an (ns × ns) circulant matrix
in which every entry is an (ns−1 × ns−1) circulant matrix which in turn has every
entry as an (ns−2 × ns−2) circulant matrix and so on. Since Circulant matrices
commute with each other it is possible to compute the determinant. Yet, it is
difficult to find conditions to determine sign of the determinant. Also there is no
clear indication of any linear recurssion relations on the coefficients in the equations
of generating relations of K0(LK(Cay(G,S))).
5.2. Weighted Leavitt path algebras of Cn(S,w). In [H], Hazrat introduced
and studied the notion of weighted Leavitt path algebra of a weighted graph as a
generalization Leavitt path algebras.
Definition 5.2.1. For a weighted graph (E,w) and a field K, let (E′, w) be the
associated weighted directed graph. We define the weighted Leavitt path algebra of
(E,w), denoted by LK(E,w) to be the K-algebra generated by the sets E
0, E1 and
(E1)∗ subject to the relations
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(1) vivj = δi,jvi for every vi, vj ∈ E0.
(2) s(e)ei = eir(e) = ei and r(e)e
∗
i = e
∗
i s(e) = e
∗
i for all e ∈ E1 and 1 ≤ i ≤
w(e).
(3)
∑
{e∈E1|s(e)=v} eie
∗
j = δi,js(e) for fixed 1 ≤ i, j ≤ max{w(e) | e ∈ (E)1, s(e) =
v}.
(4)
∑
1≤i≤max{w(e),w(e′)} e
∗
i e
′
i = δe,e′r(e), for all e, e
′ ∈ E1.
Let the weight map w : E1 → N be the constant function w(e) = 1 for every
e ∈ E1. Then LK(E,w) is the usual Leavitt path algebra LK(E).
It was noted in [R] that
Theorem 5.2.2. Let K be a field and (E,w) be a weighted graph and (E′, w) the as-
sociated directed weighted graph. For any v ∈ E0 write w(s−1(v)) = {w1(v), . . . , wkv (v)}
where kv ≥ 0 and w1(v) < · · · < wkv (v) (hence kv is the number of different weights
of the edges in s−1(v)). Further set w0(v) := 0 for any v ∈ E0. Let M(E,w) be
the abelian monoid generated by {v, qv1 , . . . , qvkv−1 | v ∈ E0} subject to the relations
qvi−1 + (wi(v)− wi−1(v))v = qvi +
∑
e∈s−1(v)
w(e)=wi(v)
r(e) (v ∈ E0, 1 ≤ i ≤ kv)
where qv0 = q
v
kv
= 0. Then there is a natural monoid isomorphism V(LK(E,w)) ∼=
M(E,w).
Let (E,w) be a weighted graph and N ′ be the adjacency matrix (nij) where nij
is edges from vi to vj in E. Furthermore let I
′
w be the weighted identity matrix
defined as (aij), where aij = 0 for i 6= j and aii = nvi . Here nv = max{w(e) | e ∈
E1, s(e) = v} for every v ∈ E0 that emits edges and zero otherwise. Let N t and
Iw be the matrices obtained from N
′ and I ′w by first taking the transpose and then
removing the columns corresponding to sinks, respectively.
Theorem 5.2.3. Let K be a field, (E,w) be a weighted graph and LK(E,w) be a
weighted Leavitt path algebra. Then
K0(LK(E,w)) ∼= Coker(N t − Iw).
It is natural to ask the structure of weighted Leavitt path algebras of weighted
Cayley graphs of cyclic groups. However it is not very clear yet about the nec-
essary and sufficient conditions on weighted Leavitt path algebras to be purely
infinite simple and if Algebraic KP like theorem holds true for weighted Leavitt
path algebras.
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