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Excited-state properties of molecules play a pivotal role in
understanding their photophysical and photochemical behav-
iors. With the fast development of computational methodolo-
gies, the low-lying states of biorelated systems have been
extensively investigated theoretically. Here, we review our
recent works on the excited states of selected nucleobases
and their related systems in the gas and condensed phases.
The simulated electronic spectra of coumarin reproduce the
band shape of experimental spectra and provide a basis to
reasonably assign the observed bands. The absorption spectra
and the excited-state dynamics of nucleic acid bases and their
analogs in the gas phase and in aqueous solution have been
explored by the combined quantum mechanics and molecular
mechanics (QM/MM) calculations and QM/MM-based dynamics
simulations with surface hopping. Based on extensive calcula-
tions and dynamics simulations, the solvent effects on the
excited states and their dynamical behaviors have been dis-
cussed. VC 2015 Wiley Periodicals, Inc.
DOI: 10.1002/qua.24879
Introduction
Sunlight is the energy source for almost all life on the earth, but
exposure to the strong sunlight too much can be harmful. The
nucleic acid bases, as the fundamental building blocks of life,
may undergo extremely ultrafast nonradiative decay in vacuum,
solution, and DNA environments, which dissipate the excess
energy to the surroundings in the form of heat. Such remarkable
photodynamical properties play a crucial role in DNA photo-
stability. Generally, molecules harvest visible and ultraviolet
lights and are initially populated the singlet excited states. The
excited-state molecule is less stable and it may evolve to the
ground state through photophysical and photochemical
processes.
The electronic spectra, including absorption, fluorescence,
phosphorescence, and so forth, may present important infor-
mation for the electronic structure change and they can be
used to explore the excited-state process of molecules. As
most of photobiological molecules usually exist in solution or
in the protein environment, the band shapes of their observed
electronic spectra are usually broad and structureless owing to
strong influence of the polarity of solvent and the doppler
effect. Consequently, a lot of important information about the
early dynamics of molecules is concealed under the diffuse
electronic spectra.[1] Alternatively, the simulation of vibronic
spectra of molecule makes the exploration of these informa-
tion become possible.
Recently, a series of computational tools for the vibronic
spectrum simulation of medium-size molecules in the gas and
condensed phases have been developed.[2–8] Lots of experi-
mental electronic spectra have been interpreted reasonably
based on the simulated vibronic spectra.[9–14] A recent study
of vibronic fluorescence spectra of coumarin has been pre-
sented and selected vibronic bands of spectra have been inter-
preted and assigned.[15]
Besides the radiative decay, the nonradiative decay is its
most important competitive channel. The internal conversion
IC may dominate the relaxation of the excited-state molecule
to the ground state during the nonradiative decay.[16] After
molecule is populated to an excited state, it may have chance
to reach the conical intersection region,[17] where there is
complete breakdown of Born–Oppenheimer approximation. In
the conical intersection, the potential energy surfaces (PESs) of
different electronic states become degenerate with specific
molecular geometries. The conical intersection provides ultra-
fast path for the nonradiative deactivation of molecule, and
plays a critical role in photophysics and photochemistry. The
radiationless decay of pterin[18] and PCN2NM[19] in their
excited states has been discussed based on extensive elec-
tronic structural calculations.
The photodynamics provides more direct information about
the dynamical behaviors of excited-state molecules.[20] Theo-
retically, the excited-state dynamics simulations have been also
motivated by the development of experimental femtosecond
spectroscopic techniques.[21] Based on the hybrid QM/MM sim-
ulations with surface hopping, the excited-state dynamics of
several biorelated systems has been investigated, and our
dynamical simulations reveal remarkable structural and solvent
effects on their nonradiative deactivation behaviors.[22,23]
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As most photophysical and photochemical processes occur
in solution or in complex environments, the structures and
relative energies of excited states may be changed to some
extent, compared to the gas-phase situation. Accordingly,
the reliable theoretical treatment should cover the solvent
effect. The hybrid QM/MM methods show good balance
between computational ability and costs, and can be used
to deal with the environmental effect on excited states of
biorelated systems. To have insight into the hydrogen bond
network around the excited-state bases, the absorption
spectra of nucleic acid bases in aqueous solution have been
studied by the combined QM/MM and cluster-continuum
computational protocol.
In the following, we will give a brief introduction to compu-
tational methods for excited states and their dynamics at first,
and then selected results about the stimulated vibronic spec-
tra, excited states, and ultrafast nonadiabatic decay of biore-
lated systems will be presented and discussed.
Computation Methods
Ab initio electronic structure calculations
Nowadays, many ab initio quantum chemistry methods have
been used to calculate the properties of excited states. The
single-reference methods, including the second-order approxi-
mate coupled-cluster (CC2),[24] the algebraic diagrammatic con-
struction,[25] and the equation of motion coupled cluster (EOM-
CC),[26] and so forth, are relatively cheap and reliable for most
vertical excitation energies of low-lying states with the single-
reference character. For the structure search of excited state
and conical intersection, the multireference and multiconfigura-
tion methods are required. In particular, the multiconfigura-
tional self consistent field,[27] the multireference configuration
interaction (MRCI),[28,29] and the complete active second-order
perturbation theory (CASPT2) methods[30] can be used to calcu-
late the analytical gradient of the ground and excited
states.[31–33] The analytical nonadiabatic coupling can also be
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calculated by complete active space multiconfiguration self-con-
sistent field (CASSCF) and MRCI methods.[34] It was well known
that the dynamic electron correlation effect, which is important
for the relative energies of excited states, is not considered by
the CASSCF method, and the multireference second-order per-
turbation theory and MRCI have been widely used to improve
the CASSCF-predicted relative energies of excited states.
The time-dependent density functional theory (TD-DFT) is
an alternative choice to the study of excited-state properties.
Besides the linear response TD-DFT method,[35] the restricted
open-shell Kohn–Sham,[36] restricted ensemble-reference
Kohn–Sham[37] time-dependent density functional tight-bind-
ing[38] methods can also be used for the calculation of vertical
transition energies. The TD-DFT methodology can be used to
determine the analytical gradient of energy and nonadiabatic
coupling vector of excited states.[39,40] Generally, B3LYP[41] and
PBE0[42] functions are popular for the calculation of properties
of the ground and excited states. However, TD-DFT usually fails
to describe the multireference and charge transfer states[43]
and it also cannot be used to evaluate the PES surrounding
the conical intersection because of the linear response approx-
imation and its single-reference feature.
Simulations of vibronic spectra
As we are interested in the strong absorption and emission
bands of electronic spectra, the Franck–Condon approximation
has been considered here. The simulation of the vibronic spec-
tra is based on the reliable quantum-chemically molecular
parameters, including the geometries, vibrational frequencies,
normal modes, relative energies, transition dipole moments of
the ground and excited states, and so on.[44] Temperature
effect has been taken into account by considering the Boltz-
mann distribution of the vibrational states of the initial elec-
tronic state.[45] The normal coordinates of initial state and final
state are related by the linear transformation of the Duschin-
sky matrix.[46] Stick spectra have been obtained through calcu-
lation of Franck–Condon factor of molecule, which can be
expanded to convolution spectrum by Gaussian or Lorentzian
broadenings and compared with experimental spectrum band.
Ab initio-based excited-state dynamics
In recent years, nonadiabatic dynamics simulations become
popular in searching the reaction paths and conical intersec-
tions in photophysical and photochemical processes. Many dif-
ferent theoretical techniques such as multiple spawning,[47]
Liouville dynamics,[48] and independent trajectories[49] have
been developed for the nonadiabatic dynamics simulation.
The surface hopping method, which is a kind of trajectory-
based approaches, has been widely used owing to its simplic-
ity, practicality, and affordable computational costs.[50] In the
surface hopping dynamics simulations, a trajectory has a hop-
ping probability from one state to the other state near the
conical intersection region. The fewest-switches-surface-
hopping algorithm is used to evaluate if the transition occurs.
For a decay process of excited state, the hopping points define
the range where the internal conversion takes place.
Hybrid QM/MM method
This hybrid QM/MM strategy was introduced by Warshel and
Levitt[51] and has been extensively applied to study of chemi-
cal processes in solution and proteins.[52] The central idea of
QM/MM is that a large molecule system can be divided into
two parts: the QM region and the MM region. In QM/MM cal-
culation of excited states in biorelated systems, the QM region,
usually the chromophore in solution or protein, has been
described by ab initio quantum mechanics, while the MM part,
the solution or the complex environment surrounding the QM
part, is treated with the molecular mechanical force field. Here,
the QM region was dealt with the CASSCF method while the
water molecules were described by the TIP3P model,[53] which
allow us to explore the excited states of nucleobase analogs
and their PESs in solution. The QM/MM simulations with sur-
face hopping are also used to explore the excited-state
dynamics of the biorelated systems.
Results and Discussion
Vibronic emission spectra of coumarin
Coumarin is the basic structural unit of the benzopyrone fam-
ily of functional compounds, and it is usually involved in laser
dyes,[54] perfume,[55] and medicine.[56] To rationalize spectro-
scopic features of these heterocyclic oxygen compounds, we
performed a thorough investigation on the excited-state prop-
erties and vibronic coupling interactions in absorption and
emission spectra of coumarin (Fig. 1).[15]
At 12 k, the emission spectra of coumarin in polar solutions
have been reported and rich vibronic structures including two
vibronic peaks and a shoulder peak have been observed.[57]
Based on the predicted structures and frequencies of S1 and
S0 in coumarin calculated at the B3LYP/6–31G(d) level of
theory, the S0  S1 vibronic fluorescence spectrum has been
simulated and shown in Figure 2. We note that the simulated
fluorescence spectra of coumarin in the gas phase, cyclohex-
ane, and water by the B3LYP method do not reproduce the
experimental bands very well.[57]
Considering the multireference character of the S1 state, the
CASSCF approach has been used for the geometry optimiza-
tion and frequency calculations of the low-lying states of cou-
marin, and these CASSCF-optimized structures and
corresponding frequencies have been used in simulation of
the vibronic fluorescence spectrum. As Figure 3 shows, the
computed spectrum shows good agreement with the experi-
mental data and important spectral features are reproduced
reasonably. Both computational and experimental bands
Figure 1. The schematic representation of coumarin.
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exhibit the two-peak structure, and a gap of 20 nm between
two peaks can be found. All of those important normal modes
are relative to the stretching of the CAO bond. These single
mode transitions and their combination transitions lead to the
maxima of the fluorescence band.
Deactivation pathway of excited states of pterin and
PCN2NM
Pterin. Pterin (Fig. 4) and their derivatives, which usually be
used as inhibitors,[58] coenzymes,[59] and pigments,[60] are
important heterocyclic compounds in biological systems. The
concentration of pterin (PT) in body fluids is a critical indica-
tion for the clinical diagnosis.[61] We explored the excited-state
properties and related photophysical processes of the acidic
form of pterin, and plausible radiation and nonradiative deacti-
vation pathways of its singlet excited states have been demon-
strated based on extensive calculations.[18]
Table 1 shows the vertical excitation energies and oscillator
strengths of the acidic form of pterin determined by CASSCF/
CASPT2 caluculations in the gas phase. The calculations show
that two strong absorptions observed in experiment arise
from the optically bright1(pp*La) and
1(pp*Lb) states, while the
n ! p* electronic excitations are less accessible. The 1(np*)
state is usually important for the nonradiative decay process,
although it is difficult to be observed experimentally. To
understand the deactivation mechanisms of the excited singlet
states of pterin, the relative energy profiles of the 1(pp*La) and
1(nNp*) states have been given in Figure 5. We note that the
1(nNp*) state can be reached through the internal conversion
via the 1(pp*La/nNp*)CI conical intersection.
The predicted fluorescence maximum from the 1(pp*La)
state based on its optimized structure is about 3.14 eV in the
gas phase, which agrees with the observed emission peak at
439.5 nm (2.82 eV).[62] An interesting experimental finding is
that the fluorescence spectra of PT maintain unchanged,
regardless of the excitation wavelength in the range of 230–
350 nm.[62] This suggests that the 1(pp*La) state exclusively is
responsible for the emission under high-energy irradiation,
and the IC processes from high-energy excited states to the
1(pp*La) state should be easily accessible in the excited state
of pterin.
The fluorescence intensity of PT was found to decrease as
the excitation energy increases, suggesting that the radiation-
less decay channel was activated under excess energy. The
CASPT2 relative energies of 1(pp*La)min, the saddle point (SP),
and (S1/S0)CI have been given in Figure 6. The IC decay
from 1(pp*La)min to the ground state via (S1/S0)CI is unfavorable
thermodynamically and there is a SP separating the 1(pp*)min
and (S1/S0)CI on the PES of S1. These results can explain the
experimental observations that the excited PT is in favor of flu-
orescence emission, whereas the corresponding decay effi-
ciency becomes slow under the low energy light. Once the
excess energy available, the IC process via (S1/S0)CI with an
out-of-plane distorted geometry will become important for flu-
orescence loss of PT.
Figure 2. Simulated Franck–Condon S0  S1 fluorescence spectrum of cou-
marin in gas (dash line), cyclohexane (point line), water (solid line) by
B3LYP.
Figure 3. Simulated Franck–Condon S0  S1 fluorescence spectrum of cou-
marin by CASSCF (solid line) and the experimental spectrum (point line).
Table 1. CASPT2-predicted vertical transition and emission energies (DE
in eV) of low-lying singlet excited states of PT in acidic form.
Vertical transition energies Vertical emission energies
State DE f Exp.[a] DE s (ns) Exp.[a]
1(p*La) 3.984 0.1783 3.65 3.14 2.66 2.82
1(nNp*) 4.015 0.0066 3.36 0.26
1(nop*) 4.714 0.0016 3.42 4.25
1(pp*Lb) 5.800 0.1423 4.59
[a] See Ref. [62].
Figure 4. The schematic representation of pterin.
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PCN2NM. In past several years, the mechanism for the dual
fluorescence phenomenon in charge-transfer molecules has
attracted considerable attention.[63] For example, PCN2NM (Fig.
7) without the conjugated bridge between the electronic
donor and acceptor moieties has been found to have typical
dual fluorescence emissions with a strong peak at 533 nm and
a weak band of 290 nm in acetonitrile.[64] We have investi-
gated the nature of the dual fluorescence emission and possi-
ble radiation/radiationless decay channels of the excited
PCN2NM.[19]
Based on the CASSCF/CASPT2 calculations, the vertical exci-
tation energies, oscillator strengths, and dipole moments of
PCN2NM have been shown in Table 2. It can be seen that the
oscillator strength for the 1(pp*La) state is 0.2776, while those
of the lower-energy 1(pp*Lb) and
1(nNp*) states are 0.0042 and
0.0276, respectively. This means that the 1(pp*La) state is easily
accessible and should be responsible for the main photophysi-
cal processes of PCN2NM will start from the excited 1(pp*La)
state. CASPT2 calculations also predicts that the 1(nNp*) states
have larger dipole moments than the ground state, and they
could be characterized as the CT state, denoted as 1(S1-CT) for
the low-energy 1(nNp*). The
1(nNp*) state will be expected to
play an important role in the deactivation processes of
PCN2NM.
Figure 8 summarizes the possible photophysical processes
from the ground state to low-lying excited states 1(S1-Lb),
1(S1-
CT), 1(S1-La), and
1(S2-La) for PNM2CN. As Figure 8 shows, if the
excitation energy is high enough, the molecule will be excited
to S2. Then, the molecule can relax from the Franck–Condon
region of S2 to the local minimum
1(S2-La)min. Next, the
1(S1-
Lb)min state will be formed through the internal conversion. A
small barrier about 5.9 kcal/mol needs to be overcome from
the 1(S1-Lb)min state to the more stable
1(S1-CT)min state with
an energy release of 8.4 kcal/mol. These results indicate that
this photophysical process from the excitation of S0 ! S2 to
formation of 1(S1-CT)min is favorably energetically, and the
charge transfer state 1(S1-CT)min should be important for the
strong emission band. For the alkyl-twisted conformation, the
CASPT2-predicted fluorescence spectra from 1(S1-CT)min and
1(S1-Lb)min are centered at 3.53 and 4.39 eV in the gas phase,
respectively, and they are comparable to the corresponding
experimental values 3.27 and 4.28 eV (see Table 2).
The possible nonradiative decay channel is also discussed
here. The 1(S1-La)min state can be obtained from the S2 state
through the conical intersection of 1(S2/S1)CI. The energy differ-
ences between 1(S1-Lb)min and
1(S1-La) are 6.0 kcal/mol for
PCN2NM. Corresponding conversion from 1(S1-Lb)min to
1(S1-
La)min has barrier of 6.8 kcal/mol for PCN2NM. As
1(S1-La)min
has relatively higher energy than 1(S1-Lb)min, it can be consid-
ered as a metastable state and will be expected to decay to
the ground state through a radiationless process. Calculations
reveal that there is a conical intersection between 1(S1-La)min
and S0. The crossing point energy is slightly lower than
1(S1-
La)min. As Figure 8 shows the IC decay from
1(S1-La)min to the
ground state via 1(S1/S0)CI is favorable thermodynamically
because it is a nearly barrierless process. Therefore, if the
Figure 5. Relative CASPT2 energy profiles for the low-lying states of the
excited pterin.
Figure 6. CASPT2 energy level diagram of pterin.
Figure 7. The schematic representation of PCN2NM.
Table 2. Vertical transition and emission energies (DE in eV) of low-lying
singlet excited states of PCN2NM.
Vertical transition energies Vertical emission energies
State Transition DE f DE m mij DE (exp)
[a]
1(pp*Lb) H ! L11 4.75 0.0042 4.39 6.00 0.27 4.28
1(pp*La) H ! L 5.88 0.2776 2.91 6.56 1.10
1(nNp*) nN ! L 5.68 0.0276 3.53 20.22 0.93 3.27
1(nNp*) nN ! L 1 1 6.11 0.0027
[a] See Ref. [65].
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PNM2CN was populated to the 1(S1-La) state, it could rapidly
decay to the ground state with the excess energy releasing.
Moreover, the IC process via 1(S1-La)min will become important
for competitive channels to the fluorescence emission.
Electronic spectra of nucleic acid bases
In recent years, the spectroscopic properties of nucleic acid
bases in the gas phase and in aqueous solution have been
extensively explored, both experimentally[66–74] and theo-
retically.[75–82] To understand the photophysical and photo-
chemical processes in RNA and DNA, it is important to
evaluate the solvent effect on excited-state properties of
nucleic acid bases.
Here, we take uracil as an example to explore the methodol-
ogy dependence of predicted vertical excitation energies, the
absorption spectra of nucleic acid bases in the gas phase and
in aqueous solution by the QM-cluster/MM and QM-cluster/
polarizable continuum model (PCM) schemes combined with
molecular dynamics (MD) simulations.[83]
Table 3 shows a detailed comparison of vertical transition
energies of uracil by different approaches. It is noted that the
TD-DFT method combined with the QM-cluster/PCM model can
predict accurate absorption spectra and solvatochromic shifts,
and the maximum deviation between the vertical excitation
energies by TD-X3LYP/PCM and experimental values is less than
0.2 eV. This computational protocol provides an alternative way
toward reliable solvent effect prediction on the low-lying states
in water with relatively low computational costs.
As we can see from Figure 9 and Table 4, the QM/MM
geometry optimization based on the MD equilibrated configu-
ration can reasonably describe H-bond interactions between
solute and solvent. There is a strong hydrogen bond











TD-X3LYP/aug-cc-pvDZ15H2O1PCM 5.14 4.98 4.73 5.31
Previous studies
TD-PBE0 1 4H2O 1 PCM
[a] 5.26 5.14 4.80 5.27
TD-B3PW91 1 9H2O 1 PCM
[b] 5.14 4.97 4.57 5.16
PMM/TD-B3LYP[c] 5.07 4.89 4.94 5.50
EOM-CCSDt/6–31G(d)[d] 5.89 5.96 5.31 5.75
CAM-B3LYP 1 12H2O 1 Ahlstr€o m
[e] 5.39 5.23 5.05 5.49
RI-CC2/aug-cc-pVDZ 1 6H2O 1 COSMO
[f] 5.40 5.21 4.94 5.50
Expt. 5.08[g] 4.77[h] 4.63[i] 5.17[g]
[a] Ref. [84]. [b] Ref. [85] [c] Ref. [77]. [d] Ref. [86]. [e] Ref. [78]. [f ] Ref.
[87]. [g] Ref. [88]. [h] Ref. [89]. [i] Ref. [90].
Figure 8. Relative CASPT2-energy profiles (in kcal/mol except given explic-
itly) for the low-lying states of PCN2NM.
Figure 9. QM/MM-optimized structures of the ground states and first excited states of uracil.
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interaction around the uracil. Present calculations reveal that
the remarkable H-bond site dependence of predicted vertical
excitation energies. In particular, the H-bond around O1 site
shows notable effect on the HOMO-2(po) ! LUMO(p*) transi-
tion with the transition energy change of 0.17 eV. The two
absent H-bonds at the O2 atom site reduce the HOMO-1(no)
! LUMO(p*) transition energy by 0.39 eV. Moreover, all the H-
bonds linking to the base in the first excited state of uracil are
shorter than those in the ground state (see Fig. 9), meaning
that the stronger H-bond interactions in S1 can stabilize the
first excited state, resulting in the red shifted p ! p* transition
in water.
The present calculations indicate that the absorption spectra
of nucleic acid bases in water strongly depend on the fluctua-
tion of H-bond interactions in the first solvation shell of the
excited states with respect to the ground state, which allow
for further understanding the origin of solvent effects on the
electronic spectra of nucleic acid bases in aqueous solution.
Excited-state dynamics of rare bases and analogs in the gas
phase and in solution
With the rapid development of the time-resolved spectros-
copy, the excited-state behaviors of nucleic acid bases and
their analogs by UV light have attracted considerable attention
recently. A number of the experimental studies show that all
the naturally occurring nucleobases can efficiently get rid of
the energy excess and quickly decay from the excited singlet
states to the ground state at the subpicosecond or picosecond
time scale.[95–99] Theoretically, the much effort has been
devoted to identify the main reaction pathways and estimate
their decay efficiency available for each bases.[100–105]
Recently, we systematically investigated the excited-state
dynamics of three nucleobase related systems (see Fig. 10)
using the sophisticated ab initio methodologies with surface
hopping.[106,107] An excellent agreement is found between our
theoretical calculations and the experimental findings.
Hypoxanthine. Hypoxanthine is a rare naturally occurring
nucleobase analog, which was considered as a candidate with
the fastest nonradiative decay among the reported natural or
modified bases.[108] It has two most stable tautomers keto-
N7H and keto-N9H (see Figs.10a and 10b) with small energy
difference of less than 1 kcal/mol at the ground-state equilib-
rium geometries.[108,109] Our dynamical simulations in the gas
phase demonstrate that after photoexcitation into the first
bright pp* singlet state, keto-N9H exhibits a slightly faster
nonadiabatic decay to the ground state than keto-N7H by
about 50 fs (see Fig. 11).[106] In addition, there are four compa-
rable reaction channels for each tautomer, all of which should
be responsible for the ultrafast nonradiative decay observed
experimentally.[106] These similarities imply that the two hypo-
xanthine tautomers may have similar decay mechanisms in the
gas phase.
However, in aqueous solution, there are at least three dra-
matic differences between their ground-state and excited-state
properties.[107] First, the distinct hydrogen bonding networks
are formed between each tautomer and the surrounding water
molecules. Interestingly, a p-electron hydrogen bond occurs
Table 4. The vertical excitation energies and oscillator strengths of uracil
in the gas phase and aqueous solution by QM-cluster/PCM.


















[a] Ref. [91]. [b] Ref. [92]. [c] Ref. [93]. [d] Ref. [94].
Figure 10. Structures of hypoxanthine [(a) keto-N7H; (b) keto-N9H], allopur-
inol [(c) keto-N9H], and thieno[3,4-b]pyrazine (d).
Figure 11. Time evolution of the average population of the state from
respective 200 trajectories of hypoxanthine in vacuum and water.
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around the N3 site of keto-N7H, while such a phenomenon is
not observed in keto-N9H. Second, keto-N7H shows a some-
what faster decay from S1 to S0 in water than in vacuum
(112.6 vs. 137.7 fs), whereas the S1 ! S0 decay of keto-N9H
becomes slower in aqueous solution (>200 fs). Third, in water
environment, there is one predominant decay channel for
keto-N7H, but for keto-N9H the decay channels are found to
be less sensitive to the solvent effect. Such distinct photody-
namical behaviors can be attributed to the aforementioned H-
bond network differences around keto-N7H and keto-N9H in
water environment. The presence of p-electron H-bond in the
solvated keto-N7H can facilitate the S1 ! S0 nonradiative
decay process.
Allopurinol. Allopurinol is a modified nucleic acid base, which
is structurally similar to hypoxanthine. Fluorescence upconver-
sion experiment showed that allopurinol riboside exhibits ultra-
fast excited-state relaxation in aqueous solution (s< 200 fs).[110]
Our dynamics simulations indicated that allopurinol also has
similar excited-state behavior with its riboside derivative.[107] In
the gas phase, allopurinol keto-N9H tautomer (see Fig. 10c) has
four comparable decay channels for internal conversion after
evolution into the optically bright S1(pp*) excited state. Two
pathways are characterized by puckering upward at the C2
atom, and the remaining two pathways show an inverse trend
at the same position. However, only two possibilities with down-
ward distorted conical intersection structures are found in aque-
ous solution. Conversely, the S1(pp*) excited-state lifetime of
allopurinol keto-N9H is predicted to be 104.7 fs in vacuum,
much shorter by about 140 fs than in water. Such differences at
two different environments can be ascribed to the steric interac-
tions stepping from adjacent water molecules around the base
analog. Because of the steric hindering between solute and sol-
vent, the number of decay pathways of allopurinol keto-N9H is
decreased and its excited-state lifetime is elongated.
Thieno[3,4-b]pyrazine. Thieno[3,4-b]pyrazine (TP, see Fig. 10d)
is a building block for design of the narrow-bandgap organic
conjugated materials,[111,112] composed of a five-membered
and a six-membered rings, like hypoxanthine and allopurinol.
Similarly, one main decay pathway of TP molecule can also be
characterized by puckering at the C2 atom.
[9] Compared with
hypoxanthine and allopurinol, the excited-state decay mecha-
nism of TP molecule is more complicated, due to the facts
that its third excited singlet state is optically bright with the
strongest absorption while the first excited state is less accessi-
ble optically. After excitation into the active S3(pp*) state, TP
molecule can relax fast to the dark S1(np*) state, and then
slowly evolves into its S0 ground state. The dynamics simula-
tions revealed that the excited TP molecule can be easily
trapped in the 1np* excited state, resulting in the increase of
its excited-state lifetime.
Conclusions
The simulated vibronic spectra of coumarin show good agree-
ment with the experimental bands, which allow us to reason-
ably interpret vibronic features in emission spectra. The
excited-state properties and related photophysical processes
of pterin and 2-(4-cyanophenyl)-N,N-dimethyl aminoethane
(PCN2NM) have been investigated by DFT, CASSCF, and
CASPT2 calculations, and possible radiationless decay path-
ways have been also explored based on the search of conical
intersection points. The spectroscopic properties of key nucleic
acid bases in water have been studied by the combined QM/
MM and cluster-continuum computational protocol, and the
hydrogen bond network can remarkably modify their absorp-
tion spectra. The excited-state nonadiabatic decay of biologi-
cally relevant hypoxanthine and allopurinol has been explored
using ab initio surface-hopping dynamics simulations in the
gas phase and in aqueous solution. The present QM/MM simu-
lations with surface hopping show that the hydrogen bonding
networks and the solvent steric hindering can modify their
photodynamical behaviors remarkably.
Keywords: excited states  vibronic spectra  ultrafast nonradia-
tive decay  photodynamics  solvent effect
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