Abstract. In this paper, we describe all derivations on four dimensional genetic Volterra algebras. We show that any local derivation is a derivation of the algebra. It is a positive answer to a conjecture made by Ganikhodzhaev, Mukhamedov, Pirnapasov and Qaralleh.
Introduction
Let x = (x 1 , x 2 , x 3 , x 4 ), y = (y 1 , y 2 , y 3 , y 4 ) ∈ R 4 . We introduce a multiplication rule on R 4 by
p ij,k x i y j (1) for k = 1, 2, 3, 4. The algebraic properties of (R 4 , * ) depend on the structure constants p ij,k 's for all i, j, k = 1, 2, 3, 4. (R 4 , * ) is called an 4-dimensional genetic Volterra algebra if the structure constants satisfy the following properties:
p ij,k = 1, i, j, k ∈ {1, 2, 3, 4}, and p ij,k = 0 if k / ∈ {i, j}, for all i, j, k ∈ {1, 2, 3, 4}.
It is obvious that
p ii,i = 1, and p ij,i + p ij,j = 1, for all i, j ∈ {1, 2, 3, 4}, i = j.
Genetic Volterra algebra has its origin in the study of population genetics. For examples, the use of abstract algebra in the study of genetics can be found in the work of Etherington [1] , Reed [5] and WorzBusekros [6] .
A derivation on an algebra (A, * ) is a linear map D: A → A such that
for all u, v ∈ A. If D = 0, then it is called a trivial derivation. The study of derivations of general genetic algebras and their interpretations can be found in the work of Gonshor [3] and Holgate [4] . Associativity and derivations of genetic Volterra algebras are studied in a recent paper by Ganikhodzhaev, Mukhamedov, Pirnapasov and Qaralleh (GMPQ) [2] . In particular, it is shown that any local derivation is a derivation for three dimensional genetic Volterra algebra. It is natural to ask whether such result would be true for any n-dimensional genetic Volterra algebra (Conjecture 5.6 in GMPQ's paper [2] ). In this article, we describe all derivations of four dimensional genetic Volterra algebra in Section 2. As a corollary, we show that the conjecture is true for n = 4 in Section 3. To simplify our notations, we denote the four dimensional genetic Volterra algebra by (R 4 , * ).
Main results
Let {e 1 , e 2 , e 3 , e 4 } be the standard basis of R 4 and [4] = {1, 2, 3, 4}. By (2), e i * e i = e i , e i * e j = p ij,i e i + p ij,j e j , i, j ∈ [4] . (3) We note that (R 4 , * ) is a commutative algebra. Let D: R 4 → R 4 be a derivation on (R 4 , * ). As a linear transformation, D can be represented by a 4x4 matrix (d ij ) i,j∈ [4] such that
. The following two lemmas will be used throughout the article.
Proof. It is a special case of Lemma 5.1 in GMPQ's paper [2] .
Proof. It is a special case of Corollary 5.2 in GMPQ's paper [2] .
We need to describe all non-trivial derivations of (R 4 , * ). Without loss of generality (up to a permutation of elements in the standard basis of R 4 ), by Lemma 2, we need to analyse the following cases:
We need another lemma to facilitate our computations in the next section.
Lemma 3. Let (R 4 , * ) be a four dimensional genetic Volterra algebra. The sum of each row in any derivation D = (d ij ) i,j∈ [4] is zero. That is,
Proof. Without loss of generality, we will show that
By comparing coefficients of e 1 on both sides, we get the desired result.
Lemma 3 can easily be generalized to n-dimensional genetic Volterra algebras.
2.1. Case A. By Lemma 1 and (3), we have the following results:
We compute D(e 1 * e 3 ) as follows: We do a similar computation on D(e 2 * e 3 ) to get
One of a, b is non-zero otherwise D would be a trivial derivation. By (4), (5), (6), (7) (3), we have the following results:
If
For D(e 1 * e 3 ), we compute it in two ways. First, (9) By comparing coefficients of e 1 , e 2 , e 3 and e 4 in (8) and (9) respectively, (12) c(p 13,3 − p 14,4 ) = 0. (13) We do the same computation for D(e 1 * e 4 ) to get
We do the same computation for D(e 2 * e 3 ) to get
Similarly, we do the same computation for D(e 2 * e 4 ) to get
If both a, b are zeros, then the derivation D is reduced to the derivation appeared in Theorem 4. The same thing can be said for the case when both c, d are zeros.
If one of a, b is non-zero and one of c, d is non-zero, then p 13,1 = p 14,1 , p 13,3 = p 14,4 by (10), (13), (14), (16); p 13,1 = p 23,2 , p 13,3 = p 23,3 by (11), (12), (18), (20); p 14,1 = p 24,2 , p 14,4 = p 24,4 by (15), (17), (22), (25); p 23,2 = p 24,2 , p 23,3 = p 24,4 by (19), (21), (23), (24). We summarize our results:
If D is non-trivial and is not the same as the derivations appeared in Theorem 4 (that is, one of a, b is non-zero and one of c, d is non-zero)
, then p 13,1 = p 14,1 = p 23,2 = p 24,2 and p 13,3 = p 14,4 = p 23,3 = p 24,4 .
2.3. Case C. By Lemma 1 and (3), we have the following results:
By Lemma 3, we have:
For D(e 2 * e 3 ), we compute it in two ways. First,
By comparing coefficients of e 2 and e 3 in (26) and (27), we get
Since p 23,2 = 1/2 and p 23,3 = 1/2, we get a = 0 and b = 0 in (28), (29). Hence, D(e 2 ) = D(e 3 ) = 0. For D(e 1 * e 3 ), we compute it in two ways.
First,
Alternatively,
By comparing coefficients of e 2 in (30) and (31), we get
Since p 23,2 = 1/2, d = 0 in (32). Similarly, we do the same computation on D(e 1 * e 2 ), we get c = 0. We summarize our results:
2.4. Case D. By Lemma 1 and (3), we have the following results: 
By Lemma 3, we summarize our results:
2.5. Case E. By Lemma 1 and (3), we have the following results: 
We 
By comparing coefficients of e 1 , e 2 , we get
Since p 23,2 = 1/2, we get a = b = 0 by (35), (36). We do a similar computation on D(e 2 * e 4 ) to get c = 0. Hence,
Next, we compute D(e 1 * e 2 ) in two ways. First, (3), we have the following results: 
For D(e 1 * e 2 ), we compute it in two ways. First, 
By comparing coefficients of e 2 and e 3 on both sides of (44) and (45), we get
Since p 23,2 = 1/2 and p 23,3 = 1/2, we get c + d = 0 by either (45) or (46). We do a similar computation on D(e 3 * e 4 ) to get f = 0. The derivation D is in the following form:
We compute D(e 1 * e 3 ) in two ways. First, 
By comparing coefficients of e 1 and e 2 on both sides of (48) Since p 23,2 = 1/2, we get a = 0 in (53). By using the fact that D(e 1 ) = 0, we do a similar computation on D(e 1 * e 4 ) to get b = 0. We summarize our results:
2.7. Case G. By Lemma 1 and (3), we have the following results: 
By comparing coefficients of e 1 , e 3 on both sides of (54) and (55),
Since p 23,2 = 1/2, p 23,3 = 1/2, we get a = b = 0 by (56), (57). So, D(e 2 ) = 0. By comparing coefficients of e 2 , e 4 on both sides of (54) and (55) 
By comparing coefficients of e 3 , e 4 on both sides of (62) and (63),
Since p 23,3 = 1/2, p 24,4 = 1/2, h = 0 and f + g = 0 by (64), (65). We update the form of the derivation D as follows:
We compute D(e 1 * e 3 ) in two ways. First,
By comparing coefficients of e 3 on both sides of (66), (67),
Since p 23,2 = 1/2, we get f = 0 in (68). So, the derivation D is essentially the same as the derivations appeared in Case A. We summarize our results:
If D is non-trivial (one of c and e is non-zero), then p 23,2 = p 24,2 and p 23,3 = p 24,4 . By Lemma 1 and (3) , we have the following results: 
Case H.
We compute D(e 1 * e 2 ) in two ways. First,
Alternatively, 
By comparing coefficients of e 1 in (69) and (70), we get
Since p 13,1 = 1/2, we get c + d = 0. By comparing coefficients of e 2 in (69) and (70), we get
Since p 24,2 = 1/2, we get a + b = 0. We do similar computations on D(e 3 * e 4 ) to get e = 0 and g = 0. Then, the derivation D is in the form:
By comparing coefficients of e 1 and e 2 in (71) and (72), we get
Since p 13,1 = 1/2, we get a = f = 0 by (73) and (74). We do similar computations on D(e 2 * e 4 ) to get c = h = 0. We summarize our results: 
By comparing coefficients of e 1 , e 2 , e 3 on both sides of (75) and (76), we get
Since p 24,2 = 1/2, we know that d = i = −j and e = 0 by (77), (78), (79) . The derivation D is in the following form:
We compute D(e 2 * e 3 ) in two ways. First,
By comparing coefficients of e 2 on both sides of (80) and (81), we get
Since p 24,2 = 1/2, we get f + g + h = 0 by (82). We do a similar computation on D(e 1 * e 2 ) to get a + b + c = 0. We update the form of the derivation D as follows:
We compute D(e 1 * e 4 ) in two ways. First, 
By comparing coefficients of e 2 on both sides of (83) and ( for some constants a, b. It means that △ I is defined by △ I (e 1 ) = a(e 1 − e 2 ), △ I (e 2 ) = b(e 1 − e 2 ), △ I (e 3 ) = △ I (e 4 ) = 0.
One easily verify that △ I (e i * e j ) = e i * △ I (e j ) + e j * △ I (e i ) for all i, j ∈ [4] and hence △ I is a derivation. For the remaining cases, we deduce that any local derivation must be a derivation by similar reasoning as in Case I.
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