Abstract. In the framework of the Gross-Pitaevskii approach, we have considered the interacting Bose gas in a one-dimensional bounded domain and have found two phonon dispersion curves. One curve coincides with the well-known Bogolyubov onē
Introduction
The first models of weakly interacting Bose gas (WIBG) were constructed by Bogolyubov [1] and by Bogolyubov and Zubarev [2] . The phonon dispersion curve for WIBG was also reproduced in the Gross-Pitaevskii approach [3, 4, 5, 6] . After the obtaining of a condensate of dilute gases in magnetic traps, WIBG was intensively studied for two decades. However, one unusual important property was not noticed, to our knowledge. It is related to the influence of boundaries on the dispersion law.
Bogolyubov dispersion law was obtained for cyclic boundary conditions (BCs). With regard for the boundaries and the field of a trap, the dispersion law for small k was deduced in works [7, 8, 9] , and it agrees approximately with experiments [10, 11] . The problem concerning the dispersion law for a uniform Bose gas in a vessel was recently studied [12] within the approach with complete N-particle wave functions. It turned out that the consideration of the boundaries leads to the appearance of a new dispersion law corresponding to a less ground-state energy. This means that, for some systems, the transition to the thermodynamic limit is erroneous in the meaning that the solutions in the limit N, V → ∞, N/V = const differ for a closed system and a system with boundaries. In order to understand and to verify this result, it is necessary to study the problem within different methods. At present, a huge number of works devoted to the study of Bose gases in traps appears. Their theory is based on the Gross-Pitaevskii approach. The study of a role of the boundaries within this approach seems to be of interest and importance. The present work considers the influence of the boundaries on the dispersion law of a uniform Bose gas (without the field of a trap). According to the results presented below, the consideration of boundaries involves two solutions for the dispersion law: traditional Bogolyubov solution and a new one corresponding to [12] . This new solution was not found earlier, because the analysis was performed with periodic BCs or the boundaries were taken into account, but the real nonpoint interatomic interaction was replaced by the point one. According to the below-given analysis, the new solution for the dispersion law appears only at a nonpoint interaction.
Solutions of the Gross equation
For simplicity, we restrict ourselves by the one-dimensional (1D) case. The well-known theorems [13, 14, 15, 16] forbid the existence of a condensate in the 1D and 2D cases at T > 0. This prohibition is valid for infinite systems. However, all systems in the Nature are finite. It is sometimes neglected this circumstance and considered that the prohibition is true for the finite systems as well. But this is not quite right: for the finite systems with nonpoint interaction, the condensate is probably permitted in 1D at very small but finite T (see Appendix). Even if the condensate would not be present, we would consider the Gross equation in the 1D case formally, not identifying Ψ(x, t) with the condensate; the effect obtained below is related to boundaries, rather than to the dimension. Therefore, this effect must be present in the 3D case, where the condensate is surely present.
We now pass to the solution of the problem. Consider WIBG in a vessel without external fields. We will base our analysis on the general Gross equation [3, 6] ih ∂Ψ(x, t) ∂t
with the normalization
where N is the total number of particles. If we replace the interatomic potential U(|x−x ′ |) by a point one U 0 δ(x−x ′ ), then the Gross equation (1) transits in the GrossPitaevskii equation [4, 5, 6] . The Gross equation can be deduced from the Schrödinger N-particle equation in the mean-field approximation [6] or from the Heisenberg operator equation [3] . In both cases, one can understand Ψ(x, t) as the wave function (WF) of an nonuniform condensate.
Let the field created by the vessel be as follows:
For such a potential of walls, the WF of the system changes sharply its behavior at x = ±L/2. Therefore, the solution for Ψ(x, t) should be sought separately inside and outside the vessel. Then these solutions must be sewed together. Below, we will find the solution inside the vessel and consider the limitations imposed by the sewing conditions. In the ground state, the condensate is described by the WF
which satisfies the equation
The condensate is uniform in the whole volume, except for the narrow domains near the walls. Its concentration n(x) = R 2 (x) ≡ n 0 (x). In the presence of small oscillations, we have R(x) = R 0 (x) + δR(x) and n = n 0 (x) +ñ 0 (x, t), S = −Et + s 0 (x, t).
Let R, n and S in (4), (6) be real. Then relations (1)-(6) yield the equations for small n 0 (x, t) and s 0 (x, t) (which should be also real):
To simplify the equations, we neglect the inhomogeneity of R 0 (x) near the walls, by setting ∇n 0 = 0 and ∇R 0 = 0. Since ∇n 0 and ∇R 0 are considerably different from zero only at a distance of the order of the mean interatomic one from the wall, we may expect that the consideration of the inhomogeneity of R 0 (x) near the wall will affect only the solution for the ground state, but not the dispersion law, since the latter is a bulk property. In addition, work [12] presents the calculation of the total N-particle WF of a system (describing the condensate atoms and non-condensate ones) under the zero BCs and shows that the consideration of the inhomogeneity of the WF near the wall leads to the insignificant (∼ 1/N) corrections to the dispersion law.
In addition, we consider oscillations of the density and the phase so weak that their smallness exceeds the smallness of the potential. Then we can restrict ourselves by the linear approximation. Thus, we obtain [6] :
Since only the standing waves can be stationary states in the presence of boundaries, we seek the solutions in the form
Substituting these functions in Eqs. (9) and (10) and separating the variables, we obtain
The solution of Eqs. (12) and (13) can be written as
in the real form or
in the complex form. The real values ofñ 0 (x, t) and s 0 (x, t) are obtained only for solution (16) , (17) , which will be used in what follows. Then the equations forñ(x) and s(x) take the form
These are two basic equations under study. They are rather simple, but it turns out not very easy to solve them. Let try to seek a solution as a single harmonic:
Under periodic BCs, the potential can be expanded in a Fourier series
where x = x 1 − x 2 , and j runs all integers. In this case, the potential under periodic BCs reads
since one particle acts on another one from two sides. We note that relation (23) contains namely U 1 (x), rather than U(x). Formulas (22), (23) follow from those of the Fourieranalysis, if we consider that the argument of the function U(
or (ii) x 1 and x 2 independently (the derivation is given in [17] ). In the thermodynamic limit, the addition (24) is usually omitted. Substituting (21) and (22) in (19) and (20), we obtain the Bogolyubov dispersion law
If we will try to solve similarly the problem with regard for boundaries, we will fail. One of the key points at the consideration of a system with boundaries is the expansion of the potential U(|x 1 − x 2 |) in a Fourier series. The expansion can be carried out in three different ways depending on the argument of the function: as the argument, we can consider 1) x 1 − x 2 , or 2) |x 1 − x 2 |, or 3) x 1 and x 2 (as independent arguments). Thus, we obtain three expansions, each of which reproduces exactly the function on the entire interval under consideration
. If we take |x 1 − x 2 | as an argument, then the modulus enters the exponent of the exponential function, and such series cannot be used in the analysis. If x 1 and x 2 are independent arguments, we obtain the double Fourier series, which is difficult for applications. Therefore, we will expand in a series, by taking x 1 − x 2 as an argument. In this case, we have
By the standard rules of the Fourier-analysis, the expansion reads
with ν(k) (23) and integers j. For a system with boundaries, relation (24) is replaced by
In addition to three indicated expansions, the infinite number of unphysical expansions can be written, which are proper, but are difficult in applications. For example, we can set x 1 − x 2 = x 1 + x 2 − 2x 2 and consider x 1 + x 2 and 2x 2 as independent arguments. We omit these expansions. The expansions for periodic and zero BCs were analyzed in [17] in detail.
How exactly the expansions restore the potential can be easily seen by a simple example of the expansion of the potential of "semitransparent balls"
For this potential, series (23), (26), (27) gives
and reproduces (28) exactly in the required domain
The standard expansion (23), (22) , (27) of potential (28) takes the form
and yields in the issue the function
This expansion reproduces initial potential not quite correctly, by adding to the initial potential its "image," which is the same potential at the end of the interval, just at ]L − a < x ≤ L]. The reason is simple: the expansion is valid for periodic BCs and, therefore, reproduces not
Thus, while considering the boundaries, it is necessary to take the exact series (23), (26) instead of the traditional expansion (23), (22) .
Under periodic BCs, the integral dx (20) is reduced to one harmonic. But, in the presence of boundaries, we have, with regard for (26),
where j, j 2 run all integers. The integral becomes separated into the sum of the initial 2l-mode and many odd modes. Therefore, the solution should be sought as a sum of many harmonics. As it will be seen, there exist two solutions.
First solution
To obtain it, we represent the functionsñ(x) and s(x) in the form of expansions in the full collection of "even" exponents
where k 2l = 2πl/L. Substitute these series in Eqs. (19) , (20) with regard for (26). We note that the exponents e ik 2l x are independent basis functions. Therefore, the equations for the coefficients a 2l and b 2l and the frequency ω can be obtained, if the sums of coefficients of each of the exponent e ik 2l x are set to zero. Thus, relation (19) yields
In view of (20) and (34), we obtain
where j and l are integers. Using the expansion
(p are integers), we reduce the last sum in (35) to a sum of the form l e ik 2l x B l . Then we gather and equal the coefficients of the functions e ik 2l x in (35) to zero. In this way, we obtain the equations
Since
Eqs. (38) and (39) can be written in the simpler form:
After the substitution
Eq. (43) becomes
where j and p are integers. We now take into account that, at any integer l,
where j are integers (j = 0, ±1, ±2, . . .). At large N, the function ǫ 2 2l (q 2j+1 ) varies slightly, if l is changed by 1. The main contribution to sum (46) is made by terms with 2j = 2l ± 1 and the nearest ones. Therefore, with a high accuracy, we havẽ
Let us separate the term with p = l in the sum in (45). Then, with regard for (47), we obtain the infinite system of linear homogeneous equations for the coefficientsȃ 2p :
The system has a solution, if its determinant is equal to zero. This condition yields the system of equations for ω 2 . Since ω 2 stands only at the diagonal elements of the matrix, every k 2l corresponds to a single solution ω 2 . In other words, the number of frequencies ω 2 is equal to that of wave vectors k 2l , and the dependence ω 2 (k 2l ) sets a dispersion curve. If several collections of solutions {ȃ 2p } exist, then we may have several dispersion curves.
By changing the sign of l and those of (2j + 1) and p, we obtain from (48):
Eqs. (48), (49) imply thatȃ 2p must satisfy the relation
for all p. These are two different classes of solutions. With regard for (50) and (51), Eq. (48) is reduced tȏ
where l, p = 1, 2, 3, . . ., j = 0, ±1, ±2, . . .. By excluding the term with p = l from the sum in (45), the sum contains only the terms with alternating denominators. This favors the smallness of the sum, since
for integer p and l. These properties allows us to find the following method of solution of Eq. (52). We assume that the dispersion lawh 2 ω 2 (k 2l 0 ) is known. Let the frequency correspond to the wave vector k 2l 0 :
. From the system of equations (52), we findȃ 2l =2l 0 as functions ofȃ 2l 0 and ω 2 and then substitute thesȇ a 2l in Eq. (52) with l = l 0 ; in it,ȃ 2l 0 is canceled, and we obtain the equation for the frequency ω 2 (2l 0 ). Eq. (52) yields
The quantity A 2l (2l 0 ) is sought by perturbation theory:
The idea consists in the following. Since the frequency corresponds to k 2l 0 , we consider the harmonic 2l 0 to be principal and separate it in the sum in (52), by assuming that the contribution of the other harmonics (with p = l 0 ) to the sum is small. In this case, A 2l can be represented in the form (56) as the sum A 0 2l (57) and a small correction δA 2l (58). This is true if, for all l and l 0 ,
For l = l 0 , (52) yields the equation for the frequency:
If (59) is valid, we have
According to (58),
. This result and the structure δE
It is difficult to analyze analytically the equations obtained, but the numerical analysis is rather simple. For He 4 atoms, the numerical analysis indicates that condition (59) is satisfied if U 0 a/R < ∼ 1 K at z = −1 and U 0 a/R < ∼ 0.1 K at z = 1, which coincides with the Bogolyubov criterion [1] : U 0 a/R ≪h 2 /(2ma 2 ) (in the 1D case), because a ≈ 2Å andh 2 /(2ma 2 ) ≈ 2 K for He 4 atoms. Here, U 0 is the height of the potential barrier, a is the width, andR is the mean interatomic distance. In the numerical analysis, we use a simple potential
Let us consider Eq. (60). If we represent ǫ
we find numerically that
far from the zeros of the function ǫ 
with q (64). The numerical analysis indicates that |δA 2l 0 (2l 0 )/ȃ 2l 0 | ≪ 1 and |q(2l 0 )| ≪ 1 for z = 1 and z = −1. Finally, we obtain
It is the famous Bogolyubov formula (25). We see that its derivation under the consideration of boundaries is much more complicated than that under periodic BCs.
In the numerical analysis, we usedh 2 ω 2 (68) with q as a free parameter. We varied it from -10 to 10 and compared with the theoretical q (64). The solution is such q, for which the theoretical q (64) is equal to a free one. We obtained q = 0 ± 0.001 for N ≥ 100 and for the maximum values of l, j, p ≥ 100. If N, l, j, p increase, the results do not change noticeably. On the whole, q is very reliably determined.
Second solution
While obtaining the first solution, we expanded the odd harmonics arising in Eq. (35) in the even ones in order to reduce all terms to the independent basis functions described by even harmonics. Such method leads to a definite combination of harmonics and to a certain dispersion law. But we can obtain another combination of harmonics, which is also a solution. To make it, it is necessary that all harmonics arising in the equation be in the starting expansion of the functionsñ(x) and s(x). Then the mutual compensation occurs for other collection of harmonics, and we may obtain a new dispersion law. The physical motivation is simple. The system admits standing waves with k = (2j + 1)π/L and k = 2jπ/L. They are independent physically, and it is possible to attain their mathematical independence. For this purpose, we representñ(x) and s(x) as the sum of two functions, where the first function is expanded in even harmonics e ik 2l x and the second function is expanded in odd ones e ik 2j+1 x :
here l and j run all integers. We emphasize that the method of receiving of solution 2 differs from that for solution 1 only by this representation. The rest things will be made in the same way as for solution 1.
The both collections of exponents e ik 2l x and e ik 2j+1 x are complete sets of orthogonal basis functions. We substitute these formulas in Eqs. (19) , (20) , (26). The integral in (20) gives the sum of even and odd harmonics. We do not expand them in any other harmonics but gather them with the same harmonics from other terms. Gathering all coefficients of each of the functions e ik 2l x and e ik 2j+1 x , we equate the sums obtained to zero and arrive at the system of equations for the coefficients a n and b n . Relation (19) yields
In view of (72), we obtain from (20):
where l, j = 0, ±1, ±2, . . ., but l = 0. Since
it is convenient to make changes
Then Eqs. (74) and (75) are simplified:
The symmetry of the equations is such that
where z = 1 (the solution A) or z = −1 (the solution B). In view of this, we write (78) and (79) asȃ
where l, j = 0, 1, 2, 3, . . ., but l = 0. Substitutingȃ 2j+1 (82) in the equation forȃ 2l , we obtain the equation only for the even coefficients:
where l, l 2 , j = 0, 1, 2, 3, . . . and l, l 2 = 0. In (83), the term with l 2 = l is separated from the sum and is transferred to the left-hand side. We solve Eq. (83) by perturbation theory described above. We separate the harmonic l = l 0 as the basic one, so that ω 2 = ω 2 (2l 0 ). For l = l 0 , we havȇ
l, l 2 , j = 0, 1, 2, 3, . . . and l, l 2 = 0. For the mode l = l 0 , we obtain the dispersion equationh
Under condition (59), we have
Values of δE (91), it is easy to verify. Therefore, we write
Then the squared frequency (89) reads
The numerical analysis of formulas (84)- (95) indicates that, for He 4 atoms, the perturbation theory works well for U 0 a/R < ∼ 0.001 K. Moreover, the smallness of U 0 is more significant than that of a/R (but this can be related to the fact that, as a/R decreases, it is necessary to sharply increase the maximum values of j, l 2 in the sums, which causes a growth of the error of the method).
We considered the parameter q in (94) to be free and varied it in wide limits. Then we calculated the theoretical q (95). It turns out that, for l 0 > ∼ N, the theoretical q is equal to 1 with high accuracy (|s 1 |, |s 2 | < ∼ 0.01) for any bare q (as for the fictitious solutions, see below). As l 0 decreases to ≃ 0.5N, the theoretical q starts to depend on the bare one. For l 0 < ∼ 0.2N, this dependence becomes strong. The solution is such q, for which the theoretical q coincides with the bare one. Its dependence on l 0 and N for a/R = 1 is given in figure 1 (for a/R ≪ 1, the solutions are similar). As is seen, q = 1 for large l 0 and various N. For small l 0 , q depends strongly on N. For l 0 ∼ 1, q makes oscillations near q = 1, as N increases. For l 0 > ∼ 10, the equality q = 1 holds with high accuracy for all N, i.e., we have the solution
It differs from the Bogolyubov formula by the factor 1/2 of the potential. Though we have found the solution only for k = π2l/L, it is clear from the symmetry of Eqs. (81) and (82) We note that the same dispersion law (96) was obtained with regard for boundaries in more exact approach [12] , where the total N-particle wave functions of a system were calculated. In [12] , the general formula for the Bose gas in a rectangular box of any dimensionality was obtained:
where f is the number of noncyclic coordinates of the system. For f = 1, Eq. (97) passes into (96). Our approach and that in [12] are completely different. But both yield law (96). Hence, it is clear that this law is not an incidental error and must correspond to the physics of a system. In addition, there exist a huge number of fictitious solutions for every l 0 with different q. For them, the denominators in (87) and (88) are close to zero:
withh 2 ω 2 (2l 0 ) (94). They are distorted solutions of the form (96), but with different k. Such q satisfy (94) and (95), but condition (59) is not satisfied for them, i.e., we cannot use (94) and (95). If the denominator in (99) becomes zero, this means that we must choose some other mode with 2l 0 = 2l 2 as the basic one, and we will obtain law (96) for it. The equality of (98) to zero means that the odd mode 2j + 1 is the basic one, Solutions q(l 0 ) for the system of equations (81), (82) and we must solve the equation for odd harmonics (82), by substituting (81) in it. We obtain again (96).
Though the deviation of q from 1 for small l 0 and N is not usually related to fictitious solutions, the fictitious solutions affect noticeably the true solutions for some N (N=3000 and 8700 in figure 1) , by shifting them. This is observed for crosses in figure 1 , for which the nearest fictitious root q ≈ −7.2 from class (98), and for rhombs (q ≃ 3 from class (98)) and for N = 3506 (the curve is similar to that from crosses, but with q(l 0 = 1) ≈ −0.07; here, the fictitious q ≃ 2 is from class (99)). For N > ∼ 10 4 , there exist also many strips of values of N, for which the fictitious root is located closely to 1 and deviates the solution, q, from 1 for l 0 ∼ 1. In this case, the curve E(k) (96) bends at k → 0. As a result, the critical velocity v c = min(E(k)/hk), at which the superfluidity is destroyed, is set by the domain of k → 0 and may be much less than the sound velocity. However, it seems to us that the nonlinearity of E(k) at small k is fictitious and is caused by the inaccuracy of the method. But we cannot surely indicate the origin of the inaccuracy.
For l 0 ≫ 1, no deviations of q from 1 were found. We studied Eq. (83) and system (81), (82) within another method: we determined numerically the modulus of the matrix determinant, by settinḡ
where k is the same for all q eff and is equal to k 0 . The values of q eff , for which the determinant tends to zero, are solutions. The characteristic dependence of the determinant on q eff is shown in figure 2 . The sharp minima of the determinant indicate the roots of the equation. By them, it is possible to reconstruct the required dependence q(k) (figure 3) for various k, making use the formula
It is seen from figure 3 that, for small k, the results are almost independent of k 0 and are close to the above ones determined by perturbation theory. As k increases, the accuracy becomes worse. The method is exact for k in a vicinity of k 0 . In order to obtain exact q for large k, it is necessary to select a large k 0 ≈ k. The advantages of this method are the simplicity, the absence of fictitious solutions (because zero denominators are absent), and the possibility to calculate the frequencies both even and odd harmonics at once, see figure 3 (whereas, by perturbation theory, we must consider even and odd harmonics separately). As a drawback, we mention the absence of analytic formulas for the dispersion law. Thus, the dependence q(k) (figures 1, 3) is reliable, because it has been found within two methods.
In the same way, by calculating a determinant, we have solved the system of equations (52). The solution is identical to that found by perturbation theory: it is given by formula (68) with q = 0 ± 0.001 (for z = ±1).
False solutions
At the substitution of (70) and (71) in Eq. (20) with potential (26), we obtain for example, terms of the form a 2l ν(k 2l )e ik 2l x and a 2j+1 ν(k 2j+1 )e ik 2j+1 x . The former can be presented as
by expanding the even exponential function e ik 2l x in odd ones e ik 2j+1 x . Similarly, we may do with the term a 2j+1 ν(k 2j+1 )e ik 2j+1 x :
Then, instead of (74) and (75), we will obtain another equations, which yield a lot of other dispersion laws. However, they are nonphysical. The presence of many solutions is related to the fact that the frequency is determined from the system of equations, rather than from a single equation. When we expand some harmonic in other ones in each equation, this transformation is equivalent for the equation, but not for a matrix. In the last case, the harmonics are redistributed in a row, and the determinant of the matrix is changed. Hence, the frequencies are changed as well. This is the same as we deform the initial wave packet in an arbitrary way, move its centrum in the k-space, and find the frequency of some distorted packet. This leads to false solutions, and we will not study them.
General properties of solutions
Solution 1 is independent of the initial collection of basis functions: the same equations are obtained, if we expandñ(x) and s(x) in odd exponents e
For solution 2, we have not studied other expansions.
Let us consider the properties of solutions forñ(x) and s(x). For z = 1, solution 1 corresponding to the 2l 0 -mode takes the form 
where l = 1, 2, 3, . . . and j = 0, 1, 2, 3, . . ., and the coefficientsȃ l are given by the formulas (82), (84)- (87), (94), and (95). There, we set δA = 0 andȃ 2l 0 = n 0 . Relations (73), (77) and (80) yield the real b 0 . In figures 6 and 7, we show the values ofȃ l and the functioñ n l 0 (x) (106). For z = 1, the solutions are the same, but cosines of the form cos (αx) in (106) and (107) should be replaced by i sin (αx) with the imaginary unity i. To get rid of the imaginary values, we setȃ l 0 = −in 0 . Since all terms in (106) and (107) are proportional toȃ l 0 , the imaginary unity disappears everywhere. According to (73), (77) The general form of solutions 1 and 2 is as follows: It is shown in the next work [18] that solution 2 is not a superposition of several solutions of Bogolyubov type. That is, solution 2 is a new solution.
Boundary conditions
The above-obtained solutions 1 and 2 describe the wave packets centered at discrete k of the form k wp = πj/L or 2πj/L. They are the solutions for Ψ(x, t) on the interval x ∈ [−L/2, L/2], which are obtained without regard for the sewing of Ψ(x, t) on the boundaries. As usual, the discreteness of k arise due to the sewing. Because our k wp are already discrete, solutions 1 and 2 are valid not for all BCs, i.e., these solutions are not general. For the general solution, k wp must be continuous. For zero BCs, the general solution is studied in the subsequent work [18] . In the present work, we restrict ourselves by the simpler solutions 1 and 2, since they are easy to be studied. We can make it comprehensively within two different methods, which allows us to test the validity of the main result: the existence of two dispersion branches.
Solutions 1 and 2 hold in the case where the barrier height U s is finite, and the number N of atoms is sufficiently large. Indeed, the value of Ψ(x, t) on the wall is nonzero at a finite barrier and is determined by the barrier height and atomic parameters (the interatomic interaction gives only a correction). The quantityñ(x) can be estimated, if we associate a variation in the density to a phonon, by equating the energy Nβx 2 of an elastic wave to the phonon energyhω. We obtain that the amplitude of oscillations of the densityñ(x) is proportional toR/ √ N , if the wave corresponds to a phonon with high k ∼ π/R, and toñ(x) ∼R/N, if the wave corresponds to a phonon with low k ∼ π/L. At sufficiently large N, the amplitude of oscillations is small, and we have |δR(x)| ≪ |Ψ 0 (x, t)| on the wall (sinceñ(x) ≈ 2R 0 δR). In this case, the boundary conditions are satisfied due to Ψ 0 (x, t), and values of δR(x),ñ(x) can be arbitrary. The analogous situation arises in the approach [12] with N-particle wave functions, where the zero BCs are satisfied due to Ψ 0 , so that BCs are free for phonons. The law of quantization of the wave vector k of a phonon is established in [12] from a general reasoning, rather than from the sewing conditions.
Point interaction
We note that, for a system with point interaction, the exact solutions under periodic and zero BCs were determined by Lieb, Liniger [19] and Gaudin [20] , and no influence of boundaries on bulk properties was found. Let us try to understand it, using the harmonic analysis. The effect appears due to the different ways to combine the harmonics and their different "weight". The last circumstance is related to the difference of ν(k) for different k. For point interaction, an interatomic potential has the form of the δ-function. The δ-potential is particular. It is "bad" from the viewpoint of smoothness, but its formal expansion in a Fourier series,
(l are integers), corresponds [21] to the δ-function by its properties. In (109), all ν(k) are identical and equalŨ . Such a Fourier-expansion has no dispersion. Therefore, other combination of harmonics does not lead to a new law ω(k). Indeed, let us return to the Eq. (32). Relations (32), (37), and (41) yield
× cos (πp) cos (πl) (2l − 2j 2 − 1)(2p − 2j 2 − 1)
.
We take the absence of a dispersion into account, ν(k 2j 2 +1 ) =Ũ = ν(0), and separate the term p = j 2 in the sum. − 2j 2 − 1) .
In view of (46) and (54), we obtain
The same result is obtained for periodic BCs for any potential. In other words, for a point interaction, the aperiodic and periodic boundaries give only the Bogolyubov dispersion law. This corresponds to the results [19, 20] by which the energies of a cyclic system and a system with boundaries coincide (with a negligibly small difference). Thus, our new solution is not missed in the analysis [20] (which is made for the zero BCs), since such solution is simply absent at the point interaction. However, the interactions are nonpoint in the Nature, and our solutions hold for a nonpoint interaction.
Experimental verification
The possibilities of an experimental verification are discussed in [12, 18] . In brief, the picture is the following. Gases in traps are strongly localized, and the different solutions are valid for them; apparently [18] , they cannot help to observe the new solution. No uniform 1D Bose gas is obtained in laboratories. To experimentally elucidate which of the solutions (the new one (97) or Bogolyubov one) is realized in the Nature, we can study two-dimensional films of He II. One need to compare the properties of rarefied 2D films of He II (one atomic layer in thickness) on the surface of a torus, a cut torus, and on a plane surface with boundaries. If solution (97) is realized, then the cutting of a torus covered by a film of He II must cause the rearrangement of the eigenmodes and, as a consequence, a jump of the temperature of He II by △T ∼ T [12] .
Conclusion
We have shown that, under the consideration of boundaries, the Gross equation has two solutions for the phonon dispersion curve: the Bogolyubov solution and a new one with a factor of 1/2 of the potential. Both dispersion laws correspond to the same ground state. Most probably, a single solution is realized in the Nature. Therefore, one of the dispersion branches must be unstable. In work [22] , the Gross-Pitaevskii equation was solved for a vortex ring, and two dispersion branches were also obtained. The upper branch turns out unstable. We have not studied the stability of the curves. Since the new curve corresponds to a lower energy, this curve should probably be stable. Why do the boundaries cause the appearance of a new mode, which is the main reason for the effect? It is not easy to clearly explain it. The reason is related to the topology, namely to the difference in the collections of bulk eigenharmonics for closed and open systems (see [12] for details). Moreover, two curves should correspond to two different ways to the diagonalization of a Hamiltonian. From the viewpoint of the Gross equation, which we solved, the effect is related to the interaction in the integral of harmonics from a wave package of the oscillatory mode with harmonics of the expansion of the potential. The boundaries affect it indirectly: they modulate both collections of harmonics and set a step △k = πj/L (instead of △k = 2πj/L under periodic BCs). The interaction of harmonics at such step leads to a new mode. We cannot explain it more clearly.
In the following work [18] , we will find the dispersion laws at the fixation of zero BCs.
