Examining residuals, such as Pearson and deviance residuals, is a primary method to identify the discrepancies between models and data and to assess the overall goodness-of-fit of a model. In normal linear regression, both of these residuals coincide and are normally distributed; however, in non-normal regression models, the residuals are far from normality, with residuals aligning nearly parallel curves according to distinct response values, which imposes great challenges for visual inspection. Randomized quantile residual was proposed in the literature to circumvent the abovementioned problems in traditional residuals. However, this approach has not gained deserved awareness and attention, partly due to the lack of extensive empirical studies to investigate its performance. Therefore, we demonstrate the normality of the randomized quantile residual when the fitted model is true and compare its performance with the traditional residuals through a series of simulation studies. Our simulation studies show that randomized quantile residual has a unified normal distribution under the true model, and has great statistical power in detecting many forms of model inadequacies. We illustrate the use of randomized quantile residual in assessing goodnessof-fit of non-normal regression models in a health care utilization study.
Introduction
Examining residuals is a primary tool for identifying the discrepancies between models and data in order to suggest directions (e.g., considering non-linear effects, overdispersion, zero-inflation) to improve a considered model, and also to check the overall model goodness-of-fit (GOF) and model adequacy. Residuals are also used to identify the observations that are not accommodated by a model. Pearson and deviance residuals have been often used for diagnosis of generalized linear models (GLM). 1, 2 Pearson residual is defined as the standardized distance between an observed and expected response directly. Deviance residual is defined as signed square root of the individual contribution to the deviance of the model, which is the difference between log-likelihood of the fitted model and the saturated model.
In normal regression, Pearson and deviance residuals coincide and are normally distributed under the true model and can be standardized to have unit variance. 1, 2 To assess the model fit, these residuals are commonly plotted against each continuous explanatory variable and fitted values, as well as compared against the standard normal distribution, which is the reference distribution under the true model. The χ 2 test statistic, defined as the sum squares of the residuals, is often used to check the overall GOF of a normal regression model. The null distribution of χ 2 statistic was proved to be a χ 2 with n − p degrees of freedom (denoted by χ 2 n−p ), where n denotes the number of observations and p denotes the number of parameters under the true model. 1, 2 However, in non-normal regression, such as logistic or Poisson regressions, both Pearson and deviance residuals may be far from normality. In particular, in modelling discrete outcome variables with a small number of distinct values or when the number of observations for each covariate pattern are small, Pearson and deviance residuals may form nearly parallel curves due to the discreteness, yielding little meaningful information for model diagnosis. For such cases, it is difficult to visualize and interpret Pearson and deviance residuals, because there is not a unified reference distribution like the standard normal to compare against. 3 For checking GOF, the χ 2 tests with χ 2 n−p as the null distributions are widely used in non-normal regression too. However, this GOF test is poorly calibrated in models for discrete outcome variables, that is, χ 2 n−p is not good at approximating the true null sampling distribution of χ 2 statistic 1, 2, 3 except for the situations where the non-normal distribution is indeed close to normal (e.g. Poisson/Gamma with large means). Despite the lack of theoretical asymptotic justifications for general non-normal regression, 2, 4 these diagnostic tool are still commonly used for checking model fit in practice, which may lead to misleading conclusions.
In a short communication paper, Dunn and Smyth 5 introduced randomized quantile residual, which was shown to follow a standard normal distribution under the true model (when the parameters are known). The key idea of the randomized quantile residual is to randomize the lower tail probability (i.e., value of cumulative distribution function (CDF), also called predictive p-value) into a uniform random number between the discontinuity gap of CDF. Randomized quantile residual can be easily computed, as it only requires inverting the fitted CDF for each observed y i and finding the corresponding standard normal quantile. This makes calculation of randomized quantile residual much easier and unified for all models compared to deviance residual, which requires a saturated model that is often challenging to define in a complex model. Despite its appeal, randomized quantile residual has not been widely embraced as a standard model diagnostic tool for regression models. At the time of writing, in the very comprehensive google scholar database, randomized quantile residual has only received 317 citations (≈15 citations/year), most of which only mention it as a relevant work; particularly, it has not been included in a textbook on regression modelling; it has been only used in a small number of statistical packages. 6, 7, 8 The lack of awareness and application of this method may be due to two reasons: (1) the definition of randomized quantile residual is more implicit than Pearson and deviance residuals; hence, many statistical practitioners cannot grasp it at a quick glance; (2) the research on this topic has so far not provided an extensive empirical and theoretical studies to investigate the statistical performance of randomize quantile residual.
The purpose of this article is to increase the visibility of randomized quantile residual in many statistical application areas. We use extensive simulation studies to demonstrate that under any true model, randomized residual quantiles are normal distributed, and the overall GOF test by applying normality test (rather than χ 2 test) to randomized quantile residuals are well-calibrated (having accurate null distribution). Furthermore, we show that randomized quantile residual is an omnibus diagnostic tool, with great power in detecting many kinds of model inadequacy, including non-linearity, zero-inflation, and overdispersion; capturing these data features have been of interest in a wide array of big datasets collected in many contemporary statistical application areas. 9, 10, 11, 12, 13 In addition, randomized quantile residual is closely related to the predictive p-value that is used to check hierarchical Bayesian models for datasets with complex structure. For continuous outcome variable, the predictive p-value is defined as the lower or upper tail probability; for discrete outcome variable, the predictive p-value is typically defined as the middle point of the discontinuity gap of CDF.
14, 15, 16, 17 Instead of using fixed middle point in the CDF gap, a randomized predictive p-value can be defined as uniformly distributed random number between the CDF gap. Randomized quantile residual is just the standard normal quantile corresponding to a randomized predictive p-value. Therefore, randomized quantile residual can be applied for checking GOF of hierarchical Bayesian models. Considering the unification in computing and interpretation of randomized quantile residual, and its capability in detecting many kinds of model inadequacy in many models, randomized quantile residual is an excellent model diagnostic tool for statistical modelling that can play an extremely important role in many contemporary statistical application areas.
In the remaining of this article, we review the traditional residuals in Section 2. We discuss how the Pearson and deviance residuals fail to provide useful information for detecting inadequacy of a non-normal model due to the lack of a unified reference distribution under the true model. Then, we define the randomized quantile residual in Section 3 and theoretically show that randomized quantile residual follows a standard normal distribution under the true model apart from sampling variability in the estimated parameters. In Section 4, simulation studies are conducted to demonstrate that randomized quantile residual has universal normality under the true model and great power in detecting many forms of model inadequacies. In Section 5, we demonstrate the advantage of the randomized quantile residual in assessing goodness-of-fit of non-normal regression models in a health care utilization study. Concluding remarks are given in Section 6.
Review of Traditional Residuals

Common Non-Normal Regression Models
Generalized Linear Model:
The GLM framework 1 generalizes the ordinary linear regression allowing the response variable following a non-normal distribution, such as Poisson and Gamma, etc. All these distributions belong to a broad family, called exponential dispersion family, having the probability density function (PDF) or probability mass function (PMF) of the form:
for some functions a(·), b(·), and c(·). The parameters θ i and φ are called natural parameter and dispersion parameter, respectively. In GLM, a link function is used to connect the expected value of the response variable to a linear combination of the covariates and regression parameters as,
where µ i = E(y i |x i ), the conditional mean of y i , i = 1, · · · , n. If g maps the mean to the natural parameter, i.e. g(µ i ) = θ i , then it is called the canonical link. One advantage of the exponential dispersion family is that it satisfies some regularity conditions (such as differentiation passing under an integral sign), which enables us to calculate expected value and variance of random component easily.
Zero-Inflated Model:
In practice, very often, we have excessive zeros in count data, which might not be captured by a conventional Poisson or negative binomial (NB) model. Such data are usually referred to as zero-inflated data. One popular approach to model such data is to use the mixture of degenerate zeros from the non-risk group (structural zeros) and responses (random zeros or positive outcomes) from the at-risk group, 18 such as the zero-inflated Poisson (ZIP) model, which has been applied to a wide range of studies. 19, 20, 21, 22, 23 The zero-inflated Poisson response variable with parameters λ i and p i , denoted by ZIP (λ i , p i ), is defined as:
with probability p i Poisson(λ i ) with probability 1 − p i ,
where λ i is the mean of the Poisson component and p i is the probability of belonging to the structural zeros component for the ith observation. Let dzip(y i ; λ i , p i ) denote the PMF of the ZIP distribution with the unconditional probability distribution written as, dzip(y i = 0) = p i + (1 − p i )e −λi (4) dzip(y i = j) = (1 − p i ) e −λi λ j i j! , j = 1, 2, · · · .
The CDF, denoted by pzip(y i ; λ i , p i ), is then derived as
where ppois(J, λ i ) denotes the CDF of a Poisson distribution. The mean and variance of a ZIP random variable can be derived as,
According to (7) and (8) , V (y i ) > E(y i ), so ZIP is another form of overdispersed Poisson. Note that ZIP distribution does not belong to the exponential dispersion family. Also, the explanatory variables describing the λ i do not need to be the same as those describing p i . With explanatory variables, the ZIP model can be written as: logit(p i ) = z i γ and log(λ i ) = x i β,
where z i and x i are vectors of explanatory variables for p i and λ i with γ and β corresponding to their parameter vectors, respectively. Zero-inflated negative binomial (ZINB) can be defined analogously. 24 
Pearson Residuals
Pearson residual is the most commonly used measure of goodness of fit, which is defined as raw residual scaled by the estimated standard deviation of the response variable,
whereμ i is the fitted value of y i and V (y i ) is the estimation of variance of y i . Specifying the Pearson residuals for different models, as discussed in Section 2.1, is straightforward, with some common ones presented in Table 1 . Table 1 . Pearson residuals for some commonly used non-normal regression models.
Model Pearson Residuals
Poisson r i = yi−μi √μ 
Deviance Residuals
Let l(y; µ) be the log-likelihood function. A saturated model 1, 24 is one in which there are as many estimated parameters as data points. By definition, this will lead to a perfect fit and has the highest loglikelihood among all models. For example, one can easily show that for Poisson, negative binomial, and Gamma regressions, l(y, y) is the highest achievable log-likelihood and so it is the likelihood for the corresponding saturated model.
Scaled deviance is defined as twice the difference between log-likelihood for the saturated and fitted models. Symbolically, let l (y;μ) and l (y;μ) denote the log-likelihood for the saturated and the fitted models, respectively, then the scaled deviance is, 2 {l (y;μ) − l (y;μ)} .
For exponential dispersion family, this has the form of
where˜andˆdenote the parameters in the saturated and fitted models, respectively. In GLM, usually a(φ) = φ ωi for a known weight ω i , so the likelihood ratio statistic is
The statistics D * (y;μ) and D (y;μ) are called scaled deviance and deviance, respectively, and are used as a goodness-of-fit (GOF) test. The deviance residual for the ith observation is defined as signed square root of the corresponding component of D (y;μ), i.e.
However, it is sometimes challenging to define deviance residuals, particularly, when the model is complex, in which case it is not easy to find the saturated model. For example, for ZIP, it can be shown that Poisson(y i ) is the saturated model. 25 Hence, the deviance residual for ZIP is defined as the signed square root of the likelihood ratio between the fitted model (zero-inflated Poisson) and the saturated model (Poisson). Table 2 summarizes the deviance residuals for some commonly used non-normal regression models. Table 2 . Deviance residuals for some commonly used non-normal regression models.
Model
Deviance 
Problems with Traditional Residuals
For a normal linear regression model, the Pearson and deviance residuals are identical and they are exactly normal under the true model and can be standardized to have unit variance. However, the standardized Pearson and deviance residuals usually have variance less than 1, since the true mean µ i is typically unknown, so the fitted meanμ i is used instead to compare with y i . Hence, their distribution is often skewed and non-normally distributed. 26, 1 It is argued that deviance residual is more normal than Pearson residual, and if φ/µ i → 0 both Pearson and deviance converge to normal; however, when φ/µ i is large enough, neither of them follow a normal distribution, and the mean and standard deviation for deviance residuals are not necessarily 0 and 1, even when the true values of µ i are chosen. 26, 5 In regression models for discrete outcomes, the residuals are far from normality, with residuals aligning nearly parallel curves according to distinct response values (see the examples given in Section 4), which poses great challenges for visual inspection. Therefore, residual plots for the diagnosis of models for discrete outcome variables give very limited meaningful information for model diagnosis, which renders it of no practical use.
The overall GOF test using χ 2 test applied to the Pearson and deviance residuals are often used to assess the overall adequacy of a fitted model. 1 The Pearson χ 2 statistic is written as,
, and the deviance (χ 2 statistic) is written as,
. The asymptotic distribution of D and X 2 under the true model is often assumed to be χ 2 n−p , where n is the sample size and p is the number of parameters. However, the use of this asymptotic distribution for both X 2 and D appears lack of theoretical underpinning. In justifying a χ 2 distribution as an asymptotic distribution for Pearson's GOF test, the number of sum squares must be fixed as the sample size n tends to infinity; this obviously does not occur in X 2 where the number of sum squares tends to infinity as the sample size (n) tends to infinity; see more discussions in. 2 To remedy this deficiency, in the context of a logistic regression, Hosmer and Lemeshow 27 proposed a method by grouping the predicted probabilities into small number of intervals so that the number of cells is fixed, and the expected number of observations each interval is not small. However, the value of the test statistic may depend on the number of chosen groups. 28, 29 The general theory (Wilk's theorem) for likelihood ratio test (LRT) is often used to justify the χ 2 n−p as the asymptotic distribution for the deviance D. However, this argument seems bogus too, 4 since the argument for using χ 2 as an asymptotic distribution for LRT relies on that numbers of parameters in two nested models are fixed when sample size (n) tends to infinity; obviously the number of parameters in saturated models (n) tends to infinity as n tends to infinity. The approximations are also found to be poor in our empirical studies; see Section 4.
Other overall GOF tests 30, 31, 32 have been proposed in the literature, but research has shown fundamental dilemma of all goodness-of-fit tests remains. 33 In the context of Poisson or negative binomial regressions, few alternatives are available to examine the overall GOF fit. Therefore, assessing the overall GOF of non-normal regression is still a daunting task.
Randomized Quantile Residual
Definition of Randomized Quantile Residual
Randomized quantile residual was defined by Dunn and Smyth 5 in a short communication paper. When a response variable is continuous, a residual can be defined as the standard normal quantile by inverting the lower tail probability (i.e., CDF) of each response observation. The defined residuals can be called quantile residuals. A normal probability plot of the quantile residuals can confirm the assumption of the true model. When a response is discrete, the corresponding tail probabilities are discrete. Therefore, we draw a random "probability" between two consecutive tail probabilities to find a standard normal quantile. This yields randomized quantile residuals.
To be more specific, suppose we consider fitting a regression model with F (y i ; µ i , φ) denoting the CDF for a response variable y i given a set of covariates x i , where µ i is typically a function of x i , for example the conditional mean of y i , whereas φ does not depend on x i , for example dispersion parameter. Let d(y i ; µ i , φ) be the corresponding PMF of F (y i ; µ i , φ). Note that d(y i ; µ i , φ) = 0 when F (y i ; µ i , φ) is continuous at y i . If F is continuous, then the F (y i ; µ i , φ) are uniformly distributed between 0 and 1. In this case, the quantile residuals 5 are defined by q i = Φ −1 (F (y i ;μ i ,φ)),
where Φ −1 is the quantile function of a standard normal distribution. If F is discrete, the estimated lower tail probability is randomized into a uniform random number, which is defined as a function with a random number u i from uniform distribution on (0, 1] as an additional argument,
where F (y i −;μ i ,φ) is the lower limit of F at y i , i.e., sup y<yi F (y;μ i ,φ), the lower limit in the "gap" of F (·,μ i ,φ) at y i . Here we use right close interval for u i only for mathematical convenient in our proof, which does not have practical implication. An alternative way to define the randomized lower tail probability as a uniform random number between a = sup y<yi F (y;μ i ,φ) and b = F (y i ;μ i ,φ). 5 The F * in (16) is closely related to the predictive p-values used for checking Bayesian models for discrete observations, 14, 15, 16, 17 in which the u i is chosen as 0.5 rather than a uniform random number. We note that with u i = 0.5, the predictive p-values as a function of random variables y i 's are still discrete random variables when y i 's are discrete, which cannot have uniform distribution in theory, although they appear uniform under the true model when the number of unique values of y i is large. 17 Randomized quantile residual for y i is the standard normal quantile corresponding to the random lower tail probability with µ i and φ estimated from the sample,
where Φ −1 is the quantile function of a standard normal distribution, and u i is a random number uniformly distributed on (0, 1]. F * (y i ; µ i , φ, u i ) can be converted to any other standard distribution as above. The normal distribution is chosen because most people are familiar with normal random variates very well with the so-called "empirical rules".
The randomized quantile residual can be widely applied to any regression model for scalar y i provided that one can compute the CDF and PMF of the considered model. Table 3 lists the randomized quantile residuals for the Poisson, negative binomial, Gamma, and ZIP regression models, respectively, where ppois, pnbinom, pgamma and pzip denote the respective CDFs and dpois, dnbinom and dzip denote the respective PMFs.
Note that when y i is discrete, the value of randomized quantile residual depends on a random number u i . It is the randomness in u i 's that converts a set of discrete non-randomized residuals into continuous values, so that they can be examined with a unified approach. Although the randomness in u i may produce special pattern in randomized quantile residuals, we note that the chance that the pure random numbers make a visible pattern becomes smaller when sample size n increases. Additionally, the influence of randomness in u i will decrease when the number of possible values of y i becomes larger because the Table 3 . Randomized quantile residuals for some commmonly used non-normal regression models.
Model Randomized Quantile Residuals
Poisson q i = Φ −1 ppois(y i − 1;μ i ) + u i · dpois(y i ;μ i )
Negative Binomial q i = Φ −1 pnbinom(y i − 1;μ i ,k) + u i · dnbinom(y i ;μ i ,k)
PMF at each y i becomes smaller. Nevertheless, as suggested by Dunn and Smyth, 5 multiple realizations of randomized quantile residuals can be produced to ensure that a pattern shown in randomized quantile residuals is not made by the randomness in u i .
Illustrative Examples
In this section, we present two illustrative examples to demonstrate that when the fitted model is the true model, the randomized lower tail probability has a uniform distribution over (0, 1]; whereas under the misspecified model, the randomized lower tail probability is non-uniformly distributed.
Example #1:
Suppose that the true distribution for y i has the following PMF: 
For a dataset generated from d 0 , we expect that a quarter of y i are 0, half of y i are 1, and a quarter of y i are 2. The randomized lower tail probability F * with d 0 as the considered model converts y i = 0 into a uniform random number on (0, 0.25], y i = 1 into a uniform random number on (0.25, 0.75] and y i = 2 into a uniform random number on (0.75, 1]. Overall, the random numbers converted with F * are uniformly distributed on (0, 1]. To illustrate, we simulate a sample of size 1000 from this distribution and compute F * (y i ). As depicted in Figure 1a , F * (y i ) is uniformly distributed between 0 and 1. Now suppose we fit the following wrong model with PMF d 1 to the data generated from d 0 :
Now, if we computeF * (y i ) for this model, all observations that are 0 (around a quarter of data) will be assigned uniformly to the interval (0, 0.1]. All observations that are 1 (around half of data) will be uniformly assigned to the interval (0.1, 0.9], and finally all observations that are 2 (around a quarter of data) will be assigned uniformly to the interval (0.9, 1]. As such, mass of the distribution forF * is concentrated on both left and right tails in comparison to the middle of the data, indicating thatF * is not uniformly distributed ( Figure 1b) . 
Example #2:
To demonstrate the idea of randomized quantile residual in a regression setting with an outcome variable in relation to a covariate of interest, we simulate a response variable of size n = 1000 from a Poisson model with log(µ i ) = −1 + 2sin(2x i ), where µ i is the expected mean count for the ith subject and x i ∼ Uniform(0, 2π), i = 1, · · · , n. To illustrate how the randomized quantile residual can help detect non-linearity of the covariate effect, we fit both the true model and a wrong model -Poisson model with mean structure log(µ i ) = β 0 + β 1 x i with x i as a predictor with linear effect. The CDF of the response variable Y i given x i (under a considered model with parameters estimated with sample) is denoted by F (k|x i ) = P (Y i ≤ k|x i ), for k = 0, 1, · · ·. Figure 2 shows F (k|x i ) as a function of x i , with each coloured line representing a CDF curve associated with a value k. The distance between two curves F (k|x i ) and F (k − 1|x i ) is the "theoretical" (model-based) probability of y i = k given each x i . Using randomized lower tail probabilities F * (y i ;μ i ,φ, u i ), each observed y i is scattered uniformly to a point between the CDF lines associated with k = y i − 1 and k = y i . This randomized scattering of discrete y i facilitates the comparison of the "observed" frequency of y i (fraction of points), and the "theoretical" frequency (distance of two lines). If the "observed" frequency and the "theoretical" frequency agree well, the randomly scattered points of F * (y i ;μ i ,φ, u i ) should be uniformly distributed on (0, 1] in each neighbourhood of x i . Figure 2 depicts that, under the true model, the randomized lower tail probabilities are uniformly distributed on (0, 1] given each x i ; by contrast, under the wrong model, the randomized lower tail probabilities are not uniformly distributed, exhibiting a non-linear trend.
Proof of Normality of Randomized Quantile Residual
In this section, we provide a proof that the randomized quantile residual under the true model follows a standard normal distribution when the true parameters are known. The adequacy of a fitted model can be therefore examined through checking if the randomized quantile residuals follow a standard normal distribution. This unified reference distribution facilitates the diagnosis and goodness-of-fit checking of all regression models. The result is indeed a generalization of the well-known property of CDF for a continuous response variable: An immediate corollary of Theorem 3.1 is that if F (y) is a continuous CDF, and U is uniformly distributed on (0, 1], then F −1 (U ) is distributed with CDF given by F (y). This theorem also leads to the well-known fact that p-value of a test statistic is uniformly distributed between 0 an 1 when the null distribution is true. This property is often used to check the well-calibration of computed p-values. Theorem 3.2. Suppose the true distribution of Y i given X i has the CDF F (y i ; µ i , φ) and PMF d(y i ; µ i , φ), where µ i is a function of X i involving the model parameters. The randomized lower tail probability F * (y i ; µ i , φ, u i ) is defined as F (y i −; µ i , φ) + u i d(y i ; µ i , φ) (16). Suppose U i is uniformly distributed on (0,1]. Then, we have
and
Proof: First, we note that it suffices to prove (20), as (21) is derived based on Theorem 3.1. Second, it is sufficient to prove (20) conditional on X i = x i , as this distribution does not depend on x i , the distribution of q i with x i marginalized away with respect to any distribution for X i is also N (0, 1). Next, we consider that the distribution for Y i is conditional on X i = x i , and omit this condition for clarity.
Suppose all the possible values (with positive mass) for Y i given X i = x i are k (1) , k (2) , . . .. Let's denote P (Y i = k (j) ) = p (j) and F (j) = (F (k (j) −; µ i , φ), F (k (j) ; µ i , φ)]. We note that ∪ ∞ j=1 F (j) = (0, 1], and the sequence of {F (j) |j = 1, 2, . . .} are mutually exclusive. Conditional on Y i = k (j) , F * (Y i ; µ i , φ, U i ) is uniformly distributed on F (j) because U i is uniformly distributed on (0, 1]. Therefore, for any interval B ⊆ (0, 1],
where length(·) is the ordinary length of interval. By the law of total probability, we have
= length(∪
End of proof.
In the above proof, we assume that we exactly know the model parameters in the CDF for y i given x i . In practice, the parameters have to be estimated with sample data. The plugin of estimated parameters may introduce conservatism in lower tail probabilities due to the use of data twice, which means that the lower tail probabilities are more concentrated around 0.5 than uniform distribution on (0,1]; correspondingly, randomized quantile residuals tend to be more likely concentrated around 0 than distributed as N (0, 1). The conservatism is believed to be very small when sample size is much larger than the number of parameters. Our empirical studies also indicate that the conservatism can be largely alleviated in goodness-of-fit checking if we use normality test to check the normality of randomized quantile residuals. The conservatism is more severe if we use χ 2 test to check the overall model goodnessof-fit because the conservatism (bias toward to 0) in each randomized quantile residual can accumulate when we sum their squares. Alternatively, cross-validation may be another good way to eliminate this conservatism. When the additional computation time in cross-validation is affordable, it is recommended to compute cross-validatory randomized quantile residuals.
Simulation Studies
We now study the performance of randomized quantile residual and compare it with deviance and Pearson residuals via simulations. The simulation examples consist of testing non-linearity in the covariate effect, overdispersion, and zero-inflation. In detecting the non-linearity in the covariate effect, we also consider two scenarios, one for modeling discrete outcome and another for modeling continuous non-normal outcome.
Detection of Non-linearity
4.1.1 Discrete outcome: Firstly, we evaluate the performance of randomized quantile residuals for detecting non-linearity in the covariate effect when the response is a count variable following a negative binomial distribution. We simulate a covariate x ∼ Uniform(−1.5, 1.5) of size n = 1000. The response variable is simulated from a negative binomial regression model log(µ i ) = β 0 + β 1 x 2 , where µ i is the expected count for the ith subject. Then, we consider fitting a wrong model assuming log(µ i ) = β 0 + β 1 x. We set β 0 = 0, β 1 = 1. The reciprocal for the dispersion parameter associated with the negative binomial distribution is set as k = 2.
The panels in the first two rows of Figure 3 display that under the true model, the Pearson and deviance residuals exhibit a clear curvature pattern; whereas under the wrong model, the residuals form horizontal parallel lines with values elevated at both ends of x. The randomized quantile residuals substantiates that the true model fits the data very well with residuals randomly scattered around zero bounded between -3 to 3 and the wrong model does not fit the data well and the curve pattern suggests a quadratic term in x is necessary to be included in the model.
To examine the normality of various types of residuals, we also present the quantilequantile (QQ)-plots in the panels of the bottom two rows in Figure 3 , which shows that the Pearson and deviance residuals do not follow a normal distribution regardless under the true or wrong models. The randomized quantile residuals under the true model follow a standard normal distribution perfectly and under the wrong model, the residuals deviate from the diagonal line in both the upper and lower tails.
The results above only present the performance of traditional and randomized quantile residuals based on one simulated dataset. We also replicate this experiment by simulating 10000 datasets from the true model to ensure the reliability of the results. For each simulated dataset, we fit the true and wrong models and compute various types of residuals. We then apply the Shaprio-Wilk test to test the normality of the residuals. The panels in the top two rows of Figure 4 indicate that the Pearson and deviance residuals are not normally distributed with p-values of the Shaprio-Wilk test clumping at zero for both true or wrong models. The uniform distribution of the p-values of the Shaprio-Wilk test for the randomized quantile residuals under the true model confirms the well-calibration of overall GOF test by applying normality test to randomized quantile residuals and the clump at zero for the p-value of the normality test under the wrong model confirms the great power of randomized quantile residual in detecting the wrong model.
The performances of the overall GOF tests using χ 2 n−p distribution as the null distribution are also investigated based on the repeated samples. The overall χ 2 test based on the randomized quantile residuals is derived similarly to the Pearson and deviance GOF chi-square tests (X 2 and D) by taking the sum of squares of the randomized quantile residuals q i , i = 1, · · · , n, written as Q 2 = n i q 2 i . If the randomized quantile residual q i is normally distributed, Q 2 should follow a χ 2 distribution. Analogous to the Pearson and deviance χ 2 tests, we assume the degrees of freedom is n − p for Q 2 , where n is the sample size and p is the number of model parameters. As shown in the panels of the bottom two rows of Figure 4 , the p-values of overall GOF test with χ 2 n−p for all three kinds of residuals are not uniformly distributed; this indicates that χ 2 n−p is not good at approximating the null distributions of X 2 , D and Q 2 . In particular, we see that the χ 2 p-values of Pearson and Randomized quantile residuals are concentrated around 0.5. This may be partially due to the conservatism of using the same data for both parameter estimation and model checking. Note that this concentration around 0.5 is undesired. Suppose we use p-value ≤ 0.05 as the region to declare a model failure. The concentration around 0.5 makes the actual probability of "accepting a fitted model" is more than 0.95 when the fitted model is correct for a dataset.
However, this implies that the probability of "accepting a fitted model" may be also very large when the model is false, i.e., the probability of detecting a model failure using 0.05 may be low, depending on how much a fitted model is deviated from the true model.
Continuous Outcome:
To investigate the performance of randomized quantile residuals in detecting non-linearity in the covariate effect, we also consider when the response is a continuous nonnormal variable, which follows a Gamma distribution. Here, we consider a log link function, which is the most commonly used link function for a Gamma regression model.
We simulate a covariate x ∼ Uniform(−1.5, 1.5) of size n = 1000. The response variable is simulated from a Gamma regression model log(µ i ) = β 0 + β 1 x 2 , where µ i is the expected mean response for the ith subject. Then, we consider fitting a wrong model assuming log(µ i ) = β 0 + β 1 x. We set β 0 = 0.2 and β 1 = 0.7. The shape parameter for a Gamma distribution, k is set as 2. .
The panels in the top half of Figure 5 present the residuals versus x, which shows that the Pearson residuals are not symmetric about 0, ranging from -1 to 3, and deviance and randomized quantile residuals exhibit a standard normal pattern under the true model confirming the good fit of the true model. The Pearson residuals under the wrong model present somewhat non-linear functional relationship, but the quadratic pattern is not easily discernible. By contrast, deviance residuals and randomized quantile residuals exhibit a curvature pattern under the wrongly specified model, indicating the lack of a quadratic term in the model. QQ-plots for the residuals are depicted in the panels of the bottom half of Figure 5 , which indicate that the Pearson residuals are not normally distributed even when the fitted model is true. Deviance and randomized quantile residuals appear to be normally distributed under the true model and not normally distributed under the wrong model.
By repeatedly simulating 10000 datasets from the true model, we expect to see a uniform distribution of the p-values from the Shaprio-Wilk normality test for the residuals. The panels in the top half of Figure  6 indicate that under the true model, the Pearson residuals are not normally distributed with the p-value of the Shaprio-Wilk normality test consistently close to zero; whereas the p-values from the ShaprioWilk test for the deviance and randomized quantile residuals are uniformly distributed confirming the normality of both types of residuals. The p-values of the overall GOF χ 2 test are presented in the panels of the bottom half of the 6, which indicate that none of the overall χ 2 tests are well-calibrated.
Detection of Overdispersion
Overdispersion is often encountered while modeling counts data. 34, 35 In this section, we investigate if any of the residuals can help detect overdispersion in the data. We simulate a covariate x ∼ Uniform(−1, 2) of size n = 1000. The response variable is simulated from a negative binomial regression model log(µ i ) = β 0 + β 1 x i , where µ i is the expected mean count for the ith study subject. We set β 0 = 1 and β 1 = 2 and the reciprocal for the dispersion parameter k = 2. To examine if various types of residuals can effectively diagnose overdispersion, we consider fitting a Poisson regression model with the same mean function to the simulated data.
The panels in the top half of Figure 7 indicate that the Pearson and deviance residuals do not present standard normal pattern under the true model, with the residuals aligning as parallel lines when the expected means are low; whereas randomized quantile residuals present a perfect random pattern centring around 0 between -3 to 3. Under the wrong model, all the residuals "fan out" from left to right, which suggests overdispersion, i.e. variance increases with mean in this scenario. QQ-plots are presented in the panels in the bottom half of Figure 7 , which indicate that under the true model, randomized quantile residuals are almost perfectly normally distributed followed by the deviance residuals with slight deviation from the diagonal line, but Pearson residuals are clearly not normally distributed. Under the wrong models, all the residuals are not normally distributed.
Based on the repeated samples, the panels in the top half of the Figure 8 indicate that the p-values of the Shaprio-Wilk test are all close to zero under the Pearson and deviance residuals confirming they are not normally distributed irrespective of the true or wrong models being used; whereas the p-values of the Shaprio-Wilk test for the randomized quantile residuals appear uniformly distributed under the true model reinforcing the normality of this type of residuals under the true model and it also has good power of rejecting the the wrong model with p-values of the Shaprio-Wilk test clumping around zeros. The p-values of the overall GOF χ 2 test are shown in the bottom half of Figure 8 , which indicate that the χ 2 test based on the Pearson and randomized quantile residuals perform better than the deviance residuals to validate the true model, but not perfectly uniformly distributed.
Detection of Zero-Inflation
Count responses are often zero inflated containing a preponderance of zeroes. Poisson model may not be appropriate for modeling zero inflated count data. We simulate a data set of size 1000 with a covariate x from a uniform distribution over (−1, 2) and the response variable from a ZIP model as described in Section 2.1.2, where the expected mean of the Poisson component is λ i = exp(β 0 + β 1 x i ). A Poisson model with the same expected mean λ i is used as an wrong model to compare the power of various residuals.
The panels in the top half of Figure 9 indicate that under the true model, considerable amount of residuals corresponding to the response at zero form a line separated from the rest of the residuals for both the Pearson and deviance residuals, but the randomized quantile residuals exhibit a random pattern perfectly. Under the wrong model, i.e. Poisson regression without accounting for zero-inflation, all types of residuals display a chunk of points aligning as a curve corresponding to excessive zeros, which are well separated with the remaining residuals. This reflects the zero heaviness in the data. The QQ-plots of different residuals are presented in the bottom half of Figure 9 , which shows that both the Pearson and deviance residuals fail to correctly diagnose the true model whereas the randomized quantile residuals are almost perfectly normally distributed. The QQ-plots of the various residuals under the wrong model exhibit very similar pattern and all strongly suggest the model inadequacy.
The p-values of the Shaprio-Wilk test based on the repeated samples, as displayed in the panels of the top half of the Figure 10 , are all close to zero under the Pearson and deviance residuals confirming they are not normally distributed under either the true or wrong model; whereas the p-values of the ShaprioWilk test for the randomized quantile residuals appear uniformly distributed under the true model and all around zero under the wrong model, which demonstrates the randomized quantile residual works very well for distinguishing the true and wrong models. The p-values of the overall GOF χ 2 test are shown in the bottom half of Figure 10 , which indicate that the GOF test based on the Pearson and randomized quantile residuals perform similarly under the true model, which are close to be uniformly distributed, but less likely to be around zero and one. By contrast, deviance χ 2 test rejects the correctly specified model all the times. The results are quite similar to Section 4.2 to detect overdispersion. In fact, zero inflation is another kind of overdispersion, so it is not supervising that the overall χ 2 tests have very similar behaviour in the two scenarios.
Application
In many clinical, population health and health services research, count data is often observed, such as the number of deaths, number of diseases and number of hospital visits, etc. For modelling count data, Poisson regression is often used, which assumes that the conditional variance of the dependent variable is equal to the conditional mean. In most count data, the conditional variance is greater than the conditional mean, a phenomenon known as overdispersion, which was briefly mentioned in Section 4.2. Overdispersion is often caused by high values or zero inflation in the response variable. Ignoring overdispersion may lead to inaccurate statistical inference.
34, 35 NB regression attempts to account for both zero inflation and overdispersion of nonzero counts simultaneously. Zero-inflated models have also become very popular in the past decade for modeling count data that may have excessive zeros, which assume the sample is a mixture of two groups of individuals: one group who have probability 1 on zero, and another group whose counts are generated by a standard count distribution, such as Poisson or NB; therefore, observed values of 0 could come from either group. 18, 20, 22, 9, 23, 10, 11, 12, 13 Although NB and zero-inflated models have gained increasing attention and popularity in the past decade, diagnosis tools for these counts models are still lacking.
In this section, we apply the randomized quantile residual to examine the goodness-of-fits of the above mentioned more flexible models in a large survey dataset on 4406 individuals, which was collected by the National Medical Expenditure Survey (NMES) for studying the demand of health care of the elderly in the United States; for more details of this dataset, please refer to Deb and Trivedi. 36 The outcome variable considered in this study is the number of emergency department visits. The covariates include health measures: self-perceived health, the number of chronic conditions, and a measure of disability status; demographic variables: age, race, sex, marital status, education and region; economic variables: family income, employment status, supplementary private insurance status, and public insurance status. Descriptions of the variables are presented in Table 4 . Figure 11 displays the distribution of the number of emergency department visits. Over 81% of the patient-year records were zero, meaning that a patient made no emergency visits during the year of the study. The number of nonzero visits ranged from 1 to 12, with only 5% having more than one visit in the study year. We may suspect that there are over-dispersion and/or excessive zero counts; therefore, we consider fitting Poisson, NB, ZIP and ZINB models (described in Section 2.1) to this dataset. Using backward elimination with statistical significance level 5%, all models include the following covariates: the number of chronic conditions, self-perceived health, status of limited activities of daily living and number of years of education. Apart from those covariates, black race/ethnicity is significantly associated with increased ED use for Poisson and ZIP models, but not for NB and ZINB models. This discrepancy highlights the importance of examining the model GOF; that is fitting a model with untenable GOF may lead to biased estimates, incorrect standard errors, and erroneous inferences. The binary components of the ZIP and ZINB models only include the intercept terms, since no covariates were statistically significant at 5% level after backward elimination. The intercept terms are also not significantly different from zeros with p-value for ZIP is 0.109 and for ZINB is 0.828. The analysis results based on the these models are shown in Table 5 , which shows that the standard errors of the estimated regression coefficients under the NB and ZINB models are all larger relative to their counterpart Poisson models, i.e. Poisson and ZIP models, respectively, indicating that the choice of distribution had a significant impact on covariate effects. To compare various competing models, Akaike Information Criterion (AIC) is used, in which smaller values are better. AIC scores for the four models are Poisson=5648, NB=5352, ZIP=5418 and ZINB=5354, which indicate NB and ZINB provide almost equivalent fit to the data and are superior to their counterpart Poisson models. Although AIC can be used to compare the goodness-of-fit of competing models, it cannot tell whether a model fits the data adequately, for assessing whether additional complexity is necessary, and whether the distribution assumption in the response variable is valid. Model diagnosis using residuals is therefore imperative to address these questions. Figure 12 presents the scatter plots of different types of residuals versus the fitted values for each model. It is evident that the Pearson and deviance residuals for all the models lie on parallel curves corresponding to distinct response values, which convey limited meaningful information. By contrast, randomized quantile residuals achieve continuity correction by randomization of the cumulative distribution function, which clearly shows that the NB and ZINB models fit the dataset fairly well with residuals ranging mostly between -3 and 3, and no specific pattern was shown; whereas Poisson and ZIP cannot accommodate a few large values of the response variable. Figure 13 displays normality QQ-plots of these residuals for examining their normalities. Pearson and deviance residuals are not normally distributed for all models. The QQ-plots of the randomized quantile residuals for Poisson and ZIP models clearly show the inadequate fits of both models; whereas for NB and ZINB models, the points fall almost perfectly along the diagonal line, indicating NB and ZINB indeed provide adequate fit to this dataset. This further supports the need to model overdispersion in this data.
One concern in using randomized quantile residuals is the fluctuation in the residuals introduced by the randomization used to produce continuously distributed residuals. To check if there is uncertainty in GOF test due to randomization, we generated 1000 realizations of randomized quantile residuals. displays the histograms of 1000 replicated p-values of Shaprio-Wilk normality tests, which indicate when a fitted model has large discrepancy with the data, such as Poisson and ZIP models, randomization introduces little variation in p-values with all p-values close to 0, confirming the inadequacy of both models. By contrast, the p-values of NB and ZINB vary between 0 and 1 with about 96% of the p-values above 0.05 confirming the adequacy of both NB and ZINB models. That is, randomization does not compromise the power of randomized quantile residual in this application. Nevertheless, when a model fits the dataset well, such as in NB or ZINB case, there is a clear fluctuation in the normality test p-values, with a roughly 5% chance that the p-value goes below 0.05. This leads to our recommendation, which was also given by Dunn and Smyth, 5 that one should produce multiple realizations of randomized quantile residuals to make sure that the discrepancy is not made by the randomness in producing the residuals. Although this offers a solution to alleviate the impact of the randomness in the randomized quantile residuals, it is still desired in practice to have a "non-random" overall GOF test p-value for randomized quantile residuals. Using the mean of normality test p-values from multiple sets of randomized quantile residuals is a natural choice. However, further research is needed to investigate the null distribution of the mean or other summary of replicated normality test p-values under the true model.
Conclusion and Future Work
Model diagnosis in regression models is crucial, as validity of the conclusions rests on the the model assumptions' tenability underlying every statistical model. Pearson and deviance residuals and their resulting χ 2 tests are commonly used in practice. However, the use of these tools in non-normal regression is often undesirable, because both Pearson and deviance residuals are often far from normality, and the χ 2 tests based on those traditional residuals are not well-calibrated under the true model. This paper provides a reminiscence that randomized quantile residual is an omnibus model diagnostic tool with unified reference distribution. We have empirically demonstrated that under the true model, randomized residual quantiles are normal distributed, and the overall GOF test by applying normality test to randomized quantile residuals is well-calibrated. Furthermore, we have shown that randomized quantile residual has great power in detecting many kinds of model inadequacy, including non-linearity, zero-inflation, and overdispersion. Therefore, randomized quantile residual has much substantive appear in diagnosing nonnormal regression models.
In many clinical and public health research, correlated data are often collected (longitudinal, multilevel, spatial, etc) involving both structural and stochastic features, as there is usually unobserved heterogeneity between clusters even after conditioning on covariates. To model the complexed dependence structure in these kinds of data, mixed effects models are widely used (e.g. Breslow and Clayton 37 ). Programs to extend normal and non-normal regression models to clustered or longitudinal data are widely available including lme4, 38 mgcv 39 packages in R, glimmix 40 and nlmixed procedures in SAS; however, model diagnosis of the non-normal mixed effects models are still in great need. Further development of extension of the randomized quantile residual is underway to examine the GOF of the mixed effects models in the contemporary statistical application areas, in which the aforementioned data features are often encountered.
Randomized quantile residual can be also applied as an alternative of the widely used posterior predictive checking 41 to check hierarchical Bayesian models in the Bayesian framework. The difficulty in applying randomized quantile residual to check complex model is that we have to correct for the optimistic bias arising in posterior predictive checking, in which the actual observations are used twice -they are used to estimate parameters of a predictive distribution and used again to test the predictive distribution. The consequence is that the posterior predictive p-values are concentrated around 0.5 rather than truly uniformly distributed (even after the randomness is applied). Leave-one-out cross-validation (LOOCV) predictive checking is an alternative to posterior predictive checking. However, the actual LOOCV is time-consuming because one needs to rerun Markov chains in order to sample from each posterior distribution in which an observation is held out as a test case. There have been a number of computational methods proposed to do model checking with MCMC samples from the posterior based on the full dataset without actual LOOCV.
14, 15, 16, 17, 42, 43 They can be applied to compute LOOCV randomized quantile residuals for complex Bayesian models. 
