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( i ii) 
ABSTRACT 
In this thesis we s tudy a general class of regular variational 
problems. 
0 
Let Q be a bounded open set, F, a C function of the variables 
(x,z,p) E Q x Rx Rn and let I be the functional defined by 
I(u) = JQ F(x,u,Du) dx 
for all u in the Sobolev space w111 (Q) . 
Since w1 ' 1(Q) is not a reflexive Banach space we cannot apply the 
direct method of the calculus of variations to solving the variational 
problem for I in the class C where 
C = {u E W1' 1(Q) ; u - ¢ E wt' 1(Q) , I(u) < 00 }. 
Here¢ is a given w1 ' 1(Q) function such that 1(¢) < 00 In section 1.1 
we extend the variational problem for I to a larger class of admissable 
functions for which the direct method can be applied. This class of 
functions is the space of functions of bounded variation in Q denoted 
by BV (Q) . In the appendix an abstract scheme is used to extend the 
space w1 ' 1(Q) to the space BV( Q) . 
In section 1.1 we provide two possible extensions of the functional 
I to functionals on BV (Q) . For u E BV (Q) we define the functional J 1 by 
inf lim I (u ) 
n 
n 
where the infimum is taken over all sequences (u ), u E C, and u 
n n n 
converges to u in L1(Q) . For u E BV (Q) we define the functional J 2 by 
J 2 (u) = inf lim I(un) + fa Q !u - ~IK(x)G(x,v) dHn-l 
n 
1 1 
where the infimum is taken over all sequences (u ), u E W' (Q) , and 
n n 
u converges to u in L1 (Q) . Here~ is the trace of a w1 ' 1 (Q ) function 
n 
00 ¢ on aQ, K(x) is a L (Q ) function such that 
I K (x) I s 1 
and 
1 
2 G(x , p) = (a . . (x)p . p.) i J 1 J 
where [a . . ] i s a po s it ive definit e matrix. 
iJ 
In Chapter 1 we study the existence and r egularit y of BV(Q) 
solutions to the variational problem for the funct i onals J 1 and J 2 
assuming that Fis convex in p for each (x,z) and 
F(x,z,p) ~ G(x,p) + h(x,z). 
In section 1.4 we obtain conditions for existence of solutions to J 1 
and J
2 
using the results of section 1.2 and the lower semicontinuity 
results of section 1.3. 
00 
In section 1.5 L estimates for the BV (Q) 
(iv) 
solutions of the variational problem are obtained. These results and 
the uniqueness results of section 1.6 are used in sections 1.7 and 1.8 
to derive interior and global regularity results. 
In Chapter 2 we study the existence and regularity of BV (Q) 
solutions for the functional I 5 given by 
1 
I 5 (u) = IQ (g2 (x,u) + G2 (x,Du)) 2 + IQ J~ H(x,t) dt dx 
+ fa Q lu - ~IG(x, v) dHn-l 
for u E BV (Q) where 
1 
JQ (g2 (x,u) + G2 (x,Du)) 2 
= sup {In (D. (h.g .. )u + gh 1) dx ur.. J 1 lJ n+ 
n+l 
, I h~ < 1 } . 
i=l i 
Here gij(x) E CO,l (Q) , H(•t) E L1 for each t, :~ :o: 0, g(•t ) E L1(R) 
0 1 for each t and g(x·) EC' (R) for almost all x E Q. A solution t o 
the classical Dirichlet problem for the Euler-Lagrange equation 
associated with I
5 
is a hypersurface having pres cribed mean curvature 
B(x,u (x),Du(x)) at the point (x,u (x)) with respect to the Riemannian 
metric 
ds 2 2 2 = h .. (x)g (x, z) dx .dx. + du iJ i J 
where 
n B(x,z,p) 
n n-1 
= H ( X ' z) + _( _g _( x_,_z_) )_D_z_( _l /_(_g_( x_,_z_) _) __ ) 
g(x,z) 1 
(g2 (x,z) + G2 (x,p )) 2 
1 1 
- -
n-1 2 n-1 2 D (1/[(g(x,z)) (h(x)) ])a .. (x)p.(g(x)) (h (x) ) 
xi lJ J 
1 ' 
2 2 2 (g (x,z) + G (x,p)) 
h .. (x) 15 the i-jth element of the inverse matrix of [ a .. ] and lJ lJ 
h (x) = det [h .. (x)]. lJ 
In section 2.2 we show that the functional IS 15 equivalent to 
the functionals J 1 and J 2 with 1 
2 2 2 Jz F(x,z,p) = (g (x,z) + G (x,p)) + 0 H(x,t) dt 
and K(x) = 1. We then use the results of Chapter 1 to obtain the 
existence of a BV (Q) solution to IS. The interior and global 
regularity results for IS follow from the sections 1.7 and 1.8 and 
( v) 
the interior and global gradient estimates, derived in section 2.4, 
for classical solutions to the Euler-Lagrange equation associated with 
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OTATIO ANO PRELI I ARIES 
Let Q denote a bounded open se t 1n Euclidean n- space , Rn with 
boundary aQ. 
e By C (Q), e ~ 0, we denote the Banach space of function s c1.efined 
on Q with bounded continuous derivatives up to order e. The norm of 
this space is defined by 
e 
= I Y. 
k=O (k) 
where the second sum is taken over all derivatives of order k. 
By ce,a(Q), e ~ O, O <as 1, we denote the Banach space of 
functions in Ce(Q) whose derivatives of order e are uniformly Holder 
continuous in Q with exponent a. A function, u, 1s said to be 
uniformly Holder continuous in Q with exponent a if 
lu(x2) - u(x 1) I sup ~~~~~~~< oo. 
xl,x2 E Q lx2 - x la 
x1ix2 1 
The norm of the space Ce'a (Q) 1s defined by 
When e = 0 and a= 1 we say that the functions, u E c0 ' 1 (5"2) , are 
Lipschitz continuous 1n Q. 
By LP(Q), p ~ 1 we denote the Banach space of equivalence classes 
of measurable functions on Q that are p-summable on Q , that is, 
The norm on this space 1s defined 1n the usual way by 
1 
Jl u ll p, q = cJQ !u (x) Ip dx)P. 
By w1 ,P (Q) , p ~ 1, we denote the Banach space of functions 1n 
LP (Q) th at have generalised first order derivatives belonging to LP (Q) . 
T11e norm of th e Sobolev space , W1 ' P(2) is defined by 
n 
llull 1 ,p, Q = {iiull~,Q + L i=l 
2 
Here D.u, i = 1, ... , n, denotes the generalised first order derivatives . 
1 
Let u belong to L 1 (Q) and I Du I be a total variation measure on n. 
corresponding to the vector measure (D1u, .•• ,Dnu). We define the total 
variation of u on Q by 
1 ( n n 2 
= sup {JQ u(x)D.h. (x) dx : h(x) E [c0 Q) ] , J. h. (x) < 1 1 i=l 1 
where C~ (Q) denotes the space of functions belonging to c1 (Q) with 
compact support 1n Q. Here and in the following we follow the 
convention that we sum over repeated indices from 1 ton. Note that 
if u E w1 ' 1(Q) then 
l} 
By BV (Q) we denote the Banach space of functions belonging to 
L1(Q) whose distributional gradient 1s a vector measure having finite 
total variation on Q. The norm of the space of bounded variation 
BV (Q) , is defined by 
1 1 In the appendix an abstract scheme is used to extend the space W' (Q) 
to BV (Q) . 
We now give some of the properties of the elements in BV (Q) which 
will be required in later sections. We shall assume that aQ is locally 
Lipschitz , that is, for all x E aQ there exists an isometry J : Rn Rn 
such t liat J(x) = O and 
J (Q) n {(y,z) : y E n-1 R ' z ER, IYI < a, lzl < b} 
= {(y,z) : IYI < a, \jr(y) < z < b} 
3 
n-1 
where t : R ~Risa Linschitz continuous function, a and bare 
positive integers and 
b>sup {jw(y) j : IYl<a} . 
The followin g proposition concerning the traces of BV(Q) functions 
1s well known (see [GU4] , [MI3] and [G E2 ]). 
PROPOSITION 0. 1 
If Q c Rn with locally Lipschitz boundary aQ then for each 
u E BV (Q) there exists a unique function u E L1(aQ), which we call the 
trace of u, such that 
lim p-n f Ju(y) - U(x) J dy = 0 
p-+0 jy-x l<P 
y E Q 
and for each h E [CO,l (Q) ]n 
H 1a. e. on aQ n-
(0. 1) fn uD.h. dx + fn h.O.u = -f~Q h.uv. dH 1 . JG 1 1 JG 1 1 f..'u 1 1 n -
Here v . 1s the i-th component of the inward normal vector to aQ, 
1 
fn h.D.u the integral of h. over Q with respect to the measure D.u and 
J~ 1 1 1 1 
H 1 is the (n-1)-dimensional Hausdorff measure. In what follows we n-
shall denote the trace of u(x) on o9. by u(y), y E aQ, rather than u(y). 
Using the estimate (0.1) we obtain the following relation proved by 
Miranda in [Mll] and Giusti in [GU4]. 
PROPOSITION 0. 2 
If Q c Rn with locally Lipschitz boundary aQ and u(x) E BV(B) 
for some B, Q cc B then 
+ Here u and u are the traces of u jQ and u jB\Q r espectively and 
J aQ I Du I = J B I Du I - { J B- Q jou I -+ J Q \ Du I ) 
In many of the results i n later sections the operation of integral 
averaging or smoothing\ i ll be used to particul ar advantage . Let K be 
a non-ne gative function in C00 (Rn) vanishing outside the unit ball 
centred at zero and satisfying JK(y) dy = 1. Such a function is called 
a mollifier. For u E L 1 (Q) we define the ·nollifi ation of u, denoted 
by uh, to be the convolution 
for x E Q\Q where 
h 
(0. 2) ~ = {x E Q : d (x,aQ) < h}. 
Here d(x,aR) 1s the distance fr om x to aQ. It 1s clear that uh belong s 
00 -
to C (Q\Qh) and 
Di (uh(x)) = -h-n f~ K (y -
JC. y. 
1 
Therefore if u E w1 ' 1( 2) then 
By Lemma 7. 2 of [GT] uh 4U in L1(2 1), 
X )u(y) dy . 
QI cc Q, as h 4 
therefore if u E w1,1(Q) th en D . ( ~ ( x) ) 4 D . u in L l (5~ l ) . Of 
1 1 
this is not true in general for functions 1n 
following result proved by Serrin in [SEl]. 
PROPOSITION 0.3 
Let u E BV (Q) then foI' i = 1, ... , n 
BV ( Q) . We have 
0 and 
course 
the 
whePe f is the Radon-Nikodym derivative of the absolutely continuous 
part of the measuPe D.u. 
1 
We will now use an important result by Gagliardo to obtain 
approximation results. Gagliardo in [GA] proved that every u E BV (Q) 
can be extended to u E BV ( B) where B is a ball ,2 cc B, such that 
ti\aB = 0 and t - c e ulQ = trace u!B\Q = tr ce u. We wi ll henceforth 
ro f er to uch an extension as a agliardo exten ~ion . 
In the following two propositions we will le 
PX en~io of u ,...,n t- o B . The fol lowing apor0x imation results are oroved by 
G rhar t 1n [ E21 
PROPOSITIG 0.4 
and 
Let u E BV (~ ) and °11 be a mo l ification of~- Then 
JQ jo~ I dx-+ JQ !Dul 
1 1 
J2 (1 + ID~ l2 )
2 
dx-+ J2 (1 + !Dul
2 ) 2 . 
Here 
co . 3) 
1 
J Cl + IOU 12)2 -- {J sup Q uCx)D.h. Cx) dx + Q 1 1 
n+l 
JQ hn+l (x) dx h(x) E [C6 (Q)]n +l, l hi Cx) < l }. 
i=l 
PROPOSITION 0. 5 
Let u E BV (Q) and 1\ be the mollification of~- Then 
A, 
u -+ u h 
Note that by Proposition 0.2 
IaQ loul = o. 
Now the functions u E BV (Q) and their traces are related to each other 
in a Sobolev type inequality which 1s given in the following nropos1-
tion proved by Miranda in [MI4]. 
PROPOSITION 0.6 
If Q c Rn with a locally Lipschitz boundary aQ then for each 
u E BV(Q ) 
1 
JQ lu(x) I dx ~ n(w~1 IQl)n{JQ !Dul + faQ lul dHn_ 1} 
5 
where w is the measure of the unit ball of Rn and IQI is the Lebesgue 
n 
measure of Q. 
This proof not only requires Proposition 0.4 but also the use of 
the classical isoperimetric inequality, that is, if Sis an open set 
in Rn with Isl< 00 , then 
Hn-l (oS) 
1 
n 
> n (w ) 
n 
with equality holding if Sis a ball (see [FE2] 3.2.43). 
On the other hand we have the following estimate of fa Q lu l dHn-l 
proved by Emmer 1n [EM]. 
PROPOSITION O. ? 
If Q c Rn with a locally Lipschitz boundary aQ then f or ea h 
u E BV(Q) 
1 
fa~ lui dHn-l S (1 + L~ ) 2 Q ~Du l + c · Q 1~ : d~. 
Here L1 is a constant which depends or. a Q nd c is a constan~ which 
depends on Q. 
Using Propositions 0.4 and 0 . 7 and the Sobolev imbedJing t heorem 
for w1 ' 1 (Q) functions we obtain the following Sobolev imbeddin g r esult 
for u E BV (Q) . 
PROPOSITION 0.8 
If Q c Rn with locally Livschitz bounda.ry a Q then any function 
(~) ~ 
u E BV (Q) belongs to L n-l Q) , and 
where C is a constant depending on n and Q. 
Now let Ebe a Borel set and Gan open set. We define the 
perimeter of E in Gas 
(O. 5) 
-
0 
where ~E 1s the characteristic function of E. 'Ine set Eis a Caccioppoli 
set if it has locally finite perimeter, that is, for every bounded open 
set G we have P(E; G) < 00 
set then 
'Inis imolies that if Eis a Cacc ioppoli 
~E E BV(G). 
CHAPTER 1 
REGULAR VARIATIONAL PROBLEMS 
1.1 Introduction 
Suppose F(x,z,p) 1s a continuous function of the variables 
(x,z,p) E Q x Rx Rn, with the partial derivatives of F denoted by 
subscripts, that is, F = aF F 
P ap. ' z i 1 
aF 
= - and F 
az x. 
1 
= 
aF 
ax.· 
1 
Let u E w1 ' 1(Q) and I be the functional given by 
(1.1.1) I(u) = IQ F(x,u,Du) dx. 
The problem of finding a minimum for (1.1.1) in an appropriate class 
of functions is called the variational problem for (1.1.1). In this 
and the following chapter we shall investigate this problem for fairly 
general classes of integrands F. 
Let C be the subset of w111 (Q) given by 
(1.1.2) C = {u E W1' 1(Q) ; u - ~ E W~'l (Q) , I(u) < 00 } 
where¢ E w1' 1(Q) has trace~ on aQ and I(¢)< 00 • Note that if 
~ E L1(aQ) then by [GA] there exists a function¢ E w1 ' 1(Q) having 
trace~ on aQ. 
Suppose there exists a function u EC minimising I, then 
I(u) ~ I(v) for all v EC. 
Assuming that Fis a c1 function of its variables and 
jF (x,u,Du)j i lF (x,u,Du)j is summable, then 
p z 
(1.1.3) In F (x,u,Du) D.~ + F (x,u,Du)~ dx = 0 
.)~ p. 1 Z 
1 
If F (x, u, Du) 
o . 
. 1 
and F (x,u,Du) are bounded t hen 
z 
(1.1.3) will hold for~ E W6'l( Q). 
If Fis a c2 function of its variables and the m1n1mum u EC 
belongs to c2 (Q) then 
(1.1.4) div F (x,u,Du) = F (x,u,Du) p z 
and 
u = <D on aQ, 
7 
th t is ' 
F (x,u,Du) D .. u + F (x,u,Du) D.u p.p. lJ o.z 1 
1 J 1 
(1.1.5) 
+ F (x,u,Du) - F (x,u,Du) = 0 
pixi z 
and 
u = c.p on aQ. 
We then say that u 1s a classical solution to (1.1.5). 
The equation (1.1.5) is a second order quasilinear partial 
differential equation known as the EuleP-LagPange equation for the 
functional I. 
In this thesis we shall assume:-
(i) Fis a continuous function of the variables 
( ) E n x Rx Rn. X, Z, p Jc. 
(ii) Fis convex in p for each (x,z). 
(iii) F(x,z,p) ~ G(x,p) + h(x,z) where 
1 
(1.1.6) G ( x , p) = ( a . . ( x) p . p . ) 2 > Ao I p I , 
l J l J 
h(x,z) is a convex continuous function of z such that 
D
2
h(·,z) E Ln (Q) for each z and AO is a positive constant. 
Note that by the Fundamental Theorem of Calculus h(x,z) can be written 
in the form 
(1.1.7) h(x, z) = h(x,o)+f~ D2h(x,t) dt. 
The basic condition of convexity of F(x,z,p) with respect 
to the variable p can be written in the form 
(1.1.8) F(x,z,p) - F(x,z,p) > F (x,z,p) (p. - p .) p. l. l. 
l. 
'tJ x E Q , z E R, p, p E Rn , p / p. 
3 
If~ is a vector in Rn h th ~ o 2 sue . at T) r , F 1.s a C function of the variabl e 
P and Fis strictly convex in p then 
(1.1.9) F (x,z,p)~·~· > O 
pipj 1 J 
V x E Q, z ER, p E Rn, 
) 
The condition (1.1. 9) is in fact the condition for evliptici y of the 
equation (1.1.5). If F satisfies the condition (1 .1. 9 ) we say the 
variational problem 1s regular. 
We shall use the direct method of the calculus of variations to 
obtain solutions to the variational problem for I 1n an appropriate 
class of admissable functions. lne direct method requires one to show 
that the functional I is lower semicontinuous and bounded below with 
respect to a suitable class of competing functions and that a minimis-
ing sequence converges 1n an appropriate sense to an admissable 
function. Here a minimising sequence 1s a sequence (u) of admissable 
n 
functions such that 
lim I(u ) = 
n 
n 
min 
u E A 
I (u) . 
where A is the set of admissable functions. 
Tonelli in a series of napers and a book, ([TOI], [T02], [T03], 
[T04], [TOS], [T06], [T07], [T08]) applied the direct method to many 
single integral problems and some double integral problems. He used 
uniform convergence and for the one dimensional case allowed absolutely 
continuous functions taking on the prescribed boundary data as his 
class of admissable functions. For the two dimensional case he defined 
what he called absolutely continuous functions of two variables ([T06]), 
to be his admissable functions. In the double integral problems he 
required that F(x,z,p) satisfy the condition 
F(x,z,P) ~ mlpl k - e, k ~ 2, m > 0 
where F(x,z,p) ~ 0 and F(x,z,o) = 0 if k = 2. 
Calkin in [CA] and Morrey in [ 101], [ "102] and [ 103] extend ed 
the above result fork > 1. lney used the class of functions w1,k (Q) , 
t aking on prescribed boundary data, as their clas s of admissable 
functions. A proof of their re su lt i s given by Ladyzhenskaya and 
Uralt ' :;eva 1n [LUl ; Th . ~-11. Their result is given by the following 
TI1 orem . 
THEOREM 1 . 1 . 1 
Suppose that F, F and F are de i ned and ontinuou ~n 
z p . 
. i 
Q x R x Rn, Fis convex ~n p f or each (x,u) and 
(1.1.10) F(x,z,p) ~ m!P lk, m > 0 and k > 1. 
Let~ be the trace of a W1'k( Q) function 6 on aQ such that 
I ( <t> ) < oo. 
Then there exists at least one function u E w1'k (Q; n {v : v = ~ onoQ} 
that minimises the functional I in the set w1'k (Q) n {v: v = ~on aQ} . 
This result depends on the fact that the spaces w1 'k (Q) , k > 1, 
are reflexive Banach spaces. In this thesis we shall consider the 
case when k = 1 in (1.1.10) The above Theorem do es not hold for u EC 
where C is given by (1.1.2). This is because the s pace w1 ' 1(Q) is 
not reflexive and hence we cannot guarantee th at a minimising sequence 
of the functional I converges to an element in w1 ' 1(Q) . Instead of 
w1' 1(Q ) we shall consider the space of functions of bounded variation 
BV (Q) . The extension of w1 ' 1 (Q) t o BV (Q) is given in t he appendix. 
We shall consider two possible ext ensions of I to BV (Q) . For 
u E BV (Q) we define the functional J 1 given by the expression 
(1.1.11) 
where the infimum is taken over the limits of all sequences (u ) , 
m 
where um EC and um~ u in L1 (Q) . Here C is given by (1.1.2). 
On the other hand for u E BV (Q) we define the functional J 2 
given by the expression 
(1.1.12) J 2 (u) = inf l im fn F(x,u ,Du ) dx J(. m m 
+ fa Q K(x)G(x, v) lu - ~, dHn-l 
where the infimum i s tak en over th e limit s of all seauences (u), 
m 
\ here 11 E i 1 ' 1 ( Q) and u 
m m 
00 
Here K ( x) is r1 L ( aQ) 
lu 
function such that 
IK(x)I::: 1 for al l x E aQ 
and G is the function given 1n (1.1.6) where p 1s replaced by v, 
the unit inward normal to aQ. 
In Theorems 1.4.l and 1.4.2 we obtain conditions for the existe ce ~ f 
solutions in I3V (Q) for the variational problems associated wit~ ,J 1 ari d J 2 
The f i rs re_- u 1 1 th i s d ire c 1 on \ a. b: Cius t 1 L n [ l~ ll t 1 \\ho 
considered the variational problem in BV (Q) for the functional 
1 
(1.1.13) I 1 (u) = JQ (1 + 1Du!
2 ) 2 + faQ lu - ~I dHn-l 
where~ E L1( aQ). Here the integral is given by (0.3). The classical 
solution to the Euler-Lagrange equation for (1.1.13) is a hype rsurface 
of minimal area on Q, that is, having zero mean curvature on Q. His 
result is given by the following Theorem. 
THEOREM 1. 1. 2 
Let Q c Rn with locally Lipschitz boundary aQ and let 
1 
~EL (aQ). Then there exists a function u E BV( Q) minimising the 
functional I 1 in BV(Q). 
Giaquinta in [Gil] and [GI3] considered the variational problem 
in BV(Q) for the functional 
(1.1.14) 
where H(x) is a measurable function on Q. 
If H(x) E CO,l( Q) then the classical solution to the Euler-
Lagrange equation for (1.1.14) is a hypersurface having prescribed 
-1 
mean curvature n H(x) on Q. 
In [GI3] Giaquinta proves the following Theorem. 
THEOREM 1. 1. 3 
Suppose that the condition o. Theorem 1.1.2 are sa /& fi ed and 
let H (x) satisfy the inequali t· 
f or some s0 > 0 crnd for eve-ry Caccio;poli set B. Then the~e er1~s 
a fun tion u E BV(Q) minimising the functional r2 in BV (Q) . 
Here P(B ; Rn) is the perimeter of Bin Rn as given by (0.5). 
Miranda in [MI4], Gerhardt in [GE3] and Giusti in (GU3] considered 
the variational problem in BV (Q) for a functional of the form 
(1.1.15) 
where H(x,t) is a measurable function on Q x R. 
If HE CO,l(Q x R) then the classical solution to the Euler-
Lagrange equation for (1.1.15) 1s a hypersurface having prescribed 
-1 
mean curvature n H(x,u(x)) on Q. 
Giusti in [GU3] proves the following existence theorem. 
THEOREM 1.1.4 
Suppose that the conditions of Theorem 1.1.2 are satisfied and 
let H(x,t) be a function in Q x R which is non-decr easing int f or 
almost all x E Q, and belongs to Ln(Q) for eve-ry t ER. Suppose that 
there exists t:LJo positive constants e0 and t 0 such that for every 
Caccioppoli set B c Q 
and 
-(1 - E )P(B 0 
then there exists a function u E BV (Q) minimising the functional I3 
in BV(Q). 
In the paper [CR], a more general functional was considered, 
namely, 
1 
(1 . 1 . 16) I 4 (u) = JQ g(x) (1 + !Du l2 ) 2 + JQJ~ H(x,t) dt dx 
+ faQ g(x) lu - ~I dHn-1 
2 
1 
JQ g(x)( l + loui2) 2 = sup { n uD.(g(x)h.(x)) dx 
.:> G 1 1 
n+l 
+ JQ g(x)hn+l (x) dx : h(x) E [C~ (Q) ]n+l, l 
i=l 
2 h. (x) < 1} 
1 
for g(x) E c0 ' 1(Q) and g(x) > 0 and H(x,t) a measurable function on 
Q X R. 
13 
If g(x) E c1 ' 1(Q) and H(x,t) E c0 ' 1(2 x R) then the classical 
solution to the Euler-Lagrange equation for (1.1.16) is a hypersurface 
having prescribed mean curvature B(x,u(x) ,Du(x)) where 
n B(x,z,p) = 
1 
{H(x,z) (I + IPl 2) 2 - Dig(x)pi} 
I 
{g(x)(l + IPl 2) 2 } 
Cro~s in [CR] proved the following existence result 1n BV (Q) . 
THEOREM 1. 1. 5 
Suppose that the conditions of Theorem 1.1.2 are satisfied and 
let H(x,t) be a function in Q x R which is non-decreasing int for 
almost all x E Q, and belongs to Ln( Q) for every t ER. Suppose 
0 I that g (x) is a posi ti~,e function be longing to C ' ( Q) and there 
exists two positive nwnbers s0 and t 0 such that for every Caccioppoli 
set B c Q 
and 
then there exists a function u E BV (Q) minimising the functional r4 
in BV (Q) . 
The e xistence results of Theorems 1.4.1 and 1.4.2 include and 
extend the existence results given in Theorems 1.1.1 to 1. 1 .5. 
The existence results rely on lower semicontinuity with 
respect to convergence in Lq, any 1 ~ q < n/(n-1), of a Ln/(n-l) 
bounded sequence in BV (Q) . Lower semicontinuity results for J
1 
and J
2 
are given by Theorem 1.3.1 and Theorem 1.3.3 respectively. The proof 
of Theorem 1.3.1 is modified very directly from the lower semicontinuity 
result for the functional I 3 given in [GU3] while the proof of Theorem 
1.3.3 is modified from the lower semicontinuity result for the functional 
I 3 given in [GE2]. 
In Theorem 1.5.3 and Theorem 1.5.4 both local and global LQVestimates 
are obtained for BV solutions of the variational problem associated 
with J
1 
and J
2
. The proof of the a priori bounds follow a similar approach 
to that taken by Gerhardt in [GE3] for the functional I 3 rather than 
the approach taken by Giusti in [GU3]. 
In section 6 we consider conditions for uniqueness of solutions 
for the functionals J and J .Trudinger in [TRl] proved that if u 
1 2 
and v are w1 ' 1(2) solutions of the variational problem for I
1 
then 
Du= Dv a.e. on Q. In Theorem 1.6.4 and Theorem 1.6.5 we prove that 
under suitable conditions on F(x,z,p) 
J~ (v - v0)Di¢ dx = - J2 ¢ d9i 
for all¢ E C~ (Q) , where 9is a singular measure and u and v are BV (Q) and 
Wl,l (n) ,~, solutions for the variational problem associated with J
1 
and 
J 2 respectively. This result includes and extends the uniqueness result 
given by [TRl]. 
In sections 1.7 and 1.8 we consider regularity of BV solutions 
of the variational problem for J
1 
and J
2
. Gerhardt in [GE3] considered 
the regularity of solutions of the variational problem for the 
functional r 3 . He proved the following interior and global regularity 
result. 
"l_ ...,c 
'T'HEOREM 1 . 1 . 6 
Let u be a locally bounded s olution i BV ( ~ ) of the variational 
0 , 1 n problem for r
3 
and let H (x, z) E C ( R x R ) be strictly increasing 
in z. Then u is locally Lipschitz in Q • 
2 
In addition if J ~ is of class C , 
0( ' 
~E C aQ J , Hn-l is the 
mean curvature of oSl and 
I H (x, -p (x) )! ::: (n-1) Hn-l (x) for all x E cL. 
then there is a unique solution v of the variational problem for r 3 
such that v E c0 (Q) and 
V =~on c)Q . 
The techniques we use in obtaining interior and global regularity for 
BV solutions of the variational problems for J 1 and J 2 are modifications 
of the techniques used in [GE3] for r 3 . 
In section 1.7 interior regularity of BV solutions of the 
variational problem for J
1 
and J
2 
is studied. In Theorem 1.7.6 and 
Theorem 1.7.8 we obtain conditions on F(x,z,p) for BV (Q) solutions 
C2,a ,r,' to the variational problem for J 
1 
or J 2 to belong to Jt) , O ::: a < 1 . 
In these theorems we use results from [SE2], [LU] and [SI] for 
existence of classical solutions to the Euler-Lagrange equation associated 
with J
1 
and J 2 . 
In section 1.8 we study global regularity for BV solutions of 
the variational problem for J
1 
and J 2 . In Theorem 1.8.1 and Theorem 
1.8.2 we obtain conditions on F(x,z,p) and JQ for BV solutions of J 1 
and J
2 
to continuously attain the given boundary data on 0w • The 
above interior and global regularity results include and extend the 
results obtained by Gerhardt in [GE3] for I 3 . 
Befor e we can study the existence and regularity of solutio ns 
of the variational problems for J 1 and J 2 we require several 
preliminary r esults which we obtain in the following sec tion . 
1.2 Preliminaries 
Before in vestigating the lo\ er semicontinuity of J 1 and J 2 we 
r equire some preliminary r esul t s concerning t he exnression G(x,o) . 
1 
Let be the matrix\ ith i,j-th element a . . (x) , given in (1.1. 6) iJ 
Since A is positive de finite it can be written in t he form GTG where 
G is a non- singular matrix with i,j-th element g .. (x) . We shall iJ 
suppose that g .. E c0 ' 1 (fc) for all i,j = l, ... , n. iJ 
For u EB (Q) \ e define G( · ,Du) 0S the otal variation measure 
Corresponding to the vector measures (g .D. u, ... ,g .D .u) for j=l ton lJ J nJ J 
and 
n 2 1 n , } JQ G(x,Du) = sup {JQ Dj (hi (x)gij (x) ) u dx : h(x) E [C 0 (Q) ] , i~lhi (x) < 1 · 
In Chapter 2 it will be shown that this extension to BV( Q) is 
equivalent to the extensions J 1 and J 2 for the case when 
F(x,u,Du) = G(x,Du) 
and¢ is a w1 ' 1 (Q) function with trace¢= trace u on aQ. 
It follows from an approximation argument and Cauchy-Schwarz 
inequality that 
JQ G(x,Du) = JQ G(x,Du) dx 
for u E w1 ' l ( Q) . 
PROPOSITION 1. 2.1 
Let u E BV(B) and Q be a bounded open set such that Q cc B. Let 
0 1 
aQ be locally Lipschitz and suppose g .. (x) EC ' (B) for> all iJ 
i , J = 1 , . . . , n . Then 
+ Herie u and u arie the triaces of l and u I I3\n ries pe tively and S2 .:i :. 
faQG(x,Du ) = f 8 G(x , Du) - <JQ G(x,Du) + f B-S2 G( x,Du) ) . 
PROOF 
From Proposition 0 .1 we obtain 
(1.2.1) f8 uD.f. dx = - Jn f .O.u - B O f.O.u J J ;: c; J J - w J J 
(u 
aQ 
+ 
- u ) f. v . dHn- l J J 
for any f. E C~' 1 ( B) . \ e now 1 et 
f. (x) = h. (x)g .. (x) 
J l lJ 
where 
h(x) E [C~ (B)]n 
and 
n 
l 
i=l 
h~(x) < 1. 
l 
Then on substituting f. in (1.2.1) and taking the supremum on both 
J 
sides we obtain the desired result. o 
We now have the following lower semicontinuity result for the 
functional I given by 
(1.2.2) I(u) = JQ G(x,Du) . 
PROPOSITION 1.2.2 
1 5 
Let Q be a bounded open set and suppose g .. (x) E c0 ' 1 (Q ) for all 
lJ 
1,J = 1, ... , n. Then the functional I as given by (1.2.2) is lower 
semicontinuous with respect to L1 convergence in BV(Q). 
PROOF 
1 Let (v ) be a sequence converging 1n L to v E BV( Q) . From the 
n 
definition of JQ G(x,Dv) we have 
fn D.(h.g .. )v dx S fn G(x,Dvn) 
.:lG J 1 lJ fl .:lG 
n 
for hi EC~ (Q), 1 = 1, ... , n, with I 
i=l 
h~ s 1. 
1 
Now 
lfn D.(h.g .. ) (v - v) dxj S k fn jvn - vi dx 
.:lG J 1 lJ n .:lG 
which implies that the right hand side of the above inequality converges 
to zero. Therefore on taking the limit we have 
lim inf fn D. (h.g .. )v dx Sf G(x,Dv) 
.:lG J 1 lJ fl 
and on taking the supremum on the left hand side of the above equation 
we obtain the desired result. o 
Let u E B ( -~) , u the Gagl iardo e x tension of u on to a ball B , 
- -Q c B, and uh t he mo ll i fi cation of u in B. The n assuming the condi t ions 
o f Propositio n 1.2. 2 we have 
f Q G ( X, 0~) d x ( G(x,Du ) . 
PROOF 
Suppose h(x)E [C~ ( Q)]nand I h. 2 (x) < 1. By the properties of 
i l. 
mollifiers 
f n D . ( h . ( X) g . . ( X) ) u. dx 
R J l. l.J h 
= J n (D. (h. (x) g .. (x) ) h) u dx 
R J i l.J 
=f n D . ((h. (x)g . . (x))h) G dx 
R J i l.J 
i' j . 
Now 
(h. (x)g .. (x) )h 1 x-y dy = - f K( h )h.(y)g .. (y) 
l. l. J hn Rn l. l.J 
1 x-y 
= 
-n J n K( h )h.(y)g .. (x) dy 
h R l. l.J 
+ 
1 
n f K( x-y - g, .(x)) dy h )h, (y) (g, . (y) 
h Rn l. l. J l.J 
Applying Fubini's Theorem we have 
..1.. 0 
J D . ( h . ( X) g . , ( X) ) Uh dx 
Rn J i l.J 
= 1 f n K( ~ ) 
hn R 
J D . (h . (x-z) g .. (x ) ) u (x ) dx dz 
Rn J i 1. J 
+ ! J K ( ~ . ) f D . (h.( x-z) (g .. (x- z )-g . . (x )) ~ d x dz 
hn Rn h Rn J 1. 1.J l. J 
For /zf s h t h e support of h. (x-z) and h . (x-z) (g .. (x-z)-g .. (x )) c Qh ' 
l l l.J l J 
Q h = { x: dis t (x , Q)S h } . Al so 
n 
i (h . (x-z)) l. - 1 
n l ( I (h. (x-z) (g ,. (x-z ) -g .. (x ))/ Ch , ) 2 < 
j i=l l. l.J l. J i=l 
where C is the maximum Lipschitz constant for g, . . Therefore 
l.J 
J n D . ( h . ( X) g . . ( X) ) Uh dx < 
R J i l.J 
f 2 G(x,Du ) + 
h 
On tak ing the supremum over all such h( x ) and letting 
lim sup J Q G (x, D~) S J QG (x,D~) 
h 
0 we have 
n 2 
7 
Since IaQG(x,Du) = 0 
1~m sup f Q G(x,Duh) < J2 G(x,Du). 
Using Proposition 1.2.2 we obtain the desired result. o 
The above argument has been directly modified from an argument in [GU4] · 
The following approximation result will be used 1n section 1.8. 
LEM A 1 . 2 . 4 
Let Q be a bounded open set with c2 boundary aQ. Let u E c0 ' 1 (S2 ) 
and¢ E c0 ' 1(Q) such that the trace¢=~ on aQ. Suppose that the 
conditions of Proposition 1.2.2 are satisfied. Then 
as k~ 00 where l\ = u + (¢ - u)~k and ~k = max(O, 1 - k d(x)) 
PROOF 
By Proposition 1.2.1 and Proposition 1.2.2 we have 
(1.2.3) JQ G(x,Du) dx + faQ ju - ~!G(x,v) dHn-l 
for all k. 
2 Since aQ is of class C then by the apnendix of [GT] we have 
d(x) E c2 (Q ) for sufficiently small s0 . so 
Here Q is given by (0.2). 
so 
Now let 
k d (x) < 1 } . 
Then 
(1.2.4) 
where 
I 1 = sup {J D. (h. (x)g .. (x))u. (x) dx}. h Qk J 1 lJ K 
Now 
r 1 < I n k ju - ¢j G(x ,Dd) dx + IQ G(x,D(u - o ) ) dx 
~Gk k 
~ fn k lu - ¢ IG(x,Dd ) dx + c{In ID¢! dx + In !Du l dx }. 
JC.. k JGk "\ 
Using Proposition 0.1 we obtain 
JQ kju - ¢ jG(x,Dd) dx = IQ kju - ¢IG(x,Dd)D.d n.d dx 
k k 1 1 
= -JQ kd Di Clu - ¢jG(x,Dd)Did) dx 
k 
+ Jkd=l ju - ¢jG(x,Dd)Did vi dHn-l 
where vi 1s the i-th component of the outward normal vector to aQk. 
Since D.d = v. we have 
1 1 
On letting k ~ 00 we have 
(1.2.5) 
and therefore we obtain the desired result from (1.2.3), (1.2.4) and 
(1.2.5). D 
1.3 Lower Semicontinuity 
We now investigate the lower semicontinuity of J 1 and J 2 . 
THEOREM 1.3.1 
Let aQ be locally Lipschitz and J 1 be the functional (1.1.15). 
Suppose that the assumptions (i), (ii) and (iii) for Fare satisfied 
and the functionh(x,O)given in (1.1.14) belongs to L1(Q). Then J 1 
is lOuJer semicontinuous with respect to conver gence in Lq (Q) , any 
n 
n-1 ( ) q, 1 < q < n/(n-1) of a L bounded sequence in BV Q. 
PROOF 
n 
n-1 q Let (vk) be a L bounded sequence 1n C converging 1n L (Q) , 
any q, 1 ~ q < n/(n-1) to a function v EC. By (iii) and (1.1.13) 
F(x,u,Du) - h(x,u) ~ \ 0 !Du l 
for u EC and therefore F(x,u,Du) - h(x,u) is a normal integrand as 
1 8 
def i ned by lorr ey on page 92 of [ 104 ]. By Theorem 4 .1 of [ 104] i t 
follow s th at 
for vk and v given above. 
Since D h(x,t) E Ln (Q) and h(x,t) 1s convex 1n t we have by 
z 
[GU3] the inequality· 
V 
JQJ~ D
2
h(x,t) dt dx < lim inf JQfok D
2
h(x,t) dt dx. 
Therefore we obtain 
1 9 
For v E BV (Q ) lower semicontinuity of J 1 follows from the definition . o 
Note that the above result implies that J 1 is well defined on 
BV (Q ) and by a diagonalisation argument, for each u E BV (Q) there 
exists a sequence Cl\), l\ EC such that l\ ~ u in Lq (Q) , any q, 
1 ~ q < n/(n-1) and 
In order to prove the desired lower semicontinuity result for 
J 2 we will strengthen the condition on aQ. We say that aQ satisfies 
an internal sphere condi t ion of radius R if for each x E aQ there 
exists an open ball B of radius R such that B c Q and x E aB. 
Before proving the lower semicontinuity of J 2 we reau1re an 
estimate of the form given in Proposition 0.7. 
PROPOSITION 1.3.2 
Le t Q be a bounded open set in Rn with locally Lipschitz boundary 
aQ which satisfies an internal sphere condition of radius R. Suppose 
that the conditions of Proposition 1.2.2 are sati sfied, then 
faQ lv !G(x, v) dHn- l ~ J9 R/ 2 G(x ,Dv) + c1 JQ lvl dx 
f or all v E BV (Q) where c 1 depends on n, Rand aQ . 
PROOF 
Let ~ be a rel a ti ve l y open subset of aR which i r eoresen t ab le 
as the graph of a Linschit: function w defined on some open subset V 
r 
n-1 
of R where 
V = {x' E Rn-l 
r 
Ix ' I < r}. 
The set V 1s chosen such that O < <P S a and for ~ > a we let 
r 
LJ = {(X I X ) 
r, 0 ' n 
Furthermore, choose two positive numbers r 1 and r 2 with r 1 < r 2 < r, 
and let ~h be the mollification of~. Then ~his well defined 1n 
V if his sufficiently small and 
r2 
{ (X 1 , X ) 
n 
20 
for some ~ ', a<~'<~' independent of h. Gerhardt 1n (GE2, Remark 2] 
shows that the principal curvatures kih of rh' where rh = graph ~h/Vr
1 
are bounded from above by some constant c0 which depends on Rand the 
Lipschitz constant of~' that is, kih < c0 for all x EV rl 
In view 
of the above and the appendix of [GT] there is some positive number, 
y, independent of h, a< y < ~ ', such that the distance function 
~(x) = dist (x,rh) 
1s of class c2 1n 
= { (x' , x ) : x' E V , 
n r 1 
for sufficiently small values of hand moreover for all x Elf 
flt y 
and y E ,such that d(x) = Ix - YI, 
(1.3.1) -Dii\(x) = kih(y)/(1-kih(y)dh(x)) < C for i =l to n-1 
and 
- D · · d ( x) = J for -J • d · · iJri i r Jan i = J = n 
with respect to a principal co-ordinate system at y. O\ let U c Rn 
be open such that U Q c U , , f or some f ixed y ', a< y ' < y, and 
r l ' y 
let v ~ 0 be a smooth function\ hose support is con tain ed 1n U. Using 
the integration by oarts formula given 1n Pronosition 0 .1 we have 
21 
{L D. CCL n: g.kok d )g .. )/GCx,D d_ )) V dx 
J J i k 1 f1 1) -h 
for small values of h. Since vjCx) = Dj ~Cx) for x E rh we have, 
upon expansion, using condition (1.1.13), 
fr v G ( x, D~) dHn _ l 
h 
G ( x , D v) d x + J h (Cl + l D . . dhB . . ) v dx 
U . . l.J 1.J 
r 1 ,Y 
l.J 
where c1 depends on sup g,. Q 1.J 
R/2 
and B . . = ( I gk . g . ) / G ( x , Ddh) . 
l. J k l. kJ 
Since (B .. ) is a positive syrrunetric matrix we have,using (1.3.1), 
l.J 
ID .. dh B .. 
. . l.J l.J 
l.J 
< C 
n 
l 
i=l 
B . . 
l.l. 
Taking the limit on both sides yields 
(1.3.2) faQ v G(x,v) dHn-l < J GCx,Dv) dx + c2 JQ v dx. QR/2 
Finally we let Uk' k = 1, ... , m be a finite covering of aQ by 
open sets of the kind described above, and we let ~k' k = 1, ... , m 
be a partition of unity by smooth functions such that 
m 
I ~kCx) = 1 for all x E aQ. 
k=l 
Let v ~ 0 be an arbitrary smooth function. lnen, applying the estimate 
Cl.3.2) to ~kv and sumrrnng over k we obtain 
m faQ V G(x,v) dH -1 s JQ G(x,Dv) dx + {C +C l SUD 1o~kl} JQ V dx. 
n R/2 2 3k=l 
By an approximation argument using Propositions 1.2.3 and 0.5 we obtain 
the desired result. o 
THEOREM 1 . .3 • .3 
Let aQ be locally Lipschitz satisfying an internal sphere condi -
tion of radius R. Suppose tha.t the asswrrptions (i), (ii) and (iii) 
of F are satisfied, h E L 1Q), and J 2 is the functional given by 
(1.1.16). Then J is lOuJer semicontinuous with respect to convergence 
2 n 
in Lq( Q) , · for any q, 1 s q < n/(n-1 ) of a Ln-l bounded sequence in BV (Q) . 
PROOF 
By a similar argument to th at given 1n Proposition 1.3.1 the 
functional 
1s lower semicontinuous with resnect to convergence in Lq (Q) , for any 
n 
1 / ( 1) f Ln-l bounded · BV (Q) q, S q< n n- o a sequence 1n . 
n 
n-1 1 1 Let {v} be a L bounded sequence in W' (Q) converging 1n 
n 
Lq( Q) , for any q, 1 Sq< n/(n-1), to a function v in BV (Q) . Suppose 
that J 2 (v) - IQ h(x,v) dx is not lower semicontinuous with respect to 
the above sequence. Then there exists a positive integer N such that 
for n > N 
(1. 3. 3) IQ(vn) + faQ K(x) lvn - ~IG(x,v) dHn-l 
< IQ(v) + IaQ K(x) Iv - ~IG(x,v) dHn-l - y 
for some positive constant y. 
By Proposition 1.3.2 
(1.3.4) < IQ G(x,D(v -
6 
V )) 
n 
+ C JQ Iv - vnl dx 
where Q0 is a boundary strip of width 6 and C is a constant depending 
on 6. Using (1.3.4) in the inequality (1.3.3) we obtain 
Using assumption (iii) we then obtain 
(1.3.5) 
22 
If n tends to infinity, we obtain, in view of the lower semicontinuity 
of the integrals on the left hand side of (1.3.5) 
On letting 6 converge to zero we obtain a contradiction. Therefore 
i s 1ower s emicont i nuous and sin ce JQ h Cx ,x) dx i s 1ower semicon t inuous 
with r espec t to Lq (Q) conve r genc e of a Ln-l bounded sequence in BV (Q) 
we ob t ain t he desi r ed r es ult. o 
The proof of Theorem 1.3.3 is modif i ed very directly from the 
argument in Appendix II of [GE2]. 
1.4 Existence of Solutions in BV(Q) 
We now study the existence of solutions for the variat ional 
problems J 1 and J 2 in the space BV (Q) . We shall suppose that there 
23 
exists positive constants t and Yo , y :'.:: 1, such that for all Caccioppoli 
0 0 
sets B c Q 
(1.4.1) 
and 
(1.4.2) 
THEOREM 1.4.1 
Let Q be a bounded open se t with locally Lipschi t z boundar y a Q 
and suppose that the conditions of Theorem 1.3.1 are satisfied. 
Then if conditions (1.4.1) and (1.4.2) ho ld the variati onal problem 
for J 1 has a solution in BV (Q) . 
PROOF 
Let (vn) be a minimising sequence 1n C for the functional J 1 . 
We shall show that (v) is uniforml y bounded in C. Let 
n 
V = 
n {
vn on Q 
0 on R'.1\ Q 
and assume that v > 0. Then on setting 
n 
V = {x E Rn , v (x) > t } 
t n 
we obtain by (GU3] 
Usin g the properties of h we obta in 
D h (x,t ) dx . 
z 
24 
V to 
JQ n D h(x,t) dt dx ~ fo dt fv D h(x,t) dx 0 z z t 
+ J00 dt fv D h(x,t ) dx. to z t 
Hence by (1.4.1) 
V 
(1.4.3) JQfon D
2
h(x,t) dt dx ~ - c 1 - YO f
00 
dt f G(x,DcpV) 
to Rn t 
where 
In general we have (1.4.3) for 
V = max (v ,0) 
n n 
+ 
while for 
v = min Cv ,o) 
n n 
we have 
Since 
J G(x,Dv) n n R 
= f00 dt f G(x,DcpV) 
_oo Rn t 
we have 
V 
(1.4.4) JQ J0n D2h(x,t) dt dx 
~ - y0 {JQ G(x,Dvn) dx + faQ lvn!G(x, v) dHn_ 1} - c 3 . 
Integrating the inequality, given by assumption (iii) of F, 
over Q and using (1.4.4) we have 
Then by (1.1.13) we have 
Therefore J
1 
is lm-.rer bounded and since J 1 1s estimated from 
above by J 1 ( cp ), where ¢ E C, \ e have 
JQ jDvn l dx S c5 
for all n, where the constant c 5 is independent of n. The inequality 
given in Proposition 0.6 implies that the sequence (v) is bounded n 
in BV (Q) , so there exists a subsequence converging in Lq (Q) , any q, 
1 Sq< n/(n-1 ) , to some function v E BV(Q) . Since the functional J 1 
is lower semicontinuous with respect to Lq convergence th e function v 
provides a m1n1mum for J 1 with respect to convergence in C. Finally, 
vis a solution to the variational problem J 1 in BV (Q) since by the 
definition of J 1 
inf J 1 (v) = inf J 1 (v). o 
v E BV (Q) v EC 
The proof of Theorem 1.4.1 is modified very directly from 
an argument in [GU3]. 
We now consider the existence of a solution for th e variational 
problem associated with the functional J 2 under the condition 
(1.4.5) 
THEOREM 1.4.2 
K(x) > Yo for all XE aQ. 
Let Q be a bounded open set with locally Lipschitz boundary aQ 
satisfying an interior sphere condition. Suppose tha.t the conditions 
of 111.eorem 1.3.3 are satisfied. Then if conditions (1.4.1), (1.4.2) 
and (1.4.5) are satisfied the variational problem for J 2 ha.s a 
solution in BV (Q) . 
PROOF 
Let B be a ball containing 
¢ E w1,1CR) having 'Pas trace on 0 
such that g .. lJ E 
CO,l(B). 
We define K to be the class 
K = {u: u E BV(B) 
Q . 
aQ. 
By [GA] there exists a func t ion 
We can extend g .. (x) in B\Q lJ 
u = <b 1n B\Q } . 
Minimising the functional J 2 1n BV( ) is equivalent to minimising 
25 
the functional 
1n K. 
Let vn be a minimising sequence of J2 (v) i n Knw
1
'
1 (Q) . We shall 
show that v is uniformly bounded. By (1.4.4) we have 
n 
V 
IQ I0n D2h(x,t) dt dx 
and thus 
V 
(1.4.6) IQ Ion D
2
h(x,t) dt dx > - y 0 IB G(x,Dvn) 
where c3 and c4 are positive integers. 
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Using Proposition 1.2.1, (1.4.6) and condition (1.4.5) we obtain 
V 
+ IQ Ion D
2
h(x,t) dt dx + IB\Q G(x,0¢) dx 
where s
0 
is the positive constant given by 
s0 = min (K(x)) - y0 . 
aQ 
Since J
2
(vn) is estimated from above by J 2 (¢) we have 
IB lovnl s C 
for all n, where the constant C is independent of n. By the Poincar~ 
inequality we have that v is bounded in BV(B) and there exists a 
n 
subseauence converging in Lq(B), any a, 1 Sq< n/(n-1 ) to a function 
v E BV(B). By Theorem 1.3 the functional J 2 is lower semicontinuous 
· h O I wit respect to L · convergence. The function v Q provides a m1n1 mum 
for J 2 with respect to convergence in w
1
'
1 (Q). Since 
inf J 2 (u) = inf J 2 (u) 
u E w1 ' 1(Q) u E BV (Q) 
by definition, v 1s a solution to th e variationa l problem J 2 1n 
BV (Q) . o 
1 .5 A Priori Estimates 
CX) 
In this section we derive both local and global L estimates for 
the BV solutions of the variational problem for J 1 and J 2 . 
Let F(x,z,p) = F(x,z,p) - h(x,z). According to the terminology 
used by Serrin in [SEl] we shall assume F(x,z,p) is of Type 1, that is, 
(1.5.1) jF(x,u,p) F(y,v,p)I S \(Ix - Yl)[l + F(x,u,p)] 
+ µ(ju - vi) 
where \(0) and µ (a ) are moduli of continuity withµ satisfying 
µ(a ) S const a 
for large values of a. The integrand G(x,p) 1s an integrand of Type 1. 
Before we obtain a nriori estimates we will reauire approximation 
results for J 1 and J 2 . For u E C we shall suppose that 
(1.5.2) F(x,u,Du) dx < c1 {JQ lul dx} [, 0 
where Q is given by (0.2) for some positive constant c:, 0 . We have £0 
the following approximation result for J 1 . 
PROPOSITION 1.5.1 
Let v E BV (Q) and 
V = V + (¢ - V )~ £ [, [, [, 
where v &S the mollification of v and 
[, 
~ ( x ) = max ( ( 1 - d ( x ) ) , 0 ) 
£ --
f, 
-roro x E Q . 
E, 
Then assu.m&ng the conditions of Theorem 1.3.1, (1.5.1) and (1.5. 2) 
we ha e 
7 
PROOF 
From Theorem 1.3.1 we have 
(1.5.3) 
Now let Sand s
0 
be f ixed compact subsets of Q such that 
for all E < Here 
Then 
Is 
= 
< 
-
by Lemma 2 of 
- - -F(x,v ,Dv) dx £, £, 
s
0 
= {x E s0 : d(x) > E}. 
f, 
[SEl] we have for E < f,o -
Is F(x,v ,Dv) dx £, £, 
(1 + A(e,)) cIQ F(x,v ,Dv) dx) + ( f, ' + A(e,) m m 
where (v) is a sequence such that v EC and 
m rn 
+µ((El+ e,2)/ISl)ISI 
J 1 (v) = lirn IQ F(x,v ,Dv) dx. m rn rn 
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Here £,l = £,l (m) and E
2 
= e, 2 (e,) tend to zero as rn and £, tend to infinity 
and zero respectively. Letting m ~ 00 through an appropriate sub-
sequence yields 
Is F(x,v ,Dv) dx £, £, 
< (1 + A(e,)) (J
1 
(v) - IQ h(x,v) dx) + (A(E) + µ( e, 2/ IS I)) jsj 
for£,< On letting E ~ 0 through an appropriate subseauence we 
obtain 
1~m sup cIQ F(x,vt,,Dvt,) dx - IQ h(x,vt,) dx) 
< Jl (v) + lirn IQ\S F(x,vt, ,Dvt,) dx - IQ h(x,v) dx 
for every compact subset S of Q. 
For v EC we have by (1.5.2) 
By Lemma 1 of [GE2] 
2 9 
Therefore for every E' > 0 , th ere exist- a set S such that 
which implies that 
(1.5.4) 
< J 1 (v) - JQ h (x ,v) dx 
for v EC. 
From the definition of J 1 we have (1.5.4) for v E BV (Q) using a 
diagonalisation argument. By (1.5.3) and (1.5.4) we obtain the desired 
result. o 
Note that if D h 1s uniformly bounded then 
z 
We have the following approximation result for J 2 . 
PROPOSITION 1.5.2 
Let v E BV (Q) and v be the mollification of v. Then asswn&ng 
E 
the conditions of Proposition 1.5.1 and Theorem 1.3.3 we have 
J 2 ( v E) - JQ h ( x, v E) dx -+ J 2 ( v) - JQ h ( x, v) dx as E -+ O , 
if F &S of Type 1. 
PROOF 
By Theorem 1.3.3 we have 
J 2 (v) - JQ h(x,v) dx 
s 1~m inf (JQ F(x,vE,DvE) dx) + faQ lvE - ~IK(x)G(x,v) dHn-l· 
It follows by a similar procedure to Proposition 1.5.1 th at 
(1.5.5) 
s J 2 (v) - faQ Iv - ~I K(x)G(x,v) dHn-l - fQ h(x,v) dx 
where S 1s any compact subset of Q. B: Lemma A2 of [GE2] 
(1.5. 6) far.. Iv[, - IK(x)G(x , v) dHn-1 -+ fau Iv - IK(x)G(x ,v) dHn - 1 · 
From (1.5.5 ) and (1.5.6 ) we obt ain t he des ired r es u l t. o 
If D :1 1s uniform ly bounded 1n Q x R then 
z 
In addition to the assumptions (1.5.1) and (1.5.2) we shall now 
assume that Fis a c1 function of its variables x, z and p s uch th a t 
(1.5. 7) 
and there exists c 2 and c 3 suc h that 
(1.5.8) 
-This condition is satisfied if F( x,z , O) is a Lip schitz fur_ction in z 
and / F(x,O,O)j is bounded above for all x E Q. 
We now prove the a pr1or1 estimates for BV solutions of the 
variational problem for J 1 . 
THEOREM 1.5 . .3 
Suppose t hat t he conditions of Proposition 1.5.1 are satis f i ed 
and let r0 be a relatively open part of aQ such that~ E L
1(aQ) n L00 'r0 ) . 
FurtheI'more let r c r0 be any closed subset and Ur be any open se t 
such that Urn aQ = r. Then, if (1.4.1), (1.4.2), (1.5. 7) and (1.5.8) 
are satisfied and v E BV (~ ) is a solution of the variational prob lem 
for J 1, we have 
lvl ~ c a.e. 1n Ur 
where the constant c depends on Ur, ll~ll
00
,r
0
, ll vll 1 , 52 , n, g , E0 , t 0 , 
)..0 and sup I g . . ( x) I . lJ 
Ur 
PROOF 
and 
Let~ be a smooth function such that 
o ~ ~ ~ 1 , ~Ir= 1 
Le t k be a positive number greater than max{ !l<P\.o r ,t0 }. TI.en 
' 0 
if v 1s a B solution of the vari ;:it i onal problem for .J 1 , the func ion 
v k = ( l - l')) + m 1 n ( 11 , k ) E B ' ~1.. J • 
From the minimum property of v we ge t 
Let 
A(k,11) = {x E Q : 11v > k} 
and suppose the function v EC. We have 
(1.5.9) 
Since F 1s convex in p we have 
JA(k,ll) F(x,vk,Dvk) dx 
< JA(k,ll) F(x,vk,(l -11)Dv) dx - JA(k,ll) Fp_(x,vk,Dvk)D'r) v dx 
1 
for some positive c1 . Since F(x,v,Dv) is of Type 1 
JA(k,iJ) F(x,vk, (1 - 11)Dv) dx < JA(k, 11) F(x,v,(l - 11)Dv) dx 
+ JA(k,
11
) (h(x,vk) - h(x,v)) dx 
+ c2 sup 1111 JA(k, 11 ) v dx + c3 iA(k, iJ) I . Q 
Therefore we have 
JA(k,ri) [F(x,v,Dv) - F(x,v,(l - iJ)Dv)] dx 
~ f A(k, 11) (h(x,vk) - h(x, v)) dx + c4 f A(k,ri) v dx + c 3 jA(k,iJ) I· 
By condition (1.5.8) and convexity of F(x,z,p) with respect to the 
variable p we have 
-F(x,v,Dv) - f(x,v,~Dv) - ~(x,v, (1- ri)Dv)+c
2
v + c
3 
-
::: F ( x , v , Dv) - F ( x , v , 11 D v ) - F ( x , v , ( 1 - 1l) LJ v) + F ( x , v , o ) 
::: f(F (x,v, ,iDv) - F (x,v, (l-71) IJv J)O.vfrnin(1l,l-T)) 
pi pi l 
~ 0. 
Therefore we have 
A(k,iJ) t (x ,v, iJDV) dx < A(k ,iJ) (h(x,vk) - h(x,v)) dx 
+ c 5 (k , Y)) v dx + c6 iA(k ,TJ) I· 
Using conditions (1.5.1 ) and (1 .5.7 ) once again \e obtain 
A(k,TJ) P(x,w,Dw) dx + J (k,T)) (h(x , v) - h(x,vk)) dx 
< c7 JA(k,TJ) v dx + cs l (k ,TJ) I 
where w = max (~v - k,O). 
Noting that 
h(x,v) - h(x,vk) 
for x E A(k,~) and 
= Jv D h(x,t) dt > Dzh(x,t0)w vk z 
f A(k,~) F(x,w,Dw) dx ~ J52 G(x,Dw) dx 
we have 
By an approximation argument using Proposition 1.5.1 we have 
for v E BV(S2). By condition (1.4.1) 
J52 Dzh(x,t0 )w dx ~ - (1 - E0 ) J52 G(x,w) - (1 - E0 ) faQ wG(x,v) dHn-l 
and therefore 
and thus by (1.1.13) 
n 
By proposition 0.8 w E Ln-l(Q ) and 
n n-1 
- -
[J n lwln-l dx] n < {f d IA(k ) I} JG c 10 A ( k , ~) v x + '~ • 
Using Holders inequality 
1 n+l 
f52 lwl dx s c10 {1A(k,~) In JA(k,~) v dx + IA(k,~) In} 
or finally 
1 n+l 
(h - k) jA(h,~) I < c 10 { IA(k,~) In JA(k,~) v dx + IA(k,YJ) I n } 
for h > k. 
Using an iteration procedure outlined in [GE3] and a well known 
result of Stampacchia ([ST]) we obtain an upper estimate of v. 
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In order to obtain a lower estimate we insert 
vk = (1 - ~)v + max (~v ,-k ) 
1n (1.5.9) and follow the above procedure. 
THEOREM 1.5.4 
Suppose that the conditions of Proposition 1.5.2 and Theorem 1.5.3 
are satisfied. Then,if v E BV (Q) is a solution of the variational 
problem for J 2, lvl ~ c a.e. in Ur where the constant c depends on 
Ur, ll<P 11 00 , f o' ll v ll l, Q' n, Q, s0, t 0, "-o and sup gij (x) . Ur 
PROOF 
As in Theorem 1.5.3 let vk = (1 - ~)v + min (~v,k). From the 
minimum property 
Hence letting 
A(k,~) = {x E Q : ~v > k} 
and assuming v to be smooth, we obtain 
(1.5.10) JA(k,~) F(x,v,Dv) dx + J0Q Clv - <Pl - lvk - <Pl)K(x)G(x,v) dHn-l 
< JA(k,~) F(x,vk,Dvk). 
Following a similar procedure to Theorem 1.5.3 and taking the relation 
Iv - <Pl - lvk - <Pl = max (~v - k,O) = w 
into account, (1. 5. 10) yields 
JQ G(x,Dw) + faQ wK(x)G(x,v) dHn-l + JQ H(x,t0)w dx 
which will also be valid for v E BV (Q) using an approximation argument. 
Following the same procedure as in Theorem 1.5.3 we obtain the desired 
estimate. o 
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1.6 Uniqueness of Solutions 
In th is section we shall study the uniqueness of BV solutions of 
the variational problem for J 1 and J 2 . 
We will assume that Fis a c1 function of its variables 
n (x,z,p) E S2 x R x R and IF (x,z,p)/ + / F (x,z,p) I is summable . By the p z 
introduction of Chapter 1, if u EC is a minimum of the functional J 
1 
or J
2 
in BV( Q) then 
(1.6.1) JQ F (x,u,Du)D.\jr + F (x,u,Du)\jr dx = O 
pi 1 Z f 1 E C
O,l 1Q) 
or al \JI O \. L • 
Now suppose that u EC is a solution of the equation (1.6.1) then 
by the extended mean value theorem 
I ( u + 'V) - I ( u) = f Q F p . ( x , u , Du) D 
1 
'V + F z ( x , u , Du) 'V d x + ; T ( u + 6\jr , 'V) 
1 
where, 0 s 8 s 1, and 
T(u,\jr) = fn F (x,u,Du)D.tD.\jr dx 
~G p.p. 1 ] 
1 J 
2 
+ 2fn F (x,u,Du) (D.\jr)\jr dx + fn F (x,u,Du)\jr dx. 
~G p.z 1 ~G ZZ 
1 
Hence u is a minimum of J 1 or J 2 if 
(1.6.2) T ( u + 'V , 'V) ~ O for any u E C. 
Thi~ condition is satisfied if we assume that F(x,z,p) is convex in 
(z,p) E Rn+l for each x E Q ,that is, 
(1.6.3) 
+ 
F (x,u,Du)~.~- + 2F (x,u,Du)~.~ 1 p .P. 1 J p. z . 1 n+ 
l J l 
2 F (x,u,Du) ~ 
zz n+l 
> 0 
n+l 
u E C and ~ = (T) l , ... , ~ , ~ l ) E R 
11 n+ 
The inequality (1.6.2) and convexity of h in u implies 
(1.6.4) (A(u) - A(v), u - v) ~ 0 for u and v E w1 ' 1 (S2) where 
(A(u) - A(v) ,u - v) = JQ (F (x,u,Du) - F (x,v,Dv))D. (u - v) 
pi pi l 
+ (F (x,u,Du) - F (x, v ,Dv)) (u - v) dx. 
z z 
In general, condition (1.6.4) i~ not satisfied for x E Q assuming only 
the convexity of F with respect top. We do however have the following 
result for sufficiently s mall domains Q (see [LUI], Ch. 5). 
LEMMA 1 . 6 . 1 
Let F be a c1 unction of it n variables (x,z,p) E Q x R x R 
and be convex with re pect top . Then there exists a constant k 0 such 
that if 121 s k 0 then condition (1.6.3) is satisfied. 
This result will be used later in our study of interior 
regularity. 
The following propositions pertaining respectively to the 
functionals J 1 and J 2 will imply uniqueness results for BV solutions. 
PROPOSITION 1.6.2 
Suppose Fis a c2 function of its variables (x,z,p) E Q x R x Rn 
satisfying the conditions of Theorem 1.5.3. Let F satisfy the 
n 
conditions (1.5.7) and (1.6.3) and suppose F E L (Q) for each (z,p). 
z 
Let 
1 
( lpl 2) 2 s c 1 1 + 
00 for some positive constant c 1 and c 2. Then v E BV(Q ) n L (Q) is a 
minimum of the functional J 1 if and only if there exists a sequence 
(v ), v EC such that v ~ v 1.,n L~ Q) , any q, 1 sq< n/(n-1), 
n n n 
(1.6.5) fn F (x,v ,Dv )D.t + F (x,v ,Dv )t dx ~ 0 
JG pi n n 1 z n n 
and 
(1.6.6) fn F (x,v ,Dv )D.u + F (x,v ,Dv )u dx ~ 0 
JG p. n n 1 n z n n n 
l 
where un = v n - cf>, cf> E C 1 ( Q) and t E W~' 1 ( Q) . 
PROOF 
Suppose that there exists a sequence (vn), v EC such that 
n 
vn ~ v in Lq (Q) , any q, 1 sq< n/(n-1) and (1.6.5) and (1 .6.6 ) are 
satisfied. Suppose that (vn) is not a minimising sequence for J 1 . 
Then there exists a function \v E w1 ' 1 (Q) such that 
35 
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Consequently 
(1.6. 7) lim sup (J 1 (vn + w - ¢ - un ) - J 1 (vn)) < 0 m -+ co 
where u =. v - ¢. 
n n 
By the extended mean value theorem we have 
= J n F (x, v , Dv ) D. (w - ¢) + F (x, v , Dv ) (w - ¢) dx 
JG pi n n i z n n 
- fn F (x,v ,Dv )D.u + F (x,v ,Dv )u dx + lr(v + 8(w - vn),w - v) 
JG p. n n in z n n n 2 n n 
i 
where O < 8 < 1 and Tis given by (1.6.2). By condition (1.6.3) 
and therefore by (1.6.5) and (1.6.6) we have 
lim inf [J 1 (vn + w - ¢ - un) - J 1 (vn)] ~ 0 n -+ oo 
which contradicts (1.6. 7). Therefore . . . . sequence for J 1 V is a minimising n 
which implies that v is the minimum of J 1 in BV( S2) . 
Now suppose that v is a minimum for Jl in BV(S2) and let (v ) n 
minimising sequence such that v EC. Assuming that tis a smooth 
n 
function in Q we have 
(1.6.8) lim inf (J 1 (vn + t) - J 1 Ct))> 0. n -+ oo 
Using the extended mean value theorem we have 
Jl (vn + t) - Jl (vn) 
= fn F (x,v ,Dv )D.t + F (x,v ,Dv )t dx + 21T(vn + 8'Jr,t). JG p. n n i z n n i 
Suppose there exists a function t
0 
such that 
fn F (x,v ,Dv )D.t0 + F (x,v ,Dv )t0 dx-+ A< 0. JG pi n n i z n n 
be a 
If the limit for some tis positive then taking t
0 
= -t we obtain the 
required relation. We can choose\ such that 
(1.6.9) lim sup (J 1 (vn + \t0 ) - J 1 (vn)) < 0 n -+ oo 
si nce T(v + 8\w ,\w) = \ 2T(v + e~1r t) and b our assumption 
n ·o ·o n 't'Q' 0 y 
37 
T(vn + 8At0 ,t0) is bounded above. But the inequality (1 .6.9 ) contradicts 
the inequality (1.6.8). Therefore for smooth function s t we have proved 
JQ F (x,v ,Dv )D.t + F (x,v ,Dv )t dx ~ 0. p. n n 1 z n n 
1 
Now let t be any function in W~' 1(Q) and th the mollification of t . 
Then by conditions (1.5. 7) and Proposition 0.8 we have 
IJQ F (x,v ,Ov )O.t + F (x,v ,Ov )t dx l pi n n 1 z n n 
1 1 Therefore by Lemma 7.2 of [GT] we have (1.6.5) fort E w0 ' (Q) . 
Now consider the sequence 
of functions of A. It is easily seen that F is a convex function of A. 
n 
1 3 For A E (2,2) we have by our assumption 
2 
i.__2 F (A) = 
dA n 
JQ F (x,¢ + AU ,0(¢ + AU )O.u D.u p.p. n n 1 n J n 
1 J 
+ 2JQ F (x,¢ + AU ,0(¢ + AU )(O.u )u dx p.z n n 1 n n 
1 
+ JQ F (x,¢ + AU ,0¢ + AU )u2 dx 
zz n n n 
00 Since v EL (Q) there exists a minimising sequence which is uniformly 
bounded 
for A E 
Since 
00 
in L ( Q) . Therefore the second derivatives are uniformly bounded 
1 3 (2'2). Since¢+ u is the minimising sequence we have n 
JQ F (x,v ,Ov )O.u + F (x,v ,Ov )u dx p. n n 1 n z n n n 
1 
we obtain (1.6.6). o 
PROPOSITION 1. 6 . 3 
Suppose that the conditions of Proposi t ion 1. 6.2 are satisfied. 
Then (vn) ' vn E C, is a minimising sequence f or the f unctional J 2 if 
and only if 
fn F (x,v ,Dv ) D. t + F (x,v ,Dv )t dx ~ 0 
JG pi n n i z n n 
and 
fn F (x,v ,Dv )D.u + F (x,v ,Dv )u dx ~ 0 
JG p. n n in z n n n 
i 
PROOF 
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Since J
1 
(u) = J 2 (u) for u EC we obtain the above result from the 
previous proposition. o 
We shall now use these propositions in the following Theorem 
concerning the uniqueness of BV solutions of the variational problem 
for J
1 
and J
2
. We shall assume the s t rict monot oni city condition , 
that is, 
(1.6.10) F n n + 2F n n + F n 2 > 0 p.p. ·1i ' 1j p.z ' 1i ' 1n+l zz ' 'n+l 
i J i 
and is equal to zero if and only if Tl· = 0 for all i = 1, ... , n+l. 
i 
This condition implies that 
(1.6.11) (A(u) - A(v),u - v) ~ 0 
and is equal to zero if and onl y if Du= Dv a.e. in Q for u and 
VE Wl,l (Q) . 
We now have the following Theorem concerning the uniqueness of 
solutions to J 1 . 
THEOREM 1.6. 4 
Le t v be a BV solution of the variational problem for J 1 and v0 
a w1' 1(Q) solut ion and suppose t hat the conditions of Proposi t ion 1 . 6 . 2 
are satisfied. Then if condition (1.6.10) is satisfied 
1 for all¢ E c0 (2) , where 8 is a singular measure . 
PROOF 
Since v E BV (SG) 
for all¢ E C~ (Q) where Dv is a vector valued radon measure such that 
for E c Q 
Dv(E) = fE f dx + 8(E) 
where f 1s the Radon-Nikodym derivative of the absolutely continuous 
39 
part of Dv and 8 is a singular measure. 
form 
Let v be the function of the 
C, 
where 
TJ E = max ( ( 1 - d ( x) / 0 ) , 0 ) 
and vE 1s the mollificati9n of v. 
-Note that; ~ v in Lq(Q), any q, 1 < 
C, 
q < n/(n-1) and DvE ~ f 
a.e. in 2. 
By Theorem 1.3.l and Proposition 1.6.2 
- -(A (v ) , v - v0 ) ~ O as E ~ 0 C, C, 
and 
Here 
(A(u),v) = J, F (x,u,Du)D.v + F (x,u,Du)v dx. 
.)~ p. 1 Z 
1 
Therefore we have 
and by Fatou's Lemma 
( F p. (x, v, f) 
1 
a.e. 1n Q. 
Fp. (x,v
0
,ov
0
)(f - Dv0 ) + (Fz(x,v,f) - Fz(x,v0 ,ov0 )(v - v0 ) = 0 
1 
Therefore by the monotonicity condition (1.6.10) 
f = ov
0 
a.e. in Q 
and thus our assertion follows. o 
Note that if u and v are w1 ' 1 (Q) solutions of the variational 
problem for J 1 such that the conditions of the previous Theorem are 
satisfied then 
Du= Dv a.e. on Q, 
that is, u and v are unique up to a constant almost everywhere. 
We have the following Theorem concerning the uniqueness of 
solutions to J 2 . 
THEOREM 1.6.5 
Suppose the conditions of Proposition 1.6.3 are satisfied and let 
1 1 
v be a BV solution of the variational problem for J 2 and v0 a W' ,Q) 
solution. Assume that there exists a minimising sequence (v ), v EC. 
n n 
Then, if condition (1.6.10) is satisfied, 
for all¢ E C~(Q), where e is a singular measure. 
PROOF 
The proof is the same as the proof of the previous Theorem where 
we use Proposition 1.6.3 instead of Proposition 1.6.2. o 
1.7 Interior Regularity 
In this section we shal study the interior regularity of BV 
solutions of the variational problems for J 1 and J 2 . 
First we prove the following useful result concerning the 
functional J 2 . 
PROPOSITION 1.?.1 
Suppose that the conditions of Proposition 1.5.1 are satisfied and 
let v be a minimum of the functional J 2 in BV (Q) . Let Q' be an open se t 
2 
such that Q' cc Q, aQ ' ~s of class C and 
J aQ , I Dv I = O • 
Then v is a minimum of the functional J 1 (u,v,Q') in BV (Q ' ) where 
(1.7.1) 
such that u ~ u in L1(Q ' ) and 
m 
1 1 
um E K = { w E W ' ( Q' ) , w = v j aQ, } . 
PROOF 
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Let v E BV (Q) be a minimum of the functional J 2 . Let u E w
1
'
1(Q 1 ) 
with trace ulaQ = v and let u1 E BV (Q) be the function 
U 
= {u in Q' 
1 Vin Q\Q'. 
Since vis the minimum of the functional J 2 we have 
(1.7.2) 
Now let w E BV (Q) such that faQ' low! = 0 and trace w = vlaQ•. We wish 
to prove that 
(1.7.3) 
where 
J 2 (w,Q\Q ') = inf lim JQ\Q' F(x,wk,Dwk) dx + faQ K(w) lw - ~IG(x,v) dHn-l 
and (wk) are sequences such that wk E w1' 1(Q\Q ' ) and wk~ win L1(Q\Q ' ) 
By Proposition 1.5.2 we have 
w 
J 2 (wE) - JQJOE D2h(w,t) dt dx ~ J 2 (w) - JQJ~ D2h(x,t) dt dx 
as E ~ 0 where w is the mollification of w. Also we have 
E 
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w 
J 2 (ws) - JQJOE Dzh(x ,t ) dt dx 
w w 
JQ, JOE Dzh (x ,t ) dt dx + J 2 (ws ,~\Q ' ) - JQ \Q ' JOE Dzh (x ,t ) dt Jx 
as E-+ 0 where 
J 2 (w, Q') = lim inf JQ, F(x,wk,Dwk) dx 
1 1 1 
and (wk) are sequences such that wk E W' (Q ' ) and wk-+ w 1n L (Q ' ) 
ask-+ 00 • Therefore we have 
In order to prove (1.7.3) we show that 
(1. 7.4) 
Obviously we have 
J 2 (w, Q') ~ J 1 (w,v, Q'). 
By (GA] there exists¢ E w1' 1(Q ' ) such that tr ¢jaQ' = v. Let 
w (x) = w (x) + ( l - d (x)) (¢ (x) - w (x)) 
E E E E 
for x E Q' and E < E' where d(x) E c2 (Q' \ Q' ,). By Proposition 1.5.1 
E 
and Proposition 1.5.2 
J 1 (u,v,Q') = lim J 1 (wE,v, Q') 
E 
< lim J 2 (wE, Q') 
E 
and therefore we have (1.7.4) . By (1.7.2) and(l.7.3) 
1 1 for all u E W' (Q ' ) and there for e v minimi s es J 1 (u,v, Q') 1n BV(Q) 
by definition. o 
4 3 
We have a simil ar r es ult for the case when v E BV (Q) i s a m1 n1mum 
of the funct i ona l J 1 wher e J 2 (w, Q\Q ' ) i s r ep l aced by J 1 (w ,Q\Q ' ) . Here 
J 1 (w, Q\Q ') = inf lim JQ\Q ' F(x,wk,Dwk) dx 
and (wk) are sequences such that wk E w1 ' 1(Q\Q ' ) , trace wk ,aQ = ¢ 
and wk~ win L1(Q\Q ' ) ask~ 00 • 
The Euler-Lagrange equation associated with J 1 can be writt en 1n 
the form 
(1.7.5 ) 2 . Trace(A(x,u,Du)D u)= B(x,u,Du) 
for u E c2 (Q) where A is the matrix given by 
A(x,z,p) = [F (x,z,p)] p.p. 
1 J 
and Bis the scalar function given by 
B(x,z,p) = F (x,z,p) - F (x,z,p)p. - F (x,z,p). 
z p.z 1 p.x. 
1 1 1 
In order to obtain interior regularity results for J 1 and J 2 we 
require conditions for existence of classical solutions to (1.7.5) 1n a 
ball BR of arbitrarily small radius taking on prescribed boundary data 
~- We also require an interior gradient estimate for such solutions. 
According to the existence program as outlined by Serrin in [S E2 ] 
and Gilbarg and Trudinger in [GT] we require 
(i) estimation of sup lul 
Q 
(ii) estimation of sup !Dul 1n terms of 
aQ 
(iii) estimation of sup !Du l 1n terms of 
Q 
for c2 solutions of th e equation 
(1.7.6 ) Trace(A(x,u,Du) o2u)= ~B(x , u , Du) 
and 
u = ~~ on aQ 
2 
where ~ E [0,1] and ~ E C (aQ) . 
sup lu l 
Q 
sup !Du l and sup lu l 
aQ Q 
Then by the Leray-Schauder fixed point Theorem, as outlined in 
Theorem 10.4 of [GT], th ere exists at least one function u E c2(Q) 
which 1s a solution to (1.7.5) with u =~on aQ. 
We have the following Theorem concerning the first estimate which 
is a consequence of Theorem 3, Section 6 of [SE2]. 
THEOREM 1. ? . 2 
Suppose B(x,z,p) is a non decreasing function of z such that 
(1.7.7) 
and 
(1.7.8) 
B(x,M,p) ~ - cjpj Trace (A(x,z,p)) 
B(x,-M,p) 
for x E Q and IPI > e > O. 
S cjpj Trace (A(x,z,p)) 
Let u E c2 (BR) n CO(BR) be a solution of 
(1.7.6) on the ball BR. Then for sufficiently small R we have 
lul < max(m,M) + 2fR in BR 
where mis a bound for lul on aBR. 
PROOF 
Since B(x,z,p) 1s non decreasing 1n z we have by (1.7.7) and (1.7.8) 
the inequality 
Trace(A(x,z,p)) 
sign u B(x,u,Du) ~ - p R 
where RS 1/C. Then by Theorem 3 of Section 6 of [SE2] we obtain the 
desired result. o 
We now have the following boundary gradient estimate 
THEOREM 1.? • .3 
Suppose 
jB(x,z,p) I < Cjpj Trace(A(x,z,p)) + µ(jzj)p.A(x,z,p)p. 1 J 
for all (x,z) E Q x Rand !Pl> µ(jzj) whereµ is a non decreasing functi on 
of lzl. Let BR be a ball of radius R~ ¢ E c2 (BR) n c1 (BR) and 
u E c2 (BR) n c1 (BR) be a solution of (1.7.6). Then for sufficiently 
small R 
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whe~e c1 depends on n, I u I, 
PROOF 
Since 
A .. (x,z,p)(p. - q.)(p. - q.) > 2
1 p.A .. (x,z,p)p. - Aj q l2 lJ 1 1 J J 1 lJ J 
we have 
IA .. (x,z,p)D .. 4) + B(x,z,p) I lJ lJ 
S Rl IP - Dcpl Trace (A(x,z,p)) + µ( lzl)A .. (x, z ,p)(p. - q.)(p. - q.) lJ 1 1 J J 
for IP - Dcpl > µ(lzl) where 
and 
RS 1/C. 
By Theorem 13.4 of [GT] we then have the desired result. o 
We now formulate an interior gradient estimate for classical 
solutions to (1.7.5). A global gradient estimate will follow from the 
boundary gradient estimate and interior gradient estimate. Ladyzhenskaya 
and Uralt'seva in [LU2], Part I, used the maximum principle method to 
obtain a priori gradient estimates for a large class of second order 
quasilinear elliptic equations. Even so, the conditions imposed on the 
structure of the equation specifically prevented one from obtaining 
interior gradient estimates for any equation satisfying the condition 
c1 Trace (A(x,z,p)) s p.A .. (x,z,p)p. s c2 Trace (A(x,z,p)) 1 lJ J 
where c1 and c2 are positive constants. This includes the minimal 
surface operator. 
In [BDM] Bombieri, De Giorgi and Miranda were able to derive a 
local interior gradient estimate for solutions of the minimal surface 
equation using test function arguments together with a Sobolev 
46 
ineq ua l i t y on t he gr aph of t he so l ut ion . A much simpli f ied pr oof of t heir 
r es ult was lat er given by Trudinge r in [TR2]. Trudinger 1n [TR 3] ext ended 
this re sult for surfaces of pres cribed mean curvature . 
Ladyzhenskaya and Uralt'seva in [LU2] Part II obt a ined 
an interior gradient bound for a rather large class of equations, 
including the minimal surface equation. Using a general Sobol ev 
inequality on certain generalized submanifolds of Euclide an s pace 
together with appropriate test function arguments Simon in [SI] obtained 
interior gradient estimates for a large class of divergence form elliptic 
equations including all those obtained in [LU2] Part II. 
In this thesis it will be sufficient to consider the equations 
satisfying the conditions given by Ladyzhenskaya and Uralt'seva in [LU 2] 
Part I I. 
THEOREM 1. ? • 4 
Let u be a c2 (Q) solution of (1.7.5) in Q and l et M = max lu l . 
Q 
Assume that for x E Q, lzl SM and p E Rn the fun ctions F (x,z,p) 
pi 
are twice continuously differentiab le, F (x,z,p) i s continuously 
z 
differentiable, 
and 
jF (x,z,p) I S c1 p. 
l 
Let v , 1j and T)' be the vect ors · 
V = ( V 1 ' . . . ' vn+l) 
= - (D1u, - D u, . . . ' n 
1j = (ii 1 J . . . ' 11n + 1) 
= (T) l ' . . . , T) ' U) 11 
l 
1 )/( l + !Du !2)2. 
= fJ - (fJ , v)v . 
In addition , assume 
Let 
I 11 ' ( 1 '." 11 . r- ) ( X ' z 'p) 11 j < C (j _ ___._I _.:.'1_' _._I '~_l , C 5 ' C 6 > 0 
_ 1 Pil j 2 1 ? (1 + 11Pl 2 ) (1 - \p\ .. )-
6' D.u = (DkJ.u Dku)/(1 + \ou\ 2) . 
n+l J 
for 1 = 1, ... , n 
and 
Finally we let 
n n+l 
I cS' Du I = ( L L 
j=l i=l 
1 
jo! (D.u) 12)2. 
1 J 
\Dul 2 (div (F (x,u,Du)) - F (x,u,Du)) p.z zz 
1 
+ p.(<liv (F (x,u,Du)) - F (x,u,Du)), 
J pixj zx j 
1 
I I ( IDU ,12)2, 0 ~ c7 6'Du + cB l + c7, cB > 
Then , for any Q' such that Q' cc Q and C depending on the distance 
of Q' from aQ, n and the constants c 1 , ... , c8 . 
max \Duj < C 
Q • 
We have the following global regularity estimate which is a 
consequence of Theorem 1.7.3, Theorem 1. 7 .4 and Theorem 1 of [SI]. 
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THEOREM 1. ?. 5 
Suppose that the conditions of Theorem 1. 7.3 and Theorem 1. 7.4 
2 1 -
are satisfied. Let BR be a ball of radius Rand u EC (BR) n C (BR) 
a solution of (1.7.6). Then for sufficiently small R 
jDu j < c on BR 
where c depends on n, the constants c 1 , ... , c8 of Theorem 1. 7 .4, R 
and sup !Dul. 
a2 
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By Theorem 1.7.2, Theorem 1.7.3 and Theorem 1.7.5 these exists a 
2 0 -C (BR) n C (BR) solution of (1.7.5) such that 
We can now prove an interior regularity result for BV m1n1mums 
of J 1 and J 2 . 
THEOREM 1.?.6 
Suppose that the conditions of Theorem 1.5.3, Theorem 1.7.2, 
Theorem 1.7.3, Theorem 1.7.4 and Theorem 1.7.5 are satisfied. Then if 
there exists a BV (Q) minimum of J 1 or J 2, there exists a c
2
'a (Q) 
m~n~mwn of J 1 or J 2 respectively, where O ~a< 1. 
PROOF 
Let x0 E Q and BR denotes a ball of radius R0 with centre x0 0 
such that 
Let v be a solution in BV (Q) of the variational problem for J 1 or J 2 . 
By Theorem 1.5.3 and Theorem 1.5.4 we have 
where c 1s a constant. 
Now v can be extended into Rn as a function with compact support, 
which we shall still call v, and let v be the mollification of v . 
E 
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Consi der t he Dirich l et prob l em 
(1. 7.9 ) <livF (x ,u,Du ) = F (x, u, Du) , x E BR p z 
and 
By 'Jneorem 1. 7.2, Theorem 1.7.3 and Theorem 1.7.S these exi s t s a solut ion 
2 0 -
us EC (BR) n C (BR) of (1. 7.9) for R sufficiently small. 
By Theorem 1.7.2 we have 
(1.7.10) 
and by Theorem 1. 7.4 
(1.7.11) 
for all Q ' cc B . R 
lu Is 
E R 
jDu IB 
E R 
< c2Cc1, Q'' jDFu lBR) 
0 
By the conditions of Theorem 1.7.4 and Theorem 1.6.2 we have that 
u 1s the minimum of the functional 
E 
1n 
I(u) = f 8 F(x,u,Du) dx 
R 
K = {u E w1' 1(Q) 'u = V }. E 
for R sufficiently small. Therefore u 1s the minimum of the function a l E 
J 1(u,vs,BR) in BV(BR) where J 1 (u,vs,BR) 1s given by (1.7.1). Hence, 
setting 
, and 
we obtain 
(1.7.12 ) 
and by ( 1. 7. 4) 
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(1. 7.13 ) 
wh er e 
and 
From Lebesgue's Theorem of dominated convergence, Proposition 1.5.1 and 
Proposition 1.5.2, the right hand sides of (1.7.12) and (1.7.13) conver ge 
to L
1
(v) and L2 (v) respectively ass~ 0. On the other hand, from 
estimates (1.7.10), (1. 7.11) and the Ascoli Theorem w and w conver ge s s 
in BV (~) to some function u0 which is locally Lipschitz 1n BR and agr ees 
with v on Q\BR. On account of the lower semicontinuity of L1 and L2 
we have 
and 
Therefore if vis a m1n1mum of the functional J 1 then u0 minimises the 
functional J
1 
and if vis a minimum of the functional J 2 then u0 is a 
minimum of J 2 . 
Since u
0 
E BV (Q) is locally Lipschitz we have u0 E c
0
'
1(Q) n w1 •1(Q) . 
By the standard results on uniformly elliptic equations given, for 
example, in [LU] or [GT] we have u0 E c
2
'a (Q) , 0 ~ a< 1. o 
We shall use the preceding Theorem to obtain an interior re gul ar i t y 
result for the case when D his a strictly increasing function of u. 
z 
THEOREM 1.?.? 
Suppose that the conditions of Theorem 1.7.6 are satisfied a:nd let 
0
2
h be a s t rictly i ncreasing function of u. Then all BV(Q) minima of 
2 a J 1 and J 2 belong to C ' (Q) . 
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PROOF 
Let v be a solution to the variational problem for J 1 . By the 
previous Theorem there exists a function u0 which 1s locally Lipschit z 
on BR' equal to v on Q\ BR and 1s a m1n1mum of J 1 . Therefore 
Now the functions 
F (\) 
and 
\( u -v)+v 
= Jl (\(uo - v) + v) - JQJ O 0 D h(x,t) dt dx 
z 
A(u -v)+v 
G(\) = JQfo O Dzh(x,t) dt dx 
are convex 1n A by (1.6.2) and assumption on D h respectively. Therefore 
z 
and 
u +v 
0 
JQJO 2 
< ;(F(l) + F(O)) 
1 
= zC J 1 c uo) + J 1 c v) 
U + V 
which imply that 02 is a minimum of J 1 . Therefore we have equality 
in the above two expressions which implies that 
On differentiating with respect to z we have 
which implies that u0 = v since D his strictly increasing 1n u . z 
By similar considerations to the above we also obtain the desired 
result for J 2 . o 
We wish to extend the above result to the case when 
THEOREM 1. ? . 8 
D h = 0. 
zz 
Suppose that the conditions of Theorem 1.7.6 are satisfied. Let 
v E BV (2) be any solution to the variational problem for J 1 or J 2 . Then 
v E c2 'a ( 2) , 0 S a < l. 
PROOF 
Let x0 E 2 and BR (x0 ) be a ball of radius R0 • 0 
Assume D h 1s 
z 
uniformly bounded, or otherwise consider the truncated function 
D hk = max (D h,-k) + min (D h,k) - D h. Let v E BV (2) be a minimum of 
z z z z 
the functional J 1 or J 2 in BV (2) . Choose R0 sufficiently small such that 
(1.7.14) 
(1.7.15) 
sup Dzh(x,t) < (n - l)/R0 
x,t 
and condition (1.6.2) is satisfied. Note that this is possible since jovl 
1s a a-additive bounded measure which implies that the integral 1n (1.7.15) 
1s different from zero for at most a countably many values of R0 . 
Let RE [O,R0/4] be any number such that 
and let DR denote the open set 
5 3 
\ e wish to prove that conditions (1 . 4 .1 ) and (1 . 4.2) are satisfi ed. 
ow by (1 .7.1 4) and the isoperimetric inequality, given in the otation 
and Preliminari es,\ e have 
If I < (n R- 1) I BI B Dzh(x,O) dx 
(n - 1) 
< n Hn- l (o B) 
for all Caccioppoli sets B c DR. By Theorem 1.4.1 and Theorem 1. 7.6 there 
2 a 
exists a function wR EC ' (DR) such that wR is a min imum for the 
functional J 1 (u,v,DR) in BV(DR). If v 1s a minimum to J 1 then the 
function 
1s also a solution to the variational problem J 1 and similarly if v 1s a 
m1n1mum for J 2 then wR is a m1n1mum of J 2 in BV (Q) . 
Now by Theorem 1.7.2, Theorem 1.7.3 and Theorem 1.7.5 there exists 
a solution uR of (1.7.5) such that 
and 
By Proposiition 1.6.2 we have that uR 1s a m1n1mum of the functional 
u = {( ~ 1n 
- R -
wR 1n 
1s also a solution to the variational problem for J 1 if vis a m1n1mum of 
J
1 
in BV (Q) and 1s a solution of t he variational problem for J 2 is vis 
a minimum of J 2 1n B (~ . Now uR E w
1
'
1 (BR (x0)) , so by Theorem 1.7.6 
0 
and 
(1.7.16 ) 
where c1 depends on Iv IR , IB IR , jDB IR and R0 . 0 0 0 
Now since both ~Rand ~R minimise the functional J 1 or J 2 
By (1.7.16) and (1.7.17) we have 
(1.7.18) 
-for R satisfying (1.7.15) since both uR and wR are bounded in terms of 
Iv IR · If R E (O, R0/ 4) is arbitrary we can find a sequence of numbers 0 
Rk less than R such that (1.7.18) holds for Rk and lim Rk = R. On 
k 
taking the limit we obtain (1.7.18 ) for all R E (O,R0/ 4). 
By a result given by Federer ((FE2] (2,10,19)) (1.7.18) implies 
that the Lebesgue density of the Radon measure jovl is locally bounded 
in Q and hence jovj is absolutely continuous with respect to the 
n dimensional Lebesgue measure restricted to Q. 
Applying the Radon-Nikodym Theorem there exists a function 
00 
f E L1 (Q ) such that oc 
g • f dx 
0 for all g E c
0
(Q) . 
00 
By the same reasoning there are functions f. E L1 (Q) such that i oc 
for each distributional derivative D.v 
i 
fn gD.v = J D.gf. dx 
J(j i i i 
0 for all g E c0 (Q) . 
Hence we conclude that v E c0 ' 1 (Q) and finally v E c2 ,a(Q ) , 
0 < a< 1, using standard results of uniforml y ell i pti c equat ions . 
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1 .8 Global Regularity 
In this section we consider the global regularity of BV solutions 
to the variational problems for J 1 and J 2 . We are interested in sufficient 
conditions to ensure that BV solutions continuously attain the given 
boundary data~ on aQ. 
and 
+ -Let 6 and 6 be functions defined on Q satisfying the properties 
t, 
(i) 
(ii) + + + + div F (x,6 ,06) < F (x,6 ,06) p z 
The functions 6+ and 6 are called upper and lower barrier functions 
respectively. 
Let ~ _be a function defined on aQ a.e. and M a positive constant. 
Then the boundary a~, is said to be (M, ~) regular if there exists upper 
and lower barriers, 6+ and 6-, such tl at for~+ and~- E c2(aQ) with 
+ ~ ~ ~ ~ ~, and Ma positive constant 
and 
+ 
= c.p 
6 = ~ 
for all x 
for all X E as-2 
(ii) 6+ ~ M, 6 ~-Mon aQ 
We now have the following global regularity result for BV solutions 
of the variational problem for J 1. 
TilE0,7.Ei . 1 • 8. 1 
Suppose that the conditions of Theorem 1.7.8 and Theorem 1.6.3 
are satisfied and aQ is (M, ~) regular. If~ E c0 (aQ) and vis a BV (Q) 
solution to the variational problem for J 1 then 
v E C2 'a (Q) n CO (Q) , 0 ~a< 1 
v =~on aQ. 
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PROOF 
By 1neorem 1.7.8 we have v E c 2 ' a(Q) , 0 ~a< 1. 
+ 
Since ~\ag is continuous, we can find approximating sequences (~kl 
2 
and (~k) belonging to C (aQ) such that 
and 
+ 
lim ~k = lim ~k = ~ 
for all x E aQ. By 1neorem 1.5.3 we have 
for some positive constant c. Let 
M = sup Iv 1 · 
Q 
+ Since aQ is (M,~k) and (M,~k) regular we have upper and lower barriers, 
+ ok and ok, such that 
(i) 6~, 6k E c2(Q E) n c0(Q E) 
where 
d (x) = E}, 
and 
(iv) div + + + + F p ( x , o k , 06 k) < F2 (x,6k,D6k) -
div Fp(x,6~,D6k) > F2 (x,6k,D6k). -
Now we wish to show that 
(1.8.1) 
+ 
for al 1 x E Q • 
E 
We shall prove that v < 6k since the first can be proved 
1n a similar manner. 
Since v, the solution of J 1 , belongs to c
2
,a (Q) , there exists a 
sequence (v ), v EC such that v ~ v in w1 ' 1 (Q ). 
n n n E 
Vn = V On ff, 
and 
Jl(vn)-+ Jl(v). 
Let un = min(vn,6~) 1n Qs and 
tn X E Q - f, u = n 
X E Q\Q. 
n f, 
By (ii) u E C and therefore 
n 
Jl (vn) < Jl (un) + f, 
for sufficiently large n. This implies that 
(1.8.2) f~ F(x,vn,Dvn) dx < JQ 
f, f, 
for sufficiently large n. 
Let 
F(x,u ,Du) dx + s 
n n 
f + + g(~) = Q F(x,"CW + (1 - ~)6k , D("CW + (1 - ~)6k))dx 
f, 
+ 
where w is smooth, w ~ 6k and 
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By condition (1.6.2) g 1s convex 1n ~ and by (iii) g' (O) > 0. Hence we 
conclude that g(O) < g(l), that is, 
(1.8.3) F(x,w,Dw) dx 
for u satisfying the above conditions. By approximation, (1.8.3) will 
1 1 + hold for w E W' (Q), w ~ 6k and 
(1.8.4) F ( x , w , Ow ) dx . n n 
Adding inequality (1.8.2) to inequality (1.8.4) we have 
< [F(x,w ,Ow) + F(x,u ,Du )] dx 
n n n n 
= 
Ther e for e we have 
where 
X E S2 
£, 
X E S2\S2 . 
£, 
Since u E w1 ' 1(S2) we have by Proposition 1.6.3 
(1.8.5) u - v = const in S2 . 
On the other hand, it follows from (iii) that 
-
u = v Hn-1 a.e. on rt,. 
This implies that the constant in (1.8.5) is zero and thus (1.8.1) is 
proved. 
Finally from (1.8.1) we have 
x-+x 0 
6~(x) Slim 
xES2 
X-+X 
0 
v(x) < lim 
k 
x-+x 
for all x0 E aQ, that is, 
for all x0 E aS2 . o 
lim v(x) = ~(x0 ) xEQ 
x-+xo 
0 
We now consider the global regularity for BV(Q) solutions of th e 
variational problem for J 2 with K( x) = 1. 
THEOREM 1. 8. 2 
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Suppos e tha t the conditions o f Theorem 1.6.4 and Th eorem 1. 8 .1 are 
satisfied. Let~ 
J 2 with K(x) = 1. 
0 EC (aQ) and v be a BV (S2) m~n~mwn of the functional 
Then v E C2 ' a(Q) n CO (Q) and 
v = ~ on aS2 
provided there exists a positive constant£. ' such that for x E S2 , 
£, 
(1.8.6) 
1 
~here y(x) EL (Q , ) . [, 
PROOF 
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F(x,z,p) < G(x,p) + y(x) 
By Theorem 1.7.8 we have v E c2 'a (Q) . By a similar procedure to 
+ -
Theorem 1.8.1 we can construct upper and lower barriers, 6k and 6k, QEo' 
s
0 
< s', for the Euler-Lagrange equation associated with J 2 • As in 
Theorem 1.8.1 we wish to show that 
6~ S V 
for all x E Qeo' e0 < e', where o: is the upper barrier and Ok 1s the 
lower barrier. 
Let u E BV (Q ), to be determined later and let u be the function 
so 
given by 
ii= {u in S2s0 
Vin Q\Q 
so 
Then using (1.8.6) and Proposition 1.2.1 we have 
(1.8.7) J2 F(x,v,Dv) dx + faQ G(x,v) Iv - ~I dHn-l 
so 
where r = {x E Q 
so 
F(x,u,Du) + fr G(x,v) Iv - ul dHn-l 
so 
+ fan G(x,v) lu - ~1 dH 
.:JG n-1 
+ Next we show that 6k satisfies the relation 
(1.8.8) 
+ for all functions u E BV (QE) such that u ~ 6k. Here I(u,w) denotes the 
expression 
I(u,w) 
Consider the function 
F(x,u,Du) + J 
a2 [, o 
G(x, v) ju - wl dHn-l' 
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where u 1s smooth, u 
Obviously g is convex in~ and g' (O) ~ 0. 1nerefore 
g(O) s g(l). 
Using condition (1.8.6) and Lemma 1.2.4 the inequality (1.8.8) follows 
by approximation. 
Now choose u = max (v,6;) in (1.8.8) and u = min (v,6;) in (1.8.7). 
We deduce by combining the resulting inequalities that equality must 
hold in both inequalities provided that 
J aQ G ( x, v) Iv - <PI dHn- l 
which follows from the identity 
+ + 
Iv - <Pl = lmin (v,6k) - ~I + jmax (v,6k) - <Pl 
Hn-l a.e. on aQ. 1nus equality must hold in (1.8.7) where u = min (v,6;) 
and therefore 
J2(v) = J2(u). 
Since u E W1 ' 1(Q) we deduce by Proposition 1.6.4 that 
(1.8.9) -v - u = const in Q. 
Now 
so the constant in (1.8.9) is zero. 
Finally we have, by similar considerations to 1neorem 1.8.1, 
x-+x 0 
5~(x) Slim 
xEQ 
x-+x 0 
v(x) Slim 
k 
for all x0 E aQ, that is, 
lim v(x) = <P(xo) 
xEQ 
x-+x 0 
for all x0 E aQ. 1nerefore we obtain the desired result. o 
\ e shall now consider sufficient conditions for a Q to be (M, <P ) 
regular. 
First we consider a barrier construction that is applicable to 
arbitrary 
condition 
smooth domains. 
at a point XO E 
We say that Q satisfies an exterior sphere 
aQ if there exists a ball, B = BR(y), with 
6 1 
XO E B n 2 = B n aS"2. We have the following Theorem which is a consequence 
of Theorem 13.1 of [GT]. 
THEOREM 1. 8 . 3 
Suppose that Q satisfies a uniform exterior sphere condition and 
let M be a fixed constant. Then aQ is (M,<P) regular if 
IPIA + IB(x,z,p) I S µ(lzl)p.F p. 
l p. p. J 
l J 
whereµ is a non decreasing function, 
(1.8.10) B(x,z,p) = F (x,z,p) - F (x,z,p) - F (x,z,p) 
z piz pixi 
and A is the maximwn eigenvalue of [F (x,z,p)]. p.p. 
PROOF 
Let <P 
functions <P 
<P E c2 ( Q) • 
+ 
and 
+ 
and 
<P 
<P 
l J 
- be c 2(aS"2) functions such that <P+ ~ <P ~ <P . The 
can be extended over Q such that~+ E c2(Q) and 
By Theorem 13.1 of [GT] there exists upper and lower barriers for 
+ 
<P and <P respectively, satisfying the conditions (i) and (ii). Therefore 
aS"2 is (M,<P) regular. o 
~ow we suppose that 
(1.8.11) Aij(x,z,p) = AA0 (x,a) + A1 (x,z,p) , a= p/lP I 
and 
(1.8.12) B(x,z,p) = IP IA B0 (x,z,a) + B1(x,z,p) , a= p/ lP I 
\ here 
A .. (x,z,p) = F (x,z,p) lJ p.p. 
1 J 
and B(x,z,p) is given by (1.8.10). We also suppose that 
(1.8.13) 
and 
(1.8.14) 
AO (x,0)~- ~ - ~ 0 
. . 1 J lJ 
n 
x E Q , ~ER 
Let F(x,z,p,p0) be the function on Q x Rx Rn x Rn defined by 
We shall consider the functions F that satisfy the inequality 
(1.8.15) A+ IPILIA1. .1 + IB 1 1 ::: µ(lzl)F lJ 
for IP - Pol~ µ( l z l ) whereµ 1s some non-decreasing function of lzl . 
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Let y be a point of aQ and v be the unit inner normal at y. Let 
k1 , ... , kn-l be the principal curvatures of aQ at y and a 1 , ... , an the 
diagonal elements of the matrix A
0 
with respect to the corresponding 
principal co-ordinate system at y. 
n-1 
K+(y) = I 
+ We define the functions K, K by 
and 
i=l 
n-1 
K (y) = l 
i=l 
a. (y, +v) k. 
1 1 
a. (y ,-v)k .. 
1 1 
These quantities are weighted averages of the principal curvatures of 
at y. In the case of the minimal surface operator, that is, 
we have a. = 1 ' 1 
A .. lJ 
1 = 1' n 
+ K (y) = K 
2 . . 
= (1 + IPI )61] - p.p.' 
1 J 
- 1 and a = 0 and hence 
n 
n-1 
- (y) I = k . = (n - 1) H' (y) 
i=l 1 
where H'(y) denotes the mean curvature of aQ at y. 
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We now have the following Theorem concerning (M,cp) regularity of aQ . 
THEOREM 1. 8. 4 
2 0 Let aQ be of class C ., cp E C (aQ) and suppose that conditions 
(1.8.11 ) , (1.8.12), (1.8.13 ) , (1.8.14) and (1.8.15 ) are satisfied. Then 
aS2 is (M, cp) y,egular i f 
(1.8.16 ) 
and 
(1.8.17) 
PROOF 
+ Let cp and cp 
(1.8.14) we have 
and 
K > - B0 (y,cp(y),-v). 
2 - + be functions in C (Q) such that ~ ~ cp > -<p • By 
- + K ~ - B0 (y,cp (y),-v) 
and therefore by Theorem 13.6 of [GT] or TheoreQ 1, Section 10 of [SE 2] 
we obtain the desired result. o 
By Theorem 13.9 of [GT] or Theorem 1, Section 9 of [SE2] the 
conclusion of the previous theorem will remain true if we replace the 
condition (1.8.15) by the conditions 
A1 =o(A), B1 =o (jpj A)as IPI --* 00 
and have strict inequality in (1.8.16) and (1.8.17). 
CHAPTER 2 
VARIATIONAL PROBLEMS OF MEAN CURVATURE TYPE 
2.1 Introduction 
In this chapter we shall consider an integrand F of the special 
form 
(2.1.1) 
where 
1 
2 2 2 fz F(x,z,p) = (g (x,z) + G (x,p)) + 0 H(x,t) dt 
G(x,p) 
1 
2 
= (a .. (x)p.p.) 
lJ 1 J 
m n 
= c I c I 
i=l j=l 
1 
2 2 
g .. (x)p.)) ' lJ J 
H(·,z) E L1 (S"2) for each z, :~ ~ 0, g(•,z) E L1 (S"2) for each z, 
g(x,·) E c0 ' 1 (R) for almost all x E Q and g .. (x) E c0 ' 1 (S"2 ) for 
1] 
1 = 1, 2, . . . ' m and j = 1, 2, ... ' n . 
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Let l(x) and A(x) be the minimum and maximum eigenvalues of the 
matrix A where 
A= [a .. ] 
1] 
We shall suppose that 
T 
= [g .. ] [g .. ]. 
1] 1] 
(2.1.2) O < l(x) ~ A(x) < = 
for all x E Q. 
For v E w1 ' 1 (S"2) we define 
(2.1.3) 
the functional I 5 by 
1 
2 2 f JV G (x,Dv)) dx + Q O H(x,t) dt dx. 
Before considering the variational problem for the functional IS we 
consider some specific examples corresponding to appropriate choices of 
the functions g .. , g and H. The functional IS obviously includes the 
1] 
functionals Il' I2' I 3 and I4 as 
given in section 1. 1. The case when 
= t + 2 if X 1 = J a .. (x) lJ if 1 # J 
and 1 
g(x,u) g(x) = (1 + lx l2 )2 
-
1s a hi gher dimension a l generalis ation of th e problem introduced by 
Bernstein 1n his memoir on the calculus of variations ((BE], p. 479 ) . 
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For the functionals I 1 to I 4 the graph of the classical solution 
to the Euler-Lagrange equation is a hypersurface of prescribed mean 
curvature with respect to the Euclidean (n + 1) space, where the metric 
takes the form 
2 2 dx2 2 ds = dx 1 + ... + n +du. 
We now consider the Riemannian space where Rn+l is endowed with the 
metric 
ds2 = I 
l,J 
where the quadratic form 
I 
1,J 
15 positive definite at each 
2 f .. (x) dx. dx. + du 
lJ 1 J 
f .. (x
1
) dx. dx. lJ 1 J 
point X E Rn andf .. (x) lJ E 
C2,a(Rn). The 
co-ordinate system x1, x2 , ... , xn' u 1n the Euclidean space 1s semi-
geodesic in the Riemannian space. Now let 
s A = [f .. (x)] 
s lJ 
denote the symmetric part of A where A is the matrix with i,j-th element 
f .. (x). The matrix of cofactors of A, given by lJ s 
cof A = [h1J (x)] 
s 
1s also positive definite and can be written 1n the form 
(2.1.4) 
where G 1s a non-singular matrix. Since the maximum eigenvalue of A is 
s 
bounded for all x E Q and u E w1' 1(Q ), the minimum eigenvalue of cof A 
s 
1s strictly positive for all x E Q and u E w1 ' 1 (Q) . 
Eisenhart in [EI] obtained the following formula for the mean 
curvature Hof a hypersurface with respect to the Riemannian metric: 
(2.1.5 ) 
where h = <let A. 
s 
1 
nH = h 2 (div (Dp (h + .L. h1Jpipj )) 
lJ 
\ lJ 
- Dz (h + .l. h pip j ) ) 
lJ 
Now in (2.1.3) let g .. (x) be the i,j-th element of G given 1n lJ 
(2.1.4) and g(x,u) = g(x) = <let A. 
s 
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Then by (2.1.5), if H 1s locally Lipschitz in Q x R the classical 
solution of the Euler-Lagrange equation for the above functional is a 
C2(Q ) function whose graph is a hypersurface having prescribed mean 
curvature H(x,u)/ng(x) at the point (x,u(x)) with respect to the 
Riemannian metric 
ds 2 = f .. (x) dx. dx. + du2 . lJ 1 J 
2.2 Approximation Results 
It follows from section 1.1 that the functional IS can be extended 
to J 1 and J 2 on BV(Q) where Fis of the form (2.1.1) and h(x,z) is of the 
form f~ H(x,t) dt. We now provide another extension of IS which will 
be shown to be equivalent to the extensions J 1 and J 2 with K(x) = 1. 
For u E BV(Q) we let 
(2.2.1) 
1 
IQ (g2 (x,u) + G2 (x,Du)) 2 
n+l 
= sup { J n (D. (h. g .. ) u + gh 1) dx h E [ C 
1 ( Q) ] n + 1 ' L h ~ < 1}. 
JG J 1 l] n+ Q i=l l 
and IS be the functional given by 
1 
IS(u) = I2 (g2 (x,u) + G2 (x,Du)) 2 + J2I~ H(x,t) dt dx 
+ faQ lu - 9! G(x,v) dHn-l 
where vis the unit inward normal to aQ. 
In this chapter we study existence and regularity of solutions 
in BV(Q) for the variational problem associated with the functional 
In Theorem 2.2.8 we prove the equivalence of J 1 , J 2 and I 5 
where the integrand F(x,z,p) is of the form 
2 2 1/2 Jz (g (x,z) + G (x,p)) + 0 H(x,t) dt 
and K(x) = 1, <.p E L1( JQ ) an<l a SG locally Lipschitz. In order to 
prove this theorem several preliminary results are required which 
are extensions of results in [MI2], [GU4] and [WI]. 
Subject to appropriate restrictions on g . . (x) and g(x,z) we 
l.J 
can use the existence and regularity results of Chapter 1 to obtain 
existence and regularity results for the functional I 5 .The existence 
result is given by Theorem 2.3.1. 
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In section 4 interior and global gradient estimates are obtained 
for classical solutions to the Euler-Lagrange equation associated with 
I 5 . In Theorem 2.4.1 we obtain global gradient estimates . using a 
similar maximum principle technique to [BK]. In Theorem 2.4.2 we obtain 
interior gradient estimates using a technique outlined in [GU2] and [CR]. 
These results extend the gradient estimates given by [LU] in Theorem 1.7.4. 
Therefore the regularity results of Chapter 1 can be extended to a 
larger class of functionals of the form I 5 . The interior regularity 
result is given by Theorem 2.4.3 while the global regularity result is 
given by Theorem 2.5.1. 
o7 
2 For the function r3 it is well known th at if aQ 1s C and ~ is 
Lipschitz continuous, (see Gerhardt [GEl ] ) , th en 
(2.2.2) 
for u E BV (Q) where Fis of the form 
1 
(1 + loui 2) 2 + J~ H(x,t) dt 
1n J 1 and J 2 . Recently Williams has proved (2.2.2) with relaxed 
assumptions on~ and aQ, that is,~ E L1 (aS2) and aQ locally Lipschit z . 
In order to extend this result for I 5 we shall require some 
preliminary results which extend the results of Miranda in [MI2], Giusti 
1n [GU4] and Williams in [WI]. 
The following Proposition 1s proved by Federer 1n ([FE2], 3.2.12) 
for the case when G(x,Du) is of the form jou l . 
PROPOSITION 2.2.1 
L t E Co' l (0,) d f b . abl f . n h e u -~ an e an bntegr e unctbon bn uG t en 
(2.2.3) fn fG(x,Du) dx = J00 dt J fG(x,D~F) 
uG - 00 n R t 
where ~F is the characteristic function of the set Ft= {x E S2 
t 
PROOF 
By (3.2.1 2) of [FE2] we have 
(2.2.4) 
On letting 
A= {x E Q jDu(x) I t O} 
we define the function 
g (x) _ f() G(x,Du ) 
- x jDuj ~A 
where f E L1(S2) . Since g E L1(Q) we obtain 
u(x) < t } . 
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J Joo J G(x,Du) A f(x)G(x,Du) dx = _00dt aF nA f(x) iDu i dHn-l 
t 
on substituting gin (2.2.4). Since l~~I is the unit inward normal, v, 
to aF we have 
t 
JQ f(x)G(x,Du) dx = J~00 dt faF f(x)G(x,v) dHn-l' 
t 
By Proposition 1.2.1 we obtain the desired result. o 
PROPOSITION 2. 2. 2 
Let Q be a bounded open set in Rn with locally Lipschitz boundary 
aQ and suppose u E BV(Rn) such that faQ loul = 0. Then 
lim J uG(x,Dth) dx s faQ uG(x,v) dHn-l 
h~ 
where th is the mollification of ~Q . 
PROOF 
By Proposition 0.5 we have 
faQ ~G(x,v) dHn-l ~ faQ uG(x,v) dHn-l' 
Since 
we will obtain the desired result if we prove 
lim J uG(x,Dth) dx Slim J u. G(x,D~n). 
h Rn h Rn n JG 
Without loss of generality we can suppose u is positive. Now 
m n 
= c I c I 
i=l j=l 
g .. (x) f n D K(x-y) 
1] JG Y j 
1 1 
m n 22 m n 22 
= ( I cJQ I g .. (y)D K(x-y)dy) ) + ( I cJQ L(g .. (x)-g .. (y))D K(x-y)dy) ) 
i=l j=l lJ yj i=l j=l lJ lJ Yj 
s faQ K(x-y)G(y,v) dHn-l (y) + Ch faQ K(x-y) dHn-l (y) 
and 
f uG(x,Dth(x)) dx Sf u(x) Cf n K(x - y)G(y,v) dH 1(y)) dx Rn Rn a.iG n-
+ Ch J n u(x) faQ K(x - y) dHn-l (y) dx. 
R 
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On th e other hand, since~ 1s smooth and Q is bounded 
f Rn ~G (x ,D~Q) = sup { J n D . (h. g .. u. ) dx } h .:lG J 1 lJ h 
where h E 
1 n 2 [ C ( S2 ) ] n and I h . ( x) < 1 . 
0 i=l 1 
Thus we have 
J uhG(x,D~n) = sup {fn D. (h. (x)g .. (x) J K(x - y)u(y) dy) dx } Rn .:iG h .:iG J 1 1 J Rn 
= sup {j u(y) (fr"'. D.h. (x)g . . (x) K(x - y) dx) dy} 
h Rn .:ic: J 1 1J 
= sup {f u(y) (fan h. (x)g .. (x)v. K(x - y) dx) dy} 
h Rn ;:JG 1 lJ J 
= JRn u(y)(faS2 K(x - y)G(x,v) dx) dy 
~ JRn uG(x,Dth(x)) dx - Ch JRn u(x)CfaS2 K(x - y) dHn_ 1 (y))dx . 
On letting h ~ 0 we obtain the desired result. o 
Williams 1n [WI] proved the following extension result for~ 1n S2 . 
LE MMA 2.2.3 
Suppose 
(i) S2 is a bounded open set ~n Rn with locally Lipschitz 
boundary aS2. 
(ii) H(x,t) is a given real valued function on S2 x R which is 
increasing int and H(·,t) E L1(S2) for each fixed t ER 
(iii)~ is a given functi on in L1(aS2) . 
Then~ may be extended to a function¢ defined on S2~ such that 
( a) ¢ E Wl, 1 ( S2) n CO' 1 ( S2) 
{b) J52 1f6 H(x,t) dt ldx < 00 
(c) trace¢= ~ on aQ. 
The next Lemma generalises a result by Massari and Pepe 1n [MP] 
and Williams in [WI]. 
LE A 2 . 2 . 4 
Suppose Q is a bounded open set in Rn with locall Lip hitz 
boundar. Suppose also that u E BV (Q) . Then there exists a sequence 
(Qk ) of open sets satisfying: 
00 (i) aQk is an (n - 1) dimensional C manifold. 
(ii) Qk C Qk+l c Q f or each k 
(iii) lim <PQ (x) = <PQ(x) XE Rn \ aQ 
k~ k 
lim J uG(x,Dcpn ) = J uG(x,Dcpn). 
k~ Rn JGk Rn JG 
PROOF 
In (iii) u is the trace on a2 k of u restricted t o Q k. 
Let K be a positive symmetric mollifier and 
n J\(x) = k K(kx) , k=l,2, 
Let 
and 
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In [MP], Massari and Pepe prove that there exists a set Ac (O 1) 
with H1 (A)> 0 and 
00 (a) ask(\) 1s an (n - 1) dimensional C manifold fork= 1, 2, ... 
and \ E A. 
(b) Sk(\) c Q 
(c) lim <Ps (\) (x) = <PQ(x) , x E Rn\aQ and \EA. 
k 
If we can show that 
(2.2.5) lim inf J uG(x,D<p5 (\)) k~ \EA Rn k = J uG(x,Dcpn) Rn JG 
then by taking an appropriate sequence~ 1n A we obtain the required 
result. 
By using positive and negative parts we may assume that u is positive . 
We can extend u to Rn, which we still denote by u, such that u E BV(Rn) 
and faQ !Du l = 0. 
Suppose (2 . 2 .5 ) is false. Then there exi s ts s0 > 0 and a 
subsequence of (tk) which we still denote by (tk) such that 
(2.2.6) inf f uG(x,D~S (')) < f uG(x,D~n) - s0 )..EA Rn k ~ Rn JG 
or 
(2.2. 7) inf f uG(x,D~S (')) > f uG(x,D~n ) + s0 . )..EA Rn k ~ Rn JG 
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Suppose (2.2.6) holds. Then there exists a sequence (~) c A such th at 
and hence 
(2.2.8) 
Since 
J n uG(x,0~52 ) = faQ uG(x,v) dHn-l < 00 R 
and, by Proposition 1.2.2, 
(2.2.9) faQ uG(x,v) dHn-l 
we can use (c) to obtain 
J uG(x,D~n) < Rn JG 
which contradicts (2.2.8). 
< lim inf faQ uG(x,v) dHn-l 
k 
Now consider (2.2.7). Obviously we have 
+ E 0 
for).. EA. By Proposition 2.2.1 we have 
fRn uG(x,Dt k) dx = f~ dA fRn uG(x,D~Sk(A)) 
+ f (o l) \A d).. f n uG(x,D~S ()..)) . 
R k 
From (c), Proposition 2.2.2 and (2.2.9) we have 
> l im J uG(x,Di k) dx 
k~ Rn 
72 
on taking the limit ask~ 00 • This gives the required contradiction . o 
We now extend the results of section 1.2 to (2.2.1). We have the 
following lower semicontinuity result for (2.2.1). 
PROPOSITION 2.2.5 
Let g .. (x) E CO,l(Q ) , g(•t) E L1(Q) for each t and g(x•) E c0 ' 1 (R) 
lJ 
for almost all x E Q. Then (2.2.l) is lower semicontinuous with respect 
to L1 convergence in BV (Q) . 
PROOF 
Let (u) be a sequence in BV (Q) . By (2.2.1) we have 
n 
(2. 2. 10) J n (D. (h. g .. ) u + g (x, u ) h 1) dx JG J 1 lJ n n n+ 
1 
S fn (g2 (x,u) + G2 (x,Du )) 2 
JG n n 
n+l 
for some h E (C~ (Q) ]n+l with .I hi < 1. By Proposition 1.2.2 
1=1 
and 
since 
J n D . (h . g .. ) u dx ~ f Q D . (h. g .. ) u dx 
JG J 1 1 J n J 1 1 J 
JQ g(x,un)hn+l dx ~ JQ g(x,u)hn+l dx 
g(x·) E c0 ' 1 (R) for almost all x. 
Therefore on taking the limit in (2.2.10) we obtain 
1 
JQ (D.(h.g .. )u + g(x,u)h 1) dx S lim inf JQ (g2 (x,u) + G2 (x,Du )) 2 J 1 lJ n+ n n 
and on taking the supremum on the left hand side we obtain the desired 
lower semicontinuity re s ult. o 
I ...J 
\ c now ob t in approxima t ion r esul t s fo r (2 . 2 .1 ) . 
P.9.0POSITIOV 2. 2. 6 
Suppose that t he conditions of Proposition 2 . 2 . 5 are satisfied. 
Let u b e t he Ga gl iardo e x tension of u on Band l et~ be t he mollification 
of u in BV(B). Then 1 1 
f 2 N 2 tH 2 f 2 2 2 Q (g (x,l\) + G (x,Dl\)) dx ~ Q ( g (x,u) + G (x,Du) ) 
as h ~ O. 
PROOF 
By Proposition 2.2.S we have 
1 1 
JQ (g2 (x,u) + G2 (x,Du)) 2 ~ f 2 ,. 2 ~ 2 lim inf Q (g (x,~) + G (x,Dl\ ) ) . 
h 
In order to obtain the desired result we prove that 
(2.2.11) lim sup JQ 
h 
1 
2 - 2 .., 2 (g (x,l\) + G (x,Dl\)) dx 
1 
(g2 (x,u) + G2 (x,Du)) 2 . 
Using Proposition 1.2.3 and the conditions on g we have 
1 
f 2 ~ 2 ~ 2 Q (g (x,~) + G (x,Dl\i)) dx 
1 
< JQ (g2 (x,u) + G2 (x,Du)) 2 
for some positive constants c1 and c2 which are independent of h. On 
On letting h ~ 0 we obtain (2.2.11) and therefore the desired res ult. 
PROPOSITION 2.2.7 
Suppose that the conditions of Propos i tion 2. 2. S ,:re satisfied. 
Le t u E BV (Q) and 
u = 
m 
m u > m 
u lul < m 
-m u < -m 
1 1 
wher e m > 0. Then u -+ u i.n m L (Q) ' u -+ u i.n m 
L (aQ) and 
1 1 
f 2 2 2 f 2 2 2 Q (g (x,um) + G (x,um)) -+ Q (g (x,u) + G (x,Du)) 
as m -+ 00 • 
PROOF 
Since u E L1(Q), u -+ u in L1(Q) as m-+ 00 • Without loss of 
m 
generality we shall suppose that u ~ 0. By Lemma A4 of [GE2] we have 
7 
u - u = max 
m 
(u - m, O) in L1 (aQ) and therefore it follows that u -+ u m 
as m -+ 00 • 
Now let 11ti be the mollification of u. Then it follows by 
Proposition 2.2.S that 
1 1 
f 2 2 2 f 2 2 2 Q (g (x,um) + G (x,Dum)) ~ lim inf Q (g (x,11iim) + G (x,D~m)) dx 
1 
< lim inf{fQ (g2 (x,1),) + G2 (x,D1),) 2 dx 
+ f '\(m) lg(x,m) - g(x,1),) I dx} 
where 
~(m) = {x E Q : 11iiCx) > m}. 
Therefore, using the conditions on g, we have 
1 1 
J 2 2 2 2 2 2 Q (g (x,um) + G (x,Dum)) ~ JQ (g (x,u) + G (x,Du)) 
+ c JA(m) I u - ml dx. 
Letting m-+ oo and using Proposition 2.2.S we obtain the desired result. 0 
We now show that 
for u E BV (Q) , where F has the form (2.2.1) and K(x) = 1. 
THEOREM 2. 2. 8 
Suppose that Q is a bounded open subset of Rn with locally 
Lipschitz boundary aQ. Let H(x,t) be a real valued function on Q x R~ 
increasing in t and let H(·t) E Ln (Q) for each t. Let~ E L1 (aQ ) and 
suppose that the conditions of Proposition 2.2.5 are satisfied. Then 
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for u E BV (Q) where the integrand Fis of the form (2.2.1) and K(x) = 1. 
PROOF 
By Proposition 2.2.5 and [GU3] we have the lower semicontinuity of 
I5 (u) which imples that 
(2.2.12) 
and 
(2. 2. 13) 
First we will show that 
(2.2.14) 
for u E BV ( Q) . 
Let u E BV(Q) and define 
u > m 
lu l < m 
u < -m 
where m > 0. 
Now by Proposition 2.2.7 u ~ u 1n L1(2) , 
m 
u ~ u 1n 
m 
1 1 
2 2 2 2 2 2 12 (g (x,um) + G (x,Dum)) ~ 12 (g (x,u) + G (x,Du)) . 
Note that 
u 
0 slam (H(x,t) - H(x,o)) dt < J~ (H(x,t) - H(x,o)) dt 
and 
u 10m (H(x,t) - H(x,o)) dt+J~ (H(x,t) - H(x,o)) dx 
for almost all x E Q. Applying Lebesgue's Theorem of dominat ed convergence 
we obtain 
u 
frc. fom H(x,t) dt dx-* JQJ~ ll (x, t ) dt dx . 
Therefore · we have 
(2.2.15) 
Now u 
m 
can be extended to Rn such that u 
m 
n E BV(R) and 
By Proposition 2.2.6 and Proposition 0.5 we have 
u -* u 
mh m 
1 1 
J~2 (g2 (x,umh) + G2 (x,Duwh)) 2 dx-* JQ (g2 (x,um) + G2 (x,Dum)) 2 
as h -* 0 and 
for all h > 0. Also we have 
where c = IIH(x,m) II Q + IIH(x,-m) II Q. Thus we obtain 
n, n, 
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ash~ 0. Combining (2.2.15) and (2.2.16) with a diagonal argument implies 
oo n 
that there exists a sequence (uk)' ~EC (R) such that 
Therefore 
and (2.2.14) 1s satisfied by (2.2.12) and (2.2.17). 
Next we wish to prove that 
(2.2.18) 
We will obtain the desired r esul t by proving that 
(2.2.19) oo n for u E C (R ) 
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since by (2 .2.1 3) and (2 . 2 .1 8) 
Extend ~ to ¢ as in Lemma 2.2.3 and suppose u E C
00 (Rn). Then by 
Lemma 2.2.4 there exists a sequence of open sets (Qk) satisfying 
and 
00 
(i) aQk E C , 
(ii) Qk c Qk+l c Q for all k, 
(iii) lim ~Q (x) = ~Q(x) x E Rn\ aQ 
k k 
(iv) faQ lu - ¢ IG(x,v) dHn-l--+ Ia~ lu - ~IG(x,v) dHn-l· 
k 
0 1 -Since u and¢ EC ' (Qk) there exist~ by Proposition 1.2.4, a sequence 
(ukj) for each k such that ukj E c0 ' 1 (Qk) 
and 
1 
IQ (g2 (x,u. .) + G2 (x, D u.J.)) 2 dx + J J~j H(x,t) dt dx 
k KJ K Qk 0 
1 
...... J2k (g
2 (x,u) + G2(x,Du)) 2 + J2kf~ H(x,t) dt dx 
+ f0Q ju - ¢jG(x,v) dHn-l k 
as J--+ 00 • On letting 
- = {:j 
~j 'fl 
-
we have ukj EC and 
1 
Jl(~j)--+ J 2 (u) + JQ\Q - (g
2 (x, ¢) + G2 (x,D¢)) 2 dx 
k 
1 
- JQ\Q (g2 (x,u) + G2 (x,Du)) 2 dx + JQ\Q Ju H(x,t) dt dx 
k k ¢ 
+ faQ lu - ¢IG(x ,v ) dHn-l - faQ lu - ~IG(x,v) dHn-l 
k 
• I, 
as J -+ 00 Letting k-+ 00 we have by Lemma 2.2.3 and (iv) 
00 
for all u EC (R). Therefore we have (2.2.19) and thus (2 .2.18) is 
satisfied. o 
Note that it follows from the previous Theorem that 
inf J 1 (u) = 
cnc0 ' 1(S2) 
for the integrand F of the form (2.2.1). 
2.3 Existence of Solutions in BV(Q). 
inf 
BV( Q) 
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As a consequence of the previous section we need only check that 
the conditions for the existence of solutions in BV (Q) of the variational 
problem for J 1 are satisfied where Fis of the form given by (2.1.1). 
Obviously the assumptions (i), (ii) and (iii) given in section 1.1 
for Fare satisfied with 
h(x,z) = J~ H(x,t) dt. 
Therefore we have the following existence result from Theorem 1.4.1. 
THEOREM 2.3.1 
Let Q be a bounded open set with locally Lipschitz boundary. Let 
H be a real-valued function on Q x R such that H(•t) E Ln (Q) for each t 
aH . 0 1 
and at~ 0. Let g be a funct~on on Q x R such that g(x·) EC ' (R) for 
almost all x in Q and g(·t) E L1(Q) for each t, and let g .. be a functi on iJ 
0 1 
on Q such that g .. (x) EC' (Q) for each i,j where i = 1, ... , m and lJ 
j = 1, ... , n. Then, if cp E L 1(aQ) , the variational problem r 5 has a 
solution in BV(Q) provided that there exists positive constants t 0 and 
e0 such that for all Caccioppoli sets B 
(2.3.1) 
and 
(2.3.2) 
A function u E w1 ' 1(Q) is said to be a weak olution of the 
variational problem for 15 if 
(2.3.3) 
1 
JQ L cI g .. D.u)(L g.kDkt )/(g2 (x,u) + G2 (x,Du)) 2 dx 
i j lJ J k 1 
1 
+ JQ {H(x,u) + (Dug(x,u)/(g2 (x,u) + G2 (x,Du)) 2) }t dx 
= 0 
for all t E W~' 1(Q) . 
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The conditions (2.3.1) and (2.3.2) are necessary 1n the following 
0 1 -
sense for the case when g is independent of u and g(x) EC ' (Q) . 
PROPOSITION 2.3.2 
Suppose that the conditions given ~n Theorem 2.3.1 for Hand g .. lJ 
are satisfied and let g be a function independent of u such that 
0 1 1 0 1 -g(x) EC ' (Q). If aQ is of class C and u EC' (~) is a weak solution 
of the variational problem for I 5 such that u =~on aQ~ then for every 
Caccioppoli set B c Q 
1 
(2.3.4) f 8 H(x,t0) dx > - {l - (e 1L/(c1 + c2L
2) 2)} fRn G(x,D~8) 
and 
(2.3.5) 
where t 0 
constant 
1 
f8 H(x,-t0) dx ~ {l - (e 1L/(c1 + c2L2) 2)} f Rn G(x,D<p8) 
= sup lul, Lis the Lipschitz constant of u, El is a positive 
Q 
less than l(x) and c1 and c2 are upper bounds for lgl and lgij I 
respective ly . 
PROOF 
If B cc Q, then, by Proposition 1.2.3 we can choose a sequence of 
00 
function Ctn) E c0 (Q) such that 
tn ~ ~B in Ll (Q) 
~d 
f~ G(x,Dt) ~ f G(x, D~ 8) . 
~G n Rn 
I f we s ubs t i t ute t 1n (2 .3. 3) we ob t ain 
n 
1 
dl.) 
, 2 2 2 f f 2 IcI g . . D.u) CL gl_kDkt n)/( g (x,u ) + G (x, Du)) dx + SG H(x ,u) \jln dx = 0 
:, . . l J J k 
1 J 
for all n. Letting t = sup lu l we have 
0 Q 
1 
IQ H(x,t0)tn dx > - {l - e1L/(c1 + c2L2) 2 } IRn G(x,Dt n) dx 
and similarly 
1 
IQ H(x,-t0)t n dx ~ {l - e1L/(c1 + c 2L2) 2} IRn G(x,Dt n) dx. 
Th erefore we obtain (2.3.4) and (2.3.5) on letting n ~ 00 
that 
Finally not i ng 
as s ~ 0, we obtain the desired result using an approximation argument. o 
We now consider a priori estimates for the solutions to the 
variational problem for 15 . Suppose that the conditions for g .. , as 1J 
given in 1neorem 2.3.1, are satisfied and let g(x,z) E c0 , 1 (Q x R) . We 
1 
then have that (g2 (x,z) + G2 (x,p)) 2 is of Type 1 as defined 1n section 1.5, 
1 
, , 2 2 2 < 
= I L ( l gk . P.) gk. I (g ( x, z) + G (x, p)) I c 1 k j J J 1 
and 
1 1 
2 2 2 2 2 2 (g (x,z) + G (x,p)) - (g (x,z) + G (x, (1 - 71(x))p ) ) 
1 
> (g2 (x, z) + G2 (x,71(x)p)) 2 
where c 1 , c2 and c 3 are positive cons tants. 
- C Z - C 2 3 
Therefore th e conditions of Th eorem 1.5.3 ar e sat is f ied f or t he 
var iat i onal probl em r5 . As a con s equence of Theo r em 1.5.3 we have t he 
followin g Theorem. 
. 
I, 
8 
THEOREM 2 . .3 • .3 
Suppose that the conditions of Theorem 2.3.1 are satis~ied and 
g (x,z) E c0 ' 1(Q x R) . Let r0 be a relatively open par t of oQ such that 
1 00 
~EL (oQ) n L (r0). Furthermore l et r c r0 be any closed subset and 
Ur be any open set such that Urn aQ = r. If v E BV (Q) is a solution 
of the variational prob lem for J 1 then 
!vi < c a.e. 1n Ur 
where the constant c depends on Ur, 11~11 00 r , llv 11 1 Q' n, Q, s0 , t 0 , 11. 
' 0 ' 
and sup 
Ur 
I g .. ex) I . lJ 
2.4 Interior Regularity 
For the functionals 11 , 12 and I 3 given by (1.1.9), (1.1.10) and 
(1.1.11), Giusti 1n [GUl], Giaquinta 1n [GI2] and Giusti in [GU3] used 
the deep results of Federer [FEl] and Massari [MA] to obtain interior 
regularity results. That is, if v 1s a solution to the variational 
problem 1n BV(Q) then vis regular 1n an open subset 20 and the Hausdorff 
measure H
5
(Q\Q
0
) = 0 for alls> n - 7. For the functional IS we will 
use the interior regularity results of section 1.7. This is the approach 
used by Gerhardt in [GE3] for the functional 13 and adapted by Cross in 
[CR] for the functional I 4 ; (see also [TRl] for the basic idea). 
form 
and 
where 
In this and the following section we shall write g .. and g 1n the l] 
g .. (x) _ g1 (x)f .. (x) lJ lJ 
g(x,z) = g1 (x)f(x,z) 
f .. (x) E CO'l (Q) for each i,j, i = 1, ... , m, J = 1, ... , n, 
lJ 
0 1 EC' (Q) and g
1 
(x)f(x,z) 1s a strictly pos i tive function on Q x R 
0 1 such that f(x,z) EC ' (Q x R) . The functional IS has the form 
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1 
(2 .4.1 ) Is(u) = JQ gl (x)(f2 (x,u) + IcI fij (x)D ju) 2) 2 + JQJ~ H(x,t) dt dx 
i J 
1 
+ faQ lu - <P l(?(? g1 (x)f .. (x)v.)
2) 2 dHn-l 
i J iJ J 
for u E BV (Q) . For u E c2(Q) the Euler-Lagrange equation associated 
with (2.4.1) has the form 
(2.4.2) div A(x,u,Du) = B1 (x,u,Du) 
Here A. Q x Rx Rn~ R denotes the mapping given by 
i 
1 
iJ 2 ij 2 Ai (x,z,p) = h (x)pjgl (x)/(f (x,z) + h (x)pipj) 
for i = 1, ... , n where 
hiJ ex) = cI fkj ex) fki ex)). 
k 
The function B1 : Q x Rx Rn~ R denotes the mapping given by 
1 
2 ij 2 B1 (x,z,p) = H(x,z) + D2 [ lg1 (x) I (f (x,z) + h pipj) ] . 
The matrix [hiJ] is a symmetric positive definite matrix whose inverse 
matrix, [h .. ], is also symmetric positive definite. On letting 
iJ 
h (x) = det [h .. (x)] iJ 
we can write (2.4.2) in the form 
1 
1 h n-1 1 2 ij 2 div((vn f A(x,u,Du)/g 1) - D (/h fn- (f + h D.uD.u) ) fn/h u i J 
where 
n B2 ( x , z , p) = 
H(x,z) + 
fgl 1 
· (f2 + hijp .p.)2 
i J 
D (gl/( £11-l lh))hijp.£11-2/h 
x. J 
i 
1 
2 . . 2 
gl(f + hiJp.p.) 
1 J 
By [Bl] it follo\ s tha t a clas s ica l s olution, u (x) , to (2 . 4 .2 ) 1s a 
hypersurface having prescribed mean curvature B2 (x ,u,Du) at the po i nt 
(x,u(x)) with respect to the Riemannian metric 
ds 2 2 2 = h .. (x)f (x,u) dx. dx. +du. lJ 1 J 
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In order to apply the interior regularity results of Theorem 1.7.6, 
Theorem 1.7.7 and Theorem 1.7.8 we must check th at the conditions of 
these theorems are satisfied for the functional I5 . 
According to the notation of section 1.7 we can write the Euler-
Lagrange equation for I5 in the form 
(2.4.3) 2 A(x,u,Du)D u = B(x,u,Du) 
for u E c2 (S"2). Here 
(2.4.4) 
and 
(2.4.5) 
· · 2 .em · .e · 
A .. (x,z,p) = lJ 
h1J(x)(f (x,z) + h (x)p.epm) - h1 (x)p.ehJm(x)pm 
3 
B(x,z,p) 
2 .em 2 (f (x,z) + h (x)p.epm) 
= B1 (x,z,p) - D A. (x,z,p) - D A. (x,z,p)p. x. 1 Z 1 1 
= 
+ 
H(x,z) 
gl 
1 
D (g h1 J)p. + Dz(f)g 1f x. 1 J 
1 
1 
2 . . 2 
gl(f + hlJp.p.) 
1 J 
e . . 
(20 (f) f + D (h m)p p )h 1 J g
1
p. 
xi xi m J 
3 
2 . · 2 
2gl(f + h1 Jp.p.) 
1 J 
lJ ( h p.p.g1D f)f + 1 J Z 
3 • 
ij 2 
+ h p.p.) 
1 J 
Since 
g1 1Du l [~(hii(f
2 
+ h e~.euDmu) - (hi eD.e u) 2)J 
1 sign u B(x,u,Du) > -c ~~~~~~~~~~~~~~~3=--~~~~~ 
(f2 + hijD.uD .u) 2 
1 J 
= - c !Du l Trace (A(x,u,Du)) 
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r esult given i n Theor em 1. 7 . 2 . Similarl y , the condition on B, in 
Th eorem 1. 7 .3, i s sat is f ied ass umi ng th e condi t i ons on f , f .. and g1 i J 
given earli er in thi s section. 
Next we require global and interior gradient es timat es for 
c2 (Q) n c0 (Q) solutions to (2.4.3). First we cons ider a glob a l gr adient 
estimate. 
We shall consider a more general form of (2.4.1) allowin g g1 to be 
1 1 
a function over Q x R such that g1 (x,u) EC ' (Q x [m M] ) for 
u E c2 (Q) n CO (Q) . Here 
m = inf u and M = sup u. 
Q Q 
Bakel'man and Kantor in [BK] have used the maximum principle technique 
to obtain a global graident estimate for the case when 
1,_ n-1 g
1 
(x,u) = vn (x) f (x,u). 
They required the condition 
1 
D (H / ~-l)::: n-l [hijD (D .en(f) 2)D (D tn(f) 2)] 2 . 
Z 2 X. Z . X. Z 
l J 
We shall now prove a global gradient estimate for (2.4.1) using 
similar maximum principle techniques to [BK]. 
THEOREM 2.4.1 
2 0 -Suppos e v EC (Q) n C (Q) is a solution of (2.4.3). Let 
and 
m = inf v 
Q 
M = s~p v 
Q 
N = sup I Dv 1-
oS"2 
1 1 
Let H(x, v) be locally Lipschitz in Q x [m ,~1], g1 (x , v) E C ' (Q x [m , 1] ) , 
i. 1 1 1 1 h J ( x) E C ' ( Q ) , f ( x , v) E C ' ( Q x [ m , 1] ) and 
f(x,v)g 1 (x , v) > 0 . 
Then if 
(2.4.6) Dz(H/g 1) ~ [h
1
Jo (ln 
x.z 
1 
there exists a global estimate for lovl depending on m, M, N, 
ll h · f jj 1 1 ' Al and ljHjj co, 1 (ri i J C ' ( Q x [ m , M ] ) .iG x [ m , M] ) 
PROOF 
We can write equation (2.4.3) in the form 
(2.4. 7) - 2 -A(x,v,Dv)D v = B(x,v,Dv) 
where 
A .. (x,z,p) = g1A .. (x,z,p) lJ lJ 
and 
B(x,z,p) = g1B(x,z,p) + 
Here A .. and Bare given by (2.4.4) and (2.4.5) respectively. 
lJ 
2 0 -Let v be a C (S"2) n C (S"2) solution to (2.4.7) and let \jt be a 
3 - -
strictly increasing function in C (m,M] with 
m = \jt(m) 
and 
M = \jt(M). 
-Defining the function v by 
V = \jt( v), 
so that 
D.v = \jr 'D.v 
1 1 
and 
D .. v = \jr ''D .vD.v + \jr 'D .. v, 
lJ 1 J lJ 
and substituting in the equation (2 .4. 7) we have 
(2.4.8) 'V ' ' \jt 'A .. (x,v,Dv)D .. v - B(x,v,Dv) + 2 E(x,v,Dv) = 0 lJ lJ (\jr') 
ts S 
where 
Now let 
(2.4.9) 
E(x,v,Dv) = A .. (x ,v,Dv)D.vD.v . 
lJ l J 
2 i . 2 
w = ( f + h JD. vD . v) / ( \jr' ) • 
l J 
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Our desired estimate is obtained by estimating w from above. Let P be 
the point where w achieves its maximum value. Then at P we have 
Diw = 0 and D2w < 0. On differentiating w with respect to~ we obtain 
(2.4.10) D w = - 2 
xk 
2 .. 
(f + h1JD.vD.v)\jr' 'Dkv 
1 J 
(\jr I) 4 
D (f)f + D (h 1 J)D.vD.v + 2h 1 JD.vD.kv 
xk xk 1 J J 1 
+ 
(\jr')2 
Taking into account (2.4.9) and (2.4.10) we can write (2.4.8) in the form 
(2.4.11) lJ - .!_ hijD - D + D (h lJ )D. V w h D .. v w - 2 jv w lJ x. x. J 
1 1 3 
-f Dv(g1f)w H 2 
+ D (ln lJ - w g1)h Djv w - = x. g \jr' gl 1 1 
Applying the operator hkjD.vD to the equation (2.4.11) at the 
J xk 
point P we obtain 
(2.4.12) ij kl - -D (h ) h D O vD .. v w + Xk v lJ w + ••• = 0 . 
ij kl - -Expressing the sum h h DlvDijkv in terms of the first and second 
derivatives of wand substituting 1n (2.4.12) we obtain 
= 0 . 
Following the procedure outlined 1n [BK] we obtain the inequality 
(2.4.13) 
where 
5 
Dv(H/g 1) t 'w
2 
+ Dx_v(tn g1)\jr'h
1JDjv 
1 
2 
w ' 
a 2 (w) 
'V ' ' [ f O v ( g /J 3 2 J 
= + - D (f ) 
(\j, ' )2 gl 2 V 
[ f Dvv (g/J 
gl 
+ !_ D (f21] 2 vv 
+ lo Chij)hkeo.v D.v w 
2 xkx e 
1 2 2 
+ 2 C W 
f, 
o (H)hkeD v 
xk e 
3 
2 
w 
1 
3 
kt - 2 
- H Dxk (l/g 1)h Dev w 
J 
2 
w 
+ D (tn g 1)hijhktDJ.v D0 v w xixk v 
w 
i" kt -
+ D (tn g 1)D (h J)h D.v D0 v w xi xk J v 
+ f2(\jr"'i' - 3('4r")2)w2 
(\j,')4 
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2 
3 
2 
and the function a 3 (w) is of the order w as w ~ 00 • Here the positive 
constant c depends on jj h1J II 1 1 , M and \. If we can show that C ' (Q ) 
(2.4.14) 
and 
2 
< - M w 
for some positive constant M we obtain, from (2.4.13), the inequality 
2 
a 3 (w) - M w ~ O. 
3 
2 Since a 3 (w) is of order w as w ~ 00 , we obtain the desired estimate 
for wand hence jDvl. First we shal l choose \jr(v) so th at we obtain 
(2.4.14). We shall seek the inverse function of \jr , that 1s, the function 
¢ where 
Now 
and 
v = ¢(v) , v E [m, t]. 
¢ ' (v) = 1/y ' (v) 
¢''(v) = -\jt''(v)/\jt'(v) 
ct>"'(v) = (\jt'(v)\jt"'(v) - 3(t"(v)) 2)/('1t'(v)) 5 . 
So the first and last terms in the expression for a 2 (w) have the form 
cp I I 
- --¢' 
and 
- f2 cp I I! W2 
¢' 
respectively. Clearly 
[
f D ( f g 1) 3 2 l ' ' I 2 
a2(w) < - v + - D (f) ~ w 
gl 2 V cp' 
2 
+ C W 1 
where the constant c1 depends nn \. Letting¢' = eyv we have 
and 
¢' ' 7= y 
¢"' 2 
¢' = y 
which implies that if y 1s sufficiently large 
a 2 (w) ~ - M w2 . 
Now we wish to show that a 1 (w) is non-positive, using the condition 
(2.4.6). We have 
5 
S t'w~[-Dv(H/g 1) + 
5 
~ t'w2 -Dv(H/gl) 
1 
ch 1 Jo.v o.v) 2 
1 
1 
2 
w 
D (ln 
x.v 
1 
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-Taking into accoun t that 
we have, by (2.4.6), 
.. 
w > hlJ O.v O.v 
l J 
Therefore we have the desired estimate for IDvl. o 
Note that if g
1 
is independent of z, as is the case for the 
functional given by (2.4.1), the condition 2.4.6 is satisfied for Han 
increasing function of z. 
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Finally in order for the condition of Theorem 1.7.6 to be satisfied 
we require a uniform interior gradient estimate for classical solutions 
to the Euler-Lagrange equation (2.4.3). There are equations of the form 
(2.4.3) which do not satisfy the conditions of Theorem 1. 7.4. 
Giusti in [GU2] proved an interior gradient bound for equations of 
the form (2.4.3) where f(x,z) = 1 and 
1 
2 g 
1 
(x) = (h (x)) . 
In [CR] Cross derived an interior gradient estimate for the case when 
hlJ (x) = 6 .. , f(x,z) = 1 
lJ 
and g
1 
an arbitrary c1 ' 1 function on Q. 
In [SI] Simon obtained interior gradient estimates for classical 
solutions minimising functionals of the form 
l 
2 2 J n ( f (x, u) + a .. (x) D. u D. u) dx 
;)(, l. J l. -, 
with f(x,u ) E C1 ' 1 (Q X R; and a .. (x) E c1 ' 1 (S2). 
l.J 
We shall now prove an interior gradient estimate for equat i ons of 
the form (2.4.7) usin g the techniques outlined in [GU2] and [CR], which 
are based on the methods due to Trudinger in [TR2]. 
THEOREM 2. 4. 2 
Let y' E S2 and B' (y' ,R) be a ball with centre y' cmd radius R such 
that BI (y I 'R) C Q. Let H(x,v) be locally Lipschitz n i.n R X R., 
f(x,v) E Cl,l (Q X R)., g1 (x,v) E c
1
'
1 (S2 x R)., hij(x) E C 1 ' 1 ( Q) such that 
-g1 (x,v)f(x,v) ~ ~2 > 0 . I v(x) is a c2 (Q) solution to the 2quation 
(2 . 4 . 7) and ondi tion (2 . 4 . 6) -i s atisfied then 
IDv(y ' ) I < c1 exp (c 2 sup (v(x) - v(y ' ))/R) 
x E B' 
wher e c1 and c2 are constants depending on t he metric tensor and its 
derivatives and on F where 1 1 
- -
D ( /h2)h2 
Dv(glf) x . gl 
F H 1 = sup ·-+ + 
B' gl glf gl R 
and G where 
{ 
k. 
G = sup lh JD (H/g 1) I + B' xk 
hkj 
- 2 D (D (g 1f) f/g 1) f Xk V 
R 
PROOF 
1 
+ lo (D (g 1/h2)hij xk xi 
hl J ~ 
l 
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We denote by S the graph of v over Q and SR the intersection of S 
with an n+l dimensional ball centred at y ES and of radius R. We let 
w2 = (f2 + hijD.v D.v) 
1 J 
and set 
-1 
V = W , v. - -
n+l 1 
for 1 = 1, ... , n. 
The metric structure of Q can be extended naturally to Q x R 
setting 
2 
hi n+l ~ O ; hn+l n+l = f · 
The matrices (h 1 J] and [h .. ] will be used for the purpos e of r ai sing and lJ 
lowering indices, that 1s, for example, 
1 l] 
V = h V .• 
J 
As 1n (GU 2] we introduce the Chris toffe l symbol s 
[i , jk] = ~ (D jhik + Dkhij - Dihjk)' 
and 
-I, 
for a 
and 
The covariant derivatives V. are defined as follo\ s: 
1 
V.f = D 1 x. 1 
scalar function f (x) . If VJ 15 
V. VJ = 0.VJ + 1 1 
V.v. = D.v. 
1 J 1 J 
f 
a contravariant 
J 
rikv 
k 
k k r .. v lJ 
vector 
for a covariant vector v . . 
J 
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In a similar way we can define covariant deriviatives for general 
tensors, that 1s, 
In particular 
D WJ + fJ WS i k is k 
s j 
r.kw 1 S 
V h = V . hj k = 0 . 
. . k 
1 J 1 
It 1s clear that the covariant derivatives do not commute 1n general. 
We have 
where 
k [V . , V . ] V 
1 J 
k 
= V. V . v 
1 J 
V V k 
. . V 
J 1 
k s 
= R .. V S,lJ 
k k k k t _ rk. rt. R .. = o.r . - o.r. + r. r . S,lJ 1 SJ J 51 lt SJ Jt Sl 
is the Riemann-Christoffel tensor describing the curvature of the manifold. 
We define the operators 
and V by 
and 
B. = r. 
1 1 
V = 5. 61 = 
1 
h 1 J 6. 6. 
1 J 
re spectively , where now and 1n th e following we sum over repeated indices 
from 1 to n+l. Note that 
and 
1 
- 6 i v = B .5 ( x, v, Dv) 
= H(x,v) + ___ 0_v_(g_l_f_)_f __ _ 
gl 
From (GU2] we deduce 
1 
D rg //h ) hlJ h2 
x. ~ 1 
1 
D.v 
J 
1 
g1 (f
2 + h 1 JD.v D. v) 2 
1 J 
(2.4.15) Vv 1 + 6 1B 3 (x,v,Dv) + v 1 (c
2 
+ R . . v 1vJ) = O 
n+ n+ n+ 1J 
where 
and 
92 
Since the Christoffel symbols vanish when one of the indices is 
n+l, the n+l component of a vector behaves like a scalar under covariant 
differentiation. On setting 
(2.4.15) becomes 
-1 
w = .en vn+l 
11,. , + h1J6.w 2 1 J -1 vw 6.w + c + R .. v v + v 16 1B3 (x,v,Dv) = 0. 1 J lJ n+ n+ 
Now it follows that 
[ H 5 - + n+l g 1 
= 
D (g 1f ) f 6 1w V n+ 
gl ; 
1 1 
D ( /h2)h ij h2 6.w 
X. gl J l 
gl 
Now if we parameterise S by the co-ordinates 1 X ' • • • J 
structure induced on S by th at on 2 x R has the form 
2 y .. = f h .. + D.v D.v. lJ lJ l J 
Let 
As in [GU2] we set, for E > 0 and as n, at 2 
n 
X ' th e metric 
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q,(a,E) = 1 
, E S l! xJJ < R 
n ( a-2) 
0 
where R < l is a positive number such that the set 
BR = {x E Rn+l JJ xJJ < R} 
is contained in Q x R. 
For a= 2 we set 
, JJ xJJ > R 
(a E) 1 l -2 2 
¢ ' = n (tn(R/ ll xll ) + 2 (R ll xll - 1) , E S ll xll < R 
0 , ii xii > R · 
From ( [GU2] (2. 16)) we have 
(2.4.16) 
< R-a fs/ dHn + cl fsR ll x Jl l-ag dHn 
+ c2 fsR ll x Jl 2-all6 gJI dHn + fsR 6i <P(a , n6ig dHn 
where g is a non-negative function and c 1 , c2 are cons tant s depending on 
the metric tensor, Christoffel symbols and on F. 
Without loss of generality\ e may assume that y' = 0 and v(O) = 0 . 
.. 
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The proof of the interior gradient estimate\ ill be made 1n severa l 
s t eps using (2 . 4 .1 5) and (2 . 4 . 16) . 
PROOF 
Step - Estimate of fs II xJ l -a dl-l ' a< n. 
R n 
The estimate follows from the same proof as 1n step 1 of [GU2 ]. 
We have the estimate: 
Step I I - Es t i ma te offs llxll -aw dH, a< n. 
R n 
Multiplying (2.4.15) by <P, a non-negative function with compact 
support, and integrating over SR we obtain 
fs Vwcp dH 
R n 
where 
D ( g 1f) f 6 l J V n+ dH - <P w SR gl n 
11 Bw 12 = h 1 J 6. w 6 . w . 
1 J 
Using the Cauchy-Schwarz inequality and condition (2.4.6) we obt ain 
(2.4.17) f s Vw cp dHn-l ::: (G + F) fs 
R R 
<P dH 
n 
On subst i tuting g =win (2.4.16 ) and letting ~ -+ 0 we have 
( 1 - a/ n) J llx 11 - aw dH ::: R - a fs w dH + c 
SR n R n 1 
!Ix 112- a II 5,.., II dH 
where 
n + fs R 
..... 
¢(a) = lim ¢(a , s) . 
s-+O 
Now let ~ be a non - negative function such th at ~ E C~' 1 (BR(y)) . 
Integrating 
fs 
R 
5 1 ~ 5.w dH 
1 n 
by parts, and using the inequality (2.4.17) we have 
(2.4.18) fs 5 1 ~ 5.w dH 
R 1 n 
= - fs Vw~ dH 
R n 
< (G + F) fs ~ dH - 21 fs ~l!Bw ii 2 dH . R n R n 
Since ¢(a,s) E C~' 1 (BR(y)) and is non-negative (2.4.18) holds for 
On lettings~ 0 we have 
95 
(2.4.19) fs Bi¢ (a) 5 . w dH < ( G + F) fs ¢ (a) dH - .!. f s ¢ (a) 11 Bw 11 2 dH . R 1 n R n 2 R n 
Following a similar procedure to step II 1n [GU2], using the estimate 
(2.4.19), we obtain 
(2.4.20) 
Step I I I - Estimate of w(O). 
We let a= n and g = w 1n (2.4.16) and lets~ 0. Since v(O) = 0 
and the surface Sis smooth we have 
and hence 
lim s-n 
£~ 
+ fs 
R 
w dH > 
n 
Using (2.4.19), the last two integrals can be estimated following the 
procedure outlined in step II of [GU2]. The second term on the ri ght 
hand side is bounded by (2.4.20). We then have 
(2.4.21 ) 
Step IV - Estimate of fs w dH . 
R n 
Same proof as in step IV of [GU2] to obtain the estimate 
(2.4.22) fs w dH 
R n 
where c5 depends on F, 
n+l CR= s n {x ER : x' E BR' xn+l > -R} 
n 
= BR (y) denotes the projection of BR (y) onto R with centre 
y' E S2 and O < R < dist (y' ,aS2). 
Step V - Estimate of fc ll6wll 2 dH. 
2R n 
From (2.4.18) we have for any~ with compact support in S, 
and hence using the Cauchy-Schwarz inequality we obtain 
(2.4.23) 2 2 ( ~ + II &p II ) dH . 
n 
Following the procedure outlined in step V of [GU2] and using the 
estimate (2.4.23) we obtain 
(2. 4. 24) 
Step VI - Estimate of Hn(C 3R). 
Same proof as step VI of [GU2] where the following estimate is 
obtained: 
where 
H (C ) < (I M(4R)) Rn 
n 3R c8 + 4R 
M(R) = sup v. 
B' R 
This inequality together with (2.4.21), (2.4.22) and (2.4.24) gives 
(2.4.25) M(R) ) w(O) ~ c9 (I+ R 
96 
.... 
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where R < 1 such that BR c 52 . Here c9 depends on the me tric tensor and 
it s derivatives , F and G. From (2 .4.25) we finally have 
with 
sup 
B' (1-rr)R 
w( R)) 
w(x') s c 10 (1 + R 
w(R) = sup v - inf v 
BR I BR' 
and therefore the desired result. o 
,O <rr< l 
We have the following Theorem which is a consequence of Theorem 
1.7.8. 
THEOREM 2. 4.3 
Let H be a locally Lipschitz function ~n Q x Rand increasing in u. 
Assume that the conditions of Theorem 2.4.1 and Theorem 2.4.3 are 
satisfied with the function g1 independent of u. If v E BV (Q) is a 
solution to the variational problem for I 5 given by (2.4.1) then 
v E c2 'a (Q) , 0 S a < 1. 
Using the above regularity results we can weaken the conditions 
(2.3.1) and (2.3.2) to obtain existence of solutions to the variational 
problem in BV (Q). 2 00 Suppose aQ is of class C, ~EL (aQ) and the conditions 
of Theorem 2.4.4 are satisfied. Then, using the techniques given by 
Giusti in [GU3] for the functional 13 or by Cross in [CR] for the 
functional I 4 , there exists a minimum in BV (Q) for the functional r5 
provided there exists positive constants t 0 and a 0 such that for every 
Caccioppoli set B 
min 
and 
min {IB l ,1 52\ BI} . 
98 
The existence of a m1n1mum for the functional I 5 under the above 
a s umptions cannot be proved directly, as before, because in general we 
do not have an a priori bound for minimising sequences. However, for a 
suitable minimising sequence an a priori estimate can be obtained from 
which the existence of a minimum follows. 
2.5 Global Regularity 
As a consequence of Theorem 1.8.1 we have the following global 
regularity result for the functional I 5 given by (2.4.1). 
THEOREM 2.5.1 
0 Suppose that aQ bS (M,~) regular and~ EC (aQ ) 
BV(Q) solution to the variational problem for I5 then 
0 ~ a< 1 
and 
V = ~ on aQ. 
Then if v bS a 
We now consider sufficient conditions for aQ to be (M,~) regular. 
According to the notation used in section 1.8 we can write 
A .. (x,z,p) and B(x,z,p) in the form (1.8.11) and (1.8.12) where lJ 
(2.5.1) A A0 (x,cr) = 
and 
lJ D (g 1h )a. H(x, z) x. J IPI.L\B0 (x,z,cr) 
1 
= 
gl 1 
ij 2 g 1 (h a. a.) 1 J 
D t m ij (h )aea a.h 
+ 
X. m J 1 
3 
ij 2 2 (h a. a.) 1 J 
From (2.5.1) it follows that 
AO ( x , a) T) . T) . > 0 'if x E Q n 
-
, T) E R 1 J 
_, .. 
and assuming t ha t H 1s an i ncr easing f unct ion 1n z, e have 
Since 
A = o(c: ) 
and 
Ip I , A 1 i j , B 1 = 0 ( c: ) as Ip I -+ 00 
the condition (1.8.15) is satisfied. By Theorem 1.8.4 aQ is (M, ~) r egul ar 
if aQ is of class c2 and 
(2.5.2) 
Let _2 r' 0Q 1 , o r. o f class c~ g(x) = 1, a . . (x) E c3(Q) and 
1. J 
l HEC (S2>R) . As a conseque nce of the inequalities (5.15) and (5.20) 
given by Simon in [SI] we can express (2.5.2) in the nice form 
- I D . F ( X ' Dd) ~ f H ( X I (1) ) ' 
1. p. 
1. 
where dis t he distance from aQ a nd F(x,p) 1/2 = (a . . (x) p,p.) . 1.J 1. J 
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APPENDIX 
We consider the problem of minimising a convex functional in a 
non-reflexive separable Banach space X. We will describe a method 
outlined in [MS] to extend X and to extend the original functional onto 
the extended space such that there exists a minimum of the functional 
1n the extended space. For the case when X = w1 ' 1(Q) , we shall obtain 
an extension which can be identified with BV(Q) . 
* Let X denote the dual space of a separable Banach space X. In 
order to extend X we require the following Lemma. 
Lemma Al 
If C is a convex bounded set, closed bn X, then there exists a 
0 * subspace X in X such that 
(a) x0 is separable, 
(b) for every u EX we have 
ll u ll x = sup O f (u) fEX 
llf ll *=l 
* where II II* is the norm in X and 
* (c) if u 4 C, then there exists an element f EX such that 
f(u) > sup f(v) , rJ v EC. 
PROOF 
Let {u.} be a dense system of elements 1n X. By {f.} we denote a 
1 J 
* collection of functionals in X such that 
and 
0 Mosolev in ([MS], Lemma 5) proved that the space x1 spanned by the 
functionals {f.} satisfies the properties (a) and (b). 
J 
Now let {v.} be elements in the dense system not occurrin g 1n C. 
J 
Let a.> 0 be the distance from v. to C and let 
J J 
C. = {u EX; dist (u,C) S a./2 } . 
J J 
The sets C. are convex, bounded and closed in X. Without loss of generality 
J 
.i. 0 
we can assume that O E C and that C is located 1n the ball {u : ll u ll x < R}. 
Consider the Minkowski functional p . (u ) of the set C., that is, 
J J 
p . (u) =inf{ \ > 0 : u E \C.}. 
J J 
Let g . be a functional such that 
J 
and 
for u E C . . 
J 
g. (v.) = 1 
J J 
g.(u) < p.(u) 
J J 
0 Mosolev 1n ([MS], Lemma 5) proved that the space x2 , spanned by 
the functionals {g.}, satisfy the properties Ca) and Cc). Therefore the 
J 
0 0 0 * linear hull of the spaces x1 and x2 1s a subspace X in X satisfying 
Ca), Cb) and Cc). o 
We can now extend X and C. 0* As Y we take X , the dual of the space 
XO 
' 
and as D we take the weak closure of C in the space Y, that is, U 
0 
in Y belongs to D if there exists a sequence Cl\) of elements in C such 
that 
for al 1 f 1n x0 . 
The following four lemmas provide us with useful properties of this 
extension. They are proved by Mosolev in C [MS], Lemmas 1, 2, 3 and 4). 
Lemma A2 
The space Xis naturally imbedded in the space Y, and this i mbeddi ng 
is linear and isometric. 
We say that a set Y 1s weakly compact if for any collection of 
0 
sets, {U }, in Y there exists a weakly converging sequence CU). 
a o n 
is, there exists an element U in Y such that 
0 for all f EX . 
u ( f) -+ u (f) 
n 
as n -+ 00 
That 
Lemma A3 
A bounded set bn Y bS weakly compact . 
0 
Lemma A4 
For any U in Y there exi s ts a sequence (u ) of elements of X 
n 
such that the sequence (Tu) weakly converges to U where 
n o 
* TU (f) = f (u ) 
n n 
'tffEX. 
Lemma AS 
If u does no t belong to C t hen TU does not belong t o D. 
Let ¢ be a convex functional on X such that¢ is weakly lower 
0 
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semicontinuous on C, that is, if f(u) ~ f(u) as n ~ 00 for all f E x0 
n 
and u , u EC then 
n 
¢Cu) Slim inf ¢Cu). 
n 
We extend the functional¢ to Din the following way. Let U c D and 
a let Cu) be the set of all sequences of elements of C weakly converging 
n o 
to U. We define 
¢ (U) = inf lim inf ¢Cua). 
n 
The functional¢ is uniquely defined for every element in D since¢ is 
weakly lower semicontinuous on C. By Theorem 3 of [MS] the functional 
0 
¢ achieves its minimum on the set D. 
1 1 1 1 We now let X be the space W ' (Q) and Wk be the subset of W ' (Q) 
given by 
1 1 
wk ,Q) = {u E W' (Q) :JQ !Du l dx + faQ lu - ~I d.Hn-l s k } 
W ·11 Y d D f . h. of [W 1 ' 1(0) ] 0 e wi construct an or an appropriate c oice JG 
satisfying the conditions of Lemma 2.3.1. We shall show that t he space 
Y can be identified wi th BV (Q) . 
As the space p 1 ' 1(Q) ]0 we consider the closure i n the norm of the 
space [W1 ' 1(Q) ]* of t he function a l s of the fo rm 
F(u) = JQ (f Du+ gu) dx 
.. 
-
1 0 3 
where 
and 
n g E L (Q ) . 
We verify properties (a), (b) and (c) of Lemma 2.3.1 for the above 
choice of w0 . Property (a) is obvious. 
{ } b d f f . W l ' l ( n ) w 1· th uk E C l ( n ) . Let uk ea ense system o unctions in JG JG 
Let 
+ Q = {x E Q\Q k,E: f, 
and 
-Q = {x E Q\Q : D.u. (x) s - E}. k,E E 1 k 
Let f:,k be functions belonging to C~ (Q) such that 
and 
f~, k r 1 
1 = i -1 
l 
+ 
X E Q 
E, k 
-
X E Q 
E, k 
lf~'kl s 1 for all x E Q. 
l 
Let gk be the function given by 
gk(x) = sign ~(x). 
Then for the functional 
E k J E: k F ' (u) = Q (f' Du+ gku) dx 
we have 
Also 
as E ~ 0. So we obtain property (b) for~· 1 1 Now let u E W' (Q) and let 
II ~ - ull 1 1 ~ 0 as k ~ oo. 
' 
Then 
which proves property (b). 
We now prove property (c). Let u be a function belonging to 
w1' \ Q)\\'\ (2) . Then 
for some k 1 . 
Let 
and 
J Q I Ou I dx + f aQ I u - <PI dHn- l > k > k 1 
l 
0 n 
for an arbitrarily small but determined 6 1 . Let f 1 E [C 0 (Q ) ) such that 
and 
for 
for 
for x E Q . 
Without loss of generality we may assume that aQ is of class c2 . 
Then by Lemma 1 of the Appendix of [GT] the distance function d belongs 
2 to C (QE, ) for sufficiently small E'. For 6 2 < E' < 6 1 let 
and let f 2 E C' (Q) such that 
D.d/ lDd l 
1 
f2 = -D.d/ lDdl 1 
0 
and 
By Proposition 0.1 we have 
for 
for 
for 
X E 
X E 
< - 6 } 2 
+ 
Q2 
Q2 
x E Q\Q6 
1 
for x E s-2 5 . 1 
--
-
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and t he r efo r e \ e can choose 61 and 62 s uch t hat 
< (kl - k)/ 2. 
Then 
> k1 - ((k 1 - k)/2) + J2 Dif2¢ dx > k + J2 Dif2¢ dx 
> f2 IDv l + fa2 Iv - ~I dHn-1 + f2 Dif2¢ dx ~ Fflf2 (v) 
for all v E Wk( 2) . Therefore property (c) 1s satisfied. 
We now wish to describe the elements of the space Y. Let the pair 
(f,g) be elements of the direct product (C~' 1(2)]n 
1 1 0 pair defines a functional Ffg 1n (W' (2) ] where 
Ffg(u) = J2 (f Du+ gu) dx 
n 
x L (2) . Every such 
for u E w1' 1(2) . The set of functionals in (W1 ' 1(2) ]0 having the above 
form are dense in pv1 ' 1(2 )] 0 . Let V be an element of Y. Then V induces 
. 0 1 n n 
a functional on (C 0 ' (2)] x L (Q) , that 1s, 
V(f,g) = V(Ffg) 
with 
V(f,g) = V(f,O) + V(O,g). 
0 1 n n A functional V(f,g) on (C0 ' (2) ] x L (2 ) has the form 
V(f,g) = J2 f da + J2 g\ dx n 
where a 1s a vector-valued radon measure and\ is a function in Ln-l (2) . 
It is obvious that to every functional in Y there uniquely 
d f . 1 [ C 00 ' 1 ( n ) ] n x Ln ( n ) . correspon s a unct1ona over ~G ~G 
For v E w1' 1(2) we have 
where 
a (E) = JE Dv dx. 
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By Lemma A3 eve r y elemen t V 1n Y is the \veak l imit of a sequence (nr ) , 
o n 
that lS 
(Al) nr (f,g)-+ V(f,g) 
n 
Now (Al) impli es that there exists a positive integer n' such that 
for n > n' 
where c 1s a fixed positive constant. Then there exists a subsequence, 
which we still call (v ), converging in Lq (Q) , any q, 1 < q < __!!_1 , to a n n-
function v E BV (Q) and thus 
where 
JQ fDv = - J Q Dfv dx. 
This implies that A= u and 
f Q fDv = J Q f da 
0 1 n for all f E [C0 ' (Q)] . Therefore a(E) = Dv(E) for all compact sets E c Q. 
TI1us, if V(f,g) induces a functional on [W1 ' 1(Q)]O then it has the form 
(A2) 
for v E BV (Q) , where Dv is the distributional derivative of v. Obviously 
every functional of the form (A2) induces a functional on [W 1' 1(Q) ]0 . 
We can thus identify the space Y with the space BV (Q) . 
Now let (vk) be a sequence in Wk (Q) weakly
0 
converging to V 1n D. 
Then 
IQ (f Dvk + gvk) dx-+ f f Dv + f Q S2 gv dx 
for some v E BV (Q) , where f E [C~' 1(£) ]n and g E Ln (Q) . Then we have 
-+Vin Lq (Q) , 1 < n Since the functional vk any q, - q < n-1 · 
J2 IDv l + aQ Iv - <Pl d.Hn-l is lower semicontinuous with respect to Lq 
convergence, the set D can be identified with a subset of the set 
{v E BV (Q) : JQ IDvl + faQ Iv - <Pl d.Hn-l < k}. 
.... 
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On the other hand, by Proposition 0.4 and Proposition 0 .5, t he se t 
{v E BV (Q) 
can be identified with a subset of D. 
-' 
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