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Photovoltaic arrayAbstract Power versus voltage curve of a uniformly shaded photovoltaic (PV) array has only one
maximum power point (MPP). However, when the array is partially shaded, there may be several
local MPPs and there exists only one global MPP. The commonly employed perturb and observe
(P&O) algorithm works well in detecting the MPP of a PV array when the array is uniformly
shaded. However, when the array is partially shaded, the operating point based on P&O method
may converge to a local MPP of the array rather than the global one resulting in its under-utiliza-
tion. In this paper, continuous genetic algorithm (CGA) and hybrid particle swarm optimization
(HPSO) algorithm are adopted in detecting the global MPP of a partially shaded PV array. It is
observed that the performance of the HPSO is better than either P&O method or the CGA in ﬁnd-
ing the global maxima of a partially shaded PV array.
 2014 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Solar power is at the forefront of clean and renewable energy.
Recent advances in solar panel manufacturing system as well
as increasing cost of volatile fuel has attracted attention of
power utilities in opting solar power as an alternative source
of energy. Photovoltaic (PV) solar cells are the most readily
available solar technology and operate the best on bright days
with little or no obstruction to incident sunlight. However,frequent overcast days and partial obstructions such as tree
limbs or buildings limit the reliability of the solar power.
When a PV array is directly coupled to the load, the array’s
operating point is the intersection of its output current (I)–
output voltage (V) proﬁle and the load line. However, this
operating point may not be the maximum power point
(MPP) of the PV array, thereby, not delivering the maximum
power to the load and resulting in low overall efﬁciency. In
fact, direct-coupled PV array utilize as little as 31% of the
PV array capacity [1]. Over sizing of the PV array would be
the solution to the above problem. However, it increases the
overall cost of the system. As an alternative solution, a maxi-
mum power point tracker (MPPT) may be used to hold the PV
array’s operating point at its MPP. Researches reveal that
MPPT may extract up to 97% of the PV array’s power when
it is properly optimized [1,2].
Under uniform shading of the PV array, the output power
(P)–output voltage (V) curve of the array has only one maxi-
mum point and the conventional MPPT algorithms such as
472 G. Shankar, V. Mukherjeeperturb and observe (P&O) [3], incremental conductance (IC)
[2], parasitic capacitance [2], and constant voltage [2] perform
well in detecting this maxima. However, some of the conven-
tional methods fail to optimally track the MPP of a PV array
when it is partially shaded. Under partial shading of the PV
array, P–V curve does not have single maxima. Instead, the
P–V characteristic becomes more complex with multiple peaks
[4].
P&O algorithm, also known as the ‘‘hill climbing’’ method,
is very popular and the most commonly used in practice
because of its simplicity and the ease of implementation. This
algorithm operates periodically perturbing the operating volt-
age (as control variable) and compares the instant power out-
put from PV array to the power output before perturbation.
There are some limitations of this algorithm which affects
the efﬁciency of the MPPT [5]. Firstly, it cannot determine
when it has actually reached the MPP. Instead, the operating
point oscillates around the MPP after each cycle which slightly
reduces the PV efﬁciency under the constant irradiance condi-
tion [2]. Secondly, it may exhibit erratic behavior in case of
rapidly changing atmospheric conditions arisen out of moving
clouds [6].
An attempt has been made by Femia et al. in [5] to over-
come the drawbacks associated with the P&O method. To
accomplish this objective, the parameters of the MPPT must
be customized to the dynamic behavior of the speciﬁc con-
verter adopted. A theoretical analysis allowing the optimal
choice of such parameters is carried out in [5]. The dynamic
controllability of the MPPT for the PV inverter under the con-
dition of irradiance ﬂuctuation has been presented in [7]. The
simulator presented in [7] is based on the active power load
(APL). A MPPT using sliding mode control for a PV system
is presented in [8]. An improved MPPT control method for
small-scale dual-module PV systems is presented in [9]. With
the method presented in [9], the voltage and current informa-
tion of each module are shared and utilized for the detection
of the MPP without measuring power. However, the method
presented in [9] may be implemented in a simple structure,
especially, due to the elimination of memory and multiplica-
tion devices. In [10,11], high performance MPP tracker based
on modiﬁed P&O and modiﬁed IC under rapidly changing
weather conditions is presented. To cope up with fast varying
atmospheric conditions auto-tuning based adaptive MPP
tracker is proposed in [12].
Different techniques for MPPT of PV arrays are discussed
in the literature. A comprehensive list of different techniques,
dating back to the earliest methods, is presented in [13]. In
[13], nineteen distinct methods have been introduced, with
many variations on implementation methodology. Using the
slope of power versus voltage of a PV array, the MPPT con-
troller proposed in [14] allows the conversion system to track
the MPP very rapidly. As opposed to the conventional two-
stage designs, a single-stage conﬁguration is implemented in
[14] resulting in reduction in size and weight and increase in
efﬁciency. A new MPPT system has been developed and pre-
sented in [15] that consist of a Buck-type dc/dc converter con-
trolled by a microcontroller-based unit. Xiao et al. [16] have
discussed some topologies to be used for a PV module with
a view to optimize the operation of the MPPT. Ref. [16] looks
at the performance of the PV modules in non-ideal conditions
and proposes the topologies to minimize the degradation of
the performance caused by some conditions. A dynamicallyrapid method, used for the tracking of the MPP of PV arrays,
is known as ripple correlation control [17]. The technique pre-
sented in [17] takes the advantages of the signal ripple which
are inherently present in the power converters.
Since the P–V curve has multiple peaks, evolutionary opti-
mization techniques such as genetic algorithm (GA), particle
swarm optimization (PSO) could be used to detect the global
MPP where conventional algorithms fail to converge. GA,
originally developed by Holland [18,19], has been proved to
be efﬁcient enough to solve various combinatorial optimiza-
tion problems. However, few works deal with their application
to the global minimization of functions depending on continu-
ous variables. The works related to this subject are presented
in [20–28].
The binary GA (BGA) solves many optimization problems
that stump traditional techniques, however, it has quantization
limitations [29]. BGA cannot be used to solve a problem where
the values of the variables are continuous. For such type of
problems, each variable requires many bits for its representa-
tion. If the number of variables is large, the size of the chromo-
some will also become large. Of course, 1s and 0s are not the
only way to represent a variable. One could, in principle, use
any representation conceivable for encoding the variables.
When the variables are naturally quantized, the BGA ﬁts nicely.
However, when the variables are continuous, it is more logical
to represent them by ﬂoating-point numbers. In addition, the
BGA has its precision limited by the binary representation of
variables. On the other hand, ﬂoating-point numbers easily
allow representation of the variables up to the machine preci-
sion. The continuous GA (CGA) has the advantage of requiring
less memory storage by using a single ﬂoating-point representa-
tion of the variable instead of N-bits integer representation as
used in BGA. Thus, the CGA is inherently faster than the binary
counterpart because the chromosomes do not have to be
decoded prior to the evaluation of the cost function [30].
PSO algorithm is an evolutionary computation technique
based on swarm intelligence. The individual in swarm is a vol-
ume-less particle in multi-dimensional search space [31–34].
The position in search space represents potential solution of
optimization problem while the ﬂying velocity determines the
direction and the step of search. The particle ﬂies in the search
space with deﬁnite velocity which is, dynamically, adjusted
according to its own ﬂying experience and its companion’s ﬂy-
ing experience i.e., constantly adjusting its approach (direction
and velocity) by tracing the best position found so far by the
particles themselves and that of the whole swarm which forms
a positive feedback to the swarm optimization. Particle swarm
tracks the two best current positions, moves to better region
gradually and, ﬁnally, arrives to the best position of the whole
search space [35].
The main contributions of the present work are given
below.
(a) Performance of a partially shaded sample PV array sys-
tem is studied.
(b) Effectiveness of the CGA and a hybrid PSO (HPSO)
algorithm in locating global MPP for a partially shaded
PV array system is tested and the results obtained are
presented.
(c) Potential beneﬁt of the CGA and the HPSO algorithm
over conventional algorithm such as P&O algorithm,
commonly employed for this purpose, is explored.
MPP detection of a partially shaded PV array 473The rest of the paper is organized as follows. In Section 2,
the circuit model of PV cell and characteristic of PV array are
presented. The studied PV array system is illustrated in Sec-
tion 3. MPP detection using the P&O algorithm, CGA and
HPSO are presented in Sections 4-6, respectively. Results are
presented and discussed in Section 7. Finally, conclusions
and scope of future work are presented in Section 8.
2. Circuit model of PV cell and characteristic of PV array
The circuit model of a PV cell is presented in Fig. 1. The fun-
damental equation governing working principle of a PV cell
may be derived as in (1). More details may be obtained from
[1].







In (1), IL is light generated current (a function of cell temper-
ature and solar irradiance), I0 is saturation current, q is charge
constant (q= 1.602 · 1019 C), k is Boltzmann constant
(k= 1.381 · 1023 J/K), Rs is series resistance, Rp is shunt
resistance and T is cell temperature in K.
The I–V and the P–V characteristics of a typical PV cell [36]
cannot be generalized for a PV array system as shown in Fig. 2
because individual cells of the PV array are not always under
uniform illumination. Consequently, for the proposed shading
pattern of the studied PV array system presented in Fig. 3, I–V
and the P–V characteristics under non-uniform illuminationFigure 1 Circuit model of a PV cell.
Figure 2 Partially shaded PV assembly terminology (a) PV module, (
S2, (c) a group and (d) PV array with groups G1–G4.are complicated in shape [37–39], as shown in Fig. 4(a) and
(b), respectively.
3. Illustration of studied PV array system
For comparing the capability of a particular algorithm in
detecting the global MPP of a partially shaded PV array, it
is necessary to either have a physical PV array assembly or
its theoretical model. The study of the present work is carried
out based on computer simulated model of a PV array using
MATLAB [37]. The MATLAB model of a PV cell developed
by Patel and Agarwal [37] produces a two-column matrix with
one column being the values of the output current and the
other column being the output voltage for a particular temper-
ature and solar insolation. The information about the shading
of the PV array surface is given as input to the developedb) series assembly with two series-connected sub-assemblies S1 and
Figure 3 Visual representation of PV array shading pattern as
considered in Tables 1 and 2.
Figure 4 MATLAB-based characteristics of a partially shaded
PV array (a) I–V proﬁle and (b) P–V proﬁle.




% Charge of an electron
A= 1.2;
% ‘Diode quality’ factor
Vg = 1.12;
% Band gap voltage
Ns = 36;
% Number of series connected cells (diodes)
T1 = 273 + 25;
Voc_T1 = 21.06/Ns;
% Open circuit voltage per cell at temperature T1
Isc_T1 = 3.8;
% Short circuit current per cell at temperature T1
T2 = 273 + 75;
Voc_T2 = 17.05/Ns;
% Open circuit voltage per cell at temperature T2
Isc_T2 = 3.92;
% Short circuit current per cell at temperature T2
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474 G. Shankar, V. MukherjeeMATLAB model in a methodical manner as explained in
Fig. 2.
A sub-assembly is formed with several series-connected PV
modules receiving the same level of insolation. Several such
series-connected sub-assemblies, each with a different level of
insolation, form a series assembly. Series assemblies, having
similar shading patterns, form a group. Various groups (with
ith group represented by Gi), having different shading patterns
are connected in parallel to form a PV array as shown in Fig. 2.
The conﬁguration of the PV array system, studied in the
present work, is illustrated in Table 1. Fig. 3 may be useful
to visualize the shading pattern of the studied system. In
Table 1, k represents the solar insolation as fraction of
1000 W/m2 and T represents temperature in C. In the studied
model, each shaded and un-shaded sub-assembly consists of 10
modules in series. In the MATLAB model, the number of sub-
assemblies, number of series assemblies, number of groups,
solar insolation and temperature are given as inputs in the
form of a matrix as presented in Table 2. In Table 2, the ﬁrst
column denotes the number of sub-assemblies in an assembly.
The second column represents a vector consisting of theTable 1 Shading pattern and conﬁguration of studied array system
Group Number of un-shaded sub-assemblies in series Number of sha
G1 4 (k= 1, T= 45 C) 6 (k= 0.5, T=
G2 4 (k= 1, T= 45 C) 6 (k= 0.75, T
G3 10 (k= 1, T= 45 C) 0number of shaded and un-shaded modules in a sub-assembly,
corresponding temperatures of shaded and un-shaded modules
and corresponding insolation levels of shaded and un-shaded
modules. And, the third column corresponds to the number
of identical series assemblies in a group.
The PV array system under study has 1000 identical PV
modules (arranged as 10 · 100 matrix) forming three different
groups viz. G1, G2 and G3. Each group is having 40, 40 and 20
number of parallel connected series assemblies with identical
shading patterns, respectively. It is further assumed that each
PV module forming the array is either totally shaded or totally
illuminated and has identical characteristic as given in Table 3.
The MATLAB model gives the I–V and the P–V relation-
ships of the PV array in the matrix form. A very large number
of I and V values are not calculated to reduce the computa-
tional burden, as shown in Table 4. However, because the
algorithms require the value of I corresponding to an arbitrary
but valid value of V, the simple but effective linear interpola-
tion technique may be adopted to obtain smoother I–V and
P–V curves. From the I–V and the P–V plots of the proposedas used in illustration.
ded sub-assemblies in series Number of series assembly in a group
35 C) 40
= 40 C) 40
20
Table 4 Different values of V, I and P for the PV array.
MPP detection of a partially shaded PV array 475PV array system as shown in Fig. 4(a) and (b), respectively, it
may be apparently observed that the I–V characteristic of the
PV array under partial shading condition is similar to that of
an un-shaded one. But, in practice, the P–V curve of a partially
shaded array has multiple peaks as compared to the single
peak of an un-shaded PV cell.
4. MPP detection using P&O algorithm
P&O algorithm [3], IC algorithm [2] and other such related
methods are very successful and efﬁcient in detecting the
MPP of a PV array under uniform insolation [40–44]. How-
ever, most of these methods do not work optimally in case
of partially shaded PV modules. In this paper, the P&O algo-
rithm is applied to the partially shaded PV array. In this algo-
rithm, the operating voltage of the PV module is perturbed by
a small increment and the resulting change in power (DP) is
observed. The positive value of DP indicates that the operating
voltage has shifted the operating point closer to the MPP.
Thus, further voltage perturbation in the same direction
should move the operating point toward the MPP. On the
other hand, the negative value of DP indicates that the operat-
ing point has moved away from the MPP and the direction of
perturbation should be reversed to move back toward the
MPP.
5. MPP detection using CGA
5.1. Description of CGA
The main steps of the CGA are initialization, generation of the
initial population, production of the new population, intensiﬁ-
cation around the best point and output of the best result
found [29]. Once the offspring have been produced by selec-
tion, recombination and mutation of individuals from the
old population, the ﬁtness function values of the offspring
are determined, the new population is produced and theTable 5 Input data and parameters for CGA.
Dimension of the problem, D
Population size, Np
Maximum number of iterations, Gmax
Mutation rate
Natural selection




Stopping criteriaprocess is repeated [45–47]. The details of the CGA may be
found in [29,30].
5.2. Formulation of ﬁtness function
In the present work, the ﬁtness function, which requires to be
maximized, is formulated as in the following equation:
Fitness function ¼ ðOutput power of PV arrayÞ ¼ V I ð2Þ5.3. Input data and parameters
Normally for any evolutionary algorithm, at the initialization
stage (t= 0), a population Po ¼ X1ðtÞ;X2ðtÞ; . . . ;XNPðtÞf gð Þ of
NP individuals is randomly generated with XiðtÞ ¼ X1i ðtÞ;

X2i ðtÞ; . . . ;XDi ðtÞgÞ; i ¼ 1; . . . ;NP uniformly distributed in the
range [Xmin, Xmax], where Xmin ¼ fx1min; x2min; . . . ; xDming and
Xmax ¼ fx1max; x2max; . . . ; xDmaxg. The initial population is gener-
ated using the relationship as stated in the following equation.
Po ¼ Xmin þ randðNp;DÞ  ðXmax  XminÞ ð3Þ
This initial population undergoes changes as the process of
evolution progresses and ultimately leads to the ﬁnal solution
with due regard to the constraint(s), if any. For this MPP
problem an initial population of voltage is generated by using
(3) within the interval [0, 200]. The different input data, param-
eters and strategies adopted for the CGA are presented in
Table 5.
6. MPP detection using HPSO
6.1. Particle swarm optimization
PSO was ﬁrst introduced by Kennedy and Eberhart [48] in
1995. Based on PSO concept, the mathematical equations for
the searching process are as follows [48]:






Uniformly distributed in the interval [Xmin, Xmax]
Rank weighting
Single point crossover
Maximum iteration or maximum value of ﬁtness function








xjiðtþ 1Þ  xjiðtÞ þ mjiðtþ 1Þ ð5Þ
In (4), c1 and c2 are two positive constants representing cogni-
tive and social learning rate, respectively, r1 and r2 are two ran-
dom numbers with uniform distribution in the interval of [0,1],
pBesti is the best position of ith individual, and gBest is the
best position of the group. The steps of PSO are enumerated
in Algorithm 1 [48].
Algorithm 1: Algorithm for PSO
Step 1 Initialize the swarm by assessing a random position in the
problem hyperspace to each particle.
Step 2 Evaluate the ﬁtness function for each particle.
Step 3 For each individual particle, compare the particle’s ﬁtness
value with its pBest. If the current value is better than the
pBest value, then set this value as pBest and the current
particle’s position xi, as pBesti.
Step 4 Identify the particle that has the best ﬁtness. The value of
its ﬁtness function is identiﬁed as gBest and its position as
gBest.
Step 5 Update the velocities and positions of all the particles using
Eqs. (4) and (5).
Step 6 Repeat steps 2-5 until a stopping criterion is visited (e.g.,
maximum number of iterations or a suﬃciently good
ﬁtness value).6.2. Hybrid particle swarm optimization
Empirical studies performed on PSO indicate that even when
the maximum velocity and acceleration constants are correctly
deﬁned, the particles may still diverge, i.e., go to inﬁnity; a phe-
nomena known as ‘‘explosion’’ of the swarm. Two methods
are proposed in the literature in order to control this ‘‘explo-
sion’’ viz. constriction factor approach and inertia constant
approach. Clerc and Kennedy [49] developed a method to con-
trol this ‘‘explosion’’. The velocity of constriction factor
approach can be expressed as in the following equations [49]:Table 6 Input data and parameters for HPSO algorithm.
Dimension of the problem, D
Population size, Np




Maximum value of inertia
weight (wmax)
Minimum value of inertia weight (wmin)
Initial population
Maximum value of ﬁtness
function
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In (6), CF is constriction factor, w is inertia weight (linearly
varying with iteration cycle as per (8)). In (8), wmax, wmin, Tmax
and t are maximum value of w, minimum value of w, maxi-
mum number of iteration cycle and current iteration cycle,
respectively. In the present work, this PSO is termed as HPSO.
The applications of GA and PSO algorithms applied in engi-
neering problems may be found in [27,28,31–34]. HPSO is
adopted in the present paper for the detection of global
MPP in case of partially shaded PV array system.
6.3. Input data and parameters
The ﬁtness function is stated in (2). In line with (3), the initial
population is generated. The different input data, parameters
and strategies adopted for the HPSO algorithm for the detec-
tion of the global MPP in case of partially shaded PV array
system are presented in Table 6.
7. Results and discussions
Results obtained vis-a`-vis tracking of MPP of the proposed PV
array system using P&O, CGA and the HPSO are presented
and discussed below.
7.1. Application of P&O in tracking MPP of partially shaded
PV array
The results yielded by this algorithm are presented in column 3
of Table 7. In column 2 of the same table, the actual simulated
results yielded by MATLAB model for the studied PV array
are presented. In P&O algorithm, the initial voltage is ran-
domly chosen as 2V. The performance of the P&O algorithm








Uniformly distributed in the interval [Xmin, Xmax]
9999999 W
Maximum iteration or maximum
value of ﬁtness function
Table 7 Actual results vis-a`-vis results obtained using P&O algorithm, CGA and HPSO for MPP detection of partially shaded PV
array.
Variable Results
Actual P&O algorithm CGA HPSO
Peak power, Pm (W) 40502.4 22316.9 40502.4 40502.4
Voltage at peak power, Vm (V) 160 63 160 160
Current at peak power, Im (A) 253.1 354.2 253.1 253.1
Number of iterations 5000 5000 100 100
Elapsed time (s) – 0.002 2.82 2.69
Figure 5 MPP detection of a partially shaded PV array using
P&O algorithm.
Figure 6 MPP detection of a partially shaded PV array using
CGA.
Figure 7 MPP detection of a partially shaded PV array using
HPSO algorithm.
Figure 8 Comparative CGA- and HPSO-based convergence
proﬁles of output power.
MPP detection of a partially shaded PV array 477from Table 7 as well as from Fig. 5 that though the P&O algo-
rithm is formidably fast yet it is not very much effective. Even
after 5000 iterations, the global MPP is not being detected.
Instead of detecting the global MPP, the P&O method settles
the operating point of the PV array at a local MPP which
may not be the actual MPP. Thus, the PV array might be
under-utilized and less economical.
7.2. Application of CGA in tracking MPP of partially shaded
PV array
The results yielded by the CGA for the detection of global
MPP in case of partially shaded PV array are presented incolumn 4 of Table 7. Fig. 6 shows how genetically optimized
power points (shown by colored circles) start clustering around
the global MPP with increasing number of iterations. It is clear
from Fig. 6 that the CGA is successful in tracking global MPP
unlike the P&O method as discussed in Section 4. Thus, the PV
array does not remain severely under-utilized as compared to
the earlier case.
7.3. Application of HPSO in tracking MPP of partially shaded
PV array
The results obtained by adopting HPSO algorithm in tracking
MPP of partially shaded PV array are displayed in column 5 of
478 G. Shankar, V. MukherjeeTable 7. Fig. 7 shows how the HPSO optimized power points
(shown by colored circles) start clustering around the global
MPP with increasing number of iterations. From Fig. 7, it is
observed that the performance of the HPSO algorithm in
detecting the global MPP for the partially shaded PV array
is better than that of P&O algorithm.
7.4. Comparative convergence proﬁle
Fig. 8 portrays the comparative convergence proﬁles of output
power against number of ﬁtness function evaluations (NFFEs)
of the partially shaded PV array. From this ﬁgure, ﬂuctuation
in the convergence proﬁle of output power is noticed while
adopting the CGA. On the other hand, HPSO converges to
the global maxima with lesser ﬂuctuation. This steady ﬁnal
value of output power, as yielded by the HPSO algorithm,
may support its potential candidature for real time application
in detecting the MPP of the partially shaded PV array system.8. Conclusion
A PV array is modeled in MATLAB/SIMULINK environ-
ment. CGA and HPSO techniques are applied for detecting
the MPP of a partially shaded PV array. The results obtained
by using CGA/HPSO are compared to a standard conven-
tional MPPT algorithm such as P&O algorithm. It is reported
in the literature that the performance of the P&O algorithm in
detecting the MPP is very efﬁcient for a uniformly shaded PV
array system. But it is observed in the present work that the
same fails to achieve its objective in case of a partially shaded
PV array which may lead to under-utilization of the PV array.
It is observed from the results that the CGA and the HPSO
algorithm overcome this problem associated with conventional
P&O algorithm in detecting the MPP under the condition of
partially shading of the PV array. The results obtained while
adopting these evolutionary optimization techniques are quite
promising. The other variants of evolutionary optimization
techniques may also be applied by the future researchers for
detecting the MPP of a partially shaded PV array.Acknowledgements
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