Let g 0 (X) be a function of some observable vector X that is identified and can be nonparametrically estimated. This paper provides new results on the identification and estimation of the function F and the vector
Introduction
We provide new identification and estimation results for two step estimators with a nonparametric first step. Given an observable vector X, suppose g 0 (X) is some identified function that can be nonparametrically estimated, e.g., g 0 (X) could be a conditional mean, quantile, distribution, or density function. This paper then considers identification and estimation of the function F and the vector β 0 where E(Y |X) = M (X) = F [X ⊤ β 0 , g 0 (X)].
(1.1)
for some observed outcome Y . Equation (1.1) is a double index model, with one linear index X ⊤ β 0 and one general index function g 0 (X).
The type of estimators we consider begin with a uniformly consistent first step estimator g of g 0 . Let F β be a kernel estimator of the conditional mean function of Y given X ⊤ β and g. In a second step we construct estimators β and F by minimizing a weighted sum of squares of Y − F β .
For example, in the standard Heckman (1979) selection model, F [X ⊤ β 0 , g 0 (X)] = X ⊤ β 0 +g 0 (X) α 0 , where g 0 (X) is the inverse mills ratio of a first step selection regression, and estimation of β and F corresponds to a linear (possibly weighted) least squares regression for the coefficients β and α. As described below, many common econometric models involving either selection or an endogenous regressor fit this framework of two step estimation.
For estimation, we use empirical processes arguments as in Andrews (1994) to establish rates of convergence for kernel estimators with covariates that depend on infinite dimensional nuisance parameters, and where the convergence is uniform in these nuisance parameters and a sequence of bandwidths. This result has many potential applications, e.g., it allows us to prove the asymptotic normality of a general class of semiparametric least squares estimators with estimated weights, random trimming and data-driven bandwidths. It is also a key ingredient for the justification of bootstrap procedures to approximate the asymptotic distribution of estimators and tests, and can be used to develop consistent specification tests of semiparametric regression models, including but not restricted to our semiparametric two steps model.
We apply this uniform convergence rate result to sums of weighted nonparametric residuals Y − F β to obtain limiting distribution theory for our class of two step regression models. Our two step model fits in the larger frameworks analyzed by McFadden (1994, p. 2197) , Chen, Linton, and van Keilegom (2003) and Ichimura and Lee (2006) , but we provide more primitive assumptions associated with our particular model, and by using empirical process theory, we obtain the generalizations regarding weighting, trimming, and bandwidths listed above.
An attractive feature of our estimator is that it possesses an oracle property in the sense that the √ n-asymptotic normal distribution of β has the same mean and variance that would result if g 0 (X) were known instead of being nonparametrically estimated. Ichimura and Lee (2006) found that two step estimation in a model like ours sometimes satisfies this oracle property, though they only verify it holding for the special case where g 0 (X) has a linear index structure (see also McFadden 1994, p. 2197) . We extend their results by showing that the oracle property holds for general nonparametric g 0 (X) with our estimator.
For identification, we show that standard assumptions such as exclusion restrictions (e.g., knowing that some elements of β 0 are zero, corresponding to having instruments for g) are stronger than necessary. Essentially, we show that what is usually considered to be identification based on functional form can in fact apply to a semiparametric setting like ours where nothing more than linearity of X ⊤ β 0 is parameterized.
We apply these identification and estimation results in an empirical application. We estimate a migration decision model, which is a control function specification of a binary choice model with an endogenous regressor. Our new identification result is required because exclusions are not economically plausible in this application. Our new limiting distribution theory for this application accounts for data dependent bandwidth choice, estimation of efficient weights for the weighted least squares step, and asymptotic trimming.
The rest of the paper is organized as follows: Section 2 provides background, including examples of models that fit our framework. Section 3 gives our general identification theorems and Section 4 provides the asymptotic theory for our estimator. Section 5 provides a Monte Carlo experiment and our empirical application to migration data. Section 6 concludes and all proofs are gathered into the Appendix.
Background
Models of the form M (X) = F [r 0 (X), g 0 (X)] where M (X) can be estimated are called double index models. Examples of estimators of double or multiple index models include Ichimura and Lee (1991) , Pinkse (2001) , and Lewbel and Linton (2007) . Additional models where both r 0 (X) and g 0 (X) are linear indices include the Sliced Inverse Regression models of Li (1991) and artificial neural networks. This paper focuses on the case where just one of the two indices is linear, and hence parameterized as X ⊤ β 0 . This is an appropriate assumption in contexts where X ⊤ β 0 arises as part of a structural model, while g 0 (X) is a nuisance function associated with selection or endogeneity of a regressor.
In the semiparametric literature, when one or more of the functions g 0 , r 0 , F are not parameterized, identification is generally obtained by exclusion restrictions, that is, some element of X is assumed to drop out of either r 0 (X) or g 0 (X). In models where all of the unknown functions are parameterized, exclusion restrictions are generally not required for identification, and we may instead obtain identification by functional form. For example, the Heckman (1979) selection model does not require an exclusion restriction for identification, since identification is obtained by parameterization of the joint error distribution in the selection and outcome equations. Empirically, identification by exclusion restrictions is generally considered more reliable than identification based on functional form, but it is often the case that exclusions are hard to find or to plausibly impose. Identification by functional form also provides a way to test exclusion restrictions, since it nests models with exclusions.
This paper shows that 'identification by functional form' extends to the semiparametric model (1.1). In particular, it is shown that β 0 and F can be identified without exclusion restrictions under some relatively mild regularity conditions (essentially, nonlinearity in g 0 and some inequalities suffice). So for example in Heckman's model identification by functional form does not actually require a parameterized functional form for the error distributions or for the selection index g 0 (X).
One large class of models that fit in this paper's framework are endogenous regressor models. Suppose Y = H(Z ⊤ α 0 + W γ 0 , e) for some possibly unknown function H, where W is an endogenous regressor with W = s 0 (Z) + u, and e and u are unobserved correlated error terms. Let E(u|Z) = 0 and assume the endogeneity takes the 'control function' form of e = h 0 (u, v) for some function h 0 , where v is an unobserved error that is independent of W and Z. Another way to describe the endogeneity is to say e|Z, u = e|u. Define X ⊤ β 0 := Z ⊤ α 0 + W γ 0 , and g 0 (X) := W − s 0 (Z). Then equation (1.1) holds with
An example of this type of endogenous regressor model is Rivers and Vuong (1988) . More generally, for Y binary this is Blundell and Powell's (2004) semiparametric binary choice model with an endogenous regressor, so this paper's identification results show that Blundell and Powell's control function model is generally identified (and can be estimated using their estimator or Rothe's 2009 estimator) , without the exclusion restrictions they impose for identification and estimation. Our empirical application to estimation of a migration equation is an example of this model.
Another large class of models that fit this paper's framework are limited dependent variable models with selection. Suppose Y * = H(X ⊤ β 0 + e) for some function H, e.g., H could be the identity function so Y * = X ⊤ β 0 + e is a linear model, or Y * could be a binomial response with Y * = I(X ⊤ β 0 + e > 0) for I being the indicator function that equals one if its argument is true and zero otherwise, or H could be a censored regression such as Y * = max(0, X ⊤ β 0 + e). Suppose in addition to this possibly limited dependent variable we also have nonrandom selection, so we do not observe
where the conditional distribution u given e is continuous. Nonrandom selection arises because the unobserved errors e and u, though independent of X, are correlated with each other. It then follows that g 0 (X) = E(D|X) = F u [s 0 (X)] where F u is marginal distribution function of −u, and equation (1.1) holds with
This includes a wide class of selection models, including standard Heckman type selection models, extensions of tobit models like double hurdle models, and censored binary choice models, among others.
Identification
Here we provide sufficient conditions for identifying the function F and the parameter vector β 0 in the semiparametric double index model M (X) = F X ⊤ β 0 , g 0 (X) , where M (X) and g 0 (X) are assumed to be identified. Our estimators are based on M (X) = E (Y |X), but this is not necessary for identification. For example, identification would be the same if M (X) were an identified density, distribution, or quantile function rather than a conditional mean.
To obtain identification under general conditions, we provide two different sets of identifying assumptions, each of which can be applied to different regressors in the same model. We therefore let
Here V is a vector of one or more continuous regressors, while Z is a vector that can include covariates which are discrete, continuous, continuous with mass points, etc. Theorem 3.1 below identifies α 0 using differentiability and inequality constraints, while Theorem 3.2 below identifies γ 0 exploiting support and invertibility restrictions instead. Z could be empty so only Theorem 3.1 would be needed, or V could just have one element with a coefficient normalized to equal one, in which case only Theorem 3.2 would be needed, or both Theorems can be applied to identify models where different sets of regressors satisfy different assumptions.
Assumption 1 Assume V is a K × 1-vector for some positive integer K. Assume there exists a function F and a vector α 0 such that m (V ) = F V ⊤ α 0 , g (V ) . Assume functions m (V ) and g (V ) are identified. Let α 0;i and V i denote the i-th element of α 0 and V respectively, for i = 1, . . . , K. Assume α 0;1 = 1.
Assumption 1 applies to the general double index model
, and provided the J × 1 vector of zeroes is in the support of Z. If Z is empty then Theorem 3.1 based on Assumptions 1 and 2 below will identify the entire model, otherwise it will identify just the α 0 coefficients, and F only on the supports of V ⊤ α 0 and g 0 (V, 0). If K = 1, then α 0 just equals α 0;1 = 1 and so is known by the scale normalization assumption in that case.
The scaling of α 0 is arbitrary, since changes in scaling can be freely absorbed into F . Assumption 1 imposes the convenient scale normalization that V 1 , the first element of V , has a coefficient of α 0;1 = 1. This is a free normalization if one knows that this regressor has a positive effect on F through the first index. This is also the most natural normalization in some contexts, e.g., if in a binary choice model Y is a purchase decision and −V 1 is the price, then with the normalization α 0;1 = 1 the remainder of the index V ⊤ α 0 , that is, K k=2 V k α 0;k , equals (up to location) the willingness to pay for the product (see e.g. Lewbel, Linton, and McFadden, 2004) .
Assumption 2 Assume g and F are differentiable and define ∂ r F (r, g) := ∂F (r, g) /∂r. Define
Assume there exists two vectors v and v on the support V such that the derivatives ∂ V i g (V ) and ∂ V i m (V ) are identified at V = v and V = v for i = 1, . . . , K, and there exist two elements k and j of the set {1, ..., K} such that the following inequalities hold
The inequalities in Assumption 2 essentially require F to depend on V ⊤ α 0 , and require some variation in g (V ) that distinguishes it from V ⊤ α 0 . These inequalities will not hold if g (V ) equals a transformation of V ⊤ α 0 for example, but otherwise it is very difficult to construct examples that violate the inequalities of Assumption 2.
The identification of derivatives of m and g at the two points v and v generally requires that V be continuously distributed at those points, so Theorem 3.1 below cannot be applied to discrete regressors. Theorem 3.2 later will provide identification for other regressor distributions, including discrete regressors.
Theorem 3.1 If Assumptions 1 and 2 hold, then the vector α 0 and the function F (on the supports of V ⊤ α 0 and g 0 (V, 0)) are identified.
Theorem 3.1 obtains identification without an exclusion assumption, that is, all of the covariates V can appear in both the index V ⊤ α 0 and in the function g (V ). Identification can also be obtained from Theorem 3.1 using exclusions restrictions to satisfy Assumption 2. However, with an exclusion restriction, identification can be obtained more simply as follows: Let Assumption 1 hold with α 0;K = 0 and assume g(V ) varies with V K (so V K is in g(V ) but not in the linear index V ⊤ α 0 and hence V K is the excluded regressor). Then if F 0 is differentiable in its first element it follows from equation (B-1) that α 0 is identified by
evaluated at any value of V that makes the derivative in the denominator of the above expression nonzero.
Discrete Regressors
Theorem 3.1 does not identify the coefficients of discrete regressors, but it can identify the coefficients of the continuous regressors when both continuous and discrete regressors are present. Given both continuous and discrete regressors, Theorem 3.2 below can be combined with Theorem 3.1 to identify the coefficients of the remaining discrete regressors, or of other regressors that satisfy the alternative regularity conditions provided in Assumptions 3 and 4. If all regressors satisfy these alternative regularity conditions, then Theorem 3.2 alone can be used for identification with both types of regressors. Assumption 4 imposes support restrictions and local invertibility of F , instead of the differentiability and inequality constraints in Assumption 2.
Assume Z is a J × 1 vector and that α 0 is identified.
If V is a scalar, then α 0 is identified by the free (up to sign) normalization α 0;1 = 1 as before. Alternatively, if V is a vector then α 0 is identified by Theorem 3.1 as long as Assumptions 1 and 2 hold with m (V ) = M (V, 0) and g (V ) = g 0 (V, 0). Having V be a vector instead of a scalar makes the support requirements in Assumption 4 below less restrictive. These support conditions are particularly mild when Z consists only of discrete regressors, which would then require V to contain all the continuous covariates in the model. Assumption 4 Assume the J × 1 vector of zeroes is in the support of Z. Let z j denote the J × 1 vector that has element j equal to z j and all other elements equal to zero. Assume for some z j = 0 in the support of Z j , there exists v (z j ) in the support of V such that v (z j ) ⊤ α 0 + z j γ j is in the support of
A sufficient condition for Assumption 4 to hold is if V ⊤ α 0 and g 0 (V, 0) have support on the entire real line and if F is strictly monotonic in its first element. Alternatively, if Z is discrete, then only a limited range of values of V ⊤ α 0 and g 0 (V, 0) are required, e.g., if there is a v such that v ⊤ α 0 can take on the value −z j γ j , then letting
and a similar analysis applies to g 0 .
Theorem 3.2 If Assumptions 3 and 4 hold for j = 1, ..., J then α 0 , γ 0 , and F at all points on the support of
We now illustrate these identification theorems with two examples, a double hurdle model and a binary choice control function model with an endogenous regressor.
A Semiparametric Double Hurdle Model
Suppose a latent binary variable Y * satisfies the standard fixed (at zero) censored regression model Y * = X ⊤ β 0 − e I X ⊤ β 0 − e ≥ 0 = max 0, X ⊤ β 0 − e with e independent of X and the distribution function of e, F e , may be unknown. Now consider the case where we only observe Y * for some subset of the population, indexed by a binary variable D, i.e. we only observe Y = Y * D. This is a sample selection model with a censored regression outcome. For example, Y * could indicate the quantity of a good an individual might want to purchase, D indicates whether the good is available for purchase where the individual lives, and Y indicates the quantity of the good the individual purchases, which is nonzero only when both X ⊤ β 0 − e > 0 and D = 1. Now consider identification of this censored regression with selection model without assuming selection on observables, so D and Y * remain correlated after conditioning on observables X, as in various Heckman-type selection models. The econometrician is assumed to know relatively little about selection D other than that it is binary, so assume D is given by a nonparametric threshold crossing model D = I [g 0 (X) − u ≥ 0] where u ⊥ X and both the function g 0 (X) and the distribution of u are unknown. Based on Matzkin (1992) , we may without loss of generality assume g 0 (X) = E(D|X) and u has a uniform distribution, since then Pr(D = 1|X) = Pr [u ≤ g 0 (X)] = g 0 (X).
We then have the model
The latent error terms e and u are not independent of each other, so the model does not have selection on observables. When g 0 and the joint distribution of e and u are parameterized, Cragg (1971) and later authors call this a double hurdle model, because two hurdles must be crossed, g 0 (X) ≥ u and X ⊤ β 0 ≥ e before a positive quantity of Y can be observed. We therefore call equations (3.1) and (3.2) the semiparametric double hurdle model. Let (e, u) ⊤ be drawn from the joint distribution function F e,u (e, u) with e, u independent of X. Then we have g 0 (X) = E(D|X) and we can define
so equation (1.1) holds, and by construction both M (X) and g 0 (X) are identified as conditional expectations. Identification of F and β 0 is obtained by having the assumptions of Theorems 3.1 or 3.2 hold. Differentiability of F corresponds to e and u being continuously distributed.
Binary Choice With an Endogenous Regressor Control Function Without Instruments
where W is an endogenous regressor with W = s 0 (Z) + u, and e and u are unobserved possibly correlated error terms. In our empirical application, Y will indicate whether an individual moves (migrates) from one state to another in the United States, and W will be logged income. People often move to find better jobs, and unobservables that affect the willingness to relocate are likely to be related to unobservables affecting income, so W will generally be an endogenous regressor. We assume to have a parametric model for migration, but do not know much about how income is determined, so the model for W is nonparametric. Let E(u|Z) = 0 and assume the endogeneity takes the 'control function' form e|Z, u = e|u. Define
In this application we will have some discrete regressors, and a continuous exogenous regressor which is age. The conditions of Theorem 2 are sensible here. In particular, among working age individual's migration probabilities decrease steadily with age (since the gains in lifetime expected earnings from migrating to a better paying job decrease linearly with age), and empirically income is highly non-linear in age, providing the necessary nonlinearity in g 0 (X). As for Assumption 4, F is monotonic in its first element since it equals a conditional distribution function, and migration probabilities vary greatly with age as required by the support assumptions.
Estimation

Two-Step Semiparametric Least Squares Estimation
Given identification, we now describe in detail our estimator for the general double index model
where X may contain both continuous and discrete regressors. We assume that a random sample {(
is observed from the joint distribution of (Y, X ⊤ ) ⊤ ∈ R d+1 . For any candidate value of β and some function g, let W (β, g) := [X ⊤ β,g (X)] ⊤ , and set
The regression function F ( w| β, g) can be consistently estimated by the leave-one-out nonparametric Nadaraya-Watson kernel estimator
, where for i = 1, ..., n,
is a kernel function and b n denotes a possibly datadependent bandwidth parameter; see Assumptions 9 and 10 below. Lemma A.8. in the Appendix proves the uniform (in w, β, g and b n ) consistency of F i and related quantities.
To keep f i ( w| β, g) away from zero and thus stabilize computations in what follows, we introduce a random trimming function
. . , n, where c > 0, β * is a preliminary consistent estimator for β 0 , and g represents a uniformly consistent estimator of g 0 satisfying Assumption 14 below. This could be a correctly-specified parametric as well as nonparametric estimator of g 0 .
Our two-step semiparametric least squares estimator is
where ψ i ≡ ψ i (X i ) are weights introduced to improve efficiency, see Section 4.3 for details. Notice that the estimator defined by (4.1) is like Ichimura's (1993) estimator after plugging in g, and is also considered in Ichimura and Lee (2006) , except that here g 0 is not assumed to have an index structure, and we are allowing for a random trimming function with possibly data-dependent bandwidth. The asymptotic properties of (4.1) are established in two steps. First, we provide a new and general uniform representation of a nonparametric residual-weighted empirical process and prove its stochastic equicontinuity uniformly in the bandwidth. Then we utilize this result to establish the consistency and asymptotic normality of (4.1).
Asymptotic Theory
Let X be the support of X, and define for any vector (a 1 , .
Assume that X is a convex, bounded subset of R d , with non-empty interior. For any smooth function h : X ⊂ R d → R and some η > 0, let η be the largest integer smaller than η, and
Note that Y does not need to be absolutely continuous as we do not require µ (·) to be the Lebesgue measure. Let S Z be the support of Z. Let G be the class of functions where g belongs. Define the set W as
The following assumptions will be needed in our subsequent analysis.
Assumption 5 The sample observations
are a sequence of independent and identically distributed (iid) variables, distributed as {Y, X ⊤ } and satisfying E[|Y | p ] < ∞, for some p > 2.
Assumption 6
The parameter space Θ is a compact subset of R d and β 0 is an element of its interior.
Assumption 7 For any g ∈ G and β ∈ Θ the distribution of the random vector W (β, g) admits a continuous density function f ( w| β, g) with respect to the Lebesgue measure, such that for any compact set I of W there exists some ε > 0,
Assumption 8 For all g ∈ G, β ∈ Θ, x ∈ X , and q ( w| x, β, g) ≡ f ( w| β, g) , F ( w| β, g) or h X ( x| w, β, g), q ( w| x, β, g) is r-times continuously differentiable in w, with uniformly bounded derivatives: sup g∈G,β∈Θ,x∈X ,w∈W |∂ µ w q ( w| x, β, g) | < ∞, ∀ |µ| ≤ r, where r is as in Assumption 9 below.
Conditions 5-8 are standard in the literature. However, Assumptions 7 and 8 are slightly stronger than usual in that uniformity over β ∈ Θ and g ∈ G is required. These uniform conditions are needed for establishing uniform convergence rates for kernel estimators and for a uniform expansion of nonparametric residual-marked empirical processes. Nevertheless, for the purpose of the asymptotic normality of β these conditions can be weakened to conditions only involving g 0 , as shown in the first version of this article which is available from the authors upon request.
Assumption 9 The kernel function K (t) : R 2 → R is r-times continuously differentiable such that:
Assumption 10 The possibly data-dependent bandwidth b n satisfies P (a n ≤ b n ≤ c n ) → 1 as n → ∞, for deterministic sequences of positive numbers a n and c n such that: (i) c n → 0 and a 2 n n/ log n → ∞; (ii) nc 2r n → 0 and na 4 n → ∞.
Assumption 9 is standard in the literature of nonparametric kernel estimation, while Assumption 10 permits data-dependent bandwidths, as in Andrews (1995) . In particular, our theory allows for plug-in bandwidths of the form b n = cb n with c stochastic and b n a suitable deterministic sequence converging to zero as n → ∞. Andrews (1995) points out that this condition holds in many cases for other common data-dependent bandwidth selection procedures, such as cross-validation, and generalized cross-validation. Obviously, our results also apply to deterministic sequences. In particular if b n is of the form b n = cn −δ , for some constant c > 0, then Assumption 10(ii) requires that 1/2r < δ < 1/4, so r needs to be greater than 2. We now introduce two classes of functions that will serve as parameter spaces for the functions F (w (β, g) |β, g) and f (w (β, g) |β, g), respectively, where henceforth w (β,
Moreover, assume that for all g ∈ G, β ∈ Θ, and q ∈ T η M , it holds that q ( ·| β, g) ∈ C η M (W) for some η > 1. The space T η M is endowed with the norm
For the density function in the trimming term we define the class
M , η 1 > 2, and with sup g∈G,β∈Θ q − 1 ∞ ≤ η 2 for a sufficiently small η 2 > 0 .
for all n ≥ 1, by taking q ≡ 1. The multiplicative structure in Γ η 1 ,η 2 f,n facilitates the arguments for handling the random trimming factor.
Assumption 12 For all u ∈ R and all sufficiently small δ > 0,
Assumption 13 The conditional density function h Z ( z| w, β, g) is such that for all z ∈ S Z , β 1 ∈ Θ and g 1 ∈ G,
where ϕ(z|w, β 1 , g 1 ) is a real-valued function such that |y| ϕ(z|w, β 1 , g 1 )dµ (z) < C, with C denoting an absolute constant.
Assumption 11 follows from certain smoothness in the underlying functions, as emphasized in Andrews (1994) . The continuity condition in Assumption 12 is used to handle the random trimming and follows under suitable assumptions on the derivative of the density. Assumption 13 is a high-level condition and it implies that conditional moments of Y or of bounded functions ϕ(Z) conditional on W (β, g) are Lipschitz in (β, g) . A similar condition can be found in Song (2009) along with detailed discussions on situations where it naturally holds.
Further notation is introduced before deriving the new uniform expansion. For any generic measurable function φ(·) we define
For a class of measurable functions Φ ⊂ C η M (X ) define the parameter space A := G × Φ × Γ η 1 ,η 2 f,n × Θ and a generic element α := (g, φ, γ, β) ∈ A. In A we define the norm
We are interested in the asymptotic representation of the procesŝ
that is uniform over α ∈ A, where a i (γ, β, g) := I(γ(W i (β, g)) ≥ c), c ∈ R is a fixed trimming threshold, and
) is the leave-one-out Nadaraya-Watson estimator of Section 4.1. We define the error-weighted empirical process ∆ n (α) as
We prove below two important results pertaining to the nonparametric residual-weighted empirical processes∆ n (α). First, we prove a general uniform representation for∆ n (α) in iid variables. More precisely, we prove that∆ n and ∆ n are asymptotically uniformly equivalent. This uniform expansion quantifies the asymptotic effect from estimating by kernel methods true errors with nonparametric residuals. Second, we prove that ∆ n (α) is asymptotically uniformly ρ A -equicontinuous, meaning that for all ε > 0 and η > 0, there exists δ > 0 such that lim sup
where henceforth P * denotes outer probability (see van der Vaart and Wellner, 1996) .
Moreover, if in addition Assumption 13 holds, then ∆ n (α) is asymptotically uniformly ρ A -equicontinuous.
Remark 4.1 If φ(X i ) is orthogonal to the space spanned by W i (β, g), in the sense that E(φ(X i )|W i (β, g)) = 0 a.s. then estimation of nonparametric residuals has no asymptotic effect in the limit distribution of ∆ n (α). This is the case for φ( Ichimura (1993, Lemma 5.6 ) for a related result when g 0 is known, which jointly with the equicontinuity explains the lack of asymptotic estimation effect from any of the nuisance parameters involved in our semiparametric least squares estimator.
Lemma 4.1 is used here to establish the consistency and asymptotic normality of (4.1). However, it is of independent interest because it has important applications in inference problems involving semiparametric regression with kernel estimates. For example, a corollary of Lemma 4.1 is that for suitable consistent estimators g and γ ≡ f i (W i ( β * , g)| β * , g), the following uniform expansion holds
where
. . , n. Hence, the asymptotic theory for sums of weighted nonparametric residuals can be easily established from our general lemma. In turn, expansion (4.3) has applications in many inference problems within semiparametric regression models. To mention just a few, the uniform expansion in (4.3) allows us to prove the asymptotic normality for a general class of semiparametric least squares estimators with estimated weights, random trimming and data-driven bandwidths, including the original estimator proposed by Ichimura (1993) for which such extensions were not available to the best of our knowledge. The expansion (4.3) is also a key ingredient for the justification of bootstrap procedures to approximate the asymptotic distribution of estimators and tests. Finally, Lemma 4.1 can also be used for the development of consistent specification tests of semiparametric regression models, including but not restricted to our semiparametric double index model. In particular, consistent tests for the correct specification of our double index model can be based on continuous functionals of∆ n ( g, φ, γ) for φ ∈ Φ = {φ : φ(x) = exp(v ′ Λ(x)), v ∈ V}, with Λ(·) a one-to-one bounded mapping and V a bounded subset of R d containing the origin (see e.g. Bierens, 1982) . Our method of proof for the consistency and asymptotic normality of (4.1) is then based on this generic lemma and proceeds by first principles. A more classical method of proof based on functional derivatives, along the lines suggested in Chen, Linton, and van Keilegom (2003) , is of course possible and can be obtained from the authors upon request. The approach in Ichimura and Lee (2006) is also another viable alternative. However, use of our generic lemma provides the advantages regarding trimming and bandwidth discussed earlier.
We now turn to the consistency and asymptotic normality of the proposed estimator. To simplify notation, we remove the dependence on β 0 and g 0 in some quantities, for example we write W i (g) ≡ W i (β 0 , g), with g ∈ G, and W i ≡ W i (β 0 , g 0 ). Towards that end we now introduce the following extra conditions:
Assumption 14 The estimate g is uniformly consistent for g 0 , i.e. g − g 0 ∞ = o P (1). Moreover, G is such that g 0 ∈ G and P ( g ∈ G) → 1. Furthermore, the initial estimate β * is consistent for β 0 .
Assumption 15
The density f ( w| β, g) is uniformly continuous in (β 0 , g 0 ), i.e.
Assumption 16 For all g ∈ G, β ∈ Θ, w ∈ W ⊂ R 2 , and q ( w| β, g) ≡ f ( w| β, g) or F ( w| β, g), q ( w| β, g) is continuously differentiable in β. Moreover, Assumption 8 holds with r replaced by r + 1 there.
Assumption 17 The class
Assumption 14 is weaker than related conditions in the literature that assume g − g 0 ∞ = o P (n −1/4 ) and a linear representation for g, see e.g. Section 8 in McFadden (1994, p. 2197) . This is an additional advantage of our method of proof based on continuity arguments over alternative methods of proof based on differentiability arguments. However, in general we do still require further conditions on g to satisfy P ( g ∈ G) → 1. For example, these conditions have been verified to hold under primitive regularity assumptions for the local polynomial estimator in Neumeyer and van Keilegom (2010) when all the X's are continuous.
The smoothness conditions in 15 and 16 are standard. Assumption 17 again follows from certain smoothness in the underlying functions, see Andrews (1994) . For simplicity in the arguments we only consider weights ψ (X j ) that are functions of W j , as this seems to be the most relevant case for efficiency issues. 1 Finally, Assumption 18 is also standard and it ensures the non-singularity of the asymptotic covariance matrix of the final estimator.
After defining
the following theorem establishes the consistency and asymptotic normality of the proposed estimator.
Theorem 4.2 Let Assumptions 1 -2, 5 -10, and 13 -15 hold, then β is consistent. If in addition, 11 -12 and 16 -18 hold, then β is asymptotically normal
, and
The term Ψ 1;j corresponds to the influence function first obtained by Ichimura (1993) in the special case when g 0 is assumed known. That is, the proposed estimator is an oracle estimator in the sense that its asymptotic properties are not affected by the lack of knowledge of g 0 .
The asymptotic variance of β can be easily estimated by the analogue principle or by bootstrap methods. A simple multiplier-type bootstrap procedure can be formally justified by means of our Lemma 4.1, see Chapter 2.9 in van der Vaart and Wellner (1996, p. 176-189) for details. A formal proof of the bootstrap consistency is beyond the scope of this paper.
Optimal Weights
This section discusses optimal choice for the weight function ψ(·). For simplicity, we restrict attention to models where the conditional variance σ 2 (X) := var(Y |X) only depends on W (β 0 , g 0 ) . This is the case, for instance, in any binary dependent model for which
Our results extend Theorem 4.2 to the case of estimated weights. Note that if we set ψ (X j ) = σ −2 (W j ), then we have Ω 0 = ∆ 0 , so the asymptotic limit variance of β becomes ∆ −1 0 . It follows that the choice ψ * (X j ) := σ −2 (W j ) is the optimal choice among the class of weighted semiparametric least squares estimators. It is of interest to know whether the variance ∆ −1 0 corresponds to the semiparametric efficiency bound for particular models within our general setting. Newey and Powell (1993) derived such bounds for some censored and truncated selection models. As shown by these authors, the derivations involved are model specific, and therefore deriving the efficiency bounds for all the models we consider is beyond the scope of this paper and is deferred for future research.
A feasible optimally weighted estimator can be constructed as
In the binary dependent variable case, an alternative more efficient estimator is
). The asymptotic consistency and normality of the resulting estimator β opt can be obtained by further assuming that
The proof that β opt = β 0 + o P (1), and that
0 ) follows exactly the same steps as the proof of Theorem 4.2, and hence it is omitted.
Numerical Results
In this section we discuss the numerical implementation of our estimator (4.1) in the context of a small Monte Carlo experiment and an empirical implementation.
We make use of the np package by Hayfield and Racine (2008) in the statistical computing environment R. In particular, under its General Public License (GPL) we modify its estimating function called npindex(...,method="ichimura",...) to allow the inclusion of a second conditioning variable when calculating Ichimura's (1993) estimator and user-specified weights. We use the option optim.method="BFGS" and optim.method="Nelder-Mead" in each of the 20 times (option nmulti=20) we randomly restarted the optimization algorithm to avoid finding local minima in both the Monte Carlo and the empirical application respectively. We find our numerical calculations to be more stable using a simple 2nd order Gaussian kernel, along with bandwidths that are estimated jointly with the unknown β 0 , i.e.
see Marron (1994) , Härdle, Hall, and Ichimura (1993) , and Rothe (2009) for similar results regarding kernel and bandwidth choice. Random starting values in each restart and trimming function, a i , follow the original implementation by the np package developers and maintainers.
Monte Carlo Experiments
We assess the performance of the estimator with a Monte Carlo simulation of a binary choice model with an endogenous regressor control function, where no outside instruments are available. This is the same type of model that we apply in our empirical application. We generate samples of n ∈ {250, 500, 1000} pseudo-random numbers in 300 replications.
are generated from the model
where X 1 has a beta marginal distribution with shape parameters (2, 4), s 0 (u) = 0.5 exp(u/2), and the error terms, ε and U , were generated independently of X = [X 1 , X 2 ] ⊤ from mean-zero marginal normal distributions with correlation coefficient ρ = {−1/2, −1/4, 0}, such that var(ε) = 1/4 and var(U ) = 5. In this framework, the function g 0 is defined by g 0 (X 1 , X 2 ) := X 2 − s 0 (X 1 ). We calculated 6 sets of estimators of our parameter of interest, β 0 = 1: The 
Empirical Application
As previously discussed, we now estimate a binary choice model for workers' migration decisions based on a sample of 22 -69 years old male household heads who had completed education by the time of interview and who reported positive labor income during 1989 -90. The sample is drawn from the 1990 wave of the Panel Study of Income Dynamics (PSID). The top 1% highest earning individuals are dropped to reduce the impact of outliers. Details regarding this data construction are in Dong (2010) . Table 2 shows descriptive statistics of the resulting 4582 observations in the sample.
Let Y indicate if an individual moves (migrates) from one state to another in the United States in the years 1991 -93, and let W be their log labor income averaged over 1989 and 1990. Exogenous covariates Z are State (number of states ever lived in), Edu (dummy indicating college or above education), Size (family size), and Age. The model is Y = I(X ⊤ β 0 − e ≥ 0) = I(Z ⊤ α 0 + W γ 0 − e ≥ 0) where W is an endogenous regressor with W = s 0 (Z) + u, and e and u are unobserved error terms, correlated with each other but independent of Z. Then as shown earlier, E(Y |X) = F X ⊤ β 0 , g 0 (X) where
We assume identification based on Theorem 2.2 without exclusion assumptions, with age as a continuous regressor. This requires that the latent variable driving the probability that Y equals one be linear in age (which as noted earlier is supported by the human capital theory of migration) and that this probability varies over a reasonably wide range with age. The nonlinearity of g 0 (X) = W − s 0 (Z) required for identification will hold if s 0 (Z) is nonlinear in age. Figure 1 shows Nadaraya-Watson Kernel regression estimates of E (Y|Age) and E(log(Income)|Age) with bandwidths chosen by Least-Squares cross-validation and 95% pointwise confidence intervals based on 399 bootstrapped replications. This figure provides empirical evidence supporting our above identifying assumptions. For example, E (Y|Age) takes on a reasonably wide range of values, considering that the expected probability that a randomly chosen individual migrates in a three year period would not generally be high. Also the estimated migration probability is close to linear and certainly plausibly monotonic in age, while log(Income) is highly nonlinear and nonmonotonic in age.
We estimate the model using a Probit [I] which ignores endogeneity of labor income and assumes e is normal, Ichimura's (1993) estimator [II] which ignores endogeneity but does not assume the distribution of e, the 2-Steps SLS without weights [III] (which is essentially the same as Blundell and Powell's 2004 except that they assume that an exclusion restriction must be present), and its optimally-weighted version [IV] . The coefficient of State is normalized to 1 in all specifications for comparison purposes. Bandwidths in [II] , [III] and [IV] were jointly estimated with the unknown coefficients to minimize weighted least squares, and then used throughout to calculate related quantities such as optimal weights, asymptotic standard errors and marginal effects.
For our proposed estimators, [III] and [IV] , in the first stage we nonparametrically regress the endogenous covariate log(Income) on State, Edu, Size, and Age using generalized kernels as suggested in Racine and Li (2004) with smoothing parameters chosen by Least-Squares cross-validation. 2 We then estimate β in the second step as in (5.1) where g equals the residuals from the first-step nonparametric regression. Estimator [IV] uses the fitted values from [III] to construct the estimated optimal weights. 3 Table 3 shows the results. The table also reports ∂ w 1 F evaluated at the sample mean of the estimated index in [II] , and the sample mean of the estimated indexes corresponding to [III] and [IV] . Marginal effects for all models are shown in Table 4 . The marginal effects marked as (*) were obtained by multiplying the reported ∂ w 1 F in Table 3 by their corresponding estimated coefficient. Using results in Sperlich (2009) , the asymptotic standard errors for model [II] , [III] and [IV] are approximated as the square root of var(∂ w 1 F ) β 2 j + ∂ w 1 F 2 var( β j ). For discrete covariates Edu and Size, Table 4 also reports for each t − s the corresponding change, F t − F s , where F l represents the value of F evaluated at the implied index where a particular discrete variable is set equal to l while keeping the remaining part of the index equal to its sample mean. Results in Schuster (1972) also allow us to approximate their standard errors as the square root of var( F t ) + var( F s ).
Although β has the same normalization in all the estimators, estimated marginal effects were still generally closer across specifications than estimates of β, suggesting that small sample biases in estimating β and F may be offsetting to some extent. Moreover, marginal effects are more directly economically intepretable as the impacts of regressors on the probability of migrating. We therefore focus on summarizing marginal effects.
In all the estimates age has a negative impact on the probability of moving as expected by theory, however, the effect of age is more than 50% larger in our estimators that take endogeneity of income into account, which suggests the importance of controlling for endogeneity. The endogenous regressor log income has a negative effect in all the specifications, consistent with higher wage individuals having less income incentive to move. It is not clear how education should affect migration probabilities, and the estimates of this effect vary inconclusively across models. The effects of family size were not statistically significant, but our estimates controlling for income endogeneity suggest that larger families are more likely to move.
Conclusion and Extensions
The new identification and estimation results in this paper are applicable to various models including latent index models with an endogenous regressor, and nonlinear models with sample selection. We discuss how identification based on functional form, without exclusion restrictions or instruments, extends to a semiparametric setting. For estimation, the asymptotic properties of the proposed semiparametric least squares estimators are derived with estimated weights, random trimming and data-driven bandwidths.
Our method of proof utilizes a novel uniform expansion of sample means of weighted nonparametric residuals that is of independent interest. In particular, this uniform expansion has the potential to be useful in formalizing several important extensions of our analysis, such as model specification and bandwidth choice in a variety of applications. For model specification, consistent tests for the adequacy of the double index model can be constructed based on continuous functionals of∆ n ( g, φ, γ), for φ varying in a suitable class of functions, see e.g. Bierens (1982) .
For bandwidth selection, we have proposed a numerically effective procedure that, while ad hoc, performs well in the Monte Carlo experiments and in an empirical application to a migration decision model. The formal justification of this bandwidth selection remains an open problem, for which our uniform-in-bandwidth results should be useful. Our uniform expansion could also be useful for deriving limiting distributions in applications involving means of nondifferentiable functions of g. These and other possible extensions are deferred for future research.
Appendix A: Uniform Consistency Results for Kernel Estimators.
This section establishes rates of uniform consistency of kernel estimators that are used in the main results of the article. These auxiliary results are of independent interest and complement related results in Andrews (1995) . Different conditions on the kernel functions are made and alternative methods of proof are considered. We now introduce some further notation from the empirical processes literature. Throughout the Appendix, C denotes a constant that may be different from one expression to other. Let · 2 be the L 2 (P ) norm, i.e. f 2 2 = f 2 dP. Define the pseudo-metric
and the norm f Θ×G,∞ := sup g∈G,β∈Θ,x∈X
For a measurable class of real-valued functions G on R d , let N (ǫ, G, · ∞ ) be the covering number, i.e. the minimal number of N for which there exist ǫ-balls {f : f − g j ∞ ≤ ǫ, g j ∞ < ∞, j =, 1..., N } to cover G. The covering number with bracketing N [] (ǫ, G, · 2 ) is the minimal number of N for which there exist ǫ-brackets {[l j , u j ] : l j − u j 2 ≤ ǫ, l j 2 < ∞, u j 2 < ∞, j =, 1..., N } to cover G. The envelope of a class G is a measurable function F such that |f | ≤ F for all f ∈ G. To simplify notation denote
Define the generic class of measurable functions F := {z → m(z, θ, h) : θ ∈ Θ, h ∈ H}, where Θ and H are endowed with the pseudo-norms |·| Θ and |·| H , respectively. The following result, that generalizes a similar result derived in the proof of Theorem 3 in Chen, Linton, and van Keilegom (2003, p. 1597) , will be used throughout the article. Its proof is omitted to save space.
) is locally uniformly L 2 (P ) continuous, in the sense that
for all small positive δ = o(1) and some constant s ∈ (0, 2], C > 0. Then,
The following result is useful to compute bracketing numbers for the product of two classes, when one of them has bounded envelope.
Lemma A.2. Let H be a class of measurable functions uniformly bounded by C 1 > 0, and assume that (H, · 2,F ) is totally bounded, where F is the envelope of the measurable class F. Then, for all ε > 0
.., N f } be (ε/2)-brackets to cover H with respect to the pseudo-norms · 2 and · 2,F , respectively.
.., N f } are ε-brackets to cover F · H with respect to · 2 . To see this apply the Triangle inequality to conclude
and the result follows.
Q.E.D.
Lemma A.3. Let T η M be the class defined just before (4.2). Then, for all ε > 0 and some constant C,
Proof of Lemma A.3.: Let {β j : j = 1, ..., N 1 } be an ε-net to cover Θ and {g i : i = 1, ..., N 2 } be an ε-net to cover G with respect to the pseudo-norms |·| and · ∞ , respectively. For each β j and g i , let {q k ( w| β j , g i ) : k = 1, ..., N 3 } be an ε-net to cover the marginal class {q ( w| β j , g i )} with respect to the sup-norm · ∞ . Then, for each q ∈ T η M there exists k, j and i such that
Lemma A.4. Let F be a class of measurable functions with a measurable envelope F. Then, there exists a constant C such that
Proof of Lemma A.4.: The proof is implicit in Theorem 2.14.2 of van der Vaart and Wellner (1996, p. 240).
Let (Ω, F, P ) be the probability space where Z ≡ (Y, X ⊤ ) ⊤ is defined. Let Υ and G be classes of measurable real-valued functions of Z and X, respectively. We denote by η := (ϕ, β, g, w) a generic element of the set B :
The following lemma extends some results in Einmahl and Mason (2005) to kernel estimators with nonparametric generated regressors.
Lemma A.5. Let J = I ǫ = {w ∈ R 2 : |w − v| ≤ ǫ, v ∈ I}, for I a compact set of W ⊂ R 2 for some 0 < ǫ < 1. Also assume that conditions 5 -7, 9 and 10(i) hold. Further assume that the envelope function F of the class Υ satisfies
Then we have for any c > 0 and 0 < h 0 < 2ǫ, with probability 1,
where γ = 1/2 in the bounded case (A-1) and γ = 1/2 − 1/p under assumption (A-2).
Proof of Lemma A.5.: We only prove this lemma for the unbounded case, the proof for the bounded case follows similar steps. For any k = 1, 2, ..., and ϕ ∈ Υ, set n k = 2 k , a k = c(log n k /n k ) γ and
The proof of the unbounded case will be a consequence of Lemma A.6. and Lemma A.7. below.Q.E.D.
Lemma A.6. Under the assumptions of Lemma A.5., there exists a constant Q 1 (c) < ∞, such that with probability 1, lim sup
Proof of Lemma A.6.: For η ∈ B I and a k ≤ h ≤ h 0 , let
Define the class V k (h) := {v
h (·, η) : η ∈ B I } and note that for each v
Also, observe that
Using a conditioning argument, we infer that the last term is
Thus, by Lemma A.1. it follows that
The bounds in (A-5) and (A-6), jointly with the assumptions on G and Υ, and Theorem 2.7.1 of van der Vaart and Wellner (1996, p. 155) Thus, E sup
where {ε i : i = 1, . . . , n} is a sequence of iid Rademacher variables. Recall h j,k = 2 j a k , a k = c(log n k /n k ) γ and n k = 2 k , and define l k := max{j : h j,k ≤ 2h 0 } if this set is nonempty, which is obviously the case for large enough k. Also, define
Thus, for large enough k and for any ρ > 1,
Set for any ρ > 1, j ≥ 0 and k ≥ 1,
By Talagrand's inequality, see Einmahl and Mason (2005, p. 1390) ,
where the second inequality follows because a 2 j,k /n k h 2 j,k ≥ log log n k and h j,k ≥ c(log n k /n k ) 1/2−1/p . Since l k ≤ k for large enough k, by some simple inequalities
The lemma follows from Borel-Cantelli.
Lemma A.7. Under the assumptions of Lemma A.5., with probability 1,
Proof of Lemma A.7.: The proof follows the same steps as in Lemma 4 in Einmahl and Mason (2005, p. 1400) , and is therefore omitted.
Q.E.D. Our next results involve uniform convergence rates for kernel estimators. Define the rate
Lemma A.8. Let Assumptions 5 -10(i) hold. Then we have for any compact subset I of W ⊂ R 2 , and q denoting f, T, or F ,
Proof of Lemma A.8.:
We start with the proof for q(w|β, g) = f (w|β, g). Write
where henceforth the sup is over the set a n ≤ b n ≤ c n , β ∈ Θ, w ∈ W and g ∈ G. From Lemma A.5.,
By the classical change of variables and Taylor expansion, I 2n ≤ k r c r n (1/r!) ∂ r w f Θ×G,∞ = O P * (c r n ). The proof for T i follows the same arguments as for f i , and hence, it is omitted. As for F i , we write
+ r n ( w| β, g),
is bounded away from zero on compact intervals, we obtain from previous results sup |r n ( w| β, g)| = o P * (d n ), and hence, the desired result for F i .
Lemma A.9. Let Assumptions 5 -10(i) and Assumption 16 hold. Then we have for any compact subset I of W ⊂ R 2 , and q denoting 
Proof of Lemma A.9.: We only prove the result for the terms involving ∂ β , the proof for those terms involving ∂ w l , for l = 1, 2, follows the same steps, and hence it is omitted. We start with the proof for q(w|β, g) = ∂ β f (w|β, g). Write
By the classical change of variables and integration by parts
where m ( w| β, g) = r ( w| β, g) f ( w| β, g) and r ( w| β, g) = E[X|W (β, g) = w]. By a Taylor expansion,
The proof for T i follows the same arguments as for f i , and hence, it is omitted. As for ∂ β F i , note that
From here, the rates of consistency for ∂ β F i follow from our previous results and simple but somewhat tedious algebra.
Lemma A.10. Under Assumption 13, for any bounded measurable function ϕ(Z) or for ϕ(Z) ≡ Y, it holds that for each β 1 ∈ Θ and g 1 ∈ G, and all δ > 0
where the sup is over the set {w ∈ W; g 1 ∈ G : g 1 − g 2 ∞ < δ, β 1 ∈ Θ : |β 1 − β 2 | < δ}.
Proof of Lemma A.10.: The proof is straightforward and therefore omitted.
Assumption 2 imposes sufficient conditions to ensure that the determinants of each of the two matrices on the right above are nonzero, which shows that Ψ is nonsingular. Since Ψ is nonsingular, equation (B-3) can be solved for α 0;k and α 0;j by inverting Ψ, thereby identifying α 0;k and α 0;j . Given identification of α 0;k , we then may identify all other coefficients α 0;i by solving equation (B-2) (evaluated at V = v) for α 0;i , which gives
Noting that the denominator in this expression is nonzero by Assumption 2 and equation (B-4). Finally, given identification of α 0 , the function F is identified by
Proof of Theorem 3.2: F is identified on the support of
. Invertibility of F on its first element ensures that this solution is unique, and the support assumptions ensure that F 0 is identified at this point. Then, given this identification of each γ 0;j , F is identified by
Proof of Lemma 4.1:
f,n × Φ, and consider the class of functions f,n , and Assumption 12, it follows that
where the sup is taken over {λ ∈ Λ : τ :
Then, by Lemma A.1. with F ≡ 1, for any ε > 0
Now, by Lemma A.3. and Theorem 2.7.1 in van der Vaart and Wellner (1996, p. 155) , H is a PDonsker class. Note that by Assumption 11, for all g ∈ G and β ∈ Θ, F (W (β, g) |β, g) ∈ T η F M , and
Hence, by the definition of stochastic equicontinuity, uniformly in α ∈ A,
The uniform expansion will follow if we prove that
To simplify notation denote
. By (A-7) and our assumptions on the bandwidth, it then follows that, uniformly in α ∈ A,
We now look at terms (B-6)-(B-7). Firstly, it follows from the proof of Lemma A.8. that the difference between T ( w| β, g) and E( T i ( w| β, g)) is o P * (n −1/2 ). Hence, uniformly in α ∈ A,
where the last equality follows from the change of variables u = b −1 (W j (g) − w), Assumptions 8, 10 and the fact that, uniformly in α ∈ A,
Note that in the last equality the O(c r n ) term uses the fact that sup w∈W,α∈A | ∂
w h X ( x| w, β, g) dx| = O(1). Likewise, the term (B-7) becomes
In conclusion we have, uniformly in α ∈ A,
which proves (B-5).
We now establish the stochastic equicontinuity of ∆ n (α). To that end, denote by m(z, α) := {y − F (w(β, g)|β, g)}a(γ, β, g)φ ⊥ (x). By the Triangle inequality and boundedness of a(γ, β, g) and φ(·), it follows that
where the last inequality follows from Lemma A.10.. The stochastic equicontinuity then follows from Lemma A.1., Lemma A.3. and Theorem 19.5 in van der Vaart (1998, p. 270) .
Proof of Theorem 4.2: To prove the consistency of β, we need to prove the uniform convergence of
, uniformly in β, where
Firstly, it follows from the Triangle inequality that
By Lemma A.8., and Assumptions 14 and 15, we obtain max 1≤i≤n | a i − a i | = o P (1). From a uniform law of large numbers (ULLN), it then follows that a i ψ i [ F i (W i (β, g)|β, g(x)) + F (W i (β, g 0 )|β, g 0 ) − 2Y i ] = O P (1).
The uniform law of large numbers is justified since F (W i (β, g 0 ) |β, g 0 ) is continuous in β and uniformly bounded by Assumption 8 and A.1.. The same arguments imply that sup β∈Θ |S n (β, g 0 ) − S (β, g 0 ) | = o P (1). Hence we conclude by Theorem 2.1 McFadden (1994, p. 2121 ) that β = β + o P (1). We now prove the asymptotic normality of the proposed estimator by standard methods coupled with the general Lemma 4.1. By the first order conditions
where φ(X i , β) = a i ψ i ∂ ⊤ β F i (W i ( β, g)| β, g). Now by a standard Taylor expansion,
where β is an intermediate point between β and β 0 and
With some abuse of notation,
where ∂ β F i in the right hand side denotes the derivative of F i (w|β, g) with respect to β. From Lemma A.9. it then follows that
Hence, applying Lemma 4.1 and using the uniform consistency of φ(X i , β) we have
On the other hand, by the uniform consistency of a i and ∂ β F i (W i ( β, g)| β, g) it follows
Hence, we conclude that
The result then follows from an application of the Linderberg-Lévy CLT.
Q.E.D. [IV] . Coefficient of State was normalized to 1 for all estimators. Asymptotic standard errors are in parenthesis. Nonparametric residuals in the first step were obtained using the generalized kernel estimator of Racine and Li (2004) with bandwidth chosen by Least-Squares cross-validation.
