A hybrid approach for simulating proton and hydride transfer reactions in enzymes is presented. The electronic quantum effects are incorporated with an empirical valence bond approach. The nuclear quantum effects of the transferring hydrogen are included with a mixed quantum/classical molecular dynamics method in which the hydrogen nucleus is described as a multidimensional vibrational wave function. The free energy profiles are obtained as functions of a collective reaction coordinate. A perturbation formula is derived to incorporate the vibrationally adiabatic nuclear quantum effects into the free energy profiles. The dynamical effects are studied with the molecular dynamics with quantum transitions ͑MDQT͒ surface hopping method, which incorporates nonadiabatic transitions among the adiabatic hydrogen vibrational states. The MDQT method is combined with a reactive flux approach to calculate the transmission coefficient and to investigate the real-time dynamics of reactive trajectories. This hybrid approach includes nuclear quantum effects such as zero point energy, hydrogen tunneling, and excited vibrational states, as well as the dynamics of the complete enzyme and solvent. The nuclear quantum effects are incorporated during the generation of the free energy profiles and dynamical trajectories rather than subsequently added as corrections. Moreover, this methodology provides detailed mechanistic information at the molecular level and allows the calculation of rates and kinetic isotope effects. An initial application of this approach to the enzyme liver alcohol dehydrogenase is also presented.
I. INTRODUCTION
Proton and hydride transfer reactions are ubiquitous in enzymes. The simulation of such hydrogen transfer reactions is challenging due to the importance of both electronic and nuclear quantum effects, as well as the dynamics of the solvent and protein. The incorporation of electronic quantum effects is required for the description of the breaking and forming of chemical bonds. Nuclear quantum effects such as zero point energy, hydrogen tunneling, and excited vibrational states have also been shown to play an important role in hydrogen transfer reactions. 1, 2 In addition, recent experiments have indicated a significant impact of the enzyme dynamics on hydrogen transfer reactions. 3, 4 Numerous approaches have been utilized to study the dynamics of hydrogen transfer reactions in enzymes. Several groups have used simple model systems to investigate hydrogen transfer in enzymes. 5, 6 Although these simple models provide useful insight, they do not include the enzyme explicitly and thus are unable to provide detailed mechanistic information. One approach that includes the entire enzyme is the use of classical molecular dynamics simulations with molecular mechanical forcefields. 7, 8 This approach may elucidate dynamical aspects of reactant or product states, but it is unable to probe the dynamical reaction path since molecular mechanical forcefields do not allow bonds to break and form. Electronic quantum effects may be incorporated into simulations by the use of emprical valence bond ͑EVB͒ potentials 9, 10 and mixed quantum mechanical/molecular mechanical ͑QM/MM͒ potentials. [11] [12] [13] [14] [15] EVB and QM/MM potentials have been used in conjunction with classical molecular dynamics simulations to study proton transfer in enzymes. 16, 17 These simulations allow bonds to break and form, but they do not include nuclear quantum effects such as zero point energy and hydrogen tunneling.
A powerful approach for incorporating nuclear quantum effects is the use of centroid path integral methods. Many groups have used centroid path integral methods to study equilibrium properties of proton transfer reactions in solution. [18] [19] [20] [21] [22] [23] [24] [25] Warshel and co-workers have applied these equilibrium path integral methods to hydrogen transfer reactions in enzymes. [18] [19] [20] [21] This equilibrium centroid path integral approach, however, does not describe nonequilibrium dynamical properties. Voth and co-workers have developed the centroid molecular dynamics method [26] [27] [28] [29] to allow the study of dynamical properties and have applied this method to proton transfer in bulk water. mechanical wave function, while the other nuclei are treated classically. The advantage of this approach is that it provides real-time dynamical information. Several groups have used adiabatic mixed quantum/classical methods, where the system remains in the ground adiabatic hydrogen vibrational state, to simulate proton transfer in solution. 23, [31] [32] [33] Mean field mixed quantum/classical methods, in which the classical subsystem moves according to a mixture of adiabatic states, have also been used for the simulation of proton transfer in enzymes. [34] [35] [36] ͑The difficulties associated with these types of mean field approaches for simulating proton transfer are described in Ref. 37 .͒ Mixed quantum/classical surface hopping methods that accurately incorporate vibrationally nonadiabatic effects have been used to simulate proton transfer reactions in solution. 38, 39 Invoking a fundamentally different approach, Truhlar, Gao, and co-workers have incorporated nuclear quantum effects into simulations of proton and hydride transfer reactions in enzymes by calculating semiclassical tunneling corrections to a minimum energy reaction path obtained with a QM/MM potential. 40, 41 Although these calculations include both electronic and nuclear quantum effects, they do not include the dynamics of the majority of the enzyme during the generation of the reaction path or the subsequent calculation of the tunneling corrections.
This paper describes a hybrid approach for the real-time dynamical simulation of hydrogen transfer reactions in enzymes. This approach incorporates both electronic and nuclear quantum effects and includes the motion of the entire solvated enzyme. The electronic quantum effects are incorporated with an EVB potential. The nuclear quantum effects of the transferring hydrogen are incorporated with a mixed quantum/classical molecular dynamics method in which the hydrogen nucleus is described as a multidimensional vibrational wave function. The free energy profiles are calculated as functions of a collective reaction coordinate. A perturbation formula is derived in this paper to incorporate the vibrationally adiabatic nuclear quantum effects into these free energy profiles. The reaction dynamics are studied with the molecular dynamics with quantum transitions ͑MDQT͒ surface hopping method, which includes vibrationally nonadiabatic effects. In addition, a scheme that combines the MDQT method with reactive flux calculations for infrequent events is implemented. This reactive flux scheme allows the calculation of the transmission coefficient, which accounts for dynamical recrossings of the dividing surface, while including vibrationally nonadiabatic effects. One advantage of this hybrid approach is that the nuclear quantum effects are included during the generation of the free energy profiles and dynamical trajectories rather than subsequently added as corrections. Another advantage is that this hybrid approach enables the detailed analysis of the real-time dynamics of the entire solvated enzyme for reactive trajectories.
In addition to presenting the theoretical basis and the computational algorithms for the methodology, we present an initial application of this hybrid approach to hydride transfer in liver alcohol dehydrogenase ͑LADH͒. LADH catalyzes the reversible oxidation of alcohols to aldehydes or ketones by the coenzyme nicotinamide dinucleotide (NAD ϩ ). This system was chosen as the prototype for testing our methodology due to its biochemical importance, the availaibility of a high resolution crystal structure, 42, 43 and experimental kinetic isotope effect experiments indicating significant hydrogen tunneling. 1, 2, 44 Furthermore, LADH has been studied with some of the other theoretical approaches described above. 7, 41 The mechanism of LADH involves both a hydride transfer between the alcohol substrate and the NAD ϩ cofactor and a proton transfer from the substrate to the external solvent through a proton relay. Previous electronic structure and classical forcefield calculations 45 imply that the proton transfer occurs prior to the hydride transfer. The studies presented in this paper focus only on the hydride transfer reaction after the proton relay, i.e., a hydride transfer from the alkoxide substrate to the NAD ϩ cofactor. An outline of this paper is as follows. Section II describes the theoretical basis and the computational algorithms for our approach. In Sec. II A the incorporation of the electronic and nuclear quantum effects is described. Section II B presents the methods for calculating the free energy surfaces as functions of a collective reaction coordinate, including the vibrationally adiabatic nuclear quantum effects. Section II C presents our approach for calculating dynamical effects combining a reactive flux method for infrequent events with the mixed quantum/classical MDQT surface hopping approach. Section III presents the application of this methodology to LADH. Section III A provides the details of the empirical valence bond potential developed for this system. In Sec. III B we present the free energy surfaces, the transmission coefficients, and representative real-time dynamical trajectories. Section IV summarizes this methodology and the results of the application to LADH and describes future developments and applications.
II. METHODOLOGY
A. Two levels of quantum mechanics
Electronic quantum effects
The total Hamiltonian for a system with electronic and nuclear coordinates R el and R nuc , respectively, is
where T nuc and T el represent the kinetic energies of the nuclei and electrons, respectively, and V is the total potential energy of the system. In this paper, we assume that the reaction is electronically adiabatic and use a BornOppenheimer separation of the electrons and nuclei. Thus, we define an electronic Hamiltonian
and assume the nuclei move on the potential energy surface V el0 (R nuc ) defined as the lowest eigenvalue of the solution of the electronic time-independent Schrödinger equation:
This potential energy surface corresponds to the electronic ground state.
We use an EVB potential 9 to include the electronic quantum effects in the potential energy surface V el0 (R nuc ) required to describe the breaking and forming of chemical bonds. In the EVB approach, Eq. ͑3͒ is solved by expanding the wave function 0 (R el ;R nuc ) in a basis of N VB valence bond ͑VB͒ states. For the simplest description of a hydrogen transfer reaction, only two VB states are required: in VB state 1 (R el ) the hydrogen is bonded to its donor, and in VB state 2 (R el ) the hydrogen is bonded to its acceptor. The electronic Hamiltonian matrix can be expressed in this basis set as
͑4͒
where V i j (R nuc )ϭ͗ i ͉H el ͉ j ͘ R el with ͗...͘ R el indicating integration over the electronic coordinates R el . In this basis Eq. ͑3͒ becomes
where c 0 (R nuc ) is a two-dimensional vector containing the coefficients of the two VB states for the electronic ground state wave function:
The electronic ground state potential energy surface V el0 (R nuc ) is obtained by diagonalization of H el . Typically the matrix elements V i j (R nuc ) are represented as analytical functional forms containing parameters fit to electronic structure calculations or experimental data.
Nuclear quantum effects
In addition to these electronic quantum effects, the nuclear quantum effects of the transferring hydrogen must be incorporated into simulations of hydrogen transfer reactions. For this purpose, we use a mixed quantum/classical description of the nuclei, dividing the nuclear coordinates into quantum ͑r͒ and classical ͑R͒ coordinates: R nuc ϭ(r,R). In the simplest case only the transferring hydrogen nucleus is treated quantum mechanically. The total nuclear Hamiltonian can be expressed as
where T nuc quant and T nuc class are the kinetic energies for the quantum and classical nuclei, respectively. The adiabatic vibrational wave functions for the quantum nuclei can be calculated for fixed classical coordinates R by solving the timeindependent Schrödinger equation In this paper we include the nonadiabatic effects from the excited vibrational states to allow an accurate calculation of the hydrogen quantum effects. Thus, Eq. ͑8͒ is solved for a range of states n. In the mixed quantum/classical methods described below, Eq. ͑8͒ must be solved for each configuration of the classical nuclei during the generation of the free energy profiles and during the dynamical calculation of the transmission coefficient. To facilitate this calculation, we have developed the Fourier grid Hamiltonian multiconfigurational selfconsistent-field ͑FGH-MCSCF͒ method for calculating multidimensional hydrogen vibrational wave functions. 46 In FGH-MCSCF, a vibrational wave function is expressed as a linear combination of N config single configurations, which are products of one-dimensional wave functions:
where N dim is the dimension of the quantum coordinate, rϭ(r 1 ,r 2 ,...,r N dim ), and the index Iϭ(i 1 ,i 2 ,...,i N dim ). For fixed classical coordinates R, the variational method is utilized to optimize the wave function ⌽ n (r;R) with respect to the coefficients of the configurations C I n (R) and the onedimensional wave functions i p (p) (r p ;R). A full configuration interaction calculation is carried out in a truncated onedimensional wave function space ͑analogous to complete active space self-consistent-field in electronic structure theory͒. If multiple states are required, a state-averaged approach is used to obtain a set of orthogonal multidimensional vibrational wave functions. The one-dimensional wave functions are represented directly on a grid with N grid points in each dimension, and the kinetic energy matrix elements are calculated with Fourier methods. This FGH-MCSCF approach eliminates the costly calculation of multidimensional integrals, treats the entire range of the hydrogen coordinates without bias, avoids the expensive diagonalization of large matrices, and accurately describes ground and excited state hydrogen vibrational wave functions. Although the FGH-MCSCF method decreases the computational expense of calculating the vibrational wave functions, this grid method requires the calculation of the potential energy and forces at each grid point ͓i.e., (N grid ) N dim potential energy and force calculations for each classical configuration͔. This step is often the bottleneck of the calculations described below. In order to decrease the computational expense of this step, we have developed a partial multidimensional grid generation method. 47 This method substantially decreases the number of potential energy calculations ͑typically by more than an order of magnitude͒ by avoiding these calculations for grid points with high potential energy.
B. Free energy profiles

Classical H nucleus
In order to calculate the transition state theory rate constant, the free energy profile must be calculated. The transition state theory ͑TST͒ rate constant is
where ⌬G † is the free energy barrier for the reaction and k B is Boltzmann's constant. As has been discussed elsewhere, 9,49 a physically meaningful reaction coordinate ⌳ (c) (r,R) may be defined as
where V 11 and V 22 are the diagonal elements of the EVB Hamiltonian matrix in Eq. ͑4͒. Here the superscript in ⌳ (c) (r,R) indicates that this is the reaction coordinate used when the proton coordinate͑s͒ r are treated classically. In this case, the reaction coordinate depends on both r and R. This collective reaction coordinate is similar to the solvent coordinate used in standard Marcus theory for electron transfer reactions.
10,50-52 In Marcus theory, however, the reaction coordinate is only the difference in the solute-solvent Coulomb interactions for the two diabatic states, while ⌳ (c) includes the difference in Morse potentials and Lennard-Jones interactions as well. We have confirmed that qualitatively similar results are obtained if the difference in Morse potentials is excluded from our reaction coordinate.
For reactions involving a free energy barrier that is significantly larger than the thermal energy, a mapping potential must be used to drive the system over the barrier. Similar to previous work of Warshel and co-workers, 9 we define a mapping potential V map (r,R;) as
In practice, the reaction coordinate is divided into discrete intervals ͑i.e., bins͒ represented by values ⌳ n . The free energy F map (⌳ n ; m ) for the mapping potential along the reaction coordinate ⌳ (c) (r,R) defined in Eq. ͑12͒ may be calculated for each m from the formula
where
͐dr͐dR e Ϫ␤V map (r,R; m )
͑15͒
and ␦(⌳ (c) (r,R)Ϫ⌳ n ) is a unitless quantity equal to unity if ⌳ (c) (r,R) is within the bin represented by ⌳ n and zero otherwise. In practice, ͗␦(⌳ (c) (r,R)Ϫ⌳ n )͘ m is calculated using a standard binning procedure during molecular dynamics simulations governed by V map (r,R; m ). We determine the factors C map ( m ) from the relation
where ͚ n is a summation over all bins representing relevant values of ⌳ n and the free energy F maptot ( m ) is calculated using thermodynamic integration
Our goal is to use the information from molecular dynamics simulations governed by the mapping potential to calculate the classical free energy F el0 (⌳ n ; m ) for the electronic ground state potential. ͑Here classical free energy indicates that the transferring hydrogen nucleus is treated classically.͒ We accomplish this by using a perturbation formula 9 ,53
.
͑19͒
The quantity in angular brackets is calculated within the bins used in Eq. ͑14͒ during molecular dynamics simulations governed by the mapping potential V map (r,R; m ).
Quantum H nucleus
We have derived a method to include nuclear quantum effects in our free energy profiles. In the simplest case only the transferring hydrogen nucleus is treated quantum mechanically, and the FGH-MCSCF method described above is utilized to calculate the hydrogen vibrational wave functions for each configuration of the classical nuclei. In this case the reaction coordinate should not be a function of the quantum coordinate͑s͒ r since the classical molecular dynamics samples the configurational space of only the classical coordinates R. Moreover, the reaction coordinate ⌳ (c) (r,R) defined in Eq. ͑12͒ does not distinguish between symmetric and asymmetric hydrogen potential energy surfaces ͑or hydrogen vibrational wave functions͒, as required in the framework of standard Marcus theory. 50 Thus, the physically meaningful reaction coordinate to be used for the mixed quantum/ classical simulations is defined as
where ͗...͘ r indicates integration over the quantum coordinate r and ⌽ 0 (r;R) is the ground state vibrational wave function. Here the superscript in ⌳ (q) (R) indicates that this is the reaction coordinate used when the hydrogen coordinate͑s͒ r are treated quantum mechanically.
For the generation of the free energy profiles, only vibrationally adiabatic nuclear quantum effects are included. Thus, we calculate the free energy associated with the energy of the ground state hydrogen vibrational wave function, defined as ⑀ 0 (R) in Eq. ͑8͒. The calculation of the quantum free energy F el0,nuc0 (⌳ n ; m ) associated with this potential energy may be calculated from the perturbation formula
where ͗...͘ m ,⌳ n ,q is defined as in Eq. ͑19͒ with ⌳ 
͑22͒
with C r a constant of dimension inverse volume in the coordinate space r. ͑Here quantum free energy indicates that the transferring hydrogen nucleus is treated quantum mechani-cally.͒ Note that the potentials V intmap (R; m ) and ⑀ 0 (R) depend only on the classical nuclei R, but the angular brackets defined in Eq. ͑19͒ indicate integration over all nuclear coordinates. Since, to our knowledge, this approach for including nuclear quantum effects into the free energy profile has not been used previously, we provide a brief proof of Eq. ͑21͒ in the Appendix.
C. Dynamical effects 1. MDQT
We utilize the MDQT method 38, 39, 54 to perform mixed quantum/classical molecular dynamics simulations. The fundamental principle of MDQT is that an ensemble of trajectories is propagated, and each trajectory moves classically on a single adiabatic surface except for instantaneous transitions among the adiabatic states. The adiabatic states ⌽ n (r;R) are calculated at each classical molecular dynamics time step by solving Eq. ͑8͒ with the FGH-MCSCF method described above. The classical nuclei evolve according to Newton's classical equations of motion with the effective potential
where k denotes the occupied adiabatic state and ⑀ k (R) is defined in Eq. ͑8͒. The time-dependent wave function describing the quantum nuclei is expanded in a basis of the N ad lowest energy adiabatic states:
and the quantum amplitudes C n (t) are calculated by integrating the time-dependent Schrödinger equation simultaneously with the classical equations of motion. At each time step, Tully's ''fewest switches'' algorithm 54 is invoked to determine if a quantum transition to another adiabatic state should occur. This algorithm correctly apportions trajectories among the adiabatic states according to the quantum probabilities ͉C n (t)͉ 2 with the minimum required number of quantum transitions ͑neglecting difficulties with classically forbidden transitions͒.
In our simulations, the classical nuclei move according to the Hellmann-Feynman forces
͑25͒
For fully variational multiconfigurational wave functions ͑i.e., when the wave function is optimized for each individual state͒, the Hellmann-Feynman forces are exact. 55 The multiconfigurational wave functions obtained with the stateaveraged FGH-MCSCF method described in Ref. 46 , however, are not fully variational for each individual state. We include enough configurations in our approach to ensure that the inaccuracies of the Hellmann-Feynman forces due to state averaging are negligible. Note that, within the EVB description,
͑26͒
where c 0i (r,R) are elements of the vector c 0 given in Eq. ͑5͒ and V i j (r,R) are the EVB matrix elements given in Eq. ͑4͒.
The
where the nonadiabatic coupling vector d kn is defined as
These equations are integrated simultaneously with the classical equations of motion.
Reactive flux method for infrequent events
The transition state theory rate constant k TST defined in Eq. ͑11͒ is based on the assumption that the rate is determined by the forward flux through the dividing surface. Thus, TST assumes that each trajectory passes through the dividing surface only one time. In dynamical systems, the environment may cause trajectories to recross the dividing surface. The ''exact'' rate constant k dyn including dynamical effects may then be expressed as
where is the transmission coefficient that accounts for recrossings of the dividing surface.
In standard classical molecular dynamics simulations, may be calculated using reactive flux methods for infrequent events. 48, [56] [57] [58] In this approach, is calculated as the fluxweighted average of a quantity for a canonical ensemble of classical molecular dynamics trajectories started at the dividing surface and integrated backward and forward in time. The quantity corrects for multiple crossings of the dividing surface ͑i.e., so that all trajectories that originate as reactants and end as products are counted only once, no matter how many times they cross the dividing surface, and all trajectories that go from reactants to reactants, products to products, or products to reactants are not counted at all͒. In particular, ϭ1/␣ for trajectories that have ␣ forward crossings and ␣Ϫ1 backward crossings of the dividing surface, and is zero otherwise.
The use of the standard classical reactive flux approach in conjunction with MDQT is problematic since the probability of nonadiabatic transitions depends on the quantum amplitudes, which depend on the history of the trajectory. Thus, trajectories started at the dividing surface cannot be propagated backward in time with the MDQT method. ͑Backward propagation requires knowledge of the quantum amplitudes at the dividing surface, which are unavailable.͒ In order to address this problem, Hammes-Schiffer and Tully developed a nonadiabatic transition state theory that serves as the basis of a new method for simulating infrequent events in reactions that evolve on multiple potential energy surfaces. 59 In this approach, trajectories are started at the dividing surface and propagated backward in time with a fictitious surface hopping algorithm that does not depend on the quantum amplitudes. The trajectory is then propagated forward in time, retracing the exact same trajectory, integrat-ing the quantum amplitudes, and calculating the probabilities for nonadiabatic transitions for each time step using the true surface hopping algorithm. Each trajectory is assigned a weighting that ensures that the overall results are identitical to those that would have been obtained with the true surface hopping algorithm.
In the implementation of this reactive flux method for MDQT within the framework of the methodology presented in this paper,
͑30͒
Here N traj is the number of trajectories required to represent an ensemble, Ṙ i is the initial velocity vector, n i is the normal to the dividing surface, w i can is the weighting to ensure a canonical distribution at the dividing surface, and w i sh is the weighting to ensure the correct surface hopping probabilities for trajectory i. For the dividing surface defined as ⌳ (q) (R)ϭ0, the normal to the dividing surface is
͗⌽ 0 ͉͓V 22 ͑ r,R͒ϪV 11 ͑ r,R͔͉͒⌽ n ͘ r d n0 .
͑32͒
For an ensemble of trajectories initiated at the dividing surface ͓i.e., configurations with ⌳ (q) (R)ϭ0 generated with the mapping potential V map (r,R; m ϭ0.5)͔,
where k is the vibrational adiabatic state occupied at the dividing surface. ͑Here we assume a Boltzmann distribution of the vibrational adiabatic states at the dividing surface.͒
The weightings w i sh are obtained from the backward propagation with the fictitious surface hopping algorithm and the subsequent forward propagation over the exact same trajectory while integrating the quantum amplitudes and calculating the probabilities of nonadiabatic transitions for the true surface hopping algorithm. ͑Note that the quantum amplitudes for the forward propagation are initialized such that the quantum amplitude of the occupied state after the backward propagation is unity.͒ The weighting may be expressed as
where ͟ ϭ1
is over all time steps during the backward propagation and ϭg kn / f kn if a transition from state k to state n was attempted
f kn ͪ if no transition was attempted. ͑35͒
Here g kn and f kn are the probabilities of a nonadiabatic transition from k to j for the true and fictitious surface hopping algorithms, respectively. In this paper
where ␦t is the time step for the classical molecular dynamics and is a constant set to 0.5 in this paper. The true surface hopping probability g kn for Tully's fewest switches algorithm 54 depends on the quantum amplitudes, while the fictitious probability f kn does not. Note that this weighting procedure is based on the assumption that both the fictitious and the true MDQT surface hopping algorithms maintain exact Boltzmann distributions among the vibrational states. This assumption is not rigorously valid, and the impact of this approximation is currently under investigation.
III. APPLICATION TO LADH
A. EVB potential
The system used in our LADH calculations contains the protein dimer, two NAD ϩ cofactors, two benzyl alkoxide substrates, four zinc ions, and 22 682 water molecules in a rectangular periodic box with edge lengths of 73.13, 85.53, and 125.30 Å. The active site of LADH is depicted in Fig. 1 . Our EVB potential is based on the two VB structures depicted in Fig. 2 . The diagonal elements V 11 (R nuc ) and V 22 (R nuc ) are described by the GROMOS force field 43A1 60 with modifications described below. Partial charges, atom types and bonded interaction parameters for benzyl alkoxide and benzaldehyde were obtained from similar functional groups in the 43A1 force field. 60 The bond between the transferring hydride and the donor ͑or acceptor͒ carbon atom for VB state 1 ͑or 2͒ is described by a Morse potential,
where R CH is the distance between the hydride and the bonded donor or acceptor carbon atom. The parameter ␣ was obtained from ab initio calculations of the C-H bond frequencies, 61 the parameter D e was obtained from experimental dissociation energies, 62 and the parameter R e was obtained from the equilibrium C-H bond length used in the GROMOS force field. 60 The values of these parameters are: ␣ϭ1.753 Å Ϫ1 , D e ϭ103 kcal/mol, R e ϭ1.09 Å for the bond between the donor carbon and the hydride, and ␣ ϭ1.767 Å Ϫ1 , D e ϭ103 kcal/mol, R e ϭ1.09 Å for the bond between the acceptor carbon and the hydride. While the GROMOS functional form of angular interactions proportional to the cosine squared of the angle 63 was retained for the classical molecular dynamics calculations, the bending angle interactions were changed to
for the transferring hydride in all mixed quantum/classical molecular dynamics calculations to prevent artifacts in higher energy regions. All other bonds involving hydrogen atoms were constrained. The interactions between the zinc ions and their ligands are described by bonded terms parametrized by Ryde, 64, 65 and the nonbonded interaction exclusions have been adapted accordingly. The partial charge on the catalytic zinc ions is 0.488 e, 64 and the atoms S ␥ and C ␤ of the cysteine residues 46, 174, 420, and 548 have been assigned charges Ϫ0.272 e and 0.028 e, respectively. The partial charge on the structural zinc ions is 1.006 e, 65 and the atoms S ␥ and C ␤ of all coordinated cysteine residues have been assigned charges Ϫ0.2515 e and 0.0 e, respectively. The charges on the ligands were chosen to ensure an overall neutral charge of the zinc complexes while maintaining the standard dipole moments on the ligands for consistency with the GROMOS force field.
In contrast to the united-atom GROMOS force field, the hydrogen atoms bound to the donor and acceptor carbon atoms are treated explicitly. In VB state 1, the average orientations of the alkoxide hydrogen atoms with respect to the acceptor carbon atom depend strongly on the partial charges on the carbon, oxygen, and hydrogen atoms of the alkoxide group. The orientation of pentafluorobenzyl-alkoxide in the crystal structure 43 could best be reproduced using partial charges of Ϫ0.04 e, Ϫ0.92 e, and Ϫ0.02 e for these atoms. The acceptor carbon and the hydrogen bound to it have partial charges of 0.15 e and 0.1 e, respectively. In VB state 2, the donor and acceptor carbon atoms, as well as all three hydrogen atoms bound to them, are neutral.
The coupling between the two VB states ͑i.e., the offdiagonal matrix element͒ is assumed to be a constant V 12 , and a constant energy adjustment ⌬ 12 is added to V 22 (R nuc ). Both V 12 and ⌬ 12 have been chosen to ensure that the quantum free energy profile for the reaction reproduces the experimental free energies of reaction and activation. 66 ͑See Sec. III B for the free energy profiles.͒ The resulting values for these parameters are V 12 ϭ41.2 kcal/mol and ⌬ 12 ϭϪ120.0 kcal/mol. The large value for ⌬ 12 is due to the neglect of the GROMOS force field of differences in the equilibrium energies of bonds ͑i.e., the potential energies of all bonds are defined to be zero at equilibrium͒. The reaction enthalpy at the semiempirical PM3 level for the reaction NAD ϩ (H f ϭϪ368.4 kcal/mol)ϩbenzyl alkoxide (H f ϭϪ20.3 kcal/mol)→NADH (H f ϭϪ523.4 kcal/mol) ϩbenzaldehyde (H f ϭϪ10.8 kcal/mol), excluding intermolecular interactions and polarization, is -145.6 kcal/mol. Note that this reaction enthalpy, which represents the difference in the internal equilibrium energies of these molecules, is of similar magnitude as ⌬ 12 .
The electrostatic and Lennard-Jones interactions are treated consistently with the GROMOS force field. The cutoff radius for nonbonded interactions is 14 Å, and the nonbonded interactions between 8 and 14 Å are calculated only every 5 molecular dynamics ͑MD͒ steps, along with updating the charge-group based nonbonded interactions pair list. Outside the sphere of radius 14 Å, the electrostatics are represented by a reaction field with a relative dielectric constant of 54 and a zero inverse Debye screening length. 
B. Free energy profiles
The free energy profiles were obtained from MD simulations governed by the mapping potential V map (r,R;) defined in Eq. ͑13͒. These simulations were performed using GROMOS 63 and a modified FORCE routine. The integration time step was 1 fs, and the constraints were maintained by SHAKE. 67 Two separate Berendsen thermostats 68 with relaxation times of 0.1 ps each kept the temperature of the solute and the water molecules at 300 K. The initial configuration for the reactant state was equilibrated in four steps, gradually releasing the force constant of position restraints to the crystal structure positions 43 from 100 kcal/(mol Å 2 ) to 50, 25, and 0 kcal/(mol Å 2 ). Each step consisted of a steepest descent geometry optimization followed by 5 ps MD.
Subsequent to this initialization, the free energy profiles were generated through a series of different mapping parameters m . For each value of the mapping parameter m ͑0.0, 0.05, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 0.95, and 1.0͒, the final coordinates from the previous value of m were first optimized, and then the system was equilibrated for 5 ps. The configurations were then equilibrated for another 40 ps, followed by 80 ps of data collection. The energies and energy derivatives of every fifth step were used for both the thermodynamic integration ͓as given in Eq. ͑17͔͒ and the generation of the classical free energy profile ͓as given in Eq. ͑18͔͒, yielding 16 000 data points per value of the mapping parameter m . For storage reasons, the coordinates were stored only every 25 steps for the generation of the quantum free energy profile ͓as given in Eq. ͑21͔͒.
In the mixed quantum/classical calculations, the transferring hydride was represented on a three-dimensional cubic grid centered between the donor and acceptor carbon atoms. The length of each side of the cubic grid was 4.76 Å, with 64 grid points per spatial dimension. For the FGH-MCSCF calculations, four one-dimensional states were included per dimension, and the wave function was calculated by state averaging over the lowest two multiconfigurational states. A cutoff of 94.1 kcal/mol for the potential energy was used for the partial multidimensional grid generation. Furthermore, for such large systems the memory requirements for the storage of the Hellmann-Feynman operator ٌ R V el0 (r,R) become prohibitive, so its elements were evaluated on the fly when the Hellmann-Feynman forces were calculated with Eq. ͑25͒. The elements of this Hellmann-Feynman operator were calculated only for grid points with ͉⌽ k (r;R)͉ 2 greater than 10
Ϫ8 . The classical and quantum free energy profiles are shown in Fig. 3 . The classical free energy barrier is 17.2 kcal/mol, and the quantum free energy barrier is 15.4 kcal/ mol, compared to the experimental free energy barrier of 15.4 kcal/mol. The free energy of reaction is 0.9 and 1.0 kcal/mol for the classical and quantum free energy profiles, respectively, compared to the experimental value of 1.0 kcal/ mol. As discussed above, the EVB potential was parametrized to ensure that the quantum free energy profile reproduces the experimental values. Figure 3 illustrates that, using the same EVB potential, the quantum free energy barrier is 1.8 kcal/mol lower than the classical free energy barrier. As expected, the zero point energy is lower for the transition state than for the reactant and product. In addition, Fig. 3͑b͒ shows that the free energy barrier of deuterium ͑16.4 kcal/ mol͒ is higher than that of hydrogen ͑15.4 kcal/mol͒. The difference between the zero point energies for the transition state and the reactant state is smaller for deuterium than for hydrogen.
The error of the classical free energy is ϳ0.5 kcal/mol when comparing results from the first 40 ps of data collection against the following 40 ps for the reactant, product, and the transition state, using a bin size of 2.39 kcal/mol. When comparing values from neighboring bins at the extrema over the full 80 ps, the fluctuations are ϳ0.1 kcal/mol for the classical free energy and ϳ0.2 kcal/mol for the quantum free energy using the same bin size. The error of the quantum free energies is larger due to the smaller data set. Note that the portions of the classical free energy profile taken from trajectories generated using different mapping parameters m are not manually adjusted to ensure good overlap, but rather overlap naturally by use of the relation given in Eq. ͑16͒ combined with thermodynamic integration. The bin size for Fig. 3 was 4 .78 kcal/mol. Somewhat larger but still acceptable fluctuations would be obtained by choosing 2.39 kcal/ mol, while 9.56 kcal/mol significantly underestimates the free energy barrier.
The difference in the free energy barriers for hydrogen and deuterium may be used to estimate the deuterium kinetic isotope effect ͑i.e., the ratio of the rates with hydrogen to deuterium͒. The calculated value of this kinetic isotope effect is 5.0Ϯ1.8. Note that systematic errors between the hydrogen and deuterium free energy curves are very small due to the use of a perturbative approach based on the same raw data ͓as given in Eq. ͑21͔͒. Therefore, the error was estimated from the fluctuations of 0.2 kcal/mol between neigh- boring bins rather than from the absolute error in the free energy. We emphasize that no dynamical contributions are included in this calculation of the kinetic isotope effect. Nevertheless, the calculated value is in agreement with the experimentally measured value of 3.78Ϯ0.07. 44 The free energy profile may be utilized to select snapshots of representative configurations for reactant, transition, and product states. Figure 4 illustrates the geometries for such snapshots, while Figs. 5 and 6 illustrate the corresponding potential energy surfaces and nuclear wave functions, respectively, of the transferring hydride. Figure 5 illustrates that the minimum of the hydride potential energy surface is localized near the donor carbon for the reactant and near the acceptor carbon for the product. As a result, the hydride vibrational wave function is localized near the donor carbon for the reactant and near the acceptor carbon for the product, as shown in Fig. 6 . The reactant and product hydride vibrational wave functions resemble those of an oscillator with frequency corresponding to a C-H bond vibration. In contrast, the transition state potential energy surface is more symmetric about the center of the donor and acceptor carbon atoms. The barrier of the hydride potential energy surface for the transition state configuration shown in Fig. 5͑b͒ is 2.7 kcal/mol, which is well below the zero point energy of 5.9 kcal/mol. As a result, the hydride vibrational wave functions for the transition state ͓shown in Fig. 6͑b͔͒ are delocalized between the donor and acceptor carbon atoms and resemble the wave functions of a lower-frequency oscillator. If the transition state barrier were higher than the zero point energy, the ground and excited vibrational states would correspond to symmetric and antisymmetric wave functions in a double well potential. For all transition state configurations examined so far, however, the barrier is lower than the zero point energy. 
C. Dynamical effects
The dynamical effects were investigated using the MDQT method combined with the reactive flux method described above. For these MDQT simulations, the classical equations of motion were integrated using the velocity Verlet algorithm 69 with a time step of 0.25 fs, maintaining the constraints with RATTLE. 70 Note that no thermostat is used for the MDQT simulations, and therefore the nonbonded interactions pairlist is not updated. This aspect of the MDQT simulations was not problematic due to the short duration of each MDQT trajectory. The dividing surface used for the reactive flux method is defined as ⌳ (q) ϭ0. In this paper, only two sample trajectories are presented to illustrate the power and utility of the methodology. The calculation of the transmission coefficients for hydrogen, deuterium, and tritium transfer for an ensemble of MDQT trajectories, as well as a detailed analysis of the enzyme dynamics, will be presented elsewhere.
Two sample MDQT trajectories are shown in Fig. 7 . The time evolution of the reaction coordinate ⌳ (q) , the distance C D -C A between the donor and acceptor carbon atoms, and the ground and excited vibrational state energies are depicted in this figure. As shown by the time evolution of the reaction coordinate, both trajectories begin in the reactant region and end in the product region. For both trajectories, the C D -C A distance decreases in the transition state region. The decrease of this distance may be required to allow the hydride to transfer. Note that this distance is just an example of a geometric observable which can be monitored in real time. Any other distance or angle can be similarly monitored to determine the influence on the hydride transfer process. Also note that the difference between the ground and excited vibrational states decreases in the transition state region, as expected since the hydride potential becomes more symmetric.
While Fig. 7͑a͒ does not exhibit any recrossings of the dividing surface or nonadiabatic transitions, Fig. 7͑b͒ exhibits a recrossing of the dividing surface and two nonadiabatic transitions. The recrossing is illustrated in the top panel of Fig. 7͑b͒ , which indicates that the trajectory crosses the dividing surface in the forward direction two times. Such dynamical recrossings decrease the transmission coefficient from unity and hence decrease the hydride transfer rate with respect to the transition state theory rate. The nonadiabatic transitions between the lowest two vibrationally adiabatic states are illustrated in the bottom panel of Fig. 7͑b͒ , which indicates that these nonadiabatic transitions occur when the trajectory is near the dividing surface and when the ground and excited state energies become similar. Note that nonadiabatic transitions are most probable in regions characterized by large nonadiabatic coupling. The nonadiabatic coupling becomes large when the nuclear wave functions change Shown are the reaction coordinate ͑top͒, the distance between the donor and acceptor carbon atoms ͑middle͒, and the vibrational ground and first excited vibrational state energies ͑bottom͒. For the vibrational state energies, the occupied state is solid, while the unoccupied state is dotted. ͑a͒ represents a reactive trajectory with no recrossings or nonadiabatic transitions; ͑b͒ represents a reactive trajectory with a recrossing and two nonadiabatic transitions between the ground and first excited vibrational states.
character significantly due to small configurational changes ͑e.g., from reactant to transition state or from transition state to product, as shown in Fig. 6͒ . Typically this occurs when the reaction coordinate ⌳ (q) is nearly zero and when the ground and excited vibrational state energies are similar. Furthermore, in the trajectory shown in Fig. 7͑b͒ , the nonadiabatic transition leads to a recrossing of the dividing surface, thus decreasing the rate of hydride transfer. In general, nonadiabatic transitions are expected to increase the number of recrossings and therefore to decrease the transmission coefficient and the overall rate. Reference 9 suggests that dynamical effects do not play an important role in enzyme catalysis. The investigation of the influence of these dynamical effects on catalysis for LADH requires a detailed analysis of a statistically meaningful ensemble of MDQT trajectories and thus will be presented elsewhere.
IV. CONCLUSIONS
This paper presented a hybrid approach for the real-time dynamical simulation of hydrogen transfer reactions in enzymes. The electronic quantum effects are incorporated with an empirical valence bond potential that allows the relevant bonds to break and form. The nuclear quantum effects of the transferring hydrogen are included with a mixed quantum/ classical approach that describes the transferring hydrogen nucleus as a three-dimensional wave function. This nuclear wave function is calculated efficiently with the FGH-MCSCF method in conjunction with a partial multidimensional grid generation method. The free energy profiles are obtained as functions of a collective reaction coordinate using a mapping potential to drive the reaction over the barrier. A perturbation formula was derived in this paper to incorporate the vibrationally adiabatic nuclear quantum effects into the free energy profiles. The dynamical effects are investigated with the MDQT surface hopping method, which incorporates nonadiabatic transitions among the adiabatic hydrogen vibrational states. An approach for combining MDQT with a reactive flux method was implemented to calculate the dynamical transmission coefficient and to investigate the real-time dynamics of reactive trajectories.
This hybrid approach is very powerful for a number of reasons. Nuclear quantum effects such as zero point energy, hydrogen tunneling, and nonadiabatic transitions among vibrational states are incorporated in a computationally practical manner. Moreover, these nuclear quantum effects are included during the generation of the free energy profiles and dynamical trajectories rather than added as corrections to classical simulations. The dynamical motion of the complete enzyme and solvent is included in these calculations. The resulting real-time, dynamical, reactive trajectories provide detailed mechanistic information at the molecular level. Furthermore, this approach allows the calculation of rates and kinetic isotope effects for comparison to experiment and for predictive purposes. This hybrid approach is applicable to a wide range of proton and hydride transfer reactions in enzymes.
In order to illustrate the capabilities of this new methodology, this paper described an application to hydride transfer in the enzyme LADH. The results indicate that nuclear quantum effects are important in this reaction. For example, the free energy barrier was significantly lowered by nuclear quantum effects, and nonadiabatic transitions were found to occur in some of the real-time dynamical trajectories. The results also indicate that the distance between the donor and acceptor carbon atoms decreases substantially during the hydride transfer reaction. Dynamical effects leading to recrossings of the dividing surface at the transition state were also observed. Nonadiabatic transitions were found to increase the number of such recrossings. A detailed analysis of the enzyme dynamics for an ensemble of trajectories, as well as the calculation of deuterium and tritium kinetic isotope effects for the LADH reaction, will be presented elsewhere.
