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Branching Asymptotics on Manifolds with Edge
B.-Wolfgang Schulze and Andrea Volpato
Abstract. We study pseudo-differential operators on a wedge with continuous
and variable discrete branching asymptotics.
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Introduction
The solutions to elliptic (pseudo-) differential equations on a manifold with edge
are expected to be regular in weighted edge Sobolev spaces with some typical as-
ymptotic behaviour in the distance variable r ∈ R+ to the singularity (we employ
here the terminology from [16], see also [20]; later on we recall a few basic defini-
tions). The simplest case of a manifold with edge is a manifold with smooth bound-
ary. Regularity of a (Shapiro-Lopatinskij-) elliptic boundary value problem in this
situation (say, for the Laplacian, or any other elliptic operator A) implies smooth-
ness of solutions up to the boundary when the boundary data and right hand sides
are smooth. In particular, we obtain Taylor asymptotics u(r) ∼ ∑j∈N cj(y)rj as
r → 0 where r in this case is the normal variable to the boundary, and the co-
efficients cj(y) are smooth functions in the tangential variable y. Also regularity
in Sobolev spaces up to the boundary can be formulated as an asymptotic result
when we rephrase classical Sobolev spaces as edge spaces, cf. [20], or Remark 2.1
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below. However, the situation drastically changes when A is an elliptic operator
from the context of edge singularities. Such an A is locally in the variables (r, x, y)
of an open stretched wedge R+ ×X × Ω of edge-degenerate form
(0.1) A = r−µ
∑
j+|α|≤µ
ajα(r, y)(−r∂r)j(rDy)α,
ajα ∈ C∞(R+ ×Ω,Diffµ−(j+|α|)(X)). Here X is a smooth (compact, closed) man-
ifold and Ω ⊆ Rq an open set, and Diffν(X) is the space of differential operators
of order ν over X with smooth coefficients. According to [15], solutions u(r, x, y)
to Au = f (say, in C∞(R+ × X × Ω)), under an ellipticity condition on A, are
expected to have variable discrete asymptotics, i.e.
(0.2) u(r, x, y) ∼
∑
j
mj(y)∑
k=0
cjk(x, y)r
−pj(y)logk r as r → 0,
modulo some flat remainder (to be specified). The sequences
P(y) := {pj(y),mj(y)}j=1,...,J(y) ⊂ C× N, J(y) ∈ N ∪ {+∞},
are individual for every fixed y ∈ Ω. They are determined by the operator A, and
the right hand side of the equation Au = f where f is assumed to be of analo-
gous structure. For the coefficients we expect cjk(x, y) ∈ C∞(X) for every fixed
y. What concerns Sobolev smoothness in suitable scales of weighted edge spaces
we even need the right framework to express such asymptotics. The present pa-
per belongs to a larger program to investigate asymptotics of solutions in such a
sense. We employ results of [18] and [19] for the case dimX = 0, combined with
the recent progress of the pseudo-differential analysis on (non-trivial) manifolds
with edges. Note that asymptotics of that kind have been studied also by Bennish,
cf. [2], [1], using factorisations of the involved symbols. Wiener-Hopf techniques
for (pseudo-differential) boundary value problems (in general, without the trans-
mission property at the boundary) are developed in detail in the monograph of
Eskin [4]. In concrete examples it may be very efficient to explicitly compute ex-
ponents as factorisation indices. Our approach is completely different; it is based
on the idea of representing asymptotics in terms of analytic functionals, cf. [14].
The basics on the relationship between asymptotics and analytic functionals are
already explained in [17], including crucial observations on variable and branching
asymptotics in this set-up. A self-contained exposition on what we call continuous
asymptotics is also given in [8].
The idea to establish asymptotics of the form (0.2) is to embed the problem
into a pseudo-differential calculus and to interpret such asymptotics as a feature
of the symbolic calculus. The difficulty is to incorporate the variety of differ-
ent P(y), y ∈ Ω, into spaces of symbols and also to design “the right” weighted
Sobolev spaces with asymptotics, such that our operators are continuous between
such spaces. We employ the pseudo-differential calculus on manifolds with edge in
the sense of [16] or [20] which includes constant discrete or continuous asymptotics.
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Here, we refer to a substructure of the edge algebra with continuous asymptotics.
Some basics have to be completely reorganised, for instance, the notion of Green
operators. The program is altogether extremely delicate since a pseudo-differential
operator might destroy the very fragile pointwise discrete structure (0.2); in fact,
integration with respect to the edge variable y smears out the system of exponents
over a large region in the complex plane (such phenomena are just the background
of continuous asymptotics). However, we show that the operators in the edge cal-
culus (although very general in principle) are so specific that they respect, indeed,
the pointwise discrete character.
This paper is organised as follows. First in Section 2.1 we give an idea on how el-
liptic edge-degenerate differential operators produce y-dependent families of mero-
morphic operator functions the poles of which contribute to the asymptotic data
of solutions. The essential point is that we admit from the very beginning poles
of non-constant multiplicity under varying y. In Section 2.2 we rephrase the in-
formation with the help of families of analytic functionals in the complex plane
of the Mellin covariable, and we define the crucial notion of a variable discrete
Mellin asymptotic type and associated spaces of Mellin amplitude functions. In
Section 2.3 we study families of associated pseudo-differential operators, depend-
ing on y, η, the local variables and covariables on the edge. As such they play the
role of specific operator-vaued symbols of the edge calculus with variable discrete
asymptotics. Other important ingredients are the Green symbols with variable dis-
crete asymptotics, studied in Section 2.4. Here we also introduce variable discrete
asymptotic types, belonging to families of functions over a cone. In particular, we
show (cf. Proposition 1.30) that various involved data (such as the chosen cut-
off functions, and several weights) only change the Mellin edge symbols by Green
symbols. Another important issue is the nature of weighted edge distributions with
variable discrete asymptotics, investigated in Section 3.1, including their Fre´chet
topology. Finally in Section 3.2 we show that Mellin and Green operators of the
edge calculus with variable discrete asymptotics act as continuous operators in
weighted edge spaces with such asymptotics. This belongs to the idea to deduce
variable discrete asymptotics of solutions to elliptic equations on a manifold with
edge as an aspect of elliptic regularity in the edge calculus. It will be necessary
to establish more elements of the edge calculus, e.g. the action of Mellin oper-
ators with non-smoothing holomorphic amplitude functions, and the parametrix
construction in this framework. This will be the topic of [25].
1. Mellin and Green operators with asymptotics
1.1. Examples and motivation
Let us first recall the idea on how solutions to an elliptic equation Au = f for
(1.1) A = r−µ
µ∑
j=0
aj(−r∂r)j
4 B.-Wolfgang Schulze and Andrea Volpato
acquire asymptotics. We employ the Mellin transform Mu(z) =
∫∞
0
rz−1u(r)dr
which is known to induce a continuous operator M : C∞0 (R+) → A(C). Here
A(U) for an open set U ⊆ C is the space of all holomorphic functions in U
(in the Fre´chet topology of uniform convergence on compact subsets). More pre-
cisely, setting Γβ := {z ∈ C : Re z = β} for any real β, and Mγu := Mu|Γ1/2−γ ,
we have a continuous operator Mγ : C
∞
0 (R+) → S(Γ1/2−γ) that extends to an
isomorphism Mγ : r
−γL2(R+) → L2(Γ1/2−γ) for every γ ∈ R. We call Mγ
the weighted Mellin transform. Recall that the inverse is given by the formula
M−1γ g(r) =
∫
Γ1/2−γ
r−zg(z)d¯z for d¯z := (2pii)−1dz. In this paper a cut-off function
on the half-axis is any real-valued ω(r) ∈ C∞0 (R+) that is equal to 1 in a neigh-
bourhood of r = 0. The Mellin transform will be used also in the set-up of vector-
and operator-valued functions. In particular, we employ Mellin pseudo-differential
operators with amplitude functions f(r, r′, z) taking values in the space of classical
pseudo-differential operators over X of order µ. Let Lµcl(X;Rl) denote the space of
classical parameter-dependent pseudo-differential operators on X with parameter
λ ∈ Rl, l ∈ N. The local amplitude functions are classical symbols in (ξ, λ), treated
as a covariable, while the parameter-dependent smoothing operators are Schwartz
functions in λ ∈ Rl with values in L−∞(X), the space of smoothing operators on
X, with the Fre´chet topology from an identification with C∞(X × X) via some
Riemannian metric. In the case l = 0 we simply write Lµcl(X).
We assume f(r, r′, z) ∈ C∞(R+ × R+, Lµcl(X; Γ1/2−γ)) (with Γ1/2−γ being identi-
fied with R via z 7→ Im z), and we set
(1.2)
opγM (f)u(r) :=
∫ ∞
−∞
∫ ∞
0
(r/r′)−(1/2−γ+iρ)f(r, r′, 1/2− γ + iρ)u(r′)r′−1dr′d¯ρ,
d¯ρ := (2pi)−1dρ, first for u(r) ∈ C∞0 (R+, C∞(X)), and later on for weighted dis-
tributions. Observe that when f is independent of r, r′ and (δλu)(r) := u(λr) for
λ ∈ R+ we have
(1.3) δλop
γ
M (f) = λop
γ
M (f)δλ, λ ∈ R+.
Throughout this paper Hs(Rn) indicates the standard Sobolev spaces in Rn
of smoothness s ∈ R. Globally on a compact closed manifold X we also have the
spaces Hs(X). Moreover, Hsloc(X) over an open manifold X means the space of all
distributions u such that χ∗(ϕu) ∈ Hs(Rn) for any chart χ : U → Rn, ϕ ∈ C∞0 (U),
while Hscomp(X) is the subspace of compactly supported elements of H
s
loc(X).
We use the fact that for every µ ∈ R there exists an element Rµ ∈ Lµcl(X;Rl)
which induces isomorphisms Rµ(λ) : Hs(X)→ Hs−µ(X) for all s ∈ R, λ ∈ Rl. Set
X∧ := R+ ×X, and let Hs,γ(X∧) for s, γ ∈ R denote the completion of C∞0 (X∧)
with respect to the norm
‖u‖Hs,γ(X∧) :=
{∫
Γ(n+1)/2−γ
‖Rs(Im z)Mr→zu(z)‖2L2(X)d¯z
}1/2
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for n = dim X. Moreover, set X := R×X (interpreted as a manifold with conical
exits to infinity r → ±∞), and let Hscone(X) denote the completion of C∞0 (X)
with respect to the norm
‖u‖Hscone(X) := ‖[r]−s+n/2
∫
eirρRs([r]ρ, [r]η1)(Fr→ρu)(ρ) d¯ρ‖L2(R×X)
for any parameter-dependent elliptic element Rs(ρ˜, η˜) ∈ Lscl(X;R1+qρ˜,η˜ ) and suffi-
ciently large |η1|, η1 ∈ Rq. Here r 7→ [r] is any strictly positive function in C∞(R)
such that [r] = r for sufficiently large |r|. Set Hscone(X∧) := Hscone(X)|X∧ , and
define
(1.4) Ks,γ(X∧) := {ωu+ (1− ω)v : u ∈ Hs,γ(X∧), v ∈ Hscone(X∧)}
for any cut-off function ω(r). Moreover, for Θ := (ϑ, 0],−∞ < ϑ < 0, we define
the subspace
(1.5) Ks,γΘ (X∧) :=
⋂
k∈N
Ks,γ−ϑ−(1+k)−1(X∧),
and Ks,γΘ (X∧) :=
⋂
N∈NKs,N (X∧) for Θ = (−∞, 0]. Now let −∞ ≤ ϑ < 0, and
consider a sequence
(1.6) P := {(pj ,mj)}j=0,...,J ⊂ C× N, J = J(P) ∈ N ∪ {∞},
piCP := {pj}j=0,...,J ⊂ {z ∈ C : (n + 1)/2 − γ + ϑ < Re z < (n + 1)/2 − γ}, and
Re pj → −∞ as j → ∞ (when J(P) = ∞). Such a P will be called a discrete
asymptotic type associated with the weight data (γ,Θ); recall that n = dimX.
For finite Θ we set
(1.7) EP := {ω
J∑
j=0
mj∑
k=0
cjk r
−pj logkr : cjk ∈ C∞(X) for all j, k}
for a fixed cut-off function ω(r). Observe that we have EP ⊂ K∞,γ(X∧) and
EP ∩ Ks,γΘ (X∧) = {0}. Let
(1.8) Ks,γP (X∧) := Ks,γΘ (X∧) + EP ,
for finite Θ. In the case Θ = (−∞, 0] we define Ks,γP (X∧) :=
⋂
k∈NKs,γPk (X∧) forPk := {p ∈ piCP : (n+ 1)/2− γ− (k+ 1) < Re p < (n+ 1)/2− γ}, referring to the
weight data (γ,Θk) for Θk := (−(k + 1), 0]. Let us call the elements of Ks,γΘ (X∧)
flat of order Θ relative to the weight γ (recall that Θ is a half-open weight interval;
therefore we do not talk about flatness of order −ϑ, except for the case ϑ = −∞).
Functions with asymptotics are transformed to meromorphic functions under the
Mellin transform. For instance, the space Mγ−n/2,r→zEP consists of meromorphic
functions with poles at the points pj of multiplicity mj + 1. Let us introduce
some spaces of such functions in the complex Mellin covariable z. Let As,γΘ (X)
denote the space of all holomorphic functions f in the open interior of the strip
SγΘ := {z ∈ C : β0 < Re z ≤ β1} for β0 := (n+ 1)/2− γ + ϑ, β1 := (n+ 1)/2− γ,
with values in Hs(X), such that f |Γβ×X ∈ Hˆs(Γβ × X) for every β ∈ (β0, β1],
uniformly in compact β-intervals. The condition at the right end point means
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f |Γβ1−ε×X → f |Γβ1×X as ε ↘ 0 in Hˆs(R × X). Here Hˆs(R × X) is the Fourier
transform of the cylindrical Sobolev space Hs(R×X) with respect to the variable
in R, and Hˆs(Γβ × X) is the corresponding space when we identify Γβ with R.
Observe that
Mγ−n/2,r→zωKs,γΘ (X∧) ⊂ As,γΘ (X).
Moreover, set As,γP (X) := As,γΘ (X) + Mγ−n/2,r→zEP for an asymptotic type P
associated with the weight data (γ,Θ), first for finite Θ. In the infinite case we
take the intersection of the respective spaces over all Pk, k ∈ N, for Pk := {p ∈
piCP : Re p > (n+ 1)/2− γ − (k + 1)}. In the case dimX = 0 we also write As,γP .
Note that the cut-off function involved in EP does not affect the space As,γP (X). We
employ the fact that the weighted Mellin transform induces continuous mappings
(1.9) Mγ−n/2ω : Ks,γP (X∧)→ As,γP (X) and ωM−1γ−n/2 : As,γP (X)→ Ks,γP (X∧),
respectively, for any cut-off function ω. Now consider the equation Au = f where
A is of the form (1.1) with constant coefficients, and f ∈ Ks−µ,γ−µQ (R+), s ∈ R, for
some discrete asymptotic type Q, associated with the weight data (γ−µ, (−∞, 0]).
Assume for simplicity that f vanishes for r > R for some R > 0. Then, under the
condition aµ 6= 0 and
(1.10) σc(A)(z) :=
µ∑
j=0
ajz
j 6= 0 for all z ∈ Γ1/2−γ
we find a solution u(r) of the form
(1.11) u(r) = opγM (σc(A)
−1)(rµf) ∈ Hs,γ(R+),
and the relation (1.9) shows what happens near r = 0. We have Mγr
µf ∈ As−µ,γT−µQ
(T−µ indicates a corresponding translation of the asymptotic type in the complex
plane), and σc(A)
−1(z)Mγ(rµf)(z) ∈ As,γP for some discrete asymptotic type P
associated with the weight data (γ, (−∞, 0]). The asymptotic type P is determined
by the multiplication of two meromorphic functions, the inverse of the conormal
symbol, and the Mellin transform of the right hand side. Thus, the second map-
ping in (1.9) gives us ωu = ωM−1γ {σc(A)−1(z)Mγ(rµf)(z)} ∈ Ks,γP (R+).(Similar
conclusions apply in the case n = dimX > 0. The operator A is asked to
be elliptic with respect to the homogeneous principal symbol σψ(A), i.e. non-
vanishing as a function in C∞ of the cotangent bundle (minus zero section) of
the smooth part of our manifold with conical singularity, and non-vanishing of
the reduced symbol σ˜ψ(A)(r, x, ρ, ξ) := r
µσψ(A)(r, x, r
−1ρ, ξ) in the splitting of
variables (r, x) ∈ X∧ = R+ ×X up to r = 0 (which refers to a neighbourhood of
the conical singularity). In addition (1.10) is to be replaced by the condition that
σc(A)(z) :=
∑µ
j=0 ajz
j : Hs(X)→ Hs−µ(X) is bijective for all z ∈ Γ(n+1)/2−γ for
some real s; this is then independent of s. If the coefficients aj are not constant in
r, then, in order to deduce asymptotics of solutions we can employ a parametrix
of the operator A in the cone algebra rather than the inverse, cf. [17]. However,
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the main idea to obtain asymptotics is the same as in the case with constant coef-
ficients, namely, to employ the meromorphic inverse of σc(A)(z), taking values in
Fredholm operators over X. The non-bijectivity points z ∈ C of σc(A)(z) substi-
tute the former zeros in the scalar case, and the finite multiplicities of poles give
rise to the logarithmic terms of the asymptotics.
In the case of an edge-degenerate operator of the form (0.1) the problem to de-
rive and to express asymptotics of solutions to Au = f (under a corresponding
ellipticity condition on A) is much more complicated. First we have the homo-
geneous principal symbol σψ(A)(r, x, y, ρ, ξ, η) of order µ and the reduced sym-
bol σ˜ψ(A)(r, x, y, ρ, ξ, η) = r
µσψ(A)(r, x, y, r
−1ρ, ξ, r−1η). In addition there is the
principal edge symbol
(1.12) σ∧(A)(y, η) := r−µ
∑
j+|α|≤µ
ajα(0, y)(−r∂r)j(rη)α
for (y, η) ∈ T ∗Ω \ 0, interpreted as a family of continuous operators
(1.13) σ∧(A)(y, η) := Ks,γ(X∧)→ Ks−µ,γ−µ(X∧)
for every s ∈ R and a fixed choice of γ ∈ R. The operators (1.13) belong to the
cone calculus over X∧. As such they have corresponding “subordinate” princi-
pal symbols, namely, σψσ∧(A), σ˜ψσ∧(A), including the principal conormal symbol
σcσ∧(A),
(1.14) σcσ∧(A)(y, z) :=
µ∑
j=0
aj(0, y)z
j : Hs(X)→ Hs−µ(X);
the latter is a smooth operator function in y ∈ Ω. Similarly as before the asymp-
totics is determined by (1.14). However, it is evident that the pointwise inverse
σcσ∧(A)−1(y, z) may have poles depending on y of variable multiplicities. Those
are just the source of the y-dependent asymptotic data in (0.2). Moreover, we need
a machinery to express such variable asymptotics in the framework of a suitable
version of weighted edge Sobolev spaces. Both problems belong to the focus of the
present paper. The final goal, realised in a forthcoming paper, will be to obtain
variable asymptotics in the edge case by applying a parametrix P from the left
to the equation Au = f, similarly as in the cone calculus, where P is sensitive
enough not to destroy the very individual asymptotic types. One of the crucial
points will be that 1−PA =: G is a smoothing operator which produces functions
with variable asymptotics, coming from the involved operator A. Moreover, Pf
also has such asymptotics, provided that f is of that kind. This entails altogether
such asymptotics of the solution u.
For an open set U ⊆ C and a Fre´chet space E by A(U,E) we denote the space
of holomorphic functions with values in E. We employ this, in particular, for
E = Lµcl(X), the space of classical pseudo-differential operators of order µ on X
in its natural Fre´chet topology.
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Definition 1.1. Let MµO(X) for µ ∈ R denote the space of all h(z) ∈ A(C, Lµcl(X))
such that h(β+iρ) ∈ Lµcl(X;Rρ) for every β ∈ R, uniformly in compact β-intervals.
The space MµO(X) is Fre´chet in a natural way; thus, we can form the space
C∞(Ω,MµO(X)). Observe that, in particular, (1.14) belongs to the latter space. If
the parameter ρ ∈ R is identified with the imaginary part of the complex variable
on the line Γβ we also write L
µ
cl(X; Γβ) instead of L
µ
cl(X;Rρ).
Theorem 1.2. For every l(y, z) ∈ C∞(Ω, Lµcl(X; Γβ)) and for any fixed β ∈ R there
exists a k(y, z) ∈ C∞(Ω,MµO(X)) such that
l(y, z)− k(y, z)|Ω×Γβ ∈ C∞(Ω, L−∞(X; Γβ)).
The proof relies on the method of kernel cut-off for Mellin symbols, see, for
instance, [17], or [20, Theorem 2.2.28]. An alternative proof may be found in [10,
Theorem 7.1.10].
1.2. Families of analytic functionals induced by conormal symbols
If the operator (0.1) is elliptic with respect to σψ (i.e. σψ(A) 6= 0, and σ˜ψ(A) 6= 0
up to r = 0) the operator function (1.14) is a family of Fredholm operators of
index zero. For any fixed y ∈ Ω we are in a situation which is well-known in
pseudo-differential operators on a manifold with conical singularities. There is a
discrete set D(y) ⊂ C which intersects {c < Re z < c′} in a finite set for every
c ≤ c′, such that (1.14) is bijective for all z /∈ D(y) (for abbreviation we often
write {c < Re z < c′} instead of {z ∈ C : c < Re z < c′}, (and similarly for Im
rather than Re). For every open U ⊂ Ω with compact U ⊂ Ω and c ≤ c′ there is
an M > 0 such that
(1.15) D(y) ∩ {c < Re z < c′} ⊆ {|Im z| ≤M}
for all y ∈ U. Let us set D(y) = {pj(y)}j∈J(y) for a corresponding index set
J(y) ⊆ Z (the numeration is individual for every y). The function f(y, z) :=
σcσ∧(A)−1(y, z) is extendible to a meromorphic family of Fredholm operators with
poles at the points pj(y) of multiplicity lj(y) + 1 and Laurent expansions
(1.16) f(y, z) = fj(y, z) +
lj(y)∑
k=0
djk(y)/(z − pj(y))k+1
where fj(y, z) is an L
−µ
cl (X)-valued holomorphic function in a neighbourhood of
pj(y), and djk(y) belongs to L
−∞(X) and is of finite rank. Let us set
(1.17) R(y) := {(pj(y), lj(y))}j∈J(y),
and piCR(y) := {pj(y)}j∈J(y) (which is equal to D(y)). Moreover, let U(Ω) denote
the system of all open U ⊂ Ω such that U is compact and contained in Ω. Now
fix a y0 ∈ Ω and choose numbers c ≤ c′. Then for any fixed ε(y0) > 0 we have a
disjoint decomposition
(1.18) piCR(y0) = Dc,c′(y0) ∪ Ec,c′(y0)
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for Dc,c′(y0) := {p ∈ piCR(y0) : c − ε(y0) < Re p < c′ + ε(y0))}, and Ec,c′(y0) :=
piCR(y0) \Dc,c′(y0) where Ec,c′(y0) ⊂ {c− ε˜(y0) < Re z} ∪ {Re z > c′ + ε˜(y0)} for
some ε˜(y0) < ε(y0). There is then a neighbourhood U0 ∈ U(Ω) of y0 such that
(1.19) piCR(y) = Dc,c′(y) ∪ Ec,c′(y)
for Dc,c′(y) := {p ∈ piCR(y) : c − ε(y0) < Re p < c′ + ε(y0)}, and Ec,c′(y) :=
piCR(y) \Dc,c′(y) with Ec,c′(y) ⊂ {c− ε˜(y0) < Re z} ∪ {Re z > c′ + ε˜(y0)} for the
same ε˜(y0), ε(y0), for all y ∈ U0.
Taking into account the relation (1.15) we form a rectangle consisting of the in-
tervals
I± := {z ∈ C : c− ε0 ≤ Re z ≤ c′ + ε0, Im z = ±M},
and
I := {z ∈ C : Re z = c−ε0, |Im z| ≤M}, I ′ := {z ∈ C : Re z = c′+ε0, |Im z| ≤M}
for some ε0 > 0 such that ε˜(y0) < ε0 < ε(y0).
M
−M
Im z
Re z
C0
c− ε
c− ε˜ c′ + ε˜ c
′ + εc c′
Dc,c′(y)
Ec,c′(y)
Ec,c′(y)
The union of the small black disks inside the rectangle as a subset of C
contains all Dc,c′(y) for y ∈ U0 while the centers just form the set Dc,c′(y0). Then
the piecewise smooth curve C0 := I− ∪ I ′ ∪ I+ ∪ I, taken in counter-clockwise
orientation, surrounds the set Dc,c′(y) for every y ∈ U0. Thus, the integral
(1.20) 〈ζ0(y), h〉 :=
∫
C0
f(y, z)h(z)d¯z,
d¯z := (2pii)−1dz, for h ∈ A(C), defines a family of analytic functionals
(1.21) ζ0(y) ∈ C∞(U0,A′(K0, L−µcl (X)))
10 B.-Wolfgang Schulze and Andrea Volpato
carried by the compact set
K0 :=
⋃
y∈U0
Dc,c′(y).
We use here notation and general terminology on analytic functionals, cf. [7],
vol.1; a selfcontained exposition may also be found in [8]. In particular, if E is
a Fre´chet space and K ⊂ C compact by A′(K,E) we denote the space of all
E-valued analytic functionals carried by K. In the case E = C we simply write
A′(K) which is a nuclear Fre´chet space, and then A′(K,E) = A′(K)⊗ˆpiE (with
⊗ˆpi indicating the completed projective tensor product between the respective
spaces). The background of the formula (1.20) is the fact that for any f(y, z) ∈
C∞(Ω,A(C \ K,E)),Ω ⊆ Rq open, and for every (piecewise smooth) curve C,
counter-clockwise surrounding the set K, the mapping
(1.22) h 7→
∫
C
f(y, z)h(z)d¯z, h ∈ A(C),
represents a ζ(y) ∈ C∞(Ω,A′(K,E)). We always choose the curve C in such a
way that its winding number with respect to every z ∈ K is equal to 1. It can be
proved (cf., for instance, [24]) that for every ε > 0 there is a C of that kind such
that dist (K,C) < ε.
Conversely, every ζ(y) ∈ C∞(Ω,A′(K,E)) can be written in the form (1.22). For
purposes below we give an explicit construction. Let ω(r) be a cut-off function on
the half-axis, and apply the Mellin transform (Mr→zω)(z) =: Φ(z). The function
Φ(z) is meromorphic with a simple pole at z = 0, and Φ(z)−z−1 is an entire func-
tion. If χ(z) denotes any element of C∞0 (C) which is equal to 1 in a neighbourhood
of 0, then χ(z)Φ(z)|Γβ ∈ S(Γβ), for every β ∈ R, uniformly in compact β-intervals.
An analytic functional carried by K can be applied to functions which are holo-
morphic in a neighbourhood of K. In particular, for every z /∈ K the function
Φ(z − w) is holomorphic with respect to w in a neighbourhood of K. The pairing
of ζ(y) ∈ C∞(Ω,A′(K,E)) with Φ(z − w) in the variable w gives us a function
(1.23) f1(y, z) := 〈ζ(y)w,Φ(z − w)〉 ∈ C∞(Ω,A(C \K,E)).
Note that the function (1.23) can be interpreted as the potential of ζ with re-
spect to a fundamental solution of the Cauchy-Riemann operator (up to the factor
pi−1). If ζ(y) is defined by (1.22) we have f(y, z)− f1(y, z) ∈ C∞(Ω,A(C, E)) and
〈ζ(y), h〉 = ∫
C
f1(y, z)h(z)d¯z for every h ∈ A(C).
Observe that we can also write
(1.24) 〈ζ(y)w,Φ(z − w)〉 = Mr→zω(r)〈ζ(y)w, r−w〉
with Mr→z being interpreted as the weighted Mellin transform, with a weight
< 1/2− Rew. Applying this process to the present situation we obtain
(1.25) ζ0(y) ∈ C∞(U0,A′(K0, L−∞(X)))
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which is more precise than (1.21). This observation is compatible with another
way of extracting the asymptotic information from a Mellin symbol, namely, via
the kernel cut-off Theorem 1.2.
Remark 1.3. The operator function f(y, z), z ∈ U0, involved in (1.20), restricts to
an element in C∞(U0, L
−µ
cl (X; Γβ)) for β = c− ε0 (or β = c′+ ε0). Applying The-
orem 1.2 we find a k(y, z) ∈ C∞(U0,M−µO (X)) such that k(y, z)|U0×Γβ −f(y, z) ∈
C∞(U0, L−∞(X; Γβ)). For any χ(z) that is equal to zero in a neighbourhood of
the above-mentioned set K0 with χ(z) = 1 for dist (z,K0) > c for some c > 0 we
can apply Theorem 1.2 also to χ(z)f(y, z)|U0×Γβ for any other β ∈ R. This shows
that
(χ(z)f(y, z)− k(y, z))|U0×Γβ ∈ C∞(U0, L−∞(X; Γβ)),
uniformly in compact β-intervals, and we obtain
〈ζ0(y), h〉 :=
∫
C0
{f(y, z)− k(y, z)}h(z)d¯z,
h ∈ A(C), which is an integration over an L−∞(X)-valued function on C0, and
hence, ζ0 is L
−∞(X)-valued as well.
Let us set b := (c, c′, U) for fixed reals c < c′ and U ∈ U(Ω), and carry out the
above construction for (1.25) for every y0 ∈ U. Then we obtain neighbourhoods
U0 of y0, associated compact sets K0, etc. The sets U0 form an open covering of
U. Let us choose a finite subcovering and denote it by U0, U1, . . . , UN . There are
associated compact sets Kj , j = 0, . . . , N, and elements
ζj(y) ∈ C∞(Uj ,A′(Kj , L−∞(X))), j = 0, . . . , N.
Moreover, choose a system of functions ϕj ∈ C∞(Uj), j = 0, . . . , N, such that∑N
j=0 ϕj(y) = 1 for all y ∈ U. Then
ζ(y) :=
N∑
j=0
ϕj(y)ζj(y) ∈ C∞(U,A′(Kb, L−∞(X)))
for Kb :=
⋃N
j=0Kj , and
〈ζ(y)w,Φ(z − w)〉 − f(y, z)
is holomorphic in {c < Re z < c′} for every y ∈ U. In other words 〈ζ(y)w,Φ(z−w)〉
has the same (singular parts of the) Laurent expansions at the points of D(y)∩{c <
Re z < c′} as the function f(y, z), for every y ∈ U.
The function σc(A)
−1(y, z) from (1.14) belongs to the essential ingredients of
operator-valued Mellin symbols of the edge calculus. The distribution of the poles
including multiplicities has the properties of the following definition.
Definition 1.4. A variable discrete Mellin asymptotic type R over an open set
Ω ⊆ Rq is a system of sequences R(y) ⊂ C×N as in (1.17) parametrised by y ∈ Ω,
such that for every b = (c, c′, U), c < c′, U ∈ U(Ω), there are sets
(1.26) {Ui}0≤i≤N , {Ki}0≤i≤N
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for some N = N(b) ∈ N where Ui ∈ U(Ω), 0 ≤ i ≤ N, form an open covering of U,
moreover, Ki b C, and
(1.27) Ki ⊂ {c− εi < Re z < c′ + εi} for some εi > 0,
(1.28) piCR(y) ∩ {c− εi < Re z < c′ + εi} ⊂ Ki for all y ∈ Ui,
and supy∈Ui
∑
j(1 + lj(y)) < ∞ where the sum is taken over those j ∈ J(y) such
that pj(y) ∈ Ki, i = 0, . . . , N.
The restriction of an R to an open subset U ⊆ Ω is defined by R|U :=
(R(y))y∈U . It satisfies Definition 1.4 with respect to U. Moreover, we can restrict
R to a subset A ⊂ C by setting
(1.29) pAR(y) := {(p(y), l(y)) ∈ R(y) : p(y) ∈ A}, y ∈ Ω.
Such a definition allows us also to form restrictions pAR|U both with respect to y
and the complex variable z. Another useful operation for variable discrete Mellin
asymptotic types R1, . . . ,RL is the union
R1 ∪ · · · ∪ RL
defined in an obvious manner which yields again a variable discrete asymptotic
type. Also infinite unions may be admitted, for instance, when we decompose an
R as in Definition 1.4 as
(1.30) R =
⋃
b=(c,c′,U)
⋃
0≤i≤N(b)
pKiR|Ui .
The elements R = (R(y))y∈Ω will classify y-dependent meromorphic functions
f(y, z) with poles pj(y) of multiplicity ≤ lj(y) + 1 belonging to piCR(y).
Let us introduce the following general notation. Let K ⊂ C be compact,
U ∈ U(Ω), and E a Fre´chet space. By
(1.31) C∞(U,A(C \K,E))•
we denote the subspace of all f(y, z) ∈ C∞(U,A(C \ K,E)) that have for every
y ∈ U an extension to a meromorphic function with finitely many poles in the
set K where the supremum over the sum of all multiplicities is less than some
constant M independent of y ∈ U. With a function f in the space (1.31) we can
associate a family δf (y) ∈ C∞(U,A′(K,E)) in the usual way, namely, δf (y) : h 7→∫
C
f(y, z)h(z)d¯z, h ∈ A(C). Let
(1.32) C∞(U,A′(K,E))•
denote the subspace of all δ ∈ C∞(U,A′(K,E)) of the form δ = δf for some
f ∈ C∞(U,A(C \K,E))•.
We say that a system of E-valued meromorphic functions f(y, z), y ∈ Ω, is subor-
dinate to the variable discrete asymptotic type R over Ω if for any y0 ∈ Ω every
pole p of f(y0, z) belongs to piCR(y0), say, p = pj(y0) for some j, and its multi-
plicity is ≤ lj(y0) + 1.
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For every b = (c, c′, U), c < c′, U ∈ U(Ω), and Ui,Ki as in Definition 1.4 we find
smooth compact curves Ci in the strips {c−εi < Re z < c′+εi}, counter-clockwise
surrounding the compact sets Ki. This allows us to form δi(y) ∈ A′(Ki, E) by
〈δi(y), h〉 :=
∫
Ci
f(y, z)h(z)d¯z. The function f is called smooth in y if δi(y) ∈
C∞(Ui,A′(Ki, E))• for every i. Then we have
(1.33) fi(y, z) := Mr→zω(r)〈δi,w, r−w〉 ∈ C∞(Ui,A(C\Ki, E))•, i = 0, . . . , N(b).
Let C∞(Ω,MR(E)) denote the space of all such smooth functions f subordinate
to the variable discrete asymptotic type R.
Proposition 1.5. The space C∞(Ω,MR(E)) is Fre´chet in a canonical way.
Proof. Let us set fb(y, z) :=
∑N(b)
i=0 ϕi(y)fi(y, z) for functions ϕi(y) ∈ C∞0 (Ui)
such that
∑N(b)
i=0 ϕi(y) = 1 for all y ∈ U, and δb(y, z) :=
∑N(b)
i=0 ϕi(y)δi(y, z). Then
we have
δb ∈ C∞(U,A′(Kb, E))•
for Kb :=
⋃N(b)
i=0 Ki, moreover, fb(y, z) := Mr→zω(r)〈δb,w, r−w〉 ∈ C∞(U,A(C \
Kb, E))
•, and
(1.34) f(y, z)− fb(y, z) ∈ C∞(U,A({c < Re z < c′}, E)).
In this way for every b = (c, c′, U) we obtain a (non-direct) decomposition
(1.35)
C∞(Ω,MpKbR)|U = C∞(U,A({c < Re z < c′}, E)) + C∞(U,AR(C \Kb, E))•.
Here
(1.36) C∞(U,AR(C \Kb, E))• ⊂ C∞(U,A(C \Kb, E))•
means the subspace of all elements of the right hand side, subordinate to pKbR|U .
This in turn is a closed subspace of of the Fre´chet space C∞(U,A(C \Kb, E)). In
fact, it suffices to verify that when (fν)ν∈N is a sequence of elements of C∞(U,AR
(C \Kb, E))•, convergent in C∞(U,A(C \Kb, E)), the limit belongs to C∞(U,AR
(C \Kb, E))•. However, for every fixed y ∈ U the functions fν(y) extend to mero-
morphic functions with poles at the points p(y) ∈ piCR(y) ∩ Kb of multiplicities
≤ l(y) + 1. Then also the limit is meromorphic with those poles, including multi-
plicities and hence defines an element of C∞(U,AR(C \Kb, E))•. We endow the
space (1.35) with the Fre´chet topology of the non-direct sum of Fre´chet spaces.
Then C∞(Ω,MR(E)) itself is Fre´chet as an intersection of spaces (1.35) over all
b = (c, c′, U) in a countable set.
Definition 1.6. Let Ω ⊆ Rq be open, and R a variable discrete Mellin asymptotic
type. A family of meromorphic functions f(y, z) ∈ A(C \piCR, L−∞(X)), y ∈ Ω, is
called a (smoothing) Mellin symbol with asymptotics of type R if f is subordinate
toR in the above-mentioned sense for E = L−∞(X), i.e. for every b = (c, c′, U), c <
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c′, U ∈ U(Ω), there is a Kb b C such that for any cut-off function ω we have
g(y, z) := (f(y, z)−Mr→zω(r)〈δb,w, r−w〉)|U×{c<Re z<c′}
∈ C∞(U,A({c < Re z < c′}, L−∞(X))(1.37)
for a suitable δb ∈ C∞(U,A′(Kb, L−∞(X)))•. In addition we ask the property
(1.38) g(y, z)|U×Γβ ∈ C∞(U,S(Γβ , L−∞(X))
for every c < β < c′, uniformly in compact β-intervals, and that the (L−∞(X)-
valued) Laurent coefficients of f(y, z) at the negative powers of z− p, p ∈ piCR(y),
are of finite rank (required to be uniformly bounded in y ∈ U, p ∈ Kb, for every
b = (c, c′, U)). By
(1.39) C∞(Ω,M−∞R (X))
we denote the set of all those f(y, z).
Remark 1.7. Note that for any f(y, z) ∈ C∞(Ω,M−∞R (X)) the system of pairs
R(f) := ⋃y∈ΩR(f)(y) for
(1.40)
R(f)(y) := {(p(y),m(y)) ∈ C×N : p(y) is a pole of f(y, z) of multiplicity m(y)+1}
is a variable discrete Mellin asymptotic type, and R = ⋃f∈C∞(Ω,M−∞R (X))R(f).
Proposition 1.8. Let f(y, z) ∈ C∞(U,A(C \K,E))• for some compact set K ⊂ C
and an open set U ⊂ Rq with compact closure. Then for every β ∈ R there are
0 < ε1 < ε0 < ε for any ε > 0 so small as we want and a decomposition
(1.41) f = f0 + f1, fi ∈ C∞(U,A(C \K,E))•, i = 0, 1,
such that f0 is holomorphic in {Re z > β + ε0} and f1 in {Re z < β + ε1}, for all
y ∈ U.
Proof. We fix any y0 ∈ U and form the set K(y0) of all poles of f(y0, z) in {Re z <
β+ε(y0)} for some ε(y0) < ε. Let C(y0) be a curve counter-clockwise surrounding
K(y0) in the half-plane {Re z < β + ε} such that all the other poles are outside
that curve. Then there is an open neighbourhood U(y0) of y0 such that all poles
of f(y, z), y ∈ U(y0) in {Re z < β + ε(y0)} are surrounded by C(y0). We produce
a ζ ∈ C∞(U(y0),A′(K(y0), E))• in the usual way by
(1.42)
〈ζ(y), h(z)〉 =
∫
C(y0)
f(y, z)h(z)d¯z, h holomorphic in a neighbourhood of K(y0).
Then g0(y, z) := Mr→z(ω(r)〈ζw(y), r−w〉) belongs to C∞(U(y0),A(C \ K,E))•,
and f(y, z) − g0(y, z) is holomorphic in {Re z < β + ε(y0)} for all y ∈ U(y0).
Doing this for every y ∈ U we get an open covering of U by open sets, and
we find a finite subcovering {U(y0), . . . , U(yN )} for some N. Let us denote by
gj the analogue of g0 for the point yj . Then f(y, z) − gj(y, z) is holomorphic
in {Re z < β + ε(yj)} for all y ∈ U(yj). Now for a system of functions {ϕj ∈
C∞0 (U(yj)), j = 0, . . . , N} such that
∑
ϕj ≡ 1 over U we can form f0(y, z) :=
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∑N
j=0 ϕj(y)gj(y, z) ∈ C∞(U,A(C \ K,E))•, and f1(y, z) := f(y, z) − f0(y, z) is
holomorphic in {Re z < β + min0≤j≤N{ε(yj)}}, while f0(y, z) is holomorphic in
{Re z > β + max0≤j≤N{ε(yj)}}, for all y ∈ U. This is the desired construction
where ε1 = min0≤j≤N{ε(yj)}, ε0 = max0≤j≤N{ε(yj)}.
Proposition 1.9. Let fj(y, z) ∈ C∞(Ω,M−∞Rj (X)) for variable discrete Mellin as-
ymptotic types Rj , j = 1, 2; then we have (f1f2)(y, z) ∈ C∞(Ω,M−∞R (X)) for a
resulting R, and the multiplication defines a bilinear map
(1.43) C∞(Ω,M−∞R1 (X))× C∞(Ω,M−∞R2 (X))→ C∞(Ω,M−∞R (X)).
The proof is elementary and left to the reader. Let us only note that the new
asymptotic type R is not only affected by the involved poles and multiplicities but
also by finite parts of Taylor expansions in the holomorphic regions of the factors.
Proposition 1.10. Let f(y, z) ∈ C∞(Ω,M−∞R (X)) for a variable discrete Mellin
asymptotic type R; then we have Dαy f(y, z) ∈ C∞(Ω,M−∞Rα (X)) for every α ∈ Nq
and a resulting Rα, and Dαy induces a linear operator
(1.44) Dαy : C
∞(Ω,M−∞R (X))→ C∞(Ω,M−∞Rα (X)).
Proof. The assertion is a consequence of the fact that the space C∞(U,A(C \
K,E))• is preserved under differentiation with respect to y, cf. [17, Section 1.1.5,
Theorem 6].
Remark 1.11. Our constructions have an analogue in the set-up of continuous
asymptotics. Roughly speaking it suffices to forget about the pointwise discrete
behaviour of analytic functionals and in the first part of Definition 1.6 to ask the
conditions (1.37) for suitable δb ∈ C∞(U,A′(Kb, L−∞(X))). In the second part
of Definition 1.6 we drop the condition on finite rank Laurent coefficients. Then
instead of the asymptotic type R itself we can speak about a system of closed
subsets V ⊂ C, V = V (U), such that V ∩ {c ≤ Re z ≤ c′} is compact for every
c < c′. In some proofs it will be of help first to employ results for continuous
asymptotics and then to observe the corresponding structure in the pointwise
discrete case.
1.3. Smoothing Mellin symbols of the edge calculus
Mellin symbols f ∈ C∞(Ω,M−∞R (X)) give rise to families of operators
(1.45) opβM (f)(y) : C
∞
0 (X
∧)→ C∞(X∧)
for every β ∈ R with piCR(y)∩ Γ1/2−β = ∅. These are involved in operators of the
form
(1.46) ωηr
−µ+jopγj−n/2M (f)(y)ω
′
η : Ks,γ(X∧)→ K∞,γ−µ(X∧)
for some µ ∈ R and j ∈ N, and cut-off functions ω(r), ω′(r),
(1.47) ωη(r) := ω(r[η]),
16 B.-Wolfgang Schulze and Andrea Volpato
etc., η ∈ Rq. Here η 7→ [η] denotes some strictly positive function in C∞(Rq)
with [η] = |η| for |η| ≥ C for some C > 0. The choice of C is unessential; for
the sake of definiteness we assume C = 1. Concerning γj = γj(y) we ask the
conditions piCR(y) ∩ Γ(n+1)/2−γj = ∅ (to avoid poles of f(y) on the integration
line), and γ − j ≤ γj(y) ≤ γ (to have the continuity of the operator (1.46)). For
j = 0 this means that the weight line Γ(n+1)/2−γ remains free of poles of f(y, z)
for all y ∈ Ω. For j > 0 this is not necessary but we pass to fU , the restriction
of f to any U ∈ U ; this is adequate and sufficient for our purposes. In order to
express an operator convention we first note that for every y0 ∈ U there is a γj(y0)
with γ − j ≤ γj(y0) ≤ γ and a neighbourhood U(y0) ∈ U(Ω) of y0 such that
piCR(y)∩Γ(n+1)/2−γj(y0) = ∅ for all y ∈ U(y0). This can be done for every y0 ∈ U,
and since U is compact, there are finitely many points y0, . . . , yN such that the
respective sets U(y0), . . . , U(yN ) form an open covering of U. Choose a system of
functions ϕl ∈ C∞0 (U(yl)), l = 0, . . . , N, such that
∑N
l=0 ϕl(y) = 1 for all y ∈ U.
Then we have f |U (y, z) =
∑N
l=0 ϕl(y)f(y, z) for all y ∈ U. We set
(1.48) ωηr
−µ+jOpγ−n/2M (f |U )(y)ω′η := ωηr−µ+j
N∑
l=0
op
γj(yl)−n/2
M (ϕlf)(y)ω
′
η,
y ∈ U, for a fixed choice of data
(1.49) {U(yl), ϕl, γj(yl)}l=0,...,N .
Remark 1.12. Observe that when we have a sequence of Mellin symbols fjα ∈
C∞(Ω,M−∞Rjα(X)) parametrised by finitely many indices j, α, then, in order to
form expressions like (1.48), the above-mentioned {U(yl), ϕl}l=0,...,N can be chosen
independently of j, α.
Finally, in order to define an operator convention globally over Ω we choose
(1.50) {U ι, ϕι}ι∈I
where U ι, ι ∈ I, is a locally finite covering of Ω by sets U ι ∈ U(Ω) and ϕι, ι ∈ I, a
subordinate partition of unity. Then we define
(1.51) ωηr
−µ+jOpγ−n/2M (f)(y)ω
′
η :=
∑
ι∈I
ϕιωηr
−µ+jOpγ−n/2M (f |Uι)(y)ω′η
The question of characterising remainders under changing the data (1.49), (1.50),
the cut-off functions, or the function η 7→ [η] leads to so-called Green symbols of the
edge calculus, here with variable asymptotics. These will be studied below. For the
moment we fix these data and establish a number of important properties of the op-
erator functions (1.48). First, we have mj(y, η) := ωηr
−µ+jOpγ−n/2M (f |U )(y)ω′η ∈
C∞(U,L(Ks,γ(X∧),K∞,γ−µ(X∧))) for every s and
(1.52) mj(y, λη) = λ
µ−jκλmj(y, η)κ−1λ
for all (y, η), |η| ≥ 1 and λ ≥ 1. Here
(1.53) (κλu)(r, x) := λ
(n+1)/2u(λr, x);
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recall that n = dimX. The operators κλ, λ ∈ R+, form a group action on the spaces
Ks,γ(X∧). In general, by a group action κ = {κλ}λ∈R+ on a Hilbert space H we
understand a group of isomorphisms κλ : H → H,λ ∈ R+, such that κλκλ′ = κλλ′
for every λ, λ′ ∈ R+ and κλh ∈ C(R+, H) for every h ∈ H (i.e. strong continuity).
A similar notation is used when H is replaced by a Fre´chet space E, written as a
projective limit of Hilbert spaces Ej , j ∈ N, and continuous embeddings Ej ↪→ E0
for all j where E0 is endowed with a group action which restricts to a group action
on Ej for every j.
Given two pairs {H,κ}, {H˜, κ˜} of Hilbert spaces with group action, we have spaces
(1.54) Sµ(U × Rq;H, H˜) and Sµcl(U × Rq;H, H˜)
of operator-valued symbols of order µ over an open set U ⊆ Rp. These are defined
as follows. The first space of (1.54) is the set of all a(y, η) ∈ C∞(U ×Rp,L(H, H˜))
such that
(1.55) ‖κ˜−1〈η〉(DαyDβηa(y, η))κ〈η〉‖L(H,H˜) ≤ c〈η〉µ−|β|
for all (y, η) ∈ K × Rq,K b U,α ∈ Np, β ∈ Nq, for constants c = c(K,α, β) > 0.
Remark 1.13. The space
(1.56) S−∞(U × Rq;H, H˜) :=
⋂
µ∈R
Sµ(U × Rq;H, H˜)
is independent of the choice of κ and κ˜.
In fact, there are constants c,M, c˜, M˜ > 0 such that
‖κλ‖L(H) ≤ cmax {λ, λ−1}M , ‖κ˜λ‖L(H˜) ≤ c˜max {λ, λ−1}M˜ .
If δ and δ˜ are other group actions on the respective spaces we have analogous
estimates, with exponents D and D˜, respectively. Thus, (1.55) implies
‖δ˜−1〈η〉(DαyDβηa(y, η))δ〈η〉‖L(H,H˜)
= ‖δ˜−1〈η〉κ˜〈η〉κ˜−1〈η〉(DαyDβηa(y, η))κ〈η〉κ−1〈η〉δ〈η〉‖L(H,H˜)
= ‖δ˜−1〈η〉κ˜〈η〉‖L(H˜)‖κ˜−1〈η〉(DαyDβηa(y, η))κ〈η〉‖L(H,H˜)‖κ−1〈η〉δ〈η〉‖L(H)
≤ c〈η〉ν−|β| for ν = µ+M +D + M˜ + D˜.
(1.57)
In other words, if a symbol is of order µ with respect to κ, κ˜ it is of order ν with
respect to δ, δ˜, and the intersection over all orders is the same in both cases.
Lemma 1.14. A function a(y, η) ∈ C∞(U × Rq,L(H, H˜)) with the homogeneity
property a(y, λη) = λµκ˜λa(y, η)κ
−1
λ for all |η| ≥ C, λ ≥ 1, for some C > 0, belongs
to the space Sµcl(U × Rq;H, H˜).
The proof is of the same structure as in the scalar case where it is evident.
Functions as in Lemma 1.14 will be called homogeneous of order µ for large |η|.
The second space of (1.54) of so-called classical symbols is the set of all a(y, η) ∈
Sµ(U×Rq;H, H˜) such that there are functions aµ−j(y, η) ∈ C∞(U×Rq,L(H, H˜)),
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j ∈ N, homogeneous of order µ − j for large |η|, such that rN (y, η) := a(y, η) −∑N
j=0 aµ−j(y, η) ∈ Sµ−(N+1)(U×Rq;H, H˜), for every N ∈ N. For references below
by
(1.58) S(ν)(U × (Rq \ {0});H, H˜)
we denote the subspace of all a(ν)(y, η) ∈ C∞(U × (Rq \ {0}),L(H, H˜)) with the
homogeneity property
(1.59) a(ν)(y, λη) = λ
ν κ˜λa(ν)(y, η)κ
−1
λ
for all λ ∈ R+, (y, η) ∈ U × (Rq \ {0}). The space (1.58) is Fre´chet in the topology
induced by C∞(U × (Rq \ {0}),L(H, H˜)).
Remark 1.15. The spaces (1.54) are Fre´chet in a natural way. In the case Sµ(U ×
Rq;H, H˜) the best possible constants in the symbolic estimates (1.55) can be
taken as the semi-norm system. For the subspace Sµcl(U ×Rq;H, H˜) we take these
semi-norms as well, and in addition the ones from the homogeneous components
a(µ−j)(y, η) ∈ S(µ−j)(U × (Rq \ {0});H, H˜), uniquely determined by a(y, η), to-
gether with those from the remainders a(y, η)−∑Nj=0 χ(η)a(µ−j)(y, η) in the space
Sµ−(N+1)(U × Rq;H, H˜), for any excision function χ.
Analogous constuctions make sense when we replace H˜ by a Fre´chet space E
with group action. Then, with the above notation,
(1.60) Sµ(cl)(U × Rq;H,E) := lim←−
j∈N
Sµ(cl)(U × Rq;H,Ej).
Subscript “(cl)” is used when we refer both to the classical and the general case.
There is also a notion of symbols when both spaces are Fre´chet with group action,
cf., for instance, [20], but this is not so urgent at the moment. Let Sµ(cl)(R
q; ·, ·)
denote the respective subspaces of symbols that are independent of y.
Clearly the choice of the group actions affects our symbol spaces, cf. also the
estimates (1.57). If necessary we write Sµ(cl)(U × Rq; ·, ·)κ,κ˜. In the definitions we
also admit the case of trivial group actions (i.e. identity operators for all λ ∈ R+).
These are always taken when the Hilbert space is of finite dimension. If both H
and H˜ are equal to C then we recover the scalar symbol spaces Sµ(cl)(U × Rq).
Let us set
(1.61) m(y, η) :=
k∑
j=0
∑
|α|≤j
ωηr
−µ+jOpγ−n/2M (fjα)(y)η
αω′η
for elements fjα(y, z) ∈ C∞(Ω,M−∞Rjα(X)) for variable discrete Mellin asymptotic
types Rjα.
Proposition 1.16. We have m(y, η) ∈ Sµcl(Ω×Rq;Ks,γ(X∧),K∞,γ−µ(X∧)) for every
s ∈ R.
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Proof. The (j, α)th summand of (1.61) is homogeneous of order µ − j + |α| for
large |η|. Thus, it suffices to apply Lemma 1.14.
Operator functions m(y, η) of the form (1.61) will be referred to as smoothing
Mellin symbols of the edge calculus, here with variable discrete asymptotics.
Proposition 1.17. The family m∗(y, η) of formal adjoints of (1.61), defined by
(m(y, η)u, v)K0,0(X∧) = (u,m∗(y, η)v)K0,0(X∧) for all u, v ∈ C∞0 (X∧), has the form
(1.62) m∗(y, η) =
k∑
j=0
∑
|α|≤j
ω′ηOp
−γ−n/2
M (f
∗
jα)(y)r
−µ+jηαωη
where
∑k
j=0
∑
|α|≤j
∑
ι∈I
∑N
l=0 ω
′
ηϕ
ιϕlop
−γj(yl)−n/2
M (f
∗
jα)(y)r
−µ+jηαωη is the in-
terpretation of the right hand side of (1.62), and f∗jα(y, z) = f
(∗)
jα (y, n+1−z) with
(∗) as the pointwise formal adjoint of operators over X.
Proof. The formal adjoint can be carried out for the involved summands sepa-
rately; then the assertion follows by a straightforward computation.
Let us now compare operators op
δ−n/2
M (f)(y) and op
δ+β−n/2
M (f)(y) for differ-
ent δ, β ∈ R and f ∈ C∞(Ω,M−∞R (X)) under the assumption piCR(y)
∩{Γ(n+1)/2−δ ∪Γ(n+1)/2−(δ+β)} = ∅ for all y ∈ U, for some U ∈ U(Ω), first applied
to functions in C∞0 (X
∧). Writing (Tσf)(y, z) = f(y, z+ σ) for any real σ we have
op
δ−n/2
M (f) = r
δ−n/2opM (T
−δ+n/2f)r−δ+n/2
for opM := op
0
M , and op
δ+β−n/2
M (f) = r
βop
δ−n/2
M (T
−βf)r−β . We assume u ∈
C∞0 (R+, C∞(X)); then Mu(z) ∈ A(C, C∞(X)) is strongly decreasing on lines
parallel to the imaginary axis, uniformly in finite intervals with respect to the real
part. Thus,
op
δ+β−n/2
M (f)(y)u(r) = r
βop
δ−n/2
M (T
−βf)(y)r−βu(r)
=
∫
Γ(n+1)/2−δ
r−z+βf(y, z − β)(Mu)(z − β)d¯z
=
∫
Γ(n+1)/2−(δ+β)
r−wf(y, w)Mu(w)d¯w
=
∫
Γ(n+1)/2−δ
r−zf(y, z)Mu(z)d¯z +G(y)u(r)
(1.63)
for
(1.64) G(y)u(r) :=
∫
∆δ,β
r−zf(y, z)Mu(z)d¯z
where ∆δ,β = Γ(n+1)/2−δ ∪ Γ(n+1)/2−(δ+β). In other words,
(1.65) G(y) := op
δ+β−n/2
M (f)(y)− opδ−n/2M (f)(y).
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The numbers δ and β are arbitrary; thus, without loss of generality we assume
β > 0. The orientation of parallels to the imaginary axis is from Im z = −∞ to
+∞. Thus, ∆δ,β in (1.64) may be replaced by a compact smooth counter-clockwise
oriented curve Cδ,β in the strip {(n + 1)/2 − (δ + β) < Re z < (n + 1)/2 − δ},
surrounding all poles of f(y, z) in this strip for all y ∈ U. From (1.64), (1.65) it
follows that
g(y, η)u(r) := ωηop
δ+β−n/2
M (f)(y)ω
′
ηu(r)− ωηopδ−n/2M (f)(y)ω′ηu(r)
= ωη
∫ ∞
0
{∫
Cδ,β
(r/r′)−zf(y, z)d¯z
}
u(r′)ω′η(r
′)dr′/r′
= ωη
∫ ∞
0
{∫
Cδ,β
(r[η]/r′[η])−zf(y, z)d¯z
}
u(r′)ω′η(r
′)dr′/r′.
(1.66)
1.4. Green symbols
Green symbols are specific operator-valued symbols, well-known in the special case
of (pseudo-differential) boundary value problems, where the associated so-called
Green operators characterise the contribution from the boundary in parametrices
of elliptic problems. For instance, the Green function of the Dirichlet problem for
the Laplace equation in a smooth domain is a sum of such a Green operator and a
fundamental solution of the Laplacian. The situation is similar for edge problems
where the boundary is substituted by an edge, and the half space, locally mod-
elling the domain near the boundary, is replaced by a wedge. In contrast to the
comparatively very simple case of boundary value problems with the transmission
property at the boundary (the Dirichlet problem for the Laplacian is just of that
type) the Green symbols in edge problems inherit the full complexity of asymp-
totic phenomena such as variable discrete asymptotics coming from meromorphic
inverses of families of Mellin symbols, and it is necessary to analyse their nature
in a separate consideration.
In studying boundary or edge problems one of the main issues is to recognise
the structure (and, of course, also the role) of the Green symbols in the calcu-
lus. Recall that in boundary value problems with the transmission property at
the boundary a Green symbol of order m (and type 0) is a g(y, η) ∈ C∞(U ×
Rq,L(L2(R+), L2(R+))) which has the structure of a symbol such that
(1.67) g(y, η), g∗(y, η) ∈ Smcl (U × Rq;L2(R+),S(R+)).
Here ∗ means the (y, η)-wise L2(R+)-adjoint, the open set U ⊆ Rq corresponds
to a chart on the boundary of dimension q, moreover, R+ to the inner normal,
and S(R+) = S(R)|R+ . As the group action in (1.67) we take κλ : u(r) 7→
λ1/2u(λr), λ ∈ R+, which also makes sense on S(R+) = proj limj∈N〈r〉−jHj(R+).
A Green symbol of the edge calculus is a
g(y, η) ∈ C∞(U × Rq,L(Ks,γ(X∧),K∞,γ−µ(X∧)))
for some weight shift parameter µ, such that
(1.68) g(y, η) ∈ Smcl (U × Rq;Ks,γ;g(X∧),K∞,γ−µ;∞P (X∧)),
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(1.69) g∗(y, η) ∈ Smcl (U × Rq;Ks,−γ+µ;g(X∧),K∞,−γ;∞Q (X∧))
for every s, g ∈ R. In this case the open set U ⊆ Rq corresponds to a chart on the
edge of dimension q, and P,Q indicate certain additional asymptotic properties
in the spaces in the image. Note that the conditions in (1.67) concerning S(R+)
just imply Taylor asymptotics in the image at the boundary. In the edge case
we have to be aware that the asymptotic properties may depend on the variable
y. The relations (1.68) and (1.69) make sense with spaces with constant discrete
asymptotic types P,Q as in Section 2.1. There are also continuous asymptotic
types that admit such a definition, cf. [17], [20], or [22]. However, in the variable
discrete case we should find an alternative description, since the involved spaces,
e.g. K∞,γ−µ;∞P(y) (X∧) depend on y ∈ U. Let us assume for the moment that P and
Q are constant discrete asymptotic types. Then we have a representation of Green
symbols by a kernel function.
Given a Fre´chet space E by Sm(U × Rq, E) for an open set U ⊆ Rp we denote
the set of all a(y, η) ∈ C∞(U × Rq, E) such that for every pi (belonging to the
countable system of semi-norms of E) we have pi(DαyD
β
ηa(y, η)) ≤ c〈η〉m−|β| for
all (y, η) ∈ K×Rq and K b U, for all multi-indices α ∈ Np, β ∈ Rq, and constants
c = c(α, β,K) > 0. Moreover, Smcl (U × Rq, E), the subspace of classical E-valued
symbols a(y, η) is defined by the condition of existence of functions am−j(y, η) ∈
C∞(U × Rq, E), j ∈ N, with am−j(y, λη) = λm−jam−j(y, η) for all λ ≥ 1, |η| ≥ C
for some C > 0, and a(y, η)−∑Nj=0 am−j(y, η) ∈ Sm−(N+1)(U × Rq, E) for every
N ∈ N.
Now let us set E := E1 ∩ E2 for
E1 := K∞,γ−µ;∞P (X∧r,x)⊗ˆpiK∞,−γ;∞(X∧r′,x′),
E2 := K∞,γ−µ;∞(X∧r,x)⊗ˆpiK∞,−γ;∞Q (X
∧
r′,x′)
(1.70)
where ⊗ˆpi indicates the completed projective tensor product between the respective
Fre´chet spaces, and Q = {(q,m) : (q,m) ∈ Q}.
Theorem 1.18. Consider a function
(1.71) k(y, η; r, x, r′, x′) ∈ Sνcl(U × Rq, E),
U ⊆ Rq open, for discrete asymptotic types P and Q associated with the weight
data (γ − µ,Θ) and (−γ,Θ), respectively. Then the family of mappings
(1.72) g(y, η) : u 7→
∫
X
∫ ∞
0
k(y, η; r[η], x, r′[η], x′)u(r′, x′)(r′)ndr′dx′
defines a Green symbol in the sense of the relations (1.68), (1.69), for ν = m+n+1.
Conversely, every such g(y, η) admits a representation (1.72) for some k as in
(1.71).
The first part of the latter theorem is straightforward. The second part is
proved in [22] (also in the version of continuous asymptotics). Note that Green
symbols are (y, η)-wise Green operators in the cone algebra on the (open stretched)
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infinite cone X∧. These have kernel characterisations, too; they can be obtained
in a much more precise form, cf. the paper of Seiler [26].
Remark 1.19. The choice of the function η 7→ [η] in (1.72) affects the respective
symbol by a Green symbol of order −∞.
In fact, if η → [η]1 is another function of this type (i.e. smooth, strictly
positive, and equal to |η| for large |η|) then
k(y, η; r[η], x, r′[η], x′)− k(y, η; r[η]1, x, r′[η]1, x′)
is of compact support in η and hence generates via (1.72) a symbol with the
properties (1.68), (1.69), for m = −∞. Let us now assume the weight interval Θ
to be finite (the infinite case is then automatic since it is reduced to the case of
any finite Θ). Similarly as (1.8) we have a direct decomposition
(1.73) K∞,γ−µ;∞P (X∧) = K∞,γ−µ;∞Θ (X∧) + EP
which allows us to write K∞,γ−µ;∞P (X∧)⊗ˆpiK∞,−γ;∞(X∧) = E1Θ + E1P for
(1.74) E1Θ := K∞,γ−µ;∞Θ (X∧)⊗ˆpiK∞,−γ;∞(X∧), E1P := EP⊗ˆpiK∞,−γ;∞(X∧).
In a similar manner, we obtain K∞,γ−µ;∞(X∧)⊗ˆpiK∞,−γ;∞Q (X∧) = E2Θ +E2Q
for
(1.75) E2Θ := K∞,γ−µ;∞(X∧)⊗ˆpiK∞,−γ;∞Θ (X∧), E2Q := K∞,γ−µ;∞(X∧)⊗ˆpiEQ.
The property (1.71) is equivalent to k(y, η; r, x, r′, x′) ∈ Sνcl(U × Rq, Ei)
for i = 1, 2, or
k(y, η; r, x, r′, x′) ∈ Sνcl(U × Rq, E1P) + Sνcl(U × Rq, E1Θ),
k(y, η; r, x, r′, x′) ∈ Sνcl(U × Rq, E2Q) + Sνcl(U × Rq, E2Θ).
(1.76)
Applying (1.72) to the decompositions (1.76) we obtain
(1.77) g(y, η) = g1P(y, η) + g
1
Θ(y, η), g
∗(y, η) = g2Q(y, η) + g
2
Θ(y, η)
with obvious meaning of notation. The summands with subscript Θ represent sym-
bols that produce flatness of order Θ (relative to the involved weights) under the
mappings. The specific parts are those with P and Q, respectively. Let us consider,
for instance, P. The space EP consists of all functions of the form ω(r)〈ζz, r−z〉
(with the pairing in z) for arbitrary ζ ∈ A′(piCP, C∞(X)) that are represented by
C∞(X)-valued meromorphic functions with poles at the points pj ∈ piCP of mul-
tiplicity mj + 1, j = 0, . . . , NP , cf. the formula (1.6). Analogously, in connection
with Q we speak about the points ql ∈ piCQ of multiplicity nl + 1, l = 0, . . . , NQ.
This gives us the following result.
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Theorem 1.20. A Green symbol g(y, η) as in Theorem 1.18 is characterised by the
decompositions (1.77) for flat symbols giΘ(y, η), i = 1, 2, and asymptotic parts
g1P(y, η)u(r, x) =
∫ ∫ ∞
0
ωη(r)〈ζ1(y, η, r′[η], x, x′), (r[η])−z〉u(r′, x′))(r′)ndr′dx′,
g2Q(y, η)v(r
′, x′) =
∫ ∫ ∞
0
ωη(r
′)〈ζ2(y, η, r[η], x, x′), (r′[η])−z〉v(r, x))rndrdx.
(1.78)
for ζ1 ∈ A′(piCP, Sνcl(U ×Rq, C∞(Xx)⊗ˆpiK∞,−γ;∞(X∧r′,x′))), represented by mero-
morphic functions with poles at the points pj ∈ piCP of multiplicity mj + 1, j =
0, . . . , NP , and ζ2 ∈ A′(piCQ,Sνcl(U × Rq, C∞(Xx′)⊗ˆpiK∞,−γ+µ;∞(X∧r,x))), repre-
sented by meromorphic functions with poles at the points ql ∈ piCQ of multiplicity
nl + 1, l = 0, . . . , NQ.
Remark 1.21. Theorem 1.20 has an immediate analogue in the case of continuous
asymptotics, cf. [22]. If the carriers of the involved asymptotic types are compact
sets in the respective weight strips, i.e. K ⊂ {(n + 1)/2 − (γ − µ) + ϑ < Re z <
(n + 1)/2 − (γ − µ)} in the case of P, and similarly for Q, the formal scheme of
the proof is the same as for Theorem 1.20.
In fact, we have a decomposition analogously as (1.73), namely,
(1.79) K∞,γ−µ;∞P (X∧) = K∞,γ−µ;∞Θ (X∧) + EK
for
(1.80) EK := {ω(r)〈ζ, r−z〉 : ζ ∈ A′(K,C∞(X))},
and similarly for Q for another compact set. In the following we argue for P; the
constructions for Q are analogous. Similarly as (1.74) we can form
(1.81) EK := EK⊗ˆpiK∞,−γ;∞(X∧)
and replace Sνcl(U × Rq, E1P) by its continuous analogue
Sνcl(U × Rq, E1K) = C∞(U, Sνcl(Rq, E1K)) = Sνcl(Rq, C∞(U,E1K)).
The latter space can be identified with
(1.82) Sνcl(Rq, C∞(U, EK))⊗ˆpiK∞,−γ;∞(X∧).
This allows us to formulate an analogue for the variable discrete case, namely, to
replace C∞(U, EK) in (1.82) by
(1.83) {ω(r)〈ζ, r−z〉 : ζ ∈ C∞(U,A′(K,C∞(X))•}.
However, in order to have reasonable Fre´chet space structures the variable discrete
behaviour will be controlled by corresponding asymptotic types:
Definition 1.22. A variable discrete asymptotic type P over an open set Ω ⊆ Rq
associated with the weight data (γ,Θ),Θ = (ϑ, 0],∞ < ϑ < 0, is a system of
sequences
(1.84) P(y) = {(pj(y),mj(y))}j=0,...,J(y)
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for J(y) ∈ N, y ∈ Ω, such that piCP(y) = {(pj(y))}j=0,...,J(y) ⊆ {(n + 1)/2 −
γ + ϑ < Re z < (n + 1)/2 − γ} for all y ∈ Ω, and for every b := (c, U) with
(n+ 1)/2− γ + ϑ < c < (n+ 1)/2− γ, U ∈ U(Ω), there are sets
(1.85) {Ui}0≤i≤N , {Ki}0≤i≤N
for some N = N(b) ∈ N where Ui ∈ U(Ω), 0 ≤ i ≤ N, form an open covering of U,
moreover, Ki b C, and
(1.86) Ki ⊂ {c− εi < Re z < (n+ 1)/2− γ} for some εi > 0,
(1.87) piCP(y) ∩ {c− εi < Re z} ⊂ Ki for all y ∈ Ui,
and supy∈Ui
∑
j(1 +mj(y)) <∞ where the sum is taken over those 0 ≤ j ≤ J(y)
such that pj(y) ∈ Ki, i = 0, . . . , N.
We will say that a variable discrete asymptotic type P satisfies the shadow
condition if
(p(y),m(y)) ∈ P(y) implies (p(y)− l,m(y)) ∈ P(y)
for all l = l(y) ∈ N such that Re p(y)− l > (n+ 1)/2− γ + ϑ, y ∈ Ω.
(1.88)
Similarly as in Section 2.2 we can restrict P to open sets U ⊆ Ω and sets A ⊂ C
which gives us again variable discrete asymptotic types pAP|U associated with
(γ,Θ).Moreover, if E is a Fre´chet space we say that a system of E-valued meromor-
phic functions f(y, z), y ∈ Ω, in the strip {(n+1)/2−γ+ϑ < Re z < (n+1)/2−γ}
is subordinate to the variable discrete asymptotic type P over Ω as in Definition
1.22 if for any y0 ∈ Ω every pole p of f(y0, z) belongs to piCP(y0), say, p = pj(y0)
for some j, and its multiplicity is ≤ mj(y0) + 1.
For every b = (c, U) and Ui,Ki as in Definition 1.22 we choose smooth compact
curves Ci in the strips {c − εi < Re z < (n + 1)/2 − γ}, counter-clockwise sur-
rounding the compact sets Ki, and we define δi(y) ∈ A′(Ki, E) by 〈δi(y), h〉 :=∫
Ci
f(y, z)h(z)d¯z, h ∈ A(C), y ∈ Ui. The function f is called smooth in y if
δi(y) ∈ C∞(Ui,A′(Ki, E))• for every i. This gives us elements
(1.89) fi(y, z) := Mr→zω(r)〈δi,w, r−w〉 ∈ C∞(Ui,A(C\Ki, E))•, i = 0, . . . , N(b).
Let fb(y, z) :=
∑N(b)
i=0 ϕi(y)fi(y, z) for functions ϕi(y) ∈ C∞0 (Ui) with
∑N(b)
i=0 ϕi(y)
= 1 for all y ∈ U, and δb(y, z) :=
∑N(b)
i=0 ϕi(y)δi(y, z). Then
(1.90) δb ∈ C∞(U,A′(Kb, E))•
for Kb :=
⋃N(U)
i=0 Ki, moreover, fb(y, z) := Mr→zω(r)〈δb,w, r−w〉 ∈ C∞(U,A(C \
Kb, E))
•, and
(1.91) f(y, z)− fb(y, z) ∈ C∞(U,A({c− ε < Re z < (n+ 1)/2− γ}, E))
for any 0 < ε < mini=0,...,N(b){εi} =: ε(b). In the following definition we set
(1.92) E1 := Sνcl(Rq, C∞(Xx)⊗ˆpiK∞,−γ;∞(X∧r′,x′)),
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(1.93) E2 := Sνcl(Rq, C∞(Xx′)⊗ˆpiK∞,−γ+µ;∞(X∧r,x))
for ν := m+ n+ 1.
Definition 1.23. The space RmG (Ω×Rq,g)P,Q,g = (γ, γ−µ,Θ), of Green symbols
of order m ∈ R with variable discrete asymptotic types P and Q associated with
the weight data (γ − µ,Θ) and (−γ,Θ), respectively, is defined to be the set of
(1.94) g(y, η) ∈ Smcl (Ω× Rq;Ks,γ;e(X∧),K∞,γ−µ;∞(X∧)),
with
(1.95) g∗(y, η) ∈ Smcl (Ω× Rq;Ks,−γ+µ;e(X∧),K∞,−γ;∞(X∧))
for every s, e ∈ R, such that for every b1 := (c1, U) ∈ ((n+ 1)/2− (γ−µ) +ϑ, (n+
1)/2− (γ − µ))× U(Ω), b2 := (c2, U) ∈ ((n+ 1)/2 + γ + ϑ, (n+ 1)/2 + γ)× U(Ω)
there are K1b1 b {(n + 1)/2 − (γ − µ) + ϑ < Re z < (n + 1)/2 − (γ − µ)}, K2b2 b
{(n+ 1)/2 + γ + ϑ < Re z < (n+ 1)/2 + γ} and elements
(1.96) ζlbl ∈ C∞(U,A′(Klbl , El))•, l = 1, 2,
described by families f lbl(y, z) of E
l-valued meromorphic functions over U, subor-
dinate to the variable discrete asymptotic type P|U for l = 1 and Q|U for l = 2,
such that for
gb1,P(y, η)u(r, x) :=
∫ ∫ ∞
0
ωη(r)〈ζ1b1(y, η, r′[η], x, x′),(r[η])−z〉u(r′, x′))(r′)ndr′dx′,
gb2,Q(y, η)v(r′, x′) :=
∫ ∫ ∞
0
ωη(r
′)〈ζ2b2(y, η, r[η], x, x′), (r′[η])−z〉v(r, x))rndrdx.
(1.97)
we have
g(y, η)− gb1,P(y, η) ∈ Smcl (U × Rq;Ks,γ;g(X∧),K∞,γ−µ+β
1;∞(X∧)),
g∗(y, η)− gb2,Q(y, η) ∈ Smcl (U × Rq;Ks,−γ+µ;g(X∧),K∞,−γ+β
2;∞(X∧))
(1.98)
for β1 = β10 + ε for any 0 < ε < ε
1 = ε1(b1), β10 := (n + 1)/2 − (γ − µ) − c1, and
β2 = β20 + ε for any 0 < ε < ε
2 = ε2(b2), β20 := (n + 1)/2 + γ − c2 (for brevity in
(1.98) we wrote g(y, η) rather than g(y, η)|U×Rq ). We set
(1.99) RmG (Ω× Rq,g) :=
⋃
P,Q
RmG (Ω× Rq,g)P,Q.
Remark 1.24. The space RmG (Ω× Rq,g)P,Q is Fre´chet in a natural way.
In fact, the arguments concerning the asymptotic part are similar to those
for Proposition 1.5. A special subspace of Green symbols is
(1.100) RmG (Ω× Rq)O,
the set of symbols g(y, η) of infinite flatness, defined by the properties
(1.101) g(y, η), g∗(y, η) ∈ Smcl (Ω× Rq;Ks,γ;e(X∧),K∞,δ;∞(X∧)),
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for any reals γ, δ, e. Observe that
(1.102) g(y, η) ∈ RmG (Ω× Rq,g)P,Q ⇔ g∗(y, η) ∈ RmG (Ω× Rq,g∗)Q,P
for g = (−γ + µ,−γ,Θ).
Remark 1.25. Definition 1.23 admits a straightforward generalisation to a notion
of Green symbols g(y, η) between any pairs of weights γ, δ rather than γ, γ − µ.
However, the main application here concerns the weight shift µ which is coming
from the order of the non-smoothing operators in the edge calculus.
For references below we fix the following notation.
Definition 1.26. The space
(1.103) RµM+G(Ω× Rq,g)
for g = (γ, γ − µ,Θ),Θ = (−(k + 1), 0], k ∈ N, is the set of all operator functions
(m+ g)(y, η) for any m(y, η) of the form (1.61) and g(y, η) ∈ RµG(Ω× Rq,g).
Proposition 1.27. Let g(y, η) ∈ RmG (Ω × Rq,g),g = (γ, γ − µ,Θ). Then we have
the following properties:
(i) rjg(y, η), g(y, η)rj ∈ Rm−jG (Ω× Rq,g) for every j ∈ N;
(ii) a(y, η)g(y, η) ∈ Rm+νG (Ω× Rq,g) for every a(y, η) ∈ Sνcl(Ω× Rq);
(iii) DαyD
β
η g(y, η) ∈ Rm−|β|G (Ω× Rq,g) for every α, β ∈ Nq.
Proof. (i) From the first relation of (1.98) it follows that rjg(y, η)−rjgb1,P(y, η) ∈
Sm−jcl (U×Rq;Ks,γ;g(X∧),K∞,γ−µ+β
1;∞(X∧)). Thus, setting for the moment g˜b1,P
(y, η) := rjgb1,P(y, η) we have to show that there is a ζ˜1b1 of analogous structure
as (1.96) for l = 1 such that there is an analogous relation between g˜b1,P and ζ˜1b1
as in (1.97). Multiplying the right hand side of (1.97) by rj gives us
rj
∫ ∫ ∞
0
ωη(r)〈ζ1b1(y, η, r′[η], x, x′), (r[η])−z〉u(r′, x′))(r′)ndr′dx′
=
∫ ∫ ∞
0
ωη(r)〈[η]−jζ1b1(y, η, r′[η], x, x′), (r[η])−z+j〉u(r′, x′))(r′)ndr′dx′
=
∫ ∫ ∞
0
ωη(r)〈[η]−j(T−jζ1b1)(y, η, r′[η], x, x′), (r[η])−z〉u(r′, x′))(r′)ndr′dx′.
(1.104)
Here T−jζ means the analytic functional translated to the left in the complex
plane, defined by 〈T−jζ, h〉 = 〈ζ, T−jh〉 for (T−jh)(z) = h(z − j). Because of
the factor [η]−j we have ζ˜1b1 = [η]
−j(T−jζ1b1) ∈ C∞(U,A′(K˜1b1 , [η]−jE1))• (in the
notation of (1.92)) where K˜1b1 is the translation of K
1
b1 to the left by −j. In
particular, the order in η is diminished by j. Concerning the position of K˜1b1 relative
to the original weight strip it might happen now that this set has a non-trivial
intersection with Γ(n+1)/2−(γ−µ)+ϑ. However, we can write ζ˜1b1 as a sum ζ˜
1
b1,0 + ζ˜
1
b1,1
where the first summand contributes a flat symbol of order m − j in the sense
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of the first relation of (1.98) while the second summand belongs to a family of
analytic functionals carried by a compact set in {(n+ 1)/2− (γ−µ) +ϑ < Re z <
(n + 1)/2 − (γ − µ)}, as required in the definition, cf. analogously, Proposition
1.8. Thus, we have characterised rjg(y, η) in the desired way. The arguments for
g(y, η)rj are similar when we pass to the formal adjoint, cf. also the relation (1.102).
(ii) is straightforward. (iii) Derivatives in y, η may be carried out in the relations
(1.98), because of the symbolic estimates (1.55). The η-differentiations of (1.97)
are straightforward concerning the first η-variables, while in the differentiations
with respect to the remaining η-dependence we produce extra powers of r and r′
that can be treated in a similar manner as in the proof of (i). Differentiations in y
are possible for similar reasons as in the proof of Proposition 1.10.
Proposition 1.28. Let gj(y, η) ∈ Rm−jG (Ω × Rq,g)P,Q, j ∈ N, be arbitrary Green
symbols with j-independent asymptotic types P,Q. Then there is an asymptotic
sum g(y, η) ∼ ∑∞j=0 gj(y, η) in RmG (Ω × Rq,g)P,Q in the sense that g(y, η) −∑N
j=0 gj(y, η) ∈ Rm−(N+1)G (Ω × Rq,g)P,Q for every N ∈ N, and g(y, η) is unique
modR−∞G (Ω× Rq,g)P,Q.
Proof. We employ the Fre´chet topology of the space RmG (Ω×Rq,g)P,Q, cf. Remark
1.24, and g(y, η) as a convergent sum
∑∞
j=0 χ(η/cj)gj(y, η) for an excision function
χ(η) and a sequence cj > 0 tending to ∞ sufficiently fast as j →∞.
Let us now turn to other properties of Green and Mellin symbols that play
a role in the calculus.
Proposition 1.29. Let U ∈ U(Ω) and consider an f ∈ C∞0 (U,M−∞R (X)) such that
piCR∩Γ(n+1)/2−γ = ∅ for all y ∈ U, and set m(y, η) := r−µωηopγ−n/2M (f)ω′η. Then
we have
(1.105) Dαηm(y, η) ∈ Rµ−|α|G (Ω× Rq,g)
for every α ∈ N, α 6= 0,g = (γ, γ − µ,Θ).
Proof. For our Mellin operators we assume that Θ is finite, i.e. Θ = (−(k + 1), 0]
for some k ∈ N. We study, for instance, the derivative ∂ηj for any 0 ≤ j ≤ q. Then
the assertion for higher derivatives is a consequence of Proposition 1.27, (iii). We
have
∂ηjm(y, η) = r
−(µ−1){ωηopγ−n/2M (f)(y)(∂ηjω′η) + (∂ηjωη)opγ−n/2M (f)(y)ω′η}.
The first summand can be written as
(1.106) g1(y, η) = r
−(µ−1)ωηop
γ−n/2
M (f)(y)ϕη∂ηj [η]
for ϕ := ∂rω ∈ C∞0 (R+), ϕη(r) = ϕ(r[η]). Since ∂ηj [η] ∈ S0cl(Ω × Rq) by virtue of
Proposition 1.27 it suffices to show g0(y, η) := r
−µωηop
γ−n/2
M (f)(y)ϕη ∈ RµG(Ω ×
Rq,g). As noted in Remark 1.11 it makes sense first to interpret f is a Mellin
symbol with continuous asymptotics, carried by the compact setKb as in Definition
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1.6. For sufficiently large β > 0 the Mellin symbol f(y, z) is holomorphic in a
neighbourhood of the weight line Γ(n+1)/2−(γ+β), and we can form
(1.107) g2(y, η) := ωηop
(γ+β)−n/2
M (f)(y)ϕη − ωηopγ−n/2M (f)(y)ϕη.
Similarly as (1.66) we have
(1.108) g2(y, η) = ωη
∫ ∞
0
{∫
Cγ,β
(r[η]/r′[η])−zf(y, z)d¯z
}
u(r′)ϕη(r′)dr′/r′
(for the computation it is unessential that we have ϕη on the right instead of ωη).
For sufficiently large β we have
g0(y, η) := r
−(µ−1)ωηop
(γ+β)−n/2
M (f)(y)ϕη∂ηj [η] ∈ Rµ−1G (U × Rq,g)O
(the latter observation has nothing to do with the asymptotic nature of f). Thus,
it remains to verify that r−(µ−1)g2(y, η)∂ηj [η] is a Green symbol of order µ − 1.
Because of a(η)∂ηj [η] ∈ S0cl(Rq) and Proposition 1.27 (ii) we may ignore a(η).
Moreover, write r−(µ−1) = [η]µ−1(r[η])−(µ−1) and [η]µ−1 ∈ Sµ−1cl (Rq). Again by
virtue of Proposition 1.27 (ii) it suffices to show that g3(y, η) := r([η])
−(µ−1)g2(y, η)
is a Green symbol of order 0, more precisely,
g3(y, η)u(r) = (r[η])
−(µ−1)ωη(r)
∫ ∞
0
{∫
Cγ,β
(r[η]/r′[η])−zf(y, z)d¯z
}
u(r′)ϕη(r′)dr′/r′
=
∫ ∞
0
ωη(r)〈ζ1b1(y, η, r′[η]), (r[η])−z〉u(r′))(r′)ndr′ + g4(y, η),
(1.109)
in the notation of the first expression of (1.97) (we now suppressed the variables
x, x′ that are involved via an integration with a kernel in C∞(Xx × Xx′); such
an abbreviation is contained in (1.108) anyway). g4(y, η) will be a flat remainder
of a similar meaning as the difference in the first relation of (1.98). According to
(1.97), (1.96), we have to recognise that
ζ1b1(y, η, r
′) ∈ C∞(U,A′(K1b1E1))•,
here for E1 := Sνcl(Rq, C∞(Xx)⊗ˆpiK∞,−γ;∞(X∧r′,x′)), ν = n + 1, cf. the formula
(1.92). By reformulating the expression in the middle of (1.109) we obtain
g3(y, η) = ωη(r)
∫ ∞
0
{∫
Cγ,β
ϕη(r
′)[η]n+1(r′[η])z−n−1f(y, z)(r[η])−z−µ+1d¯z
}
u(r′)(r′)ndr′/r′,
(1.110)
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which yields after substituting z = w − µ+ 1
g3(y, η) = ωη(r)
∫ ∞
0
{∫
Cγ−µ+1,β
ϕη(r
′)[η]n+1(r′[η])w−µ−nf(y, w − µ+ 1)
(r[η])−wd¯w
}
u(r′)(r′)ndr′/r′.
(1.111)
The curve Cγ−µ+1,β surrounds the poles of (r′[η])w−µ−nf(y, w − µ + 1) for all
y ∈ U, and the integration against a holomorphic function in w represents a family
of analytic functionals carried by a compact set in the strip {(n + 1)/2 − (γ −
µ + 1 + β) < Rew < (n + 1)/2 − (γ − µ + 1)}, pointwise discrete and of finite
order. Recall that β > 0 is chosen as large as we want, but for the connection with
a variable discrete asymptotic type we only need the poles of real part > c for
some c ∈ {(n + 1)/2 − (γ − (k + 1)) < Rew < (n + 1)/2 − γ},Θ = (−(k + 1), 0].
Analogously as Proposition 1.8 we find a decomposition f = f0 + f1 such that
f0 is holomorphic in {Rew > c − ε0} and f1 in {Rew < c − ε1} for some small
0 < ε0 < ε1. This gives us a decomposition of the right hand side of (1.111).
Because of the position of the poles in corresponding half-planes we may replace
the curves for the integrals with fi by curves Ci surrounding the poles of fi, i = 0, 1,
such that C0 is contained in Rew < c − ε′0 and C1 in Rew > c − ε′1 for certain
0 < ε′0 < ε0, 0 < ε1ε
′
1, c− ε′1 > (n+ 1)/2− (γ − (k + 1)). Then we may set
g4(y, η) = ωη(r)
∫ ∞
0
{∫
C0
ϕη(r
′)[η]n+1(r′[η])w−µ−nf0(y, w − µ+ 1)
(r[η])−wd¯w
}
u(r′)(r′)ndr′/r′,
(1.112)
and define ζ1b1 by
〈ζ1b1(y, η,r′[η]), (r[η])−z〉
:=
∫
C1
ϕη(r
′)[η]n+1(r′[η])w−µ−nf1(y, w − µ+ 1)(r[η])−wd¯w.
(1.113)
To finish the proof it remains to note that for the formal adjoint of g1(y, η) we
have ζ2b2 = 0 in the characterisation (1.98), since ϕ ∈ C∞0 (R+). Moreover, the
formal adjoint of the second summand in (1.106) is of the same structure as the
first one.
Proposition 1.30. Let fjα(y, z) ∈ C∞(Ω,M−∞Rjα(X)) for variable discrete Mellin
asymptotic types Rjα, |α| ≤ j, j = 0, . . . , k, form the operator functions (1.61),
and
(1.114) m˜(y, η) :=
k∑
j=0
∑
|α|≤j
ω˜ηr
−µ+jO˜p
γ−n/2
M (fjα)(y)η
αω˜′η
30 B.-Wolfgang Schulze and Andrea Volpato
where O˜p
γ−n/2
M (·) indicates the corresponding operators for another choice of data
(1.49), (1.50), and ω˜, ω˜′ are other cut-off functions. Then
(1.115) g(y, η) := m(y, η)− m˜(y, η)
is a Green symbol of order µ in the sense of Definition 1.23.
Proof. The notation in (1.30) refers to (1.61), (1.48). The assertion can be reduced
to a decomposition of the operators with respect to a joint refinement of the
open coverings and to a common partition of unity. Then we may compare the
summands separately. Thus, if f ∈ C∞0 (U,M−∞R (X)) is given for an open set U ,
we consider two operators
(1.116)
m(y, η) := ωηr
−µ+jopγj−n/2M (f)(y)η
αω′η, m˜(y, η) := ω˜ηr
−µ+jopγ˜j−n/2M (f)(y)η
αω˜′η
for different cut-off functions ω, ω′, ω˜, ω˜′, |α| ≤ j, and weights γ−j ≤ γj ≤ γ, γ−j ≤
γ˜j ≤ γ, such that piCR(y) ∩ Γ(n+1)/2−γj = ∅, piCR(y) ∩ Γ(n+1)/2−γ˜j = ∅ for all
y ∈ U. By virtue of the latter assumptions on the weights it makes sense to form
op
γj−n/2
M (f)(y) as well as op
γ˜j−n/2
M (f)(y), and we first consider the difference
(1.117) g(y, η) := ωηr
−µ+j{opγ˜j−n/2M (f)(y)− opγj−n/2M (f)(y)}ηαω′η.
To characterise g(y, η) as a Green symbol for abbreviation we set δ := γj and
assume without loss of generality γ˜j = δ+β for some β > 0. Analogously as (1.66)
we obtain
(1.118) g(y, η) = ωηr
−µ+j
{∫
Cδ,β
(r[η]/r′[η])−zf(y, z)d¯z
}
ηαω′η.
Now similarly as in the preceding proof it follows that g(y, η) is a Green symbol. It
remains to discuss the effect under changing the cut-off functions, i.e. to consider
(1.119) g0(y, η) := (ωη − ω˜η)r−µ+jopγj−n/2M (f)(y)ηαω′η
and
(1.120) g1(y, η) := ωηr
−µ+jopγj−n/2M (f)(y)η
α(ω′η − ω˜′η).
The formal adjoint of g0 is of analogous nature as g1 and vice versa; therefore, it
suffices to consider g1. The operators g
∗
1 contain the factor ϕη := ω
′
η − ω˜′η from
the left where ϕ ∈ C∞0 (R+). Thus, ζ2b2 = 0, in the notation of (1.97) applied
to g1. Concerning the identification of ζ
1
b1 we may apply once again the trick of
commuting powers rβ for suitable β > 0 from the right to the left through the
Mellin operator after replacing ϕ(r) by rβr−βϕ(r), using that r−βϕ(r) ∈ C∞0 (R+).
Because of the y-wise discrete character of R and since the set U may be taken of
a diameter as small as we want, we can choose β in such a way that the resulting
operator obtained after the commutation process is flat in the sense of symbols
as in the first relation of (1.98). The computation leaves again a remainder of a
similar structure as what we discussed before, see once again (1.66). Thus, this
remainder gives us ζ1b1 of the desired quality.
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2. Branching asymptotics
2.1. Weighted edge spaces with asymptotics
As noted at the beginning solutions to elliptic (edge-degenerate) equations on a
manifold with edge belong to weighted spaces of the edge calculus, cf. [16], or [20].
Recall that locally near the edge of dimension q in the variables (r, x, y) of the (open
stretched) wedge X∧ × Rq they are modelled on the spaces Ws(Rq,Ks,γ(X∧)). If
H is a Hilbert space with group action κ = {κλ}λ∈R+ the space Ws(Rq, H) is
the completion of S(Rq, H) with respect to the norm ‖〈η〉sκ−1〈η〉uˆ(η)‖L2(Rq,H). Here
uˆ(η) = Fy→ηu(η) is the Fourier transform of u in Rq. Equivalently we may (and
will) replace 〈η〉 by [η]. The group action on Ks,γ(X∧) is defined by (1.53). From
the definition we see that there is an isomorphism
(2.1) K := F−1κ[η]F : Hs(Rq, H)→Ws(Rq, H)
for every s ∈ R where Hs(Rq, H) is the standard Sobolev space of H-valued
distributions of smoothness s on Rq (which is equal to the respective Ws-space
when we take the trivial group action on H). The spaces Ws also admit loc- and
comp-variants over an open set Ω ⊆ Rq, denoted byWsloc(Ω, H) andWscomp(Ω, H),
respectively. Wsloc(Ω, H) means the space of all distributions u such that ϕu ∈
Ws(Rq, H), while Wscomp(Ω, H) is the subspace of compactly supported elements
of Wsloc(Ω, H). A similar notation is used when H is replaced by a Fre´chet space.
Remark 2.1. Although the definition of Ws(Rq,Ks,γ(X∧)) is anisotropic insofar
it treats the direction of the edge Rq in a different manner than X∧, we have
(2.2) Hscomp(Rq ×X∧) ⊂ Ws(Rq,Ks,γ(X∧)) ⊂ Hsloc(Rq ×X∧)
for every s, γ ∈ R. This is a consequence of the identity
(2.3) Ws(Rq, Hs(Rn+1)) = Hs(Rq × Rn+1)
where Hs(Rn+1) is endowed with the group action (κλu)(x˜) = λ(n+1)/2u(λx˜), λ ∈
R+, cf. [20].
Remark 2.2. For every u(r, y) ∈ Ws(Rq,Ks,γ(X∧)) (with x ∈ X being suppressed
in this notation) there exists a unique v(r, y) ∈ Hs(Rq,Ks,γ(X∧)) such that
(2.4) (Fy′→ηu)(r, η) = [η](n+1)/2vˆ(r[η], η).
This is an immediate consequence of relation (2.1) The constructions also
apply to a Fre´chet space E = proj limj∈NE
j endowed with a group action (cf. the
notation in connection with (1.60)); then we set
(2.5) Ws(Rq, E) := lim←−
j∈N
Ws(Rq, Ej).
In particular, if E := Ks,γP (X∧) for a constant discrete asymptotic type P, cf.
Section 2.1, we have a corresponding edge space with such asymptotics, namely,
(2.6) Ws(Rq,Ks,γP (X∧)).
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Such a definition shows us immediately that we have a problem when we admit
the asymptotic type P to be y-dependent. Therefore, the main issue of this section
is to give a well-motivated notion of variable discrete asymptotics in edge spaces
of finite smoothness s. The case dimX = 0 has been treated in [18]. It will be
instructive to consider once again the constant discrete case.
Let us first have a look at the standard Sobolev space Hs(Rn+1×Rq) where Rq is
interpreted as an edge embedded in Rn+1×Rq. The transversal cone to the edge is
Rn+1 which can be identified via polar coordinates with (Sn)∆ := (R+×Sn)/({0}×
Sn). In this case, taking the group action κλ : u(x˜) → λ(n+1)/2u(λx˜), λ ∈ R+, in
Hs(Rn+1), we have a canonical identification
(2.7) Hs(Rn+1 × Rq) =Ws(Rq, Hs(Rn+1)).
For any s ≥ 0, s− (n+ 1)/2 /∈ N fixed, we have a direct decomposition
(2.8) Hs(Rn+1) = Hs0(Rn+1) + ET
where
(2.9) ET :=
{
ω(|x˜|)
∑
|α|<s−(n+1)/2
cαx˜
α : cα ∈ C, |α| < s− (n+ 1)/2
}
,
and Hs0(Rn+1) := {u ∈ Hs(Rn+1) : Dαx˜u(0) = 0 for all |α| < s − (n + 1)/2}.
The space ET can also be written as
(2.10) ET :=
{
ω(r)
∑
0≤j<s−(n+1)/2
cj(x)r
j : cj ∈ Lj , 0 ≤ j < s− (n+ 1)/2
}
,
for certain well-defined finite-dimensional subspaces Lj of C
∞(Sn). According to
(2.7) we can pass to the direct decomposition
(2.11) Hs(Rn+1 × Rq) =Ws(Rq, Hs0(Rn+1)) +KHs(Rq, ET ),
for the operator K of (2.1). The second term of (2.11) shows the form of the singu-
lar functions of the Taylor asymptotics of functions in Hs(Rn+1×Rq) transversally
to Rq, namely,
KHs(Rq, ET ) = F−1η→y
{
[η](n+1)/2
∑
j<s−(n+1)/2
ω(r[η])cj(x)(r[η])
j vˆj(η) :
cj ∈ Lj , vj ∈ Hs(Rq), 0 ≤ j < s− (n+ 1)/2
}
.
(2.12)
(Of course, in this case we can also write KHs(Rq, ET ) = F−1η→y
{
[η](n+1)/2ω(|x˜|[η])∑
|α|<s−(n+1)/2 cˆα(η)([η]x˜)
α : cα ∈ Hs(Rq)
}
.) In any case, every u(r, x, y) ∈
Hs(Rn+1×Rq) has the form u(r, x, y) = uflat(r, x, y)+using(r, x, y), for uflat(r, x, y)
∈ Ws(Rq,Hs0(Rn+1)), using(r, x, y)∈KHs(Rq, ET ). More details on the relationship
between standard Sobolev spaces and embedded submanifolds interpreted as edges
may be found in [3], [12], and also in [6], with applications to mixed elliptic prob-
lems.
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Using the decomposition (1.8), for the space (2.6) we obtain
(2.13) Ws(Rq,Ks,γP (X∧)) =Ws(Rq,Ks,γΘ (X∧)) +KHs(Rq, EP),
applying the operatorK : Hs(Rq, EP)→Ws(Rq,K∞,γ(X∧)). Thus, every u(r, x, y)
∈ Ws(Rq,Ks,γP (X∧)) can be written as u(r, x, y) = uflat(r, x, y) + using(r, x, y), for
uflat(r, x, y) ∈ Ws(Rq,Ks,γΘ (X∧)), using(r, x, y) ∈ KHs(Rq, EP). In the present case
the space of singular functions with constant discrete asymptotics is given by
KHs(Rq, EP) = F−1η→y
{
[η](n+1)/2
J∑
j=0
mj∑
l=0
ω(r[η])cjl(x, η)(r[η])
−pj logl(r[η]) :
cjl(x, η) ∈ C∞(X, Hˆs(Rqη)) for all j, l
}
,
(2.14)
cf. the equation (1.7), where Hˆs(Rqη) := Fy→ηHs(Rqy). It is clear that when we
change the cut-off function, or replace [η] by another function of that kind, or
by 〈η〉, and denote the resulting decomposition by u(r, x, y) = u˜flat(r, x, y) +
u˜sing(r, x, y), then using − u˜sing = u˜flat − uflat ∈ Ws(Rq,Ks,γΘ (X∧)). Moreover,
we have W∞(Rq, H) = H∞(Rq, H) for any Hilbert (or Fre´chet) space with group
action. Thus, in particular,
W∞(Rq,K∞,γP (X∧)) = H∞(Rq,K∞,γP (X∧))
= H∞(Rq,K∞,γΘ (X∧)) +H∞(Rq, EP).
(2.15)
In order to find a formulation for the variable discrete asymptotics in weighted
edge spaces we first observe that the space (2.14) can be written in the form
KHs(Rq, EP) = F−1η→y
{
[η](n+1)/2ω(r[η])〈ζˆ(η)z, (r[η])−z〉 :
ζˆ(η) ∈ A′P(piCP, C∞(X, Hˆs(Rqη)))
}
,
(2.16)
where piCP = {pj}j=0,...,J , and A′P(piCP, E) for a Fre´chet space E is the space of
all E-valued analytic functionals, carried by piCP, of the form
(2.17) 〈ζ, h〉 =
J∑
j=0
mj∑
l=0
cjl
dl
dzl
h(z)|z=pj for any cjl ∈ E.
Remark 2.3. Let
(2.18) P := {(pj ,mj)}j=0,...,J ⊂ C× N, J = J(P) <∞,
be a sequence such that piCP = {pj}j=0,...,J ⊂ {z ∈ C : (n + 1)/2 − γ + ϑ <
Re z < (n + 1)/2 − γ}, and let AP defined to be the space of all scalar mero-
morphic functions with poles at the points pj of multiplicity mj + 1, j = 0, . . . , J.
Moreover, let C be a smooth compact curve counter-clockwise surrounding piCP
in the usual way. Every f ∈ AP gives rise to an element ζf ∈ A′(piCP) via
h 7→ ∫
C
f(z)h(z)d¯z, h ∈ A(C). Then
(2.19) kζf (η)c := [η]
(n+1)/2ω(r[η])〈ζf , (r[η])−z〉c, c ∈ C∞(X),
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represents a symbol kζf (η) ∈ S0cl(Rq;C∞(X),K∞,γ(X∧))id,κ for the trivial group
action id on C∞(X) and (κλu)(λr, x) = λ(n+1)/2u(λr, x), λ ∈ R+, on the space
K∞,γ(X∧). The associated pseudo-differential operator
(2.20) Op(kζf ) = F
−1kζf (η)F
is continuous as an operator
(2.21) Op(kζf ) : H
s(Rq, C∞(X))→Ws(Rq,K∞,γ(X∧)),
and we have
(2.22) KHs(Rq, EP) = {Op(kζf )v : v ∈ Hs(Rq, C∞(X)), f ∈ AP}.
Setting for the moment
A′P := {ζf : f ∈ AP}
we easily see that A′P is of finite dimension. Moreover, for any fixed cut-off function
ω the transformation ζf 7→ ω(r)〈ζf , r−z〉 gives us an isomorphism A′P → A1P to a
finite-dimensional subspace A1P of AP , and we have an isomorphism
KHs(Rq, EP) ∼= A1P ⊗Hs(Rq, C∞(X)).
Let P be a variable discrete asymptotic type over Ω, associated with the weight
data (γ,Θ). Then we define C∞(Ω,K∞,γP (X∧)) to be the set of all u(r, x, y) ∈
C∞(Ωy,K∞,γ(X∧r,x)) such that for any cut-off function ω the Mellin transform
Mr→zω(r)u(r, x, y) =: f(y, z) is a (in y smooth) family of meromorphic functions
in the strip {(n + 1)/2 − γ + ϑ < Re z < (n + 1)/2 − γ}, subordinate to P, as
explained after Definition 1.4 (we often suppress the variable x when we speak
about C∞(X)-valued functions).
Definition 2.4. Let P be a variable discrete asymptotic type over Ω, associated
with the weight data (γ,Θ). The space Wsloc(Ω,Ks,γP (X∧)) for s ∈ R is defined
to be the set of all u ∈ Wsloc(Ω,Ks,γ(X∧)) such that for b := (c, U) for any
(n + 1)/2 − γ + ϑ < c < (n + 1)/2 − γ and U ∈ U(Ω) there exists a compact set
Kb ⊂ {(n+ 1)/2− γ + ϑ < Re z < (n+ 1)/2− γ} and a function
(2.23) fˆb(y, z, η) ∈ C∞(U,A(C \Kb, Es))• for Es := C∞(X, Hˆs(Rqη))
subordinate to P|U and a corresponding
(2.24) δˆb(y, η) ∈ C∞(U,A′(Kb, Es))•, 〈δˆb(y, η), h〉 =
∫
Cb
fˆb(y, z, η)h(z)d¯z,
h ∈ C, with Cb counter-clockwise surrounding Kb, such that
u(r, x, y)− F−1η→y
{
[η](n+1)/2ω(r[η])〈δˆb(y, η), (r[η])−z〉
}
∈ Wsloc(U,Ks,γ+β(X∧))
(2.25)
for β = β0 +ε for any 0 < ε < ε(b), and β0 = (n+1)/2−γ− c, cf. also the relation
(1.91). Moreover, we set
Wscomp(Ω,Ks,γP (X∧)) :=Wsloc(Ω,Ks,γP (X∧)) ∩Wscomp(Ω,Ks,γ(X∧)).
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In other words, the spaceWsloc(Ω,Ks,γP (X∧)) is the set of all u˜ ∈ Wsloc(Ω,Ks,γ
(X∧)) such that (in the notation of Definition 2.4) for every b = (c, U) the restric-
tion u := u˜|U belongs to
(2.26) Wsloc(U,Ks,γ+β(X∧)) +Wsb,P
for
Wsb,P :=
{
F−1η→y{[η](n+1)/2ω(r[η])〈δˆb(y, η), (r[η])−z〉} :
δˆb(y, η) belonging to an fˆb(y, z, η) in the sense of (2.24)
and fˆb(y, z, η) as in (2.23) subordinate to Pb := pKbP|U
}
.
(2.27)
The notation Wsb,P is only an abbreviation for Wsb,Pb .
Remark 2.5. The space Wsb,P is Fre´chet. Thus, (2.26) is Fre´chet as well in the
topology of the non-direct sum.
In fact, this can be verified by similar arguments as for Proposition 1.5,
although the structure here is slightly more complicated.
Remark 2.6. The function in (2.23) can also be interpreted as an element of
C∞(U,AP(C \ Kb))•⊗ˆpiEs, Es = C∞(X, Hˆs(Rqη)). Here C∞(U,AP(C \ Kb))•
means the space of all scalar smooth functions in U with values in A(C \Kb) that
y-wise extend to meromorphic functions across Kb subordinate to P; this space
is Fre´chet in a natural way. Similarly as Remark 2.3 the space Wsb,P is associated
with potential symbols, namely,
(2.28) kζf (y, η)c := [η]
(n+1)/2ω(r[η])〈ζf (y), (r[η])−z〉c, c ∈ C∞(X),
kζf (y, η) ∈ S0cl(U×Rq;C∞(X),K∞,γ(X∧))id,κ. This gives us a continuous operator
(2.29) Op(kζf ) : H
s(Rq, C∞(X))→Wsloc(U,K∞,γ(X∧)),
and we have a tensor product expansion
Wsb,P =
{ ∞∑
j=0
λjOp(kζfj )vj :
∞∑
j=0
|λj | <∞,
fj ∈ C∞(U,AP(C \Kb))•, vj ∈ Hs(Rq, C∞(X)),
fj → 0, vj → 0 in the respective spaces, as j →∞
}
.
(2.30)
Proposition 2.7. There are continuous embeddings
(2.31) Ws′loc(Ω,Ks
′,γ
P (X
∧)) ↪→Wsloc(Ω,Ks,γP (X∧))
for every s′ ≥ s.
Proof. Analogously as (2.26) we consider
(2.32) Wscomp(U,Ks,γ+β(X∧)) +Wsb,P
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and tacitly assume in this case (to have a short notation for the second summand)
that the respective function δˆb(y, η) (or, equivalently fˆb(y, z, η)) has compact sup-
port in U with respect to y. Now for fixed b = (c, U) the space of all u˜ mentioned
at the beginning of the proof defines a Fre´chet subspace of Wsloc(Ω,Ks,γ(X∧)),
and then Wsloc(Ω,Ks,γP (X∧)) itself is Fre´chet in the topology of the projective
limit of those spaces over c and then over U. The continuous embeddings (2.31)
easily follow from the respective continuous embeddings Ws′loc(Ω,Ks
′,γ(X∧)) ↪→
Wsloc(Ω,Ks,γ(X∧)), Ws
′
loc(U,Ks
′,γ+β(X∧)) ↪→ Wsloc(U,Ks,γ+β(X∧)) and Ws
′
b,P ↪→
Wsb,P .
If E and E˜ are Fre´chet spaces with (say, monotonic) semi-norm systems
(pij)j∈N and (p˜ij)j∈N, respectively, an operator A : E → E˜ is continuous if for
every j ∈ N there is a k = k(j) ∈ N such that p˜ij(Au) ≤ cpik(u) for all u ∈ E, for
constants c = c(A; j, k) > 0. By A → 0 in L(E, E˜) we mean that for some choice
of a map j 7→ k(j) such that the above estimates hold we have c(A; j, k(j)) → 0
for all j.
Remark 2.8. The multiplication by b ∈ C∞(Ω) induces a continuous operator
b :Wsloc(Ω,Ks,γP (X∧))→Wsloc(Ω,Ks,γP (X∧))
for every variable discrete asymptotic type P over Ω, and b→ 0 in C∞(Ω) entails
b→ 0 in L(Wsloc(Ω,Ks,γP (X∧))).
Remark 2.9. Let (Uι)ι∈I be a covering of Ω by open subsets. Then u ∈ Wsloc(Ω,Ks,γP
(X∧)) is equivalent to u|Uι ∈ Wsloc(Uι,Ks,γP|Uι (X
∧)) for every ι ∈ I. Moreover,
if the covering is locally finite and (ϕι)ι∈I a subordinate partition of unity we
have u =
∑
ι∈I ϕιu where ϕιu ∈ Wsloc(Uι,Ks,γP|Uι (X
∧)). In particular, in order to
characterise elements ofWsloc(Ω,Ks,γP (X∧)) it suffices to consider u in open subsets
of Ω of arbitrarily small diameter.
If
(2.33) C :Wscomp(Ω,Ks,γ(X∧))→Ws−mloc (Ω,Ks−m,γ−µ(X∧))
is continuous for every s ∈ R we have the formal adjoint C∗ :Wscomp(Ω,Ks,−γ+µ
(X∧)) → Ws−mloc (Ω,Ks−m,−γ(X∧)) from a corresponding sesquilinear pairing be-
tween the involved spaces with respect to the W0(Ω,K0,0(X∧))-scalar product
(W0(Ω, ·) :=W0(Rq, ·)|Ω).
Definition 2.10. An operator C : Wscomp(Ω,Ks,γ(X∧)) → W∞loc(Ω,K∞,γ−µ(X∧))
which is continuous for all s is called smoothing in the edge algebra with variable
discrete asymptotics if it induces continuous operators
C :Wscomp(Ω,Ks,γ(X∧))→W∞loc(Ω,K∞,γ−µP (X∧)),
C∗ :Wscomp(Ω,Ks,−γ+µ(X∧))→W∞loc(Ω,K∞,−γ−µQ (X∧))
(2.34)
for all s ∈ R, for (C-dependent) variable discrete asymptotic types P,Q.
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Definition 2.11. An operator A = Opy(m+g)+C form+g ∈ RµM+G(Ω×Rq,g),g =
(γ, γ−µ,Θ), and a smoothing operator C in the sense of Definition 2.10 is called a
smoothing Mellin plus Green operator in the edge calculus with variable discrete
asymptotics. If the Mellin summand vanishes we talk about a Green operator in
this calculus.
Proposition 2.12. Let m + g ∈ RµM+G(Ω × Rq,g),g = (γ, γ − µ,Θ), and ϕ,ϕ′ ∈
C∞(Ω), suppϕ∩suppϕ′ = ∅. Then the operator C := ϕOpy(m+g)ϕ′ is smoothing
in the sense of Definition 2.10.
Proof. Let us check the first mapping property of (2.34); the second one is of
analogous structure when we apply the conclusions to the symbol ϕ′(y)(m +
g)∗(y′, η)ϕ(y′) for the pointwise formal adjoint (m + g)∗ which has similar prop-
erties, cf. Proposition 1.17 and relation (1.102). We apply the Taylor formula to
ϕ′(y′) and write
ϕ′(y′) =
∑
|α|≤N
1/α!(y′ − y)α∂αy ϕ′(y)
+ (N + 1)!
∑
|α|=N+1
1/α!(y′ − y)α
∫ ∞
0
(1− t)N∂αy ϕ′(y + t(y′ − y))dt.
(2.35)
Setting ψα(y, y
′) = (N + 1)!/α!
∫∞
0
(1− t)N∂αy ϕ′(y + t(y′ − y))dt it follows that
Cu(y) =
∑
|α|=N+1
∫ ∫
ei(y−y
′)η(m+ g)(y, η)(y′ − y)αψα(y, y′)u(y′)dy′d¯η
=
∑
|α|=N+1
∫ ∫
(−Dη)αei(y−y′)η(m+ g)(y, η)ψα(y, y′)u(y′)dy′d¯η
=
∑
|α|=N+1
∫ ∫
ei(y−y
′)ηDαη (m+ g)(y, η)ψα(y, y
′)u(y′)dy′d¯η.
(2.36)
By virtue of Propositions 1.27 and 1.29 we have gα(y, η) := D
α
η (m + g)(y, η) ∈
R
µ−|α|
G (Ω × Rq,g) for N > 0. We consider the summands Cα on the right of
the latter equation separately for any fixed α. A tensor product expansion for
ψα(y, y
′) ∈ C∞(Ω × Ω) gives us ψα(y, y′) =
∑∞
j=0 λjbj(y)b
′
j(y
′) for coefficients
λj ∈ C,
∑∞
j=0 |λj | < ∞ and bj(y), b′j(y′) ∈ C∞(Ω), tending to 0 as j → ∞. This
gives us
(2.37) Cαu(y) =
∞∑
j=0
λjbj(y)Opy(gα)b
′
j(y
′)u(y′).
Let us now apply Theorem 2.13 below (the proof does not depend on the present
proposition). Then using the known fact that b′ju tends to zero in the subspace
of Wscomp(Ω,Ks,γ(X∧)) of elements with fixed compact support in Ω (namely,
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suppu), Theorem 2.13 yields Opy(gα)b
′
ju→0 inWs−(µ+|α|)loc (Ω,K∞,γ−(µ+|α|)P (X∧))
for some variable discrete asymptotic type P. Remark 2.8 shows that (2.37) con-
verges in Ws−(µ+|α|)loc (Ω,K∞,γ−(µ+|α|)P (X∧)). A closed graph argument (first ap-
plied to elements with fixed compact support in Ω) gives us the continuity of
C :Wscomp(Ω,Ks,γ(X∧))→Ws−(µ+|α|)loc (Ω,K∞,γ−(µ+|α|)P (X∧)).
Since α is arbitrary, we obtain the desired mapping property of C.
2.2. The action of operators in spaces with variable discrete asymptotics
An important aspect of the program of regularity is that the operators of the edge
calculus preserve variable discrete asymptotics. The main issue is to have operators
Wscomp(Ω,Ks,γ(P)(X∧))→Ws−µloc (Ω,Ks−µ,γ−µ(Q) (X∧))
where P or Q in parentheses mean the corresponding spaces with or without such
asymptotic types.
We employ the fact that when a(y, y′, η) is a symbol in Sm(cl)(Ω × Ω × Rq;H, H˜)
for (Hilbert or Fre´chet) spaces H, H˜ with group action the operator Opy(a)u(y) =∫∫
ei(y−y
′)ηa(y, y′, η)u(y′)dy′d¯η induces continuous operators
(2.38) Op(a) :Wscomp(Ω, H)→Ws−mloc (Ω, H˜) for any s ∈ R.
Theorem 2.13. Let g(y, η) be a Green symbol in the sense of Definition 1.23. Then
Opy(g) :Wscomp(Ω,Ks,γ(X∧))→Ws−mloc (Ω,K∞,γ−µ(X∧))
induces a continuous operator
(2.39) Opy(g) :Wscomp(Ω,Ks,γ(X∧))→Ws−mloc (Ω,K∞,γ−µQ (X∧))
for some variable discrete asymptotic type Q over Ω, for any s ∈ R.
Proof. The continuity of Opy(g) between edge spaces without asymptotics follows
from relation (1.94). For the continuity of (2.39) it suffices to show that for every
b = (c, U), (n+1)/2−(γ−µ)+ϑ < c < (n+1)/2−(γ−µ), U ∈ U(Ω), the operator
is continuous as
(2.40) Opy(g) :Wscomp(U,Ks,γ(X∧))→Ws−mloc (U,K∞,γ−µ+β(X∧)) +Ws−mb,Q
for β = β0 + ε, 0 < ε < ε(b), β0 = (n+ 1)/2− (γ − µ)− c. According to (1.98) we
can write
(2.41) g(y, η) = g0(y, η) + gb,Q(y, η)
for a g0(y, η) ∈ Smcl (U × Rq;Ks,γ;g(X∧),K∞,γ−µ+β;∞(X∧)) and
(2.42)
gb,Q(y, η)u(r, x) =
∫ ∫ ∞
0
ωη(r)〈ζ(y, η, r′[η], x, x′), (r[η])−z〉u(r′, x′))(r′)ndr′dx′,
for a ζ(y, η; r′, x, x′)(= ζb) ∈ C∞(U,A′(Kb, L))•,Kb b {(n+ 1)/2− (γ − µ) + ϑ <
Re z < (n+1)/2−(γ−µ)}, described by a family f(= fb) of L-valued meromorphic
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functions subordinate to Q, and L := Sνcl(Rq)⊗ˆpiC∞(Xx)⊗ˆpiK∞,−(γ−µ);∞(X∧r′,x′)),
ν = m+ n+ 1. The operator Op(g0) induces continuous maps
(2.43) Op(g0) :Wscomp(U,Ks,γ(X∧))→Ws−mloc (U,K∞,γ−µ+β(X∧))
for all s. Moreover, a tensor product expansion gives us
ζ(y, η; r′, x, x′) =
∞∑
l=0
λlζl(y)al(η)tl(r
′, x′)
for λl ∈ C,
∑ |λl| <∞, ζl(y) ∈ A′(Kb)⊗ˆpiC∞(U)⊗ˆpiC∞(X), al(η) ∈ Sm+n+1cl (Rqη),
tl(r
′, x′) ∈ Ks,−γ;−g(X∧), tending to 0 in the respective spaces for l→∞. Then
(2.44) Tl(η)u = al(η)
∫
X
∫ ∞
0
[η](n+1)/2tl(r
′[η], x′)u(r′, x′)(r′)ndr′dx′,
defines a Tl(η) ∈ Sm+(n+1)/2cl (Rq;Ks,γ;g(X∧),C). For u ∈ Ws(Rq,Ks,γ;g(X∧)) it
follows that wl := Opy(Tl)u ∈ Hs−ν−(n+1)/2(Rq). Write wˆl(η) = [η](n+1)/2wˆ0l (η)
for a corresponding w0l ∈ Hs−m(Rq). Moreover, for
(2.45) Kl(y, η)u = ω(r[η])〈ζl(y), (r[η])−z〉
we have
(2.46) gb,Q(y, η) =
∞∑
l=0
λlKl(y, η)Tl(η).
It follows that
Opy(gb,Q)u =
∞∑
l=0
λlOpy(KlTl)u
=
∞∑
l=0
λlF
−1
η→yKl(y, η)(FOpy(Tl)u)
=
∞∑
l=0
λlF
−1
η→y[η]
(n+1)/2ω(r[η])〈ζl(y), (r[η])−z〉wˆ0l (η).
(2.47)
The series
(2.48) δb(y, η) :=
∞∑
l=0
λlζl(y)wˆ
0
l (η)
is convergent in C∞(U,A′(Kb, Es−m))• subordinate to Q (cf. the notation in
(2.23)). It follows that Opy(gb,Q)u = F
−1
η→y
{
[η](n+1)/2ω(r[η])〈δˆb(y, η), (r[η])−z〉
}
which belongs to Ws−mb,Q . In other words we proved that
(2.49) Opy(gb,Q) :Wscomp(U,Ks,γ(X∧))→Ws−mb,Q
is a linear map. By virtue of the continuity of (2.43) for the continuity of (2.40)
it remains to show that (2.49) is continuous. This follows from the closed graph
theorem when we have a closed graph. However, this is the case, since Opy(gb,Q) is
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continuous as an operator into an analogue of the spaceWs−mb,Q based on continuous
asymptotics carried by the compact set Kb. Then, if a sequence of pairs (uj , vj)j∈N
in the graph of Opy(gb,Q) converges in the latter sense to a limit (u, v) in the
product space where the second component relies on the space with continuous
asymptotics, we have Opy(gb,Q)u = v. But vj belongs to Ws−mb,Q in the pointwise
discrete sense, and the limit in the continuous analogue is automatically pointwise
discrete. This completes the proof of Theorem 2.13.
Theorem 2.14. Let m(y, η) be a smoothing Mellin symbol of the edge calculus of
the form (1.61). Then
(2.50) Opy(m) :Wscomp(Ω,Ks,γ(X∧))→Ws−µloc (Ω,K∞,γ−µ(X∧))
restricts to a continuous operator
(2.51) Opy(m) :Wscomp(Ω,Ks,γP (X∧))→Ws−µloc (Ω,K∞,γ−µQ (X∧))
for every variable discrete asymptotic type P for some resulting variable discrete
asymptotic type Q, both over Ω, for any s ∈ R.
Proof. An operator (1.61) is a sum of expressions of the form
(2.52) r−µ+jωηop
γj,α−n/2
M f(y)η
αω′η
where j ∈ N, |α| ≤ j, γ − j ≤ γj,α ≤ γ, and f(y) ∈ C∞(Ω,M−∞R (X)) for some
variable discrete Mellin asymptotic type R = Rj,α and f supported with respect
to y in an open subset of small diameter, such that Γ(n+1)/2−γj,α ∩ piCRj,α(y) = ∅
for all y ∈ U. By virtue of Proposition (1.16) the operator (2.50) is continuous for
every s. To show the continuity of (2.51) we mainly check that Opy(m) defines a
linear map between the corresponding spaces. The continuity is then a consequence
of the closed graph theorem which applies for similar reasons as in the proof of
Theorem 2.13. By Remark 2.9 it suffices to assume that the argument function
u ∈ Wscomp(Ω,Ks,γP (X∧)) is supported with respect to y in an open set U ⊆ Ω
of sufficiently small diameter. We may (and will) take the same U as before for
the Mellin symbol f since the localisation of a Mellin operator off the diagonal
gives rise to a Green operator, cf. Proposition 2.12. More precisely we assume
f ∈ C∞0 (U,MR(X)). For b := (c, U) and b˜ := (c˜, U),
(n+1)/2−γ+ϑ < c < (n+1)/2−γ, (n+1)/2−(γ−µ)+ϑ < c˜ < (n+1)/2−(γ−µ)
according to (2.26) for our mapping we consider the spaces
(2.53) Wscomp(U,Ks,γ+β(X∧)) +Wsb,P , Ws−µloc (U,Ks,γ−µ+β˜(X∧)) +Ws−µb˜,Q
for β = β0 + ε, β0 = (n + 1)/2 − γ − c, β˜ = β˜0 + ε˜, β˜0 = (n + 1)/2 − (γ − µ) − c˜,
for sufficiently small ε, ε˜ > 0 (by definition we have β0 > 0, and γ + β indicates
flatness of order β relative to γ; a similar role play β˜, β˜0). It suffices to show that
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for every c˜ there is a c such that
Opy(r
−µ+jωηop
γj,α−n/2
M f(y)η
αω′η) :Wscomp(U,Ks,γ+β(X∧)) +Wsb,P
→Ws−µloc (U,Ks,γ−µ+β˜(X∧)) +Ws−µb˜,Q
(2.54)
is continuous. Let us mainly consider the case µ = 0, and j = 0; then γj,α = γ. The
general case can be treated by a slight modification of arguments. By assumption
we have f ∈ C∞(Ω,M−∞R (X)) and Γ(n+1)/2−γ ∩ piCR(y) = ∅ for all y ∈ Ω. Then
the assertion can be decomposed into the mapping properties
(2.55)
Opy(ωηop
γ−n/2
M f(y)ω
′
η) :Wscomp(U,Ks,γ+β(X∧))→Wsloc(U,Ks,γ+β˜(X∧)) +Wsb˜,L,
and
(2.56) Opy(ωηop
γ−n/2
M f(y)ω
′
η) :Wsb,P →Wsloc(U,Ks,γ+β˜(X∧)) +Wsb˜,M
for variable discrete asymptotic types L,M. We will see that
(2.57) L(y) = {(r(y), l(y)) ∈ R(y) : (n+ 1)/2−γ+ϑ < Re r(y) < (n+ 1)/2−γ},
and
(2.58) M(y) = P(y) ∪ L(y),
y ∈ Ω. Let us first consider the case (2.55). We choose b˜ = (c˜, U) as mentioned
before (now for µ = 0). Here we have some freedom, since the only condition
is that all U in consideration form a finite open covering of U0 for any given
U0 ∈ U(Ω); the diameter of U may be taken as small as we want. Moreover,
it suffices to assume that c˜ belongs to a countable sequence (c˜ι)ι∈N such that
c˜ι → (n+ 1)/2− γ + ϑ as ι→∞. For its choice we start with any such sequence
(˜˜cι)ι∈N and then by an approximation we pass to another one, namely, (c˜ι)ι∈N
with analogous properties. Let us write ˜˜c := ˜˜cι for any fixed ι. Given ˜˜c we first set
˜˜
β0 := (n+ 1)/2− γ − ˜˜c. Then for every fixed y0 ∈ U0 we find a sufficiently small
δ > 0 such that Γ
(n+1)/2−(γ+˜˜β0+δ) ∩ piCL(y0) = ∅. Now we set β˜0 :=
˜˜
β0 + δ for
such a δ and c˜ := (n+ 1)/2− (γ + β˜0). Then we have
(2.59) Γ(n+1)/2−(γ+β˜0+ε˜) ∩ piCL(y0) = ∅
first for y = y0 and all 0 < ε˜ ≤ ε˜0 for some sufficiently small ε˜0 > 0, and then for
all y in an open neighbourhood U(y0) of y0. Then we set U := U(y0). Summing
up we made an appropriate choice of b˜ = (c˜, U). For the proof of (2.55) we set
β = β˜, β0 = β˜0, c = c˜, such that β = β0 + ε, β0 = (n+ 1)/2− γ − c. Recall that L
in this connection is used in the meaning
(2.60) Lb = pKbL|U ,
cf. the formula (2.27). Let u ∈ Wscomp(U,Ks,γ+β(X∧)). By Remark 2.2 we have
(2.61) (Fy′→ηu)(r, η) = [η](n+1)/2vˆ(r[η], η) for a v(r, y) ∈ Hs(Rq,Ks,γ+β(X∧))
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(recall that the x-variable is suppressed in the notation). By virtue of Theorems
1.30 and 2.13 we may assume ω = ω′. We have
(2.62) ω(r[η])(Fy′→ηu)(r, η) = [η](n+1)/2ω(r[η])vˆ(r[η], η) = κ[η]{ω(r)vˆ(r, η)}.
Since a Mellin operator commutes with κ[η] when the Mellin symbol has constant
coefficients in r, cf. the relation (1.3), for
(2.63) m(y, η) := ωηop
γ−n/2
M f(y)ωη
it follows that
Opy(m)u(r, y) = F
−1
η→yω(r[η])op
γ−n/2
M (f)(y)ω(r[η])(Fy′→ηu)(r, η)
= F−1η→yω(r[η])op
γ−n/2
M (f)(y)κ[η]{ω(r)vˆ(r, η)}
= F−1η→yκ[η]{ω(r)opγ−n/2M (f)(y)ω(r)vˆ(r, η)}.
(2.64)
Let bˆ(z, η) := Mγ−n/2{ω(r)vˆ(r, η)}; then
ω(r)op
γ−n/2
M (f)(y){ω(r)vˆ(r, η)} = ω(r)
∫
Γ(n+1)/2−γ
r−zf(y, z)bˆ(z, η)d¯z.
For y ∈ U we can write
(2.65) ω(r)op
γ−n/2
M (f)(y){ω(r)vˆ(r, η)} = dˆ(r, y, η) + cˆ(r, y, η)
for
dˆ(r, y, η) =ω(r)
∫
Γ(n+1)/2−γ
r−zf(y, z)bˆ(z, η)d¯z
− ω(r)
∫
Γ(n+1)/2−(γ+β)
r−zf(y, z)bˆ(z, η)d¯z,
(2.66)
and
(2.67) cˆ(r, y, η) = ω(r)
∫
Γ(n+1)/2−(γ+β)
r−zf(y, z)bˆ(z, η)d¯z.
We have
(2.68) dˆ(r, y, η) = ω(r)
∫
C
r−zf(y, z)bˆ(z, η)d¯z
for a smooth compact curve C counter-clockwise surrounding the poles of f(y, z)
in {(n+ 1)/2− (γ + β) < Re z < (n+ 1)/2− γ} for all y ∈ U. Moreover, we write
cˆ(r, y, η) = ω(r)
∫ ∞
−∞
r−((n+1)/2−(γ+β)+iρ)f(y, (n+ 1)/2− (γ + β) + iρ)
bˆ((n+ 1)/2− (γ + β) + iρ, η)d¯ρ
= rβω(r)
∫
Γ(n+1)/2−γ
r−z˜f(y, z˜ − β)bˆ(z˜ − β, η)d¯z˜.
(2.69)
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It follows that ω(r)op
γ−n/2
M (f)(y){ω(r)vˆ(r, η)} = dˆ(r, y, η)+ cˆ(r, y, η) for all y ∈ U,
and (2.64) gives us
(2.70) Opy(m)u(r, y) = F
−1
η→yκ[η]{
(
dˆ(r, y, η) + cˆ(r, y, η)
)}.
In order to recognise the nature of the latter expression we first consider the
summand with cˆ(r, y, η) and show that
(2.71) F−1η→yκ[η]cˆ(r, y, η) ∈ Ws(Rq,K∞,γ+β(X∧)).
To this end we employ the fact that
f(y, z˜ − β) ∈ C∞0 (U,L−∞(X; Γ(n+1)/2−γ)).
Applying a tensor product expansion we write
f(y, z˜ − β)|Γ(n+1)/2−γ =
∞∑
j=0
λjψjfj
where
∑
j |λj | < ∞, and ψj ∈ C∞0 (U), fj ∈ L−∞(X; Γ(n+1)/2−γ) tending to 0 in
the respective spaces for j →∞. This gives us
F−1η→yκ[η]cˆ(r, y, η) =
∞∑
j=0
F−1η→yκ[η]λjψj(y)cˆj(r, η)
for cˆj(r, η) = r
βω(r)
∫
Γ(n+1)/2−γ
r−z˜fj(z˜ − β)bˆ(z˜ − β, η)d¯z˜.We obtain
F−1η→yκ[η]ψj(y)cˆj(r, η) = ψj(y)F
−1
η→yκ[η]Fy′→η(cj(r, y
′))(η),
where ω(r)cj(r, y
′) ∈ Hs(Rq,K∞,γ+β(X∧)), i.e.
F−1κ[η]F (cj(r, y′)) ∈ Ws(Rq,K∞,γ+β(X∧))
which tends to 0 as j →∞. The multiplication by ψj(y) acts on Ws(Rq,K∞,γ+β
(X∧)) as a continuous operator, and its norm tends to zero as ψj(y) → 0. This
gives us altogether (2.71), as desired.
Let us now characterise the contribution of dˆ(r, y, η) in (2.70). First note that
bˆ(z, η) ∈Mγ−n/2,r→zFy′→ηω(r)Hs(Rq,K∞,γ+β(X∧)).
The Mellin transform of ω(r)Hs(Rqy′ ,K∞,γ+β(X∧)) consists of Hs(Rqy′ , Hs(X))-
valued holomorphic functions in {Re z > (n + 1)/2 − (γ + β)} which restrict to
elements in
Hs(Rqy′ , Hˆ
s(Γα ×X))
for every α > (n+ 1)/2− (γ + β), uniformly in compact α-intervals. The product
f(y, z)bˆ(z, η) occurring in (2.68) is holomorphic in z in a neighbourhood of the
curve C for all y ∈ U and extends for every y to a meromorphic function inside,
with values in Hs(Rqy′ , C∞(X)). Thus, (2.68) represents the pairing of a function
δˆ(y, η) ∈ C∞(U,A′(K,C∞(X)⊗ˆpiHˆs(Rqη)))• with r−z. This gives us a function
44 B.-Wolfgang Schulze and Andrea Volpato
δ(y, y′) as in Definition 2.4. Thus, the first summand on the right of (2.70) takes
the form
(2.72) F−1η→yκ[η](ω(r)〈δ(y, y′), r−z〉) = F−1η→y[η](n+1)/2(ω(r[η])〈δ(y, y′), (r[η])−z〉).
This yields finally
(2.73) Opy(m)u(r, y) ∈ Wsloc(Ω,K∞,γL (X∧)).
In order to show (2.56) we assume u ∈ Wsb,P (recall that in this connection the
function u has compact support in U with respect to y, cf. the comment after
(2.32)). In other words, Opy(m) acts on
(2.74) u(r, y) = F−1η→y
{
[η](n+1)/2ω(r[η])〈δˆb(y, η), (r[η])−z〉}
for a δˆb(y, η) ∈ C∞0 (U,A′(Kb, Es))•, cf. (2.23), (2.24), and (2.27). Moreover, we
assume again f ∈ C∞0 (U,M−∞R (X)) which is admitted on the expense of a Green
term, cf. Proposition 2.12 and Theorem 2.13. Then we have to characterise
(2.75) Opy(ωηop
γ−n/2
M (f)(y)ωη{F−1η˜→y
{
[η˜](n+1)/2ωη˜)〈δˆb(y, η˜), (r[η˜])−z〉}}.
A tensor product expansion gives us
(2.76) δˆb(y, η) =
∞∑
j=0
λjζj(y)vˆj(η),
with
∑∞
j=0 |λj | <∞ and zero sequences ζj and vˆj in the spaces C∞0 (U,A′(Kb, C∞
(X)))• and Hˆs(Rq), respectively (where ζj is defined by functions subordinate to
P). The potential symbols
(2.77) kζj (y
′, η) = ωη˜[η˜](n+1)/2〈ζj(y′), (r[η˜])−z〉 ∈ S0cl(U × Rq;C,K∞,γ(X∧))
tend to zero in this space of symbols. From
u(r, y) = F−1η˜→y
{
[η˜](n+1)/2ωη˜〈δˆb(y, η˜), (r[η˜])−z〉}vˆj(η˜)
=
∞∑
j=0
λjF
−1
η˜→y
{
[η˜](n+1)/2ωη˜〈ζj(y), (r[η˜])−z〉vˆj(η˜)}
=
∞∑
j=0
λjKjvj for Kj = Opy(kζj )
(2.78)
it follows that
(2.79) Opy(m)u =
∞∑
j=0
λjOpy
(
ωηop
γ−n/2
M (f)(y)ωη
)
Opy
(
[η](n+1)/2ωηkζj (y, η)
)
vj .
To compute the right hand side we first consider the j-th summand, and drop for
the moment the factor λj . For
(2.80) m(y, η) = ωηop
γ−n/2
M (f)(y)ωη, nj(y, η) = kζj (y, η)
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we have
(2.81) Opy
(
ωηop
γ−n/2
M (f)(y)ωη
)
Opy
(
kζj (y, η)
)
= Opy(m(y, η))Opy(nj(y, η)).
According to the composition rule Opy(m(y, η))Opy(nj(y, η)) =
∑
|α|≤N Opy
(
1/α!
(∂αηm(y, η))D
α
η nj(y, η)
)
+ Opy
(
rN,j(y, η)
)
for a remainder rN,j of standard form
cf. the formula (2.94) below, N ∈ N, we have to characterise
(2.82) Opy
(
(∂αηm(y, η))D
α
y nj(y, η)
)
vj and Opy
(
rN,j(y, η)
)
vj
for vj ∈ Hs(Rq) as elements of Wscomp(U,K∞,γM (X∧)), tending to zero as j → ∞.
It will be sufficient to consider the case N = 0. In the following computations we
first omit j and consider
(2.83)
Opy
(
m(y, η)n(y, η)
)
v = Opy
(
(ωηop
γ−n/2
M (f)(y)ωη)([η]
(n+1)/2ωη〈ζw(y),(r[η])−w〉)
)
v.
Similarly as (2.64) it follows that the latter expression is equal to
(2.84) F−1η→y{κ[η]ω(r)opγ−n/2M (f)(y)ω˜(r)〈ζw(y), r−w〉vˆ(η)}
for ω˜ := ω2. Setting b(y, z) := Mγ−n/2,r→z{ω˜(r)〈ζw(y), r−w〉} and bˆ(y, z, η) :=
b(y, z)vˆ(η) it follows that
(2.85)
ω(r)op
γ−n/2
M (f)(y)ω˜(r)〈ζw(y), r−w〉vˆ(η) = ω(r)
∫
Γ(n+1)/2−γ
r−zf(y, z)bˆ(y, z, η)d¯z.
The following considerations make sense again first for a fixed y0 ∈ U such that the
respective weight lines are free of poles of the integrands in z and then in an open
neighbourhood of that point. In other words, we may concentrate on a suitable U
of sufficiently small diameter. Then, similarly as (2.65) for y ∈ U we can write
(2.86) ω(r)op
γ−n/2
M (f)(y)ω˜(r)〈ζw(y), r−w〉vˆ(η) = dˆ(r, y, η) + cˆ(r, y, η)
for
dˆ(r, y, η) =ω(r)
∫
Γ(n+1)/2−γ
r−zf(y, z)bˆ(y, z, η)d¯z
− ω(r)
∫
Γ(n+1)/2−(γ+β)
r−zf(y, z)bˆ(y, z, η)d¯z,
(2.87)
and
(2.88) cˆ(r, y, η) = ω(r)
∫
Γ(n+1)/2−(γ+β)
r−zf(y, z)bˆ(y, z, η)d¯z.
We have
(2.89) dˆ(r, y, η) = ω(r)
∫
C
r−zf(y, z)bˆ(y, z, η)d¯z
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for a smooth compact curve C counter-clockwise surrounding the poles of
f(y, z)b(y, z) in {(n+1)/2−(γ+β) < Re z < (n+1)/2−γ} for all y ∈ U. Moreover,
we write
cˆ(r, y, η) = ω(r)
∫ ∞
−∞
r−((n+1)/2−(γ+β)+iρ)f(y, (n+ 1)/2− (γ + β) + iρ)
bˆ(y, (n+ 1)/2− (γ + β) + iρ, η)d¯ρ
= rβω(r)
∫
Γ(n+1)/2−γ
r−z˜f(y, z˜ − β)bˆ(y, z˜ − β, η)d¯z˜.
(2.90)
It follows that ω(r)op
γ−n/2
M (f)(y)ω˜(r)〈ζw(y), r−w〉vˆ(η) = dˆ(r, y, η) + cˆ(r, y, η) for
all y ∈ U, and (2.64) gives us
(2.91) Opy(m)u(r, y) = F
−1
η→yκ[η]{
(
dˆ(r, y, η) + cˆ(r, y, η)
)}.
In order to recognise the nature of the latter expression we first note that the
property
(2.92) F−1η→yκ[η]cˆ(r, y, η) ∈ Ws(Rq,K∞,γ+β(X∧))
can be proved in an analogous manner as (2.71). Next we characterise the con-
tribution of dˆ(r, y, η) in (2.91). The product f(y, z)bˆ(y, z, η) = f(y, z)b(y, z)vˆ(η)
occurring in (2.89) is holomorphic in z in a neighbourhood of the curve C for all
y ∈ U and extends for every y to a meromorphic function inside, with values in
C∞(U,A(C \K,Es)) for Es = C∞(X)⊗ˆpiHˆs(Rqη). The function (2.89) represents
altogether the pairing of a function δˆ(y, η) ∈ C∞(U,A′(K,Es))• with r−z, cf. also
the notation (1.32). This gives us a δ(y, y′) as in Definition 2.4. Thus, the first
summand on the right of (2.91) takes the form
(2.93)
F−1η→yκ[η](ω(r)〈δ(y, y′), r−z〉) = F−1η→y{[η](n+1)/2ω(r[η])〈δ(y, y′), (r[η])−z〉}.
Next we turn to the remainder term in (2.82) which is of the form (when we omit
again j)
(2.94)
rN (y, η)=(N+1)
∑
|α|=N+1
∫ 1
0
(1−t)N/α!
∫∫
e−ixξ(∂αηm)(y, η+tξ)(D
α
y n)(y+x, η)dxd¯ξdt.
For N = 0 we have
(2.95) r0(y, η) =
∑
|α|=1
∫ 1
0
∫∫
e−ixξ(∂αηm)(y, η + tξ)(D
α
y n)(y + x, η)dxd¯ξdt.
We may consider the summands separately. For convenience we assume q = 1
(the general case is completely analogous). Then our remainder is the sum of the
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following two terms
F−1η→y
∫ 1
0
∫∫
e−ixξ{ω(r[η + tξ])opγ−n/2M (f)(y)(∂ηωη)(r[η + tξ])}
{ω(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉)vˆ(η)}dxd¯ξdt.
(2.96)
and
F−1η→y
∫ 1
0
∫∫
e−ixξ{(∂ηωη)(r[η + tξ])opγ−n/2M (f)(y)ω(r[η + tξ])}
{ω(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉)vˆ(η)}dxd¯ξdt
(2.97)
According to Kumano-go’s calculus [11] on the structure of oscillatory integrals in
compositions, here generalised to the set-up of operator-valued smbols of the kind
(1.54), the expression (2.97) can be written as Opy(a0)v for a symbol a0(y, η) ∈
S−1(Rq × Rq;C,K∞,∞(X∧)), continuously depending on the involved factors, in
particular, on ζ. This contributes to the convergence claimed after (2.82). For
(2.96) we write Opy(a1)v for
a1(y, η) :=
∫ 1
0
∫∫
e−ixξ{ω(r[η + tξ])opγ−n/2M (f)(y)(∂ηωη)(r[η + tξ])}
{ω(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉}dxd¯ξdt.
(2.98)
In this case we have a1(y, η) ∈ S0(Rq × Rq;C,K∞,γ(X∧)), again by a generalisa-
tion of Kumano-go’s formalism. However, we want more, namely, variable discrete
asymptotics in the image under Opy(a1)v. To this end we decompose (2.98) into
a1(y, η) = a˜0(y, η) + a(y, η) for
a˜0(y, η) :=
∫ 1
0
∫∫
e−ixξ{(ω(r[η + tξ])− ω(r[η]))opγ−n/2M (f)(y)(∂ηωη)(r[η + tξ])}
{ω(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉)}dxd¯ξdt,
(2.99)
and
a(y, η) :=
∫ 1
0
∫∫
e−ixξ{ω(r[η])opγ−n/2M (f)(y)(∂ηωη)(r[η + tξ])}
{ω(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉)}dxd¯ξdt.
(2.100)
In Lemma 2.16 below we will show that
(2.101) a˜0(y, η) ∈ S−1(Rq × Rq;C,K∞,∞(X∧)).
For a(y, η) we write
(2.102) a(y, η) = ω(r[η])op
γ−n/2
M (f)(y)ω(r[η])b(y, η)
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for
b(y, η) :=
∫ 1
0
∫∫
e−ixξ{(∂ηωη)(r[η + tξ])}
{ω′(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉}dxd¯ξdt.
(2.103)
for any cut-off function ω′  ω.
For v ∈ Hs(Rq) we obtain
(2.104) Opy(r0)v = F
−1
η→y{a0(y, η) + a˜0(y, η) + a(y, η)}vˆ(η)
where
(2.105) F−1η→y{a0(y, η)vˆ(η)}, F−1η→y{a˜0(y, η)vˆ(η)} ∈ Wscomp(U,K∞,∞(X∧)).
What concerns the contribution of a(y, η) Lemma 2.17 below will show that
b(y, η)vˆ(η) ∈ C∞0 (Uy, Wˆs(Rqη,K∞,∞(X∧))). Then, to characterise
(2.106) F−1η→y{a(y, η)}vˆ(η) = F−1η→y{ω(r[η])opγ−n/2M (f)(y)ω(r[η])b(y, η)}vˆ(η)
we are in a similar situation as in (2.64), and it follows altogether that
(2.107) Opy(r0)v(r, y) ∈ Wsloc(Ω,K∞,γL (X∧)),
cf. the notation in (2.73).
Let V be a Fre´chet space with the semi-norm system (pij)j∈N which defines
its Fre´chet topology, and let ν = (νj)j∈N and µ = (µj)j∈N be sequences of reals.
Then Sµ;ν(Rq ×Rq, V ) is defined to be the space of all a(x, ξ) ∈ C∞(Rq ×Rq, V )
such that
(2.108) pij(D
α
xD
β
ξ a(x, ξ)) ≤ c〈ξ〉µj 〈x〉νj
for all (x, ξ) ∈ Rq×Rq, α, β ∈ Nq, j ∈ N, for constants c = c(α, β, j) > 0. The space
Sµ,ν(Rq×Rq, V ) is Fre´chet with the optimal constants c = c(α, β, j)(a) in the sym-
bolic estimates (2.108) as semi-norms. Set S∞;∞(Rq × Rq, V ) := ⋃µ,ν Sµ;ν(Rq ×
Rq, V ). The machinery of oscillatory integrals in the sense of [11] (here generalised
to the vector-valued case) tells us that for any χ ∈ S(Rq×Rq), χ ≡ 1 near (x, ξ) = 0
the limit
(2.109)
∫∫
e−ixξa(x, ξ)dxd¯ξ := limε→0
∫∫
e−ixξχ(εx, εξ)a(x, ξ)dxd¯ξ
exists and defines a continuous operator
(2.110) Sµ,ν(Rq × Rq, V )→ V,
independent of the choice of χ.
This construction can be applied, in particular, to the case V := V µ := Sµcl(Rqη;C,
K∞,∞(X∧)) for some µ ∈ R. According to Remark 1.15 the space V µ is Fre´chet
with the semi-norm system
(2.111) piβ˜,N (k) := supη∈Rq 〈η〉−µ+|β˜|‖κ−1〈η〉Dβ˜ηk(η)‖KN,N (X∧), N ∈ N, β˜ ∈ Nq,
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together with the semi-norms of the components k(µ−j)(η), j ∈ N, in the re-
spective spaces of homogeneous functions S(µ−j)(Rq \ {0};C,K∞,∞(X∧)), j ∈
N, cf. the formulas (1.58) and (1.59), plus the semi-norms of the remainders
k(η)−∑Mj=0 χ(η)k(µ−j)(η),M ∈ N, in Sµ−(M+1)(Rqη;C,K∞,∞(X∧)) for any exci-
sion function χ(η) (the latter semi-norms are as in (2.111) for µ− (M + 1) rather
than µ).
Lemma 2.15. Let σ(r) ∈ C∞0 (R+), ρ(r) ∈ C∞0 (R+), p(η) ∈ Sν1cl (Rq), s(η) ∈ Sν2cl (Rq)
For every fixed y and t ∈ [0, 1] the function
(2.112)
gt : (x, ξ) 7→ σ(r[η + tξ])p(η + tξ)s(η)[η](n+1)/2ρ(r[η])ω(r[η])〈ζ(x+ y), (r[η])−z〉
defines an element
(2.113) gt(x, ξ) ∈ Sρ;δ(Rq × Rq, V µ), µ := ν1 + ν2,
for some sequences ρ, δ, and t 7→ gt is continuous as a map [0, 1] → V µ; then
(gt)t∈[0,1] is a bounded set in the space V µ.
Proof. For convenience we assume again q = 1; the general case is completely
analogous. The expression on the right hand side of (2.112) in the variables
(r, ·) ∈ X∧ is an element of K∞,∞(X∧) for every fixed x, ξ, y, η, t. In fact, we
have ω(r[η])〈ζ(x+ y), (r[η])−z〉 ∈ K∞,γ(X∧) since the compact carriers of the in-
volved analytic functionals are contained in {Re z < (n+ 1)/2− γ}, and we have
ϕK∞,γ(X∧) ⊆ K∞,∞(X∧) for any ϕ ∈ C∞0 (R+). In addition for any fixed x, ξ, y, t,
the function gt(x, ξ) belongs to V
µ := Sµcl(Rη;C,K∞,∞(X∧)).
We have to show that for any semi-norm pi from the Fre´chet space topology of the
space V µ there are orders ρ(pi), δ(pi) ∈ R such that
(2.114) pi
(
DαxD
β
ξ gt(x, ξ)
) ≤ c〈ξ〉ρ(pi)〈x〉δ(pi)
for all (x, ξ) ∈ R × R and α, β ∈ N, for some constants c = c(α, β) > 0.
The semi-norms pi for the estimates (2.114) are as in Remark 1.15, for H =
C, κλ = id, and H˜ = KN,N (X∧), κ˜λu(r, ·) = λ(n+1)/2u(λr, ·), for every N ∈
N, n = dimX. Let us discuss in this proof the semi-norms (2.111); the others
are easy as well and left to the reader. In other words we estimate the norms
‖κ−1〈η〉Dβ˜η
(
DαxD
β
ξ gt(x, ξ)
)‖KN,N (X∧) for all (x, ξ) ∈ R×R and α, β ∈ N. In our case
it suffices to replace KN,N (X∧) by HN,N (X∧) since gt contains the cut-off factor
ω(r[η]) which is of bounded support in r, uniformly in η ∈ R. TheHN,N (X∧)-norm
can be estimated (up to a constant) by finitely many expressions of the form
(2.115)
∑
j,m
∥∥(r∂r)jDm{κ−1〈η〉Dβ˜η (DαxDβξ gt(x, ξ))}∥∥rN−n/2L2(R+×X)
where j + m ≤ N, and Dm is a polynomial in vector fields tangential to X of
degree m. Let us write g := gt, σ := σ(r[η+ tξ]), p := p(η+ tξ), l := [η]
(n+1)/2, f :=
ρ(r[η])ω(r[η])〈ζ(x+ y), (r[η])−z〉; then g = σpslf. Applying ∂η gives us
(2.116) ∂ηg = (∂ησ)pslf + σ(∂ηp)slf + σp(∂ηs)lf + σps(∂ηl)f + σpsl(∂ηf).
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Let us denote by m = m(η) different elements of S−1cl (Rη), and set [η]′ := ∂η[η]
which belongs to S0cl(Rη). Then we have
(2.117) ∂ησ(r[η + tξ]) = (∂ησ)(r[η + tξ])[η + tξ]
′[η]−1(r[η]),
(2.118) ∂ηp(η + tξ) = p
′(η + tξ) for a p′(η) ∈ Sν1−1cl (Rη),
(2.119) ∂ηs(η) ∈ Sν2−1cl (Rη), ∂ηl(η) = m(η)l(η),
(2.120)
∂ηρ(r[η]) = (∂rρ)(r[η])(r[η])m(η), ∂ηω(r[η]) = (∂rω)(r[η])(r[η])m(η)ω˜(r[η])
for any cut-off function ω˜  ω,
(2.121) ∂η〈ζ(x+ y), (r[η])−z〉 = (r[η])m(η)〈zζ(x+ y), (r[η])−z〉.
The relations (2.117)-(2.121) show that the summands of (2.116) have the same
structure as g itself, with the only exception that now ν1 + ν2 is diminished by 1.
By iterating the conclusion it suffices to consider the case β˜ = 0, since the original
orders ν1, ν2 are arbitrary. In other words, in (2.115) we may assume β˜ = 0. Clearly
it suffices to study the summands separately. The summand containing (r∂r)
j has
the form
(2.122){∫ ∣∣r−N(r∂r)jDmκ−1〈η〉DαxDβξ (σ(r[η+tξ])p(η+tξ)s(η)l(η)f(r[η], x+y))∣∣2rndrdx}1/2
for f(r[η], x + y) := ρ(r[η])ω(r[η])〈ζ(x + y), (r[η])−z〉. The differentiation in x
is entirely harmless since ζ is of compact support with respect to the spatial
variables. So we content ourselves with α = 0. Moreover, the Dm-derivatives have
no influence to the growth of (2.122) in η or ξ since Dm only acts on the values
of the involved analytic functionals in C∞(X), and the result after applying Dm
has the same quality as before. Therefore, it suffices to consider the case m = 0.
Thus, taking into account that κ−1〈η〉 compensates the factor l(η) = [η]
(n+1)/2 the
expression (2.122) is reduced to
(2.123)
{∫ ∣∣r−N(r∂r)jδ−1〈η〉Dβξ (σ(r[η+tξ])p(η+tξ)s(η)f(r[η], x+y))∣∣2rndrdx}1/2
for (δλu)(r, ·) := u(λr, ·). We have ∂ξ{σ(r[η+tξ])p(η+tξ)} = t{(∂rσ)(r[η+tξ])r[η+
tξ](∂ξ[η+tξ])[η+tξ]
−1p(η+tξ)+σ(r[η+tξ])(∂ηp)(η+tξ)}. By iterating ξ-derivatives
it follows that Dβξ {σ(r[η+ tξ])p(η+ tξ)} is equal to tβ times a finite linear combi-
nation of products of the form τ(r[η+ tξ])b(η+ tξ) for certain τ(r) ∈ C∞0 (R+) and
b(η) ∈ Sν1−γcl (Rη). Thus, (2.123) can be estimated by a finite linear combination
of terms of the form
(2.124){∫ ∣∣r−N(r∂r)jtβ(τ(r〈η〉−1[η + tξ])b(η + tξ)s(η)f(r〈η〉−1[η], x+ y))∣∣2rndrdx}1/2.
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For purposes below we pass to the equivalent expression
(2.125){∫ ∣∣r−N˜(r∂r)jtβ(τ(r〈η〉−1[η + tξ])b(η + tξ)s(η)f(r〈η〉−1[η], x+ y))∣∣2rn˜drdx}1/2.
for
(2.126) N˜ := N − γ, n˜ := n− 2γ.
Now we apply the r∂r-derivatives. Observe that for any real-valued Θ and a
function τ0 ∈ C∞0 (R+) we have r∂rτ0(rΘ) = rΘ(∂rτ0)(rΘ) =: τ1(rΘ) for some
τ1(r) ∈ C∞0 (R+). Thus, (r∂r)lτ0(rΘ) = τl(rΘ), l ∈ N, for some τl(r) ∈ C∞0 (R+).
We apply this to the function τ =: τ0 under the integral (2.123) as well as
to ρ0(r) := ρ(r)ω(r) occurring in the definition of f which gives us functions
ρl(r) ∈ C∞0 (R+), l ∈ N. It remains to look at what happens when we apply (r∂r)l
to 〈ζ(x+ y), (r[η])−z〉 contained in f ; but this remains unchanged at all. Thus, we
do not change the quality of the expression (2.124) when we set j = 0. Inserting
r−N˜ = (r〈η〉−1[η + tξ])−N˜ (〈η〉−1[η + tξ])N˜ and τ˜(r) := τ(r)r−N˜ ∈ C∞0 (R+) from
(2.124) we obtain
(2.127){∫ ∣∣(〈η〉−1[η+tξ])N˜ tβ τ˜(r〈η〉−1[η+tξ])b(η+tξ)s(η)f(r〈η〉−1[η], x+y)∣∣2rn˜drdx}1/2.
We have the inequalities
(2.128) |τ˜(r〈η〉−1[η + tξ])| ≤ c for all r ∈ R+, 0 ≤ t ≤ 1, η, ξ ∈ R,
(2.129) |b(η + tξ)| ≤ c〈η + tξ〉ν1 for all 0 ≤ t ≤ 1, η, ξ ∈ R,
and
(2.130) |s(η)| ≤ c〈η〉ν2 for all η ∈ R,
for different constants c > 0. Since the carriers of the analytic functionals in-
volved in f are contained in {Re z < (n+ 1)/2− γ}, we have {∫ |f(r〈η〉−1[η], x+
y)|2rn−2γdrdx}1/2 <∞ uniformly in η. Thus, we can estimate (2.127) by
(2.131) c(〈η〉−1[η + tξ])N−γtβ〈η + tξ〉ν1〈η〉ν2 .
From Peetre’s inequality we obtain [η + tξ]N−γ ≤ c〈η〉N−γ〈tξ〉|N−γ|, 〈η + tξ〉ν1 ≤
c〈η〉ν1〈tξ〉|ν1|. It follows that (2.127) can be estimated by ctβ〈tξ〉|N−γ|+|ν1|〈η〉ν1+ν2 .
Comparing that with (2.111) and using µ = ν1 + ν2 we just obtain (2.108) for
µj = |N − γ| + |ν1| and νj = 0. Applying the oscillatory integral process (2.110)
we obtain the relation (2.113) for every t ∈ [0, 1]. The boundedness of the set
(gt)t∈[0,1] in V µ is a direct consequence of the estimates.The way to obtain the
continuity of t 7→ V µ is evident after the above considerations.
Lemma 2.16. We have a˜0(y, η) ∈ S−1cl (Rq × Rq;C,K∞,∞(X∧)).
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Proof. According to what is done in the operator-valued analogue of Kumano-go’s
oscillatory integral techniques it suffices to show that for every fixed y and t ∈ [0, 1]
the function
ht : (x, ξ) 7→
(
ω(r[η + tξ])− ω(r[η]))opγ−n/2M (f)(y)(∂ηωη)(r[η + tξ])
{ω(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉},
(2.132)
contained in (2.99), belongs to the space Sρ;δ(Rq×Rq, V −1) for V −1 := S−1cl (Rqη;C,
K∞,∞(X∧)), for some sequences ρ, δ, and that t 7→ ht is continuous as a map
[0, 1] → V −1; then (gt)t∈[0,1] is a bounded set in the space V −1. Similarly as in
the proof of Lemma 2.15 we first observe that for every fixed x, ξ, y, η, t the right
hand side of (2.132) belongs to K∞,∞(X∧). More precisely we show that for every
fixed x, ξ, y, t the function ht takes values in V
−1. For convenience we assume again
q = 1. We have p(η) := ∂η[η] ∈ S0cl(Rqη) which gives us ∂ηωη = σ(r[η+tξ])rp(η+tξ)
for σ(r) := (∂rω)(r) ∈ C∞0 (R+). Choose cut-off functions ω4  ω3  ω2  ω1  ω
Then the right hand side of (2.132) can be written as
(2.133) ht(x, ξ) = nt(ξ)ω3(r[η])op
γ−n/2
M (f)(y)ω2(r[η])gt(x, ξ)
for
(2.134) nt(ξ) =
(
ω(r[η + tξ])− ω(r[η]))ω4(r[η]),
and
(2.135)
gt(x, ξ) = σ(r[η+ tξ])p(η+ tξ)[η]
−1ρ(r[η])ω(r[η])[η](n+1)/2〈(∂yζ)(y+ x), (r[η])−z〉,
for ρ(r[η]) := r[η]ω1(r[η]).
Because of Lemma 1.14 it is clear that ω3(r[η])op
γ−n/2
M (f)(y)ω2(r[η]) belongs to
S0cl(Rqη;K∞,∞(X∧),K∞,γ(X∧)) (recall that y is kept fixed for the moment, but
there is smoothness and compact support with respect to y). Moreover, similarly
as in Lemma 2.15 the function gt(x, ξ) takes values in S
−1
cl (Rqη;C,K∞,∞(X∧)).
Then bt(x, ξ) also takes values in V
−1 = S−1cl (Rqη;C,K∞,∞(X∧)) when nt(ξ) ∈
S0cl(Rqη;K∞,γ(X∧),K∞,∞(X∧)) for fixed ξ. The latter property will be the final
point of the proof, since the symbolic estimates for bt in x, ξ are again straighfor-
ward.
Let us set ψ(η + tξ) := ω(r[η + tξ]), and apply the Taylor formula
(2.136) ψ(η + tξ) =
∑
|α|≤N
(tξ)α/α!(∂αη ψ)(η) + rN (η, ξ, t),
rN (η, ξ, t) = (N+1)
∑
|α|=N+1(tξ)
α/α!
∫ 1
0
(1−ϑ)N (∂αη ψ)(η+ϑtξ)dϑ. We need this
only for N = 0. Recall that in this proof we consider the case q = 1. Then
(2.137)
nt(ξ) =
∫ 1
0
(∂ηψ)(η+ϑtξ)dϑω4(r[η]) =
∫ 1
0
(∂rω)(r[η+ϑtξ])p0(η+ϑtξ)dϑrω4(r[η])
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for a p0(η) ∈ S0cl(Rq). Now an elementary computation shows that nt(ξ)∈S0cl(Rqη;
K∞,γ(X∧),K∞,∞(X∧)).
Lemma 2.17. We have b(y, η) ∈ S0cl(Rq × Rq;C,K∞,∞(X∧)).
Proof. We can form
(2.138) gt : (x, ξ) 7→ (∂ηωη)(r[η + tξ])ω′(r[η])[η](n+1)/2〈(∂yζ)(y + x), (r[η])−z〉
for t ∈ [0, 1] and then argue in a similar manner as in the proof of Lemma 2.16, i.e.
apply an oscillatory integral argument to the S0cl(Rq × Rq;C,K∞,∞(X∧))-valued
function (2.138) occurring in the expression b(y, η) =
∫ 1
0
∫∫
e−ixξgt(x, ξ)dxd¯ξdt,
cf. the formula (2.103).
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