An extension of the linear complementarity problem (LCP) of mathematical programming is the so-called rational complementarity problem (RCP). This problem occurs if complementarity conditions are imposed on input and output variables of linear dynamical input/state/output systems. The resulting dynamical systems are called linear complementarity systems. Since the RCP is crucial both in issues concerning existence and uniqueness of solutions to complementarity systems and in time simulation of complementarity systems, it is worthwhile to consider existence and uniqueness questions of solutions to the RCP. In this paper necessary and sucient conditions are presented guaranteeing existence and uniqueness of solutions to the RCP in terms of corresponding LCPs. Using these results and proving that the corresponding LCPs have certain properties, we can show uniqueness and existence of solutions to linear mechanical systems with unilateral constraints, electrical networks with diodes, and linear dynamical systems subject to relays and/or Coulomb friction. Ó
Introduction
The classical linear complementarity problem (LCP) can be formulated as follows. Given a real k-dimensional vector q and a real k Â k matrix M, ®nd k-dimensional vectors y and u such that y q wu and for all indices i we www.elsevier.com/locate/laa have y i P 0, u i P 0, and at least one of y i and u i is zero. The LCP and various rami®cations and generalizations of it play an important role in many optimization and equilibrium problems, and for this reason the LCP has been studied extensively in mathematical programming; see [8] for a comprehensive treatment. The rational complementarity problem (RCP), which is the main subject of this paper, is a variation of the LCP in which the ®eld of real numbers is replaced by the ®eld Rs of rational functions with real coecients. To formulate a complementarity problem over Rs, we equip the ®eld of rational functions with a suitable order to be de®ned below.
The RCP is motivated by its relations to a class of discontinuous dynamical systems, called linear complementarity systems (LCS) as studied in [13, 14, 30, 31] . Linear complementarity systems are speci®ed by linear dierential equations and inequalities similar to those appearing in the linear complementarity problem. Typical examples of such systems include mechanical systems subject to unilateral constraints, electrical networks with diodes, systems subject to relays and saturation characteristics, optimization problems with state constraints and systems with Coulomb friction. The dynamics of the complementarity class consists of continuous-time phases separated by stateevents resulting in re-initializations of the continuous state of the system. In fact, in each continuous-time phase (called`modes') the system is governed by its own characteristic dynamic laws. The RCP plays a crucial role for LCS as it couples the continuous state to a corresponding mode. Systems in which continuous dynamics and switching rules are connected are called`hybrid dynamical systems'. Hybrid systems have recently drawn much attention, see e.g. [2, 27] . In this ®eld of research existence and uniqueness of solutions are often assumed, and sucient conditions are rarely given. In previous papers [13, 14, 30, 31] well-posedness results for LCS were obtained based on the socalled linear dynamic complementarity problem, a version of the complementarity problem based on taking derivatives of the LCS. The RCP has only been mentioned without exploiting its possibilities. In establishing a relationship between RCP and LCS, conditions for existence and uniqueness of solutions to LCS are derived in this paper. These conditions are more general than the ones in [13, 14, 30, 31] .
There is a connection between the RCP and a parameterized form of the LCP; this relation is explored in detail in this paper. There are also relations between the RCP and certain generalizations of the LCP. Speci®cally, we discuss the order complementarity problem (OCP) that was de®ned in [6] as well as a version of the LCP de®ned over a general totally ordered ®eld. We illustrate that certain results can be derived on an abstract level; however for the main part of the paper we opt for a concrete treatment heading directly towards establishing the connection between RCP and a parameterized LCP. It is this connection (plus the body of knowledge already available for LCP) which enables us to establish well-posedness results for LCS. As speci®c applications we discuss linear mechanical systems with unilateral inelastic constraints, passive linear electrical networks with ideal diodes (and more generally linear dissipative systems with complementarity conditions), and linear systems with relays (based on LCP-results in [17] ). The earlier well-posedness results in [13, 14, 30, 31] do not cover these special subclasses of complementarity systems.
The outline of the paper is as follows. In the next two sections, we introduce some notational conventions and several complementarity problems: LCP, RCP, OCP and an`abstract linear complementarity problem.' In Section 4 necessary and sucient conditions guaranteeing existence and uniqueness of solutions to RCP will be presented in terms of LCPs. In Section 5 LCS will be introduced together with its solution concept. The connection between solutions to RCP and initial solutions to LCS will be stated. In the next section three physically relevant subclasses of complementarity systems are considered for which well-posedness results are obtained.
Notation
In this paper, the following notational conventions will be in force. N denotes the natural numbers f0Y 1Y 2Y F F Fg, R the real numbers, R the nonnegative real numbers and C the complex numbers. For a positive integer l, " l denotes the set f1Y 2Y F F F Y lg. If a is a (column) vector with k components, we denote its ith component by i . Given two vectors P R k and P R l , then colY denotes the vector in R kl that arises from stacking a over b. The support of a vector P R k is de®ned as supp X fi P " k j i T 0g. w T is the transpose of the matrix w P C mÂn and w Ã denotes the complex conjugate transpose. A matrix w P C mÂm is called positive semi-de®nite if 2 Re x Ã wx x Ã w w Ã x P 0 for all x P C m . This is denoted by w P 0. In case strict inequality holds for all nonzero vectors x, we call the matrix positive de®nite and write w b 0. By I we denote the identity matrix of any dimension.
Given w P R kÂl and two subsets s " k and t " l, the sY t -submatrix of M is de®ned as w st X w ij iPsYjPt . In case t " l, we also write w s and if s " k, we write w t . The sY s-submatrices are sometimes called the principal submatrices. For a vector a, s X i iPs . A matrix w P R kÂl generates a convex cone, denoted by pos w, obtained by taking nonnegative linear combinations of the columns of M. Formally, pos w X fq P R k j q wv for some v P R l gX By Rs we denote the ®eld of real rational functions in one variable. For reasons of clarity and cohesion, we shall systematically use a notation in which vectors over Rs are written with an argument s and (vectors of) time functions appear with an argument t. Vectors over R are written without argument; distributions are also written without an argument, but in a dierent font. If ps 0 for all s, we write (to avoid misunderstandings) ps 0. If ps is not the zero polynomial, we write ps T 0. ws P R kÂl s means that ws is a k Â l matrix with entries in Rs. Furthermore, the kernel of a rational matrix ws P R kÂl s over Rs is denoted by ker Rs ws. The dimension of a linear subspace L of R k s over Rs is denoted by dim Rs v. A rational matrix is called (strictly) proper, if for all entries the degree of the numerator is smaller than or equal to (strictly smaller than) the degree of the denominator.
A vector u P R k is called nonnegative, and we write u P 0, if u i P 0 for all i P " k and positive (u b 0), if u i b 0 for all i P " k. If two vectors u, y P R k satisfy that for all i at least one of u i and y i is zero, we write u c y. Similarly, we write us c ys for two rational vectors us, ys P R k s, if for all i at least one of u i s 0 and y i s 0 is satis®ed.
The set of arbitrarily often dierentiable functions from R to R m is denoted by g I RY R m .
Complementarity problems
In this section, we introduce several instances of the complementarity problem. One of the fundamental results in the literature on complementarity problems will be examined for all versions of the complementarity problem considered here.
The linear complementarity problem (LCP) [8] is de®ned as follows.
De®nition 3.1 (viner omplementrity prolem). Given a matrix w P R kÂk and a vector q P R k . LCP(qY w) amounts to ®nding u, y P R k such that y q wuY 1 y P 0Y u P 0Y 2 y c uX 3
Recall that (3) implies that for all i P " k y i 0 or u i 0. Furthermore, it is evident that (2) and (3) can be replaced by u y 0, where denotes the componentwise minimum of two vectors.
LCP(qY w) is called solvle, if there exist u, y P R k satisfying (1)±(3). LCP(qY w) is called fesile, if there exist u, y P R k that satisfy (1) and (2). In [8] , a wealth of theoretical and algorithmical results have been gathered concerning this fundamental problem in mathematical programming. We recall some notations and concepts from [8] .
If we rewrite (1) as
we see that we have to express q as an element of the cone pos Àw I. However, this has to be done in a special way. In general, when q ez with z i T 0, we say that the representation uses the column e i of e. The condition y c u requires that in expressing q as an element of the cone pos Àw I not both Àw i and I i may be used.
We de®ne the omplementrity mtrix g w t P R kÂk (relative to w) by
with t c X " k n t X fi P " k j i T P t g. The associated cone pos g w t is called a omplementrity one (relative to w).
If w P R kÂk , there are 2 k complementarity cones. From the discussion above De®nition 3.2, it follows that if for some q P R k a solution to LCPqY w exists, then q has to be an element of a complementarity cone pos g w t for some t " k. Hence, the collection of vectors q for which a solution to LCPqY w exists is exactly the union of all complementarity cones of w, i.e.
LCPqY w has a solution iff q P t " k pos g w t X 6
Hence, the existence of solutions to LCPqY w for all q P R k is equivalent to the union in (6) being equal to R k . If we assume that all complementarity matrices of w are invertible, a necessary and sucient condition for existence and uniqueness of solutions to LCPqY w for all q is that the 2 k complementarity cones of w form a`partition' of the space R k . We call such a set of 2 k cones a partition of the vector space R k , if the union of the cones is the whole vector space and the intersection of any pair of cones is a lower dimensional cone (called`face' or`edge') [29] .
For index sets s, t " k with the same number of elements the sY t Eminor of w is the determinant of the square matrix w st X w ij iPsYjPt . The sY s-minors are also known as the principal minors. w is called a Emtrix, if all principal minors are strictly positive.
The following result is classical.
Theorem 3.3. por given w P R kÂk , the prolem LCP(qY w) hs unique solution for ll vetors q P R k if nd only if w is EmtrixF
Proof. See [8, 29] . Ã
In this paper we shall be motivated to consider a problem in which the role of the real numbers in the LCP is taken over by the ®eld Rs of rational functions with real coecients. To formulate the``rational complementarity problem'' it is convenient to ®rst introduce a total ordering on Rs. One can de®ne many orderings on Rs, but we shall be particularly interested in the following one.
De®nition 3.4.
A rational function f s P Rs will be said to be nonnegtive if
If this condition holds we write f s # 0.
In other words, a rational function f s is nonnegative if and only if f r is nonnegative for all suciently large real r. It is easily veri®ed that the binary relation # so de®ned is indeed a total ordering on Rs. Indeed, a nonzero rational function must be either eventually positive or eventually negative, since a rational function can have only ®nitely many poles and zeros. The ordering de®ned above can also be described as the one induced by the lexicographic ordering of the coecients of the Laurent series around in®nity. On the rational vectors R k s a partial ordering induced by the ordering in De®-nition 3.4 can be introduced as follows. We write for f s P R k s that f s # 0 if and only if f i s # 0 for i 1Y F F F Y k. After these preparations, the RCP can now be stated as follows.
De®nition 3.5 (tionl omplementrity prolem). Let a rational vector qs P R k s and a rational matrix ws P R kÂk s be given. The rtionl omplementrity prolem with dt given by qs and ws, denoted by RCP(qsY ws), is the problem of ®nding rational k-vectors us P R k s and ys P R k s such that ys qs wsus and 0 " us c ys # 0X 7
Any pair of rational vectors satisfying the above conditions is said to be a solution of RCP(qsY ws).
Writing out the RCP explicitly in terms of the ordering yields: ®nd rtionl vector functions us and ys such that ys qs wsus and y T sus 0 8 hold for all s P R and there exists a r 0 P R such that for all r P r 0 we have
The latter formulation of the RCP(qsY ws) is used in [31] . Clearly, RCP is strictly analogous to LCP and one may expect that results like Theorem 3.3 will muttis mutndis be valid for RCP. We shall prove below that this is indeed the case, but we shall also establish a relation between RCP and a parameterized version of LCP. Since a large body of results on LCP is available, it will prove to be convenient to have such a relation. First let us discuss how RCP ®ts into various possible generalizations of LCP.
Firstly, we note that Rs can be looked at as an (in®nite-dimensional) vector space over R, and hence the same holds for R k s. Obviously the partial order # is compatible with the vector space structure of R k s as a vector space over R; moreover, for each two elements f s and gs there is a maximum f s gs and a minimum f s gs (coinciding with the componentwise maximum and minimum), so that R k s is actually a (real) vetor lttie [25] . Therefore, RCP can be looked at as a special case of the order omplementrity prolem which is de®ned in [6] . This fact was pointed out to us by Kanat C ß amlibel. De®nition 3.6 (yrder omplementrity prolem). Let be a vector lattice. Let a vector q P and a linear mapping w X 3 be given. The order ompleE mentrity prolem with dt given by q and w (denoted by OCP(qY w)) is the problem of ®nding vectors u and y in such that y q wu and u y 0X 10
Any pair of vectors uY y satisfying the above conditions is said to be a solution to OCP(qY w).
To formulate a statement analogous to Theorem 3.3 for OCP, ®rst the notion of a mapping of type () has to be introduced. In the de®nition below (taken from [6, De®nition 2.10.b]) the notations x X x 0 and x À X Àx 0 are used for the positive and the negative parts of x. The de®nition could be summarized as: w is a mapping of type () if it does not reverse the sign of any nonzero vector. The result for OCP that is most closely to Theorem 3.3 is now the following [6, Theorem 2.14].
Theorem 3.8. vet e vetor lttieF e liner mpping w X 3 is of type @A if nd only if for eh q P the prolem OCP(qY w) hs t most one solutionF A real matrix is of type () if and only if it is a -matrix (cf. [9] , [8, Theorem 3.4.4] ). In the general context of OCP, however, the type-() property is not strong enough to guarantee existence of solutions, as is shown by an example in [6] .
Of course, it would be possible to consider a generalized OCP with vector lattices over Rs rather than over R. However, in this way we would not make use of the fact that in the rational complementarity problem we are dealing with a space that is ®nite-dimensional as a vector space over Rs. So, rather than looking at RCP as a special case of an OCP formulated over Rs, we will look at it as a special case of an abstract version of the standard LCP. This abstract version can be formulated as follows.
De®nition 3.9 (estrt liner omplementrity prolem). Let FY P be a totally ordered ®eld. Let q be a vector in F k and let w be a matrix over F of size k Â k. The liner omplementrity prolem over F with dt given by q and w (LCP F qY w) is the problem of ®nding vectors u and y in F k such that y q wu and u y 0X 12
Any pair of vectors uY y satisfying the above condition is said to be a solution to LCP F qY w.
Obviously, RCP is the same as LCP Rs , while LCP R is the standard LCP. So if we can prove that Theorem 3.3 and related results can be generalized to LCP F , then we get immediate corollaries for the rational complementarity problem. Unfortunately it appears that the proofs of Theorem 3.3 that are available in the literature (for instance [8, 29] ) do not readily extend to the abstract case because of their dependence on geometric intuition and/or topological properties of the real line. Below we shall present a proof of the abstract analogue of Theorem 3.3 on the basis of an indirect argument using a result from mathematical logic known as``Tarski's principle''. Further on in the paper we shall however use a dierent approach, using more concrete reasoning to obtain results that are formulated only for RCP; this will suce for the intended applications to certain dynamical systems.
First we establish that in the context of an arbitrary totally ordered ®eld, a matrix is a -matrix if and only if it is of type () in the sense of De®nition 3.7. The standard proof of this fact (see [8, 9] ) makes use of eigenvalues in a way that does not extend to general ordered ®elds. Lemma 3.10. vet FY P e totlly ordered fieldF he following properties re equivlent for mtries w P F kÂk . (i) ell prinipl minors of w re positiveF (ii) sf x P F k stisfies wx i x i T 0 for ll i P f1Y F F F Y kg, then x 0.
Proof. The proof of the implication from (i) to (ii) as given in [9] is directly applicable to the case in which the real line is replaced by an arbitrary totally ordered ®eld, so we only need to prove the implication in the reverse direction. The proof will be given by induction with respect to the size of the principal submatrices of w. So suppose that (ii) holds, and consider ®rst the minors corresponding to principal submatrices of w of size 1, i.e. the diagonal elements of w. Let e p denote the pth unit vector. Since obviously we p i e p i 0 for i T p, condition (ii) implies w pp we p p e p p b 0. Assume now that all minors of principal submatrices of sizes up to j À 1 are positive, and suppose that there is a principal submatrix w ss of size j such that det w ss is nonpositive. Take p P s and de®nes X s n fpg. Let x be the matrix de®ned by
Note that by our assumptions k P 0. Since w x ss is obtained from w ss by adding k times the pth unit vector with card(s) components to the pth column of w ss , and since the determinant of a matrix is linear as a function of each of its columns, we have detw x ss det w ss k det wss 0X Therefore, there exists a nonzero vector x s such that w x ss x s 0. Let x be the vector de®ned by x i x s i for i P s and x i 0 for i T P s. Write y wx, and note that y s w ss x s Àx ss x s . Consequently, for i T P s we have y i x i 0 because x i 0, for i Ps the relation y i x i 0 holds because y i 0, and ®nally y p x p Àkx 2 p T 0. Therefore condition (ii) is violated and we have reached a contradiction. Ã To get the analogue of Theorem 3.3 for the abstract version of LCP we shall appeal to some ideas in mathematical logic, in particular a result known as rski9s priniple. We brie¯y review the most pertinent facts; see [28] for a complete treatment. A totally ordered ®eld FY P is said to be rel losed if its ordering P is unique and there is no proper algebraic extension ®eld of F that has an ordering extending P . It can be shown that a totally ordered ®eld is real closed if and only if F À1 p is algebraically closed. For example, R is real closed but Rs is not. It follows from Zorn's lemma that every totally ordered ®eld admits an algebraic order extension that is real closed; by a theorem of Artin and Schreier [3] , the real closure is unique up to isomorphism. An elementry property of a totally ordered ®eld is one that can be stated in ®rst-order logic (allowing quanti®cation over individual elements but not over sets) using the algebraic operations and the order relation. Tarski's principle [28, Corollary 5.3] asserts that real closed ®elds are indistinguishable from R on the basis of elementary properties; so any elementary property that can be shown to hold in R is true in every real closed ®eld.
Theorem 3.11. vet FY P e totlly ordered fieldF he following sttements re equivlent for mtries w in F kÂk . (i) por ll q P F k , the prolem LCP F qY w hs unique solutionF (ii) ell prinipl minors of w re positiveF Proof. We have already shown in the foregoing lemma that (ii) is equivalent to the statement that w is of type (). The implication from (i) to (ii) then follows as in [4, p. 274 ] (see also [6, Theorem 2.14]), since the argument given there, which proceeds from the assumption that w is of type (), is valid over an arbitrary totally ordered ®eld. It remains to prove the reverse implication. For this, note that the property expressed in the theorem is (for each given k) an elementary property. Since the statement is true for R by Theorem 3.3, it follows from Tarski's principle that the statement is also true for the real algebraic closure " F of F. In particular, if all principal minors of w are positive, then there exists for each given q P F k a unique pair of vectors y and u in " F k such that y q wu and y u 0. Let s & " k be the set of indices i for which y i 0, and letw be the matrix of size k Â k whose jth column equals the jth column of Àw if j P s, and is equal to the jth unit vector if j T P s. Note thatw is invertible, since its determinant is (up to a sign) a principal minor of w. De®ne v w À1 q P F k . Because u s 0 and y s c 0 we must have v s y s and v s c u s c , and in particular it follows that both y and u must actually belong to F k . So we have constructed a solution to LCP F qY w. Since the solution is unique over " F, it is certainly also unique over F. Ã
In particular it follows that the rational complementarity problem RCP(qsY ws) has a unique solution for all qs if and only if all principal minors of ws are positive in the ordering that we de®ned on Rs. A corollary that is speci®c to RCP is the following.
Corollary 3.12. por rtionl mtrix ws P R kÂk s, the prolem RCP qsY ws hs unique solution for ll qs P R k s if nd only if there exists r 0 P R suh tht for ll r P r 0 the prolem LCPqY wr is uniquely solvle for ll q P R k .
Proof. According to Theorem 3.11, the ®rst statement is true if and only if
Vs & " k Wr 0 P R Vr P R fr P r 0 A det w ss r b 0gY 14 whereas the second statement can be reformulated as (Theorem 3.3)
Since the ®rst quanti®cation in (14) is over a ®nite set, the two statements are equivalent. Ã Note that the corollary is actually equivalent to Theorem 3.11 as applied to RCP. The connection between RCP and LCP as given in the corollary will be of crucial importance below to show well-posedness results for certain dynamical systems. Actually, we shall need some re®nements of the corollary. Not in all cases does an``abstract'' approach lead directly to a statement relating RCP and a parameterized LCP. Interchanging quanti®ers is involved and this is not always as easy as in the proof above. Below we shall follow a``concrete'' approach, in which we aim directly for connections between results connected to RCP and corresponding results connected to a parameterized LCP.
Relation between RCP and LCP
Let qs P R k s and ws P R kÂk be given. For any particular r P R the data of RCP (8) and (9) de®nes a standard LCPqrY wr. So, a connection between the RCP and the corresponding parameterized set of LCPs must exist, especially considering Corollary 3.12.
The ®rst re®nement of Corollary 3.12 is concerned with the question of existence of solutions to RCP independently of uniqueness. Note that the theorem below applies to RCPqsY ws) for a speci®c qs and does not state a result for all possible qs P R k s as in Corollary 3.12. Therefore, the result below is much stronger. The proof is given in a direct way and not via the abstract route that was indicated in Section 3.
Theorem 4.1. vet qs P R k s nd ws P R kÂk s e givenF RCPqsY ws hs solution if nd only if there exists r 0 P R suh tht LCPqrY wr hs solution for ll r P r 0 .
We would like to stress that the solvability of RCPqsY ws is not completely characterized by the solvability of LCPqIY wI where qI and wI denote the limits of qr and wr for j r j3 I, if they exist. 
admits a solution (note that wr is a -matrix for all nonnegative real r), although LCPqIY wI is unsolvable.
Before we prove Theorem 4.1, we introduce some auxiliary concepts and results. Consider the equation w wzY z P 0 16
for given vector w P R k and matrix w P R kÂl . The solution set, de®ned as X fz P 0 j w wzg, is a convex polyhedron (i.e., the intersection of ®nitely many closed halfspaces). Proof. See Theorem 2.6.12 in [8] . Ã De®nition 4.6. Let q P R k and w P R kÂk be given. A solution uY y to LCPqY w is basic, if coluY y is a basic solution to q Àw Iz, z P 0.
Lemma 4.7. vet q P R k nd w P R kÂk e givenF sf solution to LCPqY w existsD then there exists si solution s wellF Proof. Let uY y be a solution to LCPqY w. Consider the problem q Àw I t z, z P 0 with t supp (coluY y. Since this problem has a solution, Lemma 4.5 yields that it has a basic solution as well. Since this basic solution uses a subset of the columns used by coluY y, it is clear that the complementarity conditions still hold for the basic solution. Ã
The last lemma before we can prove Theorem 4.1 is the following. We omit the proof which can be based on the Smith±McMillan form of rational matrices [20, Theorem 2.3].
Lemma 4.8. sf qs is rtionl mtrix, then the set of k P C for whih qk hs dependent olumns oinides with the zero set of some polynomilF
Proof of Theorem 4.1. We divide the pairs t Y u with t Y u " k and t u Y in two sets L ind and L dep depending on the fact whether the columns of g ws t Y u are independent over Rs or not. By Lemma 4.8, there exist polynomials p t Yu s satisfying for all k P C, p t Yu k 0 if and only if g wk t Y u has dependent columns. Then L ind and L dep are given by
We take r 1 P r 0 (r 0 as in the formulation of Theorem 4.1) such that r 1 is larger than all real zeros of all the polynomials p t Yu s that are not identically zero. As a consequence, if there exists a r P r 1 such that the real matrix g wr t Y u has (in)dependent columns, then the real matrix g wr t Y u has (in)dependent columns for all r P r 1 .
Note that for t Y u P L ind , we have qs P g ws t Y u (for all s) if and only if the columns of the matrix qs g ws t Y u are dependent over Rs. Hence, we can apply Lemma 4.8 to get polynomials r t Yu s satisfying for t Y u P L ind and for r P R, r b r 1 , r t Yu r 0 if and only if qr P g wr t Y u. Since the r t Yu s are polynomials, we can ®nd a real r 2 P r 1 (by taking it larger than all real zeros of all nonzero polynomials r t Yu s) with the property that if for some t Y u P L ind there holds qr P g wr t Y u for certain real r P r 2 , then qr P g wr t Y u for all r P R. All pairs t Y u P L ind for which r t Yu s 0 are denoted by L con ind . Finally, take r 3 P r 2 such that all components of the solutions of qs g ws t Y u u t s y u s 17
for t Y u P L con ind do not change sign anymore for s P r 3 . Since g ws t Y u has independent columns over Rs for t Y u P L con ind , this solution is unique and rational. Hence, r 3 P r 2 has to be taken larger than all real zeros and poles of all nonzero entries of all the solutions to (17) corresponding to t Y u P L con ind . Take r P r 3 . Since r P r 3 P r 0 , we have by assumption that LCP qrY wr has a solution uY y (by Lemma with u s c , t s. Moreover, g wr t Y u has full column rank, because the solution uY y is basic. Hence, t Y u P L ind . By de®nition of r 2 , the fact that (19) is true for r, and r P r 2 , it follows that t Y u P L con ind . This means that (17) has a solution colu t sY y u s for t Y u. Since colu t rY y u r satis®es (19) and g wr t Y u has full column rank, it is clear that colu t rY y u r colu t Y y u P 0. Since colu t sY y u s does not change sign for s P r 3 , it is clear that colu t sY y u s P 0 for all s P r 3 . By introducing u snt s 0 and y s nu s 0, usY ys is a solution to RCPqsY ws.
The other way around is easy. If usY ys is a solution to RCP(qsY ws) satisfying yr P 0, ur P 0 for all r P r 0 , then urY yr is a solution to LCPqrY wr for all r P r 0 . Ã Next, the question of uniqueness of solutions to RCPqsY ws is considered. We shall actually prove the following fairly general version. Theorem 4.9. vet i P R lÂk , qs P R k s nd ws P R kÂk s e givenF he following sttements re equivlentF 1. eny pir of solutions u i sY y i s, i 1Y 2 to RCPqsY ws stisfies iu 1 s iu 2 s for ll s. 2. here exists rel numer r 0 suh tht for ll r P r 0 ny pir of solutions
From this it follows easily that uniqueness of the solution to LCPqrY wr for all suciently large r is equivalent to the uniqueness of the solution to RCPqsY ws.
Corollary 4.10. vet qs P R k s nd ws P R kÂk s e given. RCPqsY ws hs t most one solution if nd only if there exists rel numer r 0 suh tht for ll r P r 0 LCPqrY wr hs t most one solutionF Proof. Take i I in Theorem 4.9 and note that us determines ys uniquely in the RCP and that u determines y uniquely in the LCP. Ã Note that Corollary 4.10 is stronger than Corollary 3.12, because it treats uniqueness independently of existence of solutions and moreover, it states a uniqueness result for seprte rational k-vectors instead of for all rational k-vectors.
Also uniqueness of solutions to RCPqsY ws does not follow from uniqueness properties of solutions to LCPqIY wI (provided the limits exist). The remainder of this section is devoted to the proof of Theorem 4.9, for which some preliminary results are needed.
De®nition 4.12. Let g be a convex set. Then z P g is called an extreme point of g, if for all z 1 , z 2 P g and for all k P 0Y 1
Lemma 4.13. e solution to (16) is si if nd only if it is n extreme point of the solution set .
Proof. See Theorem 2.6.13 in [8] . Ã
The following Lemma is known as Goldman's resolution theorem (Theorem 1 in [11] , Theorem 2.6.23 in [8] ). The vector in R k with all components equal to 1 is denoted by e. Lemma 4.14. he solution set of (16) hs finite numer of extreme points, sy fp 1 Y F F F Y p r g. hefine s the onvex hull of the extreme points of , iFeF,
nd define the one g X fx P 0 j wx 0gX
hen it holds tht gX purthermore, if X fz P 0 j wz 0Y e T z 1g T Y, then hs finite numer of extreme points, sy fy . hen there exists n index set s suh tht ker w s is nontrivil, no vetors in ker w s hve omponents of opposite sign nd this kernel is spnned y vetor v P 0 with iv T 0 (in prtiulr, dim ker w s 1).
Proof. According to Lemma 4.14 the solution set of (4.14) can be written as g with and g as in Lemma 4.14. Since ip 1 Á Á Á ip r and iz 1 T iz 2 , it is obvious that one of the extreme points of , as de®ned in Lemma 4.14, must be outside the kernel of i, say y 1 . Take s X supp y 1 . Note that 0 T y 1 P ker w s and that iy 1 T 0. Since y 1 is an extreme point of (or equivalently, y 1 is a basic solution to wz 0, e T z 1, z P 0), ker w s ker e T s f0g implying that dim ker w s T 1. Hence, ker w s is spanned by y 1 which has no components of opposite sign, because it is contained in . Ã Remark 4.16. If no vectors in a nontrivial subspace have components of opposite sign, then its dimension must be equal to one. Indeed, take two nonzero vectors z 1 P 0 and z 2 P 0 contained in . Consider z 1 À az 2 . When a increases from zero, all components must change from nonnegative to nonpositive at the same time, i.e. we must have z 1 az 2 for some a. . hen there exist prtiulr si solution u bas Y y bas nd disjoint index sets t, u suh tht · supp u bas t , supp y bas u; · no vetors in ker g w t Y u hve omponents of opposite signY nd · there is vetor col zY w P 0 with w u c 0 nd z t c 0 suh tht colz t Y w u spns kerg w t Y u nd iz T 0.
Proof. The set of all solutions of LCPqY w can be written as the union of the solution sets of q Àw IcoluY y, u t c 0, y t 0, u P 0 and y P 0 for all index sets t " k. Consider an index set t whose corresponding system of equalities and inequalities allows at least two solutions colu 1 We denote this set by L 1 . Let g t Yu s be a polynomial vector spanning ker g ws t Y u for t Y u P L 1 . We de®ne r 4 P R such that the components of g t Yu r for t Y u P L 1 do not change sign anymore for r P R, r P r 4 . Take r 5 P R such that for all t Y u-pairs with t, u " k and t u Y the following is true: dim ker g wr t Y u dim Rs ker Rs g ws t Y u for all r P r 5 X We de®ne r 6 X max iP " 5 r i with r 1 , r 2 and r 3 as de®ned in the proof of Theorem 4.1.
We claim that if there exists a real number r b r 6 with the property that LCPqrY wr has multiple solutions u i Y y i , i 1Y 2 with iu 1 T iu 2 , then there exist also multiple solutions u i sY y i s, i 1Y 2 to RCPqsY ws with the property iu 1 r T iu 2 r. According to Lemma 4.7 
The importance of the previously presented theorems is that the existence and uniqueness of solutions to RCP is related to existence and uniqueness of solutions to LCPs. A wealth of existence and uniqueness results concerning solutions to LCPs is already available in the literature (see [8] ). These results can be applied to prove existence and uniqueness results for RCPs as is demonstrated by three classes of RCPs having a relation to dynamical systems. The relationship between RCP and a class of dynamical systems with discontinuous dynamics and impulsive motions is treated in the next section.
Relation between RCP and linear complementarity systems
In this section the relation of the RCP to liner omplementrity systems [14] will be discussed.
Linear complementarity systems
An LCS is governed by the simultaneous equations xt ext futY 20a yt gxt hutY 20b
The functions utY xtY yt take values in R k Y R n and R k , respectively; e, f, g and h are constant matrices of appropriate dimensions. Eq. (20c) implies that for all t and for every component i 1Y F F F Y k at least one of u i t 0 and y i t 0 must be satis®ed. This results in a multimodal system with 2 k modes, where each mode is characterized by a subset s of " k, indicating that y i t 0 if i P s and u i t 0 if i P s c with s c " k n s. For each such mode the laws of motion are given by Dierential and Algebraic Equations (DAEs). Speci®cally, in mode s they are given by x ex fuY 21a y gx huY 21b
The mode will vary during the time evolution of the system. The system evolves in a certain mode as long as the inequality conditions in (20c) are satis®ed. At the event of a mode transition, the system may display jumps (re-initialization) of the state variable. In the next subsection these phenomena will be formalized, which will result in a mathematically exact solution concept.
Solution concept of LCS
The solution concept of linear complementarity systems is based on a distributional framework as in [12] . This distributional framework is needed, because we have to be able to consider``impulsive motions''. To make this plausible, consider a mechanical systems subject to some unilateral constraint, e.g. a particle moving around in a space which contains a wall. If the particle hits the wall with a nonzero velocity, a jump (a very fast motion) occurs in the velocity that can be modelled as the result of a Dirac pulse appearing in the reaction force exerted by the wall. Since such mechanical systems can be modelled as LCS, the previous motivates the choice for a distributional set-up as in [12] from which we recall some concepts below.
The set of distributions de®ned on R with support on 0Y I is denoted by D H (see e.g. [32] ). Particular examples of elements of D H are the delta distribution (or``Dirac pulse'') and its derivatives. We denote the delta distribution by 
&
Note that we use a dierent font for distributions to distinguish between the distribution u, vectors u P R k , (time-)functions ut and rational functions us.
De®nition 5.1 [12] . An impulsiveEsmooth distriution is a distribution u P D H of the form u u imp u reg , where u imp is impulsive and u reg is smooth on 0Y I. The class of these distributions is denoted by g imp . If the regular part of an impulsive-smooth distribution is of the form
Given an impulsive-smooth distribution u u imp u reg P g imp , we de®ne the leading coecient of its impulsive part by
De®nition 5.2 [14] . We call a scalar-valued impulsive-smooth distribution v P g imp initilly nonnegtive, if The initial nonnegativity or positiveness of a Bohl distribution can completely be characterized by its Laplace transform. This is not the case for general impulsive-smooth distributions. The simple proof of the following lemma is omitted.
Lemma 5.3. 1. uppose tht the vple trnsform of u P g k imp , denoted y us, exists. 3 sf u is initilly positive, then there exists r 0 P R suh tht the vple trnsform stisfies ur b 0 for ll rel r P r 0 . por fohl distriution the reverse stteE ment holds s wellF 2. uppose tht u P g imp is of fohl type nd denote its vple trnsform y us. here exists r 0 P R suh tht the vple trnsform us stisfies ur P 0 for ll r P r 0 if nd only if u is initilly nonnegtiveF 3. uppose ut is pieewise ontinuous funtion with ut 0Y t`0 suh tht the vple trnsform, denoted y us, existsF purthermore, ssume the exisE tene of onstnt b 0 suh tht ut P 0 for ll t P 0Y nd ut b 0 for ll t P t Y t f & 0Y d with t `tf . hen there exists r 0 P R suh tht ur b 0 for ll r P r 0 .
To show that the reverse of statement 1 and statement 2 is not true for general impulsive-smooth functions, we consider the following counterexamples.
Example 5.4. We de®ne for s P R the functions f s t P g I RY R as
It can be veri®ed that this de®nes indeed a class of g I -functions with derivatives equal to zero in t s. A counterexample for the reverse of statement 1 is f 1 t. The function Àf 1 t shows also that statement 2 cannot be generalized to g imp X Next, we de®ne the concept of a distributional solution to an input/state/ output system of the form x ux vuY y wx xu with u, v, w and x constant matrices of appropriate dimensions. Let an initial condition x 0 (at time instant 0) be given. We replace the system by its distributional equivalent [12] :
x ux vu x 0 dY 25a y wx x uY 25b where x denotes the distributional derivative of x.
De®nition 5.5 [12] . A triple uY xY y P D Hmnr is a (distributional) solution to x ux vu, y wx xu with initial condition x0 x 0 , if uY xY y satis®es (25a) and (25b) as an equality of distributions.
In [12] , it is shown that for equations of the form (25a) and (25b) there is for every u P g m imp a unique pair xY y P h Hnr such that uY xY y is a solution to (25a) and (25b) for given x 0 ; moreover xY y P g nr imp . Hence, given an initial state x 0 , u can be seen as an input, because it uniquely determines xY y. An important observation is that a nontrivial impulsive part of u may result in a re-initialization (also called``jump'' or``impulsive motion'') of the state. If u imp l i0 u Ài d i for vectors u Ài P R m , then a jump will take place according to
Next we will consider equations of the form (25a) and (25b) with the additional requirement that y 0.
De®nition 5.6. A state x 0 is said to be onsistent for uY vY wY x , if there exists a regular input u such that x ux vu x 0 dY 27 0 wx x u is satis®ed. uY vY wY x denotes the set of all consistent states for the system uY vY wY x and is called the onsistent suspe.
The next lemma speci®es a particular form of the regular inputs satisfying Eq. (27).
Lemma 5.7. gonsider (27) with uD vD wD x onstnt mtries of pproprite dimensions nd write uY vY wY x . here exists mtrix p of pproprite dimensions suh tht u vp nd w xp f0g.
Proof. See Theorem (3.10) in [12] . Ã The previous lemma shows that uY vY wY x can be made invrint by applying a feedback law ut pxt. By this we mean, that if x 0 P , then the solution of the closed-loop dynamics (i.e. after applying the feedback law) xt uxt vut u vp xt with x0 x 0 satis®es xt P for all t P R . This is a consequence of u vp . Furthermore, since w xp f0g, it even holds that wxt xut w xp xt 0. Note that the corresponding open-loop control function ut pxt p e efp t x 0 is a Bohl function.
After these preliminaries we can de®ne an initial solution to (20a),(20b) and (20c) given an initial state.
De®nition 5.8 [14] . We call uY xY y P g knk imp an initil solution to (20a)±(20c) with initial state x 0 , if there exists an s " k such that 1. uY xY y is a solution to (21a) and (21b) with initial state x 0 in the distributional sense; 2. u and y satisfy (21c) and (21d) as equalities of distributions; and 3. uY y are initially nonnegative.
Obviously, an initial solution only satis®es (20a)±(20c)``temporarily.'' In case an initial solution has a nontrivial impulsive part, only the re-initialization as given in (26) forms a piece of the global solution. If the initial solution uY xY y is smooth, the restriction uY xY y j 0Ye satis®es Eqs. (20a)±(20c) on the interval 0Y e, where e is given by e X infft b 0 j u regYi t`0 or y regYi t`0 for some i P " kgX 28
Only if e I uY xY y forms a global solution to the LCS (20b). If e`I, the global solution is continued with a part of a dierent initial solution corresponding to initial state x reg e. Such a de®nition of a (global) solution to (20a)±(20c) based on concatenation of initial solutions is formalized below. Given a state x 0 , we de®ne Sx 0 by Sx 0 X fs " k j there exists an initial solution uY xY y to 20 29 that satisfies 21 for mode sgX
The set Sx 0 denotes the set of possible modes that can be selected from x 0 . In [14] it has been shown that several other mode selection methods yield the same set of continuation modes (under some mild assumptions). One of them is the RCP. 
that satis®es the following.
1. There exists a function s X D 3 2 " k X ft j t " kg with si P Sx e i. 2. On an interval Y 0Y e with si` for certain i P D and Y sD Y, u c tY x c tY y c t is smooth and is equal to a smooth initial solution uY xY y in mode si with initial state x e i (i.e. u c tY x c tY y c t ut À Y xt À Y yt À for all t P Y ). Furthermore, u t P 0 and y c t P 0 hold for all t P Y . there must exist an initial solution uY xY y in mode si with initial state x e i such that x e i 1 lim t50 x reg t for all i with i P D, i 1 P D.
The interpretation of these notions and requirements will brie¯y be given. The function s speci®es the event times: the times at which the active mode changes. The set si denotes the active mode between si and si 1. The triple x c tY u c tY y c t denotes the trajectories in the continuous phases of the complementarity system (as imposed by item 2) and x e i denotes the event state at time si. Items 3(a) and 4 specify the initial conditions. Item 3(b) requires that the 6-tuple de®nes a solution on 0Y e in case that e is an accumulation point of event times. The relation between two successive event states is described in 5X in case of smooth continuation and in case of re-initialization. In this de®nition there is some redundancy allowed in the number of events (size of D) and the event times. Given a solution DY sY x e Y u c tY x c tY y c t, one could add ± without violating the requirements ± between any two event times si and si 1 with si`si 1 an additional event times by introducing x e s x c s. Similarly, one could also add a void re-initialization, when a regular initial solution exists from a certain state.
In [14] a more general solution concept is given. The extensions are twofold. The solution as in De®nition 5.9 allows only ®nitely many re-initializations at one time instant, while the solution concept in [14] may have in®nitely many reinitializations as long as the event states converge. However, sucient conditions are known that guarantee that at most one re-initialization is required before smooth continuation is possible, see [14] . These conditions are formulated in terms of leding olumn nd row oeffiient mtries being -matrices. The second extension is concerned with possibly continuing a solution after an accumulation point of events (i.e. the existence of a s Ã`I such that lim i3I si s Ã . Using the solution concept above the largest interval on which a solution can be de®ned is 0Y s Ã . However, in [14] the solution concept includes continuation from an accumulation point, if the state trajectory x c t has a left limit at s Ã . In [14] a method has been proposed to construct analytical solutions to a LCS (20a)±(20c). This method can be used as a ®rst set-up for simulation tools. The method can brie¯y be summarized as follows. Starting from an initial state x 0 one constructs an initial solution (see also the next subsection for the relation to RCP). If the initial solution is smooth, there exists an interval 0Y e with e b 0 as in (28) such that all the equations in (20a)±(20c) are satis®ed. To determine e one has to detect when the inequalities ut P 0 and yt P 0 are violated. In this way a smooth piece u c tY x c tY y c t is constructed on 0Y e. From x c e one must ®nd a new initial solution.
If the initial solution corresponding to x 0 has a nontrivial impulsive part, the re-initialized state according to (26) must be computed. Next one determines a new initial solution with the re-initialized state as new initial condition and one considers the two possibilities (impulsive or smooth initial solution) again. This cycle is repeated till a solution is constructed on the desired interval 0Y e .
Currently numerical simulation techniques based on time-stepping methods as in [16] (electrical circuits) and [33] (mechanical systems with impacts and friction) are under study.
Relation between existence and uniqueness of solutions to RCP and LCS
A special form of RCPqsY ws arises when qs X gsIÀe À1 x 0 and ws X gsIÀe À1 f h 30 for e P R nÂn , f P R nÂk , g P R kÂn , h P R kÂk and x 0 P R n . We denote this case of RCP by RCP(x 0 ) assuming that eY fY gY h are clear from the context.
We generalize a result presented in [14] . In [14] the following theorem was proven under an additional constraint on the separate mode dynamics (21a)±(21d) implying that all initial solutions are automatically Bohl distributions. The theorem below expresses that solvability of the RCP is related to existence of initil solution. Note that this is a local result, since it does not claim existence of a global solution as in De®nition 5.9. The equivalence between 2 and 3 is proven in [14, Theorem 5.3] together with the one-to-one correspondence between initial solutions of Bohl type with initial state x 0 and solutions to RCP(x 0 ) as described above. Evidently, statement 2 implies statement 1. The converse implication is far from trivial and will be a consequence of the proof of Theorem 5.14.
Of course, one may wonder whether a similar statement as in Theorem 5.10 can be made about uniqueness. The next example shows that this is not the case. The corresponding RCP(x 0 ) with x 0 0Y 0 T has a unique solution us ys 0Y 0 T for all s. However, we can construct uncountably many dierent initial solutions (note that these cannot be Bohl due to the one-to-one correspondence between initial solutions of Bohl type and solutions to the RCP). For all s b 0 the functions u 1 t f s t, u 2 t Àf s t and y 1 t y 2 t 0 constitute an initial solution to (20a) and (20c) This example demonstrates that multiple initial solutions may exist in certain situations, although there is only one Bohl initial solution (or equivalently, only one solution to the corresponding RCP). However, we can introduce an equivalence relation on the space of impulsive-smooth distributions such that all initial solutions belong to the same equivalence class, in case there is only one initial solution of Bohl type.
We introduce the following notation. Consider the distributions g g imp g reg P h
Hk , h h imp h reg P h Hk with g imp , h imp impulsive and g reg , h reg piecewise continuous. These distributions could be called impulsiveEpieewise ontinuous.
For an e b 0 we write g j 0Ye h j 0Ye if g reg j 0Ye h reg j 0Ye X Similarly, we write g j 0Ye h j 0Ye if g reg j 0Ye h reg j 0Ye and g imp h imp X De®nition 5.12. Let g, h be two g k imp -functions. We shall say that g is equivlent to h, g $ h, if and only if there exists an e b 0 suh tht g j 0Ye h j 0Ye . This is an equivalence relation and the equivalence classes are called germs. We say that two initial solutions
re in the sme germ or are unique up to germ equivlene if colu 1 
This de®nition extends an equivalence relation on g I -functions and the corresponding equivalence classes (also called germs) as used in dierential geometry, see e.g. [5] . The following lemma states that the Bohl distributions can be embedded in the space of germs.
Lemma 5.13. ih germ ontins t most one fohl distriutionF
Proof. Bohl functions are real-analytic. Hence, g j 0Ye h j 0Ye implies g h for two Bohl distributions g, h. Ã The set of Bohl distributions can be embedded (using the above lemma) in the set of germs in g imp . However, not all germs contain a Bohl distribution as can be seen from the equivalence class containing f 0 t (de®ned in Example 5.4) .
The uniqueness result that we are after is formulated as follows. The proof is given later in this section.
Theorem 5.14. vet i P R lÂk e givenF he following sttements re equivlentF
Remark 5.15. Consider a linear complementarity system (20a)±(20c) with parameters eY fY gY h. Suppose that ker i ker f. Then it is evident, that statement 1 in Theorem 5.14 implies that for any pair of initial solutions
An immediate corollary is the following (take i equal to the identity matrix). One may wonder if each germ of initial solutions contains a Bohl initial solution. The above theorem implies that this is true (due to the one-to-one correspondence between Bohl initial solutions and solutions to RCP), when there is only one Bohl initial solution. However, the following counterexample shows that the collection of germs of initial solutions can not be identi®ed by the Bohl initial solutions in general.
Example 5.18. Consider the complementarity system (20a)±(20c) with
For initial state x 0 0Y 0 T the function u 1 t u 2 t f 0 t (see Example 5.4), y 1 t y 2 t 0 is an initial solution. However, this function is not equivalent to a Bohl distribution as noted before.
To prove Theorem 5.14 one technical result is needed. It is possible that the Laplace transform of an initial solution does not exist. The next lemma shows that the initial solution can be modi®ed for large time-values such that the Laplace transform exists and satis®es the conditions of RCP except the rationality.
Lemma
hold for ll s P C nd there exists r 0 P R suh tht for ll r P r 0 we hve yr P 0Y ur P 0.
Proof. Let uY xY y be an initial solution to (20) . For i such that u impYi 0 de®ne s We introduce the index sets t, u by
We de®ne X eY f t c Y g u Y h uYt c (see De®nition 5.6). It is clear that x reg t P for t P 0Y and hence x reg lim t4 x reg t P . We now take a feedback law p as in 2 of Lemma 5.7 making the subspace invariant under the closed-loop dynamics n e f t c p n (note the discussion after Lemma 5.7). We introduce a new distributionũ byũ u imp ũ reg (note that the impulsive part is unchanged) with
where nt is the solution to nt e f t c p nt with initial condition n x. Note that nt is a Bohl function.
The existence of the Laplace transforms denoted by usY xsY ys is easily established, becauseũ is at most exponentially increasing. Furthermore, the second statement in the formulation of the lemma follows by construction.
Takingỹ as the corresponding output of (20a) and (20b) with initial state x 0 , it is obvious that the ®rst part of (32) is satis®ed for all s. That the second part of (32) holds for all s follows from the construction which is such that ũ t 0 andỹ u 0. Note that the union of the index sets t and u is equal to " k because of the complementarity satis®ed by the initial solution uY xY y. It is clear that for all i withũ impYi T 0 the Laplace transform satis®es u i r b 0 for suciently large r P R. Indeed, the impulsive partũ impYi is equal to u impYi , which has a positive leading coecient. In caseũ impYi 0 the de®nitions of and t imply that for all i P t c u regYi t P 0 for all t P 0Y and there exists a nonempty interval reg t for some t P 0Y . In the latter case the continuity of both functions implies that iu 1 reg t T iu 2 reg t for all t P t Y t f 0Y for certain t T t f . Hence, the same holds for the related impulsive-piecewise continuous distributionsũ 1 andũ 2 . It is clear that the Laplace transforms of these impulsive-piecewise continuous distributions, denoted by u j sY x j sY y j s, j 1Y 2 are not rational in general and thus u j sY y j s do not form solutions to RCPx 0 . However, since u j sY y j s, j 1Y 2 satisfy (8) for all s and (9) for all r P r 0 , u j rY y j r, j 1Y 2 satisfy LCPqrY wr with qs and ws as in (30) .
We intend to invoke Theorem 4.9 to ®nd multiple solutions u j sY y j s, j 1Y 2 to RCPx 0 . Suppose that the conditions of this theorem are not satis®ed, i.e. assume that there exists an r 0 P R such that for all r P r 0
We reconsider the two cases above. In the ®rst case we have iũ
imp . It is clear that this contradicts (33) . Similarly, in the second case (i.e. iũ The following corollary shows how the equivalence relation for initial solutions can be used to establish`global' uniqueness of the global solution. The proof is based on the fact that only the`nonnegative part' of the initial solution returns in the global solution. c t for ll t P 0Y e with t T P s
The relevance of the assumption ker i ker f is mentioned in Remark 5.15 and will also become clear in the proof. Situations in which ker f is nontrivial occur for instance in the mechanical systems treated in the next section.
Proof. The proof is based on the following observations. According to the hypothesis of the theorem, Theorem 5.14 and Remark 5.15, we must have that any pair of initial solutions u j Y x j Y y j , j 1Y 2 with the same initial state, satis®es iu 1 $ iu 2 and x 1 $ x 2 . This will be called the similrity property in the proof. Secondly, note that for a global solution as in De®nition 5.9, u t tY x t tY y t t for somet T P sD is equal to a smooth initial solution with initial state x t on a closed interval of positive length with left endpoint zero.
De®ne
c tg with the convention inf Y I. In case t Ã I, we are ®nished, because then the claim of the theorem is true. Hence, suppose t Ã`I . Without loss of generality we may assume that no void re-initializations occur meaning that si si 1 and x e i x e i 1. It is clear that in these cases si 1 can be removed from the set of event times without essentially changing the global solution.
We can distinguish three cases. c t for all t P 0Y e with t T P s
Corollary 5.23. gonsider liner omplementrity system @PHaA±@PHcA with dt eY fY gY h. · uppose tht fu 1 s fu 2 s is true for ny pir of solutions u j sY y j s, j 1Y 2 to RCP(x 0 ) for ll initil sttes x 0 . hen the LCS (20a)±(20c) hs the unique stte prt propertyF · uppose tht u 1 s u 2 s is true for ny pir of solutions u j sY y j s, j 1Y 2 to RCP(x 0 ) for ll initil sttes x 0 . hen the LCS (20a)±(20c) hs the unique flow prt propertyF
Well-posedness results
By combining the results of Sections 4 and 5, existence and uniqueness of initial solutions can be related to solvability properties of parameterized sets of LCPs. This will now be exploited to obtain well-posedness results for linear mechanical systems subject to unilateral constraints, linear relay systems and electrical networks containing ideal diodes. Establishing (unique) solvability of the LCPs can be a nontrivial task in certain situations, as we will see.
Well-posedness results of linear mechanical systems
We consider linear mechanical systems given by w q h q uq 0Y 34
where q denotes the vector of generalized coordinates. Moreover, w denotes the generalized mass matrix (or inertia matrix), which is assumed to be positive de®nite, h denotes the damping matrix and u the stiness matrix. Suppose now that the system is subject to frictionless unilateral constraints given by
with p some matrix of appropriate dimensions. Furthermore, we assume that impacts are purely inelastic. Then (34) is replaced by
together with complementarity conditions on u and pq. p T u are the constraint forces and u are the multipliers corresponding to the unilateral constraints. This formulation can be cast into a linear complementarity system by introducing the state vector x colqY q resulting in
together with the complementarity conditions (20c) on the reaction force u and the displacement y. Note that the f-matrix has full column rank if and only if p has full row rank; hence, if the unilateral constraints are dependent, ker f is nontrivial. This is for instance the case if an equality constraint is described by two inequalities in (35). Note that such a dependence was taken into account in Theorem 5.21. Of course, the linear setting chosen here is quite restrictive in comparison with recent advances in the ®eld of nonlinear mechanical systems with inequality constraints [10, 19, 33] . In fact, results as in Theorem 6.6 below were proven already in [18, 23] for nonlinar mechanical systems by dierentiation of the relevant system's variables. The purpose of this section is merely an illustration of the general theory developed in this paper. We will show that Theorem 6.6 can be obtained quite easily by using the RCP.
RCP(x 0 ) for a linear mechanical system as above is equal to RCP(qsY ws) with
with colq 0 Y q 0 x 0 . To prove solvability of the corresponding LCP(qrY wr) for suciently large r P R, we use the following lemma from [7] . Lemma 6.1 [7] . sf q xx T for some positive definite (not neessrily symE metri) mtrix nd some mtrix x nd P im q, then the prolem Theorem 6.6. gonsider onstrined mehnil system given y (37a), (37b) nd (20c). por eh initil stte x 0 there exists n initil solutionF purthermore, the onstrined mehnil system hs the unique stte prt property (s defined in hefinition SFPP).
For the case of independent unilateral constraints (i.e. p has full row rank), it has already been proven in [14] , that after at most one nonsmooth initial solution, a smooth initial solution occurs, i.e. for each initial state there exists an e b 0 such that a solution in the sense of De®nition 5.9 exists on 0Y e with s1 b s0 or s2 b s1 s0. It is also shown that the initial solutions with possible jumps agree with the jump rules as proposed by Moreau in the case of inelastic collisions [22, 24] .
Well-posedness of linear relay systems
In this subsection, we consider a system given by xt ext futY 41a yt gxt hutY 41b
with ut P R k , xt P R n , yt P R k and eY fY gY h are matrices of appropriate dimensions. Each pair u i Y y i is connected by an ideal relay (or Coulomb friction characteristic) with a relation as given in Fig. 1 (note the minus sign in front of u i ). The vectors d 1 and d 2 P R k in this ®gure are constant vectors with
Several approaches are known that cast the relay/Coulomb friction characteristic into a complementarity description by introducing several auxiliary variables, see e.g. [15, 17, 26] . In [17] where x 0 is the initial condition of (41a) and (41b) and
We assume that qs is invertible as a rational matrix. Similarly as for a standard LCS, the RCP(qsY ws) has a solution if and only if the system (41a) and (41b) with initial condition x 0 has an initial solution. All initial solutions corresponding to the same initial state are unique up to germ equivalence if and only if this RCP admits at most one solution.
We consider an LCP(qY w) with w and q of the following structure.
where q is an invertible matrix, v is some vector and d 1 and d 2 are vectors satisfying (42). The assumptions in the following theorem do not require w to be amatrix. According to Theorem 3.3 this implies that LCP(qY w) does not have a unique solution for all arbitrary vectors q. In [17] the special structure of q and w in (44a) and (44b) is exploited to prove the following result. Theorem 6.7 [17] . sf q is Emtrix, then the LCP(qY w) with q nd w s in @44aA nd @44bA hs unique solution for eh x 0 nd eh d 1 , d 2 stisfying @RPAF As a corollary of Theorems 4.1 and 4.9, we get the following statement.
Lemma 6.8. sf qr is Emtrix for ll r P r 0 for some r 0 P R, then RCPqsY ws with qs nd ws s in @43aA nd @43bA hs unique solution for ll x 0 .
As a consequence of Theorem 5.10, Theorem 5.16, and Corollary 5.23, we get the main result of this subsection.
Theorem 6.9. gonsider the liner rely system given y @41aA nd @41bA nd k idel rely hrteristisF sf qr X grIÀe À1 f h of @41aA nd @41bA is Emtrix for ll r P r 0 for some r 0 P R, then for ll x 0 there exist initil soluE tions of the rely system @RIaA nd @RIbA with initil stte x 0 , nd ll these initil solutions re unique up to germ equivleneF purthermore, the liner rely system hs the unique flow prt property (s defined in hefinition SFPP).
In [17] , it has been shown that all initial solutions are regular distributions and hence the state trajectory x c t of the global solution as in De®nition 5.9 is continuous in the sense that lim t4si x c t lim t5si x c t. Between event times x c t is even smooth.
Well-posedness of dissipative systems with complementarity conditions
Let us consider a linear complementarity system (20a)±(20c), in which the dynamical system given by (20a) and (20b) is dissiptive in the following sense.
De®nition 6.10 [34] . The system eY fY gY h given by (20a) and (20b) with supply rate u T y is said to be dissiptive, if there exists a nonnegative function X R n 3 R such that for all t 0 T t 1 , and all locally square integrable functions utY xtY yt from R to R knk satisfying (20a) and (20b) the inequality xt 0
holds. A function satisfying the conditions above is called a storge funtion.
The above inequality is called the dissiption inequlity. We shall also use the assumption of minimality of the system description, which is standard in the literature on dissipative dynamical systems, see e.g. [34] . The triple eY fY g in (20a) and (20b) is called miniml, if it is controllable and observable. In algebraic terms this means that rankf ef F F F e nÀ1 f n and rankg T g T e T F F F g T e T nÀ1 nX 45
We state the following results from [34] .
Theorem 6.11 [34] . gonsider the system eY fY gY h s in @20aA nd @20bA nd ssume tht eY fY g is minimlF hen eY fY gY h is dissiptive with respet to the supply rte u T y if nd only if the trnsfer mtrix ws X gsIÀe À1 f h is positive rel, iFeF the poles of the entries of ws hve nonpositive rel prts nd ws w Ã s P 0 for ll s with Re s b 0.
Theorem 6.12 [34] . gonsider the system eY fY gY h s in @20aA nd @20bA nd ssume tht eY fY g is minimlF he system is dissiptive with respet to the supply rte u T y if nd only if there exists symmetri positive definite mtrix u suh tht x x T ux defines storge funtionF
Now we are in a position to prove the main result of this subsection.
Theorem 6.13. sf the liner omplementrity system given y (20a)±(20c) is suh tht eY fY gY h is dissiptive with respet to the supply rte u T y nd the triple eY fY g is miniml, then the orresponding RCP(x 0 ) hs for eh x 0 solutionF RCP(x 0 ) my hve multiple solutionsF rowever, we hve fu 1 s fu 2 s for ll pirs of solutions u j sY y j s, j 1Y 2 to RCP(x 0 ).
Proof. Since ws is positive real, wr is positive semi-de®nite for each nonnegative real r. According to [8, Theorem 3.1.2] this implies that if the LCPgrIÀe À1 x 0 Y wr is feasible (see section 3 for a de®nition), then it is solvable. So, if we can show that for all r b 0 LCPgrIÀe À1 x 0 Y wr is feasible, then we proved according to Theorem 4.1 that RCP(x 0 ) has a solution.
Suppose that there exists a r b 0 such that LCPgrIÀe À1 x 0 Y wr is not feasible. This means that the set of inequalities y grIÀe À1 x 0 wru P 0Y u P 0 does not have a solution y P R k , u P R k . Rewriting this in the standard form used in Farkas' lemma [21] Theorem 6.14. e liner omplementrity system given y @20aA±@20cA with eY fY gY h dissiptive with respet to the supply rte u T y nd eY fY g miniml, hs for eh initil stte x 0 n initil solutionF woreover the orresponding LCS hs the unique stte prt property (s defined in hefinition SFPPAF An example of a linear complementarity system with eY fY gY h dissipative with respect to the supply rate u T y is a linear electrical network consisting of resistors, capacitors, inductors, gyrators, transformers and k ideal diodes. To model such a network as a complementarity system, we ®rst extract the diodes and replace them by ports with two terminals. Associated with these two terminals are two variables: the current entering one terminal and leaving the other and the voltage across these terminals. The resulting multiport network can be described by a state space representation eY fY gY h [1] with input/ output (uay) variables representing the port variables. For the i-th port, we have that either u i is the current entering the port and y i the voltage across the port or vice versa. To include the ideal diodes in the electrical network, we add the ideal diode characteristics to the port variables. These are (with a sign change with respect to the usual conventions in circuit theory) 0 T yt c ut P 0X 53
Together with the eY fY gY h-system this constitutes an example of the systems considered in this subsection.
Conclusions
The main results in this paper can be split in two categories. The ®rst category deals with the existence and uniqueness of solutions to the RCP. Both existence and uniqueness are completely characterized in terms of properties of corresponding parameterized LCPs for large parameter values. The proofs rely on convexity theory and properties of rational functions. Since a wealth of theoretical and numerical results is known for LCPs, this provides many methods to answer solvability issues of RCPs.
The second part of the paper has shown the relation of the RCP to a class of hybrid dynamical systems: the linear complementarity class. A relation has been established between the existence of initial solutions to a linear complementarity system and the existence of solutions to the RCP. It appears that a similar relation for uniqueness is less trivial, because an example shows that it is possible that multiple initial solutions exist for a ®xed initial state, although there is only one solution to the corresponding RCP. This has led to the introduction of an equivalence relation among the initial solutions. In terms of this equivalence relation, a uniqueness relation between solutions of RCP and initial solutions has been stated. The results on initial solutions have been translated to the global solution of a complementarity system.
The obtained results have been exploited to prove existence and uniqueness results of physical processes like mechanical systems subject to unilateral constraints, dissipative systems with complementarity conditions like electrical networks with diodes, and systems with relays and/or Coulomb friction. The set of examples presented here gives a¯avour of the systems that can be modelled as complementarity systems and indicates the relevance of the complementarity class and the results presented here.
The proofs of the well-posedness results that we have obtained are constructive in nature, in the sense that they present speci®c algorithms which determine the status (``active'' or``inactive'') of all complementarity conditions given an initial condition. In other words, these algorithms solve the``mode selection problem''. Algorithms of this type are important in the simultion of hybrid systems. In this paper we have not considered the numerical issues related to mode selection problems; this is an important subject for further research.
