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I. FOURIER COEFFICIENTS ALONG TRAJECTORIES 
1. Introduction 
In order to discuss the content of this paper we start with a rather imprecise 
intuitive problem. Let .Q be a suitable topological space, let S, , t E R, be a 
homeomorphism group on 9, and let p be a Bore1 measure (p(Q) = 1) invariant 
against S, , t E R. We say that the flow F = (Q, S, , t E R, p) has the prediction 
property if for every ~EL,(Q, p) there is a set M with y(M) = 1 such that 
P E M implies: The future f(P,), t > 0, can be computed in terms of the past 
f(P,), t < 0, alone, without any further knowledge off and F. There is now the 
problem of describing a sufficiently large class of flows having the prediction 
property. This problem is closely related to another type of question. In order 
to explain it we briefly discuss an early paper of Wiener and Wintner [8]. In [8] 
the authors want to characterize those flows which have pure point spectrum. 
Their result is as follows: A flowF has pure point spectrum (with /l = {ha, X, ,...} 
the set of its eigenvalues) iff for every f EL&J, 1-1) there is a set M with p(M) = 1 
such that P E M implies: f (P,), t E R, is Besicovitch almost periodic, and if 
lim T-1 r~ i~t e f (P,) dt # 0 then X EA. Actually, their proof works only for 
ergodic systems; for arbitrary systems one has to settle a technical point which 
will be discussed below. The aim of this paper is to prove a considerable sharp- 
ening of the result of Wiener and Wintner, which at the same time provides an 
answer to the prediction problem. Prior to stating this sharpening we discuss the 
relation of Besicovitch almost-periodic functions to the prediction problem. 
If we know that a function f (t), t E R, is Besicovitch almost periodic, then we 
can compute its formal Fourier series C A”e-invt in terms of the past f(t), 
t < 0, alone. However, it is in general not possible to reconstruct the function f 
itself in terms of its Fourier series. It is precisely in this direction in which the 
result of Wiener and Wintner will be improved. 
Now to our result. In order to state it, let E,, > c1 > ... > 0 be an arbitrary 
but fixed sequence such that lim E, = 0. In addition we recall that for every 
f E L&2, p) there is associated for almost every P E Q a spectral function af(P, X), 
monotonically increasing and of bounded variation in X; for details see [5]. Our 
309 
0022-0396/78/0283-0309~02.00/0 
Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
310 BRUNO SCARPELLINI 
result then says that for every f EL&L’, p) there is a set M with p(M) = 1 and 
functions T,(P, t), H,(P, t), measurable on Sz x R whose properties are as 
follows. If P E M and if the spectrum of f(P,), t E R, is purely discontinuous 
with &, h, ,.,,, the list of its discontinuities, then: (a) f (P,), t E R, is Besicovitch 
almost periodic with formal Fourier series C Aye&lvt, (b) T,(P, t) = C AyeciAvt 
(I A, I 3 e,), (c) H,(P, t) = Tmk(P, t), with m, the smallest number such that 
z ( A, I2 (summed over all A, with j A, / < emk.) is smaller than (k2”)e2, (d) 
lim H,(P, t) = f(Pt) for almost all t E R. Note that by virtue of (b), (c) the 
functions Tn(P, t), H,(P, t) are completely determined by the pastf(P& t < 0, 
alone; thus the future f (P,), t 2 0, can be completely reconstructed in terms of 
the pastf(P,), t < 0. Th is result can also be interpreted in the following way: 
For almost all points P for which f(P,), t E R, has a purely discontinuous 
spectrum, the function f(P,), t E R, is Besicovitch almost periodic and admits 
a reconstruction in terms of its Fourier series. Now back to our prediction 
problem. Call a flow almost periodic if every ~EL~(.Q, p) admits a set M with 
p(M) = 1 such that P E M implies: f(P,), t E R, is Besicovitch almost periodic 
(and thus of(P, /\) purely discontinuous). It then follows that almost-periodic 
flows have indeed the prediction property discussed at the beginning. The 
above result will be proved in Chapter II (Theorem 5). Chapter I centers 
around the following statement: (W) For f EL2(Q, p) there is a set M with 
p(M) = 1 such that lim T-l J’iJc(P,) eint dt exists for all h, provided P E M. 
Statement (W) is proved in [8] for ergodic flows only. It is said in the earlier 
paper [9] (in a somewhat different context) that statement (W) can be proved 
for arbitrary systems with the aid of suitable topological assumptions and v. 
Neumann’s ergodic decomposition. We proceed along a different technical line. 
In Chapter I we prove statement (W) for arbitrary topological systems, which 
admit the theory of Bogoljubov and Krylov, which provides the basic technical 
framework for the whole paper. 
2. Preliminaries 
(1) Henceforth R is the set of reals and $2 is a complete, compact, separable 
metric space. p is a u-additive Bore1 measure on 52 such that ~(52) = 1. On L’, 
a group S, , t E R, of homeomorphisms is given (S,S, = S,,,) such that S,(P), 
t E R, P E a, is continuous on R x L?. We assume that p is invariant against S, , 
t E R. The triple F = (Q, St , t E R, p) is referred to as a (topological) dynamical 
system or a Aow. As is known, F induces a unitary group U, , t E R, on L2(Q, ,u) 
whose (left-continuous) spectral decomposition is denoted by E,+ , X E R. 
(2) To (Q, S, , TV R, p) we can apply the theory of Bogoljubov and 
Krylov [3, 71. By U, we denote the set of regular points and by pp the individual 
measure associated with P E U, . With P E U, there is associated a flow Fp = 
(Q, S, , t E R, Pi) which in turn generates a unitary group on L,(Q, pp); for 
notational simplicity and without danger of confusion we denote this group also 
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by Lrt , t E R. With U, , t E R, acting on L,(Q, pP) there is associated a (left- 
continuous) spectral decomposition denoted by EAP, h E R. The scalar product 
on L,(Q, pP) is denoted by (f, g)P . 
(3) Measurable always means Bore1 measurable. We write (A) Jf& in 
place of jA f dp; likewise with pP in place of p. A complex-valued function is 
measurable if and only if real and imaginary parts are measurable; all functions 
are finite valued. We writef(Pt) forf(S,P). At many places we consider functions 
u(P, h), P E J2, h E R, which are monotonic and of bounded variation in X. An 
expression like j’z x(P, X) du(P, X) th en always denotes a Lebesgue-Stjelties 
integral with respect to X. We write p-a.e. (pP-a.e.) for almost everywhere with 
respect to p (to pP). 
(4) We call v EL,(Q, p) an eigenfunction for h if for all t E R the equation 
,(P,) = v(P) e-iAt holds a.e. P E B. 
(5) A functionf(t), t E R, is called B,-a.p. (Besicovitch almost periodic) if: 
(i) f is locally L, , (ii) there is a sequence Tn(t), n = 1, 2,..., of trigonometric 
polynomials such that lim T-l sz If(t) - Tn(t)12 dt exists and tends to 0 as 
n---f co. This notion of Besicovitch almost periodicity, introduced in [8], is 
slightly more narrow than the original notion introduced in [2]. 
(6) The expression lim T-l si g(t) dt means that the limit exists for 
T + +co and T + --oo and is the same in both cases. 
3. Autocorrelation and Spectrum 
In this section we summarize briefly known facts on autocorrelation and 
spectrum in connection with dynamical systems. For f E C(G) we introduce 
functions cfT(P, s) as follows: (a) If P E U, then cfT(P, s) = T-l Jif(Ps4,)f(P,) dt, 
(b) if P $ U, then cf’(P, s) = 0. Then lim, crr(P, s) exists and is continuous in s. 
We call cf(P, s) the autocorrelation function off. The functions cpr(P, s) and 
hence cf are easily seen to be Bore1 measurable on Q x R. Since c,(P, s) is 
continuous and positive definite in s it follows from Bochner’s theorem that there 
is a function of(P, X), monotonically increasing and of bounded variation in X 
such that cr(P, s) = l’z eiAs du,(P, h). We assume crp(P, X) to be subject to the 
following normalization conditions: (1) af(P, h - 0) = crr(P, X), (2) uf(P, -co) = 
0. It then follows that CT? is unique. Since cr(P, s) = ( Usf,f)p = St”, eiAsd(E,,Pf,f), 
for P E U, we infer from the uniqueness: (3) u,(P, X) = (EhPf& for P E U, 
and f E C(G). Additional properties of of are (4) uf(P, A) = 0 for P $ U, , 
(5) ur(P, X) < llf112, . Of importance later is 
LEMMA 1. of is Bore1 measurable on I2 x R. 
The proof, based on the Fourier-Stjelties inversion formula, is rather straight- 
forward and hence is omitted. One of the main properties of the spectral function 
af is described by the following lemma, whose proof is given in [3, S]: 
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LEMMA 2. Let E,, , h E R, be the spectral decomposition associated with the 
flow F = (Q, St , t E R, p) and assume that the flow is ergodic. Then there is a set 
M C GR with p(M) = 1 such that P E M implies CT~(P, X) = (EAf, f ), h E R. 
As an immediate consequence we note 
LEMM.4 3. If P E U, then there is a set Mr C iY, with &Mr) = 1 such that 
Q E Mr. implies uI(Q, X) = (EApf, f )p , h E R. 
4. A Tauberian Theorem 
In [8] use is made at different places of a certain Tauberian theorem which is 
as follows: 
(T) Let f(t), t E R, be a bounded, Lebesgue measurable function on the 
real line, which has a continuous autocorrelation function and thus a spectrum 
o(h), h E R. Then if X is a continuity point of cr, lim T-l 1; eiA”f (t) dt exists and 
vanishes. 
A proof of a discrete version of (T) is given in [9], while a proof of an even 
more general version of (T) is given in the Appendix of [8]. In [8] a proof 
(based on (T)) for ergodic, not necessarily topological, flows of the following 
statement is given: 
(\V) if f EL,(G), p) then lim T-l ji eiAlf(Pt) dt exists for almost all P E Sz. 
It is the purpose of this chapter to give a proof of(W) for arbitrary topological 
flows which are not required to be ergodic. We will first prove (W) for functions 
J E C(Q) and then by approximation for arbitrary functions f E L,(JI, p). 
5. Some Preliminary Lemmas 
For the proofs of the results mentioned above we need some remarks, which 
we summarize in the form of lemmas. 
LEMMA 4. Let M C Q be a Bore1 set. Then p(M) = 1 if and only if there is 
a Bore1 set MI _C U, with p(M,) = 1 having the property: If P E Ml then 
P&V = 1. 
Proof. The statement follows immediately from the formula p(A) = 
(U,) Jpp(A) dp, (A a Bore1 set). 
LEMMA 5. Let D(P), P E Q be a Bore1 measurable function. Assume that there 
is a set MI _C U, with &MI) = 1, having the property: If P E Ml then 
c~p(lQlD(Q) = 01) = 1. Then /4Q/D(Q> = 01) = 1. 
Proof. Apply the previous lemma to the set M = {Q/D(Q) = O}. 
We conclude with a remark on Lebesgue-Stieltjes integrals. 
FOURIER ANALYSIS ON DYNAMICAL SYSTEMS 313 
LEMMA 6. Let x be a bounded, Bore1 measurable function on the real line. Let u 
be a monotonically increasing function of bounded variation, subject to the normaliza- 
tion condition u(X - 0) = u(h). Let &, , h, ,... be an enumeration of its discontinuity 
points. (A) If x >, 0 and c: x do = 0, then x vanishes at all discontinuity 
points of u. (B) If x vanishes at all continuity points of 0, then J’$ x da = 
c xM+” + 0) - 4w 
Proof. It suffices to note that if 5 is a discontinuity point of (T then the Bore1 
set (2;) has measure u({ + 0) - u(c). 
6. Fourier Coeficients of a Trajectory in the continuous Case 
In this section we prove statement (W) in Section 4 for continuous functions; 
that is, our aim is to prove 
THEOREM 1. For f E C(Q) there exists a set A C U, with p(A) = 1 with the 
property: If P f A then lim T-l si eiA”f(PJ dt exists for all X. 
We split the proof into steps Sl-S4, thereby making use of the lemmas in 
Section 5. 
Sl . We start with a lemma whose proof is contained in the proof of Theorem 4 
in [8]. 
LEMMA 7. Assume P E U, and f E C(sZ). Then there is a set Mp c U, with 
Pi = 1 having the property: If Q E Mp then lim T-l si eiAtf(Qt) dt exists 
for all /\. 
Outline of proof. Consider (E,Pf,j)p = oY(P, X) and let /l = (X, , X1 ,...} be 
the set of its discontinuities. Since the system Fp = (a, S, , t E R, t+,) is ergodic 
we can apply Lemma 3. We then find a set M,, C U, with pP(MO) = 1 such that 
Q E MO implies ur(Q, h) = af(P, X). Thus for Q E M, , al(Q, X) has all its 
discontinuities in (1. We then proceed as in the proof of formula (14.17) in 
[5, p. 561 in order to determine a set ivy C M, with pcLp(M1) = 1 and such that 
lim T-l si eiAff(Qt) dt exists, provided that Q E MI and X E (1. But then the 
latter limit exists for all h, provided Q E M,: Either h E A, whence the statement 
follows from the construction of MI , or else X $ (1, whence the statement follows 
from the ,Tauberian theorem (T). 
S2. sext it is convenient to replace Theorem 1 by a variant Theorem l* 
which is easily seen to be equivalent to it. In order to state the theorem let 
f E C(sZ) be real and put: A,(P, X) = ii&i T-l si cos(ht) f (Pi) dt, A,(P, X) = 
lim T-l Ji cos(/\t) f (PJ dt and correspondingly B,(P, X) and B,(P, h) with 
sin(At) in place of cos(ht). The variant is 
THEOREM 1”. For real f E C(0) there is a set M C U, with p(M) = 1 such 
that A,(P, X) = A,(P, X) and B,(P, X) = B,(P, X) for all h, provided P E M. 
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Theorem 1* applies in particular to the systems (52, St, t E R, ELM) according 
to Lemma 7. 
S3. On Q x R we have the set Bo(Q x R) of Bore1 functions and the set 
Bai(O x R) of Baire functions. Since Q x R is a metric space these sets coincide 
[4, p. 1631. For K > 0 we introduce subclasses Bo, _C Bo and Bai, C Bai as 
follows. Bo, is the set of Bore1 functions g E Bo(Q x R) with j g / ,( K 
while Bai, is the smallest subset of Bai(Q x R) satisfying the following 
conditions: (a) If f E C(Q x R) and 1 f 1 & K then f E Bai, , (b) if g E Bo, , 
ifg, E Bai, , n = I, 2 ,..., and if lim g,(P, h) = g(P, /\) for all P, h then g E Bai, . 
We then have 
LEMMA 8. For every K > 0: Bai, = Bo, 
Proof. Let a,(x) be given as follows: (1) if 1 x 1 < K then d,(x) = X, 
(2) if x > K then AX(x) = K, (3) if x < -K then d,(x) = -K. By a straight- 
forward transfinite induction over Bai one then proves: For every function 
f E Bai the function dK( f (t)), t E R, belongs to Bai, . 
The main lemma is 
LEMMA 9. (A) Assume f E C(Q) and let g E Bo(Q x R) be bounded. Then 
F(P) = J:: g(P, 4 do,(P, 4 is Bore1 measurable. (B) The functions Ai , Bi , 
i = 1,2, are bounded Bore1 measurable functions on Q x R. 
Proof. By assumption and Lemma 8 we have g E Bai, for some K. Let 
Bai,’ _C Bai, be the subclass of those functions for which statement (A) holds. 
Part (A) is proved if we can show that Bai,’ contains all f E C(Q x R) with 
1 f 1 < K and is closed against limit formation. Thus let g E C(Q x R) satisfy 
Igl GK and put F,(P) = cEg(P, h) da,(P, h). Let -N = &,O” < ... < 
[z, = N be a subdivision of [-N, +N], denoted by d, . Consider the Stjelties 
sum S,(P) = Cg(P, fi”)(of(P, ,$+r;l) - u~(P, [p)). If fl, , n = 1, 2 ,..., is a 
sequence of subdivisions of increasing fineness then F,,,(P) = lim, S,(P), 
P E Q. By Lemma 1, S,(P) is clearly Bore1 measurable and hence FN is Bore1 
measurable. Since F(P) = lim, F,(P), P E Q, F is also Bore1 measurable. Next, 
let g E Bai, , g, E Baiu’, n = 1, 2 ,..., be such that g(P, X) = lim, g,(P, h) for all 
P,/\.SinceIgIandIg,I,n=1,2,...,are,<KwehaveforfixedP: 
lim n j-+m g,(R 4 do,P, 4 = lie g(P, 4 da,(P, 4. --61 --m 
Since g, E Bai,‘, n = 1, 2 ,..., each integral on the left-hand side of the last 
equation is Bore1 measurable and so is the right-hand side, what concludes the 
inductive proof of (A). The proof of part (B) is based on the remark that 
fiifl T-l si cos(/\t) f (PJ dt = l?% N-l lf cos(ht)f(P,) dt, with Nrunning through 
the integers, and likewise with lim and with sin&) in place of cos(ht). On the 
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basis of this observation the Bore1 measurability of Ai , Bi , i = 1, 2, then 
immediately follows. The boundedness of Ai , B, is evident from their definition. 
S4. We now come to the last step of our proof. Consider D,(P) = 
s’: (A,(P, h) - A,(P, X)) da,(P, h) and l’k 1 ewise D,(P) with B, in place of Ai . 
By Lemma 9 both D,(P), D,(P) are Bore1 measurable. Now consider, e.g., D,(P). 
According to Lemma 7, Theorem 1 * is applicable to any system (Sz, St , t, R, cup) 
with PE UR. That is, if P E U, we find a set Mp C U, with pLp(Mp) = 1 such 
that for Q E Mp we have Di(Q) = 0. That is, if P E Us then pp({Q/D1(Q) = 0)) = 
1. By Lemma 5 there is then a set M’ C UR with p(M’) = 1 such that D,(P) = 0 
for P E M’. Now assume P E M’. The function g(P, h) = A,(P, h) - A,(P, X) 
is > 0, bounded, and Bore1 measurable. Since sTzg(P, X) daf(P, X) = 0 it then 
follows from Lemma 6 that g(P, X) vanishes at every discontinuity point h of 
u~(P, h). If, however, X is a continuity point of u,(P, X) theng(P, h) = 0 according 
to the Tauberian theorem (T) and by P E lLJR . Thus A,(P, X) = A,(P, h) for all 
h, provided P E M’. In exactly the same way we find a set M” C U, with 
p(M”) = 1 such that P E M” implies B,(P, A) = B,(P, h). The set A of Theorem 
1” and hence of Theorem 1 is then given by A = M’ n M”, which proves 
Theorems 1, 1 *. Theorem 1 admits a sharpening, which in the ergodic case is 
already contained in [8]. 
THEOREM 2. Assume f E C(Q). Then there is a set M C UR with p(M) = 1 
with the property: If P E M then lim T-1 JOT e”“tf (P,) dt exists for all A, and in 
addition j A(P, h)12 = uf(P, h + 0) - uf(P, A). 
The proof of Theorem 2 is very close to that of Theorem 1; we will therefore 
only point out the main steps. 
Sl. According to Theorem 1 we have a Bore1 set A C U, and a Bore1 
measurable function A(P, X) on Sz x R such that: (1) p(A) = 1, (2) A(P, X) = 
lim T-ljl iAt e f(Pt) dt exists for PEA, (3) A(P, X) = 0 for P .$ A. Now put 
B(P, X) = I(u,(P, X + 0) - uXP, h)) - 1 A(P, h)j2 I. By Lemma 1 and the 
remark preceding it B(P, h) is Bore1 measurable on Sz x R and 0 < B(P, h) < K 
for some K. Thus by Lemma 9 the function D(P) = s’: B(P, X) da,)P, A) is 
Bore1 measurable on G. 
S2. Next we need a counterpart to Lemma 7. To this end we take a set 
M, C U, with p(M,) = 1 such that CL~(A) = 1 for P E Ml . We then have: 
LEMMA 10. For P E Ml there is a set Mp C U, with pp(Mp) = 1 such that 
D(Q) =O;~QEM~. 
Proof. Assume P E Ml and consider the ergodic system Fp = (Q, St , t E R, 
pp). Let /l = {X, , h, ,...} be the set of its eigenvalues. By the ergodicity there is 
for each k a single eigenfunction P)~ which spans the eigenspace of Ale; without 
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loss of generality we may assume cpk(Q) = 1 pP-a.e. Now letf, = (Efk+, - Eck)f 
be the projection off onto the eigenspace of A, . Thus fk(Q) = 01~p)~(Q) VP-a.e. 
for some 01~. Hence: (1) Ifh( = / cyk I2 pp-a.e. Now recall (EAPff)p = 
;($ A), X ERR. We then have on the other hand: (2) (fk ,fJ,, = j olli j2 = 
A,+,, - E,3f,.f)P = u,(P, A, + 0) - ur(P, A,). By proceeding again as in 
[5, p. 561, by using Theorem 1.3 in [6, p. 5151 and by (1) above we find a set 
M, C A with pp(Mp) = 1 such that Q E Mp implies: (3) lim T-l JieiAtf(Q,) dt 
exists and equals ol,~~(Q), and in addition 1 vk(Q)l = 1 for all k = 0, 1, 2,... . 
By making use of Lemma 3 we can choose MP in such a way as to satisfy also: 
(4) If Q E Mp then al(Q, A) = af(P, A). Thus if Q E Mp then B(Q, hk) = 0 by 
(l)-(4). If h $ A then B(Q, A) = 0 by (4) and the Tauberian theorem. Hence 
D(Q) = 0 for Q E Mp; since pp(Mp) = 1 the lemma follows. 
S3. By combining Lemmas 5, 10 we find a set M _C A C U, with p(M) = 1 
such that P E M implies D(P) = 0. Thus if P E M then Lemma 6 and our 
definition of A(P, A) implies: A(P, A) = lim T-l JOT eiAtf(Pt) dt exists and 
I A(P, h)i2 = u,(P, h + 0) - u~(P, A) at every discontinuity point X of u,(P, A). 
If, for P E M, h is a continuity point of u,(P, A) then uf(P, h + 0) - uf(P, A) = 0 
and A(P, A) = 0 by the Tauberian theorem (T), which concludes the proof of 
Theorem 2. 
7. Square Integrable Functions 
Our next aim is to extend Theorems 1, 2 to functions f EL~(JJ, p). While the 
extension of Theorem 1 is straightforward, the extension of Theorem 2 needs 
some care. 
THEOREM l*. Assume f E L,(sZ, p). Then there is a set M C U, with the 
property: If P E M then lim T-l si eintf(P,) dt exists. 
Proof. The proof, which proceeds by approximation, is given in [8]; for 
the sake of completeness and also for later reference we reproduce the argument. 
Let g, E C(Q), n = 1,2 ,..., be such that lim s / f -g, I2 dp = 0. By BirkhofYs 
theorem and from Theorem 1 we find a set M Z Us with p(M) = 1 such that 
PE M implies: (1) lim T-l J-t I f(P,) - gn(P,)12 dt exists and tends to 0 with 
n --f co, (2) for all n and h lim T-l si e iAt g,(Pt) dt exists. Let g, h be any off, g, , 
12 = 1, 2,...; put D,(g, h/P) = (T-l JOT / g(P,) - h(P,)12 dt}‘i2 and M=(g/P, h) = 
T-l J”: e”““g(P,) dt. We observe: (3) T-l j: 1 f (PJ - g,(PJj dt < &(f, g,/P). 
NOW assume P E M; fix a X and an E > 0. By (l), (2) we then find numbers 71, N 
such that 1 Tl I, I T, j > N implies: (4) D, (f, gJP) < E, i = 1, 2, 
(5) IMT~~,/J’,~) - JG&,/P,~)l < l .From(3)-(5)wethenfindI M,l(f/P,X) - 
M,2(f/P, X)l < I MTl(g& 4 - W2(g~$'> 9 + D~,(f,g,lP) + %Jf,gnlP) G 
36, which proves the theorem. 
It remains to extend Theorem 2 to functions f EL,(sZ, ,u). The relevant state- 
ment is: 
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THEOREM 3. Assume f EL,(&), CL). Then there is a set M C U, with p(M) = 1 
such that P E M implies: (1) ftzL&Q, Pi), (2) A(P, h) = lim T-1 JOT ei”Ef(Pt) dt 
existsfor allh, (3) [ A(P, X)la = (Er+Of,f)p - (Epf,f)P . 
Proof. We proceed in two steps. 
Sl. Assume f~ L,(Q, p). By a standard argument we find a sequence 
fn E C(Q), n = 1, 2 ,..., and a set M, _C Us with p(M,,) = 1 such that P E M,, 
implies: (1) lim T-l j{ 1 f(PJ -fn(P,)j2 dt exists and tends to 0 with n + co, 
(2) limfn(P) = f(P). Now let Ml C M0 with p(Ml) = 1 be such that P E Ml 
implies ~p(A~,,) = 1. Thus if PE Ml then 1imfJQ) = f(Q) on a set of Pi- 
measure 1. For any measurable g(t), t E R put D(g) = {lim T-1 si 1 g(t)12 dt}l/*, 
provided that the limit exists. From (I) and P E Ml we then infer: (3) D(fn(Pt) - 
f&‘t>) < Wn(Pt) - f(Pt)) + WmtPt) - f(Pt)). Thus if P E n/r, then it 
follows from (I), (3) that fn , n = 1, 2 ,..., is a Cauchy seqeunce with respect to 
L,(.Q, pp). Hence if P E Ml we then necessarily have: (4) ~EL,(SZ, pLp) and 
lim]if-fiz i2dpp = 0. 
S2. Letf,f,, n = 1,2 ,..., and the set Ml be as in Sl. From Theorems 1 *, 
2 it follows that there exists a set M C Ml with p(M) = 1 such that in addition 
to (1) (2), (4) the 
lim T-l ji eiAffn(Pt) dt 
following conditions hold for PE M: (5) A,(P, X) = 
and A(P, A) = lim T-l JEeilff(Pt) dt exists for all A, 
(6) A$‘, 4” = tt-f$+, - -%‘,fn ,frz)p . By proceeding as in the proof of 
Theorem 1 * we infer from (1) in Sl, from (5) and from P E M: (7) lim A,(P, X) = 
A(P, A). From (4) in Sl on the other hand, we infer: (8) lim,((Ef+, - EAp)f,Jn) = 
(6% - EAp)f, f)P . By combining (6) (7), and (8) the theorem follows. 
II. SPECTRUM AND ALMOST PERIODICITY 
1. The Spectrum of an L,-Function 
The purpose of this chapter is to prove the statements mentioned in the 
Introduction. This requires some preparation. In particular we need a spectral 
function u,(P, A) for functions ~EL,(IR, CL). Such spectral functions have been 
introduced in [8] and in [S]; however, for our purposes it is more convenient 
to proceed in a different way. Thus assume f E L,(sZ, CL). By proceeding as in the 
proof of Theorem 3 we find a sequencef, E C(sZ), 11 = 1,2,..., and a set M,, _C U, 
with p(M,) = 1 such that PE M,, implies: (0) lim T-l ji If( dt and 
d, = lim T-l si / f(P,) -fn(Pt)12 dt exist and lim d, = 0, (1) limfn(P) = f(P), 
(2) lim llf -A II = 0, (~)~EL~(Q, pp), (4) lim llf -fn IIP = 0, (5) limf,dQ) = 
f(Q) for pp-almost all Q. We may assume that such a sequence fn and a set M,, 
is associated in a canonical way once and for all with f~ L,(sZ, p). If f happens 
to be in C(Q) then we simply put f,, = f, n = 1,2 ,..., and M, = lJR . We now 
define: (I) u,(P, X) = (EnPf,f)p for PE M,, and uI(P, X) = 0 otherwise. If 
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f~ C(Q) then uI(P, A) is simply the spectral function introduced in Chapter I, 
Section 3. Next, by Theorem 3 and its proof we conclude that there is a set 
Mr C Ma with ~(k’r) = 1 such that P E M, implies: (6) A(P, h) = 
lim T-r st eiAff(Pt) dt and A,(P, A) = lim T-r si eiAtfn(Pt) dt exist for all A, 
(7) lim A@‘, 4 = W’, 4, (8) I W, hII2 = (Er+,f, f), - (~%~f,ff)~ and 
1 A,(P, h)12 = (Ef+;,f, ,fJp - (EApfn ,f,Jp . We extend A(P, A) to whole Sz x R 
as follows: (II) If P E Mr then A(P, A) = lim T-l si e”““f(Pt) dt; if P 6 Mr then 
A(P, A) = 0. It is then easily seen that the functions u,(P, A) and A(P, A) thus 
defined are measurable. We conclude with a generalization of Lemma 3, namely: 
LEMMA 11. Assume f EL,(Q, CL); let M,, be as above. Then there is a set 
M’ _C M,, with p(M’) = 1 such that P E M’ implies: For pp-almost all 0 we have 
ur(Q, 4 = VA% f )p . 
Proof. In case f E C(Q) th e 1 emma reduces to Lemma 3. In the other case, 
consider the canonical sequence fn E C(G), n = 1, 2,..., and the set M,, related 
to f by conditions (O)-(5). Let M’ C M0 with p(M)) = 1 be such that P E M 
implies pp(M,,) = 1. Now assume P E M’. By Lemma 3 there is for every n 
a set S, C U, with pp(Sn) = 1 such that Q E S, implies: (1) af,(Q, A) = 
(J%‘fn 9 fn)p f Now assume Q E n S, n M,, . Then f EL~(Q, po) and 
lim 11 f - fn l~o = 0 by conditions (3), (4) above and since Q E MO. Thus 
lim (E,,Qfn , f,Jo = lim(EAof, f). = u~(&, A). On the other hand (E,,Of% , f& = 
uf,(Q, 4 = FApfn ,fJp, since Q E 0 % . Since P E M, we have by conditions 
(3), (4) above: f EL,(Q, pp) and lifn -f IJp -+ 0 as n ---f co. Thus (EhPf,,f)p = 
W&'fn ,fn)P - This, combined with the previous equations, yields 
(-GPf,f)P = (-49-9f), Y which proves the lemma since pP(n S, n M,,) = 1. 
2. A Subclass of Besicovitch Almost-Periodic Functions 
Let f be a B,-a.p. function and C A,e- invt its formal Fourier series. Then it is 
in general not possible to reconstruct the function .f from its Fourier series. If, 
e.g., f E L,( --co, +cc) then the Fourier series vanishes identically. Below we 
single out a proper subclass B,*-a. p. C B,-a.p. whose elements admit a recon- 
struction in terms of their Fourier series. In order to describe this class we 
choose a sequence E, of numbers such that: (1) cn > 0, (2) E, > l nCl , (3) 
lim cn = 0. This sequence is arbitrary, but fixed throughout the rest of this 
paper. Next we consider functions f(t), t E R, which are locally L, and 
which satisfy the following conditions: (1) lim T-l ji If (t)12 dt exists, (2) 
lim T-lJ,T iAt e f(t) dt exists for all A, (3) there are at most denumerably many 
h,‘s with A, = lim T-l JieiAptf(t) dt # 0, (4) C 1 A, I2 < co. We call such a 
function f semi-B,-a.p. or simply s-B,-a.p. The expression z Aye-iAut is called 
the (formal) Fourier series off, where A, , v = 0, 1, 2,..., is an enumeration of 
the frequencies for which A, = lim T-l St eiAvlf(t) dt # 0. With f we associate 
the sequence of polynomials T,(t) = x Aye-iAvt, / A, / 3 E, . It is understood 
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that if the set of A,‘s with ( A, 1 >, E, is empty, then T,(t) = 0. Similarly, if 
there are only finitely many A,‘s then Z’%(t) = T,+,(t) from a certain n on. We 
note in rthis connection that by virtue of conditions (l), (2) above 
exists for every polynomial P(t) = C a,e@+. 
lim T-l 
I 
r 
0 
If(t) - T,(t)j2 dt = lim T-l 1 if( dt - c j A, I2 (1 A, ( > c,). 
Finally we select from the sequence T,(t) a subsequence H*(t), 12 = 1, 2,..., 
whose definition is as follows. Put nTT, = C I A, I2 (I A, 1 < l ,), with the con- 
vention that n% = 0 if the set of A,‘s with 1 A, 1 < E, is empty. We evidently 
have CT,, >, rn+i . For a given k there is then a well-determined smallest number 
m, with the property: rrmk < (k 2k)-2. We then put H,(t) = Tmk(t). For later 
use we note that there is a simple way of expressing the H,(t)‘s in terms of the 
T,(t)‘s. In order to see this, let S,(X) be defined as follows: 8,(x) = 0 if x > 
(k 2k)-2 and 6,(x) = 1 if x < (k 2k)-2. We then have: 
Hdt> = Tn& = UTJ To(t) + 2 &(~d - 4ch-1)) T,(t). 
1 
Although this series is apparently infinite, there are only finitely many terms 
which do not vanish. If mk = 0 then 6,(7~,) = 1 while 6,(nj) - S,(T~,_~) = 0 for 
j > 1, whence Hk(t) = T,,(t) follows. If mk > 0 then &(r,J, S,(nJ - Sk(rj-J 
all vanish for j > mk and j < mlc and only Sk(7rmk) - S,(rr,& = 1 remains, 
whence H,(t) = Tmk(t) f o 11 ows. Now we can state the definmon of a B2*-a.p. 
function. 
DEFINITION 1. A function f is said to be B,*-a.p. if it is B,-a.p. and if in 
addition the following holds: lim Hk(t) = f(t) a.e. t E R. 
The main purpose of the following sections is the proof of a theorem which 
contains the following as a corollary. 
THEOREM. Assume f EL~(SZ, TV). Ken there is a set M of mea.wre 1 having the 
following property: If P E M is such that f (P,), t E R, has a purely discontinuous 
spectrum then f (P,), t E R, is a B,*-a.p. function. 
3. The Functions T,(P, t) and H,(P, t) 
Consider a fixed f EL2(Q, p) together with its canonical sequence fn E C(Q) 
and the sets M,, , Ml having properties (O)-(8) in Section 1. We want to construct 
functions T,(P, t), H,(P, t) h h w ic are related to f (PJ, t E R, in the same way 
that the polynomials T,(t), H,(t) in the last section are related to f(t), t E R. 
To this end consider a fixed P E Ml . The function f (P,), t E R, is then s-B,-a.p. 
by properties (0), (6), (8) in Section 1. Let X,(P) = X, , v = 0, l,..., be its 
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frequencies and A(P, A,) = lim T-l j,, T eiAytf (Pt) dt the corresponding Fourier 
coefficients. We then have the polynomials T,(P, t) = C A(P, h,) e-iAvt, 
I A(P, &)I b %I. For P # Mi we simply put T,(P, t) = 0. Our first aim is to 
obtain analytical expressions which permit us to deduce measurability properties 
of T,,(P, t). We thereby note the following 
LEMMA 12. Let F(P, h) and G(P, X, t) be bounded Bore1 measurable functions 
on D x R and 52 x R x R, respectively. Then D,(P) = s’z F(P, A) da,(P, A) and 
D,(P, t) = J’: G(P, 4 t) dq(P, 4 exist and are Borel measurable on l2 and 
52 x R, respectively. 
The proof is exactly the same as that of Lemma 9 and hence is omitted. 
Next, we define auxiliary functions A, , A,*, and d as follows: (1) d,(x) = xw2 
if 1 x 1 > E, and = 0; otherwise, (2) A,*(X) = 1 if 0 < 1 x 1 < E, and = 0 
otherwise, (3) d(x) = 1 if x # 0 and = 0 otherwise. These functions are Bore1 
mappings from R into R. The functions O(\ A(P, A)]), A,*(] A(P, h)j), and 
A,( 1 A(P, h)]) e-iAt are thus uniformly bounded and Bore1 measurable on Q x R 
and Q x R x R, respectively. By Lemma 12 the integrals 
cm = j-r 4 W, 31) WP, 4, 
s +oO ~n(P> = &*(I W, M d&‘, 4, --m 
and 
T,(P, t) = j+m A,(/ A(P, h)l) A(P, X) e-“t dcr,(P, X) 
--m 
exist and are Bore1 measurable on Sz and Sz x R, respectively. If P $ Ml then 
they vanish, since then A(P, A) = 0 by definition. Hence assume P E Ml . If h 
is a continuity point of uf(P, A) then A(P, h) = 0 by property (8) in Section 1 
and hence the three integrands vanish according to the definition of A, A,*, A,. 
By Lemma 6 and property (8) in Section 1 we thus find: (a)C (P) = C I A(P, hV)12, 
(b) T,@‘) = C I A(P, W, I A(P, &>I -c l n , (4 TAP, t) = C W, A) e-ihvty 
I 4’3 411 2 +z .
In order to define H,(P, t) we use the functions 8, introduced in the last 
section. We put HkN(P, t) = S,(n,(P)) + Cf (Sk(rj(P)) - S,(rr,-,(P))) T,(P) 
and H,(P, t) = lim, HkN(P, t). The functions HkN are evidently Bore1 measur- 
able on Q x R and the limit exists for all P, t. Hence H,(P, t) is Bore1 measurable 
on 0 x R. By (b), (c) above we have: (d) If P E Ml then H,(P, t) = Tmt(P, t) 
with m, the smallest number such that mm,(P) = C I A(P, &)/a (I A(P, ii,,)] < cmk) 
is smaller than (K 2k)-2. To sum up, if P E Ml then T,(P, t), H,(P, t) and m(P) 
are related to f (P,), t E R, in the same way that TJt), H,(t), and mm in the last 
section are related to f (t), t E R. 
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We finally need a last auxiliary function, to be denoted by D,(P): For P E Ml 
we put D,(P) = I im T-l JL 1 f(P,) - T,(Pt)J2 dt; for P 4 Mr we put D,(P) = 0. 
Since f (P,), t E R is s-B,-a.p. for P E Ml , the above limit exists, whence the Bore1 
measurability of D,(P) follows. A characterization of those points P E Ml for 
which f (P,), t E R, is B,*-a.p. is now provided for by 
LEMMA 13. (A) lim D,(P) exists for aZE P E .Q and hence L(P) = lim D,(P) 
is Bore1 measurable, (B) If P E M, then f (P,), t E R, is B,*-a.p. if and only if: 
(i) L(P) = 0, (ii) lim H,(P, t) = f (P,) a.e. t E R. 
Proof. Consider (A). If P I$ Ml then D,(P) = 0 by definition, whence 
lim D,(P) = 0 follows. Now assume P E Ml . Then 
D,(P) = lim T-l j’ If (P,)l’ dt - C I A(P, &)I2 (I A(P, h)l 2 4 
0 
Since C / A(P, &)I2 < u~(P, +co) by property (8) in Section 1 the existence 
of lim D,(P) follows, proving (A). Now to (B). Assume first that f(P,), t E R, 
is B,*-a.p. Then lim T-l si 1 f(P,)12 dt = C / A(P, &)I2 by the Parseval 
theorem, whence lim D,(P) = 0 follows. In addition, lim H,(P, t) = f (P,) a.e. 
t E R according to the definition of B, *-a.p. functions, which proves one-half 
of (B). Now assume conversely that (i), (ii) hold. From (i) it follows that f(P,), 
t E R, is B,-a.p., having ha , h, ,... as its frequencies and A(P, &), v = 0, l,..., 
as its Fourier coefficients. From (ii) and Definition 1 it follows that f (P,), t E R, 
is Ba*-a.p., proving (B). 
We conclude with a discussion of the function C(P). To this end we note that 
+(P) = lim CT~(P, N) (N --f + a) exists: If P 6 Ml then 4(P) = 0; if P E M, 
then C(P) = lim(ENPf, f )p , (N --f + co) = (f, f)P . In particular, +(P) is 
Bore1 measurable. We claim: 
LEMMA 14. Assume PE Ml. Then: (i) +(P) --z(P) > 0, (ii) 4(P) = C(P) 
ifl af(P, h), h E R is pureZy discontinuous, (iii) if $(P) - C(P) > 0 then f (P,), 
t E R is not B,-a.p. 
Proof. Since P E Ml and according to its definition, +(P) is the total variation 
of ur(P, h), h E R, while C(P) is the total variation of the discontinuous part of 
u,(P, h). Thus (i) and (ii) immediately follow. Now consider (iii). According to 
properties (O)-(4) in Section 1 and since P E Ml we have: (a) lim T-l si If (PJ - 
fn(P,)/2 dt exists and tends to 0 with n + 03, (b) lim T-l si 1 f (P,)12 dt exists, 
(c)f is in L2(Qn, pp), (4 Ilf -fn IIP + 0. From this we infer by a simple calcula- 
tion: (e) lim, lim T-l si ) fn(Pt)j2 dt = lim T-l ji I f (P# dt, (f) lim(f, , fJp = 
(f,f)P * But (fn , f,Jp = lim T-l Ji lfn(Pt)12 dt since P E U, . Thus 
lim T-l si 1 f (P,)12 dt = 4(P). Now assume 4(P) > C(P). This means 
lim T-l jr If (Pt)12 dt > C I A(P, &)I2 = C (P), which violates Parseval’s rela- 
tion, whence (iii) follows. 
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4. Some Measurable Sets 
Prior to arrive at the proof of the theorem in Section 2 we introduce some 
measurable sets. We put S, = {P/P E Ml A $(P) -C(P) > 0}, S, = 
(P/P E Ml A $(P) - Jf (P) = 0}, E, = (P/P E Ml A L(P) = O}. Next, let I$* _C 
JJ x R be the set of points (P, t) for which lim H,(P, t) = f(PJ holds. Ez* 
is then easily seen to be Bore1 measurable by using, e.g., Theorem 11.12 in 
[4, p. 1531. Let X* be the characteristic function of E,* and put x(P) = 
k s”z x*(P, t) e-t2 dt (k a normalization factor). x(P) is then Bore1 measurable; 
this follows either from a Fubini argument or else from a proof which parallels the 
proof of Lemma 9. Hence the set E, = {P/PE Ml A x(P) = l} is a Bore1 set. 
According to its definition E, has the following basic property: (I) P E E2 if and 
only if P E Ml and lim H,(P, t) = f(P,) a.e. t E R. 
5. The Main Result 
We come to the proof of the main result, Theorem 4 below, which contains 
the theorem in Section as a corollary. 
THEOREM 4. The set E = S, u (S, n El n E,) has measure 1. 
In order to prove this theorem we note that according to Lemmas 4, 11 there 
is a set M2 2 Ml such that: (0) p(MJ = 1, (1) if P E M, then pp(Ml) = 1, 
(2) if P E M, there is a set Mp C M, with pp(Mp) = 1 such that Q E Mp implies 
q(Q, 4 = Wf, f )p , h E R. B y virtue of Lemma 4 the proof is accomplished if 
we can prove the following 
LEMMA 15. If P E M, , then pp(E) = 1. 
The rest of the section is devoted to the proof of this lemma, which is split 
into steps Sl-S6. 
Sl. Since S, v S, = Ml and M, C Ml it suffices to distinguish two cases: 
(l)P~S~nM~,(2)P~S,nM,.Westartwiththeeasiercase(l):P~S,nM~. 
By definition of S, and by Lemma 14 the spectrum (EApf, f)P is not purely 
discontinuous. By the properties of M, there is a set Mp C Ml with pp(Mp) = 1 
such that Q E Mp implies (Enof, f). = (Enpf, f)P for all A. Thus for Q E M, 
the spectrum ~~(8, A), h E R, is not purely discontinuous, whence Q E S, follows 
from Lemma 14 and the definition of S, . Thus Mp C S, C E and &E) = 1, 
which settles case (1). 
S2. Now we come to the more difficult case (2): P E S, n M2 . Since P E S, 
we infer from Lemma 14 that (Enpf, f)P , X E R is a purely discontinuous func- 
tion. By the properties of M, we find a set Mp C Ml with pp(Mp) = 1 such that 
Q E Mp implies: ~~(8, A) = (EAQf, f). = (EApf, f)P . That is, if Q E Mp then 
~~(8, A) is purely discontinuous, whence Q E S, and thus am = 1 follows. 
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S3. Now consider the flow Fp = (52, S, , t E R, pp) (note P E U,). Let 
A, 3 A, I’.* be its eigenvalues, let ~a , v1 ,... E La@?, pP) be the corresponding 
normed eigenfunctions, and let L C L,(s2, pP) be the closed subspace spanned 
by the v<‘s. Since (E,,“, f)P , X E R, is purely discontinuous we have f EL and 
hence a Fourier expansion with respect to the vpi’s, say, f = 2 A,cp, . In connec- 
tion with this expansion we introduce the following entities: (a) #JP) = 
C 4~ (I A, I > 4 (b) r,’ = C j A, I2 (\ A, / < EJ. We denote by d, the 
smallest number such that r;, < (k 2k)-2. We finally put: (c) A,(P) = #dr(P). 
S4. Since the AowF, is ergodic there is a set C’ with &C’) = 1 such that 
Q E C’ implies / &Q)/ = 1 for all R. Next, since the cp;s are eigenfunctions 
of the flow we find by a Fubini argument a set Ck of pP-measure 1 such that 
Q E C, implies: (1) yk(Qt) = e-iA$+JQ) a.e. t E R. Thus if Q E n C, then 
&(Qt) = C Avyv(Q) e-ii\ut (I A, / >, c,) a.e. t E R. For Q E C’ n (n C,) we put 
T,‘(Q, 4 = C Ayvv(Q) emiAvt (I A, I 3 4 and f&‘(Q, t) = Td,(Q, t). 
S5. From the definition of the 4%‘~ we infer lim /j f - #, lip = 0. We therefore 
find a sequence n, < n2 ..’ and a subset C” C C’ n ((J C,) n M, of ,+-measure 
1 such that Q E C” implies: (1) lim T-l sr j f(QJ - $,JQJ\a dt exists and tends 
to 0 as k -3 00. By virtue of step S4 we can replace (1) by: (2) lim T-1 si 1 f (Qt) - 
?d,(Q, t)\* dt exists and tends to 0 as k -+ co. From (2) we infer that if Q E c” 
then f(Qt), t E R, is B,-a.p., with frequencies A,, , A, ,... and corresponding 
Fourier coefficients .&I,(&), A,?,(Q),..., and thus with the formal Fourier 
series C A,q,,(Q) e-iApt. Since Q E Ml we have therefore: (3) T,(Q, t) = 
C AAQ) e+ (I &dQ)I 2 4, (4) 4Q) = C I hauls (I&dQ)I < 4, 
(5) fb(Q, t) = *mJQ, ) t with mk the smallest number such that q,,(Q) < 
(k 2k)-2. But since 1 P)~(Q)\ = 1 for Q E C” we find successively T,‘(Q, t) = 
T,(Q, t), ~4 = G(Q), dk = llZk, and ffkr(Q, t> = Hk(Q, t). Since f(Qt), t E R, 
is B,-a.p. with formal Fourier series C A,cp,(Q) e@J we find in particular that 
lim T-l li 1 .f(QJ - T,(Q, t)j2 dt tends to 0 as n -+ co, whence we infer C” C Ei 
and thus top = 1. 
S6. In the last step we determine the measure of the set E, . To this end we 
calculate Ik = s /f - Z/J&, j dpp . From the Schwarz inequality we infer Ik < 
Cj- If - hl, I2 4~4~‘~ G (k W-‘. Now put m, = (Q/l bK(Q) - f(Q)1 > k-3. 
Then (Mk) J k-l dpp < (Mk) j 1 #dl: -f 1 dpp < (k 2”)-l, which implies: (1) 
pP(Mk) < 2-“. Now we can use the proof of Theorem 11.26 in [4, p. 1571 as it 
stands in order to conclude from (1): (2) lim $J~~(Q) = f(Q) on a set A, with 
&Aa) = 1. Now the set of pairs (Q, t) such that lim &&St) = f (QJ is measur- 
able, and by (2) there is for every t E R a set A, with pP(At) = 1 such that 
lim hk(Qt> = f (Qd for Q E 4 . BY a F b u ini argument it follows that there is a 
set A of pp--measure I such that Q E A implies: (3) lim #d,(Qt) = f(QJ a.e. 
t E R. Now consider Q E A n C”, with c” the set determined in step S5. As 
noted there we have for such aQ the relations: dk = m, , Hk’(Q, t) = Th,(Q, t) = 
PS/2f3/3-2 
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T,,JQ, t) = H,(Q, t). Since Q E C” n A _C C’ n (fi C,) and by step S4 we have 
in addition the following relations: #dfi(Qt) = TAk(Q, t) = Hk’(Q, t) a.e. t E R. 
This together with (3) implies: (4) if Q E A n c” then lim T,JQ, t) = 
lim H,(Q, t) = f(Qt) a.e. t E R. Thus every point Q of the set A n C” belongs 
to the set E, , whence pp(Ez) = 1 follows, which concludes the proof of Lemma 
15 and hence of Theorem 4. 
6. Some Applications 
Theorem 5 below is an immediate consequence of Theorem 4 and summarizes 
in a more detailed way the results obtained so far. 
THEOREM 5. dssume f ELe(Q, p). Then there is a set M (-C M,) with p(M) = 1 
and functions T,(P, t), H,(P, t) which are Bore1 measurable on s;! x R and whose 
properties are as follows. Let P E M be such that f (P,), t E R, has a purely discon- 
tinuous spectrum with h, , h, ,... the list of its discontinuities. Then the following 
holds: (1) f (P,), t E R, is B,-a.p., with formalFourier seriesc AveeiAvt, (2) T,(P, t) = 
C Aye@vt (I A, / > l ,), (3) H,(P, t) = TmL(P, t), with mk the smallest number 
such that C 1 A, j2 (1 A, I2 < l ,,) is smaller than (k 27-2, (4) lim H,(P, t) = 
f (Pr) a.e. t E R, (5) the functions T,(P, t), H,(P, t), t E R, are entirely determined 
in terms of the past f (P,), t < 0 ( or i 1k ewise in terms of the future f (P,), t >, 0) 
Proof. The set M in question is of course the set E = S, u (S, n E, n E2) 
of Theorem 4. If PEE is such that f (P,), t E R, has a purely discontinuous 
spectrum (with discontinuities, say, h, , h, ,...) then necessarily P E S, n E1 n 
Ez C MI . The function f (P,), t E R, is then s-B2-a.p., with an associated formal 
Fourier series C AveeiAvt. That T,(P, t), H,(P, t),t E R, are Bore1 measurable 
functions which have properties (2) (3) in the theorem follows from their 
construction in Section 3. Since P E EI n E, C Mr it follows from the 
definitions of E1 , E2, and Lemma 13 that f (PJ, t E R, is B,-a.p. and that 
lim H,(P, t) = f (PJ a.e. t E R holds. Part (5) of the theorem finally is a 
consequence of the fact that for P E MI the functions T,(P, t), H,(P, t), t E R, 
are entirely determined by the formal Fourier series C A,,eetnvt off (P,), t E R, 
which in turn can be determined in terms of the past f (P,), t < 0, or likewise in 
terms of the future f (P,), 0 < t, alone. 
The theorem in Section 2 is evidently a special case of Theorem 5. Another 
variant of the theorem in Section 2 which follows immediately from Theorem 5 is 
COROLLARY 1. Assume f EL.JSZ, p). Then there is a set M of measure 1 such 
that P E M implies: If f (PJ, t E R, is B,-a.p. then it is B,*-a.p. 
Proof. Take the set M provided for by Theorem 5. If f (P,), t E R, is B,-a.p. 
then f (P,), t E R, has a purely discontinuous spectrum by Lemma 14. The 
statement then follows from Theorem 5. 
Theorem 5 has an interesting physical interpretation, which comes most nicely 
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into prominence if we look at so-called almost-periodic systems. Call a system 
almost periodic if for every f E L&2, p) there is a set M of measure 1 such that 
f(p,), t E R, is B,-a.p. for P E M. The class of such systems is not empty: Well- 
known almost-periodic flows on the torus are examples of such systems. More 
sophisticated examples are provided for by small perturbations of integrable 
Hamiltonians of 2 degrees of freedom; for a detailed discussion we refer to [l]. 
Now let F = (52, St , t E R, CL) be such an almost-periodic system and assume 
f~La(S2, p). It then follows from Theorem 5 that there is a set M of measure 1 
with the property: (P) if P E M then we can predict the complete future f(p,), 
t 3 0 (for almost all t > 0), by merely knowing the complete pastf(P,), t < 0 
(for almost all t < 0), without having any further information about the function 
f and the dynamical system F. This curious property seems to be nontrivial even 
for the case of well-behaved Hamiltonian flows and a functionf being C, . The 
most interesting question which arises in this connection is whether (P) is a 
specific property of almost-periodic systems or if something analogous can be 
proved for arbitrary dynamical systems. A weak prediction property which 
follows from Theorem 5 for arbitrary dynamical systems is given by 
COROLLARY 2. Assume f EL2(Q, p). Then there is a set M of measure 1 with 
the following property. Let x(t), t E R, be a B,-a.p. function with formal Fourier 
series C A,e-iApt and such that: (a) C / A, 1 < GO, (b) X(t) = C AVe--iAJ a.e. t E R. 
Then PE M implies: (1) If f(P,) = x(t) a.e. t < 0 then f(P,) = x(t) a.e. t 3 0 
(and likewise with < 0 and >, 0 interchanged), (2) if f(PJ # x(t) on a set 
R’ C {t/t > 0} of measure > 0 (and likewise with < 0 then f(PJ # x(t) on a set 
R” C {t/t > 0} of measure > 0 and 3 0 interchanged). 
Proof. As before we take the set E of Theorem 5 for M. Assume P E E. 
Let x(t), t E R, have the stated properties and assume x(t) = f(P,) a.e. t < 0. 
Then x(t), t E R, and f(P,), t E R, have the same Fourier series, say 1 ,4,e-iApt, 
with z j A, / < CO. By the Parseval relation we have lim T-l si ( x(t)12 dt = 
lim T-l for j f (PJz dt = C 1 A, 12, whence it follows by the reasoning in the 
proof of Lemma 14 that f (P,), t E R, has a purely discontinuous spectrum. Since 
P E E and by Theorem 5 this implies lim T,B(P, t) = f (P,) a.e. t E R, with 
Tmh(P, t) = C Ave@vt (1 A, / 2 e,,). By our assumption on x this also implies 
lim TmII(P, t) = x(t) a.e. t E R, whence (1) follows (the argument with < 0 and 
>, 0 interchanged is symmetrical). To prove (2) it is sufficient to observe that 
x(t) = f(PJ a.e. t 2 0 would imply x(t) = f(P,) a.e. t < 0 by (l), giving a 
contradiction (and likewise with < 0 and > 0 interchanged). 
APPENDIX 
In this appendix we show that the spectral function u~(P, X), associated with 
f EL,(Q, CL) in Section 1 of Chapter II (referred to simply as Section 1 below) 
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coincides for almost all P E Sz with the spectral function af’(P, A) associated withf 
in [5, p. 54, Theorem 14.21. Hence assumefgL,(Q, p), letf, E C(Q), n = 1,2 ,..., 
be its canonical sequence and MI C lJ, the set introduced in Section 1, thus 
having properties (O)-(8) listed there. For any g, h EL~(Q, p) put c(g, h/P, s) = 
lim T-l sig(P,+,) h(P,) dt and D(g/P) = {lim T-l si ) g(P,)12 dt}1/2 provided the 
limits exist. By proceeding as in the proof of Theorem 14.2 in [5] we find a subset 
M, _C M, with p(M,) = 1 with the property: For P E M, there is a set Rp C R 
with R - Rp of measure 0 such that for s E Rp the limits c(f, f/P, s) and 
c(fn , f/P, s) exist. Note that D(f -&/I’) and D(f/P) exist by virtue of statement 
(0) in Section I. Now fix a P E M2 and an s E Rp . By a simple calculation and 
Shvarz’ inequality we get / c(f, f/P, s) - c(fn , f,JP, s)I < I c(f -fm ,f/P, s)I + 
I c(fn j f - fnlP, s)l G D(f - fJP) D(flP) + D(fdP) D(f - fJP). Since P E 
Ml and by properties (0), (4) in Section we have Jim D(fJP) = lim(f% ,fJp = 
(f,f),, and lim D(f -fJP) = 0. Th us c(f, f/P, s) = lim c(fn , fn/P, s). On the 
other hand, c(fn ,fdP, s) = (usfn ,f& and liNJsfn ,f& = (u,f,f )p by 
property (4) in Section 1. Thus if P E M2 then c(f, f/P, s) = (U,f, f)P a.e. s E R 
and therefore j’: eiAs daf’(P, A) = s’z eiAs da,(P, A). From this, from our 
normalization conditions, and from the uniqueness part in Bochner’s theorem 
we get o,‘(P, A) = c~(P, A), h E R, which concludes the proof. 
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