Is communication the primary functional role of gesticulation? We conducted a study in which participants narrated to a presumed computer system, a presumed addressee in another room (via web cam), or an addressee in the same room, who could either see them or not. Participants produced significantly fewer gestures when they thought to be talking to a computer system. Our results show that people narrate differently to a computer system than to a human addressee. Considering the difference in gesticulation, it seems plausible that, in a narrative task, most gestures are produced with a communicative intent.
1. Introduction
Gesture types
A Dutch association for traffic safety has proposed a change in gesturing for drivers. Instead of giving the finger to aggressive drivers, people should simply raise their hand. Their hypothesis is that this will reduce aggression in driving and thus lead to safer traffic. Clearly, some gestures are thought to have an effect on their addressee. But is this effect the main reason why people gesture? Or do speakers gesture mostly for themselves? And would people also raise their finger to an aggressive artificial opponent in a racing video game?
This traffic example nicely illustrates that gestures differ. In fact, various types of hand gestures can be discriminated. Giving the finger is an emblem. Emblems are gestures with a fixed meaning, that can be culturally specific. They can be used to replace words and therefore they are closer to sign language than other gestures that accompany speech. Kendon [10] has proposed a continuum of gestures with sign language on one end, and gesticulation (idiosyncratic spontaneous movements of the hands and arms during speech) on the other. In between are emblems, pantomime, and language-like gestures. Moving from sign languages to gesticulation, the presence of speech becomes more obligatory, gestures get less linguistic properties (such as compositionality and grammar), and socially regulated signs are replaced by idiosyncratic gestures.
The present study is on narration. McNeill [15] defines four types of gestures in the context of narrative speech. All of these are in Kendons category of gesticulation. Iconic gestures depict some of the content of a scene. This content need not be redundant with the content of the accompanying speech, although the two are closely related. An example is a hand that is moved in an arc to depict the path of a motion that a speaker is talking about. Metaphoric gestures are similar to iconic gestures, but present an image of an abstract concept, such as knowledge, language itself, the genre of a narrative. An example presented by McNeill is that of a cupped hand representing a question. Iconic and metaphoric gestures are together called imagistic gestures.
Deictic gestures are defined as all pointing movements. They focus attention to a referent (e.g. Bangerter and Chevalley [3] ). They need not point to concrete entities. Iconic, metaphoric, and deictic gestures together form the category of representational gestures. In the present study, the focus is on representational gestures. The fourth gesture type described by McNeill are beat gestures. Beats are biphasic, small, low energy, rapid movements of the hands or fingers that emphasize the part of speech they accompany. There is no relationship between the form of the gesture and the semantic content of the accompanying speech. (Also see [12] . ) Bavelas et al. [4] describe an additional type of gestures. Interactive gestures are defined as gestures that are designed to signal conversational information to the conversational partner. They suggest that these gestures include some representational gestures and subsume the category of beats.
The functional role of gestures
Many studies have been conducted to investigate the primary functional role of hand gestures. Initially, there were two main hypotheses. The first is that gestures facilitate speech production. More specifically, the Lexical Retrieval Hypothesis states that producing gestures facilitates the retrieval of phonological word forms from the mental lexicon while speaking. Hadar [8] and Krauss [13] , among others, have found support for this view.
The second hypothesis is that gestures primarily serve a communicative purpose and are produced to aid comprehension by the addressee [10] . Support for this hypothesis has been found, among others, byÖzyürek [18] , Jacobs and Garnham [9] , and Bangerter and Chevalley [3] .
Alibali et al. [2] tried to reconcile various seemingly contradictive experimental results by associating different types of gestures to different functional roles. They conducted a study in which narrators told a story to an addressee either face-to-face, or with a wooden screen in between speaker and addressee. They found that speakers produced more representational gestures in the face-to-face condition, in which gestures had communicative potential. But narrators still produced this type of gestures if the addressee could not see them. Beat gestures were produced at comparable rates under both conditions. Alibali et al. therefore concluded that both types of gestures serve 
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Factors influencing gesticulation
More recently, the focus has shifted to investigating the factors influencing the different gestures types, and the implications for the functional role(s) of gesticulation. The study by Alibali et al. investigated the influence of mutual visibility on representational gestures and beats. Bangerter and Chevalley [3] investigated the effect of mutual visibility on pointing gestures, in a referential communication task. They found that pointing movements that do not involve raising the arm, were produced at equal rates whether conversational partners could see each other or not, suggesting that they are automatic in production. However, pointing movements that did involve raising the arm were used more when interlocutors could see each other, suggesting that they are intended to communicate. Thus, the size of gestures seems to be relevant to their functional role. This was also found by Bavelas et al. in [5] . In addition, they found that speakers gesticulated more and differently when being in a dialogue, which also points to the communicative role of gesticulation.
Besides mutual visibility, Jacobs and Garnham [9] point out that gesture production may depend on the behavior and needs of the addressee, and on the type of task that the speaker is performing. They found that narrators produced fewer gestures when (they knew that) their addressee already knew (part of) the content of the story they were telling. They also found that speakers produced more gestures when the addressee appeared attentive, than when the addressee appeared inattentive. They therefore concluded that during narrative tasks, gestures are produced primarily for the benefit of the addressee.
Melinger and Levelt [16] looked at the type of information being represented. They found that speakers who used iconic gestures representing spatial information, omitted more necessary spatial information from their verbal descriptions than speakers that did not gesture. They showed that some speakers divided information between the gesture and speech modality. This shows that iconic co-speech gestures expressing spatial information can be used communicatively.
De Ruiter [6] introduced the Mutually Adaptive Modalities hypothesis. This hypothesis states that speakers are more likely to use the modality that is most suitable to convey the type of information to be expressed, and is most effective given the environmental conditions. Thus, speakers may gesture more in a noisy environment and may rather use gestures to express spatial information than to express information about color.
Purpose of this study
In this study, we use a new paradigm to investigate to what extent gesture production is automatic and serves speaker internal purposes, and to what extent it is meant communicatively. If the primary role of gesticulation were to facilitate speech, it should be relatively independent of the addressee, and even of the human nature of the addressee. So if the addressee were artificial, for example a speech recognition system, speakers are still expected to gesture a lot. However, if the primary role is communicative, it seems a reasonable hypothesis that people will gesture far less when interacting with a computer.
When considering various communicative conditions, computer mediation is an important factor. Reeves and Nass [19] state that 'people's responses to media are fundamentally social and natural'. This is the so called media equation and it applies to everyone. Reeves and Nass state that the confusion of mediated life and real life is not rare and inconsequential, and that it cannot be corrected with age, education, or thought. This suggests that even if gestures are used to communicate, people would also gesture at computers and other media. Although people show social responses to media and artificial agents, the question remains whether they do so to the same extent as to human interlocutors. Aharoni and Fridlund, [1] conducted a study in which participants smiled more and used more silence fillers to a purported human interviewer than to a computer interviewer. In both cases a prerecorded stimulus was used. They found that labeling the stimulus as 'human' caused people to be more communicative. Maes et al. [14] showed that the assumption of a human addressee can induce more referential effort than the assumption of a computer addressee.
The main goal of the present study is to investigate the effect of the addressee being artificial or human on gesture production. In addition, we are interested in the effects of two other factors: speaker visibility and physical co-presence. We think that physical co-presence may also influence gesticulation, and that this may not be due to visibility alone. It has been found that communication via high quality video phone is perceived to be more similar to communication via phone, than to faceto-face communication, and that a video phone is used in the same way, and for the same tasks as a regular phone [7] . Whittaker [20] explains this by suggesting that the physical environment being visible may be more important than the addressee being visible. But in addition, it could be that simply being in the same room adds something to the communication.
Method

Design
We have used a between subjects design with four conditions (see Figure 1) . In condition 1 narrators had to retell the story of an animated cartoon to a purported computer system. In condition 2 they told the story to a presumed other person via camera. The only difference between these conditions was whether the addressee was human or artificial.
In condition 3 participants told the story to a participant who was in the same room, but behind an opaque screen. So other than in condition 2, speakers did not expect to be seen by the addressee. Condition 4 was face-to-face communication. This was the only condition in which the participant could see the addressee.
Mutual visibility is the only difference between condition 3 and 4. In condition 1 and 2, speaker and addressee are not physically co-present, that is to say, they are not in the same room. In condition 3 and 4 they are.
Participants
43 participants volunteered as narrators for this study. We excluded two participants, because they were suspicious about the experimental setup (see section 2.3). The remaining 41 participants (10 male, 31 female) were between the age of 17 and 48 (mean 23, median 19). They were all native speakers of Dutch. None of the participants objected to being recorded, and all of them consented to their data being used for research and educational purposes. Part of the participants who had already taken part as a narrator served as addressees for the two conditions that required so.
Procedure
We randomly assigned participants to one of four conditions. Narrators first read the instructions and could ask any questions they had on the procedure. The experimenter checked whether they were aware of the addressee. They then watched a seven minutes animated cartoon called "Canary Row". We chose this particular cartoon because it has proven to elicit gestures in several other studies, such as McNeill [15] and Alibali et al. [2] .
In condition 1, the written instructions said that the signal of the camera was sent to a beta version of an audiovisual speech recognition system (AViSum) that was located in another building on campus, and which would produce a summary of their narration. It was emphasized that the system could process both auditory and visual information. A fake phone call was made by the experimenter to check whether the signal came through all right, and whether the system was ready for use. In reality, there was no such computer system.
In condition 2, the instructions said that the camera was used as a web cam, and that another participant was watching them in another campus building, with the purpose of summarizing their narration afterwards. The experimenter pretended to set up a one-way videoconference with the presumed experimenter in the other building, and then made a fake phone call to check whether the image and sound were received well and whether they were ready to begin. There was no other participant watching.
In condition 3, narrators retold the story to an addressee that we introduced to them as another participant. Addressees were confederates. After the participant had watched the animated cartoon, narrator and addressee were allowed to pose any questions they had about the task. A wooden screen separated them, such that they could not see each other during the story telling. The narrators' instructions stated that the addressee had to summarize the story afterwards, and that they were videotaped with the purpose of comparing the addressees' summary to their narration. We instructed addressees not to interrupt the narrator. There was a little auditory feedback (laughs, uh-huh's).
Condition 4 was similar to condition 3, except that narrators retold the story in a face-to-face situation, thus without the screen in between narrator and addressee.
In each condition, participants were videotaped using a digital video camera. They were seated in front of the camera. The camera position was such that the entire upper part of the body was visible, including the upper legs.
In all conditions, the narrator could look at snapshots of each of the episodes of the cartoon, that hung either on the wall or on the screen in front of them. This was in order to aid memory, and to facilitate more structured, and hence more comparable stories.
After retelling the cartoon, in condition 3 and 4 the experimenter first took the addressee to another room. Narrators then completed a questionnaire, which included questions on how they had experienced the conversation and whether they had believed the experimental setup. We fully debriefed them and asked their consent to use the recordings. The experimenter also asked whether the participants had believed the experimental setup and whether they had suspected any deceit. Two participants in the computer condition had found the setup suspicious and were therefore excluded from the study. All other participants believed the instructions and the experimenter and had no doubts about the experimental setup.
Transcribing and Coding
We transcribed each narration from the videotape. Repairs, repeated words, false starts, and filled pauses were included.
In the annotation of gestures, we only took movements of the hands into account. We first discriminated between gestures and other movements such as self adjustment. We then coded gestures largely according to McNeill [15] , p78-82, and Jacobs and Garnham [9] , p3. Gestures were coded as iconic, metaphoric, deictic, beat, interactive, or emblem. Iconic, metaphoric, and deictic gestures were counted as representational gestures (even though they may also have an interactive function). All other gestures were counted as non representational gestures.
Statistical Analysis
All tests for significance were performed using univariate analysis of variance (ANOVA), with a significance treshold of .05. For pairwise comparisons, the Tukey HSD method was used.
Results
Gesticulation
We first performed an ANOVA with mean gestures per 100 words as the dependent variable and condition as the fixed factor (with levels: computer, web cam, screen and face-to-face). The results are shown in Figure 2 . Condition had a significant effect on the number of gestures (F(3,37) = 5.624, p < 0.01, η 2 p = 0.313). Fewer gestures were produced in the computer condition than in the other three conditions. This difference was reliable for the screen and face-to-face condition.
We also found a significant effect of condition on representational gestures (F(3, 37) = 4.469, p < 0.01, η 2 p = 0.266), see Figure 3 . Representational gestures were produced at a reliably lower rate in the computer condition than in the face-to-face condition.
For non representational gestures, we found a significant effect of condition as well (F(3, 37) = 5.478, p < 0.01, η 2 p = 0.308), see Figure 4 . Non representational gestures were produced at a significantly lower rate in the computer condition than in the screen and face-to-face condition.
No significant differences between the mean rates of gestures were found between the web cam, screen, and face-to-face condition.
We also did a univariate analysis of variance with another fixed factor: whether the addressee was in the same room or not (physical co-presence, see Figure 1 ). For gestures per 100 words we found a significant effect of co-presence (F(1, 37) = 9.851, p < 0.01, η Four of the eleven participants in the computer condition did not produce any gestures. In the other conditions there were no participants that did not gesticulate at all. 
Speech
Condition had a significant effect on the total number of words used by participants(F(3, 37) = 4.021, p < 0.014, η 2 p = 0.246)), see Figure 5 . In the computer condition, significantly fewer words were used than in the web cam condition.
We also found a significant effect of condition on the number of words spoken per second (F(3, 37) = 5.123, p < 0.005, η 2 p = 0.294), see Figure 6 . Speech was slower in the computer condition than in the screen and face-to-face condition. Speech was faster when interlocutors were physically co-present (F(1, 37)= 11.178, p < 0.01, η 2 = 0.232). No significant difference was found for the number of filled pauses (i.e. uhs) per word (F(3,37) = 1.849, p = 0.155). 
Discussion
Fewer gestures were produced by participants who thought to be talking to an audiovisual speech recognition system than by participants who were talking to a human interlocutor, or thought to be doing so. And no reliable differences in gesture rate were found between the three conditions with (presumed) human addressees. So the (presumed) nature of the addressee, either human or artificial, influenced gesticulation. Unlike the media equation predicts, people behaved very differently towards the artificial system than towards real people.
Fewer words were used when talking to the computer system, just as fewer gestures were used. Participants' descriptions to the computer system were less elaborate. Thus, it does not seem that information was transmitted through speech instead of gestures when talking to the computer. Rather, less information was transmitted through both modalities. This corroborates well with the idea that people put less effort in communication with computers, which is put forward in Maes et al. [14] .
When measured from filled pauses, speech was just as fluent in the computer condition as in the other conditions. However, participants did speak significantly slower when they thought to be talking to a computer system. This seems to be partly because interlocutors were not co-present, thus, as a result of mediation. And partly because participants put in less effort. It does not seem that participants spoke slower because of limited trust in the computers' ability to capture their speech, since intonation in the computer condition seemed very flat. (We intend to do a phonological analysis on this data in the near future.)
We found that for both representational and non representational gestures, fewer gestures were produced in the computer condition than in the conditions with a human addressee. If the only functional role of gestures were to facilitate speech, this difference would not be expected. Therefore, it seems that both types of gestures can be used communicatively. This corroborates well with the results in Alibali et al. [2] and Jacobs and Garnham [9] .
We did not find any significant differences between the other three conditions (web cam, screen, and FtF) for the rate of either representational or non representational gestures produced. This may be due to the large within group variation and the limited number of participants in our study. But it may also be that this difference is indeed very small. This would mean that the influence of mutual visibility on the amount of gestures produced is relatively small.
Our results are not fully in line with the mutually adaptive modalities hypothesis proposed by De Ruiter [6] . Participants still produced many gestures when they could not be seen by the addressee. Although the difference was not significant, participants in the screen condition (in which the addressee could not see them) even produced more gestures than participants in the web cam condition (in which they were told that the addressee could see them).
More gestures were produced when speaker and addressee were in the same room. Thus, it may be that physical copresence indeed has an influence on gesticulation. Why would speakers produce more gestures when the addressee is in the same room, even when they cannot be seen by the addressee? Bavelas et al. [5] found that being in a dialogue leads to an increased gesture rate. Being physically co-present offers the possibility of a dialogue, whereas a dialogue was not physically possible in our two conditions in which speaker and addressee were not in the same room. In our conditions in which speaker and addressee were co-present, the addressee was instructed not to respond to the narrator, but participants were ignorant about this. Thus, they may well have behaved as if they were in a dialogue.
Also, being physically co-present often offers the possibility of seeing each other. Situations in which people are physically co-present, but there is no chance of being seen by the other person, such as in the screen condition, are somewhat artificial. Therefore, the cognitive process of taking this into account may not be automated (as opposed to some of the gesturing). This is in line with research by Keysar et al. [11] , in which addressees consider objects that they can, but the speaker cannot see, as possible referents. As other tasks, in this case recollecting and retelling the story, place demands on speakers' processing capacity, they may not have enough resources left to adapt their gesturing to the unusual context. In other words, to take into account what the addressee can and cannot see. This is in line with the theory proposed in [17] , which explains how skill acquisition may not end with automation, and how reflective cognition (such as self-monitoring) and basic tasks performance can be considered a dual-task. To further test this hypothesis, we may vary the difficulty of the basic task in future experiments. For example, investigate whether participants suppress more gestures when the basic task is easier.
In gesture coding, little has been written about the first step of deciding what counts as a gesture. We found that for some speakers, it can be hard to discriminate between self adjustment or seemingly random movements, and for example beats. Also, different categories could have been used for coding in this study. In future work, we could test whether, for example, the distinction made by Alan Cienki in referential gestures (that are subdivided in concrete and abstract reference) and discourse related gestures (that express the speaker's attitude, or have an interpersonal or discourse-structuring function), leads to different results.
Other studies, such as [3] and [5] , have looked at the size of gestures, i.e. whether the elbow is raised or not. We plan to use this in our analysis in the near future. As Figure 7 illustrates, there may be differences over conditions in the size of produced gestures. In addition, we intend to take a closer look at the relation between speech and gesture, focussing on reference. We will also do a perception experiment, in which we will measure what differences participants perceive in video clips of participants in the different conditions of this study.
Conclusion
Our study shows that the nature of the addressee, either human or artificial, influences gesture production for both representational and non representational gestures. It therefore seems plausible that, in a narrative task, both representational and non representational gestures can be produced with a communicative intent.
Also, we found that narrators communicated their story dif- ferently to a presumed audiovisual speech recognition system than to a (presumed) human addressee, both verbally and non verbally.
