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A possible mechanism responsible for the formation of jets observed near young stellar objects is
thought to involve conically converging ﬂows which are generated when the stellar wind encounters an
inward facing shock at an oblique angle. While this mechanism of inertial collimation has been veriﬁed
by simulations, it is not accessible to direct observations due to the small scales on which it operates.
Until recently, laboratory experiments have only been able to reproduce the second part of the mech-
anism by directly creating a converging conical ﬂow to produce a jet. In this contribution we present a
conceptual numerical study proposing an new conﬁguration to create jets that are able to reproduce both
stages of the mechanism, including the inward facing reverse shock, from simple initial conditions. By
selectively heating a small region inside a target, irradiated by a high-intensity laser pulse, a jet can be
created inside the plasma behind the rear target surface. We present three dimensional simulations of
the formation of the jet. We ﬁnd jets with aspect ratios of over 15 and Mach numbers between 2.5 and
4.3. The inﬂuence of simulation parameters is investigated and the applicability of the jets to their
astrophysical counterparts is discussed.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Astrophysical jets have been the subject of investigation for
many years. They occur on a large range of different scales, ranging
from the up tomegaparsec scale jets of active galactic nuclei (AGNs)
[1] to the sub-parsec scale of jets produced by young stellar objects
(YSOs) [2,3]. Observations show that the jets can have large aspect
ratios and remain collimated over long distances. While the ﬂow in
AGN jets is highly relativistic, jets observed in YSOs and proto-
planetary nebulae (PPNs) typically has velocities of ~100 km s1. It
is thought that YSO jets could be generated by conical converging
ﬂows. According to the model by Canto [4,5] the stellar wind en-
counters a stationary, inward facing, oblique shock that focuses the
ﬂow towards the axis. Near the axis the outﬂow is shocked again
and forms a thin jet travelling radially outward. A schematic dia-
gram of this inertial collimation mechanism is shown in Fig. 1.
Simulations of the second step of this mechanism showed that a jet
could be formed by a conically converging ﬂow [6]. In subsequent
simulations the mechanism was shown to be effective when theitz).
B.V. This is an open access article ustellar wind interacts with a toroidal circumstellar environment [7].
Observations indicate that this mechanism could also be at work in
the protoplanetary nebula HE 3-1475 [8]. In this object a conical
dense structure is observed that ends at the location of a bright
emitting region in the jet. An alternative to inertial collimation is
magnetic collimation. While this is believed by some authors to be
the dominant mechanism for YSO jets [9], evidence for this is not
conclusive.
At larger distances from the central object many jets exhibit
several bright regions, known as knots, along the path of the
outﬂow. Some argue that, in the case of YSO jets, these knots
originate from variability of the jet outﬂow velocity at the source
([10] and references therein). At least for AGN jets these knots,
however, originate from internal oblique recollimation shocks in
the jet ﬂow [11]. These shocks are formed when the jet ﬂow ex-
tends into regions where the ambient pressure drops with distance
from the central object. When the ambient pressure changes the jet
is not in pressure equilibrium with its surroundings. In order for a
new equilibrium to be reached the jet must expand radially,
therefore reducing the pressure inside the jet. For small pressure
differences the jet can adjust to the new environment without
forming shocks [12] and forms standing oscillations around the
equilibrium radius. If the density decays faster than R2 then the jetnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Fig. 1. Schematic of the jet formation mechanism proposed by Canto [4,5]. The stellar
wind obliquely hits the reverse shock and focuses. After converging on axis, and being
redirected by the secondary shock, a jet forms.
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sponds to the expansion of jets into a vacuum. If, on the other hand,
the density decays slower than R2 but fast enough to prevent the
jet to adjust gradually, the jet ﬂow will expand into the lower
density region but will, due to inertia, become underdense before it
contracts again and forms standing recollimation shocks.
Observations of astrophysical jets can only provide indirect ev-
idence of the underlying physical processes. The limited spatial
resolution makes it impossible to resolve the microphysics inside
the jet or the source of the jet. Also, due to the large time scales on
which the processes take place, only snapshots can be observed.
Simulations can support observations and allow us to analyse small
scales and longer time scales. However, simulation codes often
describe only a simpliﬁed model and need to be veriﬁed against
measurements.
In recent years, laboratory experiments have opened up a new
possibility to study astrophysical jet ﬂows. In early experiments, in
which material was ablated from a solid plane target by a high
intensity laser pulse, jet formation was observed [14]. Later ex-
periments showed that the formation of a jet under these condi-
tions is not due to a magnetic ﬁeld but is determined by radiative
cooling [15]. Other experiments were performed to produce jets by
converging ﬂows. Using laser driven ablation from a conical target
it was found that the amount of energy loss due to radiation had
direct inﬂuence on the radius of the jet [16,17]. This result had
already been predicted by simulations which investigated a similar
conﬁguration [18]. A similar dependence on radiative cooling was
found in jets produced in conical wire Z-pinch experiments [19].
Ciardi et al. [20] recently created a jet that was formed by a fast ﬂow
inside a cavity interacting with a dense shock envelope. The ﬂow
resembled the Canto model but the collimation was achieved only
by applying a strong axial magnetic ﬁeld.
A common feature of all the laser based experiments presented
above is that the jet travels into a vacuum. Astrophysical jets
commonly expand into an ambient medium which strongly in-
ﬂuences the shape and evolution of the jet. In order to simulate
the ambient medium in laboratory experiments using lasers, the
jet is made to expand into a low density foam [21e24]. In these
experiments a foil or plug acts as a pusher which is mounted in
front of a hole through a washer. The laser ablates some material
from the pusher which creates a shock in the remaining pusher
material leading to an expansion through the hole. The cylindrical
hole collimates the ﬂow which then forms a jet behind the rear
target surface. A low density foam mounted on the rear target
surface acts as the ambient medium into which the jet expands. An
experiment in which the jet interacted with an obstacle embedded
in the foam was presented by Hartigan et al. [25]. In a recent
experiment by Yurchak et al. [26] inertial collimation was achieved
by creating a second, ring shaped outﬂow from the target. Thiscreated a cavity conﬁning the central outﬂow and forcing it
through a narrow channel. A comparison of the different methods
of creating astrophysical jets with lasers in the laboratory can be
found in Ref. [27].
In recent years it was found that resistivity gradients in solid
density targets can effectively control the ﬂow of fast electrons
within the target [28]. Fast electrons are generated by the pon-
deromotive force of a high intensity laser, interacting with the
critical density surface near the front of the target. Structuring the
target, using materials of different Z, allows to conﬁne the fast
electrons within the high-Z material [29,30]. The ﬂow of the return
current, which neutralises the fast electron ﬂow, results in localised
Ohmic heating of the target. The geometry of the high-Z material
and the parameters of the laser can give control over the region
heated in this way. For some conﬁgurations the heated region can
be reduced in size to the order of 10 mm [31]. A short laser pulse
results in rapid heating of the target, compared to hydrodynamical
timescales. This makes the rapid heating by resistively guided fast
electrons an ideal driver for shocks in the solid density target which
can be studied in their own right, or which can be used to drive jets
into an ambient medium behind the target.
In this paper we propose a new mechanism for generating
astrophysically relevant jets by selectively heating a small high-Z
region within a solid density target. In section 2 we describe the
simulation code and the geometry and parameters of the setup. The
geometry of the initial conditions is quite simple, consisting of a
heated disk embedded in the target and small conical crater on the
rear surface. The jet forms naturally from the interaction of the
blast wave with the shaped rear surface of the target. There is no
need to artiﬁcially restrict the ﬂow imposing strongmagnetic ﬁelds
or external ﬂows. We point out that, in the context of this work, we
do not include the electron transport or the Ohmic heating by the
return current in our simulations. Instead, we assume that the fast
electrons can be controlled by resistive guiding to deposit energy in
a localised region inside the target. Our simulations start with a
prescribed temperature proﬁle. In section 3 we describe the results
of the simulations for different parameters and in section 4 we
discuss the implications of the results in an astrophysical context. A
summary is given in section 5.2. Simulation setup
We use a newly developed 3 dimensional MHD code to simulate
the expansion of a heated region inside a solid target into vacuum.
The code is based on the central-upwind scheme of Kurganov [32],
combined with the constrained transport technique [33]. The
method has been extended to include different temperatures for
ions and electrons as well an arbitrary number of ion species.
The code numerically approximates the following set of
equations
vtrk þ V$ðrkvÞ ¼ 0 (1)
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P
ara is
the total mass density. v is the ﬂuid velocity, p is the pressure, and E
and B are the electric and magnetic ﬁelds. The total energy e is
given by
e ¼ εe þ
X
a
εa þ 12 rjvj
2 þ 1
2m0
jBj2 (6)
where εe and εa are the internal energies of the electrons and the
ion species a respectively. The quantity
r ¼ εe
ε
(7)
is the electron internal energy expressed as a fraction of the total
internal energy. Here ε ¼ εe þ
P
aεa is the internal energy of the
plasma.
The code code has the capability to include thermal conduction
due to the electrons. The thermal conduction of the ions is
neglected and the heat ﬂow qe due to the thermal conduction of the
electrons is given by
qe ¼ keVðkTeÞ (8)
where ke is the temperature dependent thermal conduction coef-
ﬁcient. For simplicity the temperatures are calculated from the
internal energies using ideal gas law and assuming a monoatomic
gas. This assumption is justiﬁed for sufﬁciently hot plasmas. Given
the explosive nature of the problem at hand and the fact that most
of the important dynamics happens in regions that have been
heated by the initial shock, neglecting non-ideal equations of state
can be considered a reasonable ﬁrst approximation. The heat con-
duction is solved in a separate step using a forward Euler implicit
scheme. While it is possible to include thermal conduction in the
simulation we have decided to neglect the effect in the results
presented here. At sharp gradients (shocks) of the total energy and
density the numerical scheme will produce some oscillations
around the physical solution. The internal energy of the plasma is a
quantity that is derived from the density and total energy and, if the
contrast of internal energies on both sides of the shock is large, this
implies that the oscillations can produce locally negative internal
energies. We therefore decided not to include simulations of
thermal conduction.
Thermal equilibration between electrons and ions is also taken
into account. The electron heating term Qei is given by
Qei ¼
3me
mi
ne
te
ðkTi  kTeÞ (9)
where ne is the electron number density and te ¼ te(Te) is the
electron collisional time.
The target consists of CHwith an effective ion mass of 6.5mp and
an effective Z of 3.5. The mass density of the target is initially
r ¼ 1g cm3. The thickness of the target material is chosen to be
50 mm. A carbon disk, mi ¼ 12mp and Z ¼ 6 with a density of
r ¼ 2.7g cm3 and a temperature of 100 eV is embedded in the
target. The disk has a radius of 10 mm, a thickness of 5 mm and is
located 15 mm away from the rear surface. A small conical inden-
tation is made in the rear surface of the target. The radius of this
crater is the same to the radius of the disk and the opening angle w
of the cone is given by tanw ¼ 2.
The target is surroundedby lowdensityCH foamwith adensityof
r ¼ 0.01g cm3 unless speciﬁed otherwise. The temperature of the
bulk of the target is chosen to be 1 eV and the temperature of the
foam is a free parameter. The simulation box has a size of200200400mm3and is resolvedby400400800gridpoints.
Open, zero-gradient, boundaries have been imposed on all sides.
We again point out that the fast electron transport and Ohmic
heating is not subject of the present investigation. The initial con-
ditions are deﬁned by a pre-supposed heating proﬁle.
3. Results
We performed a run with the conﬁguration as described above
and a foam temperature of 20 eV (run A). This means the pressure
in the foam is 1/5 of the pressure in the bulk target. This run will
referred to as Run A or the reference run. All other runs throughout
the paper are based on the reference run and only the parameters
that are changed with respect to the reference run will be
mentioned. The left panel of Fig. 2 shows the initial density proﬁle
for the reference run. The right panel shows the density proﬁle after
800fs. The colour, from blue to red, shows the material type given
by the ratio rC/r, where rC is the density of carbon. A value of
0 (blue) indicates pure CH and 1 (red) indicates pure carbon. In
order to improve numerical stability all sharp transitions in mate-
rial, density or temperature have been smoothed out over a length
of 2 grid cells. After 800 ps (right panel of Fig. 2) the explosion of
the heated disk causes a shock wave to travel into the foam. Near
the axis, the outer shock of the explosion has overtaken the, much
weaker, shock that is caused by the density gradient between the
CH target and the foam. The latter travels into the foam as an almost
planar shock front. Both shocks compress and heat the foam ma-
terial. Behind the outer shock the cold, dense target material is
ejected. This conical region of outﬂowing material is bounded by a
forward discontinuity and a reverse shock.
The reverse shock is at an oblique angle with respect to the
unshocked outﬂow. This enables the shock to redirect the ﬂow
towards the axis. At time t ¼ 1.6 ns, the ﬂow in the dense conical
shell converges on the axis and leads to a secondary shock being
formed at the tip of the dense shell, as shown in the left panel of
Fig. 3. This shock redirects the ﬂow in the axial direction and en-
ables the formation of a jet. The ﬂow vectors in this region have
been plotted in Fig. 4. At both shocks the component of the velocity
normal to the shock is decreased as the material enters the higher
density region. The tangential component of the ﬂow velocity, on
the other hand, remains unchanged. This forms the mechanism of
redirecting the ﬂow at oblique shocks. At t ¼ 1.6 ns a jet with a
length of approximately 15 mm has formed on the axis moving into
the shocked foammaterial. The right panel of Fig. 3 shows the jet at
the end of the simulation, at t ¼ 8 ns. The jet extends over a length
of 150 mmwhile the radius of the stem of the jet of just 10 mm. Only
at the head, where the jet ﬂows back on itself, the radius is
increased to around 15 mm. Inside the jet one can observe criss-
cross patterns of shocks separating lower and higher density re-
gions. These shocks do not move with the jet ﬂow but remain
stationary with respect to the simulation frame of reference and
even, at times, move backwards against the ﬂow of the jet. At this
time, the target has expanded to a thickness of 130 mm and, due to
the open boundary conditions that simulate a thick target, the
heated carbon disk has been ejected outward and forms a
“pedestal” at the base of the jet.
Density plots of slices in the yezeplane (not shown) display
some imprint of the Cartesian grid on the simulation results in the
shape of azimuthal structures. These structures are mainly seen
around the perimeter of the jet where it is at its narrowest and are
the result of numerical errors seeding KelvineHelmholtz in-
stabilities. In order to ensure that the ﬁnite grid resolution does not
affect the main results presented here we repeated run A with
double resolution in each direction. Due to computational con-
straints we were only able to simulate up to t ¼ 1.6 ns. At this point
Fig. 2. Logarithm of the mass density r at the start of the simulation, t ¼ 0 (left panel) and at t ¼ 0.8 ns (right panel). The colour from red to blue encodes the material, red indicates
carbon, blue indicates CH. The intensity of the colour encodes log10r. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)
Fig. 3. Logarithm of the mass density r at t ¼ 1.6 ns (left panel) and at t ¼ 8 ns (right panel) for the reference run. The colour from red to blue encodes the material, red indicates
carbon, blue indicates CH. The intensity of the colour encodes log10r. The dotted rectangle in the left panel outlines the region shown in Fig. 4 and the dotted region in the right
panel outlines the region shown in Fig. 8. The temperature at the marked point in the right panel is 22 eV. (For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the web version of this article.)
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Fig. 4. Flow vectors at t ¼ 1.6 ns in the region of jet formation for the reference run.
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resolution run agree well with those of the reference run. An
imprint of the grid structure can still be seen in the growth of
KelvineHelmholtz instabilities with a four sided symmetry. How-
ever, although the seeding of this instability is numeric, its growth
is physical and would also be seen in a realistic scenario that con-
tained small perturbations to the ideal symmetry.3.1. Jet formation
The formation of the jet crucially depends on the conical shell of
high density material seen in the right panel of Fig. 2 and the left
panel of Fig. 3. We shall argue that this structure is greatly facili-
tated by the conical crater in the target's rear surface. Fig. 5 shows
the evolution of the mass density and material concentration dur-
ing early times of the simulation in a small region near the driver. In
the initial stages of the simulation a shock travels from the heated
disk through the dense target, compressing and accelerating target
material. Due to the indentation at the rear surface the shock rea-
ches the ambient foam material ﬁrst on the axis (top left panel of
Fig. 5). In the ambient material the outer shock travels much faster
than in the dense target. This leads to the dense ejecta moving
ahead on the axis while the material at the rim of the crater is
ejected later and trails behind (top right panel of Fig. 5). This leads
to the formation of the conical dense shell pointing away from the
rear surface as can be seen in the bottom panels of Fig. 5. The angle
of the crater causes the ﬂow to be directed along the axis instead of
outward away from the axis. This collimated ﬂow hits the conical
dense shell at an oblique angle. As described above, the system of
two oblique shocks created by the shell, the reverse shock and the
secondary on-axis shock, focuses the outﬂow into a narrow jet.
Fig. 6 shows the mass density and electron temperature along
the xeaxis at t¼ 0.32 ns (compare lower left panel of Fig. 5). The hot
driver disk initially located at x¼ 30e35 mmhas expanded leaving a
low density, high temperature region. The explosion drives a blast
wave toward both directions along the xeaxis. In the positive
xedirection the shock has travelled into the low density foam at the
bottom of the crater. This results in a density reduction and
broadening of the compressed ejecta at x ¼ 50 mm as compared tothe thin shell at x¼ 10 mm. Ahead of the ejecta towards the positive
xedirection the bow shock has separated from the ejecta and travels
into the low density foam. This bow shock can be seen as a sharp
inrease in temperature with only a mild increase of the density.
In order to verify that the conical crater on the rear surface is
indeed responsible for the formation of the jet, we have performed
a run with a smooth rear target surface (run B). All other parame-
ters were identical to the reference run A. The result of run B can be
seen in the left panel of Fig. 7. A jet can be seen to form but it is
much wider and much slower than the jet observed in run A. The
smooth surface was not able to focus the ﬂow into a tight jet,
mainly due to the fact that the reverse shocks formed later and
were not sufﬁciently oblique. This contrasts the case when the
crater is present on the rear surface but the heated carbon disk is
removed (run C). The result of this run can be seen in the right
panel of Fig. 7. Naturally, without a driver, the jet can not be ex-
pected to be as strong as in the reference simulation. Nevertheless,
a small but narrow jet does form in this case. This shows that the
conical indentation on the surface is indeed responsible for the
formation of the jet.3.2. Stability of the jet
Once a jet-like outﬂow has formed it must remain stable in
order to produce a substantial jet. The jet has a signiﬁcantly higher
density than the surrounding shocked ambient medium and, in
order for the jet to survive some pressure balance between the jet
and the ambient medium has to be maintained. The left panel of
Fig. 8 shows the logarithm of the pressure for run A at time
t ¼ 4 ps. One can identify regions in the jet with pressures larger
than the surrounding ambient medium and other regions where
the pressure is substantially lower. Comparing this with the den-
sity in Fig. 3 at the same time, one can see that the high and low
pressure regions inside the column of the jet correspond to the
criss-cross pattern observed in the density. In contrast to the
discontinuity in the density that separates the jet from the ambient
medium, the pressure shows a smooth transition at the edges of
the column. This indicates that the column is in approximate
pressure balance with the ambient medium. The criss-cross
Fig. 5. Logarithm of the mass density r and material near the driver at early times during the simulation t ¼ 0.16 ns (top left), 0.32 ns (top right), 0.48 ns (bottom left),
0.64 ns (bottom right).
Fig. 6. Mass density and electron temperature along the xeaxis, y ¼ z ¼ 0 near the
driver at t ¼ 0.32 ns.
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balance. The ﬂow on axis accelerates leading to lower density and
pressure. The decrease in the pressure leads to the ﬂow being
drawn in towards the axis where it then forms an oblique shock
which repressurises the jet material and directs it forward. The
right panel of Fig. 8 shows the magnitude and direction of the ﬂow
velocity in a small region of the jet. In order to emphasise the
radial ﬂow the vy component of the ﬂow vectors has been scaled
up by a factor of 10 in the plot. The colour of the ﬂow vectors in-
dicates the magnitude of the velocity vector. Regions of large ﬂow
velocity correspond to regions of low pressure. The discontinuities
in the ﬂow, where the velocity suddenly decreases and aligns with
the axis, can be clearly made out.
At ﬁrst glance, the pressure balance between jet and ambient
medium implies that a narrow jet outﬂow can only be achieved
when the ambient medium is sufﬁciently pressurised. In order to
judge the importance of the pressure of the ambient CH we have
performed a number of simulations with varying ambient tem-
peratures. The top row of Fig. 9 shows the density at 8 ns for
ambient temperature of 10 eV, run D (left panel) and 2 eV, run E
(right panel). In the case of Tambient ¼ 10 eV a jet still forms but it is
Fig. 7. Logarithm of the mass density r at t ¼ 8 ns for smooth rear surface, run B (left panel) and without driver, run C (right panel).
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Tambient ¼ 20 eV case (Fig. 3). The head of the jet is close to the
outer shock which is deformed by the presence of the jet. This is
the result of the lower speed of the outer shock which is,
assuming identical Mach numbers, proportional to the sound
speedFig. 8. Logarithm of the pressure p for run A at t ¼ 8 ns (left panel). Flow vectors in a smal
factor of 10. The dotted rectangle in the left panel outlines the region shown in the right pcs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
gkT
s
: (10)mi
For the case of Tambient ¼ 2 eV the jet is not able to form. Instead
the material is simply pushed outward, ahead of the outer shock.
This slows down the outﬂow and causes it to expand radially.l region inside the jet. The radial component of the vectors has been exaggerated by a
anel.
Fig. 9. Logarithm of the mass density r at t ¼ 8 ns for runs D, E, F, and G. In the top row
the temperatures are Tambient ¼ 10 eV (run D, top left panel) and Tambient ¼ 2 eV (run E,
top right panel). In runs D and E the ambient density is rambient0.01 g cm3. The bottom
row shows results for Tambient ¼ 10 eV and rambient ¼ 0.02g cm3 (run F, bottom left
panel) and Tambient ¼ 2 eV rambient ¼ 0.1g cm3 (run G, bottom right panel). In runs F
and G the ambient pressure is held constant. The temperature at the marked points in
the plots are 12.2 eV (run D), 4 eV (run E), 11.6 eV (run F), and 2.6 eV (run G).
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the stability of the jet one should be able to lower the temperature
while increasing the density in order to keep the pressure constant.
Runs D and E were repeated with increased background density
(runs F and G). The bottom row of Fig. 9 shows the results of these
two runs. Surprisingly the appearance of the jet has not changed
much with respect to runs E and D. For the case of Tambient ¼ 10 eV
(run F) a short jet is still visible but for Tambient¼ 2 eV (run G) the jet
has completely disappeared. What can be noted in this last run,
when compared to run E, is the smaller outﬂow velocity of the
ejected material into the, now denser, ambient medium.
This result leads us to conclude that not the pressure, but the
temperature, of the ambient medium is the main factor that de-
termines the stability of the jet.4. Discussion
The mechanism that is responsible for jet formation in our
simulations is reminiscent of the jet formation in YSOs. Canto [5]
suggested that a system of two oblique shocks, which are able to
focus a tenuous fast ﬂow into a dense jet, is responsible for the
formation of interstellar jets from YSOs. In case of a pressure
gradient of the ambient medium around the star, the bubble pro-
duced by the wind will be deformed into an ovoidal shape with the
long axis along the poles. The stellar wind hits the ovoidal reverse
shock at an oblique angle, causing the ﬂow to focus towards the
poles. At the poles a conical shock redirects the ﬂow towards the
radial direction which results in the jet. This mechanism was later
conﬁrmed by simulations of YSOs by Frank & Mellema [7]. Our
simulations show that it might be possible to reproduce this
mechanism in the laboratory from simple initial conditions.
The results of our simulations indicate that, apart from the ge-
ometry of the target, the temperature of the ambient medium is the
crucial parameter for both the initial formation of the jet and the
survival at later times. The simulations show that the temperature
determines the speed of the outer shock that preheats and accel-
erates the ambient medium. Solving the Riemann problem for the
discontinuity between the bulk target and the ambient medium
predicts an outer shock with a velocity of 2.46  104 m s1, corre-
sponding to a Mach number of 1.11. This number is reproduced by
the code to a high degree of accuracy when the simulation is run
without the driver and with a smooth surface. When the temper-
ature is decreased to T ¼ 2 eV the Mach number of the shock in-
creases to 1.74 but the absolute velocity decreases to
1.22 104 m s1. The speed of the outer shock, observed in the
simulations which include the driver, is somewhat larger than
these numbers. This is due to the fact that the ejecta drives a shock
near the axis which is stronger than the planar shock caused by the
rear target surface. In the reference run we measure this shock to
have a velocity of 5.47  104 m s1, corresponding to a Mach
number of 2.47. At early times the shocked ambient material has a
temperature of 33 eV reducing to 22 eV at later times. This has to be
compared to the 20 eV of the unshocked ambient material. The
sound velocity in the shocked material is 2.87  104 m s1 at early
times, dropping to 2.22  104 m s1 at later times. The head of the
jet is moving at a velocity of 3.87 104 m s1, which is at Mach 1.34
to 1.74 with respect to the shocked ambient medium. The tem-
perature inside the jet lies between 2.5 eV and 4.1 eV. Calculated
with the conditions inside the jet, the head of the jet has a Mach
number of about 2.5.
We compare this with the numbers obtained from run E, in
which the ambient temperature was reduced to 2 eV. Here the
outer shock has a reduced absolute velocity of 3.26 104 m s1. The
Mach number, on the other hand, is increased to 6.01 due to the
lower sound velocity in the cooler ambient medium. The shocked
ambient material has a temperature between 2.5 eV and 5.2 eV,
which has to be compared to the 2 eV of the unshocked material.
The temperature inside the jet is much more inhomogeneous and
varies between 2.9 eV and 7.8 eV and is therefore hotter than the
ambient material. The velocity of the ﬂow inside the jet lies be-
tween 8.2  103 m s1 and 3.1  104 m s1, corresponding to Mach
numbers between 1.5 and 5.7.
The smaller shock speed for lower background temperatures
means that the initial formation of the jet is hindered by the fact
that the jet outﬂow is much faster than the shock speed. This means
that the ejecta creates a strong Mach cone which removes forward
momentum from the outﬂow and also changes the geometry of the
conical reverse shock. Both of these effects together stop the jet
from forming. A jet can only form inside the pre-shocked ambient
medium because only the conditions created by the outer shock
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surroundings.
Once the jet has formed, the radius of the jet is determined
mostly by the initial geometry of the conical reverse shock. If the
ambient temperature is sufﬁciently large the cone can fully develop
and form a narrow tip. For lower ambient temperatures, when the
outﬂow has to push against the unshocked medium, the tip of the
cone is wider and the jet has a larger radius. This radius remains
approximately constant along the length of the jet. The ﬂow speed
of the jet will adjust itself to achieve pressure balance between the
jet and the ambient medium. The jet ﬂow accelerates until the
pressure inside the jet falls below the ambient pressure. The ﬂow
will then be drawn in towards the axis where it shocks and
repressurises. This leads to a series of oblique shocks and rarefac-
tion ﬂows inside the shock. This mechanism will lead to faster jet
ﬂow in higher pressure ambient medium. However, the velocity of
the head of the jet limited by the speed of the outer shock.4.1. Scaling for astrophysical context
The simulations have been performed using a geometry and
scale lengths applicable to laser-plasma experiments. In this sec-
tion we discuss the applicability of the simulations to an astro-
physical context. The discussion will include the importance of
effects which are neglected in our model and will also help to
justify the use of the simpliﬁedmodel. In this analysis wewill make
use of the similarity criteria as presented by Ryutov [34].
The Mach number of the jet ﬂow is measure with respect to the
sound speed in the jet material.
M ¼ v=cs (11)
The reference run produces a jet with a Mach number of 1.56.
While this is relatively low, it is comparable to average Mach
numbers seen in models of jets of young stellar objects [7].
The applicability of the hydrodynamic equations implies local-
isation of the ﬂuid particles. Astrophysical plasmas can usually be
assumed to be collisionless, and the particles are localised by
magnetic ﬁelds that are assumed to be stochastic on a small scale
due to microﬂuctuations. In laboratory plasmas collisions usually
play an important role and it has to be ensured that the collisional
length scale is much smaller that the length scales of the system.
Using the ioneion mean free path given by Braginskii [35] we have
([34])
lcz3 1017ðT½eVÞ
2
Lni
; (12)
where L is the Coulomb logarithm and the temperature is given in
eV. All other quantities are in SI units. Assuming a scale length
L ¼ 5 mm we ﬁnd that the ratio of the collision length to the scale
length ranges from lc/L z 108 inside the dense target material to
z103 in the pre-shocked ambient plasma. This indicates that the
particles are sufﬁciently localised to justify the use of the hydro-
dynamic equations. We must take care, however, not to increase
the temperature of the ambient medium by too much. Because the
collision length scales as T2, an increase of the temperature by a
factor of 10 would increase the ratio of the two lengths to lc/hz 1.
This would imply the transition to a collisionless plasma where
non-local effects start to play a role.
Although the code is capable of simulating thermal conduction
due to the electron thermal diffusivity, we have chosen to neglect
the effect in these simulations, as discussed in section 2. The
omission of this effect can be justiﬁed when the Peclet number is
largePe ¼ Lv
c
[1: (13)
Here L is the typical scale length of structures in the simulation,
v is the velocity of convective ﬂow and c is the thermal diffusivity
for electrons. The Peclet number can be expressed as
Pez3 103LvLZðZ þ 1Þr
AðT ½eVÞ5=2
z20 (14)
The value on the right has been calculated using the properties
of the jet ﬂow with a ﬂow velocity of vz 2.3  104 ms1 and
especially during early evolutionof the jet. We are therefore justi-
ﬁed in neglecting the effect of thermal conductivity although some
effect might be observed in regions of lower density. As can be seen
from Fig. 6 the bow shock into the low density ambient material is
accompanied by a strong temperature spike and large temperature
gradients. Includig thermal conduction is expected to modify the
exact shape of the bow shock, leading to a heated precursor. We do
not believe, however, that this will have signiﬁcant impact on the
ﬂow of the ejecta and the formation of the jet. Future investigations
will have to check the inﬂuence of electron thermal conductivity on
the initial development but we do not expect the overall result to
change substantially.
The code currently does not include radiation transport. This
means that any radiative cooling effect of the jet has been neglected
in the simulations. In many astrophysical jets radiative cooling
plays a role in reducing the temperature of the jet and ensuring
pressure balance between the jet and the ambient medium. The
lower estimate of the cooling time for optically thick media is given
by Ref. [34].
tBB ¼ 0:07
ðZ þ 1ÞrL
AðT½eVÞ3
z107s (15)
The value is calculated using the properties of the core of the jet.
The cooling time is roughly a factor of 10 larger than the total
simulation time. This suggests that radiative cooling is not impor-
tant in our case.
Finally, we need to ensure that the viscosity of the medium is
small. The measure for the viscosity is the Reynolds number
Re ¼ hv
n
z3 107 LZ
4hvrﬃﬃﬃ
A
p
ðT ½eVÞ5=2
(16)
In the simulations presented here the Reynolds number ranges
from1.5 108 in the ambientmedium to 9 105 to 4.4 1011 in the
dense target. This means that the viscosity can be neglected.
The range of parameters calculated above indicates that the
assumptions of the model are justiﬁed and that the results can be
compared to hydrodynamical ﬂows in astrophysical contexts,
especially for those in YSOs.5. Summary
We have performed 3 dimensional simulations of jet formation
in solid density targets heated by resistively guided fast electrons.
Using magnetic ﬁelds, produced by the fast electron return current
in the presence of resistivity gradients, the ﬂow of the fast electrons
can be controlled effectively. Previous investigations have shown
that a localised fast electron current can result in rapid and very
localised heating of the target.We use such a small heated structure
as the starting point to investigate the possibility of creating
astrophysically relevant jets by the hydrodynamic expansion of the
heated region into a lower density plasma behind the target. By
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buried heated disk, we could show that very narrow jets, with an
aspect ratio of over 15, can be created.
We stress again that, in this investigation, we do not simulate
the transport of fast electrons or the Ohmic heating by the return
current. Our simulations start with a prescribed heating proﬁle. We
assume that a geometry can be found such that resistive guiding
will result in the supposed heating proﬁle. The implementation of
this geometry will be the subject of future investigations.
The mechanism of jet formation in our conﬁguration differs
from most earlier descriptions of laboratory astrophysics jets. In
previous investigations on the formation of jets by conically
converging ﬂows, the conical ﬂow was imposed directly either by
ablating a conical dimple [16], backlighting a conical target [36] or
by the implosion of a conical wire array [19]. This corresponds to
the second step in the two step process originally proposed by
Canto [4]. Only recently experiments have been conducted inwhich
a reverse shock envelope was created [26,20]. However in both
experiments the shock envelope was externally imposed by either
applying strong axial magnetic ﬁelds [20] or external ﬂows [26] In
this article we have described a jet formed in a two step process. In
the ﬁrst step a tenuous fast ﬂow from the explosion of the heated
region encounters the reverse shock at an oblique angle. Only the
normal component of the ﬂow is stopped, while the tangential
component causes the ﬂow to focus towards the axis. This ﬁrst step
is responsible for producing the conical ﬂow that converges on axis
and is then redirected into the axial direction in the second step to
form the jet. In this way the jets presented here are formed by the
complete two step mechanism proposed by Canto. We therefore
believe that our approach provides an interesting alternative to
existing techniques of creating astrophysically relevant jets in the
laboratory.
We have found that the temperature of the ambient plasma is
the most important parameter inﬂuencing the formation of narrow
jets. The temperature of the low density plasma inﬂuences the
speed of the outer shock. A jet is only able to form if the sound
speed in the ambient plasma is large enough. Initially, for low
temperatures the opening angle of the conical reverse shock is too
large to be able to focus the ﬂow effectively. Later on, momentum is
removed from the jet if the jet velocity greatly exceeds the outer
shock velocity. Because the jets are not continuously driven, but
have a ﬁxed amount of momentum, this causes the jet to quickly die
out. However, we have to be careful when interpreting this result in
terms of astrophysical jets. Both of the restrictions above are not
present in YSO jets. The formation of the focusing reverse shock is
believed to be due to the interaction of the stellar wind with a
density gradient in the ambient medium. This causes the dense
shell to be deformed into an ellipsoid shape, thereby focusing the
ﬂow towards the long axis of the ellipsoid. The dense shell is
thought to be a stable over a long time, rather than the transient
feature observed in our simulations. Also the stellar wind of the
YSO continuously drives the jet, enabling it to plough through the
unshocked interstellar medium. As with all such experiments, only
some of the astrophysical conditions can be captured.
Our simulations do not currently include radiative transport
which is known to be important in YSO jets. Radiation helps to
collimate jets by cooling the plasma inside the jet causing it to
contract and become denser. In our conﬁguration the ejected
plasma originates from the already cold and dense target material.
For this reason a jet can form without the need for additional
radiative cooling. Future investigations will have to include radia-
tion in order to quantify its inﬂuence under the conditions pre-
sented here.
In conclusionwe have presented an initial conceptual study that
could in future lead to a new type of laboratory experiment forproducing jets. Before an experiment can be designed and inter-
preted a number of open questions have to be addressed. This in-
cludes the investigation of the inﬂuence of heat conduction during
the early phases of jet development, the importance of radiation
transport for cooling the jet and the effects of more accuratemodels
for the equations of state. In addition, investigations of fast electron
transport and target heating will lead to experimentally viable
geometries. The impact of small variations from the ideal condi-
tions and deviations from perfect symmetry will need to be
addressed. All these questions are beyond the scope of the current
paper but will be tackled in future investigations. We believe that
all these issues can be solved which would open up the possibility
of a novel experiment.Acknowledgments
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