A central problem in the area of Process Mining is to obtain a formal model that represents selected behavior of a system. The theory of regions has been applied to address this problem, enabling the derivation of a Petri net whose language includes a set of traces. However, when dealing with real-life systems, the available tool support for performing such task is unsatisfactory, due to the complex algorithms that are required. In this paper, the theory of regions is revisited to devise a novel technique that explores the space of regions by combining the elements of a region basis. Due to its light space requirements, the approach can represent an important step for bridging the gap between the theory of regions and its industrial application. Experimental results improve in orders of magnitude state-of-the-art tools for the same task.
Introduction
Nowadays the formal reasoning of a system is sometimes restricted by the difficulty of having a formal model that describes its behavior. This problem may appear at several stages of the life cycle: design, verification, and optimization. Aware of the problem, some companies have started to incorporate tools to discover formal models from executions of a system. This was the driving force that originated the area of Process Mining, where the goal is to obtain a formal model (e.g., a Petri net) that includes the behavior of a system. In this work we present a novel strategy for this problem.
The synthesis problem [1] is related to mining: it consists in building a Petri net that has a behavior equivalent to a given transition system. The problem was first addressed by Ehrenfeucht and Rozenberg [2] introducing regions to model the sets of states that characterize marked places. In the area of synthesis, some techniques have been proposed to take the theory of regions in to practice. In [3] polynomial algorithms for the synthesis of bounded nets were presented. These algorithms have been adapted for the problem of process mining in [4] . In [5] , the theory of regions was applied for the synthesis of safe Petri nets with bisimilar behavior. Recently, the theory in [5] has been extended to bounded Petri nets [6] .
Mining differs from synthesis in the knowledge assumption: while in synthesis one assumes a complete description of the system, only a partial description of the system is assumed in mining. However, synthesis can be adapted for mining in two ways: either the initial set of traces (called log) is encoded as a transition system (introducing state information, as described in [7] ) and statebased methods for mining [8] are applied, or language-based methods are used directly on the log [4, 9] . In this paper we follow the first approach.
Due to its complexity, the theory of regions might become impractical for large inputs. In this paper, we present methods to alleviate significantly the complexity of the region-based approach. The main idea is based on the observation that the set of regions necessary for deriving a Petri net might be obtained by linear combinations of a small set of regions, i.e., from a basis of regions. This technique deviates from previous state-based methods for computing regions [6, 8] , where the full lattice of multisets of states was explored to find the regions. The main contributions of this paper are: -Methods to efficiently compute a basis of regions, based on the isomorphism between the structural and state-based representation of regions. Moreover, when the input transition system is derived from a language, the obtention of a basis is shown to be simplified. -An algorithm to explore the region space, that efficiently searches for minimal regions using a very simple criterion to determine if a region is guaranteed to be non-minimal. -The theory of this paper has been implemented in a tool [10] . The experiments demonstrate the capacity of handling systems for which related approaches fail. Moreover, for well-known benchmarks, the quality of the derived results is shown to be similar to the one obtained for related approaches.
Organization. We start by giving the necessary background in Sect. 2. Methods to compute a region basis are presented in Sect. 3, and Sect. 4 provides a strategy to explore the space of regions from a region basis to derive a Petri net. Experiments and related work are presented in Sect. 5 and Sect. 6, respectively 1 .
Background

Finite Transition Systems and Petri Nets Definition 1 (Transition system). A transition system (TS) is a tuple S, Σ, T, s 0 , where S is a set of states, Σ is an alphabet of actions, T ⊆ S × Σ × S
is a set of (labelled) transitions, and s 0 ∈ S is the initial state.
We use s e −→s as a shortcut for (s, e, s ) ∈ T , and we denote its transitive closure as * −→. A state s is said to be reachable from state s if s * −→s . We extend the notation to transition sequences, i.e., s 1 σ −→s n+1 if σ = e 1 . . . e n and (s i , e i , s i+1 ) ∈ T . We denote #(σ, e) the number of times that event e occurs in σ. Let A = S, Σ, T, s 0 be a TS. We consider connected TSs that satisfy the following axioms: i) S and Σ are finite sets, ii) every event has an occurrence and iii) every state is reachable from the initial state. The language of a TS A, L(A), is the set of traces feasible from the initial state.
