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Abstract
We give a geometrical construction of Connes spectral triples or noncommu-
tative Dirac operators /D starting with a bimodule connection on the proposed
spinor bundle. The theory is applied to the example ofM2(C), and also applies
to the standard q-sphere and the q-disk with the right classical limit and all
properties holding except for J now being a twisted isometry. We also describe
a noncommutative Chern construction from holomorphic bundles which in the
q-sphere case provides the relevant bimodule connection.
1 Introduction
A main difference between the well-known Connes approach to noncommutative ge-
ometry coming out of cyclic cohomology and the more constructive ‘quantum groups’
approach to noncommutative geometry lies in the attitude towards the Dirac opera-
tor. In Connes’ approach this is defined axiomatically as an operator /D on a Hilbert
space which plays the role of Dirac operator on a spinor bundle and which is the
starting point for Riemannian geometry, while in the quantum groups approach one
builds up the geometry layer by layer starting with the differential algebra structure
and often (but not necessarily) guided by quantum group symmetry, and arrives at /D
as an endpoint, normally after the Riemannian structure. This approach also should
contain q-deformed and quantum group-related examples but it is known that these
may take us beyond Connes axioms if we want to have the correct classical limit.
For example, for the standard q-sphere where the construction in [17] meets Connes
axioms at some algebraic level but has spectral dimension 0.
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The present paper joins up these two approaches, namely we show how within the
constructive approach we can naturally obtain spectral triples, at least up to issues of
functional analysis, from a bimodule connection on a chosen vector bundle (thought
of as ‘spinor bundle’), having fixed a first order differential calculus for our space and
a ‘Clifford action’ ▷ of its 1-forms on the bundle. The latter plays the role of the
Clifford structure. Our construction is still quite general and we don’t assume that
the bundle is associated to a quantum frame bundle and connection induced by a
quantum ‘spin’ connection on it as per the classical case, although that will be the
case in the q-sphere example.
An outline of the paper is as follows. In Section 2.1, we recall Connes’ axioms
[13, 14] for a real spectral triple. Then in Section 2.2 we provide our main result,
Theorem 2.6, which constructs examples of these from bimodule connections at an
algebraic level, i.e. before worrying about adjoints. Section 2.3 establishes further
constraints on the bimodule connection and inner product data to have /D hermitian
and J an (antilinear) isometry. Section 2.4 completes the general theory with an
explanation of how varying the bimodule connection amounts to an inner fluctuation
of the spectral triple in the sense of Connes[14].
One of the first ingredients in Section 2.2 is that the ‘commutativity condition’ in
Connes’ axioms (see (4) in our recap below) can be seen as making the Hilbert spaceS a bimodule [23], see also [1]. However, our notion of bimodule connection means
a single (say, left) connection ∇ which admits a modified right-connection rule via
a generalised braiding [28, 18, 19, 24, 10, 6, 7, 8, 27]. This allows for connections
on tensor products of bimodules which will be critical for what follows and is very
different from what is meant by ‘bimodule connection’ in [23], which comes from [15]
and uses two unrelated connections, one left and one right, on a bimodule. Classically,
the latter reduces to defining two unrelated connections on the same bundle and is not
what we need. Specifically, the lack of relation between the left and right structures
means that the antilinear J operator for the reality condition for Connes’ definition
of Dirac operator could not be studied. In the context of what we mean by bimodule
connections, another main tool in Section 2.2 is a conjugate bimodule whereby the
antilinear map J ∶ S → S is formulated in terms of a linear map j ∶ S → S. We use
our previous work [6] for the conjugate bimodule connection and related matters.
Although one could view the use of bar categories here as a book-keeping device
to keep explicit track of anti/linearity, it is essential for tensor product operations
like id⊗ j to make sense. In the context of general monoidal categories, the idea of
bar category can be less trivial [5], but it is very useful even in the present case of
complex vector spaces and some maps antilinear.
Section 3 shows how the theory works on three examples. Section 3.1 covers the finite
geometry of 2×2 matrices M2(C) as ‘coordinate algebra’. This is of course very well
studied and we refer to [1] for a recent treatment of spectral triples here. In our
approach we start with a natural ∗-differential calculus Ω1 which is 2-dimensional
over the algebra. As it happens we take the same bimodule for S, i.e. 2-spinors.
We take a natural choice of ▷ in this context and fixing this data we find a unique
bimodule connection that meets our requirements of Section 2. This results in a
single spectral triple which we compute as /D = 1
2
γ2 ⊗ [γ2, ] − 1
2
γ1 ⊗ [γ1, ] where
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γi = iσi in terms of Pauli matrices. The commutators are inner derivations or ‘vector
fields’ on M2(C) and uniqueness means that fluctuations of this would entail a change
of either the differential structure or the Clifford structure.
Section 3.2 covers the q-sphere Cq[S2] with the geometrically correct spin bundleS = S+⊕S− given by q-monopole sections of charges ±1 as used in [26]. This uses the
standard 2D differential calculus coming from the 3D one[31] on Cq[SU2], a Clifford
action ▷ given by the holomorphic structure introduced in [26] and a q-monopole
principal connection [11], all of which led to a q-deformed /D in a quantum frame
bundle approach. Our new result is that the relevant covariant derivative on S is
in fact a bimodule connection and we find a J and inner product (given by the
Haar integral) so that all the axioms (1)-(6) of a real spectral triple of dimension
2 are satisfied at the pre-functional analysis level except for one: we find that J is
necessarily not an isometry but some kind of twisted q-isometry in the sense
⟨⟨J (φ),J (ψ)⟩⟩ = q±1⟨⟨ς−1(ψ), φ⟩⟩, ∀φ,ψ ∈ S±
where the brackets are the Hilbert space inner product and ς is the automorphism
that makes the Haar integral a twisted trace in the sense of [22]. We identified S±
with degree ∓1 subspaces of Cq[SU2] under the U(1) action of the quantum principal
bundle. More precisely, we obtain a 1-parameter family of /D where a parameter β
extends the Clifford action from the canonical choice β = 1 in [26]. Our construction
is different from another attempt at the q-sphere Dirac operator with 2D spinor
space [16], where the ‘first order condition’ (see (6) in our recap below) had to be
weakened to hold up to compact operators, which is not our case. Section 3.3 is
our final example, the quantum disk Cq[D] as in [20], where we find again that
everything works up to completions to give a dimension 2 spectral triple, for our
choice of bimodule connection, aside from J being required to be a twisted isometry.
The Clifford structure is similar the the q-sphere case and we again obtain a moduli
space of examples as we vary a real parameter.
Section 4 returns to the general theory with a noncommutative framework for holo-
morphic bundles and their associated Chern connections along the lines of [12]. At
least in the nice case of the q-sphere this provides a more direct geometric route to
the bimodule connection that we used for the /D operator as well as the Levi-Civita
connection in [26] (i.e. without going through the frame bundle theory). This is
computed along with the other examples in Section 5.
We also note [30] which has a similar starting point of a differential algebra equipped
with a metric and which contains some steps towards a more analytic treatment.
2 Connes spectral triple
This section starts with a short recap of Connes’ axioms of a spectral triple and
then proceeds to our main results about the construction of these from bimodule
connections.
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2.1 Real spectral triples at an algebraic level
At the pre-functional analysis level, a real spectral triple in dimension n mod 8
consists of certain data [14] which we list as follows:
(1a) A Hilbert space H, with inner product ⟨⟨ , ⟩⟩ antilinear in the 1st argument. A
faithful representation of the a ∗-algebra A on H such that for all a ∈ A and φ,ψ ∈H,
⟨⟨a∗.ψ, φ⟩⟩ = ⟨⟨ψ,a.φ⟩⟩
(1b) Operators γ, /D (both linear) and J (antilinear) on H obeying ⟨⟨Jψ,J φ⟩⟩ =⟨⟨φ,ψ⟩⟩, γ∗ = γ and /D∗ = /D. (For odd dimension we may take γ to be the identity.)
(2) J 2 = , J γ = ′′γJ , γ2 = 1, [γ, a] = 0
(3) /Dγ = (−1)n−1γ /D.
(4) [a,J bJ −1] = 0 for all a, b ∈ A
(5) J /D = ′ /DJ
(6) [[ /D,a],J bJ −1] = 0 for all a, b ∈ A
The signs , ′, ′′ in {+1,−1} are taken from a table according to n mod 8:
n 0 1 2 3 4 5 6 7
 1 1 −1 −1 −1 −1 1 1
′ 1 −1 1 1 1 −1 1 1
′′ 1 −1 1 −1
We have grouped the axioms here into (1) that relate to the Hilbert space structure
and ultimately to functional analysis, and the remainder which are more algebraic.
2.2 Construction of spectral triples from connections
Take a star algebra A with a star differential calculus (Ω,d,∧), and a left A-moduleS. The first proposition is also the starting point of [23].
Proposition 2.1 Suppose we are given an antilinear map J ∶ S → S and a linear
map γ ∶ S → S satisfying properties (2) and (4). Then there is a bimodule structure
on S, with right action, for ψ ∈ S and a ∈ A
ψ.a = J a∗J −1.ψ ,
and γ is a bimodule map.
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Proof: Property (4) states that the left and right actions commute. The condition[γ, a] = 0 shows that γ is a left module map. Then
γJ a∗J −1 = ′′J γa∗J −1 = ′′J a∗ γJ −1 = J a∗J −1γ ,
so [γ,J a∗J −1] = 0, so γ is a right module map. ◻
Now we assume the conditions for Proposition 2.1, and examine some of the other
conditions, given a particular construction for /D. However first, we need to define a
bimodule connection.
Definition 2.2 A left connection ∇S ∶ S → Ω1 ⊗A S on S is a linear map obeying
the left Leibniz rule ∇S(a.φ) = da⊗ φ + a.∇S(φ) ,
for a ∈ A and φ ∈ S. A left bimodule connection is a pair (∇S , σS) where ∇S is a left
connection and σS ∶ S ⊗A Ω1 → Ω1 ⊗A S is a bimodule map obeying
σS(φ⊗ da) = ∇S(φ.a) −∇S(φ).a .
Note that we have a single connection, with a left Leibniz rule and a modified right
Leibniz rule. This is the definition of bimodule connection used in [28, 18, 19, 24, 10,
6, 7, 8, 27] among others, and is defined in that manner so as to enable the tensor
product of connections.
Proposition 2.3 Suppose that (∇S , σS) is a left bimodule connection on S, and that▷ ∶ Ω1⊗A S → S is a left module map. If we define /D =▷○∇S then [ /D,a]φ = da▷φ.
Then (6) is equivalent to ▷ being a bimodule map, and (5) is equivalent to
′J [ /D,a∗]J −1φ =▷(σS(φ⊗ da)) .
Proof: The first statement is given by
▷ ○∇S(a.φ) =▷(da⊗ φ + a.∇Sφ) = da▷φ + a.(▷)(∇Sφ) ,
as ∇S is a connection, and the comment on bimodule maps is then immediate. If ∇S
is a bimodule connection we have /D(φ.a) = ▷(σS(φ ⊗ da) + ( /Dφ).a. On the other
hand, using (5) for the 2nd equality,
/D(φ.a) = /D(J a∗J −1φ) = ′J /Da∗J −1φ = ′J [ /D,a∗]J −1φ + ′J a∗ /DJ −1φ= ′J [ /D,a∗]J −1φ +J a∗J −1 /Dφ = ′J [ /D,a∗]J −1φ + ( /Dφ).a . ◻
so the condition stated follows from (5). The argument is clearly reversible and (5)
holds if the condition stated holds for all a,φ.
Now we examine how to satisfy the conditions on γ in terms of the connection and
the ‘Clifford action’ ▷:
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Proposition 2.4 If there is a bimodule map γ ∶ S → S with γ2 = id, which inter-
twines the connection ∇S (i.e. ∇Sγ = (id⊗ γ)∇S), and has
γ ○ ▷ = −▷ ○ (id⊗ γ) ∶ Ω1 ⊗A S → S , J ○ γ = ′′ γ ○J ∶ S → S ,
then ( /D,J , γ) satisfies all the conditions which include γ in (2-6) for an even di-
mensional spectral triple.
Proof: There is only one nontrivial thing to check,
γ /D(φ) = γ ○ (▷)∇Sφ = −(▷) ○ (id⊗ γ)∇Sφ = −(▷) ○ ∇Sγφ = − /D(φ) . ◻
At first sight it might seem that satisfying the conditions for J would be very similar
to the case for γ. However, this is not the case. The problem is that (id⊗J )∇S is not
even defined. In a tensor product over the complex numbers, we have i ξ⊗φ = ξ⊗ iφ ∈
Ω1 ⊗A S. Now applying (id ⊗ J ) to this gives i ξ ⊗ J φ = −ξ ⊗ iJ φ, a contradiction
unless both sides vanish. All this is before we actually look at the ⊗A part, and find
more problems in that elements of A are multiplied on the wrong side. Basically,
tensor products and antilinear maps do not mix. Our problems are resolved if we are
more careful and use the conjugate of a bimodule.
Definition 2.5 [6] The conjugate of an A-bimodule E is written E, and is identical
to E as a set with addition. We denote an element of E by e where e ∈ E, so that
they are not confused. The complex vector space structure, for e, g ∈ E and λ ∈ C is
e + g = e + g , λ e = λ∗ e .
The A-bimodule structure is given by a change of side, for a ∈ A,
a.e = e.a∗ , e.a = a∗.e .
For bimodules E,F , a bimodule map θ ∶ E → F gives another bimodule map θ ∶ E → F
by θ(e) = θ(e). There is also a well defined bimodule map Υ ∶ E ⊗A F → F ⊗A E
flipping the order, defined by, for e ∈ E and f ∈ F , given by
Υ(e⊗ f) = f ⊗A e
Note that we do not use bar as a complex conjugation operation, on elements it is
purely a booking notation for the antilinear identity map. In fact, if we want to take
the complex conjugate of λ ∈ C, as above, we write it as λ∗ ∈ C to avoid confusion.
The alternative, as stated above, is to be incapable of incorporating antilinear maps
into tensor products. With this notation, an antilinear map can be regarded as a
linear map into the conjugate. The flip map Υ simply implements a change of order
implicit in taking conjugates.
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To illustrate this, we again consider the antilinear map J , but mapping into the
conjugate S. Define a map j ∶ S → S by j(φ) = J φ, and this is a linear bimodule
map, as we now show, for a ∈ A and φ ∈ S,
j(a.φ) = J (a.φ) = J aJ −1J φ = J (φ).a∗ = a.J (φ) = a.j(φ) ,
j(φ.a) = j(J a∗J −1φ) = J 2a∗J −1φ =  a∗J −1φ = J −1φ.a = J φ.a = j(φ).a .
The other antilinear map we will need is the star operation on Ω, extending the star
operation on A. We define the bimodule map ⋆ ∶ Ω→ Ω by ⋆ ξ = ξ∗ for ξ ∈ Ω.
Recall next that given a left bimodule connection (S,∇S , σS) where σS is invertible,
we have a canonical left bimodule connection ∇S on S given by [6]
∇S(φ) = (⋆−1 ⊗ id)ΥσS−1∇Sφ . (2.1)
The condition for j to intertwine the left connections is (id⊗ j)∇S = ∇S j, or
(id⊗ j)∇Sφ = ∇S j(φ) = ∇S(J φ) = (⋆−1 ⊗ id)ΥσS−1∇S(J φ) . (2.2)
The difference (id ⊗ j)∇S − ∇S j is a left module map, so to check the difference
is zero, it is enough to do so on a set of left generators for S. Using (2.2) we can
calculate
/DJ φ = ▷∇S(J φ) =▷σSΥ−1(⋆ ⊗ j)∇Sφ ,J /Dφ = j /Dφ = j (▷)∇Sφ .
To satisfy property (5), we need j (▷) = ′▷σSΥ−1(⋆ ⊗ j), which we can restate,
using ξ ∈ Ω1 as
J (ξ▷φ) = ′ (▷)σS(J φ⊗ ξ∗) . (2.3)
The reader may complain that we have used antilinear maps in the tensor product in
(2.3), but we have used them in both positions with a swap, which is legal. As long
as we keep up the bookkeeping, all conjugates and antilinear maps stay legal.
We summarise the above results in the following theorem, stated in bimodule lan-
guage. Note that we have not yet discussed the Hilbert space structure, we only
refer to conditions (2)-(6). We denote by bb the canonical identification s ↦ s of a
bimodule S with its double conjugate.
Theorem 2.6 Suppose that S is an A-bimodule and j ∶ S → S a bimodule map
obeying j j = bb ∶ S → S. Suppose that (S,∇S , σS) is a left bimodule connection,
where σS is invertible, and that (id⊗j)∇S = ∇S j for ∇S the canonical left connection
on S. Suppose that ▷ ∶ Ω1⊗AS → S is a bimodule map obeying j (▷) = ′▷σSΥ−1(⋆⊗
j). Then /D =▷○∇ ∶ S → S and J ∶ S → S defined by j(φ) = J (φ) satisfy conditions
(2)-(6) for an odd spectral triple.
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If there is a bimodule map γ ∶ S → S with γ2 = id, which intertwines the connection∇S , and has
γ ○ ▷ = −▷ ○ (id⊗ γ) ∶ Ω1 ⊗A S → S , j ○ γ = ′′ γ ○ j ∶ S → S ,
then ( /D,J , γ) satisfies the conditions (2)-(6) for an even spectral triple.
2.3 The complex valued inner product
A hermitian inner product is antilinear in one position (in this case the first) and
linear in the other, so it may be guessed that it appears rather more natural when
we use conjugates. If we take a linear map ⟨⟨ , ⟩⟩ ∶ S ⊗A S → C then we have the
right antilinearity properties, and explicitly writing the antilinear identity we have,
for a ∈ A and φ,ψ ∈ S,
⟨⟨ψ,a.φ⟩⟩ = ⟨⟨ψ.a, φ⟩⟩ = ⟨⟨a∗.ψ, φ⟩⟩ ,
which is the equation in property (1a), with explicit conjugates added. We have used
the standard comma for inner product, but with the conjugate modules notation we
could equally consistently have written ⟨⟨ψ ⊗ φ⟩⟩ instead of ⟨⟨ψ,φ⟩⟩.
As we have an antilinear map J , we can define a bilinear inner product, rather than
a hermitian inner product, by ((, )) = ⟨⟨, ⟩⟩ ○ (j ⊗ id) ∶ S ⊗A S → C. This is now
complex linear on both sides while the property of ⟨⟨ , ⟩⟩ under complex conjugation
of the output appears now as ((ψ,φ))∗ = ((J φ,Jψ)). Then the isometry condition⟨⟨Jψ,J φ⟩⟩ = ⟨⟨φ,ψ⟩⟩ for J is now equivalent to ((ψ,J φ)) =  ((J φ,ψ)), and this
reduces to, for all φ,ψ ∈ S,
((ψ,φ)) =  ((φ,ψ)) . (2.4)
Meanwhile, ⟨⟨ /Dψ,φ⟩⟩ = ((J /Dψ,φ)) and ⟨⟨ψ, /Dφ⟩⟩ = ((Jψ, /Dφ)), so assuming (5)
and relabelling ψ, we see that /D being hermitian is equivalent to showing that
′(( /Dψ,φ)) = ((ψ, /Dφ)). (2.5)
In the examples we shall deal directly with the definition of /D being hermitian, but
it is interesting to note some conditions on the bilinear inner product which would
imply that /D is hermitian. Note that bimodule connections extend canonically to
tensor products.
Proposition 2.7 For /D constructed as in Theorem 2.6, suppose
0 = ((, )) ○ (▷⊗ id)∇S⊗S ∶ S ⊗A S → C ,
and also that
((, )) ○ ((▷)σS ⊗ id) = − ′ ((, )) ○ (id⊗▷) ∶ S ⊗A Ω1 ⊗A S → C .
Then /D is hermitian.
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Proof: By definition of the connection on tensor products, the first equation is
explicitly
0 = ((, )) ○ ( /D ⊗ id) + ((, )) ○ ((▷)σS ⊗ id)(id⊗∇S) ,
and application of the second displayed equation gives (2.5). ◻
Note that we do not require that ⟨⟨ , ⟩⟩ is the composition of a positive linear functional
with an A-valued hermitian inner product and ∇S hermitian metric compatible (but
both of these further features will apply in the q-sphere example).
2.4 Inner fluctuations
Given a bimodule L, there is a functor GL from the category AMA of A-bimodules to
itself given by GL(E) = L⊗AE⊗AL, sending a bimodule map θ ∶ E → F to id⊗θ⊗ id.
If we have a given isomorphism L⊗A L ≅ A of A-bimodules, thenGL(E)⊗A GL(F ) = L⊗A E ⊗A L⊗A L⊗A F ⊗A L ≅ GL(E ⊗A F ) ,
so the functor preserves the tensor product.
The description of Morita contexts can be found in [2] (and a C∗-algebra description
in [29]), and involves a bimodule L so that the tensor product of L with its dual, both
ways round, is isomorphic to A, and the two isomorphisms obey associativity condi-
tions. The special case we have is where the dual of the bimodule is its conjugate,
and we get a non-degenerate inner product. In [3] this case is shown to give rise to an
integer graded star algebra which is L⊗A . . .⊗AL in positive degrees and L⊗A . . .⊗AL
in negative degrees. This star algebra can be thought of as the algebra of functions
on a principal circle bundle on the noncommutative space, an idea defined formally
in terms of a quantum principal bundle or Hopf-Galois extension [11].
Take c ∈ L and x ∈ L which are inverses under the product, i.e. c ⊗ x corresponds
to 1 ∈ A. It will be convenient to write this identification as an inner product⟨, ⟩L ∶ L ⊗A L → A. Then there is a linear map c ⊗ − ⊗ x ∶ E → GL(E) given by
e ↦ c ⊗ e ⊗ x, which is not necessarily a bimodule map. However it does have the
tensorial property
E ⊗A F (c⊗−⊗x)⊗(c⊗−⊗x) //
c⊗−⊗x
&&
GL(E)⊗A GL(F )
GL(E ⊗A F )
≅ 66
Now suppose we have a left bimodule connection ∇L ∶ L → Ω1 ⊗A L and invertible
σL ∶ L⊗A Ω1 → Ω1 ⊗A L. If the connection preserves the inner product we get∇L ⊗ id + (σL ⊗ id)(id⊗∇L) = d ○ ⟨, ⟩ ∶ L⊗A L→ Ω1 ,
and from this, remembering that the inner product is invertible,
σL
−1∇L(c)⊗ x = − c⊗∇L(x) .
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As x is invertible, we can write ∇L(x) = κ⊗ x for some κ ∈ Ω1, and then we deduce
σL
−1∇L(c) = − c⊗ κ.
Now return to the assumptions and notations on the left bimodule connection (S,∇S , σS)
and the action ▷ ∶ Ω1⊗AS → S which earlier we related to the Dirac operator. Define
an action of Ω1 on L⊗A S ⊗A L by
ξ▷(y ⊗ φ⊗ x) = (id⊗▷⊗ id)(σL−1(ξ ⊗ y)⊗ φ⊗ x)
and the Dirac operator /DGL(S) is the composition of this with the standard tensor
product covariant derivative,∇L ⊗ id⊗ id + (σL ⊗ id⊗ id)((id⊗∇S ⊗ id) + (id⊗ σS ⊗ id)(id⊗ id⊗∇L)) .
On taking the composition we get some simplification, giving/DGL(S) = (σL−1∇L)▷id⊗ id + id⊗ /DS ⊗ id + (id⊗ (▷)σS ⊗ id)(id⊗ id⊗∇L) .
Now consider the commutative diagram,
S c⊗−⊗x //
/DS

GL(S)
/DGL(S)
S // GL(S)
where the bottom line is
φz→ x⊗ /DS(φ)⊗ x − c⊗ κ▷φ⊗ x + c⊗ (▷)σS(φ⊗ κ)⊗ x .
This can be rewritten as S c⊗−⊗x //
/DS+κˆ

GL(S)
/DGL(S)
S c⊗−⊗x // GL(S)
where κˆ ∶ S → S for κ ∈ Ω1 is given by
κˆ(φ) = (▷)σS(φ⊗ κ) − κ▷φ .
Rewriting (2.3) gives J (κ∗▷J −1φ) = ′ (▷)σS(φ⊗ κ), so
κˆ(φ) = ′J (κ∗▷J −1φ) − κ▷φ .
If we follow [14] and specialise to the case where L is A, then we can choose x to be
a unitary, in which case κ∗ = −κ, and we have
κˆ(φ) = − ′J (κ▷J −1φ) − κ▷φ ,
in agreement with the usual formula for inner fluctuations. In [14] it is explained
that the inner fluctuations of the standard model of particle physics correspond to
the gauge bosons other than the graviton, and arise via the mechanism of Morita
equivalences.
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3 Examples of bimodule connections and Dirac op-
erators
Now we shall give three examples of our geometrical construction of Dirac operators
from bimodule connections, on a matrix algebra, a quantum sphere, and a quantum
disk.
3.1 A Dirac operator on M2(C)
Take the algebra A =M2(C), with calculus
Ω1 = Ω1,0 ⊕Ω0,1 =M2 ⊕M2 ,
which we also write as Ω1,0 = M2 s and Ω1,0 = M2 t, where s = I2 ⊕ 0 and t = 0 ⊕ I2
are central elements (including st = ts), and to have a two dimensional calculus we
impose s2 = t2 = 0. The differential d is the graded commutator [E12s+E21t,−} (i.e.
the commutator when applied to even forms, and the anticommutator on odd forms).
This is a star calculus, where we use the usual star on matrices and s∗ = −t.
Take an ansatz for a particular Dirac operator on the left module S =M2(C)⊕M2(C),
with the action of matrix product on each summand. The Hilbert space inner product
is ⟨⟨x⊕ u, y ⊕ v⟩⟩ = Tr(x∗y + u∗v). Define /D by the following formula,/D(x⊕ u) = (d1u + uc1)⊕ (d2x + xc2) ,
for matrices ci, di. Now
⟨⟨ /D(x⊕ u), y ⊕ v⟩⟩ = ⟨⟨(d1u + uc1)⊕ (d2x + xc2), y ⊕ v⟩⟩= Tr(u∗d∗1y + c∗1u∗y + x∗d∗2v + c∗2x∗v) ,⟨⟨x⊕ u, /D(y ⊕ v)⟩⟩ = ⟨⟨x⊕ u, (d1v + vc1)⊕ (d2y + yc2)⟩⟩= Tr(u∗d2y + u∗yc2 + x∗d1v + x∗vc1) .
To have /D hermitian we need d2 = d∗1 and c2 = c∗1. Define J ∶ S → S by J (x ⊕ u) =(−u∗)⊕ x∗, so  = −1. Now we have J bJ −1(x⊕ u) = xb∗ ⊕ ub∗. Next
J /D(x⊕ u) = (−(d∗1x + xc∗1)∗)⊕ (d1u + uc1)∗ ,/DJ (x⊕ u) = (d1x∗ + x∗c1)⊕ (−d∗1u∗ − u∗c∗1)
so c1 = −d1 gives ′ = 1. Now the grading operator γ(x⊕ u) = (−x)⊕ u completes the
set of operators for dimension n = 2 with ′′ = −1. We calculate
[ /D,a](x⊕ u) = [d1, a]u⊕ [d∗1, a]x .
To fit with the differential structure we set d1 = E12, and seek ▷ so that da▷(x⊕u) =[ /D,a](x⊕ u) or
([E12, a]⊕ [E21, a])▷(x⊕ u) = [E12, a]u⊕ [E21, a]x
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which we solve by defining the action of Ω1 as (p ⊕ q)▷(x ⊕ u) = pu ⊕ q x. The
required connection ∇S is then∇S(x⊕ u) = dx⊗ (1⊕ 0) + du⊗ (0⊕ 1) ,
and a little calculation gives, for ξ ∈ Ω1 =M2 ⊕M2,
σS((x⊕ u)⊗ ξ) = x.ξ ⊗ (1⊕ 0) + u.ξ ⊗ (0⊕ 1) .
With these choices we then verify the condition in Proposition 2.3,
J [ /D, b]J −1(x⊕ u) = u[E12, b∗]⊕ x[E21, b∗] =▷σ((x⊕ u)⊗ ([E12, b∗]⊕ [E21, b∗])) .
so this proposition applies. Similarly, we can check directly that
⟨⟨J (x⊕ u),J (y ⊕ v)⟩⟩ = ⟨⟨(−v∗)⊕ y∗, (−u∗)⊕ x∗⟩⟩ = Tr(vu∗ + yx∗) = ⟨⟨x⊕ u, y ⊕ v⟩⟩
so J is an isometry. We can also recover this and that /D is hermitian from our
deduced data and application of Section 2.3.
To compare this with the known classification of spectral triples on matrix algebras,
we refer to [1]. We write S = C2 ⊗M2(C) by writing x⊕ u as a vector, where x,u ∈
M2(C). We take the signature (0,2) Clifford algebra with {γi, γj} = −2δij given by
γi = iσi in terms of Pauli matrices, i = 1,2. We set γ = i3γ1γ2 = −σ3 which agrees with
the one above. We also need an antilinear C such that C2 =  = −1, (Cv,Cw) = (w, v)
for the standard left-antilinear inner product on C2, and Cγi = ′γiC = γiC. The
operation
C (v1
v2
) = (−v2
v1
)
does the job and J = C ⊗ ( )∗ then gives the same J as above. Finally, our Dirac
operator can now be written as
/D = −1
2
(γ1 ⊗ [γ1, ] − γ2 ⊗ [γ2, ])
which is a specific member of the general class of spectral triple here (where commu-
tators in general are by arbitrary antihermitian matrices). We have seen how this
arises naturally from an action ▷ and a bimodule connection.
3.2 A Dirac operator on the noncommutative Hopf fibration
We follow the construction of the q-Dirac operator on the standard q-sphere as a
framed quantum homogeneous space in [26] but with a couple of constant parameters
(which can be seen as normalisations) and now with consideration of ∗, J and an
inner product which we not covered there. We recall that the algebra Cq[SU2] has
generators a, b, c, d, which are assigned grades ∣a∣ = ∣c∣ = 1 and ∣b∣ = ∣d∣ = −1 and we
use the conventions where ba = qab etc. The standard q-sphere A = Cq[S2] is the
subalgebra of grade zero elements in Cq[SU2]. The usual 3D calculus for Cq[SU2] in
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[31] has basis 1-forms e0, e± of grades ∣e0∣ = 0 and ∣e±∣ = ±2 and bimodule commutation
relations e0x = q2∣x∣xe0 central and e±x = q∣x∣xe±. For a calculus on the sphere, we
take the horizontal forms (with basis e± of degree ∣e±∣ = ±2), and then the grade zero
submodule. This means that Ω1,0 and Ω0,1 for the cotangent bundle on the q-sphere
can be identified with the degree ∓2 subspaces of Cq[SU2] respectively. Note also in
this construction that both Ω1 and the horizontal forms Ω1hor on Cq[SU2] are free
modules (with basis e±, e0 and e± respectively) so we have a canonical projection
pi ∶ Ω1 → Ω1hor of free left Cq[SU2] which will be useful in computations, given by
e0 ↦ 0. This is the set-up for the quantum Riemannian geometry of the standard
q-sphere as a quantum homogeneous space from the quantum Hopf fibration [26]; the
q-monopole connection on the quantum principal bundle induces a canonical choice
of ‘quantum Levi-Civita’ connection on Ω1 = Ω1,0 ⊕Ω0,1.
For the spin bundle we similarly set generators f± with grades ∣f±∣ = ±1, and S±
to be the grade zero elements in Cq[SU2].f±, with S = S+ ⊕ S−. Suppose that the
generators commute with all grade zero algebra elements. In other words, S± can be
identified with the degree ∓1 subspace of Cq[SU2] and as a (bi)-module over Cq[S2]
(which means that f± commute with elements of A). This is again the set-up used in
[26] for the spin bundle as charge ±1 q-monopole sections and again the q-monopole
induces a covariant derivative ∇S ∶ S → Ω1 ⊗A S. This is well-known and given
explicitly by
∇S(xf+ + y f−) = pidx.a⊗ d.f+ − q−1 pidx.c⊗ b.f+ + pidy.d⊗ a.f− − q pidy.b⊗ c.f−
One can check that this is a bimodule connection with
σS((xf+ + yf−)⊗ fe±) = xfe±(a⊗ d − q−1c⊗ b)f+ + yfe±(d⊗ a − qb⊗ c)f−
for f of degree ∓2.
For the action ▷ of Ω1 on the spinors which preserves grades, we follow [26] and set
fe+▷yf− = αfyf+ , fe−▷xf+ = β fxf−, ▷ ∶ Ω1,0 ⊗ S− → S+, ▷ ∶ Ω0,1 ⊗ S+ → S−
and other degree combinations zero, where we have explicitly inserted two constant
complex parameters α,β (one could absorb one of these in the normalisation of the
f±). Apart from the constant parameters, this is just the product of the appropriate
degree subspaces inside Cq[SU2] as in [26].
If we write pidx = ∂+xe+ + ∂−xe−, the Dirac operator /D = (▷⊗ id)∇S comes out for∣x∣ = −1 and ∣y∣ = 1 as
/D(xf+ + y f−) = αq−1∂+y f+ + βq ∂−xf−
which apart from the α,β weightings completes our recap of the Dirac operator
introduced in [26]. The grading bimodule map is given by γ = ±id on S±.
The new ingredient we need beyond [26] is J . We set J (xf±) = ±δ±1 x∗f∓ for δ
real, giving  = −1 and ′′ = −1. The connection preserves j since it vanishes on the
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generators, while using e±∗ = −q∓1e∓ we get(▷)σS(J (xf+)⊗ (y e−)∗) = − δ q(▷)σS(x∗f− ⊗ e+ y∗)= − δ q−1(▷)σS(x∗f− ⊗ y∗ e+) = − δ q−1(▷)(x∗ y∗ e+(d⊗ a − qb⊗ c)f−)= − δ q−2(▷)(x∗ y∗(d e+ ⊗ a − q b e+ ⊗ c)f−) = −αδ q−2x∗ y∗ f+ ,(▷)σS(J (xf−)⊗ (y e+)∗) = δ−1q−1 (▷)σS(x∗f+ ⊗ e− y∗)= δ−1q1 (▷)σS(x∗f+ ⊗ y∗ e−) = δ−1q1 (▷)(x∗ y∗ e−(a⊗ d − q−1c⊗ b)f+)= δ−1q2 (▷)(x∗ y∗(ae− ⊗ d − q−1c e− ⊗ b)f+) = β δ−1q2 x∗ y∗ f− .
Referring back to (2.3) with ′ = 1, we need to compare these results withJ (y e−▷xf+) = J (β y xf−) = − δ−1 β∗ (y x)∗ f+ ,J (y e+▷xf−) = J (αy xf+) = δ α∗(y x)∗ f− .
In the case ′ = 1, (2.3) becomes the condition
δ2 α∗ = β q2, (3.1)
for q real, which requires that β/α∗ is real. Assuming the latter, we therefore define
δ as the (say, positive) square root of βq2/α∗ and have now satisfied all the algebraic
axioms (2)-(6) of a spectral with dimension n = 2, by Theorem 2.6.
Next we define a positive hermitian inner product ⟨, ⟩ ∶ S ⊗A S → A by the following,
for some µ > 0, ⟨x+ f+ + x− f−, y+ f+ + y− f−⟩ = x+∗ y+ + µx−∗ y− .
So far we have a A valued inner product, but we really need an honest C valued inner
product for a Dirac operator. We define
⟨⟨, ⟩⟩ = ∫ ⟨, ⟩ e+ ∧ e−∫ e+ ∧ e− .
where ∫ is the de Rham cohomology class in H2dR(Cq[S2]) ≅ C. This gives a hermitian
inner product ⟨⟨, ⟩⟩ ∶ S⊗AS → C. (This is just the Haar integral of the A-valued inner
product.)
Proposition 3.1 For ⟨⟨ , ⟩⟩ defined by the Haar integral and µ = qδ−2, /D is hermi-
tian.
Proof: We have, using our notations,
⟨ /D(xf+), y f−⟩ = β∗ q ⟨∂−xf−, y f−⟩ = β∗ q µ (∂−x)∗ y ,⟨xf+, /D(y f−)⟩ = αq−1 ⟨xf+, ∂+y f+⟩ = αq−1 x∗ ∂+y
for all xf+ and y f− of grade zero. So if β∗ q µ = α we have
⟨xf+, /D(y f−)⟩ − ⟨ /D(xf+), y f−⟩ = αq−1 (x∗∂+y − q (∂−x)∗y) .
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Using ∣x∣ = −1 and ∣y∣ = 1, with pidx = ∂+xe+ + ∂−xe− etc, we also have
pid(x∗y) = (x∗∂+y − q (∂−x)∗y) e+ + (x∗∂−y − q3 (∂+x)∗y) e− ,
pid(x∗y e−) = pid(x∗y) ∧ e− = (x∗∂+y − q (∂−x)∗y) e+ ∧ e− ,
which gives
⟨⟨xf+, /D(y f−)⟩⟩ = ⟨⟨ /D(xf+), y f−⟩⟩ ,
on applying the cohomology class given by the Haar integral. Taking the complex
conjugate provides the other equation needed to show that /D is hermitian. The
condition on the parameters here is equivalent to the one stated given that we already
assumed (3.1). ◻
Proceeding with /D hermitian by the above proposition, it remains to look at the
isometry property of J . For this we note that the underlying Haar integral on
functions, ∫ ∶ Cq[SU2] → C, is well-known to be a twisted trace in that there is an
algebra automorphism ς such that ∫ xy = ∫ ς(y)x for all x, y in Cq[SU2]. Explicitly,
ς(aibjckdl) = q2(l−i)aibjckdl
on monomials from which one can see that ς preserves degree and skew-commutes
with ∗ in the sense ς(x∗) = (ς−1(x))∗ for all x ∈ Cq[SU2].
Proposition 3.2 For ⟨⟨ , ⟩⟩ defined by the Haar integral and q ≠ 1, J is not an
isometry but obeys
⟨⟨J (x.f±),J (y.f±)⟩⟩ = q±1⟨⟨ς−1(y).f±, x.f±⟩⟩, ∀∣x∣, ∣y∣ = ∓1
where ς is an algebra automorphism whereby the Haar integral is a twisted trace.
Proof: Consider, for ∣x∣ = ∣y∣ = ∓1,
⟨J (x.f±),J (y.f±)⟩ = ⟨±δ±1 x∗f∓,±δ±1 y∗f∓⟩ = {δ2 µxy∗ upper sign
δ−2 xy∗ lower sign
and compare this to ⟨y.f±, x.f±⟩ = { y∗ x upper sign
µy∗ x lower sign
Given than δ2µ = q and integrating, the twisted trace property tells us that J is
some kind of twisted q-isometry in the manner stated. It is clear when q ≠ 1 that we
can fun instances proving that J is not a usual isometry. ◻
Note that the Haar integral is not the only choice. If we take an ordinary trace in the
form of a linear map τ ∶ A→ C such that τ(xy) = τ(yx), we can define ⟨⟨ , ⟩⟩ = τ⟨ , ⟩
in the same way, the above proof shows that we do then have J an isometry when
µ = δ−2, but we would then lose that /D is hermitian as this depended on translation
invariance in the form of vanishing on a total differential.
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To summarise, to finish off the algebraic conditions (2)-(6) we needed α = β∗ q2 δ−2
and for /D to be hermitian we need α = β∗ q µ which, given the first condition is
equivalent to µ = qδ−2. However we cannot in general make J an isometry when q ≠ 1.
Finally, by rescaling of the f± while preserving the form of our other constructions
(this requires f+ to change by at most a phase), we can without loss of generality
set α = 1 and then have only one free parameter β > 0 in our above construction,
with δ = √βq and µ = β−1q−1 uniquely determined up to the sign of δ. Thus we have
a 1-parameter moduli of Dirac operators under the above construction, with β = 1
recovering the /D introduced in [26].
Considering the results on Dirac operators on the non commutative sphere in [16],
this should not come as a surprise that we cannot obey all the conditions. There
the conclusion was to sacrifice the bimodule condition, which is (4) on our list, and
replace it by the commutator being a compact operator. However we have kept all
the algebraic conditions including the bimodule condition and ∇S preserving j, kept/D being hermitian and dropped only that J is an isometry in favour of some twisted
q-version of that.
3.3 A Dirac operator on the quantum disk
There is an algebra of functions on a ‘deformed disk’ A = Cq[D], generated by z and
z¯ with commutation relation zz¯ = q−2z¯z−q−2+1 and involution z∗ = z¯ with q real and
nonzero (see [20]). The algebra Cq[D] is Z graded, by ∣z∣ = 1 and ∣z¯∣ = −1. Putting
w = 1 − z¯z, we have zw = q−2wz and z¯w = q2wz¯, so for any polynomial p(w)
z.p(w) = p(q−2w).z , z¯.p(w) = p(q2w).z¯ .
There is a differential calculus given by
dz ∧ dz¯ = −q−2 dz¯ ∧ dz , z.dz = q−2 dz.z , z.dz¯ = q−2 dz¯.z ,
dz ∧ dz = dz¯ ∧ dz¯ = 0 , z¯.dz = q2 dz.z¯ , z¯.dz¯ = q2 dz¯.z¯ .
A proof by induction on powers of w gives, for any polynomial p(w),
dp(w) = q2 p(q−2w) − p(w)
w(1 − q−2) z dz¯ + p(q2w) − p(w)w(1 − q2) z¯ dz . (3.2)
Recall that the ∗-Hopf algebra Uq(su1,1) is defined by generators X+,X− and an
invertible grouplike generator q
H
2 with
q
H
2 X±q−H2 = q±1X±, [X+,X−] = qH − q−H
q − q−1 , ∆X± =X± ⊗ qH2 + q−H2 ⊗X±
and ∗-structure X∗+ = −X−, (qH2 )∗ = qH2 (we follow the conventions of [25]). There is
a left action of Uq(su1,1) on Cq[D] (similar to that given by [20], but adjusted to be
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unitary in the sense of [25], i.e. (h▷a)∗ = S(h∗)▷a∗) given by
X±▷1 = 0 , qH2 ▷1 = 1 , qH2 ▷z = q−1z , qH2 ▷z¯ = q z¯ ,
X+▷z = q−1/2 ,X+▷z¯ = −q−1/2z¯2 , X−▷z¯ = q1/2 ,X−▷z = −q1/2z2 .
This action extends to the calculus by
q
H
2 ▷dz = q−1dz , qH2 ▷dz¯ = q dz¯ , X+▷dz = 0 , X−▷dz¯ = 0 ,
X+▷dz¯ = −q−1/2(dz¯ z¯ + z¯ dz¯) , X−▷z = −q1/2(z dz + dz z) .
Now we consider integration on the deformed disk. In [20] an integral is given which
has classical limit the Lebesgue integral on the unit disk, and is subsequently used
to examine noncommutative function theory on the disk. However we use another
integral with Uq(su1,1) invariance. A partially defined map ∫ ∶ Cq[D]→ C, invariant
for the Uq(su1,1) action, is defined by
∫ wn+1 = 1[n]q−2 , n ≥ 1 ,
and ∫ applied to any monomial of nonzero grade gives zero. (We shall not go into
detail over the domain of this integral.) To spell the invariance out explicitly, we
require that the following diagram commutes:
Uq(su1,1)⊗Cq[D] ▷ //
id⊗∫

Cq[D]
∫

Uq(su1,1)⊗C ⊗id // C
We take care that there are two conflicting views of what is going on with the quantum
disk. As a unital C∗ algebra, Cq[D] corresponds to a deformation of a compact
topological space, the closed unit disk. Classically this is not a manifold, but it is a
manifold with boundary. However the Uq(sl2) action is taking us in quite a different
direction - classically it corresponds to the Mo¨bius action on the open disk, and as
such its invariants are really related to hyperbolic space, rather than the closed unit
disk. The problem with the integral is simply that the classical volume of hyperbolic
space, under its usual invariant measure, is infinite. Recalling that w = 1 − z¯z, we
have
q1/2X+▷w = q−1z¯2z − q−1z¯ = −q−1z¯w ,
q−1/2X−▷w = − q−1z + q−1z¯z2 = −q−1wz ,
q
H
2 ▷w = 1 − (qH2 ▷z¯)(qH2 ▷z) = w .
and induction gives,
q1/2X+▷wn = −q−1z¯[n]q−2wn , n ≥ 0 .
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Then
q1/2X+▷(zwn) = wn − zz¯[n]q−2wn= − q−2[n − 1]q−2wn + q−2[n]q−2wn+1 .
By invariance, the integral applied to this should give zero, so we get
∫ [n − 1]q−2wn = ∫ [n]q−2wn+1 ,
which, on choosing a normalisation, gives the formula we gave for the integral.
We next show that the integral is a twisted trace, in the sense
∫ a b = ∫ ς(b)a , ∀a, b ∈ Cq[D]
for the degree algebra automorphism ς(b) = q2∣b∣ b on homogeneous elements. This
can be shown for b = z by ∫ az = 0 unless a has degree −1, and in the −1 case writing
a = z¯ p(w) for a polynomial p. The result is then checked by explicit calculation. A
straightforward inductive argument then extends this result to b = zm and similarly
for negative degrees.
Next we take generators {s, s¯} of a spinor bimodule S, with relations for homogenous
a ∈ Cq[D],
s.a = q∣a∣ a.s , s¯.a = q∣a∣ a.s¯
where the power of q in the commutation relations is half that for the relations with
dz, d¯z. Suppose that ∇S(s) = 0 and ∇S(s¯) = 0, then define
dz▷s¯ = αw s , dz¯▷s = β w s¯ , dz▷s = 0 , dz¯▷s¯ = 0
for two parameters α,β. We have
σS(s⊗ da) = ∇S(s.a) −∇S(s).a = q∣a∣∇S(a.s) −∇S(s).a = q∣a∣da⊗ s ,
σS(s¯⊗ da) = q∣a∣da⊗ s¯ .
Then the Dirac operator is, writing da = ∂a
∂z
dz + ∂a
∂z¯
dz¯,
/D(a.s) = (∂a
∂z
dz + ∂a
∂z¯
dz¯)▷s = β (∂a
∂z¯
)w s¯ ,/D(a.s¯) = (∂a
∂z
dz + ∂a
∂z¯
dz¯)▷s¯ = α (∂a
∂z
)ws .
We set γ(s) = s and γ(s¯) = −s¯.
Next we set J (s) = δs¯ and J (s¯) = −δ−1s for some real parameter δ, giving  = −1 and
′′ = −1. Since ∇S on the generators is zero, it is clear that the connection preserves
j. We compute using the definitions and commutation rules above that
(▷)σS(J (as)⊗ dz) =δ(▷)σS(s¯a∗ ⊗ dz) = δqq∣a∗∣(▷)(a∗dz ⊗ s¯) = δqq∣a∗∣a∗αwsJ (dz¯▷as) =q2∣a∣J (adz¯▷s) = q2∣a∣J (βaws¯) = β∗J (was¯) = β∗(−δ−1)s(wa)∗= − β∗δ−1q∣a∗∣a∗ws
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for all a of homogeneous degree. Similarly for the other cases. Hence (2.3) holds
with ′ = 1 provided
δ2qα = −β∗. (3.3)
We assume this and Theorem 2.6 then tells us that (2)-(6) hold with dimension n = 2.
Finally, we define a positive hermitian inner product ⟨, ⟩ ∶ S⊗AS → A by the following,
for some µ > 0, ⟨sa+ + s¯ a−, s b+ + s¯ b−⟩ = a+∗w b+ + µa−∗w b−
for all a±, b± ∈ A. Now we have,
⟨ /D(a.s¯), b.s⟩ = ⟨α ∂a
∂z
ws, b.s⟩ = α∗q−∣b∣−∣∂a∂z ∣⟨s ∂a
∂z
w, s.b⟩
= α∗q−∣b∣−∣∂a∂z ∣w ∂a
∂z
∗w b = α∗q∣b∣−∣∂a∂z ∣w ∂a
∂z
∗bw ,⟨a.s¯, /D(b.s)⟩ = ⟨a.s¯, β ∂b
∂z¯
w s¯⟩ = β q−∣a∣−∣ ∂b∂z¯ ∣⟨s¯.a, s¯ ∂b
∂z¯
w⟩= µβ q−∣a∣−∣ ∂b∂z¯ ∣a∗w ∂b
∂z¯
w = µβ q∣a∣−∣ ∂b∂z¯ ∣wa∗ ∂b
∂z¯
w .
If we define the complex valued inner product ⟨⟨, ⟩⟩ by the integral of ⟨, ⟩, then as the
integral vanishes unless the grade is zero we find
⟨⟨ /D(a.s¯), b.s⟩⟩ = α∗ ∫ w ∂a∂z ∗bw ,⟨⟨a.s¯, /D(b.s)⟩⟩ = µβ ∫ wa∗ ∂b∂z¯ w .
Now
d(a∗b) = (∂a
∂z
dz + ∂a
∂z¯
dz¯)∗b + a∗( ∂b
∂z
dz + ∂b
∂z¯
dz¯) = (dz¯ ∂a
∂z
∗ + dz ∂a
∂z¯
∗)b + a∗( ∂b
∂z
dz + ∂b
∂z¯
dz¯) ,
so we get (using the previous notation) ∂a
∗b
∂z¯
= q2(∣b∣−∣∂a∂z ∣) ∂a
∂z
∗b + a∗ ∂b
∂z¯
, so if µβ = −α∗
which, given (3.3) is equivalent to
µ = q−1δ−2, (3.4)
we get ⟨⟨ /D(a.s¯), b.s⟩⟩ − ⟨⟨a.s¯, /D(b.s)⟩⟩ = α∗ ∫ w ∂a∗b∂z¯ w .
With this choice, to show that /D is hermitian all we need to show is that for all a
with ∣a∣ = −1 we have ∫ w ∂a∂z¯ w = 0 .
We set a = z¯wm for some m ≥ 1, and then ∂a
∂z¯
dz¯ = dz¯ wm + z¯ ∂(wm)
∂z¯
dz¯, so ∂a
∂z¯
=
wm + z¯ ∂(wm)
∂z¯
. Now from (3.2),
∂a
∂z¯
= wm − q2 z¯z [m]q2 wm= wm + q2w [m]q2 wm−1 − q2 [m]q2 wm−1= [m + 1]q2wm − q2 [m]q2wm−1 ,
q−2m∂a
∂z¯
= [m + 1]q−2wm − [m]q−2wm−1 .
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Now the formula for the integral shows that /D is hermitian (The use of the hermi-
tian property for the inner product means that we have checked this for all cases.).
However note that if we were to set a = z¯, then the condition would not be satisfied.
There is a condition on the domain of /D which would classically include functions
vanishing on the boundary of the disk – we shall not pursue this matter further here.
The condition that J is an isometry would require equality under the integral of
⟨J (as),J (bs)⟩ = µδ2awb∗ = q−1awb∗, ⟨bs, as⟩ = q−∣a∣−∣b∣b∗wa
on homogeneous elements. The second expression integrates to zero unless ∣a∣ = ∣b∣
so gives ς(b∗)wa. From this and the above twisted trace property of the integral, we
can conclude that
⟨⟨J (as),J (bs)⟩⟩ = q−1⟨⟨ς−1(b)s, as⟩⟩, ∀a, b ∈ Cq[D]
much as in the spirit of the q-sphere example. The same applies with s replaced by s¯
and q−1 by q. Finally, we have some freedom to rescale the generators s, s¯ and using
this we can without loss of generality assume α = 1 and β < 0 say when q > 0. In
that case we have a 1-parameter family of Dirac operators by our construction with
δ = √−q−1β,µ = −β−1.
4 Holomorphic bimodules and Chern connections
An integrable almost complex structure (see [9]) on a star algebra A with star dif-
ferential calculus (Ω,d,∧) is a bimodule map J ∶ Ω1 → Ω1 with J2 = −id obeying
certain conditions. This basically is a decomposition of bimodules Ωn = ⊕p+q=nΩp,q
with d = ∂ + ∂ where ∂ ∶ Ωp,q → Ωp+1,q and ∂ ∶ Ωp,q → Ωp,q+1 with ∂2 = ∂2 = 0 and
Ωp,q ∧Ωp′,q′ ⊂ Ωp+p′,q+q′ . The direct sum gives projection maps pip,q ∶ Ωp+q → Ωp,q.
We can then define the notion of a holomorphic bundle E but note that in [9] the
basic definition of this is given in terms of a left holomorphic section. This awkwardly
lends itself to looking at hermitian inner products with the antilinear side on the right,
which is opposite to the usual convention for the Dirac operator. However, in the
spinor bundle case we can use the antilinear isomorphism j ∶ S → S to swap the side
of the antilinear part by commutativity of the following diagram:
S ⊗A S ⟨,⟩ // A
S ⊗A S ⟨,⟩
<<
j⊗j−1
OO (4.1)
In general there is no necessity for a holomorphic bundle to have any obvious anti-
linear isomorphism.
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4.1 Holomorphic bimodules
A left ∂-connection ∂E ∶ E → Ω0,1A⊗AE on a left module E is a linear map satisfying
the left ∂-Liebniz rule, for e ∈ E and a ∈ A
∂E(a.e) = ∂a⊗ e + a.∂E(e) .
Definition 4.1 [9] A holomorphic structure on a left A-module E is is a left ∂-
connection ∂E ∶ E → Ω0,1A⊗AE with vanishing holomorphic curvature, i.e. (∂⊗ id−
id ∧ ∂E)∂E ∶ E → Ω0,2A ⊗A E vanishes. Then we call (E,∂E) a left holomorphic
module. If in addition there is a bimodule map σE ∶ E ⊗A Ω0,1A → Ω0,1A ⊗A E so
that ∂E(e.a) = ∂E(e).a + σE(e⊗ ∂a) for all a ∈ A and e ∈ E, we say that (E,∂E , σE)
is a left holomorphic bimodule.
Now suppose that we have a hermitian inner product on a holomorphic left module.
Classically the ∂-connection given by the holomorphic structure can be extended to
a unique connection ∇E ∶ E → Ω1 ⊗A E preserving the hermitian inner product and
with curvature only mapping to Ω1,1 ⊗A E, the Chern connection. We shall show
that this is also the case in noncommutative geometry. We give two constructions of
the same connection, as both has its advantages. For one we require some material
on duals and coevaluations, and for the other we consider Christoffel symbols.
We begin with a hermitian inner product on E, ⟨, ⟩ ∶ E ⊗A E → A, and we say that
the left connection ∇E ∶ E → Ω1A⊗A E preserves the metric if
d ⟨, ⟩ = (id⊗ ⟨, ⟩)(∇E ⊗ id) + (⟨, ⟩⊗ id)(id⊗ ∇˜) ∶ E ⊗E → Ω1A , (4.2)
where ∇˜ ∶ E → E⊗AΩ1A is the right connection constructed from ∇E by ∇˜(e) = f⊗κ∗,
where ∇E(e) = κ⊗ f .
4.2 Duals and coevaluations
For an A-bimodule E we use the notation E○ = AHom(E,A), and there is an eval-
uation bimodule map evE ∶ E ⊗A E○ → A. If E is finitely generated projective (fgp
for short) as a left module, then there is a coevaluation map coevE ∶ A → E○ ⊗A E
(written items of a ‘dual basis’) so that
(id⊗ evE)(coevE ⊗ id) = id ∶ E○ → E○ , (evE ⊗ id)(id⊗ coevE) = id ∶ E → E .
Choosing a side, we suppose that ⟨, ⟩ ∶ E ⊗A E → A is a hermitian inner product
on E (and therefore that it is a bimodule map). This hermitian inner product is
called non-degenerate if there is a bimodule isomorphism G ∶ E → E○ so that ⟨, ⟩ =
ev ○(id⊗G). In this case we can define an ‘inverse inner product’ ⟨, ⟩−1 ∶ A→ E⊗AE
by ⟨, ⟩−1 = (G−1 ⊗ id)coevE .
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Proposition 4.2 Suppose that (E,∂E) is a holomorphic left module, where E is
finitely generated projective as a left A-module and ⟨, ⟩ ∶ E⊗E → A is a non-degenerate
hermitian inner product on E. Then there is a unique left connection ∇E ∶ E →
Ω1 ⊗A E, preserving the hermitian metric and obeying (pi0,1 ⊗ id)∇E = ∂E.
The (pi1,0⊗id)∇E = ∂E part is given by the following diagram, where ∂˜ ∶ E → E⊗AΩ1,0
is the right ∂-covariant derivative defined by ∂˜(e) = f ⊗ κ∗, where κ⊗ f = ∂E(e):
⟨, ⟩−1 ⟨, ⟩−1
∂
∂E
E
= −EE ∂˜
⟨, ⟩⟨, ⟩
EΩ1,0
Proof: Note that the RHS of the diagram only depends on the value ⟨, ⟩−1 ∈ E⊗AE
(with the emphasis on ⊗A). It is reasonably easy to see that this defines a left ∂-
connection. Then applying id⊗ ⟨−, c⟩ to this shows that
∂⟨e, c⟩ = (id⊗ ⟨, ⟩)(∂Ee⊗ c) + (⟨, ⟩⊗ id)(e⊗ ∂˜ c) .
We now need to check applying the ∂ derivative, which means checking the equation
∂
∂E
⟨, ⟩ ⟨, ⟩⟨, ⟩
∂ˆ
E E
= +
where ∂ˆ ∶ E → E ⊗A Ω0,1 is the right ∂-covariant derivative defined by ∂ˆ(c) = g ⊗ ξ∗,
where ξ ⊗ g = ∂E(c), as defined in the previous picture. We have
(∂⟨e, c⟩)∗ = ∂⟨c, e⟩ = (id⊗ ⟨, ⟩)(∂Ec⊗ e) + (⟨, ⟩⊗ id)(c⊗ ∂˜(e)) = ξ ⟨g, e⟩ + ⟨c, f⟩κ∗ ,
so on taking star again,
∂⟨e, c⟩ = ⟨g, e⟩∗ ξ∗ + κ ⟨c, f⟩∗ = ⟨e, g⟩ ξ∗ + κ ⟨f, c⟩= (⟨, ⟩⊗ id)(e⊗ ∂ˆ(c)) + (⟨, ⟩⊗ id)(∂E(e)⊗ c) . ◻
Proposition 4.3 Suppose that the conditions for Proposition 4.2 hold, and that E is
a bimodule with (E,∂E , σE) a left bimodule ∂-connection on E for σE ∶ E⊗AΩ0,1A→
Ω0,1A ⊗A E. Then the connection ∇E in Proposition 4.2 is a bimodule connection,
where σE ∶ E ⊗A Ω1,0A→ Ω1,0A⊗A E is defined by, for η ∈ Ω1,0A
σE(e⊗ η) = (⟨, ⟩⊗ id⊗ id)(id⊗ (id⊗ ⋆−1)ΥσE Υ−1(⋆ ⊗ id)⊗ id)(e⊗ η ⊗ ⟨, ⟩−1)
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or maybe more obviously as, for ⟨, ⟩−1 = c⊗ g, and where ξ ⊗ k = σE(c⊗ η∗)
σE(e⊗ η) = ⟨e, k⟩ ξ∗ ⊗ g .
Proof: From the diagram in Proposition 4.2, where ⟨, ⟩−1(1) = c⊗ g,
∂E(e.a) = ∂⟨ea⊗ c⟩⊗ g − (⟨, ⟩⊗ id⊗ id)(ea⊗ ∂˜(c)⊗ g)= ∂⟨e⊗ a c⟩⊗ g − (⟨, ⟩⊗ id⊗ id)(e⊗ a ∂˜(c)⊗ g)= ∂⟨e⊗ a c⟩⊗ g − (⟨, ⟩⊗ id⊗ id)(e⊗ ∂˜(a c)⊗ g)+ (⟨, ⟩⊗ id⊗ id)(e⊗ ∂˜(a c)⊗ g) − (⟨, ⟩⊗ id⊗ id)(e⊗ a ∂˜(c)⊗ g) .
Now a.c⊗ g = c⊗ g.a ∈ E ⊗A E, so we have
∂E(e.a) = ∂⟨e⊗ c⟩⊗ g a − (⟨, ⟩⊗ id⊗ id)(e⊗ ∂˜(c)⊗ g a)+ (⟨, ⟩⊗ id⊗ id)(e⊗ ∂˜(a c)⊗ g) − (⟨, ⟩⊗ id⊗ id)(e⊗ a ∂˜(c)⊗ g) ,
so we have
∂E(e.a) − ∂E(e).a = (⟨, ⟩⊗ id)(e⊗ (∂˜(c.a∗) − a ∂˜(c)))⊗ g .
Now ∂E(c.a∗) = ∂E(c).a∗ + σ(c ⊗ ∂a∗), and if we put κ ⊗ f = ∂E(c) and ξ ⊗ k =
σE(c⊗ ∂a∗) then
∂˜(c.a∗) − a ∂˜(c) = f.a∗ ⊗ κ∗ + k ⊗ ξ∗ − af ⊗ κ∗ = k ⊗ ξ∗ ,
giving
∂E(e.a) − ∂E(e).a = ⟨e, k⟩.ξ∗ ⊗ g .
Finally we use
(id⊗ ⋆−1)ΥσE Υ−1(⋆ ⊗ id)(∂a⊗ c) = k ⊗ ξ∗ ,
which gives the result.
4.3 Christoffel symbol approach
We shall use the matrix formalism for finitely generated projective modules and
results given in [6]. Of course the use of projection matrices for finitely generated
projective modules is long established, but the use of matrices for inner products and
Christoffel symbols in noncommutative geometry is more recent.
Suppose that E is a left finitely generated projective module, and fix a dual basis ei ∈
E and ei ∈ E○ for 1 ≤ i ≤ n, where E○ = AHom(E,A). Then Pji = ei(ej) = ev(ej ⊗ ei)
is a matrix with entries in A, and P 2 = P . We can describe a left covariant derivative∇E by Christoffel symbols, defined by
Γik = − (id⊗ ev)(∇Eei ⊗ ek) ∈ Ω1 , (4.3)
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so we have
∇Eei = −Γik ⊗ ek . (4.4)
Fit the Christoffel symbols into matrix notation by setting
(Γ)ij = Γij . (4.5)
Then a necessary and sufficient condition that Γ ∈Mn(Ω1) is the Christoffel symbols
for a left connection on E is that
ΓP = Γ , Γ = P Γ − dP.P .
The curvature of the connection is given by
RE(ei) = −((dΓ + Γ ∧ Γ).P )ik ⊗ ek .
Suppose that we set gij = ⟨ei, ej⟩, so the hermitian condition gives gij∗ = gji. This
corresponds to the invertible bimodule map G ∶ E → E○ being G(ei) = ej .gji, and we
write the inverse as G−1(ei) = gij .ej , where without loss of generality we can assume
that gij .ev(ej ⊗ ek) = gik. It is convenient to define matrices g●, g● ∈Mn(A) by(g●)ij = gij , (g●)ij = gij . (4.6)
and then we have
g●∗ = g● , g∗● = g● , g●g● = P , g●P = g● , Pg● = g● . (4.7)
Proposition 4.4 Given a fgp holomorphic left A-module E with a hermitian metric⟨, ⟩ ∶ E ⊗E → A, there is a unique connection ∇E ∶ E → Ω1A⊗A E, called the Chern
connection, which preserves the hermitian metric and for which (pi0,1 ⊗ id)∇E = ∂E,
the canonical ∂-operator for E. If we write Γ = Γ+ + Γ−, with Γ+ ∈ Mn(Ω1,0) and
Γ− ∈Mn(Ω0,1), then Γ− is determined by ∂E and−Γ+ = ∂g●.g● + g● (Γ−)∗ g● .
Proof: Take a dual basis (ei, ei) for E, and set ∇E(ei) = −Γia ⊗ ea, using the
definition of the Christoffel symbols in (4.3). Then the equation (4.2) for preserving
the metric evaluated at ei ⊗ ej becomes
d gij = − (id⊗ ⟨, ⟩)(Γia ⊗ ea ⊗ ej) − (⟨, ⟩⊗ id)(ei ⊗ ea ⊗ (Γja)∗)= −Γia gaj − gia (Γja)∗ .
Applying pi1,0 to this gives
pi1,0(dgij) = −pi1,0(Γia) gaj − gia pi1,0((Γja)∗)= −pi1,0(Γia) gaj − gia (pi0,1(Γja))∗ ,
which is rearranged to give the answer. ◻
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Proposition 4.5 The Ω0,2 and Ω2,0 components of the curvature of the Chern con-
nection in Proposition 4.4 vanish.
Proof: First
RE(ei) = (d⊗ idE − id ∧∇E)∇E(ei) = −dΓia ⊗ ea + Γia ∧∇Eea= − dΓia ⊗ ea − Γia ∧ Γab ⊗ eb = − (dΓia + Γij ∧ Γja)Pab ⊗ eb .
The Ω0,2 component of the curvature vanishes because ∂E has zero holomorphic
curvature. From Proposition 4.4,
∂Γ+ = ∂g● ∧ ∂g● − ∂g● ∧ Γ−∗ g● − g● ∂(Γ−∗) g● + g● Γ−∗ ∧ ∂g● ,
Γ+ ∧ Γ+ = ∂g●.g● ∧ ∂g●.g● + ∂g● ∧ Γ−∗ g● + g● Γ−∗ g● ∧ ∂g●.g● + g● Γ−∗ ∧ Γ−∗ g● ,
and then
∂Γ+ + Γ+ ∧ Γ+ = (∂g● + g● Γ−∗) ∧ (∂g● + g●.∂g●.g●) − g● ∂(Γ−∗) g● + g● Γ−∗ ∧ Γ−∗ g●= (∂g● + g● Γ−∗) ∧ (∂g● + g●.∂g●.g●) − g● (∂Γ− + Γ− ∧ Γ−)∗ g● ,
and the last bracket vanishes as it is just the holomorphic curvature of the holomor-
phic connection. Then
(∂g● + g●.∂g●.g●).P = ∂(P ∗).g●
and
(∂g● + g● Γ−∗).P ∗ = ∂g● + g● Γ−∗ ,
so
(∂Γ+ + Γ+ ∧ Γ+).P = (∂g● + g● Γ−∗).P ∗ ∧ ∂(P ∗).g●
where Q = P ∗ = g●g● obeys Q2 = Q. Differentiating this gives ∂Q.Q = (1 −Q).∂Q, so
Q.∂Q.Q = 0. ◻
5 Examples of Chern connections
5.1 The Chern connection on Ω1,0 for M2(C)
For the algebra A = M2(C), the decomposition Ω1 = Ω1,0 ⊕ Ω0,1 of the differential
calculus gives an integrable almost complex structure. The complex differentials
are given by the graded commutators ∂ = [E12s,−} and ∂ = [E21t,−}. There is a
Riemannian structure ⟨u⊕ v, x⊕ y⟩ = ux∗ + vy∗ ∈ A ,
and this can be converted to a Hilbert space inner product by taking the trace.
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Now put a holomorphic structure on the bimodule E = Ω1,0. For the holomorphic
connection ∂E use
Ω1,0
∂Ð→ Ω1,1 ∧−1Ð→ Ω0,1 ⊗M2(C) Ω1,0 ,
where we have used the fact that ∧ ∶ Ω0,1 ⊗M2(C) Ω1,0 → Ω1,1 is a bimodule isomor-
phism. To check that this is a left ∂-connection, for ξ ∈ Ω1,0,
∂E(a.ξ) = ∧−1(∂a ∧ ξ + a.∂ξ) = ∂a⊗ ξ + a.∂E(ξ) .
The curvature of this ∂-connection maps to Ω0,2 ⊗M2(C) Ω1,0, and thus must be zero
as we set s2 = t2 = 0, thus we have exhibited a holomorphic structure on E = Ω1,0.
We take the single basis element s on E = Ω1,0. As ∂E(s) = 2E21t ⊗ s we get the
Christoffel symbol Γ−1,1 = −2E21t. We take the metric
⟨b s, a s⟩ = b a∗ ,
so g● is a 1 by 1 matrix with the single element g1,1 = 1. Then by Proposition 4.4
Γ+1,1 = − (−2E21t)∗ = −2E12s .
so we have ∇E(s) = 2E12s⊗ s + 2E21t⊗ s .
We get a bimodule covariant derivative, as
∇E(s.a) −∇E(s).a = ∇E(a.s) −∇E(s).a = da⊗ s + [a,∇E(s)] = −da⊗ s ,
which extends to the map
σE(a.s⊗ ξ) = −a.ξ ⊗ s .
This gives a natural bimodule connection on Ω1,0 which classically on a Kahler man-
ifold would be part of the Levi-Civita connection for the hermitian metric. Note that
in Section 3.1 we have coincidentally taken S = Ω1,0 ⊕ Ω0,1 as a bundle but in this
example the Chern connection is not the one used there to construct the /D operator.
5.2 Chern connection on the standard quantum sphere
On A = Cq[S2] take the holomorphic connection on S+ (generated by f+ as given
earlier) given by ∂S+ ∶ S+ → Ω0,1 ⊗A S+, where
∂S+(xf+) = ∂x.k1 ⊗ k2.f+ ,
where k = a⊗d−q−1 c⊗b = k1⊗k2 in a compact notation with summation understood.
(Note ∂x denotes taking the e− component of pid.) This has zero curvature as Ω0,2 = 0
and we are in the case where the grading operator γ splits the spinor bundle into
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two parts, one of which is holomorphic. Now we use (4.1) to switch the side of the
antilinearity on the inner product in Section 3.2 as follows:
⟨x.f+, y.f+⟩ = ⟨J (x.f+),J −1(y.f+)⟩ = ⟨δ x∗.f−, δ y∗.f−⟩ = δ2µxy∗ .
For /D to be hermitian, Proposition 3.1 gives δ2µ = q, but as in fact we will only
be interested in the inner product on S+, we are free to absorb this q factor in the
normalisation of the inner product and hence we omit it in what follows. Then we
can write ⟨, ⟩−1(1) = k∗1 .f+ ⊗ k2.f+. Then the formula in Proposition 4.2 gives
∂S+(xf+) = ∂⟨xf+, k∗1 .f+⟩⊗ k2.f+ − (⟨, ⟩⊗ id⊗ id)(xf+ ⊗ ∂˜(k∗1 .f+)⊗ k2.f+)
Now, where k′1 ⊗ k′2 is an independent copy of k,
∂S+(k∗1 .f+) = ∂k∗1 .k′1 ⊗ k′2.f+
so
∂S+(xf+) = ∂⟨xf+ ⊗ k∗1 .f+⟩⊗ k2.f+ − ⟨xf+, k′2.f+⟩ (∂k∗1 .k′1)∗ ⊗ k2.f+= ∂(xk1)⊗ k2.f+ − x (k′2)∗ (k′1)∗ ∂k1 ⊗ k2.f+ = ∂x.k1 ⊗ k2.f+ .
Thus the Chern connection is just
∇S+(xf+) = pidx.k1 ⊗ k2.f+ ,
which is just the connection on S+ given in Section 3.2.
We also compute the example E = Ω1,0. We have ∂(xe+) = ∂x ∧ e+, and using the
isomorphism ∧ ∶ Ω0,1 ⊗A Ω1,0 → Ω1,1 we write a holomorphic connection on E as,
where k′1 ⊗ k′2 is another copy of k1 ⊗ k2 (similarly for further primes)
∂E(xe+) = ∂x.k1k′1 ⊗ k′2k2 e+ .
We take the inner product ⟨xe+, y e+⟩E = xy∗ ,
and then ⟨, ⟩−1E = k′∗1 k∗1 e+ ⊗ k′2k2 e+. Now using
∂E(k′∗1 k∗1 e+) = ∂(k′∗1 k∗1).k′′1 k′′′1 ⊗ k′′′2 k′′2 e+ .
we get
(∂˜ ⊗ id)⟨, ⟩−1E = k′′′2 k′′2 e+ ⊗ (∂(k′∗1 k∗1).k′′1 k′′′1 )∗ ⊗ k′2k2 e+ .
We use the diagram formula in Proposition 4.2 to write
∂E(xe+) = ∂⟨xe+, k′∗1 k∗1 e+ ⟩E ⊗ k′2k2 e+ − ⟨xe+, k′′′2 k′′2 e+⟩ (∂(k′∗1 k∗1).k′′1 k′′′1 )∗ ⊗ k′2k2 e+= ∂(xk1k′1)⊗ k′2k2 e+ − x (k′′′2 k′′2 )∗ (k′′1 k′′′1 )∗(∂(k′∗1 k∗1))∗ ⊗ k′2k2 e+= ∂(xk1k′1)⊗ k′2k2 e+ − x∂(k1k′1)⊗ k′2k2 e+ = ∂(x).k1k′1 ⊗ k′2k2 e+ .
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Putting these parts together, we get∇E(xe+) = pidx.k1k′1 ⊗ k′2k2 e+ ,
which, given that the relevant component of the metric in [26] can be written as
g−+ = e−k1k′2 ⊗ k′2k2e+, is the same as the Ω1,0 part of the quantum Levi-Civita
connection on the q-sphere found there. Thus, both the connection for the Dirac
operator and the Levi-Civita connection for the q-sphere are obtained from the Chern
construction.
5.3 A Chern connection on the quantum open disk
The calculus on the quantum disk in Section 3.3 was constructed to be Uq(sl2)
invariant, and also carries a hint of the hyperbolic structure. If we look for a central
quantum symmetric metric, we are naturally led to
g = w−2 (dz ⊗ dz¯ + q−2 dz¯ ⊗ dz)
Of course, this cannot be regarded as being a Riemannian structure for the closed
disk, but rather it lives on the open disk, in fact if we let q → 1 we get the classical
hyperbolic metric. The inverse of w appearing here indicates that we are dealing
with unbounded functions on the disk. Now for n ≥ 1,
q1/2X+▷(wnw−n) = 0
so
q1/2X+▷(w−n) = q−1w−nz¯[n]q−2 = q2n−1z¯[n]q−2w−n .
Now we check that the metric is invariant to the Uq(sl2) action. This is easy for qH2
while for X+ (X− is similar),
q1/2X+▷(w−2 (dz ⊗ dz¯ + q−2 dz¯ ⊗ dz))= (q1/2X+▷(w−2)) (qH2 ▷(dz ⊗ dz¯ + q−2 dz¯ ⊗ dz))+ (q −H2 ▷(w−2)) (X+▷(dz ⊗ dz¯ + q−2 dz¯ ⊗ dz))= q3z¯[2]q−2w−2(dz ⊗ dz¯ + q−2 dz¯ ⊗ dz)+ w−2 (q −H2 ▷dz ⊗X+▷dz¯ + q−2X+▷dz¯ ⊗ qH2 ▷dz))= q3z¯[2]q−2w−2(dz ⊗ dz¯ + q−2 dz¯ ⊗ dz)− w−2 (1 + q−2) (q dz ⊗ z¯.dz¯ + q−3 z¯.dz¯ ⊗ dz))= q3z¯ w−2([2]q−2 − 1 − q−2)(dz ⊗ dz¯ + q−2 dz¯ ⊗ dz) = 0 .
An integrable almost complex structure is given by J(dz) = i dz and J(dz¯) = −i dz¯.
Now we examine the Chern connection for the holomorphic bundle E = Ω1,0 (we
use E as Ω1,0 is a rather cumbersome subscript) on the unit disk Cq[D]. For the
holomorphic connection ∂E (and thus the holomorphic structure) on E = Ω1,0 use
Ω1,0
∂Ð→ Ω1,1 ∧−1Ð→ Ω0,1 ⊗Cq[D] Ω1,0 ,
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where we have used the fact that ∧ ∶ Ω0,1 ⊗Cq[D] Ω1,0 → Ω1,1 is a bimodule isomor-
phism. To check that this is a left ∂-connection, for ξ ∈ Ω1,0,
∂E(a.ξ) = ∧−1(∂a ∧ ξ + a.∂ξ) = ∂a⊗ ξ + a.∂E(ξ) .
The curvature of this ∂-connection maps to Ω0,2 ⊗Cq[D] Ω1,0, and thus must be zero.
We take the single basis element dz on E = Ω1,0. As ∂E(dz) = 0 we get Γ− = 0.
Taking the invariant metric, g● is a 1 by 1 matrix with the single element
g1,1 = ⟨dz,dz⟩ = w2 .
Then
Γ+1,1 = −∂(w2)w−2 = z¯ dz [2]q−2w−1 ,
so we have the Chern connection
∇E(dz) = −z¯ dz [2]q−2w−1 ⊗ dz
associated to the above hermitian metric.
Now we shall consider the different bimodule, the sub-bimodule S+ of the spinor
bundle from Section 3.3 generated by s. We define ∂S+(s) = 0 (i.e. Γ−1,1 = 0), giving
this sub-bimodule a holomorphic structure. We use (4.1) to switch the sides of the
previous spinor inner product:
⟨as, b s⟩ = ⟨J (as),J −1(b s)⟩ = δ2 ⟨s¯ a∗, s¯ b∗⟩ = δ2 µaw b∗ .
Following the previous method, we have ⟨s, s¯⟩ = δ2 µw, so g11 = δ2 µw. Then the
Chern connection has its other Christoffel symbol
Γ+1,1 = −∂(w)w−1 = z¯.dz.w−1 .
This is the natural Chern connection here but note that it is not the bimodule
connection used for the construction of the Dirac operator.
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