Integral equations of mixed Voltera-Fredholm type arise in various physical and biological problems. In the present paper, we obtain the approximate solution of the nonlinear Volterra-Hammerstein integral equations of mixed type in terms of Taylor polynomial. The reliability and efficiency of the proposed scheme are demonstrated by some numerical experiments.
Introduction
In this paper, we will consider the approximate solution of the nonlinear Volterra-Hammerstein integral equation of mixed type
which is a Taylor polynomial of degree N at x = c, where y (m) (c), m = 0, 1, ..., N are coefficients to be determined.
We define:
where G μ (μ = 1, ..., M) are known smooth functions with G μ (y(t)) nonlinear in y(t). Then by substituting the Taylor expansion of G μ (y(t)) at y(t) = 0, it follows: (1) can be written as follows:
To obtain the solution of equation (1), we first differentiate it n times with respect to x:
where
Obviously, for n = 0:
and for n > 0, by applying successively n times the Leibnitz's rule to the integral V μ (x) we have:
From the Leibnitz's rule , we evaluate [h jμ (x)Y l (x)] (n−j−1) as follows:
and by substituting the above relation in equation (5) , this equation becomes:
Following [2] , we have:
Now, we put x = c in relations (4) and (6):
By substituting the Taylor expansion of Y l (t) at t = c for l > 0 in above equation we obtain:
or briefly:
in other words: (7) where for n = 0:
for nm)
also for n, m, l = 0, 1, 2, ..., N:
The quantities Y (m) l (c) for m = 0, 1, ..., N in equation (7) can be found from the permutation relation:
(c) = 0, where
(t 1 , t 2 , ..., t l are positive integers or zero).
Note that the above relation can be obtained from the generalized Leibnitz's rule (dealing with differentiation of product of p-function ). If we take n, m = 0, 1, ..., N then equation (7) becomes:
which is a nonlinear system of N + 1 equations for N + 1 unknowns y (n) (c)(n = 0, 1, ..., N), which can be solved numerically by any standard methods.
This system can be written as a matrix form:
where Y, F, Y * l , T l are matrices defined by:
To make easy the calculations, we put c = a, then system (8) becomes:
In this section, we perform the estimating error for the Volterra-Hammerstein integral equations. Since the truncated Taylor series or the corresponding polynomial expansion is an approximate solution of equations (1), then by substituting the solutions y (n) (x) (n = 0, 1, ..., N), in equation (2), we have:
where e(x) is defined as an error function. Also for the Volterra-Hammerstein equations, the function I μ (x) is defined as follows: In other words, by increasing N the error function e(x r ) approaches to 0.
Numerical Results and some Comments
In this section, we report on numerical results of some test problems solved by the proposed method of this article. We consider the following test problems: Example 1. Let us now study the following nonlinear integro-differential equation:
this initial value problem may be viewed as a special case of Volterra-Hammerstein integral equation of mixed type:
when we let:
Let us set: M = 2, c = 0, a = 0, we apply the method in the case N = 3.
Then we evaluate the quantities α lμ (l = 0, 1, 2, 3; μ = 1, 2), f (n) (0) (n = 0, 1, 2, 3) and matrices T l (l = 0, 1, 2, 3) as follows:
, α 22 = 1,
, α 01 = 0, 
We substitute these values in (8), and get the nonlinear system of equations:
From this system, the coefficients y (n) (0) (n = 0, 1, 2, 3) are computed as: In this example we have :
First, we find the following sparse matrices : 
Then, we have :
Thus, the coefficients are obtained as:
By substituting these coefficients in (2), we get the solution of the problem as :
which is the first three terms of the Taylor expansion of function sin x at x = 0. Table-1 To get the best approximate solution of the equation, we take more terms from the Taylor expansion of functions, that is, the truncation limit N must be chosen large enough.
Conclusion
In this paper, a variation of Taylor polynomial approach has been used for the approximate solution of Volterra-Hammerstein integral equations of mixed type. With the availability of this methodology, it will now be possible to investigate the approximate solution of nonlinear applied problems, particularly of the nonlinear problems in dynamic model of a chemical reactor.
