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Abstract
Spaced seeds are a fundamental tool for similarity search in biosequences. The best sensitiv-
ity/selectivity trade-offs are obtained using many seeds simultaneously: this is known as the multiple
seed approach. Unfortunately, spaced seeds use a large amount of memory and the available RAM is
a practical limit to the number of seeds one can use simultaneously.
Inspired by some recent results on lossless seeds, we revisit the approach of using a single spaced
seed and considering two regions homologous if the seed hits in at least t sufficiently close positions.
We show that by choosing the locations of the don’t care symbols in the seed using quadratic residues
modulo a prime number, we derive single seeds that when used with a threshold t > 1 have competitive
sensitivity/selectivity trade-offs, indeed close to the best multiple seeds known in the literature. In
addition, the choice of the threshold t can be adjusted to modify sensitivity and selectivity a posteriori,
thus enabling a more accurate search in the specific instance at issue. The seeds we propose also
exhibit robustness and allow flexibility in usage.
1 Introduction
Spaced seeds are a fundamental tool for approximate string matching [6, 22]. A good spaced seed must
be able to detect all homologous regions (high sensitivity) and have a small ratio of false positives (high
selectivity). After almost a decade of research it is now generally accepted that the best results are
obtained using multiple seeds [4, 10, 15, 20] that have a much higher sensitivity than single seeds with
the same selectivity.
In their seminal paper [20], the authors highlighted two major issues hindering the widespread use of
multiple seeds. The first one was the difficulty of finding optimal multiple seeds: there are exponentially
many candidate sets of seeds to consider and evaluating the sensitivity of each set also takes exponential
time. Researchers have addressed this problem developing heuristics that provide multiple seeds which
are sub-optimal but still very effective in practice. The second issue mentioned in [20] is the huge space
requirements of multiple seeds. Since a different hash table is used for each seed, using k seeds decreases
by a factor k the size of the largest sequence that can be searched in one shot. Unless a completely new
indexing scheme is found to replace hash tables, this limitation of multiple seeds is unavoidable.
Another approach for using spaced seeds is to choose a threshold t > 1 and consider two regions
homologous only if the seed hits in t sufficiently close positions. This idea was mentioned in the very first
papers on spaced seeds [6, 22] and analyzed in the wider context of vector seeds in [3]. More recently,
[10] used multiple spaced seeds with threshold t = 2 (in [1] a threshold t = 2 was used for non gapped
seeds).
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Supported by recent theoretical results on lossless seeds [11] in this paper we propose and analyze
spaced seeds whose shape is derived by non-elementary number theoretic properties of quadratic residues
modulo a prime number. We call them Quadratic Residue seeds, or simply QR-seeds.
We show that using this approach a single seed with the appropriate threshold can achieve sensitivity
close to the one of multiple seeds with essentially the same selectivity. The value of the threshold
can be adjusted in itinere in order to achieve best results in a search. Moreover, whereas other seeds
available in the literature have a structure that depends on parameters of the specific search (length of
the homologous region and probability that it contains matches), QR-seeds are designed independently
of such parameters, which is very convenient since estimates of the probability of matches are not always
available a priori. Finally, since we use a single seed the space requirements noted in [20] are not an issue
here.
The paper is structured as follows. In Section 2 we state the basic definitions, outline the setting
and specify precisely the problem we address. In Section 2.1 we give a formal definition of selectivity for
multiple seeds and formulas for upper and lower bounds to it. In Section 3, we introduce QR-seeds. In
Section 3.1 we propose a way to estimate the selectivity of QR-seeds when used with threshold t, and
we compute upper and lower bounds according to the methods introduced in Section 2.1. Section 3.2
is devoted to the evaluation of the sensitivity of QR-seeds when used with threshold t. Finally, in
Section 4 we compare the sensitivity/selectivity trade-off of the seeds we propose with those available in
the literature. The final section recaps our results. All software tools and seeds used in pur analysis are
available on the web [13].
2 Spaced Seed design
We consider the standard Bernoulli model [20] in which a homologous region is represented by a binary
i.i.d. string in which 1 represents a match and 0 a mismatch. Two important problem parameters are the
length of the region, denoted by N , and the probability of a match inside the region, denoted by q and
usually called the similarity level. Outside homologous regions matches occur by chance with probability
σ−1, where σ is the size of the underlying alphabet. Hence, non homologous regions are also binary i.i.d.
strings with the difference that 1’s occur with probability σ−1.
A spaced seed is a binary string where 1 represents a “required match” position and 0 a “don’t care”
position. We say that a seed s hits a region R at position i, with 0 ≤ i ≤ |R| − |s|, if s[j] = 1 implies
R[i + j] = 1. Thus, we must have a match in R corresponding to each “required match” position in s.
In the standard single seed setting a region is marked as “probably homologous” if s hits R in at least
one position i. Since a seed may hit also outside homologous regions, every time a region is marked as
homologous this hypothesis is verified via Smith-Waterman dynamic programming.
This simple scheme can be generalized in two ways. In the multiple seed setting, we are given a set of
seeds M = {s1, s2, . . . , sk} and we mark a region R as “probably homologous” if at least one sj hits R.
In the seed with threshold setting, we are given a seed s, a threshold t > 1 and a maximum distance d,
and we mark region R as “probably homologous” if there are at least t positions i1 < i2 < · · · < it such
that it− i1 ≤ d and s hits R at positions i1, i2, . . . , it. In both generalizations, the dynamic programming
verification phase is still necessary.
In all of the above settings, we define the sensitivity of a (multiple) seed as the probability that
the (multiple) seed detects a length-N homologous region randomly generated according to the Bernoulli
model with match probability q (so the sensitivity always depends on N and q). Clearly, higher sensitivity
is desirable since it implies that a smaller number of homologous regions go undetected. However, we
cannot achieve high sensitivity by simply using seeds with only a few “required match” positions since the
overall running time of the algorithm also depends on the number of false positives, that is, the number
of times in which the algorithm marks a region as probably homologous only to be proved wrong by the
(time consuming) verification phase.
The main goal of seed design is therefore to find a (multiple) seed with high sensitivity and producing
a small number of false positives. Note that the sensitivity depends on the region length N and similarity
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q, while the number of false positives depends on the probability σ−1 of a match outside a homologous
region. Since sensitivity and false matches are related, we usually fix the three parameters N , q, and σ
and compare the sensitivity of algorithms producing the same average number of false positives, or we
compare the average number of false positives of algorithms with the same sensitivity.
Setting aside the problem of finding “good” seeds, the main disadvantage of multiple seeds is that
a separate data structure, either a hash table or a modified suffix array[8, 14], is used for each seed,
resulting in a huge overall space usage. The main disadvantage of seeds with threshold is that finding
the occurrence of t close hits is more complex than just finding all the hits; however this is a well studied
problem (see [9] and references therein) with efficient solutions especially for small t.
2.1 Selectivity of a seed
Under our assumption that non-homologous regions are random binary i.i.d. strings, the average number
of false positives produced by a seed is proportional to the probability that the seed incorrectly marks
a single position as “probably homologous”. Since in non-homologous regions a single character match
occurs with probability σ−1, for a single seed (without threshold) the probability of a false positive is
equal to σ−w, where w is the weight of the seed, that is, the number of 1’s it contains. This observation is
the basis of a large body of literature in which the objective is to find (single) seeds with high sensitivity
and the largest possible weight [22, 18, 21, 23, 12].
To compare the effectiveness of seeds of different kinds, we define the selectivity of a seed S as
sel(S) =def − logσ Pr(false positive). (1)
Notice that, the higher is the selectivity the lower is the (average) number of false positives generated by
a seed. By the above discussion, in our Bernoulli i.i.d. model, the selectivity of a single seed coincides
with its weight. For other kinds of seeds the selectivity is harder to compute, even in this simple model.
For a multiple seed M = {s1, s2, . . . , sk}, the probability of a false positive is given by














Consequently, if all sj ∈M have the same weight wj = w, it is
sel(M) = − logσ(Pr(false positive)) ≥ w − logσ k.
Indeed, as observed in [20], for DNA sequences where σ = 4, quadrupling the number of seeds is roughly
equivalent to reducing by one the number of 1’s in a single seed. Note that (2) is just a special case of





Pr (∩j∈Hsj hits) , (3)
that is, Bi is the sum over all subsets of M of size i of the probability that all seeds in the subset hit.











and for ` = k the alternating sum equals Pr(false positive) by the inclusion–exclusion principle.
Inequalities (4) and (5) are also known as Bonferroni inequalities (see [2] page 23 or [7] Section 4.1).
When k is large, computing the exact probability using the inclusion–exclusion principle becomes pro-
hibitive. Bonferroni inequalities provide convenient, less computationally intensive, upper and lower
bounds. On the other hand, it must be noticed that there is no guarantee that the approximations given
by Bonferroni inequalities become more accurate as ` increases. In particular, the upper bounds can
diverge and the lower bounds can be negative (cf. for instance, [24]). Using (4) and (5) we derive in
Section 3.1 upper and lower bounds on the selectivity of any multiple seed M .
3 Quadratic Residue seeds
For any odd prime p ≥ 11 we consider the seed Sp of length p, such that Sp[j] = 0 if and only if j is a
Quadratic Residue modulo p, that is, there exists i, 0 < i < p, such that i2 mod p = j. For example, for
p = 11 the squares modulo 11 are {1, 3, 4, 5, 9} so it is S11 = 10100011101 (see [11] for more details). By




2 0’s. In the following we call Sp a QR-seed.
The fact that makes Sp interesting for seed design is that the distribution of the 0’s in Sp has many
remarkable properties. For example, setting n = 1 in Theorem 4.1 in [11] we get:
Theorem 1 Let p ≥ 11 be a prime such that (p mod 4) = 3, and let R denote a binary string of length
2p− 1 containing exactly two 0’s. Then Sp hits R in at least (p− 3)/4 positions.
For a binary string R containing more than two 0’s a similar result still holds, but only for sufficiently
large primes (see Theorem 5.2 in [11]). These results combined with an analysis of false positive ratios,
show that QR-seeds used with a threshold t > 1 are extremely effective lossless seeds.
In this paper, we consider the more practical setting of lossy seeds and analyze the trade-off offered
by QR-seeds in terms of sensitivity vs selectivity. The results in [11] suggest to consider the seed Sp with
a threshold t ≤ (p− 3)/4, and maximum distance d = p− 1 (notice that in Theorem 1 the hits occur at
distance at most p − 1). Hence, in the following we will only consider the parameters p and t since the
maximum distance will be always implicitly assumed to be p− 1.
3.1 Selectivity of QR-seeds
In the following we write 〈Sp, t〉 to denote the QR-seed Sp used with threshold t ≤ (p−3)/4 and maximum
distance p − 1. An important observation for our analysis is that to every seed 〈Sp, t〉 we can associate
an equivalent multiple seed. Given 〈Sp, t〉 we consider all t-uples of distinct shifted copies of Sp, with
maximum shift p − 1, and for each t-uple we consider the bitwise OR of its elements (see Figure 1 for





binary strings and will be denoted by
M(p, t). Such set is equivalent to 〈Sp, t〉 in the sense that Sp hits at least t times, if and only if one of










We can now estimate sel(〈Sp, t〉) using (6) and Bonferroni’s inequalities. Assuming the values Bi are
defined for the multiple seed M(p, t) as in (3), for odd ` we have
sel(〈Sp, t〉) ≥ − logσ(B1 −B2 + · · ·+B`),
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while for even `, whenever B1 −B2 + · · · −B` > 0, we have
sel(〈Sp, t〉) ≤ − logσ(B1 −B2 + · · · −B`). (7)
Table 1 reports the bounds on the selectivity of QR-seeds derived by the above inequalities for ` ≤ 5
(for p = 11, . . . , 17) and ` ≤ 3 (for p = 19, . . . , 41). We only consider thresholds t ≤ 5, since for larger
t the size of the equivalent multiset M(p, t) becomes too large to use Bonferroni inequalities. For the
largest values of p and t Table 1 only reports a lower bound on the selectivity. This happens because
the arguments of the logarithm in (7) are negative, so we cannot derive a valid upper bound (recall the
discussion on Bonferroni inequalities at the end of Section 2.1).
 10100011101    10100011101     10100011101                     10100011101
10100011101   10100011101    10100011101       ···    10100011101
111100111111  1010101111101  10110111111101           101000111010100011101 
Figure 1: Construction of the multiple seed M(11, 2) equivalent to the QR-seed 〈11, 2〉. To build
M(11, 2) we consider all possible pairs of shifted copies of S11. Here we show only the first three and
the last one but there are 10 of them since the maximum distance is 11 − 1 = 10. For each pair we
compute the bitwise OR: the resulting set of strings in the third row (with gray background in the figure)
is M(11, 2).




19 14.41–14.41 16.99–17.20 18.88–
23 17.31–17.31 20.13–20.33 22.12– 23.52–
29 21.62–21.62 25.17–25.28 27.46–30.27 29.12–
31 23.19–23.19 27.02–27.08 29.62–30.88 31.41–
37 27.59–27.59 32.16–32.22 34.82–36.07 36.59–
41 30.43–30.43 34.89–34.97 37.39– 39.01–
Table 1: Upper and lower bounds to the selectivity of QR-seeds for p = 11, . . . , 41, σ = 4, and thresholds
t = 2, 3, 4, 5.
From Table 1 we see, for example, that the QR-seed 〈37, 2〉 has a selectivity ≈ 27.59, thus slightly
smaller than a single seed with weight 28, and slightly larger than a single seed with weight 27. Note that
although the selectivity of a single seed does not depend on the alphabet size, our experiments suggest
that the selectivity of multiple seeds and QR-seeds does. We tested the cases σ = 20 and σ = 200 and
found that the selectivity of QR-seeds increases with the alphabet size (see Table 2 in the appendix),
although we can offer so far no mathematical proof or no intuitive explanation of why it is so.
3.2 Sensitivity of QR-seeds
As we mentioned in Section 1, the sensitivity of a seed is the probability that it detects a homologous
region of length N in which there is a match with probability q; the parameter q is called the similarity
level of the region. Following the recent literature on spaced seeds [16, 17], we consider N between 50
and 200 and q in the range 0.75, . . . , 0.95. Also following the literature we report the sensitivity as a
percentage computed multiplying by 100 the probability of detecting a homologous region.
The algorithm DP-k-hits from [20] can be used to compute the sensitivity of a seed with threshold
t > 1 (see also the slightly more general Dynamic Programming algorithm in [3]). However, that algorithm
assumes that the t hits can be anywhere inside the length-N region. Since for the seeds 〈Sp, t〉 we require
that the t hits are within distance p − 1, we can use that algorithm only for relatively small regions
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(N < 2p). For larger regions, we considered the multiple seed M(p, t) equivalent to 〈Sp, t〉 and we
computed its sensitivity using the algorithm DP-hits also from [20]. Unfortunately such algorithm is
exponential in time and space and we were able to use it only for p ≤ 23. For larger p, we estimated the
sensitivity by generating W random binary strings according to the Bernoulli model with parameter q,
and counting how many of them were detected by 〈Sp, t〉. We used W = 107 since we found that, for
p ≤ 23, W = 106 suffices to estimate up to the third significant digit the true sensitivity reported by
DP-hits, and, even for larger p, increasing W from 106 to 107 does not significantly affect the estimate
of the sensitivity.
Figure 2 shows the (estimated) sensitivity of some QR-seeds as a function of the similarity level for
region length N = 50 and N = 100. Other plots for different values of q and N are given in Fig. 7 in the
appendix. For each 〈Sp, t〉 we report also the lower bound on its selectivity taken from Table 1 (in the
legend seeds are sorted by increasing selectivity). We see that, in general, a seed with a lower selectivity
has a higher sensitivity for a given similarity (compare for example 〈23, 2〉 and 〈23, 3〉 on the plot for
N = 50). This means that the seed with the lowest selectivity generates more false positives but is able
to detect a larger number of homologous regions. However, there is an exception: for N = 50 seed 〈29, 2〉
has a smaller selectivity than 〈23, 4〉 and also a smaller sensitivity for any given similarity level. This
means that for N = 50 〈23, 2〉 always outperforms 〈29, 2〉. The reason for this phenomenon is that the
length of the region N = 50 is relatively short compared to the length of the seed S29. Indeed, Theorem 1
establishes the effectiveness of 〈Sp, t〉 as a lossless seed for t > 1 for a region of length at least 2p − 1.
The intuitive reason is that if the region has size N < 2p− 1, we can have multiple hits inside the region
at distance at most N − p < p− 1 whereas the nice theoretical properties of QR-seeds hold assuming the
hits can be at distance up to p− 1. This property reflects also QR-seeds used in the lossy settings since,
also in other experiments not reported here, we found that, regardless of the threshold, the seed Spt is
not competitive when used in regions of size N < 2p.












































Figure 2: Sensitivity vs Similarity for some QR-seeds. Sensitivity as a function of the similarity q
for q = 0.85 . . . 0.95 and region length N = 50 (left) and N = 100 (right).
Figure 2 shows that by varying p and t we get, for any given similarity level, different trade-offs
between selectivity and sensitivity. To establish whether QR-seeds are of practical interest in the next
sections we compare these trade-offs with those of best (multiple) seeds known in the literature.
3.3 QR-seeds with threshold t = 1
Since QR-seeds were originally designed to be used with a threshold t > 1, we expect that even in
the lossy setting they are competitive especially for t > 1. To verify this intuition we compare the
sensitivity/selectivity tradeoff of QR-seeds with t = 1 and t > 1. Recall by Section 3.1 that the selectivity
of 〈Sp, 1〉 is equal to the weight of Sp, that is, (p + 1)/2. Figure 3 compares selectivity and sensitivity
of QR-seeds for regions of length N = 50 and N = 150 and similarity q = 0.90. We can clearly see a
qualitative difference between t = 1 and t > 1: seeds with the similar selectivity have a much higher
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sensitivity for t > 1. Note also that while there are significant differences between t = 1 and t = 2, seeds
with t = 3 or t = 4 do not significantly outperform seeds with t = 2.

























































Figure 3: Comparison of QR-seeds for t = 1 vs t > 1. The diagrams show the sensitivity/selectivity
tradeoffs of QR-seeds for different values of the threshold t for similarity q = 0.90 and region length
N = 50 (left) and N = 150 (right). The diagrams also show the sensitivity/selectivity tradeoffs for two
seeds (PH11 and FHC) designed for t = 1 when used with t = 2 (see text).
To get a complete picture, we considered also two seeds designed to work with t = 1, namely the Pat-
tern Hunter [22] seed PH11 = 111010010100110111 and the seed FHC = 1110101000101001010010011001111
we generated with the tool FastHC tool [17]. We analyzed the performance of these seeds with t = 2 and
maximum hit distance equal to the length of the seed minus one (as for QR-seeds). As we can see from
Figure 3, their sensitivity/selectivity tradeoff is similar to that of QR-seeds with t > 1. This experiment
suggests that, despite their nice theoretical properties in the lossless setting, QR-seeds are not necessarily
the best possible choice as lossy seeds when using a threshold t > 1. We plan to investigate this issue in
a future research.
4 Comparison of QR-seeds with multiple seeds
We compare the sensitivity/selectivity trade-off of our seeds with those of the multiple seeds available in
the literature. For computing sensitivity and selectivity of a multiple seed we need its complete definition,
that is, the individual seeds it contains. Among recent homology search tools based on multiple seeds, the
only one giving the complete definition of its seeds is BFAST [15]. In addition, we tested the multiple seeds
generated by the FastHC tool [17]. The experiments in [17] show that FastHC generates multiple seeds
with a better sensitivity than those produced by older tools, such as Pattern Hunter 2 [20], Mandala [5],
Iedera [19], and SpEED [16]. The improvement in sensitivity offered by FastHC is not marked but it is
consistent over all classes of multiple seeds considered. In the following we refer to the seeds generated
by FastHC as FHC seeds.
Recall from Section 2 that the size of a multiple seed is the number of individual seeds in it. We have
estimated the selectivity of FHC and BFAST seeds for σ = 4 using Bonferroni inequalities (4) and (5)
with ` = 5 and ` = 4 respectively. We found that for each multiple seed S of size k, the selectivity
sel(S) was within 0.1% of the value w − logσ k, where w is the weight of the seeds in S (all FHC/BFAST
multiple seeds consist of seeds with the same weight). The sensitivity of BFAST and FHC multiple seeds
was taken from [17] or computed using the DP-hits algorithm [20]. Since DP-hits uses exponential
space, on our 64GB machine we could not run this algorithm for region length N ≥ 100. Thus, for large
N we replaced the DP-hits algorithm with an estimate of the sensitivity obtained generating random
strings as described in Section 3.2.
The diagrams in Figure 4 compare selectivity and sensitivity of QR-seeds with those of FHC multiple
seeds of size 1, 2, 3, 4, 5, and 10, and BFAST multiple seeds of size 10 for region length N = 50 and
similarity q = 0.90 (left), q = 0.95 (right). The individual FHC and BFAST seeds all have weight 22.
FHC seeds were taken from [17] or generated using the FastHC tool. Note that FHC multiple seeds are
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designed ad-hoc for each pair N , q. So, for example, the set of ten seeds FHC 10 used in the left diagram
is different from the set FHC 10 used in the right diagram, see [17] for details. BFAST multiple seeds
are optimized for the region length only, so in both diagrams we use the multiple seed given in Table 1
in [15]. QR-seeds are the simplest: for each prime p there is a unique seed Sp which is used, possibly with
different thresholds t, in all experiments.
The diagrams in Figure 5 compare selectivity and sensitivity of QR-seeds with those of FHC multiple
seeds of size 1, 2, 4, 8, and 16, for N = 150 and 200 and q = 0.90. We used the FHC multiple seeds
from [17] in which the individual seeds have weight 28. The diagram in Figure 6 compares selectivity
and sensitivity of QR-seeds with those of FHC multiple seeds of size 1, 2, 4, 8, and 16, for N = 100 and
q = 0.90. In addition to the multiple seeds from [17], in which the individual seeds have weight 28, we
generated with the FastHC tool a second family in which the individual seeds have weight 30.
























































Figure 4: QR-seeds vs multiple seeds for N = 50. The diagrams show the sensitivity/selectivity
tradeoffs of QR-seeds compared with those of FHC multiple seeds of size 1, 2, 3, 4, 5, and 10, and BFAST
multiple seeds of size 10 for region length N = 50 and similarity q = 0.90 (left) and q = 0.95 (right).

























































Figure 5: QR-seeds vs multiple seeds for N = 150 and N = 200. The diagrams show the sensitiv-
ity/selectivity tradeoffs of QR-seeds compared with those of FHC multiple seeds of size 1, 2, 4, 8, 16 for
similarity q = 0.90 and region length N = 150 (left) and N = 200 (right).
To compare the sensitivity/selectivity trade-off of different seeds, consider for example the left diagram
in Figure 4. Since high sensitivity and high selectivity are both desirable, we see that, for example, QR-
seed 〈29, 2〉 outperforms FHC 2 since it has higher sensitivity and higher selectivity. Similarly, BFAST 10
and FHC 10 outperform QR-seed 〈23, 3〉 since they have higher sensitivity and higher selectivity. In most
cases, however, seeds are not immediately comparable since they offer different trade-offs: for example
FHC 3 has a slightly larger sensitivity than 〈23, 4〉 but it also has a slightly smaller selectivity. Similar
considerations apply to all the other diagrams. From Figure 4 we see that for N = 50 there are QR-seeds
outperforming FHC seeds of size 2 or less, while from Figure 5 we see that for N = 150 and 200 QR-seeds
outperform FHC seeds of size 4 or less. Finally, from Figure 6 we see that for N = 100 QR-seeds have
very similar sensitivity/selectivity trade-offs than FHC seeds of size 4.
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Figure 6: QR-seeds vs multiple seeds for N = 100. The diagram shows the sensitivity/selectivity
tradeoffs of QR-seeds compared with those of FHC multiple seeds of size 1, 2, 4, 8, 16 for similarity
q = 0.90 and region length N = 100. The diagram reports sensitivity and selectivity for two sets of FHC
seeds with individual seeds of size 28 and 30 respectively.
We can summarize the above results as follows. By increasing the size of multiple seeds, we obtain
sensitivity/selectivity trade-offs which are superior of those of QR-seeds. However, since multiple seeds
of size k require k times the memory space of a single seed, whenever memory usage is an issue QR-seeds
become a valid alternative since they offer good sensitivity/selectivity trade-offs using the same space of
a single seed.
Another advantage of QR-seeds is that their shapes do not depend on the similarity level q and on
the size of the homologous region N , two parameters for which we usually only have estimates. In the
diagrams above FHC seeds are used in the “ideal” setting in which the values N and q coincide with those
used for the construction of the seeds. If this is not the case there could be a degradation in performance;
because of their simpler structure QR-seeds are more robust in this respect.
Finally, we note that when using QR-seeds we do not necessarily need to choose the threshold t in
advance. We can start using a seed Sp and record the hits; if we find regions with, say, t = 3 hits at
distance at most p − 1 we proceed as usual; if no such region exists we have the option of considering
regions with only t = 2 hits which represents regions with are less homologous but still potentially
interesting.
5 Conclusions and further work
We introduced a class of spaced seeds whose shape is related to quadratic residues modulo a prime number
p. Such seeds have been proven effective in the lossless setting when we require that they hit in t > 1
sufficiently close positions. We have measured the sensitivity and selectivity of these seeds in the lossy
setting and found that they are as effective as multiple seeds, but, being based on a single seed, they
require much less memory.
We observe that increasing the size of multiple seeds yields diminishing returns. For example in
Figure 4 we see that there is a huge increase in sensitivity when the size of FHC seeds changes from 1 to
2, but a much smaller increase when the size changes from 4 to 5. In Figures 5 and 6 we see that we have
diminishing returns even when the size of the multiple seed doubles. This phenomenon suggests that,
even setting aside the issue of memory usage, simply increasing the size of multiple seeds should not be
the only strategy for designing better homology search tools. New approaches need to be considered and
we believe our experiments show that using a threshold t > 1 is a promising approach. Indeed, we plan
to combine the two ideas and design multiple seeds using a threshold t > 1.
We have also measured the sensitivity/selectivity tradeoff of some “hand-selected” single seeds used
with threshold t = 2 and found that they are as good as QR-seeds. This suggests that the properties
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of quadratic residues are not essential for designing effective seeds for t > 1. This opens the way to
investigations on effective heuristics for finding “good” seeds for t > 1. A natural starting point for
such investigation would be to combine the Hill Climbing strategies from [16, 17] with the dynamic
programming algorithm DP-k-hits from [20]. The practical challenge here is to cope with the huge
space requirements of DP-k-hits for large seeds. Note that our experimental results suggest that it
could be sufficient to use a threshold t = 2 to get significant improvements over the standard setting
t = 1.
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A Additional Tables and Figures




19 14.94–14.94 17.74–17.74 19.90–19.91
23 17.91–17.91 20.92–20.92 23.40–23.41 24.82–24.85
29 22.40–22.40 25.95–25.95 28.69–28.69 30.66–30.67
31 23.74–23.74 27.74–27.74 30.84–30.84 32.84–32.86
37 28.40–28.40 33.32–33.32 36.31–36.32 38.33–38.36
41 31.30–31.30 35.87–35.87 38.66–38.67 40.53–40.56




19 15.00–15.00 17.87–17.87 19.99–19.99
23 17.99–17.99 21.00–21.00 23.69–23.69 24.99–24.99
29 22.66–22.66 26.00–26.00 28.86–28.86 30.86–30.86
31 23.87–23.87 27.87–27.87 30.99–30.99 32.99–32.99
37 28.66–28.66 33.63–33.63 36.66–36.66 38.69–38.69
41 31.61–31.61 35.99–35.99 38.86–38.86 40.79–40.79
Table 2: Selectivity of QR-seeds for alphabet size 20 and 200. Upper and lower bounds to the
selectivity of QR-seeds for p = 11, . . . , 41, and alphabet size σ = 20 (top) and σ = 200 (bottom), for
thresholds t = 2, 3, 4, 5. All values were computed using Bonferroni inequalities.
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Figure 7: Sensitivity vs Similarity for QR-seeds for different region lengths. Sensitivity as a
function of the similarity q for N = 50 (top-left), N = 150 (top-right) and N = 200 (bottom left and
right).
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