Introduction
There is a huge number of numerical methods which are developed to solve mathematical models describing various physical, chemical, biological and other phenomena. A very important issue is to quantify the accuracy of the numerical approximations, i.e., the error estimation of the numerical methods is a crucial point of modeling.
In [12] , Karátson and Korotov have developed a sharp upper global a posteriori error estimator for nonlinear elliptic problems, which is perfectly applicable in a finite element framework. Both second and fourth order equations, and also systems of nonlinear elliptic equations are fitting into the theory. These ideas were generalized from a preceding paper covering the same type of error estimation but for linear elliptic problems, see [18] . The estimator is independent of the iterative method which is used to solve the problem, and it is sharp in the sense that by the investment of "com-putation time" we can get as close to the true error as we want. This technique also allows to develop an adaptive method where the errors over some subdomains (e.g. elements of the mesh) are estimated similarly defining elements to refine or coarse. A general reference to error estimation in finite element methods is [3] , references on a posteriori estimates for nonlinear problems are [18] , [17] , duality theory based estimates can be found in [7] , [8] deals with functional type error estimation for elliptic problems, on global posteriori error estimation for convection-reaction-diffusion problems the reader is referred to [14] , while detailed monographs are [1] , [19] .
This paper is devoted to the demonstration of the efficiency and accuracy of this estimator with the aid of quasilinear second order elliptic problems. Besides the numerical solution of the nonlinear problem, the estimator involves a smoothing operator, solution of an auxiliary problem on a refined mesh, and calculation of various norms. We are focusing on the technical and numerical aspects of the error estimation: the smoothing itself, the assembly and solution of the refined auxiliary problem (some nested finite element spaces are also involved), fast and accurate norm calculation, and we also briefly discuss the solution of the test problem: the used iterative methods and matrix assemblies. The whole text is written in a finite element framework. This paper is organized as follows. In Section 2 we introduce the class of elliptic problems which we later use in the numerical tests. We give its weak form, and also briefly discuss its solvability in Sobolev spaces. The corresponding error functional is also introduced, just as some other notation. Section 3 gives a short introduction to the error estimator which is in the center of our investigation. The section ends with a very important remark about the property which gives the estimator its strength, namely how sharpness can be achieved. One of the main parts of this paper is Section 4, which covers the nonlinear solver, the components of the estimator, and also related issues are discussed. Section 5 is devoted to the numerical results, i.e., we consider a given elliptic test problem, we numerically solve the problem, the constants from the estimator are also calculated, and the results of our numerical experiments are displayed in figures and tables.
The model problem and notation
In the original paper of Karátson and Korotov [12] , the upper error estimator is developed for a very large class of nonlinear problems. Here we focus on the class of second order quasilinear elliptic partial differential equations (PDEs), namely the problems of the form:
where Ω ⊂ R d is a bounded domain with sufficiently smooth boundary, the r.h.s. b is a real-valued function over Ω. We introduce the notation f (ξ) := g(|ξ| 2 )ξ for every
This problem will be weakly solved by means of a finite element based iterative method over the space H 1 0 (Ω), hence we introduce the weak form of (2.1) including a nonlinear operator F :
where u, v := Ω ∇u · ∇v denotes the usual inner product (inducing the norm · ) on H 1 0 (Ω). An easy computation shows that the Gâteaux derivative of this operator exists for arbitrary u ∈ H 1 0 (Ω) and it is (2.3)
The weak solution of this problem is denoted by u * , the existence and uniqueness of u * is guaranteed by the following theorem under suitable assumptions on the problem. Let the following conditions hold: (i) The domain Ω ⊂ R d is bounded, and it is C 2 -diffeomorphic to some convex set.
(ii) The function f is C 1 (R d , R d ) and the Jacobian ∂f (η)/∂η is symmetric, uniformly bounded and positive, i.e., its eigenvalues can be bounded by some
Then the operator F ′ is uniformly elliptic, i.e., it can be spectrally bounded by constants 0 < m M and this implies that the problem has a unique weak solution u * ∈ H 1 0 (Ω). For more details see [5] . The error functional of this problem is non-quadratic, namely, the error corresponding to arbitrary function u from
and hence we have
Since the unknown solution u * is involved in the computation of this functional, we would like to somehow estimate E. Our goal is to numerically illustrate the sharpness of a particular estimator of the error functional (which is detailed, besides [12] , later in Section 3), and also to show its efficiency, with the aid of problems having the form (2.1) (for the numerical experiments see Section 5).
R e m a r k 2.1. We point out here that the test problem could be more general, e.g., other types of boundary conditions (Neumann, mixed, etc.), general nonlinear problems, i.e., − div(f (x, ∇u)) could be allowed, as long as it fits into the framework of [12] , see the assumptions above. Nevertheless, if we considered more general problems it would not give more insight into the behaviour of the estimator, but it would cause many technical problems elsewhere.
The a posteriori error estimator
In this section we briefly recall the estimator itself, the theoretical and practical background of it, but we do not go into details, for a full description the reader is referred to [12] .
Let us assume that the nonlinear problem F (u) = b is given and has a unique weak solution u * , with the corresponding error functional
where the operator F satisfies the conditions (i)-(iii) from the previous section and it also satisfies the following: Then the following theorem holds: 
, and all of the assumptions of the above theorem are fulfilled.
R e m a r k 3.1. The optimal parameters in EST(u h ; ·, ·), corresponding to the given numerical solution u h , will be denoted by a superscript * , i.e., z * , w * . Using this notation, we would like to compute EST(u h ; z * , w * ).
The next paragraph is devoted to the determination of the optimal z * and w * in EST(u h ; z, w): By the above properties, the optimal value of the parameter z * should be a sufficiently accurate approximation of the gradient of u * . By the suggestions made in [12] we use an averaging operator G h , introduced in ( [9] , pp. 146-150). Namely we replace the unknown function ∇u * by the averaged gradient of the approximate solution G h (∇u h ), since in the case of linear elements G h (∇u h ) is closer to ∇u * than ∇u h , precisely we have
see [9] . Then we define
Finally, the last missing parameter w * ∈ H 1 0 (Ω) is defined as the weak solution of the linear auxiliary equation:
By a solution of this problem we always mean a weak solution.
If pure Dirichlet boundary conditions are posed, then c Ω diam(Ω) d , both for this special case and for a more general case we refer to [20] or [16] .
R e m a r k 3.2. The following property of the estimator is crucial. For piecewise linear finite elements the numerical integration of the right-hand side is very easy, therefore the solution of the auxiliary problem is also very easy, to be precise it requires considerably less computation than the solution of the nonlinear problem. Hence, if we solve it on a much finer mesh, we can increase the efficiency of the estimator easily and quickly. This property is one of the strengths of this estimator, it will play a very important role later on.
Numerical aspects of the estimator and the tests
This section is devoted to the description of the numerical aspects of both the nonlinear solver and the estimator from Section 3 in detail. We also discuss some particular parts of them, concentrating on the numerical aspects and on the efficiency of the applied techniques.
Solving the nonlinear problem.
We numerically solve the problem (2.2) by finite element based iterative methods: a quasi-Newton method with a piecewise constant but stepwise variable preconditioner in one dimension, and a Newton's method in two dimensions. The idea behind using not just one nonlinear solver is to show that the estimator works well with various nonlinear solvers.
First we define a triangulation of our domain Ω, and the corresponding finite element subspace V h ⊂ H 1 0 (Ω), consisting of the piecewise linear functions vanishing on the boundary ∂Ω.
The first of our two iterative solvers is a quasi-Newton method:
where τ n is a damping parameter and the function ω n piecewise constantly approximates the nonlinear term in the derivative F ′ . In our case the domain Ω is usually decomposed into several (usually less than five) parts, where the function ω n is constant.
The second solver is a damped inexact Newton method:
p n ∈ V h is the solution of the problem:
where τ n is again a damping parameter. The first method was developed by Karátson and Faragó in [11] , and both of these methods have been intensively investigated, see e.g. [5] , [15] , [13] , or generally on nonlinear methods and Newton-type methods see [21] and [4] , respectively.
Throughout the paper, all of the finite element related objects, i.e., solving the nonlinear and the auxiliary equations, the computation of norms, are in accordance with the well known element-by-element assembly techniques combined with the use of a reference element.
R e m a r k 4.1. During these algorithms we have to compute the gradient of a piecewise polynomial function from V h , which can be done by a little modification of the general matrix assembly idea. To be precise, going over the nodes and using sufficient order of finite differences yields an exact derivative of v ∈ V h .
4.2.
Fast and accurate assembly of the stiffness matrix S. The crucial step in the assembly of the linear auxiliary equations is the computation of the integrals (or matrix elements):
where u n ∈ V h is obtained as before, and the unknown function is p n = n(h) j=1 c j φ j , for every basis function φ k , k = 1, 2, . . . , n(h) (here n(h) denotes the number of basis functions spanning the FEM subspace V h , this notation will be used later as well). We have to compute the matrix in each iterative step, hence the assembly needs to be very fast. The elements of the matrix S are the following:
for j, k = 1, 2, . . . , n(h).
We formulate our approach and result in the following proposition.
Proposition 4.1. For a given u h ∈ V h the matrix S can be assembled as follows:
where T h is a triangulation of the domain. Furthermore, the integrals over the triangles T ∈ T h can be expressed by integrals over the reference triangle T 0 and the basis functions ϕ over it, e.g.,
The other three integrals have an analogous form. Finally, the integrals over the reference element T 0 can be exactly calculated in advance.
P r o o f. As u n ∈ V h is a continuous piecewise linear function, its gradient is a piecewise constant function. To achieve the goal posed in the title of this subsection, we will highly exploit this fact. We will detail our approach just for the second term (4.2), the same works for the other one too.
At first let us just concentrate on the multiplication:
The other term (4.1) has a similar, but a bit simpler structure, therefore the above idea can be easily adapted.
Returning back to the original integral form of the stiffness matrix and using the above formulae, we end up at
where the collected terms (in brackets) are constant over each triangle T of our mesh T h . This allows us to compute our matrix S as follows.
where we denote by f | T the value of an arbitrary piecewise constant function f over the element T ∈ T h . Here, as usual, the integrals of partial derivatives of the basis functions over the elements T can be exactly calculated with the aid of the reference triangle T 0 , and the basis functions ϕ k . Since this is well known, we only show this computation in the case of
where the functions ϕ k are the basis functions defined on the reference element, and C, b define the affine linear map between T and T 0 . These values can clearly be calculated analytically in advance.
The assembly of the matrices corresponding to the first method can be done in the same way. R e m a r k 4.2. The idea of using a reference element is also very useful during the calculation of the right-hand side integrals. We only need to transform the nodes of a chosen quadrature rule to the triangle we are currently working on.
We also note here that in our case the integrals over the reference element were exactly calculated with the aid of Maple.
4.3.
The smoothing operator G h . We would like to define a smoothing operator to achieve better approximation of ∇u * . Namely, as we mentioned before in (3.3), there exists a smoothing operator which satisfies
instead of the usual first order estimate. Before defining the operator G h , we recall that T h := {T k } are triangulations of the domain Ω ⊂ R d . Now we introduce the space of piecewise constant functions:
This space is important in the sequel, since if we compute the gradient of a piecewise linear function u ∈ V h , then it will lie in the space (V
Later we would like to compare smoothed and original gradients and also apply differential operators to them, see (3.2), therefore the smoothing operator has to map from (V const h
d to achieve the above goals.
In [9] an appropriate smoothing operator was introduced, defined for
as follows (and here we immediately drop the components subscript). In the nodes of the mesh we have
where t := t(x) ∈ {1, 2, . . . , 6} is the number of triangles which contain the node x ∈ Ω, and m t is the number of triangles T x j sketched in Figure 1 (we only displayed the cases which we will need later), just as the real valued weights w x j . Otherwise the function is a piecewise linear interpolation over the nodes. This smoothing operator is sharp for arbitrary quadratic polynomial v. This and the proof of estimate (3.3) can also be found in [9] . R e m a r k 4.3. We mention here that in this case the operator G h can be represented by a matrix, but we do not need it exactly, just its action over a vector. This can be done by following the ideas of the assembly, but for the nodes. (The same idea was mentioned in Remark 4.1, but for the gradient.) 4.4. The auxiliary problem and its solution, mesh refinement and prolongation. We would like to weakly solve our linear auxiliary problem
on a finer mesh exploiting the property of EST(·; ·, ·) from Remark 3.2, namely
where, instead of our original triangulation
we define a finer mesh T h f := {T k ; k = 1, 2, . . . , n(h f )}, where the ratio ̺ = h/h f is given, and every triangle of T h is divided into ̺ 2 similar triangles, these latter ones form T h f . The unique weak solution of (4.3), denoted by w * , is the optimal parameter w corresponding to u h . Again, because of the involved norms and the easier computation of the right-hand side of (4.3), it is convenient to use prolongation operators from multigrid theory, especially the theory of nested finite element subspaces plays an important role here.
We briefly recall these ideas here. On the coarser mesh we still use the space V h , and on the finer one we use the subspace V h f , namely we have
of the usual linear Lagrangian basis functions. Hence, the important relation
holds. This yields the following form of the basis functions v k ∈ V h :
y j v j ∈ V h , then by the above equation, we have
Hence, by β T we defined the prolongation operator P :
With the aid of this operator the assembly of matrices and vectors to solve (4.3) is faster, since the standard techniques (from Proposition 4.1 and the following remark) are applicable. R e m a r k 4.4. (i) The advantage of this approach is not just its convenience, but mainly it is the fact that if we avoid this technique, then during the computation of the values
we have to calculate the values of z * ∈ V h in the nodes of the quadrature rule on the finer triangles. The creation of a finer mesh (i.e., nodes and elements) is also inevitable, but if we compute them the calculation of the prolongation operator is nearly at no cost.
(ii) Its advantage is more significant if we use higher order finite element basis functions, or we apply any but the standard refinement, e.g., in some adaptive hp-FEM solvers.
The norms in the estimator EST(·; ·, ·).
The three involved norms of the estimator from (3.1) and (3.2), namely Suppose that we have a quadrature rule defined over the reference triangle, then it is easy to compute the values of the basis functions in the given quadrature nodes. By going over the triangles of our mesh one can easily compute the values of the functions in the norm (or in the inner product).
Since one has to compute many integrals numerically, it is crucial to use a quadrature rule that requires as few function evaluations as posible for both the basis functions and others (g, b or f ). This can be achieved by rules where a node and the corresponding value can be used multiple times, e.g., points over the element's boundary. In our case we used a simple three-point rule using the vertices of the triangles with weights 1/3. 
The reason to cut the function g is to ensure that the nonlinear operator above is defined on H 2 (Ω) ∩ H 1 0 (Ω). Finally, the right-hand side b is chosen so that the exact classical solution u * is known precisely. For more details of this problem the interested reader is referred to [6] . This kind of quasilinear problems is also considered in [2] . We also need the constants appearing in the estimator, namely M , m, L and c Ω from Theorem 3.1.
Theorem 5.1. Let Ω be the domain given above. If in addition the function g is given as in (5.1), then the following statements are true for the operator F :
(i) There exist constants M m > 0, independent of u and p, such that the derivative of F satisfies
where m = g(0) = 0.51 and M = g(η 0 ) + 2g 
is straightforward, i.e., m = g(0) = 0.51. The upper bound comes from the estimate
where M := max
(ii) According to ([10] , Section 3) the derivative of g(r 2 )r is Lipschitz continuous if the following conditions hold: 
and
The computed constants are
Hence, L = L 1 ≈ 11.935094.
(iii) This follows from the sharp constant of Steklov's inequality over the interval [0, 1].
Numerical results.
Our experiments were carried out in the following way: ⊲ The FEM discretization was done by using linear Courant elements over a (not necessarily) uniform mesh (of squares divided into two equal triangles, as in Figure 1 ). ⊲ We carried out element-by-element assembly, with the aid of a reference element. The numerical integrations were done with a sufficient order, just as the numerical differentiation. ⊲ The Newton-type methods were damped. We used different piecewise constant coefficient variable preconditioners: the domain was decomposed into at most d = 4 pieces. ⊲ The stopping criterion for the nonlinear solvers was
⊲ The code was written in Matlab and the auxiliary linear algebraic systems were solved using the built-in solver \mldivide. The following tables and their corresponding plots show the error functional compared to the estimator, also the effectivity index is displayed, while the log-log plots only show the values of E(.) and EST(·; ·, ·) (the true error E is marked by * ).
The CPU times were reasonable but they are not displayed here, since our numerical tests were carried out on a standard desktop computer.
One-dimensional case.
Here we set the right-hand side function such that our exact solution u * is the bubble function x(1 − x).
In Table 1 we can see the basic results, where the auxiliary problem (the one which yields w * ) is solved on the original mesh, i.e., ̺ = 1.
According to Remark 3.2, in Tables 2 and 3 we refine our mesh by a ratio ̺ to solve the auxiliary problem. The improving effect of this step can be nicely seen in the tables and even better in the plots. Table 2 .
Comparison of E(u h ) and EST(u h ; z * , w * ) for the refined mesh by a ratio ̺ = 2 Table 3 .
Comparison of E(u h ) and EST(u h ; z * , w * ) for the refined mesh by a ratio ̺ = 2 5.2.2. Two-dimensional case. Switching to the two-dimensional case, our solution is now u * (x, y) = 16x(1 − x)y(1 − y). This time the efficiency of the estimator can be better seen on the effectivity index in the tables. The idea of refining the mesh of the auxiliary problem, see Remark 3.2, is more important now.
The best effectivity index in the two-dimensional case is not as good as in the one-dimensional case, which is due to the lack of computational capacity, but we expect the same good results for finer meshes (k = 8, 9, 10, . . .). The coarse mesh (k 4) accuracy could be improved by applying a rule with more nodes, or some composite quadrature rule over the reference triangle. The first and second values in the tables are very close, since for k = 1 the mesh has only boundary nodes, hence the FEM approximation is "very good" in this irrelevant case due to the Dirichlet boundary conditions.
Conclusions
Our experiments show that this estimator cooperates well with different nonlinear iterative solvers, and that it is indeed efficient and highly applicable for a posteriori error estimation.
The sharpness of the estimation is in a close connection with the accuracy of the numerical solution of the auxiliary problem (which yields the parameter w * ), to be precise its accuracy highly depends on the applied mesh refinement. Our experiments suggest that the sharpness of the estimator in higher dimensions can be increased in two ways. One can raise the computational capacity or parallelize the method, or apply a better smoothing operator, e.g., one that is sharp for higher order polynomials, therefore decreasing the error coming from the numerical solution of the auxiliary problem (4.3).
Another strength of the estimator, which was numerically observed, is that both in EST and D (i.e., (3.1) and (3.2)) the dominant terms are multiplied by a factor which can be easily decreased by refining the mesh of the auxiliary problem.
Altogether we can see that this a posteriori error estimator is both efficient and sharp, it cooperates well with different iterative methods, and that it requires just a few parameters to compute (the constants m, M , L and c Ω ). We were also able to demonstrate the importance of the auxiliary problem.
