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1~ lntroduçao 
Neste trabalho, são apresentados alguns métodos para obtenção de soluções 
clássicas e fracas, para alguns problemas de valores iniciais (PVls), envolvendo 
modelos de leis de conservação unidimensionais do tipo u, + f (u)x = 0. 
No primeiro capitulo, são estabelecidas formas generalizadas das leis de 
consen/ação, em uma e n-dimensões. Modelos importantes, que aparecem em 
diversas aplicações, são obtidos a partir dessas leis de conservação através de 
diferentes relações constitutivas. 
No capitulo dois, estuda-se o método das cun/as características planas para a 
obtenção de soluções clássicas de problemas de Cauchy envolvendo EDPs de 
primeira ordem lineares. Sobre certas condições, são obtidas soluções gerais, 
definidas em toda região considerada. Estuda-se também como são propagadas 
singularidades da condição inicial. 
No capítulo três, são estudadas as EDPs quase lineares de primeira ordem. 
Desenvolve-se a teoria das soluções regulares para os PVls, utilizando-se as curvas 
caracteristicas espaciais. Neste caso, soluções clássicas são obtidas quando se 
impõe condições especiais sobre o dado inicial, o que não ocorria no estudo do caso 
linear que requeria apenas regularidade do mesmo. As principais diferenças entre 
EDPs lineares e quase-lineares são também discutidas. Devido a não linearidade 
dos termos que envolvem as derivadas nas EDPs quase-lineares, as soluções 
clássicas para essas equações são válidas somente em uma vizinhança do dado 
inicial. 
Ao considerar f continuamente diferenciável, as lei de conservação são 
representadas por equações quase-lineares que, em geral, desenvolvem a formação 
de choques (singularidades devido à intersecção de curvas características) em um 
tempo finito bem pequeno. Logo, a formulação diferencial da lei de conservação não 
fornece uma solução global (para todo t> O) e o modelo matemático não descreve 
adequadamente o fenômeno. Estudam-se, ainda, alguns exemplos de PVls para a 
equação não linear de Burger invíscida.
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No capítulo quatro, em consequência das singularidades em tempo finito nas 
leis de conservação não lineares, o conceito de solução é generalizado, permitindo 
que existam soluções regulares por partes: permite-se que u e f não sejam 
regulares. Neste caso, soluções fracas para leis de conservação unidimensionais 
são obtidas através da teoria das distribuições. Partindo da formulação fraca de 
solução, e considerando como hipótese que as descontinuidades sejam propagadas 
ao longo de uma curva regular simples - curva de choque, obtém-se a condição de 
salto. Percebe-se que, em geral, as curvas de choque da solução não coincide com 
as curvas caracteristicas planas. Em alguns PVls, podem ser obtidas várias 
soluções que satisfaçam a condição de salto. Então, ao enfraquecer a noção de 
solução, surge um agravante: a falta de unicidade. Esse problema é superado ao 
considerarem-se critérios de admissibilidade das soluções, selecionando-se, dentre 
as possiveis soluções, aquelas que fazem sentido físico. Estudam-se o critério de 
entropia e o critério de viscosidade que são aplicados a alguns PVls da equação de 
Burger inviscida discutidos anteriormente.
Capítulo 1 
Preliminares 
As Leis de conservação são, em geral, representadas por equações em forma 
integral ou diferencial que expressam o fato de certa quantidade não se alterar 
diante de várias modificações pelas quais passa o sistema em estudo. Essas 
equações determinam como um processo evolui com o tempo e por isso são 
chamadas de equações de evolução. A quantidade conservada pode ser uma 
substância material, como a massa de um fluido em um escoamento, ou um 
conceito abstrato que tenha significado apenas matemático, como é o caso da 
energia. 
A formulação diferencial das leis de conservação é obtida através da forma 
integral, que é baseada em princípios de conservação aplicados a volumes de 
controle. Para isso, na formulação integral, devemos supor que as funções no 
integrando sejam continuamente diferenciáveis, restringindo deste modo a classe 
das soluções possíveis. Essas soluções regulares em todo dominio são chamadas 
soluções clássicas. Por isso se quisermos soluções mais gerais, devemos estudar 
as leis de conservação em sua formulação integral. As soluções que não são 
regulares em alguns pontos, ou seja, que são regulares em parte do domínio, são 
chamadas soluções fracas.
4 
1.1. Leis de conservação 
Neste capitulo, serão discutidas as leis de conservação em suas formulação 
integral e diferencial. Na sequência obteremos a forma geral das leis de 
conservação unidimensionais e a forma geral em R". Esta última será motivada 
pela obtenção de uma lei de consen/ação de massa associada a escoamentos de 
fluidos. 
1.1.1. Leis de conservação unidimensionais 
Consideremos u =u(x,t) uma função que depende apenas de uma variável 
espacial xe IR e do tempo z>0. Essa função representará a concentração por 
unidade de volume de uma substância em um tubo, sendo que ela se mantém 
constante em cada secção transversal A, variando apenas na direção x. Seja um 
segmento arbitrário do tubo denotado pelo intervalo I =[a,b]. A porção do tubo 
representada por esse intervalo será chamada _de volume de controle, veja figura 
1 .1 _ 
í) 
Iii. 
> A) ) fã > 
a nx xx: b
x 
Figura 1.1. Lei de consen/ação unidimensional. 
Logo, a quantidade total da substância dentro do volume de controle será, 
jVz,(z,z)âV = fzz(z,z)Aâx.
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Assumiremos que haja movimento dessa substância através do tubo e que esse 
movimento seja somente na direção axial. Definiremos o fluxo ¢(x,t) da substância 
no tempo r que atravessa a secção transversal correspondente a x, como a 
quantidade de substância que atravessa a secção no tempo t por unidade de ánea 
por unidade de tempo. Por convenção, ¢ será positivo quando o fluxo for na direção 
positiva do eixo x e negativo quando for na direção oposta. Assim, a taxa de 
transferência liquida da substância para dentro do volume de controle no tempo t 
será a diferença entre a quantidade de substância entrando em x=a e saindo -em 
x = b : 
¢(a,r)A-¢(b,r)A. 
A quantidade u pode ser criada ou destruída dentro do volume de controle 
por uma fonte externa ou interna. Denotamos por g(x,t,u) o termo fonte que é uma 
função local, dependendo de cada x. A função g é a taxa com a qual a quantidade 
u é criada ou destruída em x no tempo t, por unidade de volume. Portanto, a taxa 
de criação ou destruição da substância em todo o volume de controle é dada pela 
integral, 
Lg (x,t,u)dV = fg(x,t,u)Adx. 
A lei de conservação para a substância pode então ser formulada, em linguagem 
matemática, da seguinte forma 
ZÉ fu(x,z)âx=¢(a,z)-¢(ó,z)+ g(x,z,u)‹z›z, (14) 
significando que quando a quantidade da substância varia dentro do volume de 
controle, essa variação é proveniente da transferência liquida da substância para 
dentro do volume de controle mais a taxa de criação da substância dentro do volume 
de controle. Essa é a lei de conservação na formulação integral, valendo mesmo que 
u, ¢ não sejam funções diferenciáveis ou g não seja continua. Podemos agora
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obter uma formulação diferencial para (1.1), desde que consideramos que as 
funções u e ¢ sejam continuamente diferenciáveis e que g seja continua. Da 
regularidade de u e ¢, podemos aplicar o teorema fundamental do cálculo na 
primeira integral abaixo e usar a regra de Leibniz para derivar sobre o sinal de 
integração na segunda obtendo, 
¢‹f›,z›-‹»‹«»›= jf¢›,.‹›‹»›‹1›‹z 
gt-J:u(x,t)dx = fu, (x,t)dx. 
Acrescentando às condições anteriores a continuidade de g, a lei de conservação 
pode ser escrita como, 
_|:[u,(x,t)+¢x(x,t)-g(x,t,u)Jdx=0 para todo intervalo I=[a,b]. (1.2) 
Assim o integrando de (1.2) é uma função contínua de x, e como essa equação 
pode ser considerada para todos os intervalos de integração I , resulta que o 
integrando anula-se identicamente, ou seja, 
u,(x,t)+¢x (x,t)=g(x,t,u), xe R, t>0. (1.3) 
1.1.2. Equação de continuidade 
A dedução da equação de continuidade nos ajudará a entender melhor o 
termo de fluxo nas leis de conservação, discutido de forma generalizada na 
subseção anterior como também na próxima. 
Consideremos a função p = p(x,t), que representa a densidade de um fluido 
em uma região DQIR3, no tempo t. Nesse domínio, seja V uma região fechada
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arbitrária com fronteira regular BV, o volume de controle. A massa total de fluido 
dentro de V no instante t é, 
j`V,›(z,z)âV. 
_. A taxa de variaçao total da massa de fluido em V deve ser equilibrada pela taxa de 
criação de fluido produzida em V através de fontes, mais a taxa líquida do fluido que 
flui pela fronteira ÔV. Seja v(x,t) o campo de velocidades definido emD e n(x) o 
campo vetorial formado pelos vetores unitários normais extemos a V. Assim a 
massa Am de fluido que atravessa um elemento de área diferencial AS de ÔV em 
um inten/alo de tempo ínfinitesimal At está contida em um cilindro de base AS e 
geratriz vAt, onde v(x,t) é a velocidade do fluido no entorno de AS no instante 
At. Veja figura 1.2.
/ 
Figura 1.2. Interpretação do fluxo de massa através do elemento de área diferencial da fronteira do 
volume de controle. 
Do exposto acima, podemos então obter a equaçao para a massa de fluido, 
Am = p(x,t)v(x,t)-n(x)AtAS. 
Definimos o fluxo de massa ¢(x,t) como a grandeza vetorial que representa a 
quantidade de massa fluindo através da superfície no tempo t por unidade de área 





Agora da (1 .4), temos que a taxa de transferência de massa para fora da superfície 
S é dado pela integral de superfície 
LV¢(z,z)«zz(z)âs. , 
Denotando por g= g(x,t, p) o temwo fonte, a taxa com a qual a quantidade de 
massa é produzida em V é detenninada por, 
Lg(z,z,p)z1V. 
Conseqüentemente, a lei de conservação para p é dada em sua formulação integral 
por, 
É jVp(z,z)âVz-LV¢(z,z).›z(z)âs+ lVg(z,z,p)âV. 
A formulação integral da lei de conservação pode ser reformulada como uma 
~ ~ condiçao local, ou seja, uma formulaçao diferencial, desde que p e ¢ sejam 
funções regulares. Nesse caso, usando o teorema de divergência de Gauss, a 
integral de superfície pode ser escrita como uma integral de volume em V, 
J[W¢-nas = Lóiv¢dV 
e passando o operador de derivação para dentro do sinal de integração, obtemos
9 
Lp,(x,z)dV=-l'Vâiv¢(x,z)âV+ Lg(z,z,p)dV. 
Então, uma vez que V foi escolhido de forma arbitrária, obtemos a formulação 
.. diferencial da equaçao de continuidade com um termo fonte, 
p,(x,t)+div¢(x,t)=g(x,t,p), xe D, t>0. (1.5) 
1.1.3. Forma geral das leis de conservação 
Nesta subseção, generalizaremos os resultados obtidos na dedução da 
equação da continuidade para leis de conservação em geral. Consideraremos uma 
substância qualquer no espaço R" que é conservada. Sendo u(x,t), com 
x=(x,,x2,...,x,,), a densidade dessa substância por unidade de volume, podemos 
generalizar a (1 .3), como 
lVzz(z,z)âV, 
que é a quantidade total de substância dentro do volume de controle V em D C R". 
Se g(x,t,u) denota o termo fonte, a taxa de criação da substância dentro do volume 
de controle é 
lVg(z,f,zz)âV, 
e a taxa de transferência líquida da substância para fora do volume de controle é 
j;W¢(x,z)-n(x)ds, (1.ô)
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onde ¢(x,t) representa a quantidade de substância fluindo através da superfície no 
tempo t por unidade de área, por unidade de tempo. A função ¢ em (1.6) é uma 
generalização que depende de cada modelo fisico, sendo na equação da 
continuidade dada por ¢(x,t)=pv. De uma forma geral, ¢ é baseada nas 
propriedades físicas do meio, que decorrem de observações empíricas. Essas 
equações são chamadas de relações constitutivas ou equações de estado. 
A lei de conservação na fonnulação integral é dada por 
É jVu(z,z)âV = -l£W¢(z,z).zz(z)às+ lg(z,z,u)âV, 
e, se as funções u e ¢ forem C1 (D) e a função g for continua em D, aplicamos o 




1.2. Definiçoes e exemplos 
lntroduziremos, nesta seção, algumas definições importantes que serão 
utilizadas no decorrer do texto. 
Definição 1.1. Uma equação a derivadas parciais ou equação diferencial parcial 
(EDP) em n variáveis independentes x¡,...,x,,, é uma equação da forma 
du Bu Ôzu Õzu õku F ›"'a › ›"'› 9 ›"'›""W ›"':' :O9 {x' X" ax. ax" axf ax,az,, agf) (1 ) 
onde x= (xl,---,xn)e S2 é um subconjunto aberto de IR", F é uma função dada e 
u = u(x) é uma função que queremos determinar. 
Definição 1.2. Chama-se ordem de uma equação do tipo (1.7) a maior das ordens 
das derivadas parciais que aparecem na equação. 
Definição 1.3. Consideremos u:Q -› R com Q aberto em R". Dizemos que u é 
de classe C” em S2, e escrevemos ue C°(£2), quando u é contínua em Q. Dado 
k=1,2,... dizemos que u é de classe Ck, e escreveremos ue Ck quando 
todas as derivadas parciais de u de ordem k são funções contínuas em Q. 
Finalmente dizemos que u é de classe C” em Q quando u é de classe C* em Q 
para todo k. 
Definição 1.4. Soluções clássicas ou regulares: chama-se solução clássica de uma 
equação diferencial de ordem m do tipo (1.7) em um aberto QCIR" dependente 
das variáveis x1,x2,...,xn a uma função
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u =u(x¡,x2,...,x,,)e Cm (Q), 
tal que a substituindo juntamente com suas derivadas na equação (1.7) obtemos 
uma identidade. 
Como foi dito na introdução deste capítulo, soluções mais gerais podem ser 
obtidas. Podemos obter soluções que não sejam C1(£2) em alguns pontos do 
dominio; considerando, por exemplo, que suas derivadas não sejam contínuas. 
Logo, para esse tipo de solução podemos, eventualmente, perder a 
diferenciabilidade em alguns pontos de Q. Essas soluções que não são regulares 
em todo o dominio são ditas soluções fracas ou generalizadas. 
Para obtenção de soluções fracas, devemos ter em mente que elas são 
obtidas desde que o problema esteja bem posto. Podemos definir informalmente 
como em (EVANS, 1997) o que vem a ser essa noção: 
Definiçao 1.5. Problema bem posto: Diz se que um determinado problema para uma 
equação diferencial parcial é bem-posto se: 
(a) o problema tem uma solução; 
(b) essa solução é única; 
(c) a solução depende continuamente das condições iniciais do problema. 
t Uma pergunta que surge na resolução dos problemas envolvendo equaçoes 
diferenciais parciais é: que condições devemos considerar para que a soluçao obtida 
seja única? 
Definição 1.6. Problema de Cauchy: Podemos considerar o problema de valor inicial 
(PVl), que consiste em estudar a existência e unicidade de solução, no qual 
conhecemos o valor da função procurada ao longo de uma curva inicial contida em
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um domínio, aberto não limitado. Um PVI como esse é conhecido como um 
Problema de Cauchy. 
Definição 1.7. A equação diferencial (1 .7) chama-se linear se F é linear em relação 
a u e a todas as suas derivadas parciais. Caso contrário, a equação é dita não 
linear. Em particular, uma equação diferencial de primeira ordem linear para uma 
função de duas variáveis x, y tem a forma, 
a(x,y)ux+b(x,y)uy+c(x,y)u=d(x,y). (1.8) 
Observamos que as EDP`s não lineares são classificadas de acordo com o tipo de 
não linearidade. Neste trabalho estudaremos alguns casos importantes de equações 
nao lineares. De modo particular, estamos interessados nas equações quase 
lineares. 
Definição 1.8. Uma equação do tipo (1.7) é dita quase linear se é linear somente 
com relação às derivadas parciais da ordem da equação. Em particular uma 
equação diferencial de primeira ordem quase linear para uma função de duas 
variáveis x, y tem a forma, ~ 
a(x,y,u)ux +b(x,y,u)uy +c(x,y,u)u = d(x,y,u). (1 .9) 
Exemplo 1.1. A equação diferencial parcial quase linear -É-LÍ+y(l-u)-gy-= (y-1)u X y 
surge no estudo da teoria unidimensional de transporte de nêutron 
(ZACHMANOGLOU; THOE, 1986, p.63). 
Observação 1.1. As equações do tipo (1.8) e (1.9) aparecem em problemas de 
cálculo variacional, em mecânica e em óptica geométrica (JOHN, 1982, p.9).
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Exemplo 1.2. Considere a equação de continuidade (1 .5) para fluidos 
incompressíveis com a presença do termo fonte, 
p, +div(pv) = g(x,t,p). 
Expandindo o termo sobre o operador divergência, 
p,+Vp-v+p(diV v)=g(x,t,p). 
Agora , levando em conta que para fluidos incompressíveis, a divergência do campo 
de velocidades é nula, div v = O, obtemos que 
p, +v-Vp=g(x,t,p). 
Em particular no caso unidimensional a equação reduz-se a 
P, +v(X›f)/1,, (X1) =g(×›fz/>)» 
que é uma equação linear a coeficientes variáveis onde a variação na densidade de 
massa, p,, surge somente devido ao termo fonte. 
Se for considerado na equação de continuidade com o operador de divergência 
expandido o termo fonte nulo, g -=~ 0, o fluido será homogêneo, p, = 0. Nesse caso a 
equação de continuidade reduz-se a forma trivial, divv = 0.
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1.3. Relações constitutivas e modelos importantes 
As equações que descrevem formulação diferencial das leis de conservação 
contêm duas quantidades desconhecidas, a densidade u e o fluxo ¢. Logo, como já 
discutido, precisamos de uma nova equação que relacione a densidade com o fluxo. 
Essa equação adicional é uma relação baseada em raciocinios empíricos sobre as 
propriedades físicas do meio ou os processos envolvidos. Elas são chamadas 
relações constitutivas ou equações de estado. Assim, uma equação constitutiva está 
em um nivel diferente da lei de consen/ação básica: ela é uma lei fundamental da 
natureza conectando a densidade u com o fluxo ¢, uma equação aproximada de 
origem empírica. Em seguida, obteremos alguns exemplos de modelos físicos 
obtidos ao considerarmos determinadas relações constitutivas nas leis de 
conservação na formulação diferencial. 
Exemplo 1.3. Equação de difusão. Suponhamos que um determinado processo seja 
~ . _. 1 - .- governado pela lei de conservaçao básica em uma dimensao e que a principio nao 
tenhamos a presença do termo fonte (g = 0), 
zz,+¢x=o, xêiitâ, z>o. (1.1o) 
Em muitos processos fisicos observa-se que a substância flui de regiões de maior 
densidade para regiões de menor densidade a uma taxa diretamente proporcional 
ao gradiente de densidade de u, isto é, ¢(x,z) ‹× uI(x,t). Essa relação é chamada 
de /ei de Fick: 
¢(x,t)=-Dux (x,t). (1.11) 
Os processos descritos por essa lei linear são conhecidos como processos difusivos. 
A constante de proporcionalidade positiva D é chamada constante de difusão. 
Combinando (1.10) e (1.11) obtemos uma única equação de segunda ordem linear 
para a densidade u = u(x,t) dada por
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zz,-Dum =o. (1.12) 
A equação (1.12) é chamada de equação de difusão, ela governa processos 
consen/ativos quando o fluxo é especificado através da lei de Fick. 
Observação 1.2. A difusão é um fenômeno baseado no movimento browniano. O 
movimento browniano é o movimento aleatório que se obsen/a em algumas 
particulas microscópicas em um meio fluido. O movimento aleatório dessas 
partículas se deve ao bombardeamento incessante entre as moléculas do fluido 
submetidas a uma agitação térmica. A equação de difusão pode ser obtida 
rigorosamente fazendo-se uso da teoria de probabilidades na descrição do 
movimento Browniano. 
Exemplo 1.4. Equação de reação-difusão. Se considerarmos o termo fonte (g ¢ 0). 
A lei de consen/ação unidimensional 
u, +¢x = g(x,t,u) , 
e considerando a lei de Fick (1 .28) obtemos a equação 
u, -Dum = g(x,t,u), 
que é chamada uma equação de reação-difusão. Equações de reação-difusão são
~ não lineares se o termo de reaçao g é não linear em u. 
Exemplo 1.5. Equação de Advecçäo. Neste caso lidamos com um termo de fluxo 
mais simples. Ele é determinado pela relaçao linear 
¢=cu (1.13) 
na qual c é uma constante positiva que tem dimensões de velocidade. Substituindo 
(1 .13) na lei de conservação (1 .10) obtemos
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u,+cux =0 (1.14) 
que é a equação de advecçäo. O termo advectivo, neste contexto, se refere ao 
movimento horizontal de uma substância fisica sem distorção. Esta equação 
também é designada por equação de convecção ou de transporte. 
Observação 1.3. De forma mais precisa, a convecção é um fenômeno que ocorre 
em fluidos e combina difusão e condutibilidade térmica. Ela surge pela diferença de 
concentração criada por diferenças de temperaturas. A difusão molecular, a 
condutibilidade térmica e a viscosidade são três importantes fenômenos de 
transportes. A viscosidade também é uma combinação de difusão molecular e 
condutibilidade térmica. Os detalhes podem ser consultados em (ALONSO, 1972). 
Exemplo 1.6. A equação de difusão advecçäo de Burger. À lei de conservação 
básica (1 .10) sem o termo fonte, agregamos a relação constitutiva, 
¢=-Dux +f(u) 
e obtemos a seguinte equação para a densidade u, 
ut-Dun+f(u)x =0. (1.15) 
Agora temos duas condições que contribuem para o fluxo, o termo difusivo ~Dux, 
dado pela lei de Fick, e um termo advectivo f que depende unicamente de u. 
No caso especial, que f (u) = u2/2 a equação (1 .15) é escrita como, 
u, +uux = Dum (1.16) 
que é conhecida como equaçao de Burger com viscosidade, que é uma das 
equações fundamentais em modelos de mecânica dos fluidos. Quando D = 0, sem a 
presença de difusão, temos 
u,+uux=0 (1.17)
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que é chamada de equação de Burger inviscida. Ela é uma equação de advecção 
não linear. 
Observação 1.4. O termo Dum está associado à dissipação de energia. No contexto 
da dinâmica dos gases, ele é o termo de viscosidade. A equação de Burger inviscida 
pode ser interpretada como um caso limite da equação (1 .16) quando se considera o 
coeficiente de viscosidade tendendo a zero. 
Exemplo 1.7. Considere a equação de advecçäo (1.14), u,+cux=0 com 
(x,t)elR×[0,+‹×›). 
Sua solução u(x,t) é uma função de distribuição de densidade no tempo t. 
Supondo que a conhecemos no tempo t = 0: u(x,0) = h(x), e que seja h de classe 
C] 
. A equação com sua condição inicial constituem o problema de Cauchy, 
{u, 
+ cux = 0 
u(x,0)=h(x). 
Fixamos agora um ponto (x0,0) sobre o eixo x e definamos uma função dada por 
v(t) = u(x0 + ct,t). Os valores da função v(t) correspondem aos valores da solução 
ao longo da reta x = xo +ct. Derivando essa função v(t) em relação a t, obtemos 
v'(t) = 3_Í(x0 + ct,t)%(x0 + ct) +-gi;-(xo + ct,t)št-(I) ou ainda, 
z Ô Ô - , v (t) = cš(x0 +ct,t)+í:(x0 +ct,t), e da equaçao (1 .14) obtemos v (t) = 0,0 que 
resulta em v(t) = const. 
Assim vemos que a funçao v é constante com o tempo, ou seja, o valor de u 
é constante ao longo da reta, e
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u(x,t) =u(x0,0) =u(x-ct,0), 
uma vez que xo =x-ct. 
Essas retas ao longo das quais a solução da equação de advecção é 
constante são chamadas de retas características da equação. No capítulo seguinte, 






Figura 1.3. Reta característica da equação (1 .33) com ponto de partida (x0,0) . A solução é constante ao longo 
dessa reta. 
Da condição inicial temos, u(x0,0) =h(x0) =const, então u(x,t) =h(x-ct). 
Logo, a solução do problema de Cauchy é dada por 
u(x,t) = h(x-ct), com he C' (R). 
Essa solução mostra que a distribuição de densidade inicial da substância u(x0,0) é 
transportada com velocidade c para a direita ou para a esquerda, sem deformação, 




//,l///////// A A , 
Figura 1.4. Diagrama característico e evolução do perfil de distribuição inicial, com intervalos de tempos iguais, 
transportado horizontalmente sem defonnação através da equação de advecção. 
Um caso particular desse PVI é o estacionário, onde a velocidade de 
transporte é nula, c = 0: u, = 0. Integrando a equação obtemos, u(x,t) = g(x) onde 
g é de classe C' e arbitrária. Da condição inicial, concluímos que hëg. Isso 
N .-. ~
U significa que a solução nao se altera com o passar do tempo: a distribuiçao inicia 
permanece a mesma. 
Exemplo 1.8. Comparação entre advecção e difusão-advecção. Consideremos um 
tubo horizontal onde há um escoamento de um fluido com campo de velocidade 
constante igual a c>0. Nesse tubo é acrescentado um traçador quimico. Na 
primeira figura, em um tempo t > 0, a distribuição inicial do traçador é trans/adada 
por advecção a uma distância igual a ct. Na segunda, a distribuição inicial é 
transladada por um distância igual a ct e modificada por difusão. 
Q n 0 ¡ 0 0 oo °.. 1 0 '.. o‹ ° , . ' 0 o 0. o 0. 9 ' 0 'O ,, _ ' À ..o ° 0 .Q ¡ O . ° 
0 ' O. 0 ° Q' 0 ° 0. ° 1 0 
. . 0 
ø 0.o. Q 0... o 0.0. . . o 0 , 
x=0 xzcz x=0 xzzzz 
Advecção Advecção-Difusao 
Figura 1.5. Perfis de transporte horizontal de matéria advectivo e advectivo-difusivo. 
Logo, a presença do termo dissipativo altera o perfil inicial do traçador ao longo do 
tempo.
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Exemplo 1.9. Neste exemplo, listamos algumas equações obtidas com o fluxo tendo 
um termo advectivo linear ou não e/ou um termo difusivo. 
Difusão: u, = Dum; 
Reação difusão: ut = Duxx + g(x,t,u); 
Advecção-difusão: ut + cux = Dun; 
Advecção: u, + cux = 0; 
Advecção não linear-difusão: u, +uux = Dum.
Capítulo 2 
A equação linear de primeira ordem 
Neste capitulo, desenvolveremos um método para a obtenção de soluções 
regulares para equações lineares de primeira ordem, utilizando as cun/as 
características planas e estudaremos um problema de Cauchy para a equação 
linear, para o qual garantiremos unicidade de soluções. Veremos, no capítulo 
seguinte que o estudo aqui desenvolvido é um caso particular da teoria das EDP`s 
quase lineares e que os resultados obtidos em seguida ajudarão a evidenciar as 
diferenças entre os dois tipos de equações. 
No capítulo anterior, estudamos o protótipo de uma equação linear de 
primeira ordem mais simples nas aplicações: a equação de advecção (1.14). Neste, 
desenvolveremos uma teoria geral para obtenção de soluções globais, ou definidas 
em um conjunto aberto do plano, para uma classe ampla de PVls envolvendo 
equações lineares de primeira ordem. 
Considerando regulares as funções dos coeficientes da equação e a função 
dado inicial, e que as intersecções das caracteristicas com a curva inicial sejam 
sempre transversais, a solução do PVI será válida em um conjunto aberto que será 
maior quanto maior for a regiao de influência da curva inicial, podendo ser todo o R2 
ou todo o semiplano t 2 0, quando as equações forem leis de conservação. 
Com as hipóteses do Teorema 2.1 mas enfraquecendo as condições sobre a 
função dado inicial, considerando~a apenas regular por partes, veremos na seção 
2.3, que as singularidades são propagadas ao longo das curvas características. 
Veremos ainda, no capitulo seguinte, que, para o caso quase-linear, as 
singularidades podem surgir considerando até mesmo que o dado inicial seja regular 
- o que não ocorre no caso linear quando o dado inicial satisfaz as hipóteses desse 
ÍeOI`8lTla.
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2.1. A equação linear 
Estudaremos, a equação linear considerando c E 0 na equação geral (1 .8) do 
Capitulo 1, ou seja, 
a(x,y)ux +b(x,y)uy = d(x,y). (2.1) 
O objetivo aqui é encontrar curvas especiais no plano, ou em um aberto 
contido nele, que permitam transformar (2.1), ao longo dessas curvas, em uma 
equação diferencial ordinária com o lado esquerdo da equação se transformando 
simplesmente em uma derivada total. Essas curvas são chamadas cun/as 
características planas. No caso linear, elas dependem exclusivamente da equação, 
uma vez que os coeficientes em (2.1) não dependem da solução, como no caso 
quase-linear. lsso simplifica o tratamento e constitui a diferença principal entre os 
dois tipos de equação. Resolver um PVl para a equação linear pelo método das 
curvas características planas, consiste em obter-se uma solução que depende de 
uma curva inicial que intercepta a família de características planas transversalmente. 
A solução é obtida inte_grando-se a EDO obtida ao longo das caracteristicas e tendo 
como dado inicial o ponto de intersecção entre a curva inicial e as curvas 
características planas. Como a familia de curvas características cobrirá toda a região 
do plano considerada, podemos nessa região obter uma solução regular para a EDP 
(2.1).
› 
Entendemos como solução para a equação (2.1) uma superfície S , gráfico de 
uma função u=u(x,y) de classe C' QCRZ, que ao ser substituída na 
equação (2.1) satisfaça-a identicamente. 
Seja 7/<: Q, uma curva arbitrária com parametrização 7/: (x(t),y(t)) tal que 
ao longo, dela possamos calcular a derivada total de u em relação a t. A derivada 
total de u ao longo dessa curva é dada por
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A EDP (2.1) ao longo de y torna-se, 
“(×(f)›y(f))uz(x(f)›y(f))+b(×(f)›y(f))“y(×(f)›y(f))=d(x(f)›y(f))- (2-3) 
As equações (2.2) e (2.3) podem ser reescritas em linguagem vetorial como 
‹›‹'‹z›,››'‹z››~V~(›‹‹f›,››‹z››=§(z‹‹›«‹f›,››‹z>›) 
(‹z<›‹‹z›,››‹f›››f›‹›‹‹z›,››<f››)~Vu‹›‹‹z›,›z‹z››=d‹x‹z›z››‹z››. 
Se os vetores (a(x(t),y(t)),b(x(t),y(t))) e (x'(t),y'(t)) forem paralelos, 





R ›‹'< ›= mal ‹f›,y‹z›> 
(24) 
›z'‹ ›= ‹z›f›‹ ‹z›,››‹z›)-
` 
Observamos que sempre é possível reparametrizar a curva y convenientemente de 







R {›‹'‹ = <z›,›z‹f›› (25) 
y'()= (f)››'(f))- 
Logo, ao longo das curvas que satisfazem o sistema característico a equação (2.1) 
toma-se, 
§,';(z‹‹›z<f›,y‹z›)>=d(›‹‹f›,y<z›>. 
gt-(u (x(t),y(t))) = x'(t)ux (x(t),y(t)) + y'(t)uy (x(t),y(t)). (2.2)
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Definição 2.1. As características planas são as curvas que satisfazem o sistema de 
equações diferenciais ordinárias (2.5). Denotaremos essas curvas características 
planas para a equação (2.1) as curvas, cuja parametrização será dada por 
(x(t),y(t)), ao longo da qual, a equação (2.1) é reduzida a uma EDO. 
Se conhecermos o valor de u ao longo de uma curva suave inicial ff em Q g R2, 
com parametrização dada por, 
J"/:(a(s),,B(s)), sel, (2.6) 
então a equação (2.1) e a condição inicial (2.6) formam o problema de Cauchy: 
a(x,y)ux +b(x,y)uy =d(x,y), (x,y)e Q 
‹ 7) 2. 
u(0¿(s),,B(s))=f(s), se I. 
O Teorema abaixo trará as condições sobre as quais garantiremos a existência e 
unicidade do PVI (2.7). 
Teorema 2.1. Seja Q Q R2 aberto e ;`/‹: Q de classe C*. Seja 7"/(s) = (a(s),,B(s)), 
uma parametrização de if de classe C`, definida em um intervalo I ‹: R. Suponha 
que a,b,de C*(Q), fe C' com a e b não se anulando simultaneamente em 
nenhum ponto de Q e satisfazendo 
a(s) ( ()fl ¢0,pa.ratodoseI. 
fi'(S) bl ( ),fl( )) 







M \./ \_/ 
vizinhança da curva 7"/ em S2 dada por, 
u(x,y) = f(s)+ £d(x(s',2'),y(s,1))dz'.
26 
Demonstração 
A região de influência da curva inicial 77 é o conjunto de pontos por onde 
passam as características planas que a interceptam. A curva inicial é escolhida de 
tal forma que sempre haja estas intersecções. Consideraremos um aberto Q que 
esteja contido na região de influência da curva inicial, isto é, para cada ponto de Q 
passam curvas características que intersectam 77 para algum se] . Com isso 
~ ~ estabelecemos a condiçao inicial do sistema (2.5) sobre y fazendo to-0 na 
intersecção, 
‹›=‹›‹‹› 







Como a,be C1 (2.5) satisfazendo (2.8) terá solução única em Q. Logo, cada 
ponto de Q pode ser representado pelas funções x=x(s,t) e y= y(s,t), onde 




;vz(S›f)=b(x(S›f)›y(S=f))› Y(S›0)=fi( )- 
lsto resulta dos teoremas de existência e unicidade para equaçoes diferenciais 





(a'(s)v BIS» = (x5(s›°)! y5(s›0)) 
(×,y) = (×(S.t).y(S.t)) 
7'
l 
‹a‹r‹s››. b‹r‹s››› = ‹×‹‹s.°›, vz‹s,°›› 
‹a‹s),fi‹s›› = (×(s.0). y(s,0))
X
D 
Figura 2.1 . Representação de um ponto de Q conectado a curva inicial através da curva característica plana 
que o intersecta. 
A condição do determinante no teorema significa geometricamente, a 
transversalidade entre os vetores tangentes à curva característica plana e a curva 
inicial (figura 2.1). Analiticamente, isto significa que podemos inverter localmente o 




uma vez que o jacobiano da transfomação no ponto (s,0) é diferente de zero, isto 
Ô(x,y) xs(s,O) x (s,0) 
é, -í: ' ¢0 e pelo teorema da função inversa, (ver LIMA, 
Ô (s,t) ys (s,0) y, (s,0)
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2000), podemos inverter o sistema (2.9). Isso quer dizer que existe uma vizinhança 
U CR2 do ponto (s,0), um aberto VCQ, possiveimente menor do que Q, 





para qualquer (s,t)e U. 
Dessa forma (2.9) fica 
,Q/7
Q 
fa 1 7 ,I 5 
{x 
x (X y) (X y)) 
para quaiquer (x,y)e V c Q. 
Y :y (x,y),r(x,y)) 
Logo, u pode ser representada por 
vw) =u(S(w)›f(›‹›y)) 
e é de classe C1 (V) por ser uma composição de funções de classe C1. Derivando 
u(s,t)=u(x(s,t),y(s,t)) em reiação a t e mantendo s constante, 
2;-ltí(s,t) = gi-(x(s,t),y(s,t))x, (s,t) +-gš(x(s,t),y(s,t))y, (s,t)
8 
=zz(x(s,z),,z(S,z))%%(x(.‹,z),y(s,z))+z›(z(_‹,z),y(s,z))-¿íí(z(s,z),y(s,z)), 
de onde obtemos, 
ffš(S,z) =â(x(s,z),y(s,z)).
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Com s fixo, o PVl (2.10) toma-se um PVI de uma EDO de primeira ordem que tem 
solução única na vizinhança de (s,0), pois por hipótese d e C' (Q). Logo, obtemos 
u(s,t), através de (2.10), integrando ao longo da caracteristica que passa por (s,0) 
de O até t . Assim, temos que 
u(s,t)-u(s,O)= £d(x(s,1'),y(s,'L'))d1', ou ainda, 
u(s,z)=ƒ(s)+ j;â(x(s,z),y(s,z))d¢. (241) 
Agora podemos voltar as variáveis originais, devido a invertibilidade da 
transformação (2.9), o que nos possibilita obter a solução do problema de Cauchy 
(2.7): 
z‹(x,y)= f(.‹)+ l;â(x(S,z),y(s,f))âz. (2.12) 
A solução é única. Com efeito, se u é solução de (2.7), então u satisfaz (2.12). Do 




Exemplo 2.1. Como primeiro exemplo, seja o PVI, 
3ux-4uy =x2, (x,y)e R2 















_4, obtemos a solução y = 
>‹ ÍÉ
Q 
`\ Q/ =3t+c1 
y( )=-4t+c2' 
Fazendo x(0)=x0 e y(0)= yo; para que (xmyo) esteja sobre a curva inicial, o 
sistema deve satisfazer, 
x(t) =3t+x0
3 
y(Í) = -4Í+zX0. 






_ . _ . 4 O coeficiente angular de qualquer reta caracteristica e m =L,(--=-5 e o da reta 
JC 
. _ . , 3 _ _ . 
inicial e m L -zz, logo a intersecçao dessas curvas sempre se da ortogonalmente. 
Devemos perceber que para cada (x, y)e R2, passa uma reta caracteristica que 
_ . . . 3 
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Figura 2.2. Diagrama característico para o PV/ do exemplo 2.1. As linhas tracejadas são as retas características. 
A linha cheia, perpendicular às caracteristicas, é a curva inicial. 
Fazendo a mudança de variável u(x, y) = v(s,t) e considerando s = xo 
constante, integramos a equação diferencial ordinária obtida v, = (3t +x0)2, ao longo 
. . 3 da caracteristica que passa por xwzxo , e obtemos 
1 3 3 
v(xo,t)-v(x0,0) = _Í(31+x0)2 d'r=Ê-É-Ji-Í;-.
O
3 
Agora voltando as variaveis onginais e percebendo que v(x0,0) = -L e que xo e9
3 
arbitrário, obtemos a solução do PVI, u(x, y) = 




Considerando 7/ uma cun/a qualquer no plano xy parametrizada por 
(x(t),y(t)) e supondo que ao longo dessa curva tenhamos -š;u(x(t),y(t))=0, 
então pela regra da cadeia, em forma vetorial, 
~ 
<›«'‹f›,y'‹z›)-V»‹(›z‹z›,››‹f›>=‹›z 
Isso significa que o vetor gradiente é perpendicular ao vetor tangente à curva em 
cada ponto (x(t),y(t)) sobre a mesma. Considerando (2.12) ao longo dessa curva, 
resulta que 
(‹z‹›‹<f›,y‹z›>»1›‹›‹<z›,will~V»z‹›‹‹f›z››‹»››=‹›» 
Essas duas últimas equações se verificam, se, e somente se, os vetores 
(x'(t),y'(t)) e (a(x(t),y(t)),b(x(t),y(t))) forem paralelos, pois são 
perpendiculares ao gradiente e estão no mesmo plano. Logo, a menos de 
parametrização, a equação (2.12) torna-se uma derivada total de u ao longo de 7, 
se os coeficientes de 9/ verificarem o sistema que determina as curvas 
características planas: 
ë‹ 





De forma recíproca, sendo 7/ uma curva que satisfaça o sistema acima, pela regra 




Ou seja, u é constante ao longo dessas cun/as. Conc/ui-se então que as curvas 7/,C 
obtidas do sistema (2.13) são as curvas de nível da funçao u . 
Exemplos e exercícios desta seção e das outras sobre equações lineares 
podem ser vistos nas referencias (STRAUSS, 1992), (IORIO, 2009), (BIEZUNER, 
2010) 
Também podem ser desenvolvidas soluções gerais para a equação linear 
(2.1), considerando uma curva dada arbitrariamente e que seja transversal às 
características. Os resultados obtidos e discutidos neste capítulo podem ser 
generalizados para a equação linear geral.
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2.2. Propagação de singularidades da equação linear 
As soluções para problemas de valores iniciais de equações lineares 
continuam valendo mesmo quando a condição inicial for contínua e de classe C1 por 
partes. Como a solução geral depende da condição inicial, a solução também será 
contínua e de classe C1 por partes, significando que u deixa de possuir derivadas 
apenas em um número finito de curvas: ao longo das cun/as características que 
passam por essas singularidades. Esses são os exemplos mais simples de soluções 
fracas discutidos neste trabalho. A propagação de singularidades ao longo das 
caracteristicas é um fenômeno puramente linear, pois para equações não lineares, 
como veremos no capitulo 3, surgem singularidades provenientes do encontro de 
caracteristicas, que não ocorre no caso linear. Essas singularidades, chamadas 
choques quando associadas a leis de conservação, são propagadas por caminhos 
de choques bem definidos e quase sempre não são curvas características. Vamos 
exemplificar a propagação das singularidades através de um PVI para a equação de 
advecção. 
Exemplo 2.3. O problema de valor inicial para a equação de advecção 
u,+cux=0, xeRet>0 
1, x<0 
u(x,0)=f(x),ondc f(x)= 1-x, Ošxšl, xe IR, 
O, x>1 
tem como solução geral u (x,t) = f (x - ct). 
A função dado inicial é contínua, porém, não derivável em x = 0 e em x = 1. 
A solução propaga as singularidades de ur (x,t) ao longo das retas características e 
a solução é C* por partes.
I 
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Dmgrama caracte¡,¡St¡ co As desconti nui dades da função M, são propagadas 
ao longo das caracteristicas 
Figura 2.2. Curva inicial, diagrama característico com ênfase às curvas de descontinuidade e visão espacial do 
perfi/ inicial propagando-se. A figura da direita é uma adaptação de (LOGAN, 2008)
Capítulo 3 
Equações quase-lineares 
Neste capítulo, será desenvolvido o método das características para a 
resolução de equações diferenciais parciais de primeira ordem quase-lineares e a 
teoria será aplicada em um importante exemplo: a equação de Burger invíscida. Da 
mesma forma como foi feito para as equações lineares, procuraremos curvas ao 
longo das quais a equação diferencial toma-se uma EDO. Como os coeficientes da 
equação quase-linear dependem também da solução da equação o sistema 
característico correspondente deve incluir a própria equação ao longo dessas 
curvas, logo terá soluções em um aberto do R3. As curvas caracteristicas serão 
curvas espaciais e a superfície solução, como veremos, será uma união de curvas 
caracteristicas. Se os coeficientes da equação forem funções regulares em um 
aberto no espaço, garantiremos que não existirá nessa região encontro de 
características, porém poderá haver encontro entre as projeções das características 
no plano, as características planas, o que não acontecia no caso linear. A solução 
do PVl terá. mais de um valor nos pontos onde ocorrerem esses encontros, logo não 
estará definida. Como no caso linear poderemos garantir, sob certas condições, uma 
solução regular apenas em um aberto onde podemos representar a superficie como 
gráfico de uma função. Mas diferentemente do caso linear, singularidades podem 
surgir na solução ou na derivada da solução (em tempo finito, nos modelos de leis 
de conservação) mesmo quando a função dado inicial é regular. Para obter-se uma 
solução global para um PVl associado à equação de Burger deve-se impor uma 
condição sobre a função dado inicial: ela deve ser não decrescente. Quando essa 
condição não é satisfeita a solução só existirá localmente.
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3.1. A equação quase-linear 
Consideremos a equação quase-linear 
a(x,y,u)ux+b(x,y,u)uy =d(x,y,u). (3.1) 
Definição 3.1. Superfície solução: Uma superfície S , gráfico da função u =u(x, y) 
definida em um aberto QCRZ, u:Q-›lR, é uma solução da equação (3.1), 
quando: 
(Í) (x,y,u(x,y))e QXR; 
(ii) qualquer que seja (x, y)e Q verifica-se a equação: 
a(x,y,u(x,y))ux +b(x,y,u(x,y))uy = d(x,y,u(x,y)). 
Do Cálculo, sabemos que sendo S={(x,y,u(x,y));(x,y)e Q} uma 
superfície solução para a EDP (3.1), um vetor normal a S no ponto (x, y)e Q é 
n=(ux(x,y),uy(x,y),-1). Consideremos agora o campo fonnado pelos 
coeficientes da equação, definido para cada (x, y,z)e Q×lR, isto é, 
F = (a(x,y,z),b(x,y,z),d(x,y,z)). 
Esse campo é chamado de campo característico. Observamos agora que sobre a 
superfície solução u =u(x, y), a equação (3.1) pode ser escrita na forma vetorial 
como F-n =0, ou ainda, 
(a(x,y,u(x,y)),b(x,y,u(x,y)),d(x,y,u(x,y)))~(ux(x,y),uy(x,y),-1)=0,
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o que significa que o campo F é tangente a S em todos os seus pontos. 
Associamos a este campo característico a familia de curvas definidas em 
Qxilš 
›‹'‹›=‹z‹›‹‹f› ‹ 
Y'( =b(×(f) () )) (32) 
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A familia de curvas dada pelo sistema de equações diferenciais (3.2) é tangente a F 
em cada ponto. Este sistema de equações diferenciais é chamado Sistema 
Característica. As curvas que satisfazem (3.2) são chamadas curvas características 
associadas à equação (3.1). 
Definição 3.2. Superfície Integral: Uma superfície Sc:§2×lR e chamada uma 
superficie integral para a equação (3.1), se, para todo (x,y,z)eS, o vetor 
(a(x,y,z),b(x,y,z),d(x,y,z)) é tangente a S. 
Observamos que uma superfície integral sempre satisfaz a equação (3.1), 
mas pode ser que não seja o gráfico de uma função, logo nem toda superfície 
integral é uma superfície solução.
_ 
Teorema 3.1. Se uma superfície S definida como gráfico de uma função u = u (x, y) 
é uma união de curvas características, então S é uma superficie solução. 
Reciprocamente, toda superfície solução S é uma união de curvas caracteristicas. 
Demonstração 
Pode ser consultada em (JOHN, 1982).
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Corolário. Duas superfícies soiuções que tem um ponto P em comum interceptam- 
se ao Iongo de toda curva característica que passa por P. Reciprocamente, se duas 
superfícies soluções interceptam-se sem tangenciamento ao longo de uma curva, 
então essa curva é uma característica.
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3.2. O Problema de Cauchy 
A solução geral de (3.1) é um conjunto de superfícies soluções, que por sua 
vez, são uniões de curvas características. Uma solução particular é obtida quando 
especificamos uma superfície solução. As superfícies integrais são especificadas 
através de uma curva inicial Í no espaço xyz que seja capaz de gerar tal 
superfície. Uma condição necessária é que f` seja transversal às cun/as
~ 





Figura 3.1. Superfície integral gerada pelas curvas características que interceptam a cun/a inicial, I`, 
transversa/mente. 
~ ~ 
Seja F parametrizada por l":(a(s),,B(s),f contida em uma superficie 
solução da equação (3.1) a qual queremos especificar e satisfazendo a condição de 
transversalidade. Procuramos por uma solução u = u(x, y) tal que 
u(0:(s),fl(s))=f(s). (3.3)
41 
Formamos uma condição inicial para o sistema característico (3.4), 
(x(o),y(o),u(x(o),y(o))) = (a(s),fl(s),f(s))e Q×R. (3.4) 
Se considerarmos a,b,de C1(Q×lR¿), o sistema (3.2) com a condição inicial (3.4) 
tem solução única em QXR, de acordo com os teoremas de existência e unicidade 
de EDO`s. Essas soluções do sistema serão descritas por uma familia de curvas a 
um parâmetro que satisfaz para cada s da curva inicial 
1¬(s,z) = (x(s,z),y(s,r),z(s,z)). 
O Teorema de existência garante também que as funçoes x(s,t),y(s,t) e z(s,t) 
são de classe C1(Q×lR). Nas curvas coordenadas em que s é constante, temos 
que o vetor tangente a l`(s,t) é dado por 
I`, (s,t) = (Jc, (s,t),y, (s,t),z, (s,t)),
~ 
e para t= 0, temos 1`(s,0) = I`(s), que é o ponto de encontro da caracteristica com 
a curva inicial. Considere, agora, o vetor tangente a curva inicial nessa intersecção 
f*‹s›=(‹›/‹s›,fi'‹s›,f'‹s›)z 
Sabemos do cálculo que, para que F(s,t) seja a parametrização de uma superfície 
regular, isto é, com um plano tangente definido em cada ponto e que este varie 
continuamente, necessitamos que, sobre a cuwa inicial, os dois vetores tangentes 
calculados sejam linearmente independentes. No problema de Cauchy do teorema 
abaixo, veremos que para que a superfície integral possa ser representada como o 
gráfico de uma função, as projeções das curvas características sobre o plano,
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9/(s,t)=(x(s,t),y(s,z)), devem intersectar a projeção da cun/a inicial sobre o 
plano, ;7(s) = (a(s), ,B , transversalmente. 
Teorema 3.2. Seja QCIR2 um aberto e 7"/CQ uma curva de classe C1. Seja 
9"/(s)=(a(s),,6(s)) uma parametrização de 9"/ de classe C1, definida em um 
intervalo ICIR. Suponha que a,b,de Cl(Q×R), fe C' com a e b não se 
anulando simultaneamente em nenhum ponto de Q e satisfazendo 
)›fl( ,f(~‹)) 
fl f›( ( >,fl( ,f(s)) 















\/\.../ ¢ 0, para todo s e I. 
possui uma única solução de classe C' em uma vizinhança de 77. 
Demonstração: 
Existência local da solução: As soluções do sistema característico (3.2) com 
condição inicial (3.3) obtidas anteriormente determinam o sistema de equações no 
plano (s,t), 
lííííífà 






xs(S›0) x,(s,0)_0/(S) fl(0f(S)zfi( )›f( )) 
››s‹s,‹›› y,‹s,‹››"/›“"‹s› 1›(‹›z‹s›,,f››‹ ›,f‹ 
*°'
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Assim pelo teorema da função inversa, (LIMA, 2000), existe um conjunto aberto 
U c R2 contendo o ponto (s,0), um conjunto aberto V <: Q, possivelmente menor 
do que Q, contendo o ponto (x(s,0),y(s,0)) = (a(s),,B(s)) e funções s : V -›U e 




t=t x(s,t y(s,t) para todo (s,t)e U. 
Logo u definida por 
u(x,y) = u(s(x,y),t(x,y)), 
é a representação explicita da superfície solução. Devemos agora provar que u, 
assim definida, é a solução do Problema de Cauchy. Para isso, calculamos, usando 
a regra da cadeia ux e uy e substituímos em (3.1) 
aux +buy = a(ussx + uttx) +b(ussy +u,ty)
+ Q = u, (atx +bty) S (asx +bsy) (3.7)
+ OF /¶ = u, (x,zx + y,ry) x,sx + y,sy). 
De (3.6), derivando em relação a t cada uma das equações, temos 
x,sx + y,sy = 0 
x,tx + y,ty =1. 
Agora substituindo isto em (3.7) obtemos 
u, = aux +buy = d.
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Unicidade: Pelo corolário do teorema 3.1, se existissem duas soluções distintas 
para a mesma curva inicial, cada caracteristica passando por cada ponto da curva 




3.3. A equaçao de Burger invíscida 
A Equação de Burger invíscida (1.17) pode ser obtida, por exemplo, em um 
experimento de dinâmica dos gases em que consiste em um escoamento de um gás 
em um tubo unidimensional fino (para desprezar a ação da gravidade, que seria uma 
força externa) com fronteira impermeável cujo campo de velocidades é conhecido. 
Deseja-se modelar a evolução da concentração de um traçador quimico presente no 
gás. A relação constitutiva depende da concentração inicial do traçador. A obtenção 
da equação de Burger através desse modelo pode ser consultada em (OLIVEIRA, 
2010). Podemos, mais simplesmente, imaginar o modelo acima como a evolução de 
uma distribuição unidimensional u(x,t) de particulas que se propagam sem a ação 
de uma força extema e sem interação entre elas (a interação geraria o termo 
dissipativo). Considerando a velocidade de uma partícula no ponto x e no instante t 
igual a u(x,t), da segunda lei de Newton temos, 
0 =-É; ==%u(x(t),t) =u, (x(t),t)+ux (x(t),t)JE(t) =u, +uux. 
O PVl para a equação de Burger invíscida é dado, então, por 
u, +uux = O 
u(x,O) = uo 
Veremos nesta seção, que esse PVI só pode ser resolvido globalmente se o dado 
inicial for uma função não decrescente. Nos outros casos, se existe solução regular, 
elas são dadas apenas localmente. Seja, entao, o sistema característico e a 







=1, z zo 
=0 =u0(s). 
Agora, integrando as duas primeiras equações e substituindo suas condições 
iniciais, obtemos para cada escolha de s, 
x = x(s,2') = s+u1', 
t=t(s,I)=z'. 
xs (s,0) x,, (s,0)| 
.I De acordo com o Teorema 3.2, de J = = ¢0, concluímos 
ts (s,O) tr (s,O) 0 
que existe uma solução local para a equação na vizinhança de (s,0). Da terceira 
equação e de sua condição inicial, obtemos, u = u(s,1')= const = uo Logo, a 
solução do sistema característico é 
x=x(s,1')=s+u1' 
t=t(s,r)=r 
u(x,t) =u(s,1') =u0 
Eliminando-se os parâmetros e substituindo na última equaçao obtém-se que 
u(x,t) = const = uo (S) 
ao longo da reta caracteristica plana que parte do ponto (s,0), dada pela equação 
x=s+u0(s)t. (3.8) 
Nesse momento é pertinente questionar: As retas características chegam a todos os 
pontos (x,t) do plano para t > 0 ? Podemos assegurar que por cada ponto do plano 
passa somente uma reta característica?
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Em ambas as questões a resposta depende do dado inicial, logo, contrariamente ao 
caso linear, nenhuma delas terá uma resposta afirmativa geral. Veremos isto, em 
detalhes, na próxima subseçao. 
3.3.1 Soluções globais e soluções locais 
A seguir, estudaremos a solução para o PVl da equação de Burger quando o 
dado inicial é uma função não decrescente como também em outros casos. Para 
isto, consideremos as equaçoes das retas características que partem do eixo x no 
1 , . ponto (s,0), t =-(-í(x-s). As caracteristicas que começam nos pontos (s,,0) e 
uo s 
(s2,0), com s, <s2, dadas por xl =u0(s,)t+s, e x2 =u0(s,)t+s,, encontram-se 
para um t > 0 dado por 
_ S2 “si lt” 
uo S2 _uo 1 
se u0(s2)-u0(s1) <0. 
Essa conclusão independe da continuidade de u(x,0)=u0(x) e de suas 
propriedades nos pontos de partida. Assim, para que ocorra intersecção entre 
caracteristicas planas devemos encontrar x,,x2 tal que x, <x2 com u0(x¡) >u0 (xl). 
Logo, isso não ocorre se tivermos para todo xl < xz, uo (x,) S uo (xz), ou seja, para 
que a intersecção nao ocorra u(x,O)-u0(x) deve ser uma funçao nao 
decrescente.
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Figura 3.2. Situações que ocorrem síngularidades em tempo finito para a equação de Burger: o dado inicial não 
é uma função não decrescente e temos a formação de um choque. 
A solução no ponto de encontro é descontinua. Com efeito, se (x,t) é um ponto de 
encontro das caracteristicas que partem de s, e s2, temos u(x,t) = uo (s,) e 
u(x,t) = uo (sz) para uo (sl) ¢ uo (sz). 
Uma outro tipo de singularidade que impede que a função seja C* em todo 
dominio, pode acontecer quando a derivada ux(x,t) toma-se infinita. De 
u(x,t)=u0 onde s é dado por (3.8), e de Ê: dxšds =1+uÊ(s)t, podemos 
obter a expressão para a derivada, 
u (xt):du0 ds: : . X , dsdx 1+uf, )t t+1/uf,(s)




Logo, para < 0, ux(x,t) torna-se infinita para um tempo positivo dado 
por,
1 =--,--. (3.1o) t 
uu (S)
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O menor T = t para o qual isso acontece, corresponde ao valor s = so no qual u(s0) 
, _ 1 _ . tem um minimo. Em T = -,í, a soluçao u experimenta uma catástrofe 
u (so) 





Figura 3.3. Evolução com deforrnaçäo do perfil inicial para a equação de Burger com destaque ao choque e ao 
b/ow-up em tempo finito. Esta figura foi adaptada de (MATOS, 2006). 
As equações (3.9) e (3.10) representam, então, os tempos finitos em que ocorrem 
singulafidades do tipo choque ou blow-up. 
Definição 3.3. Problemas de Riemann. Os chamados problemas de Riemann são 








0, se x<0 
u(x,0):u°(x): 
1, se x>0. 
_ _ _ s se s < 0 _ As caracteristicas para essa equaçao sao, x = , _ Se x <0 a soluçao 
t+ s, se s > 0 
é u(x,t) = O e se propaga ao longo das características x = s. Se x > 0 a solução é 
u(x,t)=l e se propaga ao longo das caracteristicas x=t+s. A região t>x>0 
(acima da bissetriz do primeiro quadrante) não é coberta por curvas caracteristicas. 
Esse é um exemplo típico de uma onda de rarefação e a região que não é coberta 



































































































Figura 3.4. Gráfico da condição inicial e diagrama característico para o prob/ema de Riemann do Ex.3.1. A 
solução é uma onda de rarefaçäo. A região acima da semirreta x =r > 0 , do diagrama característico, no primeiro 
quadrante é um leque de rarefação. 




O Sex>0, sexeR. 
Para qualquer t > O as caracteristicas colidem, de modo que não há solução de 









































































































Figura 3.5. Gráfico da condição inicial e diagrama característico para o problema de Riemann do Ex.3.2. Em 
qualquer tempo positivo há encontms de características. 
No capitulo seguinte, veremos que podemos construir mais de uma solução global 
(válida para todo t>0) contínuas e não deriváveis para os dois problemas de 
Riemann anteriores. Mas dentre as várias possibilidades de solução deve-se 
escolher a que faça sentido físico. 
Exemplo 3.3. Considere o PVI para a equação de Burger dado pela condição inicial, 
L x<0 
u(x,0)=uo(x)= l-x, xe[0,l] 
O, x>L 
Essa função não é não decrescente, logo não teremos uma solução global, 
obteremos uma solução local. As caracteristicas planas para equação são dadas por 
t+s, s<O 
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Figura 3.6. Condição inicial e diagrama característico para o Problema de Cauchy do Ex. 3.3. 
Devido aos choques não podemos construir uma solução global. 
Como vimos na seção anterior u(x,t)=u0(s), ao longo das características 
x=u0(s)t+s que partem de s. Logo, teremos três regiões distintas para 
considerarmos quando O S t < 1. O fato de considerarmos o tempo somente até t =1 
ficará claro na seqüência. 
(i) Na região x<t, acima da reta t=x , existe um s<0 tal que x=t+s e 
u(x,t)=1; 
(ii) Na região tsxíl, existe um Ossíl tal que x=(l-s)t+s e 
u(x,z)=u(z,o)=1-31°-:_t'=11-31; 
(iii) E para a região x>1,x=s e u(x,t)=0. 
Agora vamos estudar o perfil da solução u(x,t), para t=l. Podemos “ver” esse 
perfil na linha pontilhada da figura 3.6:
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(a) Todo x<1 foi transportado pelas características que partem de s<0, 
x=t+s, I0g0 u(x,t)=l; 
(b) Em x=l todas as retas caracteristicas que partiram de 0SsS1 se 
encontram. A solução nesse ponto terá múltiplos valores: todos os pontos 
entre [0,l] que fazem parte do perfil inicial (figura 3.6); começando por 1 
quando s = 0 até 0 quando s =l; 
(c) E para x >l cada ponto foi transportado pelas características que partem de 










Figura 3.7. Perfi/ em t=l e evolução do perfil inicial de t= 0 até t= l. Esta última figura é uma adaptação de 
(LOGAN, 1987). Um choque ocorre em t =l e uma solução clássica só pode ser obtida para r< 1. 
Vejamos também que as singularidades do dado inicial foram propagadas ao longo 
das curvas caracteristicas t=x e x=1. No diagrama característico da figura 3.6 
elas são representadas pelas linhas cheias. 




As equações das retas caracteristicas são dadas por x=s+(l-Â.s)t, logo para 
t¢l//1, s=% Então para todo ponto (x,t) do plano, com exceção da reta 
t=l/Â, passa uma e somente uma característica. Uma solução clássica pode ser 
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Figura 3.8. Diagrama característico para o PV/ do Exemplo 3.4. Em t = 1/Â. acontece um choque. 
Uma solução clássica pode ser obtida somente até esse tempo.
Capítulo 4 
Choques e soluções fracas 
No Problema de Cauchy (2.4) para a equação de advecção, vimos que as 
descontinuidades do dado inicial são propagadas ao longo das retas caracteristicas 
e obtemos uma solução de classe CI por partes - descontínua nas retas x=ct e 
x=ct+1. Nos problemas de Riemann dos exemplos 3.1 e 3.2, o dado inicial é 
descontinuo apenas na origem e não houve propagação da singularidade pela 
característica que passa por esse ponto em nenhum dos casos. No exemplo 3.1 há 
uma região não coberta por características e no exemplo 3.2 ocorrem choques para 
qualquer t > 0. 
As soluções fracas para leis de conservação, podem conter descontinuidades 
propagadas da condição inicial, como na equação de advecção. Podem ter 
descontinuidades que surgem devido a intersecções de curvas características, os 
choques, ou ainda quando a derivada da solução em relação ao tempo toma-se 
infinita, como foi discutido na seção 3.3 para a equação de Burger. 
No caso dos choques, podemos estudar a existência de uma curva regular no 
plano xt, ao longo da qual a solução sofre uma descontinuidade simples e a 
singularidade é propagada ao longo dela. Essa curva deve satisfazer a condição de 
salto, que é consequência da formulação fraca de solução - no sentido das 
distribuições. Alguns dos caminhos de choques consistentes com a formulação 
fraca de solução não fazem sentido físico, logo são considerados critérios de 
admissibilidade que selecionam dentre todas as soluções fracas as que tem sentido 
físico. Neste texto, estudaremos o critério de entropia e o de viscosidade. O critério 
de entropia deriva da segunda lei da termodinâmica, na qual a variável de estado 
entropia de um sistema não diminui de forma espontânea - o conceito de entropia 
pode ser visto em (ALONSO, 1972).
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4.1. Soluções fracas para a lei de conservação 
unidimensional 
Considere a lei de conservação unidimensional dada pela equação (1.3) com 
o termo fonte nulo, g E 0. Estamos interessados nas equações as quais o termo de 
fluxo é dado por ¢= f(u), 
u,+f(u)x=0. (4.1) 




e obtermos soluções clássicas devemos considerar que f seja derivável. Com essa 
hipótese temos, 
u, +f'(u)ux =O. (4.3) 
Essa é a chamada forma não consen/ativa da lei de conservação. Nesse caso, 
_. podemos aplicar o método das características para achar pelo menos uma soluçao
l local C para (4.1) desde que f' seja continuamente diferenciável, com f "> 0, ou 
seja, f convexa (veja o Teorema 3.2), ou de forma equivalente f' crescente. 
Finalmente, se impusermos que o dado inicial seja uma função não decrescente, 
obteremos uma solução global para (4.3). Todavia, se f = f (u) não é derivável, 
como frequentemente acontece, u não é uma solução clássica e as equações (4.1) 
e (4.3) não são equivalentes. Nesse caso, não podemos aplicar o método das 
caracteristicas para resolver (4.1), deste modo, para tratarmos adequadamente de 
soluções fracas é necessário referir-se a formulação fraca da lei de consen/ação. A
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idéia básica da formulação fraca é multiplicar a equação (4.1) por uma função teste 
(ver definição 4.1), integra-Ia sobre o domínio, e integrar por partes passando as 
derivadas da função u para a função teste que é regular. Para isso, consideraremos
~ o problema de Cauchy (4.2) e suporemos inicialmente que u seja uma soluçao 
clássica. 
Definição 4.1. Definimos suporte de uma função go ao conjunto S tal que (020 
para todo x pertencente ao complementar de S, xe SC. A função ¢ é dita com 
suporte compacto se o conjunto S for um conjunto compacto. 
Definição 4.2. Definimos o conjunto das funções testes, C5” (lR×R"), como as 
funções que C” (R×R*) com suporte compacto, ou seja, as funções de classe C°° 
para as quais existe um conjunto D = (a,b)×[0,T) com (suppço)r\(t 2 0) c: D. Isto 
significa que as funções ¢ anulam-se fora de D e, em particular, nas retas t=T , 
x = a e x = b : 
c¿;°(iR<×R*)= 
{‹pê c°° zz1quz{(z,f)ê Rm* z‹p(x,z)¢ o} C (zz,1›)×[o,T)pzfz z1gumzz,z›e R z T >o}= 





x=a x=b › 
Figura 4.1. Suporte da função teste.
58 
Agora, multiplicando a equação em (4.2) por uma função teste ¢ e integrando 
para algum a, b e T no semiplano t>0, obtemos 
f jR(u, +f(u)x)¢âxdf= £j(zz, +f(zz)x)¢dxdz= LT E(u,+f(u)x)¢¢‹dz=o, 
ou ainda, 
j;"°]`R(u,+f(u)x)z,›¢L‹âz= J:(LT,,,¢dz)z1x+ LT(£›¡(,,)x¢›âx)df=o (44) 
Integrando por partes as integrais dos parênteses, os termos de fronteira da 
definição 4.2 se anulam, por hipótese da função øp, 




Substituindo (4.5) em (4.4), e aplicando o Teorema de Fubini, obtém-se 
j,Í"l,(u, +f(u),)«›d›‹âz=-1;”lR(zz‹»,+f(u)¢×)@'*df' iR~(›‹,0)‹‹›(×,0)d»‹=0, 
do que resulta, 
K”[Rpm+f(zz)‹,›,,)zàâz=-jRzz(x,o)‹p(x,o)dx. (4.6) 
Logo, se u é uma solução clássica do PVI (4.2), a equação (4.6) deve ser satisfeita, 
isto é, uma solução clássica é também uma solução fraca. A relação (4.6), por não 
depender das derivadas da função solução, pode ser estendida para funções que
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não sejam continuamente diferenciáveis. Ela requer apenas que u e f (u) sejam 
loca/mente integráveis. 
Definição 4.3. Função localmente integrável. Dizemos que u : Q -› R é localmente 
integrável em Q, e denotamos por ue IÍ,,,C(Q), quando u é integrável à Iebesgue 
em todo compacto K c Q. 
Definiçao 4.4. Soluções Fracas. Uma função ueL§0C(1R×lR") tal que 
f(u)e L}0c(lR×lR*) e F J;R(uço, +f(u)çox)dxdt =-j;Ru(x,0)ço(x,0)dx para todo 
çae C5” (R×lR*) é chamada uma solução fraca para o problema de valor inicial (4.2). 
A noção de derivada distribucional e a teoria das distribuições foram 
desenvolvidas pelo matemático Laurent Schwartz, no inicio da década de 1950. Seu 
objetivo foi estender a noção habitual de derivação através de uma noçao 
generalizada de diferenciação. Isso junto com a noção de solução generalizada de 
uma equaçao diferencial deu origem à teoria das distribuiçoes. Sobre a história da 
teoria das distribuições e de seu criador, podemos ler (BOMBAL, 2005).
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4.2. Condição de salto ou de Rankine-Hugoniot 
Consideremos uma curva de descontinuidade simples da solução, cuwa de 
choque, parametrizada por x= g(t) de classe Cl, isto é, u(x,t) é continuamente 
diferenciável para x> g(t) e para x< g(t) e os limites laterais de u e de suas 
derivadas parciais de primeira ordem existem e são finitos quando x-› g(t) e 
quando x -› g(t)+. 
Definição 4.5. Denotaremos por u* o limite lateral de u quando x-›g(t)+, 
u* =li1nx_›g(t). u(x,t). Da mesma forma o limite lateral de u quando x-› g(t) , 
u`=limx_›g(,)-u(x,t). A diferença [u]=u"-u" é chamada de salto de 
descontinuidade da solução e mede sua variação ao cruzar a curva de 
descontinuidade. Da mesma fomwa [f = f(u¬`)- f(u`) mede o salto do fluxo 
ao cruzar a curva de descontinuidade. 
Teorema 4.1. Condição de Salto. Seja V uma vizinhança aberta contida no 
semiplano superior aberto, IR×R", e suponha que uma curva C, parametrizada por 
tl-› (g(t),t), divida V em duas regiões V` e V", à esquerda e à direita da curva, 
respectivamente, conforme a Figura 4.2. Seja u uma solução fraca de (4.2) tal que, 
(i) u é uma solução clássica para este problema em ambas as regiões; 
(ii) u sofre um salto de descontinuidade [u] na curva C; 
(iii) o salto [u] é contínuo ao longo de C. 
Então, para qualquer t, vale a relação, 
g'(f)[u] = [f (11)1-
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Demonstraçao 
Seja øe C§° (1R×1R*) com suporte em V, da definição 4.4 temos, 
ƒL(zz¢, +f(zz)¢x)d›zdz =-j`Rzz(z,o)¢›(x,o) zo, (4.7) 
uma vez que a segunda integral anula-se, pois ‹p= 0 fora de V. Considerando (4.7) 
em cada uma das regiões, obtém-se 
jL(u¢, +f(zz)¢›,)z1xdz+jjV+(zz¢, +f(u)¢›x)z1zdz=o. (4.a)
C 
Figura 4.2. condição de salto. 
Do fato de u ser solução clássica de (4.2) em V, podemos considerar a relação, 
(vw), +(f(u)¢)x =(u, +f(u),,)‹/›+u¢, +f(u)¢,, = ucv, +ƒ(u)¢×. (4-9) ~/ 
=0 
e denotando por V* cada um dos V”, V* e considerando a equação (4.9), obtemos 
((uço), +(f(u)¢)x)dxdt = H,_(uq›, +f(u)çax )dxdt = 0.
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Como u é de classe C' em V*, podemos aplicar o teorema de Green, 
llV.(‹~¢>,+‹f‹u›‹»›x)¢×df=llV.‹z‹«z+f‹~›‹»z›f1›‹df=
( 4.10) = [aV_(-u¢dz+f(u)‹p)dz. 
Usando a convenção de orientação da fronteira no sentido anti-horário, e o fato de 
ser ça: 0 na fronteira de V, só restam às contribuições sobre a cun/aC, aplicando 
(4.10) em (4.8) com V* = V' e V* = V", obtém-se: 
L-zf‹;›z1x+ Lf(zf)¢›dz- L-u+‹/›¢‹- Lf(zz+)¢›z1z=o. 
Como dx = g'(t)dt temos que 
L(g'‹f›i~1-[f‹zz›])‹z›dz =‹› 




4.3. Voltando à equaçao de Burger 
Nesta seção, iremos revisitar os exemplos do capitulo anterior e fazer um 
.- estudo das soluçoes que satisfazem à condição de choque. 
Exemplo 4.1. O Problema de Riemann do Exemplo 3.2. Pode-se evitar os choques 
do problema inserindo-se uma curva regular, gráfico de uma função crescente, ao 
longo da qual a singularidade na origem possa ser propagada - o que pode ser 
justificado graficamente. Consideraremos uma reta x = mt, m > O ao longo da qual a 
descontinuidade em t=0 é propagada. Uma solução regular fora dessa reta pode 
ser definida por, 
0 sex>mt 
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Figura 4.3. Diagrama Característica para uma soluçao regular fora da curva de choque 
para o Problema de Riemann do exemplo 3. 2. 
Dentre as retas possíveis, devemos escolher aquela que seja consistente com a 
noção de solução fraca discutida nesta seçao. Devemos escolher a reta que
2 
satisfaça a condição de salto. O fluxo é dado por f (u)=uí logo,
64 
_ ‹~+›2~‹zff - g'(t)(u*-u De onde obtemos a relaçao para a velocidade do 
¬. _ 
choque, g'(t)=Lši e, em particular, para a condição inicial, t = O, 
, 0+1 1 , , _ _ , 1 l 0=-=-, 0= t ,a nclnaã dartae--=-,-=2.L , g() 2 2ecomog() g() | | ço e m gm ogo 
obtemos uma solução para o problema de valor inicial consistente com a condição 
de salto, 
u(x,t)= 
1, sex<t 2. 
{0, 
se x > t/2
/ 
Exemplo 4.2. O Problema de Riemann do exemplo 3.1. Pode-se obter uma solução 
global continua inserindo-se um leque de caracteristicas x = ct, O < c <l ao longo 
das quais a solução, constante, valha u = c = x/t. Assim, a solução para esse PVI é, 
O, se x < O e t 2 0
X 
u(x,t)= -, se 0SxSt, t¢0
t 
1, se x > t e t 2 0, 





. . , . ¡ ', I' 4' v' 1 , 1 ¿, ø , o I. 1 
'O J 'Í ¡ Í ¡ ¿ , Í f ¢' ' ‹' 0 r - 4 ' f 1 o f ¡ Í l i; I ' " 4 4 ¢ Í Í I 1 J ¡ O 0 1 r ¡ ,of tv 'I " I' 'Ú 0' a 4' 0 4 f o Í r ' 1 1 I 1 0 1' Í 1' 1 ' ' I v I o Í Í 1 4 J 
0 Í› Í Í › 1 J 
c' o' /' 0; Í. X 









Figura 4.4. Solução global contínua para o Problema de Riemann do Exemplo 3.1.
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Como a solução dada acima é contínua para todo t> 0, não existe uma curva de 
choque. Mas podemos construir soluções contínuas por partes com curvas de 
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Figura 4.5. Diagrama característico do Problema de Riemann do Exemplo 3.1 com uma cun/a de choque 
consistente com a condição de salto. 
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a velocidade do choque é dada por, g'(t)=~=š e a solução é 
consistente com a condição de salto. 
Vimos, neste exemplo, que a região sem características foi preenchida de 
duas maneiras diferentes que são compatíveis com a formulação fraca. Na próxima 
seção, decidiremos quais das soluções fracas faz sentido físico. 
Exemplo 4.3. Uma solução global para o problema de Cauchy do exemplo 3.3. 
Para tzl, escolhendo u(g(t)`,t)=l e u(g(t)+,t)=0 de modo que 
ugz+,r+ gz`,t 
( () )2u( () A curva de choque é a reta g(t)-l=%(t-1) que 










Flgura 4.6. Solução global para o problema de Cauchy do Exemplo 3.3 com ênfase nas curvas de 
descontinuidade da solução, entre as quais, a curva de choque para t 2 1 . 
t+l 
1, sex<í,
2 Assim, podemos definir para t 21, u(x,t) = 
0, sex>fl
2 
Exemplo 4.4. Vejamos um problema que envolve choque e rarefação. Seja o PVI, 
u,+uux =0, xe R, t>0 
1, x<0 
u(x,0)= -1, O<x<l, 
0, x>l. 
Como vimos, a velocidade do salto sobre uma curva de descontinuidade simples 
- . , u++u` . _ para a equaçao de Burger e x (t)=-T, onde x=g(t) e a equaçao da curva
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de salto. Claramente, uma cun/a de choque forma-se em t=0 com velocidade 
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Figura 4.7. Diagrama característico para o PVI do Exemplo 4.4 e linha de choque 
›_¡ 
propagando-se até o tempo 1 =1 _ 
Para continuamos o choque, além de z=1, temos que saber o valor da solução 
logo à frente do choque. Para isso inserimos um leque de características que partem 
do ponto (l,0) e que têm equações dadas por x=-kt+l ou XT*-=-k=const. 
_ x -l _ Esse leque gera a onda de expansao, u =- que leva u do valor -1 ao valor O a
t 
frente da onda. O choque além de t=l, conforme a condição de salto, tem 
‹‹›‹-1›/f›+1 
velocidade, x'(t)=_-T-_ Para acharmos a curva de choque para esta 
região, devemos resolver esta equação diferencial. Considerando a condição inicial 
x(1) = 0, a equação toma-se um PVI cuja sua solução é dada por, 
x(z)=z+1-2«fi,1ézs4. (4.11)
A curva de choque em (4.11) propaga-se até o tempo t=4. Neste momento ela 
encontra as caracteristicas verticais partindo de x>l e a condiçao de salto para 
esta região é outra dada por, 
' -EJ x(t)- 
2 2. 
Logo, a curva de choque para t > 4 é uma reta com velocidade - dada por 
_ _:-4 x 1- ,t>4
2 
O diagrama completo esta indicado na Figura 4.8 
“t 









0 , 'X 
0 0 










'OI0 ' 0 0' ,0 0' ' 
0' ,f' 0" " 
,I 0' 0 0 4 0' ' 0 'J' ,' '0 0 ' 0 0 0' 0 0 0 0 Í ¡ 0' 0' f Ú 




Diagrama característico completo para o PV/ do Exemplo 4.4. A linha cheia representa a curva de choque. O 
tracejado mais fino representa o leque de características que foi inserido naquela região. A curva de salto é uma 
função definida por partes distinta para cada região onde o salto é diferente.
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4.4. Soluçoes fracas entrópicas e viscosas 
Nesta seção, definiremos um critério de entropia e um de viscosidade e os 
aplicaremos aos PVIs anteriores relacionados à equação de Burger para selecionar 
uma solução que seja coerente fisicamente. 
Definição 4.6. Condição de Entropia. Uma solução u satisfaz a condição de 
entropia, se existir uma constante positiva E tal que, para todo h>0, valha: 
u(x+h,t)-u(x,t)S§h, para todo t>0 e para todo xe R. 
Definição 4.7. Solução Viscosa. Uma solução viscosa é uma solução de (4.1) 
definida como o limite, quando 5-›0, das funções u£(x,t) onde as quais são 
solução do PVl de segunda ordem parabólico, 
ui +f(u£)X : gui* 
‹4.1z› 
us (x,0) = ug 
Da definição 4.6 mostra-se que, ao atravessar uma descontinuidade, a solução pode 
sofrer salto somente para baixo, ou seja, 
u' 2 u* (diminuição da velocidade, após a onda de choque). 
Agora se f "(u) > O em (4.1), para que seja f' crescente, e u` > u* a condição de 
entropia implica em, 
f'(u`) > g'(t) > f'(u+)
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A solução viscosa é comumente escolhida com admissível, por que as 
equações geralmente modelam algum tipo de dissipação. Um fato importante 
dessas soluções é o descrito abaixo. 
Teorema 4.2. Se existe uma solução da equação (4.1) viscosa ela é uma solução 
fraca. 
Demonstração 
Multiplicando a equação do PVI (4.12) por uma função teste çoe C” (R×IR*) 
e integrando para apropriados a,be IR e T > 0 no semiplano t > O obtemos, 
1:" Mui +f(zzf)x)¢dzrdr= K” jR(erz§x)¢›d.rdi. (443) 
Resolvendo as iniegrais seoaradamenie, iemos 
i;"“i.<~f+f‹~f›.)‹»‹f»‹‹ff= ifiíz‹f‹‹›‹1›‹‹if+ifi:f<zf›.«›«1›«ff 
mudando a ordem de iniegraçâo na primeira iniegrai, 
Ç ¡R(..f+f(zf)x)¢.adrz ¡j(if..f¢dz)a+ f(ff(.f)xa.a)az, (iii) 
e integrando por partes cada uma das integrais dentro dos parênteses, obtemos 
LTuf¢dt = u8‹pI(: - _LTu£(p,dt = -us (x,0)(0(x,0) - LTu£¢,dt 
iíf<~f›,e‹›‹=f‹~i›«›|Í - ffiriirzez-ffizfiee»
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Substituindo em (4.14) e aplicando o teorema de Fubini, temos 
J;“il(z‹f+f‹z‹f›,,)‹»‹f›‹‹ff= 
_ L” jR(zf¢, + f(zzf)¢x)zzizz1z- [:zf(z,o)¢(z,o)zzz. 
(4.15) 
E para a integral do lado direito de (4.13), 
J: IR(euf,,)¢dxdt = ef( J:u,Íx¢dx)dt, 
integra-se por partes duas vezes a integral nos parênteses 
_ij~,â¢d›‹ = zzf‹z›lÍ - lfzzf‹z›,zz›‹ =- fz‹f«›,.‹1›‹, 
Éuíxçadx = -usøx É + J: ugçoxxdx 
= Euâçvmdx, 
para obter-se 
K” jR(âzz§,,)¢›âxdz=âj: jRzf¢›x,âx. (4.16) 
Substituindo (4.16) e (4.15) em (4.13) obtemos, 
- L' jR(zzf¢, + f(zzf)¢›x)d›zâz- [':zf (x,o)¢(×,o)dx = â 1: jRzf‹/›,,,,dxâf (4.17) 
Fazendo 5-›0, por ser ug uma solução viscosa, teremos ug -›u e 
f(uE) -› f(u), logo (4.17) reduz-se a (4.7).
I]
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A unicidade da solução de entropia para o PVI (4.2) é obtida nas condições do 
próximo teorema. 
Teorema 4.3. Supondo que f seja convexa e que a solução, u, para o PVI (4.2) 
satisfaz a condição de entropia dada por (4.18) sobre todos os saltos. Então a 
solução de (4.2) é única e é uma solução viscosa. 
Demonstração: ver (SMOLLER, 1994). 
Mais informações a respeito dos resultados desta seção podem ser 
consultadas em (DIBENEDETTO, 2010), (EVANS, 1997), (SMOLLER, 1994) e (LAX, 
2006). 
Exemplo 4.5. Estudo dos Problemas de Cauchy que satisfazem à condição de 
Entropia: 
No PVI do Exemplo 4.1, a solução satisfaz a condição de entropia ao 
atravessar a curva de descontinuidade da solução. 
Já para a onda de rarefação do Exemplo 4.2, a condição de entropia não é 
satisfeita. Nesse caso, diz-se que o choque é não físico. De maneira mais geral, 
pode-se mostrar que qualquer curva de choque em uma onda de rarefação é não 
fisica e que a única solução global é a contínua obtida pela inserção do leque de 
características. 
No exemplo 4.3, a cun/a de choque inicia-se para 121 e, como podemos ver, 
satisfaz a condição de entropia ao cruzar a curva de choque. 
Finalmente, no exemplo 4.4 a curva de choque satisfaz a condição de 
entropia em suas três partes.
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Conclusão 
A elaboração deste trabalho permiti iniciar-me no vasto estudo das leis de 
conservação e aplicar algumas ferramentas matemáticas para a obtenção de 
soluções de algumas classes de equações diferenciais parciais de primeira ordem. 
Com relação as ferramentas matemáticas, foi-me possível entender como 
aplicar o método das curvas caracteristicas às equações diferenciais parciais de 
primeira ordem lineares e quase lineares. 
Observou-se que o enfraquecimento da noção de solução, como uma altemativa 
para as singularidades surgidas das leis de conservação mesmo quando o dado 
inicial é regular, tomou-se necessário para um estudo mais realístico dessas leis. 
Sabe-se que com o enfraquecimento do conceito de solução, perde-se a unicidade, 
e ao retornar-se ao problema que dá origem a solução, buscam-se mais informações 
a respeito do problema e nota-se ser possível selecionar apenas aquelas soluções 
que fazem sentido físico. Esse tipo de procedimento foi utilizado em alguns PVIs 
envolvendo a equação de Burger. Além disso, o tratamento das soluções fracas 
apresentadas neste trabalho, possibilitou que se fizesse um estudo introdutório da 
teoria das distribuições de Schwarz, que é uma ferramenta matemática 
recentemente utilizada em diversos problemas. A história da ciência modema (cf. L. 
Gardlng 1977, p.183,184) demonstra que mesmo o desenvolvimento a posteriori da 
fisica-matemática foi fortemente influenciado por essa teoria. 
Como uma altemativa a estudos futuros mais avançados, surgem alguns 
caminhos. O primeiro e mais evidente é fazer uma abordagem qualitativa dos 
resultados apresentados na seção 4.3 que não foram demonstrados. Um outro 
caminho seria fazer um estudo de equações provenientes de leis de conservação 
mais gerais de ordens maior. Ressaltamos ainda que a maioria das equações que 
aqui tratamos tem um análogo com a presença do termo difusivo, que dá origem a 
equações diferenciais parciais de segunda ordem. Exemplo disso, são as equações 
de difusão-advecção que surgem em modelos de dispersão de poluentes na 
atmosfera e que são objeto de muitos estudos na atualidade.
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Por fim, destaco que este trabalho teve uma importância relevante devido à 
riqueza de informações nele contidas e às várias possibilidades que dele advém 
para trabalhos posteriores mais avançados. Sabe-se que o estudo das equações 
diferenciais parciais, quase sempre exige uma bagagem matemática muito sólida e 
profunda, portanto estudá-las constitui-se num grande desafio e motivação para o 
aprendizado das teorias matemáticas mais recentes, como os espaços de Sobolev, 
que são utilizadas em suas resoluções. Por tudo isso, consideramos que o trabalho 
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