Using the theory developed by Kharlampovich and Miasnikov, and independently by Sela, to describe the set of homomorphisms from a finitely generated group G into a free group F , we describe the solutions to equations of the form wðx; yÞ ¼ u with coe‰cients from F and unknowns x, y, where u lies in F and wðx; yÞ is a word in fx; yg G1 . We also give an example of a single equation whose solutions cannot be described with only one 'level' of automorphisms.
Introduction
Solving systems of equations over free groups has been a very important topic in group theory. A major achievement was the algorithm due to Makanin and Razborov [13] , [15] which produces a complete description of the solution set of an arbitrary finite system of equations over a free group. In practice, however, the algorithm is quite complicated and does not readily imply the results of this paper.
Much has already been said about solutions to certain types of systems of equations. Solutions of systems of equations in one unknown over a free group were described in 1960 by Lyndon [11] . In 1971, Hmelevskii˘gave in [6] an algorithm to decide solvability as well as a description of the solutions of equations in unknowns x, y with coe‰cients in a free group F , of the form wðx; yÞ ¼ u, and tðx; F Þ ¼ uð y; F Þ. In 1972, Wicks [21] also described a method for finding all solutions of the equation wðx; yÞ ¼ u. In his paper, Wicks gives a way to find a finite set of solutions to an equation and shows how to generate all of the possible solutions from this finite set using automorphisms. It has also been shown by Ciabanu [4] that there is a polynomial time algorithm to determine whether wðx; yÞ ¼ u has a solution. So far all approaches have been combinatorial.
In this paper we tackle the equation wðx; yÞ ¼ u from a di¤erent point of view. We will use the theory developed by Kharlampovich and Miasnikov, and independently by Sela, to describe the set of homomorphisms of a finitely generated group G into a free group F . We start by considering the fully residually F groups (also called the limit groups relative to F ) corresponding to the equation wðx; yÞ ¼ u. These groups were shown by Remeslennikov in [16] to be key in the study of systems of equations. We then systematically describe the possible canonical F -automorphisms of these groups and give the possible Hom diagrams (also called Makanin-Razborov diagrams) that arise.
In so doing we get an algebraic proof that the solutions to equations of the form wðx; yÞ ¼ u can be parametrized by a finite set of minimal solutions and a group of canonical automorphisms, which gives us a very explicit description of the algebraic varieties arising (see Theorem 2.28). We also exhibit an equation EðF ; x; yÞ ¼ 1 whose solutions cannot be described this way (see Theorem 3.1) . In particular, we recover some of the aforementioned results of Hmelevskiȋ and Wicks, but our description of the solutions is more transparent. This paper also illustrates some of the important ideas and techniques that have recently been applied for fully residually free (or limit) groups.
1.1 F-groups and algebraic geometry. A complete account of the material in this section can be found in [2] . Fix a free group F . An equation in variables x, y over F is an expression of the form Eðx; yÞ ¼ 1 where Eðx; yÞ ¼ f 1 z m 1 1 . . . z m n n f nþ1 with f i A F , z j A fx; yg and m k A Z. By an equation of the form wðx; yÞ ¼ u we mean an equation z m 1 1 . . . z m n n u À1 ¼ 1 where u A F , z j A fx; yg.
We view an equation as an element of the group F ½x; y ¼ F Ã F ðx; yÞ. A solution of an equation is a substitution x 7 ! g 1 ; y 7 ! g 2 ; g i A F ð1Þ so that in F we have Eðg 1 ; g 2 Þ ¼ F 1. A system of equations Sðx; yÞ in variables x, y is a subset of F ½x; y and a solution of Sðx; yÞ is a substitution as in (1) so that all elements of Sðx; yÞ vanish in F .
is called an F -group. We denote this by ðG; iÞ. Given F -groups ðG 1 ; i 1 Þ and ðG 2 ; i 2 Þ, we define an F -homomorphism to be a homomorphism of groups f such that the following diagram commutes:
We denote by Hom F ðG 1 ; G 2 Þ the set of F -homomorphisms from ðG 1 ; i 1 Þ to ðG 2 ; i 2 Þ.
The distinguished monomorphisms will in general be obvious and not explicitly mentioned. It is clear that every mapping of the form (1) induces an F -homomorphism fðg 1 ; g 2 Þ : F ½x; y ! F . It is also clear that every f A Hom F ðF ½x; y; F Þ is induced from such a mapping. It follows that we have a natural bijective correspondence 
By assumption there is f A Aut F ðF ½x; yÞ that sends wðx; yÞ to x and f extends to an F -automorphism of F ½x; y. This means that S is rationally equivalent to T ¼ fxu À1 g. The first thing to note is that F RðTÞ is a free group, hence so is F RðSÞ . Since Hom F ðF RðTÞ ; F Þ is given by
the result now follows by precomposing withf f À1 , as defined in Proposition 1.8. r Lemma 1.10. Suppose the free group F ðx; yÞ on generators fx; yg admits a presentation F ðx; yÞ ¼ hx; z; p j ½x; z p À1 i where x; z; p A F ðx; yÞ. Then the mapping fðxÞ ¼ x, fðzÞ ¼ y, fðpÞ ¼ ½x; y extends to an automorphism f : F ðx; yÞ ! F ðx; yÞ.
Proof. The basis elements x, y of ½x; y obviously satisfy the identity ½x; y½x; y À1 ¼ 1, so the mapping f gives an automorphism. r 1.3 Splittings. We assume familiarity with Bass-Serre theory and we only describe enough to explain our notation. Definition 1.11. A graph of groups GðAÞ consists of a connected directed graph A with vertex set VA and edge set EA. The graph A is directed in the sense that to each e A EA there are functions i : EA ! VA, t : EA ! VA corresponding to the initial and terminal vertices of edges. To A we associate the following: a vertex group G v for each v A VA and an edge group G e for each e A EA;
for each edge e A EA, monomorphisms s e : G e ! G iðeÞ ; t e : G e ! G tðeÞ ;
we call the maps s e , t e boundary monomorphisms and the images of these maps boundary subgroups.
A graph of groups has a fundamental group denoted by p 1 ðGðAÞÞ. We say that a group splits as the fundamental group as a graph of groups if G ¼ p 1 ðGðAÞÞ and refer to the data D ¼ ðG; GðAÞÞ as a splitting. Definition 1.12 (Moves on GðAÞ). We have the following moves on GðAÞ that do not change the fundamental group.
Change the orientation of edges in GðAÞ, and relabel the boundary monomorphisms.
Conjugate boundary monomorphisms, i.e. replace s e by g g s e where g g denotes conjugation by g and g A G iðeÞ .
Slide, i.e. if there are edges e; f such that s e ðG e Þ ¼ s f ðG f Þ then we change X by setting ið f Þ ¼ tðeÞ and replacing s f by t e s À1 e s f . Folding, i.e. if s e ðG e Þ c A c G iðeÞ , then replace G tðeÞ by G tðeÞ Ã t e ðG e Þ A, replace G e by a copy of A and change the boundary monomorphism accordingly.
Collapse an edge e A EA, i.e. take the subgraph starðeÞ ¼ fiðeÞ; e; tðeÞg and consider the quotient of the graph A, subject to the relation @ that collapses starðeÞ to a point. The resulting graph A 0 ¼ A=@ is again a directed graph. Writing v 0 ¼ ½starðeÞ A A 0 , we have G v 0 ¼ G iðeÞ Ã G e G tðeÞ or G iðeÞ Ã G e depending on whether iðeÞ ¼ tðeÞ or not. For each edge f of A incident to either iðeÞ or tðeÞ, we have boundary monomorphisms G f ! G v 0 given by s 0
Conjugation, i.e. for some g A G replace all vertex groups G v by G g v and postcompose boundary monomorphisms with g g (which denotes conjugation by g).
1.4
The cyclic JSJ decomposition. Definition 1.13. An elementary cyclic splitting D of G is a splitting of G as either a free product with amalgamation or an HNN extension over a cyclic subgroup. We define the Dehn twist d D along D as follows.
A Dehn twist generates a cyclic subgroup of AutðGÞ. A splitting such that all of the edge groups are non-trivial and cyclic is called a cyclic splitting.
We can generalize the notion of a Dehn twist to arbitrary cyclic splittings. Definition 1.14. Let D be a cyclic splitting of G with underlying graph A and let e be an edge of of A. Then a Dehn twist along e is an automorphism that can be obtained by collapsing all other edges in A to get a splitting D 0 of G with only the edge e and applying one the applicable automorphisms of Definition 1.13. (ii) Let D and D 0 be two elementary cyclic splittings of a group G with boundary subgroups C and C 0 , respectively. We say that
A splitting D of an F -group is said to be modulo F if the subgroup F is contained in a vertex group. The following is proved in [17] : (ii) If D 0 is hyperbolic in D then G admits a splitting E such that one of its vertex groups is the fundamental group Q ¼ p 1 ðSÞ of a punctured surface S such that the boundary subgroups of Q are puncture subgroups. Moreover the cyclic subgroups hdi, hd 0 i corresponding to D, D 0 respectively are both conjugate to subgroups of Q. Not every surface with punctures can yield a QH subgroup. By [8, Theorem 3] , the projective plane with puncture(s) and the Klein bottle with puncture(s) cannot give QH subgroups. It has also been noted that surfaces that can give QH subgroups must admit pseudo-Anosov homeomorphisms.
(ii) Let D be a splitting of G with Q be a QH vertex subgroup and let C be a splitting of Q with boundary subgroup hci. Then there is a splitting D 0 of G called a refinement of D along C such that D is obtained from a collapse of D 0 along an edge whose corresponding group is hci. (2) If an elementary cyclic splitting H ¼ A Ã C B or H ¼ AÃ C is hyperbolic in another elementary cyclic splitting, then C can be conjugated into some MQH subgroup.
(3) Every elementary cyclic splitting H ¼ A Ã C B or H ¼ AÃ C modulo F which is elliptic with respect to any other elementary cyclic splitting modulo F of H can be obtained from D by a sequence of moves given in Definition 1.12.
(4) If D 1 is another cyclic splitting of H modulo F that has properties (1)-(2) then D 1 can be obtained from D by a sequence of slidings, conjugations, and modifying boundary monomorphisms by conjugation (see Definition 1.12).
Definition 1.21. (For simplicity we consider only the case where F RðSÞ is freely indecomposable modulo F .) Given a cyclic JSJ decomposition D of F RðSÞ modulo F , we define the group D of canonical F -automorphisms of F RðSÞ to be generated by the following:
Dehn twists along edges of D, or by Dehn twists along edges e 0 obtained from refinements of D along cyclic splittings of MQH subgroups, that fix F c F RðSÞ .
automorphisms of the abelian vertex groups that fix edge groups.
The following theorem is proved in [9] , [18] .
Theorem 1.22. If F RðSÞ 0 F and is freely indecomposable modulo F then it admits a non-trivial cyclic JSJ decomposition modulo F .
The structure of Hom
Definition 1.23. A Hom diagram for Hom F ðG; F Þ, denoted by Diag F ðG; F Þ, consists of a finite directed rooted tree T such that the root v 0 has no incoming edges and otherwise every vertex has at most one incoming edge, along with the following data.
To each vertex v of T, except the root, we associate a fully residually F group F RðS v Þ .
The group associated to each leaf of T is a free product F Ã F ðY Þ. (Y is a set of free variables.)
To each edge e with initial vertex v i and terminal vertex v t we have a proper Fepimorphism p e :
We point out that in the work of Sela, a Hom diagram is called a Makanin-Razborov diagram (relative to F ) and that our fully residually F groups are limit groups (relative to F ). The following theorem gives a finite parametrization of the solutions of systems of equations over a free group. [18] ). For any system of equations Sðx 1 ; . . . ; x n Þ there exists a Hom diagram DiagðF RðSÞ ; F Þ such that for every f A HomðF RðSÞ ; F Þ there is a path v 0 ; e 1 ; v 1 ; e 2 ; . . . ; e mþ1 ; v mþ1 from the root v 0 to a leaf v mþ1 such that
where the maps s v j are canonical F -automorphisms of F RðS v j Þ , the maps p j are epimorphisms p j : F RðS v j Þ ! F RðS v jþ1 Þ inside DiagðF RðSÞ ; F Þ, and r is an F -homomorphism r : F RðS v mþ1 Þ ! F from the free group F RðS v mþ1 Þ to F . If all solutions of S are of rank 1, then the description of V ðSÞ is easy and is given in Section 2.1. If S has solutions of rank 2, then there will be infinitely many such solutions. For this case we will prove that Diag F ðF RðSÞ ; F Þ corresponds to one of three cases (see Figure 1 ). We will moreover describe the possible splittings of F RðSÞ and the associated canonical automorphisms. This description, along with Theorem 1.24, will enable us to describe V ðSÞ as a set of pairs of words in F (see Theorem 2.28).
2.1 Easy cases and reductions. By Proposition 1.9 we need only concern ourselves with the case where wðx; yÞ is not primitive. We state some results that enable us to simplify matters: Let s x ðwÞ and s y ðwÞ be the exponent sums of x and y respectively in the word wðx; yÞ. Then it is easy to see that In this case we have F RðSÞ G F Ã hti and the mapping F ½x; y=nclðSÞ ! F RðSÞ is given by
where ðr x ; r y Þ is a generator of the subgroup fða; bÞ A Z l Z j as x ðwÞ þ bs y ðwÞ ¼ 0g:
Lemma 2.3. If wðx; yÞ ¼ vðx; yÞ n with n > 1 then either the variety V ðfwðx; yÞu À1 gÞ is empty or u ¼ r n for some r A F and we have V ðfwðx; yÞu À1 gÞ ¼ V ðfvðx; yÞr À1 gÞ.
We will always assume that wðx; yÞ is not a proper power. Our reason for doing so is twofold. Firstly, solutions are easy to describe when wðx; yÞ is a proper power. Secondly, if wðx; yÞ ¼ vðx; yÞ n with n maximal, then in the cyclic JSJ splitting of F RðSÞ modulo F , the edge group will be generated by vðx; yÞ and not wðx; yÞ. For the next result we need the following theorem:
. . . ; x n Þ be an element of a free group F freely generated by x 1 ; x 2 ; . . . ; x n which is neither a proper power nor a primitive element. If g 2 , g 2 ; . . . ; g n , g are elements of a free group connected by the relation wðg 1 ; g 2 ; . . . ; g n Þ ¼ g m ðm > 1Þ then the rank of the group generated by g 1 ; g 2 ; . . . ; g n ; g is at most n À 1.
Corollary 2.5. Suppose that wðx; yÞ is neither primitive nor a proper power. If u ¼ r n with n > 1 then the equation wðx; yÞ ¼ u has no rank 2 solutions.
Proof. Otherwise there is a solution f : F RðSÞ ! F such that x ¼ fx, y ¼ f y and ½x; y 0 1, which means that hx; yi is free group of rank 2. But we have the identity wðx; yÞ ¼ r n , which by Theorem 2.4 implies that hx; yi is a subgroup of a cyclic group. This is a contradiction. r 2.2 Possible cyclic JSJ splittings of F R(S ) and canonical automorphisms. Lemma 2.6. Suppose that wðx; yÞ is neither primitive nor a proper power. If wðx; yÞ ¼ u has a rank 2 solution then the group F ½x; y=nclðSÞ G F Ã u¼wðx; yÞ hx; yi is fully residually F and, in particular, we have F RðSÞ ¼ F Ã u¼wðx; yÞ hx; yi: Proof. Let ðx; yÞ be a rank 2 solution. Let F 1 ¼ hF ; t j t À1 ut ¼ ui; thus F 1 is a rank 1 free extension of a centralizer of F , and therefore is fully residually F . By definition, F -subgroups are also fully residually F . Let H ¼ hx; yi c F and let H 0 ¼ t À1 Ht. By Britton's lemma we see that
This gives an F -embedding F Ã u¼wðx; yÞ hx; yi ,! F 1 , and so F Ã u¼wðx; yÞ hx; yi is fully residually F . By Corollary 1.6 we obtain the equality F RðSÞ ¼ F ½x; y=nclðSÞ. r Proof. Suppose not. Since hx; yi is a free group of rank 2, if it splits freely with nontrivial factors, then it must split as a free product of two cyclic groups. Since any splitting of F RðSÞ modulo F must also be modulo wðx; yÞ, we have that wðx; yÞ must lie in one of these free cyclic factors, contradicting the hypotheses of the lemma. r Given this first decomposition as an amalgam, we wish to see how it can be refined to a cyclic JSJ decomposition modulo F . By the Freiheitssatz, the subgroup hx; yi c F RðSÞ is free of rank 2. So to investigate cyclic JSJ decomposition modulo F , we must first look at the possible cyclic splitting of hx; yi. Our main tool will be the following theorem of Swarup:
be an amalgamated free product decomposition of a free group G with H finitely generated. Then there is a nontrivial free factor H 0 of H such that H 0 is a free factor of either G 1 or G 2 .
(B) Let G ¼ JÃ H; t be an HNN decomposition of a free group G with H finitely generated. Then there are decompositions H ¼ H 1 Ã H 2 , J ¼ J 1 Ã J 2 with H 1 non-trivial such that H 1 is a free factor of J 1 and t À1 H 1 t is conjugate in J to a subgroup of J 2 .
is an amalgamated free product decomposition of a free group over a non-trivial cyclic subgroup, then rankðGÞ ¼ rankðG 1 Þ þ rankðG 2 Þ À 1:
Lemma 2.10. Let G be a free group of rank 2 and let w A G be non-primitive and not a proper power. Then the only possible almost reduced (see Definition 1.19) non-trivial cyclic splittings of G as the fundamental group of a graph of groups with w elliptic are as (i) a star of groups, specifically a graph of groups whose underlying graph is simply connected, consisting of a center vertex v c and a collection of peripheral vertices v 1 ; . . . ; v m connected to v c by an edge; the group associated to v c , called the 'central group', is free of rank 2 and each edge group is non-trivial, cyclic and is a proper finite index subgroup of the associated 'peripheral' vertex group; or (ii) as an HNN extension
where w A H and H is another free group of rank 2; moreover
Proof. Let D be a splitting of G. If G splits as a free product with amalgamation G ¼ G 1 Ã hgi G 2 then if g is not trivial, Corollary 2.9 forces one of the factors to be cyclic. Since we are assuming almost reducedness, the edge group must be a finite index subgroup of one of the cyclic factors. Suppose that G 2 is a cyclic factor and let z be a generator of G 2 . Then the free group G is obtained by adjoining the nth root z of the element g in G 1 , which is a free group of rank 2. It is however impossible to have a further splitting G 1 Ã hgi Ã G 2 Ã hg 0 i ÃG 3 with G 2 and G 3 cyclic and with hgi, hg 0 i proper finite index subgroups of G 2 ; G 3 respectively, since then an easy computation using normal forms would give a counter-example to commutation transitivity, which must hold in a free group. The general star case follows.
If the underlying graph of D is simply connected and one of the edge groups is trivial, then we can collapse D to a free product G 1 Ã G 2 with non-trivial factors, and with w lying in one of the vertex groups. By Grushko's theorem rankðG 1 Þ ¼ rankðG 2 Þ ¼ 1, and our assumption that w is elliptic in D and not a proper power forces w to be primitive, a contradiction. We have therefore covered the case where the underlying graph is simply connected.
If the underlying graph has two cycles (and a non-trivial vertex group), then we have a proper epimorphism G ! F ða; bÞ which contradicts the Hopf property.
Claim. If G ¼ hH; t j t À1 pt ¼ qi, then H is a free group of rank 2.
Using Theorem 2.8 (B) and conjugating boundary monomorphisms we can arrange that
Theorem 2.8 (B) moreover gives us that without loss of generality we can assume that hqi is a free factor of H 2 . This means that
Letting H 0 ¼ H 1 Ã H 0 2 we get that H ¼ H 0 Ã hqi, so combining (3) and (4) gives us a presentation G ¼ hH 0 ; t; q j t À1 pt ¼ qi and via a Tietze transformation this gives
This forces H 0 to be cyclic, so that H has rank 2. Moreover, we see immediately that
We denote by D the group of canonical F -automorphisms of F RðSÞ (see Definition 1.21).
Convention 2.11. Whenever we have a 'star' splitting of the subgroup hx; yi, as given in the statement of Lemma 2.10 (i), we will collapse the whole splitting to a single vertex group. The first reason is that the Dehn twists around the edge groups fixing the central group act trivially. Secondly, by uniqueness of nth roots in a free group, any mapping of the central group into a free group has at most one extension to the whole group. It follows that to describe solutions to the equation, the collapsed splitting is su‰cient. (1) F RðSÞ G F Ã u¼wðx; yÞ hx; yi and D ¼ hg w i, where g w is the automorphism that extends the mapping
(2) the subgroup hx; yi splits as a cyclic HNN-extension hx; yi ¼ hH; t j t À1 pt ¼ qi with wðx; yÞ A H so that F RðSÞ G F Ã u¼wðx; yÞ hH; t j t À1 pt ¼ qi and D ¼ hg w ; ti, where g w , t are the automorphisms defined by g w :
f 7 ! f for f A F ; z 7 ! w À1 zw for z A hx; yi; t : z 7 ! z for z A hF ; Hi; t 7 ! tq;
(3) F RðSÞ G F Ã u¼wðx; yÞ Q where Q is a QH subgroup and, up to rational equivalence, Q ¼ hx; y; w j ½x; yw À1 i. The group D is generated by the automorphisms extending the mappings g w ; d x : x 7 ! yx; identity on F U f yg;
d y : y 7 ! xy; identity on F U fxg:
Proof. Suppose first that the cyclic JSJ decomposition of F RðSÞ modulo F has a QH subgroup Q. Then Q must be a subgroup of hx; yi, in particular there must be a splitting of hx; yi modulo w such that Q is one of its vertex groups. By Lemma 2.10, either Q ¼ hx; yi, or hx; yi is an HNN extension of Q. In each case Q must be a free group of rank 2. The possible punctured surfaces S such that p 1 ðSÞ is free of rank 2 are the once punctured torus or the once punctured Klein bottle; the latter is not allowed (see [8, Theorem 3] ). Moreover, if hx; yi is an HNN extension of Q then the associated subgroups must be conjugate in Q, which would imply that hx; yi contains an abelian free group of rank 2, a contradiction. It follows from Corollary 1.10 that, up to rational equivalence, the only possibility is as in case (3) of the statement. The rest of the statement follows immediately from Lemma 2.10 and Definition 1.21. r 2.3 Solutions of rank 1. We now consider solutions of rank 1. Although everything can easily be described in terms of linear algebra, it is instructive to explain this in terms of Hom diagrams and canonical automorphisms, because, as we shall see, these provide examples of canonical epimorphisms that are not strict (see [18] for a definition).
As we saw earlier, rank 1 solutions occur when we are solving wðx; yÞ ¼ 1. Suppose that S 1 ¼ fwðx; yÞu À1 ; ½x; yg. Then all rank 1 solutions must factor through F RðS 1 Þ . If d > 1 then, since all solutions are of rank 1, we must have Radðfwðx; yÞu À1 gÞ ¼ nclðfwðx; yÞu À1 ; ½x; ygÞ. As a set, these solutions are easy to describe:
Let p, q be integers such that ps x ðwÞ þ qs y ðwÞ ¼ d:
Easy linear algebra shows that n 1 , n 2 in (6) are given by
We now investigate the situation where wðx; yÞ ¼ u has rank 1 and rank 2 solutions, i.e V ðSÞ X V ðS 1 Þ. We first want to understand F RðS 1 Þ . Lemma 2.13. Suppose that wðx; yÞ is neither primitive nor a proper power and moreover that wðx; yÞ ¼ u admits rank 1 and rank 2 solutions. Then F RðS 1 Þ is isomorphic to hF ; s j ½u; s ¼ 1i ¼ F 1 . The F -morphism p 1 : F RðS 1 Þ ! F 1 given by
where p, q are as in equation (7), realizes this isomorphism.
Proof. Consider the F -epimorphism p 1 : F RðS 1 Þ ! hF ; s j ½u; s ¼ 1i ¼ F 1 given by (9) . First we see that p 1 is surjective, which gives an injection 
(ii) If F RðSÞ is as in (2) in Corollary 2.12, then V ðS 1 Þ is represented by the following branch in DiagðF RðSÞ ; F Þ:
s where s A D and p 3 ¼ p 2 p 1 .
Here p 1 , p 2 and D 1 are as defined in the previous proof.
Proof. We first note that if F RðSÞ corresponds to case (3) of Corollary 2.12, then the equality (7) is impossible. In both possible cases we have epimorphisms
We saw that all rank 1 solutions factor through p 1 . If F RðSÞ is as in (1) in Corollary 2.12 then D is generated by g w , and now since p 1 g w ¼ p 1 , solutions in V ðS 1 Þ must factor through F 1 and are parametrized by D 1 .
If F RðSÞ is as in (2) in Corollary 2.12, then hx; yi splits as hH; t j t À1 pt ¼ qi for some p; q A H; moreover by Lemma 2.10 we have hx; yi ¼ h p; ti. We consider this basis of hx; yi. Let p 1 ðtÞ ¼ t, p 1 ðpÞ ¼ p; then the subgroup Z l Z G A ¼ hu; si c F 1 is generated by p, t. We note that in F RðSÞ , when written as a word in f p; tg G1 , the element wðx; yÞ ¼ w 0 ðp; tÞ ¼ u has exponent sum zero in the letter t. Since A is the abelianization of hx; yi, in A we have u ¼ 0t þ n p and since u lies in a minimal generating set of A we must have n ¼ G1. It therefore follows that for the Dehn twist t, which sends t 7 ! tq, we have p 1 t ¼ d p 1 , where d is the generator of D 1 . It follows that the canonical F -automorphisms of F 1 in (13) can be 'lifted' to F RðSÞ and the branch (12) gives us a parametrization of V ðS 1 Þ. r 2.4 Solutions of rank 2. Before we can make our finiteness arguments we need some preliminary facts and results. We will study more closely mappings F ðx; yÞ ! F . (ii) For F ðx; yÞ, the free group on the basis fx; yg, an elementary Nielsen transformation (e.N.t.) is an element of AutðF ðx; yÞÞ that is defined by one of the mappings:
x 7 ! ðx e 1 y e 2 Þ e 3 y 7 ! y ;
x 7 ! x y 7 ! ðy e 1 x e 2 Þ e 3
; with e 1 ; e 3 A fÀ1; 1g and e 2 A fÀ1; 0; 1g.
Lemma 2. 16 . Suppose that f, given by ðx 0 ; y 0 Þ A F Â F , is a rank 2 solution of wðx; yÞ ¼ u and let ðx 0 ; y 0 Þ ! Á Á Á ! ðx n ; y n Þ be a sequence of e.N.m. Then (i) there is a corresponding sequence t 1 ; . . . ; t n of e.N.t. such that letting w 0 ðx; yÞ ¼ wðx; yÞ and w jþ1 ðx; yÞ ¼ t jþ1 ðw j ðx; yÞÞ we have u ¼ w 0 ðx 0 ; y 0 Þ ¼ Á Á Á ¼ w n ðx n ; y n Þ: ð14Þ
Then the mapping f 0 ¼ f a À1 : F ðx; yÞ ! F is given by the pair ðx n ; y n Þ.
Sketch of proof. Since a rank 2 solution isomorphically identifies the subgroup hx; yi c F RðSÞ with a rank 2 subgroup of a free group, the proof is essentially the same as the proof that elementary Nielsen transformations generate the automorphism group of a finitely generated free group (see [12, Proposition I.4.1] ). r
For the necessary background for the next lemma, see [12, §I.2] .
Lemma 2.17. Fix a basis X of F . Then to any subgroup H c F of rank n we can canonically associate an ordered set ð j 1 ; . . . ; j n Þ of Nielsen reduced generators. Moreover this ordered set can be obtained from any ordered n-tuple of generators ðh 1 ; . . . ; h n Þ via a sequence of e.N.m.
We now give names to all of these: The pair ðx n ; y n Þ is called the terminal pair of f (denoted by tpðfÞ).
The word w n ðx; yÞ in (14) is called the terminal word of f (denoted by twðfÞ).
The automorphism a A AutðF ðx; yÞÞ is the automorphism associated to f (denoted by a f ). Proof. Fix a basis X of F . We first bound the number of possible terminal pairs. Let f be a solution, given by ðx 0 ; y 0 Þ, and let H ¼ hx 0 ; y 0 i c F and let G be the Stallings graph for H. (See, for instance, [19] .) Then there is a path in G with label u. Moreover Nielsen generators can be read directly o¤ from G (see [7] ) as labels of simple closed paths. If we define the radius of G to be the distance between the basepoint of G and the 'farthest' vertex, then we see that the length of the Nielsen generators ðx m ; y m Þ is bounded by twice the radius. Moreover since wðx; yÞ is neither primitive nor a proper power in F ðx; yÞ G H, u is neither primitive nor a proper power in H. It follows that the reduced path in G labeled u must cover the whole graph, and so juj is at least twice the radius; hence jx m j; jy m j c juj and so the number of possible terminal pairs is bounded.
Consider now the terminal word w n ðx; yÞ. Since ðx m ; y m Þ A F Â F is a Nielsen reduced pair we have jw n ðx; yÞj fx; yg c jw n ðx n ; y n Þj X ¼ juj X ;
and this bounds the number of terminal words. r
We now connect all of these ideas to solutions of equations. The next observation is obvious but critical. Lemma 2.20. Let F RðSÞ be the coordinate group of wðx; yÞ ¼ u, with wðx; yÞ neither primitive nor a proper power, and such that wðx; yÞ has a rank 2 solution. Then all F -automorphisms of F RðSÞ are induced by automorphisms of the free subgroup hx; yi that fix wðx; yÞ. 
We have now proved that all rank 2 solutions are obtained from a finite family f 1 ; . . . ; f N of solutions and precomposition with F -automorphism of F RðSÞ . Nothing has been said so far about canonical automorphisms. We wish to show that there are only finitely many D-minimal rank 2 solutions to wðx; yÞ ¼ u. By Proposition 2.21, this is equivalent to the statement ½stabðwÞ : D < y.
2.4.1 Proving finite index. In [3] , it is proved that for freely indecomposable fully residually free groups, the subgroup of canonical automorphisms is of finite index in the group of outer automorphisms. Unfortunately, the result does not cover the case involving automorphisms modulo F . We therefore prove this fact directly. What we will essentially show is that the group of inner F -automorphisms is of finite index in the whole group of F -automorphisms. The main pillar of the argument is that the JSJ decomposition is canonical in the sense of of Theorem 1.20 (4) and the following theorem:
Theorem 2.23 ([10, Corollary 15.2]). Let G be a non-abelian fully residually free group, and let A ¼ fA 1 ; . . . ; A n g be a finite set of maximal abelian subgroups of G. Denote by OutðG; AÞ the set of those outer automorphisms of G which map each A i A A to a conjugate of itself. If OutðG; AÞ is infinite, then G has a non-trivial abelian splitting, where each subgroup in A is elliptic. There is an algorithm to decide whether OutðG; AÞ is finite or infinite. If OutðG; AÞ is infinite, the algorithm finds the splitting. If OutðG; AÞ is finite, the algorithm finds all of its elements. This next lemma follows immediately from the fact that in free groups nth roots are unique and centralizers of elements are cyclic. Lemma 2.24. Let hx; yi be a free group and suppose that hx; yi ¼ hH; t j t À1 pt ¼ qi for some p; q A H À f1g:
If for some g A hx; yi we have g À1 pg ¼ q, then g ¼ tq j for some j A Z. Proof. If w is conjugate to either ½x; y or ½ y; x then the result follows immediately since stabðwÞ consists of the automorphisms given in Corollary 2.12. (See, for instance, [14] .) We first concentrate on the case where the JSJ decomposition of F RðSÞ is as in case (2) of Corollary 2.12.
Suppose thaat the induced splitting of hx; yi is of the form hx; yi ¼ hH; t j t À1 pt ¼ qi for some p; q A H À f1g:
Let a A stabðwÞ c Autðhx; yiÞ; then we can extend a toâ a : F RðSÞ ! F RðSÞ . We wish to understand the action ofâ a on F RðSÞ . First note thatâ a restricted to F is the identity andâ aðhx; yiÞ ¼ hx; yi. On the other hand,â a gives another cyclic JSJ decomposition D 1 modulo F : F RðSÞ ¼ F Ã u¼wðx; yÞ hâ aðHÞ;â aðtÞ jâ aðtÞ À1â aðpÞâ aðtÞ ¼â aðqÞi; ð16Þ
with w Aâ aðHÞ. By Theorem 1.20 (4), D 1 can be obtained from D by a sequence of slidings, conjugations and modifying boundary monomorphisms. We haveâ aðHÞ V F ¼ hwi, and H must be obtained fromâ aðHÞ as in Theorem 1.20 (4), i.e. by slidings, conjugating boundary monomorphisms and conjugations. The only inner automorphism of F RðSÞ that fixes w is conjugation by w k with k A Z (from Bass-Serre theory and properties of free groups), and sinceâ aðHÞ and H are attached to F at hwi, slidings will have no e¤ect. It follows thatâ aðHÞ ¼ H. Applying Theorem 1.20 again forces p, q to be conjugate in H toâ að pÞ,â aðqÞ (possibly in reverse order). We now have strong enough information on the dynamics of stabðwÞ to apply Theorem 2.23.
Indeed There is a bijective correspondence between subgroups K of g stabðwÞ stabðwÞ and subgroups of stabðwÞ that contain hti, given by K 7 ! r À1 ðKÞ; moreover this correspondence sends normal subgroups to normal subgroups. It follows that kerðp rÞ ¼ ht; g w i and so we get stabðwÞ=ht; g w i G stabðwÞ; which is finite. It follows that ½stabðwÞ : ht; g w i < y.
When D, the cyclic JSJ of F RðSÞ modulo F , is as in case (1) of Corollary 2.12, then again elements of a A stabðwÞ will give new splittings F RðSÞ ¼ F Ã u¼wðx; yÞâ aðHÞ. Arguing as before, we get thatâ aðHÞ ¼ H and we can apply Theorem 2.23 with A ¼ fhwig. We get that OutðH; AÞ G stabðwÞ=hg w i must be finite; otherwise H could split further, contradicting the fact that D is a JSJ splitting, and the result follows. Theorem 2.27. Suppose that wðx; yÞ ¼ u has rank 2 solutions and that wðx; yÞ is not a power of a primitive element. Then the possible Hom diagrams are as given in Figure 1 .
Theorem 2.28. Suppose that wðx; yÞ ¼ u has rank 2 solutions and that wðx; yÞ is neither primitive nor a proper power. Let ff i j i A I g be the collection of D-minimal solutions.
1 Þ is given by the one of the following.
(1) F RðSÞ G F Ã u¼wðx; yÞ hx; yi. In this case let f i ðxÞ ¼
where V 0 ¼ fðu Àn x i u n ; u Àn y i u n Þ j i A I and n A Zg;
and if the exponent sums s x ðwÞ, s y ðwÞ of x, y respectively in w are relatively prime, then V ðS 1 Þ is non-empty and is given by (6).
(2) F RðSÞ G F Ã u¼wðx; yÞ hH; t j t À1 pt ¼ qi, with H ¼ h p; qi and we can write the elements x; y A hx; yi as words x ¼ X ðp; tÞ, y ¼ Y ð p; tÞ. Let f i ð pÞ
V 0 ¼ fðX ðu Àn p i u n ; u Àn p m i t i u n Þ; Y ðu Àn p i u n ; u Àn p m i t i u n ÞÞ j i A I ; n; m A Zg;
and if the exponent sums s x ðwÞ, s y ðwÞ of x, y respectively in w are relatively prime, then V ðS 1 Þ is non-empty and is given by (6 Finally we note that unless wðx; yÞ ¼ u is orientable quadratic, then solutions are given by 'one level parametric' words (see [11] for the definition).
An example
The Hom diagrams given for wðx; yÞ ¼ u were very simple. In particular, modulo the slight technicalities of Theorem 2.28 (1), we can say that, unless wðx; yÞ is a power of a primitive element, there are only finitely many minimal solutions to wðx; yÞ ¼ u with respect to a group of canonical automorphisms. This translates as the Hom diagram having only one 'level'. This also means that all fundamental sequences or strict resolutions of F RðSÞ have length 1 (see [9] , [18] for definitions). It is natural to ask whether this holds for general equations in two variables. We answer this negatively: has branches corresponding to rank 2 solutions that have length at least 2.
Proof. First note that via Tietze transformations, we have the following isomorphism:
hF ; x; y j ½a À1 ba½b; a½x; y 2 x; a ¼ 1i G hF ; x; y; t j ½x; y 2 x ¼ ½a; ba À1 b À1 at; ½t; a ¼ 1i:
Let wðx; yÞ ¼ ½x; y 2 x and u ¼ ½a; ba À1 b À1 at. We now embed G ¼ hF ; x; y; t j wðx; yÞ ¼ u; ½t; a ¼ 1i into a chain of extensions of centralizers. Let F 1 ¼ hF ; t j ½t; a ¼ 1i and F 2 ¼ hF 1 ; s j ½u; s ¼ 1i:
Let x ¼ b À1 t and y ¼ b À1 ab. First note that ½x; y 2 x ¼ ððt À1 bÞðb À1 a À1 bÞðb À1 tÞðb À1 abÞÞ 2 ðb À1 tÞ ¼ ½a; ba À1 b À1 at ¼ u:
We now form a double, i.e. we set x ¼ x s , y ¼ y s and let H ¼ hx; yi ¼ hx; yi s . By Britton's lemma we have H VF F 1 ¼ hui and it follows that hF ; x; yi is isomorphic to the amalgam F 1 Ã hui H ¼ G. Since chains of extensions of centralizers of F are fully residually F , our equation (17) is an irreducible system of equations; we write F RðSÞ ¼ G. We have the non-trivial cyclic splitting D : F RðSÞ G F 1 Ã hu¼wðx; yÞi hx; yi;
and moreover since wðx; yÞ ¼ ½x; y 2 x cannot belong to a basis of hx; yi (see [5] ) we have that F RðSÞ is freely indecomposable modulo F 1 . On the other hand, if we take the Grushko decomposition of F RðSÞ modulo F F RðSÞ ¼F F Ã K 1 Ã Á Á Á Ã K n ; F cF F we see that F 1 cF F since ½t; a ¼ 1 implies t AF F . Therefore F RðSÞ is freely indecomposable modulo F . Hence D can be refined to a cyclic JSJ decomposition modulo F . Suppose towards a contradiction that all branches of the Hom diagram for Hom F ðF RðSÞ ; F Þ corresponding to rank 2 solutions have length 1. This means that there are finitely many minimal rank 2 solutions f : F RðSÞ ! F in the Hom diagram. On the one hand t must be sent to arbitrarily high powers of a, since F RðSÞ is fully residually F . On the other hand, for there to be a canonical automorphism of F RðSÞ with t 7 ! ta n , there must be a splitting D 0 of F RðSÞ with some conjugate of hai as a boundary subgroup; but u must be hyperbolic in such a splitting, and since hai is elliptic in D, we have an elliptic-hyperbolic splitting which by Theorem 1.16 contradicts free indecomposability modulo F . r
We now provide an illustration. We determined that F RðSÞ ¼ F 1 Ã hu¼wðx; yÞi hx; yi with u ¼ ½a; bab À1 a À1 t. Now the mapping x 7 ! x u and y 7 ! y u extends to a canonical automorphism of F RðSÞ and along some branch there must be another canonical automorphism that maps t 7 ! ta r . By checking directly we see that f : F RðSÞ 7 ! F given by x ¼ b À1 a, y ¼ b À1 ab is a solution, so we can get the family of solutions:
x ¼ ð½a; bab À1 a À1 a n Þ m ðb À1 aÞð½a; bab À1 a À1 a n Þ Àm ; y ¼ ð½a; bab À1 a À1 a n Þ m ðb À1 abÞð½a; bab À1 a À1 a n Þ Àm ;
with n, m in Z. Notice that no precomposition by a canonical automorphism of F RðSÞ can a¤ect the parameter n. It follows that the set of solution of (17) cannot be given by precomposing a finite collection of maps f 1 ; . . . ; f n : F RðSÞ ! F with canonical automorphisms.
