Objectives: Data on job histories is commonly available from study subjects and worksites, therefore jobs are often used for assigning exposures in historical epidemiological studies. Exposure estimates are often derived by offering jobs as fixed effects in statistical models. An alternative approach would be to offer job as a random effect to obtain empirical Bayes estimates of exposure. This approach is more efficient since it weights exposure estimates according to the within-job and between-job variability and the number of measurements for each job. We assess three models for predicting historical dust exposures of sawmill workers. Methods: Models were developed using 407 inhalable dust measurements collected from 58 jobs in four sawmills. The first model incorporated all variables as fixed effects; the second added a random term to account for correlation within workers; and the third offered random terms for worker, job and mill (hierarchical model). Empirical Bayes estimates were used to calculate job-specific exposures from the hierarchical model. Results: The fixed effects and random worker mixed models performed nearly identically because there was low withinworker correlation (r = 0.26). The Bayesian exposure predictions from the hierarchical model were slightly more correlated with the observed mill-job arithmetic means than those from the models where jobs were fixed effects (0.74 versus 0.70). Conclusions: While we observed no large differences in exposure estimates by treating job as a fixed or random effect, treating job as a random effect allowed for job-specific coefficients to be estimated for every job while borrowing strength in the presence of sparse data by assuming that the job means are normally distributed around the group mean. In addition, empirical Bayes job estimates can be used for a posteriori job grouping. The use of this method for retrospective exposure assessment should continue to be examined.
INTRODUCTION
Statistical models have been used as an objective tool to predict historical exposures for epidemiological studies for over two decades (Dement et al., 1983; Eisen et al., 1984; Yu et al., 1990; Hornung et al., 1994; Kromhout et al., 1994; Seixas and Checkoway, 1995; Stewart et al., 1996; Burstyn et al., 2000) . These models have usually incorporated all variables as fixed effects and thus assumed that all measurements were independent. With the recent commercial availability of more sophisticated statistical software, models that incorporate both fixed and random effects are becoming routinely used in exposure estimation (Preller et al., 1995; Burstyn and Teschke, 1999; Rappaport et al., 1999; Teschke et al., 1999; Symanski et al., 2001a Symanski et al., ,b, 2004 Mikkelsen et al., 2002; Peretz et al., 2002 ; Burdorf *Author to whom correspondence should be addressed. Tel: +1-604-822-8960; fax: +1-604-822-9588; e-mail: melissaf@interchange.ubc.ca and van Tongeren, 2003) . An example of a mixed model used for exposure prediction in a historical cohort study is the recent study of asphalt workers by Burstyn et al. (2000) where subject was treated as a random effect to control for correlation between repeated measurements on the same worker, while identifying fixed effects that were associated with exposure. An approach assuming correlation within individuals but independence between individuals has become the most commonly used form of mixed models used in determinants of exposure studies.
More recently, a number of investigators have examined the hypothesis that correlation between measurements, unaccounted for by the fixed effects in the model, may also exist at higher levels within the work setting, i.e. at the machine, job, department, building or plant level (Symanski et al., 2001a,b; Mikkelsen et al., 2002) . If this is the case, incorporation of multiple random effect terms can be used to account for the hierarchical structure and the potential clustering of exposures based on when and where the measurements were collected (Symanski et al., 2001a; Diggle et al., 2002) . In a study evaluating the exposure in the Danish furniture industry, Mikkelsen et al. (2002) found that worker, machine and factory were sources of exposure clustering that were not explained by the fixed effects offered in the models, and, thus, random terms were included for each. A random term for department was also tested but provided negligible improvement in the modelling and was not included in the final model. In an evaluation of long-term exposure trends in the nickel industry, Symanski et al. (2001b) found that accounting for the clustering of exposures by worker, job groups, building and plant (offered in the models as random effects) significantly impacted the magnitude and even the direction of the fixed effect estimate of the time trend compared with a model with only a random worker effect and a model with no random effect terms. In a study examining the sources of variability in workers' exposure to inorganic mercury, setting job as a random or fixed effect made no apparent difference in predicted exposures from a mixed model that also incorporated a random worker term (Symanski et al., 2001a) .
Within this context, there has been some debate about whether job should be considered as a random or fixed effect in exposure models (Kromhout and Heederik, 1995; Symanski et al., 2001b) . Typically, variables have been offered as fixed effects when the focus is on estimating the mean value for specified groups represented in the data and as random effects when the focus is controlling correlation due to lack of independence unaccounted for by other variables in the model (Symanski et al., 2001a,b) . Though job titles are not exposure determinants per se, they are frequently one of the only types of exposure-related data available for epidemiological studies and are, therefore, often used as surrogates for unmeasured job-related determinants. Because investigators want to obtain exposure estimates for each job, jobs have normally been entered as fixed effects in determinants of exposure models.
This argument overlooks an advantage of treating job as a random effect, beyond controlling withinjob correlation. In historical cohort studies there may be a very large number of jobs, and some of them may have only a few exposure measurements. In building a model to predict historical exposures for each job, there are a number of possible options. All jobs can be entered in the model; but degrees of freedom will be high (no. of jobs -1) requiring a large dataset. A second approach is to remove any job with a high P-value in a backwards regression procedure. This method assumes that any job removed from the model has a coefficient of '0', which often results in a reduction of the standard errors of the coefficient estimate for the variables remaining in the models. However, Greenland et al. (1999 Greenland et al. ( , 2000a suggest that the smaller standard errors are artificial and do not reflect the true variability in the coefficient estimate of that variable. Another option would be to group jobs based on work tasks and job location, but grouping may obscure important differences between jobs within the same group. Additionally, the mean of the job group will be dependent on the clustering of exposures by job over time.
A more efficient approach is to offer job as a random effect in a mixed model and to use the empirical Bayes estimates for each job to calculate the predicted exposure (Greenland, 2000a; Verbeke and Molenberghs, 2000) . Offering job as a random effect borrows strength from the whole dataset by assuming that the job means are normally distributed around the group mean with the distribution of the means equal to the between-job variance. Empirical Bayes estimation gives more weight to the group mean when there are sparse measurements for a job and when the within-job variability is large compared with the between-job variability. More weight is given to the observed job mean if the opposite is true. Using empirical Bayes estimates of the coefficients has become more common in modelling exposure-response relationships in epidemiology (Greenland, 2000b) but has not yet been used to predict historical exposure.
In this paper, we compare three models for predicting historical dust exposure in sawmills in British Columbia, Canada: a fixed effect model; a mixed model with worker as a random effect; and a more complex hierarchical model with worker, job and mill offered as random effects. 
METHODS

Description of dataset and exposure determinants
The dataset consisted of 423 personal full-shift inhalable dust measurements collected at four sawmills in 1996 using a GSP sampler (Deha-Haan & Wittmer GmbH, Friolzheim, Germany). The protocol involved randomly sampling all jobs over two seasons at each mill but did not specifically attempt to capture repeated measurements on the same worker. The average number of measurements collected per worker in the same job was 1.2 (range 1-4). Of 327 workers measured, 68 workers were sampled two or more times. Measurements were excluded (n = 16) if the worker sampled spent <75% of the day at one job since the aim was to estimate full-shift exposures at the job level. Analyses were based on all 407 remaining measurements, representing 327 different workers.
Variables that might predict exposure levels were identified from information collected concurrently with the dust measurements and from the mills' technological histories (production reports, schematics, walk through surveys and interviews with key staff during site visits). Variables that could not be assessed with confidence for all jobs, mills and the entire work history of the sawmill cohort were excluded from consideration in the models. A total of 58 jobs were identified (median 4 measurements per job, range 1-26). Each job was assigned to one of 16 process areas defined by work area and tasks.
Statistical analyses
Prior to modelling, correlations between independent variables were examined. Correlations between ordinal and indicator variables were examined using Spearman's rho. Categorical variables with no intrinsic order were evaluated for correlations using Cramer's V and contingency coefficient (Fisher and van Belle, 1993) . Among variable pairs with r > 0.7, only the determinant considered more logically related to exposure and/or more consistently and reliably available over the time-span of the study was retained for modelling. All exposure measurements were log-transformed (base e) because the data were positively skewed.
Only exposure determinants correlated with dust concentration (P-values <0.2) in simple linear regression were considered for inclusion in the predictive models (GLM procedure in SPSS version 10.1 (SPSS Inc., Chicago, IL, USA)). Several variables were nested a priori if they were only relevant for certain job tasks or if the magnitude of their effect was expected to change within specific process areas. For instance, 'whether a planermill was on site' was only nested in process areas that could potentially receive planed lumber. Mill department, indoor job location, planermill and wood condition were nested within process groups. These nested terms were evaluated in simple linear regression analyses with their corresponding main effect (e.g. process area + process area · indoor job location) and only those with a P-value < 0.2 were offered in the models.
Hierarchical model
The structure of the more complex hierarchical model is described first. The random worker mixed model and the fixed effects model are simpler models that have specific random effect terms removed. All models were estimated using the PROC MIXED restricted maximum likelihood method in SAS version 8.02 (SAS Institute Inc., Cary, NC, USA).
The multilevel model employs a hierarchical structure with random worker, job and mill effects [equation (1)].
The dependent variable Y * ghij is the log-transformed dust concentration Y ghij measured on the jth day on the ith worker in the hth job at the gth mill. m is the intercept. J gh(p) and W ghi are the random effects corresponding to job and worker, respectively. Note that the random job effect is nested within the pth process group (group of jobs with same work area). P m g , P j gh and P w ghij are the summation of the fixed effects related to mill-specific, job-specific and worker-specific determinants, respectively. For example, P j gh = sawing process group + indoor job + job in booth for the hth job in the gth mill. e ghij is the residual. J gh , W ghi and e ghij are assumed to be statistically independent and approximately normally distributed with a mean value of 0 and with variances s BW are the between-job and between-worker variance that are not explained by the fixed effects. Estimates of the coefficient for the job random effect were calculated using an empirical Bayes procedure where the unknown parameters are replaced by their restricted maximum likelihood estimates in the Bayesian calculations (Verbeke and Molenberghs, 2000) . All variance components were assumed equal across worker and job with a uniform variance structure (compound symmetry). We tested this assumption by comparing the model fit statistics of this model with pooled variance components against a model that allowed distinct variance components by job location (indoors versus outdoors) or by process area.
The multilevel model was developed using a multi-step process to reflect the assumption that 283 Retrospective exposure assessment of dust exposures in Canadian sawmills lower level effects (i.e. worker and job) are more likely to explain exposure levels than higher level effects (i.e. mill) and to avoid saturating the model (Mikkelsen et al., 2002) .
Step 1 offered all random effects plus all job-level fixed effects (except job itself) into the model. Variables with the highest P-value were removed one by one until all fixed effects had a P-value <0.10. At the end of Step 1, if the random job effect and worker effect was not significant with a P-value >0.10 they would be removed. In Step 2, all fixed effects at the mill level were offered into the model.
Random worker mixed model
For the 'random worker mixed model', the random job effect and its corresponding variance components from the hierarchical model were not included in the model structure [equation (2) remained. Variables were entered in the model in two stages. In Step 1, the random worker effect and all job-level and mill-level fixed effects, except job itself, were offered into the model. Variables with the highest P-value were removed one by one until all fixed effects had a P-value <0.10. In Step 2, individual jobs that had been significant in simple linear regressions were offered into the model and removed one by one until all fixed effects had a P-value <0.10. Because jobs were grouped into process groups (a categorical variable included in the models as a surrogate for work tasks and location) a job would only remain in the model if its mean was significantly different from the process group mean.
Fixed effects model In the 'fixed effects model', no random effects were included in the model structure [equation (3)]. The fixed effects model was developed in the same manner as the random worker mixed model, except that no random worker effect was included. Under this model, the log exposure was assumed normally distributed with mean m + P m g + P j gh + P w ghij and variance s 2 error :
Model comparison
For the random worker mixed model and the fixed effects model, the predicted arithmetic mean exposure for each mill-job combinationŶ Y gh was calculated from the models' predicted exposuresŶ Y * gh using equation (4).Ŷ
Equation (4) is a common approach based on calculating the job arithmetic mean from log-normally distributed measurements using the total within-job variance (ŝ s 
The correlations (Pearson r) between observed and predicted exposures from the three models were examined for both individual measurements and mill-job arithmetic means.
RESULTS
The dataset had an arithmetic mean wood dust concentration of 1.9 mg m À3 , geometric mean of 0.81 mg m À3 , geometric standard deviation 3.47 and a range of 0.05-42 mg m À3 . The model parameters are provided in Tables 1 (fixed effects) and 2 (empirical Bayes job estimates). Lack of variability in mill-specific variables removed all but a few key fixed mill-level variables from consideration in the models. The random worker mixed model contained all but one of the variables (job: Tallyman) included in the fixed effects model and only very small differences in the magnitude of the parameter estimates were observed. The hierarchical model contained one additional nested variable (Mill Maintenance Process Group · Kiln Dried Lumber) and excluded the 'job in vehicle' variable. The random effect term for mills was not significant in the hierarchical model, owing in part to the limited number of mills included in the dataset and the inclusion of the few mill-level fixed effects that explained key differences between the sawmills.
Compared with the fixed effects model, the standard errors were on average 2% higher for the random worker mixed model and 11% higher for the hierarchical model. The within-job variance (ŝ s 2 BW þŝ s 2 WW ) was nearly equal for the three models (Table 3) . In all three models, 46% of the between-worker and within-worker variance was explained by the fixed effects when compared with the variance components of a model with only a random worker term and no fixed effects. The fixed effects in the random worker mixed model and hierarchical model preferentially reduced the between-worker variance (by 72 and 69%, respectively) over the within-worker variance (by 2 and 7%, respectively). The model fit statistics were nearly identical for the fixed effects model and random worker mixed model, not surprising given the low correlation between repeated measurements on the same worker (0.26). The hierarchical model fit statistics were 5% higher, with a low correlation between repeated measurements on the same worker (0.21) and moderate correlation between measurements within the same job (0.48). Allowing heterogeneity in the variance components across job location (indoor versus outdoor jobs) resulted in similar variance components and did not improve the model fit. Some differences in the magnitude of the variance components was observed when the model allowed for heterogeneity based on process group, but no process area-specific variance component estimates were statistically significant and the model resulted in a poorer model fit than the model that pooled variance components (data not shown). The predicted exposures from the fixed effects model and the random worker mixed model were nearly identical owing to their nearly identical parameter estimates (r > 0.99). The hierarchical model's predicted exposures for individual measurements (r = 0.97) and for mill-job means (r = 0.92) were highly correlated with the predicted exposures from the other models. The predicted mean exposures of each job in each mill (for jobs with >3 measurements) from the hierarchical model were slightly more correlated with the measured arithmetic means than those of the other models (r = 0.74 versus r = 0.70).
DISCUSSION
In this example, there was little difference between exposures predicted using the fixed effects and random worker mixed models. The hierarchical model demonstrated a stronger relationship with the observed measurements, but the improvement was slight. Differences in the models' predicted arithmetic means would be observed if the variables included in the models were different, if the magnitude of the model coefficients were different or if the remaining unexplained between-worker and within-worker variance components were different. The fixed effects model and the random worker mixed model demonstrated no substantive differences in any of these factors for the dataset evaluated here. The hierarchical model included empirical Bayes coefficients for every job in the study no matter how few measurements were available, whereas the other two models included only jobs that differed significantly from the process group means. The hierarchical model improved the precision of the predicted exposures but at the expense of greater complexity. Although the random mill term was not significant, the random job effect explained additional variability in the dataset not accounted for by the fixed effects. The 11% increase in the standard errors of the coefficients over those of the fixed effects model was not unexpected owing to the greater complexity of the model. It may also be a better reflection of the true uncertainty in the coefficient estimates (Greenland, 1999 (Greenland, , 2000a .
The models with jobs treated as a fixed effect provides greater simplicity when applying a model to predict historical exposures because jobs were included in the model only if their mean exposure significantly differed from that of their process group mean. However, this approach fails to borrow strength from the distribution of job means around the group mean and fails to account for potential clustering of exposures of jobs within a group. While more complex, including all jobs in the model by offering job as a random effect and using the empirical Bayes exposure estimates can aid in a posteriori grouping of jobs for retrospective exposure assessment (Peretz et al., 2002) .
While it is disappointing that the results from this specific dataset do not show strong differences between the modelling approaches, it is also reassuring that the models' predictions were robust to the models' specifications. Modelling job as a random effect becomes a more useful tool if heterogeneity is theorized, i.e. one could allow the between-job and within-job variance components to vary by process group or other factor. While we limited our analyses to an empirical Bayes estimate of the job effects, which are sensitive to deviations from normality assumptions (Verbeke and Molenberghs, 2000) , with the advent of software such as R and WinBugs, a full Bayesian analysis could be conducted to potentially offer even better precision for the predictions.
Differences in predicted exposures when treating job as a fixed versus a random effect may be more significant in models developed for other purposes or for datasets where the clustering of exposures by job is greater. For instance, more clustering of exposures may exist when data collected for different purposes or using different sampling strategies are combined. Our results are specific to this dataset; however, they illustrate the method, provide a starting point for comparisons, and suggest some areas where empirical Bayes estimates may be useful for retrospective exposure assessment. 
