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В данной работе предлагается критерий для проверки гипотезы Кокса для двух прогрессивно 
цензурированных выборок. Ранее, в работе [4], в качестве статистики для проверки данной 
гипотезы предлагался критерий типа Колмогорова-Смирнова, основанный на сравнении 
оценок Каплана-Мейера функции надежности по каждой выборке. Вместе с тем применение 
этой статистики требует проводить испытания до отказа всех систем, что не всегда является 
возможным. В данной работе предлагается критерий типа Реньи, позволяющий проверять 
гипотезу Кокса по неполным данным, что дает возможность прекращать испытания до 
наступления отказоввсех систем. В работе предложен метод вычисления точных 
распределений статистики типа Реньи, основанный на модели случайного блуждания частицы 
по двумерному массиву ячеек. Показана сходимость асимптотического распределения 
предлагаемой статистики к стандартному распределению Реньи при условии справедливости 
проверяемой гипотезы. Предлагается метод оценки параметра модели Кокса в случае её 
справедливости. В качестве оценки рассматривается значение параметра, минимизирующее 
предлагаемую статистику критерия. 
Ключевые слова: непараметрическая статистика, гипотеза Кокса, критерий типа Реньи, 
оценка Каплана-Мейера 
 
Введение 
Одной из распространенных задач в теории надежности является задача статистиче-
ской проверки адекватности модели Кокса для законов распределения отказов изделий, 
функционирующих в различных режимах эксплуатации. В ряде работ эта задача решалась 
сравнением оценок функций надежности по полным выборкам. На практике часто встре-
чаются ситуации, когда нет возможности наблюдать моменты отказов всех испытываемых 
изделий в силу того, что они объединены в последовательные системы различной кратно-
сти. Данное обстоятельство приводит к тому, что для каждой системы наблюдается только 
одна минимальная наработка из составляющих ее изделий. Кроме того, из-за недостатка 
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времени нет возможности проводить испытания до отказа всех систем. Таким образом, 
возникает необходимость проверки модели Кокса по данным сложной структуры –
выборки наработок до отказа элементов являются прогрессивно цензурированными, при 
этом выборки отказов систем цензурированы по типу II. Для решения этой задачи в дан-
ной работе предлагается статистика типа Реньи, основанная на сравнение оценок Каплана-
Мейра функций надежности по двум прогрессивно цензурированным выборкам. Предло-
жен метод оценки параметра модели Кокса в случае её справедливости.  
1. Постановка задачи 
Рассмотрим общую постановку задачи. Имеется 1n  
систем, состоящих из 1m  после-
довательно соединенных элементов, которые работают в режиме 1  
и 2n  систем, состоя-
щих из 2m  последовательно соединенных элементов, работающих в режиме 2.  
При ис-
пытаниях систем при отказе одного из элементов в системе («первого» отказа), времена 
отказов оставшихся ( 1), 1,2jm j   изделий цензурируются. Таким образом, в результате 
испытаний до отказа всех систем, имеются две прогрессивно цензурированные [1,2] вы-
борки    1 21 11 1 1 2 2 2,..., , ,..., ,n n        где  11 1 2 1min , ,..., , 1, ,
i i i i
m i n      
 
22 1 2 2
min , ,..., , 1,j j j jm j n      – минимумы наработок до отказа элементов систем, ра-
ботающих в режимах 1  и 2  соответственно. 
В работе рассматривается проверка гипотезы пропорциональности интенсивностей 
отказов 
1 2( ), ( )t t   элементов для режимов 1  и 2 , 1 2( ) ( )t k t  , где 1k   – известное 
фиксированное число. Уточним, что функции 
1 2( ), ( )t t   неизвестны. Пусть 1( )P t  – 
функция надежности наработок до отказа элементов в режиме 1 . Аналогично, 2 ( )P t  – 
функция надежности наработок до отказа в режиме 2 . Гипотеза о пропорциональности 
интенсивностей отказов эквивалентна гипотезе: 
  0 1 2: ( ) ( ) , 1
k
H P t P t k   (1) 
Функции надежности наработок до отказа 1( )P t , 2 ( )P t  по прогрессивно цензуриро-
ванным выборкам 1  и 2  можно оценить при помощи оценок Каплана-Мейра, которые 
имеют вид [3]: 
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Здесь    1 2,d t d t  – количество элементов выборок 1 и 2 , меньших t . 
Если выборки    1 21 11 1 2 2,..., , ,...,n n     рассматривать как полные независимые выбор-
ки из совокупностей с функциями распределения 1 21 21 2( ) 1 ( ( )) , ( ) 1 ( ( ))
m m
F t P t F t P t    , то 
функции распределения 1 2( ), ( )F t F t  можно оценить обычными эмпирическими функция-
ми распределения 
 
Если в испытаниях наблюдаются наработки до отказа всех систем, то для проверки 
гипотезы (1) в работе [4] предлагалась статистика T  типа Колмогорова–Смирнова, осно-
ванная на сравнении оценок Каплана–Мейера 
 
где 
2 2 2
1 2 1
2 12 2 2 2 2 2
2 1 2 1 2
, ,
n m m k
k k
n m k m m k m


 
  
 
. 
 
При этом для случая                                                                                         следует принять 
 
 
В этой же работе [4] было получено асимптотическое распределение статистики (2) 
при условии справедливости (1), а также указан метод вычисления ее распределений для 
конечных объемов выборок. 
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В настоящей статье предложен метод проверки (1) для случая, когда испытания пре-
кращаются в момент, когда не все системы испытаны до отказа.  
Введем некоторые обозначения.  
Пусть 
2 2
1
2 1( ) / ( ) , 0, (0) 0.
m m
m
k kx x k x k x 

   
 
Функция ( )x  строго возрастает и 
(1) 1  . Объединённая эмпирическая функция надежности изделий по выборкам 
   1 21 11 1 2 2,..., , ,...,n n     может быть записана в виде  
 
Обозначим 1 1r n  – число отказов систем за время испытаний в режиме 1 , анало-
гично 2 2r n  – число отказов систем в режиме 2 .  
Продолжительность испытаний определяется следующим образом. Пусть 0 1   – 
некоторое фиксированное число. Тогда испытания прекращаются в момент времени  , 
когда нарушается неравенство 
0( ( )) 1 .P t  
 
Параметр   назовём параметром Реньи. 
 Для проверки справедливости (1) предлагается статистика типа Реньи [5,6], которая 
имеет вид 
 
Заметим, что вид статистики (3) похож на вид стандартной двухвыборочной стати-
стики Реньи [6], за исключением нормирующего множителя и области, по которой вычис-
ляется максимум. 
2. Точные распределения  
В работе [7] был разработан общий метод вычисления точных распределений стати-
стик типа Колмогорова – Смирнова, который основывается на модели случайного блуж-
дания по двумерному массиву ячеек 1 2{ }, 0, , 0,ijA a i n j n   .  
Введём вектор  
1 21 2
, ,..., n nZ z z z  , состоящий из 1n  единиц и 2n  нулей, причем  
 
Рассмотрим следующую модель случайного блуждания [7,8].Частица на первом ша-
ге выходит из ячейки 
0,0a  и на  1 2n n  – ом шаге заканчивает блуждание в ячейке 1 2,n na , 
совершая 1n  скачков «вниз» и 2n  скачков «вправо». Равенство  
в векторе Z  соответствует скачку «вниз» на s  шаге, появление  
– скачку «вправо». Массив ячеек случайного блуждания представлен на рисунке 1. 
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Рис.1. Случайное блуждание частицы по двумерному массиву ячеек 
 
Теорема 1.[4] Распределение вероятностей векторов  
1 21 2
, ,..., n nZ z z z   определяет-
ся следующим выражением 
 
где 
0
1
, 0
s
s r
r
V z V

   – количество единиц в векторе Z  до s  - ого места включительно, 
0
1
, 0
s
s r
r
U s z U

    – количество нулей в векторе Z  до s  - ого места включительно. 
Доказательство. Утверждение теоремы следует из вида условных вероятностей пе-
рехода «вниз» или «вправо» в схеме случайного блуждания частицы. См. [7,9].  
Обозначим через 0( )P A  – вероятность невыхода траектории случайного блуждания 
из некоторого подмножества 0A  множества 1 2{ }, 0, , 0,ijA a i n j n   . 
Теорема 2. Вероятность 
1 20 ,
( ) n nP A   и вычисляется повторным применением соот-
ношения  
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1 2, 1 , 1 .ij i n j n
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
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
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
 (4) 
Здесь 
0
0
1,
0,
ij
ij
ij
a A
a A


 

 – индикатор массива 0A .  
Доказательство. Пусть   – некоторая траектория случайного блуждания частицы 
по двумерному массиву ячеек. Из теоремы 1 получим, что вероятность  может быть за-
писана в следующем виде: 
 
     
   
 
1 2 1 2
1
1 1 1 2 1 2
1 11 1 1 2 1 2
s sz zn n n n
s s
s
s ss s
n V m k n U m
p
n V m k n U m
  

 
 
  
  
  
   
 
   
Обозначим t  – часть траектории  , определяемая первыми t  шагами («частичная» 
траектория). Пусть 
ij  – множество «частичных» траекторий, оканчивающихся в ija . Обо-
значим  
1
t
t s
s
q  

  – первые t  сомножителей в  p  . Вероятность любой траектории, 
совершающей скачок на  i j  - ом шаге 1,i j ija a   имеет множитель 
 
   
1 1 1
1 1 1 2 1 2
s
s s
n V m k
n V m k n U m

 

  
. Если происходит скачок 
, 1i j ija a  , то соответствующий 
множитель равен 
 
   
2 1 2
1 1 1 2 1 2
s
s s
n U m
n V m k n U m

 

  
. Пусть 
t ij
ij i jq
 
 

  . Тогда утверждение 
теоремы следует из того, что в 
ija  за один скачок можно попасть только из 1,i ja   или , 1i ja  .  
Множитель 
ij  обеспечивают обращение в нуль вероятностей траекторий, не лежа-
щих целиком в 0A .  
Следствие: ( )P R h  = 0( )P A , где 0 { }ijA a , чьи индексы ,i j  удовлетворяют усло-
виям: 
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1. 0, 0i j  ; 
 
2. 
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Доказательство. Множество 
0 { }ijA a  имеет такой вид вследствие того, что нера-
венство R h   не проверяется вне области 0( ( )) 1P t   . При этом учитывается, что 
эмпирические функции распределения наработок до отказа систем равны  
                                                      Таким образом, соотношения (1) и (2) задают гра-
ничные условия.
 
В таблицах 1,2 представлены вероятности точного распределения статистики R  для 
квантилей h=1,96 , h=2,24, которые являются соответственно квантилями уровней 0,9000, 
0,9498 асимптотического распределения функции Реньи [10]. 
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Таблица 1. Точные вероятности ( )P R h  в случае равных объёмов выборок 
при 
1 22, 3, 0,7m m     
1 2n n  ( )P R h   
h=1,96 h=2,24 
1,5k   2k   1,5k   2k   
100  0,9094 0,9206 0,9560  0,9593 
400 0,9076 0,9080 0,9545 0,9533 
700 0,9055 0,9058 0,9525 0,9536 
1000 0,9045 0,9043 0,9525 0,9524 
1300 0,9040 0,9045 0,9519 0,9521 
1600 0,9034 0,9037  0,9520 0,9519 
1900 0,9034 0,9035 0,9518 0,9519 
2200 0,9031 0,9034 0,9516 0,9515 
2500 0,9029 0,9034 0,9513 0,9517 
  0,9000 0,9000 0,9498 0,9498 
 
Таблица 2. Точные вероятности ( )P R h  в случае равных объёмов выборок 
при 1 22, 3, 0,8m m     
1 2n n  ( )P R h   
h=1,96 h=2,24 
1,5k   2k   1,5k   2k   
100 0,9172 0,9217 0,9624 0,9567 
400 0,9079 0,9074 0,9544 0,9540 
700 0,9064 0,9067 0,9530 0,9534 
1000 0,9058 0,9056 0,9533 0,9527 
1300 0,9051 0,9043 0,9523 0,9524 
1600 0,9039 0,9039 0,9522 0,9519 
1900 0,9036 0,9043 0,9520 0,9518 
2200 0,9037 0,9038 0,9517 0,9519 
2500 0,9033 0,9034 0,9517 0,9516 
  0,9000 0,9000 0,9498 0,9498 
3. Асимптотическое распределение  
Без ограничения общности, считаем, что  
1
1 2( ) (1 ), ( ) 1 , 0 1
kP t t P t t t       [6]. 
Рассмотрим процесс   1 22 1 22 2 2
1 2
( ) ( ) ( ) , 0 1
k
n
n mm
Y t P t P t t
k m m
 


   

, определяющий стати-
стику (3). В [4] была доказана теорема, показывающая слабую сходимость процесса ( )nY t  
к гауссовскому процессу.  
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Теорема 3.[4] При 0 1s t    процесс ( )nY t  сходится к гауссовскому процессу Y(t). 
При этом      
   
2 2
1
2
2 1
1
1 1
0, (1 ) ,0 1.
(1 )
m m
m
k k
m
k
k s k s
E Y t E Y s Y t t s t
s


   
             

 
Теорема 4. При 1
1 2
2
, ,
n
n n
n
    и справедливости гипотезы (1) распределе-
ние статистики (3) сходится к стандартному распределению Реньи 
1 2
1 2
2 2
, 2,
0
4 ( 1) (2 1)
lim ( ) ( ) exp
2 1 8
i
n n
n n
i
i
P R h L h
i h




 

  
    
  
 . 
Доказательство. Рассмотрим преобразование  
 
 
 
22
1
2
1
2 1
2 1
1 (1 )
1
mm
m
kk
m
m
k
k t k t
t
k t k



   

 
:[0,1) [0,1) . Доопределим (1) 1  . Нетрудно показать, 
что   0t   ,  0 0  ,  1 1  . Тогда существует обратное преобразование  t t  . Вве-
дем в рассмотрение процесс 
    
 
     
2
2
1
1
2 1
(1 ( ))
( ( ))
1 ( )
m
k
m
m
k
t
W V t Y t Y t t
k t k

     




    
 
. 
Имеем при 0 1u v   ,  u s  ,  v t   
  0E W     ,                E W u W v t u t v E Y u Y v             
       s t E Y s Y t       
   
   
2 2 2 2
1
2 2 2
1 1
1 1
2 1
1
2 1 2 1
1 1(1 ) (1 )
(1 )
1 1 (1 )
m m m m
m
k k k k
m m m
m m
k k k
k s k ss t
t
k s k k t k s
  
  
    
     
    
 
 
   
 
2 2 2
1
2 2
1 1
2 1
2 1 2 1
1 1(1 )
(1 )
1 1
m m m
m
k k k
m m
m m
k k
k s k st
u
k t k k s k


 
   
    
   
. 
Следовательно,  W   есть стандартный броуновский мост [6]. 
Имеем 
( )(1 )
( ) sup
1
W
L h P h
 

 
 
    
= 
1 ( ) 1
( ( ))(1 )
sup
1 ( )t
W t
P h
t 

   
 
   
= 
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=
 
 
2
2
2
1 2
2 1 1
(1 )
1
1
2 1
( )(1 )
sup
(1 )
1
m
k
m
m
k
m
kt
mk t k m
k
V t
P h
t
k t k





 
  
 
 
 
 
 
 
 
   
= 
=
 
2
2
1
2 1
(1 )
1
1
( )(1 )
sup
1m
k
m
m
k
t
k t k
Y t
P h
t





 
 
 
 
  
 
 
 
 
= 
    
1 2
1 2
1 2 2
2 2 2, (1 ) 1
1 2
1
lim max
1
k
n n t
P t P tm m n
P h
tk m m
 
 
 
   
 
 
  
 
 
. 
Учитывая тот факт, что (1 )t  можно заменить [6] на объединенную эмпирическую 
оценку функции надежности элементов по двум прогрессивно цензурированным выбор-
кам, равную,                                                                          получаем, что  
1 2
1 2
2 2
, 2,
0
4 ( 1) (2 1)
lim ( ) ( ) exp
2 1 8
i
n n
n n
i
i
P R h L h
i h




 

  
    
  
  
Доказанная теорема позволяет проверять гипотезы (1) при достаточно больших объ-
емах выборок 1 2,n n . Но учитывая, что скорость сходимости распределений статистик типа 
Реньи медленная [11], на практике лучшим является использование точных распределений 
статистики R  (4). 
4. Оценка параметра модели Кокса методом Монте-Карло 
Пусть параметр модели Кокса в степенной гипотезе (1) неизвестен и подлежит оцен-
ке. В настоящей работе в качестве оценки данного параметра предлагается значение k , 
которое минимизирует значение статистики (3), argmink R . 
Исследование точности предложенной оценки параметра Кокса проводилось мето-
дами статистического моделирования при помощи следующего алгоритма:
 
1. Моделируются 1 1n m  одинаково распределенных случайных величин 1 1
1 1
1( ,..., )m n   с 
функцией распределения  0F t  (в дальнейшем будем называть их наработками). В каче-
стве  0F t  рассматривались экспоненциальная (с параметром 0.001  ) функция распре-
деления и функция распределения Вейбулла (с параметрами 0.001  , 1.5p  ).  
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2. Наработки  случайным образом разбиваются на 1n  
групп по 1m  величин в каж-
дой. Элементы i  - й группы обозначаются  
1
1, 1,
1 1,..., , 1,
i i
m i n   . Определяются 
 
1
1, 1,
1 1min ,...,
i i i
m   . 
3. Аналогичным образом моделируются 2 2n m  одинаково распределенных случайных 
величин 
2 2
2 2
1( ,..., )m n   с функцией распределения   
1
01 1
kF t  , где k  − некоторое задан-
ное значение параметра Кокса. Наработки 
2 2
2 2
1( ,..., )m n   случайным образом разбиваются 
на 2n  групп по 2m  величин в каждой. Элементы i  - й группы обозначаются 
 
2
2, 2,
1 2,..., , 1,
i i
m i n   . Определяются  2
2, 2,
2 1min ,...,
i i i
m   . 
4. Задается глубина цензурирования испытаний  , 0 1  , равная доле числа отка-
завших систем в обоих режимах от общего количества систем. Определяется число r та-
кое, что 
1 2 1 2
1r r
n n n n

  
 
. Наработки 1 21 1
1 1 2 2,..., , ,...,
n n     располагают в порядке возрас-
тания. Пусть 
1 21 2
... n n       – объединенный вариационный ряд из этих наработок. По 
вариационному ряду и числу r определяют наработку 
r , а также 1r  и 2r  - числа отказов 
систем в режимах 1  и 2  до момента r . Определяются две выборки 
   1 21 11 1 1 2 2 2,..., , ,...,r r        – из наблюдаемых до момента r  наработок обоих выбо-
рок. 
5. Для некоторого значения                        вычисляется текущая глубина цензуриро-
вания  
Для вычисления статистики (3) рассмотрим область                               Так как функ-
ция 
 
возрастает по 
0( )P t , получаем, что  
 
Отсюда определяется параметр Реньи  
 
Для этого ( )k вычисляется значение статистики (3). 
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6. Методом перебора    определяется оценка k , минимизирующая значение стати-
стики  
Для определения статистических свойств оценки k  пункты 1 – 6 повторялись 500 
раз. По полученным значениям оценок построена гистограмма этой выборки, а также вы-
числены эмпирические среднее k  и дисперсия 2S . 
На рисунке 2 изображены гистограммы полученных оценок k  для 
1 2 1 22, 3, 100m m n n     для экспоненциального распределения с параметром 0.001  , 
и для распределения Вейбулла с параметрами 0.001, 1.5p   . 
 
 а) Экспоненциальное распределение,  б) Распределение Вейбулла,  
 2,0334, 0,3624k S    2,0322, 0,3601k S   
Рис. 2. Гистограммы оценок k  при 0,7    
Заключение 
В работе получены асимптотическое и для конечных объёмов выборок распределе-
ния статистики типа Реньи для случая проверки гипотезы о степенной зависимости функ-
ции надежности для двух прогрессивно цензурированных выборок. Для оценки функции 
надежности по прогрессивно цензурируемой выборке использована оценка Каплана-
Мейера. Данный результат позволяет проводить испытания до отказа лишь части испыты-
ваемых изделий.  
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with Renyi Criterion 
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The most common problem in the reliability theory is the problem of testing the Cox’s hy-
pothesis. This work is devoted to solving this problem in the case of two progressively censored 
samples. One of the features is the use of Renyi type statistics, which allows checking the Cox 
model in case when tests are terminated before all products failure. 
For testing, there are n1 systems of the first type, which consist of serially connected m1 el-
ements and n2 systems of the second type, which has m2 of the same elements. Considering that 
the systems are connected in series, the Cox’s hypothesis is tested through non-failure operation 
times of systems rather than elements themselves. The sample of non-failure operation times is 
considered as a progressively censored sample from non-failure operation times of elements of 
the appropriate type. Thus, when the systems fail, the non-failure operation times of all other el-
ements are censored. 
We suggest the Renyi criterion for testing the hypothesis of proportionality. Functions of 
elements reliability for each of the two samples are evaluated using the Kaplan-Meier estimates. 
The paper shows the asymptotic convergence of the proposed distribution of statistics to the 
standard Renyi distribution. In view of the slow convergence to limiting distributions, a method 
for calculating the exact distributions of Renyi type statistics is proposed. It is designed to test 
the Cox’s hypothesis for two progressively censored samples. The proposed method is based on 
the model of a random walk on a two-dimensional array of cells, and it is described in previous 
papers. Tables give calculated distribution values for Renyi type statistics for a wide range of 
values of n1, n2. 
The paper also suggests the estimate method for Cox model parameter. As an estimate, is 
considered the value that minimizes the proposed test statistics. 
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