Abstract. In this paper, some algebraic properties of the joint k numerical radius, joint k radius and the joint k norm of matrices are investigated. Moreover, using the joint higher numerical ranges of diagonal matrices which are convex polyhedrons, a description for the shape of the higher numerical ranges of matrix polynomials is given.
INTRODUCTION AND PRELIMINARIES
Let M n m be the vector space of all n m complex matrices. For the case n D m, M n n is denoted by M n ; namely, the algebra of all n n complex matrices. Throughout the paper, k; m and n are considered as positive integers, and k Ä n. Moreover, I k denotes the k k identity matrix. The set of all n k isometry matrices is denoted by X n k ; i.e., X n k D fX 2 M n k W X X D I k g. Also, the group of n n unitary matrices is denoted by U n ; namely,
The notion of k numerical range of A 2 M n , which was first introduced by P. R. Halmos in [8] , is defined and denoted by
where t r.:/ denotes the trace. The sets W k .A/, where k 2 f1; 2; : : : ; ng, are generally called the higher numerical ranges of A. When k D 1, we have the classical numerical range W 1 .A/ D W .A/ D fx Ax W x 2 C n ; x x D 1g, which has been studied extensively; see for example [7] and [9, Chapter 1] . Motivation of our study comes from finite-dimensional quantum systems. In quantum physics, e.g., see [6] , the quantum states are represented by density matrices, i.e., positive semidefinite matrices with trace one. If a quantum state D 2 M n has rank one, i.e., D D xx 
have eigenvalues 1 ; 2 ; : : : ; n , counting multiplicities. The set of all k averages of eigenvalues of A is denoted by .k/ .A/; namely,
e., the spectrum of A. Next, we list some properties of the k numerical range of matrices which will be useful in our discussion. For more details, see [8, 13] and their references.
Then the following assertions are true:
A/ is a compact and convex set in C;
(ii) conv. .k/ .A// Â W k .A/, where conv.S / denotes the convex hull of a set S Â C. The equality holds if A is normal; Let A 2 M n . The k-numerical radius, k-spectral radius and the k-spectral norm of A are defined and denoted, respectively, by 
In Section 2, we study some algebraic properties of the joint k numerical radius, joint k spectral radius and the joint k norm of matrices. In Section 3, using the joint higher numerical ranges of diagonal matrices which are convex polyhedrons, we give a description for the shape of the higher numerical ranges of matrix polynomials.
MAIN RESULTS
We begin this section by introducing the notion of the joint k numerical radius of matrices. 
is the joint k numerical range of .A 1 ; A 2 ; : : : ; A m /.
Next, we are going to state a new description of r k .A 1 ; A 2 ; : : : ; A m / which is one of the our main results in this section. For this, we need the following lemma. where
To avoid of trivial case, we assume that .a 1 ; a 2 ; : : : ; a m / ¤ .0; 0; : : : ; 0/. Let . 1 ; 2 ; : : : ; m / 2 S 1 be arbitrary. By the Cauchy-Schwartz inequality, we have 
Proof. For every . 1 ; 2 ; : : : ; m / 2 S 1 , we have 
So, the proof is complete.
In the following proposition which follows from Theorem 1 and Propositions 1 and 2, we state some basic properties of the joint k-numerical radius of matrices. 
Using Definition 2 and Proposition 2, we can show that the joint k norm of matrices satisfies in the following basic properties. In view of Proposition 4, for the case k < n, the joint k norm is a vector norm on M m n . In the final result of this section, we are going to study the relations between the joint k numerical radius and the joint k norm of matrices. For this, we need the following lemma.
Proof. The first inequality follows from Proposition 2(.v/ and .vi /). Also, by (1.1) and (1.3), it is clear that r k .A/ Ä kAk .k/ , and so, the proof is complete. Moreover, the right inequality is sharp. Therefore, the right inequality also holds. To prove that the right inequality is sharp, we consider the matrix A 2 M n with singular values a 1 a 2 a n and eigenvalues˛1;˛2; : : : ;˛n, where j˛1j j˛2j j˛nj. Moreover, we assume that there exist a Â 2 R such that˛j D a j e iÂ for all j D 1; 2; : : : ; n. 
Proof. Applying Lemma 2 to the matrix
Now, if we choose t j 0, then by Lemma 1 and the above inequalities, we have:
Hence, the right inequality changes to equality. This completes the proof.
ADDITIONAL RESULTS
In this section, by using the joint higher numerical ranges of diagonal matrices, we find an approximation for the higher numerical ranges of matrix polynomials. For this, suppose that
is a matrix polynomial, where A i 2 M n .i D 0; 1; : : : ; m/; A m ¤ 0 and is a complex variable. The numbers m and n are referred as the degree and the order of P . /; respectively. The matrix polynomial P . / is said to be a diagonal matrix polynomial if all the coefficients A i are diagonal matrices. A scalar 0 2 C is called an eigenvalue of P . / if the system P . 0 /x D 0 has a nonzero solution x 0 2 C n . This solution x 0 is known as an eigenvector of P . / corresponding to 0 , and the set of all eigenvalues of P . / is said to be the spectrum of P . /; namely,
The (classical) numerical range of P . / is defined and denoted by W OEP . / WD f 2 C W x P . /x D 0 f or some non´ero x 2 C n g; which is closed and contains OEP . /. The numerical range of matrix polynomials plays an important role in the study of overdamped vibration systems with finite number of degrees of freedom, and it is also related to the stability theory; e.g., see [5, 11] and its references. Notice that the notion of W OEP . / is generalization of the classical numerical range of a matrix A 2 M n ; namely, W OE I A D W .A/: In the last few years, the generalization of the numerical range of matrices and matrix polynomials has attracted much attention and many interesting results have been obtained; e.g., see [1] [2] [3] [4] 15] . One of these generalizations is the notion of higher numerical ranges. The k-numerical range of P . / is defined and denoted, e.g., see [2] , by
Also, the k spectrum of P . / is defined as and hence, the proof is complete.
Remark 1. In view of Proposition 5 and Theorem 3, one can estimate the shape of the k numerical range of matrix polynomials by convex polyhedrons.
