Electron transport through a quantum wire in the presence of external periodic energy-level modulations with different on-site phases is studied within the time evolution operator method for a tight-binding Hamiltonian. It is found that in the presence of spatial symmetry of the system and no source-drain and static gate voltages the pumping current can be generated. Moreover, for a wire which is tunnel-coupled to the underlying substrate, the current flowing through an unbiased wire does not fade away but increases with the wire-surface coupling. For randomly chosen phases at every wire site two regimes of the phase-averaged current are found which are related to small and high wire density of states.
Introduction
Low-dimensional quantum systems under the influence of external time-dependent perturbations are recently investigated (both theoretically and experimentally) due to many interesting effects which are observed in these systems like the turnstile effects, photon-electron quantum pumps, photon-assisted tunneling (PAT), coherent destruction of tunneling, etc [1] [2] [3] [4] [5] [6] . Also spin pumps which can generate pure spin current in the absence of charge current are intensively studied for a single quantum dot (QD), double QD, quantum wire (QW) and others [7] [8] [9] [10] [11] due to their potential applications in spintronics and quantum computing.
External time-dependent electromagnetic fields can generate a net current flowing between unbiased leads in the system. Thus a quantum pump involves periodic changes of two or more parameters of the system [12, 13] . Note, however, that a pump current can also exist for a monoparamagnetc pumping (a single time-dependent parameter) [14] . The crucial role in electron pumping plays the symmetry of the central system. In the absence of spatial symmetry or in the case of a lack of reversal symmetry in the ac signal a pumping current can appear. A single electron pump based on asymmetrical couplings between QD and the left and right electrodes was studied in [1] and the couplings were switched on and off alternately from zero to maximal values which led to adiabatic electron pumping. To pump electrons in the presence of spatial symmetry of the system (and no source-drain and static gate voltages) one has to break the time-reversal symmetry and add the second harmonic to the driving periodic field, i.e. a so-called 'harmonic mixing' drive [5, 15, 16] . The external bi-harmonic perturbations can be used to control the noise level in quantum systems or, as well, for routing optically induced currents [17, 18] . Also the nonlinear signal consisted of two rectangular-like driving forces can control overdamped transport in Brownian motor devices [19, 20] . Note that non-adiabatic electron pumping is particularly interesting because the pump current can assume rather large values while at the same time the current noise is remarkably low [4, 21] . The pumping current can also be generated for dipole driving forces applied to a double QD system in the large gate voltage regime (different QD on-site energies)-one QD site is driven by the external field which is out of phase in comparison with the perturbation applied to the second QD site, e.g. [5, 8, 22] . In this case the phase difference in the ac signal (between both QD sites) is crucial for electron pumping. In one-dimensional systems an oscillating potential (harmonic, pulsed or delta-like) applied to two sites of a wire [23] [24] [25] [26] as well as the train impulse [11] can generate the net electron or spin currents.
In this paper we study the transport properties of a harmonically driven quantum wire (a linear set of quantum dots or atomic chain), focusing on the influence of phase differences between the QW sites. In this case a pump current will be generated for a wire in the presence of a spatial symmetry and no source-drain and static gate voltages (i.e. for equal chemical potentials and for the same QW on-site energies). We consider the same phase differences between all neighboring sites in the wire or randomly chosen phases at every site. Such a system reveals new physical possibilities for electron pumping and the transport properties which are often quite different in comparison with the zero-phase driving case [5, 6] . Moreover the substrate-wire couplings are considered in our calculations which can play a role in real wires on conducting or semiconducting surfaces. For such atomic wires the transport properties depend on whether or not the substrate electrons are localized but generally the conductance is fading away due to the influence of the substrate [27] . In the paper we will investigate if this conclusion holds also for a wire driven by the phase-dependent perturbation, i.e. does the pumping current obtained for a wire localized on a surface always decrease or can the perturbation control the pumping current? In this sense the paper can be treated as a generalization of our earlier studies [6, 27] on phase-dependent perturbations applied to the wire on a surface. Moreover, we shall study the phase-averaged current flowing through the wire assuming randomly chosen phases at every wire site. Such a procedure is justified for experiments on atomic wires on step-like (vicinal) surfaces where the measured signal is a combination from many chains. Note that in one-dimensional systems two-regime conductance was observed experimentally (metal-insulator transition) which strongly depends on the quality of atomic chains at the surface, e.g. for Pb or Au wires on the vicinal Si surfaces [28, 29] . This paper is organized as follows. Section 2 includes the model Hamiltonian and theoretical description of a quantum wire in the presence of the phase-dependent perturbation. Also analytical relations for the evolution operator matrix elements and the time-averaged current are obtained. In section 3 the numerical results are shown, in particular in section 3.1 the pumping current for a free wire (no surface-wire couplings) is discussed; in section 3.2 the role of the substrate is studied and in section 3.3 we concentrate on the random-phase electron transport. Section 4 is devoted to conclusions.
Model and calculation method

Theoretical model
In this section, starting from the second quantization Hamiltonian and using the evolution operator method we obtain the current flowing through the system which is composed of a linear quantum wire (series of quantum dots) between two electrodes (left and right). Additionally, the wire is disturbed by external time-dependent fields and is coupled with a surface electrode as is sketched in figure 1 . The total Hamiltonian for the considered system is given by H = H 0 + V, where 
Here the operator c kα (c The couplings between QW sites are denoted by V 0 and are independent of i which is satisfied for a regular wire on a surface. The QW sites are characterized by the energy levels, ε i , which are driven by the external ac perturbation, g i (t), with frequency ω, driving amplitude (both are independent of i) and phase factors, ϕ i (different for each QW site). This harmonic perturbation influences in time the QW energies and one can write, cf [30] :
Note that all sites in the wire oscillate with the same frequency; thus one can treat this system as a modified one-dimensional Einstein model (ω corresponds to the harmonic oscillator frequency and is related to the temperature function).
Calculation method
The current flowing through the system, e.g. from the left lead, is obtained from the time derivative of the total number of electrons in the left lead [30] :
The electron number n L (t) in the left lead can be expressed by the appropriate matrix elements of the evolution operator U(t, t 0 ) given by the equation of motion (in the interaction representation,h = 1) [6, 31, 32] :
where n β (t 0 ) represents the initial filling of the corresponding single-particle states (β = i, kL, kR, kS). Note that for t ≤ t 0 all parts of the system are decoupled and the hybridization matrix elements are switched on at t = t 0 = 0. Next, from equation (5) the following differential equation for U kL,β (t, t 0 ) ≡ U kL,β (t) matrix elements can be found:
Note that nonzero elements of theṼ(t) function arẽ
where
. For simplicity, we assume the hybridization coupling V kL/R to be real and independent of k. Thus within a wideband approximation the spectral density of the wire-lead
Using equations (5) and (6) the current equation (4) can be written as follows:
where the occupation of the wire site is obtained from n 1 (t) = kα=L,R,S n kα (0)|U 1 kα (t)| 2 . The similar relations hold for the right and surface currents. As one can see the current flowing through the system and the wire occupations are expressed by the matrix elements U 1 kL (t) and U 1 kR (t). These functions are obtained from equation (5) and they satisfy the following set of coupled differential equations:
and similarly for U i kR/S (t). Note that for the symmetrical system, V kL = V kR , the appropriate matrix elements of the evolution operator are equal:
The dc current, being the main quantity of interest, is obtained from equation (10) by averaging this function,
, and because j L (t) is a periodic function of time we average it over the period T = 2π/ω [30] . For small source-drain voltages the current is proportional to the transmission function.
Analytical results
In the general case, to obtain the current flowing through the system it is necessary to solve numerically the set of differential equations for U i kL/R/S (t). Further analytical treatment of equation (11) needs additional limitations. Assuming the same on-site energies ε i = ε 0 and equal phases of external perturbation, ϕ i = ϕ, equation (11) reduces to the following form:
Using the Fourier transform, F(ξ ) = (
e iξ x dx, this equation can be written as follows:
where the exponential function e iG(t) was expressed with the Bessel function of the second kind, J k [30] . The above relation stands for a set of N linear equations which satisfy the matrix relationÂ ×F =B where
The vectorB has only one nonzero element, i.e.B 1 = V kL
For an insulator substrate, S = 0, the matrixÂ is tri-diagonal which allow us to resolve this matrix equation exactly. After some algebra one finds the following solution for the evolution operator elements:
where cofÂ is the algebraic complement (cofactor) ofÂ and the determinant of this tri-diagonal matrix can be expressed in terms of the Chebyshev polynomials of the second kind. Finally the dc current flowing through the system is (
Note that for → 0 the infinite sum of the Bessel functions reduces to only one value of k (k = 0) and the dc current satisfies the relation obtained in the stationary case [33] . Moreover, the current does not depend on the phase factor ϕ, as in this case all wire sites are driven homogeneously.
Results
In this section we present numerical results of the pumping current flowing between electrodes for a wire on an insulator and conduction surfaces. Also the phase-averaged current flowing through the system is analyzed. All energies are given in L = R = units, the current in 2e /h units, and in our calculations the Fermi function f α (ε) appears from the summation of the initial filling of the single-particle states over the wavevectors, e.g. in equation (6), kα n kα (0) → d εf α (ε)D α , where D α is the bandwidth of the α electrode. We assume D α = 100 and temperature T = 0.
Electron pumping through a wire
A time-dependent harmonic signal applied to a short wire or DQD system can generate the pumping current, e.g. for the non-symmetrical configuration of both dots (lack of geometrical symmetry) with time-dependent dipole forces [5] . For symmetrical systems and with no source-drain and static gate voltages, it is also possible to pump electrons for a lack of time-reversal symmetry in the ac signal, e.g. by adding a second harmonic to the driving field. It leads to asymmetry in the transmission function and the wire density of states (DOS). This asymmetry in the local DOS (with respect to the Fermi energy) is responsible for the pumping current. Thus we expect that, for the spatial symmetry of the system and for homogeneously shifted on-site wire energies (which break the local DOS symmetry), it is also possible to generate the pumping current using phase-dependent perturbation instead of bi-harmonic fields. To corroborate this prediction in figure 2 we show the pumping current flowing from the left electrode through the DQD system as a function of the phase difference at both QD sites, ϕ 0 = ϕ 2 − ϕ 1 , and for different positions of the on-site energies, ε 0 . Note that in this section we consider the same phase differences between the nearest-neighbor sites, ϕ 0 = ϕ i+1 − ϕ i , and no source-drain voltage is applied to the system, µ L = µ R = 0. First, for ϕ 0 = 0 (no phase difference) the current does not flow through the system according to equation (16) . Moreover, also for ϕ 0 = nπ (n is integer) the pumping current is zero independently of ε 0 . It results from the structure of the G ij function which includes the phases of the ith and jth wire sites: G ij = ω (sin(ωt + ϕ i ) − sin(ωt + ϕ j )). For ϕ 0 = (2n)π this function vanishes while for ϕ 0 = (2n 1 )π it depends only on one site index G ij = 2 ω sin(ωt + ϕ i ) and thus, although the wire sites are driven alternately (minima of the perturbation function at the first site correlate with maxima at the second site), the system behaves as if affected by only one harmonic field with no phases between the sites. The time-reversal symmetry is not broken in this case and we do not observe the pumping current. In general, the G ij function can be written in the form G ij = eff ω cos(ωt + (ϕ i + ϕ j )/2) with the effective phase-dependent driving amplitude eff = 2 sin((
Moreover, also for ε 0 = 0 we do not observe the pumping current for all values of ϕ 0 (in this case the wire DOS is symmetrical versus the Fermi level) which is in agreement 
with other DQD studies [5] . However, for other values of ε 0 (but in the presence of the spatial symmetry) the current is pumped in the system. Some insight about the physical origin of this pumping current is provided by considering the wire molecular states or peaks in the wire DOS at the Fermi level. The largest pumping current j L is observed for ε 0 = 4 because the DQD system is characterized by two molecular states localized at ε 0 ± V 0 = 0 or 8. Thus one of these molecular states lies at the Fermi energy of the system and in the presence of the external perturbation the current is generated in this case. For smaller values of ε 0 the pumping current decreases as both DQD molecular states lie far from the Fermi level. This is also true for greater ε 0 , e.g. ε 0 = 5.6, broken line. Note that the pumping current is negative for all ϕ 0 from the range of 0 < ϕ < π and positive for π < ϕ < 2π (not shown here).
In figure 3 we analyze the pumping current as a function of the driving frequency ω for the phase difference between both QD sites ϕ 0 = π/2, π/4 and 0. For homogeneous driving (ϕ 0 = 0) electrons are not pumped through the system independently of the frequency. In the presence of external dipole forces with nonzero phase difference the pumping current appears but in the adiabatic limit (ω → 0) as well as in the limit of the non-adiabatic case (ω → ∞) the current tends to zero. In the first case the driving frequency is too small and the system is always in its equilibrium state. Thus there is no pumping. In the high frequency limit (non-adiabatic case) the driving force varies too fast and the side-band peaks lie far from the Fermi level. The largest pumping current is observed for the frequency between both regimes which in our case corresponds to ω = 1. Note that the results shown in figure 3 are similar to the CDT (coherent destruction of tunneling) effect [5, 8] but in our case the system is fully symmetrical with the absence of both the static source-drain and gate voltages (the last one acts on the wire on-site energies and can make them different for each site).
In order to reveal the role of the wire length on the pumping current in figure 4 we show j L as a function of there are no molecular states (or peaks in the local DOS) near the Fermi energy. However, for N = 5 such a state is observed and the pumping current increases again. This is a hallmark of the conductance oscillation effect with the period of three atoms. Indeed, the data from the upper panel were chosen in order to satisfy the condition for a three-atom period of the conductance [33] and thus a large pumping current is observed for N = 2 and 5. Note that for N = 2 (ε 0 = 4) only one molecular state which is localized at the Fermi energy determines the pumping current (the second state lies far from the Fermi level). For larger N there are many molecular states in the central system which are near the Fermi level and thus the pumping current j L is a more complicated function of the phase difference ϕ 0 in comparison with the case of short wire length (e.g. N = 2). In the bottom panel the value of ε 0 corresponds to nonzero DOS at the Fermi level for N = 3 (there are three molecular states localized at ε 0 ± √ 2V 0 and ε 0 ). As one can see for nonzero ϕ 0 large pumping current flows in this case but for N = 2 (molecular states at ε 0 ± V 0 = 1.6 and 7.6) or for N = 4 (no molecular states at the Fermi energy) the current is smaller. It is worth noting that for ε 0 = 0 and N = 3 (not shown here) there is also one molecular state at the Fermi level but the symmetry of DOS (which is responsible for the pumping current) is not broken. This is the reason that the pumping current does not flow through the system for ε 0 = 0 although there is a large DOS peak (molecular state) at the Fermi level.
Thus one can conclude that, in the presence of a wire molecular state (or DOS peak) at the Fermi level, the pumping current can be generated. However, to observe this current, the wire DOS structure cannot be a symmetrical function towards the Fermi energy of the system. The easiest way to break this symmetry is to shift rigidly the on-site wire energies from the Fermi level. In this case the spatial symmetry of the system is still conserved. One can also break the symmetry of DOS by adding the static gate voltage (on-site energies are not equal in this case) or add the second harmonic to the external signal [5] .
Pumping through a wire on a surface
In this section we will investigate the role of the wire-substrate tunneling, S , on the pumping current flowing through the wire disturbed by time-dependent perturbations with different on-site phases. It is known that, in the presence of the underlying substrate, both the conductance oscillations and the localized on-site charge (charge waves) are fading away [27] . Thus one expects that the pumping current also decreases with the wire-surface coupling. However, our numerical results show the opposite conclusion. In figure 5 the pumping current flowing from the left lead is analyzed as a function of the phase difference, ϕ 0 , for two lengths of the wire, N = 3 and 4, and for S = 0, 0.2 and 0.5. As before, for ϕ 0 = nπ the current does not flow. For other values of ϕ 0 the current is nonzero and its absolute value increases with the wire-surface coupling. In this case electrons are pumped from the right electrode to the left one and also from the substrate to the left electrode. The last process depends on the wire-surface parameter and is responsible for increasing the current with the S parameter.
To study this interesting effect in more detail we obtain all pumping currents flowing in the system and in figure 6 we show the left, the right and the surface currents as a function of the phase difference for N = 3 and 5 and for S = 0.5. In the absence of the wire-surface tunneling the current conservation is simple: j L = −j R (not shown here). As one can see for some values of ϕ 0 and for nonzero S this relation is also satisfied, e.g. for ϕ 0 = 2, N = 5 (because j S = 0). In general, in the presence of S the current conservation is: j L + j R + j S = 0. For small N the current flows mainly from the right electrode to the left one (j S is about ten times smaller, see the solid curves for N = 3). This effect results from different couplings L = R = 1 and S = 0.5. However, for larger N electrons prefer to flow from the surface to the left lead instead of from the right electrode to the left one (for electrons the distance between L and R electrodes is longer than between the surface electrode and the left lead). This effect depends also on the phase difference parameter and, for example, for ϕ 0 = 1, N = 5 the surface current is larger than j R but for ϕ 0 = 2 the surface current vanishes. Note that all currents j L , j R and j S do not flow for ϕ 0 = nπ . Moreover, the structure of the pumping currents is richer for larger N (more DOS peaks of the wire are reflected in the pumping current characteristics) than for small N.
Random-phase electron transport
Here we consider an N-site wire under the influence of external time-dependent fields with different (randomly chosen) phases at the wire sites and nonzero source-drain voltage. Thus each site is driven in time with different initial phase ϕ i but with the same driving amplitude and frequency ω. Such a system corresponds to the Einstein model of the specific heat where all harmonic oscillators are driven with the same frequency but can oscillate with different phases. In our model the value of ϕ i is randomly chosen depending on the wire site i and is correlated with the driving amplitude , i.e. for a given the phases ϕ i change the initial positions of the on-site energies (in the energy scale according to equation (3)) such that all these energies lie between ε 0 − and ε 0 + . For the considered system the driving amplitude can play the role of the temperature because in real QWs each atomic site oscillates around its balanced state with the amplitude which increases with the temperature. These spatial oscillations lead to harmonic modulations of the on-site energy levels and thus the driving amplitude of ε 0 should also increase with the temperature.
For small driving amplitude (and arbitrary N) the system behaves similarly to the case of homogeneously driven on-site energy levels, i.e. for ϕ i = 0. However, for larger the transport properties strongly depend on the initial phases at the wire sites. To confirm this effect in figure 7 we analyze the current flowing from the left lead through the two-site wire as a function of the driving amplitude for l = 31 different distributions of the initial phases, ϕ i . We show here the results for ε 0 = 0, 2 and 6 (the values of ε 0 are given in the absence of the phases, ϕ i = 0 or for = 0). As one can see for a given ε 0 and small all current curves slightly differ from each other. However, for larger driving amplitude the current reaches different values which are dependent on the initial phase distributions. As a consequence the current can increase with for a given distribution or can decrease for other initial phases which is shown in the upper panel, e.g. for ε 0 = 0. It leads to the larger difference between the minimal and maximal current values, j Lmax − j Lmin , bottom panel. It is interesting that for larger and larger the current differences, j Lmax −j Lmin , are smaller, e.g. the curve for ε 0 = 0 for > 3. The largest value of j Lmax − j Lmin is observed for such which allows the molecular states of the wire to cross in time the voltage window, µ L − µ R . For N = 2 there are two states localized at ε 0 ± V 0 and for ε 0 = 0 they can be found for ±V 0 = ±2. Thus the maximal value of j Lmax −j Lmin is observed for ≈ 2. For larger both molecular states spend more and more time beyond the voltage window and thus the current decreases, which leads to smaller values of j Lmax −j Lmin . For ε 0 = 2 one molecular state lies in the voltage window but the second state is localized at ε 0 +V 0 = 4 and for ≈ 4 it can play a role in the electron transport (maximum of the j Lmax − j Lmin curve). Note that for ε 0 = 6 the current starts to flow through the system for > 2-for this value of the driving amplitude one molecular state, ε 0 − V 0 = 2, crosses the Fermi level during its time oscillation (for < 2 the voltage window is 'empty'). This effect is also visible in the bottom panel. Note that similar conclusions hold also for longer wires. It is also interesting that for asymmetrical wire DOS (towards the Fermi energy), e.g. for ε 0 = 2, the current can flow in the opposite direction to the applied source-drain voltage which is related to the pumping effects described in the previous sections.
In the last studies in this paper we analyze the role of the wire length on the electron transport through the system and thus in figure 8 we show the phase-averaged current as a function of the driving amplitude obtained for different lengths (N = 3-7) . The current, j L 31 , is obtained by averaging the currents for different random-phase distributions, l = 31. This procedure is justified, for example, for regular wires on vicinal surfaces where the total current (which is measured using, for example, four-point or optical methods) is composed from signals which come from a macroscopic area of the surface with many well-ordered wires. For nonzero temperature all sites of these wires oscillate in time with almost the same amplitudes but with different phases. First it is well visible that for the symmetrical case (ε 0 = 0) and for the odd-length wires (N = 3, 5, 7) the phase-averaged current decreases as a function of . Odd-length wires are characterized by a molecular state at the Fermi level (in the voltage window) which determines the current and in the presence of the harmonic perturbation this state oscillates and spends more time beyond the voltage window-thus the current monotonically decreases. We observe more interesting behavior of the current for the even-length wires. For N = 4 (thin solid line) the current is almost constant up to = 2 and then starts to decrease. This curve is characterized by two different regimes (the curve slopes are different in both regimes) with the change (transition) near = 2: (i) for small the current is related to two molecular states of the wire which (for time-independent cases) are localized near the voltage window ε ± = ±V 0 (1 − √ 5)/2, (in the time-dependent case these states lead to large effective DOS of the system in the voltage window) and (ii) for larger ( > ε ± + µ L ) the initial positions of the on-site energies at every site i are more different (in the energy scale) and it is difficult to obtain the resonant tunneling: thus the current decreases. Moreover, the molecular states spend more time beyond the voltage window, therefore the effective DOS of the wire in the voltage window (at the Fermi energy) is rather small in this case. This specific behavior of the system with the large and small effective DOS at the Fermi level is a hallmark of the one-dimension transition between these two regimes. A similar effect holds for larger wires, e.g. for N = 6 (thick solid line), but here the molecular states of the wire lie nearer to the Fermi energy than for N = 4 and thus the transition between the considered regimes is observed for smaller ( = 1).
The next intriguing question is whether the current as a function of the driving amplitude always decreases. Therefore in figure 8 we additionally show the phase-averaged current for N = 4 and ε 0 = 4. As one can see the current is almost constant up to = 2 and then increases because the wire molecular states start to cross the voltage window of the system. In general the position of the transition point depends on the wire length but the specific behavior of this change is determined by the wire on-site energy levels.
Conclusions
In this paper we have studied the phase-dependent electron transport for a quantum wire (or linear chain of quantum dots) on a surface. Using the evolution operator technique the left, right and surface currents flowing through the system have been calculated. In the presence of external time-dependent harmonic perturbations all on-site energy levels vary in time with the same frequency and driving amplitude but with different phases. We have studied two cases: (i) the same phase differences between all neighboring sites in the wire and (ii) randomly chosen phases at every site.
We have found that in the presence of the spatial symmetry in the system which is driven by a kind of dipole force the pumping current can be generated (in the absence of the static gate and source-drain voltages). This is also true for longer wires where maximal values of the pumping current appear with a specific period which is related to the period of the conductance oscillations. The crucial role in this pumping is played by the symmetry of the local DOS structure which in our case is broken by shifting rigidly the wire on-site energies from the Fermi level. Note that in the literature the time-reversal symmetry is broken in a dynamical way by adding a second harmonic to the driving field or using the static gate voltages which change/diversify the DQD on-site energies. Moreover, in the presence of the wire-substrate tunneling, S , the pumping current j L increases with S because electrons prefer to tunnel from the surface instead of between the left and right electrodes, especially for longer wires. In general, one can control the pumping currents flowing through the system by changing the phase differences between the wire sites.
Additionally, we have found that, for the randomly chosen phases at the wire sites, the phase-averaged current flowing in the system is characterized by two regimens (of the driving amplitude or the temperature). It has been observed only for the wire composed with an even number of sites. The transition between these regimes is related to the large and small values of the effective wire DOS. Moreover, the current flowing through the system can increase or decrease, depending on the on-site energies and the wire length.
