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GENERIC BASES FOR CLUSTER ALGEBRAS
AND THE CHAMBER ANSATZ
CHRISTOF GEISS, BERNARD LECLERC, AND JAN SCHRO¨ER
Abstract. Let Q be a finite quiver without oriented cycles, and let Λ be the correspond-
ing preprojective algebra. Let g be the Kac-Moody Lie algebra with Cartan datum given
by Q, and let W be its Weyl group. With w ∈ W , there is associated a unipotent cell
Nw of the Kac-Moody group with Lie algebra g. In previous work we proved that the
coordinate ring C[Nw] of Nw is a cluster algebra in a natural way. A central role is
played by generating functions ϕX of Euler characteristics of certain varieties of partial
composition series of X, where X runs through all modules in a Frobenius subcategory
Cw of the category of nilpotent Λ-modules. The first aim of this article is to compare
the function ϕX with the so-called cluster character of X, which is defined in terms of
the Euler characteristics of quiver Grassmannians. We show that for every X in Cw, ϕX
coincides, after an appropriate change of variables, with the cluster character of Fu and
Keller associated with X using any cluster-tilting object T of Cw. A crucial ingredient of
the proof is the construction of an isomorphism between varieties of partial composition
series of X and certain quiver Grassmannians. This isomorphism is obtained in a very
general setup and should be of interest in itself. Another important tool of the proof
is a representation-theoretic version of the Chamber Ansatz of Berenstein, Fomin and
Zelevinsky, adapted to Kac-Moody groups. As an application, we get a new description
of a generic basis of the cluster algebra A(ΓT ) obtained from C[N
w] via specialization of
coefficients to 1. Here generic refers to the representation varieties of a quiver potential
arising from the cluster-tilting module T . For the special case of coefficient-free acyclic
cluster algebras this proves a conjecture by Dupont.
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1. Introduction and main results
1.1. In the recent literature on cluster algebras, calculations of Euler characteristics of
certain varieties related to quiver representations play a prominent role. In [GLS2, GLS3,
GLS5], cluster variables of coordinate rings of unipotent cells of algebraic groups and Kac-
Moody groups were shown to be expressible in terms of Euler characteristics of varieties
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of flags of submodules of preprojective algebra representations. In another direction,
starting with a formula of Caldero and Chapoton [CC], the coefficients of the Laurent
polynomial expansions of cluster variables of some cluster algebras were described as Euler
characteristics of Grassmannians of submodules of quiver representations. This was first
achieved for acyclic cluster algebras [CK], later for cluster algebras admitting a 2-Calabi-
Yau categorification [P, FK], and more recently for general antisymmetric cluster algebras
of geometric type [DWZ2]. There is a posterior but essentially different proof in [Pl], see
also [N]. The first aim of this paper is to compare these two types of formulas for the
large class of cluster algebras which can be realized as coordinate rings of unipotent cells
of Kac-Moody groups.
To do this, we will return to the very source of cluster algebras, namely to the Chamber
Ansatz of Berenstein, Fomin and Zelevinsky [BFZ, BZ], which describes parametrizations
of Lusztig’s totally positive parts of unipotent subgroups and Schubert varieties. The
second aim of this paper is to provide a new understanding of the Chamber Ansatz formulas
in terms of representations of preprojective algebras, together with a generalization to the
Kac-Moody case. In particular the mysterious twist automorphisms of the unipotent cells
needed in these formulas turn out to be just shadows of the Auslander-Reiten translations
of the corresponding Frobenius categories of modules over the preprojective algebras. Our
treatment of the Chamber Ansatz shows that the numerators of the twisted minors of
[BFZ, BZ] form a cluster, and that the Laurent expansions with respect to these special
clusters have coefficients equal to Euler characteristics of varieties of flags of submodules
of preprojective algebra representations. This provides the desired link between the two
types of Euler characteristics mentioned above, and it allows us to show that the cluster
characters of Fu and Keller [FK] coincide after an appropriate change of variables with
the ϕ-functions of [GLS2, GLS5].
Finally, our third aim is to exploit these results for studying natural bases of cluster
algebras containing the cluster monomials. We consider the class of coefficient-free cluster
algebras obtained by specializing to 1 the coefficients of the cluster algebra structures on
unipotent cells. In [GLS5, Section 15.6] we have found such bases, consisting of appropriate
subsets of Lusztig’s dual semicanonical bases. Here, using the above connection with Fu-
Keller cluster characters, we give a new description of the same bases in terms of module
varieties of endomorphism algebras of cluster-tilting modules. In the special case when the
cluster algebra is acyclic, this proves Dupont’s generic basis conjecture [D]. In general,
the elements of these bases are generating functions of Euler characteristics of quiver
Grassmannians, at generic points of some particular irreducible components of the module
varieties. These special irreducible components can be characterized in terms of the new
E-invariant introduced by Derksen, Weyman and Zelevinsky [DWZ2] for representations
of quivers with potential, and one may therefore conjecture that a similar description of a
generic basis can be extended to any antisymmetric cluster algebra.
1.2. To state our results more precisely, we need to introduce some notation. Let Q be
a finite quiver with vertex set {1, . . . , n} and without oriented cycles. Denote by Λ the
corresponding preprojective algebra. Let g be the Kac-Moody Lie algebra with Cartan
datum given by Q, and let W be the Weyl group of g. The graded dual U(n)∗gr of the
universal enveloping algebra U(n) of the positive part n of g can be identified with the
coordinate ring C[N ] of an associated pro-unipotent pro-group N with Lie algebra n.
For w ∈W , let Nw := N ∩ (B−wB−) be the corresponding unipotent cell in N , where
B− denotes the standard negative Borel subgroup of the Kac-Moody group G attached to
g. Here we use the same notation as in [GLS5]. For details on Kac-Moody groups we refer
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to [Ku, Sections 6 and 7.4]. Let xi(t) denote the one-parameter subgroup of N associated
to the simple root αi. For each reduced expression i = (ir, . . . , i1) of w, the map
xi : (tr, . . . , t2, t1) 7→ xir(tr) · · · xi2(t2)xi1(t1)
gives a birational isomorphism from Cr to Nw. In [GLS5] we have described a cluster
algebra structure on C[Nw] in terms of the representation theory of the preprojective
algebra Λ.
For a nilpotent Λ-module X and a = (ar, . . . , a1) ∈ N
r let Fi,a,X be the projective
variety of flags
X• = (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = X)
of submodules of X such that Xk−1/Xk ∼= S
ak
ik
for all 1 ≤ k ≤ r, where Sj denotes the
one-dimensional Λ-module supported on the vertex j of Q. The varieties Fi,a,X were first
introduced by Lusztig [L1] for his Lagrangian construction of U(n). Dualizing Lusztig’s
construction, we can associate with X a regular function ϕX ∈ C[N ] satisfying
ϕX(xi(t)) =
∑
a∈Nr
χ(Fi,a,X)t
a.
Here t = (tr, . . . , t1) ∈ C
r, ta := tarr · · · t
a2
2 t
a1
1 , and χ denotes the topological Euler charac-
teristic.
Buan, Iyama, Reiten, and Scott [BIRS] have attached to w a 2-Calabi-Yau Frobenius
subcategory Cw of the category of finite-dimensional nilpotent Λ-modules. (The same
categories were studied independently in [GLS4] for special elements w called adaptable.)
In [GLS5] we showed that the C-span of
{ϕX | X ∈ Cw}
is a subalgebra of C[N ], which becomes isomorphic to C[Nw] after localization at the mul-
tiplicative subset {ϕP | P is Cw-projective-injective}. Moreover, we showed that C[N
w]
carries a cluster algebra structure, whose cluster variables are of the form ϕX for inde-
composable modules X in Cw without self-extension. In Section 2 we explain this in more
detail.
The category Cw comes with a remarkable module Vi for each reduced expression i of w
(see [BIRS, Section III.2], [GLS5, Section 2.4]). The ϕ-functions of the indecomposable
direct summands of Vi are some generalized minors on N which form a natural initial
cluster of C[Nw]. We introduce the new module
Wi := Iw ⊕ Ωw(Vi),
where Ωw = τ
−1
w is the inverse Auslander-Reiten translation of Cw, and Iw is the direct sum
of the indecomposable Cw-projective-injectives. For a Λ-module X, the set Ext
1
Λ(Wi,X)
is in a natural way a left module over the stable endomorphism algebra
E := EndCw(Wi)
op ∼= EndCw(Vi)
op.
Denote by Gr
E
d(Ext
1
Λ(Wi,X)) the projective variety of E-submodules of Ext
1
Λ(Wi,X) with
dimension vector d, a so-called quiver Grassmannian. Our first main result is
Theorem 1. For X ∈ Cw and all a ∈ N
r, there is an isomorphism of algebraic varieties
Fi,a,X ∼= Gr
E
di,X(a)
(Ext1Λ(Wi,X)),
where di,X is an explicit bijection from {a | Fi,a,X 6= ∅} to {d | Gr
E
d
(Ext1Λ(Wi,X)) 6= ∅}.
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It follows easily that the set {a | χ(Fi,a,X) 6= 0} has a unique element if and only if
Ext1Λ(Wi,X) = 0. Now by construction, Wi is a cluster-tilting module of Cw, that is,
Ext1Λ(Wi,X) = 0 if and only if X belongs to the additive hull add(Wi) of Wi. Moreover,
in this case Fi,a,X is reduced to a point. Hence Theorem 1 has the following important
consequence:
Theorem 2. For X ∈ Cw, the polynomial function t 7→ ϕX(xi(t)) is reduced to a single
monomial ta if and only if X ∈ add(Wi).
1.3. Let Wi,1, . . . ,Wi,r denote the indecomposable direct summands of Wi. The r-tuple
of regular functions (ϕWi,1 , . . . , ϕWi,r) is a cluster of C[N
w], and it follows from Theorem 2
that the ϕWi,k(xi(t)) are monomials in the variables t1, . . . , tr. Inverting this monomial
transformation yields expressions of the tk’s as explicit rational functions on N
w, a result
originally called the Chamber Ansatz by Berenstein, Fomin and Zelevinsky [BFZ] in type
An, because of a convenient description of these formulas in terms of chambers in a wiring
diagram. To present these formulas in the general Kac-Moody setting, we need more
notation. By construction, the summands Vi,k of Vi are related to the modules Wi,k by
short exact sequences
0→Wi,k → P (Vi,k)→ Vi,k → 0
where for X ∈ Cw, P (X) denotes the projective cover in Cw. We set
ϕ′Vi,k :=
ϕWi,k
ϕP (Vi,k)
,
a Laurent monomial in the ϕWi,k (since add(Wi) contains all Cw-projectives). As will
be explained in Section 1.6 below, the regular functions ϕ′Vi,k on N
w are the twisted
generalized minors of [BZ] corresponding to i (in the Dynkin case).
Denote by q(i, j) the number of edges between two vertices i and j of the underlying
unoriented graph of the quiver Q. For 1 ≤ k ≤ r, put
(1.1) Ci,k :=
1
ϕ′Vi,kϕ
′
V
i,k−(ik)
·
n∏
j=1
(
ϕ′V
i,k−(j)
)q(ik ,j)
,
where k−(j) := max{0, 1 ≤ s ≤ k − 1 | is = j} and Vi,0 is by convention the zero module.
Theorem 3. For 1 ≤ k ≤ r and t = (tr, . . . , t1) we have Ci,k(xi(t)) = tk. Therefore, for
X ∈ Cw we get an equality in C[N
w]:
(1.2) ϕX =
∑
a∈Nr
χ(Fi,a,X)C
ar
i,r · · ·C
a2
i,2C
a1
i,1.
1.4. Using Theorem 1, we now want to compare Equation (1.2) with similar formulas of
Fu and Keller. To simplify our notation, we define
R := {1, 2, . . . , r},
Rmax := {k ∈ R | there is no k < s ≤ r with is = ik},
R− := R \Rmax.
Let T = T1 ⊕ · · · ⊕ Tr be a basic cluster-tilting module in Cw, where the numbering is
chosen so that Tk is Cw-projective-injective for k ∈ Rmax. Assume that (ϕT1 , . . . , ϕTr) is
a cluster of C[Nw], i.e. that it can be obtained from (ϕVi,1 , . . . , ϕVi,r) by a sequence of
mutations. In this case, T is called Vi-reachable. (One conjectures that this is always the
GENERIC BASES FOR CLUSTER ALGEBRAS AND THE CHAMBER ANSATZ 5
case.) The endomorphism algebra ET := EndΛ(T )
op has global dimension 3, see [GLS5,
Proposition 2.19]. Thus we may consider
B(T ) := (B
(T )
k,l )k,l∈R := ((dimHomΛ(Tk, Tl))k,l∈R)
−t ,
the matrix of the Ringel bilinear form for ET . (For a matrix B, we denote the inverse of
its transpose by B−t.)
For a general 2-Calabi-Yau Frobenius category C with a cluster-tilting object, Fu and
Keller [FK, Section 3] (extending previous work of Palu [P]) have attached to every object
of C a Laurent polynomial called its cluster character. When applied to the category Cw
and the cluster-tilting object T , the formula for this cluster character can be written as
(1.3) θTX := ϕ
(dimHomΛ(T,X))·B
(T )
T ·
∑
d∈NR−
χ(Gr
ET
d
(Ext1Λ(T,X))) ϕˆ
d
T (X ∈ Cw).
Here we use the abbreviations
ϕgT :=
∏
k∈R ϕ
gk
Tk
for g = (g1, g2, . . . , gr) ∈ Z
r,
ϕˆT,k :=
∏
l∈R ϕ
B
(T )
l,k
Tl
for k ∈ R−,
ϕˆdT :=
∏
k∈R−
ϕˆdkT,k for d = (dk)k∈R− ∈ N
R− .
By [FK, Theorem 4.3] and [GLS5, Theorem 3.3], the cluster variables of C[Nw] are
of the form θTX for indecomposable rigid modules X of Cw, and (1.3) gives therefore a
representation-theoretic description of their cluster expansions with respect to the cluster
(ϕT1 , . . . , ϕTr ). However, for an arbitrary X ∈ Cw not much is known about the func-
tion θTX . For instance it is a priori only a rational function on N
w. Using Theorem 1 and
the Chamber Ansatz Theorem 3, we prove our next main result:
Theorem 4. For every X ∈ Cw we have
θTX = ϕX .
In particular, θTX is a regular function on N
w for every X ∈ Cw, that is, the image of the
cluster character X 7→ θTX is in the cluster algebra C[N
w].
1.5. In the last part of this paper, we deduce from Theorem 4 a new description of a
generic basis for the coefficient-free cluster algebra obtained from C[Nw] by specializing
to 1 the functions ϕP for all Cw-projective-injectives P . (This algebra can be seen as the
coordinate ring of the subvariety N ∩ (N−wN−) of N
w, but we will not use it.) In [GLS5,
Section 15.6] we have already described such a basis in terms of generic modules over the
preprojective algebra Λ. Here we want to express it in terms of generic modules over the
stable endomorphism algebra ET of the cluster-tilting module T .
The quiver ΓT of ET has the set R− as vertices, with k ∈ R− corresponding to Tk,
and it has [B
(T )
l,k ]+ arrows from k to l, where we write for short [z]+ = max(z, 0). We
consider the cluster algebra A(ΓT ) ⊂ C((xk)k∈R−) with initial seed ((xk)k∈R− , ΓT ). We
have a unique ring homomorphism ΠT : C[N
w] → C((xk)k∈R−) such that ΠT (ϕTk) = xk
for k ∈ R−, and ΠT (ϕTk) = 1 for k ∈ Rmax. The homomorphism ΠT restricts to an
epimorphism C[Nw]→ A(ΓT ), which we also denote by ΠT .
Following Palu [P], for an ET -module Y we put
(1.4) ψY := x
gY ·
∑
d∈NR−
χ(Gr
ET
d
(Y )) xˆdT ,
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where
gY := (gk)k∈R− :=
(
dimExt1ET (Sk, Y )− dimHomET (Sk, Y )
)
k∈R−
and
xgY :=
∏
k∈R−
xgkk , xˆT,k :=
∏
l∈R−
x
B
(T )
l,k
l , xˆ
d
T :=
∏
k∈R−
xˆdkT,k.
(Here Sk, k ∈ R− are the simple ET -modules.) In fact, if Y = Ext
1
Λ(T,X) for some
X ∈ Cw, in view of Theorem 4 we have ψY = ΠT (ϕX).
For d ∈ NR− let mod(ET ,d) be the affine variety of representations of ET with dimension
vector d. It will be convenient to consider mod(ET ,d) with the right action of
GLd :=
∏
k∈R−
GLd(k)(C)
by conjugation. For each irreducible component Z of mod(ET ,d) there is a dense open
subset U ⊆ Z such that for all U,U ′ ∈ U we have ψU = ψU ′ . Define ψZ := ψU , where
U ∈ U . An irreducible component Z of mod(ET ,d) is called strongly reduced if there is a
dense open subset U ⊆ Z such that
codimZ(U.GLd) = dimHomET
(
τ−1ET
(U), U
)
for all U ∈ U , where τET denotes the Auslander-Reiten translation of mod(ET ). It follows
from Voigt’s Lemma [G, Proposition 1.1] that strongly reduced components are (scheme-
theoretically) generically reduced, hence the name. But contrary to what the terminology
might suggest, being strongly reduced is not a property of the scheme Z equipped with its
GLd-action, since the definition uses additionally the representation theory of the algebra
ET . Note also that ET is given by a quiver with potential [BIRSm], and that
dimHomET (τ
−1
ET
(U), U) = Einj(U)
is the E-invariant defined in [DWZ2].
Let Irr(mod(ET ,d)) be the set of irreducible components of mod(ET ,d), and set
Irr(ET ) :=
⋃
d∈NR−
Irr(mod(ET ,d)).
Let Irrsr(ET ) denote the set of all strongly reduced irreducible components in Irr(ET ). For
Z ∈ Irr(ET ,d) define Null(Z) := {m ∈ N
R− |m(k) = 0 if d(k) 6= 0}.
Finally, let us denote by S˜∗w the dual semicanonical basis of C[N
w] constructed in
[GLS5]. We can now state
Theorem 5. The set
GTw := {x
m · ψZ | Z ∈ Irr
sr(ET ), m ∈ Null(Z)}
is a basis of the cluster algebra A(ΓT ). It is equal to the image of the dual semicanonical
basis S˜∗w under ΠT : C[N
w]→ A(ΓT ).
Each finite-dimensional path algebra is isomorphic to ET for some appropriate Λ, w
and T , see [GLS5, Section 16]. In this case, mod(ET ,d) is an (irreducible) affine space for
all d, and it is easy to see that mod(ET ,d) is strongly reduced. Thus Theorem 5 implies
Dupont’s conjecture [D, Conjecture 6.1]. On the other hand, even if ET is not hereditary
but mutation equivalent to an acyclic quiver, it is quite easy to find examples of irreducible
components of varieties mod(ET ,d) which are not strongly reduced.
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Since Theorem 5 gives a description of the generic basis GTw of A(ΓT ) entirely in terms
of the varieties of representations of the algebra ET , it is natural in view of [DWZ2] to ask
if the first statement of Theorem 5 generalizes to other classes of cluster algebras.
1.6. The paper closes with our categorical interpretation of the twist automorphisms of
the unipotent cells, introduced by Berenstein, Fomin and Zelevinsky in connection with
the Chamber Ansatz. For x ∈ Nw, the intersection N ∩ (B−wx
T ) consists of a unique
element, which, following [BFZ, BZ, GLS5], we denote by ηw(x). (The anti-automorphism
g 7→ gT of the Kac-Moody group is defined in [GLS5, Section 7.1]. For more details on ηw
we refer to [GLS5, Section 8].) The map ηw is in fact a regular automorphism of N
w, and
we denote by (η∗w)
−1 the C-algebra automorphism of C[Nw], defined by
((η∗w)
−1f)(x) = f(η−1w (x)) (f ∈ C[N
w]).
Theorem 6. For every X ∈ Cw, we have
(η∗w)
−1(ϕX ) =
ϕΩw(X)
ϕP (X)
.
Moreover, η∗w preserves the dual semicanonical basis S˜
∗
w of C[N
w] and permutes its ele-
ments.
Thus, the regular functions ϕ′Vi,k occurring in Theorem 3 are obtained by twisting
the generalized minors ϕVi,k with η
−1
w , in agreement with [BFZ, BZ] in the Dynkin case.
We believe that Theorem 6 provides a conceptual explanation of the existence of the
automorphism ηw, and of its compatibility with total positivity [BZ, Proposition 5.3].
1.7. The article is organized as follows: In Section 2 we give a short reminder on cluster
algebras and some previous results. In Section 3 we construct isomorphisms between flag
varieties and quiver Grassmannians in a very general setup. The isomorphisms stated in
Theorem 1 turn out to be special cases. Section 4 contains the proofs of Theorems 1 and 2
and of the Chamber Ansatz Theorem 3 together with some illustrating examples. The
proof of the cluster character identities stated in Theorem 4 and a detailed example are
in Sections 5 and 6. The proof of Theorem 5 is in Sections 7 and 8. Finally, Section 9
contains the proof of Theorem 6.
1.8. Notation. Throughout, we work over the field C of complex numbers. For a C-
algebra A let mod(A) be the category of finite-dimensional left A-modules. By an A-
module we always mean a module in mod(A), unless stated otherwise. Often we do not
distinguish between a module and its isomorphism class. Let D := HomC(−,C) be the
usual duality functor.
For a quiver Q let rep(Q) be the category of finite-dimensional representations of Q
over C. It is well known that we can identify rep(Q) and mod(CQ).
By a subcategory we always mean a full subcategory. For an A-module M let add(M)
be the subcategory of all A-modules which are isomorphic to finite direct sums of direct
summands of M . A subcategory U of mod(A) is an additive subcategory if any finite direct
sum of modules in U is again in U . By Fac(M) (resp. Sub(M)) we denote the subcategory
of all A-modules X such that there exists some t ≥ 1 and some epimorphism M t → X
(resp. monomorphism X →M t).
For an A-moduleM let Σ(M) be the number of isomorphism classes of indecomposable
direct summands of M . An A-module is called basic if it can be written as a direct sum
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of pairwise non-isomorphic indecomposable modules. An A-module M is called rigid if
Ext1A(M,M) = 0.
For an A-module M and a simple A-module S let [M : S] be the Jordan-Ho¨lder mul-
tiplicity of S in a composition series of M . Let dim(M) := dimA(M) := ([M : S])S
be the dimension vector of M , where S runs through all isomorphism classes of simple
A-modules.
For a set U we denote its cardinality by |U |. If f : X → Y and g : Y → Z are maps,
then the composition is denoted by gf = g ◦ f : X → Z.
If U is a subset of a C-vector space V , then let SpanC〈U〉 be the subspace of V generated
by U .
Let N = {0, 1, 2, . . .} be the natural numbers, including 0, and let Z be the ring of
integers. For a domain R let R(X1, . . . ,Xr), R[X1, . . . ,Xr] and R[X
±1
1 , . . . ,X
±1
r ] be the
field of rational functions, the polynomial ring, and the ring of Laurent polynomials in the
variables X1, . . . ,Xr with coefficients in R, respectively.
2. Reminder on cluster algebras
2.1. Let F := Q(X1, . . . ,Xr) be the field of rational functions in r variables. We fix a
subset F ⊆ {1, . . . , r}.
A seed in F is a pair (x,Γ), where Γ = (Γ0,Γ1, s, t) is a finite quiver without loops and
without 2-cycles with set of vertices Γ0 = {1, . . . , r}, and x = (x1, . . . , xr) with x1, . . . , xr
algebraically independent elements in F . The vertices in {1, . . . , r}\F are called mutable,
and the ones in F are frozen.
Given a seed (x,Γ) in F and a mutable vertex k of Γ, we define the mutation of (x,Γ)
at k as
µk(x,Γ) := (x
′,Γ′).
The quiver Γ′ is obtained from Γ by applying the Fomin-Zelevinsky quiver mutation at k,
which is defined as follows: For 1 ≤ i, j ≤ r let
γij := |number of arrows j → i in Γ| − |number of arrows i→ j in Γ|.
(Recall that there are no 2-cycles in Γ. So at least one of the numbers on the right-hand
side is 0.) By definition also Γ′ has no loops and no 2-cycles, and the corresponding
numbers γ′ij for Γ
′ are
γ′ij :=
−γij if i = k or j = k,γij + |γik|γkj + γik|γkj |
2
otherwise.
Finally, x′ = (x′1, . . . , x
′
r) is defined by
x′s :=
{
x−1k
(∏
k→i xi +
∏
j→k xj
)
if s = k,
xs otherwise
where the products are taken over all arrows of Γ which start, respectively end, in k.
Set µ(x,Γ)(xk) := x
′
k. It is easy to check that (x
′,Γ′) is again a seed in F and that
µ2k(x,Γ) = (x,Γ).
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Two seeds (x,Γ) and (y,Σ) are mutation equivalent if there is a sequence (k1, . . . , kt)
with ki ∈ {1, . . . , r} \ F for all i such that
µkt . . . µk2µk1(x,Γ) = (y,Σ).
In this case, we write (y,Σ) ∼ (x,Γ).
For a seed (x,Γ) in F let
X(x,Γ) :=
⋃
(y,Σ)∼(x,Γ)
{y1, . . . , yr}
where the union is over all seeds (y,Σ) with (y,Σ) ∼ (x,Γ). By definition, the cluster
algebra A(x,Γ) associated to (x,Γ) is the subalgebra of F generated by X(x,Γ).
We call (y,Σ) a seed in A(x,Γ) if (y,Σ) ∼ (x,Γ). In this case, y is a cluster in A(x,Γ),
the elements y1, . . . , yr are cluster variables and y
m1
1 · · · y
mr
r withmi ≥ 0 for all i are cluster
monomials in A(x,Γ).
For any seed of the form (y,Γ) in F we obtain an isomorphism A(x,Γ)→ A(y,Γ) given
by xi 7→ yi for all 1 ≤ i ≤ r. So one sometimes writes just A(Γ) instead of A(x,Γ).
Note that for any cluster y in A(x,Γ) we have yi = xi for all i ∈ F . These cluster
variables are also called coefficients of A(x,Γ). Localizing A(x,Γ) at
∏
i∈F xi yields an
algebra A(x,Γ, F±), which we also call a cluster algebra.
There are algebra epimorphisms
A(x,Γ)→ A(x,Γ) and A(x,Γ, F±)→ A(x,Γ)
defined by
xi →
{
1 if i ∈ F ,
xi otherwise,
where A(x,Γ) ⊆ Q((xi)i∈{1,...,r}\F ) is again a cluster algebra with x := (xi)i∈{1,...,r}\F , and
the quiver Γ is obtained from Γ by deleting all vertices in F and all arrows starting or
ending in one of the vertices in F . We say that the cluster algebra A(x,Γ) is obtained from
A(x,Γ) by specialization of coefficients to 1, and the two epimorphisms defined above are
called specialization morphisms. Clearly, the specialization morphisms induce a surjective
map X(x,Γ) \ {xi | i ∈ F} → X(x,Γ).
Using the identification C[Nw] ≡ A(ΓT ), the epimorphism ΠT defined in Section 1.5,
can be seen as a specialization morphism. Thus the cluster algebra A(ΓT ) is obtained
from C[Nw] by specialization of coefficients to 1.
2.2. Cluster algebra structures for coordinate rings of unipotent cells. In a series
of papers [GLS1, GLS2, GLS5] we constructed a map
ϕ : nil(Λ)→ C[N ]
which maps a nilpotent Λ-module X to a function ϕX ∈ C[N ]. This map satisfies the
following properties:
(i) For all X,Y ∈ nil(Λ) we have
ϕXϕY = ϕX⊕Y .
(ii) Let X,Y ∈ nil(Λ) with dimExt1Λ(X,Y ) = dimExt
1
Λ(Y,X) = 1, and let
0→ X → E′ → Y → 0 and 0→ Y → E′′ → X → 0
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be non-split short exact sequences. Then we have
ϕXϕY = ϕE′ + ϕE′′ .
(iii) Restriction yields a map
ϕ : Cw → C[N
w].
(Again we identified C[Nw] with the localization of the C-span of {ϕX | X ∈ Cw}
at {ϕP | P is Cw-projective-injective}.)
(iv) Let i = (ir, . . . , i1) be a reduced expression of w, and let Γ := Γi and F := Rmax.
(The definitions of Γi and Rmax can be found in Sections 3.6 and 1.4, respectively.)
Then there is an algebra isomorphism
ηi : A(x,Γ, F
±)→ C[Nw]
with ηi(xk) = ϕVi,k for all 1 ≤ k ≤ r.
Using the isomorphism ηi one can now speak of cluster variables and cluster monomials
in C[Nw]. For example, an r-tuple (ϕT1 , . . . , ϕTr ) is a cluster in C[N
w] if and only if
there is a seed (y,Σ) in A(x,Γ, F±) with ηi(yi) = ϕTi for all i. In this case, let T :=
T1 ⊕ · · · ⊕ Tr. The vertices of the quiver ΓT of the endomorphism algebra EndΛ(T )
op are
naturally parametrized by 1, . . . , r and the following hold:
(v) With the exception of arrows between coefficients c, d ∈ F , the quivers Σ and ΓT
coincide. The seed (y,Σ) in A(x,Γ) is already determined by y.
(vi) The module T is a basic cluster-tilting module in Cw. For any mutable vertex k
there is a unique indecomposable T ′k ∈ Cw with T
′
k 6
∼= Tk such that
µk(T ) := T
′
k ⊕ T/Tk
is a basic cluster-tilting module in Cw. For y
′
k := µ(y,Σ)(yk) we have
ηi(y
′
k) = ϕT ′k .
We say that (ϕT1 , . . . , ϕT ′k , . . . , ϕTr ) is obtained from (ϕT1 , . . . , ϕTk , . . . , ϕTr ) by
mutation in direction k. We also say that µk(T ) is obtained from T by mutation
in direction k.
(vii) We have dimExt1Λ(Tk, T
′
k) = dimExt
1
Λ(T
′
k, Tk) = 1, and there are short exact
sequences
0→ Tk →
⊕
j→k
Tj → T
′
k → 0 and 0→ T
′
k →
⊕
k→i
Ti → Tk → 0,
where we sum over all arrows in ΓT ending and starting in k, respectively. Fur-
thermore, the identity
yky
′
k =
∏
k→i
yi +
∏
j→k
yj
in A(x,Γ) corresponds to the identity
ϕTkϕT ′k =
∏
k→i
ϕTi +
∏
j→k
ϕTj
in C[Nw]. For i, j ∈ R, the number of arrows k → i in ΓT equals [B
(T )
i,k ]+ and the
number of arrows j → k is [−B
(T )
j,k ]+.
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(viii) The cluster monomials in C[Nw] are
ϕm1T1 · · ·ϕ
mr
Tr
where mi ≥ 0 for all i, and T := T1⊕ · · · ⊕ Tr runs through the set of Vi-reachable
cluster-tilting modules in Cw.
(ix) All cluster monomials in C[Nw] belong to the dual semicanonical basis of C[Nw].
3. Partial flag varieties and quiver Grassmannians
3.1. Basic algebras and nilpotent modules. Let Γ = (Γ0,Γ1, s, t) be a finite quiver
with set of vertices Γ0 = {1, . . . , n}, and set of arrows Γ1. For an arrow a : i→ j in Γ let
s(a) := i and t(a) := j be its start vertex and terminal vertex, respectively.
A path of length m in Γ is an m-tuple p = (a1, . . . , am) of arrows in Γ such that
s(ai) = t(ai+1) for all 1 ≤ i ≤ m − 1. We define s(p) := s(am) and t(p) := t(a1).
Additionally, for each vertex i ∈ Γ0 there is a path ei of length 0 with s(ei) = t(ei) = i.
An arrow a in Γ is a loop if s(a) = t(a). A path p = (a1, a2) is a 2-cycle if s(p) = t(p).
The path algebra CΓ of Γ has the paths in Γ as a C-basis, and the multiplication of two
paths p and q is defined by
pq :=

(a1, . . . , am, b1, . . . , bl) if s(p) = t(q), p = (a1, . . . , am) and q = (b1, . . . , bl),
p if q = es(p),
q if p = et(q),
0 if s(p) 6= t(q).
Extending this rule linearly turns CΓ into an associative C-algebra with unit element.
For m ≥ 0 let CΓ≥m be the ideal in CΓ generated by all paths of length m. An algebra
A is called basic if A = CΓ/J , where J is an ideal in CΓ with J ⊆ CΓ≥2. For the rest of
this section, we assume that A = CΓ/J is a basic algebra.
Let S1, . . . , Sn be the 1-dimensional A-modules associated to the vertices of Γ. (If A
is finite-dimensional, then S1, . . . , Sn are all simple A-modules up to isomorphism.) We
focus on A-modules having only S1, . . . , Sn as composition factors. These modules are
called nilpotent. The category of all nilpotent A-modules is denoted by nil(A). (If A is
finite-dimensional, then nil(Λ) = mod(A).) Let Î1, . . . , În be the injective envelopes of
S1, . . . , Sn, respectively. (The modules Îj are in general infinite-dimensional A-modules.)
Let Ji be the maximal ideal of A spanned by all residue classes p := p + J of paths,
where p runs through all paths except ei. Thus A/Ji is 1-dimensional and (as an A-
module) isomorphic to Si. (In the following, we sometimes do not distinguish between a
path p in CΓ and its residue class p.)
Each (not necessarily finite-dimensional) A-module X can be interpreted as a represen-
tation X = (X(i),X(a))i∈Γ0 ,a∈Γ1 of the quiver Γ, where the vector space X(i) is defined
by eiX, and the linear map X(a) : X(s(a)) → X(t(a)) is defined by x 7→ ax. Recall
that a subrepresentation of X is given by U = (U(i))i∈Γ0 , where U(i) is a subspace of
X(i) for all i, and for all a ∈ Γ1 we have X(a)(U(s(a))) ⊆ U(t(a)). When passing from
modules to representations, the submodules obviously correspond to the subrepresenta-
tions. The dimension vector of a representation X = (X(i),X(a))i∈Γ0 ,a∈Γ1 is by definition
dimΓ(X) := (dimX(i))i∈Q0 .
Definition 3.1. For a dimension vector d, let GrAd (X) be the projective variety of subrep-
resentations Y of X with dimΓ(Y ) = d. Such a variety is called a quiver Grassmannian.
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If X is nilpotent, then dimX(i) = [M : Si] for all i ∈ Q0. We study Grassmannians
GrAd (X) only for nilpotent A-modules X, so there is no danger of confusing the two types
of dimension vectors dimΓ(−) and dimA(−) associated to X and its submodules.
3.2. Refined socle and top series. For an arbitrary (not necessarily finite-dimensional)
A-module X and a simple A-module S, let socS(X) be the sum of all submodules U of X
with U ∼= S. (If there is no such U , then socS(X) = 0.) Similarly, let topS(X) = X/V ,
where V is the intersection of all submodules U of X such that X/U ∼= S. (If there is no
such U , then V = X and topS(X) = 0.) Define radS(X) := V .
Let us interpretX as a representation X = (X(i),X(a))i∈Γ0 ,a∈Γ1 of Γ, and let 1 ≤ j ≤ n.
Then socSj (X) can be seen as a subrepresentation (X
′(i))i∈Γ0 of X, where
X ′(i) =
{
0 if i 6= j,⋂
a∈Γ1,s(a)=j
Ker(X(a)) if i = j.
Similarly, radSj(X) can be seen as a subrepresentation (X
′(i))i∈Γ0 of X, where
X ′(i) =
{
X(i) if i 6= j,∑
a∈Γ1,t(a)=j
Im(X(a)) if i = j.
It follows that socSj (X) and topSj (X) are isomorphic to (possibly infinite) direct sums of
copies of Sj .
Now fix some sequence i = (ir, . . . , i1) with 1 ≤ ik ≤ n for all k. There exists a unique
chain
(0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 ⊆ X)
of submodules Xk of X such that Xk−1/Xk = socSik (X/Xk) for all 1 ≤ k ≤ r. We define
soci(X) := X0,
X+k := X
i,+
k := Xk
for all 0 ≤ k ≤ r, and X+• := X
i,+
• := (X
+
r ⊆ · · · ⊆ X
+
1 ⊆ X
+
0 ). If soci(X) = X, then we
call this chain the refined socle series of type i of X. Similarly, there exists a unique chain
(0 ⊆ Xr ⊆ · · · ⊆ X1 ⊆ X0 = X)
of submodules Xk of X such that Xk−1/Xk = topSik
(Xk−1) for all 1 ≤ k ≤ r. Set
topi(X) := X/Xr, radi(X) := Xr, and
X−k := X
i,−
k := Xk
for all 0 ≤ k ≤ r. Define X−• := X
i,−
• := (X
−
r ⊆ · · · ⊆ X
−
1 ⊆ X
−
0 ). If radi(X) = 0, then
X−• is called the refined top series of type i of X.
The following lemma is straightforward:
Lemma 3.2. For arbitrary (not necessarily finite-dimensional) A-modules X and Y and
every A-module homomorphism f : X → Y the following hold:
(i) f(soci(X)) ⊆ soci(Y ) and f(radi(X)) ⊆ radi(Y ).
(ii) If f is a monomorphism (resp. epimorphism), then the induced maps
X/ soci(X)→ Y/ soci(Y ) and radi(X)→ radi(Y )
are both monomorphisms (resp. epimorphisms).
(iii) If soci(Y ) = Y , then f(radi(X)) = 0.
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For 1 ≤ k, s ≤ r define
Jk,s :=
{
JikJik−1 · · · Jis if k ≥ s,
A otherwise.
Also the next lemma is easy to show:
Lemma 3.3. For an arbitrary (not necessarily finite-dimensional) A-module X and 1 ≤
k ≤ r we have Jk,1X = X
−
k = rad(ik,...,i1)(X).
Corollary 3.4. The algebra A/Jk,1 is finite-dimensional for all 1 ≤ k ≤ r.
Proof. Use Lemma 3.3 and the fact that the quiver Γ of A is finite. 
Let Di be the category of all A-modules X in mod(A) such that soci(X) = X.
Lemma 3.5. For an A-module X the following are equivalent:
(i) X ∈ Di.
(ii) soci(X) = X.
(iii) radi(X) = 0.
Proof. By definition, (i) and (ii) are equivalent. The equivalence of (ii) and (iii) follows
by an obvious induction on the length r of the sequence i. 
Let Ai := A/Jr,1. We identify the category mod(Ai) of finite-dimensional Ai-modules
with the category of all X in nil(A) such that Jr,1X = 0. Under this identification we
obviously get the following:
Lemma 3.6. We have Di = mod(Ai).
3.3. Partial composition series.
Definition 3.7. For X ∈ Di and a = (ar, . . . , a1) with aj ≥ 0 let Fi,a,X be the (possibly
empty) set of chains X• = (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = X) of submodules Xk of X such
that Xk−1/Xk ∼= S
ak
ik
for all 1 ≤ k ≤ r. We call (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = X) a partial
composition series of type i of X.
Clearly, Fi,a,X is a projective variety. The weight of X• ∈ Fi,a,X is defined by
wt(X•) := (ar, . . . , a2, a1).
If X• = X
−
• (resp. X = X
+
• ), we define a
−(X) := wt(X−• ) and a
−
k (X) := ak (resp.
a+(X) := wt(X+• ) and a
+
k (X) := ak) for all 1 ≤ k ≤ r.
Lemma 3.8. For X ∈ Di and (Xr ⊆ · · · ⊆ X1 ⊆ X0) ∈ Fi,a,X we have
X−k ⊆ Xk ⊆ X
+
k
for all 1 ≤ k ≤ r.
Proof. For 1 ≤ k ≤ r we show that Xk ⊆ X
+
k by decreasing induction on k. Clearly,
we have Xr ⊆ X
+
r . (By definition, Xr = X
+
r = 0.) Next, assume that Xs ⊆ X
+
s
for some 1 ≤ s ≤ r. Thus, there is an epimorphism π : X/Xs → X/X
+
s . We have
Xs−1/Xs ⊆ socSis (X/Xs), and by definition X
+
s−1/X
+
s = socSis (X/X
+
s ). This implies
that π(Xs−1/Xs) ⊆ X
+
s−1/X
+
s . In other words, x+X
+
s ∈ X
+
s−1/X
+
s for all x ∈ Xs−1. For
each such x there exists some y ∈ X+s−1 with x+X
+
s = y +X
+
s . This implies that x− y
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is in X+s . Since X
+
s ⊆ X
+
s−1 we get x ∈ X
+
s−1. Thus we have proved that Xk ⊆ X
+
k for all
1 ≤ k ≤ r. Similarly, one shows by induction on k that X−k ⊆ Xk for all 1 ≤ k ≤ r. 
The next lemma follows from the uniqueness of refined socle and top series.
Lemma 3.9. Let X ∈ Di. If a is equal to wt(X
−
• ) or wt(X
+
• ), then χ (Fi,a,X) = 1.
Corollary 3.10. For every X ∈ Di there exists some a such that χ (Fi,a,X) 6= 0.
3.4. The modules Vi. Let A = CΓ/J be a basic algebra, and let i = (ir, . . . , i1) with
1 ≤ ik ≤ n for all k. Without loss of generality we assume that for each 1 ≤ j ≤ n there
exists some k with ik = j. For 1 ≤ k ≤ r and 1 ≤ j ≤ n let
k− := max{0, 1 ≤ s ≤ k − 1 | is = ik},
k+ := min{k + 1 ≤ s ≤ r, r + 1 | is = ik},
kmax := max{1 ≤ s ≤ r | is = ik},
kmin := min{1 ≤ s ≤ r | is = ik},
kj := max{1 ≤ s ≤ r | is = j}.
For 1 ≤ k ≤ r define
Vk := Vi,k := soc(ik ,...,i1)(Îik)
and Vi := V1 ⊕ · · · ⊕ Vr. We also set V0 := 0. For every 1 ≤ j ≤ n let Ii,j := Vkj and
Ii := Ii,1 ⊕ · · · ⊕ Ii,n. The modules in add(Ii) are called i-injective.
Lemma 3.11. For 1 ≤ k ≤ r we have Vk ∼= D(eik(A/Jk,1)). In particular, Vk is an
indecomposable injective A/Jk,1-module.
Proof. Clearly, Jk,1Vk = 0. Thus Vk is an A/Jk,1-module. We have socSik (Vk)
∼= Sik . Thus
Vk can be embedded into the indecomposable injective A/Jk,1-module D(eik(A/Jk,1)). We
have socSik (D(eik(A/Jk,1)))
∼= Sik . Therefore D(eik(A/Jk,1)) can be embedded into Îik .
Thus we get two monomorphisms
Vk
ι1−→ D(eik(A/Jk,1))
ι2−→ Îik .
Since soc(ik,...,i1)(D(eik (A/Jk,1))) = D(eik(A/Jk,1)), we can apply Lemma 3.2(i) and get
ι2(D(eik(A/Jk,1))) ⊆ soc(ik,...,i1)(Îik). Since D(eik(A/Jk,1)) is finite-dimensional by Corol-
lary 3.4, this implies that Vk ∼= D(eik(A/Jk,1)). 
Corollary 3.12. Vi ∈ Di.
Proof. We have soci(Vi) = Vi, and Vi is finite-dimensional by Corollary 3.4 and Lemma 3.11.

Lemma 3.13. An Ai-module X is injective if and only if X ∈ add(Ii).
Proof. One easily checks that ejJr,1 = ejJkj ,1. This impliesD(ej(A/Jr,1)) = D(ej(A/Jkj ,1)).
But D(ej(A/Jkj ,1)) = Ii,j by Lemma 3.11. Thus the modules in add(Ii) are the injective
Ai-modules. 
Lemma 3.14. For every 1 ≤ k ≤ r there is a monomorphism Vk− → Vk.
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Proof. We have Jk,1 ⊆ Jk−,1. Thus there is a short exact sequence
0→ Jk−,1/Jk,1 → A/Jk,1 → A/Jk−,1 → 0.
Applying eik · and then the duality D yields a short exact sequence
0→ D(eik(A/Jk−,1))→ D(eik(A/Jk,1))→ D(eik(Jk−,1/Jk,1))→ 0.
Now the result follows from Lemma 3.11. 
The following lemma is well known and easy to prove:
Lemma 3.15. For any A-module X and any idempotent e in A the following hold:
(i) There is an isomorphism of (eAe)op-modules
D(eX) ∼= HomA(X,D(eA))
defined by η 7→ fη := [x 7→ (ea 7→ η(eax))].
(ii) Assume that X is finite-dimensional. Then there is an isomorphism of eAe-
modules
eX ∼= DHomA(X,D(eA))
defined by ex 7→ [f 7→ f(x)(e)].
The vector space DHomA(X,D(eA)) is an EndA(D(eA))
op-module in an obvious way,
and we have eAe ∼= EndA(D(eA))
op. Under the isomorphisms eX ∼= DHomA(X,D(eA))
and eAe ∼= EndA(D(eA))
op, the action of EndA(D(eA))
op on DHomA(X,D(eA)) turns
into the action eae · ex := eaex of eAe on eX.
Lemma 3.16. For any A-module X we have
HomA(X,Vk) = HomA(X/X
−
k , Vk) = HomA/Jk,1(X/X
−
k , Vk).
Proof. We have soc(ik ,...,i1)(Vk) = Vk, and rad(ik ,...,i1)(X) = X
−
k . By Lemma 3.2(iii) this im-
plies f(X−k ) = 0 for every f ∈ HomA(X,Vk). This yields the identification HomA(X,Vk) =
HomA(X/X
−
k , Vk). Now X/X
−
k and Vk are annihilated by Jk,1. Thus X/X
−
k and Vk are
A/Jk,1-modules. This implies HomA(X/X
−
k , Vk) = HomA/Jk,1(X/X
−
k , Vk). 
Corollary 3.17. For any finite-dimensional A-module X we have
DHomA(X,Vk) ∼= eik(X/X
−
k ).
Proof. The A-modules X/X−k and Vk can be regarded as an A/Jk,1-module, since both are
annihilated by Jk,1, and Vk is injective as an A/Jk,1-module. Now we apply Lemma 3.15.

3.5. Balanced modules. An A-module X is called i-balanced if X ∈ Di and X
−
• = X
+
• .
Thus, X is i-balanced if and only if X−k = X
+
k for all 0 ≤ k ≤ r.
Proposition 3.18. Let X ∈ Di. Then the following are equivalent:
(i) X is i-balanced.
(ii) There is a unique b such that Fi,b,X 6= ∅.
(iii) There is a unique b such that χ (Fi,b,X) 6= 0.
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Proof. (i) =⇒ (ii): Since X ∈ Di, we know that soci(X) = X and radi(X) = 0. This
implies that F
i,wt(X−• ),X
and F
i,wt(X+• ),X
are both non-empty. Set b := wt(X+• ). Since X
is i-balanced, we have X−k = X
+
k for all k. In other words, b = wt(X
−
• ) = wt(X
+
• ). The
uniqueness of b follows now from Lemma 3.8.
(ii) =⇒ (iii): This follows directly from Lemma 3.9.
(iii) =⇒ (i): Since X ∈ Di, Lemma 3.9 implies χ(Fi,wt(X−• ),X) = χ(Fi,wt(X+• ),X) =
1. Since we assume b to be unique, we get wt(X−• ) = wt(X
+
• ). Now (i) follows from
Lemma 3.8. 
Lemma 3.19. Let X and Y be A-modules. Then the following hold:
(i) If X and Y are i-balanced, then X ⊕ Y is i-balanced.
(ii) If X is i-balanced, then each direct summand of X is i-balanced.
Proof. One easily checks that for every direct sum decomposition M = M1 ⊕M2 of an
A-module M and every sequence j = (jt, . . . , j1) with 1 ≤ js ≤ n for all s, we have
socj(M) = socj(M1) ⊕ socj(M2) and radj(M) = radj(M1) ⊕ radj(M2). This implies both
(i) and (ii). 
We say that the pair (A, i) is balanced, if for each 1 ≤ k ≤ r the A-module Vk = Vi,k is
(ik, . . . , i1)-balanced. The following lemma follows directly from the definitions:
Lemma 3.20. Assume that (A, i) is balanced. For 1 ≤ k ≤ r and 0 ≤ s < k we have
rad(is,...,i1)(Vi,k) = (Vi,k)
i,−
s = (Vi,k)
(ik ,...,i1),−
s = (Vi,k)
(ik ,...,i1),+
s = soc(ik,...,is+1)(Vi,k).
Lemma 3.21. Assume that (A, i) is balanced. Then the modules Vi,1, . . . , Vi,r are pairwise
non-isomorphic.
Proof. Assume Vi,k ∼= Vi,s with k > s. By definition Vi,k = soc(ik ,...,is,...,i1)(Îik) and
Vi,s = soc(is,...,i1)(Îis). Clearly, rad(is,...,i1)(Vi,s) = 0. Since Vi,k
∼= Vi,s we also get
rad(is,...,i1)(Vi,k) = 0. But Vi,k is (ik, . . . , i1)-balanced. By Lemma 3.20 this implies
soc(ik,...,is+1)(Vi,k) = rad(is,...,i1)(Vi,k) = 0. But we have socSik (Vi,k)
∼= Sik . This implies
soc(ik,...,is+1)(Vi,k) 6= 0, a contradiction. 
Proposition 3.22. Assume that (A, i) is balanced. For 1 ≤ k, s ≤ r we have
HomA(Vk, Vs) ∼= eik (Jk,s+1/Jk,1) eis .
Proof. Recall that Vk = D(eik(A/Jk,1)) and Vs = D(eis(A/Js,1)). By Lemma 3.16 we have
HomA(Vk, Vs) = HomA(Vk/(Vk)
−
s , Vs). We have
(Vk)
−
s = Js,1Vk = D(eik(A/Jk,s+1)).
For the second equality we used that Vk is (ik, . . . , i1)-balanced. Note that (Vk)
−
s = 0 if
k ≤ s. We get
HomA(Vk/(Vk)
−
s , Vs)
∼= D(eis(Vk/(Vk)
−
s )) = D (eis(D(eik(A/Jk,1))/D(eik (A/Jk,s+1)))) .
For the first isomorphism we used Lemma 3.15. Now we first apply eik · and then the
duality D to the short exact sequence
0→ Jk,s+1/Jk,1 → A/Jk,1 → A/Jk,s+1 → 0,
and we obtain
D(eik(A/Jk,1))/D(eik(A/Jk,s+1))
∼= D(eik(Jk,s+1/Jk,1)).
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Now D(eisD(eik(Jk,s+1/Jk,1))) = D(D(eik(Jk,s+1/Jk,1)eis))
∼= eik(Jk,s+1/Jk,1)eis implies
HomA(Vk, Vs) ∼= eik(Jk,s+1/Jk,1)eis . 
Using Lemma 3.15, the isomorphism eikJk,s+1/Jk,1eis → HomA(Vk, Vs) can be described
more precisely: Let eikbeis ∈ eik(Jk,s+1/Jk,1)eis . Then eikbeis is mapped to the homomor-
phism Vk → Vs, which maps a linear form η : eik(A/Jk,1) → C in D(eik(A/Jk,1)) to the
linear form ψ ∈ D(eis(A/Js,1)) defined by
ψ(eisa) := η(eikbeisa).
For A-modules X and Y let Ii(X,Y ) be the subspace of HomA(X,Y ) consisting of the
morphisms factoring through a module in add(Ii). Define
HomA(X,Y ) := HomA(X,Y )/Ii(X,Y ).
Lemma 3.23. Assume that (A, i) is balanced. Then for each X ∈ Di and 1 ≤ k ≤ r we
have
Ii(X,Vk) = HomA(X/X
+
k , Vk).
Proof. There is a short exact sequence
0→ X+k → X → X/X
+
k → 0.
Applying the functor HomA(−, Vk) we can identify HomA(X/X
+
k , Vk) with a subspace of
HomA(X,Vk). Suppose that f : X → Vk is a homomorphism.
Assume first that f = h ◦ g with g : X → I and I ∈ add(Ii). It follows from Lemma 3.6
and Lemma 3.13 that we can assume without loss of generality that g is a monomorphism.
By Lemma 3.2(i) we know that g(X+k ) ⊆ I
+
k . By definition I
−
k = rad(ik ,...,i1)(I) and
soc(ik,...,i1)(Vk) = Vk. Thus Lemma 3.2(iii) implies h(I
−
k ) = 0. Since (A, i) is balanced, we
get I−k = I
+
k . This shows that f(X
+
k ) = 0. In other words, f ∈ HomA(X/X
+
k , Vk). So we
proved that Ii(X,Vk) ⊆ HomA(X/X
+
k , Vk).
To show the other inclusion, let f : X → Vk be a homomorphism with f(X
+
k ) = 0.
Thus there is a factorization f = h1 ◦ g1, where g1 : X → X/X
+
k is the projection. Let
u1 : X → I be a monomorphism with I ∈ add(Ii), and let u2 : I → I/I
+
k be the projection.
By Lemma 3.2(ii) we get a monomorphism g2 : X/X
+
k → I/I
+
k such that u2 ◦u1 = g2 ◦ g1.
Now X/X+k and I/I
+
k are A/Jk,1-modules, Vk is an injective A/Jk,1-module, and g2 is a
monomorphism. Thus there exists a homomorphism u3 : I/I
+
k → Vk such that u3◦g2 = h1.
The following commutative diagram illustrates the situation:
X
u1
zzvv
vv
vv
vv
vv
v
g1

f // Vk
I
u2

X/X+k
g2{{ww
ww
ww
ww
w
h1
<<yyyyyyyy
I/I+k
u3
MM
It follows that
f = h1 ◦ g1 = u3 ◦ g2 ◦ g1 = u3 ◦ u2 ◦ u1.
Thus we have proved that HomA(X/X
+
k , Vk) ⊆ Ii(X,Vk). Note that for the proof of this
inclusion we did not use the assumption that (A, i) is balanced. 
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Proposition 3.24. Assume (A, i) is balanced, and let X ∈ Di. For 1 ≤ k ≤ r we have
DHomA(X,Vk) ∼= eik(X
+
k /X
−
k ).
Proof. There is a short exact sequence
η : 0→ X+k /X
−
k → X/X
−
k → X/X
+
k → 0.
As noted in Lemma 3.16 we have HomA(X,Vk) = HomA(X/X
−
k , Vk), and by Lemma 3.23
we know that Ii(X,Vk) = HomA(X/X
+
k , Vk). Note that X/X
+
k and X
+
k /X
−
k are both
annihilated by Jk,1. Thus they are A/Jk,1-modules, and Vk = D(eik(A/Jk,1)) is an in-
jective A/Jk,1-module. Now we apply HomA(−, Vk) to η and obtain HomA(X,Vk) ∼=
HomA(X
+
k /X
−
k , Vk). By Lemma 3.15 we get
HomA(X
+
k /X
−
k , Vk) = HomA(X
+
k /X
−
k ,D(eik(A/Jk,1)))
∼= D(eik(X
+
k /X
−
k )).
Thus we have proved that DHomA(X,Vk) ∼= eik(X
+
k /X
−
k ). 
3.6. The quiver of Ei. Again, let A = CΓ/J be a basic algebra, and let us fix some
sequence i = (ir, . . . , i1). Define Ei := EndA(Vi)
op. Since we work over an algebraically
closed field, Lemma 3.21 and a result by Gabriel (see for example [DK, Theorem 3.5.4
combined with Theorem 3.6.6]) imply that Ei is a finite-dimensional basic algebra. We want
to determine the quiver ΓEi of Ei. The vertices of ΓEi correspond to the indecomposable
direct summands V1, . . . , Vr of Vi.
Define a quiver Γi as follows: The set of vertices of Γi is just {1, 2, . . . , r}. For each pair
(k, s) with 1 ≤ s, k ≤ r and k+ ≥ s+ ≥ k > s and each arrow a : is → ik in the quiver
Γ of A, there is an arrow γk,sa : s → k in Γi. These are called the ordinary arrows of Γi.
Furthermore, for each 1 ≤ k ≤ r there is an arrow γk : k → k
− provided k− > 0. These
are the horizontal arrows of Γi.
Proposition 3.25. Assume that (A, i) is balanced. Then there is a quiver isomorphism
Γi → ΓEi with k 7→ Vk for all 1 ≤ k ≤ r.
Proof. One can almost copy the proof of [BIRS, Theorem III.4.1]. One only has to replace
the ideals Ij used in [BIRS] by our ideals Jj . (We have Ij = Jj if and only if Γ has no
loop at the vertex j.) Furthermore, everything has to be dualized. 
In Proposition 3.25 we identify the vertex of ΓEi corresponding to Vk with the vertex k
of Γi. Some examples can be found in Section 3.10.
3.7. The Ei-module DHomA(X,Vi). Using Lemma 3.15 together with Propositions 3.22
and 3.24, we arrive at the following conclusion: Assume (A, i) is balanced, and let X ∈ Di.
Using the identifications
HomA(Vk, Vs) = eik(Jk,s+1/Jk,1)eis ,
HomA(Vs, Vk) = eis(A/Js,1)eik ,
DHomA(X,Vk) = eik(X
+
k /X
−
k ),
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the algebra Ei acts on Y := DHomA(X,Vi) as follows: Assume 1 ≤ s ≤ k ≤ r.
eik(X
+
k /X
−
k )
eis(A/Js,1)eik ·
66
eis(X
+
s /X
−
s )
eik (Jk,s+1/Jk,1)eis ·
vv
For eikbeis ∈ eik(Jk,s+1/Jk,1)eis and xs ∈ eis(X
+
s /X
−
s ) = eisX
+
s /eisX
−
s we have
eikbeis · xs = eikbxs,
and for eisbeik ∈ eis(A/Js,1)eik and xk ∈ eik(X
+
k /X
−
k ) = eikX
+
k /eikX
−
k we have
eisbeik · xk = eisbxk.
We consider Y as a representation Y = (Y (k), Y (γ))k,γ of the quiver Γi of Ei. To describe
Y , we just need to know how the maps Y (γ) act on the vector spaces Y (k) = eik(X
+
k /X
−
k ),
where 1 ≤ k ≤ r. Again using the description of ΓEi based on [BIRS, Theorem III.4.1] we
obtain the following result: First, assume γk : k → k
− is a horizontal arrow of Γi. Then
Y (γk) acts as left multiplication with eik :
eik(X
+
k /X
−
k )
eik · // eik(X
+
k−
/X−
k−
)
Next, let γk,sa : s→ k be an ordinary arrow of Γi. Then Y (γ
k,s
a ) acts as left multiplication
with a:
eik(X
+
k /X
−
k ) eis(X
+
s /X
−
s )
a·oo
Remark 3.26. For X ∈ Di the following hold:
(i) Ii(X,Vi) is a submodule of the EndA(Vi)-module HomA(X,Vi). This implies
that DHomA(X,Vi) is a submodule of the Ei-module DHomA(X,Vi). Clearly,
DHomA(X,Vi) is also a module over the algebra Bi := (EndA(Vi))
op.
(ii) For X ∈ Di we have
HomA(X,Vi) = HomAi(X,Vi).
Since add(Ii) are the injective Ai-modules, we can apply the Auslander-Reiten
formula to obtain an isomorphism of Bi-modules
DHomAi(X,Vi)
∼= Ext1Ai(τ
−1
Ai
(Vi),X),
where τAi denotes the Auslander-Reiten translation of the finite-dimensional alge-
bra Ai.
3.8. An isomorphism between partial flag varieties and quiver Grassmannians.
In this section we prove that the varieties Fi,a,X of partial composition series of modules
X ∈ Di are isomorphic to certain quiver Grassmannians Gi,a,X . In the proof we first
construct a (rather trivial) isomorphism between partial flag varieties F˜i,a,X of graded
vector spaces and the image G˜i,a,X of the usual embedding of F˜i,a,X into a product of
classical subspace Grassmannians. Then we show that the restriction to the subvarieties
Fi,a,X ⊆ F˜i,a,X and Gi,a,X ⊆ G˜i,a,X yields an isomorphism Fi,a,X → Gi,a,X .
Let X ∈ Di for some i = (ir, . . . , i1). We define a map di,X : N
r → Zr by (ar, . . . , a1) 7→
(f1, . . . , fr), where
fk := (a
−
k − ak) + (a
−
k−
− ak−) + · · ·+ (a
−
kmin
− akmin)
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for all 1 ≤ k ≤ r, and (a−r , . . . , a
−
1 ) := a
−(X). In the following theorem, if di,X(a) /∈ N
r,
then GrEidi,X(a)(Y ) is by definition the empty set.
Theorem 3.27. Assume that (A, i) is balanced, and let X ∈ Di. Then for each a ∈ N
r
there exists an isomorphism of algebraic varieties
F : Fi,a,X → Gr
Ei
di,X(a)
(Y ),
where Y is the Ei-module DHomA(X,Vi). Furthermore, the map a 7→ di,X(a) yields a
bijection {a ∈ Nr | Fi,a,X 6= ∅} →
{
f ∈ Nr | GrEif (Y ) 6= ∅
}
.
Our proof of Theorem 3.27 will show that dimEi(Y ) = di,X(a
+(X)). Furthermore, if
Fi,a,X 6= ∅, and X• = (Xr ⊆ · · · ⊆ X1 ⊆ X0) ∈ Fi,a,X , then fk = dim(eik(Xk/X
−
k )) for
all 1 ≤ k ≤ r. Note that fk = 0 if k
+ = r + 1.
3.9. Proof of Theorem 3.27.
3.9.1. Assume that (A, i) is balanced. For the rest of this section, besides i, we also fix
some a = (ar, . . . , a1) ∈ N
r and some X ∈ Di. With the same notation as in Theorem 3.27,
we define
Gi,a,X := Gr
Ei
f (Y ),
where f := di,X(a).
We consider X as a representation X = (X(j),X(a))j∈Γ0 ,a∈Γ1 of the quiver Γ of A, and
the Ei-module Y is considered as a representation Y = (Y (k), Y (γ))k,γ of the quiver Γi
of Ei. Given X• = (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = X) in Fi,a,X we consider each Xk as a
subrepresentation of X. Thus we have Xk = (Xk(j))j∈Γ0 such that
X(a)(Xk(s(a))) ⊆ Xk(t(a))
for all arrows a of Γ.
Our aim is the construction of two mutually inverse isomorphisms of varieties
Fi,a,X
F //
Gi,a,X.
G
oo
3.9.2. Recall that Γ0 = {1, . . . , n}. We need to work with the category of Γ0-graded
vector spaces. Its objects are just tuples W = (W (j))j∈Γ0 of C-vector spaces W (j). Set
ejW :=W (j) for all j ∈ Γ0. The morphisms are defined in the obvious way. The degree of
W is dim(W ) := (dim(W (j)))j∈Γ0 . Let e1, . . . , en denote the canonical coordinate vectors
of Zn. (Thus the jth entry of ej is 1, and all other entries are 0.) Each representation
X = (X(j),X(a))j∈Γ0 ,a∈Γ1 of Γ yields a Γ0-graded vector space gr(X) := (X(j))j∈Γ0 .
Let F˜i,a,X be the projective variety of chains
X• = (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = gr(X))
of Γ0-graded subspaces of gr(X) such that gr(X
−
k ) ⊆ Xk ⊆ gr(X
+
k ) and dim(Xk−1/Xk) =
akeik for all 1 ≤ k ≤ r.
For a vector space L let Grd(L) be the projective variety of d-dimensional subspaces of
L. Clearly, the variety of (fk + dim(eikX
−
k ))-dimensional subspaces Uk of eikX such that
eikX
−
k ⊆ Uk ⊆ eikX
+
k is isomorphic to Grfk(eik(X
+
k /X
−
k )). The isomorphism is given by
Uk 7→ Uk := Uk/eikX
−
k .
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Let G˜i,a,X be the projective variety formed by the r-tuples U := (Uk)1≤k≤r in
r∏
k=1
Grfk(eik(X
+
k /X
−
k ))
such that Uk ⊆ Uk− for all 1 ≤ k ≤ r.
We construct two morphisms
F˜i,a,X
F˜ //
G˜i,a,X
G˜
oo
as follows: First, we define F˜ . Let X• = (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = gr(X)) be in F˜i,a,X .
To each Xk we assign the subspace
Uk := eik(Xk/X
−
k )
of eik(X
+
k /X
−
k ). Set U := (Uk)1≤k≤r. Then F˜(X•) := U defines a morphism of varieties
F˜ : F˜i,a,X → G˜i,a,X .
Second, we define the morphism G˜. Let U = (Uk)1≤k≤r be in G˜i,a,X . We define a chain
X• := (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = gr(X))
of Γ0-graded vector spaces as follows: For j ∈ Γ0 set Xk := (Xk(j))j∈Γ0 , where
Xk(j) := Up
and p := min{k ≤ s ≤ r, r + 1 | is = j}. (Here we set Ur+1 := 0.) Then G˜(U) := X•
defines a morphism of varieties
G˜ : G˜i,a,X → F˜i,a,X .
Just using the definitions of F˜ and G˜ we obtain the following:
Lemma 3.28. The morphisms F˜ and G˜ are isomorphisms of algebraic varieties, and we
have G˜ ◦ F˜ = idF˜i,a,X and F˜ ◦ G˜ = idG˜i,a,X .
3.9.3. The following lemma is needed in order to ensure that the quiver Grassmannian
Gi,a,X is a subvariety of G˜i,a,X:
Lemma 3.29. Let U = (Uk)1≤k≤r be a submodule of the Ei-module Y . Then we have
Uk ⊆ Uk− for all 1 ≤ k ≤ r.
Proof. Let γk : k → k
− be a horizontal arrow of Γi. We know that Y (γk) acts on Y as
follows:
eik(X
+
k /X
−
k )
eik · // eik(X
+
k−
/X−
k−
)
In other words, Y (γk)(xk + eikX
−
k ) = xk + eikX
−
k−
for all xk ∈ eikX
+
k . Since U is a
submodule of Y , we know that uk + eikX
−
k−
is contained in Uk−/eikX
−
k−
for all uk ∈ Uk.
This implies uk ∈ Uk− for all uk ∈ Uk. Thus Uk ⊆ Uk− . 
Lemma 3.30. The following hold:
(i) Fi,a,X is a Zariski closed subset of F˜i,a,X.
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(ii) Under the identification
Y =
r⊕
k=1
eik(X
+
k /X
−
k )
the variety Gi,a,X is a Zariski closed subset of G˜i,a,X.
Proof. For X• ∈ F˜i,a,X , the condition that all Xk are submodules is closed. This implies
(i). Similarly, for U ∈ G˜i,a,X , the condition that U is a subrepresentation is closed. Now
(ii) follows directly from Lemma 3.29. 
We claim that F˜ and G˜ restrict to isomorphisms F : Fi,a,X → Gi,a,X and G : Gi,a,X →
Fi,a,X . Thus, we have to show the following:
(a) If X• ∈ Fi,a,X , then F˜(X•) ∈ Gi,a,X .
(b) If U ∈ Gi,a,X , then G˜(U ) ∈ Fi,a,X .
Note that (a) and (b) imply Theorem 3.27.
3.9.4. Proof of (a). Let X• = (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = X) be in Fi,a,X . Define
U := (Uk)1≤k≤r, where Uk := eik(Xk/X
−
k ). Thus F˜(X•) = U . We have to show that U is
a subrepresentation of Y .
For each horizontal arrow γk : k → k
− of Γi we have Y (γk)(Uk) ⊆ Uk− . This holds,
since Xk ⊆ Xk− and therefore eikXk ⊆ eikXk− . Next, let γ
k,s
a : s → k be an ordinary
arrow of Γi. It follows that k > s. We have
Xk ⊆ Xk−1 ⊆ · · · ⊆ Xs+1 ⊆ Xs.
By definition of Fi,a,X we have Xt−1/Xt ∼= S
at
it
for all 1 ≤ t ≤ r. By the definition of Γi
we know that it 6= is for all k ≥ t ≥ s+ 1. This implies eisXs = eisXk. It follows that
aXs = aeisXs = aeisXk ⊆ eikXk.
(To get the inclusion aeisXk ⊆ eikXk we used our assumption that Xk is an A-module.)
This implies Y (γk,sa )(U s) ⊆ Uk. Thus we proved that U ∈ Gi,a,X .
3.9.5. Proof of (b). Let U = (Uk)1≤k≤r be a subrepresentation of the Ei-module Y . Thus
we have Uk = Uk/eikX
−
k . Let X• := G˜(U ). Recall that
X• = (0 = Xr ⊆ · · · ⊆ X1 ⊆ X0 = gr(X))
is defined as follows: For 1 ≤ k ≤ r and j ∈ Γ0 we have Xk(j) = Up, where p = min{k ≤
s ≤ r, r + 1 | is = j}. (We set Ur+1 := 0.) Clearly, for all 0 ≤ s ≤ r − 1 we have
Xs+1 ⊆ Xs, since by Lemma 3.29 we know that Us+ ⊆ Us. It remains to show that Xs is
a subrepresentation of X for all 1 ≤ s ≤ r.
By induction, we can assume that Xr, . . . ,Xs+1 are subrepresentations of X. So we
only have to investigate how A acts on the subspace Us of eisXs. Obviously, ejXt = Xt(j)
for all 1 ≤ t ≤ r and j ∈ Γ0. Next, assume that γ
k,s
a : s → k is an ordinary arrow of Γi.
We know that Y (γk,sa ) acts on U s as follows: For all us ∈ Us we have
Y (γk,sa )(us + eisX
−
s ) = (aus) + eikX
−
k .
Since by our assumption, U is a subrepresentation of Y , we get that (aus) + eikX
−
k is
contained in Uk = Uk/eikX
−
k for all us ∈ Us. Thus aus ∈ Uk for all us ∈ Us. Now
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it follows from the definition of Xs and Lemma 3.29 that Uk ⊆ eikXs = Xs(ik). Thus
Xs is a subrepresentation of X. It follows that X• ∈ Fi,a,X . This finishes the proof of
Theorem 3.27.
3.10. Examples.
3.10.1. Let Γ be the quiver with just one vertex 1 and arrows a and b. Set A := CΓ/J ,
where J is generated by {ab, ba}. For i = (i4, . . . , i1) = (1, 1, 1, 1) the modules Vk = Vi,k
look as follows:
V1 = 1 V2 = 1 11 V3 =
1 1
1 1
1
V4 =
1 1
1 1
1 1
1
Obviously, Vk is (ik, . . . , i1)-balanced. The quiver Γi of Ei looks as follows:
4
γ4 // 3
γ3 //
γ4,3
b
aa
γ4,3a
}}
2
γ2 //
γ3,2
b
aa
γ3,2a
}}
1
γ2,1
b
aa
γ2,1a
}}
Let X be the A-module
b2
a
 
 b
?
??
?
b1 b3
b
?
??
?
b4
(Here {b1, . . . , b4} is a basis of X, and the arrows show how the generators a and b of A
act on this basis.) As a representation of Γ, we have X = (C4,X(a),X(b)), where
X(a) =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 and X(b) =

0 0 0 0
0 0 0 0
0 1 0 0
0 0 1 0
 .
In the following we just write 〈· · ·〉 instead of SpanC〈· · ·〉. The chains X
+
• and X
−
• look as
follows:
X+• = (0 ⊆ 〈b1, b4〉 ⊆ 〈b1, b3, b4〉 ⊆ 〈b1, b2, b3, b4〉 ⊆ 〈b1, b2, b3, b4〉),
X−• = (0 ⊆ 0 ⊆ 〈b4〉 ⊆ 〈b1, b3, b4〉 ⊆ 〈b1, b2, b3, b4〉).
As a representation of Γi, the Ei-module Y = DHomA(X,Vi) looks as follows:
0 // C2
( 1 00 0 ) //
__

C2
( 0 0 ) //
( 0 00 1 )
``
( 0 00 0 )
~~
C
( 01 )
__
( 10 )

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More precisely, the four vector spaces in the above quiver representation are (from left to
right)
0 ≡ e1(X
+
4 /X
−
4 ),
C2 ≡ e1(X
+
3 /X
−
3 ) = 〈b1, b4〉 with basis (b1, b4),
C2 ≡ e1(X
+
2 /X
−
2 ) = 〈b1, b3, b4〉/〈b4〉 with basis (b1, b3),
C ≡ e1(X
+
1 /X
−
1 ) = 〈b1, b2, b3, b4〉/〈b1, b3, b4〉 with basis (b2).
(Here bi denotes the corresponding residue class of bi.) One easily checks that the elements
in Fi,(1,1,1,1),X are
fλ := (0 ⊂ 〈b4〉 ⊂ 〈b1 + λb3, b4〉 ⊂ 〈b1, b3, b4〉 ⊂ X),
f∞ := (0 ⊂ 〈b4〉 ⊂ 〈b3, b4〉 ⊂ 〈b1, b3, b4〉 ⊂ X),
gλ := (0 ⊂ 〈b1 + λb4〉 ⊂ 〈b1, b4〉 ⊂ 〈b1, b3, b4〉 ⊂ X)
where λ ∈ C. It follows that the Euler characteristic of Fi,(1,1,1,1),X is 3. In this example,
the isomorphism Fi,(1,1,1,1),X → Gr
Ei
(0,1,1,0)(Y ) from Theorem 3.27 looks as follows:
fλ 7→ (0, 〈b4〉, 〈b1 + λb3〉, 0),
f∞ 7→ (0, 〈b4〉, 〈b3〉, 0),
gλ 7→ (0, 〈b1 + λb4〉, 〈b1〉, 0).
3.10.2. Springer fibres. Let Γ be the quiver with just one vertex 1 and one arrow a. Set
A := CΓ/J , where J is generated by am for some m ≥ 2. Let i = (im, . . . , i2, i1) =
(1, . . . , 1, 1). For 1 ≤ k ≤ m the module Vk = Vi,k is uniserial of length k, and Vk is
(ik, . . . , i1)-balanced. We have add(Vi) = nil(A) = mod(A). The quiver Γi of Ei looks as
follows:
m
γm
))
· · ·
γ4
((
γm,m−1a
hh 3
γ3
''
γ4,3a
ii 2
γ2
''
γ3,2a
gg 1
γ2,1a
gg
Let λ = (λt, . . . , λ1) be a partition of m, i.e. the λj are integers such that λt ≥ · · · ≥ λ1 ≥ 1
and λt + · · · + λ1 = m. Define Vλ := Vλt ⊕ · · · ⊕ Vλ1 . This yields a bijection between the
set of partitions of m and the set of isomorphism classes of m-dimensional A-modules.
For a := (am, . . . , a2, a1) := (1, . . . , 1, 1) the varieties Fλ := Fi,a,Vλ are just the classical
Springer fibres of Dynkin type Am−1.
For example, let m = 7 and λ = (3, 2, 2). Then Vλ = V3 ⊕ V2 ⊕ V2. Set Y :=
DHomA(Vλ, Vi). By Theorem 3.27 we get Fλ ∼= Gr
Ei
f (Y ), where f = (f1, . . . , f7) =
(2, 4, 4, 3, 2, 1, 0) and dimEi(Y ) = (h1, . . . , h7) = (3, 6, 7, 7, 6, 3, 0). It is an easy exercise
to write Y explicitly as a representation of Γi.
3.10.3. Balanced modules over preprojective algebras. Let Λ be the preprojective algebra
associated to a finite connected acyclic quiver Q. Recall that Λ = CQ/(c), where Q is
the double quiver obtained by adding to each arrow a : i → j in Q an arrow a∗ : j → i
pointing in the opposite direction, and (c) is the ideal generated by the element
c =
∑
a∈Q1
(a∗a− aa∗).
Let i = (ir, . . . , i1) be a reduced expression for some element w of the Weyl group W of
Q. In this situation, the module Vi
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module Vi of Cw mentioned in Section 1.2 (see [GLS5]). The following result is then a
direct consequence of [GLS5, Proposition 9.6].
Theorem 3.31. (Λ, i) is balanced.
Let (−,−) denote the usual W -invariant bilinear form on h∗, the dual of the Cartan
subalgebra of the symmetric Kac-Moody Lie algebra g associated to Q. For i ∈ Q0 let αi
and ̟i be the corresponding simple root and fundamental weight, respectively. By [GLS5,
Proposition 9.6], for Vk = Vi,k we have
(3.1) a−l (Vk) =
{
−(silsil+1 · · · sik(̟ik), αil) if 1 ≤ l ≤ k,
0 otherwise.
4. Categorification of the Chamber Ansatz
In this section we prove Theorems 1, 2 and 3. The proofs of Theorems 1 and 2 follow
rather easily from Theorem 3.27. As a main ingredient for the proof of Theorem 3 we
describe the twisted ϕ-functions ϕ′Vi,k in Proposition 4.4. These can be seen as module-
theoretic versions of the twisted generalized minors introduced by Berenstein and Zelevin-
sky [BZ] (in the Dynkin case).
4.1. Proof of Theorems 1 and 2. We know from Theorem 3.31 that (Λ, i) is balanced.
Let X ∈ Cw, and let
E := Ei := EndΛ(Vi)
op and E := E i := EndCw(Vi)
op.
As before, let Wi := Iw ⊕ Ωw(Vi).
Recall that a cluster-tilting module T ∈ Cw is called Vi-reachable if one can obtain T
via a finite sequence of mutations starting with the initial cluster-tilting module Vi. By
[GLS5, Proposition 13.4], the module Wi is Vi-reachable.
Since Cw is a triangulated category with shift functor Ω
−1
w , we get an E-module isomor-
phism
DHomΛ(X,Vi) ∼= DExt
1
Λ(X,Ωw(Vi)).
The module Iw is Cw-projective-injective, thus Ext
1
Λ(X,Ωw(Vi))
∼= Ext1Λ(X,Wi). The
category Cw is a 2-Calabi-Yau category, see [BIRS, Proposition III.2.3] and also [GLS4]
for a special case. Thus there is an E-module isomorphism DExt1Λ(X,Wi)
∼= Ext1Λ(Wi,X).
Combining these isomorphisms, we have an E-module isomorphism
DHomΛ(X,Vi) ∼= Ext
1
Λ(Wi,X).
We can regard DHomΛ(X,Vi) and Ext
1
Λ(Wi,X) as modules over E and EndΛ(Wi)
op, which
are annihilated by the ideals IΛ(Vi, Vi) and IΛ(Wi,Wi), respectively. Since Ωw : Cw → Cw
is an equivalence, we have an isomorphism of stable endomorphism algebras
E ∼= EndCw(Wi)
op.
Recall that Wi is a cluster-tilting module in Cw. In particular, we have Ext
1
Λ(Wi,X) = 0
for some X ∈ Cw if and only if X ∈ add(Wi).
By Theorem 3.27 the varieties Fi,a,X and Gr
E
di,X(a)
(Y ) are isomorphic for all a ∈ Nr,
where Y := DHomΛ(X,Vi). Furthermore, the map a 7→ di,X(a) yields a bijection
{a ∈ Nr | Fi,a,X 6= ∅} → U :=
{
f ∈ Nr | GrEf (Y ) 6= ∅
}
.
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(If GrEf (Y ) 6= ∅, then fk = 0 for all k ∈ Rmax, where Rmax is defined as in Section 1.4.
Thus we can identify GrEf (Y ) and Gr
E
d(Y ), where d := (fk)k∈R− . Being a bit sloppy,
we often just write Gr
E
f (Y ) instead of Gr
E
d(Y ).) Clearly, U contains always the elements
f = dim(Y ) and the 0-dimension vector f = (0, . . . , 0). (In both cases, GrEf (Y ) is a single
point.) Thus there is a unique a ∈ Nr with Fi,a,X 6= ∅ if and only if Y = 0. This finishes
the proof of Theorems 1 and 2.
4.2. Example. LetQ be a quiver with underlying graph 1 2 3 4 and let i :=
(i10, . . . , i1) := (1, 3, 2, 4, 1, 3, 2, 4, 1, 3), which is a reduced expression of the longest element
in the Weyl group WQ. It follows that Cw = nil(Λ) = mod(Λ). Let Vi = V1 ⊕ · · · ⊕ V10
and Wi = Iw ⊕ Ωw(Vi) = W1 ⊕ · · · ⊕W10. We first display the indecomposable direct
summands which are not Cw-projective-injective:
V1 = 3 V2 = 1 V3 = 3 4 V4 =
1 3
2 V5 =
1 3
2 4
3
V6 =
3
2
1
W1 =
2 4
1 3
2
W2 =
2
3
4
W3 =
2
1 3
2
W4 =
2 4
1 33
2 4
W5 =
2
1 3
2 4
W6 =
4
3
2
Finally, the indecomposable Cw-projective-injectives look as follows:
V7 =W7 =
1
2
3
4
V8 =W8 =
3
2 4
1 3
2
V9 =W9 =
2
1 3
2 4
3
V10 =W10 =
4
3
2
1
Using our language of ϕ-functions, the functions Za and TJ appearing in [BFZ, Exam-
ple 3.2.2] can be written as follows:
Z1 = ϕV7 Z2 = ϕV9 Z3 = ϕV8 Z4 = ϕV10
T2 = ϕW2 T4 = ϕW6 T124 = ϕW1 T1245 = ϕW3 T245 = ϕW5 T24 = ϕW4
and the equality T24 = ∆
1345(x)∆25(x) −∆2345(x)∆15(x) translates to ϕW4 = ϕW2ϕX −
ϕW7ϕY where
X :=
4
1 3
2
and Y :=
4
3
2
.
4.3. Proof of Theorem 3. As before, let i = (ir, . . . , i2, i1) be a reduced expression of
w. Define j := (ir, . . . , i2). (This is a reduced expression of v := wsi1 .) By Theorem 3.31
we have
radSi1 (Vi,k)
∼= Vj,k−1.
This yields the following result:
Lemma 4.1. If P is Cw-projective-injective, then radSi1 (P ) is Cv-projective-injective.
Corollary 4.2. If X ∈ Cw, then radSi1 (X) ∈ Cv.
Proof. There is an epimorphism P → X, where P is Cw-projective-injective. This yields
an epimorphism radSi1 (P )→ radSi1 (X), see Lemma 3.2(ii). Now apply Lemma 4.1. 
For 1 ≤ k ≤ r with k+ 6= r + 1 we have a short exact sequence
η : 0→Wi,k → P (Vi,k)→ Vi,k → 0
in Cw. The module Si1 is a direct summand of the rigid module Vi. Thus applying
HomΛ(−, Si1) to η yields
topSi1
(Wi,k)⊕ topSi1
(Vi,k) ∼= topSi1
(P (Vi,k)).
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Thus by restriction we obtain a short exact sequence
0→ radSi1 (Wi,k)→ radSi1 (P (Vi,k))→ radSi1 (Vi,k)→ 0.
By Lemma 4.1, the module radSi1 (P (Vi,k)) is Cv-projective-injective, and by Corollary 4.2
we know that radSi1 (Wi,k) ∈ Cv. Since
radSi1 (Vi,k)
∼= Vj,k−1,
we get radSi1 (Wi,k)
∼= P ⊕Wj,k−1 for some Cv-projective-injective module P . (Here we
just use the basic properties of the syzygy functor Ωv, see [H].) Thus we have proved the
following:
Lemma 4.3. If we apply radSi1 (−) to η, we get a short exact sequence
0→ P ⊕Wj,k−1 → P ⊕ P (Vj,k−1)→ Vj,k−1 → 0
where P is Cv-projective-injective.
For 1 ≤ l ≤ k ≤ r define
bi(l, k) := −(silsil+1 · · · sik(̟ik), αil).
(For l > k we define b(l, k) := 0.) Note that if l > 1, then bi(l, k) = bj(l − 1, k − 1).
Proposition 4.4. For 1 ≤ k ≤ r we have
ϕ′Vi,k(xi(t)) =
k∏
l=1
t
−bi(l,k)
l = t
−a−(Vk).
Proof. Let 1 ≤ k ≤ r. If k+ = r + 1, then the statement follows directly from [GLS5,
Proposition 9.6]. Thus assume k+ ≤ r. By induction we get
ϕ′Vj,k−1(xj(tr, . . . , t2)) =
k∏
l=2
t
−bj(l−1,k−1)
l =
k∏
l=2
t
−bi(l,k)
l .
Now Lemma 4.3 together with Theorems 2 and [GLS5, Proposition 9.6] yield the result. 
The following statement is a direct consequence by Proposition 4.4.
Corollary 4.5. For 1 ≤ k ≤ r we have
a+(Wi,k)− a
+(P (Vi,k)) = −a
−(Vi,k) = −(0, . . . , 0, bi(k, k), . . . , bi(2, k), bi(1, k)).
Now we can finish the proof of Theorem 3. For 1 ≤ k ≤ r we have to show that
tk = Ci,k(xi(t)), where
Ci,k :=
1
ϕ′Vi,kϕ
′
V
i,k−(ik)
·
n∏
j=1
(
ϕ′V
i,k−(j)
)q(ik ,j)
and k−(j) := max{0, 1 ≤ s ≤ k − 1 | is = j}. We know from Proposition 4.4 that
(4.1) ϕ′Vi,k(xi(t)) =
k∏
l=1
t
−bi(l,k)
l .
We insert (1.1) in the right-hand side of equation (4.1) and obtain
k∏
l=1
Ci,l(xi(t))
−bi(l,k).
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To prove Theorem 3, we need to show that for all 1 ≤ k ≤ r we have
(4.2) ϕ′Vi,k =
k∏
l=1
C
−bi(l,k)
i,l .
This is done in exactly the same way as in [BZ, Section 4]. Namely, one first shows that
the exponent of ϕ′Vi,k on the right-hand side of equation (4.2) is equal to b(k, k) = 1. Then
one shows that for 1 ≤ s < k the exponent of ϕ′Vi,s on the right-hand side of (4.2) is equal
to
ζ(s) := b(s, k) + b(s+, k)−
∑
s+>m>s
q(im, is)b(m,k).
A straightforward calculation shows that ζ(s) = 0 for all 1 ≤ s < k. Finally, by [GLS5,
Corollary 15.7] we know that a function ϕX ∈ C[N ] with X ∈ Cw is already uniquely
determined by its values on Im(xi). This finishes the proof of Theorem 3.
Remark 4.6. Recall that the moduleWi is Vi-reachable. This shows that (ϕWi,1 , . . . , ϕWi,r)
is a cluster of the cluster structure on C[Nw] defined by the initial seed ((ϕVi,1 , . . . , ϕVi,r ),Γi).
By Theorem 3, the cluster (ϕWi,1 , . . . , ϕWi,r) gives a total positivity criterion for N
w in
the sense of [BFZ, BZ]. Therefore, every Vi-reachable cluster-tilting module of Cw also
provides a total positivity criterion.
4.4. Example. Let Q be a quiver with underlying graph 1 2 3 and let i :=
(i6, . . . , i1) := (1, 2, 1, 3, 2, 1), which is a reduced expression of the longest element in the
Weyl group WQ. It follows that Cw = nil(Λ) = mod(Λ). The modules Vi = V1 ⊕ · · · ⊕ V6
and Wi =W1 ⊕ · · · ⊕W6 look as follows:
V1 = 1 V2 = 1 2 V3 =
1
2
3
V4 = 21 V5 =
2
1 3
2
V6 =
3
2
1
W1 = 2 3 W2 = 3 W3 = V3 W4 =
3
2 W5 = V5 W6 = V6
Besides the modules Vk and Wk there are only three other indecomposable Λ-modules:
L1 = 1 32 L2 = 2 L4 =
2
1 3
(The reason for naming the third module L4 and not L3 will become clear in Section 8.6.)
Here we used the same conventions for displaying Λ-modules as explained in [GLS5]. The
ϕ-functions of the indecomposable Λ-modules are the following:
ϕV1(xi(t)) = t6 + t4 + t1 ϕW1(xi(t)) = t3t2
ϕV2(xi(t)) = t5t4 + t5t1 + t2t1 ϕW2(xi(t)) = t3
ϕV3(xi(t)) = t3t2t1 ϕW4(xi(t)) = t5t3
ϕV4(xi(t)) = t6t5 + t6t2 + t4t2 ϕL1(xi(t)) = t5t4t3 + t5t3t1
ϕV5(xi(t)) = t5t4t3t2 ϕL2(xi(t)) = t5 + t2
ϕV6(xi(t)) = t6t5t3 ϕL4(xi(t)) = t6t3t2 + t4t3t2
The modules P (Vk) are the following:
P (V1) = V3 P (V2) = V3 P (V3) = V3 P (V4) = V5 P (V5) = V5 P (V6) = V6
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Thus, we obtain the twisted minors ϕ′Vk = ϕΩw(Vk)ϕ
−1
P (Vk)
:
ϕ′V1(xi(t)) =
t3t2
t3t2t1
ϕ′V2(xi(t)) =
t3
t3t2t1
ϕ′V3(xi(t)) =
1
t3t2t1
ϕ′V4(xi(t)) =
t5t3
t5t4t3t2
ϕ′V5(xi(t)) =
1
t5t4t3t2
ϕ′V6(xi(t)) =
1
t6t5t3
Finally, we compute the maps Ci,k:
Ci,1 =
1
ϕ′V1
Ci,2 =
1
ϕ′V2
· ϕ′V1 Ci,3 =
1
ϕ′V3
· ϕ′V2
Ci,4 =
1
ϕ′V4ϕ
′
V1
· ϕ′V2 Ci,5 =
1
ϕ′V5ϕ
′
V2
· ϕ′V4ϕ
′
V3 Ci,6 =
1
ϕ′V6ϕ
′
V4
· ϕ′V5
5. Monomials of twisted minors
As defined before, let V := Vi = V1 ⊕ · · · ⊕ Vr and W := Wi = W1 ⊕ · · · ⊕ Wr.
For a cluster-tilting module T in Cw and any X ∈ Cw, we consider HomΛ(T,X) as a
module over ET := EndΛ(T )
op. The Ext-group Ext1Λ(T,X) is a module over ET and over
ET := EndCw(T )
op. By dimExt1Λ(T,X) we mean the dimension vector of Ext
1
Λ(T,X) as
an ET -module.
From now on, for the reduced expression i = (ir, . . . , i1) we assume without loss of
generality that for each 1 ≤ j ≤ n there is some k with ik = j. We can also assume that
for at least one such j there are indices k 6= s with ik = is = j. (Otherwise all direct
summands of T are Cw-projective-injective, i.e. R− = ∅.)
5.1. Apart from the definitions for Theorem 4 the following will be useful:
ϕ′k := ϕ
′
Vk
= ϕΩw(Vk)ϕ
−1
P (Vk)
for k ∈ R, in particular,
ϕ′l = ϕ
−1
l for l ∈ Rmax,
ϕˆ′k :=
∏
l∈R
(ϕ′l)
B
(V )
l,k for k ∈ R−,
(ϕ′•)
g :=
∏
k∈R
(ϕ′k)
gk for g = (g1, . . . , gr) ∈ Z
r,
(ϕˆ′•)
d :=
∏
k∈R−
(ϕˆ′k)
dk for d = (dl)l∈R− ∈ N
R− .
Recall from [GLS5, Proposition 9.1] that the functions ϕVk can be seen as generalized
minors. The functions ϕ′Vk are the twisted generalized minors. The following proposition
describes some special monomials in the functions ϕ′Vk . These results play a crucial role
in the proof of Theorem 4.
Proposition 5.1. For t = (tr, . . . , t1) ∈ (C
∗)r and k ∈ R− we have
(5.1) ϕˆW,k(xi(t)) = ϕˆ
′
k(xi(t)) = tk+t
−1
k
.
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Moreover, for X ∈ Cw we have
ta
−(X) = ϕ
(dimHomΛ(W,X))·B
(W )
W (xi(t))(5.2)
= (ϕ′•)
(dimExt1Λ(V,X)−dimHomΛ(V,X))·B
(V )
(xi(t)).(5.3)
Remark 5.2. It seems to be in general quite cumbersome to calculate the ingredients
a−(Wk) = a
+(Wk) and B
(W ) of equation (5.2). In contrast, by Corollary 4.5 we have
ϕ′k(xi(t)) = t
−a−(Vk).
Similarly, B(V ) = (dimHomΛ(Vk, Vl)1≤k,l≤r)
−t can be determined by our results in [GLS5].
Moreover, the dimension vector dimHomΛ(V,X) depends linearly on the multiplicities in
the add(Mi)-filtration of X, so that equation (5.3) appears to be much more convenient
for practical purposes, see [GLS5, Section 11].
The rest of this section is dedicated to the proof of Proposition 5.1.
5.2. Proof of Equation (5.1). For k ∈ R− we have by definition (see equation (1.1))
Ci,k+ =
1
ϕ′
k+
ϕ′k
∏
j∈Q0
(ϕ′(k+)−(j))
q(ik ,j)
=
1
ϕ′
k+
ϕ′k
∏
j∈Q0
k+>(k+)−(j)>k
(ϕ′(k+)−(j))
q(ik ,j)
∏
j∈Q0
k>(k+)−(j)
(ϕ′(k+)−(j))
q(ik ,j),
Ci,k =
1
ϕ′kϕ
′
k−
∏
j∈Q0
(ϕ′k−(j))
q(ik,j)
=
1
ϕ′kϕ
′
k−
∏
j∈Q0
k+>(k−(j))+>k
(ϕ′k−(j))
q(ik,j)
∏
j∈Q0
(k−(j))+>k+
(ϕ′k−(j))
q(ik ,j).
For (k, j) ∈ R− ×Q0 we have k > (k
+)−(j) if and only if (k−(j))+ > k+, and in this case
(k+)−(j) = k−(j). Thus∏
j∈Q0
k>(k+)−(j)
(ϕ′(k+)−(j))
q(ik ,j) =
∏
j∈Q0
(k−(j))+>k+
(ϕ′k−(j))
q(ik ,j).
Using Theorem 3 we conclude that
tk+t
−1
k = (Ci,k+C
−1
i,k )(xi(t))
=
ϕ′k−(ϕ′k+)−1 ∏
j∈Q0
((k+)−(j))+>k+>(k+)−(j)>k
(ϕ′(k+)−(j))
q(ik ,j)
∏
j∈Q0
k+>(k−(j))+>k>k−(j)
(ϕ′k−(j))
−q(ik ,j)
 (xi(t))
= ϕˆ′k(xi(t))
where the last equality follows from the description of the quiver of EndΛ(V )
op in Sec-
tion 3.6 and the definition of ϕˆ′k. This shows the second equality of equation (5.1).
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For the first equality of (5.1) we compare mutations of V and W in direction k. Thus,
for k ∈ R− we consider the short exact sequences
0→ Vk →
⊕
l∈R
V
[−B
(V )
l,k
]+
l → V
′
k → 0 and 0→ V
′
k →
⊕
l∈R
V
[B
(V )
l,k
]+
l → Vk → 0
as well as similar sequences for W . Since the stable endomorphism rings of V and W are
isomorphic, we have B
(V )
k,l = B
(W )
k,l for all k, l ∈ R−. Thus, if we write
V¯
(k)
+ =
⊕
l∈R−
V
[−B
(V )
l,k
]+
l P
(k)
+ =
⊕
l∈Rmax
V
[−B
(V )
l,k
]+
l
V¯
(k)
− =
⊕
l∈R−
V
[B
(V )
l,k
]+
l P
(k)
− =
⊕
l∈Rmax
V
[B
(V )
l,k
]+
l
W¯
(k)
+ =
⊕
l∈R−
W
[−B
(W )
l,k
]+
l Q
(k)
+ =
⊕
l∈Rmax
W
[−B
(W )
l,k
]+
l
W¯
(k)
− =
⊕
l∈R−
W
[B
(W )
l,k
]+
l Q
(k)
− =
⊕
l∈Rmax
W
[B
(W )
l,k
]+
l
we obtain by the Snake Lemma two commutative diagrams with exact rows and columns:
0

0

0

0 // Wk //

W¯
(k)
+ ⊕Q
(k)
+
//

W ′k
//

0
0 // P (Vk) //

P (V¯
(k)
+ )⊕ P
(k)
+ ⊕Q
(k)
+
//

P (V ′k)
//

0
0 // Vk //

V¯
(k)
+ ⊕ P
(k)
+
//

V ′k
//

0
0 0 0
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and
0

0

0

0 // W ′k
//

W¯
(k)
− ⊕Q
(k)
−
//

Wk //

0
0 // P (V ′k)
//

P (V¯
(k)
− )⊕ P
(k)
− ⊕Q
(k)
−
//

P (Vk) //

0
0 // V ′k
//

V¯
(k)
− ⊕ P
(k)
−
//

Vk //

0
0 0 0
Since in both diagrams the end term of the respective middle row is projective, both of
them split, i.e.
P (V¯
(k)
+ )⊕ P
(k)
+ ⊕Q
(k)
+
∼= P (V ′k)⊕ P (Vk)
∼= P (V¯
(k)
− )⊕ P
(k)
− ⊕Q
(k)
− .
It follows that
(5.4) ϕ
Q
(k)
−
ϕ−1
Q
(k)
+
= ϕ
P (V¯
(k)
+ )
ϕ
P
(k)
+
(
ϕ
P (V¯
(k)
−
)
ϕ
P
(k)
−
)−1
.
On the other hand, since B
(V )
k,l = B
(W )
k,l for k, l ∈ R− we can write, with the above
definitions,
ϕˆ′k =
ϕW¯ k
−
ϕP (V¯ k
−
)
·
ϕP (V¯ k+ )
ϕW¯ k+
·
ϕ
P
(k)
+
ϕ
P
(k)
−
and ϕˆW,k = ϕW¯ k
−
·
1
ϕW¯ k+
·
ϕ
Q
(k)
−
ϕ
Q
(k)
+
.
Thus ϕˆ′k = ϕˆW,k by equation (5.4).
5.3. Proof of Equation (5.2). Since W is a cluster-tilting module, for each X ∈ Cw we
have a short exact sequence
0→
⊕
k∈R
W
g′′
k
k →
⊕
k∈R
W
g′
k
k
p
−→ X → 0
for certain g′ = (g′1, . . . , g
′
r) ∈ N
r and g′′ = (g′′1 , . . . , g
′′
r ) ∈ N
r. Note, that we can assume
g′′k = 0 for k ∈ Rmax since Wk is Cw-projective-injective in this case. Write W
′′ resp. W ′
for the first two terms of this sequence. SinceW is rigid, the sequence remains exact under
HomΛ(W,−). We conclude that
(dimHomΛ(W,X)) · B
(W ) = g′ − g′′.
We know from Theorem 2 that there is a matrix A ∈ Nr×r such that for 1 ≤ k ≤ r we
have
ϕWk(xi(t)) =
r∏
l=1
t
Ak,l
l .
By Theorem 1, the modules W ′ resp. W ′′ have a unique partial composition series W ′• =
(W ′)−• resp. W
′′
• = (W
′′)−• of type i with
a′ := wt(W ′•) = g
′ · A resp. a′′ := wt(W ′′• ) = g
′′ ·A.
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It follows that W ′′k =W
′′ ∩W ′k for 1 ≤ k ≤ r. With Xk := p(W
′
k) we obtain for all k ∈ R
a commutative diagram with exact rows
(5.5) 0 // W ′′k−1
// W ′k−1
// Xk−1 // 0
0 // W ′′k
OO
// W ′k
OO
// Xk
OO
// 0
and the vertical maps being the natural inclusions. By the Snake Lemma we obtain a
short exact sequence
0→ S
a′′
k
ik
→ S
a′
k
ik
→ Xk/Xk−1 → 0
and conclude that Xk/Xk−1 ∼= S
a′
k
−a′′
k
ik
. Thus, X• is a partial composition series of type
i for X with wt(X•) = (g
′ − g′′) · A. Applying HomΛ(−, Sik) to the bottom row of the
above diagram shows that topSik
(Xk) = 0 for all k ∈ R, since W
′
• = (W
′)−• . This shows
that X• is the refined top series of type i of X. All together we now have
ϕ
(dimHomΛ(W,X))·B
(W )
W (xi(t)) = ϕ
g′−g′′
W (xi(t)) = t
(g′−g′′)A = twt(X•) = ta
−(X),
which is our claim.
5.4. Proof of Equation (5.3). For a Cw-projective-injective module X ∈ Cw the claim
is clear by the definition of ϕ′k for k ∈ Rmax. So we can assume that X has no non-zero
Cw-projective-injective summands. Then we have a short exact sequence
0→ X → P (Ω−1w (X))→ Ω
−1
w (X)→ 0
in Cw with Ω
−1
w (X) having no non-zero Cw-projective-injective summands. Now we apply
HomΛ(V,−) and obtain
dimHomΛ(V,Ω
−1
w (X))−dimHomΛ(V, P (Ω
−1
w (X))) = dimExt
1
Λ(V,X)−dimHomΛ(V,X).
Thus, we have to show that
(5.6) (ϕ′•)
(dimHomΛ(V,Ω
−1
w (X))−dimHomΛ(V,P (Ω
−1
w (X))))·B
(V )
= ϕ
(dimHomΛ(W,X))·B
(W )
W .
Using that Ω−1w is an autoequivalence of the stable category Cw we obtain again by the
Snake Lemma a commutative diagram with exact rows and columns:
0

0

0

0 // W ′′

// W¯ ′ ⊕ P

// X

// 0
0 // P (Ω−1w (W
′′))

// P (Ω−1w (W¯
′))⊕ P ⊕Q

// P (Ω−1w (X))

// 0
0 // Ω−1w (W
′′)

// Ω−1w (W¯
′)⊕Q

// Ω−1w (X)

// 0
0 0 0
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where W¯ ′ andW ′′ have no non-zero Cw-projective-injective summands, P is Cw-projective-
injective, and W¯ ′ ⊕ P = W ′X ∈ add(W ). Similarly, we have Ω
−1
w (W¯
′) without non-zero
Cw-projective-injective summands, Q is Cw-projective-injective, and
Ω−1w (W¯
′)⊕Q = V ′
Ω−1w (X)
∈ add(V ).
From this it is already clear that the components corresponding to R− of the three vectors
(dimHomΛ(W,X)) ·B
(W ),
(dimHomΛ(V,Ω
−1
w (X))) ·B
(V ),
(dimHomΛ(V,Ω
−1
w (X)) − dimHomΛ(V, P (Ω
−1
w (X)))) · B
(V )
coincide. Since P (Ω−1w (X)) is Cw-projective-injective, the middle row of our diagram splits.
Thus we have
P (Ω−1w (X)) ⊕ P (Ω
−1
w (W
′′)) ∼= P (Ω−1w (W¯
′))⊕ P ⊕Q.
Finally, from the above diagram we conclude that
ϕ
(dimHomΛ(W,X))·B
(W )
W = ϕW¯ ′ϕ
−1
W ′′ϕP
and
(ϕ′•)
(dimHomΛ(V,Ω
−1
w (X))−dimHomΛ(V,P (Ω
−1
w (X))))·B
(V )
=
ϕW¯ ′
ϕP (Ω−1w (W¯ ′))
·
ϕP (Ω−1w (W ′′))
ϕW ′′
·
ϕP (Ω−1w (X))
ϕQ
.
Thus (5.6) follows from the above isomorphism of Cw-projective-injectives.
6. Cluster character identities
6.1. Quivers with potential and mutations. We review some material from [DWZ2,
Section 4], which in turn is a review of [DWZ1]. Let P(Γ,W ) := C〈〈Γ〉〉/J(W ) be the
Jacobian algebra associated to a quiver Γ = (Γ0,Γ1, s, t) and a potential W ∈ mcyc ⊂
C〈〈Γ〉〉. For k ∈ Γ0 we set
Γ(−,k) := {b ∈ Γ1 | s(b) = k},
Γ(k,+) := {a ∈ Γ1 | t(a) = k},
Γ(2,k) := Γ(−,k) × Γ(k,+).
For a reduced quiver potential (Γ,W ) and Γ without 2-cycles at the vertex k ∈ Γ0 let
µk(Γ,W ) be the mutation of (Γ,W ) in direction k, as defined in [DWZ1]. For conve-
nience, we briefly recall the construction. First, a possibly non-reduced quiver potential
µ˜k(Γ,W ) := (Γ˜, W˜ ) is defined as follows: The quiver Γ˜ is obtained from Γ by inserting for
each pair of arrows (b, a) ∈ Γ(2,k) a new arrow [ba] from s(a) to t(b) and replacing each
arrow c with s(c) = k or t(c) = k by a new arrow c∗ in the opposite direction. Then
W˜ := [W ] + ∆, where
∆ := −
∑
(b,a)∈Γ(2,k)
[ba]a∗b∗
and [W ] is obtained by substituting each occurrence of a path ba with (b, a) ∈ Γ(2,k) by
the arrow [ba] (after some rotation, if necessary). Our definition of ∆ deviates from the
original one by a sign. However the resulting quiver potential is right equivalent to the
original one and more convenient for our purpose. Finally, µk(Γ,W ) is by definition the
reduced part of (Γ˜, W˜ ).
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For a representation M of P(Γ,W ) and k ∈ Γ1 we need the following notation:
M+(k) :=
⊕
a∈Γ(k,+)
M(s(a)),
M−(k) :=
⊕
b∈Γ(−,k)
M(t(b)),
M(αk) := (M(a))a∈Γ(k,+) : M
+(k)→M(k),
M(βk) := (M(b))a∈Γ(−,k) : M(k)→M
−(k),
M(γk) := (M(∂b,aW ))(b,a)∈Γ(2,k) : M
−(k)→M+(k).
For an indecomposable representation M of P(Γ,W ), which is not the simple represen-
tation Sk, the “premutation” µ˜k(M) := M˜ is a representation of P(Γ˜, W˜ ) which can be
described as follows [DWZ1]:
• M˜ (j) :=M(j) for all j ∈ Γ0 \ {k} and M˜(a) :=M(a) for all arrows a ∈ Γ˜1 ∩ Γ1.
• M˜ ([ba]) :=M(b)M(a) for all pairs of arrows (b, a) ∈ Γ(2,k).
• It remains to define the maps
M˜(αk) : M˜
+(k)→ M˜(k),
M˜(βk) : M˜(k)→ M˜
−(k)
where M˜+(k) :=M−(k) and M˜−(k) :=M+(k).
Remark 6.1. It is an elementary exercise to verify that M˜ is up to isomorphism uniquely
determined by the following properties of those maps:
Ker(M˜ (αk)) = Im(M(βk)),(6.1)
Im(M˜ (βk)) = Ker(M(αk)),(6.2)
Ker(M˜ (βk)) ⊆ Im(M˜(αk)),(6.3)
M˜(βk)M˜(αk) =M(γk).(6.4)
A concrete choice of a triple (M˜(k), M˜ (αk), M˜ (βk)) with properties (6.1)–(6.4) can be
found in [DWZ2, p.765].
Next, we need to extract some material from [BIRSm]. Let T = T1 ⊕ · · · ⊕ Tr be a Vi-
reachable cluster-tilting module in Cw. We consider the quiver ΓT of the endomorphism
algebra ET := EndΛ(T )
op and the quiver ΓT of the corresponding stable endomorphism
algebra ET := EndCw(T )
op.
We have (ΓT )0 = R = {1, 2, . . . , r} with the vertex i corresponding to the direct sum-
mand Ti of T . We identify ΓT with the full subquiver of ΓT with vertices R− corresponding
to the non-Cw-projective-injective indecomposable direct summands of T . Thus we get a
surjective algebra homomorphism
ψ : C〈〈ΓT 〉〉 → ET
such that ψ(c) ∈ HomCw(Tt(c), Ts(c)) for all c ∈ (ΓT )1.
We fix some k ∈ R−. Then there are short exact sequences
(6.5) 0→ Tk
αk−→
⊕
a∈Γ
(k,+)
T
Ts(a)
β′
k−→ T ′k → 0
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and
(6.6) 0→ T ′k
α′
k−→
⊕
b∈Γ
(−,k)
T
Tt(b)
βk−→ Tk → 0
such that µk(T ) := T
′
k ⊕ T/Tk is also a basic cluster-tilting module in Cw. It is convenient
to label the components of the above maps as follows:
αk = (αa,k)a∈Γ(k,+)
T
, β′k = (β
′
k,a)a∈Γ(k,+)
T
,
α′k = (α
′
b,k)b∈Γ(−,k)
T
, βk = (βk,b)b∈Γ(−,k)
T
.
Lemma 6.2. With the above notation the following hold:
(a) One can choose ψ such that Ker(ψ) = J(WT ) for some potential WT ∈ mcyc ⊂
C〈〈ΓT 〉〉 and
ψ(a) = αa,k ∈ HomCw(Tk, Ts(a)) for all a ∈ Γ
(k,+)
T ,
ψ(b) = βk,b ∈ HomCw(Tt(b), Tk) for all b ∈ Γ
(−,k)
T ,
ψ(∂b,aW ) = α
′
b,kβ
′
k,a for all (b, a) ∈ Γ
(2,k)
T .
(b) We have a surjective algebra homomorphism
ψ′ : C〈〈Γ˜T 〉〉 → Eµk(T )
such that
ψ′(a∗) = β′k,a ∈ HomCw(Ts(a), T
′
k) for all a ∈ Γ
(k,+)
T ,
ψ′(b∗) = α′b,k ∈ HomCw(T
′
k, Tt(b)) for all b ∈ Γ
(−,k)
T ,
ψ′([ba]) = αa,kβk,b for all (b, a) ∈ Γ
(2,k)
T ,
ψ′(c) = ψ(c) for all c ∈ (Γ˜T )1 ∩ (ΓT )1.
Moreover, Ker(ψ′) = J(W˜T ).
Proof. By applying recursively [BIRSm, Theorem 5.3] it follows from [BIRSm, Theo-
rem 6.6] and [BIRSm, Theorem 4.6] that we can find a liftable (in the sense of [BIRSm,
5.1]) isomorphism
ψ¯ : P(ΓT ,WT )→ ET .
Thus, by [BIRSm, Lemma 5.7] the conditions (O)-(IV) described in [BIRSm, Section 5.2]
hold for our ψ. This shows (a). Part (b) follows from [BIRSm, Theorem 5.6] and the
construction of ψ′ (denoted by Φ′ in [BIRSm]), see also [BIRSm, Theorem 4.5]. 
We now consider the following special case of the above: For an indecomposable module
X ∈ Cw \ add(T ⊕ T
′
k) we consider the indecomposable ET -module Ext
1
Λ(T,X) via ψ¯ as
a representation M of P(ΓT ,WT ). Similarly, we consider Ext
1
Λ(µk(T ),X) via ψ¯
′ as a
representation M ′ of P(Γ˜T , W˜T ).
Proposition 6.3. With the above notation, the representations M ′ and µ˜k(M) of the
Jacobian algebra P(Γ˜T , W˜T ) are isomorphic. Thus, we can consider the Eµk(T )-module
Ext1Λ(µk(T ),X) as the mutation of the ET -module Ext
1
Λ(T,X) in direction k.
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Proof. Note that M(αk) = Ext
1
Λ(αk,X) and M(βk) = Ext
1
Λ(βk,X) by the first two equa-
tions in Lemma 6.2(a). Similarly, by Lemma 6.2(b) we have M ′(αk) = Ext
1
Λ(α
′
k,X),
M ′(βk) = Ext
1
Λ(β
′
k,X), and M
′(k) = Ext1Λ(T
′
k,X). According to Remark 6.1 it is suffi-
cient to verify (6.1)–(6.4) for this data. Indeed, (6.1) resp. (6.2) follows since Ext1Λ(−,X)
is exact at the middle term of the short exact sequences (6.5) resp. (6.6). Next, (6.3) is
clear, since Ext1Λ(µk(T ),X) is an indecomposable Eµk(T )-module. Finally,
M ′(βk) ◦M
′(αk) = Ext
1
Λ(α
′
kβ
′
k,X) = Ext
1
Λ(ψ(∂b,aW )(b,a)∈Γ(2,k)
T
,X) =M ′(γk)
by the last equation in Lemma 6.2(a). Thus also (6.4) holds. 
6.2. Transformation of g-vectors and F-polynomials. We fix a Vi-reachable cluster-
tilting module T in Cw, and define for any X ∈ Cw the (extended) index of X with respect
to T as
(6.7) gTX := (dimHomΛ(T,X)) ·B
(T ) ∈ Zr,
and the F-polynomial of X with respect to T as
F TX ((yl)l∈R−) :=
∑
d∈NR−
χ(Gr
ET
d
(Ext1Λ(T,X))) y
d.
Moreover, we will need the h-vector of X with respect to T
hTX := (hk)k∈R− where hk := − dimHomET (Sk,Ext
1
Λ(T,X)).
Fix k ∈ R− and write T
′ := µk(T ) = T
′
k ⊕ T/Tk for the cluster-tilting module obtained
from T by mutation in direction k. Thus we have short exact sequences:
(6.8) 0→ Tk →
⊕
l∈R
T
[−B
(T )
l,k
]+
l → T
′
k → 0 and 0→ T
′
k →
⊕
l∈R
T
[−B
(T )
k,l
]+
l → Tk → 0.
Let us recall the following observation from [FK, Section 3]: We have a short exact
sequence
0→
⊕
k∈R−
T−h˜kk →
⊕
k∈R
T
−h˜′
k
k
πX−−→ X → 0
such that πX is a minimal right add(T )-approximation for certain non-positive integers
h˜k and h˜
′
k. It will be convenient to define h˜l := 0 for l ∈ Rmax. From this we obtain the
exact sequences
(6.9) 0→ HomΛ
T, ⊕
k∈R−
T−h˜kk
→ HomΛ
(
T,
⊕
k∈R
T
−h˜′
k
k
)
→ HomΛ(T,X)→ 0
which can be viewed as a projective resolution of HomΛ(T,X) over EndΛ(T )
op, and
(6.10) 0→ Ext1Λ(T,X)→ Ext
1
Λ
T, ⊕
k∈R−
Ω−1w (Tk)
−h˜k
→ Ext1Λ
T, ⊕
k∈R−
Ω−1w (Tk)
−h˜′
k

which is a minimal injective copresentation of M := Ext1Λ(T,X) over the stable endomor-
phism ring ET . Thus, it follows from (6.9) that
gTX = (gk)1≤k≤r = (h˜k − h˜
′
k)1≤k≤r.
In particular, gk ≥ 0 for all k ∈ Rmax. On the other hand, we conclude from (6.10) that
h˜k = hk := − dimHomET (Sk,M) and h˜
′
k = − dimExt
1
ET
(Sk,M)
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for k ∈ R−.
We have the following easy application of deep results in [BIRSm] and [DWZ2]:
Lemma 6.4. Let
gTX = (gk)k∈R, h
T
X = (hl)l∈R− , F = F
T
X ,
gT
′
X = (g
′
k)k∈R, h
T ′
X = (h
′
l)l∈R− , F
′ = F T
′
X .
Moreover, let B = (B
(T )
l,m )l,m∈R− , and let (B
′, (yˆ′l)l∈R−) be obtained from (B, (yˆl)l∈R−) by
Y-seed mutation in direction k in Qsf((yl)l∈R−). Then for M := Ext
1
Λ(T,X) and k ∈ R−
we get
(6.11) h′k = − dimExt
1
E (Sk,M) and therefore gk = hk − h
′
k.
Moreover, for k ∈ R− we have
(6.12) (yˆk + 1)
hkF ((yˆl)l∈R−) = (yˆ
′
k + 1)
h′
kF ′((yˆ′l)l∈R−)
and for l ∈ R we have
(6.13) g′l =
{
gl − hkB
(T )
l,k + gk[B
(T )
l,k ]+ if l 6= k,
−gk if l = k.
Remark 6.5. Observe that (6.13) is just [DWZ2, (2.11)] (proved in [DWZ2, Lemma 5.2])
extended to our situation with coefficients. Our independent proof for this situation is
quite different.
Proof. We know from [BIRSm, Theorems 5.3 and 6.4] that the stable endomorphism
algebra ET is given by a quiver with potential, and ET ′ is obtained from ET by a mu-
tation of quiver potentials in direction k. Then by Proposition 6.3 the ET ′-module
M ′ := Ext1Λ(T
′,X) is obtained from the ET -module M = Ext
1
Λ(T,X) by mutation in
direction k in the sense of [DWZ2, (4.16) and (4.17)].
Now, equation (6.11) follows from the description of the minimal injective presenta-
tion of M in [DWZ2, Remark 10.8]. In fact, with the notation used there, we have
obviously dimU∗k = dimExt
1
ET
(Sk,M) = h˜
′
k. On the other hand, by the definition
of the mutation procedure for M in direction k and the construction of U∗k we have
dimU∗k = dimHomET ′ (Sk,M
′) = h′k.
Similarly, equation (6.12) follows now from the “Key-Lemma” [DWZ2, Lemma 5.2].
Next, let Zk be the (r × r)-matrix defined by
Zk :=

1 0 0 0 0
. . .
. . .
0 1 0 0 0
[−B
(T )
k,1 ]+ · · · [−B
(T )
k,k−1]+ −1 [−B
(T )
k,k+1]+ · · · [−B
(T )
k,r ]+
0 0 0 1 0
. . .
. . .
0 0 0 0 1

.
To prove equation (6.13), note that B(T
′) = ZtkB
(T )Zk, see [GLS2, Proposition 7.5]. More-
over, if we apply HomΛ(−,X) to the second short exact sequence in (6.8) we obtain with
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M = Ext1Λ(T,X) the exact sequence
0→ HomΛ(Tk,X)→ HomΛ(
⊕
l∈R
T
[B
(T )
l,k
]+
l ,X)→ HomΛ(T
′
k,X)
→M(k)
M(βk)
−−−−→
⊕
l∈R−
M(l)[−B
(T )
k,l
]+
where dimKer(M(βk)) = −hk. Thus
dimHomΛ(T
′,X) = (dimHomΛ(T,X)) · Z
t
k − hkek
where ek is the kth standard coordinate vector of Z
r. Now, using Zk = Z
−1
k and B
(T )
k,k = 0,
we find g′ = gZk + hkekB
(T ). This implies our claim since −B
(T )
k,l = B
(T )
l,k for all (k, l) ∈
R− ×R. 
6.3. Proof of Theorem 4. Again, let W :=Wi. We show in a first step that
ϕX = θ
W
X
for all X ∈ Cw. It is well known that the morphism xi : (C
∗)r → Nw is dominant. In fact,
by [L2, Proposition 2.7] it is injective, and Nw is irreducible and of dimension r. Since
ϕX ∈ C[N
w] and θWX is a rational function, it is sufficient to verify this equality on xi(t),
see also [GLS5, Corollary 15.7]. Now, we have:
ϕX(xi(t)) =
∑
a∈Nr
χ(Fi,a,X) t
a
= ta
−(X)
∑
a∈Nr
χ(Gr
E
di,X(a)
(Ext1Λ(W,X))) t
a−a−(X)
= ϕ
(dimHomΛ(W,X))·B
(W )
W (xi(t))
∑
d∈NR−
χ(Gr
EW
d (Ext
1
Λ(W,X))) ϕˆ
d
W (xi(t))
= θWX (xi(t)).
The first equality is just the description of ϕX given in [GLS5, Proposition 6.1], and
the second equality follows directly from Theorem 1. To prove the third equality, we
have to show that ta−a
−(X) = ϕˆdW (xi(t)) for all a ∈ N
r and d = (dk)k∈R− := di,X(a).
Proposition 5.1 yields
ϕˆdW (xi(t)) =
∏
k∈R−
(tk+t
−1
k )
dk ,
and by Theorem 3.27 we have
dk = (a
−
k − ak) + (a
−
k−
− ak−) + · · ·+ (a
−
kmin
− akmin)
for all k ∈ R−, where a
−(X) = (a−r , . . . , a
−
1 ). Observe that for k ∈ Rmax we have dk− =
ak − a
−
k . Now an easy calculation yields the result. The last equality is just the definition
of θWX . Since the image of xi is dense in N
w and ϕX is regular (and thus continuous), we
get ϕX = θ
W
X .
SinceW is Vi-reachable, it remains to show the following: If a new cluster-tilting module
T ′ is obtained from a cluster-tilting module T by mutation in direction k, then θT
′
X = θ
T
X for
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all X ∈ Cw. This follows from Lemma 6.4 with the notation used there and a calculation
inspired from the proof of [FZ2, Proposition 6.8]:
θTX = ϕ
g
TF (ϕˆT )
= ϕgT (ϕˆT,k + 1)
−hk F ′ (ϕˆT ′)
(
ϕˆT ′,k + 1
)h′
k
= ϕgT (ϕˆT,k + 1)
−hk
(
ϕˆT,k + 1
ϕˆT,k
)h′
k
F ′ (ϕˆT ′)
= ϕgT (ϕˆT,k + 1)
−gk ϕˆ
−h′
k
T,k F
′ (ϕˆT ′)
= ϕgT
(
ϕTkϕT ′k
∏
l∈R
ϕ
−[−B
(T )
l,k
]+
Tl
)−gk (∏
l∈R
ϕ
B
(T )
l,k
Tl
)−h′
k
F ′ (ϕˆT ′)
=
(∏
l∈R
ϕTl
gl+[−B
(T )
l,k
]+gk−B
(T )
l,k
h′
k
)(
ϕTkϕT ′k
)−gk
F ′ (ϕˆT ′)
=
(∏
l∈R
ϕ
gl+[B
(T )
l,k
]+gk−B
(T )
l,k
hk
Tl
)(
ϕTkϕT ′k
)−gk
F ′ (ϕˆT ′) (since gk = hk − h
′
k)
= ϕg
′
T ′F
′ (ϕˆT ′) (by (6.13))
= θT
′
X .
(Here we set g := gTX and g
′ := gT
′
X .) At the beginning, we used that the Y -seed
((B
(T ′)
k,l )k,l∈R− , ϕˆT ′) is obtained from ((B
(T )
k,l )k,l∈R− , ϕˆT ) by Y -seed mutation in direction k
by [FZ2, Proposition 3.9].
6.4. An example. Let Q be the Kronecker quiver
1
a //
b
// 2
and let Λ = CQ/(c) be the corresponding preprojective algebra. Then i = (2, 1, 2, 1) is a
reduced expression for the Weyl group element w = s2s1s2s1. (The stable category Cw is
equivalent to the cluster category of CQ, see [GLS5, Section 16].)
The following picture describes the module V := Vi = V1⊕· · ·⊕V4 and the quiver ΓV of
EV := EndΛ(V )
op. (The numbers 1 and 2 in the picture are basis vectors of the modules
Vk. The solid edges show how the arrows a and b of Q act on these vectors, and the dotted
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edges illustrate the actions of a∗ and b∗.)
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2 2 // 1
1
From the well-known description of EV by a quiver with relations, we obtain B
(V ), the
matrix of the Ringel form of EV and its inverse:
B(V ) =

0 −2 1 0
2 0 −2 1
−1 2 1 −2
0 −1 0 1
 and (B(V ))−1 =

1 2 3 4
0 1 2 3
1 2 4 6
0 1 2 4

Note that the entries of (B(V ))−1 describe the dimensions of HomΛ(Vj , Vi). Observe also
that EV := EndCw(V )
op is isomorphic to CQ. Next, we describe
W :=Wi = Iw ⊕Ωw(Vi) =W1 ⊕ · · · ⊕W4.
Note that Iw = V3 ⊕ V4, W3 = V3 and W4 = V4. We have short exact sequences
0→W1 → V
3
3 → V1 → 0 and 0→W2 → V
2
3 → V2 → 0.
Thus
W1 =
1
==
1
 =
= 1
 =
= 1

1
==
1
 =
= 1
 =
= 1

2 2 2 2 2 2
1 1 1
and W2 =
1
==
1
 =
= 1
 =
= 1

2 2 2
1 1
.
In our situation, we have W = (µ1 ◦ µ2)(V ). Using [GLS2, Section 7] we get
B(W ) =

0 −2 3 0
2 0 −4 −1
−3 4 1 0
0 1 −2 1
 and (B(W ))−1 =

25 14 9 14
16 9 6 9
11 6 4 6
6 3 2 4
 .
The quiver ΓW of EW := EndΛ(W )
op looks as follows:
V4 W2oo aa
2
CC
CC
CC
CC
V3
  2
AAAAAAA ~~ 4
||||||||
W1//3
(Here we write i
m // j in case there are m arrows from i to j.)
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For λ ∈ C we consider the following Λ-module in Cw:
Xλ :=
1
>>
> 1
  
  >>
> 1
  
  >>
> 1
  
 
2 2
λ
2
1
Note that Xλ ∼= Ωw(Xλ). A direct calculation shows that Ext
1
Λ(V,Xλ) is an (indecom-
posable) regular CQ-module with dimension vector (1, 1) and that dimHomΛ(V,Xλ) =
(1, 2, 3, 5). This implies that
(dimHomΛ(V,Xλ)) · B
(V ) = (1,−1, 0, 1).
Using the exact sequences
0→ HomΛ(Vk,Xλ)→ HomΛ(P (Vk),Xλ)→ HomΛ(Wk,Xλ)→ Ext
1
Λ(Vk,Xλ)→ 0
for k = 1, 2, we obtain dimHomΛ(W,Xλ) = (9, 5, 3, 5), and therefore
(dimHomΛ(W,Xλ)) · B
(W ) = (1,−1, 0, 0).
Finally, since Ω−1w (Xλ)
∼= Xλ, we get that also Ext
1
Λ(W,Xλ) is an indecomposable regular
CQ-module with dimension vector (1, 1).
It is straightforward to calculate (using the Euler characteristics of the corresponding
varieties of partial composition series) the following:
ϕXλ(xi(t)) = t3t
3
2t
4
1 + t4t3t
2
2t
4
1 + t4t
2
3t
2
2t
3
1
ϕV1(xi(t)) = t3 + t1
ϕV2(xi(t)) = t4(t
2
3 + 2t3t1 + t
2
1) + t2t
2
1
ϕV3(xi(t)) = t3t
2
2t
3
1
ϕV4(xi(t)) = t4t
2
3t
3
2t
4
1
ϕW1(xi(t)) = t
3
3t
6
2t
8
1
ϕW2(xi(t)) = t
2
3t
3
2t
4
1
Note that the ϕ-functions of the direct summands of W evaluate on xi(t) to monomials.
The F -polynomial of each indecomposable representation of
EndCw(V )
op ∼= EndCw(W )
op ∼= CQ
with dimension vector (1, 1) is 1 + y2 + y1y2. Thus, from the definitions we get
θWXλ = ϕW1ϕ
−1
W2
(1 + ϕˆW,2 + ϕˆW,1ϕˆW,2),
θVXλ = ϕV1ϕ
−1
V2
ϕV4 (1 + ϕˆV,2 + ϕˆV,1ϕˆV,2).
Thus, by Theorem 4 we should have
(6.14) ϕXλ = θ
V
Xλ
= θWXλ .
From the matrices B(V ) resp. B(W ) we get
ϕˆV,1 = ϕ
2
V2ϕ
−1
V3
, ϕˆW,1 = ϕ
2
W2ϕ
−3
V3
,
ϕˆV,2 = ϕ
−2
V1
ϕ2V3ϕ
−1
V4
, ϕˆW,2 = ϕ
−2
W1
ϕ4V3ϕV4 .
We verify equation (6.14) by evaluation on xi(t). First, we observe that
ϕˆW,1(xi(t)) = t3t
−1
1 and ϕˆW,2(xi(t)) = t4t
−1
2 .
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This implies that
(ϕW1ϕ
−1
W2
(1 + ϕˆW,2 + ϕˆW,1ϕˆW,2))(xi(t)) = t3t
3
2t
4
1(1 + t4t
−1
2 + t4t3t
−1
2 t
−1
1 ) = ϕXλ(xi(t)).
On the other hand, from the definitions we get
ϕV1ϕ
−1
V2
ϕV4 (1 + ϕˆV,2 + ϕˆV,1ϕˆV,2) = ϕ
−1
V1
ϕ−1V2 (ϕ
2
V1ϕV4 + ϕ
2
V3 + ϕ
2
V2ϕV3).
Evaluation at xi(t) yields
t3t
2
2t
3
1(t4(t3 + t1)
2 + t2t
2
1)
2 + t4t
2
3t
3
2t
4
1(t3 + t1)
2 + t23t
4
2t
6
1
(t3 + t1)(t4(t3 + t1)2 + t2t
2
1)
= t4(t
2
3t
2
2t
3
1 + t3t
2
2t
4
1) + t3t
3
2t
4
1
= ϕXλ(xi(t)).
7. E-invariant and Ext
For a cluster-tilting module T in Cw, and E := ET , let E : Cw → mod(E) be the functor
defined by X 7→ Ext1Λ(T,X). This functor is known to be dense (i.e. up to isomorphism,
all objects in mod(E) are in the image of E), see for example [KR, Proposition 2.1(c)].
The following proposition shows that, for an E-module of the form EX, the E-invariant
defined in [DWZ2] has a nice geometric description as the codimension of the orbit of X
in the nilpotent variety. This result plays a crucial role in the proof of Proposition 8.6 and
of Theorem 5.
Proposition 7.1. Let T ∈ Cw be a Vi-reachable cluster-tilting module. Then for any
X,Y ∈ Cw there is a short exact sequence
0→ DHomE(Y, τE (X))→ Ext
1
Λ(X,Y )→ HomE(X, τE (Y ))→ 0.
In particular, if dimΛ(X) = d we have
codimΛw
d
(GLd .X) = dimHomE(EX, τE (EX)) = dimHomE(τ
−1
E (EX), EX).
Proof. The stable endomorphism algebra E of T is the Jacobian algebra of a quiver with
potential, see [BIRSm]. Denote by GT the corresponding Ginzburg dg-algebra and by
Dperf(GT ) resp. Df.d.(GT ) the corresponding subcategory of perfect complexes resp. of
complexes with total finite-dimensional cohomology of the derived category. The shift in
Dperf(GT ) is denoted by Σ. Following Amiot [A] we have the generalized cluster category
as the triangulated quotient
CT := Dperf(GT )/Df.d.(GT ).
It follows from [ART] that Cw ∼= CV as triangulated categories, and then from [BIRSm]
and [KY] that CV ∼= CT . Next, denote by F ⊆ Dperf(GT ) the subcategory which consists of
the cones of maps in add(GT ). Then the canonical projection Dperf(GT )→ CT induces an
equivalence of additive categories F → CT [A, Proposition 2.9, Lemma 2.10], see also [KY,
Remark 4.1]. By [A, Proposition 2.12] we have for X,Y ∈ F a short exact sequence
0→ Ext1Dperf(GT )(X,Y )→ Ext
1
CT (X,Y )→ DExt
1
Dperf(GT )
(Y,X)→ 0.
We have to show that DExt1Dperf(GT )(X,Y )
∼= HomE(H
0(Y ), τE (H
0(X))), since H0(X) ∼=
HomDperf(GT )(GT ,X) = HomCT (T,X) for X ∈ F .
To this end we choose a minimal presentation
(7.1) P1
p
−→ P0 → X → ΣP1 with P0, P1 ∈ add(GT ).
44 CHRISTOF GEISS, BERNARD LECLERC, AND JAN SCHRO¨ER
Now, for P ∈ add(GT ) and Y ∈ Dperf(GT ) we have
HomDperf(GT )(P, Y ) = HomE(H
0(P ),H0(Y ))
and HomDperf(P,ΣY ) = 0 if Y ∈ F . Thus,
Ext1Dperf(GT )(X,Y ) = HomDperf(GT )(X,ΣY )
∼= Coker(HomE(H
0(p),H0(Y ))).
Next, the sequence
H0(P1)
H0(p)
−−−−→ H0(P0)→ H
0(X)→ 0
is a minimal projective presentation in mod(E) because of the minimality of (7.1). Since
we have HomE(H
0(P ), L) ∼= DHomE(L, νE(H
0(P ))) for L ∈ mod(E) and P ∈ add(GT ) we
conclude that
DHomDperf(GT )(X,ΣY )
∼= Ker(HomE(H
0(Y ), νE (H
0(p)))) = HomE(H
0(Y ), τE (H
0(X))).
Here νE is the usual Nakayama functor. Finally, by Lemma 8.1 below, we have
dimExt1Λ(X,X) = 2 codimΛwd (GLd .X).
This yields the result. 
8. Generic bases for cluster algebras
8.1. Generically reduced components. For a Vi-reachable cluster-tilting module T in
Cw, the algebra E := ET is given by a quiver with potential [BIRSm]. Then by [DWZ2,
Corollary 10.8],
dimHomE(τ
−1
E (Y ), Y ) = E
inj(Y )
is the E-invariant defined in [DWZ2]. Since this translates into a simple rank condi-
tion [DWZ2, Equation (1.17)], for each irreducible component Z ∈ Irr(E) the following
hold:
(i) There is a dense open subset U ′ ⊆ Z and a unique h(Z) ∈ N such that
dimHomE(τ
−1
E (U), U) = h(Z)
for all U ∈ U ′.
(ii) There is a dense open subset U ′′ ⊆ Z and a unique e(Z) ∈ N such that
dimExt1E(U,U) = e(Z)
for all U ∈ U ′′.
(iii) There is a dense open subset U ′′′ ⊆ Z and a unique c(Z) ∈ N such that
codimZ(U.GLd) = c(Z)
for all U ∈ U ′′′.
It is well known that
c(Z) ≤ e(Z) ≤ h(Z).
(For the second inequality, one uses the Auslander-Reiten formula
Ext1E (U,U)
∼= DHomE(τ
−1
E (Y ), Y ).
For an algebra A and A-modules M and N , HomA(M,N) denotes the homomorphism
space HomA(M,N) modulo the subspace of homomorphisms factoring through projec-
tives.) It follows from Voigt’s Lemma [G, Proposition 1.1] that Z is (scheme-theoretically)
generically reduced if and only if c(Z) = e(Z). Recall that Z is strongly reduced if
c(Z) = h(Z). So, strongly reduced components are in particular generically reduced.
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8.2. Open subsets of nilpotent varieties. For d ∈ Nn let Λd be the affine variety of
nilpotent representations with dimension vector d of the preprojective algebra Λ. Follow-
ing Lusztig [L1, Section 12], Λd is equidimensional with
(8.1) dim(Λd) =
∑
a∈Q1
d(s(a))d(t(a)).
On Λd acts the group GLd =
∏
i∈Q0
GLd(i)(C) from the left by conjugation. We have
the following surprising result, which we borrow from [GLS4, Lemma 4.3].
Lemma 8.1. Let M be a nilpotent Λ-module with dimΛ(M) = d. Then
2 codimΛd(GLd .M) = dimExt
1
Λ(M,M).
Proof. We have
2 codimΛd(GLd .M) = 2(dim(Λd)− dim(GLd) + dimEndΛ(M)) = dimExt
1
Λ(M,M),
where the last equality holds by (8.1) and [CB, Lemma 1]. 
Using the notation from Section 3, let Jw := Jr,1, where Λ = A and i = (ir, . . . , i1) is
a reduced expression of w. This definition does not depend on the choice of i, see [BIRS,
Proposition III.1.8].
Lemma 8.2. We have
Cw = {X ∈ mod(Λ) | Ext
1
Λ(D(Λ/Jw),X) = 0 = HomΛ(X,D(Jw))}.
Thus, the subset Λwd := {X ∈ Λd | X ∈ Cw} is open in Λd.
Proof. Since Λ/Jw is Gorenstein [BIRS, III Proposition 2.2 and Corollary 3.6] we have
Cw := Fac(Λ/Jw) = {X ∈ mod(Λ/Jw) | Ext
1
Λ/Jw
(D(Λ/Jw),X) = 0}.
We consider the short exact sequence
0→ D(Λ/Jw)
i
−→ D(Λ)
p
−→ D(Jw)→ 0.
Since HomΛ(X,D(Λ)) ∼= D(X) and HomΛ(X,D(Λ/Jw)) ∼= D(X/JwX) naturally, we con-
clude that X ∈ mod(Λ/Jw) if and only if HomΛ(X, p) is an isomorphism.
For X ∈ Fac(Λ/Jw) we have by [BIRS, III.2.3],
0 = Ext1Λ(D(Λ/Jw),X)
∼= DExt1Λ(X,D(Λ/Jw)).
It follows that
0→ HomΛ(X,D(Λ/Jw))
HomΛ(X,i)
−−−−−−−→ HomΛ(X,D(Λ))→ HomΛ(X,D(Jw))→ 0
is exact. Now, HomΛ(X, i) is an isomorphism since X ∈ mod(Λ/Jw). This implies that
HomΛ(Jw,X) = 0.
Conversely, if X ∈ mod(Λ) fulfills the conditions of the lemma we conclude from
HomΛ(X,D(Jw)) = 0 that HomΛ(X, i) is an isomorphism. Thus X ∈ mod(Λ/Jw), and
we infer Ext1Λ/Jw(D(Λ/Jw),X) = 0 from Ext
1
Λ(D(Λ/Jw),X) = 0.
If Λ is of Dynkin type, i.e. finite-dimensional, the conditions of the lemma define ob-
viously an open subset in Λd. Otherwise, Jw is as a tilting module a finitely presented
Λ-module [BIRS, Section III.1]. Thus we get an injective resolution
0→ D(Λ/Jw)→
⊕
i∈Q0
D(eiΛ)
mi →
⊕
i∈Q0
D(eiΛ)
ni → 0
46 CHRISTOF GEISS, BERNARD LECLERC, AND JAN SCHRO¨ER
so that HomΛ(X,D(Jw)) = 0 represents also in this case an open condition. 
8.3. The syzygy functor preserves irreducible components. The results of this
subsection will only be used in Section 9.1, where we prove the second part of Theorem 6.
We consider for e ∈ NR the subset
Λwd,e := {X ∈ Λ
w
d | dimHomΛ(V,X) = e}.
By the upper semicontinuity of dimHomΛ(Vk,−) and Lemma 8.2, Λ
w
d,e is a locally closed
(possibly empty) subset of Λd. Note that for a given e there is at most one d = d(e) such
that Λwd,e 6= ∅. We showed in [GLS5, Section 14] that in case Λ
w
d,e 6= ∅, it is irreducible
and of the same dimension as Λd. In particular, if Λ
w
d,e 6= ∅ its Zariski closure is an
irreducible component of Λwd and each irreducible component of Λ
w
d is of this form.
Proposition 8.3. For X ∈ Λwd,e let h : P → X be a Cw-admissible epimorphism (i.e.
P,X ∈ Cw and h is an epimorphism with Ker(h) ∈ Cw), where P is Cw-projective-injective.
Then for d′ := dimΛ(P )−d and a unique e
′ ∈ NR there exists an irreducible variety Ee′,e
together with open morphisms
Ee′,e
π′
{{ww
ww
ww π
""E
EE
EE
E
Λwd′,e′ Λ
w
d,e
such that for each E ∈ Ee′,e there exists a short exact sequence
0→ π′(E)
i
−→ P
p
−→ π(E)→ 0.
Proof. The proof consists of four steps.
(i) Let e˜ be the (componentwise) minimum value of the map Λwd,e → N
R− defined by
X 7→ dim(HomCw(V,X)) = dim(DExt
2
Λ(X,V )). Let Λ
w,−
d,e be the open subset of Λ
w
d,e
defined by
Λw,−d,e := {X ∈ Λ
w
d,e | dim(HomCw(V,X)) = e˜}.
Suppose that P ∈ Λwd′′,e′′ and set e
′ := e′′ − e+ e˜. It is easy to see that for a short exact
sequence
0→ X ′ → P → X → 0
in Cw with X ∈ Λ
w
d,e, we have X
′ ∈ Λwd′,e′ if and only if X ∈ Λ
w,−
d,e , since Ext
1
Λ(V,X
′) ∼=
HomCw(V,X).
(ii) We claim that
Ee′,e := {(X
′, i, p,X) ∈ Λwd′,e′ ×HomQ0(C
d′ ,Cd
′′
)×HomQ0(C
d′′ ,Cd)× Λwd,e |
i ∈ HomΛ(X
′, P ) injective, p ∈ HomΛ(P,X) surjective , p ◦ i = 0},
together with the obvious projections has the required properties. By construction, we
only have to show that π and π′ are open.
(iii) As for the openness of π, consider the vector bundle
Ve := {(p,X) ∈ HomQ0(C
d′′ ,Cd)× Λwd,e | p ∈ HomΛ(P,X)}.
This is a subbundle of the trivial vector bundle HomQ0(C
d′′ ,Cd)×Λwd,e. In particular, the
projection π2 : Ve → Λ
w
d,e, (p,X) 7→ X is an open morphism. The set
Vsure := {(p,X) ∈ Ve | p surjective}
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is a dense open subset of Ve.
It is a standard argument to check that
Ee := {(X
′, i, p,X) ∈ Λd′ ×HomQ0(C
d′ ,Cd
′′
)×HomQ0(C
d′′ ,Cd)× Λwd,e |
i ∈ HomΛ(X
′, P ) injective, p ∈ HomΛ(P,X) surjective , p ◦ i = 0}
together with the obvious projection
π34 : Ee → V
sur
e , (X
′, i, p,X) 7→ (p,X)
is a GLd′-principal bundle. In particular, π34 is open, and Ee is an irreducible variety.
Now, by Lemma 8.2, and step (i) of the proof, Ee′,e is a dense open subset of Ee. Thus π,
as a composition of the open morphisms π2 ◦π34 : Ee → Λ
w
d,e and the inclusion Ee′,e →֒ Ee,
is open.
(iv) Let
Λw,+
d′,e′ := {X
′ ∈ Λwd′,e′ | dimExt
1
Λ(V,X
′) = e˜}.
This is a locally closed subset of Λwd′,e′ . A similar argument as in step (iii) shows that the
restriction
Ee′,e → Λ
w,+
d′,e′
of π′ is open. It remains to show that Λw,+
d′,e′ is dense in Λ
w
d′,e′ . To this end we note that
there exist constants f, f ′ ∈ N such that
dim(π−1(π(E))) = f and dim((π′)−1(π′(E))) = f ′
for all E ∈ Ee′,e, see step (iii) of the proof. Moreover, by Schanuel’s Lemma, for X ∈ Im(π)
we have π′(π−1(GLd .X)) = GLd′ .X
′ for some X ′ ∈ Im(π′). Thus, we have in this
situation
(8.2) codimΛd(GLd .X) = codimΛwd,e(GLd .X)
= codimΛw,+
d′,e′
(GLd′ .X
′) ≤ codimΛd′ (GLd′ .X
′).
On the other hand, since Ext1Λ(X,X)
∼= Ext1Λ(X
′,X ′), we have by Lemma 8.1 that
codimΛd(GLd .X) = codimΛd′ (GLd′ .X
′). This implies by (8.2) that
dim(Λw,+
d′,e′) = dim(Λ
w
d′,e′) = dim(Λd′).

8.4. Bongartz’s bundle construction. By Lemma 8.2, we know that Λwd is an open
subset of Λd for all d. The varieties Λd and Λ
w
d are equidimensional, and we know that
their irreducible components for all possible dimension vectors d parametrize the dual
semicanonical bases S∗ of C[N ], and S∗w of C[N ]
N ′(w), respectively.
Given e ∈ NR− and c ∈ N we consider the locally closed subset
Λ
(e,c)
d :=
{
X ∈ Λwd | dimExt
1
Λ(Tk,X) = e(k) for k ∈ R− and dimEndΛ(X) = c
}
.
We say that a subset Y ⊆ Λwd is a T -sheet of type e if it is an irreducible component
of some Λ
(e,c)
d
. In this case, we say that Y is dense if the Zariski closure Y in Λwd is an
irreducible component of Λwd .
Clearly, Λwd is a finite union of T -sheets, and each irreducible component contains a
unique dense T -sheet.
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Remark 8.4. (1) Let us recall some definitions and results from [CBS]. We write Z =
Z ′⊕Z ′′ for irreducible components, say Z ′ ⊆ Λwd′ and Z
′′ ⊆ Λwd′′ , if and only if Z ⊆ Λ
w
d′+d′′
is an irreducible component which contains a dense open subset U such that for all X ∈ U
we have X ∼= X ′ ⊕ X ′′ for some X ′ ∈ Z ′ and X ′′ ∈ Z ′′. This is possible if and only if
Ext1Λ(Z
′,Z ′′) = 0, i.e. if there are dense open subsets U ′ ⊆ Z ′ and U ′′ ⊆ Z ′′ such that
Ext1Λ(X
′,X ′′) = 0 for all X ′ ∈ U ′ and X ′′ ∈ U ′′. (Note, since Cw is 2-Calabi-Yau, the
conditions Ext1Λ(Z
′,Z ′′) = 0 and Ext1Λ(Z
′′,Z ′) = 0 are equivalent.) On the other hand,
Z ⊆ Λwd is by definition indecomposable if it contains a dense open subset U such that all
X ∈ U are indecomposable. For example, since Ext1Λ(Tk, Tk) = 0, one can apply Voigt’s
Lemma to show that
Tk := GLd .Tk
is an indecomposable irreducible component. (Here we set d := dimΛ(Tk).)
With these definitions, each irreducible component Z admits an essentially unique de-
composition into indecomposable irreducible components, see [CBS].
(2) We say that an irreducible component Z ⊆ Λwd is generically T -free if in the decom-
position into indecomposable components, there is no summand of the form Tk for any
1 ≤ k ≤ r. As a consequence of (1), each irreducible component Z ⊆ Λwd can be written
uniquely as
Z = Z ′ ⊕
⊕
k∈R
T mkk
with Z ′ generically T -free. If e ∈ NR− is the type of the unique dense T -sheet Y ′ ⊆ Z ′,
then in the above decomposition mk = 0 in case e(k) 6= 0 by the definition of type.
Moreover, the unique dense T -sheet Y ⊆ Z has the same type as Y ′.
We have the following variant of a construction by Bongartz [Bo, Section 4.3]:
Lemma 8.5. Let Y ⊆ Λwd be a T -sheet of type e. Then there exists a GLd-GLe-variety
BY together with morphisms
BY
π1
 


 π2
?
??
??
??
Y mod(E , e)
such that
• π1 is a GLd-equivariant GLe-principal bundle,
• π2 is GLe-equivariant and GLd-invariant,
• If Y ∈ Y, then π2(B) ∼= Ext
1
Λ(T, Y ) for all B ∈ π
−1
1 (Y ).
Proof. It is easy to derive from [Bo, Section 2.4] that for any k ∈ R−, the set
EY ,k :=
{
(Y, e) | Y ∈ Y and e ∈ Ext1Λ(Tk, Y )
}
can be given the structure of an algebraic vector bundle of rank e(k) over Y. It follows
that
BY := {(Y, (vk,l)k∈R−,1≤l≤e(k)) | Y ∈ Y and (vk,l)1≤l≤e(k)
is a basis of Ext1Λ(Tk, Y ) for all k ∈ R−}
is together with the obvious projection π1 a GLd-equivariant GLe-principal bundle over
Y. Then one proceeds as in [GLS5, Section 14]. 
Proposition 8.6. For Z ∈ Irr(mod(E , e)) the following are equivalent:
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(i) Z is strongly reduced.
(ii) Z = π2(BY) for some dense, generically T -free T -sheet of type e.
In this case, Y is uniquely determined, and Z = π2(BY ′) precisely for the dense T -sheets
Y ′ ⊆ Y ⊕
⊕
k∈Null(Z)
T mkk
with mk ∈ N.
Proof. Since each M ∈ mod(E) is of the form M ∼= Ext1Λ(T,X) for some X ∈ Cw we
conclude that Z is a countable union of constructible sets of the form π2(BY) for certain
T -sheets Y of type e. Since C is not countable, the Baire category theorem implies that
Z = π2(BY) for one of these T -sheets, say Y ⊆ Λ
w
d .
There is some c ∈ N such that codimY(GLd .Y ) = c for all Y ∈ Y by the defini-
tion of the T -sheets. We claim that then π2(BY) contains a dense open subset M such
that codimZ(M.GLe) = c for all M ∈ M. Indeed, for any M ∈ π2(BY) we have
codimBY (π
−1
2 (M.GLe)) = c since there are only finitely many orbits, say GLd .Ys for
1 ≤ s ≤ t in Y, such that Ext1Λ(T, Ys)
∼=M , so that
π−12 (M.GLe) =
t⋃
s=1
π−11 (GLd .Ys).
Now, codimBY (π
−1
1 (GLd .Y )) = codimY(GLd .Y ) = c for all Y ∈ Y since π1 is a principal
bundle. So our claim follows from Chevalley’s theorem.
Finally, let h := codimΛw
d
(Y). Then codimΛw
d
(GLd .Y ) = c + h for all Y ∈ Y. Thus,
since each M ∈ π2(BY) is of the form M ∼= Ext
1
Λ(T, Y ) for some Y ∈ Y, we have by
Proposition 7.1,
c+ h = dimHomE(M, τE (M)).
Thus, Z is strongly reduced if and only if h = 0. The rest is clear by Remark 8.4(2). 
8.5. Proof of Theorem 5. Consider the epimorphism
ΠT : C[N
w]→ A(ΓT )
defined in Section 1.5. Then, by Theorem 4 and our results from Section 6.2, for X ∈ Cw
we get
ΠT (ϕX) = ΠT (θ
T
X) = x
m · ψExt1Λ(T,X′)
where we write
X = X ′ ⊕
r⊕
k=1
Tmkk
in such a way that X ′ has no direct summand from add(T ), and we set m := (mk)k∈R− .
Thus, by Proposition 8.6, the image of the dual semicanonical basis of C[Nw] under ΠT
is just the generic basis GTw . (This is indeed a basis by [GLS5, Section 15].) This finishes
the proof.
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8.6. An example. We continue with the example from Section 4.4. Let W := Wi =
W1 ⊕ · · · ⊕W6. The quiver ΓW of EW looks as follows:
W3
!!C
CC
CC
CC
C
W5
=={{{{{{{{
!!C
CC
CC
CC
C
W1oo
!!C
CC
CC
CC
C
W6
=={{{{{{{{
W4oo
=={{{{{{{{
W2oo
An easy computation yields
B(W ) =

0 −1 1 1 −1 0
1 0 0 −1 0 0
−1 0 1 0 0 0
−1 1 0 0 1 −1
1 0 −1 −1 1 0
0 0 0 1 −1 1
 and (B
(W ))−1 =

1 1 0 1 1 1
0 1 0 1 0 1
1 1 1 1 1 1
1 0 0 1 1 1
1 0 1 1 2 1
0 0 1 0 1 1
 .
Note that E := EW is the path algebra of the quiver ΓW
W1
a
!!D
DD
DD
D
W4
c
==zzzzzz
W2
b
oo
modulo the ideal generated by {ba, cb, ac}. We have
B(W ) =
 0 −1 11 0 −1
−1 1 0
 .
Let S1, S2, S4 be the simple E-modules corresponding to the vertices of ΓW , and let
P1, P2, P4 and I1, I2, I4 be their projective covers and injective envelopes, respectively.
One easily checks that I1 = P4, I2 = P1 and I4 = P2, and that S1, S2, S4, I1, I2, I4 are
the only indecomposable E-modules up to isomorphism. Let us write these modules as
representations of ΓW :
S1 C
=
==
=
0
@@
0oo
S2 0
=
==
=
0
AA
Coo
S4 0
<
<<
<
C
@@
0oo
I1 C
=
==
=
C
1 ??    
0oo
I2 C
1
?
??
?
0
@@
Coo
I4 0
=
==
=
C
@@
C
1
oo
Next, we determine the E-modules Ext1Λ(W,X), where X runs through all 12 indecom-
posable Λ-modules.
Ext1Λ(W,V1) = I1 Ext
1
Λ(W,V2) = I2 Ext
1
Λ(W,V4) = I3
Ext1Λ(W,L1) = S1 Ext
1
Λ(W,L2) = S2 Ext
1
Λ(W,L4) = S4
and we have Ext1Λ(W,Wk) = 0 for all 1 ≤ k ≤ 6. Since E is a representation-finite algebra
(it has only 6 indecomposable modules), each irreducible component in Irr(E , e) is the
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closure of some GLe-orbit. For an E-module Y in mod(E , e) let OY := Y.GLe be its
GLe-orbit, and let OY be the Zariski closure of OY . We get
Irr(E) =
{
OY | Y = I
a1
1 ⊕ I
a2
2 ⊕ I
a4
4 ⊕ S
sk
k | a1, a2, a4, sk ≥ 0, k = 1, 2, 4
}
.
An easy calculation shows that
Irrsr(E) = {OY | Y = I
a1
1 ⊕ I
a2
2 ⊕ I
a4
4 ⊕ S
sk
k | a1, a2, a4, sk ≥ 0, k = 1, 2, 4,
s1a4 = s2a1 = s4a2 = 0}.
Next, we compute the functions ψY , where Y runs through the 6 indecomposable E-
modules. Observe that xˆW,1 = x2x
−1
4 , xˆW,2 = x
−1
1 x4 and xˆW,4 = x1x
−1
2 . We obtain
ψS1 = x
−1
1 x4(1 · xˆ
(0,0,0)
W ) + 1 · xˆ
(1,0,0)
W ) = x
−1
1 x4(1 + x2x
−1
4 )
ψS2 = x1x
−1
2 (1 · xˆ
(0,0,0)
W ) + 1 · xˆ
(0,1,0)
W ) = x1x
−1
2 (1 + x
−1
1 x4)
ψS4 = x2x
−1
4 (1 · xˆ
(0,0,0)
W ) + 1 · xˆ
(0,0,1)
W ) = x2x
−1
4 (1 + x1x
−1
2 )
ψI1 = x
−1
1 (1 · xˆ
(0,0,0)
W ) + 1 · xˆ
(1,0,0)
W + 1 · xˆ
(1,0,1)
W ) = x
−1
1 (1 + x2x
−1
4 + x2x
−1
4 x1x
−1
2 )
ψI2 = x
−1
2 (1 · xˆ
(0,0,0)
W ) + 1 · xˆ
(0,1,0)
W + 1 · xˆ
(1,1,0)
W ) = x
−1
1 (1 + x
−1
1 x4 + x2x
−1
4 x
−1
1 x4)
ψI4 = x
−1
4 (1 · xˆ
(0,0,0)
W ) + 1 · xˆ
(0,0,1)
W + 1 · xˆ
(0,1,1)
W ) = x
−1
1 (1 + x1x
−1
2 + x
−1
1 x4x1x
−1
2 )
The basis GWw consists then of the following 14 sets of monomials:
xa1x
b
2x
c
3 ψ
a
I1ψ
b
I2ψ
c
I4
ψaS1ψ
b
I1ψ
c
I2 x
a
2ψ
b
S1ψ
c
I1 x
a
4ψ
b
S1ψ
c
I2 x
a
2x
b
4ψ
c
S1
ψaS2ψ
b
I2ψ
c
I4 x
a
4ψ
b
S2ψ
c
I2 x
a
1ψ
b
S2ψ
c
I4 x
a
1x
b
4ψ
c
S2
ψaS4ψ
b
I4ψ
c
I1 x
a
1ψ
b
S4ψ
c
I4 x
a
2ψ
b
S4ψ
c
I1 x
a
1x
b
2ψ
c
S4
where a, b, c ≥ 0.
For example, from our calculations in Section 4.4 we get
ϕV1 = ϕW6ϕ
−1
W4
+ ϕ−1W4ϕW5ϕ
−1
W1
ϕW2 + ϕW3ϕ
−1
W1
.
As predicted by Theorem 5 we get
(ΠT ◦ ΦT )(ϕV1) = x
−1
4 + x
−1
4 x
−1
1 x2 + x
−1
1 = ψI1 .
9. Categorification of the twist automorphism
9.1. We define an isomorphism
κi : C[ϕ
±1
Vi,1
, . . . , ϕ±1Vi,r ]→ C[ϕ
±1
Wi,1
, . . . , ϕ±1Wi,r ]
of Laurent polynomial rings by
ϕVi,k 7→ ϕ
′
Vi,k
for 1 ≤ k ≤ r. By the Laurent phenomenon [FZ1], each cluster variable of a cluster algebra
is a Laurent polynomial in the cluster variables of any given cluster. It follows that C[Nw]
is a subalgebra of both C[ϕ±1Vi,1 , . . . , ϕ
±1
Vi,r
] and C[ϕ±1Wi,1 , . . . , ϕ
±1
Wi,r
]. Here we use that Wi is
Vi-reachable.
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By Theorem 4 and the definition of κi we have for X ∈ Cw,
κi(ϕX) = κi(θ
Vi
X ) = (ϕ
′
•)
(dimHomΛ(Vi,X))·B
(Vi)FWiΩw(X)(ϕˆ
′
•).
Here we also used that Ext1Λ(Vi,X) and Ext
1
Λ(Wi,Ωw(X)) are isomorphic as modules over
EndCw(Vi)
op ∼= EndCw(Wi)
op. Now, using the short exact sequence
0→ Ωw(X)→ P (X)→ X → 0
where P (X) is Cw-projective-injective, we get
(ϕ′•)
(dimHomΛ(Vi,X))·B
(Vi) = (ϕ′•)
(dimExt1Λ(Vi,Ωw(X))−dimHomΛ(Vi,Ωw(X)))·B
(Vi )ϕ−1P (X).
Here we used that
(ϕ′•)
(dimHomΛ(Vi,P (X)))·B
(Vi) = ϕ−1P (X).
Thus, we can continue with the help of Proposition 5.1 and Theorem 4:
(ϕ′•)
(dimHomΛ(Vi,X))·B
(Vi)FWiΩw(X)(ϕˆ
′
•) = ϕ
(dimHomΛ(Wi,Ωw(X)))·B
(Wi )
Wi
FWiX (ϕˆWi)ϕ
−1
P (X)
= ϕXϕ
−1
P (X).
This proves that κi does not depend on the choice of the reduced word i. Thus we can
denote by κw the restriction of κi to C[N
w] ⊂ C[ϕ±1Vi,1 , . . . , ϕ
±1
Vi,r
]. Moreover, the fact that κw
permutes the elements of the dual semicanonical basis follows directly from Proposition 8.3
and our results in [GLS5, Section 15]. It now remains to prove that κw = (η
∗
w)
−1.
9.2. Definitions and known results. Before we proceed, we recall some definitions and
known results. For more details we refer to [GLS5].
Let u ∈ W . We denote by D̟i,u(̟i) the restriction to N of the generalized minor
∆̟i,u(̟i). Let Ow be the open subset of N defined by
Ow :=
{
x ∈ N | D̟j ,w−1(̟j)(x) 6= 0 for all 1 ≤ j ≤ n
}
.
Following [BZ] and [GLS5], we introduce a map η˜w : N ∩Ow → N
w by
η˜w(x) = [wz
T ]+.
Here, for g in the Kac-Moody group of g admitting a Birkhoff decomposition, [g]+ stands
for the factor of this decomposition belonging to N . Let N(w) = N ∩ (w−1N−w) and
N ′(w) = N ∩ (w−1Nw) be the unipotent groups associated to w [GLS5, Sections 5.2
and 8.2]. Multiplication in N induces a bijective map N(w) × N ′(w) → N . The ring of
N ′(w)-invariant functions on N , denoted by C[N ]N
′(w), is thus isomorphic to C[N(w)].
The restriction of η˜w to N(w) ∩ Ow is an isomorphism from N(w) ∩ Ow to N
w. Also,
Nw ⊂ Ow, and the restriction of η˜w to N
w is precisely the automorphism ηw of N
w
mentioned in Section 1.6.
Fix x ∈ Nw, and set z = η−1w (x) ∈ N
w. Also let y be the unique element of N(w)∩Ow
such that η˜w(y) = x. It is known that z
−1y ∈ N ′(w). Hence, for every ϕ ∈ C[N ] invariant
by right translation by N ′(w), we have ϕ(z) = ϕ(y).
Finally, let i = (ir, . . . , i1) be a reduced word for w. We know that when t varies over
(C∗)r, xi(t) goes over a dense subset of N
w. For 1 ≤ l ≤ k ≤ r, we set wk := sik · · · si1
and
βi(k) := w
−1
k−1(αik) = si1 · · · sik−1(αik).
As before, let bi(l, k) := −(sil · · · sik(̟ik), αil). Note that bi(l, k) ≥ 0.
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9.3. End of the proof of Theorem 6. To prove that κw = (η
∗
w)
−1, we have to show
that
(η−1w )
∗(ϕVk) =
ϕΩw(Vk)
ϕP (Vk)
= ϕ′Vk
for all 1 ≤ k ≤ r.
We know that ϕVk = D̟ik ,w
−1
k
(̟ik )
. Let x := xi(t) where t ∈ (C
∗)r, and attach to x
the elements y and z as above. By Proposition 4.4 we have
ϕ′Vk(x) =
∏
1≤l≤k
t
−bi(l,k)
l .
Hence, it is enough to show that
(9.1) D̟ik ,w
−1
k
(̟ik )
(z) = D̟ik ,w
−1
k
(̟ik )
(y) =
∏
1≤l≤k
t
−bi(l,k)
l ,
where the first equality follows from the fact that D̟ik ,w
−1
k
(̟ik )
is N ′(w)-invariant for
1 ≤ k ≤ r.
The proof is very similar to that of [BZ], so we just recall the main ideas, referring to
appropriate places in [BZ] for some simple calculations. There are two steps.
(a) We first show (9.1) in the particular case when k = kj := max{s ∈ R | is = j} for a
given 1 ≤ j ≤ n. In this case, (9.1) can be written as
(9.2) D̟j ,w−1(̟j)(y) =
∏
1≤l≤k
t
−bi(l,k)
l .
Since ϕ′Ii,j = 1/ϕIi,j , already know by Proposition 4.4 that
D̟j ,w−1(̟j)(x) = ϕIi,j (x) =
∏
1≤l≤k
t
bi(l,k)
l .
Hence it is enough to check that
(9.3) D̟j ,w−1(̟j)(y)D̟j ,w−1(̟j)(x) = 1.
This is proved in exactly the same way as in [BZ, Lemma 6.4 (a)], using some basic
properties of generalized minors.
(b) We then show (9.1) for any 1 ≤ k ≤ r. We write x = x′′x′, where
x′ := xik(tk) · · · xi1(t1) and x
′′ := xir(tr) · · · xik+1(tk+1).
Let N(βi(k)) = exp(nβi(k)) denote the root subgroup of N(w) associated to the root βi(k).
The product map gives an isomorphism of affine varieties
N(βi(1))× · · · ×N(βi(r))→ N(w).
Therefore we can write y = y(1) · · · y(r) with y(k) ∈ N(βi(k)). Arguing as in [BZ, Proposi-
tions 5.3 and 5.4], one shows that
η˜wk(y
(1) · · · y(k)) = xik(tk) · · · xi1(t1) = x
′.
Moreover, y′ := y(1) · · · y(k) ∈ N(wk) and y
(k+1), . . . , y(r) ∈ N ′(wk). Therefore, since
D̟ik ,w
−1
k
(̟ik )
is N ′(wk)-invariant, we have
D̟ik ,w
−1
k
(̟ik )
(y) = D̟ik ,w
−1
k
(̟ik )
(y′).
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Now, using (a) with w replaced by wk, we obtain that
D̟ik ,w
−1
k
(̟ik )
(y′) =
∏
1≤l≤k
t
−bi(l,k)
l .
This finishes the proof.
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