Abstract. The main purpose of this paper is to propose five programs in C ++ for matrix computations and solving recurrent equations systems with entries in max plus algebra. 1
Introduction
Idempotent mathematics is based on replacing the usual arithmetic operations with a new set of basic operations, that is on replacing numerical fields by idempotent semirings. Exotic semirings such as the max-plus algebra R max have been introduced in connection with various fields: graph theory, Markov decision processes, discrete event systems theory, see [1] , [3] .
The paper is organized as follows. The semiring of matrices with entries in max plus algebra is presented in Section 2. In Section 3 we give five programs in language C ++ for matrix computations in max plus algebra.
Semirings. Matrices over max plus algebra
We start this section by recalling of some necessary backgrounds on semirings for our purposes (see [3] , [2] and references therein for more details).
Let S be a nonempty set endowed with two binary operations, addition (denoted with ⊕) and multiplication (denoted with ⊗). The algebraic structure (S, ⊕, ⊗, ε, e) is a semiring, if it fulfills the following conditions:
(1) (S, ⊕, ε) is a commutative monoid with ε as the neutral element for ⊕; (2) (S, ⊗, e) is a monoid with ε as the identity element for ⊗; (3) ⊗ distributes over ⊕; (4) ε is an absorbing element for ⊗, that is a ⊗ ε = ε ⊗ a = ε, ∀a ∈ S.
A semiring where addition is idempotent (that is, a ⊕ a = a, ∀a ∈ S) is called an idempotent semiring. If ⊗ is commutative, we say that S is a commutative semiring.
Let (S, ⊕, ⊗, ε, e) be an (idempotent) semiring. For each pair of positive integer (m, n), let M m×n (S) be denote the set of m × n matrices with entries in S. The operations ⊕ and ⊗ on S induce corresponding operations on M m×n (S) in the obvious way. Indeed, if A = (A ij ), B = (B ij ) ∈ M m×n (S) then we have:
A ⊕ B = ((A ⊕ B) ij ) where (A ⊕ B) ij := A ij ⊕ B ij . 2)
The product of a matrix A = (A ij ) ∈ M m×n (S) with a scalar α ∈ S is given by:
α ⊗ A = ((α ⊗ A) ij ) where (α ⊗ A) ij := α ⊗ A ij .
3)
The set M n×n (S) contains two special matrices with entries in S, namely the zero matrix O ⊕n , which has all its entries equal to ε, and the identity matrix I ⊗n , which has the diagonal entries equal to e and the other entries equal to ε.
It is easy to check that the following proposition holds. 
2). ✷
We call (M n×n (S), ⊕, ⊗, O ⊕n , I ⊗n ) the semiring of n × n matrices with entries in S. In particular, if S := R max = (R ∪ {−∞}, ⊕ := max, ⊗ := +, ε := −∞, e := 0 is called the semiring of n × n matrices over R max .
When S = R max , the operations ⊕ and ⊗ given in (2.1) and (2.2), becomes:
The operation ⊗ on M m×n (R max ) given in (2.3) becomes:
3 Five programs in C
++
In this section we give programs written in the language C ++ for the basic operations with matrices over R max and for solving a recurrent linear system:
1. the sum of two matrices A, B ∈ M m×n (R max );
2. the product of two matrices A ∈ M m×n (R max ) and B ∈ M n×p (R max ); 3. the product of a matrix A ∈ M m×n (R max ) with a scalar α ∈ R max ; 4. the power of a matrix A ∈ M n×n (R max ); 5. the solving a linear system of the form:
where A ∈ M n×n (R max ) and X(k) ∈ M (n, 1; R max ).
The principal program is constituted from the following lines. We illustrate the utilization of the above programs in the following cases.
Sum of two matrices A and B in R max

Inputs data
Outputs data 
Power of a matrix A in R max
Inputs data
Solving equations system in R max
Inputs data
Outputs data .
