In a wide range of applications, it is desirable to optimally control a system with respect to concurrent, potentially competing goals. This gives rise to a multiobjective optimal control problem where, instead of computing a single optimal solution, the set of optimal compromises, the so-called Pareto set, has to be approximated. When it is not possible to compute the entire control trajectory in advance, for instance due to uncertainties or unforeseeable events, model predictive control methods can be applied to control the system during operation in real time. In this article, we present an algorithm for the solution of multiobjective model predictive control problems. In an offline scenario, it can be used to compute the entire set of optimal compromises whereas in a real time scenario, one optimal compromise is computed according to an operator's preference. The results are illustrated using the example of an industrial laundry. A logistics model of the laundry is developed and then utilized in the optimization routine. Results are presented for an offline as well as an online scenario.
Introduction
Increasing awareness of the importance of environmental protection has strongly influenced the industrial landscape during the last decade. As a result, there is a general desire to reduce consumption of energy and resources. This is also a central issue in the development of industrial laundries, where, in particular, reduction of energy consumption and the amount of washing detergents are of interest. Positive side effects include reduction of operating costs and extension of life cycles of washed materials. These industrial laundries process approximately 20, 000 kg soiled linen per day. On average, for one kilogram of soiled linen, 1.3 kWh of energy (electricity, oil or gas) are needed and 12 l/kg water is used to clean the linen [1] . These numbers highlight the importance of resource efficiency, for both economic and environmental reasons.
Today, each part of the laundry (i.e. washers, dryers, etc.) is configured separately, mainly based on the operator's experience. A systematic approach using mathematical methods is generally not considered. Consequently, there is still a high potential for optimization; both by optimizing single process steps (which we are not considering here), as well as overall strategies, such as process planning which result in complex combinatorial optimization problems [2] . Ideally, one wants to maximize the economic efficiency while minimizing the consumption of resources and energy, two objectives which often are contradictory. This leads to a multiobjective optimization problem where, instead of a single optimal solution, the so-called Pareto set of optimal compromises needs to be computed [3] [4] [5] . In this article, we present a multiobjective model predictive control algorithm for real-time process planning of an industrial laundry.
The remainder of this article is organized as follows. In Section 2, a typical industrial laundry is described. The overall process and the important process steps are introduced. Next, we comment on the challenges arising from this specific application and motivate the use of a multiobjective model predictive control method. In Section 3, we give a short introduction to model predictive control (MPC) and multiobjective optimization and state the mathematical description of the multiobjective optimization problem occurring in our application. Subsequently, we present the optimization algorithm combining multiobjective optimization and model predictive control concepts in Section 4. We then present our results in Section 5 and draw a conclusion in Section 6.
Laundry Setup and Model
An industrial laundry is designed in order to wash large amounts of laundry as fast and efficiently as possible. Many process steps are automated and the laundry follows a prescribed route through the process (cf. Figure 1 ). Soiled linen can potentially be delivered at every point in time and arrivals are often unknown in advance. In a first step, the laundry is sorted according to its fabric, category (towels, bed sheets, tablecloths, etc.) and customer and stored in batches in the form of laundry bags. From now on, each step always processes only one of these batches at a time. The batches are stored in a Soiled Linen Storage (SLS), which is a system of multiple parallel tracks each of which is a "first in, first out" storage system. From the SLS, batches are transported to one of the batch washers. To this day, algorithms for sorting the laundry batches into the SLS as well as selecting a track for the next batch to be delivered to the washers are developed entirely on the basis of experience.
Each category of laundry passes through the three steps washing, drying and finishing. In each of these steps, however, different categories of laundry need to be processed differently. The categories differ in fabric, type of soil and hygienic requirements. For this reason, they require different treatment both concerning the washing (water temperature, amount of washing detergents, etc.) as well as the finishing process (e.g. full drying and folding or partial drying and ironing). Consequently, there exist different routes through the laundry, which are fixed in advance for each category.
In the batch washer, the actual cleaning takes places. A washing program based on the category determines the water temperature and the amount of washing detergents needed in order to achieve thermal and chemical disinfection without damaging the linen. After partial drying, realized by either a press or a centrifuge, the batches are transported to the dryers where they are either dried or loosened up, again, depending on the category. In front of each dryer, there is a small storage to ensure a continuous drying process. These small storages are implicitly included in the entity "Multiple Dryers" in Figure 1 . Since drying takes ten times longer than loosening up, tailbacks can easily arise if a processing sequence is chosen poorly. The clean linen is then stored until it can be further processed in the finishing section. Finally, the cleaned and folded linen is stored in a clean linen storage from where it will be delivered back to the customer.
The model for the laundry consists of multiple basic elements, each of which represents one component of the industrial laundry. A handshake mechanism ensures the correct delivery of each virtual laundry bag. All basic elements are either storage or process elements [6] . For example, the SLS or small local storages directly in front of the dryers can be represented by a storage system, which is available in different complexity stages and with various routing capabilities. The process elements can be used to model the batch washer, transport ways or even the dryers. In this case, processing time is most relevant and dependent on the laundry category.
As a result, the developed model represents the significant logistical behavior of the example industrial laundry. The input of the model is on the one hand the sequence according to which batches are taken from the SLS and on the other hand operation modes of the dryers. Dryers can be turned off or run with two different temperatures, affecting the energy consumption and time efficiency of the system. As mentioned before, the model pays attention to the category dependent treatment of the linen, which means that different processing times, different routing possibilities and transport delays of each category of linen are implemented. The model calculates the necessary time to process a certain amount of laundry bags from the SLS, which may vary because of tailbacks and different processing times. Furthermore, the machine utilization of the system elements is calculated.
The category dependent treatment of the batches during many of the process steps emphasizes that the selection of the processing sequence has a great influence of the performance of the laundry. For instance, a disadvantageous sequence may cause low rates of machine utilization and result in tailbacks and increased processing times. On the other hand, a large number of category changes in a sequence results in increased consumption of fresh water since it has to be exchanged more often. When using water for multiple washings, it is possible to add a reduced amount of washing detergents since they are not used up entirely during a single washing cycle. Consequently, exchanging water also results in an increased amount of washing detergents. For this reason, using an optimization routine to determine the optimal processing sequence is highly advisable. Since the exact content of the SLS is generally unknown in advance, it is not possible to compute one optimal sequence offline and a priori. Moreover, the algorithm should be able to handle unexpected events such as downtimes. Consequently, we developed a model predictive control approach which runs in parallel to the real process and predicts a number of short optimal sequences in real-time. For our approach, there is no need for dynamical behavior. This implies that the computing time is low, which is preferable for the MPC.
Model Predictive Control and Multiobjective Optimization
The optimization algorithm we present in the next section is based on model predictive control. Due to the presence of multiple objectives, the algorithm is combined with a scalarization approach for multiobjective optmization problems such that the objective can be adjusted during operation, for instance in order to react on unexpected events or the current amount of soiled linen. Before presenting the algorithm in Section 4, we give a short introduction to model predictive control and multiobjective optimization before stating the mathematical formulation of the specific problem we are addressing in this article.
Model Predictive Control
Model predictive control is currently a very active area of research. Its main idea is to utilize model based optimization in order to compute an optimal control in real-time. This theory can be used for linear [7] as well as nonlinear processes [8] [9] [10] and has its origin in the process industry because of comparatively slow processes. The main concept is that while the system is running the system input u is computed for a future time interval by solving an optimization problem (cf. Figure 2 ). To this end, a model is used to predict the system behavior for n p time steps in the future over the so-called prediction horizon T p = n p · T s , where T s is the sample time. In order to simplify the optimization problem and reduce the computational complexity, an optimal input is computed only for n c time steps within the control horizon T c and a constant input on the interval from T c to T p is assumed. Then the first value of the computed solution is applied to the system and the next optimization problem needs to be solved on the interval [T s , T s + T p ]. Consequently, an optimal solution needs to be provided at every time step T s . Using model predictive control, a system can often be controlled much better than with regular control strategies since in every time step, an optimal input for the process with respect to a specified objective is calculated. The objectives may include for instance the tracking of reference trajectories or the energy consumption of the system. Constraints can be considered directly by the optimization algorithm.
Multiobjective Optimization
In an industrial laundry, multiple objectives are of interest. From an economic point of view, one is interested in maximizing the number of processed batches or, for a fixed number of batches n, in minimizing the processing time T . From an ecological perspective, it is desirable to minimize the amount of fresh water and washing detergents, respectively. Both objectives can be influenced by the laundry processing sequence R ∈ C n , where each entry denotes the category of the respective batch and the finite set of laundry categories is denoted by C. As mentioned in the previous section, choosing a sequence where many consecutive batches follow the same path through the laundry may cause tailbacks and hence, larger processing times. An even distribution of different laundry categories helps avoiding these effects but in this situation, the water needs to be exchanged more frequently which results in large amounts of fresh water and washing detergents. Therefore, the multiobjective optimization problem is, for a given number of n batches with different categories, to find the set of sequences R ∈ C n leading to optimal compromises between the conflicting goals washing time f 1 (R) and relative number of category changes f 2 (R):
with
where we introduce the Kronecker-Delta δ R1,R2 which indicates whether two consecutive batches have the same category:
The solution of a multiobjective optimization problem (MOP) is in general not a single point but the set of optimal compromises between the concurrent objectives, the so-called Pareto Set. Every point in the Pareto set is characterized by the fact that if one wants to improve an objective, one has to accept a loss in at least one other objective. More precisely, a point x * is (globally) Pareto optimal if there exists no feasible point x with f i (x) ≤ f i (x * ) for all i and f (x) f (x * ). These points are also called optimal compromises. The set of Pareto optimal points is called the Pareto set, its image the Pareto front. Various algorithms exist to solve MOPs, see e.g. [3, 4] . In Section 4, we will present the algorithm that we use for the solution of (1). Fig. 3 . Illustration of a swapping step in the sequence optimization algorithm (Section 4.1). The resulting sequence is evaluated and if the objective is reduced, the swap is accepted.
Algorithms
The algorithm presented here consists of three parts. In order to compute optimal laundry processing sequences, we develop a method inspired by the Lin-Kernighan heuristic [11] for the solution of the well-known Traveling Salesman Problem. Next, we extend our method to the context of model predictive control by splitting the optimization problem into a sequence of smaller optimization problems. Finally, we can solve (1) using the weighted-sum method (see e.g. [3] ). In the real-time situation the algorithm computes one optimal compromise according to the operator's preference. Alternatively, in an offline scenario, multiple Pareto points can be computed, for instance for a representative sample of laundry batches. This can be very useful for the design of new laundries.
Sequence Optimization
The task of computing the optimal sequence with respect to some objective shows resemblance to the Traveling salesman problem, where the shortest path to visit a number of places is computed. In our case, the shortest path R * is the processing sequence minimizing some objective function f (R).
To solve this problem, we use a key element of the Lin-Kernighan heuristic [11] . In each step of an iteration, two (or more) elements in the sequence are swapped and the new sequence R is evaluated utilizing the model described in Section 2. If the swap yields a reduction of the objective function, it is accepted and the sequence updated, otherwise it is neglected. Techniques like the swapping procedure presented here are also well known in the context of genetic algorithms, where they are known as Iterated Local Search [12] . The swapping is illustrated in Figure 3 . It should be noted that the efficiency of the Lin-Kernighan algorithm can be increased by first selecting candidate sets of potential swaps (see e.g. [13] ). In our case, this is not possible since the objective function is not the sum of values depending only on two consecutive batches. However, since the categories occur multiple times, there are many symmetries in the system which simplify the problem significantly. Moreover, when optimizing with respect to the processing time, a lower bound can be computed with which we can estimate the quality of the solution. Considering real time applicability where the runtime of the algorithm is limited, this particular algorithm has the advantage that it can be stopped at arbitrary times with the last accepted sequence. Similar to the Lin-Kernighan heuristic, the number of swapped batches is increased after a fixed number of declined swaps.
Model Predictive Control
As stated before, it is generally not reasonable to optimize the processing sequence of an entire day in advance. For instance, the number of batches as well as their time of arrival is unknown. Moreover, in the case of unexpected events such as machine downtime, the computed sequence may no longer be valid. For these reasons, we use a model predictive control approach.
We need to slightly adapt the general concept explained in Section 3.1 to our purposes. Most importantly, we have a control R which is discretized in batches instead of time. Moreover, we take into account a large number of batches in the optimization process and hence choose a large control horizon. In a real-time scenario the entire content of the SLS is considered in order to ensure that the algorithm does not produce a highly unfavorable sequence at the end of the day. This results in a complex combinatorial optimization problem. In order to increase the maximal runtime of the algorithm, we apply a sequence of T sys = 20 batches to the system instead of just one, as is the case in the standard MPC framework. This way, we can increase the time for the optimization routine significantly. In each swapping step, at least one batch has to be chosen within the first T sys batches such that the sequence to be applied to the system next is always considered within the optimization.
Multiobjective Optimization
The restriction of the sequence optimization algorithm to a single objective limits the choice of possible multiobjective optimization algorithms to methods based on scalarization, where the Pareto set is approximated by solving multiple scalar optimization problems consecutively. Here, we chose the weighted sum method (see e.g. [3] ) to scalarize (1):
Depending on the situation (i.e. offline or online), either one optimal compromise or multiple Pareto points can be computed by varying α (cf. Figure 4) .
Results
In this section we present the results obtained with the algorithm presented in Section 4. For this, we choose an SLS with 16 tracks of maximal 24 batches per track. Then, we insert 16 batches of each of the 24 categories into the SLS according to a standard sorting algorithm so that each track contains two different categories at maximum. During all computations, we want to find a sequence of T c = 200 batches which is optimal with respect to a specific objective. A summary of the setup is shown in Table 1 . In order to evaluate the quality of the MPC result for comparison, we solve one large sequence optimization problem with 200 batches, i.e. we increase the computing time and execute the sequence optimization once. We then compare the results to an MPC solution where the sequence is computed within 10 loops of 20 batches (the control horizon) each. We can compute a lower bound T min for the processing time for a given number of batches. This time is achieved when every batch washer processes a batch in every washing cycle. In order to assess the quality of the computed solution, we first restrict ourselves to the first objective, i.e. we set α = 1. Figure 5 shows the value of the objective function versus the runtime of the algorithm. We observe that within less than 20 minutes, which is roughly the time during which the laundry processes 20 batches, the algorithm computes a sequence that is only 2.1% above the minimal value. Within ≈ 34 minutes, the objective can be further increased until it is only 0.6% above the lower bound. It should be mentioned that one model evaluation takes approximately 2 seconds, which is the main reason for the long computing times. Figure 5 also shows that the choice of the initial guess is important. Starting the process with a generic sequence results in slower convergence as well as worse solutions. This is not surprising since the method is based on a local search strategy. When comparing the solution of the single sequence optimization to the results of the MPC algorithm, we observe that the computed optimal value is only 1.7% higher than the value of the single sequence optimization. Compared to a generic processing sequence, the algorithm yields an improvement of ≈ 17% (cf. Figure 5 at t = 0) for a single sequence optimization and ≈ 16.5% for the MPC based solution, respectively. In the next step, we show how the above described algorithm can be utilized during the design phase of a laundry. If one specifies a representative scenario for a day, we can compute the set of optimal compromises for problem (1) for this scenario using the weighted sum method described in Section 4.3, i.e. we solve problem (2) multiple times for varying values of α. An approximation of the Pareto set for the scenario from Table 1 is depicted in Figure 6 (a). As expected, a low number of category changes results in an increased processing time since tailbacks occur. On the other hand, decreasing the processing time leads to an increased number of category changes and hence larger amounts of fresh water and washing detergents. When comparing the two points with the largest values for f 1 , we can see that by accepting only a minor increase of f 2 , we can achieve a strong reduction of the first objective. We observe the same effect at the other end of the Pareto front. This behavior is typical for multiobjective optimization and indicates that considering multiple objectives can be beneficial for the design of a system. An operator can now utilize these results in order to evaluate the performance of his facility and to be able to adjust the weight of the objectives during operation in order to react to changing conditions such as the amount of laundry that needs to be washed.
The strong dependency on the initial guess for the solution of the respective single objective optimization problems (2) should be taken into account when fixing α. The results with a low value of f 1 (< 1.05) were computed with an equally distributed initial guess whereas the remainder of the solutions was obtained using a generic sequence as the initial guess. The large gap that we observe between the two subsets of points is very likely due to the fact that the Pareto front possesses at least one dent (cf. Figure 6 (b) ). The Point f = (1.01, 0.63)
T was computed with a value of α = 0, i.e. it is a local minimum with respect to f 2 . This reveals a serious disadvantage of the weighted sum method. In this case, there is no simple parametrization of the Pareto front by the parameter α. Instead, by varying α, one computes only parts of the Pareto front (cf. Figure 6 (b) ). Consequently, additional research is necessary in order to develop more advanced algorithms for the solution of multiobjective sequence planning problems.
Conclusion
In this article, we present an algorithm for the solution of multiobjective model predictive control problems for scheduling and sequence optimization problems. The algorithm is based on the Lin-Kernighan heuristic for the traveling salesman problem and adapted to arbitrary objective functions. It is then embedded into a model predictive control framework in order to achieve a flexible real-time algorithm. The algorithm can be utilized to solve model predictive control problems with multiple objectives by application of the weighted sum method. In an offline scenario, the Pareto set can be computed whereas in a real-time situation, the weighting factor has to be chosen by an operator. The method is illustrated using the example of an industrial laundry, where the conflicting objectives minimization of processing time and minimization of resources occur. It is first shown that in this particular setting, the MPC algorithm yields results that are of comparable quality to that of a single sequence optimization in advance. Furthermore, we compute the Pareto set for a test scenario. We observe a separation of the Pareto set in two parts which indicates that there is a dent in the Pareto front such that the weighted sum method is incapable of computing these points. Hence, for future work we intend to develop more advanced algorithms for the solution of multiobjective sequence planning problems. Moreover, we intend to apply our method to other scheduling problems such as operating room scheduling [14] .
