Abstract. Given an iid sequence of pairs of stochastic processes on the unit interval we construct a measure of independence for the components of the pairs. We define distance covariance and distance correlation based on approximations of the component processes at finitely many discretization points. Assuming that the mesh of the discretization converges to zero as a suitable function of the sample size, we show that the sample distance covariance and correlation converge to limits which are zero if and only if the component processes are independent. To construct a test for independence of the discretized component processes we show consistency of the bootstrap for the corresponding sample distance covariance/correlation.
1. Introduction 1.1. Distance covariance and distance correlation for vectors. In a series of papers, Székely et al. [14, 15, 16, 17] introduced distance covariance and distance correlation. They are measures of the dependence between two vectors X and Y, possibly with different dimensions. These measures have the desirable property that they are zero if and only if X and Y are independent. This is in contrast to many other dependence measures where one can only make statements about certain aspects of the dependence between X and Y. For example, the correlation and covariance between two real-valued random variables X and Y allow one to make statements about their linear dependence; only in the case of joint Gaussianity of (X, Y ) their correlation determines the full dependence structure between X and Y .
The distance covariance between a p-dimensional vector X and a q-dimensional vector Y is a weighted version of the squared distance between the joint characteristic function ϕ X,Y of X, Y and the product of the marginal characteristic functions ϕ X , ϕ Y of these vectors. We know that X and Y are independent if and only if ϕ X,Y (s, t) = ϕ X (s) ϕ Y (t) , s ∈ R p , t ∈ R q . (1.1) However, this identity is difficult to check if one has data at the disposal; a replacement of the corresponding characteristic functions by empirical versions does not lead to powerful statistical tools for detecting independence between X and Y. First, Feuerverger [6] in the univariate case and, later, Székely et al. [14, 15, 16, 17] in the general multivariate case recommended to use a weighted L 2 -distance between ϕ X,Y and ϕ X ϕ Y : for β ∈ (0, 2), the distance covariance between X and Y is given by
where the constants c d for d ≥ 1 are chosen such that
(1 − cos(s x)) |x| −(d+β) dx = |s| β .
Here and in what follows we suppress the dependence of the Euclidean norm | · | on the dimension; it will always be clear from the context what the dimension is. The quantity T β (X, Y) is finite under suitable moment conditions on X, Y. The corresponding distance correlation is given by
.
An advantage of choosing the particular weight function |s| −(p+β) |t| −(q+β) is that the distance covariance has an explicit form: for iid copies (X i , Y i ), i = 1, 2, . . . , of (X, Y) we have
The weight function ensures that T β (cX, cY) = c 2β T β (X, Y) for any constant c, hence R β (cX, cY) does not depend on c, i.e., the distance correlation is scale invariant. A corresponding theory can be built on non-homogeneous kernels as well; see the discussion and references in Davis et al. [4] who consider auto-and cross-distance correlation functions for time series.
It is clear from the construction that T β (X, Y) = R β (X, Y) = 0 if and only if (1.1) holds. This observation motivates the construction of sample versions of T β (X, Y) and R β (X, Y) and one hopes that these have properties similar to their deterministic counterparts. In particular, one would like to test independence between X and Y.
Replacing the characteristic functions in T β (X, Y) and R β (X, Y) by their sample analogs and taking into account (1.2), we obtain the sample versions of T β (X, Y) and R β (X, Y):
Matsui et al. [8] considered a version of the distance covariance for stochastic processes X, Y on [0, 1], where it was assumed that the two processes are observed at a Poisson number of points in [0, 1] . Via simulations the resulting estimator was compared with the distance correlation R n,β (X, Y) where the components of the iid vectors (X i , Y i ) consist of a Poisson number of the discretizations of (X i , Y i ), respectively. Both types of estimators exhibited a similar behavior for independent X and Y , approaching zero for moderate sizes n, p, q. A possible explanation for this phenomenon is that [8] and [16] worked under quite distinct conditions. Székely and Rizzo [16] considered vectors X and Y with iid components whose dimensions increase to infinity for a fixed sample size n. In [8] , X and Y can be understood as vectors of discretizations of genuine stochastic processes X, Y on [0, 1], such as Brownian motion, fractional Brownian motion, Lévy processes, etc. In these cases, the components of X i and Y i are dependent.
In this paper, we again take up the theme of [16] and [8] . We consider two processes X and Y on [0, 1], which we assume to be stochastically continuous, measurable and bounded. In contrast to [8] ,
• we consider discretizations of these processes at a partition 0 = t 0 < t 1 < · · · < t p = 1 of [0, 1], assuming that p = p n → ∞ as n → ∞ and the mesh satisfies
• we normalize the points X(t i ) and Y (t i ) by √ t i − t i−1 . In the sequel, we suppress the dependence of p on n. It will be convenient to write for any partition (t i ) and a process Z on [0, 1],
We consider a vector of weighted discretizations
and define
For stochastically continuous, measurable and bounded processes Z and Z we have
in probability, where ξ 2 denotes the L 2 -norm of a process ξ on [0, 1]. For β ∈ (0, 2], we introduce a stochastic process analog
which is also stochastically continuous, measurable and bounded. Define
where we assume that all moments involved are finite. Of course, T β (X, Y ) = 0 for independent X, Y . The converse is not obvious; we prove it in Section 4.
The sample analog of T β (X, Y ) is given by
Assuming that the moments in T β (X, Y ) are finite, the strong law of large numbers for V -statistics yields
This fact and the observation that T β (X, Y ) vanishes for independent X, Y encourage one to call T β (X, Y ) the distance covariance between X, Y , and T n,β (X, Y ) its sample version. The corresponding distance and sample distance correlations R β (X, Y ) and R n,β (X, Y ) are defined in the natural way.
1.3. Objectives. Typically, we will not have complete sample paths of (X i , Y i ) at our disposal. In this paper, we assume that we observe a sample (X
..,n consisting of discretizations taken from an iid sequence ((X i , Y i )) i=1,2,... on the same partition (t i ) i=0,...,p of [0, 1]. We can define the corresponding sample distance covariance T n,β (X (p) , Y (p) ) and sample distance correlation R n,β (X (p) , Y (p) ). In view of the discussion above we see that the latter quantities coincide with the corresponding quantities T n,β (X p , Y p ) and R n,β (X p , Y p ) where X p and Y p are defined through (1.3). In the case of an equidistant partition with mesh δ n = 1/p we also observe that R n,β (X p , Y p ) is exactly the classical sample distance correlation R n,β (X, Y) of the vectors X = (X(j/p)) j=1,...,p and Y = (Y (j/p)) j=1,...,p .
The main goal of this paper is to show that for independent X, Y ,
provided δ n → 0 and p = p n → ∞ sufficiently fast. In turn, we will be able to exploit the existing limit theory for the normalized degenerate V -statistic n T n,β (X, Y ) to derive the distributional limit of n T n,β (X (p) , Y (p) ). This limit has a weighted χ 2 -distribution which is not easily evaluated. We will show that bootstrap versions of the degenerate V -statistics n T n,β (X, Y ) and n T n,β (X (p) , Y (p) ) are close in the sense of Mallows metrics and have the same distributional limit as n T n,β (X, Y ).
The paper is organized as follows. In Section 2 we introduce various technical conditions and discuss their applicability to some classes of stochastic processes. The main results of Theorem 3.1 yield sufficient conditions for (1.6) and the corresponding versions for the distance correlations, assuming independence between X, Y . The proof is given in Section 7. The bootstrap for T n,β (X (p) , Y (p) ) is discussed in Section 5. There we show that a suitable bootstrap version of T n,β (X (p) , Y (p) ) is consistent. The results of Section 4 may be of independent interest. There we show that T β (X, Y ) = 0 implies independence of the integrals XdB 1 and Y dB 2 conditional on B = (B 1 , B 2 ) which has independent Brownian motion components on [0, 1] and is independent of (X, Y ). In turn, the conditional independence of these integrals implies independence of X, Y . We give a small simulation study in Section 6 which shows that the theoretical results work for small and moderate values of n and p.
Technical conditions
To derive the results in Section 3 we assume various conditions on the smoothness and moments of the processes X, Y and their relation with the parameters of the partition, in particular p and δ n . Throughout β ∈ (0, 2) is fixed. If any of the processes X, Y have finite expectation we assume that they are centered.
We will work under two distinct settings: (1) finite variance of X, Y and (2) X, Y have finite βth moment. (A2) Growth condition on p = p n → ∞. We have
(A3) Additional moment conditions. If β ∈ (1, 2) we have 
(B3) Additional moment and smoothness conditions. If β ∈ (0, 1) we also have
and there exist γ X , γ Y > 0 and c > 0 such that
(B4) Growth condition on p = p n → ∞. We have
Discussion of the conditions and examples.
Remark 2.1. In the proofs we will need the conditions
The same argument also shows that E[ X 2 2 ] < ∞ under (A1). If (B1) holds then (2.1) follows. Remark 2.2. In the case of an equidistant partition we have δ n = 1/p. Then the growth condition (A2) reads as p
while (B4) takes on the form p
provided one can ensure that β/2 + γ X ∧ γ Y > 1. The message from (2.2) is that we need to choose p the larger the smaller γ X ∧ γ Y is, i.e., the rougher the sample paths. Similarly, for β < 1, p needs to be chosen the larger the smaller β is. Similar comments apply to (2.3). Example 2.3. Assume that X, Y are sample continuous self-similar processes with stationary increments and a finite variance. If the corresponding Hurst exponents are H X , H Y ∈ (0, 1) then for some c X > 0,
and similarly for Y . That is, we can choose γ X = 2H X and γ Y = 2H Y in (A1). Furthermore, (A3) holds for X if β ∈ (1, 2) and E |X(1)| 2(2β−1) < ∞, and similarly for Y . A special case is that of Gaussian X and Y which then are fractional Brownian motions, and (A3) trivially holds. A process with the same covariance structure is the fractional Lévy process
where L is a two-sided Lévy process on R with mean zero and finite variance, introduced in Marquardt [11] . This process is not self-similar (unless L is a Brownian motion) but has stationary increments. Here (A1) holds with γ X = 2H X and
Notice also that any centered Gaussian processes X and Y satisfying (A1) have automatically continuous sample paths and (A3) is satisfied. 
Then we have
and one can choose γ X = 1 in (A1). Moreover, (A3) holds for X if β ∈ (1, 2) and E[|X(1)| 2(2β−1) ] < ∞. This follows from an application of Doob's maximal inequality for martingales. Similar arguments apply to the process Y . A special case is that of zero drift geometric Brownian motions; a simple computation shows that nothing changes even when the drift is not zero.
In the equidistant case we conclude from (2.2) that (A2) holds if p
Example 2.5. For α ∈ (0, 2) sample continuous self-similar SαS processes with stationary increments provide a family of examples with an infinite second moment. For such processes (B1) is satisfied for β < α and (B2) is satisfied with γ X = γ Y = βH, where H is the Hurst exponent. This follows from continuity, self-similarity and stationarity of the increments. Similarly, (B3) holds if β < α/2 and γ X = γ Y = 2βH. Such processes include the fractional harmonizable α-stable motions and, if 1 < α < 2 and 1/α < H < 1, also the linear fractional stable motions; see Chapter 7 in Samorodnitsky and Taqqu [13] . Another example is that of the γ-Mittag Leffler fractional SαS motion, which is an integral of a γ-Mittag Leffler process with respect to a suitable SαS random measure; see [12] , Section 8.4. Here H = γ + (1 − γ)/α. Example 2.6. Lévy processes are stochastically continuous and bounded by definition. If X is a Lévy process with finite second moment (A1) holds because var(∆X(s, t)) = c (t − s), for s < t and a constant c. Moreover, (A3) holds for X if E[|X(1)| 2(2β−1) ] < ∞. Indeed, an application of Lévy's maximal inequality yields for t ∈ [0, 1],
Main results
We would like to use the distance covariance to test for independence of two stochastically continuous bounded stochastic processes X, Y on [0, 1]. By the strong law of large numbers for V -statistics we have
where the limit is defined in (1.4). If X, Y are independent then T β (X, Y ) = 0, and in Section 4 we prove that, conversely, T β (X, Y ) = 0 implies independence of X, Y . The following theorem establishes, in particular, that under appropriate conditions, if X, Y are independent, then also
and, hence,
This relation can be used in testing for independence of X, Y . Note that, if X, Y are dependent the results of Section 4 will imply that T β (X, Y ) > 0 and so, by (3.1) and (3.2), we see that
In fact, the limiting equivalence (3.2) holds for dependent X, Y as well, as the proof of Lemma 7.3 shows, as long as one imposes more restrictive moment conditions (due to the use of Hölder-type inequalities for products of dependent random variables).
In the theorem below we assume, without loss of generality, that E[X(t)] = E[Y (t)] = 0 for any t ∈ [0, 1], provided the expectations are finite. Indeed, T n,β contains expressions of the type X k − X l , Y k − Y l or their discrete approximations. Therefore we can always mean-correct X k and Y k , without changing the value of T n,β . Theorem 3.1. Assume the following conditions:
1. X, Y are independent stochastically continuous bounded processes on [0, 1] defined on the same probability space. 2. If X, Y have finite expectations, then these are assumed to be equal to 0.
Then the following statements hold.
(1) If either (A1) or (B1),(B2) and p δ β/2+γ X ∧γ Y n → 0 are satisfied then (3.2) (and, hence,
for an iid sequence of standard normal random variables (N i ), a constant c, and a square summable sequence (λ i ).
The proof is given in Section 7.
Remark 3.2. The numbers λ i in parts (2) and (4) of the theorem are the eigenvalues of certain integral operators. This follows from limit theory for degenerate V -statistics; see Serfling [18] , Lyons [9] , Arcones and Giné [1] . Unfortunately, neither the λ i nor the distribution of the limit are available. Arcones and Giné [1] proved the consistency of a bootstrap version of degenerate U -and V -statistics. These latter results apply to
). In Section 5 we argue that the bootstrap also works for a modification of the latter quantity.
The condition T β (X, Y ) = 0 and independence of X and Y
The results in the previous section tell us that
for independent X, Y under various conditions on X, Y and the size of the mesh δ n of the partition (t i ). An important question is whether, conversely, T β (X, Y ) = 0 also implies independence of X, Y . In the case β ∈ (0, 1] an affirmative answer to this question follows from Lyons [9] , based on the fact that the metric obtained by raising the separable Hilbert space distance to the power β ∈ (0, 1] is of the strong negative type. In the sequel we extend the converse statement to all β ∈ (0, 2). Our approach is based on studying the conditional independence of certain stochastic integrals.
Let B 1 and B 2 be independent Brownian motions on [0, 1], independent of a pair (X, Y ) of stochastically continuous bounded stochastic processes [0, 1]. The stochastic integrals
are well defined (and are, given (X, Y ), independent normal random variables). The next lemma demonstrates a connection between such stochastic integrals and distance covariances. Let F B denote the σ-field generated by B = (B 1 , B 2 ).
where
Proof. Consider an independent copy (X , Y ) of (X, Y ) and let Y , Y be independent copies of Y which are independent of everything else. The expectation on the right-hand side in (4.1) can be written as
By change of variables,
Thus we obtain
An immediate corollary of Lemma 4.1 is that T β (X, Y ) = 0 implies that, for a.e. s, t,
with probability 1. By Fubini's theorem, on an event of probability 1, this equality holds for all rational s, t, hence for all real s, t. We conclude that the stochastic integrals Z 1 , Z 2 are conditionally independent given F B . The next theorem, which is the main result of this section, shows that this implies independence of X and Y . Theorem 4.2. If the stochastic integrals Z 1 and Z 2 are a.s. conditionally independent given F B then X, Y are independent. In particular, if β ∈ (0, 2) and E[ X
Proof. Only the fact that the conditional independence of the integrals implies independence of X and Y remains to be proved. Let a(t), 0 ≤ t ≤ 1 and b(t), 0 ≤ t ≤ 1 be functions in L 2 [0, 1], and
Since the law of the bivariate process
is equivalent to the law of the standard bivariate Brownian motion, it follows that the integrals
It is not difficult to construct a sequence (C n ) of events in F B , of positive probability, such that the conditional laws of the integrals 1 0 X(t) dB 1 (t) and
given C n converge to the degenerate law at zero as n → ∞. One way for producing such a sequence of events is to let the two independent Brownian motions take values close to zero at the points i/n, i = 0, 1, . . . , n. Letting n → ∞ we conclude that the integrals
For every fixed realization of the processes X and Y ,
for all t in a set of full Lebesgue measure. By Fubini's theorem there is a set M of full Lebesgue measure such that, for every t ∈ M , (4.2) holds a.s. By necessity, the set M is dense in [0, 1]. To prove our claim it suffices to prove that for any points 0 = t 0 < t 1 < · · · < t k < t k+1 = 1, k ≥ 1, the random vectors (X(t 1 ), . . . , X(t k )) and (Y (t 1 ), . . . , Y (t k )) are independent. By stochastic continuity of the processes X and Y it is enough to restrict ourselves to the case when every t i ∈ M . Let 0 < ε < min i=1,...,k (t i+1 − t i ). Choosing piece-wise constant functions a(t), 0 ≤ t ≤ 1 and b(t), 0 ≤ t ≤ 1 , we conclude that the sums
are independent for any choice of θ 1 , . . . , θ k and γ 1 , . . . , γ k . Since all points (t i ) are in the set M , dividing by ε and letting ε → 0 we conclude that
are independent for any choice of θ 1 , . . . , θ k and γ 1 , . . . , γ k . By the Cramér-Wold device this implies that the vectors (X(t 1 ), . . . , X(t k )) and (Y (t 1 ), . . . , Y (t k )) are independent.
The bootstrap for the sample distance covariance
We mentioned in Remark 3.2 that the limit distribution of n T n,β (X, Y ) is not available. Theorem 3.1 states that the discretization n T n,β (X (p) , Y (p) ) has the same asymptotic properties as n T n,β (X, Y ) under suitable conditions on the smoothness of the sample paths, moment conditions and the growth rate of p = p n → ∞.
In this section we advocate the use of the bootstrap for approximating the distribution of n T n,β (X (p) , Y (p) ). The bootstrap can be made to work for the degenerate V -statistic T n,β (X, Y ) as shown in Arcones and Giné [1] . In this case, the naive bootstrap does not work and one has to modify the degenerate kernel. Since the V -statistic T n,β (X (p) , Y (p) ) is degenerate for every fixed p we face the problem of approximating the distribution of the latter statistic by its bootstrap version. We will show that this approximation works.
We will make use of a modification of Lemma 2.2 in Dehling and Mikosch [5] , which deals with U -statistics with a kernel defined on the Euclidean space. We work with a separable metric space S. For m ≥ 1, let h : S m → R be a symmetric function. Let (X (1) i , X (2) i ), i = 1, 2, . . . , be an S × S-valued iid sequence with marginal laws L(X (1) ) = F and L(X (2) ) = G, respectively. On the subset of probability measures on S,
we define the semi-metric
1 , . . . , X
where the infimum is taken over all random elements X
m , X
i ), i = 1, . . . , m, are iid S 2 -valued random elements, X
Let m ≥ 2 and choose H ∈ Γ 2,h . Define a function on S × S by
where (Z i ) are iid with common law H. The proof of the following result is completely analogous to that of Lemma 2.2 in Dehling and Mikosch [5] .
iid with common law F , and X (2) j iid with common law G. Then for any n ≥ 1,
For an S-valued iid sequence (Z i ) with common law F ∈ Γ 2,h and n ≥ 1 we denote by F n the empirical law of Z 1 , . . . , Z n . Consider an iid sequence (Z * ni ) with the law F n , that is, given that law, independent of (Z i ). The following result is analogous to Theorem 2.1 in [5] .
Corollary 5.2. Under the aforementioned conditions, and if also
for almost all realizations of (Z i ).
Proof. By (5.2), it suffices to show that d 2,h (F n , F ) → 0, almost surely. By Varadarajan's theorem (see Billingsley [3] , p.29) the empirical distribution F n converges weakly to the distribution F , for almost all realizations (z i ) i≥1 of (Z i ) i≥1 . Thus, by Skorokhod's theorem, there exist a sequence of random variables (Z * n ) n≥1 such that Z * n has distribution F n , and an F -distributed random variablẽ Z such that Z * n →Z almost surely. We now take m iid copies of the pair (Z * n ,Z), which we denote
Moreover, by definition of d 2,h , we have
It suffices to show that the right-hand side converges to 0 as n → ∞. For any > 0, we can find a bounded continuous function g : S m → R such that
By Lebesgue's dominated convergence theorem, we obtain
The strong law of large numbers for U -statistics implies that
This finishes the proof.
In what follows, (Z i ) will stand for the iid sequence of the pairs (X i , Y i ), i = 1, 2, . . . , used in the previous sections for defining the quantities T n,β (X, Y ). Correspondingly, we write (Z Under the hypothesis that X, Y are independent, T n (X, Y ) has representation as a V -statistic of order 4 with a 1-degenerate symmetric kernel h 4 = h(x 1 , x 2 , x 3 , x 4 ); see Appendix A, where we also show that, when scaled by n, the limits of T n (X, Y ) and the corresponding normalized U -statistic (which is obtained by ignoring all summands h(Z i 1 , Z i 2 , Z i 3 , Z i 4 ) with the property i j = i k for j = k) differ by an additive constant. Applying the Hoeffding decomposition to this U -statistic, the limiting distribution of nT n (X, Y ) coincides, up to a scale change, with the limiting distribution of the following normalized U -statistic:
where F Z = F X × F Y and h 2 is defined in (5.1). Arcones and Giné [1] proved that the correct bootstrap version of n T n (X, Y ) is
where F n,Z is the empirical distribution of the iid sample Z 1 , . . . , Z n . The fact that the limiting distributions of U n (Z) and U n (Z * ) coincide follows from Corollary 5.2. Our program for the remainder of this section is to show that we are allowed to replace Z = (X, Y ) by the corresponding discretizations Z (p) = (X (p) , Y (p) ) in the aforementioned U -and V -statistics, i.e., we will show that suitable bootstrap versions of n T n,β (X, Y ) and n T n,β (X (p) , Y (p) ) have the same limiting distribution. We start by showing that U n (Z) and U n (Z (p) ) are close in the sense of the d 2 -metric.
Lemma 5.3. Assume the following conditions:
1. X, Y are independent and have finite second moments.
Proof. By (5.2), with h given by (A.1), we have
The second moments are estimated as in Proposition 7.1 below. We have by (7.4),
. The second moments of I 2 , I 3 can be bounded by the same quantities.
Our next goal is to show that, under appropriate assumptions, the difference between the laws of U n (Z * ) and U n (Z (p) * ) asymptotically vanishes.
Lemma 5.4. Consider the following conditions:
for a.e. realization of (Z i ).
Proof. With h given by (A.1), by Lemma 5.1 it is enough to prove that d 2,h L(Z * ), L(Z (p) * ) → 0 for a.e. realization of (Z i ). We have
We first show that the right-hand side converges to zero under the assumption that 1, 2a, and 3a hold. Using (A1), we obtain
Thus, if n δ γ X ∧γ Y n < ∞ applications of Markov's inequality and the Borel-Cantelli lemma yield
Now assume that 1, 2a, 2b and 3b hold. Using standard calculations for U -statistics, we have
We have
). We can handle J 1 similarly to the proof of Lemma 5.3. For example,
→ 0 as n → ∞ follows by an application of Markov's inequality of order 2, the Borel-Cantelli lemma and since n n −1 δ
We omit further details.
Combining the previous arguments, a natural bootstrap version of the degenerate V -statistic n T n (X (p) , Y (p) ) is given by U n (Z (p) * ). 
For an application of the bootstrapped sample distance correlation nR n (X (p) , Y (p) ) we still miss one step in the derivation of the bootstrap consistency: we also need to prove that the denominator quantities converge a.s.
In Lemma 7.4 we provide sufficient conditions for this to hold.
Simulations
In this section we illustrate the theoretical results in a small simulation study. We start with identically distributed fractional Brownian motions (fBM) X, Y on [0, 1] with Hurst coefficient H and correlation ρ where the dependence between X and Y is given by the covariance function
If X = Y we also set ρ = 1. Note that, for H = 1/2, the right-hand side collapses into ρ(s ∧ t), corresponding to Brownian motions X, Y . The top graph in Figure 1 nicely illustrates the consistency of the sample correlation R n (X (p) , Y (p) ) for independent X and Y (ρ = 0). In the top row we fix p = 100 and increase n from 100 to 400, and we choose H = 1/4, H = 1/2 (BM) and H = 3/4. Apparently, we can see the influence of the smoothness of the sample paths: the larger H the larger γ X = γ Y = 2H (see Example 2.3), the smoother the sample paths and the closer R n (X (p) , Y (p) ) to zero; see also the upper bounds in Proposition 7.1. In the bottom row we show R n (X (p) , Y (p) ) for dependent X and Y with ρ = 0.5. We again choose H = 1/4, H = 1/2 (BM) and H = 3/4, fix p = 100 and increase n from 100 to 300. In the bottom graphs the sample distance correlation converges to some positive constants; we see a clear difference between the independent and dependent cases. In Figure 2 we illustrate the performance of the sample distance correlation R n (X (p) , Y (p) ) when X and Y are independent (possibly with distinct distributions) non-Gaussian processes. We treat three cases, including heavy-tailed processes: X, Y are iid geometric BMs (left), X, Y are iid α-stable Lévy motions (middle), X is a geometric BM and Y an α-stable Lévy motion (right). For geometric BM we choose the parametrization
where µ = 1 (drift), σ = 0.7 (volatility) and B is standard BM. The parameters of the α-stable Lévy motions are (α, β, µ, σ) = (1.8, 0.3, 0, 1); cf. [13, Ex. 3.1.3]. We fix p = 100 and increase n from 100 to 300. Also in these non-Gaussian settings the boxplots nicely illustrate consistency of R n (X (p) , Y (p) ) even in the heavy-tailed α-stable case. In Figure 3 we study the influence of the size of p on the sample distance correlation for a given n. We choose p = 100 (left) and p = 300 (middle) while X, Y are independent BMs: there is hardly any difference between the left and middle graphs for a given n. In the right graph we choose iid α-stable Lévy motions X, Y with the same parameters as before. We increased p from 100 to 1000 and fix n = 100. Again, one can hardly see any difference between the boxplots. These observations are not surprising -in view of the definition of the distance correlation and the independence of X (p) and Y (p) for any p. However, it is perhaps unexpected that n and p may have similar size and still provide good approximations to zero.
In Figure 4 we visualize how the bootstrap works for the normalized sample distance correlations nR n (X (p) , Y (p) ) for iid fBMs X, Y . We show histograms based on 500 replications of nR n (X (p) , Y (p) ) and compare with the histograms based on 200 replications of the bootstrap version generated from a single sample. We see that the distributions of nR n (X (p) , Y (p) ) and its bootstrap version are close to each other and get more concentrated. For each p = 100 (left) and p = 300 (middle) we take three distinct sample sizes n = 100, 200, 300. The boxplots are based on 300 replications. Right: X, Y are iid α-stable Lévy motions, n = 100 is fixed while p = 100, 500, 1000. The boxplots are based on 500 replications.
Proof of Theorem 3.1
We prove the theorem by a series of auxiliary results.
Proposition 7.1. Assume the conditions 1.-4. of Theorem 3.1.
1.
If also (A1) holds then there is c such that for any n ≥ 1,
2.
If also (B1),(B2) hold then there is c such that
Proof. We start with the decomposition
We will find bounds for the absolute values of the expectations of these quantities. From now on, c denotes any positive constants whose values are not of interest. First assume that (X, Y ) have finite second moment. Observe that
By a symmetry argument, interchanging the roles of X and Y , it suffices to consider I 11 . Using the independence of X and Y , we have
Assume 0 < β ≤ 1. Then, by concavity and Jensen's inequality,
The last step follows from (A1). If 1 < β < 2, we use the inequality |x β − y β | ≤ β(x ∨ y) β−1 |y − x| for positive x, y and Hölder's inequality to obtain
Since (3 − β) −1 < 1 the same arguments as in the case 0 < β < 1 yield P 2 ≤ c δ γ X /2 n . Moreover, we have
It follows from Remark 2.1 that P 12 < ∞ and a similar argument yields P 11 < ∞.
Summarizing the previous bounds for 0 < β < 2 under (A1), we have
Now we turn to I 2 . Observe that
and a similar bound exists for |I 3 |. The same arguments as above yield
Next assume that (X, Y ) have finite βth moment for some β ∈ (0, 2). We follow the patterns of the proof in the finite variance case. We start by bounding E[|I 1 |]. First assume β ∈ (0, 1]. Following (7.4), we have by (B2),
. Now assume 1 < β < 2. Following (7.5), we have by Hölder's inequality,
Proceeding as for 0 < β < 1, we have
We also have
The right-hand side is finite by assumption (B1). Collecting bounds for 0 < β < 2, we arrive at
The quantities E[|I i |], i = 2, 3, can be bounded in a similar way. Now we can finish the proof of the first two parts of Theorem 3.1. We assume that either (A1) or [(B1),(B2) and p δ β/2+γ X ∧γ Y n → 0] are satisfied. Under these assumptions, it follows from
The quantity T n,β (X, Y ) can be written as a V -statistic of order 4 of the sample ((X i , Y i )) i=1,...,n ; see Appendix A. (Lyons [9] used a Vstatistics of order 6. The higher order leads to a higher numerical complexity for the calculation of the bootstrap quantities.) Since X, Y are assumed independent and E[ X
.1) we may apply the strong law of large numbers to the V -statistic T n,β (X, Y ) implying that
Hence the first parts of the theorem follow.
Under the corresponding growth conditions (A2) and (B4) on δ n → 0, Proposition 7.1 also yields
Then we can use the fact that the V -statistic T n,β (X, Y ) is degenerate of order 1 to conclude that n T n,β (X, Y ) converges in distribution to a series of independent weighted χ 2 -distributed random variables, and n T n,β (X (p) , Y (p) ) has the same weak limit; we refer to Arcones and Giné [1] , Serfling [18] for general limit theory on U -and V -statistics.
Remark 7.2. Following the aforementioned arguments, the strong law of large numbers (7.7) remains valid if X and Y are dependent and the corresponding moments in the definition of T β (X, Y ) are finite. In this case T n,β (X, Y ) is a non-degenerate V -statistic and it follows from the Hoeffding decomposition that ( √ n(T n,β (X, Y ) − T β (X, Y ))) converges to a normal distribution provided sufficiently high moments of (X, Y ) are satisfied.
Our next goal is to prove the last two parts of Theorem 3.1. They will follow if we can show consistency of T n,β (X (p) , X (p) ) and T n,β (Y (p) , Y (p) ). This is the content of the following lemma. Lemma 7.3. Assume the following conditions:
1. X is defined on [0, 1] and has Riemann square-integrable sample paths. 2. If X has a finite first moment X is centered. 3. δ n → 0 as n → ∞. 4. β ∈ (0, 2). Moreover, consider the following conditions:
(1) X has finite second moment and there exist γ X > 0 and c > 0 such that
and there exist γ X > 0 and c > 0 such that
Moreover, we also have
Similarly as in (7.4) the first expectation is bounded by c δ βγ X n , while the remaining two expectations are bounded, so that as in the proof of Proposition 7.1, we have that
If 1 < β < 2 we may proceed as for E [I 11 ] in the proof of Proposition 7.1 in the case 1 < β < 2:
We have P 2 ≤ c δ γ X /2 n and
We deal only with P 12 ; P 11 can be bounded in a similar way. For 1 < 2β ≤ 2, the function f (x) = |x| 2β−1 is concave. Therefore
In the last step we used (7.8). If 2 < 2β < 4 we have by Lyapunov's inequality and (7.9),
Thus we proved that
We can deal with I 2 in the same way by observing that
The expected value of P 2 is bounded and hence P 2 is stochastically bounded while similar calculations as for I 1 show that E[| P 1 |] → 0. Hence I 2 P → 0. We have
We will deal only with I 32 ; the other case is similar. Assume 0 < β ≤ 1. By the Cauchy-Schwarz inequality and using similar bounds as above, 
12
, where P 11 , P 12 are defined above and shown to be bounded. This concludes the proof under condition (1).
We assume condition (2). Now we prove the lemma under the condition that the moments of X(t) of the order 2β ∈ (0, 2) are finite. We have for 2β ≤ 1 by concavity and in view of condition (7.11),
n .
(7.17)
The right-hand side goes to zero by assumption. For 2β ∈ (1, 2) we have by Hölder's inequality,
≤ c E X = c P 1 P 2 .
The quantity P 1 is finite in view of (7.10) and P 2 → 0 by the argument of (7.17).
For I 2 = P 1 P 2 we use (7.14) . Since E[ X 1 −X 2 Then one can define the corresponding symmetric kernel via the usual symmetrization as (A.1) h(z 1 , z 2 , z 3 , z 4 ) = 1 24 (l 1 ,l 2 ,l 3 ,l 4 ) permutation of (1, 2, 3, 4) f (z l 1 , z l 2 , z l 3 , z l 4 ).
It is not difficult to see that the kernel h is at least 2 ] < ∞ for some β ∈ (0, 2) then T n,β (X, Y ) has representation as a V -statistic with a symmetric kernel h of order 4 which is 1-degenerate. Moreover, the corresponding U -statistic T n,β (X, Y ), which is obtained from T n,β (X, Y ) by restricting the summation to indices (i 1 , i 2 , i 3 , i 4 ) with mutually distinct components, satisfies the relation n T n,β (X, Y ) − T n,β (X, Y )
Indeed, observe that ∆ n = T n,β − T n,β is based on summation of the kernel h over indices (i 1 , i 2 , i 3 , i 4 ) for which at least two components coincide. If more than 2 indices coincide the number of these summands in ∆ n is of the order O(n 2 ). However, the normalization in n∆ n is of the order n 3 . Therefore the sum of these terms is negligible as n → ∞. Finally, the part of the sum corresponding to the case when exactly two indices coincide and the other indices are different, can be written as a U -statistic of order 3. By the law of large numbers, this U -statistic converges a.s.
Remark A.2. The additional moment assumption on h(Z i 1 , Z i 2 , Z i 3 , Z i 4 ), 1 ≤ i 1 ≤ i 2 ≤ i 3 ≤ i 4 ≤ 4, required in Corollary 5.2 is satisfied for our kernel. Note that it suffices to consider the nonsymmetric kernel f , and to show that E[(f (Z i 1 , Z i 2 , Z i 3 , Z i 4 )) 2 ] < ∞, for all indices 1 ≤ i 1 , . . . , i 4 ≤ 4. For our specific kernel, this condition reads
< ∞, and this holds under the moment conditions made in this paper.
