Abstract. In this paper, the Banach space valued Bochner-Lebesgue spaces with variable exponent are introduced. Then the dual space, the reflexivity, uniformly convexity and uniformly smoothness of these new spaces are obtained. Finally the properties of the Banach valued Bochner-Sobolev spaces with variable exponent are also given. Those are a generalization of scalar valued Lebesgue and Sobolev spaces with variable exponent.
Introduction
Since 1991, variable exponent spaces, including variable exponent Lebesgue, Sobolev, Besov, Triebel-Lizorkin and Morrey spaces, have attracted many attentions; see [2, 4, 7, 8, 10, 11, 15, 16] and references therein. These spaces have also many applications. It is well known that Banach space valued Bochner-Lebesgue and Sobolev spaces have been used in analysis, for example, see [3, 13] . Motivated by mentioned references, we will discuss Banach space valued Bochner-Lebesgue spaces with variable exponent. In what follows, (A, A , μ) will be a σ -finite complete measure space. Suppose D is a subset of A, let χ D be the indicator function on D. Let E be a Banach space with norm · . The dual space of E is the vector space E * of all continuous linear mappings from E to R or C. To avoid a double definition we let K be either R or C. We denote by S E its unit sphere {x ∈ E : x = 1} . Let P(A, μ) denote the set of all μ -measurable functions p(·) If ϕ is a generalized ϕ -function on (A, A , μ), we write ϕ ∈ Φ(A, μ).
DEFINITION 2. A function f :
A → E is strongly μ -measurable if there exists a sequence { f n } n 1 of μ -simple functions converging to f μ -almost everywhere.
Then by L 0 (A, E) we denote the space of all E -valued strongly μ -measurable functions on A. We set t ∞ = 0, if t ∈ [0, 1] and t ∞ = ∞, if t ∈ (1, ∞).
DEFINITION 3. The Bochner-Lebesgue spaces with variable exponent L p(·) (A, E)
is the collection of all strongly μ -measurable functions f : A → E endowed with the norm:
It is easy to see that
Secondly, we consider the dual of L p(·) (A, E).
To do so, we need to recall some definitions.
DEFINITION 4. A mapping
F(A n ) with convergence in the norm of E. The variation of an E -valued measure F is the mapping F :
where the supremum is taken of all finite disjoint partitions π of A. An E -valued measure F is of bounded variation if F (A) < ∞.
DEFINITION 5. A Banach space E has the Radon-Nikodym property with respect to a σ -finite measure space (A, A , μ) if for every E -valued measure F of bounded variation on A which is absolutely continuous with respect to μ there exists a function φ ∈ L 1 (A, E) such that
Our second result is the following. THEOREM 2. Let (A, A , μ) be a σ -finite complete measure space, E * have the Radon-Nikodym property with respect to (A, A , μ), and p(·) ∈ P(A, μ) with p
is a linear isomorphism and
Suppose E is reflexive, then E * is also reflexive. From [6] , E * has the RadonNikodym property, thus by Theorem 2, we have the following corollary.
COROLLARY 1. If E is reflexive and p(·)
Thirdly, we shall consider the uniformly convexity of these spaces. Let us recall the definition of the uniformly convexity.
A Banach space X is called uniformly convex, if there exists a uniformly convex norm · , which is equivalent to the original norm of X. Another geometric property which we will discuses for L p(·) (A, E) is uniformly smoothness. DEFINITION 7. Let X be a normed space. Define
Then ρ X is called uniformly smoothness of X. If lim Let Ω be a open set of R n , and μ be the Lebesgue measure on R n . In this case we denote by L p(·) (Ω, E) the Bochner-Lebesgue space with values in Banach space E and variable exponent p(·), and P(Ω, μ) by P(Ω) for simplicity.
then g is called a weak derivative of u with respect to α. Denote g by ∂ α u. For simplicity, denote
It is easy to see that From [9] , we know every uniformly convex space has the Banach-Sakes property. Thus we have the following corollary.
COROLLARY 3. Let E be a uniformly convex Banach space. (i) Suppose p(·)
(ii) If k ∈ N, and p(·) ∈ P(Ω) with
has the Banach-Saks property. DEFINITION 11. A normed space X has the Radon-Riesz property, if whenever a sequence (u i ) converges weakly to u and u i converges to u , it follows that u i converges to u in X.
It is well known that every uniformly convex normed space has the Radon-Riesz property, for example, see Theorem 5.2.18 in [14] . Therefore we have the following corollary.
COROLLARY 4. Let E be a uniformly convex Banach space.
Finally, we point out that the notation means the proof is finished.
Proofs of the main results
To give the proofs, we will use the ideas for the scalar valued setting; see [5] . First, we need preliminaries.
Lemma 1 is Lemma 2.1.14 and Corollary 2.1.15 in [5] . The following Lemma is Lemma 2.1.9 in [5] . LEMMA 2. Let ρ be a convex semimodular on X and
which is measurable and
Hence lim
Since N is countable we deduce that ϕ p(·) (y, k f (y) ) = 0 for almost all y ∈ A and all k ∈ N. The convexity of ϕ p(·) and ϕ p(·) (y, 0) = 0 imply that ϕ p(·) (y, λ f (y) ) = 0 for almost all y ∈ A and all λ > 0. Since lim t→∞ ϕ p(·) (y,t) = ∞ for all y ∈ A, this implies that f (y) = 0 for almost all y ∈ A, 
Proof. Fix ε > 0 and let V t := {y ∈ A, ϕ p(·) (y,t) = 0}, for t > 0. Then V t is measurable. For all y ∈ A the function t → ϕ p(·) (y,t) is non-decreasing and lim
If U is μ -measurable with ν K (U) = 0, then ϕ p(·) (y, K) = 0 for μ -almost every y ∈ U. Thus μ(U\V K ) = 0 by the definition of V K . Hence, U is a μ| A\V K -null set, which means that μ| A\V K is absolutely continuous with respect to ν K . Since μ| A\V K μ(A) < ∞, and μ| A\V K is absolutely continuous with respect to ν K , there exists δ
Assume in the following m, k k 0 , then by convexity and Lemma 1,
We write E m,k,ε := {y ∈ A :
By the choice of δ , this implies that μ(E m,k,ε \V k ) ε. With μ(V k ) < ε we have μ(E m,k,ε ) 2ε. Since ε > 0 was arbitrary, this proves that f k is a Cauchy sequence with respect to convergence in measure. If f k L p(·) → 0, then exists K ∈ N such that μ{ f k ε} 2ε for all k K. This proves f k → 0 in measure.
LEMMA 5. Every · L p(·) -Cauchy sequence ( f k ) ⊂ L p(·) (A, E) has a subsequence which converges μ -almost everywhere to a measurable function f .

Proof. Let
Then by Lemma 4, f k is a Cauchy sequence with respect to convergence in measure on A 1 . Therefore there exists a measurable function f : A 1 → E and a subsequence of f k which converges to f μ -almost everywhere. Repeating this argument for every A i and passing to the diagonal sequence, we get a subsequence ( f k j ) and a μ -measurable function f : A → E such that f k j → f μ -almost everywhere.
After these preparation, we can give the proof of Theorem 1.
Proof of Theorem 1. Let ( f k ) be a Cauchy sequence. By Lemma 5 there exists a subsequence f k j and a μ -measurable function f :
Let λ > 0 and 0 
, and
Proof. By the Hölder inequality, it remains to prove that
Without loss of generality, we may assume that
for all n N 0 . Hence, it suffices to prove for a simple function g satisfying g L p (·) (A,Y ) = 1 such that φ g 1.
By Lemma 1 again, we have that f L p(·) ,E) 1. But
Since ε > 0 is arbitrary, then φ g 1.
Now, it is the position to prove Theorem 2.
Proof of Theorem 2. Let p
This implies
Hence, F n is absolutely continuous with respect to μ. Moreover, for unit vectors x j ∈ E and
where the third step follows from the definition of · L p(·) (A,E) .
By taking the supremum of the inequality over unit vectors x j ∈ E and all pairwise disjoint measurable sets
In particular, every F n is of bounded variation.
Since E * has the Radon-Nikodym property with respect to (A, A , μ) and F n is of bounded variation, these imply that every F n has a Radon-Nikodym derivative g n ∈ L 1 (A, E * ), such that
The function g n support in S (n) and g n | S (m) = g m | S (m) , where m n. Therefore the limit g = lim n→∞ g n is a strongly E * -value measurable function, and we have
At last, we will prove that g ∈ L p (·) (A, E * ). Note the mapping
The functional φ n g is the same as the simple function which supports in A n , then they are same on L p(·) (A n , E) by denseness. Hence, the bounded function g| A n as an
By the monotone convergence theorem,
for A n ↑ A as n → ∞. Note that Λ, χ A n f = g, χ A n f , using dominated convergence theorem and Hölder inequality, we have 
is uniformly convex, see Theorem 5.2.25 in [14] .
The following lemma is Lemma 2.4.16 in [5] .
LEMMA 14. If ρ 1 , ρ 2 are uniformly convex modular on X, then ρ := ρ 1 + ρ 2 is also a uniformly convex modular on X.
Finally, we can give the proof of Theorem 4.
Proof of Theorem 4. We only prove the results for the case k = 1, for k > 1 the proof is similar.
(i) First we show the Sobolev space is a Banach space. Let (u i ) be a Cauchy sequence in W 1,p(·) (Ω, E). We show there exists u ∈ W 1,p(·) (Ω, E) such that u i → u in W 1,p(·) (Ω, E) as i → ∞.
By Theorem 1, L p(·) (Ω, E) is a Banach space, therefore there exist u, g 1 ,... ,g n ∈ L p(·) (Ω, E) such that u i → u, and for j = 1,...,n, ∂ j u i → g j . Suppose ψ ∈ C ∞ 0 (Ω). Since u i ∈ W 1,p(·) (Ω, E), we have (g 1 ,. ..g n ) are u s weak derivatives. Thus u ∈ W 1,p(·) (Ω, E) and u j → u in W 1,p(·) (Ω, E).
(ii) Let p(·) is bounded and E is separable. Note that the Lebesgue measure over R n is separable, then similar to the constant exponent case we can obtain that L p(·) (Ω, E) is also separable and we omit the detail here.
(iii) If 1 < p − p + < ∞, and E is reflexive, by Corollary 1, L p(·) (Ω, E) is reflexive. By the mapping u → (u, ∇u), W 1,p(·) (Ω, E) is isomorphic a closed subspace of L p(·) (Ω, E) × (L p(·) (Ω, E)) n . From Lemma 13, W 1,p(·) (Ω, E) is also reflexive.
(iv) Let 1 < p − p + < ∞ and E is uniformly convex. Remark that the semimodular on W 1,p(·) (Ω, E) satisfies the 2 in this case. By Lemma 8, the semimodular ρ on L p(·) (Ω, E) is uniformly convex, again from Lemma 14, the semimodular on W 1,p(·) (Ω, E) is uniformly convex. Thus by Lemma 9 W 1,p(·) (Ω, E) is uniformly convex. REMARK 2. The (iv) of Theorem 4 can also obtained by Lemma 13. 
