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【摘 　要】　对员工的培训活动已经成为各个公司必不可少的一项内容 ,在培训上投入的资金越来越多 ,培训效果
的评估变得越来越重要 ,现在常用的方法大都是定性的方法而且研究的各个方面是分散的、独立的 ,为了较为精确
的对培训效果进行评估 ,得到较为直观的结论 ,本文采用了经典的柯克帕特里克模型 ,主要运用模糊数学中的
A HP 方法来对培训效果进行评估 ,给出了运算的步骤及实例。
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　　一、背景及问题介绍


















习层、行为层和结果层 ,见表 1 :







































属度来代替。因为评价指标是分层的 ,因此选用 AHP 层次分
析法来分析这个问题。
1、首先建立因素集 ,即影响个人信用的各个方面 ,因素集
设为 U = ui | i = 1 ,2 , . . . , n 。
2、利用 AHP 方法确定因素权重。AHP 方法分为四个步
骤 :
(1)确定判断矩阵 :通过同层因素两两比较得出判断矩阵
A = ( aij) ,满足 :
　　aij > 0 , aij aji = 1 , aii = 1 (1)











ωi 　i = 1 ,2 , . . . , n (3)
(3) 结合上层因素权重计算本层组合权重 :假定上层有 m
个因素 ,权重为 ( a1 , a2 , . . . , am) ,本层有 n 个因素 ,本层每一个
因素权重乘以所对应的上层因素的权重 ,则本层每一个因素的
组合权重为 :
　　　　　　w i = alωli (4)
其中ωli 表示本层的第 i 隔因素对应于上一层的第 m 个因素 ,它
在本层的权重为大小为ω,这样 ,可以得到本层次的组合权重





集 V = v j | j = 1 ,2 , . . . , h ,分别代表对于被评估因素的不同
满意程度 ,为了使判断结果尽可能量化 ,我们用函数来计算因
素集到评语集之间的映射。
f∶U →V , f ( uki ) = ( rki1 , rki2 , . . . , rkih) (5)
f ( uki ) 是对于 ui 因素的评价向量 , rij表示对于第 k 个员工关于
ui 因素的满意程度为 v j ,且 ∑
h
j = 1
rkij = 1 , r
k
ij Ε 0。
本文 中 采 取 的 评 语 集 为 三 个 等 级 的 评 语 集 V =
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　“对称型”函数 :μi2 ( x) = exp - (
x - ei2
σi
) 2 ei2 < 0
A
i (6)
　“降半型”函数 :μi1 ( x) =




) 2 x > ei1
A
i (7)




) 2 x < ei3




　　　　　　　　　　Rk = ( rkij) n ×h (9)
被评估对象的评价向量设为 B = ( b1 , b2 , . . . , bn) ;
结合 2 中得到的因素权重向量 W 和 3 中得到的评价向量 B ,我
们给出对于 k 个评估对象的评价结果 D :
　　　　　　　　D = W ÓB (10)










　　　“G < 阈值” 效果未达到理想水平 ,需将结果反馈 ,
改进培训
三、应用实例 :




的 9 个因素称为第一层。即 n = 9 , m = 4。
第二层因素用 S 表示 ; 第一层因素用 C 表示。
步骤一 :对第二层用两两比较法建立单因素评价集如表 2 ,。
对第一层用两两比较法建立单因素评价集 ,然后用 (2)
和 (3)式来得到本层各因素权重 ,再结合表 1 ,套用 (4)
式 ,得到如表 3 所示第一层的组合权重 ,在这里限于篇
幅只给出最后的组合权重表 1。
表 2 :第二层因素集权重
S1 S2 S3 S4
第二层
权重 (S)
S1 1 2 4 3 0 . 46
S2 1/ 2 1 2 3/ 2 0 . 23
S3 1/ 4 1/ 2 1 3/ 4 0 . 11
S4 1/ 3 2/ 3 4/ 3 1 0. 2
表 3 :第一层因素集组合权重
C1 C2 C3 C4 C5 C6 C7 C8 C9
两层因素组
合权重 ( C)
C1 1 3 5 7 2 8 4 9 6 0. 35
C2 1/ 3 1 5/ 3 7/ 3 2/ 3 8/ 3 4/ 3 3 2 0. 12
C3 1/ 5 3/ 5 1 7/ 5 2/ 5 8/ 5 4/ 5 9/ 5 6/ 5 0. 07
C4 1/ 7 3/ 7 5/ 7 1 2/ 7 8/ 7 4/ 7 9/ 7 6/ 7 0. 05
C5 1/ 2 3/ 2 5/ 2 7/ 2 1 4 2 9/ 2 3 0. 18
C6 1/ 8 3/ 8 5/ 8 7/ 8 1/ 4 1 1/ 2 9/ 8 3/ 4 0. 04
C7 1/ 4 3/ 4 5/ 4 7/ 4 1/ 2 2 1 9/ 4 3/ 2 0. 09
C8 1/ 9 1/ 3 5/ 9 7/ 9 2/ 9 8/ 9 4/ 9 1 2/ 3 0. 04








k = 1 k = 2 k = 3 k = 4 k = 5 j = 1 j = 2 j = 3
σi
i = 1 75 80 75 75 85 70 80 90 15
i = 2 75 80 85 80 80 70 80 90 15
i = 3 74 80 85 82 88 70 80 90 20
i = 4 81 85 86 85 80 70 80 90 20
i = 5 85 80 85 85 85 70 80 90 20
i = 6 75 80 85 75 85 70 80 90 20
i = 7 80 85 85 85 80 70 80 90 20
i = 8 80 85 80 75 80 70 80 90 20




0. 41 　0. 41 　0. 18
0. 41 　0. 41 　0. 18
0. 44 　0. 40 　0. 16
0. 26 　0. 44 　0. 3
0. 18 　0. 41 　0. 41
0. 41 　0. 41 　0. 18
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
R2 =
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
0. 18 　0. 41 　0. 41
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
0. 18 　0. 41 　0. 41
0. 18 　0. 41 　0. 41
0. 41 　0. 41 　0. 18
R3 =
0. 41 　0. 41 　0. 18
0. 18 　0. 41 　0. 41
0. 18 　0. 41 　0. 41
0. 25 　0. 36 　0. 39
0. 18 　0. 41 　0. 41
0. 18 　0. 41 　0. 41
0. 18 　0. 41 　0. 41
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
R4 =
0. 41 　0. 41 　0. 18
0. 28 　0. 44 　0. 28
0. 24 　0. 44 　0. 32
0. 18 　0. 41 　0. 41
0. 18 　0. 41 　0. 41
0. 41 　0. 41 　0. 18
0. 18 　0. 41 　0. 41
0. 41 　0. 41 　0. 18
0. 28 　0. 44 　0. 28
R5 =
0. 18 　0. 41 　0. 41
0. 28 　0. 44 　0. 28
0. 16 　0. 37 　0. 57
0. 28 　0. 44 　0. 28
0. 18 　0. 41 　0. 41
0. 18 　0. 41 　0. 41
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
0. 28 　0. 44 　0. 28
步骤四 :根据 (11)式可以获得 5 个被评估员工的评语向量 :
b1 = (0 . 33 ,0 . 40 ,0. 25) ; b2 = (0. 27 ,0. 43 ,0. 30) ;
b3 = (0127 ,0140 ,0. 37) ; b4 = (0. 29 ,0. 41 ,0. 29) ;
b5 = (0 . 21 ,0 . 34 ,0. 32)
步骤五 :如果给“好”打 0. 9 分 ,“较好“对应 0. 7 ,“一般”对应
015 ,可得被评价员工的最后评价集 :
D =
0. 33 　0. 40 　0. 25
0. 27 　0. 43 　0. 30
0. 27 　0. 40 　0. 37
0. 29 　0. 41 　0. 29














(0. 821 + 0. 694 + 0. 708 + 0. 693 + 0. 587) = 0. 70
结果表明 ,如果最优状态为“1”,及格为“0. 6”的话 ,那么此
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( u ( k) - um ( k) )
2 (9)
3. 4 控制网络 NNC 的构造
直接逆控制器 NNC 就是将逆模型直接用作为控制器。考
虑到系统未来的输出 y ( k + 1) 是的函数 um ( k) ,不能直接使用
于式 (8) ,因此用参考输入信号 r ( k + 1) 代替 y ( k + 1) 则 ,控制
器的输出可表示为 :
u ( k) = g - 1[ r ( k + 1) , y ( k) , L y ( k - n + 1) , u ( k) , L , u ( k - m) ] T
(10)
NNC 的在线训练性能指标为 : 　EC =
1
2




yout ( k) =
1. 2 yout ( k - 1)
1 + yout2 ( k - 1)
+ u ( k - 1) (12)
PID 的参数为 : kp = 0. 04 ; ki = 0. 05 ; kd = 0 . 01 ,神经网络结构为
4 ×6 ×1 ,学习速率为 0 . 25。
4. 1 NNM 的在线辨识结果
根据 PID 控制器进行控制时提供的实时数据进行在线辨
识。结果如图 3 所示 :其中 (1) 为控制量 u ( k) 实时曲线 ; (2) 为
神经网络逆模型辨识的输出 um ( k) 实时曲线 ; (3) 为 error ( k)
= u ( k) - um ( k) 。当 k = 606 时 , Em <ε= 0. 000001。
4. 2 控制器的阶跃响应
如图 4 所示 :曲线 (1) 为基于 PID 与神经网络逆控制的自
适应控制器阶跃响应 ,曲线 (2) 为神经网络直接逆控制的阶跃
响应 ,曲线 (3)为阶跃信号。仿真表明 :采用神经网络直接逆控




　　设系统的输入为 r ( k) = 1 ,在 k > 800 时被控对象变为 :
yout ( k) =
1 . 2 yout ( k - 1)
1 + yout2 ( k - 1)
+ u ( k - 1) +
y ( k - 1)
6
图 3 NNM 的在线辨识结果　　　　图 4 阶跃响应曲线的比较
如图 5 所示 ,曲线 (2) 为采用简单连接的神经网络直接逆
控制被控对象变化时阶跃响应 ,由于其 NNC 的网络权值不具




如图 6 所示 ,为采用基于神经网络逆控制的自适应控制器
的方波跟踪曲线。
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