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ABSTRACT 
In the context of data visualization and analytics, this report out-
lines some of the challenges and emerging applications that arise 
in the Big Data era. In particularly, fourteen distinguished scien-
tists from academia and industry, and diverse related communi-
ties, i.e., Information Visualization, Human-Computer Interac-
tion, Machine Learning, Data management & Mining, and Com-
puter Graphics have been invited to express their opinions. 
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1. INTRODUCTION 
Data visualization and analytics are nowadays one of the corner-
stones of Data Science, turning the abundance of Big Data being 
produced through modern systems into actionable knowledge. In-
deed, the Big Data era has realized the availability of voluminous 
datasets that are dynamic, noisy and heterogeneous in nature. 
Transforming a data-curious user into someone who can access 
and analyze that data is even more burdensome now for a great 
number of users with little or no support and expertise on the data 
processing part. Thus, the area of data visualization and analysis 
has gained great attention recently, calling for joint action from 
different research areas from the Information Visualization, Hu-
man-Computer Interaction, Machine Learning, Data manage-
ment & Mining, and Computer Graphics. 
Several traditional problems from those communities, such as ef-
ficient data storage, querying and indexing for enabling visual an-
alytics, ways for visual presentation of massive data, efficient in-
teraction and personalization techniques that can fit to different 
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modern visualization systems that offer scalable techniques to ef-
ficiently handle billion objects datasets, while limiting the visual 
response to a few milliseconds [38][7][6][35][19][8].  
In this report, in the context of the 3rd International Workshop on 
Big Data Visual Exploration and Analytics (BigVis)1, the organ-
izing committee invited fourteen distinguished scientists, from 
different communities to provide their insights regarding the chal-
lenges and the applications they find more interesting in coming 
years, related to Big data visualization and analytics2.  
Particularly, each scientist summarizes his thoughts regarding the 
following two aspects: 
− the top future research challenges in Big Data visualiza-
tion and analytics 
− the top emerging applications in the context of Big Data 
visualization and analytics 
We present their responses in the following sections, while the 
challenges are summarized as follows. 
First, a challenge related to the Machine Learning (ML) field is 
enabling interactive machine learning. The challenge is to build 
interactive tools and visualizations for machine learning that can 
provide user recommendations and support user-driven ML ap-
plications. Also, it involves interactive methods for interpreta-
tion, debugging, and comparisons of ML models.  
Another challenge is related to the scalability and efficiency of 
data visualization and interaction operations. In that direction, the 
challenges involve how to build tools that can perform interactive 
operations and complex analytics over massive sets of data. In 
that respect, there is the need for novel approaches (e.g., progres-
sive data processing) that can efficiently handle large streaming, 
sampled, uncertain, high-dimensional, noisy data. 
2 This report is also appearing at ACM SIGMOD Blog:   
    https://wp.sigmod.org 
 
 
Bringing closer data management, storage and processing infra-
structure with the user visual interaction reveals an interesting op-
portunity to re-define and re-evaluate an algebra in the context 
of visual applications. Such an algebra can help database engi-
neers to choose the best storage and indexing schemes, design 
special operators for visualizations and support optimizations for 
multiple operators, support collaborative visualizations by multi-
ple users on smart devices and finally accelerate the performance 
of visual interaction with new hardware.  
Interactive data visualization should become more automated and 
understand what the users need to solve their problem. For exam-
ple, the tools should recommend what queries or views of the data 
the users might want to inspect, learn what sorts of data will be 
useful and what level of precision they need or choose design pa-
rameters based on users’ needs. In general, the tools should pro-
vide enough guidance in the visual analytics process, supporting 
adaptive and personalized visual analysis systems and compre-
hensive visual mappings of data.  
In essence, as important changes in the world can often be in data 
not seen by humans, data visualization systems should provide 
sustainable insights and insights recommendations. Thus, we 
need to develop tools, which help non-data scientists to discover 
insights and continuously monitor the data for changes. Tools 
that automatically produce data stories and explanations for hu-
mans that are not data scientists or analysts explaining the rele-
vant statistics and machine learning to support the human deep-
dives when the computer’s advice. 
Along the same direction, data science applications should be-
come more user-oriented. Data analytics should become accessi-
ble to a broader range of users and stakeholders who can take ad-
vantage of the data. Novel interfaces and sophisticate design of 
the user interactions will assist users to understand data types, 
properties of the data, and their complexity in a more natural, 
more intuitive manner, exploiting the complementary skills of hu-
mans and computers. Computer architectures and data systems 
(which are primarily built for computational performance) need 
to support the partnership with humans, e.g., humans using their 
rich understanding of the world will supervise the autonomous 
machine-learning modules. 
Following the challenge of human-computer partnership in data 
analytics, the combination of human vision research and modern 
computational sciences offers a new foundation to visualization 
research. Human factors, related to human vision and perception, 
could be directly integrated throughout the visualization pipeline, 
for supervising or providing feedback to computers.  
Besides, like other areas in computational sciences, there is the 
challenging need for developing benchmarks and benchmarking 
techniques for assessing data visualization and visual analytic 
tools, in terms of performance, usability, recommendation accu-
racy, etc. 
Finally, the support of federated visualization over different data 
sources may be extremely valuable and, in such cases, several 
challenges will raise, related to addressing data privacy and eth-
ical issues. 




2. Gennady & Natalia Andrienko 
Visual Analytics for Data Science: A Critical View. Visual rep-
resentations are often used in data analysis. In traditional data 
mining approaches, visualizations appear at the very end of ana-
lytical workflows, aiming at interpretation of identified patterns 
and their communication to various recipients, e.g., other ana-
lysts, decision makers or general public. According to the visual 
analytics philosophy [1][5], while human efforts must be reduced 
as much as possible by computational processing, visualization 
needs to be employed throughout the entire analytical workflow 
whenever an analyst is supposed to take informed decisions con-
cerning further steps. The role of visualization is to convey the 
necessary information to the human in a form enabling effective 
perception and cognition. Hence, the task of visual analytics is to 
develop analytical workflows in which human cognition is effec-
tively supported by visualizations and computational processing. 
Visual analytics should also be involved in development of new 
algorithms and software tools for automated analysis and model-
ling (e.g., machine learning methods) for checking whether and 
how well the methods are doing what they are intended to do. 
Future Challenges. Our major research topic is visually-driven 
analysis of spatio-temporal data. A representative example is 
movement data consisting of sequences of time-referenced posi-
tions. A variety of methods and tools exist already (see theoretical 
foundations in the book [2]); new methods are developing ac-
tively (this is confirmed by a large number of accepted papers on 
this topic at IEEE VIS and other highly-selective conferences) 
and applied successfully in such domains as transportation [3] and 
sport analytics [4]. While the following thoughts have arisen from 
our experiences with spatio-temporal data, they are applicable to 
other types of complex data. 
Emerging Applications. Several key recent developments create 
great opportunities for empowering data science by visual analyt-
ics. The first one is the appearance and wide spread of data sci-
ence-oriented languages such as Python and R. These languages 
enable step-by-step data analysis and support integration of visu-
alizations in analytical workflows. Analytical notebooks based on 
these languages help to document analysis, enable reproducibility 
and help to share results. These technologies are so easy to use 
that nowadays everyone can become an analyst. There exist text-
books explaining the basics on simple examples, and many pieces 
of code are available online for use and adaptation. This phenom-
enon has its back side: self-made analysts often lack fundamental 
knowledge of the overall analysis process, and miss understand-
ing of why, when, and how visualizations need to be used in anal-
ysis. The Internet is overfilled by visualizations, often looking 
very impressive and fancy, that communicate spurious patterns in 
inadequate ways. Unfortunately, most of the available code ex-
amples and the majority of text books don’t go beyond applying 
basic graphics to simple data and do not demonstrate the analyti-
cal value of the graphics. Therefore, we see the major challenge 
in educating data scientists on how to use visualizations correctly 
and effectively within non-trivial analytical workflows, under-
standing and taking into account the data types, properties of the 
data, and their complexity. 
 
3. Steven Drucker 
Future Challenges & Emerging Applications.  
Systems for Machine Learning (ML) and ML for Systems. While 
perhaps overhyped, the huge amount of attention directed towards 
Machine Learning is apparent throughout research and industry. 
Papers are appearing covering numerous aspects, from fundamen-
tal theoretical advances like causal reasoning and general intelli-
gence to applications of machine learning in systems and 
knowledge work. This explosion in machine learning is enabled 
primarily by the vast amounts of data available and systems that 
allow the training for models using those large data sets. This in 
turn enables clever applications of these techniques above and be-
yond the basic frontiers of ML (classification, clustering, and re-
gression). Given this explosion, we need far better techniques for 
working with the data and the models for ML. This includes help-
ing troubleshoot models, understanding where models work and 
don’t work, comparing models with each other, and giving under-
standable explanations for model behavior. Since visualization is 
fundamentally about helping humans interpret and interact with 
data, interactive tools and visualizations for machine learning is 
a one of the top challenges for visualization in the coming decade. 
At the same time, using the output of models to help build better 
visualizations (whether it’s for recommending a single or se-
quence of visualizations) or to interact at a higher level with data 
by helping find optimal ways of leveraging human intuition and 
knowledge while exploiting more powerful computation is a key 
component of new applications. 
To concretize these areas, here are some of the recent research 
papers that presage some of the emerging applications in this area. 
− Methods for interpretation of ML models, both specific types 
of models (such as Additive Models) which both perform 
well and are somewhat interpretable, and more general 
techniques for interacting with arbitrary models. Closely re-
lated to the above, as a requirement of the European laws for 
General Data Protection Regulation (GDPR), any decision 
made algorithmically must be explainable and whenever data 
needs to be explained, visualization is an important compo-
nent. Recent work on this includes the research of Hohman et 
al. [21] from Rich Caruana’s GAM models [28], Wattenberg 
& Viegas [53], and others on creating more interpretable 
models or LIME [35] and Lundberg [30]. 
− Systems for troubleshooting and debugging models and the 
spaces where they are effective as well as comparing models 
with each other. Recent work includes the research of 
Saleema Amershi in Model Tracker [1] and Besmira Nushi 
on Error Terrain Analysis3. 
− Generating recommendations for visualizations based on 
models of user behavior. Work such as Moritz’s Draco sys-
tem [33] and Kim’s GraphScape system [24]. 
− Interpreting visualization for subsequent reuse. Work by 
Poco & Heer [35] and Agrawala et al. [40] 4. 
− Creating higher level interactions with data through NLP 
and other modalities such as the VODER work of Srinivasan 




4. Jean-Daniel Fekete 
Future Challenges. To be effective, visualization and visual an-
alytics should be interactive, meaning that computing visual rep-
resentations should happen in a few seconds, interacting on them 
should be responsive, and analytics should also be done in accord-
ance with the acceptable limits of human latency as described in 
the literature [24]. Building systems that remain interactive at 
scale and using complex analytics is a major challenge for the 
visualization field, which may become irrelevant if it does not ad-
dress the scalability challenge properly. 
Emerging Applications. To address this scalability challenge, 
my new focus of research is "Progressive Data Analysis and Vis-
ualization", a new paradigm of computation that, instead of per-
forming computations in one step that can take an arbitrarily long 
time to complete, splits them in a series of short chunks of approx-
imate computations that improve with time. Therefore, instead of 
waiting for an unbounded amount of time the results of computa-
tions for visualization and analytics, analysts can see the results 
unfolding progressively. They can, therefore, maintain their at-
tention and start making some decisions earlier than if they had to 
wait for the whole computations to finish. 
Meanwhile, while the results are being computed, analysts can 
also interact with the ongoing computation, changing computa-
tion parameters and sometimes steering the algorithms. 
This new paradigm is just starting to emerge and will require more 
time to become mainstream, as explained in the report we pub-
lished after a Dagstuhl seminar conducted in 2018 [15]. However, 
I am confident that Progressive Data Analysis will allow visuali-
zation and analytics to become more scalable while remaining 
interactive to facilitate the exploration of the wealth of data that 
the world is gathering, coupled with new powerful methods to an-
alyze it developed in machine learning in particular [43]. 
This new paradigm is not only important for visualization and vis-
ual analytics but also requires strong collaborations with research-
ers in Databases and Machine Learning who recognize that pro-
gressive data analysis will lead to more scalable exploratory systems. 
5. Danyel Fisher 
Future Challenges & Emerging Applications. We are learning 
to ask new things of our data. It’s increasingly practical to inter-
actively explore Big Data, asking novel questions to discover un-
expected phenomena. The lines between different forms of anal-
ysis -from relational queries, to unstructured data, to rich media- 
are blurring. I’m looking forward to our improving all steps of the 
process: to learning how to best express questions; how to get 
interactive-speed responses to those questions; and to iterate on 
those insights to ask the next round of questions.  
These steps are interconnected and interdependent. To get inter-
active responses, for example, we might use progressive compu-
tation; e.g., [17][16]. That technique requires us to think about 
communicating uncertainty (e.g., [53][20]) and giving the analyst 
a way to record how much that uncertainty affects their analysis 
process. 
One way to help all these stages is to focus on particular problem 
domains. I’ve spent my last few years working on analysis tools 
for sampled, uncertain, high-dimensional, streaming data. As a 
4 http://graphics.stanford.edu/projects/dataExtract 
domain as a whole, that’s huge and intimidating. Fortunately, I 
can target my work on Honeycomb5 toward their real problems, 
and so can take advantage of the constraints of their particular 
context. Honeycomb is an APM (Application Performance Mon-
itoring) tool for debugging distributed systems. Our users are 
DevOps, who are responsible for deploying new code -- and re-
covering when it fails. Tools like BubbleUp6, a histogram com-
parison tool, help users isolate specific classes of failures rapidly. 
Our underlying data structure is similar to Facebook’s SCUBA 
[28]. 
I believe that focusing relentlessly on specific use cases will make 
otherwise broad questions simpler. If we can really understand 
what the user needs to solve their problem, we can learn what 
sorts of data they will ingest, what queries they might want to ask, 
what performance characteristics they expect, and what level of 
precision they need. 
6. Stratos Idreos 
Future Challenges & Emerging Applications. Visualizing data 
is one of the best ways to find patterns and information in Big 
Data. The reason why data visualization is interesting for the data 
management community is that this is an inherently data-inten-
sive problem. In addition, data scientists may pose arbitrary que-
ries as they create new visualizations or interact with existing 
ones. This means that such systems get: (1) diverse queries, (2) 
sequences of queries where each query may depend on the previ-
ous one, (3) queries that may be OK to abort, and (4) workloads 
which need rapid response times to remain interactive even if cor-
rectness is not immediately at 100%. Due to this mismatch with 
typical database applications, there are several long-term and ex-
citing challenges that represent wonderful opportunities for data 
management researchers given the rich history of the field in data-
intensive algorithms and systems. I highlight two of those oppor-
tunities as they arise from recent work in the area.  
− First, what is the equivalent of the relational algebra for vis-
ual analytics? It might seem daunting to condense the vast 
space of possible actions a data scientist may perform into a 
small set of operations, but this is exactly what the original 
relational algebra achieved. And then, more complex opera-
tions can be synthesized from primitive algebra operations. 
On top of that algebra, we can then build systems that rely on 
a common interface and a small set of operators, allowing the 
community to collectively attack this problem by considering 
alternative designs and implementations that respect the 
same model and API as it happened with relational operators. 
This abstraction is one of the secrets both for the adoption of 
the relational model across diverse applications and for the 
ability to relatively easily experiment with alternative imple-
mentations.  
− Second, what is the equivalent of the b-tree, and the row-
oriented and column-oriented storage schemes? While these 
are by no means the only indexing and storage options, know-
ing the extreme designs or some of the most versatile designs, 
and then heavily focusing on them, allowed relational data-
bases to mature in terms of both speed and robustness. Data 
visualization and visual analytics is (typically) a data-inten-
sive as opposed to a compute-intensive problem. This means 
that the way we store and move data is the bottleneck. 
 
5 http://honeycomb.io 
Supporting alternative storage schemes and choosing the 
right one for the right queries is key. Thus, studying the de-
sign of data structures that can absorb the new and diverse 
access patterns as well as the interactive response times re-
quired by visual analytics is a massive opportunity for the 
data management community. 
7. Tim Kraska 
Future Challenges. 
− Interactive data exploration for large data and more com-
plex operations. Tools like Tableau, PowerBi and co praise 
themselves as interactive data exploration tools. Yet, for 
larger datasets they rely on pre-computed data cubes, materi-
alized views, and similar techniques to stay interactive. Un-
fortunately, these techniques severely restrict what the user is 
able to do. For example, to create a data cube one needs to 
know upfront, what type of questions the data cube is sup-
posed to answer. This essentially prevents interactive re-
sponses for completely new questions. A key research chal-
lenge is, how we can build systems which guarantee interac-
tive response times regardless of the question and data size. 
As part of Northstar, we started to explore how we can lever-
age progressive computation and sampling to achieve this. 
− Sustainable insights and insight recommendation. We need 
to make finding insights easier. Thus, we need to develop 
tools which help non-Data Scientists to discover insights and 
continuously monitor the data for changes. For example, a 
system should automatically recommend interesting insights 
and visualization about things that might interest the user. 
SeeDB or VizML are systems, which started to explore that. 
At the same time, those insights should also be sustainable. 
For example, current insight recommendation systems largely 
ignore the risk of finding spurious insights by testing too 
many hypotheses.  
− Novel interfaces. We should make data analytics more acces-
sible to a broader range of users. This requires to fundamen-
tally rethink the user interface. We put everything on the table 
HCI has to offer; from novel visualizations, interaction pat-
terns, touch screens, up to natural language interfaces. Inter-
estingly, changing the user interface often also has severe im-
plications on how the backend has to be developed. We (the 
SIGMOD community) tend to first develop the system and 
then add the user interface as an afterthought, often leading to 
clunky old-style interaction. I think it should be the other way 
around. Design the user interactions first and then figure out 
the system, which can actually support them.  
Emerging Applications. I believe, there exists not a single area 
which is not already impacted by analytics. Thus, it is close to 
impossible to find a new emerging application for analytics. How-
ever, I am a strong believer that we need to broaden the scope of 
users, who are able to take advantage of the data. Current tools 
are mainly designed for experts or significantly restrict what a 
user can do. For example, there is not a single tool out there, 
which makes it easy for a coffee shop owner to analyze his cus-
tomer base and make predictions about future sales. At the same 
time, those people could also tremendously benefit from their 
data. This requires to rethink the way users interact with data. 
6 https://docs.honeycomb.io/working-with-your-data/bubbleup 
8. Guoliang Li 
Future Challenges.  
− Automatic visualization. Existing data visualization methods 
require uses to write visualization queries. However, in many 
cases, users cannot precisely write queries, because it is hard 
to understand all the underlying data, e.g., in data lake. Thus, 
it is important to automatically visualize the data, including 
visualization-aware data discovery, data integration, and 
data cleaning. 
− Federate visualization. Most of data visualization systems do 
not consider data privacy. It is challenging to support pri-
vacy-preserving visualization. Furthermore, it is more prom-
ising to support federate visualizations on data across differ-
ent sources. Considering two companies A and B, A requires 
to use the data of both A and B to do visualizations, but B 
cannot release the data to A and can only release some pri-
vacy-preserved data. 
− Visualization benchmark. Like ImageNet or the classic TPC 
benchmarks, it is important to develop benchmarks for per-
formance and recommendation. The benchmarks should be 
faithful to the visual analysis tasks, provide reusable traces 
and data, and in the case of recommendation, have high cov-
erage and quality of its labels. 
− Visualization databases. Databases are widely used and de-
ployed in many real applications. It calls for a visualization 
database that (1) designs special operators for visualizations 
and supports optimizations for multiple operators; (2) effi-
ciently visualizes a large-scale data; (3) supports interactive 
visualizations with users; (4) supports collaborative visuali-
zations by multiple users on smart devices; (5) accelerates the 
performance with new hardware.  
Emerging Applications. 
− Visualization on clouds. Most of existing visualization sys-
tems are on premise or on smart devices. However, they can-
not handle Big Data and thus it is promising to utilize client-
cloud collaboration techniques to support data visualizations, 
where the data and visualization results are automatically 
transmitted between clients and clouds. It requires to address 
the challenges of data consistency, data security and data 
sampling. 
− Visualize the time-series data for 5G and IOT. The 5G age 
is coming and there are generating more and more high-vol-
ume and high-speed time-series data. It is promising to visu-
alize the time-series data and help users find insights from 
them instantly. 
− Visualization for debugging. It is promising to utilize visual-
izations for debugging, including both bug debugging and 
data debugging. The former utilizes visualizations to find 
bugs in a workflow, e.g., finding the root causes why a SQL 
query is slow. The latter aims to find the reasons why data 
visualization result is wrong, e.g., wrong data sources, wrong 
parameters, wrong visualization queries. There are various 
applications in healthcare and education. 
9. Kwan-Liu Ma 
Future Challenges. Many Big Data problems find machine 
learning a promising solution. One existing challenge is how to 
effectively assist machine learning with visualization, which in-
cludes both interpreting and optimizing machine learning 
[11][18]. The inverse problem probably interests visualization re-
searchers more. It has been shown machine learning can assist 
visualization design and generation [27][40][26]. Usability of vis-
ualization must be validated and enhanced before it can make a 
true impact to Big Data applications. A promising approach to 
enhancing the usability of visualization is exactly to add intelli-
gence to the overall process of selecting data, feature extrac-
tion, visual encoding, layout generation, annotation, rendering, 
and response to interaction, allowing the user to focus on perceiv-
ing and interpreting information. This marriage makes com-
puter and human each does its best. Finally, ethic including pri-
vacy is another area of increasing importance that must be ad-
dressed when designing visualization solutions for exploring Big 
Data [12][48][49]. 
Emerging Applications. When involving Big Data, there are tre-
mendous opportunities to employ visualization and analytics in a 
wide range of applications from health care, manufacturing, IoT, 
cybersecurity, to learning and design. Progress in each area is be-
ing made but the deployment, adoption, and thus benefits of vis-
ualization remain to be seen. One area of my personal interest 
is the analysis of agricultural and environmental data collected 
with all means of monitoring. The high dimensional and hetero-
geneous nature of the collected data presents tremendous oppor-
tunities for visualization research and innovations, from design-
ing data aggregation and visual composition strategies, resolv-
ing visual scalability for adapting to different display and interac-
tion types, enhancing computing scalability to meet the required 
level of interactivity, and addressing uncertainty due to data gen-
eration as well as data and visual transformations [14][51] 
[36][47]. 
10. Jock D. Mackinlay  
Emerging Applications. One of the biggest opportunities for Big 
Data innovation is a more natural, more intuitive integration of 
the complementary skills of humans and computers.  
Humans have incredibly rich understandings of the world that 
empowers their work with data that describes the world. Comput-
ers have superficial understandings of the world but can process 
Big Data 247365 with sophisticated computations based on 
statistics and machine learning.  
Imagine the potential impact of a better partnership between hu-
mans and computers, one in which computers monitor the data 
coming from the world and advise humans where to visually ex-
plore and analyze data. 
User interfaces that support effective visual analysis will allow 
humans to quickly determine when computers have generated 
false positives. Humans will also be able to dive in deeply, espe-
cially with their colleagues, to explore something that deserves 
human attention and decision-making. Human deep dives can 
lead to significant value to organizations. Additionally, false pos-
itives can be reduced over time by using telemetry from human 
visual analysis to update the machine learning that decides when 
to advise humans. 
Future Challenges. This vision of a monitoring partnership in-
volves a broad range of interesting research challenges, including 
the following:  
− Scale is a traditional research challenge for the database com-
munity, including the processing of federated queries that 
combine long and/or wide data tables. Today, the scale of 
monitoring is bottlenecked by data scientists and analysts 
who are using their rich understanding of the world to tell 
computers where to monitor. However, important changes in 
the world can often be in data not seen by humans. Imagine 
scaling our computer monitoring to ALL the data streaming 
from the world using machine-learning algorithms trained on 
human data work, including the directives from data scientists 
and analysts, to identify important changes in the world.  
− Speed to process streaming data is important in scenarios that 
lead to human analysis like intrusion detection and when ma-
chine-learning modules are autonomously deployed. Com-
puter architectures built for speed also need to support the 
partnership with humans, including humans using their rich 
understanding of the world to supervise the autonomous ma-
chine-learning modules. 
− Automatic data stories are key to fostering the monitoring 
partnership. Computers need to explain why they are advising 
humans to engage in visual analysis. A key research challenge 
is explaining the relevant statistics and machine learning to 
support the human deep-dives when the computer’s advice is 
not a false positive, particularly explanations for humans that 
are not data scientists or analysts.  
This small list is intended to suggest the range of interesting re-
search challenges associated with the monitoring partnership vi-
sion. Toward the human end of the research range, my area of 
expertise, it is important to embrace the richness of the world. 
Even unicorn data scientists typically need to collaborate with 
other people in their organizations to be effective. Each organiza-
tion (and often parts of organizations) have unique data they need 
to monitor. Most people are engaged in the mission of their or-
ganization, which means they have latent interest in the data de-
scribing their organizations. Therefore, almost everyone in an or-
ganization will benefit from partnering with computers monitor-
ing changes in the world. 
11. Antti Oulasvirta 
Future Challenges. The greatest challenge is, still, the human. 
You cannot do a visualization without understanding human per-
ception. But when it comes to that, visualization as a field relies 
excessively on trial and error and empirical testing. The ideal 
should be a field that has human factors integrated directly 
throughout the visualization pipeline, akin to mature engineering 
disciplines where theories and models (e.g., from physics) are 
used to derive optimal solutions. In the case of visualization, that 
necessarily means models of human perception, attention, and 
cognition -instead of physics- as these determine success/failure 
across visual analytics tasks. What does this mean in practice? 
One recent example is our work with Luana Micallef, who sadly 
passed away recently, and Tino Weinkauf, on perceptual optimi-
zation of scatterplots [30]. We used models from human vision 
research as objective functions and generated visualizations com-
putationally, such that the underlying structure of the data could 
be better perceived by human observers [30]. This becomes more 
and more important as the complexity of the dataset grows. But 
we can go further than generative design! We can better explain 
data. Using methods like Bayesian optimization, we can now 
much better fit models of human behavior directly to observa-
tional data, such as clickstream data, in order to make better sense 
of them [21]. We can go way beyond variables and actually start 
explaining the processes that generated the observed data! We can 
also use models from psychology to adapt visualizations to indi-
viduals and their tasks and preferences. Models can be used to 
compute visualizations that are strike optimal trade-offs among 
tasks and user groups. I firmly believe that the combination of 
human vision research and modern computational sciences offers 
a new foundation to visualization research that is less reliant on 
heuristics, manual tuning, and empirical testing, and takes a step 
closer to mature engineering disciplines. 
Emerging Applications. I don’t think there is a need to open new 
applications for Big Data visualization and analytics, rather to 
solve the core problem really well, and in a principled manner. 
Why should a particular visualization favored over another one 
in some context? Why should one choose particular design pa-
rameters over other ones? What are the limits of a particular type 
of visualization, what can it do and -more importantly- what can 
it not do? Core problems like these need principled answers, and 
the answers will not come from computer science only but will 
need to seriously engage with vision science. The main applica-
tion of Big Data visualization and analytics will be just doing it 
10 better than now: better efficacy and higher efficiency. 
12. Tobias Schreck 
Future Challenges. Visual analytics approaches integrate inter-
active data visualization with automatic data analysis methods, 
supporting expert-in-the-loop exploration of large data sets for 
potentially interesting and actionable endings. As data sets grow 
larger, and become more heterogeneous, there is increased risk 
that users may have difficulties to effectively navigate the data 
and take longer to arrive at in-sights. For example, as dimension-
ality and size of data sets grow, there is an exploding amount of 
possible data subsets to select and visualize, in which users may 
get lost navigating. 
Approaches to user guidance, adaption and personalization in the 
visual data exploration process may help this situation. Recent 
works [9][10] have identified requirements and desiderata for 
guidance-based visual analytics systems. For example, different 
types of guidance for orienting, directing or even prescribing vis-
ual exploration paths can be distinguished. While the need and 
potential of guidance in the visual analytics process is eminent, 
how to design, integrate and evaluate actual guidance ap-
proaches in the visual analytics process, supporting specific tasks 
of specific users on specific data, is less clear to date. There exists 
a large and exciting theoretical and applied research space for 
guidance approaches in many areas, and we can build on a num-
ber of promising starting points in this direction. For example, 
mining user interaction patterns can help to classify and predict 
user interest and search strategy, and help to guide the explora-
tion. For example, recent research has mined user interaction in-
put during search tasks [9], or proposed to derive user interest 
models from eye-tracking the user [43]. Principles from infor-
mation retrieval like relevance feed-back and recommending [34] 
can be adapted for the visual exploration process, promising to 
arrive more efficiently at relevant findings. Besides mining user 
interaction, also approaches for estimation the visual quality and 
information content in visualizations have been proposed, for 
different types of visualizations [25], and can be used to rank and 
suggest candidate views for inspection by users. As a third line of 
research, approaches for description of design rules and learn-
ing-based approaches may allow to automatize the otherwise in-
teractive and open-ended search for appropriate visual mappings 
of data, and support visualization automation [33][40]. 
To summarize, I see promising research directions in implement-
ing guidance for the visual analytics process, supporting more 
effective and efficient, adaptive and personalized visual analysis 
systems. 
Emerging Applications. There are certainly very many promis-
ing application areas for Big Data visualization and analytics. 
Progress has been made already in a number of domains including 
biomedical applications, financial data visualization, social media 
and text visualization, just to name a few. We recently observe 
strongly growing interest in visual analysis of data in industrial 
contexts, driven by efforts to collect data from industrial produc-
tion processes by sensor equipment becoming available, and in-
troduction of data-driven approaches. In [50], the authors give a 
survey of relevant use cases and first solutions for industrial data 
visualization, including internal and external equipment environ-
ment visualization, and for purpose of creation, including design, 
production, testing, and service. 
Visual analysis of data in industrial contexts presents challenging 
problems, due to large amounts of data produced by increasing 
numbers of sensors applied to the whole production pipeline, and 
delivering data at high frequency. The data is often of heteroge-
neous nature, comprising different units of measurement which 
interact with each other. The temporal alignment (normalization) 
of data along possibly long-running production phases poses a 
challenge with respect to data accuracy and alignment. The fil-
tering and selection of relevant data is an-other challenge, which 
often needs to be found by trial-and-error in lack of best practices 
and experience. There exist bodies of data analysis and visualiza-
tion methods applicable in principle for industrial data, including 
real-time monitoring, prediction, identification of influence fac-
tors (correlations), and anomaly detection. Each of these methods 
can be very useful to solve problems of resource planning, quality 
control, or equipment condition monitoring. How to adequately 
select, filter, integrate and transform data, and which analysis 
and visualization techniques to combine, poses an interesting and 
rewarding application challenge. In addition, a research problem 
we are currently pursuing involves the unification of domain pro-
cess knowledge with process data patterns in an integrated pro-
duction information system, supporting planning and monitoring 
[44]. While first concepts exist, much needs to be done in the fu-
ture. 
13. Heidrun Schumann 
Future Challenges. Big Data visualization and analytics require 
a combination of visual, interactive and automatic analysis meth-
ods. However, each of these aspects covers quite a lot challenging 
topics, which are communicated in separate journals, and dis-
cussed at separate conferences and workshops. My question is: 
How can this diversity be used in order to provide effective and 
efficient analysis tools that offer this wide range of functions? 
For specific applications, methods from different fields can cer-
tainly be inspected and selected on demand. Then, tailored anal-
ysis systems can be developed. But, given the large number of 
applications: Will we manage to develop independent analysis 
systems for each application? 
I think, we should also pursue a more generic approach. However, 
if we take a generic approach, then the question arises: How to 
combine different methods from different fields in order to create 
a unified application? I don't believe that it makes sense (or is 
even possible) to integrate all required or desired functionalities 
into one and the same easy-to-use analysis tool. So how can dif-
ferent tools and methods be combined to visualize and analyze 
large data in a uniform way? 
My key message is therefore: Not only the large volume of Big 
Data is a challenge, but also the large volume of methods and 
tools needed to process it.  
 Emerging Applications. I identified climate change and health 
care as emerging application examples because of their high so-
cial relevance. Although visual analysis methods are already used 
in both applications, various challenges require the development 
of new strategies and solutions. These challenges are for example: 
− Related to the data. The data are heterogeneous and complex, 
come from different sources, are calculated or measured, are 
subject to uncertainties, and particularly, they are available on 
different scales.  
− Related to the users. Scientists from several domains need to 
discuss and analyze the data. For example, in the case of stud-
ying the impact of climate change, scientists from ecology, 
physics, biology, geology, and mathematics compare their 
data and projections based on different models and parame-
terizations to predict the impact of climate change on different 
aspects. 
14. Michael Stonebraker 
Future Challenges & Emerging Applications. One of the con-
sequences of having “big data” is that there is a lot of it. The issue 
of scale breaks many of our cherished assumptions. First the data 
does not fit in main memory, and any platform that assumes main 
memory will fail. Also, the data is inevitably skewed – i.e., 90% 
of the data is in 10% of the available real estate. Hence, the issue 
of clutter is omnipresent. At scale, it is very costly to prebuild 
visualization structures, and most data sets are multi-user, leading 
to different access patterns and use cases. Multi-user data sets are 
often updated, and assuming the data is static is dangerous. 
Lastly, terascale and petascale data will always come out of a 
backing database system, and our community should always deal 
with server-side DBMSs. As a result, I think the biggest challenge 
our community needs to solve is scalability.  
The days of rendering teapots are long gone. Data scientists in 
industry have to support user communities of business analysts, 
physical scientists and decision makers. Their objective is to gain 
actionable insights from very large data sets. If the domain is sim-
ple, they will go straight to analytics. In complex domains (where 
it is not clear what question to even ask), scalable visualization 
will be the “go to” technology. Hence, supporting data scientists 
is likely to be the “sweet spot” for Big Data visualization tech-
nology. 
15. Conclusions 
In this report, we presented a list of major challenges, which have 
been provided by fourteen distinguished scientists who took part 
in a “virtual” panel as part of the BigVis 2020 Workshop. The 
report aimed at providing insights, new directions and opportuni-
ties for research in the field of Big Data visualization and analyt-
ics. 
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