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Abstrakt
Tato pra´ce se zaby´va´ prˇedevsˇı´m detekcı´ a rozpozna´va´nı´m kruhovy´ch dopravnı´ch zna-
cˇek. V prvnı´ cˇa´sti jsou kra´tce shrnuty jednotlive´ mozˇnosti. Druha´ cˇa´st je pak veˇnova´na
implementaci syste´mu rozpozna´vajı´cı´ho dopravnı´ znacˇky.
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Abstract
This thesis focuses mainly on detection and recognition of circular road signs. The first
section briefly summarizes the various options. The second part is devoted to implemen-
tation of the system rozpozna´vajı´cı´ho traffic signs.
Keywords: traffic signs detection, traffic signs recognition, Hough transform, moment
invariants, diploma thesis
Seznam pouzˇity´ch zkratek a symbolu˚
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21 U´vod
S rozvojem elektronicky´ch syste´mu˚ pro podporu rˇı´zenı´ vozidel, se zacˇaly objevovat i
snahy o rozpozna´va´nı´ dopravnı´ch znacˇek. Protozˇe dopravnı´ znacˇky prˇedstavujı´ prˇesneˇ
definovanou mnozˇinu obrazovy´ch vzoru˚, jedna´ se na prvnı´ pohled o velmi jednoduchy´
u´kol. Existuje vsˇak neˇkolik faktoru˚, ktere´ cely´ proble´m vy´razneˇ zteˇzˇujı´. Neˇkolik uka´zek
je na obra´zku 1.
Prvnı´m z teˇchto proble´mu˚ je orientace dopravnı´ znacˇky. V prˇı´padu kruhovy´ch do-
pravnı´ch znacˇek nejsou kdispozici body, podle ktery´ch by sˇlo prˇed vlastnı´m rozpozna´nı´m
znacˇku otocˇit. Na prvnı´ pohled se sice tento proble´m jevı´ jako nepodstatny´, protozˇe kazˇda´
znacˇka ma´ sve´ prˇedepsane´ otocˇenı´, v praxi vsˇak vlivem na´klonu silnice nebo sˇpatne´ho
uchycenı´ mu˚zˇe dojı´t k otocˇenı´.
Da´le je trˇeba se vyporˇa´dat s ru˚zny´mi podmı´nkami osveˇtlenı´. Dnes nejcˇasteˇji pouzˇı´-
vany´ RGB barevny´ model nema´ separovanou jasovou slozˇku. Jasova´ informace je tedy
zako´dova´na ve vsˇech barevny´ch kana´lech dohromady. Z tohoto du˚vodu nelze s tı´mto
barevny´m modelem bez jaky´chkoliv dalsˇı´ch u´prav pracovat.
Vlivem poveˇtrnostnı´ch podmı´nek mu˚zˇe take´ docha´zet ke korozi materia´lu nebo vy-
blednutı´ jednotlivy´ch barev. Tı´m docha´zı´ i ke zmeˇneˇ kontrastu a snı´zˇene´ cˇitelnosti do-
pravnı´ch znacˇek.
V neposlednı´ rˇadeˇ majı´ na dopravnı´ znacˇky vliv i vandalove´. V jejich prˇı´padeˇ, stejneˇ
jako u koroze a vyblednutı´ barev, bohuzˇel nelze prove´st beˇhem procesu rozpozna´va´nı´
zˇa´dne´ korekce.
Neˇktere´ z vy´sˇe uvedeny´ch proble´mu˚ je mozˇne´ eliminovat nebo jejich vliv minimali-
zovat. Tato pra´ce obsahuje dveˇ za´kladnı´ cˇa´sti. V prvnı´ se nacha´zı´ shrnutı´ jizˇ implemen-
tovany´ch syste´mu˚ pro rozpozna´va´nı´ dopravnı´ch znacˇek. Druha´ cˇa´st je veˇnova´na vlastnı´
implementaci, ktera´ cˇa´stecˇneˇ vycha´zı´ z teˇchto drˇı´veˇjsˇı´ch pracı´, a jejı´mu testova´nı´.
3Obra´zek 1: Uka´zky vlivu˚ osveˇtlenı´ a posˇkozeny´ch znacˇek
42 Dopravnı´ znacˇky
Dopravnı´ znacˇky obdobne´ teˇm dnesˇnı´m zacˇaly vznikat na pocˇa´tku dvaca´te´ho stoletı´. Z
te´to doby pocha´zejı´ i prvnı´ na´vrhy na standardizaci dopravnı´ho znacˇenı´. Ty prvnı´ byly
mezina´rodnı´ho charakteru. Pozdeˇjsˇı´ u´mluvy meˇly veˇtsˇinou platnost pouze v ra´mci Ev-
ropy. Proto jsou si evropske´ dopravnı´ znacˇky podobne´. Tato podobnost se ty´ka´ prˇedevsˇı´m
tvaru, barevne´ho lemova´nı´ a veˇtsˇiny symbolu˚.
Dopravnı´ znacˇky mu˚zˇeme podle jejich vy´znamu rozdeˇlit na vy´strazˇne´, za´kazove´,
prˇı´kazove´, informativnı´ a upravujı´cı´ prˇednost v jı´zdeˇ. Kazˇda´ z teˇchto kategoriı´ ma´ sve´
typicke´ barevne´ provedenı´.Naprˇı´kladpro vy´strazˇne´ a za´kazove´ znacˇky je typicke´ cˇervene´
lemova´nı´.
Da´le lzedopravnı´ znacˇky rozdeˇlit podle jejich tvaruna troju´helnı´kove´, cˇtyrˇu´helnı´kove´,
kruhove´ a jine´. Jednotlive´ tvary opeˇt prˇeva´zˇneˇ spadajı´ do neˇkolika ma´lo vy´znamovy´ch
trˇı´d. Naprˇı´klad kruhovy´ tvar majı´ vsˇechny za´kazove´ a prˇı´kazove´ znacˇky, do trˇı´d upravu-
jı´cı´ch prˇednost v jı´zdeˇ a informativnı´ch znacˇek patrˇı´ pouze po jedne´ kruhove´ znacˇce.
Dopravnı´ znacˇka obsahuje neˇkolik za´kladnı´ch identifikacˇnı´ch prvku˚:
1. Symbol
2. Tvar znacˇky
3. Lemova´nı´
4. Pole
Symbol a tvar znacˇky uda´vajı´ jejı´ vy´znam. Symbolemmu˚zˇe by´t piktogram, cˇı´sla nebo
text. Vy´znam mu˚zˇe uda´vat dokonce i absence symbolu (naprˇı´klad znacˇka pro za´kaz
vjezdu).
Lemova´nı´ se vyskytuje pouze u za´kazovy´ch a vy´strazˇny´ch znacˇek a znacˇek upravu-
jı´cı´ch prˇednost v jı´zdeˇ. Poma´ha´ rozlisˇit tyto kategorie od znacˇek prˇı´kazovy´ch a informa-
tivnı´ch. Zpravidla mı´va´ cˇervenou barvu. Lemova´nı´ mu˚zˇe dopravnı´ znacˇku rozdeˇlit na
neˇkolik polı´.
Pole je jednobarevny´ prostor uvnitrˇ lemova´nı´ mimo symbol. Pokud lemova´nı´ na
znacˇce neexistuje, jedna´ se o jednobarevny´ prostor mimo vlastnı´ symbol. Podle te´to
definice ma´ pole stejny´ informativnı´ vy´znam jako symbol a lemova´nı´ dohromady. Pole
by´va´ vzˇdy barevneˇ vy´razneˇ odlisˇeno od symbolu a lze ho tedy rozeznat i na snı´mcı´ch ve
stupnı´ch sˇedi. Tedy dokonce i rozpozna´vat jednotlive´ znacˇky.
53 Prˇehled drˇı´ve navrhovany´ch implementacı´
Drˇı´ve navrhovane´ syste´my pro rozpozna´va´nı´ dopravnı´ch znacˇek lze v za´sadeˇ rozdeˇlit
na syste´my, ktere´ vyuzˇı´vajı´ barevnou informaci k detekci nebo rozpozna´va´nı´ znacˇek,
a syste´my, ktere´ se bez te´to informace obejdou. Metody pracujı´cı´ s barevny´mi obrazy
veˇtsˇinou pozˇadujı´ prˇedzpracova´nı´ vstupnı´ho obrazu. Tyto u´pravy barev se pokusı´m
shrnout v kapitole 3.1. U´cˇelem tohoto prˇedzpracova´nı´ je snı´zˇit pocˇet bodu˚, ve ktery´ch se
mu˚zˇe hledana´ znacˇka nacha´zet.
Detekcˇnı´ cˇa´st mu˚zˇe by´t pro obeˇ skupiny ru˚zna´, mu˚zˇe totizˇ by´t za´visla´ na prˇedchozı´m
zpracova´nı´.
Syste´m vyhodnocenı´ je veˇtsˇinou pro obeˇ skupiny shodny´. Vy´jimkou jsou pouze sys-
te´my, ktere´ vyuzˇı´vajı´ barev i ke zjisˇteˇnı´, o kterou znacˇku se jedna´.
3.1 Prˇedzpracova´nı´ barevny´ch obrazu˚
Hlavnı´m proble´mem teˇchto syste´mu˚ je za´vislost RGBmodelu na osveˇtlenı´. Tato za´vislost
nenı´ linea´rnı´. Nelze tedy jednoznacˇneˇ prahovat jednotlive´ slozˇky, aby dosˇlo k roztrˇı´deˇnı´
barev podle pozˇadavku˚. Opeˇt existuje neˇkolik prˇı´stupu˚, ktere´ tuto za´vislost odboura´vajı´.
Nejjednodusˇsˇı´ mozˇnostı´ je prˇevod do barevne´ho modelu, ve ktere´m je jasova´ slozˇka
oddeˇlena. Mezi nejpouzˇı´vaneˇjsˇı´ modely patrˇı´ HSI nebo HSL. Nevy´hodou modelu˚ HSI a
HSL je prˇı´lisˇ sˇiroke´ mnozˇstvı´ mozˇny´ch hodnot pro vyja´drˇenı´ bı´le´ barvy. Ta je potrˇebna´
pro znacˇky Konec nejvysˇsˇı´ povolene´ rychlosti, Konec za´kazu prˇedjı´zˇdeˇnı´, Konec za´kazu
prˇedjı´zˇdeˇnı´ pro na´kladnı´ automobily, Konec za´kazu zvukovy´ch vy´strazˇny´ch znamenı´ a
Konec vsˇech za´kazu˚. Vsˇechny tyto znacˇky obsahujı´ pouze bı´le´ pole a v neˇm cˇerny´ nebo
sˇedy´ symbol.
Beˇhem na´vrhu syste´mu [8] byl zkousˇen i barevny´ model YUV. Za´rovenˇ vsˇak bylo vy-
zkousˇeno prahova´nı´ jednotlivy´ch barevny´ch slozˇek RGBmodelu v za´vislosti na ostatnı´ch
slozˇka´ch. Toto rˇesˇenı´ se uka´zalo jako rychlejsˇı´ a jednodusˇsˇı´. Vztahy pro prahova´nı´ jsou
na´sledujı´cı´:
g(x, y) = 1

αmin · fg(x, y) ≤ fr(x, y) ≤ αmax · fg(x, y)
βmin · fb(x, y) ≤ fr(x, y) ≤ βmax · fb(x, y)
γmin · fb(x, y) ≤ fg(x, y) ≤ γmax · fb(x, y)
(1)
Za´rovenˇ byla navrzˇena u´prava to´nove´ krˇivky k vyrovna´nı´ vlivu˚ barevne´ho sveˇtla,
ktere´ vznika´ naprˇı´klad prˇi za´padu a vy´chodu slunce. Idea´lnı´ by sice byla u´prava podle
bı´le´ho referencˇnı´ho bodu, ale takovy´to bod se v rea´lny´ch snı´mcı´ch sˇpatneˇ vyhleda´va´. Z
tohoto du˚vodu se vycha´zı´ z prˇedpokladu, zˇe cesta je sˇede´ barvy. Na cesteˇ se provede
obde´lnı´kovy´ vy´beˇr a provede se soucˇet v kazˇde´m barevne´m kana´lu zvla´sˇt’. Kana´l jehozˇ
soucˇet, nenı´ ani minima´lnı´ ani maxima´lnı´, se nebude upravovat. Ostatnı´ se upravı´ podle
rovnic 2, 3 a 4, ktere´ popisujı´ obra´zek 2.
A : y = α · x (2)
B : y = β · x+ γ (3)
6Obra´zek 2: U´prava to´nove´ krˇivky
C : y = −x+ k (4)
Pro upravovane´ kana´ly se parametr α vypocˇte podle rovnice 5. Funkce fref (x, y) je
jasovou funkcı´ kana´lu, ktery´ byl zvolen jako nemeˇnny´. Funkce fupravovany(x, y) je jasovou
funkcı´ upravovane´ho kana´lu. Parametr k, na ktere´m je za´visly´ parametr β, se volı´ experi-
menta´lneˇ. Parametr γ se spocˇte jako pru˚secˇı´kA aC. Hodnota β se zvolı´ tak, aby u´secˇkaB
koncˇila v bodeˇ (255, 255). Uvedene´ operace je nutne´ prove´st pro oba upravovane´ kana´ly.
α =
∑
x
∑
y fref (x, y)∑
x
∑
y fupravovany(x, y)
(5)
V cˇla´nku [7] se navrhuje prahovat pomeˇry hodnot barevny´ch slozˇek vu˚cˇi referencˇnı´
barevne´ slozˇce. Ve sve´m na´vrhu autorˇi zvolili jako referencˇnı´ cˇerveny´ kana´l. Prahova´nı´ se
tedy prova´dı´ podle funkce 6. V prˇı´padech, ktere´ nejsou v dane´ rovnici uvedeny, funkce
g(x, y) naby´va´ hodnotu k2.
g(x, y) = k1

Ra ≤ fr(x, y) ≤ Rb
TGa ≤ fg(x,y)fr(x,y) ≤ TGb
TBa ≤ fb(x,y)fr(x,y) ≤ TBb
(6)
Hodnoty Ra, Rb, TGa, TGb, TBa a TBb jsou prahove´ hodnoty pro jednotlive´ barevne´
slozˇky. Funkce fr(x, y),fr(x, y) a fb(x, y) jsou hodnoty jednotlivy´ch barevny´ch kana´lu˚ na
7Barva R G B
Cˇerna´ 0 0 0
Modra´ 0 0 255
Zelena´ 0 255 0
Azurova´ 0 255 255
Cˇervena´ 255 0 0
Purpurova´ 255 0 255
Zˇluta´ 255 255 0
Bı´la´ 255 255 255
Tabulka 1: Prˇehled normalizovany´ch barev
sourˇadnicı´ch (x, y). Konstanty k1 a k2 jsou hodnotami, ktery´ch ma´ naby´vat prahovany´
obraz.
Dalsˇı´m z mozˇny´ch prˇı´stupu˚ k proble´mu ru˚zne´ho osveˇtlenı´ je normalizace barev. Tato
metoda byla popsa´na v cˇla´nku [9]. Kazˇda´ z barev v rozı´ch RGB prostoru prˇedstavuje
jednu z barev po normalizaci. V obraze tedy zu˚stanou barvy uvedene´ v tabulce 1. K
prˇevodu se opeˇt vyuzˇije jednoduche´ prahova´nı´ pro jednotlive´ barevne´ slozˇky. Pokud je
prahovana´ slozˇka vysˇsˇı´ nezˇ pra´h, nastavı´ se jejı´ hodnota na 255. Tı´m dojde k prˇevodu na
barvy uvedene´ v tabulce 1. Prahy se volı´ podle na´sledujı´cı´ho postupu.
Vstupnı´ obrazy se podle te´to metody deˇlı´ na prˇı´lisˇ sveˇtle´, norma´lnı´ a prˇı´lisˇ tmave´. Za
prˇı´lisˇ sveˇtle´ se povazˇujı´ obrazy, jejichzˇ strˇednı´ hodnota jasu jednotlivy´ch pixelu˚ je veˇtsˇı´
nezˇ 180. Naopak prˇı´lisˇ tmave´ obrazy majı´ strˇednı´ hodnotu jasu pixelu˚ mensˇı´ nezˇ 100. Pro
prˇı´lisˇ sveˇtle´ obrazy se doporucˇuje volit prahy (180, 130, 130), pro prˇı´lisˇ tmave´ (40, 30, 30)
a pro ostatnı´ (70, 75, 60).
Z hlediska cˇesky´ch kruhovy´ch dopravnı´ch znacˇek jsou z takto upraveny´ch barev
vy´znamne´ bı´la´, modra´, cˇervena´, purpurova´ a azurova´. Poslednı´ dveˇ barvy jsou do vy´beˇru
zahrnuty, protozˇe u teˇchto barev nebylo prˇesneˇ rozhodnuto, jestli je cˇervena´ nebo modra´
slozˇka dominantnı´.
Nejzajı´maveˇjsˇı´m prˇı´stupem je pouzˇitı´ vı´cevrstve´ neuronove´ sı´teˇ v cˇla´nku [10], k urcˇenı´
jestli ma´ dany´ pixel spra´vnou barvu pro dalsˇı´ zpracova´nı´.
Vy´hodou uvedeny´ch rˇesˇenı´ je snı´zˇenı´ pocˇtu obrazovy´ch bodu˚ pro dalsˇı´ zpracova´nı´.
Navı´c jemozˇno vyuzˇı´t metody, ktere´ by jinak neprˇipadaly v u´vahu.Nevy´hodoumu˚zˇe by´t
vznik vysˇsˇı´ho pocˇtu hran vlivem odebra´nı´ neˇktery´ch barev nebo prˇevodem na jine´ barvy.
Prˇi zpracova´nı´ takovy´chto obrazu˚ pomocı´ Houghovy´ch transformacı´ vy´razneˇ naru˚sta´
cˇasova´ slozˇitost.
3.2 Detekce znacˇek
Pokud byl obraz drˇı´ve prahova´n, je mozˇne´ ho rozdeˇlit na jednotlive´ objekty. A u nich
pak zjisˇt’ovat, jestli odpovı´dajı´ pozˇadovane´mu tvaru. Toto vyhodnocenı´ mu˚zˇe by´t prova´-
deˇno neuronovou sı´tı´ jako naprˇı´klad v cˇla´nku [10]. Dalsˇı´ mozˇnostı´ je vyuzˇitı´ vertika´lnı´ch
8a horizonta´lnı´ch histogramu˚, jak bylo uvedeno v pra´ci [11]. Tvary jako kruh, cˇtverec
nebo troju´helnı´k majı´ tyto charakteristiky dostatecˇneˇ unika´tnı´. Obecneˇ je mozˇno pouzˇı´t
jakoukoliv techniku pro rozpozna´va´nı´ obrazu.
Pro syste´my, ve ktery´ch neprobı´ha´ prˇedzpracova´nı´, se velmi cˇasto pouzˇı´vajı´ Hou-
ghovy transformace. Nevy´hodou tohoto algoritmu je vysˇsˇı´ cˇasova´ slozˇitost. Naopak zase
poda´va´ pomeˇrneˇ dobre´ vy´sledky.
Dalsˇı´ mozˇnostı´ je vyuzˇı´t detekci rohu˚ pomocı´ konvoluce, jejı´zˇ ja´dro a jeho vy´pocˇet
je popsa´n v cˇla´nku [7]. Tu je mozˇne´ pouzˇı´t stejneˇ jako Houghovy transformace ve vsˇech
prˇı´padech. Pomocı´ detekce rohu˚ je mozˇno nale´zt jak troju´helnı´ky a cˇtverce, tak dokonce
i kruhy.
3.3 Rozpozna´va´nı´ znacˇek
Velmi cˇastoumetodou je pouzˇitı´ vı´cevrstve´ neuronove´ sı´teˇ, jejı´mzˇ vstupem je cela´ znacˇka.
Kazˇdy´ vstupnı´ obraz musı´ by´t nejdrˇı´ve prˇeveden na prˇedem stanovene´ rozmeˇry odpovı´-
dajı´cı´ pocˇtu vstupu˚ neuronove´ sı´teˇ. Pokud je zvolen prˇı´lisˇ velky´ rozmeˇr mu˚zˇe neuronova´
sı´t’ obsahovat hodneˇ neuronu˚, cozˇ vede ke snı´zˇenı´ vy´konnosti. Na druhou stranu se
prˇı´lisˇ male´ obrazy sˇpatneˇ rozpozna´vajı´. Takove´to klasifika´tory se pomalu ucˇı´ jednotlive´
vzory, ale rychle vyhodnocujı´ vstupy. Protozˇe je vyhodnocovacı´ proces za´visly´ na rotaci
rozpozna´vane´ho objektu, je nutne´ ucˇit vzory v neˇkolika rotacı´ch.
Cˇasto se take´ pouzˇı´va´ korelace. Pro troju´helnı´kove´ znacˇky se prova´dı´ v barycentric-
ky´ch sourˇadnicı´ch, pro cˇtvercove´ znacˇky v karte´zske´ sourˇadne´ soustaveˇ a pro kruhove´
znacˇky v pola´rnı´ch sourˇadnicı´ch. Obrazy je opeˇt nutno prˇeve´st na prˇedem stanovenou
velikost. Z hlediska slozˇitosti je takove´to vyhodnocova´nı´ vhodne´ u troju´helnı´kovy´ch a
cˇtvercovy´ch znacˇek. Du˚vodem je maly´ pocˇet mozˇnostı´ otocˇenı´ objektu. U kruhovy´ch do-
pravnı´ch znacˇek nenı´ zˇa´dny´ referencˇnı´ bod kromeˇ strˇedu a ten nevypovı´da´ nic o jejı´ rotaci.
Proto je nutno prozkoumat vsˇechny prˇı´pustne´ rotace, cˇili v pola´rnı´ soustaveˇ sourˇadnic
posuny po ose u´hlu. Takovy´to postup vsˇak mu˚zˇe by´t pomeˇrneˇ na´rocˇny´ na vy´pocˇetnı´
vy´kon.
Poslednı´ mozˇnostı´, kterou bych zde ra´d uvedl, je vyuzˇitı´ momentovy´ch invariantu˚.
Ty nejsou za´visle´ na rotaci objektu a nenı´ tedy nutne´ proveˇrˇovat vesˇkera´ mozˇna´ na-
tocˇenı´ znacˇky. Proble´my mohou nastat v prˇı´padeˇ, zˇe jeden symbol v ru˚zne´m natocˇenı´
odpovı´da´ odlisˇne´ dopravnı´ znacˇce. V takovy´chto prˇı´padech je trˇeba dopocˇı´tat u´hel nato-
cˇenı´ vu˚cˇi hlavnı´ ose objektu. Momentove´ invarianty je trˇeba da´le vyhodnotit. K tomuto
u´cˇelu lze pouzˇı´t pravdeˇpodobnostnı´ neuronovou sı´t’, vı´cevrstvou neuronovou sı´t’ nebo
pouze vzda´lenost od prˇedpocˇteny´ch hodnot. Kazˇda´ z uvedeny´ch metod ma´ sve´ vy´hody
i nevy´hody.
Vsˇechny uvedene´ algoritmy pro rozpozna´va´nı´ dopravnı´ch znacˇek mohou pracovat s
bina´rnı´m obrazem. S barevny´mi obrazymohou pracovat pouze neuronove´ sı´teˇ a korelace.
Momentove´ invarianty mohou by´t pouzˇity take´ pro obrazy ve stupnı´ch sˇedi.
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Program pracuje prˇedevsˇı´m s barevny´mi snı´mky. Je tomu tak kvu˚li binarizaci, ktera´ je
jednı´m z kroku˚ beˇhem zpracova´nı´ snı´mku. Prˇi pouzˇitı´ obrazu˚ ve stupnı´ch sˇedi, se mu˚zˇe
sta´t, zˇe jejı´ vy´sledek nebude odpovı´dajı´cı´.
Da´le jsem se snazˇil zvolit implementaci, ktera´ by byla neza´visla´ na natocˇenı´ dopravnı´
znacˇky podle vodorovne´ osy ve smeˇru kolme´m k rozpozna´vane´ znacˇce. Tı´m dosˇlo k
vyloucˇenı´ neuronovy´ch sı´tı´ k prˇı´me´mu rozpozna´va´nı´ obrazu. Dalsˇı´m pozˇadavkem je
rychlost porovna´va´nı´ vsˇech mozˇny´ch natocˇenı´ se vzory. Jako vhodne´ se jevı´ pouzˇitı´
momentovy´ch invariantu˚, ktere´ jsou neza´visle´ na natocˇenı´ obrazu. Oproti korelaci u nich
nenı´ nutne´ prova´deˇt posuny nebo rotace.
Jak je zna´zorneˇno na obra´zku 3, navrhovany´ syste´m lze podle funkcı´ rozdeˇlit do
neˇkolika za´kladnı´ch cˇa´stı´, ktery´mi prˇi zpracova´nı´ musı´ projı´t kazˇdy´ vstupnı´ snı´mek.
Prvnı´m blokem je detekce kruhu˚. Jejı´m u´kolem je vybrat ze snı´mku oblasti, ve ktery´ch
se nacha´zı´ kruhy a tedy i znacˇky. Vy´stupem jsou oblasti, ve ktery´ch se mu˚zˇe nacha´zet
znacˇka. Cely´ tento blok je neza´visly´ na barevne´ informaci a pracuje pouze s jasovou
slozˇkou.
V cˇa´sti slouzˇı´cı´ k binarizaci se tyto oblasti prˇeva´dı´ do takove´ho forma´tu, aby byly jasneˇ
zrˇetelne´ charakteristicke´ symboly v kazˇde´ znacˇce. Za´rovenˇ tato cˇa´st slouzˇı´ k minimalizaci
vlivu˚ osveˇtlenı´. Vy´sledek operacı´ prova´deˇny´ch v te´to cˇa´sti vy´znamneˇ ovlivnˇuje prˇesnost
dalsˇı´ch vy´pocˇtu˚. Vzhledem k proble´mu˚m s binarizacı´ obrazu pouze na za´kladeˇ jasu, se v
te´to cˇa´sti programu pouzˇı´vajı´ i barevne´ snı´mky.
Z binarizovane´ho obrazu se vypocˇtou momentove´ charakteristiky, ktere´ jsou inva-
riantnı´ vu˚cˇi rotaci. Ty se na´sledneˇ porovnajı´ s prˇedpocˇteny´mi hodnotami a vybere se
odpovı´dajı´cı´ vzor.
Na´sledneˇ je trˇeba na za´kladeˇ vypocˇteny´ch charakteristik urcˇit, o ktery´ z rozpozna´va-
ny´ch vzoru˚ se jedna´.
4.1 Detekce kruhu˚
Prvnı´m u´kolem je zjisˇteˇnı´ oblastı´, ve ktery´ch se nacha´zı´ kruhove´ objekty a tedy mozˇna´
i kruhove´ znacˇky. Pro tento u´cˇel jsem zvolil Houghovy transformace. Vy´hodou tohoto
algoritmu je odolnost vu˚cˇi prˇerusˇenı´ hranice kruhu a v neˇktery´ch prˇı´padech i schopnost
detekovat mı´rneˇ elipticke´ objekty. Naopak nevy´hodou je vysˇsˇı´ vy´pocˇetnı´ na´rocˇnost.
4.1.1 Houghovy transformace
Klasicky´ algoritmus Houghovy´ch transformacı´ pro hleda´nı´ kruhu˚ je zalozˇen na tom, zˇe
kruzˇnice se stejny´m polomeˇrem a se strˇedem na stejne´ kruzˇnici se vsˇechny protnou v
jedine´m bodeˇ, ve strˇedu kruzˇnice na nı´zˇ jsou strˇedy jednotlivy´ch kruzˇnic. Geometricke´
provedenı´ tohoto vyhleda´va´nı´ strˇedu kruzˇnice je zna´zorneˇno na obra´zku 4 vlevo. Jak je
videˇt na uvedene´m obra´zku tento postup negeneruje pru˚secˇı´ky jen ve strˇedu kruzˇnice,
jejı´zˇ strˇed je vyhleda´va´n, ale i mimo ni.
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Obra´zek 3: Blokove´ sche´ma
Obra´zek 4: Geometricky´ vy´znam standartnı´ho algoritmu Houghovy´ch transformacı´
(vlevo) a algoritmu 21HT (vpravo)
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Prˇı´stup pouzˇı´vany´ v pocˇı´tacˇove´ grafice je obdobny´ tomuto geometricke´mu modelu.
Kruzˇnici nahrazujı´ body hran zı´skany´ch z pu˚vodnı´ho obrazu a hledajı´ se mozˇne´ strˇedy.
Princip spocˇı´va´ ve „vykreslova´nı´“ kruzˇnic do trojrozmeˇrne´ho akumula´toru. Dva rozmeˇry
odpovı´dajı´ sourˇadnicı´m x a y, trˇetı´ polomeˇru kruhu˚. Pro kazˇdy´ bod lezˇı´cı´ na hraneˇ o
sourˇadnicı´ch (x, y) a polomeˇr r se inkrementujı´ v akumula´toru hodnoty na sourˇadnicı´ch
dany´ch kruzˇnicı´ (x, y, r). Po provedenı´ te´to operace pro vsˇechnymozˇne´ strˇedy a polomeˇry
se v kazˇde´ rovineˇ x,y vyhledajı´ loka´lnı´ maxima. Ty se prahujı´ podle zvolene´ hodnoty,
cˇı´mzˇ se snı´zˇı´ pocˇet falesˇny´ch detekcı´. Zbyla´ maxima odpovı´dajı´ strˇedu˚m kruhu˚, prˇicˇemzˇ
polomeˇrem je sourˇadnice r urcˇujı´cı´ prˇı´slusˇnou rovinu akumula´toru.
V implementaci OpenCv je pouzˇita varianta oznacˇovana´ jako 21HT. Geometricky´
vy´znam algoritmu je zna´zorneˇn na obra´zku 4 vpravo. Nevykreslujı´ se kruzˇnice, ale pouze
kolmice k tecˇna´m kruzˇnice jejı´zˇ strˇed hleda´me. Jak je z obra´zku patrne´, pru˚secˇı´ky jsou
generova´ny pouze v hledane´m strˇedu.
V te´to verzi algoritmu je akumula´tor pouze dvojrozmeˇrny´. Nacha´zejı´ se v neˇm osy
x,y. Z pu˚vodnı´ho obrazu se zı´skajı´ nejen hrany ale i jejich gradienty grad (x, y), ty urcˇujı´
smeˇr ke strˇedu potencia´lnı´ho kruhu. Pro kazˇdy´ bod (x, y) lezˇı´cı´ na hraneˇ se inkrementujı´
v akumula´toru hodnoty na u´secˇce dane´ pocˇa´tkem (x, y), smeˇrem grad (x, y) a de´lkou
maxr odpovı´dajı´cı´ maxima´lnı´mu povolene´mu polomeˇru hledane´ho kruhu. Pote´ se opeˇt
vyhleda´vajı´ loka´lnı´ maxima vysˇsˇı´ nezˇ zvoleny´ pra´h. Ty stejneˇ jako v klasicke´m algoritmu
odpovı´dajı´ strˇedu˚m kruhu˚. Protozˇe v akumuluta´ru nenı´ zˇa´dny´ za´znam o polomeˇrech, je
trˇeba ho dopocˇı´st. Pro kazˇdy´ ze strˇedu˚ se spocˇtou vzda´lenosti k jednotlivy´m hrana´m a
vybere se ta nejcˇasteˇjsˇı´.
Vy´hodou te´to varianty je nizˇsˇı´ pameˇt’ova´ na´rocˇnost vzhledem k tomu zˇe akumula´tor
je pouze dvojrozmeˇrny´. Po nalezenı´ strˇedu˚ ho lze dokonce smazat. Za´rovenˇ vy´pocˇet sou-
rˇadnic na u´secˇce je rychlejsˇı´ nezˇ vy´pocˇet bodu˚ kruzˇnice. Tato metoda je naopak citliveˇjsˇı´
na prahovou hodnotu akumula´toru. Prˇi prˇı´lisˇ nı´zke´m prahu docha´zı´ k ru˚stu vy´pocˇetnı´
na´rocˇnosti v cˇa´sti vy´pocˇtu polomeˇru. Dalsˇı´ vy´znacˇnou vlastnostı´ je to, zˇe pokud jsou ve
zpracova´vane´m obraze soustrˇedne´ kruhy, je vzˇdy vybra´n ten veˇtsˇı´.
4.1.2 Pouzˇita´ implementace
Algoritmyuvedene´ v prˇedchozı´ kapitole pracujı´ s vysokouprˇesnostı´, pokud je vzda´lenost
mezi objekty veˇtsˇı´ nezˇ maxima´lnı´ hledany´ polomeˇr. V opacˇny´ch prˇı´padech, prˇedevsˇı´m u
verze 21HT, docha´zı´ k vysoke´mu pocˇtu falesˇny´ch detekcı´. Nezby´va´ tedy nic jine´ho nezˇ
nastavit prahovacı´ hodnotu akumula´toru dostatecˇneˇ vysoko podle pocˇtu hran v obraze.
Proble´mem jsou vsˇak vysoke´ rozdı´ly v pocˇtech hran nejen mezi jednotlivy´mi snı´mky, ale
dokonce i mezi ru˚zny´mi oblastmi v nich.
Z tohoto du˚vodu se prova´dı´ jako prˇedzpracova´nı´ rozmaza´nı´ pro odstraneˇnı´ sˇumu.
To je trˇeba prova´deˇt s ohledem na kvalitu zpracova´vane´ho snı´mku. Kvalita fotografiı´,
prˇedevsˇı´m zaostrˇenı´ a rozlozˇenı´ jasu, by´va´ beˇzˇneˇ podstatneˇ lepsˇı´ nezˇ v prˇı´padeˇ videa. Na
fotografiı´ch tedy vznika´ veˇtsˇı´ pocˇet hran nezˇ v prˇı´padeˇ videoza´znamu. Da´le je v prˇı´padeˇ
fotografiı´ mozˇny´ mnohem veˇtsˇı´ rozdı´l mezi minima´lnı´m a maxima´lnı´m polomeˇrem. S
obeˇmi druhy je tedy trˇeba zacha´zet ru˚zneˇ. Pro fotografie je postacˇujı´cı´ Gaussovske´ roz-
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maza´nı´. V prˇı´padeˇ snı´mku z videoza´znamu, ktery´ nenı´ sa´m o sobeˇ prˇı´lisˇ zaostrˇen, vsˇak
takove´to rozmaza´nı´ potlacˇı´ prˇı´lisˇ mnoho hran. Vhodneˇjsˇı´ je tedy pouzˇı´t media´novy´ filtr.
Obeˇ tyto u´pravy vsˇak nejsou u´plneˇ postacˇujı´cı´. Proto je nutne´ najı´t metodu, ktera´ snı´zˇı´
pocˇty falesˇny´ch detekcı´.
Jednou ze zkousˇeny´ch mozˇnostı´ je prova´deˇt Houghovy transformace hierarchicky. V
prvnı´ fa´zi se detekujı´ oblasti, ve ktery´ch se kruh mu˚zˇe nacha´zet. V te´to cˇa´sti mu˚zˇe by´t
pouzˇito i nizˇsˇı´ rozlisˇenı´ akumula´toru pro zvy´sˇenı´ rychlosti, nebot’uprˇesneˇnı´ se prova´dı´
azˇ v na´sledujı´cı´m kroku. V druhe´ cˇa´sti se v nalezeny´ch oblastech potvrzuje prˇı´tomnost
kruhu, prˇicˇemzˇ se prˇedpokla´da´, zˇe polomeˇr je te´meˇrˇ shodny´ s nalezeny´m. Pra´h musı´ by´t
zvolen podstatneˇ nizˇsˇı´ nezˇ v prvnı´ fa´zi, protozˇe je zde me´neˇ hran nezˇ v prvnı´ fa´zi. Tato
metoda sama o sobeˇ vsˇak neposkytuje dokonale´ vy´sledky prˇedevsˇı´m z hlediska cˇasove´
slozˇitosti, nebot’kandida´tu˚ z prvnı´ fa´ze mu˚zˇe by´t velke´ mnozˇstvı´.
Druhou vyzkousˇenou mozˇnostı´ je rozdeˇlit obraz do neˇkolika oblastı´ a vyhleda´vat v
kazˇde´ zvla´sˇt’. To umozˇnı´ definovat pra´h pro kazˇdou cˇa´st samostatneˇ v za´vislosti na pocˇtu
hran. Rozmeˇry oblasti by meˇly by´t veˇtsˇı´ nebo rovny maxima´lnı´mu mozˇne´mu pru˚meˇru
hledane´ho kruhu. Sousednı´ oblasti by se meˇly navza´jem prˇekry´vat alesponˇ o nejveˇtsˇı´
mozˇny´ polomeˇr kruhu. Takto bude vzˇdy vı´ce nezˇ polovina kruhu v jedne´ z oblastı´. Mu˚zˇe
se ovsˇem sta´t, zˇe neˇktery´ kruh bude detekova´n vı´cekra´t, prˇicˇemzˇ strˇedy ani polomeˇry
nemusı´ by´t nutneˇ totozˇne´.
Prahovacı´ funkce by meˇla by´t za´visla´ na pocˇtu hran ve zpracova´vane´ oblasti. Tento
pocˇet pocˇet bymeˇl by´t vztazˇen k celkove´ plosˇe prohleda´vane´ oblasti. Da´le by bylo vhodne´,
aby byla prˇı´mo u´meˇrna´ minima´lnı´mu polomeˇru. Tı´m se dosa´hne toho, aby pro kruhy
s maly´mi polomeˇry a tedy i s maly´mi obvody byl pra´h dostatecˇneˇ nı´zky´. Pro velke´
minima´lnı´ polomeˇry pak bude pra´h naopak vysoky´.
Pocˇet pru˚secˇı´ku˚ generovany´ch Houghovy´mi transformaci vsˇak neroste linea´rneˇ s
pocˇtem bodu˚ hran. Tento proble´m nasta´va´ prˇedevsˇı´m u fotografiı´.
Vyjdeˇme tedy z na´ledujı´cı´ u´vahy. Kazˇde´ bodu hrany je prˇirˇazena jedna prˇı´mka. K
vytvorˇenı´ jednoho pru˚secˇı´ku jsou zapotrˇebı´ dveˇ prˇı´mky. Jestlizˇe je v obraze h prˇı´mek, je
tedymozˇne´ za prˇedpokladu, zˇe se prˇı´mky neprˇekry´vajı´, vytvorˇit celkemC2(h) pru˚secˇı´ku˚.
C2(h) =
h!
2(h− 2)! (7)
C2(h) =
h(h− 1)(h− 2)!
2(h− 2)! (8)
C2(h) =
h(h− 1)
2
(9)
V idea´lnı´m prˇı´padeˇ se tyto pru˚secˇı´ky navrsˇı´ v jedine´m bodeˇ nebo se rozdeˇlı´ na cely´
prostor. Mu˚zˇe se vsˇak sta´t, zˇe orientace prˇı´mek dana´ gradienty v bodech hran, ktery´mi
procha´zı´, bude takova´, zˇe vytvorˇı´ mnoho pru˚secˇı´ku˚ i v mı´stech, ktera´ neodpovı´dajı´ strˇe-
du˚m hledany´ch kruhu˚.
Proto je zapotrˇebı´ aby i prahovacı´ funkce rostla s prˇiby´vajı´cı´m pocˇtem hran rychleji.
Nenı´ vsˇak mozˇne´ nastavit rovnou pocˇet pru˚secˇı´ku˚, ty totizˇ mohou by´t rozprostrˇeny po
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cele´ plosˇe. Prahovacı´ funkce tedy musı´ by´t mnohem mensˇı´ nezˇ funkce 9. Za´rovenˇ vsˇak
musı´ by´t veˇtsˇı´ nezˇ alesponˇ dvojna´sobek minima´lnı´ho polomeˇru.
Pocˇet pru˚secˇı´ku˚ roste rychleji hlavneˇ s vysˇsˇı´mi rˇa´dy. Za´rovenˇ roste i sˇance, zˇe se
pru˚secˇı´ky budou hromadit. Po se´rii pokusu˚ na testovacı´ch fotografiı´ch jsem zvolil expo-
nencia´lnı´ funkci, jejı´zˇ mocninu tvorˇı´ logaritmus o za´kladu deset.
Pro jednodusˇsˇı´ manipulaci s celou funkcı´ je vhodne´ prˇidat pevny´ pra´h a upravit va´hu
za´vislosti na pocˇtu bodu˚ hran pomocı´ konstanty.
Z teˇchto u´vah jsem dosˇel ke tvaru 10, kde d je pevneˇ stanovena´ prahova´ hodnota v
za´vislosti na rozlisˇenı´, P (h) pravdeˇpodobnost zˇe na´hodneˇ vybrany´ bod oblasti lezˇı´ na
hraneˇ,minr je minima´lnı´ hledany´ polomeˇr, a je konstanta ovlivnˇujı´cı´ mnozˇstvı´ za´vislosti
prahovacı´ funkce na pocˇtu hran, h je pocˇet bodu˚ na´lezˇejı´cı´ch hrana´m v oblasti a funkce
c(h) prˇeva´dı´ pocˇet hran na pomaleji rostoucı´ metriku.
y = d+ a · bc(h) ·minr2 · 4 · P (h) (10)
Tato funkce se vsˇak uka´zala jako naprosto nevyhovujı´cı´ pro snı´mky porˇı´zene´ z vi-
deoza´znamu, prˇedevsˇı´m kvu˚li jejich kvaliteˇ. Pro takove´ snı´mky je vhodna´ na´sledujı´cı´
funkce:
y = 2 ·minr +minr · maxr −minr
maxr
(11)
Uvedena´ rovnice je za´visla´ prˇedevsˇı´m na minima´lnı´ a maxima´lnı´m polomeˇru. Je
mozˇne´ ji pouzˇı´t za podmı´nky, zˇe pocˇet hran nenı´ prˇı´lisˇ vysoky´, rozdı´l maxima´lnı´ho a mi-
nima´lnı´ho polomeˇru take´ nenı´ prˇı´lisˇ vysoky´ a minima´lnı´ polomeˇr je vetsˇı´ nezˇ nula. Prvnı´
cˇa´st tvorˇı´ za´klad prahu. Je nastavena jako prˇiblizˇneˇ trˇetina obvodu kruhu s minima´lnı´m
polomeˇrem. Druha´ cˇa´st bere v u´vahu neurcˇitost polomeˇru a tı´m i vysˇsˇı´ sˇance na vznik
pru˚secˇı´ku. V prˇı´padeˇ nejveˇtsˇı´ho rozdı´lu polomeˇru˚ bude tato cˇa´st rovna minima´lnı´mu
polomeˇru. Po prˇicˇtenı´ k prvnı´ cˇa´sti se pra´h rovna´ polovineˇ obvodu nejmensˇı´ho kruhu.
Tato hodnota ponecha´va´ dostatek prostoru pro neu´plne´ nebo zkreslene´ kruhy. Je trˇeba
podotknout, zˇe v prˇı´padeˇ vysˇsˇı´ho pocˇtu hran ponecha´va´ funkce 11 veˇtsˇı´ pocˇet falesˇny´ch
detekcı´ nezˇ funkce 10.
Cela´ tato metoda je sice rychlejsˇı´ nezˇ prˇedchozı´, ale ponecha´va´ vı´ce falesˇny´ch detekcı´
prˇedevsˇı´m pokud jsou v prohleda´vane´ oblasti shluky hran a mnoho volne´ho prostoru
okolo.
Nejle´pe se osveˇdcˇila kombinace obou uvedeny´ch prˇı´stupu˚. Zmeˇnou prahove´ hodnoty
pro jednotlive´ oblasti se snı´zˇı´ pocˇet mozˇny´ch kruhu˚ detekovany´ch v prvnı´ fa´zi. Ve druhe´
cˇa´sti algoritmu je vhodne´ vypocˇı´st hodnotu prahu znovu. Pro hrube´ vyhleda´va´nı´ na foto-
grafiı´ch jsem zvolil funkci 12. Pro potvrzovacı´ cˇa´st pak byla vybra´na funkce ve tvaru 13.
Obeˇ dveˇ funkce jsou pouze dosazenı´m do obecne´ formy 10. Pro snı´mky z videoza´znamu
pak zu˚sta´va´ funkce 11.
y = 43 + 0, 15 · 1, 50,8·log10(h) ·minr2 · h/(maxr2) (12)
y = 20 + 0, 005 · 1, 10,4·log10(h) · (0, 9 · r)2 · h/((r + 10)2) (13)
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Obra´zek 5: Funkce pro urcˇenı´ prahu akumula´toru
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Transformace v druhe´ fa´zi se prova´dı´ nad cˇtvercovou oblastı´ o rozmeˇrech r+10, kde r
je polomeˇr kruhu nalezene´ho v prˇedchozı´m kroku. Prˇida´nı´ 10 pixelu˚ umozˇnı´ zpracovat i
mı´rne´ natocˇenı´ znacˇkymimo oblast oznacˇenou v prvnı´m fa´zi. Protozˇe uzˇ existuje alesponˇ
prˇiblizˇna´ prˇedstava o rozmeˇrech hledane´ho kruhu, je minima´lnı´ polomeˇr mozˇno vyja´drˇit
jako na´sobek polomeˇru drˇı´ve nalezene´ho kruhu. V idea´lnı´m prˇı´padeˇ bymeˇly by´t dokonce
totozˇne´, ale nizˇsˇı´ rozlisˇenı´ akumula´toru beˇhem prˇedchozı´ Houghovy transformace mu˚zˇe
mı´t vliv na prˇesnost stejneˇ jako okolı´, ktere´ se vypousˇtı´ azˇ beˇhem druhe´ fa´ze.
Na obra´zku 5 je zachycen pru˚beˇh obou funkcı´ s parametry pouzˇity´mi v me´m pro-
gramu. Je patrne´, zˇe prˇi porovna´nı´ s funkcı´ 12 je funkce 13 nejen posunuta´ ve smeˇru osy
y k pocˇa´tku, ale i pomaleji roste. Jak jizˇ bylo zmı´neˇno drˇı´ve, je tomu tak prˇedevsˇı´m kvu˚li
mnohem mensˇı´m vlivu˚m okolı´ na vy´sledek transformacı´ a tı´m i mensˇı´m hodnota´m v
akumula´toru.
4.2 Binarizace
Tato cˇa´st programu ma´ rozhodujı´cı´ vliv na vy´pocˇet momentovy´ch charakteristik. Slouzˇı´
prˇedevsˇı´m k tomu, aby se vyrovnala s rozdı´ly jasu vznikly´mi v du˚sledku zmeˇny barvy
pu˚sobenı´m poveˇtrnostnı´ch podmı´nek a ru˚zne´ho osveˇtlenı´. Rˇesˇenı´m je prˇeve´st obraz do
bina´rnı´ podoby tak, aby bylo jasneˇ rozlisˇeno pole a symbol s lemem. Jak jizˇ bylo drˇı´ve
zmı´neˇno v kapitole 2, tyto dveˇ mnozˇiny bodu˚ jsou si ve smyslu vy´znamu informace
ekvivalentnı´.
Ve cˇla´ncı´ch [1] a [2] se navrhuje prove´st prahova´nı´ s pevnou hodnotou pro vsˇechny
znacˇky. Tu je trˇeba zjistit experimenta´lneˇ. Tento prˇı´stup vsˇak neodra´zˇı´ ru˚zne´ vneˇjsˇı´ pod-
mı´nky, jako je naprˇı´klad osveˇtlenı´, a tedy i kontrast mezi polem a symbolem na jednotli-
vy´ch znacˇka´ch. Z tohoto du˚vodu je vhodne´ vypocˇı´tat pra´h pro kazˇdou nalezenou znacˇku
zvla´sˇt’.
4.2.1 Implementace
Nejdrˇı´ve jsem vyzkousˇel metodu Otsu[3]. Podstata spocˇı´va´ v rozdeˇlenı´ bodu˚ do dvou
skupin podle jejich jasu tak, aby mezi teˇmito trˇı´dami byl co nejveˇtsˇı´ mezitrˇı´dnı´ rozptyl ωb,
vyja´drˇeny´ jako 14.
ω2b = ω1 · ω2 · (µ1 − µ2)2 (14)
ω21 =
T∑
i=0
(i− µ1)2 · nin
m1
n
ω22 =
255∑
i=T
(i− µ2)2 · nin
m2
n
µ1 =
T∑
i=0
i · ni
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Obra´zek 6: Vy´sledky zı´skane´ pomocı´ algoritmu Otsu. Zleva: pu˚vodnı´ barevny´ obraz,
obraz prˇevedeny´ do stupnˇu˚ sˇedi, prahova´nı´ s oblastmi mimo kruh vyplneˇny´mi nulou,
prahova´nı´ s oblastmi mimo kruh vyplneˇny´mi pru˚meˇrem
µ2 =
255∑
i=T
i · ni
V uvedeny´ch rovnicı´ch ni je pocˇet pixelu˚ s jasem i. Celkovy´ pocˇet obrazovy´ch bodu˚
je oznacˇen jako n. Pocˇet bodu˚ s jasem mensˇı´m nebo rovny´m prahu T je oznacˇen jakom1,
m2 je pocˇet pixelu˚ s jasem vysˇsˇı´m nezˇ pra´h T . Aby bylo mozˇno nale´zt minimum vy´razu
14 je nutne´ cely´ vy´pocˇet prove´st pro vsˇechny mozˇne´ prahy T .
Protozˇe prostrˇedky OpenCv neumozˇnˇujı´ pracovat s kruhovy´mi oblastmi, vznikala
prˇi binarizaci chyba, ktera´ byla zpu˚sobena pixely mimo znacˇku. Tato odchylka nasta´va´
prˇedevsˇı´m pokud ma´ cela´ znacˇka vy´razneˇ odlisˇny´ jas od sve´ho okolı´. Proto selha´valy
pokusy vyplnit okolı´ tmavou barvou. Pokusil jsem se tedy vyplnit body mimo kruh po-
stupneˇ minimem, maximem a pru˚meˇrem z hodnot uvnitrˇ znacˇky. Bohuzˇel minimum ani
maximum neovlivnily mez natolik, aby byl proble´m odstraneˇn. Tyto statisticke´ hodnoty
jsou totizˇ vysoce za´visle´ na prˇesnosti vy´beˇru znacˇky a tedy i snadno ovlivnitelne´ hodno-
tou jasu mimo znacˇku. Pru˚meˇr umı´stil hodnotu jasu pixelu˚ mimo znacˇku do okolı´ prahu
a zprahovany´ obraz uvnitrˇ znacˇky odpovı´dal pozˇadavku˚m. Nicme´neˇ hodnota jasu bodu˚
mimo znacˇku se nacha´zela v neˇktery´ch prˇı´padech pod prahem, jindy naopak byla vysˇsˇı´
nezˇ pra´h. Uka´zky vy´sledku˚ teˇchto prvnı´ch pokusu˚ jsou na obra´zku 6.
Jako nejjednodusˇsˇı´ rˇesˇenı´ se uka´zal prˇevod nalezene´ znacˇky do pola´rnı´ch sourˇadnic.
Tı´mdosˇlo k transformaci kruhove´ znacˇky na cˇtvercovou. Pra´h vypocˇı´tany´ nad takovy´mto
obrazemnenı´ ovlivnˇova´n jasembodu˚mimo znacˇku a odpovı´da´ tedy pozˇadavku˚m.Vy´po-
cˇetmomentovy´ch charakteristik vsˇak probı´ha´ v karte´zske´m sourˇadne´m syste´mu.Du˚vody
budou uvedeny v kapitole 4.3.2. Aby tedy dosˇlo k vyloucˇenı´ bodu˚ mimo znacˇku z vy´beˇru
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Obra´zek 7: Vy´sledky zı´skane´ pomocı´ algoritmu Otsu v pola´rnı´ch sourˇa´dnicı´ch
je trˇeba je nastavit jejich hodnotu na hodnotu nizˇsˇı´ nebo rovnu spocˇtene´mu prahu. Pro
vsˇechny mozˇne´ prahy je takovou hodnotou nula. Druhou mozˇnostı´ je vyplnit nulou tyto
pixely azˇ po prahova´nı´. Oba postupy da´vajı´ stejny´ vy´sledek.
Prˇestozˇe dosˇlo ke snı´zˇenı´ vlivu okolı´, jak je videˇt na obra´zku 7, mu˚zˇe by´t tento vliv v
prˇı´padeˇ neprˇesne´ho vy´beˇru porˇa´d vy´znamny´.
Modra´ barva pouzˇita´ jako pole u cˇesky´ch dopravnı´ch znacˇek ma´ vy´razneˇ vysˇsˇı´ odra-
zivost nezˇ cˇervena´ pouzˇı´vana´ na lemu. Prˇi snı´mcı´ch zı´skany´ch v sˇeru za prˇedpokladu, zˇe
byla znacˇka osvı´cena zdrojem sveˇtla, tedy mu˚zˇe zpracovany´ obraz by´t inverznı´ k obrazu
zı´skane´mu za beˇzˇny´ch sveˇtelny´ch podmı´nek a oproti vzoru˚m. Uvedeny´ proble´m se ty´ka´
prˇedevsˇı´m znacˇek Za´kaz zastavenı´ a Za´kaz sta´nı´.
Dalsˇı´ proble´my vznikajı´ u znacˇek Za´kaz vjezdu vozidel prˇepravujı´cı´ch nebezpecˇny´
na´klad a Za´kaz vjezdu vozidel prˇepravujı´cı´ch na´klad, ktery´ mu˚zˇe znecˇistit vodu. Barvy
pouzˇite´ na symbolu vozidlamajı´ nizˇsˇı´ odolnost vu˚cˇi poveˇtrnostnı´mpodmı´nka´ma rychleji
vyblednou. Jejich vzory se pak zacˇnou blı´zˇit vzoru˚m jiny´ch znacˇek.
Proto jsem se rozhodl pouzˇı´t k binarizaci vlastnı´ metodu. Ta vsˇak nenı´ zalozˇena´ pouze
na jasove´ slozˇce, ale na jednotlivy´ch barevny´ch slozˇka´ch. Ty jsou sice za´visle´ na osveˇtlenı´,
ale lze je normalizovat podle osveˇtlenı´. Barevna´ informace prˇida´va´ k jasove´ slozˇce dalsˇı´
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rozmeˇry, ve ktery´ch lze hledat podobnosti mezi jednotlivy´mi oblastmi. Za´rovenˇ dovoluje
prˇeva´deˇt obraz do bina´rnı´ podoby podle barev pouzˇı´vany´ch na dopravnı´ch znacˇka´ch.
Nutnou podmı´nkou je, aby byl po provedenı´ vsˇech kroku˚ zvy´sˇen rozdı´l mezi symbolem a
polem, respektive polem a lemova´nı´m. Cely´ postupma´ dva kroky. Prvnı´m je normalizace
barev. Prˇi te´to u´praveˇ barev jsem vysˇel z cˇla´nku [9]. Za´veˇrecˇny´m krokem je pak vlastnı´
prˇevod takto pozmeˇneˇne´ho obrazu do bina´rnı´ podoby.
Protozˇe je trˇeba bra´t v u´vahu ru˚zne´ osveˇtlenı´ v ru˚zny´ch cˇa´stech snı´mku, prova´dı´ se
normalizace vzˇdy nad cˇtvercovou oblastı´ o rozmeˇrech 2r a se strˇedem ve strˇedu znacˇky.
Vstupem nenı´ pouze barevny´ obraz i jasova´ slozˇka. Ta slouzˇı´ k nastavenı´ prahu pro
jednotlive´ barevne´ slozˇky. Kazˇda´ z barevny´ch slozˇek ma´ vlastnı´ prahovacı´ funkci. Nej-
vy´razneˇjsˇı´ zmeˇnou oproti cˇla´nku [9] je nahrazenı´ skokove´ funkce prahu funkcı´ spojitou.
Porovna´nı´ pru˚beˇhu obou funkcı´ je na obra´zku 8.
Prˇi pouzˇitı´ skokove´ funkce docha´zelo v okolı´ bodu˚ nespojitosti cˇasto ke sˇpatne´mu
prahova´nı´ jednotlivy´ch slozˇek a tı´m i ke sˇpatne´ normalizaci. Velmi cˇasta´ take´ byla chyba
prˇi prahova´nı´ obrazu˚ se strˇednı´ hodnotou jasu v rozmezı´ od osmdesa´ti do stoosmdesa´ti.
Pu˚vodnı´ jednoducha´ za´vislost se uka´zala jako nevyhovujı´cı´. Z teˇchto du˚vodu˚ byla praho-
vacı´ funkce nahrazena. Pozˇadavkem bylo, aby byla funkce spojita´ a aby nejrychleji rostla
ve strˇednı´ cˇa´sti oboru hodnot. Po se´rii experimentu˚ byla zvolena funkce jejı´zˇ obecny´ tvar
je na´sledujı´cı´:
T (x) =
255
1 + e−λ(x−xt)
(15)
Promeˇnnou x je pru˚meˇr jasu ve zpracova´vane´ oblasti. Parametr λ ovlivnˇuje strmost
te´to funkce a tı´m rychlost ru˚stu prahu. Zby´vajı´cı´ parametr xt je posunem v kladne´m
smeˇru osy pru˚meˇru jasu. Manipulacı´ s jednotlivy´mi parametry lze jednodusˇe upravit
tvar prahovacı´ funkce pro jednotlive´ kana´ly. Pro me´ u´cˇely jsem zvolil λ = 0.0175 a
xt = 130 pro vsˇechny barevne´ kana´ly.
Z grafu na obra´zku 8 je patrne´, zˇe uvedena´ funkce nejen roste rychleji, ale dokonce
jsou i jejı´ hodnotymnohem vysˇsˇı´. Prˇesto se uka´zalo, zˇe je daleko vhodneˇjsˇı´ a prome´ ucˇely
postacˇujı´cı´.
Po provedenı´ teˇchto u´prav by meˇlo dojı´t ke snı´zˇenı´ pocˇtu mozˇny´ch barev ve zpraco-
va´vane´ oblasti na pouhy´ch osm. Tento pocˇet umozˇnˇuje definovat neˇkolik pravidel pro
prˇevod takove´hoto obrazu do bina´rnı´ podoby. Prˇed aplikacı´ jednotlivy´ch pravidel je trˇeba
spocˇı´st relativnı´ cˇetnosti v jednotlivy´ch barevny´ch kana´lech. Pravidla se pak probı´rajı´ po-
stupneˇ a po nalezenı´ prvnı´ho vyhovujı´cı´ho se zpracova´va´ dalsˇı´ bod.
Pro kazˇdy´ prˇeva´deˇny´ bod potom platı´:
1. Pixel obsahujı´cı´ vsˇechny trˇi slozˇky se vzˇdy prˇeva´dı´ na hodnotu 1
2. Pokud prˇevazˇuje modra´ nad zelenou a cˇervenou platı´ na´sledujı´cı´ pravidla:
(a) Pokud jsou zelena´ a modra´ prˇiblizˇneˇ v rovnova´ze a zelena´ prˇevazˇuje nad
cˇervenou platı´ tato pravidla:
i. Obsahuje-li zpracova´vany´ bod zelenou a cˇervenou slozˇku nebo jen zele-
nou, prˇevede se na 1
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Obra´zek 8: Funkce pouzˇita´ pro vy´pocˇet prahu pro jednotlive´ barevne´ kana´ly
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ii. Obsahuje-li pixel pouze zelenou a modrou slozˇku a cˇervena´ barva nenı´ na
znacˇce vy´znamneˇ zastoupena, prˇevede se na 0
iii. Obsahuje-li pixel pouze zelenou a modrou slozˇku a cˇervena´ barva je na
znacˇce vy´znamneˇ zastoupena, prˇevede se na 255
iv. Ostatnı´ se prˇeva´dı´ na 0
(b) Pokud prˇevazˇuje zelena´ nad cˇervenou:
i. Obsahuje-li zpracova´vany´ bod modrou slozˇku, cˇervena´ slozˇka je nulova´ a
cˇervena´ barva nenı´ vy´znamneˇ zastoupena, prˇevede se na 0
ii. Obsahuje-li zpracova´vany´ bod cˇervenou slozˇku, ostatnı´ slozˇky nejsou v
bodeˇ prˇı´tomny za´rovenˇ a cˇervena´ barva je vy´znamneˇ zastoupena, prˇevede
se na 0
iii. Vsˇe ostatnı´ se prˇevede na 1
(c) Pokud prˇevazˇuje cˇervena´ nad zelenou
i. Pokud zpracova´vany´ pixel obsahujemodrou slozˇku nebo cˇervenou slozˇku
a za´rovenˇ cˇervena´ nenı´ v obraze vy´znamneˇji zastoupena, prˇevede se na 0
ii. Pokudzpracova´vany´pixel obsahuje cˇervenou slozˇku, ostatnı´ slozˇkynejsou
obeˇ dveˇ za´rovenˇ v bodeˇ obsazˇeny a cˇervena´ je v obraze vy´znamneˇ zastou-
pena, prˇevede se na 0
iii. Ostatnı´ se prˇevede na 1
(d) V ostatnı´ch prˇı´padech
i. Obsahuje-li zpracova´vany´ bod cˇervenou slozˇku a bud’zelena´ nebo modra´
slozˇka jsou nulove´, prˇı´padneˇ obeˇ dveˇ, prˇevede se na 0
ii. Ostatnı´ se prˇevede na 1
3. Pokud prˇevazˇuje zelena´ nad modrou a cˇervenou platı´ na´sledujı´cı´ pravidla:
(a) Pokud nejsou zelena´ a modra´ prˇiblizˇneˇ v rovnova´ze:
i. Pokud pixel obsahuje cˇervenou slozˇku prˇevede se na 0
ii. Ostatnı´ se prˇeva´dı´ na 1
4. Pokud prˇevazˇuje cˇervena´ nad modrou a zelenou platı´ na´sledujı´cı´ pravidla:
(a) Pokud pixel neobsahuje zˇa´dnou ze slozˇek prˇeva´dı´ se na 0
(b) Pokud pixel neobsahuje modrou nebo zelenou, prˇı´padneˇ obeˇ dveˇ, prˇevede se
na 0
(c) Ostatnı´ se prˇeva´dı´ na 1
5. Pixel neobsahujı´cı´ zˇa´dnou slozˇku se prˇevede 0
6. Pokud nenı´ vy´sˇe uvedeno jinak prˇevede se pixel na 0
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Pravidlo 1 zvy´raznˇuje symboly u prˇı´kazovy´ch znacˇek a bı´le´ pole, prˇı´padneˇ symbol,
u za´kazovy´ch znacˇek. Samo o sobeˇ nenı´ nijak zvla´sˇtnı´. Pravidlo 5 pak zachova´va´ cˇernou
barvu. Pravidlo 6 je vy´chozı´m doplneˇnı´m k ostatnı´m pravidlu˚m.
Pravidla bodu 2 se ty´kajı´ prˇı´kazovy´ch znacˇek. Pokud jsou modra´ se zelenou v rov-
nova´ze, dosˇlo ke standartizaci pole znacˇky na azurovou. Tuto situaci popisuje bod (a).
Obsahuje-li zpracova´vany´ bod pouze zelenou slozˇku, nebo zelenou a cˇervenou slozˇku,
neodpovı´da´ takova´to barva urcˇiteˇ barveˇ pole prˇı´kazove´ znacˇky a prˇeva´dı´ se podle pra-
vidla i se na 1. Pokud zpracova´vany´ bod obsahuje pouze zelenou a modrou slozˇku je
tato barva urcˇiteˇ barvou pole. Pokud je tato znacˇka prˇı´kazova´, cˇervena´ barva na nı´ urcˇiteˇ
nema´ vy´razneˇjsˇı´ zastoupenı´ a bod se tedy prˇevede podle pravidla ii na 0. Pokud je vy´skyt
cˇervene´ barvy na cele´ plosˇe znacˇky vy´znamny´, je tato znacˇka za´kazova´ a bod se prˇevede
na 1, jak rˇı´ka´ pravidlo iii. Vsˇe ostatnı´ se pak prˇevede na 0.
Pokud se jen cˇa´st modre´ho pole prˇevedla na azurovou a zbytek zu˚stal modry´, nasta´va´
situace podlu bodu (b). V prˇı´padeˇ, zˇe nenı´ cˇervena´ ve znacˇce vy´znamneˇji zastoupena,
jedna´ se oprˇı´kazovouznacˇku a tedyvsˇe, co obsahujemodrou slozˇku a za´rovenˇ neobsahuje
cˇervenou slozˇku, se prˇevede podle pravidla i na 0. Pravidlo ii rˇı´ka´, zˇe pokud je cˇervena´
ve znacˇce zastoupena vy´znamneˇ, jedna´ se o za´kazovou znacˇku a na 0 se tedy prˇeva´dı´
vsˇe co obsahuje cˇervenou slozˇku, pokud neobsahuje za´rovenˇ vsˇechny ostatnı´. Pravidlo
iii prˇeva´dı´ vsˇe ostatnı´ na 1.
Pravidla bodu (c) jsou obdobou bodu (b). Bod (d) prˇedpokla´da´, zˇe znacˇka je za´kazova´.
Vsˇechno co obsahuje cˇervenou slozˇku se tedy bodle pravidla i prˇevede na 0. Vsˇe ostatnı´
se pak prˇevede na 1.
Pravidla v bodu 3 se mohou uplatnit prˇedevsˇı´m u prˇı´kazovy´ch znacˇek. Vlivem osveˇt-
lenı´ se mu˚zˇe sta´t, zˇe barva jejich pole bude normalizova´na na azurovou. V takove´ situaci
musı´ prˇevla´dat zelena´, nebot’s velmi vysokou pravdeˇpodobnostı´ bude obsazˇena v kazˇ-
de´m bodu na´lezˇejı´cı´m znacˇce. V takove´to situaci by meˇly by´t zelena´ a modra´ slozˇka v
rovnova´ze. Prahuje se pak podle pravidel 1 a 6. Pokud tomu tak nenı´ uplatnı´ se pravidla
bodu 3.a. Tato podmı´nka naznacˇuje, zˇe znacˇka je za´kazova´ a ma´ cˇerveny´ lem. Pravidlo i
potlacˇı´ lem a pravidlo ii zvy´raznı´ symbol.
Pravidla bodu 4 se ty´kajı´ prˇedevsˇı´m za´kazovy´ch znacˇek. U teˇchto znacˇek totizˇ musı´
cˇervena´ prˇevazˇovat uzˇ jen kvu˚li cˇervene´mu lemova´nı´. Bod (a) potlacˇı´ cˇernou barvu.
Obdobneˇ pracuje bod (b) s cˇervenou, purporovou a zˇlutou. Zby´va´ uzˇ jen situace, kdy
pixel obsahuje modrou i zelenou soucˇasneˇ, mu˚zˇe se jednat bud’ o bı´lou nebo azurovou.
Obeˇ dveˇ barvy v prˇı´padeˇ za´kazovy´ch znacˇek tvorˇı´ pole a proto patrˇı´ do vy´beˇru.
Body mimo kruh je opeˇt nutne´ vyplnit nulovy´mi hodnotami, aby neovlivnˇovaly dalsˇı´
vy´pocˇty.
Vy´sledky te´to metody jsou v prˇı´padeˇ odlesku˚ od dopravnı´ch znacˇek za beˇzˇne´ho
osveˇtlenı´ lepsˇı´, nezˇ prˇi prahova´nı´ pouze podle jasove´ funkce. Jak je patrne´ z obra´zku 9,
tato metoda odstranˇuje vlivy nejen okolı´ ale i odlesku˚. Da´le pak prˇina´sˇı´ stejne´ vy´sledky
pro znacˇky pouzˇı´vajı´cı´ cˇervene´ lemova´nı´ a modre´ pole za´rovenˇ za ru˚zny´ch podmı´nek
osveˇtlenı´.
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Obra´zek 9: Uka´zka vy´stupu˚ prˇi pouzˇitı´ pravidel 1-5
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4.3 Vy´pocˇet momentovy´ch charakteristik
4.3.1 Momety a momentove´ invarianty
Momentove´ charakteristiky v analy´ze obrazu jsou v podstateˇ prˇevzaty ze statistiky, kde
popisujı´ rozlozˇenı´ hodnot na´hodne´ velicˇiny v prostoru promeˇnny´ch te´to velicˇiny. Pro
spojite´ na´hodne´ velicˇiny je momentm rˇa´du i definova´n jako:
mi =
∫ −∞
∞
xi · f(x)dx (16)
Pro diskre´tnı´ na´hodne´ velicˇiny se nahradı´ urcˇity´ integra´l sumou. Vztah ma´ potom na´sle-
dujı´cı´ tvar:
mi =
∑
x
xi · f(x) (17)
Na kazˇdy´ zpracova´vany´ obraz se lze dı´vat jako na diskre´tnı´ na´hodnou velicˇinu pro-
meˇnny´ch x a y. Hodnota na´hodne´ velicˇiny je pak da´na jasem na sourˇadnicı´ch (x, y).
Protozˇe jednotlive´ momenty popisujı´ rozlozˇenı´ na´hodne´ velicˇiny v prostoru, v tomto prˇı´-
padeˇ jasu, popisujı´ i jednotlive´ obrazy. Obrazy s rozdı´lny´m rozlozˇenı´m jasu jsou popsa´ny
odlisˇnou hodnotou jasu a je tedy mozˇne´ je pomocı´ momentu˚ od sebe odlisˇit.
Klasicke´ momenty jsou ovsˇem za´visle´ na poloze rozpozna´vane´ho objektu v obraze. Je
tedy trˇeba transformovat sourˇadnou soustavu, jejı´zˇ sourˇadnice tvorˇı´ promeˇnne´ na´hodne´
velicˇiny jasu, na sourˇadnou soustavu se strˇedem v teˇzˇisˇti rozpozna´vane´ho objektu. Pro
transformaci sourˇadne´ soustavy x, y sourˇadnou soustavu xˆ, yˆ se strˇedem v teˇzˇisˇti rozpo-
zna´vane´ho objektu platı´ na´sledujı´cı´ vztahy:
mi,j =
∑
x
∑
y
xi · yj · f(x, y) (18)
xT =
m1,0
m0,0
(19)
yT =
m0,1
m0,0
(20)
xˆ = x− xT (21)
yˆ = y − yT (22)
V uvedeny´ch rovnicı´ch xT a yT oznacˇujı´ teˇzˇisˇteˇ a strˇed nove´ sourˇadne´ soustavy. Pokud
vy´razy 19 a 20 rozepı´sˇeme na 23 a 24 a podı´va´me-li se na neˇ pozorneˇji, uvidı´me zˇe se
jedna´ o vzorec pro vy´pocˇet teˇzˇisˇteˇ plochy, ktera´ ma´ konecˇny´ pocˇet bodu˚.
xT =
∑
x
∑
y x · f(x, y)∑
x
∑
y f(x, y)
(23)
yT =
∑
x
∑
y y · f(x, y)∑
x
∑
y f(x, y)
(24)
xT =
x1 + x2 + . . .+ xn
n
(25)
24
Ve jmenovateli vy´razu 23 je soucˇet vsˇech jasu˚ v obraze. Cˇitatel je soucˇtem vsˇech
sourˇadnic x na´lezˇejı´cı´ch objektu na´sobeny´ jasem prˇı´slusˇny´ch pixelu˚. Prˇedpokla´dejme zˇe
vstupnı´ obraz je bina´rnı´. V takove´m prˇı´padeˇ je ve jmenovateli pouze soucˇet sourˇadnic x
vsˇech bodu˚ na´lezˇejı´cı´ch objektu a ve jmenovateli pocˇet vsˇech bodu˚. Tento vy´sledek prˇesneˇ
odpovı´da´ vzorci 25. Tato rovnice odpovı´da´ vy´pocˇtu teˇzˇisˇteˇ plochy se stejnou hustotou ve
vsˇech bodech, prˇicˇemzˇ dana´ plocha ma´ konecˇny´ pocˇet bodu˚. Pokud budeme uvazˇovat
nebinarizovany´ obraz, situace odpovı´da´ plosˇe s rozdı´lny´m rozlozˇenı´m hustoty.
Momenty vypocˇtene´ ze sourˇadnic xˆ a yˆ se nazy´vajı´ centra´lnı´ momenty µ. Tyto mo-
menty jsou sice neza´visle´ na poloze rozpozna´vane´ho objektu v obraze, ale jsou za´visle´ na
plosˇe objektu. Pokud se majı´ rozpozna´vat objekty stejne´ho tvaru, ale ru˚zne´ velikosti, je
nutne´ tyto momenty vzta´hnout vu˚cˇi plosˇe rozpozna´vane´ho objektu. Takove´to momenty
se nazy´vajı´ normalizovane´ momenty. Vypocˇı´tajı´ se podle na´sledujı´cı´ch vzorcu˚:
ηi,j =
µi,j
muγ0,0
(26)
γ =
i+ j
2
+ 1 (27)
Normalizovane´ momenty jsou vsˇak sta´le za´visle´ na rotaci objektu. Rˇesˇenı´m je pouzˇitı´
momentovy´ch invariantu˚. Dnes nejrozsˇı´rˇeneˇjsˇı´ jsou Huovy invarianty [4] odvozene´ uzˇ v
roce 1962. Tato sada momentovy´ch invariantu˚ ma´ na´sledujı´cı´ tvar:
hu1 = η20 + η02 (28)
hu2 = (η20 − η02)2 + 4η211 (29)
hu3 = (η30 − 3η12)2 + (3η21 − η03)2 (30)
hu4 = (η30 + η12)
2 + (η21 + η03)
2 (31)
hu5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2] +
+(3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2] (32)
hu6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2] + 4η11(η30 + η12)(η21 + η03) (33)
hu7 = (3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]−
−(η30 − 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2] (34)
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J. Flusser a T. Suk ve sve´ pra´ci [5] prˇi odvozova´nı´ pravidel pro tvorbu momento-
vy´ch invariantu˚ odvozeny´ch z libovolny´ch rˇa´du˚ momentu˚ doka´zali, zˇe invariant hu3 je
kombinacı´ invariantu˚ hu5 a hu7. Proto nenı´ pro rozpozna´va´nı´ objektu˚ podstatny´ a lze ho
vypustit.
Tito autorˇi v jedne´ ze svy´chprˇedchozı´chpracı´ [6] vytvorˇili cˇtyrˇi na´sledujı´cı´momentove´
invarianty postacˇujı´cı´ k rozpozna´va´nı´ obrazu:
pi1 = µ
−4
0,0(µ2,0µ0,2 − µ21,1) (35)
pi2 = µ
−10
0,0 (µ
2
3,0µ
2
0,3 − 6µ3,0µ2,1µ1,2µ0,3 + 4µ3,0µ31,2 + 4µ0,3µ32,1 − 3µ22,1µ21,2) (36)
pi3 = µ
−7
0,0[µ2,0(µ2,1µ0,3 − µ21,2)− µ1,1(µ3,0µ0,3 − µ2,1µ1,2) + µ0,2(6µ3,0µ1,2 − µ22,1)] (37)
pi4 = µ
−11
0,0 [µ
3
2,0µ
2
0,3 − 6µ22,0µ1,1µ1,2µ0,3 − 6µ22,0µ0,2µ2,1µ0,3 + 9µ22,0µ0,2µ21,2 +
+12µ2,0µ
2
1,1µ2,1µ0,3 + 6µ2,0µ1,1µ0,2µ0,3µ3,0 − 18µ2,0µ1,1µ0,2µ2,1µ1,2 −
−8µ31,1µ0,3µ3,0 − 6µ2,0µ20,2µ3,0µ1,2 + 9µ2,0µ20,2µ21,2 + 12µ21,1µ0,2µ3,0µ1,2 −
−6µ1,1µ20,2µ3,0µ2,1 + µ30,2µ23,0] (38)
Vy´sˇe uvedene´ invarianty jsou neza´visle´ na posuvu, rotaci a zveˇtsˇenı´.
4.3.2 Implementace a vznikle´ proble´my
Pro svou implementaci jsem jako rozpozna´vacı´ prˇı´znaky zvolil Huovy invarianty. Je-
jich vy´hodou je prˇedevsˇı´m to, zˇe jsou obsazˇeny v knihovna´ch OpenCv. Vy´pocˇet teˇchto
momentu˚ je tedy plneˇ v rezˇii OpenCV.
Hodnoty jednotlivy´ch invariantu˚ pro neˇktere´ dopravnı´ znacˇky se vsˇak pohybujı´ velmi
blı´zko nule. Navı´c ma´ kazˇdy´ z invariantu˚ odlisˇny´ exponent. Pro dalsˇı´ zpracova´nı´ je
vhodne´ prˇiblı´zˇit maxima´lnı´ hodnoty pro kazˇdy´ z invariantu˚ co nejblı´zˇe jedne´. Tı´m se
zajistı´, aby meˇl kazˇdy´ invariant stejny´ vliv na na´sledne´ vyhodnocenı´. Vzhledem k tomu,
zˇe pro neˇktere´ vzory se jeden vypocˇteny´ invariant pohyboval v rˇa´dech tisı´cin a pro jine´ azˇ
v mnohem nizˇsˇı´ch rˇa´dech, nenı´ mozˇne´ cı´le dosa´hnout pouze jednoduchy´m na´sobenı´m.
Tento proble´m byl efektivneˇ vyrˇesˇen v cˇa´sti klasifikace.
Nynı´ nasta´va´ cˇas zamyslet se nad du˚vody vy´pocˇtu jednotlivy´chmomentu˚ v karte´zske´
soustaveˇ. Pokud by byl obraz ponecha´n v pola´rnı´ch sourˇadnicı´ch, vesˇkere´ rotace by se
projevily jako posuny. Vzhledem k periodiciteˇ goniometricky´ch funkcı´ je i tato soustava
sourˇadnic periodicka´, stejneˇ jako kazˇdy´ obraz v nı´. Pokud by byl symbol umı´steˇn tak,zˇe
neˇkterou jeho cˇa´stı´ procha´zı´ hranice obrazu na ose u´hlu, navazujı´cı´ cˇa´st se objevı´ u proteˇjsˇı´
hranicena jejı´ vnitrˇnı´ straneˇ. Taktovznikly´ obraz je zhlediskaHuovy´ch invariantu˚ odlisˇny´.
Musely by tedy by´t definova´ny vzory pro vsˇechna mozˇna´ rozdeˇlenı´ symbolu.
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Mozˇny´m rˇesˇenı´m je vytvorˇit obraz, ve ktere´m se bude zprahovany´ obraz opakovat
dvakra´t. Pote´ by bylo nutne´ vybrat takovou cˇa´st o rozmeˇrech zprahovane´ho obrazu, aby
se vnı´ vyskytoval symbol cely´. Z teˇchtodu˚vodu˚ je vhodneˇjsˇı´ pouzˇı´t karte´zskou sourˇadnou
soustavu.
Porovna´nı´m jednotlivy´ch vzoru˚ cˇesky´chdopravnı´ch znacˇek ovsˇemvyvsta´va´ proble´m.
Nejen zˇe nelze jen s pomocı´ momentovy´ch invariantu˚ rozlisˇit prˇika´zany´ smeˇr jı´zdy vlevo,
prˇika´zany´ smeˇr jı´zdy vpravo a prˇika´zany´ smeˇr jı´zdy rovneˇ, ale dokonce tyto znacˇky
nelze rozlisˇit ani od prˇika´zane´ho smeˇru objı´zˇdeˇnı´ vlevo a prˇika´zane´ho smeˇru objı´zˇdeˇnı´
vpravo. Tato situace je da´na faktem, zˇe momentove´ invarianty jsou neza´visle´ na rotaci a
u uvedeny´ch znacˇek je rotace symbolu jediny´m rozlisˇujı´cı´m znakem.
Pro tyto dopravnı´ znacˇky je tedy nutne´ zave´st jesˇteˇ prˇı´znak natocˇenı´ vu˚cˇı´ hlavnı´ ose
rozpozna´vane´ho objektu. U´hel natocˇenı´ lze vypocˇı´st podle na´sledujı´cı´ho vzorce:
tg2Θ =
2µ1,1
µ2,0 − µ0,2 (39)
Θ =
1
2
arctg(
2µ1,1
µ2,0 − µ0,2 ) (40)
Tento prˇı´znak by meˇl prˇijı´t na rˇadu azˇ pokud je zjisˇteˇno, zˇe je opravdu potrˇebny´. Tı´m
se snı´zˇı´ vy´pocˇetnı´ slozˇitost nejen pro vy´pocˇet charakteristik objektu˚, ale i pro na´sledne´
vyhodnocenı´ prˇı´znaku˚.
4.4 Klasifikace
V cˇla´nku [1] byla pro u´cˇel klasifikace pouzˇita pravdeˇpodobnostnı´ neuronova´ sı´t’. Sche´ma
takove´to sı´teˇ je na obra´zku 10. Vy´hodou je rychly´ proces ucˇenı´. Vzory se ulozˇı´ do vah v
prvnı´ vrstveˇ neuronu˚ a tı´m ucˇenı´ sı´teˇ skoncˇı´. Potencia´l v prvnı´ vrstveˇ neuronu˚ se spocˇte
podle rovnice 41. Aktivacˇnı´ funkce pro tuto vrstvu ma´ tvar 42. Druha´ vrstva te´to sı´teˇ je
sumacˇnı´. Vsˇechny va´hy jsou v nı´ rovny 1√
2piσ2
. Aktivacˇnı´ funkcı´ druhe´ vrstvy je iden-
tita. Vstup pak na´lezˇı´ trˇı´deˇ, jejı´zˇ vy´stup da´va´ nejvysˇsˇı´ hodnotu. Poneˇkud problematicke´
je zjisˇteˇnı´ parametru σ. Ten je trˇeba vypocˇı´tat jako strˇednı´ hodnotu rozptylu vzoru˚ v
jednotlivy´ch trˇı´da´ch.
d =
∑
i
(wi − xi)2 (41)
y = e−
d
2σ2 (42)
Jak je videˇt z uvedeny´ch rovnic, vy´stupnı´ hodnota hodnota je za´visla´ prˇedevsˇı´m na
vzda´lenosti d. Vzoru˚ musı´ by´t pro kazˇdou trˇı´du tolik, aby doka´zaly pokry´t cely´ prostor,
ve ktere´m se vyskytuje dana´ trˇı´da.
Naproti tomu vı´cevrstva´ neuronova´ sı´t’ doka´zˇe pokry´t cely´ prostor trˇı´dy vzoru˚ s
takovy´m pocˇtem vzoru˚, ktery´ dostatecˇneˇ prˇesneˇ definuje hranice te´to trˇı´dy. Takova´ sı´t’se
sice pomaleji ucˇı´, ale ve vy´sledkumu˚zˇe by´t rychlejsˇı´ nezˇ vyhodnocova´nı´ vzda´lenosti vu˚cˇi
velke´mu pocˇtu vzoru˚. Z tohoto du˚vodu jsem nejprve vyzkousˇel vı´cevrstvou neuronovou
sı´t’.
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Obra´zek 10: Pravdeˇpodobnostnı´ neuronova´ sı´t’
Bohuzˇel implementovana´ sı´t’se nebyla schopna spolehliveˇ naucˇit rozpozna´vat jednot-
live´ vzory. Musel jsem se tedy vra´tit o krok zpeˇt a vyjı´t z pravdeˇpodobnostnı´ sı´teˇ. Jak jizˇ
bylo rˇecˇeno drˇı´ve, hodnota vy´stupu za´visı´ prˇedevsˇı´m na vzda´lenosti d vektoru prˇı´znaku˚
od vektoru vzoru˚. Zcela ekvivalentı´m rˇesˇenı´m je tedy, hledat minima´lnı´ vzda´lenost d.
Takova´to neuronova´ sı´t’se pak rˇadı´ mezi kompetitivnı´ neuronove´ sı´teˇ.
4.4.1 Vı´cevrstva´ neuronova´ sı´t’ a backpropagation
Vı´cevrstve´ neuronove´ sı´teˇ se skla´dajı´ z neˇkolika vrstev neuronu˚. Kazˇdy´ neuron ma´ svu˚j
vektor vah w, potencia´l z, ktery´ je funkcı´ vstupu a vah a svou aktivacˇnı´ funkci, ktera´
transformuje potencia´l z na vy´stup y.
Potencia´l neuronu se spocˇte jako soucˇet vstupu x va´zˇeny´ vektorem vah w.
z =
∑
i
wi · xi (43)
Jako aktivacˇnı´ funkce se nejcˇasteˇji volı´ sigmoida. Tvar te´to funkce je na´sledujı´cı´:
y =
1
1 + e−λ(z−θ)
(44)
Parametr λ urcˇuje strmost aktivacˇnı´ funkce, cˇasto se volı´ λ = 1. Pra´h θ je hodnota,
ktera´ musı´ by´t prˇekrocˇena, aby dosˇlo k excitaci neuronu
Na obra´zku 11 je sche´ma trˇı´vrstve´ neuronove´ sı´teˇ. Vstupy jsou prˇivedeny do spodnı´
vrstvy neuronu˚. Kazˇdy´ neuron te´to vrstvyma´ tolik vah, kolik je vstupu˚ do cele´ sı´teˇ. Druha´
vrstva neuronu˚ zpracova´va´ vy´stupnı´ signa´l z prvnı´ vrstvy. Vsˇechny vy´stupy prvnı´ vrstvy
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Obra´zek 11: Vı´cevrstva´ neuronova´ sı´t’
tvorˇı´ vstupy pro druhou vrstvu. V kazˇde´m z neuronu˚ druhe´ vrstvy je pocˇet vah roven
pocˇtu neuronu˚ prvnı´ vrstvy. Trˇetı´ vrstva je obdobou vrstvy druhe´. Vy´stupy z nı´ vsˇak tvorˇı´
vy´stup z cele´ sı´teˇ. Prˇi rˇesˇenı´ klasifikacˇnı´ch u´kolu˚ je tedy trˇeba vybrat neuron s maxima´lnı´
hodnotou vy´stupu.
Va´hy se nastavujı´ beˇhem procesu ucˇenı´. Pro vı´cevrstve´ neuronove´ sı´teˇ se dnes beˇzˇneˇ
pouzˇı´va´ algoritmus backpropagation. Na pocˇa´tku se va´hy vsˇech neuronu˚ nastavı´ na
na´hodne´ hodnoty. Po vlozˇenı´ vzoru ite´ho se spocˇte vy´stup yi a z neˇj chyba E oproti
pozˇadovane´mu vy´sledku oi.
E =
1
2
∑
i
∑
j
(yij − oij)2 (45)
U´cˇelem ucˇenı´ sı´teˇ je nastavit va´hy tak, aby chyba E byla co nejnizˇsˇı´. Z rovnice 45 je
patrne´, zˇe chyba na vy´stupu je da´na vy´stupem y. Ten je urcˇen pomocı´ potencia´lu z, ktery´
je da´n vstupy x a va´hami w. Matematicky´ zapis je tedy na´sledujı´cı´:
E(f(y(z(x,w)))) (46)
Prˇi hleda´nı´ minima funkce 46 pro kazˇdy´ neuron algoritmus backpropagation vyuzˇı´va´
gradientnı´ metodu. Uvedeny´ vy´raz je tedy trˇeba zderivivat podle jednotlivy´chch vah.
δE
δwi
=
δE
δy
· δy
δz
· δz
δwi
(47)
Protozˇe se jedna´ o slozˇenou funkci, skla´da´ se derivace ze trˇı´ dı´lcˇı´ch derivacı´. Nejjed-
nodusˇsˇı´ je situace v prˇı´padeˇ potencia´lu z(x,w). Derivacı´ zı´ska´va´me vy´raz 49.
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z =
∑
i
wi · xi (48)
δz
δwi
= xi (49)
Pro jednoduchost nynı´ uvazˇujme, zˇe pra´h θ v aktivacˇnı´ funkci je roven nule. Derivacı´
podle potencia´lu z a postupny´mi u´pravami lze dojı´t k rovnici 56.
y =
1
1 + e−λz
(50)
δy
δz
= −(1 + e−λz)−2 · (0− λe−λz) (51)
δy
δz
= λ
e−λz
1 + e−λz
· 1
1 + e−λz
(52)
δy
δz
= λy
e−λz
1 + e−λz
(53)
δy
δz
= λy
e−λz + 1− 1
1 + e−λz
(54)
δy
δz
= λy(
e−λz + 1
1 + e−λz
− 1
1 + e−λz
) (55)
δy
δz
= λy(1− y) (56)
Poslednı´ cˇa´stı´ rovnice 47 je derivace chyby podle vy´stupu neuronu. Pro neurony
ve vy´stupnı´ vrstveˇ je rˇesˇenı´ jednoduche´. Chyba E je da´na soucˇtem rozdı´lu˚ aktua´lnı´ho
vy´stupu vu˚cˇi pozˇadovane´mu. Derivace pak vypada´ na´sledovneˇ:
δE
δy
=
1
2(y − o)2
δy
(57)
δE
δy
= y − o (58)
Poneˇkud obtı´zˇneˇjsˇı´ je situace v nizˇsˇı´ch vrstva´ch. Neurony se sice podı´lejı´ na chybeˇ
na vy´stupu, ale ne kazˇdy´ se na te´to chybeˇ podı´lı´ stejnou meˇrou. Vezmeˇme v u´vahu
neurony prˇedposlednı´ vrstvy. Jejich vy´stup je vstupem pro poslednı´ vrstvu neuronu˚.
Chybny´ vy´stup z prˇedposlednı´ vrstvy zpu˚sobuje chybnou excitaci v poslednı´ vrstveˇ.
Celou za´vislost pak lze zapsat na´sledujı´cı´m zpu˚sobem:
E(Ei(zi(y))) (59)
Derivace pak vypada´:
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δE
δy
=
∑
i
δEi
δzi
· δz
i
δy
(60)
Suma se prova´dı´ prˇes vsˇechny neurony vysˇsˇı´ vrstvy k vrstveˇ aktua´lnı´. Promeˇnna´ Ei
oznacˇuje chybu ite´ho neuronu vysˇsˇı´ vrstvy. Potencia´l zi je take´ potencia´lem ite´ho neuronu
vysˇsˇı´ vrstvy. Z teˇchto skutecˇnostı´ vyply´va´, zˇe je trˇeba zna´t u´daje z vysˇsˇı´ vrstvy. Protozˇe je
mezi nimi i potencia´l, nenı´ mozˇne´ zmeˇnit va´hy ihned po spocˇtenı´ zmeˇny vah pro jeden
neuron, ale azˇ pote´ co jsou spocˇteny zmeˇny vah pro vsˇechny neurony v sı´ti. Druha´ cˇa´st
derivovane´ho vy´razu je v podstateˇ obdobou vzorce 49, rozdı´l je pouze v symbolech a v
promeˇnne´, podle ktere´ se derivuje. Lze tedy prove´st substituci a vy´sledek pak vypada´:
δE
δy
=
∑
i
δEi
δzi
· wi (61)
Vy´sledny´ vzorec pro zmeˇnu vah je pak na´sledujı´cı´:
wi(t+ 1) = wi(t) + η
δE
δy
· λy(1− y) · xi (62)
Koeficient ucˇenı´ η ovlivnˇuje velikost kroku˚, o ktere´ se va´hy meˇnı´. V prˇı´padeˇ, zˇe bude
prˇı´lisˇ vysoky´, mu˚zˇe ucˇenı´ trvat dlouho, stejneˇ jako v prˇı´padeˇ prˇı´lisˇ nı´zke´ho koeficientu
ucˇenı´. Beˇzˇneˇ se volı´ η prˇiblizˇneˇ 0,3.
Pro urychlenı´ nalezenı´ minima chybove´ funkce E je mozˇne´ meˇnit podle potrˇeby i
strmost aktivacˇnı´ funkce λ a jejı´ pra´h θ. Zmeˇna teˇchto hodnot umozˇnˇuje individua´lnı´
nastavenı´ pro kazˇdy´ neuron a tı´m lepsˇı´ adaptaci cele´ neuronove´ sı´teˇ. Chybova´ funkce E
je tedy funkcı´ nejen vah w, ale i strmosti λ a prahu θ.
E(y(z(x), λ, θ)) (63)
Je tedy nutne´ hledat nejen nastavenı´ jednotlivy´ch vah ale i parametru˚ λ a θ. Jejich
optima´lnı´ nastavenı´ se opeˇt hleda´ pomocı´ gradientnı´ metody. Vzorce pro jejich u´pravu
jsou tedy na´sledujı´cı´:
λ(t+ 1) = λ(t)− ξ δE
δλ
(64)
λ(t+ 1) = θ(t)− ψδE
δθ
(65)
Opeˇt je tedy nutno derivovat chybovou funkci E podle nastavovane´ho parametru.
Vy´raz δEδy v na´sledujı´cı´ rovnici se vypocˇte stejny´m zpu˚sobem jako prˇi u´praveˇ vah.
δE
δλ
=
δE
δy
· δy
δλ
(66)
δy
δλ
= (1 + e−λ(z−θ))−2 · (0− δ(1 + e
−λ(z−θ))
δλ
) (67)
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δy
δλ
= (1 + e−λ(z−θ))−2 · (−e−λ(z−θ))(z − θ)(−λ)) (68)
δy
δλ
= λ(z − θ) · 1
(1 + e−λ(z−θ))
· e
−λ(z−θ)
1 + e−λ(z−θ)
(69)
δy
δλ
= λy(z − θ) · (1 + e
−λ(z−θ) − 1)
1 + e−λ(z−θ)
(70)
δy
δλ
= λy(z − θ) · (1 + e
−λ(z−θ)
1 + e−λ(z−θ)
− 1
1 + e−λ(z−θ)
) (71)
δy
δλ
= λy(z − θ)(1− y) (72)
Po dosazenı´ vy´sledku do vzorce 66 vypada´ vztah pro u´pravu strmosti na´sledovneˇ:
δE
δλ
=
δE
δy
· λy(z − θ)(1− y) (73)
Obdobny´m zpu˚sobem se vyja´drˇı´ vy´raz δEδθ .
δE
δθ
=
δE
δy
· δy
δθ
(74)
δy
δθ
= (1 + e−λ(z−θ))−2 · (0− δ(1 + e
−λ(z−θ))
δθ
) (75)
δy
δθ
= (1 + e−λ(z−θ))−2 · (0− e−λ(z−θ)λ) (76)
δy
δθ
= −λ 1
1 + e−λ(z−θ)
· e
−λ(z−θ)
1 + e−λ(z−θ)
(77)
δy
δθ
= −λy · 1 + e
−λ(z−θ) − 1
1 + e−λ(z−θ)
(78)
δy
δθ
= −λy · (1 + e
−λ(z−θ) − 1
1 + e−λ(z−θ)
− 1
1 + e−λ(z−θ)
) (79)
δy
δθ
= −λy(1− y) (80)
Dosazenı´m do rovnice 74 zı´ska´va´me vy´sledny´ vzorec pro u´pravu prahu:
δE
δθ
= −δE
δy
· λy(1− y) (81)
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Vy´raz δEδy se opeˇt spocˇte stejny´m zpu˚sobem jako prˇi u´praveˇ vah. Zmeˇna strmosti λ a
prahu θ se opeˇt prova´dı´ azˇ po vypocˇtenı´ te´to zmeˇny pro vsˇechny neurony v sı´ti.
Nevy´hodou tohoto ucˇenı´ je, zˇe ne vzˇdycky nutneˇ musı´ dojı´t k nalezenı´ globa´lnı´ho
minima funkce E(w). Mu˚zˇe se sta´t, zˇe se algoritmus zastavı´ v neˇktere´m z loka´lnı´ch
minim a nebude schopen va´hy upravit le´pe. V takove´m prˇı´padeˇ je nutne´ zacˇı´t znova od
zacˇa´tku s novy´m nastavenı´m vah.
Pocˇet vrstev takove´to sı´teˇ mu˚zˇe by´t libovolny´, ale pro rozpozna´va´nı´ jake´koliv skupiny
vzoru˚ jsou dostatecˇne´ trˇi vrstvy. Prˇida´nı´m dalsˇı´ch vrstvev dojde k prodlouzˇenı´ procesu
ucˇenı´ i beˇzˇne´ho vy´pocˇtu. Pocˇet neuronu˚ ve vy´stupnı´ vrstveˇ je da´n pocˇtem rozpozna´va-
ny´ch vzoru˚. Pocˇet neuronu˚ v ostatnı´ch vrstva´ch se volı´ podle potrˇeby. Pokud je tento
pocˇet prˇı´lisˇ nı´zky´, nemusı´ by´t dana´ sı´t’ schopna naucˇit se rozpozna´vat vsˇechny pozˇa-
dovane´ vzory. Prˇi prˇı´lisˇ vysoke´m pocˇtu neuronu˚ naopak sı´t’ vzory prˇı´lisˇ konkretizuje a
nemusı´ by´t shopna rozeznat podobne´ vzory, patrˇı´cı´ do stejne´ skupiny.
Prˇestozˇe knihovna OpenCv obsahuje neuronove´ sı´teˇ a algoritmy pro jejich ucˇenı´,
nejsou momenta´lneˇ v podobeˇ vhodne´ k pouzˇitı´. Neˇktere´ metody, jako naprˇı´klad ulozˇenı´
sı´teˇ do souboru, nejsou totizˇ sta´le implementova´ny. Z tohoto du˚vodu jsem se rozhodl
pouzˇı´t vlastnı´ implementaci vı´cevrstve´ neuronove´ sı´teˇ a algoritmu backpropagation.
Nejprve jsem sepokusil rozlisˇit od sebe navza´jemznacˇkyZa´kaz vjezdu aZa´kaz vjezdu
do jednosmeˇrne´ ulice. V prostoru vstupu˚ jsou tyto dva vzory linea´rneˇ separovatelne´ a lze
je tedy rozpozna´vat i za pouzˇitı´ jedine´ho neuronu. Jako vstupy do neuronove´ sı´teˇ jsem
pouzˇil Huovy invarianty v pu˚vodnı´ podobeˇ. Vy´sledek odpovı´dal ocˇeka´va´nı´.
Da´le jsem tedy vyzkousˇel naucˇit sı´t’ 25 vybrany´ch druhu˚ znacˇek. Prˇipravil jsem sı´t’
o strukturˇe 100-50-25. Po velke´m pocˇtu iteracı´ jsem ucˇenı´ zastavil a vyzkousˇel prˇidat
dalsˇı´ neurony. Sı´t’tedy zı´skala rozmeˇry 200-100-25. S invarianty v pu˚vodnı´ podobeˇ se ale
nebyla ani takto rozsa´hla´ sı´t’schopna naucˇit vzory na nizˇsˇı´ chybu nezˇ 18% na jeden vzor
tre´novacı´ mnozˇiny.
Mozˇny´m rˇesˇenı´m by bylo zvy´sˇenı´ pocˇtu neuronu˚ ve vnitrˇnı´ch vrstva´ch sı´teˇ. Tı´m
by ale dosˇlo ke snı´zˇenı´ rychlosti vy´pocˇtu. V porovna´nı´ s pravdeˇpodobnostnı´ sı´tı´ jeden
neuron vstupnı´ vrstvy odpovı´da´ jednomu ulozˇene´mu vzoru v pravdeˇpodobnostnı´ sı´ti.
Obrovsky´ na´rust vsˇakprˇicha´zı´ vedruhe´ vrstveˇ. Jestlizˇema´prvnı´ vrstvanneuronu˚ adruha´
vrstva m neuronu˚, pak pocˇet neuronu˚ druhe´ vrstvy odpovı´da´ mn7 vzoru˚m ulozˇeny´m v
pravdeˇpodobnostnı´ sı´ti. Obdobny´ vztah pak platı´ i pro poslednı´ vrstvu. Vzhledem k
teˇmto pocˇtu˚ jsem se rozhodl prˇistoupit k pouzˇitı´ obdoby pravdeˇpodobnostnı´ sı´teˇ, tedy
prˇı´me´mu ulozˇenı´ vzoru˚.
Prˇedtı´m jsem vsˇak vyzkousˇel jesˇteˇ druhou mozˇnost. Tou je pokusit se upravit vstupy
do podoby prˇijatelneˇjsˇı´ pro neuronovou sı´t’. Vzhledem k tomu, zˇe vzory jsou rozlozˇeny
te´meˇrˇ po cele´m intervalu nula azˇ jedna, neprˇipada´ v u´vahupouze vyna´sobenı´ konstantou.
Jako nejvhodneˇjsˇı´ se jevı´ pouzˇitı´ logaritmu˚. Vstupy jsem tedy upravil podle na´sledujı´cı´
funkce:
y =

x > 0 : − 1log10x
x < 0 : 1log10(−x)
x = 0 : 0
(82)
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Obra´zek 12: Sche´ma kompetitivnı´ neuronove´ sı´teˇ
Po te´to u´praveˇ vstupu˚ se byla sı´t’schopna naucˇit vzory beˇhem tisı´ce iteracı´. Bohuzˇel
sı´t’nebyla beˇhem kra´tke´ho testu schopna rozpoznat jednotlive´ vzory. Vysˇel jsem tedy z
prˇedpokladu˚, zˇe sı´t’ ma´ prˇı´lisˇ mnoho neuronu˚ a proto nenı´ schopna spravneˇ zobecnit
jednotlive´ vzory a najı´t mezi nimi podobnosti. Snı´zˇil jsem tedy pocˇet neuronu˚ v jednotli-
vy´ch vrstva´ch na 40-30-25 a provedl znovu proces ucˇenı´. Sı´t’se opeˇt velmi rychle naucˇila
jednotlive´ vzory tre´novacı´ mnozˇiny. Beˇhem testova´nı´ vsˇak vy´sledek opeˇt neodpovı´dal
ocˇeka´va´nı´.
Po teˇchto neu´speˇsˇı´ch jsem se rozhodl pro pouzˇı´tı´ kompetitvnı´ neuronove´ sı´teˇ.
4.4.2 Kompetitivnı´ neuronova´ sı´t’
Principie´lnı´ model kompetitivnı´ neuronove´ sı´teˇ je zna´zorneˇn na obra´zku 12. Jejı´m za´kla-
dem je jedina´ vrstva neuronu˚. Vsˇechny neurony majı´ vazby nejen na vstupy ale i samy
na sebe a ostatnı´ neurony. Vazby vu˚cˇi vstupu˚m a rekurentnı´ vazby posilujı´ potencia´l
neuronu, zatı´mco ostatnı´ vazby naopak potencia´l potlacˇujı´.
Po prˇivedenı´ vstupu dojde k excitaci jednotlivy´ch neuronu˚. Prˇes vza´jemne´ vazby se
zacˇnou navza´jem potlacˇovat. Nakonec zu˚stane excitovany´ pouze jediny´ neuron. Bude
to ten, ktery´ meˇl po prˇivedenı´ vstupu nejveˇtsˇı´ potencia´l. Proto se cˇa´st, kdy docha´zı´ ke
vza´jemne´mupotlacˇova´nı´ potencia´lu, beˇzˇneˇ vynecha´va´ a vybere se neuron s nejvysˇsˇı´mpo-
tencia´lem hned na zacˇa´tku. V takove´m prˇı´padeˇ nejsou nutne´ ani vazbymezi jednotlivy´mi
neurony.
Potencia´l neuronu se vypocˇte jako va´zˇeny´ soucˇet vstupu˚. Tento vztah se vsˇakda´ zapsat
i jako skala´rnı´ soucˇin. Ten se da´ na´sledneˇ prˇeve´st na funkci u´hlu sevrˇene´ho vektory w a
x.
z =
∑
i
wi · xi = ~w · ~x = |x| · |y| · cosα (83)
Za prˇedpokladu, zˇe vektor vstupu˚ i vektor vah jsou normalizovane´, platı´:
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Obra´zek 13: Geometricke´ zna´zorneˇnı´ rozhodovacı´ho procesu kompetitivnı´ sı´teˇ
z = cosα (84)
Jak je zna´zorneˇno na obra´zku 13, u´hel α je u´hel sevrˇeny´ vektory x aw. Velikost rozdı´lu
vektoru˚ w a x pak lze vyja´drˇit na´sledujı´cı´m vztahem:
|d| = |x| · sinα (85)
Z uvedene´ rovnice vyply´va´, zˇe pro kazˇdy´ vstup postacˇı´ najı´t vektor wj s minima´lnı´
vzda´lenostı´ d. Neuron jehozˇ va´hy jsou tvorˇeny vektoremwi, pak ma´ maxima´lnı´ potencia´l
a odpovı´da´ vstupu x.
Mu˚zˇe se sta´t, zˇe pro jednu trˇı´du nebude stacˇit jeden vektor vah, ale bude jich muset
by´t vı´ce. Rˇesˇenı´ spocˇı´va´ v seskupenı´ neuronu˚ do trˇı´d.
Ota´zkou zu˚sta´va´ jak urcˇit pocˇet neuronu˚ v jednotlivy´ch skupina´ch a jejich va´hy. Nej-
jednodusˇsˇı´m u´kolem z teˇchto dvou je urcˇenı´ vah. K tomuto u´cˇelu se beˇzˇneˇ pouzˇı´va´ Ko-
honenovo ucˇenı´ nebo algoritmus LVQ (Learning Vector Quantization), prˇı´padneˇ u´pravy
algoritmu LVQ.
Na zacˇa´tku jsou vektory vah rozmı´steˇny rovnomeˇrneˇ v prostoru prˇı´znaku˚. Vsˇechny
tyto vektory jsou normalizovane´. Po te´to prˇı´praveˇ na´sleduje vlastnı´ algoritmus Koho-
nenova ucˇenı´. Pro vzor z tre´novacı´ mnozˇiny se najde nejvı´ce odpovı´dajı´cı´ vektor. Tento
vektor se upravı´ podle na´sledujı´cı´ho vztahu:
w(t+ 1) = w(t) + η(x− w(t)) (86)
Parametr η je opeˇt koeficientem ucˇenı´. Uvedena´ operace sice nezachova´va´ normalitu,
ale pro dostatecˇneˇ male´ η lze tento fakt zanedbat. Po projdenı´ vsˇech vzoru˚ tre´novacı´
mnozˇiny se snı´zˇı´ koeficient ucˇenı´. Tre´novacı´ mnozˇina se procha´zı´ tak dlouho, dokud nenı´
koeficient ucˇenı´ nulovy´.
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Uvedeny´ postup vsˇak vytva´rˇı´ jednotlive´ trˇı´dy pouze na za´kladeˇ rozmı´steˇnı´ v pro-
storu prˇı´znaku˚. Tyto trˇı´dy se mohou lisˇit od pozˇadovany´ch trˇı´d. U´prava, ktera´ zarucˇuje
prˇirˇazenı´ do jednotlivy´ch trˇı´d podle pozˇadavku˚, se lisˇı´ pouze v jedine´m kroku. Pocˇa´tecˇnı´
nastavenı´ je stejne´ jako v prˇedchozı´m prˇı´padeˇ. Pokud je pro vzor tre´novacı´ mnozˇiny vy-
bra´n spra´vny´ neuron, u´prava se prova´dı´ podle vy´razu 86. Pokud je vybra´n jiny´ neuron,
provede se pro spra´vny´ neuron opeˇt u´prava podle rovnice 86, pro vybrany´ neuron se
navı´c provede na´sledujı´cı´ u´prava vah:
w(t+ 1) = w(t)− η(x− w(t)) (87)
Koeficient ucˇenı´ η se opeˇt snizˇuje s kazˇdou iteracı´ tre´novacı´ mnozˇiny a cely´ postup se
opakuje dokud nenı´ nulovy´.
Pro zvy´sˇenı´ pravdeˇpodobnosti, zˇe vstup bude spra´vneˇ rozpozna´n, lze pro vylepsˇenı´
vy´sledku˚ ucˇenı´ pouzˇı´t algoritmus LVQ2.1. Tento algoritmus nema´ za cı´l kompletneˇ nasta-
vit va´hy, ale pouze pozmeˇnit va´hy, pokud hrozı´ riziko sˇpatne´ klasifikace. Proto se pouzˇı´va´
azˇ po pouzˇitı´ algoritmu LVQ.
Opeˇt se procha´zejı´ vsˇechny prvky tre´novacı´ mnozˇiny. Pro kazˇdy´ vstup se tentokra´t
vyberou dva nejblizˇsˇı´ neurony. Pokud je vzda´lenost mezi jejich vektory vah a vstupem
prˇiblizˇneˇ stejna´ a vstup ma´ by´t rozpozna´va´n puoze jednı´m z nich, je trˇeba tyto va´hy
upravit podle vztahu 86 pro neuron, ktery´ ma´ rozpozna´vat dany´ vstup, a podle vy´razu 87
pro zby´vajı´cı´ neuron. Matematicky se podmı´nka shodne´ vzda´lenosti zapı´sˇe na´sledujı´cı´m
zpu˚sobem:
min(
d1
d2
,
d2
d1
) > 1−  (88)
max(
d1
d2
,
d2
d1
) < 1 +  (89)
(90)
Algoritmus LVQ i Kohonenovo ucˇenı´ v podstateˇ pocˇı´tajı´ s tı´m, zˇe je prˇedem zna´m
pocˇet neuronu˚. Tento pocˇet se da´le beˇhem procesu ucˇenı´ nemeˇnı´.
Rˇesˇenı´, ktere´ jsem pouzˇil, je zna´zorneˇno na obra´zku 14. Kazˇdy´ ze vzoru˚ tre´novacı´
mnozˇiny ma´ vlastnı´ neuron. Neurony jsou seskupeny podle trˇı´d vzoru˚, ktere´ rozpozna´-
vajı´. Prˇi vyhodnocova´nı´ se vybere v kazˇde´ skupineˇ neuronu˚ minimum. Tato minima se
pak porovnajı´ a na za´kladeˇ vy´sledku se vybere prˇı´slusˇna´ trˇı´da. Index te´to trˇı´dy je pak
vy´stupem y.
Tato sı´t’je velmi podobna´ pravdeˇpodobnostnı´ sı´ti z obra´zku 10. Princip funkce je take´
obdobny´ a tedy i rychlost vy´pocˇtu. Rozdı´lem je prˇevod metriky vzda´lenosti v prˇı´padeˇ
pravdeˇpodobnostnı´ sı´teˇ podle Gaussovy exponencia´ly.
Aby bylo mozˇno vynechat normalizaci jednotlivy´ch vstupu˚, byla jako potencia´l zvo-
lena druha´ mocnina de´lky rozdı´lu vektoru vstupu˚ a vektoru vah.
Protozˇe rozdı´lymezi jednotlivy´mi trˇı´damimohou by´t prˇı´lisˇ male´, je vhodne´ je prˇedem
upravit. Tato operace sice nenı´ bezpodmı´necˇneˇ nutna´, ale pro dosazˇenı´ lepsˇı´ch vy´sledku˚
je lepsˇı´ rozta´hnout rozsah vstupu˚ na veˇtsˇı´ interval. K tomuto u´cˇelu jsem pouzˇil funkci
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Obra´zek 14: Blokove´ sche´ma pouzˇite´ neuronove´ sı´teˇ
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Obra´zek 15: Graf funkce pro u´pravu vstupu˚
− 1log10x . Jejı´ graf je na obra´zku 15. Hodnoty jednotlivy´ch invariantu˚ se pohybujı´ prˇeva´zˇneˇ
v intervalu od nuly do dvou desetin. Du˚lezˇite´ je prˇedevsˇı´m to, zˇe velmi male´ hodnoty
v okolı´ nuly jsou transforma´vany do intervalu od nuly do peˇti desetin. Pote´ se funkce
chova´ te´meˇrˇ linea´rneˇ. Dojde tedy prˇedevsˇı´m k jasneˇjsˇı´mu oddeˇlenı´ trˇı´d, jejichzˇ invarianty
se pohybujı´ v maly´ch rozsazı´ch. U trˇı´d s velky´mi hodnotami invariantu˚ zu˚stane tento
pomeˇr zachova´n.
Protozˇe se vsˇak invarianty mohou pohybovat i v za´porny´ch cˇı´slech a logaritmus je
definova´n pouze pro kladna´ cˇı´sla, je trˇeba tuto funkci doplnit. Jednoznacˇny´m pozˇadav-
kem je, aby byla vy´sledna´ funkce strˇedoveˇ soumeˇrna´ podle pocˇa´tku. Soumeˇrna´ musı´ by´t
proto, aby zachova´vala stejna´ meˇrˇı´tka pro kladne´ i za´porne´ vstupy. Strˇedoveˇ soumeˇrna´
musı´ by´t, aby zachova´vala i zname´nka a bylo takmozˇne´ i nada´le odlisˇit za´porna´ a kladna´
cˇı´sla. Podmı´nku soumeˇrnosti urcˇiteˇ splnˇuje funkce − 1log10(−x) . Takova´to funkce je osoveˇ
soumeˇrna´ podle osy y. Aby byla strˇedoveˇ soumeˇrna´ stacˇı´ ji jesˇteˇ doplnit o zname´nko
mı´nus. Transformacˇnı´ funkce pro za´porne´ hodnoty bude 1log10(−x) .
Vzorec pro vy´pocˇet potencia´lu je tedy na´sledujı´cı´:
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z =

x > 0, w > 0 :
∑6
i=0(− 1log10xi + 1log10wi )2
x < 0, w > 0 :
∑6
i=0(
1
log10(−xi) +
1
log10wi
)2
x > 0, w < 0 :
∑6
i=0(− 1log10xi − 1log10(−wi))2
x < 0, w < 0 :
∑6
i=0(
1
log10(−xi) − 1log10(−wi))2
x > 0, w = 0 :
∑6
i=0(− 1log10xi )2
x < 0, w = 0 :
∑6
i=0(
1
log10(−xi))
2
x = 0, w > 0 : 0
x = 0, w < 0 : 0
(91)
Obdobny´ zpu˚sob pouzˇı´va´ i knihovna OpenCv pro porovna´nı´ dvou obrazu˚. Pouzˇitı´
funkce pro porovna´nı´ z te´to knihovny vsˇak neprˇicha´zı´ v u´vahu, protozˇe se v nı´ pokazˇde´
vypocˇı´ta´vajı´ Huovy invarianty znovu.
Nevy´hodou kompetitivnı´ch sı´tı´ je to, zˇemajı´ ulozˇena´ pouze loka´lnı´ nastavenı´. Vesˇkera´
porovna´nı´ tedy fungujı´ v okolı´ ulozˇeny´ch vzoru˚. Mimo tuto oblast nelze zarucˇit vy´sledek.
Vzoru˚ v kazˇde´ trˇı´deˇ tedy musı´ by´t tolik, aby doka´zaly pokry´t celou oblast na´lezˇejı´cı´ dane´
trˇı´deˇ. Z toho plyne i mozˇna´ nizˇsˇı´ rychlost vy´pocˇtu nezˇ u vı´cevrstvy´ch neuronovy´ch sı´tı´.
Vy´hodou je naopak vysoka´ rychlost ucˇenı´ a jednodusˇsˇı´ implementace. Narozdı´l od
vı´cevrstve´ neuronove´ sı´teˇ proces ucˇenı´ zarucˇuje u´plne´ nastavenı´ vah podle vzoru˚ za vsˇech
okolnostı´.
4.5 Zpracova´nı´ prˇekry´vajı´cı´ch se oblastı´
Vzhledem ke zvolene´mu zpu˚sobu detekce kruhu˚ mu˚zˇe dojı´t k prˇekryvu detekovany´ch
oblastı´. Je to zpu˚sobenoprˇekryvemoblastı´, ve ktery´ch se vyhleda´vajı´ kruhy. Tytoprˇekryvy
nemohou by´t vyhodnoceny drˇı´ve, protozˇe nenı´ mozˇne´ doprˇedu rˇı´ci, ktera´ oblast le´pe
vyhovuje neˇktere´ ze znacˇek.
Jednou z mozˇnostı´ je zveˇtsˇit posun vyhleda´vacı´ho okna. Tı´m vsˇak nezmizı´ vsˇechny
prˇekryvy. Mu˚zˇe se totizˇ sta´t, zˇe kruh bude detekova´n na hranici sousedı´cı´ch oblastı´.
Druhou mozˇnostı´ je zjistit, ktera´ kruhova´ oblast le´pe vyhovuje neˇktere´ z dopravnı´ch
znacˇek a zvolit pouze tu. Tato volba semu˚zˇe odehra´t azˇ po klasifikaci, protozˇe drˇı´ve nelze
rˇı´ci, ktery´ kruh je vhodneˇjsˇı´.
Po rozpozna´nı´ vzoru je tedy nutne´ ulozˇit do seznamu informace o strˇedu, polomeˇru a
nejmensˇı´m rozdı´lu oproti vzoru. Pote´ co jsou projdeny vsˇechny kruhy v obraze, se projde
tento seznam. Je-li ve vzda´lenosti 1, 5r jiny´ strˇed, zjistı´ se, ktera´ ze znacˇekma´mensˇı´ rozdı´l
oproti sve´mu vzoru, a ta se v seznamu ponecha´.
Doty´kajı´cı´ se dopravnı´ znacˇky by meˇly mı´t shodne´ polomeˇry. V idea´lnı´m prˇı´padeˇ
by tedy vzda´lenost mezi jednotlivy´mi strˇedy nemeˇla by´t mensˇı´ nezˇ 2r. Vlivem neprˇesne´
detekce nebo natocˇenı´ dopravnı´ znacˇky se nu˚zˇe sta´t zˇe tato vzda´lenost bude mensˇı´ a je
tedy vhodne´ povolit alesponˇ cˇa´stecˇny´ prˇekryv.
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5 Vy´beˇr a tvorba vzoru˚
Z prˇedchozı´ kapitoly vyply´va´, zˇe musı´ by´t velky´ pocˇet ru˚zny´ch vzoru˚ pro kazˇdou trˇı´du.
Ru˚zny´ch ve smyslu jine´ho tvaru po provedenı´ binarizace. Jestlizˇe je stejny´ vzor jen jinak
otocˇen nebo posun, je takovy´to vzor nadbytecˇny´. Obecneˇ platı´, zˇe cˇı´m vı´c ru˚zny´ch vzoru˚
v dane´ trˇı´deˇ je, tı´m spolehliveˇji je rozpozna´va´na. Na druhou stranu vsˇak s rostoucı´m
pocˇtem vzoru˚ klesa´ vy´konnost syste´mu.
Jako prvnı´ vzor pro jednotlive´ trˇı´dy jsem vybral vzory z prˇı´lohy vyhla´sˇky cˇı´slo
30/2001. Tyto vzory vsˇak samy o sobeˇ postacˇujı´ pouze prˇi prˇesne´m vy´beˇru dopravnı´
znacˇky. To znamena´, zˇe by znacˇka nemohla by´t v zˇa´dne´m prˇı´padeˇ pootocˇena podle svisle´
osy a prˇı´mka protı´najı´cı´ strˇed objektivu a strˇed znacˇky by musela by´t kolma´ k rovineˇ tvo-
rˇene´ dopravnı´ znacˇkou. Tato podmı´nka vsˇak klade prˇı´lisˇ vysoke´ na´roky na porˇizova´nı´
jednotlivy´ch za´beˇru˚. V mnoha prˇı´padech je dokonce splneˇnı´ te´to podmı´nky nemozˇne´. Z
tohoto du˚vodu je nutne´ zarˇadit i vzory zı´skane´ za beˇzˇne´ho provozu.
Pokudnebyla znacˇka spra´vneˇ rozezna´na,meˇla byby´t zarˇazena jakonovy´ vzor. Pomocı´
tohoto pravidla lze prˇi dostatecˇneˇ velke´ mnozˇineˇ fotografiı´ pokry´t cely´ prostor prˇı´znaku˚.
Za´rovenˇ pak lze definovat i maxima´lnı´ mozˇny´ rozdı´l vu˚cˇi vzoru˚m, prˇi ktere´m bude jesˇteˇ
vstup na´lezˇet patrˇicˇne´mu vzoru.
Z toho, zˇe nejsou vyhodnocova´ny pouze symboly, ale cela´ znacˇka, plynou dalsˇı´ pro-
ble´my. V prˇı´padeˇ, zˇe je znacˇka rozdeˇlena do vı´ce polı´, se mu˚zˇe sta´t, zˇe na dvou ru˚zny´ch
znacˇka´ch se stejny´m vy´znamem budou totozˇne´ symboly umı´steˇny v jiny´ch polı´ch. Proto
je nutne´ zarˇadit mezi vzory vsˇechny mozˇne´ varianty usporˇa´da´nı´ symbolu˚.
Da´le v prˇı´padeˇ znacˇek stejne´ trˇı´dy, jejichzˇ vy´znam je podobny´ a lisˇı´ se pouze v textu
pouzˇite´m jako symbol, je opeˇt nutno zarˇadit mezi vzory vsˇechny mozˇnosti, ktere´ prˇi-
cha´zejı´ v u´vahu. Jedna´ se naprˇı´klad o znacˇky Minima´lnı´ povolena´ rychlost a Maxima´lnı´
povolena´ rychlost.
Prˇi registraci jednotlivy´ch vzoru˚ se vynecha´va´ cˇa´st detekce kruhovy´ch objektu˚. Z
toho vyply´vajı´ i omezenı´ kladena´ na jednotlive´ vzory. Uka´zka pouzˇitelny´ch vzoru˚ je na
obra´zku 16. Kazˇdy´ obraz tvorˇı´cı´ vzor tedy musı´ mı´t cˇtvercovy´ forma´t se stranami o de´lce
2r. Znacˇka by meˇla mı´t strˇed ve strˇedu tohoto cˇtverce. Pozadı´ mimo tento kruh mu˚zˇe
by´t cˇerne´ nebo v prˇı´padeˇ za´kazovy´ch dopravnı´ch znacˇek mu˚zˇe mı´t stejny´ barevny´ odstı´n
jako lem a v prˇı´padeˇ prˇı´kazovy´ch znacˇek stejny´ odstı´n jako pole.
Druha´ podmı´nka je da´na vynecha´nı´m cˇa´sti navazujı´cı´ na detekci kruhu˚, ve ktere´ je
prˇed vlastnı´ binarizacı´ provedeno vyplneˇnı´ okolnı´ch oblastı´ cˇernou barvou. Mozˇnost
doplneˇnı´ barvou lemu respektive pole je da´na pravidly pouzˇity´mi pro binarizaci.
Vsˇechny tyto podmı´nky splnˇujı´ vy´stupy vytvorˇene´ho programu v krokove´m rezˇimu,
beˇhemktere´ho jsou detekovane´ kruhove´ objekty postupneˇ zobrazova´ny v bina´rnı´ podobeˇ
a ve standartizovany´ch barva´ch. Protozˇe pravidla pro binarizaci zachova´vajı´ cˇernou a
bı´lou, zu˚stane binarizovany´ vzor ve stejne´ podobeˇ i po druhe´ binarizaci. Tento postup
tvorby vzoru˚ je mnohem jednodusˇsˇı´ a klade mensˇı´ na´roky na uzˇivatele.
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Obra´zek 16: Vzory pouzˇite´ pro konfiguraci neuronove´ sı´teˇ
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6 Testova´nı´
Z du˚vodu rozdı´lne´ kvality fotografiı´ a snı´mku˚ porˇı´zeny´ch z videoza´znamu bylo testo-
va´nı´ rozdeˇleno na dveˇ cˇa´sti. Prˇı´my´ vstup videa nebyl testova´n prˇedevsˇı´m kvu˚li dobeˇ
zpracova´nı´ snı´mku, ktera´ se pohybuje v pru˚meˇru okolo trˇı´ vterˇin.
V prvnı´ cˇa´sti byly otestova´ny fotografie. Ve druhe´ pak vybrane´ snı´mky z videoza´-
znamu. Jednotlive´ testovacı´ snı´mky byly zı´ska´ny za ru˚zny´ch poveˇtrnostnı´ch podmı´nek
a osveˇtlenı´. V obou testech byly bra´ny v potaz prˇedevsˇı´m pocˇet pocˇet nenalezeny´ch
znacˇek, pocˇet falesˇny´ch detekcı´, pocˇet sˇpatneˇ vyhodnoceny´ch znacˇek a pocˇet spra´vneˇ
vyhodnoceny´ch znacˇek.
Shrnutı´ se nacha´zı´ v tabulce 2. Testovacı´ mnozˇina bohuzˇel nebyla prˇı´lisˇ velika´ stejneˇ
jako v prˇı´padeˇ mnozˇiny vzoru˚, ktere´ byly k dispozici. Z tohoto du˚vodu mohou by´t
vy´sledky testova´nı´ zkreslene´.
V prˇı´padeˇ fotografiı´ byla prˇi testech dosazˇeno vysoke´ prˇesnosti prˇedevsˇı´m v detekcˇnı´
cˇa´sti. Vysoky´ pocˇet falesˇny´ch pozitiv je da´n prˇedevsˇı´m maly´m pocˇtem vzoru˚ a tı´m i nut-
nostı´ zveˇtsˇit maxima´lnı´ povoleny´ rozdı´l oproti vzoru kvu˚li pokrytı´ prostoru prˇı´znaku˚.
U´speˇsˇnost rozpozna´nı´ byla hodneˇ za´visla´ na prˇesnosti vy´beˇru dopravnı´ znacˇky. V prˇı´-
padeˇ neprˇesne´ho vy´beˇru byly jednotlive´ momentove´ charakteristiky mı´rneˇ odlisˇne´ od
za´kladnı´ho vzoru. Prˇesto prˇi spra´vne´m definova´nı´ vzoru˚, lze dosa´hnout dobre´ u´speˇsˇ-
nosti.
U snı´mku˚ zı´ska´ny´ch z videoza´znamu byla prˇesnost detekce podstatneˇ nizˇsˇı´. Vmnoha
prˇı´padechnebyla znacˇkadetekova´navu˚bec.Od tohoto se odvı´jı´ nı´zke´mnozˇstvı´ rozpozna-
ny´ch znacˇek. V prˇı´padeˇ zˇe se pocˇet rozpoznany´ch znacˇek vzta´hne k pocˇtu detekovany´ch
znacˇek je u´speˇsˇnost rozpozna´nı´ 86,120%. Proble´m detekce se bohuzˇel nepovedlo odstra-
nit ani snı´zˇenı´m prahu akumula´toru. Sˇpatneˇ rozpoznany´mi znacˇkami byly prˇedevsˇı´m
rychlostnı´ limity. V jejich prˇı´padeˇ nebyl k dispozici dostatecˇny´ pocˇet vzoru˚. Prˇi vysˇsˇı´m
pocˇtu vzoru˚ by tento proble´m bylo mozˇne´ lepsˇı´m pokrytı´ prostoru prˇı´znaku˚ odstranit.
Beˇhem testova´nı´ bylo take´ zjisˇteˇno, zˇe vztah 39 pouzˇı´vany´ pro rozpozna´nı´ znacˇek
Prˇika´zany´ smeˇr objı´zˇdeˇnı´ vlevo, Prˇika´zany´ smeˇr objı´zˇdeˇnı´ vpravo, Prˇika´zany´ smeˇr jı´zdy
rovneˇ, Prˇika´zany´ smeˇr jı´zdy vlevo (pouze vzor C03b) a Prˇika´zany´ smeˇr jı´zdy vpravo
(pouze vzor C03a) nelze pouzˇı´t. Je tomu tak prˇedevsˇı´m kvu˚li neprˇesnosti vy´beˇru jed-
notlivy´ch znacˇek. V takovy´chto prˇı´padech jsou pro kazˇdy´ vzor odlisˇne´ hlavnı´ osy, vu˚cˇi
kery´m se u´hel natocˇenı´ pocˇı´ta´. Je tedy trˇeba nale´zt jiny´ zpu˚sob.
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Obra´zek 17: Uka´zka spra´vneˇ vyhodnocene´ho snı´mku
Nedetekovane´ Chybneˇ vyhodnocene´ Spra´vneˇ vyhodnocene´ Falesˇna´
znacˇky znacˇky znacˇky pozitiva
Fotografie 4,348% 4,348% 91,304% 82,609%
Videoza´znam 27,586% 10,714% 62,068% 28,916%
Tabulka 2: Vy´sledky testu˚, jednotlive´ u´daje jsou vztazˇene´ vu˚cˇi celkove´mu pocˇtu znacˇek
pro dany´ test
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7 Za´veˇr
Velky´m nedostatkem cele´ho syste´mu je prˇedevsˇı´m jeho nı´zka´ rychlost. Ta je zpu˚sobena
hlavneˇ pouzˇitı´m Houghovy´ch transformacı´ v cˇa´sti detekce kruhovy´ch objektu˚. Prˇestozˇe
je pouzˇita verze 21HT, ktera´ je podstatneˇ rychlejsˇı´, je porˇa´d vy´pocˇetnı´ slozˇitost prˇı´lisˇ
vysoka´. Tento proble´m je mozˇne´ vyrˇesˇit neˇkolik zpu˚soby.
Prvnı´ mozˇnostı´ je paralelizace algoritmu Houghovy´ch transformacı´. Pro toto rˇesˇenı´
by bylo vhodneˇjsˇı´ pouzˇı´t klasickou verzi Houghovy´ch transformacı´, protozˇe ta pracuje
s oddeˇleny´mi akumula´tory. Kazˇdy´ z mozˇny´ch polomeˇru˚ by tak meˇl sve´ vlastnı´ vla´kno
a akumula´tor. Tı´mto postupem by dosˇlo i ke zvy´sˇenı´ spolehlivosti detekce, nebot’prahy
pro jednotlive´ akumula´tory by bylo mozˇne´ normovat podle polomeˇru. V prˇı´padeˇ pouzˇitı´
algoritmu 21HT by akumula´tor musel by´t sdı´len mezi vla´kny, a kontrolova´n prˇı´stup k
neˇmu pomocı´ za´mku˚. Ve vy´sledku by tedy dosˇlo k sekvencˇnı´mu prova´deˇnı´ jednotlivy´ch
operacı´, proto algoritmus 21HT nenı´ pro tento u´cˇel vhodny´.
Druhou mozˇnostı´ je pouzˇitı´ hardwarove´ho obvodu. Toto rˇesˇenı´ na prvnı´ pohled pro-
ble´m detekce sice zjednodusˇuje, ale na druhou stranu bude trˇeba dodrzˇet rozhranı´ pro
komunikaci s takovy´mto zarˇı´zenı´m. Dalsˇı´m nezanedbatelny´m parametrem je cena tako-
ve´ho rˇesˇenı´.
Trˇetı´ mozˇnostı´ je pouzˇitı´ u´plneˇ jine´ho algoritmu pro detekci kruhu˚. Velmi zajı´mavy´ je
naprˇı´kladprˇı´stuppouzˇity´ v cˇla´nku [7]. Tı´mtopostupembybylomozˇne´ za´rovenˇ detekovat
i znacˇky jiny´ch tvaru˚.
Cˇa´st pro binarizaci se naopak jevı´ jako velmi spolehliva´. Tento postup se da´ pouzˇı´t
i u znacˇek jiny´ch tvaru˚. V prˇı´padeˇ troju´helnı´kovy´ch a cˇtvercovy´ch znacˇek se nikdy ne-
vyskytujı´ narozdı´l od kruhovy´ch znacˇek modra´ a cˇervena´ za´rovenˇ, cˇı´mzˇ se cela´ situace
zjednodusˇuje. Pro tyto druhy znacˇek je tedy mnozˇina uvedeny´ch prˇevodnı´ch pravidel
dostacˇujı´cı´.
Vyhodnocenı´ Huovy´ch invariantu˚ kompetitivnı´ neuronovou sı´tı´ probı´ha´ zcela vpo-
rˇa´dku. V prˇı´padeˇ prˇesneˇjsˇı´ho vy´beˇru by byl potrˇebny´ mensˇı´ pocˇet vzoru˚ v jednotlivy´ch
trˇı´da´ch, cozˇ by vedlo ke zvy´sˇenı´ vy´konu v te´to cˇa´sti programu. Da´le by bylo vhodne´
podrobneˇji prozkoumat mozˇnosti vyuzˇitı´ algoritmu LVQ a kompetitivnı´ch neuronovy´ch
sı´tı´. Tı´m by mohlo dojı´t ke snı´zˇenı´ potrˇebne´ho mnozˇstvı´ neuronu˚ a k jejich vhodneˇjsˇı´mu
rozmı´steˇnı´ v prostoru prˇı´znaku˚.
V prˇı´padeˇ snı´mku˚ o dostatecˇne´ kvaliteˇ je syste´m schopen vyhodnocovat jednotlive´
snı´mky. Vlivy osveˇtlenı´ byly minimalizova´ny provedeny´mi kroky a lze tedy rozpozna´vat
i znacˇky, ktere´ by jinak sˇlo rozpozna´vat jen velmi obtı´zˇneˇ. Programvytvorˇeny´ v ra´mci te´to
pra´ce se konfiguruje a pouzˇı´va´ jednoduchy´m zpu˚sobem, ktery´ neklade vysoke´ na´roky
na uzˇivatele. Stejneˇ tak nepozˇaduje zˇa´dne´ specia´lnı´ zarˇı´zenı´ ani knihovny, ktere´ nejsou
beˇzˇneˇ dostupne´.
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