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Abstract
In this paper, we relax the control condition of convergence of SP-iteration presented
by Phuengrattana and Suantai (J. Comput. Appl. Math. 235:3006-3014, 2011). We
compare the rate of convergence of Mann, Ishikawa and Noor iterations from another
point of view and come to a diﬀerent conclusion. Finally, we provide a numerical
example for Ishikawa and Noor iterations, which supports our theoretical results.
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1 Introduction
Let E be a closed interval on the real line and let f : E → E be a continuous function.
A point p ∈ E is a ﬁxed point of f if f (p) = p. We denote by F(f ) the set of ﬁxed points of f .
It is known that if E is also bounded, then F(f ) is nonempty.
Mann iteration (see []) is deﬁned by u ∈ E and
un+ = ( – αn)un + αnf (un) (.)
for all n≥ , where {αn}∞n= is a sequence in [, ]. Ishikawa iteration (see []) is deﬁned by
s ∈ E and
⎧⎨
⎩
tn = ( – βn)sn + βnf (sn),
sn+ = ( – αn)sn + αnf (tn)
(.)
for all n≥ , where {αn}∞n=, {βn}∞n= are sequences in [, ]. Noor iteration (see []) is deﬁned
by w ∈ E and
⎧⎪⎪⎨
⎪⎪⎩
rn = ( – γn)wn + γnf (wn),
qn = ( – βn)wn + βnf (rn),
wn+ = ( – αn)wn + αnf (qn)
(.)
© 2013 Dong et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.
Dong et al. Journal of Inequalities and Applications 2013, 2013:269 Page 2 of 9
http://www.journaloﬁnequalitiesandapplications.com/content/2013/1/269
for all n ≥ , where {αn}∞n=, {βn}∞n=, {γn}∞n= are sequences in [, ]. Clearly, Mann and
Ishikawa iterations are special cases of Noor iteration, and Mann iteration is a special
case of Ishikawa iteration.
In , Rhoades [] proved the convergence ofMann iteration for a class of continuous
and nondecreasing functions on a closed unit interval, and then he [] extended conver-
gence results to Ishikawa iterations. Further, Borwein and Borwein [] proved the conver-
gence of Mann iteration of continuous functions on a bounded closed interval. Recently,
Qing and Qihou [] extended results in [] to an arbitrary interval and to Ishikawa iter-
ation and presented a necessary and suﬃcient condition for the convergence of Ishikawa
iteration of continuous functions on an arbitrary interval.
Very recently, Phuengrattana and Suantai [] introduced SP-iteration as follows:
⎧⎪⎪⎨
⎪⎪⎩
zn = ( – γn)xn + γnf (xn),
yn = ( – βn)zn + βnf (zn),
xn+ = ( – αn)yn + αnf (yn)
(.)
for all n ≥ , where {αn}∞n=, {βn}∞n=, {γn}∞n= are sequences in [, ], and it will be denoted
by SP(x,αn,βn,γn, f ). They presented a necessary and suﬃcient condition for the con-
vergence of SP-iteration (.) of continuous functions on an arbitrary interval. They also
compared the convergence speed ofMann, Ishikawa, Noor iterations and SP-iteration and
concluded that SP-iteration is better than the others.
Inspired by the above work, in this paper, we compare the rate of convergence of Mann,
Ishikawa and Noor iterations under the same computation cost and come to a diﬀerent
conclusion with Phuengrattana and Suantai []. We also present a numerical example for
Ishikawa and Noor iterations, which veriﬁes our theoretical results.
2 Convergence theorem
In this section, we present a new necessary and suﬃcient condition for the convergence
of SP-iteration (.), which relaxes the control condition presented by Phuengrattana and
Suantai [].
Phuengrattana and Suantai [] proposed the following necessary and suﬃcient condi-
tion for the convergence of SP-iteration (.) of continuous functions on an arbitrary in-
terval.
Proposition . Let E be a closed interval on the real line and let f : E → E be a continu-
ous function. For x ∈ E, let SP-iteration {xn}∞n= be deﬁned by (.), where {αn}∞n=, {βn}∞n=,
{γn}∞n= are sequences in [, ] satisfying










Then {xn}∞n= is bounded if and only if {xn}∞n= converges to a ﬁxed point of f .
Next proposition reveals that it is of interest to relax the control conditions on{αn}∞n=,
{βn}∞n= and {γn}∞n= in Proposition ..
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Proposition . [] Let E be a closed interval on the real line and let f : E → E be a con-
tinuous and nondecreasing function such that F(f ) is nonempty and bounded. Let {αn}∞n=,
{βn}∞n=, {γn}∞n=, {α∗n}∞n=, {β∗n}∞n=, {γ ∗n }∞n= be sequences in [, ) such that αn < α∗n , βn < β∗n
and γn < γ ∗n for all n ≥ . Let {xn}∞n= and {x∗n}∞n= be deﬁned by SP(x,αn,βn,γn, f ) and
SP(x∗ ,α∗n ,β∗n ,γ ∗n , f ), respectively. If {xn}∞n= converges to p ∈ F(f ), then {x∗n}∞n= converges to p.
Moreover, {x∗n}∞n= is better than {xn}∞n=, provided that x∗ = x ∈ E.
Consider the following three-step Mann iteration:
⎧⎪⎪⎨
⎪⎪⎩
vn– = ( – λn–)vn– + λn–f (vn–),
vn = ( – λn–)vn– + λn–f (vn–),
vn+ = ( – λn)vn + λnf (vn),
(.)
where {λn–i}∞n=, i = , , , are sequences in [, ].
Remark . Let λn– = γn, λn– = βn, λn = αn and v = x, then (.) transforms into
(.) with xn = vn–, zn = vn–, yn = vn, xn+ = vn+. So, one-step SP-iteration is exactly
three-step Mann iteration.
Theorem . Let E be a closed interval on the real line and let f : E → E be a continu-
ous function. For x ∈ E, let SP-iteration {xn}∞n= be deﬁned by (.), where {αn}∞n=, {βn}∞n=,




(ii) limn→∞ αn = , limn→∞ βn = , limn→∞ γn = .
Then {xn}∞n= is bounded if and only if {xn}∞n= converges to a ﬁxed point of f .
Proof Let λn– = γn, λn– = βn, λn = αn and v = x, then xn = vn–, zn = vn–, yn = vn,
xn+ = vn+. We divide the proof into three steps.
Step . By conditions (i)-(ii), it is obvious that {λn}∞n= satisﬁes limn→∞ λn =  and∑∞
n= λn =∞. From Proposition ., it follows that {vn}∞n= is bounded if and only if {vn}∞n=
converges to a ﬁxed point of f .
Step . Since {xn}∞n= is a subsequence of {vn}∞n=, so {xn}∞n= is bounded if {vn}∞n= is
bounded. On the other hand, assume that {xn}∞n= is bounded, then {xn}∞n= belongs to a
bounded closed interval. By the continuity of f , we have that {f (xn)}∞n= belongs to another
bounded closed interval, and thus {f (xn)}∞n= is bounded. Since zn = ( – γn)xn + γnf (xn), so
{zn}∞n= is bounded, and thus {f (zn)}∞n= is bounded. Similarly, since yn = (–βn)zn +γnf (zn),
we have {yn}∞n= and {f (yn)}∞n= are bounded. Since vn– = zn, vn = yn, vn+ = xn+ for all
n ≥ , we obtain that {vn}∞n= is bounded. So, {xn}∞n= is bounded if and only if {vn}∞n= is
bounded.
Step . Since {xn}∞n= is a subsequence of {vn}∞n=, so {xn}∞n= converges to a ﬁxed point of f
if {vn}∞n= converges to a ﬁxed point of f . On the other hand, assume that {xn}∞n= converges
to a ﬁxed point p of f , then {xn}∞n= is bounded. From Step , it follows that {f (xn)}∞n=,
{zn}∞n= and {f (zn)}∞n= are bounded. Using (.), we have zn–xn = γn(f (xn)–xn) and yn–zn =
βn(f (zn) – zn). By the condition (ii), we get |zn – xn| →  and |yn – zn| → , so {zn}∞n= and
{yn}∞n= converge to p. Since vn– = zn, vn = yn, vn+ = xn+ for all n≥ , {vn}∞n= converges
to p. Therefore, {xn}∞n= converges to a ﬁxed point of f if and only if {vn}∞n= converges to a
ﬁxed point of f . 
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From Step , Step  and Step , the result follows.
Remark . The comparison of Proposition . and Theorem . implies that the condi-
tions on parameters {βn}∞n= and {γn}∞n= are relaxed.
3 Rate of convergence
In this section, we compare the rate of convergence of Ishikawa and Noor iterations under
the same computation cost.
In order to compare the rate of convergence, we use the following deﬁnition introduced
by Rhoades [].
Deﬁnition . Let E be a closed interval on the real line and let f : E → E be a continuous
function. Suppose that {xn}∞n= and {yn}∞n= are two iterations which converge to the ﬁxed
point p of f . Then {xn}∞n= is said to be better than {yn}∞n= if
|xn – p| ≤ |yn – p| for all n≥ .
Phuengrattana and Suantai [] obtained the following theorem on the relation of the
convergence of Mann, Ishikawa and Noor iterations and SP-iteration.
Proposition . Let E be a closed interval on the real line and f : E → E be a continu-
ous and nondecreasing function such that F(f ) is nonempty and bounded. For u = s =
w = x ∈ E, let {un}∞n=, {sn}∞n=, {wn}∞n= and {xn}∞n= be the sequences deﬁned by (.)-(.),
respectively. Let {αn}∞n=, {βn}∞n=, {γn}∞n= be sequences in [, ). Then the following are satis-
ﬁed:
(i) Ishikawa iteration {sn}∞n= converges to p ∈ F(f ) if and only if Mann iteration {un}∞n=
converges to p.Moreover, Ishikawa iteration is better than Mann iteration;
(ii) Noor iteration {wn}∞n= converges to p ∈ F(f ) if and only if Ishikawa iteration {sn}∞n=
converges to p.Moreover, Noor iteration is better than Ishikawa iteration;
(iii) SP-iteration {xn}∞n= converges to p ∈ F(f ) if and only if Noor iteration {wn}∞n=
converges to p.Moreover, SP-iteration is better than Noor iteration.
Remark . In above Proposition ., Phuengrattana and Suantai [] compared the rate
of convergence of Mann, Ishikawa, Noor iterations and SP-iteration and drew the conclu-
sion that SP-iteration is better than other iterations, Noor iteration is better than Ishikawa
iteration and Ishikawa iteration is better thanMann iteration. However, we know fromRe-
mark . that one-step SP-iteration is three-stepMann iteration. Clearly, the computation
cost of one-step Ishikawa iteration and one-step Noor iteration equals to that of two-step
Mann iteration and three-step Mann iteration, respectively. So, it seems to be more rea-
sonable to compare the rate of convergence of Mann, Ishikawa and Noor iterations under
the same computation cost. In this sense, fromProposition .(iii),Mann iteration is better
than Ishikawa and Noor iterations.
Next we compare the rate of convergence of Ishikawa and Noor iterations under the
same computation cost. For purposes of comparison, we ﬁrstly deﬁne two iterations.
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Three-step Ishikawa iteration (denoted by IshikawaIII iteration) is deﬁned by g ∈ E and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
gn, = ( – ρn,)gn + ρn,f (gn),
gn, = ( – ρn,)gn + ρn,f (gn,),
gn, = ( – ρn,)gn, + ρn,f (gn,),
gn, = ( – ρn,)gn, + ρn,f (gn,),
gn, = ( – ρn,)gn, + ρn,f (gn,),
gn+ = gn, = ( – ρn,)gn, + ρn,f (gn,),
(.)
for all n ≥ , where {ρn,i}∞n=, i = , , , , ,  are sequences in [, ]. Two-step Noor itera-
tion (denoted by NoorII iteration) is deﬁned by h ∈ E and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
hn, = ( – ρn,)hn + ρn,f (hn),
hn, = ( – ρn,)hn + ρn,f (hn,),
hn, = ( – ρn,)hn + ρn,f (hn,),
hn, = ( – ρn,)hn, + ρn,f (hn,),
hn, = ( – ρn,)hn, + ρn,f (hn,),
hn+ = hn, = ( – ρn,)hn, + ρn,f (hn,),
(.)
for all n ≥ , where {ρn,i}∞n=, i = , , , , ,  are sequences in [, ]. Since IshikawaIII and
NoorII iterations are both six-step, their computation cost is same at every iteration.
Remark . It should be noted that IshikawaIII and NoorII iterations are not new itera-
tions and we introduce them just for comparing the rate of convergence of Ishikawa and
Noor iterations under the same computation cost.
Before proceeding with the main result, we present three lemmas (see Lemmas ., .
and . below). We ﬁrst need to recall a lemma, which is used in the proof of Lemma ..
Lemma . [] Let E be a closed interval on the real line and let f : E → E be a continuous
and nondecreasing function. Let {αn}∞n=, {βn}∞n=, {γn}∞n= be sequences in [, ). Let {sn}∞n=
and {wn}∞n= be deﬁned by (.) and (.), respectively. Then the following hold:
(i) if f (s) < s, then f (sn) < sn for all n≥  and {sn}∞n= is nonincreasing;
(ii) if f (s) > s, then f (sn) > sn for all n≥  and {sn}∞n= is nondecreasing;
(iii) if f (w) < w, then f (wn) < wn for all n≥  and {wn}∞n= is nonincreasing;
(iv) if f (w) > w, then f (wn) > wn for all n≥  and {wn}∞n= is nondecreasing.
Lemma . Let E be a closed interval on the real line and let f : E → E be a continuous
and nondecreasing function. Let {ρn,i}∞n=, i = , , , , , , be sequences in [, ). Let {gn}∞n=,
{gn,}∞n= and {gn,}∞n= (resp. {hn}∞n= and {hn,}∞n=) be deﬁned by (.) (resp. (.)). Then the
following hold:
(i) if f (g) < g, then gn ≥ gn, ≥ gn, ≥ gn+;
(ii) if f (g) > g, then gn ≤ gn, ≤ gn, ≤ gn+;
(iii) if f (h) < h, then hn ≥ hn, ≥ hn+;
(iv) if f (h) > h, then hn ≤ hn, ≤ hn+.
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Proof Since IshikawaIII (resp. NoorII) iteration is three-step Ishikawa (resp. two-step
Noor) iteration, {gn}∞n=, {gn,}∞n=, {gn,}∞n= (resp. {hn}∞n=, {hn,}∞n=) are subsequences of
{sn}∞n= (resp. {wn}∞n=). From Lemma ., Lemma . follows. 
Lemma . Let E be a closed interval on the real line and let f : E → E be a continuous
and nondecreasing function. Let {ρn,i}∞n=, i = , , , , , , be sequences in [, ). Let {gn}∞n=
and {hn}∞n= be deﬁned by (.) and (.), respectively. Then the following hold:
(i) if f (g) < g, then f (gn) < gn for all n≥  and {gn}∞n= is nonincreasing;
(ii) if f (g) > g, then f (gn) > gn for all n≥  and {gn}∞n= is nondecreasing;
(iii) if f (h) < h, then f (hn) < hn for all n≥  and {hn}∞n= is nonincreasing;
(iv) if f (h) > h, then f (hn) > hn for all n≥  and {hn}∞n= is nondecreasing.
Proof The sequence {gn}∞n= (resp. {hn}∞n=) can be considered as a subsequence of {sn}∞n=
(resp. {wn}∞n=), since IshikawaIII (resp. NoorII) iteration is three-step Ishikawa (resp. two-
step Noor) iteration. So, Lemma . follows from Lemma ..
For comparing the rate of convergence of Ishikawa and Noor iterations, here we make
the following assumption:
(H) ρn, ≤ ρn, hn–f (hn,)hn–f (hn,) for all n≥ . 
Lemma. Let E be a closed interval on the real line and let f : E → E be a continuous and
nondecreasing function. Let {ρn,i}∞n=, i = , , , . . . ,  be sequences in [, ) satisfying (H). For
g = h ∈ E, let {gn}∞n= and {hn}∞n= be the sequences deﬁned by (.) and (.), respectively.
Then the following are satisﬁed:
(i) if f (g) < g, then gn ≤ hn for all n≥ ;
(ii) if f (g) > g, then gn ≥ hn for all n≥ .
Proof (i) We use mathematical induction. Firstly, it holds g = h. Assume that gk ≤ hk .
Thus f (gk) ≤ f (hk). We obtain gk, – hk, = ( – ρk,)(gk – hk) + ρk,(f (gk) – f (hk)) ≤ , so
gk, ≤ hk,, which implies f (gk,)≤ f (hk,). Similarly, we get
gk, ≤ hk,, (.)
which implies f (gk,) ≤ f (hk,). From Lemma .(i), it follows gk, ≤ gk and thus gk, ≤ hk .
So, we have gk, – hk, = ( – ρk,)(gk, – hk) + ρk,(f (gk,) – f (hk,))≤ , i.e.,
gk, ≤ hk,, (.)
which implies f (gk,) ≤ f (hk,). Using the condition (H) and (.), we obtain hk, – hk, =
ρk,(hk – f (hk,)) –ρk,(hk – f (hk,))≥  and thus hk, ≥ hk,. Combining with (.), we have
hk, ≥ gk,. (.)
So, gk, – hk, = ( – ρk,)(gk, – hk,) + ρk,(f (gk,) – f (hk,))≤ , i.e.,
gk, ≤ hk,, (.)
which implies f (gk,) ≤ f (hk,). From Lemma .(i), it follows gk, ≤ gk,. Combining with
(.), we get gk, ≤ hk,. We have gk, –hk, = (–ρk,)(gk, –hk,) +ρk,(f (gk,) – f (hk,))≤ ,
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i.e., gk, ≤ hk,, which implies f (gk,)≤ f (hk,). Similarly, we obtain gk+ – hk+ = gk, – hk, =
( – ρk,)(gk, – hk,) + ρk,(f (gk,) – f (hk,))≤ , i.e.,
gk+ ≤ hk+. (.)
By induction, we get gn ≤ hn for all n≥ .
(ii) Following the line of (i), we can show that gn ≤ hn for all n≥ . 
Theorem . Let E be a closed interval on the real line and let f : E → E be a continuous
and nondecreasing function such that F(f ) is nonempty and bounded. For g = h ∈ E, let
{gn}∞n= and {hn}∞n= be the sequences deﬁned by (.) and (.), respectively. Let {ρn,i}∞n=,
i = , , . . . , , be sequences in [, ) satisfying (H). Then IshikawaIII iteration {gn}∞n= con-
verges to p ∈ F(f ) if and only if NoorII iteration {hn}∞n= converges to p.Moreover, IshikawaIII
iteration is better than NoorII iteration.
Proof Firstly, if IshikawaIII iteration {gn}∞n= converges to p ∈ F(f ), then set ρn,i = , i =
, , , , and we get the convergence of Ishikawa iteration. On the other hand, assume
that Ishikawa iteration {sn}∞n= converges to p ∈ F(f ). Let s = g, βn– = ρn,, αn– = ρn,,
βn– = ρn,, αn– = ρn,, βn = ρn, and αn = ρn, for all n≥ , then {gn}∞n= is a subsequence
of {sn}∞n= and thus converges to p. So, IshikawaIII iteration {gn}∞n= converges to p ∈ F(f )
if and only if Ishikawa iteration {sn}∞n= converges to p. Similarly, we get NoorIII iteration
{hn}∞n= converges to p ∈ F(f ) if and only if Noor iteration {wn}∞n= converges to p. From
Theorem .(ii) in [], we have that Ishikawa iteration {sn}∞n= converges to p ∈ F(f ) if and
only if Noor iteration {wn}∞n= converges to p. Therefore, IshikawaIII iteration {gn}∞n= con-
verges to p ∈ F(f ) if and only if NoorII iteration {hn}∞n= converges to p.
Next we prove that IshikawaIII iteration {gn}∞n= is better than NoorII iteration {hn}∞n=.
Put L = inf{p ∈ E : p = f (p)} and U = sup{p ∈ E : p = f (p)}. We divide our proof into the
following three cases:
Case : g = h >U ,
Case : g = h < L,
Case : L≤ g = h ≤U .
Case : g = h > U . By Proposition . in [], we get f (g) < g and f (h) < h. Using
Lemma .(i), we obtain gn ≤ hn for all n ≥ . Following the line of the proof of Theo-
rem . in [], we have U ≤ gn for all n≥ . Then we get ≤ gn – p≤ hn – p, and thus
|gn – p| ≤ |hn – p| for all n≥ . (.)
We can see that IshikawaIII iteration {gn}∞n= is better than NoorII iteration {hn}∞n=.
Case : g = h < L. By Proposition . in [], we get f (g) > g and f (h) > h. Using
Lemma .(ii), we obtain gn ≥ hn for all n ≥ . Following the line of the proof of Theo-
rem . in [], we have gn ≤ L for all n≥ . Then we get hn – p≤ gn – p≤ , and thus
|gn – p| ≤ |hn – p| for all n≥ . (.)
We can see that IshikawaIII iteration {gn}∞n= is better than NoorII iteration {hn}∞n=.
Case : L ≤ g = h ≤ U . Suppose that f (g) = g. If f (g) < g, we have by Lemma .(i)
that {gn}∞n= is nonincreasing with limit p. By Lemma .(i), we get p≤ gn ≤ hn for all n≥ .
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Table 1 Comparison of rate of convergence of IshikawaIII and NoorII iterations
n IshikawaIII NoorII
gn |f (gn) – gn| |gn–p||gn–1–p| hn |f (hn) – hn|
|hn–p||hn–1–p|








15 1.00336759 2.5247E-03 7.1604E-01 1.00856596 6.4180E-03 7.1901E-01
16 1.00242177 1.8158E-03 7.1914E-01 1.00618210 4.6332E-03 7.2170E-01
17 1.00174843 1.3111E-03 7.2196E-01 1.00447705 3.3560E-03 7.2420E-01
18 1.00126682 9.4997E-04 7.2454E-01 1.00325264 2.4386E-03 7.2651E-01
19 1.00092089 6.9059E-04 7.2693E-01 1.00237012 1.7771E-03 7.2868E-01
It follows that |gn – p| ≤ |hn – p| for all n ≥ . Hence, we obtain that IshikawaIII iteration
{gn}∞n= is better than NoorII iteration {hn}∞n=. If f (g) > g, we have by Lemma .(ii) that
{gn}∞n= is nondecreasing with limit p. By Lemma .(ii), we have p≥ gn ≥ hn for all n≥ .
It follows that |gn – p| ≤ |hn – p| for all n ≥ . Hence, we have that IshikawaIII iteration
{gn}∞n= is better than NoorII iteration {hn}∞n=. 
Remark . From Theorem . and Proposition .(iii), we come to a conclusion that,
under the same computational cost, Mann iteration is better than Ishikawa and Noor it-
erations, Ishikawa iteration is better than Noor iteration if the condition (H) is satisﬁed.
Next, we present a numerical example. Set ρn,i = n+ , i = , , , , ρn, = ρn,
hn–f (hn,)
hn–f (hn,) ,
ρn, = n.+ , for which the condition (H) is obviously satisﬁed.
Example . Let f : [, ]→ [, ] be deﬁned by f (x) = x+
√x+
 . Then f is a continuous and
nondecreasing function. Take initial points g = h = . Table  illustrates the comparison
of the convergence rate of IshikawaIII and NoorII iterations to the exact ﬁxed point p = ,
and we observe that IshikawaII iteration is better than NoorII iteration, which veriﬁes
theoretical results.
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