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Among all classes of faults, Byzantine faults form themost generalmodeling of value faults.
Traditionally, in the Byzantine fault model, faults are statically attributed to a set of up to t
processes. This, however, implies that in this model a process at which a value fault occurs
is forever ‘‘stigmatized’’ as being Byzantine, an assumption that might not be acceptable
for long-lived systems, where processes need to be reintegrated after a fault.
We thus consider a model where Byzantine processes can recover in a predefined
recovery state, and show that consensus can be solved in such a model. Our model admits
executions where over time every process is faulty as long as there are always enough
correct processes.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consensus is the fundamental problem of achieving agreement among distributed processes in the presence of faults.
When considering process faults, the most general assumption is that processes may behave arbitrarily. This class of faults
was termed Byzantine [1]. It is a quite old and well-known result that in order to tolerate up to t faulty processes, at least
n = 3t + 1 processes are necessary. The usual assumption on failures puts a severe restriction on the distribution of faults
in a system. Consider the case of n = 4 and t = 1: Once a single fault occurs at one process, say p, from this time on, further
faults are allowed to occur only at p, without violating the fault assumptions.
The reason for this is that traditionally, faults are considered to be permanent: a process that is faulty once, is considered to
be faulty forever. In [2] it was shown that in the case of benign faults this is an unnecessary restriction, and that consensus
can be solved even if all processes are unstable as long as they are up long enough. In the case of arbitrary value faults,
however, a transient fault can leave a process with a corrupted state, and thus the assumption of permanent faults seems
to be justified for these kind of faults. However, its very unlikely that Byzantine faults live forever: often processes with a
corrupted state crash [3], can be detected to be erroneous [4,5], or are subject to proactive recovery [6].
This leads us to investigate systems where processes recover from being Byzantine. Such a fault assumption is especially
favorable for long-lived systems and systems with high costs for hardware. There, the reintegration of components that
were subject to a soft error (that is a transient fault caused by a single event upset) is essential. Such radiation-induced soft
errors were usually only considered a problem in aerospace applications (where they are more or less ubiquitous due to
cosmic radiation, e.g., [7,8]). More recent research shows that soft error rates are bound to increase also at ground level due
to the decreasing feature sizes and operating voltages (e.g., [9–11]).
When considering recovery in the case of benign faults, one distinguishes between systems with or without stable
storage [2]. In case of value faults, stable storage is of no help, as a process can corrupt it arbitrarily when it is faulty. We
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are thus limited to systems without stable storage. As failures can not only corrupt the stable storage but also the state
of the process, losing a process’s state and putting the process in a well-defined recovery state is not a restriction but a
wanted feature in this case. This, however, adds a difficulty to the problem of solving consensus: if too many processes lose
their state, the information about previous decision values or initial values might get lost, and may thus lead to violation of
agreement and/or validity. Are we thus back to an assumption where only some processes might ever be faulty?
The key to answer this question in the negative is that not all processes are faulty at the same time. When looking at long-
lived systems, it is also not very likely that the system is constructed such that error probabilities are high enough for that. As
we show in this paper, if we generalize t to be a threshold on the number of faults during someperiod of time,we actually can
solve consensus even in the case where all processes are temporarily faulty in an execution. After recovery, the previously
faulty processes must be reintegrated, that is they need to learn about the current state of the computation, among other
things about the initial values or even previous decisions. For this, we can only rely on the information distributed in the
system (as it is the case for benign recovery without stable storage) to let a recovering process learn about these values.
This is only possible if we assume a recovering process receives sufficiently many messages before another process can fail
instead of it. In perpetually synchronous systems with perpetually good communication this is easily achieved by making
the fault turnover interval large enough.
Our model, however, is a relaxation of the famous model of [12] where the system is allowed to alternate between
good and bad periods [2], where in good periods the synchrony assumptions hold for correct processes and messages
between them, whereas in bad periods there is no such assumption. We consider only good periods that are larger than
some minimum length, which will suffice to allow a recovering process to learn a new state. The threshold t is defined
such that it is the maximum number of faulty processes in any bad period together with its adjacent good periods. This
‘‘overlapping’’ definition guarantees that no new processes can fail before recovered processes have learned about the past.
Finally, in order to decidewe require a good period inwhich all processes have recovered. Abovewe have explained that this
is reasonable due to the assumption that processes with corrupted state crash or can be shut down. In Section 5 we discuss
how to relax this condition, so that processes that cannot be restarted, that is permanently dead processes, are tolerated as
well.
1.1. Related work
With respect to consensus protocols in partial synchronous systems with Byzantine faults, beside the seminal work of
Dwork et al. [12], the protocols BFT [6] and Fast Byzantine Paxos [13] have received a lot of attention. There have been
several approaches tomake BFTmore practical, e.g., [14–17]. Fast Byzantine Paxos shares some algorithmic similarities with
AT ,E [18] and thus also with our algorithm. Even weaker synchrony assumptions (but higher link reliability assumptions)
are considered in [19]. None of these papers considers a consensus algorithm with recovery in the Byzantine case.
The replication protocol of BFT [6] has a variant that supports proactive recovery. However, in their case, recovery may
occur only between several consensus instances. For a single instance of consensus, BFT has a fixed set of faulty processes.
Their approach heavily relies on cryptography, so that a process after recovery enters the systemwith a new identity, makes
use of stable storage and tries to verifywhether this stored state is still valid. It also uses extra recoverymessages to integrate
a new replica into the system.
This is in contrast to our work, where we do not need any of these means. Our solution allows recoveries during a
consensus instance and does not specify the reason for recoveries. As it is the case for recovery in the benign case, whether
recovery during a consensus instance is a relevant case in practice depends highly on the application. For our work, it is
mainly important to show that it is possible.
Recovery from arbitrary faults was previously considered in the context of clock synchronization [20–22]. A stronger
model, where the system is synchronous and Byzantine processes eventually crash (but do not recover) is considered in [3]
to solve consensus.
Although our work may seem to be closely related to self-stabilization [23], this is not the case. The assumptions of
self-stabilization allow all processes to start from an arbitrary state, which can be seen as processes recovering from being
Byzantine. In contrast, our processes are assumed to enter a special recovery state and we never allow all processes to be
Byzantine at the same time. The latter point is particularly important, as all processes being faulty at the same timewill lead
to a situation where any ‘‘knowledge’’ of the initial values is lost, and therefore it is impossible to guarantee the Validity
property of consensus. When consensus is invoked repeatedly (on a stream of initial values) it is possible to guarantee in
self-stabilizing settings that eventually all new instances guarantee the properties of consensus [24,25].
1.2. Algorithm idea
Our algorithm maintains a round structure where, for each process that is correct, a round model is simulated, i.e., at
the beginning of each round a process sends messages to all other processes and at the end of the round, every process
received (some of) these messages. Moreover, this round model is communication closed, which means that messages are
only delivered in the round they are sent.
Generally rounds are not synchronized during a bad period, and thus there is no guarantee to receive all messages, but
the algorithm ensures that a group of correct processes keep their rounds synchronized and no correct process is in a higher
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Algorithm 1 TheAT ,E algorithm of [18], parameterized by the thresholds T and E (see text).
1: Variable Initialization:
2: xp ∈ V , initially vp /* vp is the initial value of p */
3: Round r :
4: Sending function Srp:
5: send

xp

to all processes;
6: Transition function T rp :
7: if received at least T messages then
8: xp := the smallest most often received value in this round
9: if at least E values received are equal to v then
10: decide(v)
round than anymember of this group. As soon as a sufficiently long good period starts, our algorithm ensures that all correct
processes resynchronize with this group of processes and that all processes that recovered update their state so that they
are properly integrated in the protocol. This ensures that after some bounded time in a good period, every correct process
receives a message from every correct process in every round. Furthermore, by filtering the stored messages our algorithm
ensures an ‘‘isolation’’ property, so that no message from a faulty process will be used in a higher round where this process
is correct.
The consensus part of our solution is based on the AT ,E algorithm of [18], shown here as Algorithm 1. In turn, AT ,E is a
parameterized version of theOneThirdRule algorithm [26]. Both algorithmswere developed and analyzed in theHO-model, a
high-level roundmodelwhere noprocess faults occur but transmission faults are allowed to be transient anddynamic.While
the OneThirdRule algorithm was designed for benign systems, AT ,E can also tolerate value faults on transmissions. More
specifically, every processmay receive up toα faultymessages per round,where the faulty linksmay be different in different
rounds. It solves consensus with appropriate choices of the parameters T and E, that is, if n ≥ E and n ≥ T > 2(n+2α−E).1
In our context with process faults we have α = t , and this bound is ensured by the isolation property mentioned above.
In order to allow recovering processes to learn new values, we need to fix T = n − t , otherwise the faulty processes could
prevent a process that just recovered from learning a suitable estimate value denoted xp, by just not sending any message.
From this it follows that n > 5t and, in the minimum case n = 5t + 1, that E = n.
The core intuition of the consensus protocol is the following: once a correct process decides a value v, it received E = n
messages proposing this value. Thus, at least T = n − t correct processes had v as their estimate xp in the current round.
Therefore, in this and all subsequent rounds, a correct process can only update its xp to v (line 8).
Similar to the approach of [2] our solution can be interpreted as an implementation of this abstraction in a lower level
system model. However, since the system assumptions are quite different (there are no state corruptions and thus no need
for reintegration in the round model of [18]), from a formal point of view a sharp separation between the algorithm and
the implementation by using only a predicate as interface is not possible (which contrasts [2]). Consequently, our resulting
algorithm is given as a monolithic one.
We like to emphasize that the requirement n > 5t stems from the fact that our algorithm is a fast one [13], i.e., in good
runs it permits a decision in one round. The recovery part of the algorithm has no extra demand in resilience. We have
chosen this algorithm instead of an algorithm with n > 3t because of its simplicity.
This paper is organized as follows. In Section 2 we formally specify our model of Byzantine faults with recovery and state
the definition of the consensus variant we solve. In Section 3 we present our algorithm. The proof of correctness is shown in
Section 4 and in Section 5we discuss howour approach can be extended in several ways.We conclude the paper in Section 6.
2. Model and problem definition
We consider a network of n distributed processes Π which communicate by message-passing. For analysis we assume
the existence of global real timewhich takes values τ ∈ R. Processes only have access to an estimate of this global time, given
by their local clocks clockp(τ ). These local clocks are required to be accurate but are assumed not to be synchronized. Thus
processes cannot use them to coordinate their behavior (perform actions at the same time) but they canmeasure the passage
of time, i.e., perform timeouts. For simplicity, we ignore clock drift, that is, we assume clockp(τ ) − clockp(τ ′) = τ − τ ′.2
Processes operate by making steps. In a send step, a single message to another process3 is sent; in a receive step a set S of
messages can be received (cf. [12]).
1 Contrary to [18], we exchanged the use of> and≥ in Algorithm 1 and these formulas, which leads to the same results, but simplifies presentation.
2 While all the algorithm (and proofs) can be adapted to include clock drift, it clutters up the presentation andmakes their understanding cumbersome.
Further, also for simplicity, we assume that clocks are always correct. However, it can be seen easily that this is only necessary in good periods, in bad
periods only monotonicity is necessary.
3 That is, sending a message to oneself does not require a send step.
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Fig. 1. Good, bad, and enclosing periods: definitions.
Processes can fail by exhibiting a behavior that is not in compliance with their protocol. For any point in time τ we
denote with the right-continuous function F (τ ) ⊆ Π the set of processes faulty at τ . For convenience we denote by
C(τ ) = Π \ F (τ ) the set of correct processes at time τ . In general, F (τ ) can be arbitrary, but we assume that:
∀p ∈ Π,∀τ ∈ R : p ∈ F (τ−) ∧ p ∈ C(τ ) =⇒ state(p, τ ) = recoverystatep,
where state(p, τ ) denotes p’s state at time τ and τ− denotes the left side limit of τ . Thus processes can recover from being
faulty only by entering a special recovery state.
We generalize the notion of faulty and correct in a natural way for an interval I = [τ1, τ2) ⊂ R, i.e., F (I) = τ∈I F (τ )
and C(I) = Π \ F (I) = τ∈I C(τ ). For an arbitrary contiguous time interval I , we say a process p is I-correct if it is not
faulty at any time within that interval, i.e., p ∈ C(I); else it is I-faulty, i.e., p ∈ F (I).
For every contiguous interval I ⊂ R we say that the processes speed bound Φ holds in I , if and only if every process p
that is I-correct makes finitely many but at least one step in any contiguous subinterval of lengthΦ . 4 For every contiguous
interval I = [τ1, τ2) ⊂ R we say that the communication bound ∆ holds in I , if and only if for any message sent from
I-correct process p to I-correct process q at time τs, the following holds:
(1) If τs ∈ I , qmakes a receive step at time τr ≥ τs +∆, and τr ∈ I , then this message is received in this receive step or any
receive step qmade since τs
(2) If τs < τ1, qmakes a receive step at time τr ≥ τ1 + ∆, and τr ∈ I , then this message is received in this receive step or
any receive step qmade since τs or it is never received.
Note that these definitions allow the actual reception by the algorithm to occur later than τs +∆, which is necessary under
certain conditions, for instance when the receiving process performed only send steps since τs.
We call an interval I a good period, if the process speed boundΦ and the communication bound∆ hold in I . Our system al-
ternates between good and bad periods, andwe consider onlymaximal good periods of length |I| ≥ W , where the parameter
W is to be determined later. We denote τ ig the beginning of the ith good period with |I| ≥ W , and τ ib its end; Gi = [τ ig , τ ib).
Thus, Bi = [τ ib, τ i+1g ) denotes a bad period (cf. to Fig. 1). From the above definitions, it follows that the system is in a bad
period from−∞ to at least τ0, where we assume the computation to start by the first processmaking a step. This bad period
is denoted B0. For simplicity, we assume w.l.o.g. τ0 = 0. Note that 0 may not be the start of a good period. Moreover, our
definitions imply that a message from a bad period is received at most∆ after the start of a good period, or is lost.
We define f (I) = |F (I)|. If Bi (with i > 0) is a bad period, let E(Bi) denote the enclosing period, i.e., the bad period with
its two adjacent good periods; and E(B0) is defined as the union of B0 and G1. In the remainder of the paper we assume that
the resilience bound t holds, that is for any bad period Bi, f (E(Bi)) ≤ t . Moreover, recall that for decision we assume a good
period of length D ≥ W where all processes are correct.
In contrast to systems with perpetual faults, our definition of consensus allows processes to decide several times, but we
guarantee that all decisions of correct processes are the same. Each process p has an initial value vp taken from the set of all
possible initial values V , and decides according to the following rules:
Agreement: When two processes p and q decide vp and vq at times τp and τq and p ∈ C(τp) ∧ q ∈ C(τq), then vp = vq.
Validity: If all initial values are v and if p decides vp at time τp and p ∈ C(τp) then vp = v.
Termination: Every process eventually decides.
3. Algorithm
Our protocol (Algorithm2) requires n > 5t , and uses the timeout parametersϑ , η, and ζ . Determining the range of values
for these parameters is done in the next section, the results can be found in Table 1.
The algorithm operates in rounds, where in each round r basically the following takes place: (i) the Roundmessage for
round r is sent, and (ii) a timeout is started; (iii) during the timeout, messages are received and processed; (iv) at the end
of a round a Finmessage is used to synchronize with other processes, before (v) the round ends and the consensus code for
this round is executed. The concepts of the algorithm are described in more detail below.
4 There is a subtle difference to the model of [12]. We use continuous time and not discrete time so that our definition ofΦ does not put an upper bound
on the speed of Byzantine processes (as it is the case in [12]). We think that this weaker modeling fits better the intuition of an arbitrary fault.
4264 M. Biely, M. Hutle / Theoretical Computer Science 412 (2011) 4260–4272
Variables& initialization. For a process p, the estimate of the consensus decision is stored in xp, the decision value in decisionp.
When the process normally starts its execution in line 1 of our algorithm it sets xp to its initial value. The algorithm starts in
round 1, with rp denoting p’s current round number.
The information from received messages is stored in three variables: For each round r ′, estimates from other processes
are stored in Rcvp[r ′], where only the values for the current round and the following one are kept. This variable is used in the
consensus core of the algorithm, while the variables Rp and Fp are used in the round synchronization part. These contain the
information if and when a Round resp. Fin message was received by p. In this context we use the following abbreviations
in the algorithm:
Proc(S) := {p ∈ Π : ∃c : ⟨p, c⟩ ∈ S}
#(v) := q ∈ Π : Rcvp[rp][q] = v
where ⟨p, c⟩ denotes a pair of a process id and a time. Thus Proc(S) denotes the set of processes which have an entry (with
some time) in S. The abbreviation #(v) just counts the number of times v was received in the current round.
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Table 1
Summary of parameters.
Parameter Lower bound Typical value Upper bound
Retransmission delay (η) nΦ ϑ
Roundmessage timeout (ϑ) (3n− 1)Φ + 2∆ 3nΦ + 2∆
Max message age (ζ ) ϑ + nΦ +∆ 4nΦ + 3∆ W − (2nΦ +∆)
Min length of good period (W ) 3ϑ + (7n− 4)Φ + 3∆ 16nΦ + 9∆
Min length for decision (D) W + ϑ + (3n− 1)Φ +∆ 22nΦ + 12∆
Consensus core. The consensus core, based on Algorithm 1, corresponds to the shaded lines in Algorithm 2. The sending part
Srp of a round (line 5 of Algorithm1) corresponds to sendingRoundmessages to all other processes at the beginning of a round
(line 7). At the end of each round the lines 23–26 are executed, which correspond to the transition function ofAT ,E (cf. lines
7 to 10 in Algorithm 1). Here, we use the values stored in Rcvp[rp] to determine the messages received in the current round.
Progress in good periods. The aforementioned Round message is also used for round synchronization, as such it indicates
that the sending process has started a new round (line 7). Subsequently the process sets a timeout of length ϑ and starts
collecting messages. Once the timeout expires, it is ready to proceed to the next round, since it can be sure that in a good
period all correct processes received a message from all correct processes by that time. The process indicates this fact to
the other processes by sending a Fin message. In good periods this message serves only one purpose: it keeps a group of
correct processes in a bad period ‘‘together’’, i.e., their round numbers differ by at most 1. Once a process received n− t Fin
messages, it ends the round and advances to the next round (line 20).
However, since good periods do not always start at the beginning of a round, Finmessages are retransmitted every η time
(lines 15–17). Therefore, they also serve as retransmissions of the Roundmessages. This allows the progression through the
rounds to continue (shortly) after the beginning of a good period even if all messages are lost in a bad period.
Resynchronization. Not all correct processes will follow the group with the highest round numbers in a bad period. In order
to resynchronize, the algorithm has a ‘‘catch-up’’ rule that allows such processes to resynchronize with this group. Once
a process receives at least t + 1 messages with a round number r ′′ that is higher or equal to some higher round number
r ′ > r , the algorithm immediately advances to round r ′ (lines 12 and 21). Because there are at most t faulty processes in an
enclosing period E(B), faulty processes cannot cause a premature end of a round for a correct process.
Note, that this resynchronization also allows recovering processes (which start in round 0) to catch up to this group.
Message filtering. In order to deal with the additional challenges of the recovery model, we need to do the following two
adaptations (cf. function receive-and-process() in Algorithm 2): First, we record quorums for each round together with a
time-stamp and remove entries that are older than ζ time. With the right choice of ζ , due to the ‘‘overlapping’’ definition of
t it can be ensured that no message from a faulty process sent in a bad period survives a good period. Thus a changing set of
faulty processes cannot harm the round structure.
Second, we record messages only for the current and the next round. Since (as we show in the next section) for two
different bad periods, correct processes have distinct round numbers, this prevents bad processes from placing erroneous
estimates into Rcv for rounds where they might be correct.
Both adaptations are thus designed to limit the impact of a Byzantine process of a bad period on later periods, when it is
no longer faulty.
Recovery. In case of recovery, a process starts in line 42, where it starts executing in round 0 (which is not used elsewhere in
the protocol) and with no estimate (⊥will be ignored in lines 23–24). From that time on, it participates in the protocol like
a process that never left round 0, until it is able to resynchronize with the rest of the system. This is guaranteed to happen
in the next good period, where the recovering process is guaranteed to receive more than n − t messages for a round, an
thus also sets its estimate to value consistent with Agreement and Validity.
Choice of timeouts. The key point of proving the correctness of this algorithm is now to find suitable choices of the algorithm
parameters ϑ , η, and ζ , as well for the system parameter W , and the length of a fault-free good period for termination D,
so that indeed the algorithm solves consensus. The derivation of the bounds on these figures is done in the next section.
Table 1 summarizes our results, where the ‘‘Typical values’’ listed in the table match the lower bound but are rounded to
the next higher multiple of nΦ .
4. Proofs
Our proof of correctness proceeds in the following way: As a first step we start by showing that messages from a bad
period have no influence on later bad periods. This is the key point that allows us to tolerate a changing set of Byzantine
processes. In other words, Lemmas 1–3 show that our function receive-and-process() (lines 28 ff.) performs the necessary
message filtering. We then (Lemmas 4–8) show different statements regarding the round progression of processes through
the rounds. The next step will be to examine howmuch communication is guaranteed in these rounds, especially those, that
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processes go through during good periods (Lemma 9 to Corollary 3). Finally, the three properties of Consensus are shown to
be guaranteed by the algorithm.
As one step builds upon the other also the requirements on the parameters of our algorithm are increasing from step to
step. In order to simplify the presentation, we do not give all the parameters in all the statements of the lemmas. We will,
however, state those parameters that a lemma has influence on (e.g., because it requires more than previously assumed).
Moreover, we also sometimes implicitly assume the lemmas from previous steps hold, for instance, after the first step, we
will refer to the values in R and F without mentioning that the values they contain are reasonable, i.e., without repeating
that Lemma 1 holds.
Lemma 1. If W > ∆ + 2nΦ + ζ , then at time τ ig + ∆ + 2nΦ + ζ the sets Rp and Fp of any Gi-correct process p do no longer
contain entries from processes in F (E(Bi−1)) \ F (Gi) that were sent while the sender process was faulty.
Proof. Since p is Gi-correct, any message m sent before τ ig arrives at p by time τ
i
g + ∆, and will thus be received during
the first receive step following this time.5 In our algorithm, processes have to take at least one receive step between two
broadcasts, where the latter comprises atmost n−1 send steps. Since E(Bi−1)-correct processesmake a step in a good period
at least every Φ time units, m is received by p at the latest at time τ ig + ∆ + nΦ . After this time, Rp and Fp will no longer
be updated by messages from processes which are Bi−1-faulty but Gi-correct, and sent before τ ig . Finally, after ζ additional
time, all entries received before τ ig + ∆+ nΦ will be removed in the first reception step following τ ig + ∆+ nΦ + ζ . This
reception step will happen at τ ig +∆+ nΦ + ζ + nΦ or earlier. 
Lemma 2. If W > ∆+2nΦ+ζ , then for any time τ at each τ -correct process p, the number of entries in Fp and Rp corresponding
to messages sent when the sender was faulty is bounded by t.
Proof. It follows directly from Lemma 1 that during Bi ∪ Gi+1, any faulty entry in Rp and Fp corresponds to a message from
a E(Bi)-faulty process. Together with the bound on failures we get the lemma. 
The last two lemmas established a lower bound on the length of good periods, which prevents messages of faulty
processes F (E(Bi)) \ F (E(Bi+1)) from contaminating the R and F sets in Bi+1 and later. On the other hand, messages from
correct processes in good periods must not be removed too early. That is, we must choose a ζ that prevents messages from
being removed before an updated message (i.e., a more recent message for the same round) is guaranteed to arrive.
Lemma 3. If ζ > max {ϑ, η}+nΦ+∆, then no message sent by a Gi-correct process p to a Gi-correct process q in Gi is removed
before an updated message has arrived, or before the end of Gi.
Proof. In order to prove this lemma, we have to determine the maximal time between two reception steps of q that return
a message from p. Clearly the worst case for this time is when the first message arrives as early as possible, whereas the
second message arrives as late as possible.
For the fastest case, let τ ∈ Gi denote the time when p starts the broadcast in which it sends the first message to q. Since
there is no lower bound on the time for all (up to n− 1) send steps, nor on the message transmission delay, τ remains to be
the only lower bound on when the first message is received at q.
For the slowest case, we let τ ′ denote the starting time of the second broadcast. Then we know that the (n− 1)-th send
step takes place at the latest at τ ′ + (n − 1)Φ and the transmission delay is ∆ at most. The second message will thus be
received in the first reception step following that. Note that we do not care when the reception step in which the second
message is received occurs, as long as the firstmessagewill not be removed before that time, which leads to the requirement
ζ ≥ (τ ′ − τ)+ (n− 1)Φ +∆.
In order to determine the maximum time between two subsequent broadcasts, we note that (i) at most ϑ +Φ after the
last Roundmessage was sent for some round, pwill start to broadcast the Finmessage for that round, and will (ii) repeat to
do so every η + Φ . Thus, τ ′ − τ ≤ max {ϑ, η} + Φ , which shows the lemma. 
The next lemma deals with the amount of synchronization between processes, even in bad periods. Here, we show that
a group of correct processes always remains ‘‘close’’ together. We do so by using the ‘‘filtering’’ properties of the sets R and
F shown above.
Lemma 4. Assume W > ∆ + 2nΦ + ζ . For any time τ , let i be such that τ ∈ I = Bi ∪ Gi+1. Let r denote the highest round
number among all I-correct processes at time τ . Then at least n− t − f (E(Bi)) I-correct processes are either in round r or are in
the Fin phase of round r − 1.
Proof. Assume by contradiction that there is a time τ that is in some interval I = Bi ∪ Gi+1, such that at τ there are fewer
than n − t − f (E(Bi)) I-correct processes in rounds r and the Fin phase of r − 1. We first note that because of Lemma 2,
in I there are no messages in an E(Bi)-correct process sent in a previous bad period anywhere in the system, i.e., neither in
transit nor in the variables R or F of an E(Bi)-correct process. By the definition of r , at least one I-correct process is in round
5 Alternatively, it is also possible that such a message is lost. In this case the lemma holds trivially.
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r . Let p be the I-correct process that first entered round r (if there are several, fix one of them). Then p received n − t Fin
messages from round r − 1 (i.e., p increased rp in line 20, since it cannot have entered round r with t + 1 round r messages
through lines 12 or 21). Since I ⊂ E(Bi), at most f (E(Bi)) processes are I-faulty, and thus at least n− t− f (E(Bi)) of the n− t
messages were sent by I-correct processes. Therefore they were in the Fin phase of round r − 1 before τ . Consequently, at
τ they still are, or they have progressed to a higher round, which is at most r by definition of r . Contradiction. 
From Lemma 4 we continue our proofs by analyzing what happens at the start of a good period. In a good period, we
require all processes that are correct in this period to synchronize, so that there is a round where every correct process
receives a message (Round or Fin) from every correct process (cf. Lemma 9).
Lemma 5. Let τ = τ ig +max {ϑ, η} + (3n− 2)Φ +∆. If all Gi-correct processes are in round r at τ ig and τ ∈ Gi, then by τ all
Gi-correct processes are in round r + 1.
Proof. Any Gi-correct process p is either (i) amidst a broadcast at τ ig , or (ii) waiting for a timeout (either ϑ or η) to expire.
In case (ii), pwill start broadcasting Finmessages for round r by τ ig +max {ϑ, η} +Φ and the broadcast will take (n− 1)Φ
time. In case (i), let k ≥ 0 be the number of send steps p has already performed before τ ig . Then pwill perform n−k−1more
send steps in the current broadcast, start the timeout (either ϑ or η), wait for that to expire, and start the next broadcast at
mostΦ time after the timeout expired. Adding up the times above, with the time needed to perform the second broadcast,
we arrive at τ ig + (n − k − 1)Φ + max {ϑ, η} + Φ + (n − 1)Φ ≤ τ ig + max {ϑ, η} + 2(n − 1)Φ as an upper bound for
p having sent a Fin message for round r to all processes. (Note, that if p were broadcasting Fin at τ ig , the bound reduces to
τ ig + (n− 1)Φ +max {ϑ, η} +Φ + kΦ = τ ig +max {ϑ, η} + nΦ , by assuming that processes always perform the sends of
a broadcast in the same order.)
At most,∆ after the broadcasts of Finmessages has finished at all processes, these messages arrive at all processes, and
are received in the next reception step after that time. As a processmay be currently broadcastingwhen themessage arrives,
and a broadcast takes up to (n− 1)Φ , it may take until τ ig +max {ϑ, η} + 2(n− 1)Φ +∆+ nΦ for that reception step to
occur. At this time, all Gi-correct processes will have n− f (Gi) ≥ n− t Finmessages for round r , and thus switch to round
r + 1 by line 20. 
Lemma 6. Let τ = τ ig +max{η, ϑ} + (2n− 1)Φ +∆. If some Gi-correct processes are in round r, with r being maximal at τ ig ,
and τ ∈ Gi then by τ all Gi-correct processes are at least in round r − 1.
Proof. FromLemma4 it follows that at leastn−t−f (E(Bi))processes are in round r−1or r at τ ig . Sincen−t−f (E(Bi−1)) > 3t
there are more than t + 1 processes which will send messages for either round r or round r − 1, such that all Gi-correct
processes will eventually exceed the bounds of lines 12 or 21, and thus set their round to at least r − 1 as required.
What remains is to determine the latest time when this may happen. The messages in question are guaranteed6 to have
been sent by τ ig +max {ϑ, η}+ (n− 1)Φ . Since the receivers may (as above) be amidst a broadcast, the reception step (and
thus the update of rnext ) may take until τ ig +max {ϑ, η} + (n− 1)Φ +∆+ nΦ . As no process can be currently waiting for
its ϑ timeout to expire in a round less than r − 1, the processes will also update rp. 
Lemma 7 (Slowest Progress). If at some time σ ∈ Gi, the last Gi-correct processes enter round s (line 7), then by σ ′ = max
σ + ϑ + (n− 1)Φ, τ ig + η
+ 2nΦ +∆ all Gi-correct processes enter at least round s+ 1, if σ ′ ∈ Gi.
Proof. Let p be one of the last (when there are multiple processes) or the last Gi-correct processes entering round s. After
entering round s, p sends out its

Round, s, xp

messages to all other processes. This takes at most (n− 1)Φ time.
It takes p until σ +(n−1)Φ+ϑ+Φ until it sends its first Fin, s, xp, and (n−1)Φ additional time until it has completed
its broadcast. (Alternatively p could also have entered round r > s by some other means.) Any other Gi-correct process q,
will have sent its Finmessages for round s by that time, or by either τ ig + ϑ + (2n− 1)Φ or τ ig + η+ nΦ (by the argument
given in the proof of Lemma 5). Let τ denote the maximum of these three times. As σ ≥ τ ig we can ignore the second case
and get
τ ≥ max

σ + ϑ + (2n− 1)Φ
τ ig + η + nΦ.
Then, by time τ + ∆, Fin messages from round s, or messages from later rounds have arrived at every Gi-correct process
(including p) from all other Gi-correct processes. Since some process may be currently broadcasting the latest time when all
Gi-correct processes have taken a reception step in which they gather sufficient evidence to enter round r+1 is guaranteed
to occur before τ +∆+ nΦ only. Thus, we obtain the bound for σ ′ given in the lemma.
Lemma 8 (Fastest Progress). Let σ be the minimal time where a σ -correct processes is in round s. Then no [σ , σ + ϑ)-correct
process can enter round s+ 1 before σ + ϑ .
6 Recall the note in the proof of Lemma 6.
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Proof. Correct processes can only enter round s+ 1 by increasing rnext in line 20; entering round s+ 1 by any other means
would violate the assumption that σ is the minimal time where a processes is in round s. Thus, any correct process needs
n − t ⟨Fin, s, x⟩ messages. But before sending these messages, correct processes have to wait for the timeout ϑ to expire
after entering round s at time σ . 
While the last lemmas were related to the round numbers of processes, we now focus on the set of values that are
received in each of these rounds. Therefore our next lemmas state conditions on the set Rcv at every process, which will
then (Lemma 12 and following) be used to argue about the estimates xp.
Lemma 9. Let σ ∈ Gi be the minimal time when there are t + 1 Gi-correct processes in round s. If
(i) ϑ > (3n− 1)Φ + 2∆,
(ii) σ ≥ τ ig +max {ϑ, η},
(iii) σ < τ ib − ϑ , and
(iv) all Gi-correct processes are at least in round s− 1 at σ .
then every Gi-correct process has round s entries in its Rcv entries for all Gi-correct processes before going to round s+ 1.
Proof. Let S denote the set of t + 1 processes in s at σ , S′ ⊆ S those that were not in s before σ , and R those Gi-correct
processes only in s − 1 at time σ . Note that S \ S′ ≤ t , S′ ≥ 1 (since σ is minimal), and |R| ≥ n − |S| − f (Gi) (by
assumption (iv)). Since σ ≥ τ ig +max {ϑ, η}, every process in S \ S′ has sent a round smessage within Gi by σ + nΦ (due
to an argument similar to that of Lemma 6). Processes in S′ have finished sending their Round message for s by time
σ + (n− 1)Φ .
Therefore, all Gi-correct processes have at least t + 1 round smessages waiting to be received at σ + nΦ +∆. Thus also
going to round s (at the latest) in the first reception step following that time, which may be up to nΦ time later, as a process
may have started an broadcast just before σ + nΦ +∆.
Thus by τ = σ +2nΦ+∆, all processes inR∪S = Π \F (Gi) have received a message from a process in S, while being
in round s or s− 1 and thus add the value from these messages to Rcv[s]. By τ + (n− 1)Φ all processes inR are guaranteed
to have sent their Roundmessages, which will be received in the first reception step after τ ′ = τ + (n − 1)Φ + ∆. Thus,
we are done, if we can show that no process in S has entered some round r > s before this time, in particular, we show
that no Gi-correct process can be in round s + 1 by that time. Since S′ ∪ R have entered round s at or after σ , and since
ϑ > (3n−1)Φ+2∆ ≥ τ ′−σ , the processes in S′∪R are still waiting for theirϑ timeout to expire, and thus no process can
have more than 2t messages which are either a Finmessage for round s, or some message for some later round. Therefore,
no process can have received n− t > 2t messages which would allow a Gi-correct process to pass the condition in line 20.
Thus we have shown that all Gi-correct processes hear from all other Gi-correct processes while being in round s and
during [σ , σ + ϑ), with ϑ as in (i). Moreover, due to (iii) this interval lies within Gi. 
We now prove that every good period must have (at least) one combination of s and σ so that Lemma 9 can be applied.
Lemma 10. Assume W > 3ϑ + (7n − 4)Φ + 3∆ with ϑ > (3n − 1)Φ + 2∆ and ϑ > η. For each good period Gi there is at
least one σ ∈ Gi and a suitable s such that Lemma 9 can be applied.
Proof. Lemma 9 considers a time σ , where for the first time t + 1 processes are in some round s, given that:
(1) ϑ > (3n− 1)Φ + 2∆,
(2) σ ≥ τ ig +max {ϑ, η},
(3) σ < τ ib − ϑ , and
(4) all Gi-correct processes are at least in round s− 1 at σ .
We fix some Gi, and explore what happens after τ ig , in order to arrive at an time which fulfills all the above conditions.
Note that, by the assumptions of the lemma, (2) is satisfied if σ ≥ τ ig + ϑ and (1) holds.
In the simpler case where all Gi-correct processes are in the same round r at τ ig , Lemma 5 entails that all Gi-correct
processes are in round r + 1 at the latest by τ ig +max {ϑ, η} + (3n− 2)Φ +∆. Surely, at some point in time σ between τ ig
and this time such that before σ less than t + 1 Gi-correct processes are in round r + 1, but at least t + 1 are in round r + 1
at σ . If this time is after τ ig + ϑ , as required by (2), then (4) holds as well as all Gi-correct processes are already in r since τ ig .
If σ lies before τ ig+ϑ , thenwe know that atmost (2n−1)Φ+∆ later, that is by τ < τ ig+ϑ+(2n−1)Φ+∆ all Gi-correct
processes have gone to round r + 1 (since they have received the ⟨Round, r + 1, –⟩messages from the aforementioned at
least t + 1 processes. Now, we can apply Lemma 7 to τ to conclude that there is some σ ′ ≤ τ +ϑ + (3n− 1)Φ +∆, where
at least t+1 Gi-correct processes are in round r+2 for the first time. By, Lemma 8 this time cannot be before τ ig +ϑ as well,
therefore (2) holds. For (4), we have to show that at σ ′ all processes are at least in round r + 1, that is, that it is guaranteed
that σ ′ ≥ τ , which follows since we know from the above discussions that
τ ≤ σ + (2n− 1)Φ +∆ and σ ′ ≥ σ + ϑ.
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Thus we obtain, (using ϑ > (3n− 1)Φ + 2∆),
σ ′ − τ ≥ ϑ − ((2n− 1)Φ +∆) > nΦ +∆ ≥ 0.
So we are done if σ ′ < τ ib − ϑ , i.e., if (3) holds as well, which will follow from the more general case below.
In case not allGi-correct processes are in the same round at τ ig , we denote by r+1 themaximal round aGi-correct process
is in. It then follows from Lemma 6, that all processes are in round r by τ ig + ϑ + (2n− 1)Φ +∆. And by Lemma 7 that all
Gi-correct processes must be in round r + 1 at τ ig + 2ϑ + (5n− 2)Φ + 2∆. Clearly, the first time (in the following, denoted
by σ ) when (at least) t + 1 processes were in round r + 1 must be at or before this time.
When σ ≥ τ ig + ϑ + (2n − 1)Φ + ∆, then (2) and (4) clearly hold. Otherwise, we can determine points in time τ ≤
σ(2n − 1)Φ + ∆ and σ ′ ≤ τ + ϑ + (3n − 1)Φ + ∆ by the same argument as above. Moreover, (2) and (4) hold by the
argument above. Such that it only remains to show that (3) holds in this case, i.e., that σ ′ ≤ τ ib − ϑ . Note that this will also
imply (3) for the simpler case above, where the construction of σ ′ started from a smaller σ . Starting from
σ ≤ τ ig + ϑ + (2n− 1)Φ +∆
we obtain
τ ≤ τ ig + ϑ + (2n− 1)Φ +∆+ (2n− 1)Φ +∆ = τ ig + ϑ + (4n− 2)Φ + 2∆
and in turn
σ ′ ≤ τ ig + ϑ + (4n− 2)Φ + 2∆+ ϑ + (3n− 1)Φ +∆
= τ ig + 2ϑ + (7n− 4)Φ + 3∆
< τ ib −W + 2ϑ + (7n− 4)Φ + 3∆.
Thus, (3) holds if
W > 3ϑ + (7n− 4)Φ + 3∆,
which it does by definition. Thus (3) holds for the second case, and as the σ ′ in this case was after the one from the first case
in the first case as well. 
For the rest of this sectionwe implicitly assumeW > 3ϑ+(7n−4)Φ+2∆, andϑ > η. Using this assumption, Lemma 10
allows us to apply Lemma 9 to each good period. A fact we summarize in the following two corollaries:
Corollary 1. In each good period there is one round such that every Gi-correct process has a Rcv entry for that round containing
a value for every Gi-correct process.
Corollary 2. Let I = [τs, τe) ⊆ Gi, with |I| > 3ϑ + (7n− 4)Φ + 2∆ and f (I) = 0. Then every process hears from every other
process in at least one round r during I.
Moreover, it is interesting to observe what happens after we have applied Lemma 9 once. We know that at least t + 1
processes are in the Fin-phase of round s at σ + ϑ , and we can see when assuming a sufficiently long good period from the
proof that all Gi-correct processes are in round s at σ + (n − 1)Φ + ∆ + nΦ at the latest, and start sending their Round
messages for round s. From Lemma 7 we know that it takes at most ϑ + (3n− 1)Φ +∆ to go from round s to round s+ 1.
Since the prerequisites of Lemma 9 are now always true (recall the construction of σ ′ in Lemma 10), we can infer that the
following Lemma 11 holds.
Lemma 11. Let I ⊆ Gi be a good period of length W + k(ϑ + (3n− 1)Φ+∆), then every Gi-correct process goes through k+ 1
consecutive rounds during I in which it hears from every Gi-correct process.
This in turn implies that rounds of different bad periods are disjoint (except for recovering processes, which may be in
round 0 in both cases):
Corollary 3. Consider two bad periods Bi and Bj with i ≠ j, and let Ri (and Rj) be the set of rounds that E(Bi)-correct (E(Bj))-
correct, resp.) processes are in during the bad periods Then (Ri ∩ Rj) ⊆ {0}.
As we have now shown the properties of the round system our algorithm establishes, we turn our attention to the
consensus core. The next two lemmas show that once a value is preferred by a large enough majority of (currently correct)
processes, then this majority will persist across good and bad periods.
Lemma 12. Consider two consecutive bad periods Bi and Bi+1 and assume n − t E(Bi)-correct processes p have the same value
x = v at the start of the common good period Gi+1 = E(Bi) ∩ E(Bi+1). Then at the start of Bi+1, all E(Bi+1)-correct processes q
have xq = v.
4270 M. Biely, M. Hutle / Theoretical Computer Science 412 (2011) 4260–4272
Proof. Because of Lemma 10, there is one round r0, so that every Gi-correct process hears from every Gi-correct process in
that round at some time in Gi. Then every Gi-correct process updates x in line 24, and since n − t is a majority, to v. Since
every E(Bi+1)-correct process is also Gi-correct, the lemma holds. 
Lemma 13. Assume n− t Bi-correct processes have the same value xp = v at some τ ∈ Bi, then they still have this value at the
start of the following good period Gi+1.
Proof. Assume some process p updates xp in Bi. Then by line 23 p has received n − t messages for some round number r .
Because of Corollary 3, all messages in Rcv for this round stem from the current bad period. Thus at least n − 2t of them
have been sent by correct processes. Because of n > 5t , this is true for no other value than x¯. 
We now have all the pieces necessary for proving the properties of the consensus core of our algorithm.
Lemma 14 (Agreement). If n > 5t, two processes p and q decide vp and vq at times τp and τq respectively, and p ∈ C(τp)∧ q ∈
C(τq), then vp = vq.
Proof. W.l.o.g., assume that τp ≤ τq. Since p decided vp, it must have received at least nmessages containing that value for
one round. Thus all I-correct processesmust have sent this value as their estimate x, where I is the period inwhich p decides.
Thus at τp all I-correct processes p′must have xp′ = vp. Now Lemmas 12 and 13 imply that at the time(s) when themessages
are sent that cause q to decide, all processes correct in that (enclosing) period have vp as their estimate x. Consequently, vq
can only be vp. 
Lemma 15 (Validity). If n > 5t and all initial values are v and if p ∈ C(τp) decides vp at time τp, then vp = v.
Proof. Either time 0 is the beginning of a good period, or in a bad period. In either case, Lemmas 12 and 13, imply that no
process will ever take another value v′ ≠ v in any round r > 0, thus no other value can be decided. 
Lemma 16 (Termination). If there is a good period Gi containing a subinterval I of length W +ϑ + (3n− 1)Φ +∆ in which all
processes are correct, then every process decides.
Proof. From Lemma 11 we know that there are two (consecutive) rounds with every process hearing from every process,
therefore when processes go through lines 23–26 for the first time all processes set their x to the same value (in line 24)
since all receive the same set of messages.
This results in every process proposing the same value in the second round, and therefore deciding in line 26. 
When all processes are correct, have the same value, and consensus is started synchronously at all processes and in a
good period (i.e., an initial good period), termination is much faster: we can apply the arguments of Lemma 9 to the starting
time7 which reveals that all processes hear their ⟨Round, 1, x⟩messageswithin theϑ timeout. The duration from this round
follows from Lemma 7. Therefore we get,
Corollary 4 (Fast Decision). If there is an initial good period of duration ϑ + 3(n − 1)Φ + ∆ in which all processes boot
simultaneously there are no faulty processes and all processes initially agree on some value v, then processes decide within one
round.
5. Extensions
In this section we briefly discuss some extensions that can be applied to our algorithm to increase its efficiency.
Multiple instances. First we illustrate how our algorithm can be modified to work for several instances of consensus. The
straightforward approach would be of course to use an extra instance of Algorithm 2 for each instance. This is, however, not
necessary. In fact, the same round structure can be shared by all instances. This stems from the fact that an execution does
not have to start in round 1: since the algorithm allows any number of rounds where ‘‘nothing’’ happens, any new instance
of consensus just starts in the current round of the algorithm. The only variables that need thus to be duplicated for each
instance are the decision value and the array Rcv. For the latter, another optimization is possible. Obviously only the values
of the current round and the following round are needed by the algorithm. Thus the size of this variable reduces to 2n entries
per instance.
Additional permanent crashes. Another fairly straightforward improvement of the current algorithm is to allow permanent
crash faulty processes as well, which also allows decisions when some processes are still down. This can be achieved by
setting E (recall Algorithm 1) to a value smaller than n. It is easy to see that if we want to tolerate tc crashes in addition
to t Byzantine/recovery faults, we need to set the first threshold T = n − t − tc and the second one to E = n − tc . The
resulting resilience bound n > 5t + 3tc can then be deduced from the formulas in Section 1.2. The thresholds for the
round synchronization have then to be adapted so that in lines 12, 19, and 21 of Algorithm 2, the total number of faults is
considered, i.e., t is replaced with t + tc in these lines. With these changes, the correctness of the round synchronization
remains unchanged, and termination of consensus follows from [18].
7 The lower bound on σ is not necessary in this case as S = S ′ = Π .
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Fast decision. Our algorithm is already fast in the classical sense, i.e., if all processes are correct, have the same value and
consensus is started at the same time at all processes, it terminates within one round. However, as Algorithm 2 is written,
this roundmight still last ϑ+3Φ+∆. A simplemodificationmakes the algorithm really fast without invalidating any of our
results: in the first round, if a process receives n Roundmessages containing the same v, it can immediately decide on that
value. This can be achieved by executing the transition function part (lines 23 to 26) for the first round as soon as one has
received amessage from every other process. So a decisionwithin the duration of an actual transmission delay, whichmight
be much smaller than∆, is possible. This behavior is called weakly one-step in [27], where it is also shown that n = 5t + 1
is the lower bound for such algorithms, thus our solution is optimal in this respect. For strongly one-step algorithms, i.e.,
those that can decide within one δ even when up to t processes behave Byzantine from the start but all correct processes
share the same initial value, a lower bound of n = 7t + 1 is shown. We conjecture that our algorithm could also be made
strongly one-step quite easily. In order to do so we need to change the algorithm such that it decides when it receives n−2t
messages with the same value ([27] shows that this is a necessary condition for every strongly fast algorithm).When setting
E = n − 2t the conditions on n, T , and E (cf. Section 1.2) lead to the requirement n > 9t , causing our algorithm to be
suboptimal in this regard.
6. Conclusion
Our paper shows that it is possible to solve consensus in a system where processes may recover from arbitrary faults.
The algorithm is fast, i.e., in good runs it decides in the first round. The requirement n > 5t is thus also optimal [13,27].
Nevertheless, when looking at the duration of our rounds in the non-fast case there might be room for improvement.
Addressing this could be a promising future work, since we believe that our weak fault model is of high practical interest.
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