Hybrid cloud bursting (i.e., leasing temporary off-premise cloud resources to boost the capacity during peak utilization), has made significant impact especially for big data analytics, where the explosion of data sizes and increasingly complex computations frequently leads to insufficient local data center capacity. Cloud bursting however introduces a major challenge to runtime systems due to the limited throughput and high latency of data transfers between onpremise and off-premise resources (weak link). This issue and how to address it is not well understood. We contribute with a comprehensive study on what challenges arise in this context, what potential strategies can be applied to address them and what best practices can be leveraged in real-life. Specifically, we focus our study on iterative MapReduce applications, which are a class of large-scale data intensive applications particularly popular on hybrid clouds. In this context, we study how data locality can be leveraged over the weak link both from the storage layer perspective (when and how to move it off-premise) and from the scheduling perspective (when to compute off-premise). We conclude with a brief discussion on how to set up an experimental framework suitable to study the effectiveness of our proposal in future work.
INTRODUCTION
Due to exploding data sizes and the need to combine multiple data sources, traditional on-premise big data analytics becomes insufficient as the capacity of private-owned data centers cannot accommodate the increasing scale and scope of the applications. To address this issue, cloud bursting [9] Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. has seen a rapid increase in popularity among big data analytics users. It is a form of hybrid cloud computing that enables temporary boosting of on-premise resources with additional off-premise resources from a public cloud provider for the duration of peak usage, with the purpose of overcoming the limitations of their private data centers in a flexible, pay-asyou-go fashion.
Leveraging hybrid clouds for temporary bursting does not come without challenges: sharing, disseminating and analyzing the data sets may result in frequent large-scale data movements between the on-premise and the off-premise sites. This raises an important challenge for cloud bursting, as users typically access public clouds via high-latency, lowthroughput wide-area networks, making inter-site data transfers up to an order of magnitude slower than intra-site data transfers. For this reason, we refer to the inter-site link for the rest of this paper as the weak link. To make the problem even worse, studies show that the inter-datacenter traffic is expected to triple in the following years [11, 12] .
In this context, popular large-scale big data analytics frameworks like Hadoop [25] or Spark [26] have not achieved an acceptable level of scalable, cross-datacenter implementation. Specifically, design choices like coupling the analytics runtime with the storage layer to enable scheduling the computation close to the data are fundamental aspects that haven proven effective in single data centers. However, in a cloud bursting scenario, the newly provisioned off-premise resources do not hold any data to begin with. Therefore, data locality cannot be directly taken advantage of: it is necessary to ship the data to the off-premise resources over the weak link before the extra computational capability can be leveraged. This aspect has proven particularly difficult, to the point where many users tend to avoid spreading the same application over both on-premise and off-premise resources, preferring to split their workload in independent, loosely coupled jobs that can be confined to a single site.
Nevertheless, many real-life big data analytics applications are iterative in nature: they run the same job over and over again while relying on the same input data and intermediate data from the previous iterations. For this class of applications, data locality can be leveraged over and over again once the input data has been replicated off-premise. Thus, the problem of running the same application over a mix of both on-premise and off-premise resources can be considered from a new perspective. However, the current understanding of the challenges in this particular context 2016 IEEE/ACM 3rd International Conference on Big Data Computing, Applications and Technologies 118 2016 IEEE/ACM 3rd International Conference on Big Data Computing, Applications and Technologies and how to address them is limited. To this end, our paper contributes with an analysis of such challenges and potential solutions to address them. We focus our study on MapReduce [6] as a reference analytics framework. Specifically, we make the following contributions in this paper:
• We outline the fundamental issues in operating iterative MapReduce over hybrid cloud setups comprising both on-and off-premise VMs. In particular, we highlight the issue of lacking data locality on the off-premise part and associated consequences in terms of I/O interactions with the underlying storage layer, task scheduling and data shuffling (Section 3).
• We propose two complementary strategies to address the identified issues and trade-offs: (1) extend the storage layer to the off-premise part and rebalance the data; (2) locality-enforced scheduling to avoid redundant data transfer over the weak link. Furthermore, we detail a real-life implementation of our proposal through a reference prototype specifically designed for running in a hybrid cloud setup (Section 4).
• We discuss how to create an experimental framework suitable to study the effectiveness of the strategies for real-life iterative MapReduce application (Section 5).
RELATED WORK
MapReduce applications have been studied extensively on cloud computing platforms [8, 28] . However, unlike hybrid clouds, where the on-premise resources are limited, the general assumption is that the whole application is running remotely and has access to virtually unlimited computing resources thanks to elasticity.
Several efforts are focused on improving the performance of MapReduce frameworks for hybrid environments. HybridMR [22] proposes a solution to leverage hybrid desktop grids and external voluntary computing nodes. However, the aspect of expanding and shrinking a MapReduce setup dynamically is not considered. HadoopDB [1] proposes a hybrid system combining a Hadoop deployment and a parallel database system to simultaneously leverage the resilience and scalability of MapReduce together with the performance and efficiency of parallel databases. In [19, 20, 23] GPUs are used to improve the performance of MapReduce applications in accelerator-enabled clusters. These techniques uses hybrid computing to improve the performance of MapReduce applications, but the hybrid aspect is on the computational side rather than the networking side.
Bicer [3] tackles the challenge of data analysis in a hybrid cloud where data is pre-partitioned and stored across on-premise and off-premise resources. It proposes a usertransparent runtime where a head component acts as MapReduce job scheduler between the local and the remote cloud systems. A similar assumption about data being already available remotely off-premise is made in [13] , where the focus is on speeding up deadline-constrained MapReduce applications. Unlike our approach, data transfers between on-premise and off-premise nodes are not a central concern.
Authors in [27] propose a model based on workload factoring to enable proactive workload management. It is based on an algorithm specifically designed to detect frequently accessed data items, which is then used as a prediction of when to scale out to public clouds beyond the on-premise resources to achieve load balancing. This approach is used in applications where the processes are loosely coupled (i.e., little need for inter-process communication) and highly sensitive to the number of requests per time unit (e.g. video streaming). By contrast, the application class we are targeting has non-trivial data dependencies.
Scheduling strategies for Hadoop MapReduce applications running on hybrid clouds have been proposed in numerous studies. In [4] the authors focus on the problem of how map and reduce processes are split over hybrid cloud platforms. Heintz et al. [10] shows strategies for scheduling map tasks over distributed cloud platforms in order to minimize the performance degradation that can result from large communication times between the platforms.
Optimizing the cost-performance trade-off through elasticity in the context of clouds is a another prominent directions. User-transparent elasticity for storage space [14] and I/O throughput [15] was shown to lead to a massive reduction in data-related costs, while maintaining similar levels of performance to the case when resources are over-provisioned to accommodate the peak utilization.
Performance studies have frequently pointed out the negative impact of the weak link between the on-premise and off-premise resources of hybrid clouds on the performance and scalability of big data analytics applications. Ohnaga et al. [16] focus on the performance of Hadoop applications in particular. Roman et al. [21] focus on Spark and point out significant overhead in the shuffle phase when the bandwidth between the on-premise and off-premise resources is sufficiently small. This is unlike previous studies that emphasized low end-impact of network communications in Spark [17] . How to leverage performance metrics about both the application and the hybrid cloud platform to predict completion time under variable scale-out scenarios is shown in [5] , where the focus is on the map phase of iterative MapReduce applications.
This work focuses on iterative MapReduce applications running on hybrid clouds, where the data is initially onpremise only. Our specific focus is on how to efficiently exploit data locality while migrating data off-premise over the weak link. To the best of our knowledge, we are the first to explore iterative MapReduce applications in this challenging context.
DATA LOCALITY CHALLENGES AND TRADE-OFFS
The MapReduce paradigm is specifically designed to facilitate a high degree of data parallelism: massive amounts of data are transformed in an embarrassingly parallel fashion in a map phase, after which they are aggregated in a reduce phase. Unsurprisingly, this leads to a highly concurrent I/O intensive access pattern that can quickly overwhelm the networking infrastructure with remote data transfers. To address this issue, data locality awareness is a key feature of MapReduce: the storage layer is co-located with the runtime on the same nodes and is designed to expose the location of the data blocks, effectively enabling the scheduler to bring the computation close to the data and to avoid a majority of the storage-related network traffic. However, in a cloud bursting scenario, the premises for leveraging data locality are different: the input data is present only on the on-premise VMs initially, so it has to be shipped to the off-premise VMs before they can contribute to the computation.
Furthermore, despite heavy emphasis on exploiting data locality efficiently, this optimization can be applied for the map phase only. During the reduce phase, which is responsible for the aggregation of the intermediate results, the runtime faces significant overhead related to the synchronization and collection of relevant data pieces (i.e., data shuffling). At scale, this involves concurrent remote transfers of significant data amounts between the nodes, which cannot be avoided and leads to stress on the networking infrastructure.
Given that hybrid clouds face the problem of reduced latency and throughput between the on-premise and offpremise VMs due to the weak link, both aspects discussed above lead to important challenges and trade-offs, which we develop next.
Off-Premise Data Replication
Since the input data is present initially only on the onpremise VMs, any map task that is running off-premise needs to access the on-premise data, which involves a data transfer over the weak link. However, there are multiple alternatives to achieve this.
An obvious choice is to simply leave the input data onpremise and pull it on-demand from the off-premise map tasks. This approach has two advantages: (1) it works out of the box with no modification necessary to the default runtime; (2) it overlaps the I/O with the computation, as map tasks can start off-premise right away without any need to wait for data transfers. On the other hand, there is also a major disadvantage: if the iterative application re-uses the input data blocks, they will be transferred over the weak link multiple times unnecessarily, which leads to performance degradation.
Another choice is to replicate the input data off-premise before running the MapReduce application. Using this approach, the MapReduce runtime can fully exploit locality as if it were running on a single cluster, which also avoids the problem of sending the same input block over the weak link repeatedly. However, creating replicas off-premise is a timeconsuming process that adds to the overall completion time. Furthermore, it also leads to an extra off-premise storage space utilization.
To avoid waiting for the replication process to finish, a third option is to use asynchronous replication. Using this approach, the input data is shipped off-premise at the same time as the map tasks are running, under the assumption that a majority map tasks will benefit from the data locality. However, the background data transfers create additional overhead that interferes with the computation and may create enough slowdown to offset the benefit of starting the computation right away.
Scheduling
By default, Hadoop tries to leverage locality as much as possible: when no slot is available to run a map task on the same node as the input data, Hadoop schedules that map task with preference on the same rack (rack-local) and failing to do so it picks any other free node for execution. This behavior is justified by the relatively small penalty for running a remote map task: the network links often keep up with the disk throughput and there are relatively few other concurrent remote data transfers over the network, since most map tasks can benefit from locality.
If the data is replicated off-premise before running the MapReduce application, then the original scheduling strategy will behave similarly in a hybrid cloud too, since most of the map tasks will benefit from locality and the weak link will not be stressed. However, the situation is more complex in the other two cases. If the data is kept on-premise only and there is a sizable amount of off-premise VMs, then the reverse is true: most of the map tasks (regardless of the iteration) will not benefit from locality and the weak link will be constantly under stress. This leads to severe performance degradation for the off-premise map tasks when the input data is large and creates an imbalance in the execution waves, which in turn has a negative overall impact due to the fact that the reduce phase needs to wait for the map phase to finish.
If the data is replicated off-premise in an asynchronous fashion, then the default scheduling strategy has a higher chance of leveraging locality for off-premise map tasks as some input data blocks may already be present off-premise when the map task is scheduled. However, if that is not the case, then a similar situation arises as with the case when the data is kept on-premise, albeit at a smaller degree. For this reason, it is important to explore alternative scheduling strategies when using asynchronous replication.
Reduce-like Aggregation
Once a map task finishes, its result is written in temporary file on the local disk of the node where it was executed. This intermediate data is then collected from all nodes during the reduce phase by each reducer. At scale, this leads to an all-to-all mapper-reducer communication pattern that stresses the weak link. This overhead cannot be avoided, because intermediate data is present both on-premise and off-premise. However, the scheduling of the mappers affects the distribution of the intermediate data, which in turn affects the way in which the weak link is stressed.
The computational aspect of the reduce phase (sorting and applying the user-defined aggregation) is not affected by weak link, because it is performed locally where the intermediate data from all map tasks are collected. However, once the output of the reduce phase was successfully generated, it is typically written to the storage layer. If the storage layer is deployed on-premise only, then the weak link may be stressed again when each reducer needs to write its output. This aspect is application-specific and depends on the proportionality of input to output size ratio (some MapReduce applications have trivial output such as a counter).
DATA LOCALITY STRATEGIES
In this section, we propose two complementary strategies to address the data locality challenges discussed in Section 3.
HDFS Replica Rebalancing
We propose a solution that addresses the problem of offpremise data replication based on rack awareness, which was discussed in Section 3.2. Specifically, rack-awareness is also a feature of HDFS [24] , the default storage layer of Hadoop.
Originally, rack awareness was designed to enhance replication-based fault tolerance: each node that joins the HDFS group can be designated to be part of a sub-group (rack). Then, whenever a data block is written to HDFS, it is replicated (typically three times) both inside the rack where the write originated from, as well as at least on one node outside that rack. Using this approach, HDFS can survive catastrophic failures.
When a new node joins HDFS in a rack, it is initially empty. This leads to an imbalanced data distribution where older nodes tend to be heavier loaded than more recently added nodes, which leads to competition of the heavier loaded nodes and thus negatively affects the ability to leverage data locality efficiently. To this end, HDFS employs a rebalancing mechanism that tries to reshuffle the data block replicas according to the rack awareness constraint.
It is this feature that we leverage in the context of hybrid clouds. We define two racks for the on-premise and offpremise VMs that host HDFS. Then, when the off-premise VMs are added to the Hadoop deployment, we extend the HDFS deployment to the off-premise VMs and start the rebalancing process. This effectively leads to the migration of one replica from each block stored on-premise to the offpremise side. The rebalancing can be either blocking (wait for it to finish before running the MapReduce application) or asynchronous (start it together with the MapReduce application), each corresponding to the scenarios described in Section 3.1.
The main advantage of this approach is that it minimizes the amount of data transferred off-premise (a single replica) to achieve full potential of exploiting the data locality, while maintaining the resilience constraints. Moreover, it is a noninvasive solution that works out-of-the box without deviating from the standard HDFS, which is a major concern for many users.
Scheduling Based on Enforced Rack-Locality
The default Hadoop scheduler uses data locality only as a preferential matching mechanism between map tasks and free slots. However, if asynchronous HDFS rebalancing is employed, it will suffer from the issues mentioned in Section 3.2: a map task may be scheduled off-premise before a replica of its corresponding data block was migrated, which triggers a pull and leads to a double data transfer of the same block. In this case, it may be beneficial to delay the scheduling of such off-premise map tasks, under the assumption that avoiding stress on the weak link leads to a a smaller overall overhead. To this end, we propose an enforced racklocality scheduling policy: a map task will never be scheduled to a rack where there is no replica of its input data. This effectively leads to the desired behavior in our case: a map task will never be scheduled off-premise if a replica was not already migrated there. We implemented this policy in Hadoop by modifying the Resource Manager to make use of the relaxLocality flag. Thus, unlike the HDFS replica rebalancing, this is an intrusive modification to Hadoop that requires the user to deploy a custom version.
EXPERIMENTAL FRAMEWORK
Understanding the impact of the different strategies and how every map or reduce task has been scheduled is nontrivial and requires additional instrumentation and tools to analyze the logs and results. To this end, we have developed a complete solution to aggregate important metrics for every executed job: map, shuffle, sort and reduce times; HDFS data distribution; task distribution between on-premise and off-premise; system-level statistics such as CPU, I/O network, I/O disk and memory utilization.
Our profiling tool extracts information from a combination of Hadoop counters, Hadoop logs, the Rumen tool [2] and Systat [7] to generate two kind of files: a profiling statistic file and a trace file. Our tool is able to generate that trace file that can be processed using the visualization tool Paraver [18] to visually represent how the tasks have been distributed among the available slots of the on-premise and off-premise VMs.
In terms of experimental setup, it is important to use an environment as close as possible to a real hybrid cloud setup. However, at the same time, it is important for the study to be able to control the environment. Specifically, running unrelated VMs together with the VMs of the applications to be studied introduces noise and interference in the system that makes it hard to interpret the results. Furthermore, it is important to be able to control the capacity of the weak link in order to study how the behavior of the application changes when the weak link capacity changes.
To enable such a controllable environment, we build two separate IaaS clouds (on-premise and off-premise). We used OpenStack Icehouse as the reference middleware for both IaaS clouds. To create a realistic networking model, we rely on OpenStack's Neutron: all communication outside of the same cloud is passing through a dedicated network node that acts as a proxy. Thus, in a hybrid OpenStack setup the weak link corresponds to the link capacity between the two proxies. Note that the VM instances of the same cloud are not subject to this limitation: they communicate with each other via the links of their compute node hosts.
CONCLUSIONS
Hybrid cloud bursting is opening new opportunities to leverage big data analytics in a cost-effective fashion despite overflowing the capacity of the computational resources available on-premise. Such an approach is however highly challenging due to the limited ability to directly leverage data locality and the limited network link capacity between the on-premise and the off-premise resources. This paper has contributed with an analysis of the challenges that arise when running iterative MapReduce applications in hybrid cloud bursting. To deal with these challenges, it proposed a series of complementary strategies that are either directly leveraged or implemented in Hadoop. Finally, it proposed an experimental framework to study indepth the behavior of iterative MapReduce applications in practice using a controlled environment.
As a next step we plan to run extensive experiments to evaluate our proposal in practice. Furthemore, we also envision a refinement of our proposal in two directions: (1) an improved data migration scheme that prioritizes the chunks to be moved off-premise based on scheduling decisions; (2) an improved reduce algorithm specifically designed to minimize the stress on the weak link. To this end, we envision a subsequent extended version of the paper.
