Introduction
Let G be a group, K a ®eld and V a ®nite-dimensional KG-module. Let LV denote the free Lie algebra on the K-space V and, for each positive integer n, let L n V be the homogeneous component of degree n in LV . The action of G on V extends naturally to LV , so that G acts on LV by Lie algebra automorphisms. In this way LV becomes a KG-module with each L n V as a submodule, called the n th Lie power of V.
The decomposition problem for a Lie power L n V (as for any other ®nite-dimensional module) is the problem of determining the isomorphism classes and multiplicities of the indecomposable modules when L n V is expressed as a direct sum of indecomposables. These multiplicities will be called the Krull±Schmidt multiplicities of L n V . If the characteristic of K is zero and G is ®nite then each L n V is semisimple, and the Krull±Schmidt multiplicities can be obtained (at least in principle) by combining Brandt's formula [5] for the character of L n V with the standard orthogonality relations. Similarly, Wever's multiplicity formula [20] gives full information about L n V in the case where K has characteristic 0 and G is the general linear group GLV with its natural action on V.
In the case where K has positive characteristic, the decomposition problem has a different complexion, since the Lie powers are not usually semisimple. Even apparently simple cases (such as the case settled in [8] where V is the regular module for the cyclic group of order 2 in characteristic 2) are far from trivial. However the last few years have seen substantial progress. Donkin and Erdmann [10] studied the case where K is an in®nite ®eld of prime characteristic p and G GLV . In particular, they solved the decomposition problem for the Lie powers of degree not divisible by p and drew attention to examples which show that the patterns given by their solution break down when p divides the degree. Then Bryant and Sto Èhr [9] solved the decomposition problem for arbitrary Lie powers of a free module for the cyclic group of order p in characteristic p. The case p 2 was dealt with in an earlier paper [8] and this work was extended to arbitrary ®nite-dimensional modules for the cyclic group of order 2 by Michos [17] and Guilfoyle and Sto Èhr [12] .
In their paper [7] , the present authors used the results of [9] to solve the decomposition problem for Lie powers of the natural module, in characteristic p,
In order to ®nd L n J r , it is therefore suf®cient to ®nd LU 2 È . . . È U n Ç T n J r . Since each U k has degree greater than 1, it is suf®cient to ®nd L i U 2 È . . . È U n for i < n, provided that we can keep track of the degrees within TJ r , which we do by working with graded modules. We have already seen that we can evaluate L i U 2 È . . . È U n for i < n, and this completes the inductive procedure. A key point about the shifted Lie algebra LU is that it is generated by elements of TJ r which have degree greater than 1. This allows the use of a`degree shifting' argument: in order to ®nd the n th Lie power of J r , it is suf®cient to ®nd smaller Lie powers of certain other modules obtained from J r .
We shall also exhibit a general pattern in the decomposition of LV . It turns out (Theorem 5.2) that LV can be expressed as the direct sum of submodules which are either isomorphic to J 1 and contained in L n V for some n or have the form B B 0 È B 1 È B 2 È . . . , where B 0 B Ç L n V > J r for some n and some r > 2 and B i B Ç L p i n V > J p À 1 for all i > 1. Thus LV may be expressed as a direct sum of indecomposables which are isomorphic to J 1 or fall into in®nite families. Each in®nite family is headed by a copy of some J r (with r > 2) in some degree n followed by a copy of J p À 1 in each of the degrees pn; p 2 n, . . . . In the case of LV where V is a ®nite-dimensional free KG-module, all of the indecomposables fall into these in®nite families and every in®nite family is headed by J p . The only indecomposables which occur in a Lie power are J p and J p À 1 , and their multiplicities can be described by a closed formula (Theorem 5.3). Hence we recover the main results of [9] .
For LJ p À 1 , with p > 3, we ®nd a similar pattern. The indecomposable J 1 occurs in degree 2 but, apart from this, the only indecomposables occurring in the Lie powers are J p and J p À 1 , and their multiplicities can again be described by a closed formula (Theorem 5.4), generalising the formula obtained for p 3 in [15] .
The decomposition of LJ m for p > 5 and 2 < m < p À 2 is more complicated. However, we show in Theorems 5.8 and 5.9 that if m is odd then the indecomposables which occur in the Lie powers are J 1 , J 3 ; . . . ; J p À 4 , J p À 2 , J p À 1 and J p , while if m is even then the indecomposables which occur in the odd Lie powers are J 2 , J 4 ; . . . ; J p À 3 , J p À 1 and J p and the indecomposables which occur in the even Lie powers are J 1 , J 3 ; . . . ; J p À 4 , J p À 2 , J p À 1 and J p .
Part of the motivation for the work in this paper was a wish to gain information about the module structure of the Lie powers of the natural module for GL2; p. The results obtained here can indeed be used for this purpose, but we shall reserve the applications for another paper.
The exterior and symmetric powers of the indecomposables J 1 , J 2 ; . . . ; J p were described by Almkvist and Fossum [1] . We build on their work here in that our description of the Lie powers rests ultimately on a knowledge of the ®rst p À 1 symmetric powers.
The paper is organised as follows. In § 2 we introduce notation and basic material concerning Lie powers and the related concepts of tensor powers, restricted Lie powers, symmetric powers, exterior powers and metabelian Lie powers. In § 3 we focus on the cyclic group of prime order p and obtain information about modules for this group, particularly the p th Lie power, restricted Lie power and metabelian Lie power of the indecomposable modules J r . lie powers of modules for groups of prime order Section 4 is devoted to the construction of the shifted Lie algebra LU mentioned above. Section 5 gives the applications to the decomposition problem for Lie powers.
We are grateful to Csaba Schneider for computing a number of large examples which provided numerical evidence in the early stages of our investigation.
Preliminaries
Throughout the remainder of this paper p denotes a prime number and K a ®eld of characteristic p. In this section G denotes an arbitrary group, but subsequently it will always be a group of order p. All algebras considered will be K-algebras. For general facts about free Lie algebras, free restricted Lie algebras, and their enveloping algebras, we refer to [2, 3, 14, 18] . Most of the basic facts required here are also summarised in [9] .
For a K-space V, LV denotes the free Lie algebra on V (that is, the Lie algebra freely generated by any K-basis of V with V regarded as a subspace of LV ). We shall say, with slight abuse of language, that V freely generates LV . Similarly RV denotes the free restricted Lie algebra freely generated by V and TV the free associative algebra (with identity element) freely generated by V. The algebra TV may also be thought of as the tensor algebra on V. However, we write the product of elements a and b of TV as ab rather than a b.
It is well known that if TV is regarded as a restricted Lie algebra under the operations given by a; b ab À ba and a p a p , then LV and RV may be identi®ed with the Lie and restricted Lie subalgebras generated by V. Throughout this paper we take this point of view, so that LV Í RV Í TV .
For each non-negative integer n, T n V denotes the homogeneous component of degree n in TV . Thus, for n > 1, the homogeneous components of degree n in LV and RV are given by L n V LV Ç T n V and R n V RV Ç T n V , respectively. An element of TV is said to be homogeneous if it belongs to some T n V , and a subset of TV is said to be homogeneous if all of its elements are homogeneous. Of course, these de®nitions also apply within LV and RV .
We use the left-normed convention for Lie products (also called commutators). Thus, for elements a, b and c of any Lie algebra, a; b; c denotes a; b; c. Also, if k is a non-negative integer, we write a; b; . . . for all a; b P TV . It follows that a; b P LV for all a; b P RV . Furthermore, for all a; b P RV , we have where, for s 0; . . . ; m, Q s is the set of all permutations of f1; 2; . . . ; mg such that j1 < j2 < . . . < js and js 1 < . . . < jm.
Every ordered basis B of V extends to a Hall basis H of LV . We explain what we mean by this because standard sources give different de®nitions. We require H to be a homogeneous basis of LV ordered by a relation < and having the following properties: the set of elements of H of degree 1 is the set B, and the ordering < of H extends the given ordering of B; if u; v P H and degu < degv then u < v; every element of H of degree greater than 1 can be written uniquely in the form u; v where u; v P H and u > v; if u; v P H and u > v then u; v P H if and only if either degu 1 or u u 1 ; u 2 with u 1 ; u 2 P H, where
If X is any subset of TV , we write X p for the subset of TV de®ned by
If L is any basis of LV then the set L p is a basis of RV . If R is a basis of RV with an ordering < then a basis of TV is given by the set of all products u
, where m > 0, u j P R and 1 < a j < p for j 1; . . . ; m, and u 1 < u 2 < . . . < u m . This is a variant of the bases given by the Poincare Â ±Birkhoff± Witt Theorem, and such a basis of TV will be called a restricted PBW-basis. We shall also need the standard basis of TV , obtained from a basis B of V, consisting of all products v 1 v 2 . . . v m , where m > 0 and v j P B for j 1; . . . ; m.
The S AE irs AEov±Witt Theorem states that every subalgebra of a free Lie algebra is itself a free Lie algebra on some generating set, and there is a similar theorem of Witt [21] for free restricted Lie algebras: see [2] for an account of this. A set X of homogeneous elements in the free restricted Lie algebra RV is said to be reduced if no element of X is contained in the restricted Lie algebra generated by the other elements of X. If the homogeneous set X is reduced then it is a free generating set for the restricted Lie algebra that it generates: see Lemma 2 of Kukin [16] or the proof of Theorem 8 in Chapter 2 of [2] .
Lemma 2.1. The following conditions on a subspace U of RV are equivalent.
(i) The Lie subalgebra of RV generated by U is free on U.
(ii) The restricted Lie subalgebra of RV generated by U is free on U.
(iii) The associative subalgebra of TV generated by U is free on U.
Proof. It is clear that (iii) implies (i). The fact that (ii) implies (iii) was proved in [9, § 2] . We sketch a proof that (i) implies (ii).
Suppose, then, that the Lie subalgebra LU of RV generated by U is free on U, and let B be a basis of U. The case jBj 1 is easy, so we assume that jBj > 2. Take any ordering of B with a least element x, and let H be a Hall basis of LU obtained from B. The result will follow if we can show that H p is a linearly independent set. Suppose otherwise that we have a linear relation in distinct elements of H p ,
with notation which should be obvious. Let v y; x; . . . If U satis®es the conditions of Lemma 2.1, we write LU , RU and TU for the Lie algebra, restricted Lie algebra and associative algebra, respectively, generated by U within TV , noting that this conforms with the same notation used for the free algebras abstractly generated by U.
We shall be mainly interested in the case where V is a KG-module. Then TV acquires the structure of a KG-module in which G acts by algebra automorphisms, so that abg agbg for all a; b P TV and all g P G. Both LV and RV are submodules of TV , on which G again acts by algebra automorphisms. Also, for each n, T n V , L n V and R n V are submodules called the n th tensor power, the n th Lie power and the n th restricted Lie power of V.
If X is a set and Y is a subset of X then the free Lie algebra on X is the K-space direct sum of the Lie subalgebra generated by Y and the ideal generated by X nY. A result due to Lazard, which is sometimes called Lazard elimination, speci®es free generators for the ideal generated by X nY when regarded as a Lie algebra. We shall require a version which applies to KG-modules. Proof. Clearly U freely generates a subalgebra LU of LU È V. Let U and V be K-bases of U and V, respectively, so that U È V is a free generating set for LU È V. By the Elimination Theorem [3, Chapter 2, § 2.9, Proposition 10], the kernel of the natural projection LU È V 3 LU is a free Lie algebra with free generating set consisting of the Lie products v; u 1 ; . . . ; u m with m > 0, v P V and u 1 ; . . . ; u m P U. It follows that these products form a basis of V o U and that V o U freely generates a subalgebra LV o U of LU È V such that
Since the free generators v; u 1 ; . . . ; u m are linearly independent, there is a K-space isomorphism from V o U to V TU which maps v; u 1 ; . . . ; u m to v u 1 . . . u m for all m > 0, not only when v P V and u 1 ; . . . ; u m P U but whenever v P V and u 1 ; . . . ; u m P U. It is clear that this is a KG-module isomorphism.
The free metabelian Lie algebra MV on a K-space V is de®ned to be the quotient LV =LV HH , where LV HH is the second derived algebra of LV . The n th homogeneous component M n V of MV is the subspace L n V LV HH =LV HH . We identify M 1 V with V, so that V is regarded as a subspace of MV . If V is a KG-module then so is MV and, for each n, M n V is a submodule called the n th metabelian Lie power of V.
We note the standard fact that if a 1 ; a 2 ; . . . ; a n P MV and n > 3 then a 1 ; a 2 ; a 3 ; . . . ; a n is symmetric in the entries a 3 ; . . . ; a n . If B is an ordered basis of V then the left-normed commutators v 1 ; v 2 ; . . . ; v n , where n > 1, v 1 ; . . . ; v n P B and v 1 > v 2 < . . . < v n , form a basis of MV and, for each n, those of degree n form a basis of M n V . As is well known, if V has ®nite dimension r, where r > 2, then the dimension of M n V , for n > 2, is given by
(This follows, for example, from the exact sequence (2.4) given below.) For a K-space V and n > 0, we write S n V for the n th symmetric power of V and L n V for the n th exterior power of V. If V is a KG-module then S n V and L n V also have the structure of KG-modules. For v 1 ; v 2 ; . . . ; v n P V we write v 1 ± v 2 ± . . . ± v n for the corresponding product in S n V . Suppose that n > 2. By [4, § 9.3, Proposition 3] or [1, Chapter II, (2.4)], there is an exact sequence of K-spaces
The maps in this sequence are easily veri®ed to be KG-module homomorphisms. Thus (2.3) is an exact sequence of KG-modules.
As is well known (see [13] , for example), there is a short exact sequence
with n as in (2.3). Thus ker n > M n V . When n is not divisible by p, the sequence (2. 
The natural surjection LV 3 MV induces for each n > 1 a short exact sequence of KG-modules
We shall now show that this sequence splits when 2 < n < p 1.
In the free associative algebra over the ®eld of rational numbers on free generators z 1 ; . . . ; z n , consider the elements de®ned by
where the sums run over all permutations k of f1; 2; . . . ; ng, all permutations j of f2; 3; . . . ; ng, and all permutations t of f1; 3; . . . ; ng. If 2 < n < p or n p 1, the Lie polynomial w n a 1 ; . . . ; a n can be evaluated for elements a 1 ; . . . ; a n of any Lie algebra over K . Furthermore, it can be shown that w p z 1 ; . . . ; z p simpli®es to a polynomial with integer coef®cients and w p z 1 ; . . . ; z p simpli®es to a Lie polynomial with integer coef®cients: this follows from [19, p. 677 , Lemma 1] as in [9, § 4] . Therefore w p a 1 ; . . . ; a p can be evaluated for elements a 1 ; . . . ; a p of any associative algebra over K , and w p a 1 ; . . . ; a p can be evaluated for elements of any Lie algebra over K . For n satisfying 2 < n < p 1, the arguments of [9, § 4] (although given there only for n p) show that there is a KG-module
. . . ; v n ; 2:10 for all v 1 ; . . . ; v n P V, and such that f n w n u n À 2! u for all M n V . Hence 1=n À 2!w n is a right inverse of f n . Therefore w n : M n V 3 L n V is injective and the sequence (2.7) splits. Thus, for n satisfying 2 < n < p 1,
Since p À 2! 1 in K, we also ®nd that w p is a right inverse of f p .
Some basic modules
We continue to use the notation of § 2, but now, and for the rest of this paper, G denotes a group of order p. We write g for a ®xed generator of G.
Regarding the group algebra KG as a regular (right) KG-module, we de®ne modules J r , for r 1; . . . ; p, by J r KG=g À 1 r KG. Thus dim J r r for r 1; . . . ; p. As is well known, J 1 ; J 2 ; . . . ; J p are representatives of the isomorphism classes of the indecomposable KG-modules. Clearly J 1 is a trivial module and J p is a regular module.
For k 1; . . . ; r , let y r k be the element of J r given by y
Thus f y r 1 ; . . . ; y r r g is a basis of J r , which we call the standard basis of J r . If there is no danger of confusion, we suppress the superscripts and write y k instead of y r k . The action of g on the standard basis is given by y k g y k y k 1 , for k 1; . . . ; r À 1, and y r g y r . For k 1; . . . ; r À 1, h y r À k 1 ; . . . ; y r i (which denotes the K-span of y r À k 1 ; . . . ; y r ) is the unique submodule of J r of dimension k. It is isomorphic to J k and has factor module isomorphic to J r À k . Furthermore, every cyclic KG-module is isomorphic to one of J 1 ; J 2 ; . . . ; J p . For r > s there is a surjection J r 3 J s given by y r k U 3 y s k for k 1; . . . ; s and y r k U 3 0 for k s 1; . . . ; r. This map induces surjections TJ r 3 TJ s , RJ r 3 RJ s , LJ r 3 LJ s , MJ r 3 MJ s , L n J r 3 L n J s and M n J r 3 M n J s . These maps will be called deletions and they are all KG-module homomorphisms.
The standard basis f y 1 ; . . . ; y r g of J r will henceforth be ordered by setting y r < y r À 1 < . . . < y 2 < y 1 , and we extend this ordered basis to a ®xed Hall basis H of LJ r . Elements of H will be called basic commutators. (However, we shall also have occasion to use other bases of LJ r .) The left-normed commutators in H are those of the form y i 1 ; y i 2 ; . . . ; y i n with i 1 < i 2 > i 3 > . . . > i n . The elements of the same form in MJ r constitute a basis of MJ r .
The basis f y 1 ; . . . ; y r g of J r yields the standard basis of TJ r consisting of all monomials y i 1 . . . y i n with n > 0 and i 1 ; . . . ; i n P f1; . . . ; rg. If a y i 1 . . . y i n then the multidegree of a is de®ned to be the r-tuple deg y 1 a; . . . ; deg y r a, where, for each k, deg y k a is the number of elements j of f1; . . . ; ng such that i j k. An element of TJ r which is a linear combination of monomials of the same multidegree is said to be multihomogeneous, with the given multidegree.
It is important to observe that each element of H is multihomogeneous. Furthermore, if u is any multihomogeneous element of LJ r then u can be written as a linear combination of elements of H of the same multidegree as u.
The indecomposable components of the symmetric powers S n J r can be found by the results of [1] . We record some special cases for reference purposes:
From (3.2) and (3.3) and the exact sequence (2.4) we obtain the following: 
is a free KG-module. For r > 2, we write M p J r to denote the kernel of the deletion M p J r 3 M p J 2 . It follows that M p J r is free, for 2 < r < p:
Similarly, by (3.8) and (3.4), the kernel of each deletion in the sequence
is free. Hence M p 1 J r is free, for 2 < r < p:
Also, (3.8) and (3.1) applied to the deletion M n J 2 3 M n J 1 0 give M n J 2 > J n À 1 ; for 2 < n < p 1: 3:11 In the next result we consider the KG-module M p J 2 and show that it is a cyclic module generated by its element y 1 ; y 1 g; . . . ; y 1 g p À 1 .
Lemma ; y 1 u;
where u P U. Thus y 1 ; y 1 g; . . . ; y 1 g p À 1 T P U, and the result follows.
For 
where the binomial coef®cients are evaluated in K with the usual convention that a binomial coef®cient is 0 if its second (lower) argument is greater than its ®rst. We require two further lemmas for use in § 4.
Lemma 3.4. For n > p 1, the KG-submodule D of L n J 2 generated by y 1 ; y 2 ; . . .
; y 2 ; y 1 ; . . .
is a regular module with one-dimensional submodule spanned by y 1 ; y 2 ; . . .
Proof. A straightforward calculation in T pÀ1 J 2 shows that Since y 1 ; y 2 ; . . .
; y 2 T 0, the result follows.
For each n > 1, let e S n J r be the subspace of S n J r spanned by all monomials in y 1 ; . . . ; y r of degree n with degree at most p À 1 in y 1 . It is clear that e S n J r is a KG-submodule of S n J r . By [9, Proposition 3.2], e S n J r is free, whenever n r > p 1:
For r > 2 and n > p 2, let e L n J r be the subspace of L n J r spanned by all left-normed commutators in y 1 ; . . . ; y r of the form y i 1 ; y r ; y i 3 ; . . . ; y i n ; where i 3 ; . . . ; i n À p 1 T 1:
Proof. Let M be the subspace of e L n J r with basis consisting of all left-normed basic commutators y i 1 ; y r ; y i 3 ; . . . ; y i n with i n À p 1 T 1. Clearly e f n maps M isomorphically to e M n J r . Thus e L n J r ker e f n È M. Since Q Ç e L n J r Í ker e f n , the result will follow if we can show that e L n J r Í Q M because this gives e L n J r Q Ç e L n J r M and hence Q Ç e L n J r ker e f n . Let u be an element of the form (3.19) . It suf®ces to show that u P Q M. By the Jacobi identity, for 3 < k < n À 1, we have y i 1 ; y r ; y i 3 ; . . . ; y i k À 1 ; y i k ; y i k 1 ; y i k 2 ; . . . ; y i n y i 1 ; y r ; y i 3 ; . . . ; y i k À 1 ; y i k 1 ; y i k ; y i k 2 ; . . . ; y i n v;
where v P Q, provided that either i k T 1 and i k 1 T 1 or i k 1 and k > n À p 1. This means that if we work modulo Q we can ®rst move to the extreme right all entries of u equal to y 1 which occur in the last p À 1 positions and then we can re-arrange the remaining entries of u beyond the second position so that they occur in increasing order (according to the order y r < y r À 1 < . . . < y 2 ). This gives an element of M, and we obtain u P Q M.
The shifted Lie algebra
In this section we obtain a certain submodule U of RJ r , for r > 2, which freely generates a free Lie subalgebra LU of RJ r called the shifted Lie algebra of LJ r . We continue to use the notation of § § 2 and 3.
Theorem 4.1. Suppose that r satis®es 2 < r < p. Let S be the restricted Lie subalgebra of RJ r generated by the subspaces
. . . . Then, for each n > 2, there exists a KG-submodule U n of R n J r such that (i) S is freely generated by the module U, where U U 2 È U 3 È . . . ;
(ii) for n T p, U n is a direct summand of L n J r , (iii) U p has the form hx
(here the second binomial coef®cient is regarded as 0 for n < p), (v) for n < p, U n > M n J r , (vi) for n > p, U n is a free KG-module.
Proof. For n > 2 let Sn be the restricted Lie subalgebra of RJ r generated by those of the subspaces
. . which have degree less than or equal to n. Also, de®ne S1 0. The main steps in the proof of Theorem 4.1 are the following results.
Lemma 4.2. For each n > 2 let U n be a subspace of R n J r satisfying
Then U 2 È U 3 È . . . freely generates the restricted Lie algebra S and dim U n d n for all n > 2.
We ®rst derive Theorem 4.1 from the lemmas and then prove the lemmas. For n 2; . . . ; p À 1, let U n w n M n J r where w n is the embedding de®ned by (2.10). Thus (v) holds. Also, by (2.11), (ii) holds for n < p. By Lemma 4.3, for each n > p 1, we may de®ne U n to be a (free) KG-module complement of Sn À 1 Ç L n J r in L n J r . Thus (ii) and (vi) hold for n > p 1. For n 2; . . . ; p 1, it is easy to verify that
For n 2; . . . ; p À 1, U n is a complement to Sn À 1 Ç L n J r in L n J r , by (2.11) and (4.2). This also holds for n > p by the de®nition of U n . Also, by (3.12) and (4.2 Proof of Lemma 4.2. From the conditions on U 2 , U 3 , . . . we see, by induction on n, that U 2 ; . . . ; U n generate Sn. Clearly Sn À 1 Ç U n 0 for all n T p.
It follows that any homogeneous basis of U 2 È . . . È U n is reduced (see § 2). Therefore U 2 È . . . È U n freely generates Sn. Hence U 2 È U 3 È . . . freely generates S.
For all n > 2 write d n dim U n . Then it remains to show that d n satis®es (4.1). For each k > 1, let L k be a basis of L k J r with L 1 f y 1 ; . . . ; y r g and to obtain a new basis R of RJ r , namely,
Then it is straightforward to check that the subspace spanned by S is a restricted Lie algebra. Since this algebra is contained in S and contains a generating set for S, it must be equal to S. Thus S is a basis of S. Take any ordering of S and extend this to R in such a way that 4:4 with 0 < a 1 < p, a 2 ; . . . ; a r > 0, m > 0, s j P S and 1 < b j < p for j 1; . . . ; m, and s 1 < s 2 < . . . < s m . For each k > 0, the number of products (4.4) of degree k is the dimension of T k J r , namely r k . This is the coef®cient of q k in the formal power series tq in an indeterminate q given by tq 1 rq r 2 q 2 . . . :
Let A be the associative subalgebra of TJ r generated by S. By Lemma 2.1, A is freely generated by U 2 È U 3 È . . . : The products s .4), form a restricted PBW-basis of A. Hence the number of such products of degree k is equal to dimA Ç T k J r . However, A is freely generated by U 2 È U 3 È . . ., where U n Í T n J r and dim U n d n for all n. It follows that dimA Ç T k J r is the coef®cient of q k in the power series jq, where
For each k > 0 let a k be the number of products y
r of degree k, where 0 < a 1 < p and a 2 ; . . . ; a r > 0 as in (4.4), and de®ne a power series rq by rq a 0 a 1 q a 2 q 2 . . . : lie powers of modules for groups of prime order Then, by counting the products (4.4), we have rqjq tq. Therefore
Hence d n ra n À 1 À a n for all n > 2. Clearly, for k < p,
Also, for k > p, it is easy to verify that
Hence, by straightforward calculations, we obtain equation (4.1).
Proof of Lemma 4.3. By (4.2) we have
Hence, for n p 1, the claim of Lemma 4.3 follows from (3.10). Thus we may assume that n > p 2.
Let C n be the set of all left-normed basic commutators which have the form y i 1 ; y i 2 ; . . . ; y i n with i n À p 1 T 1. Because of the de®ning conditions on basic commutators, each element of C n has the form y i 1 ; y i 2 ; . . . ; y i n À k ; y 1 ; . . .
The total number of left-normed basic commutators of degree n is dim M n J r . The left-normed basic commutators of degree n which are not in C n have the form y i 1 ; y i 2 ; . . . ; y i n À p ; y p 1 where y i 1 ; y i 2 ; . . . ; y i n À p is a left-normed basic commutator of degree n À p, and the number of these is dim M n À p J r . Hence, by the dimension formula (2.2),
Write I n Sn À 1 Ç L n J r and C n hC n i. We ®rst prove that the set fc I n : c P C n g is a basis of L n J r =I n . By Lemma 4.2 and (4.5), it suf®ces to prove that L n J r C n I n . We prove this by showing that every basic commutator of degree n belongs to C n I n . It turns out that the most dif®cult case is for a basic commutator of the form u; v with degu > 2 and degv > 2, where degu p or degv p. Such a basic commutator of degree n will be called a critical commutator.
For k satisfying 2 < k < n with k T p, we have We consider separately the cases n 2p and n T 2p. Suppose ®rst that n 2p. Since L p J r and hx Every left-normed basic commutator of degree 2p which is not in C 2 p belongs to L p J r ; y p 1 and so belongs to C 2 p I 2 p by (4.11). In conjunction with (4.6), this shows that every non-critical basic commutator of degree 2p belongs to C 2 p I 2 p .
We shall next prove that
For this it suf®ces to show that w; y p j P C 2 p I 2 p whenever w is a basic commutator of degree p and j > 2. In the case j > 2 we write w; y p j as a linear combination of basic commutators with the same multidegree as w; y p j . If a critical basic commutator u; v occurs, then both u and v must involve y j ; so u; v P L p J r , which gives u; v P I 2 p by (4.8 8), (4.9) , (4.10) and (4.13) combine to give
In particular, every critical basic commutator belongs to C 2 p I 2 p . This completes the proof of the fact that L n J r C n I n in the case n 2p.
We now turn to the case n T 2p. Since L nÀp J r , hx By (4.14), L nÀp J r ; y p 1 Í I n . Therefore, as in the case n 2p, it follows that C n I n contains all non-critical basic commutators of degree n. We next prove that
For this it suf®ces to show that w; R p J r Í C n I n for every basic commutator w of degree n À p. We use induction on deg y 1 w. 14) and (4.15) , to show that w; y p j P C n I n for all j > 2. Since deg y 1 w 0, we can write w; y p j as a linear combination of basic commutators not involving y 1 . Every critical commutator that occurs has the form u; v with u P L p J r or v P L p J r , and so belongs to I n by (4.15). Thus w; y p j P C n I n . Now assume deg y 1 w > 0. As before it suf®ces to show that w; y p j P C n I n for j > 2. We write w; y , we have deg y 1 u < deg y 1 w. We may assume, inductively, that u; R p J r Í C n I n . This gives u; v P C n I n , as required for (4.16).
By (4.16), every critical basic commutator belongs to C n I n . This completes the proof that L n J r C n I n . Hence fc I n : c P C n g is a basis of L n J r =I n . We now prove that the KG-module L n J r =I n is free, by induction on r. When r 2, let D be the regular submodule of L n J 2 considered in Lemma 3.4. Since y 1 ; y 2 ; . . .
; y 2 belongs to C n , it does not belong to I n . Hence D Ç I n 0. However, L n J 2 =I n has dimension p, by Lemma 4.2. Therefore L n J 2 =I n is regular, and hence free. Now assume that r > 2 and that the result is true for r À 1. We write Sn À 1 r , I 
Note that d restricts to a bijection from the set of elements of C where B n is the set of all elements of C r n which involve y r r . By the inductive hypothesis, the image of d n is free. Hence it suf®ces to show that W n is free. We now revert to the notation Sn À 1, I n and C n .
We shall use Lemma 3.5 and its notation. Recall that the natural surjection f n : L n J r 3 M n J r restricts to a surjection e f n : e L n J r 3 e M n J r . Each element u of e L n J r belongs to ker d, and hence the element u I n of L n J r =I n belongs to ker d n . Thus the natural surjection L n J r 3 L n J r =I n restricts to a homomorphism x n : e L n J r 3 W n . It is easy to verify that this is surjective. Also, it is clear from the de®nition of e M n J r that this module has the same dimension as W n . Thus, if we can show that ker e f n Í ker x n , it will follow that ker e f n ker x n and so W n > e M n J r . Since e M n J r is a free KG-module, by (3.20) , this will complete the proof of Lemma 4.3.
By Lemma 3.5, ker e f n Q Ç e L n J r , where Q is de®ned in Lemma 3.5. Also, ker x n Sn À 1 Ç e L n J r . Hence, to complete the proof, it suf®ces to show that Q Í Sn À 1. For this it suf®ces to show that each spanning element (3.21) of Q belongs to Sn À 1.
Write a y i 1 ; y r ; y i 3 ; . . . ; y i k À 1 and b y i k ; y i k 1 . Then, by (2.1), we can write the element (3.21) as a sum of elements of the form a; y j 1 ; y j 2 ; . . . ; y j s ; b; y j s 1 ; . . . ; y j n À k À 1 ; where 0 < s < n À k À 1 and j 1 ; . . . ; j n À k À 1 P f1; . . . ; rg. Write u a; y j 1 ; . . . ; y j s and v b; y j s 1 ; . . . ; y j n À k À 1 . Thus u P L k sÀ1 J r and v P L nÀkÀs1 J r , and it suf®ces to show that u; v P Sn À 1. If k s À 1 T p then u P Sn À 1 because L k sÀ1 J r Í Sn À 1. However, if k s À 1 p then u P L p J r Í Sn À 1 because a involves y r and r > 2. If n À k À s 1 T p then v P Sn À 1. The remaining case is where n À k À s 1 p. This implies that k < n À p 1. Hence, in this case, the conditions on (3.21) give i k T 1, i k 1 T 1 and i k T i k 1 . It follows that i k > 2 or i k 1 > 2, and so v P L p J r Í Sn À 1. This completes the proof of Lemma 4.3.
The next theorem will give the properties of the shifted Lie algebra LU . It is convenient to de®ne a subspace LJ r of LJ r by
4:17
In fact, it is easy to see that LJ r is a KG-submodule and a subalgebra of LJ r . Also, by (3.13), LJ r L 1 J r È w y 1 KG È LJ r : 4:18
By (3.14), w y 1 KG > J p À 1 . Also L 1 J r > J r . Thus knowledge of the module structure of LJ r is essentially the same as knowledge of the module structure of LJ r . Recall also, by Lemma 3.2, that hx Proof. By Theorem 4.1, U freely generates the restricted Lie algebra S. Hence U freely generates a Lie algebra LU. Since U U 2 È U 3 È . . . , where each U n for all a > 1. A calculation along the same lines as the one for Theorem 5.3 again gives a closed formula for an.
Theorem 5.4. Suppose p > 3. The only isomorphism types of indecomposable direct summands of L n J p À 1 for n > 3 are J p and J p À 1 . The multiplicity of J p À 1 in L n J p À 1 , for n > 3, is given by 1 n p À 1 n = p 1 if n is a power of p,
n is a power of p,
In the special case p 3, this decomposition (in a slightly different form) was derived in [15] , and it played a central role in that paper.
We cannot be as precise about LJ m for m P f2; 3; . . . ; p À 2g, but we shall identify, for each m, the set of values of r such that J r has non-zero Krull± Schmidt multiplicity in some Lie power of J m . Further information about the growth of the multiplicities can also be obtained, but we do not pursue that here. However, by [6, Theorem C] , the multiplicity of J p dominates the other multiplicities asymptotically. We start with a record of the rules which govern multiplication in the Green ring G. These rules can be deduced from Theorem VIII.2.7 of [11] . Lemma 5.6. Let r P f2; 3; . . . ; pg and n > 1. Suppose that J r t n P D Ã . Then J p t pn P D Ã and z r t n P D Ã .
Proof. For k P f2; 3; . . . ; p À 1g, U r k is a (KG-module) direct summand of L k J r , by Theorem 4.1. However, since k is not divisible by p, L k J r is a direct summand of T k J r : see Lemma 4.3 of [15] for a proof of this well-known fact.
Thus U r k is a direct summand of T k J r . For k > p, U r k is free, by Theorem 4.1. Since it is an injective submodule of T k J r , it is a direct summand of T k J r . Thus, for all k > 1, U r k is a direct summand of T k J r . By hypothesis, J r is a summand of jT n J m j. Thus, for all k, jU r k j is a
