The Star graph Sn is the Cayley graph of the symmetric group Symn with the generating set {(1i) : 2 ≤ i ≤ n}. Arumugam and Kala proved that {π ∈ Symn : π(1) = 1} is a perfect code in Sn for any n, n ≥ 3 [3] . In this note we show that for any n, n ≥ 6 the star graph Sn contains a perfect code which is a union of cosets of the embedding of P GL(2, 5) into Sym6.
Introduction
Let G be a group with an inverse-closed generating set H. The Cayley graph Γ(G, H) is the graph whose vertices are elements of G and the edge set is {(hg, g) : g ∈ G, h ∈ H}. The Star graph S n is the Cayley graph of the symmetric group Sym n of degree n: S n = Γ(Sym n , {(1i) : 2 ≤ i ≤ n}).
The minimum distance of a code (a subset of vertices) in a graph G is d if d = min x,y∈C d(x, y), where d(x, y) is the length of a shortest path connecting x and y. A code C is perfect (also known as efficient dominating set) in a k-regular graph G if it has minimum distance 3 and the size of C attains the Hamming upper bound, i.e. |C| = |V (G)|/(k + 1). Arumugam and Kala showed that any Star graph S n , n ≥ 3 contains a perfect code {π ∈ Sym n : π(1) = 1} [3] .
In general, permutation codes are subsets of Sym n with respect to a certain metric. These codes are of practical interest for their various applications in coding theory [10] and other areas such as interconnection networks [1] . Permutation codes with the Kendall τ -metric (i.e. codes in the bubble-sort graph Γ(Sym n , {(ii + 1) : 1 ≤ i ≤ n − 1})) were considered by Etzion and Buzaglo in [8] . They showed that no perfect codes in these graphs exist when n is less or equal to 10 or prime. In work [9] the nonexistence of perfect codes in Cayley graphs Γ(Sym n , H) were established, where H are transpositions that form a tree of diameter 3.
The studies of the spectral theory of the Cayley graphs of the symmetric group are motivated by representation theory of the symmetric group. On the other hand, by Lloyd's theorem the existence of a perfect code in a regular graph necessarily implies that −1 must be an eigenvalue of the graph.
The integrality of several classes of Cayley graphs was proven in [5] . The eigenvalues of S n are all integers i, −(n − 1) ≤ i ≤ (n − 1) [6] that follows from the spectra of the Jucys-Murphy elements. The multiplicities of the eigenvalues were studied in [2] and the largest nontrivial eigenvalue n − 2 was shown to have multiplicity (n − 1)(n − 2). In work [4] an explicit basis for the eigenspace with eigenvalue n − 2 is found and a reconstruction property for eigenvectors by its partial values is proven.
The automorphism group of S n is a semidirect product of the right regular representation of Sym n and the group of conjugations by elements from the group {π ∈ Sym n : π(1) = 1}. For that reason, the only perfect codes we can obtain from {π ∈ Sym n : π(1) = 1} using automorphisms of S n are just its right cosets. In Section 2 we show that S 6 contains a perfect code from P GL (2, 5) , which is isomorphic to {π ∈ Sym 6 : π(1) = 1} as a group via an outer automorphism of Sym 6 , but is nonisomorphic to it with respect to the automorphism group of the Star graph. We continue the study in Section 3 where we construct series of perfect codes in Star graphs as cosets by P GL(2, 5).
2 Perfect codes from P GL(2, 5) in S 6
The action of a group G on a set M is regular if it is transitive and for any x,y ∈ M there is exactly one element of G sending x to y.
Let P GL(n, q) be the projective linear group induced by action of GL(n, q) on 1-dimensional subspaces (projective points) of a n-dimensional space over the field of order q. P GL(n, q) is known to act transitively on the ordered pairs of projective points for n ≥ 3 and regularly on the ordered triples when n = 2. Proposition 1. The group P GL(2, q) acts regularly on the ordered triples of projective points.
In throughout what follows we numerate the projective points by numbers {1, . . . , 6}, so P GL(2, 5) is embedded in Sym n , n ≤ 6. Corollary 1. P GL(2, 5) does not contain cycles of length 2 or 3.
Proof. Let i, j, k ∈ {1, . . . , 6} be three different fixed points of a permutation π ∈ P GL (2, 5) . Then π is the identity since P GL(2, 5) is 3-regular on the triples of elements {1, . . . , 6}. Lemma 1. Let π be a permutation from Sym n , n ≥ 6. Then πP GL(2, 5) is a code in S n with the minimum distance at least 3.
Proof. Suppose that ππ ′ and ππ
). This contradicts Corollary 1 because π −1 (1x)π is a transposition. If ππ ′ and ππ ′′ are at distance 2 in S n , then there are x and y, 2 ≤ x, y ≤ n, x = y such that π −1 (1x)(1y)π is in P GL(2, 5), which contradicts Corollary 1.
Remark. The right regular representation of a group G is a subgroup of the automorphism group of a Cayley graph of the group G. Therefore, a right coset of a group perfect code in the Cayley graph of G is always a perfect code. This is not always the case for left cosets, as we see that elements (1x) and (1yx) of (1x){π ∈ Sym n : π(1) = 1} that are at distance 1 in S n . However, this property holds for P GL(2, 5). Theorem 1. P GL(2, 5) is a perfect code in S 6 and the partitions of Sym 6 into left or right cosets by P GL(2, 5) are partitions of the Star graph S 6 into perfect codes.
Proof. The order of P GL(2, 5) is 5!, which is the size of a perfect code in S 6 by the Hamming bound. Lemma 1 implies that P GL(2, 5) as well as any left coset of P GL(2, 5) is a perfect code. Moreover, every right coset of P GL(2, 5) is also a perfect code by the Remark above. The partitions into the left and right cosets are different because P GL(2, 5) is not a normal subgroup in Sym 6 .
Coset construction for perfect codes from P GL(2, 5) in S n
In throughout what follows we make a convention that (ii) denotes the identity permutation. Let i l , l ∈ {7, 8, . . . , t} be elements of {2, . . . , n}, t ≤ n, and I denote the tuple (i 7 , . . . , i t ). By π I denote the product of (li l ), 7 ≤ l ≤ t:
Theorem 2. Let n be at least 7. Then I=(i7,...,in),2≤i l ≤l,l=7,...,n
is a perfect code in S n .
Proof. By Lemma 1 it suffices to check if cosets π I P GL(2, 5) and π J P GL(2, 5) are different and are at distance at least 3 apart for distinct I and J.
The size of the code is (n − 1)! if and only if for any different I and J the element π π −1 J (1x)π I and π −1 J (1x)(1y)π I are cycles of lengths 2 or 3 or does not fix every element of {7, . . . , n}. Therefore we conclude that they are not in the embedding of P GL(2, 5) to Sym 6 .
We introduce one more notation and prove two technical Lemmas to finish the proof. Given a permutation π ∈ S n by N (π) we denote the complement to the set of its fixed points greater then 6: N (π) = {i ∈ {7, . . . , n} : π(i) = i}. Obviously, N (π) = ∅ for π in P GL (2, 5) .
Proof. Let j be in N (π ′ ). Then if π(j) = i is j, then π is a conjugation of π ′ by (tj) and obviously
, then t is a fixed point of π and we necessarily have that i = π ′ (j) and π = (tj)π
is a fixed point of π and we have that
Lemma 3. Let n ≥ t ≥ 7, I = (i 7 , . . . , i t ), J = (j 7 , . . . , j t ) be distinct tuples of elements of {2, . . . , n} such that i l , j l ≤ l for any l ∈ {7, . . . , n}. Then
J π I is a cycle of length 2 or 3.
II.1 For any
x such that 2 ≤ x ≤ n N (π −1 J (1x)π I ) is nonempty or π −1 J (1x)π I = (1x ′ ), 2 ≤ x ′ ≤ n.
II.2
For any x such that 2 ≤ x ≤ n if N (π Proof. The proof is done by induction on t. Consider the tuples obtained by appending elements i t and j t at the ends of the tuples I = i 7 , . . . , i t−1 and J = j 7 , . . . , j t−1 respectively. Let m is the minimum l such that i l = j l . We combine the proofs for I.1 and I.2, II.1 and II.2.
I. The base case is when t = m. Obviously (j m m)(i m m), j m , i m ≥ 7 is a cycle of length 2 or 3 that does not preserve m.
Suppose that by induction N (π ′ ) is nonempty, where π ′ = π 
Consider
. We have two cases here. A. Let x be not equal to t. Then π ′ fixes t and by induction hypothesis we have that
′ is a cycle of length not more than 4, so is π. If π ′ is (1x), 2 ≤ x ≤ 6 then by Lemma 2 π = (tj t )(1x)(ti t ) is a conjugation of (1x) or |N (π)| ≥ 1. If N (π) = {l} and π(1) = l, then since x ≤ 6 < l we have that i t = x, l = t and π = (tj t )(1x)(tx) is a cycle of length not more than 4.
B. Let x be t. Then (1t) commutes with π J = (j t−1 t − 1) . . . (j 7 7) and we have the following:
We denote (j t t)π ′′ is a cycle of length not more than 3. If l = j t , then π = (1j t )π ′′ is a cycle of length not more than 4 since π ′′ contains j t . If l = j t , then we have π(1) = π ′′ (j t ) = l = j t and π ′′ is a cycle of length not more than 3 containing j t . We conclude that π is a cycle of length not more than 4. Therefore II.2 holds.
III. Consider the base case when t is m. Since I and J are different only in the last position, then from the definition of π I and π J for any different x, y ∈ {2, . . . , n} there are different x ′ , y ′ ∈ {2, . . . , n} such that π
J (1x)(1y)π I (ti t ) by π. If x and y are both different from t, then t is fixed by π ′ = π −1 J (1x)(1y)π I , which by induction is such that |N (π ′ )| ≥ 1 or it is a cycle of length 2 or 3. If
J (1t)(1y)π I (ti t ) = (j t 1)(j t t)π −1 J (1y)π i (i t t). Denote (j t t)π −1 J (1y)π I (i t t) by π ′′ . By the statement II.1 of the lemma we have |N (π ′′ )| ≥ 1 or π ′′ = (1x). In the latter case we see that π is a cycle of length 3. Let N (π ′′ ) be nonempty. We have several cases here. A. If j t is not in N (π ′′ ). Then obviously N (π ′′ ) ⊆ N (π), so we have that |N (π)| ≥ |N (π ′′ )| ≥ 1. B. If j t is in N (π ′′ ), π ′′ (1) = j t . Then π(j t ) = π ′′ (1) = j t and |N (π)| ≥ 1. C. If j t is in N (π ′′ ), π ′′ (1) = j t . If |N (π ′′ )| ≥ 2, we are obviously done, because π(l) = π ′′ (l) = l for l ∈ N (π ′′ )\j t . If |N (π ′′ )| = 1, then since π ′′ (1) = j t and by statement II.2 of the lemma π ′′ is a cycle of length not more than 4 containing j t . Then we see that π = (j t 1)π ′′ is a cycle of length not more than 3 fixing j t , because π ′′ (1) = j t . Let y be t. Then by proven above π −1 = (i t t)π −1 I (1t)(1x)π J (j t t) is a cycle of length 2 or 3 or does not fixes an element greater than 6. Since N (π −1 ) = N (π), we see that the same holds for π.
