INTRODUCTION
Wireless sensor networks (WSN) have been widely exploited in agriculture since nineteen-nineties [1]− [5] . Deploying the sensor nodes on large fields, farmers can collect relevant information on the environmental conditions and development of crops. Collection and processing of data (field measurement results) in real time make it possible to decide on necessary actions timely (Figure 1 ). Field measurements of the physical and environmental parameters like temperature, air and soil humidity, insolation, concentration of gases, and amount of economically significant pests can help farmers to anticipate plant health risks and, when necessary, apply suitable actions, including pesticide treatment.
Fig. 1. WSN based information system for agricultural applications.
978-1-5386-5731-7/18/$31.00 ©2018 IEEEData collected by the deployed wireless sensor networks is transmitted by a gateway to a cloud [6] which includes (Figure 1 ) a field database server, protection database server, needs database server, decision support platform, and Web server. The processed data can be distributed to all the interested parties: farmers, experts, technicians, food manufacturers, and retailers. In this way, the quality of feed and food can be increased.
Acquiring reliable information on the levels of injuries caused by diseases and pests in the field is critical for a number of objectives: to assess the losses caused by diseases and pests, to monitor diseases and pests in order to take tactical decisions (such as the application of a pesticide), to compare crop varieties with respect to their levels of host plant resistance to diseases and pests, or to compare different strategies for crop health management.
Methods for assessing diseases and pests in the field have been used for decades. Even today these field-observation methods remain the most frequently used approach to assess disease and pest injuries of the plants and crops. These purely visual methods require expertise in order to secure the accurate identification, standardization, and time. They are costly and may not always be accurate (the lack of standardization of different observers, locations and times).
Sensors measuring temperature and humidity can detect occurrence of the disease infestation. Microphone sensors can be used to detect distinct sound patterns, produced by specific kind of insects.
In addition, camera sensors can be used to take pictures of plant habitus to observe changes caused by bacteria, viruses, fungus or pheromone traps which are used to lure insects. Camera sensors can provide a detailed history, which enables tracking dynamics of pest outbreak.
Other sensors based on a colour-based methodology are used to quantify chlorosis, leaf deformation, white spots, necrosis, and mosaics, because these are common symptoms present in diseased and malnourished plants.
The next section describes the proposed decision support system based on smart remote sensing, knowledge extraction, and timely defined actionable rules. The conclusions are drawn in Section 3.
DECISION SUPPORT SYSTEM
An advanced decision support system (DSS) that assists farmers in making data-driven and rule-based decisions has been developed. The proposed rulebased decision support system concept is depicted in Figure 2 .
It merges information coming from the features, variables, and correlations extracted by the machine learning algorithms and previous knowledge in the existing databases. The final goal is to learn actionable rules that assist the farmer and help the decisionmaking process.
First, images and data are collected and preprocessed by a WSN. Then, the knowledge extraction algorithms which identify the key dependencies in observed data are applied. Finally, actionable rules which facilitate the protection of healthy and the treatment of diseased plants/crops are learned.
Fig. 2. Decision support system concept.
978-1-5386-5731-7/18/$31.00 ©2018 IEEE
Images and Sensor Measurements
One of the decisions to be taken is to determine the right time to take action in the fight against pests. A monitoring system of pheromone traps for insects is presented in [7] . The main part of the system is a sensor device that measures temperature, relative humidity, and is also equipped with a small camera that takes images of sticky pheromone traps. Measured data whit captured images could be transferred to remote server for presentation, storage and further analysis. Part of the analysis can be done on the sensor side while a more complex analysis and prediction can be performed on remote servers on cloud. The basic idea is to analyze variations on images of the traps with caught pests in a longer period of time and provide information on their significant changes. A photo of trap insects on sticky surface, that would be processing, was shown in Figure 3 . Counting insects that are coughed on traps is not a problem when the number of insects is small, but as their number significantly increases, they usually stuck one to the other. Also, they lose their color and the identification by color tone is not reliable (the insects become visually dark stains). To solve the problem, a simple solution has been used: just the image portion occupied by black or near black segments has been considered. Knowing the size of an average individual insect, the total number of insects can be simply calculated taking into account all osculated image segments. For the sake of comparison, the numbers of caught insects counted visually and calculated by image analysis are shown in Table 1 .
The main benefit for users is to get information about significant changes of the number of insects in the field. Introduced solution is a part of the proposed decision support system. The idea is to provide the upto-date measurements (number of caught insects) and to conduct the prediction based on the previous measurements of this and other correlated parameters. It provides an essential support to farmers eliminating the need for visit of all agricultural fields to get the relevant information about pest emergence in time and take action on their suppression.
Sensor measurements can provide the values of various parameters like the air temperature, relative humidity, air pressure, soil temperature, insolation, rainfall, and others. This information can be used to assess whether certain crops are suitable for planting in a given location. Also, it can help to determine the period of time when there is a significant risk of pest and/or disease outbreak.
Knowledge Extraction
The signal processing capabilities of a sensor node are very limited, being typically restricted to filtering, conditioning, distributed averaging, and detection. Once processed, the measurements are transmitted in wireless fashion to a central server that is capable of applying more sophisticated machine learning techniques in order to infer relevant agrometeorological parameters.
Gaussian Processes
Over the past two decades, the application of machine learning and data processing techniques in agriculture and crop protection has evolved rapidly along two main directions: a) the deployment of more and more sensors providing multiple sources of information, which goes beyond collecting just environmental and climate data [8], [9] and b) the use of more advanced machine learning techniques [10], [11] . A first set of such techniques is provided by Gaussian Processes (GPs) [10] , which are state-of-theart Bayesian tools for discriminative machine learning, and applied often for regression, classification, and dimensionality reduction. GPs extend traditional Kernel Methods by providing a full conditional statistical description of the predicted variable (for 978-1-5386-5731-7/18/$31.00 ©2018 IEEEinstance, nitrogen concentration or soil moisture), which allows to establish confidence intervals and to determine the optimal model parameters (called hyperparameters). Regression with GPs first assumes that a GP prior distribution governs the set of latent, unobserved functions. Then, by considering the likelihood of the latent function and the observations, the prior is shaped to produce the posterior probabilistic estimates. The joint distribution of training and test data is therefore a multidimensional Gaussian Process, and the predicted distribution is estimated by conditioning on the training data. Figure 4 presents a series of hourly dry-bulb temperature measurements depicted as blue dots. A GP trained on these measurements is capable of inferring missing values (middle of the time series) and predictting future readings several time steps ahead (right side of the time series). The predicted values are shown in red. The 95% confidence interval is shown in gray. Fig. 4 . Prediction of a temperature time series from sensor measurements using GPs. Figure 5 shows a set of humidity sensors (depicted as blue dots) providing sparse noisy measurements used as inputs of a GP-based interpolation process that reconstructs the 2D spatial humidity field. Fig. 5 . Reconstruction of a 2D humidity field from sensor measurements using GPs.
Deep Neural Networks
Recently, a major breakthrough in artificial intelligence was achieved by the concept of deep learning and Deep Neural Networks (DNNs). Deep learning is particularly effective in solving hard challenges in many fields such as computer vision and image processing [12] . Since images taken from cameras and multispectral images taken from drones are key components of the proposed DSS, DNNs will be the most important component of the knowledge extraction process. In essence, a DNN contains a cascade of simple nonlinear processing layers for feature extraction and transformation, in which the output of each layer is used as the input for the next layer. Figure 6 shows an example of a DNN setup. When used for computer vision, the DNN takes an image at its input layer and transforms this image through its intermediate layers until the last layer, where a classification label is obtained. In this case, the input and intermediate layers are typically based on linear convolutions. The internal coefficients of the DNN are adjusted during the training phase, which aims to minimize the average output error obtained for a set of training images. Figure 7 illustrates the training phase for a DNN trained on a plant recognition task. The blue curve indicates the average error on the training data, along several passes (or epochs) over the entire training set. The red curve shows the average error the DNN obtains on a separate set of data that was not used for training. 
An Example of Defining Actionable Rules
Actionable rules provide the farmers explicit suggestions of actions to improve the treatment and protection of plants/crops. To define the actionable rules, a careful selection of relevant environmental, biological, and physiological attributes of a given crop type has been carried out. Afterwards, the field sensor measurements and data collection for 836 instances of the kidney-bean plant have been done. The attributes and their values are presented in Table 2 . 
