ABSTRACT Erasure codes, such as Reed-Solomon (RS) codes and local reconstruction codes (LRCs), are being increasingly adopted in distributed storage systems since they offer lower redundancy than data replication. While these codes significantly save storage space, they can incur large I/O overhead and network traffic in reconstructing unavailable data. Most existing storage systems use replication for hot data and an erasure code for warm and cold data, thereby achieving a good tradeoff between storage overhead and recovery performance. However, these storage systems do not take the access characteristics of data into account and tend to use only an erasure code, which hinders the possibility of reducing storage overhead and recovery cost. In this paper, we propose a new adaptive coding selection method that instead uses multiple LRCs for warm data. The LRCs are selected based on the access characteristics of the data. Each time a file is accessed, we assume that each of the involved data blocks is unavailable, in turn. It is necessary to calculate the I/O cost to recover unavailable blocks for different LRCs. The sum of the I/O costs for each LRC is calculated, and the LRC with the minimal I/O cost is selected for warm data. For cold data, we use an RS code that is optimized for storage overhead to reduce the storage burden. Our method is implemented on the top of the Hadoop distributed file system. Evaluations show that it reduces the storage overhead by up to 5% and the reconstruction traffic by up to 22%.
I. INTRODUCTION
Clustered storage systems that store a huge amount of data are becoming common, and it is normal for failures to occur in such storage systems [1] - [3] . It is imperative that data are available when failures occur. Generally, storage systems adopt three-way data replication to ensure that the data are reliable and available in the face of failures [4] , [5] . However, with the amount of data that are stored in storage systems increasing exponentially, making three full copies is an expensive option. Erasure codes have become a good option for reducing data storage overhead while ensuring that data are reliable and available. It is known that erasure coding introduces less overhead in storage than replication under the same fault tolerance [6] - [9] . Many enterprise storage systems [10] - [12] adopt erasure coding to ensure data reliability since erasure coding can significantly reduce the storage overhead. As a result, enterprises benefit from purchasing less storage space for storing their data, thereby reducing their hardware footprint. Temporary data unavailability in erasure-coded storage systems results in degraded reads, and the unavailable data must be reconstructed. Although erasure codes incur less storage overhead, they can introduce a large I/O burden when reconstructing unavailable data. For example, an RS (6, 3) code is used to encode every 6 original data blocks to generate 3 parity blocks. These (6 + 3) blocks constitute a stripe. A stripe can tolerate failure in up to 3 blocks. When any data block is unavailable, any 6 blocks in the stripe are used to reconstruct it. When recovering an unavailable data block, the I/O cost of RS (6, 3) is 6 replications. Therefore, reducing the large I/O overhead during recovery is the focus of recent research on erasure coding [13] - [15] . Windows Azure Storage adopts LRC [10] instead of RS codes to reduce the reconstruction cost when restoring unavailable data. LRC (k, l, r) contains k data blocks, l local parities, and r global parities. The r global parities are constructed from k data blocks, which are the same as RS codes. The data blocks are divided into l equal local groups, and each local group constructs one local parity. When reconstructing any single data block requires only (k/l) blocks, LRC (6, 2, 2) only requires 3 blocks to restore any single data block, which is half the number of blocks that are required by an RS (6, 3) code. Thus, LRC can significantly reduce the reconstruction overhead compared with RS codes, because single failures represent more than 98% of recoveries in real storage systems [16] - [18] . Moreover, experience shows that data failures in data centers that lead to data loss account for less than 10% of all failures [2] . Recently, increasing numbers of researchers have concentrated on single failures in erasurecoded storage systems since single failures constitute the majority of failures in data centers [19] - [22] .
To achieve a good tradeoff of between storage overhead and recovery performance, most erasure-coded storage systems use three-way data replication for hot data: warm data are encoded with an erasure code that is optimized for recovery performance, such as LRC with a larger parameter l; and cold data are encoded with an erasure code that is optimized for storage overhead, such as LRC with a smaller parameter l or an RS code. In most cases, this method works well. However, it does not take the access characteristics of data or the pattern of data block failures into account, which hinders the possibility of reducing redundancy and I/O burden. In this paper, we propose a new encoding method, in which we focus on reducing the storage overhead and improving the recovery performance of storage systems in single-block failure scenarios. We divide the data into three types: hot data, warm data, and cold data. We use three-way data replication for hot data, LRC for warm data, and RS for cold data. Unlike the usual approach, we use different LRCs for warm data. Parameters k and r of different LRCs are the same, but parameter l is different: parameter l is selected based on the pattern of the file being accessed. We use multiple workloads to test our method on HDFS. The experimental results show that our method can significantly reduce storage overhead and reconstruction traffic.
The rest of this paper is organized as follows: Section II describes the motivation for our big data storage approach. Section III describes the mechanism that adaptively selects the erasure code for data. Section IV presents our implementation. Section V presents the experimental results and discussion. Section VI describes related works on erasure codes. Finally, Section VII presents the conclusions of this paper.
II. MOTIVATION
Our motivation comes from the storage of big data from seismic exploration. Large amounts of seismic data are generated during oil exploration. The most common way to collect exploration data is to launch seismic waves and use geophones to receive all the seismic waves that are reflected from different strata. A record that is collected by the geophone is called a seismic trace. The size of a seismic trace is small; it is usually between tens of KB and hundreds of KB. However, the number of traces can be extremely large. As a result, the size of seismic data can reach tens of TB or even PB. We use the Hadoop Distributed File System (HDFS) to store seismic big data, and we adopt the HDFS default of three full copies to ensure data reliability. Each trace is time-sequentially appended to the end of HDFS files. Once a file reaches a certain size (e.g., 10 GB), it can no longer be modified, and traces are appended to a new file. Seismic data that are stored in the file system usually last for a certain period of time before being removed. The files are only read, and applications tend to read the files sequentially; this is similar to the data access pattern that is described in [1] . Moreover, the granularity of each data access is several data blocks (e.g., 3 blocks), and large quantities of seismic data in HDFS are not accessed at all or rarely accessed after some amount of elapsed time. With the tremendous increase in the amount of seismic data, making three full copies is an expensive option, since an enormous amount of seismic data will become warm or cold after some amount of elapsed time, which makes them perfect candidates for erasure coding. Experience shows that erasure-coded seismic data that are unavailable can result in degradation of performance. Our goal is to optimize the reconstruction speed while reducing the storage overhead and the reconstruction cost. Most distributed storage systems tend to use a single erasure code that is optimized for recovery performance to encode warm data and another single erasure code that is optimized for storage overhead to encode cold data. However, this common encoding method ignores that applications read seismic data sequentially and tend to read several data blocks each time. As a result, the reconstruction is not fast enough, and the storage overhead and reconstruction cost are not low enough. In the following, we will describe in detail how ''one-sizefits-all'' design fails to provide fast reconstruction, low storage overhead and low reconstruction cost.
We illustrate the I/O penalty of single failures for LRC under different numbers of local parities through a small example. We discuss how the use of a single LRC hinders the possibility of reducing the recovery cost and storage overhead. We consider a data access pattern in which the application reads the data sequentially and reads three data blocks each time, and we compare LRC (6, 3, 2) and LRC (6, 2, 2) in terms of storage overhead and recovery cost in that scenario.
We define I/O penalty as the difference between the amount of data that are accessed and the amount of data that the client requests. It is obvious that the smaller the I/O penalty, the better. LRC (6, 3, 2) is shown in Fig. 1 . Suppose a client requests blocks x 1 , x 2 , and y 1 , but y 1 is unavailable. There are many ways to reconstruct y 1 . The most efficient way is to read p x and y 2 to reconstruct y 1 . In this case, the amount of data that are accessed is 4 blocks and the amount of data that the client requests is 3 blocks, so the I/O penalty is (4 − 3) = 1 block. LRC (6, 2, 2) is shown in Fig. 2 . A client requests blocks x 1 , x 2 , and y 1 under an LRC (6, 2, 2) scheme, but y 1 is unavailable, so p xy is read to reconstruct y 1 . In this case, the amount of data that are accessed is 3 blocks and the amount of data that the client requests is 3 blocks, so the I/O penalty is (3 − 3) = 0 blocks.
The storage overheads of LRC (6, 3, 2) and LRC (6, 2, 2) are (6+3+2)/6 = 1.83 and (6+2+2)/6 = 1.67, respectively. LRC (6, 2, 2) has a lower reconstruction cost and storage overhead than LRC (6, 3, 2) under the same failure mode. Therefore, in this scenario, LRC (6, 2, 2) should be selected as the reliability scheme. However, the scenario that is described above is a special case; the storage requirements in storage systems are more complex than in this scenario. For example, an application may read one or two data blocks at a time, or not even a complete data block. In Fig. 1 and Fig. 2 , we only consider the situation in which block y 1 is unavailable, but all data blocks have the same probability of being unavailable. Motivated by this, we decide to design a new adaptive coding selection method for distributed storage systems. This method utilizes the access characteristics of the data to select the appropriate LRC scheme, as described in the following section. FIGURE 2. LRC (6, 2, 2) example (Client requests x 1 , x 2 , and y 1 , and y 1 is unavailable, so client accesses p xy to reconstruct y 1 ).
III. DETERMINING THE NUMBER OF LOCAL PARITIES
In this paper, selecting the LRC is equivalent to determining the number of local parities. For LRC (k, l, r), we determine l based on the access characteristics of the data. Every time a client accesses data, we assume that each accessed single data block is unavailable and use a novel mechanism to calculate the I/O penalty under different values of parameter l. Then, for each value of parameter l, we sum the I/O penalties of the data accesses. The value of parameter l that corresponds to the minimal I/O penalty is selected as the value of the local parity parameter when data are encoded from 3 full copies of the original data. We present a novel mechanism for calculating the I/O penalty. The notations that are used for this mechanism are listed in Table 1 . We now describe three scenarios during data access. Consider the scenario that the first required data block and the last required data block are the same data block, as depicted in Fig. 3 , we suppose that the required data block is unavailable. Then, one local parity and (l − 1) data blocks are accessed to restore unavailable data block; the size of the data in each block that are accessed to restore the unavailable data block is s 1 . Thus, the I/O penalty is (l −1)s 1 .
FIGURE 4. Scenario 2:
The first required data block and the last required data block are not the same data block, but they are in the same local parity unit.
Consider the scenario that the first required data block and the last required data block are not the same data block, but they are in the same local parity unit, as depicted in Fig. 4 , we suppose that each required data block is unavailable. If block x is unavailable, then one local parity and (l − 1) data blocks are accessed to restore the unavailable data block; the size of the data that are accessed in each block to restore the unavailable data block is s 2 . The data blocks between block x and block y are the blocks that the client requires, so they are not counted as penalty blocks, and s 3 is the size of the data that are accessed in the block that the client requires. If s 2 +s 3 > s, the penalty is
If any block between block x and block y is unavailable, for block x, we only need to access the front (s − s 2 ) part. The data blocks between block x and block y are the blocks that the client requires, so they are not counted as penalty blocks. For block y, we only need to access the back (s − Consider the scenario that the first required data block and the last required data block are not in the same local parity unit, as depicted in Fig. 5 , we suppose that each required data block is unavailable. In local parity unit u, if block x is unavailable, then one local parity and (l − 1) data blocks are accessed to restore the unavailable data block, the size of the data that are accessed in each block to restore the unavailable data block is s 2 . The data blocks after block x are the blocks that the client requires, so they are not counted as penalty blocks; thus, the penalty is (x − 1)s 2 . If any block after block x is unavailable, for block x, we only need to access the front (s − s 2 ) part. The data blocks after block x are the blocks that the client requires, so they are not counted as penalty blocks. Thus, any block after block x is unavailable, and the penalty is (x − 1)s + (s − s 2 ). In local parity unit t, if any data block before block y is unavailable, the data blocks before block y are the blocks that the client requires, so they are not counted as penalty blocks. For block y, we only need to access the back (s − s 3 ) part, so the penalty is (s − s 3 ) + (l − y)s. If block y is unavailable, then the penalty is (l − y)s 3 .
We illustrate the adaptive coding selection method through a small example, which is illustrated in Fig. 6 . A client requests data three times. First, the client requests blocks x 1 , x 2 , and x 3 . There can be three types of single-block failure. The I/O penalties under LRC (6, 3, 2) and LRC (6, 2, 2) are 1 block and 0 blocks, respectively. Second, the client requests blocks x 4 and x 5 ; the I/O penalties under LRC (6, 3, 2) and LRC (6, 2, 2) are each 2 blocks. Third, the client requests FIGURE 6. A client requests data three times, and the involved data blocks are assumed to be unavailable for calculating the I/O penalty. x 6 ; the I/O penalties under LRC (6, 3, 2) and LRC (6, 2, 2) are 1 block and 2 blocks, respectively. The total I/O penalties for LRC (6, 3, 2) and LRC (6, 2, 2) are 1 + 2 + 1 = 4 and 0 + 2 + 2 = 4 blocks, which are the same. LRC (6, 2, 2) will be selected as the reliability scheme because LRC with a smaller parameter l introduces less storage overhead.
IV. IMPLEMENTATION
Our implementation is built on HDFS. For a file that is stored in HDFS, there is a corresponding auxiliary file for recording its file states, which include the read count, the reliability scheme, and the penalty value for each value of parameter l. The last modification time and last access time are maintained by HDFS, so we do not need to put them into the file state. The reliability scheme indicates whether a file is encoded by erasure coding or three-way data replication. We encapsulate the original HDFS I/O interface, so every time a file is accessed, we can obtain the file byte range that is requested by the user. The byte range is the input parameter of the I/O penalty calculation mechanism. The penalty values of different LRCs are calculated by the I/O penalty calculation mechanism that is described above, and all the penalty values are added into the corresponding auxiliary file. The system architecture is shown in Fig. 7 . The roles of the three different types of nodes are described below.
The NameNode is responsible for managing the entire file system's namespace, which is stored in the RAM, and maintaining the entire file system tree. When a client writes or reads a file, it has to request the NameNode formetadata.
The DataNode is responsible for storing and retrieving data blocks, and it periodically sends the list of blocks that it is storing to the NameNode.
The EncodingNode is responsible for encoding data. It periodically retrieves all the files to determine the need for encoding: if files have been less-frequently accessed in the past period and their reliability scheme is three-way data replication, then the warm data encoding module launches MapReduce jobs to encode these files with LRC. The LRC is selected according to the penalty value in the file states: an LRC with the minimum penalty value is selected as the warm data encoding scheme; when there are multiple LRCs with the same minimal penalty value for a file, the LRC with the largest value of parameter l is selected as the encoding scheme. For LRC (k, l, r), k original data blocks are read to encode l local parity blocks and r global parity blocks. After encoding, the number of replications of the file is set to one and the reliability scheme is set to LRC. If files have been rarely accessed in the past period and their reliability scheme is LRC, then the cold data encoding module launches MapReduce jobs to encode these files with RS code that is optimized for storage overhead. Although data with RS code will incur a high recovery cost, the data are rarely accessed, so the recovery cost can be reduced significantly. Erasure code methods are not sensitive to cold data, so we use a unified RS code for all cold data. There is an efficient mechanism for converting data with LRC to RS; Fig. 8 depicts this mechanism. For each erasure code stripe of a file, XOR operations are performed on all the local parity blocks to generate a new global parity block. After the encoding, all the local parity blocks are removed and the reliability scheme is set to RS.
In our implementation, if the byte range that is requested by the client spans multiple data blocks, it is split into multiple byte ranges to be satisfied. Each byte range is mapped to the corresponding data block to be requested; for example, if the file system block size is 64 MB and the customer requests byte range [32, 192] [128, 191] MB, to be accessed in sequence. If a partition of the requested byte range fails to be accessed, the failed partition is skipped and access to the remaining partitions continues. When there is no remaining partition, which partition or partitions need to be recovered is determined, the redundant blocks that are needed based on the data that have been fetched are calculated, the necessary redundant data to recover the failed part is obtained and the data that the client needs is returned. With the mechanism that is described above, we can simulate different modes of block failures. We can simulate blocks failures by logically marking blocks that are not available. When the client requests a block, it first checks whether the data block is available or not, and ignores the requested data if it is marked as unavailable; otherwise, it accesses the data.
V. EVALUATION
We evaluate the erasure coding system along two dimensions, namely, storage overhead and reconstruction traffic. Data are encoded in an erasure-coded storage system with three schemes, which are shown in Table 2 . Our proposed adaptive coding selection method is deployed in scheme A. We mainly focus on warm files since all the schemes use three-way replication for hot files and RS (6, 3) for cold files.
Our experiments are implemented on a 14-node cluster of machines. Each machine is equipped with two 10-core 2.60 GHz Intel Xeon E5-2660 v3 CPU, 128 GB of memory, four 7.2K RPM 3.7 TB disks, and the Red Hat Enterprise Linux Server 6.6 operating system. The version of Hadoop is 2.7.2. The HDFS filesystem block size is set to 64 MB. We use HiBench [23] to generate three write-once-readmany workloads; the distribution of each workload is shown in Table 3 . We logically mark blocks that are not available to simulate block failures. The ratios of one block and two blocks missing are 98% and 2%, respectively. The mode of block failure is similar to the mode that is described in [16] - [18] . The size of the missing data in each workload is 100 GB. 
A. STORAGE OVERHEAD
After all the files become warm, the storage overheads of all schemes are shown in Fig. 9 . Scheme A provides a lower storage overhead than scheme B. Scheme C has the lowest storage overhead. Scheme B and scheme C do not take the data access characteristics of workloads into account. Therefore, for all the workloads, their storage overheads remain unchanged. Scheme C has about 5-8% lower storage overhead than scheme A, and scheme A has about 1-5% lower storage overhead than scheme B. The reason why scheme A has a lower storage overhead than scheme B is that scheme A adaptively selects different LRCs for warm data. Thus, both LRC (6, 3, 2) and LRC (6, 2, 2) are adopted in scheme A, and a lower storage overhead is achieved compared to scheme B, which only adopts LRC (6, 3, 2) . After all files become cold, they are encoded with RS (6, 3). As a result, all schemes have the same storage overhead of 1.50.
B. RECONSTRUCTION TRAFFIC
The reconstruction traffic of all schemes for recovering unavailable data blocks after all files have become warm is shown in Fig. 10 . The result is due to the recovery of 100 GB of unavailable data when the HDFS clients perform the read operation. Scheme A has about 6-22% lower reconstruction traffic than scheme B, and scheme A has about 91-92% lower reconstruction traffic than scheme C. This is mainly because scheme A takes the data access characteristics of workloads into account. Thus, it takes full advantage of the data that have been accessed during data recovery, thereby reducing the reconstruction traffic. Although scheme B has the highest redundancy, it does not take the data access characteristics of workloads into account, thereby resulting in higher reconstruction traffic than scheme A. Scheme C has the lowest redundancy and it does not take the data access characteristics of workloads into account, thereby resulting in the highest reconstruction traffic.
VI. RELATED WORK
The reliability of the system is important [31] - [33] . Recently, with the massive increase in the scale of storage systems, there has been a growing focus on reducing the storage overhead of storage systems. Erasure coding has been used in many large-scale distributed storage systems to reduce storage overhead, such as Facebook HDFS [12] , the Facebook f4 storage system [24] , Microsoft Azure Storage [10] , and Red Hat Ceph [25] . Erasure codes can significantly reduce storage overhead, but they can introduce a large I/O burden when reconstructing unavailable data. Many solutions have been proposed to address this problem. Some storage systems adopt LRC [10] , [11] , [26] , [27] to encode data. Compared with the RS code, LRC is more flexible in the number of redundant blocks, and can significantly reduce the disk read burden and the number of network transfers during data recovery. HACFS [28] is also an erasure-coded storage system that supports LRC. However, unlike other storage systems, which only use a single erasure code to encode data, it uses a novel approach in which it employs two different erasure codes for data: for hot files, it uses a fast code that has more redundant blocks to improve recovery performance; for cold files, it uses a compact code that has fewer redundant blocks to reduce the storage overhead. In [18] , a new class of Rotated Reed-Solomon codes is proposed. These codes significantly reduce I/O overhead in the case of a single-disk failure, with no tradeoff between reliability and performance. In [29] , a functional minimum storage regenerating code is designed that efficiently reduces repair traffic in the case of single-cloud failure, but does not introduce additional overhead compared with other traditional erasure codes.
In [30] , a family of codes is described that focus on high-fault tolerance with low recovery disk I/O and network transfers; these results are achieved by relaxing the MDS requirement. In [24] , a technique called lazy recovery for reducing recovery I/O and network transfers is proposed. The basic idea is to delay recovery without significant impact on durability; the recovery rate is carefully controlled. As a result, the recovery bandwidth is reduced.
The existing methods, however, do not explore the possibility of reducing storage overhead and recovery cost by considering the data access pattern. In our work, we mainly focus on single-data failure scenarios. We use multiple erasure codes for data by taking the data access pattern into consideration. The data access pattern plays an important role in reducing the storage overhead and improving the recovery performance.
VII. CONCLUSION
In this paper, we have proposed a new adaptive coding selection method for distributed storage systems by taking the data access characteristics of data into account. A novel mechanism is proposed for calculating the I/O penalty in single failures. The key idea is based on the assumption that the data blocks that are requested by the client are unavailable. Then, the minimal recovery cost can be calculated, and the LRC with the minimal recovery cost is selected as the reliability scheme for warm data. Our proposed method has low storage overhead and outperforms the state-of-theart methods in terms of recovery performance. There are still several problems to be addressed in future work. First, cold data can become warm, and even hot. This situation is not taken into account in our method, and an adaptive conversion mechanism should be proposed. Second, missing parity blocks are not considered in our method. Although missing parity blocks do not directly affect recovery performance, they can lead to increases in I/O overhead and network overhead in storage systems. As a result, they indirectly affect the recovery performance. Thus, the effects of missing parity blocks should be considered in future work. Third, distributed storage systems have different failure modes, such as block failure, disk failure, and node failure. Our method mainly focuses on block failure, but other failure modes should be considered in future work. We plan to implement our adaptive coding selection method in HDFS-RAID as a functional module and test it with different failure modes.
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