A number of authors have claimed that the strong upward movement in commodity prices since 2000 represents the early phase of a 'super cycle' (SC) driven by the sustained rise in demand associated with industrialization and urbanization in the BRIC countries (Brazil, Russia, India and China). Cuddington and Jerrett (2008) provide statistical evidence on the presence of super cycles in metals prices, defining super cycles as cyclical components between 20 and 70 years (trough to trough) using the Christiano-Fitzgerald band-pass filter.
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I. Introduction
Since the late 1990s, there has been a strong upward surge in a broad range of commodity prices (from nonrenewables to grains, softs and livestock), temporarily interrupted by the sharp global economic downturn in 2008-9. A number of authors have claimed that the strong upward movement in commodity prices represents the expansionary phase of a 'super cycle' (SC) caused by industrialization and urbanization in the BRIC countries (Brazil, Russia, India and China), especially China. These socalled super cycles have been defined in the literature (Heap 2005; Cuddington and Jerrett 2008) as having a period between 20 and 50-70 years -including both the expansion and contraction phases of the cycle. Cuddington and Jerrett (2008) and Jerrett and Cuddington (2008) provide statistical evidence on the presence of super cycles in metals prices using the asymmetric Christiano-Fitzgerald (ACF) bandpass filter to decompose a number of metal prices into trend and various cyclical components. (See also the IMF (2010) .)
The primary purpose of this paper is to address the question: is there evidence of super cycles in crude oil prices? We also provide some interesting statistical evidence on very long-term trends.
Regarding super cycles, one might expect the strong demand associated with industrialization and urbanization to affect energy prices in a way that is roughly similar to metals, as both are nonrenewable resources. On the other hand, the structure of the crude oil market is quite different from that in other mineral markets, and that structure has changed rather dramatically over time. Indeed there was oligopoly at the end of the nineteenth century during the Rockefeller era, U.S. price controls from the early 1930s through the 1960s, and the OPEC cartel, which was formed in the early 1960s but became much more assertive in the 1970s. (See Hamilton (2011) and Yergin (1991) for a detailed discussion of the history of the oil market. A brief chronology is provided in Appendix A.)
Following the methodology that Cuddington and Jerrett (2008) used to study metal prices, this paper applies the asymmetric Christiano-Fitzgerald (ACF) band-pass filter to real crude oil prices from 1861 to 2010. The objective is to extract a SC cyclical component with a period between 20 and 70 years. Cyclical components with periodicity greater than 70 years are then defined as the (very) longterm trend. Short and intermediate-term cyclical components (<20 years) were also extracted, but are not the focus of this paper. After extracting the SC component in crude oil prices, we ask: is the SC component in oil prices similar in timing to those for metal prices -as identified in Heap's (2005) historical analysis and Cuddington and Jerrett's (2008) band-pass filter analysis? We also compare our oil price super cycles to the oil price 'epochs' discussed in Dvir and Rogoff (2009) in Appendix B.
The remainder of the paper is organized as follows. Section 2 provides some additional background and motivation for our analysis. Section 3 discusses the band-pass filter methodology for decomposing an economic time series into a number of cyclical components with differernt periods (or conversely frequencies). Section 4 describes our long-span annual data set for crude oil prices covering the period from 1861 through 2010 and the application of the ACF band-pass filter to obtain various cyclical components of real crude oil prices, as well as the very long-term trend. These results are interpreted by referring important facts about the economic history of the oil market and industrialization episodes in different regions of the world. Section 5 concludes the paper.
II. Background and Motivation
The economic explanation of the underlying causes of SCs has not yet been formally modeled, but any complete explanation would clearly focus on the structural transformation that typically accompanies rising per capita incomes. Simon Kuznets (1973) describes how the initially high share of agriculture in total employment gradually declines as the manufacturing sector rises with the industrialization and urbanization that accompanies economic development. As income rises further, the service sector gains in relative importance, and is ultimately associated with declines in manufacturing and further declines in agriculture. In the case of the US, for example, the employment share in the manufacturing sector went from a few percent in 1800 to almost 40% in 1950 before dropping to around 25% at the beginning of this century. During that time period, the employment share in the agricultural sector decreased sharply from 90% to single digits while the service sector increased from about 10% to 70%. These shifts in employment shares were presumably mirrored by similar movements in expenditure shares (on the demand side). Given that the manufacturing sector is presumably the most mineral and energy intensive of the three broad sectors (agriculture, manufacturing, and services), one would expect a prolonged surge in mineral and energy demand during the industrialization and urbanization process in developing nations.
Whether the sustained strength in mineral demand during industrialization leads to a prolonged period of higher mineral prices will depend on the supply response, which in turn may be importantly affected by market structure. On the supply side, the SC hypothesis is predicated on the belief that short-run metal and energy supply curves are very price inelastic due to capacity constraints (which could be related to constraints in production, refining or transportation, via pipeline or tankers) and the long gestation periods for capacity-expanding investment projects. In the long run, however, energy supply curves are much more price elastic. The key factor when modeling market dynamics is the speed of adjustment. How long does it take to go from the short run (where the supply curve is near vertical)
to the long run (where it is more or less horizontal, according to most mineral and energy economists)?
2.1 Who cares about the presence or absence of super cycles?
Evidence demonstrating the presence of super cycles in energy commodities is valuable for national and state governments, financial institutions, and oil and gas companies. At the level of government, countries that rely on the import or export of energy commodities need to take into account the presence of super cycles in energy commodities in order to define their revenue and spending policies. At the firm level, the exploration-development-production-distribution-research-anddevelopment cycle of energy projects often spans several decades, as do super cycles.
Kamel Bennaceur, the chief economist at Schlumberger, one of the world leaders in services in the oil and gas sector, emphasizes the industry's long-term planning horizon: "There is high volatility in the energy sector in terms of prices and investment. Cuddington and Jerrett (2008) and Jerrett (2010) provide a good description of the asymmetric Christiano-Fitzgerald band pass filter methodology, which is used in this paper to extract the super cycles in oil prices. The use of band pass filters in economics has been promoted by Baxter and King (1999) and Christiano and Fitzgerald (2003) . 2 The band-pass or frequency filter extracts cyclical components of a given time series that lie within a specified 'window' or range of frequencies or (conversely) periods. The user specifies the lower and upper bounds of the periods of the cycles of interest, e.g. cyclical components with periods within the 20-70 year interval. Thinking of frequency filters in terms of time rather than frequency domain, Baxter and King explain that band-pass filters are sophisticated two-sided moving averages. They differ from the standard moving averages in two ways.
First the (ideal) weights of various leads and lags are chosen to filter out cyclical components that do not 1 This conference gathers the leading scientists, regulators and business representatives from the energy sector worldwide. The interview can be found at http://www.energy2point0.com/2010/09/15/kamel-bennaceur-chief-economist-schlumbergerw/ 2 Similar band-pass filter techniques are used in different fields, e.g. hard sciences such as electronics and physics. The first author has encountered it, for example, in spectral imaging and spectral decomposition in geophysics in the oil and gas industry to extract 3D images of reservoirs in the presence of oil, gas or water.
fall within the chosen window. By choosing symmetric weights on each lead and corresponding lag, phase shift in the extracted component is prevented. Second, there are asymmetric as well as symmetric filters. Although asymmetric filters invariably introduce some phase shift into the filtered series, they have the advantage of allowing computation of the filtered series over the entire data span rather than being limited to a trimmed data span caused by the number of leads and lags used in calculated the filtered series. This is obviously advantageous if one is particularly interested in studying cyclical behavior near the end (or beginning) of the available data span. Table 1 : Period 'windows' for the various cyclical components when using annual, quarterly and monthly frequency data.
An informal way to assess the plausibility of SCs in crude oil prices is to compare them to the SCs in metals prices. Since the hypothesis is that the cause of these SCs is urbanization and industrialization, which are energy and metal intensive, one would expect the SCs in metals and oil prices to have roughly similar timing that matches known development epochs. 4 Appendix C provides unit root tests in the presence of possible breaks at the splice points and also tests for the statistica significance of breaks. There is no evidence of breaks in the real oil price series at the splice points. 5 A full description of the methodology used to compute the CPI and the different conversion factors are provided in an Excel spreadsheet, downloadable from oregonstate.edu/cla/polisci/download-conversion-factors This can be expressed with the following equation:
The calculated cyclical components are shown in Appendix D for interested readers [Attached.
Not for publication. Available on request from the authors.] A graphical presentation of the components is more revealing. The bottom panel in Figure 2 displays the super cycle component with the peaks (P) and the troughs (P). The notation P? and T?, on the other hand, denotes the points that are more uncertain due to their low amplitude. It is unclear whether these should be categorized a SC turning points. Note that the SCs for the nominal and real price of oil are very similar (the correlation coefficient is 0.96 when using the CPI and 0.95 when using the PPI as a deflator). Thus, we can conclude that the SCs in real oil price are not due to movements in the deflator. Moreover, using the PPI or CPI as a deflator
gives very similar results. The difference occurs mainly during the price control period in the 1930s. Figure 4 above. An upward trend in real oil prices started during World War II. In real terms, the trend in oil prices has increased by roughly 125% over the past 65 years, representing an average annual increase of about 2%. Note that the SC component was only 20% above the trend in 2010, whereas the earlier SC peak in 1981 was almost 100% above the long-term trend. This suggests the current SC is far from over.
Comparing the Super Cycles in Oil and Metal Prices
The dating of the super cycles in oil prices can now be compared to the ones in metals. Figure 6 6 All the correlation coefficients in this table and in the following correlation coefficient table are statistically significant at the 5% level unless marked otherwise.
displays the supercycle component and the trend in real oil prices. In this figure the super cycle in oil price is overlaid with the the principal component of the super cycle for the six LME metals in . There is a high correlation (.73) between the oil and metals super cycles, which supposts the SC hypothesis.
The expansionary phase of the SCs can be related to historical episodes of industrialization. Cuddington and Jerrett (2008) suggest that the SCs in metals prices that they identify are associated with the industrialization in the US in the late 19 th , early 20 th century, the reconstruction of Europe after World War II, the Japanese renaissance in the 1960s and finally the industrialization in the BRIC countries, mainly driven by China in the 1990s. These SCs in metals match the ones of oil as you can see in Figure 7 . The expansionary phase of the last super cycle started in 1996 with a trough about 70% below the trend line and the SC component being about 20% above the trend line in 2010. This information leads us to conclude that we are currently in an expansionary phase of a SC. : 1884 --1966 ~1900--1937 1932 1932 --1944 1937 --1965 1966 1966 --1981 SC 2: 1966 --1996 1965 --1999 1996 1996 --? SC 3: 1996 --? 1999 (1931) . An improvement in technology reduces cost and increases the reserves that can be developed from a given resource. Between 1860 and World War II, we witness a downward trend, which may be interpreted as oil being more abundant with the discovery of major oil fields and technological change with the first logging tool being used in the 1920s for instance. On the other hand, the upward trend after World War II suggests that increasing scarcity was not completely offset by technological advance.
V. Conclusions and Extensions
Our band-pass filter analysis and reflections on how to interpret the results suggest the following conclusions:
• There is strong evidence of super cycles in oil prices in the post-WWII period, and their timing closely matches the SC timing in metals. We have identified two earlier super cycles in oil price: 1861-1884 (trough to trough) and 1966-96. Moreover, it appears that the global economy is currently in an expansionary phase of the super cycle from the trough around 1996.
This expansionary phase is presumably driven by urbanization and industrialization in the BRIC countries.
• For the pre-WWII period, on the other hand, the evidence for oil price super cycles is weak. Possible explanations include: (i) oil was economically less important during European and North American industrialization episodes, (ii) pervasive U.S. regulation, (iii) large supplyside shocks caused by new discoveries (e.g. in East Texas and later the Middle East), and (iv) periods of oligopolistic price setting behavior.
• The timing of the last two crude oil price super cycles roughly corresponds to the timing of SCs in metals prices, which in turn matches the timing of the industrialization and urbanization phase of economic development in US, then Europe and finally Asia.
• Beyond the SC frequency, there is an upward long-term trend in the real price of oil that started during World War II. It has averaged 2% per year over the past 65 years, but this trend has been obscured by super cycles as well as shorter-term business cycle fluctuations.
Presumably, these very long-term trends reflect the opposing effects of increasing scarcity (due to depletion) and ongoing technological change (to alleviate scarcity through more efficient use of existing reserves and/or new discoveries).
Our ongoing research on super cycles has empirical and theoretical aspects. On the empirical front, we are in the process of extending our analysis to coal and natural gas. Preliminary analysis of coal suggests that there is a strong correlation between the SCs in oil and coal prices, in spite of very different market structures for the two energy products. On the theoretical front, we are attempting to develop a simple theoretical model capable of generating super cycle behavior. (See Cuddington and
Zellou (2012)).
In the meantime, we hope our empirical investigation of the possibility of super cycles in crude oil prices will be of interest to energy-sector analysts, the investment community, and governments in both energy exporting and importing countries coping with changing trends and cycles in their terms of trade, and their implications for government revenues. --1973-1996 : The age of OPEC. o 1973 -1974 : OPEC Embargo. o 1978 -1979 : Iranian revolution. o 1980 -1981 : Iran-Iraq War. o 1981 -1986 DR analyze the same long-span real oil price series considered in this paper. At the outset, they note that "Studies of the time series properties of real oil prices have taken one of the following approaches in the face of these clear non-linearities in the series: either analyzing the series as a whole, or, much more commonly, treating the series as composed of separate series 'pasted together', and proceeding to analyze them in isolation." They pursue the second approach, using a number of econometric techniques to test for possible structural breaks at unknown dates. Their tests allow for changes in persistence and volatility of the oil price series: "In what follows we will treat both the assumption of a pure I(0) process and the assumption of a pure I(1) process as our null hypotheses, and test whether the series exhibits a shift from I(0) to I(1) (or vice versa) against both of these assumptions.
[…] This allows us to test for structural change without taking an a-priori stand regarding the null hypothesis."
In contrast, our approach of looking for very-long cycles requires that we consider the price series as a whole. One cannot detect 20-70 year cycles, in subsample of the data span that are of relatively short duration. The BPF analysis requires the specification of the nature of the underlying trend: mean stationarity, trend stationarity or a unit root process with drift. Based on our unit root test results, we adopted the latter specification. Clearly, this is less general than the DR approach of allowing for shifts in the persistence of the oil price series from I(0) to I(1), but unavoidable if one wants to employ existing BPF methodology.
Dvir and Rogoff detect three 'epochs' in oil prices characterized by changes in persistence and volatility:
• Epoch I from 1861-1877 has high prices and high volatility • Epoch II from 1878-1972 is a period of low prices with low and then even lower There is a similarity between the epochs defined by DR and the SCs. The dating of their epochs matches up well with the neutral zero value for the super cycle component. We define our super cycle expansions going from trough to peak, whereas the DR epochs in effect go from our SC midpoint to midpoint. Interestingly, the BPF analysis identifies the start of a new SC emerging from a trough around 1996. DR emphasize that their epochs reflect a confluence of strong demand growth (associated with industrialization in major regions of the world) and important changes in market structure on the supply side. They stress the pivotal role of supply restrictions in leading to the high volatility and high prices in Epoch I and Epoch III when industrialization was occurring in the US and South East Asia, respectively. During Epoch I, the restriction in supply was initiated by Rockefeller with the quasi monopoly on oil refining and the oligopoly of the railroad companies in the transportation of oil. In Epoch III, the restriction of supply was due to the rising market power of OPEC.
The amplitude of our first and last two SCs is much more pronounced than in the middle where the SCs are affected by price regulation. In that respect, we do see similarities if we take into account the amplitude of these SC and superimpose it on the three epochs defined by DR. DR used a different statistical technique and we arrive at similar conclusion in terms of the price behavior of oil in the longterm. Figure 9 gives the price of oil in log scale using WTI. Figure 10 shows both prices (Brent and WTI) in logs as well as the difference. There is no significant difference between WTI and the Brent prices. Hence, the results presented in this paper will be using the BP series only, even though we computed the SCs in both cases using Brent and WTI. 
Unit Root Tests
As described earlier, the oil series is composed of three different prices, with the Arabian Light price being used after 1944 and the Brent price starting in 1986 and. We want to investigate whether there is a presence of a structural break at these splicing points (at 1986 and 1944) .
First, we checked the presence of a unit root on the log of the real price of oil. The PhillipsPerron test statistic in Table 6 shows that the log of the real price of oil is integrated of degree one (I(1)). It means that the time series needs to be differentiated once to be stationary. Failing to do so will lead to spurious regressions as described by Cuddington, Ludema, and Jayasuriya (2007) and Cuddington and Urzua (1989) . The Philips-Perron unit root test is preferred to the Dickey-Fuller test in the case of time varying volatility, which is the case here. The Philips-Perron unit root test uses robust standard error while the Dickey-Fuller does not. The null hypothesis of a second unit root is rejected. The lag length selection criteria show that two lags are necessary based on the sequential modified likelihood ratio (LR) test statistic and the Akaike information criterion (AIC) ( Table 7) . Hence, we will run the following univariate model: When using the univariate equation specified above to test for the presence of structural breaks at the splicing date we find that there are no structural breaks (Table 8, Figure 12 and Table 9 ). We also performed a Chow breakpoint test at several other dates around these splicing dates, in 1945, 1946, 1984 and 1985 , and they all rejected the presence of a structural break. 
