We study the comovement of international business cycles in a time series clustering model with regime-switching. We extend the framework of Hamilton and Owyang (2012) to include time-varying transition probabilities to determine what drives similarities in business cycle turning points. We find four groups, or "clusters", of countries which experience idiosyncratic recessions relative to the global cycle. Additionally, we find the primary indicators of international recessions to be fluctuations in equity markets and geopolitical uncertainty. In out-of-sample forecasting exercises, we find that our model is an improvement over standard benchmark models for forecasting both aggregate output growth and country-level recessions.
Introduction
While business cycle dating has generally focused on the movement between expansion and recession phases in a single country [e.g., Burns and Mitchell (1946) ; Hamilton (1989) ], recent evidence suggests the presence of an overarching world cycle with a number of underlying regional cycles. Shocks, then, can be either global, affecting all (or most) countries (e.g., the financial crisis of 2009) or regional, affecting a small subset of countries (e.g., the European debt crisis which began in 2011). For example, Whiteman (2003, 2008) conclude that both regional and global factors account for much of the cross-country variation in growth. Similarly, Bordo and Helbling (2011) find an increase in the importance of global shocks over time.
Typically, individual cycles are estimated separately in a univariate setting and any comovement is determined ex post [e.g., Owyang, Piger, and Wall (2005) for U.S. states]. 1 
Hamilton and Owyang (2012, henceforth HO), on the other hand, construct a model
to jointly analyze the U.S. national business cycle and its interaction with state-level business cycles. To alleviate the parameter proliferation problem associated with using a large cross-section, HO organize states into regions determined both by commonality in economic fluctuations and similarity of state-specific characteristics such as industry composition. In the HO model, the business cycle phases evolve according to fixed transition probabilities (FTP), where future regimes depend only the current regime(s) and may omit macroeconomic or financial information signalling turning points. For example, the probability of a global recession rises during a financial crisis; FTP models, however, do not incorporate information from financial variables that may signal an impending downturn. Moreover, because the transition probability does not vary over time, FTP models are relatively ineffective at forecasting turning points.
We consider the factors that drive international turning points, while simultaneously taking advantage of the fact that countries move together. We adopt the framework of HO and apply it to countries rather than states, with the primary methodological innovation being the inclusion of time-varying transition probabilities (TVTP). TVTP models have two advantages over FTP alternatives. First, regimes can also depend on lags of macro and financial conditions, meaning we can include transition variables which inform the model of the timing of regime switches. Second, the expected duration of the regimes will be time-varying, as recession lengths depend on the economic climate and their proximate causes. 2 We estimate the model using a quarterly panel of output growth for 37 countries.
Within this framework, our paper has the dual focus of using several cross-country covariates to form regional "clusters" [see also Francis, Owyang, and Savaşçin (2017, henceforth FOS)] and using a set of time-series covariates to inform the transitions between business cycle phases. The cluster covariates include the degree of trade and financial openness, stage of development, oil dependency, geographic proximity, and gravity measures of linguistic diversity and legal systems. We consider five transition covariates that previous studies determined to have predictive ability for recessions: the term spread, oil prices, global stock market returns, global house price movements, and geopolitical uncertainty.
We find four clusters that experience regional recessions with different timing than the global recessions. As previous studies suggest, geographic proximity is an important factor in determining the groupings of these countries. However, we find that trade openness, industrialization, and similar institutional factors, such as linguistic diversity are also important.
We find two instances of global recession in our time sample: the first oil crisis in [1974] [1975] and the global financial crisis of 2008-2009. Our results suggest that international turning points are primarily related to movements in equity returns and geopolitical risk.
We do not find that any one cluster is particularly exposed to a single type of shock, but rather idiosyncratic recession timing across all clusters depends upon fluctuations in asset prices. This result reinforces the finding by Reinhart and Rogoff (2009) and Helbling, Kose, and Otrok (2011) of the importance of financial markets in propagating recessions to a global level. Given these findings, we consider whether asset prices are predictive for either global or idiosyncratic recessions. We perform a set of out-of-sample forecasting experiments, where we evaluate the model's ability to predict output growth and recessions one-period ahead. Our model does better than standard benchmark models when forecasting aggregate output growth as well as idiosyncratic recessions dates.
The outline of the paper is as follows: Section 2 outlines the model. Section 3 explains the estimation technique. Section 4 describes the data. Sections 5 and 6 present the insample and out-of-sample forecasting results, respectively. Section 7 concludes the paper.
Model
The central framework of our multi-country regime-switching model is based on HO, where each country's output growth rate depends on a latent binary indicator representing expansions and recessions. In expansion, an economy grows at a relatively higher average rate than in recession.
Let N be the number of countries considered in the model. Let y nt be the growth rate of real GDP for country n at time period t. Let s nt be country n's business cycle regime indicator: s nt = 1 if in recession, and s nt = 0 if in expansion. Country n's average growth rate in expansion is µ 0n , and the average growth rate in recession is µ 0n + µ 1n .
The multi-country regime-switching model is given by
where
and ε t = [ε 1t , . . . , ε N t ] ′ . The symbol ⊙ represents element-by-element multiplication.
The vector of regimes evolves according to a Markov-switching process with time-varying transition probabilities that we discuss in more detail below.
We impose the identifying restrictions µ 0n ≥ 0 and µ 1n < 0 for all n. These restrictions identify the business cycles states by ensuring that on average countries grow faster during expansions relative to recessions. 3 We also need the restrictions to avoid label switching between the two worldwide states and two growth rate parameters during estimation.
We assume the error vector ε t is independent of the state vector, s τ , for all time periods
Additionally, we assume the covariance matrix is diagonal : Σ = diag(σ 2 1 , . . . , σ 2 N ). This assumption implies that coincident recessions are the only channel through which economic growth is correlated across countries. Therefore, business cycle synchronization shows up as similar recession timing reflected in the regime vector s t in our model.
Clustering
Because each country can be in one of two states in any given time period, s t can take 2 N possible values. When N is large, estimating the countries' regime processes jointly can become intractable depending on the assumed interaction between s nt and s mt . Thus, multi-country regime-switching models often assume either full dependence or full independence across countries' business cycles. 4 In the case of full dependence, all countries follow the same cycle and can therefore be summarized by a single global regime indicator. In the case of full independence, each country's cycle is estimated separately from the others', assuming that each country's business cycle state offers no information for other countries' states. We opt for an intermediate assumption wherein we model a global business cycle but allow for deviations for K groups-or "clusters"-of countries. Following HO and FOS, we determine cluster composition endogenously through similarities in movements in economic growth as well as a set of country-specific characteristics that enter through the prior distribution.
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Define an aggregate latent regime variable z t ∈ {1, . . . , K, K + 1, K + 2} indicating which cluster of countries is in recession at time t. Associated with each aggregate state 3 We do not restrict the average growth rate in recessionary periods (µ 0n + µ 1n ), thus allowing for the possibility of postive growth in recessions. 4 Full independence implies that for two countries A and B, the business cycle regimes for each country s A,t and s B,t satisfy Pr (s A,t = i, s B,t = j) = Pr (s A,t = i) Pr (s B,t = j). Or equivalently, Pr (s A,t = i|s B,t = j) = Pr (s A,t = i). That is, the state of Country B's business cycle offers no information on the state of Country A's cycle. 5 See also Frühwirth-Schnatter and Kaufmann (2008) . The time-series clustering framework reduces these possible values to K + 2 (where K + 2 << 2 N ), giving us a numerically tractable model.
, where h nk = 1 when country n is a member of cluster k and h nk = 0 when country n is not a member of cluster k. Thus, we refer to h nk as a cluster membership indicator.
Selecting the K + 2 clusters to include out of the 2 N possible combinations is a model selection issue. We opt to always include the two "global" clusters: when all countries are simultaneously in either recession or expansion. Ex ante, we associate these global clusters with the aggregate regimes
and
For the remaining aggregate regimes z t = 1, . . . , K, a group of countries is in recession while all remaining countries are in expansion. Membership of country n in cluster kdenoted by h nk -is another unobserved variable, inferred from similar movements in economic growth as well as country-specific covariates which enter through a hierarchal prior specification. Following FOS, we restrict each country to be a member of one and only one idiosyncratic cluster (i.e., K k=1 h nk = 1).
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We rewrite (1) as a mixture model with K + 2 components:
Evolution of the Regime
Standard regime-switching models (e.g., Hamilton, 1989) assume that s nt follows a firstorder Markov process with fixed transition probabilities (FTP). Because the current period's state probabilities depend only on last period's state, the regime evolves as an independent probabilistic process, making the model parsimonious and tractable but also a "black box" with constant regime duration. A framework where the expected duration of a regime depends on current economic or financial conditions may be more appealing both for explaining the cycle and for forecasting.
We assume the regime-switching process is characterized by time-varying transition 
where γ v ji is a (L × 1) vector of coefficients for the transition covariates and γ ji is the time-invariant transition parameter. 8 We set the arbitrary threshold vectorv to be the mean of the covariates. For identification purposes, we define the K + 2 state as the reference state, implying γ v K+2,i = 0 L+1 and γ K+2,i = 0 for all i = 1, . . . , K + 2. We compile the transition probabilities at time period t in the transition matrix P t , where p ji,t is the element in the jth row and ith column.
To identify the clusters, we impose restrictions on the transitions of the aggregate state variable, z t . We exclude transitions from one cluster recession to a different cluster recession by imposing p ji,t = 0 for all t where i = j, i ≤ K, and j ≤ K [see the discussion in HO]. Thus, individual clusters experience recessions relative to the world, but not directly following another cluster experiencing its own recession in the previous period. 7 Time-varying transition probabilities were first considered by Diebold, Lee, and Weinbach (1994), Filardo (1994), Filardo and Gordon (1998) , and more recently by Kim, Piger, and Startz (2008) , Kaufmann (2015) , and Bazzi et al. (2016) . 8 Note that the framework with time-varying transition probabilities nests the simpler fixed transition probability setup. In the FTP case, γ v ji = 0 for all i, j. 9 This assumption focuses our attention on cluster deviations from the global business cycle (rather than between clusters) and significantly reduces the number of parameters to be estimated.
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We use the Bayesian technique of Gibbs sampling [Gefland and Smith (1990), Casella and George (1992), Carter and Kohn (1994) ] to estimate the model. Gibbs sampling is a Markov-chain Monte Carlo (MCMC) technique which separates the model parameters and latent variables into blocks. Each block is drawn from its conditional posterior distribution rather than directly from the unconditional joint posterior density. This method is particularly useful in instances where it is difficult or infeasible to sample directly from the full joint posterior distribution, as is the case with our model.
We have a total of four blocks to estimate. The first block is the entire set of growth and variance parameters, θ = {θ 1 , . . . , θ N }, where θ n = {µ n0 , µ n1 , σ 
Priors
Prior distributions for the parameters are given in Table 1 . The mean growth rate parameters have a normal prior distribution. The variance parameters have an inverseGamma prior distribution. As in Kaufmann (2015) , the transition parameters have a normal prior distribution.
We assume that country n's prior probability of membership in idiosyncratic cluster k = 1, . . . , K depends on a (Q × 1) country-specific cluster covariate vector, x nk :
with the normalizing assumption β 1 = 0. This framework allows countries to endogenously cluster based on comovements in real GDP growth and country-specific covariates rather than imposing country groupings exogenously.
Posterior Inference
In this section, we give a brief overview of the posterior draws. Appendix A outlines the specifics of each sampling step in further detail. We draw each country's individual parameter set θ n = {µ n0 , µ n1 , σ 2 n } conditional on knowing all other countries' parameter values. The posterior distribution for a country's mean growth rates is multivariate normal, while the posterior for a country's variance is inverse-Gamma. This sampling step is standard for Markov-switching models [see Kim and Nelson (1999) ].
The latent state vector, Z, is drawn conditional on the other model parameters. We implement the filter outlined by Hamilton (1989) with smoothed transition probabilities from Kim (1994) . We combine the multiple-state extension of the filter-outlined by HO-with the inclusion of TVTP as in Kaufmann (2015) .
We utilize the difference random utility model (dRUM) outlined by Frühwirth-Schnatter and Frühwirth (2010) and Kaufmann (2015) to sample the transition probability parameters, γ. The dRUM is a data augmentation method that gives us a linear regression of γ j with logistic errors. The logistic errors can be approximated by a mixture of normal distributions, so that the posterior distribution for γ j is normal conditional on knowing the state vector and the other states' transition parameters. After drawing the entire set of transition parameters, we calculate the transition probabilities at each point in time and obtain the entire time series of transition matrices, P = {P 1 , . . . , P T }.
Cluster membership and the associated prior hyperparameters are drawn in two substeps. We first draw the coefficients in the prior, β k , from a normal distribution conditional on knowing the other model parameters and prior hyperparameters. Country n's idiosyncratic cluster membership indicator, h nk , is drawn conditioned on the membership indicators for the other countries and the new hyperparameter draws. After incorporating the hierarchical prior, cluster membership depends on similarity in fluctuations across 8 countries' economic growth rates.
Choosing the Number of Clusters
Determining the optimal number of idiosyncratic clusters, K, is a model selection prob- We calculate BIC at each MCMC iteration with the associated draws for the parameters and latent variables. Since these information criterion are decreasing with the likelihood and increasing in the penalty factors, the optimal number of clusters is the model with the smallest median BIC draw.
Data
We use quarterly real GDP growth as our indicator of economic activity for each country.
Our sample includes 37 countries covering the time period 1970:Q3 -2016:Q4. For a majority of the advanced economies, we use the OECD's Quarterly National Accounts dataset. We supplement this with Oxford Economics' (henceforth OE) Global Economic Databank, which provides real GDP data for many of the developing and emerging economies of our sample. 10 The OE data runs from 1980:Q1 -2016:Q4 which results in an unbalanced panel when grouped with the OECD dataset.
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In addition to the data for real GDP growth, the model also requires data on two sets of covariates: (1) cross-country covariates informing cluster membership, and (2) time-series covariates informing the regime-switching process.
Cluster Covariates
The cluster covariates are country-specific variables that inform business cycle synchronization across countries by influencing the prior distribution on cluster membership. We consider eight variables: (1) the degree of trade openness, (2) financial openness, (3) the degree of industrialization, (4) the importance of oil rents, (5) legal systems, (6) an ethnolinguistic index, (7) supply chain linkages, and (8) continent dummies. The top panel of Table 2 lists the sources, transformations, and summary statistics for each cluster covariate.
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With the exception of the financial integration, oil rents, and supply chain variables, Oil rents as a share of GDP measure the oil wealth of a nation and the degree to which its economy is dependent upon oil production. The output of economies that are heavily dependent on oil production will be subject to the same commodity price shock, and therefore may experience a higher degree of business cycle synchronization.
The supply chain affects countries that depend on raw materials and intermediate 12 Trade openness is total trade share of GDP using data from Penn World Tables 8.0 [Feenstra, Inklaar, and Timmer (2015) ]. Financial openness is the sum of total foreign assets and liabilities as a percentage of GDP [Lane and Milesi-Ferretti (2007) ]. Industrialization is measured by the investment share of GDP. Oil rents are measured by oil productions share of GDP. The legal system is an index of formality of the civil court system [Djankov et al. (2003) ]. Language diversity is measured by an ethnolinguistic index from La Porta et al. (1999) . Backward supply-chain linkages is measured by the percent of imports that are used in a country's exports, computed using data from the OECD and WTO.
goods from other countries in their production process and are subject to shocks emanating from these import-supplying countries. Similarly, a country with a high degree of backward linkages will spread domestic shocks to countries from which they source their imports.
Continent dummies capture geographic proximity and common movements across regions. We include dummies for Asia, Europe, North America, and South America, and leave Africa and Oceania as the reference groups. We do so because our sample only includes three countries (Australia, New Zealand, and South Africa) from these two regions. For details about the motivation for including the remaining covariates, we refer the reader to FOS.
Transition Covariates
While the cluster covariates influence synchronization, the transition covariates inform the regime-switching process. We consider one lag of each of five covariates that may have predictive ability for business cycle turning points: (1) an interest rate term spread, (2) stock market returns, (3) housing price growth, (4) a measure of oil price movements, and (5) geopolitical uncertainty. 13 The bottom panel of Table 2 lists the sources for each transition covariate as well as any transformations made to the raw data.
The first transition covariate we examine is the term spread, which has been shown to forecast both output and business cycle turning points.
14 The term spread's predictive power lies in its ability to capture both contractionary monetary policy raising short rates [Estrella (2005) ] and market expectations on the long end of the yield curve [Harvey (1988) ]. We use the difference between the 10-year and 3-month U.S. Treasury security yields as our measure of the term spread.
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We also include the return on a stock market index, measured as the log difference of the MSCI World stock market index. Stock market returns reflect shocks to consumer wealth and financial health. Decreases in consumer wealth due to lower equity values depress consumption, thereby increasing the probability of entering a recession. Similarly, deteriorations in financial health increase uncertainty about future economic conditions which decreases investment. Estrella and Mishkin (1998) show the predictive ability of stock market returns in predicting U.S. recessions. Nyberg (2010) found that stock market returns had predictive power for recessions in both the U.S. and Germany.
Because housing is a large portion of consumer wealth, household behavior reacts strongly to declines in housing wealth and induces a relatively large shortfall in aggregate Previous studies have examined how oil price fluctuations are related to the timing of recessions. 16 Increases in oil prices increase input costs for firms and decrease household consumption. To account for the asymmetric effects of oil price shocks, we compute the increase in net oil prices suggested by Hamilton (1996 Hamilton ( , 2003 . If the current oil price exceeds the maximum price over the previous four quarters, the shock is calculated as the log difference between the two prices. Conversely, if the current oil price is less than the maximum price over the previous four quarters, the shock is set to zero. As our measure of oil prices, we use the world price of oil from the IMF's International Financial
Statistics to measure of oil prices.
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Our final transition covariate is the historical Geopolitical Risk (GPR) Index from Caldara and Iacoviello (2017). The GPR Index is constructed based on the frequency that words associated with geopolitical tensions are mentioned in three newspapers (New York Times, Chicago Tribune, and Financial Times) to capture economic crises, significant political events, wars, and other risks associated with geopolitical turmoil. An increase in the GPR index signals heightened uncertainty, which could lead to a reduction of spending and investment, and therefore a higher chance of an economic downturn.
Results
We approximate the joint posterior distribution of the model with 20,000 iterations of the Gibbs sampler after an initial burn-in period of 30,000 iterations. In order to diagnose convergence, we calculated running means and autocorrelation functions of the parameter draws. We consider models with differing numbers of idiosyncratic clusters K = 2, . . . , 7,
and calculate the posterior median of the information criterion for each one. The model with K = 4 idiosyncratic clusters minimizes BIC, with K = 3 clusters being the secondbest model.
18 Table 3 reports the estimates for each country's state-dependent growth rate (µ 0n and µ 0n +µ 1n ) and standard deviation parameters (σ n ). As expected, developed countries tend to have lower growth rates in both expansion and recession compared to the emerging and developing economies (in particular, the Asian countries) in our sample, but also tend to have less volatility. For some of the rapidly developing countries (China and India), the mean growth in recession is greater than zero, implying a recessionary period in these countries is characterized by relatively slower, but still positive, economic growth compared to expansions. To ease exposition, we will often 18 Model selection results are available from the authors upon request.
Cluster Composition
13 associate a country with the cluster for which it has the highest posterior probability of inclusion. Switzerland is the only European country in our sample not included in Cluster 4.
19
In our model, cluster membership is also informed by the prior, allowing us to determine which country characteristics are important in determining cluster composition.
Due to the multinomial logistic representation of this prior, we translate the coefficients β qk into the corresponding marginal effects, δ qk , for each cluster covariate q and idiosyncratic cluster k. Explicitly, the marginal effect of covariate q on the probability of any given country being a member of cluster k is
x nq is the average covariate value across all countries, and σ q is the standard deviation of cluster covariate q. This marginal effect measures the change in the prior probability of cluster membership resulting from a single covariate (i.e., a country-specific characteristic), holding all other covariates at their respective averages. 19 These cluster results coincide roughly with previous studies, such as Castles and Obinger (2008), FOS, and Ductor and Leiva-Leon (2016), who each found a European and English-speaking group of countries. Additionally, Ductor and Leiva-Leon (2016) find a Southeast Asian cluster similar to the composition of Cluster 3 from our results. These similarities are not unexpected given that these previous studies also use real GDP as a cluster variable (or, in some instances, a gravity variable) in determining country groupings. Additionally, the cluster compositions are relatively robust to using samples of different time periods. Table 4 shows the posterior median of the marginal effects for each cluster characteristic. In addition to the country-specific covariates, we include continent dummies to control for the fact that countries may cluster simply based on geographic proximity. We find that geographic proximity is an important factor for North American countries being in Cluster 2, Asian countries in Cluster 3, and European countries in Cluster 4.
Beyond geographic proximity, a number of country-specific covariates influence cluster composition: the level of economic development (Cluster 1), openness to trade (Clusters 2 and 3), and language or cultural commonality (Clusters 2 and 4) . For example, a country with a capital-output ratio one-standard-deviation below average (i.e., a high degree of industrialization) is a priori 29% less likely of being included in Cluster 1 than to a country with a capital-output ratio one-standard-deviation above average (i.e., a low degree of industrialization). These results reinforce the findings of FOS, which imply that a number of country-specific factors apart from geography influence business cycle comovement. Therefore, simply imposing country groupings based on geographic proximity overlooks these important economic relationships which need to be accounted for in theoretical and empirical models of international business cycles. 20 
Recession Timing and Determinants
The international business cycle state variable z t -which determines the business cycle phase of all the countries-can take one of six possible values at any given time period.
By definition, the first two regimes correspond to global expansion (z t = 5) and recession (z t = 6) during which all countries are simultaneously in an economic upturn or downturn, respectively. The remaining four regimes (z t = 1, 2, 3, 4) are characterized by one cluster of countries in recession while the other countries experience expansion. For example, z t = 1 implies the countries in Cluster 1 are in recession while all other countries in the sample (Clusters 2, 3, and 4) are in expansion. Figure 2 shows the posterior probabilities of being in a regime at any given time period. . 22 The bottom four panels of Figure 2 show the probabilities of recessions for the four clusters. In these four panels, the gray bars correspond to our model's global recessions. Note that the cluster recessions can be related to the global recessions, as regions either lead or follow global events. The first oil crisis follows a recession in Cluster 2 (English-industrial) and the recent global financial crisis is both preceded and followed by a recession in Cluster 4 (the European cluster).
Recession Timing
We can compare our estimated business cycle turning points to other established dating methods. Given that the U.S. is in Cluster 2, we compare the recession timing of this cluster to the NBER recession dates. Table 5 shows the estimated transition probabilities if the transition covariates were at their sample average. These estimates capture the time-invariant portion of the transition dynamics for the aggregate regime z t . For example, the probability of being in a global expansion regime at time t (i.e., z t = 1) is 0.89 given that the previous state was a global expansion and the transition covariates are at their average values. From a global expansion, the most likely recession will occur in Cluster 1. The global recession regime is not persistent (0.28) and there is a high probability of experiencing an idiosyncratic recession in Cluster 3 when exiting a global recession. Cluster 1 recessions are highly persistent (0.98) and tend to be followed by global expansion states. Similarly, Cluster 3
and Cluster 4 recessions are more likely to transition to global expansions whereas Cluster 2 recessions have a higher probability of turning into global recessions.
Determinants of Recession Timing
Our main methodological contribution is the addition of time-varying transition probabilities. This addition allows us to evaluate which of the transition variables discussed above precede changes in the aggregate business cycle state. Table 6 displays the posterior mean of the marginal effects for each of the transition covariates; bold indicates that the 68% posterior coverage excludes zero. These marginal effects can be interpreted as how each covariate affects the transition probabilities. 25 The numbers in each panel show by how much the transition probability changes when the variable rises from one standard deviation below the mean to one standard deviation above. 24 The model identifies recessions in Asia associated with the effects of the Plaza Accord and lackluster export demand from the U.S. in the mid-1980s, the well-known 1997-1998 Asian Financial Crisis, and the lack of foreign demand during the Tech Recession of 2001. 25 The marginal effects are calculated as follows: Suppose covariate l is one standard deviation above its historical mean while all other covariates are at their respective historical means. We can then calculate the associated "high" transition probability p H ji . Similarly, we can calculate the "low" transition probability p L ji by assuming the covariate is one standard deviation below its historical mean. The marginal effect is the difference between the two probabilities:
By far, the two most important transition covariates are the term spread and equity prices. A rising term spread increases global expansion persistence by 13 percent, suggesting that long global expansions are characterized by an upward sloping yield curve.
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The negative signs in the second row of panel 1 show that a falling term spread increases the persistence of global contractions and raises the likelihood that regional recessions blossom into global recessions.
Equity returns have similar effects on cycle transitions. In particular, higher equity returns correlate with more persistent global expansions. They also increase the likelihood that regional recessions in industrialized countries (Clusters 2 and 4) transition back into global expansions. Thus, localized bad outcomes are mitigated in the presence of rising equities. The sensitivity of the industrialized countries to equity prices may be attributed to the fact that the member countries for the most part have developed financial markets.
Because they are well-integrated to global asset markets, these countries are more exposed to downturns in financial wealth. Conversely, falling equities make transitions back to global expansion less likely. When equities fall, these regional recessions become more persistent. Moreover, if the world slips into global recession, falling equity prices make the recession last longer. 
Forecasting
The previous section considered in-sample estimation of the model. One of the advantages of using the TVTP model is that the transition covariates can be used for forecasting.
In this section, we consider whether the model has predictive ability out-of-sample. We consider two dimensions over which the model may have predictive ability: one-quarter ahead forecasts of GDP growth and one-quarter ahead forecasts of recessions.
Output Growth Forecasts
We compare the output growth forecasting ability of our time-series clustering framework to an AR (1) 27 One potential issue is the choice of net oil price increase as a covariate. For robustness, we replace this oil price metric with a broad index of commodity inflation from the CRB. The results are qualitatively similar with regards to recession timing and the effects of the other transition covariates. However, we find that the persistence of the global recession regime is significantly and positively related to commodity inflation whereas the global expansionary regime is no longer significantly related to commodity inflation as when we use net oil price increase. additional forecasting value.
We conduct pseudo out-of-sample forecasts by using a subset of the entire data sample and iterate each model forward to create forecasts up until the end of the sample. We compute each model's mean-squared forecast error (MSFE) from the median posterior forecast for each period, which will be our criterion for a model's forecasting ability.
Explicitly, the complete process for computing a model's MSFE is:
1. Trim the sample to
2. Estimate each model using the smaller sample Y τ 0 .
3. Compute each model's forecast forŶ τ 0 +1|t .
Calculate the forecast error:
5. Repeat steps 1 -4 by iterating the sample one time-period forward:
Compute the MSFE:
We estimate each model using 30,000 iterations of the Gibbs Sampler for each subsample. To computing the MSFE, we use the median posterior forecast for each shortened sample. 28 We choose τ 0 so that 60% of the data is in the initial pseudo sample. Table 7 shows the MSFE for each country in the sample as well as the panel MSFE. For nine of the countries in our sample, the simple AR(1) model provides the best forecast. For these countries, the information gained from last period's growth rate outweighs the gains from cross-sectional recessions and the transition covariates. We could sacrifice parsimony by including autoregressive terms in our time-series clustering framework which could potentially capture these dynamics. The univariate MS model is the best forecasting model only for three countries: China, India, and the Philippines.
For these countries, the superiority of the univariate MS model can be explained by more country-specific recessions which are not captured in our limited clustering framework that is built to consider recessions across a large number of countries.
Recession Forecasts
We now consider the ability of our model to forecast recessions one-quarter ahead. We obtain out-of-sample recession forecasts,ŝ t+1|t , in a similar manner to the process outlined for obtaining output forecasts. However, we use the receiver operating characteristic (ROC) curve to conduct model comparison rather than MSFE. As explained by Berge and Jordà (2011), the ROC curve alleviates the need to specify an explicit forecast loss function and is a more appropriate metric for binary classification variables such as recession indicators. For observed recession dates, we use the OECD Composite Leading
Indicators reference turning points.
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We consider three models that provide recession dating: (1) For all but two countries (Canada and Japan), our model with time-varying transition probabilities has a larger AUROC than HO's model with fixed transition probabilities (i.e., MSC-FTP). This improved forecasting ability is solely due to the inclusion of equity returns influencing the transition probabilities. Due to the forward looking nature of equity returns, this improvement in forecasting recessions makes intuitive sense. However, since the returns are based on a global equity series and not country-specific, our TVTP model does not necessarily improve recession forecasting for every country, as illustrated by Canada and Japan. 30 We also tested the model including all transition covariates. For most countries in our sample, using only equity returns improved forecasting ability for recessions. However, we find the model with all transition covariates forecasts output growth better than the model with only equity returns.
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In this paper, we analyzed the relationship between the world business cycle and the underlying cycles of groups of countries. We outlined a multivariate Markov-switching model with endogenously clustering and time-varying transition probabilities, allowing us to determine which country-characteristics determine business cycle synchronization and which macroeconomic shocks drive international business cycles.
We found four groups of countries that experience idiosyncratic recessions relative to global downturns. Geographic proximity appears to be an important determinant of synchronization across countries, but we also find important roles for trade openness, stage of development, and institutional factors such as linguistic diversity. This finding implies that studies on international business cycle synchronization need to consider a host of factors when grouping countries.
We analyzed the driving forces behind recession timing of these idiosyncratic clusters, and found asset prices to be a key indicator of the timing of global recessions. Additionally we found the European clusters to be highly sensitive to movements in housing and equity price movements, while a cluster comprised of the U.S. and other English-speaking countries was open to a variety of global shocks, including geopolitical uncertainty. Further investigation into the forecasting ability of our model showed that our time-series clustering model is better at forecasting output growth in aggregate as well as countrylevel recessions.
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A Estimation Details
This section gives the technical details of the Gibbs sampling technique utilized to estimate the model. The steps of the sampler are virtually identical to those outlined by HO with the exception of the TVTP parameter draw, which is outlined by Frühwirth-Schnatter and Frühwirth (2010) and Kaufmann (2015) . There are four steps:
1. Draw the mean growth and variance parameters from p(θ|Θ −θ , Y ).
Draw the aggregate state vector from p(Z|Θ
3. Draw the transition probability parameters from p(γ|Θ −γ , v).
Draw the cluster membership vector and prior hyperparameters from p(H|Θ −H , Y, x).
A.1 Conditional Likelihood
The likelihood conditional on the model parameters and latent variables is given by
We draw θ n conditional on knowing all other countries' growth rate and error variance parameters. We then separate the draw of θ n into a step of drawing the error variance conditional on the growth rates, then drawing the growth rates conditional on the new draw of the error variance.
Country n's error variance is drawn from an inverse-gamma distribution:
We draw the mean growth rate parameters for country n from a normal distribution:
w(z t , h)y nt , and
Following HO, we have
where the likelihood conditional on the model parameters and latent variables is given
Chib (1996) shows that
Since z t+1 contains all information about z t embodied by future z or y, we get
where Y t = {y τ n : τ ≤ t; n = 1, . . . , N }.
Implementing the filter outlined by Hamilton (1989) , we calculate the filter density, p (z t |Y t , θ, γ, h), for t = 1, . . . , T . We then draw the terminal state, z T , from the final filter density, p (z T |Y T , θ, γ, h), and proceeding recursively we draw z T −1 , . . . , z 1 from the updated filter densities:
where p ji (v t ) are the time-varying transition probabilities.
A.4 Draw γ given Θ −γ , v This step follows closely the sampler outlined by Kaufmann (2015) . The estimation method assumes the state variable is determined by underlying state utility. Specifically, z t = j if and only if U j,t = max k U k,t , where
and η k,t follows a Type 1 extreme value distribution.
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The random utility model (RUM) focuses on drawing these state utilities directly, whereas the difference in random utility model (dRUM) focuses on the differences in the latent state utilities. The dRUM representation as outlined by Kaufmann (2015) is
where U −k,t = max j =k U j,t , giving us the realization of the state variable
It follows that
Therefore, (4) can be rewritten as
Practically, there are three substeps to the sampling technique for γ k . The first 31 The differences of V k,t and γ k across global (k = 1, 2) and idiosyncratic states (k = 3, . . . , K + 2) are due to the restriction on the transition probabilities, p ji,t = 0 for all t where i = j, i ≤ K, and j ≤ K.
substep is to draw the latent state utility differences from
In the second step, the logistic distribution of the errors, ǫ, is estimated by a mixture of normal distributions. The M = 6 components of the mixture are sampled from
where each component's weight, w r , and standard deviation, s r , are given in Table 1 of Frühwirth-Schnatter and Frühwirth (2010).
Lastly, we generate the new draw of γ k from a normal posterior distribution:
Similar to the transition probability parameter draw, we draw the prior hyperparameters following the dRUM methodology outlined in Kaufmann (2015) . The posterior for β k follows a normal distribution
The differences in utility ω h k,n , constants χ h −k,n , and standard deviations s R h k,n are defined similarly as in the draw step for the transition parameters.
We draw the cluster membership variable h nk country-by-country. For each country n, we draw h nk by combining the conditional likelihood and prior:
. This table shows the median posterior draw for each country n's average annualized quarterly real GDP growth rate in expansion (µ 0n ) and recession (µ 0n + µ 1n ) as well as each country's standard deviation (σ n ). This table displays the marginal effect (δ k ) of each country-specific factors on the prior probability of inclusion in the endogenous clusters. Numbers presented are posterior medians, and bold indicates parameters for which the 68% posterior coverage interval does not include zero. The marginal effects can be interpreted as the difference in the prior probability of cluster membership when the covariate is relatively high and low. This table shows the effects of external shocks on the transition process of the aggregate regime z t . We present the marginal effects π i ji for each covariate on each transition probability p t,ji . The marginal effects can be interpreted as the difference in transition probabilities when the covariate is realtively high and low (i.e., π This table shows the mean squared forecast error for each country using four different models: a univariate autoregression (AR(1)), a univariate Markov-switching model (MS ), the time-series clustering model of Hamilton and Owyang (2012) with fixed transition probabilities (MSC-FTP ), and this paper's timeseries clustering model with Markov-switching (MSC-TVTP ). The forecast error for each country is normalized by the respective country's variance for the entire sample. The last row shows the MSFE when forecasting the entire vector of countries. Bold indicates the lowest MSFE across all of the models considered. 
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B Tables and Figures
µ n N (m 0 , σ 2 n M 0 ) m 0 = [1, −2] ′ , M 0 = 2I 2 ∀n σ −2 n Γ v0 2 , τ0 2 v 0 = 1, τ 0 = 1 ∀n γ 2 N (g 02 , G 02 ) g 02 = 0 L(K+2) , 0, 2, 0 K , G 02 = 4I (L+1)(K+2) ∀k γ k N (g 0k , G 0k ) g 0k = [0 3L , 0, 0, 2], G 0k = 4I 3(L+1) k = 3, . . . , K + 2 β k N (b 0k , B 0k ) b 0 = 0 (Q+1) , B 0k = I (Q+1) for k = 1, ..., K
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