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Diplomová práce se věnuje navržení a sestrojení systému pro detekci osoby v obraze a
její sledování světelným kuželem. Teoretická část popisuje metody detekce a sledování,
v praktické části je vybrán vhodný hardware a na platformě PC zprovozněn algoritmus
sledování osoby a řízení světla pomocí rozhraní DMX512. Program je napsán v C++ s
využitím knihoven OpenCV.
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ABSTRACT
This diploma thesis describes design and implementation of people tracking system for
moving head spot light. The theoretical part describes methods of detection and tracking,
practical part deals with hardware selection and software programming. DMX512 is being
used to control light. Program is written in C++ and it uses OpenCV library.
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ÚVOD
Světlo je v životě důležité nejen biologicky, ale má velké využití například v umění,
nebo zábavním průmyslu. Moderní osvětlovací technika obsahuje velké množstí elek-
troniky, například motorové pohony, umožnující otáčení a rotaci vnitřních i vnějších
částí světla. Takovéto světla označujeme jako otočné hlavy. Pomocí matematicky
generovaných trajektorií pohybu a vzájemnou synchronizací více světel vytvářejí
efektní prostředí především koncertů a divadelních představení.
Dalším typem světla je sledovací reĆektor, jehož silný úzký paprsek slouží k
osvícení individuálních postav na pódiu. Takovéto světlo však vyžaduje obsluhu.
Myšlenkou této práce je použít optického vstupu z kamery a pomocí matematic-
kých algoritmů zpracování obrazu určit a následně sledovat objekt zájmu v prostoru
pódia. Tyto informace potom využít jako řídicí informace pro otočnou hlavu, která
bude vybraný objekt sledovat paprskem světla.
Teoretická část práce se věnuje reprezentaci obrazu, úpravám obrazu, metodě
optického toku, která je základem většiny sledovacích algoritmů, obrazovým trans-
formacím použitých v praktické části a zmiňuje se krátce o použitém světle a DMX
protokolu.
Praktická část se věnuje výběru vhodného hardware pro snímání obrazu a přede-
vším návrhu programu, který umožní funkcionalitu zmíněnou výše. Praktická část
se více než návrhu nových algoritmů věnuje průzkumu možností dnešních algoritmů
a jejich propojení v jeden funkční celek. Přínos práce spočívá především v aplikační
oblasti a přispívá také fakt, že podobná aplikace není na trhu dostupná. Snahou
následujícího textu je především informovat o myšlenkách a možnostech systému.
Samotná implementace je zmíněna na blokové úrovni. S přihlédnutím ke komerčně
podobným řešením, je v rámci realizace nastavena podmínka maximální uživatelské
jednoduchosti, která vede k použití jediné kamery umístěné na světle. Stejně jako
u mnoha experimentálně aplikačních úloh se některé původní myšlenky ukazují v
průběhu práce jako neideální a jsou tedy navrhována nová řešení.
Text praktické části je rozčleněn do funkčních bloků, přičemž závěr každého bloku
se snaží zhodnotit kvalitu daného řešení. Poslední částí je kapitola testování, kdy je
navržen postup a otestována hlavní funkcionalita vzniklé aplikace.
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1 REPREZENTACE, BAREVNÝMODEL, HIS-
TOGRAM
Tato kapitola popisuje základní principy spojené s obrazem v digitální podobě. Ro-
zebírá jakým způsobem je obraz reprezentován a uložen, jaký je význam barevných
prostorů a histogramu. Informace v této kapitole jsou čerpány z [1] [2] [5] [6].
1.1 Reprezentace obrazu
Obraz reálného světa je spojitá funkce �(�, �), kde � a � jsou souřadnice v prostoru a
funkce � určuje jas. Takovýto obraz však není možné digitálně zaznamenat a proto
v digitálním světě dochází k diskretizaci hodnot jak prostorových, tak jasových.
Nejmenší jednotku digitálního obrazu nazýváme pixel (ang. picture element) a kaž-
dému pixelu je přiřazena jasová n-bitová hodnota. Nejčastěji se používá 8 bitů a tedy
jasová hodnota může nabývat 0 až 255. V profesionálním videu se můžeme setkat i s
vyšší hodnotou � = 10, 12, 14 a 16 bitů. Vyšší počet bitů na pixel pak znamená vý-
razné zvýšení dynamiky záznamu. V binárním obraze je každý pixel kódován pouze
jedním bitem (černá = 0, bílá = 1). Máme-li obraz ve stupních šedé, použijeme
na každý pixel � bitů (viz obrázek 1.1 a) a pokud je uložený obraz barevný jsou
pro každý pixel uloženy tři hodnoty o � bitech. Takto vznikne trojrozměrná matice
digitálního obrazu �(�, �, �) o � sloupcích a � řádcích kde � = 3. Tento tvar vyjád-
ření obrazu používá například Matlab nebo OpenCV. V takovém případě je ovšem
potřeba speciĄkovat pravidla, podle kterých jsou jednotlivé hodnoty interpretovány
a převedeny do barevného obrazu.
Počet pixelů ve vodorovném a horizontálním směru určuje rozlišení obrazu, které
však nevypovídá o velikosti. Pro rozlišení fyzické (například zobrazovače) se používá
Obr. 1.1: a) Diskrétní obraz v odstínech šedi b) Používaná rozlišení obrazu [5]
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jednotka DPI (dot per inch), která vyjadřuje počet pixelů na jednotku vzdálenost
Typické rozlišení je 640x480, 1280x720, 1920x1080 pixelů. Při zvětšení hodnoty �
nebo � dvakrát, při zachování poměru stran, je počet pixelů čtyřnásobný a tedy i
čas potřebný ke zpracování snímku narůstá. Na obrázku 1.1 b) je porovnáno několik
rozlišení, včetně použitého 640 x 480.
1.2 Barevný model
Barevný model (ang. color space) umožňuje a ulehčuje použití barev v digitální tech-
nice. V reálném světě je barva určena dominantní vlnovou délkou, která je vnímána
lidským okem. Barevný model zavádí souřadnicový systém a jeho podprostor, ve
kterém je každá barva reprezentována jedním bodem. Existuje několik barevných
modelů, z nich některé jsou navrženy s ohledem na hardware (tiskárna, monitor)
a jiné k intuitivní úpravě člověkem. Ve zpracování videa je často využíváný model
RGB (red, green, blue) který se využívá u monitorů nebo v kamerových snímačích.
CMYK (cyan magenta, yellow, black) je model který je s výhodou použitý pro ba-
revný tisk a model HSV (hue, saturation, value) blízce souvisí s lidským vnímáním
barev. Existuje mnohem více modelů jako například YUV, vyvinutý tak aby bylo
možné k černobílému televiznímu systému přidat barevnou složku, ale následující
kapitola se věnuje pouze těm, které jsou využity v rámci praktické části.
1.2.1 Míchání barev
S tématem barevných modelů úzce souvisí také způsob míchání barev. Aditivní
míchání barev (viz obrázek 1.2 a) využívá 3 základních barev, které se sčítají a
vzniká světlo větší intenzity. Je to způsob mísení charakteristický pro světelné zdroje.
Subtraktivní míchání barev je míchání, kdy je světlo pohlcováno Ąltry základních
barev až na nulovou hodnotu.Typické pro tisk.
1.2.2 RGB
V modelu RGB je každá barva zobrazena jako poměr třech základních barevných
složek (červená, zelená, modrá). Tento model vychází z kartézské souřadnicové sou-
stavy. Barevný podprostor RGB se nachází v kostce jako na obrázku 1.2 b, kde zá-
kladní barvy RGB tvoří tři rohy kostky, barvy CMY (cyan, magenta, yellow) tvoří
další tři rohy. V počátečním rohu leží černá barva a v rohu orientovaném diagonálně
k černému je bílá. Stupnice šedé barvy, tedy stejný poměr základních, barev leží na
diagonále mezi rohy černé a bílé barvy. Jakákoliv barva RGB je popsána vektorem
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Obr. 1.2: a) Aditivní mísení kanálů, b) Podprostor RGB [2]
z počátku (černé) do místa uvnitř nebo na povrchu kostky. Kostka je normovaná k
hodnotě 1.
1.2.3 HSV
Barevný model HSV je zobrazen na 1.3. Horní obvod tvoří kužel v jehož středu
se nachází bílá barva a po obvodu je rozprostřeno 6 základních barev. Parametr
H popisuje úhel natočení v kruhu a tedy tón barvy. Vzdálenost od středu kruhu
vypovídá o saturaci S barvy. Vzdálenost od počátku (vrcholu kuželu) určuje světlost
barvy. Tento model je využíván především při editaci nebo zadávání barev.
Obr. 1.3: Podprostor HSV [3]
14
1.2.4 Jasový obraz
Jasový (šedotónový obraz) je velmi výhodný pro digitální zpracování protože ob-
sahuje jen jednu hodnotu. Lidské oko je jinak citlivé na každou základní barvu a
převod mezi barevným RGB obrazem do jasové složky platí následující výraz 1.1 [6]
� = 0, 299 ∗� + 0, 587 ∗�+ 0, 114 ∗�, (1.1)
kde Y je je hodnota jasové, R červené, G zelené a B modré složky.
1.3 Histogram
Histogram obrazu je graĄcké znázornění tonální distribuce obrazu. Pro šedotónový
obraz, osa � vyjadřuje hodnotu jasu obrazu a osa � počet pixelů, které dosahují hod-
noty �. Levá strana histogramu reprezentuje tmavé odstíny a pravá světlé odstíny.
Tmavý obraz má vysoké funkční hodnoty pro malé � a naopak světlý obraz bude
vyplňovat především pravou část histogramu. Vynesením hodnoty základních barev
dostaneme RGB histogram, který je distribučním rozdělením barevných tónů. Pří-
klad histogramu pro jasovou i barevné složky je na obrázku 1.4 Úprava histogramu
je jednou se základních operací po zvýšení kontrastu snímku.
Následující dvě kapitoly se zabývají zpracováním obrazu a jsou formálně rozdě-
leny na dvě části. Úpravy, které mění obrazová data a metody které ze zdrojových
dat získávají nová data.
Obr. 1.4: FotograĄe a její histogram pro jasovou složku a jednotlivé RGB kanály
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2 ZÁKLADNÍ ÚPRAVY OBRAZU
2.1 Filtrování a potlačení šumu
Tyto operace patří mezi operace předzpracování obrazu. Jedná se o metody založené
na konvoluci dvou matic. První matice je matice vstupního obrazu a druhá, obvykle







�(�−�, � − �)ℎ(�,�), (2.1)
kde P je bod jehož okolí velikosti (�,�) je zpracováváno, �(�, �) je výsledek kon-
voluce, �(�, �) vstupní obraz a ℎ(�,�) konvoluční jádro. Konvoluční jádro ℎ, neboli
konvoluční maska udává váhu obrazových bodů při jejich součtu a často se používá
maska obdélníková s lichým počtem řádků a sloupců. Aby obraz neměnil konvolucí
jas, je nutné aby součet koeĄcientů masky byl roven 1. Rovnice říká, že maska je
po pixelu posouvána přes vstupní matici a každý pixel výsledného obrazu je určen
součtem pixelů vzniklých vynásobených původní matice a masky.
V závislosti na konvolučním jádru, dochází k různému typu Ąltrace. Nejjedno-












Výsledkem je obraz, kde každý pixel vznikne rovnoměrným průměrováním 9 okol-
ních bodů. Obraz je rozostřen. Nejpoužívanější formou rozostření je Gaussovské
rozostření, kde koeĄcienty jádra odpovídají dvojrozměrnému diskrétnímu rozložení
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Jiným rozložením koeĄcientů je možno dosáhnout doostření obrazu. Hlavní ne-











Poslední zmíněnou operací je možnost detekce hran v obraze. Příklad jádra pro


















2.2 Dilatace a eroze
Jedná se o morfologické operace, které jsou využívaný především k odstranění šumu,
zjednodušení tvaru objektů, zdůraznění struktury objektů nebo k popisu objektů čí-
selnými charakteristikami. Nejčastěji se používá pro binární obrazy. Množina bodů
libovolného tvaru a velikosti tvoří tzv. strukturální element. Morfologická transfor-
mace je jakýsi systematický pohyb strukturního elementu po obraze a vyhodnocení
odezvy tohoto pohybu.
V případě dilatace je element posouván po obraze a je určena maximální hodnota
pixelú podle masky strukturálního elementu. Touto hodnotou je pak nahrazen bod,
který je určen jako střed elementu. Světlé části obrazu se rozšiřují a jsou zaplňovány
díry v obraze.
Duální operace eroze, naopak určuje nejnižší hodnotu pixelů určených maskou a
tou nahrazuje středový pixel elementu. Obraz je tak zbaven struktur menších než
velikost elementu. Na obrázku 2.1 je zobrazen výsledek daných operací.
Obr. 2.1: Příklad morfologicky zpracovaného obrazu [8]
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3 ZÁKLADNÍ ANALÝZA V OBRAZE
Tato kapitola se věnuje základním principům, které jsou použity při sledování, de-
tekci, klasiĄkaci a jiných obrazových metodách. Podrobnější informace je možno
dohledat ve zdrojích [4] [8], které poskytly informace pro následující text.
3.1 Optical Ćow
Optický tok je vyjádření zdánlivého pohybu objektu v obraze mezi dvěma násle-
dujícími snímky, způsobený pohybem objektu nebo kamery. Jedná se o dvojroz-
měrné pole vektorů, kde každý vektor vyjadřuje přemístění bodu prvního snímku
do snímku druhého. Obrázek 3.1 ukazuje objekt v pěti po sobě jdoucích snímcích.
Šipka vyjadřuje vektor přemístění a směr optického toku. Při výpočtu optického
toku předpokládáme, že se jas bodu ve dvou snímcích nemění, tedy platí [4]
�(�, �, �) = �(�+ ��, � + ��, �, �+ ��), (3.1)
kde �(�, �, �) je bod v prvním snímku a �(�+��, �+��, �+��) ten samý bod posunutý
v prostoru o ��, �� v následujícím snímku. Rozvojem pravé části pomocí Taylorovy
řady, odstraněním společných výrazů a vydělením �� získáme výraz [4]















Tato rovnice se nazývá rovnice optického toku a �� a �� jsou obrazové gradienty.
�� je gradient podél času. � a � jsou dvě neznámé v jedné rovnici, kterou je potřeba
vyřešit a k tomu je k dispozici několik metod. Jednou z metod, implementovaných
v OpenCV [4] je Lucas-Kanade metoda.
Obr. 3.1: Směr vektoru optického toku [4]
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3.1.1 Lucas-Kanaade metoda
Máme předpoklad, že sousední pixely mají podobný pohybový vektor. Metoda Lucas-
Kanade počítá s okolím 3x3 pixely a z hypotézy určíme, že všechny tyto body mají
stejný pohybový vektor. Takto se problém stává řešením 9 rovnic o 2 neznámých, což
je přeurčená soustava rovnic. Pro její řešení se využije metoda nejmenších čtverců a




























� a � jsou � a � složka velikosti optického toku. Pro detekci velkých pohybů, je
využito pyramidového principu, který je popsán v následujícím textu.
3.1.2 Princip gaussovských pyramid
Pyramidy jsou metoda používaná v počítačové vizi, která vytváří obraz v rozdílných
měřítkách. Další vrstva pyramidy je vytvořena rozostřením předchozí vrstvy a jejím
prostorovým pod vzorkováním, obvykle faktorem 2 v obou směrech. Takto vytvo-
řený obraz je vstupem stejné procedury a proces několikrát opakován. Každý cyklus
vede k obrazu s menším množstvím detailů a sníženým rozlišením. Pokud výsledek
procesu zobrazíme graĄcky, tak bude vypadat jako pyramida s originálním obrazem
dole tak, jak na obrázku 3.2.
Obr. 3.2: Ilustrace vrstvení pyramid [4]
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a následně vynechán každý lichý řádek a sloupec. Opačným procesem je pak možno
obraz zvětšit. Nejprve je obraz zvětšen na dvojnásobek doplněním lichých řádků a
sloupců nulovými a poté je provedena konvoluce se stejným kernelem jako v předcho-
zím případě násobeným čtyřmi k aproximování hodnot chybějících pixelů. Pyramidy
jsou využívány při detekci pokud neznáme velikost detekovaného objektu, k textu-
rové syntéze nebo ke kompresi obrazových dat (Laplacevovy pyramidy).
3.1.3 Optický tok v OpenCV
V OpenCV jsou popsané metody do jedné funkce cv2.calcOpticalFlowPyrLK(),
která provádí výpočet optical Ćow Lucas-Kanaade metodou na zadaném množství
měřítek. Vstupem funkce je pole bodů, které jsou vhodné pro sledování a nastavení.
Vráceno je pole vektorů optického toku a pole s informací, jestli byl optický tok pro
daný bod nalezen.
3.2 Houghova transformace
Houghova transformace je metoda, umožnující nalezení analyticky popsatelných ob-
jektů nacházejících se v obraze. Při detekci se vychází ze známého parametrického
tvaru, proto je metoda vhodná pro jednoduché tvary jako kružnice, elipsa nebo
přímka. Metoda je velmi robustní vůči nepravidelnosti a přerušení hledaných ob-
jektů. Pro vysvětlení metody mějme hledanou přímku zadanou rovnicí [8]
� ∗ ���� + � ∗ ���� = �, (3.5)
kde � je délka normály přímky procházející počátkem soustavy a �ℎ��� úhel mezi
normálou a osou � tak, jako na obrázku 3.3
Obr. 3.3: Přímka v prostoru popsána parametricky [8]
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Dosazením bodu � a � do rovnice dostaneme v Houghově prostoru spojitou
křivku, která je deĄnovaná množinou všech řešení rovnice. Takto jsou promítnuty
všechny body obrazu a ty se v Hougově prostoru protnou v jediném bodě
(����, �ℎ������). Souřadnice bodu jsou hledané parametry přímky. Obrázek 3.4 zob-
razuje přímky v prostoru a jejich tronsformaci do křivek Houghova prostoru. Při
implementaci je Houghuv diskrétní prostor vynulován a transformace jednotlivých
bodů jsou křivky, které inkrementují hodnotu tzv. akumulačních buněk Houghova
prostoru. Nalezením maxima, případně práhováním a nalezením několika maxim
dostáváme parametry jednotlivých přímek. Stejný postup je možný aplikovat napří-
klad na kružnici s rovnicí (�− �)2 +(�− �)2 = �2 a je využitý při detekci světelného
kuželu.
Obr. 3.4: Obraz v prostoru a transformace do Houghova prostoru [4]
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3.3 Algoritmus TLD
V některých aplikacích je sledovaný objekt známý před procesem sledováním. V
takovém případě je možno zahrnout známé charakteristiky do návrhu případně tré-
novat model. V opačném případě se však může jednat o libovolný objekt, který je
deĄnovaný až při startu procesu sledování. V takovém případě je potřeba modelovat
vzhled objektu při běhu programu a tento model během detekce upravovat aby kore-
spondoval se změnami tvaru, světelných podmínek, barvy apod. I v případě, že jsou
předem známy některé charakteristiky sledovaného objektu, je velkou výhodou mít
algoritmus, který se dokáže adaptivně přizpůsobovat novým parametrům vzhledu
a tímto zvyšovat svoji použitelnost a robustnost. Takovýmto algoritmem je TLD
zkracující slova Tracking, Learning, Detection [9].
Obr. 3.5: Blokový diagram TLD [9]
Blokový diagram TLD je na obrázku 3.5. Tracker rozkládá sledování do třech
dílčích úkolů běžících současně. Tracking využívá Optical Ćow, sleduje objekt mezi
jednotlivými snímky a při ztrátě se není schopen sám obnovit. Zároveň poskytuje
data pro learning. Detection ukládá nejrůznější vzhledy sledovaného objektu a pří-
padně opravuje tracker. Prohledává celý obraz a každý snímek posuzuje jednotlivě.
Při ztrátě sledování dokáže znovu inicializovat tracker. Learning sleduje data trac-
keru i detektoru a generuje tréningové vzory tak, aby nedocházelo k budoucím chy-
bám. Learning blok předpokládá, že jak tracker tak detector mohou udělat chybu.
Základní myšlenkou učení se při běhu je zavedení P-N učení a tzv. P-N expertů.
Výsledky detekce jsou porovnány s výsledkem P a N expertů. Pokud se liší je daná
část obrazu přidána do tréningového setu klasiĄkátoru. TLD framework je velmi
složitý systém a jeho detailní speciĄkace je popsána v [9].
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4 DMX512 A SVĚTLO ROBE POINTE
4.1 DMX512
Protokol DMX (Digital Multiplex) vznikl v roce 1986 jako nástupce analogového
protokolu pro řízení pódiové techniky. Vychází z používaného průmyslového stan-
dartu EIA485 a je určen pro náročné podmínky. Jeho elektrická speciĄkace zahrnuje
symetrický napěťový přenos, který zaručuje odolnost proti rušení. Přípustný rozsah
napětí na sběrnici je -7V až +12V. Linka je impedančně přizpůsobená na 120 ohmů
a konce se zakončují terminátory.
Počet připojených zařízení není limitován, větvení umožňují rozbočovače a opako-
vače. Je dostupné velké množství převodníku mezi TTL a EAI485, například obvody
MAX485 od Maxim Integrated Products. Data jsou vysílaná po sériové sběrnici,
přenosová rychlost protokolu je 250kBit/s a maximální délka je 512 bajtů. Zařízení
nepotvrzují přijmutí paketu a není odesílána žádná adresa. Každé zařízení má na-
stavenou počáteční adresu a podle složitosti si přečte určitý počet bajtů. Přenos je
asynchronní, zahájený reset úrovní a následnou mezerou.
4.2 Robe Pointe
Robe Pointe je otočná hlava střední velikosti vyráběná českou Ąrmou Robe, sídlící
ve Valašském Meziříčí. Světelným zdrojem je výbojka Osram Sirius HRI 280 W RO,
která vytváří intenzitu osvětlení 82,400 lx na vzdálenosti 20 m. Světlo obsahuje 13
barevných Ąltrů, 9 rotujících a 14 statických gob a frost Ąltr. Světlo umožňuje zoom
v rozsahu 5° Ű 20°. Světlo má 3 DMX módy, využívá až 30 DMX kanálů a podporuje
další protokoly RDM, ArtNet, MA Net, MA Net2. Dimmer, zoom, focus, pan a tilt
jsou ovládány až 16bitovým číslem. Více informací o světle je dostupných z [10].
Obr. 4.1: Robe Pointe [10]
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5 IMPLEMENTACE A REALIZACE
Tato kapitola se věnuje samotné realizaci. Základní blokové schéma navrženého sys-
tému zobrazuje obrázek 5.1. Kamera je pomocí USB rozhraní připojena k PC. PC
zpracovává obrazová data a výsledná poloha je odeslána přes USB - DMX převod-
ník Robe Universal Interface do světla. Kamera je umístěna na světle rovnoběžně s
vyzařovaným paprskem a pohybuje se ve stejném směru jako světlo.
Obr. 5.1: Blokový diagram navrženého systému
Hlavní praktickou částí je návrh software, který zpracovává obraz z kamery a řídí
světlo. Jednotlivé bloky programu jsou zobrazeny na obrázku 5.2 kde je popsána i
hlavní funkcionalita každého bloku. Jednotlivé bloky částečně odpovídají třídám
programu avšak ne zcela přesně. Následující kapitoly popisují postupně jednotlivé
bloky, implementaci jejich funkcí případně vývoj řešení a problémy během návrhu.
Je důležité dodat, že všechny funkce jsou implementovány jako neblokující a to
především proto, že ke kopírování nového snímku dochází vždy na začátku hlavní
smyčky. Zdrojový kód je proto upraven tak, aby demonstroval logiku, ne samotnou
implementaci.
Program je vyvíjen v jazyce C++ s použitím vývojového prostředí Microsoft
Visual Studio 12. Aktuální verze programu běží jako 32 bitová konzolová aplikace.
Program využívá knihoven počítačové vize OpenCV 3.1. Silné propojení s touto
multi-platformovou knihovnou by v budoucnu mělo umožnit migraci kódu na plat-
formu Linux.
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Obr. 5.2: Moduly navrženého systému
5.1 Blok kamera
Pro realizaci byla vybrána kamera značky ELP. Kamera disponuje elektronicky říze-
ným IR Ąltrem, zoom optikou a čipem s maximálním rozlišením 1920x1080 pixelů.
Maximální frekvencí 30 snímků za sekundu po rozlišení 1080p, 60 pro rozlišení 720p
a 120 pro 480p. Kamera má velmi dobré světelné vlastnosti, nepatří však k nejmen-
ším možným řešením, především kvůli optice typu zoom. Optika umožňuje měnit
šířku záběru od 30° do 150°. Aktivní rozlišení kamery je nastaveno programem na
640 x 480 pixelů. Obraz kamery je při různých rozlišeních jinak ořezán je proto
potřebné změřit nový úhel záběru po ořezání a nepočítat s úhlem udaným v da-
tasheetu. Naměřený úhel pro minimální ohnisko objektivu je 55,8° horizontálně a
29,75° vertikálně.
Při testování v divadle se ukázalo, že problémem je expozičního krok kamery.
Kamera přes API umožňuje nastavit pouze 12 hodnot expozice, což je velmi hrubý
krok. Investigací datasheetu k obrazovému čipu [14] nebylo možné potvrdit jemnější
nastavení manuální expozice. Pro budoucí použití je vhodné mít přesnou kontrolu
nad expozicí. Matoucí také může být možnost změny ohniska. Budoucí změnu zoomu
je vhodné provádět spíše digitálně tak, aby program pro různý zoom automaticky
načítal hodnoty zorného úhlu.
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5.1.1 Získání snímků
Kamera využívá rozhraní pro připojení USB 2.0 a UVC (USB video class) ovladače.
Nejedná se tedy o speciální rozhraní a to vede ke zpoždění mezi scénou a dostupnými
daty. Ovladač kamery navíc zavádí 3 snímkový bufer, který se nepodařilo vyřadit.
Snaha o minimalizaci zpoždění vedla k vytvoření nového vlákna programu, jehož
cílem je vyčítaní snímků z kamery a jejich uložení do paměti sdílené s hlavním vlák-
nem. Oproti vyčítání v hlavní smyčce se zpracovává nejaktuálnější snímek. Rychlost
vyčítání dosahuje konstantní hodnoty 30 fps, zatímco rychlost hlavní smyčky kolísá
mezi maximem a 10 fps, v závislosti na vykonávaném zpracování. Snímek je vyčten
pomocí třídy VideoCapture knihovny OpenCV.











Paměťová kolize je ošetřena pomocí mutexu, který zabraňuje paralelnímu spuš-
tění kódu nad sdílenými prostředky v paměti. Pomocí měření bylo určeno Ąnální
zpoždění přibližně 125 ms při snímkové rychlosti 30 fps. Vlákno je ukončeno pomocí
další sdílené proměnné přerušující nekonečnou smyčku a synchronizační metodou
thread::join().
Tato realizace se při testování ukázala jako vyhovující. Program zajišťuje aktuální
snímek i v případě pomalejšího zpracování a zpoždění je konstantní, závislé pouze
na náročnosti zpracování.
5.1.2 Autoexpozice
Bez rozlišení o jakou kameru se jedná, při nerovnoměrném osvětlení scény se není
možné spolehnout na automatickou expozici vypočtenou kamerou. Hodnota expo-
zice je tedy od spuštění programu Ąxní a je možné ji změnit manuálně pomocí
uživatelského rozhraní stiskem tlačítka "+"a "-"nebo automaticky stiskem "*".
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//Zmena expozice
void setExp(char exp){ //sets exposure -13 to -1, for out of range
default -6
if ((exp<-13) | (exp > -1)) exp = -6; {
cap.set(CV_CAP_PROP_EXPOSURE, exp);
LOG(INFO) << "Exposure set to " << intToString(exp);
}
Pro automatickou expozici byla naprogramována funkce autoExposure(), jejímž
vstupem je nejen vstupní obraz ale také obrazová maska. Ta určuje výběr, pro který
je expozice nastavena a umožňuje tak univerzálně nastavit expozici jak pro celý
obraz (globální), tak pro samotný světelný paprsek (lokální). Funkce funguje na
principu zpracování hodnot histogramu, který má 16 sloupců. Kamera má velký
skokový rozdíl mezi jednotlivými kroky expozice a také ostré světlo reĆektoru je
velmi dynamické, proto byl experimentálně určen jednoduchý algoritmus výpočtu
korektní expozice






kde hist.at(16) je počet nejsvětlejších a hist.at(1) počet nejtmavších pixelů v
histogramu. Dosáhne-li hodnota histogramu pro nejsvětlejší pixely hodnoty menší
než je třetina nejtmavších pixelů, je snímek správně exponovaný.
Při testování se ukázalo, že funkci by bylo možno dále vylepšit. Při snímání mate-
riálů s vysokou pohltivostí funguje globální expozice s přesností +- jednoho kroku.




Tento blok byl realizován jako rozhraní pro světlo a stará se o všechny operace
spojené se světlem. Umožňuje komunikaci přes DMX, převod souřadnice, uchovává
hodnoty světelného paprsku a pozici světla. Mnoho metod je typu get a set a nasta-
vují jednotlivé parametry. O samotné odeslání se pak stará metoda sendToLight().
Převodník DMX opakuje poslední doručený povel, není proto kritické posílat nové
parametry v pravidelných intervalech a jsou tedy aktualizovány s rychlostí hlavní
smyčky.
5.2.1 Rozhraní pro komunikaci s hardware
Komunikace se světlem je realizovaná převodníkem USB na DMX Robe Universal
Interface. Tento převodník využívá chip FTDI FT425R pro implementaci USB pro-
tokolu. Skrz tento čip se komunikuje s mikroprocesorem, jehož API popisuje tabulka
5.1 .
Tab. 5.1: Formát paketu Robe Universal Interface [10]
0xA5 Typ paketu Délka dat CRC hlavičky Data CRC všeho
1 Byte 1 Byte 2 Byte 1 Byte 4 - 516 Byte 1 Byte
Nejpotřebnější typ paketu je DMX channel A out, který nastavuje data na DMX
lince. Tento paket má následující formát převzatý z produktové dokumentace [10].
DMX channel A out (data packet)
Packet type: 0x06
Maximum data length: maximum 512 + 4 BYTES, minimum 4 BYTES
Data: the 512 BYTES of DMX frame without start BYTE + 4 bytes (the value of
this bytes can be anything)
Indication: the TX LED is Ćeshing
It starts to send the DMX data out automaticly. The repeat time is now 23 ms.
Ke zprostředkování komunikace byla napsána knihovna DMXinterface obsahující
funkce FTDI_OpenDevice(), sendPosition(), FTDI_StopData().
Funkce FTDI_OpenDevice(), najde zařízení připojené k PC, otevře port, pře-
čte verzi FTDI chipu. Je volána jednou v rámci inicializace programu. Funkce
sendPosition() má vstupní parametry potřebné parametry světla jako je pozice,
stav lampy (ON/OFF), zoom, dimmer a barva. Funkce tyto parametry seřadí do
paketu DMX podle DMX tabulky světla, doplní hlavičku paketu a kontrolní součty
pro paket ROBE API a následně vyšle. Funkce využívá knihovny FTD2XX.DDL,
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která je aplikačním prostředím pro několika úrovňovou architekturu ovladačů im-
plementovanou pro čipy FTDI. Všechny vrstvy od aplikační až po fyzickou DMX
jsou zobrazeny v obrázku 5.3.
Obr. 5.3: Vrstvy komunikace mezi aplikací a světlem
5.2.2 Ukončení sledování
Pro původně zamýšlený stav mederátora, který vyjde z jednoho místa a tím se také
vrátí byla implementována metoda backHome(). Nastavením výchozí pozice pomocí
setStartPosition() je určeno místo začátku. Metoda implementuje jednoduchý
stavový automat se stavy INIT, OUTSIDE, HOME . INIT dokud objekt neopustí
bezpečnou oblast okolo startovního bodu, OUTSIDE pokud se objekt nachází za hra-
nicí a HOME pokud se objekt opět vyskytne v oblasti okolo startu. HOME vrací hodnotu
true, což je příznak pro přerušení sledování a zhasnutí světla.
5.2.3 Parametry světla
Tabulka 5.2 ukazuje proměnné světla a metody k nim přistupující. Je možné ovlá-
dat polohu světla v ose x (pan) a y (tilt), zoom světla, ostření paprsku, clonění
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Tab. 5.2: Parametry světla a přistupující metody
Přistupující funkce Proměnná Výchozí hodnota







void zoomIn(int num) int zoom 100
void zoomOut(int num)
void beamOn(void) bool beam false
void beamOf(void)
void beamToggle(void)
void frostOn(void) int frost 183
void frostOf(void)
void frostToggle(void)
void focusInc(int num) int focus 33
void focusDec(int num)
void sendToLight(void) (všechny) -
Point setStartPosition(void) Point startPosition (0,0)
bool backHome()
void setDimmer(int num) int dimmer 65539
paprsku, zapnout, vypnout výbojku. Frost Ąltr umožňuje změkčení světla. Všechny
tyto funkce jsou zároveň mapovány na některou klávesu, viz tabulka
5.2.4 Přepočet souřadného systému
Pozorovaná scéna je trojrozměrný prostor a zaznamenáním pomocí kamery dochází
k převodu na dvojrozměrný prostor. Postava identiĄkovaná v obraze se nachází v
trojrozměrném prostoru a je tedy potřeba přepočtu mezi obrazovými a výstupními
daty. Nejdůležitější je závislost mezi změnou polohy v rámci obrazu a změnou polohy
světla, které nevyužívá kartézský souřadný systémem ale polární souřadnice. Zákla-
dem je určení reálné diference v metrech při změně obrazu o jeden pixel. Vyjdeme
z obrázku 5.4, který zjednodušeně popisuje prostorovou situaci. Úhel Ñ odpovídá
zornému úhlu kamery. Na základě znalosti vzdálenosti mezi kamerou a bodem P je
vypočten pomocí výrazu 5.1 rozměr odpovídající jednomu pixelu.
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Picture_size je rozlišení obrazu v daném směru. Světlo má horizontální rozsah
540° a vertiální 270°, tak jako zobrazuje obrázek 5.5. Každou osu řízenou 2 bajtovým








kde d1x je počet kroků v x směru a d1y ve směru y. Správné označení pro osy
světla by bylo pan a tilt, jelikož světlo nepracuje s kartézském systémem souřadnic,
V rámci přehlednosti bylo zvoleno označení shodné s označením obrazu. Počet kroků
světla pro odpovídající počet pixelů dxm vypočteme rovnicí
������ = ���⊗1(






Pro y souřadnici platí analogické vztahy. Pro přepočet mezi souřadnicemi je v
kódu volaná metoda countPosition() jejíž vstupní argumenty jsou pozice objektu
v obraze, pozice středu a pozice světla.
Důležitou konstantou v poslední rovnici je SLOW FACTOR. Toto číslo v intervalu
(0, 1) vyjadřuje jakým poměrem je zkrácena vypočtená vzdálenost k nové poloze
světla. V praxi světlo nevykoná nevykoná pohyb z bodu A do bodu B, kde se na-
chází nová pozice objektu, ale pouze do bodu C, který leží na stejné přímce a jeho
vzdálenost od bodu A je SLOW FACTOR * |AB|. Takto je kompenzováno zpoždění
vzniklé při vyčítání kamery. Hodnota 0.3 byla určena experimentálně. Pro větší hod-
noty světlo osciluje okolo objektu, pro hodnoty menší se zpomaluje odezva na rychlý
pohyb.
Testování při implementaci této funkce probíhalo na tabuli se čtvercem o velikosti
1 x 1 m na vzdálenosti 4 m od světla. SLOW FACTOR byl nastaven na 1. Nejdříve
bylo ověřeno, že při středu v jednom rohu a pozici objektu v druhém rohu dojde
ke správnému výpočtu metrové vzdálenosti. Druhá fáze spočívala v ověření, že po
natočení světla bude střed v novém rohu. Takto lze testovat horizontální i vertikální
přesnost. Výsledky testu ani odchylky nebyly nijak zaznamenány, funkce funguje
spolehlivě a kvůli SLOW FACTOR by bylo detailní testování zbytečné. Je však důležité
nastavení vstupních konstant vzálenosti a úhlu kamery.
5.2.5 Plynulý dojezd při ztrátě
Tato funkcionalita je implementována do metody pro výpočet polohy světla
countPosition(). Parametr valid je příznak probíhajícího sledování. Dojde-li ke
ztrátě, valid je nastaven na false. Metoda ukládá vektor pohybu poslední platné
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Obr. 5.4: Geometrie výpočtu polohy
Obr. 5.5: Pracovní rozsah světla ROBE Pointe
detekce. V prvním neplatném snímku je spuštěn časovač a je aplikován stará pozice
objektu, která se s časem iteruje ke středu obrazu po dobu nastavenou v proměnné





tStart = CLOCK(); //start timer
float timeElapsed = CLOCK() - tStart; //get time since start
if (timeElapsed <= SLOW_DOWN_TIME){
Point diff = (validObjectPosition -
centerPosition)*(timeElapsed / SLOW_DOWN_TIME);
objectPosition = validObjectPosition - diff;
}
else{





Při testování se ukázalo, že tato funkce nejen vytváří lepší dojem při ztrátě
sledování, ale také značně pomáhá samotnému trackeru v rychle obnově sledované
osoby. Hodnota dojezdu byla nastavena na 2 s a při chůzi se objekt ztrátou nevzdálil
ze středu a proto byl rychle znovu detekován.
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5.3 Blok graĄka
GraĄcký blok se stará o doplnění obrazu graĄkou. Je možné volat čtyři funkce.
Řešení bylo voleno tak, aby bylo v budoucnu možné vykreslování převést na jiné
zařízení jako iPad, určené k monitorování a řízení světla.
Funkce drawCenter() vykreslí v obraze kříž, který symbolizuje střed světelného
paprsku a tedy střed kompenzace při sledování. Na obrázku 5.6 vyznačená jako c.
Funkce drawPoint() vykreslí bod a pod něj jeho souřadnice.
Funkce drawObject() vykresluje obdélník se sledovaným objektem a pod něj
číslo, které vyjadřuje spolehlivost detekce. Na obrázku 5.6 vyznačená jako b.
Funkce drawInfo() vykresluje informační řádek, ve kterém je zobrazena poloha
světla, stav hlavního stavového automatu, snímková frekvence hlavní smyčky, rych-
losti vyčítání z kamery a dva další binární stavové parametry trackeru. Na obrázku
5.6 vyznačená jako a.
Obr. 5.6: GUI s vyznačením vykreslovaných informací
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5.4 Blok síťový stream
Součástí programu je také experimentální modul pro odesílání videa s malou latencí
do sítě. Modul je modiĄkací kódu z [13]. Kód je speciálně vytvořen tak, aby byl
kompatibilní s knihovnou OpenCV. Každý frame je komprimován pomocí JPEG
komprese a odeslán v UDP paketu. Program umožňuje měnit velikost UDP paketu
a ta je nastavena na 4096 bajtů.
Komprese je nastavena na 60 a při rozměru snímku 640 x 480 je potřebný datový
tok 3000 kb/s. Odesílání běží ve vlastním vlákně a přistupuje tedy k jinému snímku,
než který je zrovna zpracováván. Program pro příjem videa opět využívá OpenCV
k dekompresi snímků. To neumožňuje použít univerzální přijímací software. Experi-
mentování se síťovým streamem je realizováno kvůli budoucí snaze vytvořit kontrolér
pro mobilní zařízení, který bude zobrazovat video výstup.
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5.5 Blok zpracování obrazu
Tento blok obsahuje doplňující funkce, které pracují s obrazem, nicméně nejsou
součástí sledování nebo detekce. První funkcí je zobrazení histogramu vstupního
snímku. Je možné nastavit počet regionů histogramu a graĄcký výstup uživatel
může zobrazit klávesou ¨h¨. Další text se věnuje funkcím pro předzpracování obrazu
a nalezení světelného kuželu.
5.5.1 Předzpracování obrazu
Na obrázku 5.7 a, je zobrazena scéna s osvětleným kuželem (je použit frost Ąltr
pro změkčení světla) a tmavým okrajem. Takovýto případně kontrastnější obraz
je velmi častým vstupem programu. Předzpracování obrazu má za úkol zmenšit
kontrast obrazu. Obraz je rozdělen na dvě části, světlý střed a tmavý okraj. Před-
pokládá se kulatý paprsek, a je tedy vytvořena kruhová maska deĄnující hranici.
Maska je vytvořena v bodě deĄnovaném jako střed paprsku a její poloměr odpovídá
poloměru paprsku. O dostupnost těchto parametrů se starají funkce findSpot() a
guessSpot() popsané v kapitole 5.5.3 .
Pro zlepšení skokové změny je maska rozostřena viz obrázek 5.7 b. Zpracování
probíhá zvlášť pro tmavý a pro světlý obraz. Jelikož střed je považován za správně
exponovaný díky autoexpozici je pouze vynásoben inverzní maskou. Tmavá část
obrazu je vynásobená s maskou a nejsvětlejší část tedy ztmavena na nulovou hod-
notu. Takovýto obraz je podroben ekvalizaci histogramu, kdy dochází k roztažení
histogramu tak, jak zobrazuje obrázek 5.8 . Výsledný obraz je dán součtem těchto
dvou obrazů a je zobrazen na 5.7 c. Celý proces zpracování probíhá pouze s jasovou
složkou obrazu. Barevná složka je bez změny oddělena před zpracováním a následně
připojena jak ukazuje následující kód a obrázek 5.9 popisující proces předzpracování.
Testování v divadle ukázalo, že předzpracování obrazu zvolenou metodou je po-
užitelné pouze pro malé dynamické rozsahy. Pro zcela černé pozadí není možné
zesílit obrazovou informaci, protože ji obraz neobsahuje. V takovém případě dojde
ke zhoršení sledovaní. Navrhované vylepšení je v použití dvoj-expozičního snímání,
aby obraz obsahoval co největší informaci. Takové techniky zpracování jsou dnes
běžně k dispozici pod zkratkou HDR.








Obr. 5.7: Obraz na vstupu a výstupu předzpracování
Obr. 5.8: Ekvalizace histogramu
5.5.2 Ekvalizace histogramu
Již několikrát byla zmíněna ekvalizace obrazu. Funkce equalizeHist(src, dst) je sou-
částí OpenCV knihovny a z dokumentace se dočteme implementovaný algoritmus:
1. Je vypočten histogram H pro vstupní obraz
2. Histogram je normalizován tak, aby součet všech sloupců je 255
3. Je vypočtena integrace histogramu podle vzorce � ′� =
︁
0⊘�<��(�)
4. Obraz je transformován s použitím H’ jako look-up tabulky, tedy dst(x,y) =
H’(src(x,y))
Tento algoritmus normalizuje jas a vylepšuje kontrast obrazu.
5.5.3 Funkce pro nalezení parametrů paprsku
Program obsahuje dvě funkce pro nalezení parametrů paprsku, které se liší přesností
a možností využití. Parametry jsou důležité neboť kamera není přesně ve středu
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Obr. 5.9: Předzpracování obrazu
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světla, proto je potřebná kalibrace středu paprsku při změně vzdálenosti mezi ob-
jektem a světlem. Také předzpracování obrazu využívá hodnotu šířky světelného
paprsku. Vývojový diagram funkce findSpot() na obrázku 5.10 ukazuje, že jako
první dochází k převodu na černobílý obraz. Paprsek se nikdy nebude nacházet na
okraji obrazu, je tedy proveden výřez SPOT_RECT x SPOT_RECT px ve středu obrazu
a tím zvýšena rychlost zpracování. Situaci ilustruje obrázek 5.10. Funkce je realizo-
vána aby využila 2 metody pro určení středu. Houghova transformace s parametrem
kružnice a nalezení největší kontury jasově práhovaného obrazu. Pokud obě metody
vrátí hodnotu pozice, je tato hodnota porovnána a pokud je odchylka menší než za-
daný parametr, je nastavena shoda. Po deseti shodách je aktualizována souřadnice
středu. Stejně jako všechny ostatní je tato funkce neblokující a pouze vrací hodnotu
výsledku detekce. Je na hlavním programu aby zavolal funkci opakovaně a provedl
případnou změnu polohy světla při dlouhodobé neúspěšné detekci.
Funkce guessSpot() je podobná funkci findSpot() s tím rozdílem, že používá
pouze metodu práhování jasové složky obrazu. To umožňuje detekci nepravidelného
kuželu bez ostrého přechodu, jaký vzniká při použití frost Ąltru. Výstupem obou
funkcí je střed kuželu a obdélník, který ho ohraničuje.
Testováním bylo zjištěno, že na vysoce pohltivém povrchu dochází k mnohem
menší diferenci jasu. Funkce findSpot() je na obou svých metodách neúspěšná. Na-
vrhovaným řešením je investigace nad vstupními parametry algoritmů a také zvážení
dalšího zpracování výstupních bodů obou metod, například pomocí statistiky.
39
Obr. 5.10: Vývojový diagram funkce ĄndSpot()
5.6 Blok detektor
Tato kapitola se věnuje tématu inicializace sledování. Cílem detektoru je nalézt v
obraze skupinu pixelů, které odpovídají objektu, který chceme sledovat. Takový
objekt nemá jasně speciĄkovaný tvar ani barvu. Na rozdíl od detekce obličeje je
těžké vymyslet obrazový klasiĄkátor, který by detekoval člověka v různých úhlech
elevace světla, různém osvětlení atd.. Byl proto navržen detektor na bázi rozdílových
snímků, který vyžaduje pohybující se předmět, nicméně velmi usnadňuje detekci.
5.6.1 Inicializace osoby
Jak se při testování ukázalo, označení bodu zájmu je velmi korelované s délkou bez-
chybné detekce a sledovacím poměrem. Nesprávné označení může vést k okamžité
ztrátě. Proto byl postupně k diferenčnímu detekování přidán algoritmus zlepšení
velikosti a ověření sekvenčnosti. Obecně byl autonomní detekční algoritmus vymyš-
len při prvním návrhu systému a zůstal až do této fáze. Budoucí snaha povede k
manuálnímu případně asistovanému označení na mobilním zařízení.
K automatické detekci byla realizována funkce findMovement(), která detekuje
na principu diference následujících snímků. Funkce převede snímek na černobílý a
provede rozdíl posledního uloženého snímku a aktuálního. Funkce funguje až při dru-
hém volání. První volání pouze uloží snímek do paměti. Diferenční obraz je rozostřen
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a práhován nastavenou úrovní. Několika násobným voláním funkce eroze a dilatace
se binární obraz vylepší tak, aby mohly být detekovány kontury. Funkce contour()
z OpenCV vrací vektor kontur seřazených shora obrazu směrem dolů. Ve for cyklu
jsou tyto kontury projety a indexy seřazeny do nového vektorů podle velikosti od
nejmenší po největší. Ty jsou postupně od největší procházeny, testovány na mini-
mální velikost a sekvenčnost.
Minimální velikost je nastavena konstantou MIN_DETECTED_OBJECT_SIZE na 1/25
obrazové šířky/délky. Minimální velikost by měla odpovídat asi polovině velikosti
detekovaného objektu. Ta se mění se zoomem a vzdáleností. Při změně těchto para-
metrů je potřeba vždy patřičně.
Ověření sekvenčnosti pohybu deĄnuje okruh okolo středu aktuální detekce, ve
kterém se může nacházet příští střed. Tento okruh je iterativně zmenšován, dokud
není dosaženo vzdálenosti deĄnované konstantou MIN_SEQUENCE_DISTANCE. Ta je
nastavena na hodnotu 100 px. Střed okruhu je určen váhováním staré (95%) a nové
(5%) hodnoty středu. Kód pro ověření sekvenčnosti:
uint16_t positionDistance = calcDistance(objectpositionAvg, objPosition);
if (positionDistance < circleSize){
objectpositionAvg = 0.95*objectpositionAvg + 0.05*objPosition;
if (circleSize > MIN_SEQUENCE_DISTANCE)




Tento algoritmus nemusí fungovat, opustí li objekt obraz. Je tedy nastaveno ochranné
pásmo 5% na každé straně obrazu, které resetuje detekci. Funkce findMovement() z
fps vypočítá ekvivalentní počet snímků pro úspěšnou detekci pro nastavený časový
interval. Hodnota true je vrácena, pokud dojde k dosažení tohoto počtu.
Vylepšení velikosti detekovaného předmětů je opět implementováno jako váho-
vání šířky a výšky ohraňujicího obdélníku s pomalou odezvou na změnu. Konstanty
jsou voleny jako 10% nové velikosti a 90% staré, tak jak je patrno z kódu. Druhý
řádek převádí šířku a výšku na OpenCV objekt typu rectangle a posouvá jej do
správného středu.
//vylepseni ohraniceni
bbAvgSize = 0.9 * bbAvgSize + 0.1 * newSize;
objectBoundingRect = Rect(center.x - bbAvgSize.x / 2, center.y -
bbAvgSize.y / 2, bbAvgSize.x, bbAvgSize.y);
Podrobnější výsledky testování detektoru jsou zmíněny v kapitole 6, funkce pro
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Obr. 5.11: Vývojový diagram funkce ĄndMovement()
vhodně nastavenou hodnotu MIN_DETECTED_OBJECT_SIZE_X funguje správně. Malé
MIN_DETECTED_OBJECT_SIZE_X spolu s malým časem pro inicializaci vede k iniciali-
zaci malých obdélníků které nemusejí být zcela vhodné a sledování je brzy ztraceno.
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5.7 Blok tracker
Tracker v pojetí této aplikace je algoritmus pro dlouhodobé sledování objektu. Pozice
objektu je deĄnována v prvním snímku a po celou dobu běhu není nijak aktualizo-
vána. Jediná vstupní data pro blok trackeru je obdélník deĄnující osobu na pódiu v
prvním snímku. Výstupem je pak obdélník vymezující polohu v následujícím snímku,
informace jestli byl objekt nalezen, nebo ne a jistota detekce.
By proveden průzkum trackovacích algoritmů a na základě odzkoušení několika
z nich, vytipován pravděpodobně nejúspěšnější algoritmus pro sledování. To ovšem
nijak nevylučuje budoucí změnu trackovaciho algoritmu, případnou investigaci nad
vlastní implementací. Tracker je nejkritičtější součást této aplikace, která sama o
sobě musí fungovat s minimální chybou. Ostatní bloky mohou pomáhat například
ryché inicializaci nebo vhodné detekci, nicméně tracker největší měrou určuje spo-
lehlivost.
První testovaný tracker byla vlastní implementace trackování na základě Back
Projection. Principem je určení histogramu oblasti zájmu a ten využít jako look-up
tabulku pro pixely následujících snímků. Ve vzniklém obraze je pomocí CamShift
algoritmu vyhledán střed a velikost nové polohy [4]. Takové sledování je zcela závislé
na jasu a barevném tónu scény, navíc není nijak zaručeno sledování stále stejného
objektu. Zajímavým poznatkem z této metody však může být to, že při malém množ-
ství informací, které systém na vstupu obdrží je potřeba využít maximum informace.
Ta může být mimo jiné uchována také v barvě objektu, která u je většiny algoritmů
pracujících s význačnými body zcela odĄltrována a měla by být zakomponovaná v
případě vlastního sledovacího algoritmu.
Dalším testovaným algoritmem byl CMT zkracující "Consensus-based Matching
and Tracking of Keypoints"[11]. Algoritmus určí body, pomocí Optical Ćow a de-
scriptoru je sleduje a nechá každý bod hlasovat o středu objektu. Hlavní nevýhodou
bylo zvětšování ohraničujícího obdélníku. Tento algoritmus je stále jako nespusti-
telný kód součástí programu k dalšímu testování.
Vybrán byl sledovací algoritmus TLD a jeho C++ implementace OpenTLD [12].
Mezi jeho hlavní výhody patří učení se, schopnost znovu nalézt ztracený a malý
drift, který je je navíc při běhu kompenzován detekčním modulem. Sledování na
základě Optical Ćow znamená, že je opět zanedbána barva a jsou využity význačné
body a ty sledovány v čase. Algoritmus na testovaném HW dosahuje rychlosti 10
- 15 fps, což dostačuje. Čím výšší fps, tím je sledování spolehlivější. Závislost na
jasových podmínkách je díky význačným bodům potlačena.
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5.8 Blok logování
Tato kapitola popisuje možné způsoby logování běhu programu. Logování je kon-
cipováno tak, aby bylo možné sledovat chyby v běhu programu, ale také aby bylo
umožněno vylepšování obrazového zpracování na základě optické zpětné vazby. Celé
logovaní je součástí třídy InOut, která se stará o vstup a výstup programu. Logování
je realizováno na úrovni klasického textového logu, jpg snímků a videa.
Pro účely logování byla navržena proměnná runNumber, která je uložena v sou-
boru a inkrementována s každým spuštěním programu. Logy jsou dále zapisovány
ve formátu ��_ < ��������� > _ < � > . < �ří���� >, kde číslo n je od nuly
se inkrementující číslo pro každý typ souboru a přípona je .jpg, .log nebo .avi. Logy
jsou ukládány do složky "/Log", a při seřazení podle jména je velmi jednoduché je
analyzovat.
Textový log ukládá všechny důležité data z běhu programu. Je využito logo-
vací knihovny easylogging++, která je celá implementována v jednom .h souboru a
umožňuje jednoduché několikaúrovňové logy ze všech zdrojových souborů. Do texto-
vého logu jsou zapisovány všechny volání obrazových funkcí, které nejsou pravidelné
v každém cyklu a opouštění funkcí s návratovou hodnotou true, označující úspěšné
dokončení. Dále obsahuje velikosti předávaných pozic (viz obrázek 5.12), informace o
názvech snímků a videí, statistiku, změny stavů, uživatelský vstup a mnoho dalších
informací.
Video log je možné manuálně spustit klávesou "c"a nebo je automaticky vyvolán
při přechodu ze stavu detekce do stavu sledování. Obraz je ukládán s video kompresí
Motion JPEG, což vede k velkým souborům ale malému přidanému zatížení CPU.
Při aktivním sledování zápis videa zpomaluje program o jeden fps. Zaznamenáván je
výstup i s graĄkou pro snadnou analýzu. Logování snímků je výhodné především
k analýze detekovaného objektu pro vylepšení detekce. Snímek je uložen ve formátu
JPEG při každém přechodu z detekce do sledování.
5.9 Stavový popis
Stavový popis aplikace zobrazuje obrázek 5.12. Šipky mezi stavy určují jaké data
vzniklé v daném stavu se přenášejí do dalšího stavu a závorky udávají podmínky,
které musí být splněny. Během inicializace je inicializována kamera, DMX převod-
ník a načteny nastavení ze souboru. Inicializace přechází ve stav Settings, kde
je světlo nastaveno na výchozí pozici a je možno s ním klávesami otáčet. Během
tohoto stavu může proběhnout kalibrace světelného kuželu, kterou má na starost
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funkce findSpot(). Výsledkem je hodnota středové souřadnice kuželu oproti které
je kompenzován pohyb sledovaného objektu.
Potvrzením pomocí "Enter"program přejde do stavu Detecting, kde je voláním
funkce findMovement() nalezen pohyb pomocí diference dvou po sobě jdoucích
snímků. Tato metoda slouží k inicializaci detekovaného objektu. Předpokládá se
nepohybující se světlo natočené směrem k objektu a pouze jeden, detekovatelný,
pohybující se objekt. Detekcí pohybu v � snímcích se přechází do stavu Tracking.
� je zadáno v sekundách v konstantách programu.
Stav Tracking obdrží souřadnici nalezeného objektu a dojde k nastavení středu
světla na danou souřadnici. Tento stav aktualizuje polohu světla na základě informací
o pohybu tělesa. Pomocí "Enter"nebo "R"je možné se vrátit do stavu Detecting.
Obr. 5.12: Stavový diagram navrhovaného systému
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5.10 FlowChart popis
Obrázek 5.13 má vytvořit představu o obecném sledu operací v programu. Ten byl
navržen tak, aby každá komponenta programu pracovala se stejným snímkem. Toto
nesplňuje pouze přístup ke kameře popsaný v kapitole 5.1 a síťový stream, který je
stále brán jako experimentální funkcionalita, která bude pravděpodobně nahrazena.
Tyto dva bloky mají své vlastní nekonečné smyčky na jiných vláknech. Během Key
Scaning jsou čteny vstupy z klávesnice.
Obr. 5.13: Vývojový diagram hlavní smyčky
5.11 GraĄcké rozhraní pro vývoj
Ačkoliv je program koncipován, jako samostatně běžící aplikace, vykresluje graĄcký
výstup používaný pro potřeby vývoje a debugování a je možné ho ovládat pomocí
kláves. Prostředí na obrázku 5.6 zobrazuje obraz z kamery a do něj vykreslené in-
formace. Kříž určuje souřadnice kalibrovaného středu. Stiskem tlačítka "d"jsou zob-
razeny dílčí debugové okna zavedené v programu. Jedná se především o prahované




Program je možno ovládat vstupem z klávesnice. Následující tabulka 5.3 popisuje
funkci jednotlivých kláves.
Tab. 5.3: Ovládání pomocí klávesnice
Klávesa Funkce
c start záznamu videa
2, 4, 6, 8 pohyb světla
7,8 zoom
1, 3 ostření paprsku
enter změna stavu
s dialog pro nastavení kamery
a tracker alternating
esc ukončení programu
q výpis statistiky sledování
b světlo on/of
d debugMode




p přednastavená pozice světla
+,- změna expozice kamery
* autoexpozice kamery
f on/of frost Ąltr
o vypnutí graĄckého výstupu
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6 TESTOVÁNÍ
Tato kapitola se věnuje výslednému zhodnocení dosažených výsledků. Většina práce
byla prováděna doma a z časových důvodů nemohly být algoritmy testovány v reál-
ných podmínkách divadla. To se při výsledném testování ukázalo jako velmi špatný
přístup. K největším rozdílům docházelo dopadalo-li světlo z velké vzdálenosti na
pohltivé materiály u funkcí spoléhajících se na jasový rozdíl. Samotné testování pro-
bíhalo ve třech různých divadlech.
6.1 Detektor
Testování detektoru je velmi těžké popsat číselnou hodnotou. Hlavní testovacím vý-
stupem tedy bude poměr úspěšných detekcí děleno všemi detekcemi popis výsledků
testování. Za úspěšnou detekci je považována taková, kdy je osoba z více než 50%
uvnitř ohraničujícího obdélníku plocha ohraničená není větší než dvojnásobek plochy
kterou zaujímá deĄnovaný člověk. Je provedeno 100 detekcí za běžných světelných
podmínek pro tmavé a světlé oblečení a dalších 50 pro zhoršené světelné podmínky.
Výsledné hodnoty jsou 0,5 pro světlé prostředí a 0,38 pro tmavé. Velkou měrou
však přispívá to že, součástí testu bylo černé tričko na černém pozadí. Pro nestejnou
barvu pozadí a oblečení se poměr pohybuje okolo 0.9 což je velmi spolehlivá detekce.
Příklad několika špatných a dobrých detekcí je na obrázku 6.1 Celkově je detektor
při jediné osobě na pódiu přesný a funguje podle představ. Jeho kvalita se téměř
nemění při zhoršených světelných podmínkách.
Další testování proběhlo pro detekci při plném pódiu na náhodném pohybu bě-
hem generální zkoušky školní akademie. Výsledky testování detekce v prostředí s
více osobami na pódiu se je zobrazena na obrázku 6.2. Detektor není vymyšlený pro
detekce většího množství osob, neprovádí klasiĄkaci a nerozlišuje jestli se pohybu
účastní jedena nebo více osob. Většina detekcí se proto detekuje jako spojení dvou
velmi blízkých pohybujících se objektů. Sledovací poměr při takové detekci klesá a
doba první ztráty je většinou totožná s časem, kdy se osoby od sebe oddělí. Pokud je
mezi pohybujícími se osobami prostor, je detekována jedna osoba, není však možné
rozhodnout, která osoba bude detekována. Při velkém množství vystupujících také
dochází k tomu, že detekce je často resetována kvůli překročení ochranného pásma.
Zlepšení detekce více osob vyžaduje použití jiného mechanismu k detekci. Takovým
by mohlo být například trénované klasiĄkování obrazu.
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Obr. 6.1: Správné a nesprávné detekce (barevně odlišeny)
Obr. 6.2: Detekce při plném pódiu
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Tab. 6.1: Sledovací poměry pro různá měření
Pomalu Rychle Barva trička
Světlá scéna 0.983583 0.747632 Bílá
0.570576 0.673903 Červená
0.926230 0.964877 Světle modrá
0.795565 0.795565 Černá
Tmavá scéna 0.821069 0.902486 Bílá
0.788039 0.678553 Červená
0.8654 0.879154 Světle modrá
0.304140 0.647996 Černá
6.2 Tracker
K testování kvality sledování byla vytvořena třída Statistic která obsahuje funkce:
Statistic::setStartTime() - nastaví začátek časování pro statistiku sledování
Statistic::stop() zastaví statistiku, vypíše skóre, resetuje hodnoty a nastaví nový
čas začátku
Statistic::count(valid) přičte jeden cyklus ke statistice, valid určuje jestli sledo-
vání proběhlo nebo ne. Při prvním ztraceném snímku je vypsáno jak dlouho
probíhalo sledování po první neúspěch.
Statistic::autoStop() ověří jestli časovač dosáhl nastavené hodnoty, pokud ano
zavolá Statistic::stop()
Uživatel může klávesou "q"vytvořit statistiku z kratšího úseku než je nastaveno.
Statistika se uloží do logu spolu s délkou prvního sledování. V textu je často odka-
zováno na sledovací poměr. Ten je vypočten jako poměr detekovaných snímků vůči
všem snímkům za uplynulou dobu. Tato doba je pro všechna testování rovna 60
sekundám.
Testování proběhlo pro 16 scén. 8 s okolním osvětleném zapnutým a 8 s osvětle-
ním pouze pomocí reĆektoru s využitím rozptylovacího Ąltru tak, aby paprsek neměl
příliš ostré hrany. V každém z 8 případu je využito 4 různých barev oblečení a sledo-
vaný člověk se pohybuje 4x svižně a 4x běžnou chůzí. Je potřeba zmínit že test byl
proveden na tmavém pozadí. Hodnota pomalého dojezdu je nastavena na 2 sekundy.
Výsledek ukazuje, že je existuje závislost mezi oblečením a kvalitou detekce. Pro
větší kontrast se hodnota sledovacího poměru zlepšuje. Z výsledků však nelze říct, že
by hodnota byla lepší při zcela osvětleném pódiu. Při ztmaveném pódiu se zmenšuje
čas, po který algoritmus musí člověka znovu najít, neboť ten se poté ztratí ve tmě.
Pro dostatečně velký kužel světla sledování dosahuje stejných výsledků jako při
plošném osvětlení. Tomuto faktu velmi napomáhá dvousekundová doba plynulého
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Tab. 6.2: Dlouhodobé sledování
1. minuta 2. minuta 3. minuta
Detekce 3 minuty 0.869065 0.960706 0.983542
dojezdu, která objekt osvětluje i při ztrátě a tedy pomáhá jej opět najít. Tyto závěry
potvrzují i hodnoty z tabulky 6.1. Sledování také není velmi závislé na rychlosti
pohybu člověka. Podle předpokladů je však dosaženo zlepšení sledování v čase díky
TLD a schopnosti učit se. Tabulka 6.2 zobrazuje zlepšující se sledovací poměr pro
sledování po dobu 3 minut.
Je velmi těžké popsat kvalitu sledování pomocí čísla. Z pozorovaní bylo zjištěno,
že kvalitní sledování je dosaženo po uplynuté alespoň jedné minuty, je velmi důležité
pomalu projít všechna problematická místa a naučit tak algoritmus si s nimi poradit.
Pokud například herec přejde z černého na bílé pozadí a během toho se otočí tak,
že novou stranu jeho těla ještě algoritmus nepozoroval, dojde téměř jistě ke ztrátě.
Pokud stejnou situaci herec pomalu algoritmus naučí, je možné opakovat tuto scénu
několikrát s velkou úspěšností sledování.
Momentální implementace programu při inicializaci sledování ztratí všechna data
o předešlém modelu. Pokud by se program implementoval tak, aby tato data šlo
pouze rozšířit o nová data, velmi by se urychlil proces učení tím, že by operátor
mohl při ztrátě algoritmu vypomoct a objekt znovu označit. V situaci, která nastala
během testování by pak při přechodu z tmavého pódia na světlé pódium operátor
vypomohl v momentě přechodu mezi pozadími. Tato schopnost učení se a ukládání
modelu naznačuje, že algoritmus TLD by mohl být velmi efektivní pro divadelní
využití, kde probíhá opakované zkoušení před samotným představením.
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7 ZÁVĚR
Cílem diplomové práce bylo vypracování postupu řešení problému sledování postavy
světlem a zprovoznění programu. S ohledem na maximální uživatelskou jednodu-
chost byl navržen systém, který zahrnuje kameru umístěnou přímo na světle. Obraz
je zpracován pomocí PC a přes převodník na DMX odeslán do světla. Byl zprovozněn
sběr dat z kamery, ovládání světla a vypracován stavový koncept programu. Byly
vytvořeny potřebné ovladače v jazyce C++ pro komunikaci s rozhraním převodníku
DMX.
Samotná aplikace pro zpracování byla pojata jako modulární koncept a každý
blok popsán v praktické části. Aplikace je funkční pro operační systém Windows a
využívá knihoven OpenCV 3.1, OpenTLD, easylogging++ a jiných veřejně dostup-
ných funkčních bloků. Kromě přejatých implementací trackeru a UDP streamingu
bylo realizováno mnoho funkcí, které nezbytně pomáhají funkci programu. Mezi tyto
funkce patří, inicializační detekce, předzpracování obrazu, nalezení parametrů pa-
prsků, koncept získávání snímků a vyhodnocení statistiky sledování. Byla vytvořena
koncepce programu na bázi nekonečné smyčky a program doplněn možností logování
jak textových tak obrazových logů. Zvolenou metodou sledovaní je TLD, která je
popsána v teoretické části.
Testování sledování ukázalo, že algoritmus TLD je vhodný pro danou aplikaci,
velmi důležité je však správné označení objektu pomocí detektoru rozebírané v kapi-
tole 6. Velmi kritické bývají první sekundy po začátku sledování, kdy se tracker učí
různé vzhledy sledovaného objektu. Stále však nevýhodou zůstává ztráta barevné
informace. Pro kvalitní sledování je potřeba tracker naučit všechny možné vzhledy
objektu s odpovídajícím pozadím. Testování detektoru ukázalo, že detektor na prin-
cipu rozdílu snímků je dobře použitelný pro případ jedné osoby.
Velmi výhodné se ukázalo použití funkce pro plynulý dojez při ztrátě, která při
nastaveném čase 2 sekund pomáhá obnovit sledování. Testování možná trochu pozdě
ukázalo potřebu vyvíjet algoritmy a ihned je testovat v podmínkách reálné aplikace.
Algoritmy pro nalezení parametrů paprsku si při výsledném testování nedokázaly
poradit se silným pohlcením světla divadelní oponou. Navržená metoda zpracování
obrazu také nedosahuje velkého zlepšení pro velmi kontrastní scény a je proto navr-
žen koncept dvojí expozice.
Během praktické části jsou navrhovány postupy ke zlepšení a dalšímu vývoji.
Mezi nejzajímavější patří možnost vytvořit aplikaci pro vzdálené ovládání a moni-
52
torování programu pomocí mobilního zařízení, nahrazení kamery za pevné ohnisko,
dvojí expozice a přechod na systém Linux. Linux umožní nejen testování na hard-
ware, který je vhodný pro embedded aplikace, ale také průhlednější přístup ke ka-
meře a mnoho dalších knihoven například ke streamingu obrazu. První testy také
ukazují dvojnásobné zvýšení výkonu.
Největší přínos této práce je ve vytvoření platformy, která umožňuje jak testovaní
dalších algoritmů, tak vylepšování funkcionality, vedoucí k vytvoření plně použitelné
aplikaci, která bude moct pomáhat osvětlovačům nejen v divadlech.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
DPI Dots per inch - bodů na palec
RGB Red, Green, Blue - barevný model
CMYK Cyan, Magenta, Yellow, Key - barevný model
HSV Hue, Saturation, Value - barevný model
YUV Barevný model
TLD Tracking Learning Detection algoritmus pro sledování neznámého
objektu
DMX Digital multiplex - protokol pro digitální přenos informací
EIA485 Standart pro sériovou komunikaci
TTL Tranzistorově-tranzistorová logika
MAX485 převodník mezi TTL a DMX
lx Jednotka intenzity osvětlení
Gobo Kovový kruh se vzorem
RDM Remote Device Management - obousměrná komunikace pomocí DMX
ArNet Řídící protokol využívající TCP/IP
MA Net Řídící protokol Ąrmy MA Lighting
USB Universal Serial Bus - univerzální sériová sběrnice
PC Osobní počítač
FT242RL převodník USB na UART
MCU Mikrokontrolér
C++ Programovací jazyk
OpenCV Open-souce knihovna počítačové vize
ELP Výrobce digitálních kamer
API Application Programming Interface - rozhraní pro programování
aplikací
56
UVC USB video class - třída popisující zařízení streamující video
Ñ Polovina zorného úhlu kamery
UDP User Datagram Protocol - internetový protokol
JPEG Ztrátová kompresní metoda
MJPEG Motion JPEG - video stream využívající JPEG kódování
HDR Vysoký dynamický rozsah
FPS Snímků za sekundu
HW Hardware
CMT Consensus-based Matching and Tracking of Keypoints for Object
Tracking
57
