Abstract
Introduction
Study on decision tree is a major study part in artificial intelligence. Decision tree has been applied on many areas, such as case-based reasoning systems [1] and data mining tools utilizing decision tree learning algorithms [2] . In the past, the performance of decision tree learning algorithm was mainly evaluated by accuracy. But with research development, researchers have found that accuracy in some practical problems is not a proper metric to evaluate the performance of decision tree algorithms. In some practical problems, people's attention is not focused on accuracy but whether the classifier can classify certain classes well. And this kind of problem is very common in real life, such as medical diagnosis, fraud detection, and business decision making.
In this situation, many decision tree learning algorithms are introduced to reduce the cost of misclassification. The methods can be divided into two parts: greedy and nongreedy. For greedy approaches, the aims is to induce a single tree, such as C4.5 Costsensitive algorithm (C4.5CS) [3] , [4] , Cost-sensitive C4.5 algorithm (CS-C4.5) [5] , Layered Decision Tree algorithm (LDT) [6] . To induce single trees considering costsensitive, one major way is like Cost-sensitive Iterative Dichotomiser algorithm (CS-ID3) [7] which adapts entropy-based selection methods to include costs, the other way is like AUCSplit [8] which is a post construction method using costs after a tree is constructed. As for non-greedy approaches with multiple trees. In this category, there are several ways to generate multiple trees. For example, some algorithms like MetaCost [9] , provide wrappers around existing accuracy-based methods. Genetic algorithm applied on decision tree is a break point [10] , such as ICET [11] and FCT MC [12] , which leads researchers to develop more novel algorithms. Additionally, a large number of algorithms [13] , [14] , [15] apply boosting and bagging to decision trees, and in recent years, stochastic approaches [16] , [17] are used in decision tree.
There is a problem in these approaches that they all based on axis-parallel splits. But the axis-parallel splits may result in greater costs in cost-sensitive data sets. An example described in [18] is introduced here to illustrate this point. Considering the hypothetical situation depicted in Figure 1 (a), which shows some training examples for a twodimensional classification problem, where a "+" marks a positive instance and a "-" marks a negative instance. Without any costs involved, an elliptical region, as shown in Figure 1(b) , is an obvious way to separate the classes. If the cost of misclassifying a positive case as negative (false negative) increases, the ellipse should grow towards the negative examples intuitively, thereby reducing the expected cost of misclassifying. As for most current decision tree learning algorithms, a key characteristic of them is that they utilize axis-parallel splits. Hence, if current decision tree algorithms are applied to this problem, the result is shown in Figure 2 (a) about how axis-parallel splits can separate the two classes. Figure 2 If the first split moves left and the other splits are not been constructed, the number of false negative does not change while the number of false positive increases. The misclassification cost increases, and hence a solution is not so obvious. Even if we do generate alternative axis-parallel trees, the places where these splits can occur is limited, because information gain only changes where there is a change of class. Further, as emphasized by Domingos [9] , the task of cost-sensitive learning is to find an optimal frontier.
In this illustrative example, the optimal frontier is not axis-parallel and non-linear splits offer a wider range of frontiers that may obtain lower costs. In [18] , the research introduces a novel discriminant analysis based on the notation and presentation by Johnson and Wichern [19] to make non-linear splitting points in binary classification. In this paper, we extend Cost-sensitive Non-linear decision tree algorithm (CSNL) in [18] into multi-class classification, since the classification for multi-class is equally important to binary classification in the real world. And few studies are about multi-class classification problems [15] , [20] .
Cost-sensitive Nonlinear Decision Tree Algorithm
MNCS_DT is based on CSNL algorithm [18] . MNCS_DT extends the binary classification problem in CSNL into multi-classification problem and improve its costsensitive discriminant analysis. In this part, CSNL is introduced in details.
CSNL is introduced to obtain the kind of nonlinear splits depicted in Figure 1 (b). The method that CSNL uses is to take advantage of discriminant analysis as a basis of cost sensitive decision tree learning algorithm. For a binary class problem, given the notation that: denotes the cost of misclassifying an example into class when it is actually in class ; denotes the probability of classifying an example in class given it is in class ; and denotes the probability of an example in class , then discriminant analysis aims to find a split that minimizes , the expected cost of misclassification [24] . The definition of is as (1) (1) To understand how it tries to achieve this aim, suppose we have a split that divides the population into two mutually exclusive sets: S 1 consisting of points that are classified into class 1 and S 2 consisting of points that are classified into class 2. If f 1 (x) and f 2 (x) are the probability density functions for class 1 and 2 respectively, then this split results in the following conditional probabilities: ∫ and ∫ (2) Substituting these back into (1) gives: Using properties of integrals, we can rewrite this to:
∫ ∫ (4) By definition, the integral of a probability density function over its population is one and hence the first term is a constant. Thus, minimizing ECM is equivalent to minimizing the second integral. Given that C i,j , f i (x) and the p i are nonnegative, the second integral, and hence ECM, can be minimized if S 1 includes those points that satisfy the following:
Rewriting this, we obtain the following condition that defines a split that is optimal with respect to ECM: (6) Discriminant analysis assumes that for a class i, the fi(x) are multivariate normal densities defined by:
Where μi is the mean vector, is the covariance, matrix, is inverse, and n is the population size.
Substituting this definition of into (2), taking natural logs, and simplifying leads to the following nonlinear frontier that optimizes :
Where x is a vector representing the example to be classified; are the mean vector for the two classes; are the covariance matrices for the classes; are the inverse of the covariance matrices; and is defined by:
( )
There is a problem in this method. This method is based on the multivariate normal assumption, but this assumption may not always valid. The solution in [18] is to select the two most informative attributes with highest information gain if axis-parallel splits are used. And if the inverses of the matrices do not exist, in which case the method in [18] is to use axis-parallel splits that are normally used but selected on the basis of cost minimization.
In this paper, we utilize altered information gain ratio incorporating costs and missing ratio which is introduced in detail in next section to select informative attributes whose altered information gain ratios are higher than average one.
MNCS_DT

Altered Information Gain Ratio
The altered information gain ratio is defined in (10):
(10) Where is information gain ratio used in CS4.5CS [4] , is massing value ratio.
We introduce first. The definition of of feature A in data set is defined in (11) 
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(11) Where is information gain of attribute in data set defined in (12) , and is experiment entropy of dataset D defined in (13):
In (12), is calculated by (13) and is experiment entropy of dataset under attribute defined in (14) :
is the altered probability of instances in class defined in (15):
are the number of instances in class and class respectively, and are the weight of class and class respectively defined in (16):
Where is the number of instances and is the number of instances in class , and is the misclassification cost of class defined in (17):
Where is the cost of misclassifying an instance in class j into class i. In (14) , is the probability of the instance with value of attribute classifying into the class. is defined in (18):
is weight of class calculated by (16) , is the number of instances with the value of attribute classifying into the class. The denominator is the sum of the number of instances in each class with the value of attribute Secondly, we introduce missing value ratio of each feature as follows:
(19) Where the numerator is the number of instances with missing values of feature and the denominator is the number of instances.
Non-linear Discriminant Analysis
. Suppose there are n classes.
for any two classes is defined as follow, which means EMC of the instances in class i misclassified into class j and the instances in class j misclassified in to class i. (20) Similarly to (2), (15) can be replaced by
The sum of all is the total EMC. Our aim is to minimize total EMC.
, f i (x) and the are nonnegative, the second integral, and hence ECM, can be minimized if each S i includes those points that satisfy the following:
There are n(n-1)/2 inequality like (24) . The method we use to get a split point from n(n-1)/2 inequality (24) is to choose the splitting point with biggest Discriminant analysis assumes that for a class i, the fi(x) are multivariate normal densities defined by:
(25) Where is the mean vector, is the covariance matrix, is its inverse and n is the population size.
Substituting this definition of f i (x) into Equation (25), taking natural logs, and simplifying leads to the following nonlinear frontier that optimizes ECM:
(26) Where x is a vector representing the example to be classified; μ 1 , μ 2 are the mean vectors for the two classes; , are the covariance matrices for the classes , are the inverses of the covariance matrices; and k is defined by: ( ) (27) This method has the same problem as CSNL that multivariate normal assumption is not always valid. To solve this problem, the features with higher altered information gain ratio than average one are chosen. The problem of this solution is that the features chosen may not follow multivariate normal distribution. In this case, the discriminant analysis introduced in this paper cannot be used and the decision tree built is by altered information gain ratio. Hence, in the experiment part, we will compare the performance of MNCS_DT with three feature sets. The first feature set contain all features. The second feature set is features whose altered information gain ratios are higher than average one. And the third feature set is features combined the second feature set and the feature that follow multivariate normal distribution.
The MNCS_DT algorithm is summarized in Figure 4 
Figure 3. MNCS_DT Algorithm
In preprocessing part, if there are missing values in the instance, the Euclidean distance is calculated between this instance and other instances in the same class, and choose the instance with smallest Euclidean distance between this instance and the chosen instance. The missing values in the instance are filled by the values in the chosen instance. We do not have pruning process, because we avoid overfitting problem by choosing the subset of features. The feature set A is chosen by the value of altered information gain ratio. If the feature's altered information gain ratio is higher than the average one, it is selected into A. In experiment 4.3, we also add features that follow multivariate normal distribution into A.
Experience
Data Sets Description
Data sets used in the experiment are from UCI. In 4.2, we selected four data sets to measure the performance of MNCS_DT classifier compared with 4.5C CS [4] . The four data sets are shown in table 1. In MNCS_DT, we select features whose altered information gain ratios are higher than average one. But the features selected by this rule may not follow the multivariate normal distribution. In 4.3, three sets of experiments are conducted. The first is conducted with all features. The second is conducted with features whose altered information gain ratios are higher than average one. The third is conducted with features combined the features in the second experiment and the features that follow multivariate normal distribution. Eight data sets are selected in 4.3. The data sets description is shown in table 2.
Performance of MNCS_DT Compared with C4.5CS
Our method and C4.5 CS [4] use the same discriminant analysis. Axis-parallel splits are obtained in C4.5 CS by the discriminant analysis. While the discriminant analysis in MNCS_DT is used to select features and non-linear splits are obtained by novel discriminant analysis shown in (26). Which performance is better is shown in table 3. The features that we use in this experiment combine the features whose altered information gain ratios are higher than average one and the features that follows multivariate normal distribution. From table 3, in term of both misclassification cost and the total number of errors, the performance of MNCS_DT is better than C4.5 CS.
Performance of MNCS_DT with Different Feature Sets
In section 3, because the multivariate normal distribution assumption is not always valid, we select features whose altered information gain ratios are higher than average one. In experiment, we find that all features we selected may not follow multivariate normal distribution. In this case, we only get axis-parallel split points by altered information gain ratio. So in this part, we test the performance of three kinds of feature sets. The first is all features. The second is the set of features whose altered information gain ratios are higher than average one. And the third is the set of features combining the features in second set and the features that follow multivariate normal distribution.
The performance of each feature set is shown in table 4. From Table 4 , we can see that in data sets Movement, Arrhythmia, and LetterRecognition, the performance of features that follow multivariate normal distribution is better than other two feature sets. And in term of training time, the training time is much shorter than the training time with all features. As for data set glass and wine, the reason that the performance of features followed multivariate normal distribution is as same as features whose altered information gain ratios are higher than average one is that they do not or have few features that follow multivariate normal distribution. So this is a drawback of MNCS_DT. If the data set does not have or have few features that follow multivariate normal distribution, the performance cannot be better by using MNCS_DT. As for Tic-tac-toe and Balanced-Scale data set, there are thirteen features that follow multivariate normal distribution, the performance of the third feature set is better than the performance of the second feature set, but not as good as the first feature set with all features. The reason is that feature selection may loss some useful information for classification.
Conclusion
MNCS_DT algorithm is based on an assumption that non-linear split points can deal with cost-sensitive problems better than axis-parallel splits. And MNCS_DT algorithm extend the novel discriminant analysis for binary classification problems introduced by CSNL [18] to multi-class classification problems. The performance of MNCS_DT is good. Compared with C4.5 CS [4] , the performance of MNCS_DT is better. In most data sets, the performance of the feature set combined features whose altered information gain ratios are higher than average one and features that follow multivariate normal distribution is the best. The drawback of MNCS_DT is that the multivariate normal assumption is not always valid.
