Abstract. We give a space-time Galerkin finite element discretisation of the quasistatic compressible linear viscoelasticity problem as described by an elliptic partial differential equation with a fading memory Volterra integral. The numerical scheme consists of a continuous Galerkin approximation in space based on piecewise polynomials of degree
1. Introduction. The purpose of this paper is to derive a posteriori error estimates for space-time finite element approximations to the quasistatic hereditary linear viscoelasticity problem as described below. Spatial discretisation is effected using a standard Galerkin finite element method based on continuous piecewise polynomials of degree . We abbreviate the scheme to "cG( )". The time discretisation is carried out also by the (Galerkin) finite element method and we approximate in time with discontinuous piecewise polynomials of degree or !
, which we refer to as "dG( )". For " the fully discrete schemes are then abbreviated to "dG( )cG( )", for # . The dG( )cG( ) scheme generates a numerical algorithm which requires, for its implementation, relatively simple modifications to cG( ) linear elasticity software. The dG( )cG( ) scheme, on the other hand, leads to a $ & % ' $ block system at each time level and is less trivially inserted into existing software. For this reason it seems appropriate to also consider a cG( )cG( ) finite element approximation-we leave this for another time.
The companion paper to this is [42] where we give a priori error estimates for dG( )cG (1) . For detailed accounts of viscoelasticity theory we refer to the many standard texts, and in particular to [20] , [31] or [18] . Our motivation is the study of damping applications in engineering in which viscoelastic polymers play an important role, see [27, 28] and their references.
For a positive real number 6 where an a posteriori error estimate is given along with some sharpness bounds. We then finish with some concluding remarks in I 7 as well as an appendix: Appendix 7. Numerical results are not included since we are currently developing code for both the problem described below, and the dynamic problem that results when the inertia term is retained.
The "Johnson paradigm".
This "paradigm" is essentially a generalisation of the Aubin-Nitsche duality technique frequently employed in a priori error estimation. Borrowing heavily from [12] , it can be explained as follows.
Consider the problem: find This a posteriori error bound is computable and, moreover, because it explicitly contains the discretisation parameter, "
", it can be used as the basis of an adaptive algorithm wherein we seek S such that y 9 m a S y n p o t q r . This template, or algorithm, for a posteriori error analysis has been applied widely. See [12, 13] for an overview and for specific examples see Johnson and Hansbo, [30] , for linear elasticity, the series by Eriksson et al., [14, 15] . . . , for parabolic problems, Asadzadeh and Eriksson, [2] , for boundary integral equations, Estep and French, [16, 17] , for ordinary differential equations, Johnson, [29] , for the wave equation and Süli and Houston, [45] , for first order hyperbolic equations.
In each case except the last the strong stability estimate is available almost as a natural consequence of the underlying equation. Although the underlying problems are very different, we encounter exactly this difficulty with the viscoelasticity problem set out in the next section. We also estimate the (temporal) error in a weak norm-just as above-but take an alternative approach as well: differentiate the residual. In this case, with denoting the projection, the template is:
and is related to Estep and French's approach to cG approximations to ODEs, [17] . Lastly, let us also mention the, related, "Rannacher paradigm". The underlying functional-analytic framework to the templates above is sufficiently flexible to allow a moderate choice of norms to use for estimating the error but, in practice, it is not possible for the user to select "any" norm. Even if it were, in practical problems it is often some linear functional (or output) of the error that is of most interest to the user (e.g. moisture uptake, air drag). Rannacher's technique, see e.g. [37] , runs as follows.
To control
The right hand side is now computed by "solving" (in reality, approximating) the dual problem so that u a f u is known. (We can take u in this error represenation.) To close this section let us just mention that the idea of finite element methods in time is not new. In the 1970s the continuous Galerkin method was used for ODEs by Hulme in [23, 22] and this was followed up in the early 1980s with discontinuous approximation by Delfour, Hager and Trochu in [11] .
Applications to space-time problems, however, pre-date these. The earliest references seem to go back to the 1960s with Oden, [33] , and Fried, [19] (see also [33, 34, 35, 36] for other early references). In the 1970s Zienkiewicz considered the interpretation of classical schemes in the Galerkin framework in [48] , and Jamet, [25] , used the dGcG method to model a parabolic problem with a (known) timedependent boundary.
Also, Aziz and Monk have used cGcG for the heat equation in [4] with Aziz and Lui following with [3] for the forward-backward heat equation. Babuška and Janik in [5, 6] have considered the -version, in time, for the heat equation. The viscoelasticity problem we consider below can be thought of as a secondkind Volterra equation, # (see [39, 41, 44] ) we then expect the general result:
where:
S is a dG( ) approximation to
9
; is the residual; and,
1
is the time step function. (Note: is in general discontinuous and so the norm on the right is a broken norm.)
Apart from the references given above there are also other approaches to the finite element discretisation of Volterra equations. For example, Bedivan and Fix in [8] describe a cG( ) Galerkin approximation to a scalar problem and follow this in [7] with a least squares finite element method. Also, with a specific application to viscoelasticity problems Buch et al. formulate a parallel solver in [9, 24] . This work, as well as the Bedivan-Fix approach, presents global space-time, one-shot solvers, as opposed to time stepping schemes, and are, in this sense, suited to the "Rannacher paradigm" of adaptivity as discussed earlier in I 2 . For a brief survey of classical discretisations of Volterra equations we refer to [40] , and for numerical viscoelasticity based on internal variables we recommend [26, 28] .
Problem and background.
In the quasistatic theory of viscoelasticity one assumes that the inertia of the body is negligible, and then Newton's second law of motion with boundary conditions gives for each 
We recall that when . Assuming smooth functions we can differentiate both sides of (13) and integrate by parts in the Volterra integral (noting that the boundary terms vanish) to get,
This is of precisely the same form as (13) and so we can use the basic form of the estimate (with ) to obtain the estimate for 9
. Continuing in this way proves the result for all positive in the case of smooth functions. The theorem follows by a standard density argument.
In the general case the stability factor ¡ i s derived from Gronwall's inequality and is exponentially large in . However, for the viscoelasticity problem described above one can make more precise and physically reasonable assumptions on 
5
, via,
The point is that 8 and not 8 now appears on the left, and so an adaptive algorithm based on estimating the error in this norm will produce strong error control in that it monitors the error in Towards constructing a finite element approximation of (13) we first allow the test functions to be time dependent, and then integrate over
)
. This results in an alternative statement of the problem as: find 
for all
. Note that in (7), for example, we also use the symbol " " as an integer index; a similar clash of notation will also occur below where we use 1 to denote time steps. Since the contexts are so different no confusion should arise.
The structure behind the proof of the a posteriori error estimates as derived later is similar to that of "Nitsche's lift", in that one first defines a continuous dual problem in order to derive an error representation formula, and then uses the stability properties of this problem and approximation-error estimates to arrive at the error bound. We define the continuous dual backward problem to be: find
where (compare (21)- (23)):
for some
. (Note that due to the last of equation (8) LEMMA 3 (duality).
. To determine the data-stability properties of (24) we observe that it is no more than a forward problem in reversed time. Hence, with an appropriate change to the time variables, we conclude that if Theorem 2 holds in the context of the dual problem (24) r (27) We now describe the finite element approximation.
Finite element preliminaries.
The weak form, equation (21), is the starting point for the space-time finite element discretisation of the problem. To effect this we firstly discretise 
For space-time finite element approximation we also define, for ¤ or ¤ , the fully discrete finite element spaces: Next we need to make some additional assumptions concerning the regularity of the data and the approximation properties of the spatial discretisation. To ease the notation both below and later on (e.g. Lemma 8) we introduce broken norms, defined for each and estimates of the type assumed above are given. In terms of estimating the constants in interpolation-error estimates we refer also to [10, Exercise 3.1.2] and also to the methods used in [21, 30, 32] .
Later we will also use the following projections. Let 
We now move on to the finite element discretisation and a posteriori error analysis. Our interest here is to generate an a posteriori error estimate and our first step toward this is to derive an error representation formula in terms of the dual problem, (24) . For this we need some notation.
Define the space of "semidiscrete dual functions", In an adaptive scheme we want to retain the freedom to refine and de-refine the space mesh, as necessary, throughout the time stepping. This is problematic in terms of computing stress residuals since they consist of discrete-stress divergences on elements, and discrete-stress jumps over element edges (see Lemma 7 below). Since (7) implies that the discrete stress will contain contributions from all previous space meshes, these residual terms quickly become impractical to compute. Our remedy for this is as follows.
The discrete stress is found by inserting the approximate displacement, , into (7) or (equivalently) (9) to get, for 
for all piecewise continuous tensor-valued degree a 9 polynomials,
Note that this projection can be localised to each spatial element and is therefore cheap to compute. Note also that, in principle, no relationship whatsoever between temporally adjacent space meshes need be assumed but, in practice, some kind of parent-child element data structure will result in a significantly simpler implementation. (16), (10) and (11) in (13) , and then for the resulting sum. The term H introduced in Lemma 8 will appear in the a posteriori error estimate, and we note that it explicitly contains the meshwidth " ". This is due to the strong energy stability of the spatial derivatives (recall the discussion in I 2 ). The situation regarding the "temporal residual", ¡ , is not so straightforward, and before we consider this term we need to study the approximating properties of the discontinuous polynomials used in dG( ).
Discontinuous
-in-time projection. Our goal in this section is to define and analyse a discontinuous 
Equality in the above takes place in ¥ , and we note that with this definition the action of the map is effectively independent of
¥ .
Later we will take ¥ to be any of 
Bounds for

¡
. Using the piecewise projection from the previous subsection we can now give a preliminary bound on ¡ , as defined in Lemma 6. Note first that by using (9)-(11) in the definitions (22) and (23) . The drawback here is that a linear elasticity system has to be solved in order to compute the residual (and, hence, the error estimate), and so the approach is impractical. Instead, we explore the idea of "differentiating the residual" (compare (2)). 
)
, and so using the estimate above we have, 
The proof is completed by using each of (34) and (35) to obtain "I Note the degree of flexibility Theorem 18 affords: when the data are smooth full advantage can be taken to achieve error control in the strong -energy norm. On the other hand, even for non-differentiable data, error control is still possible but at the price of estimation in a weak-energy norm.
Of course, these comments must be predicated on upper bounds on the residuals which demonstrate that they are sharp in the sense that they are of the same order as the error itself. This is the subject of the next subsection.
6.5. Upper bounds on the residuals. Our results in this section concern the sharpness of the a posteriori error estimate given in Theorem 18. Our goal is to show that the terms on the right of this error estimate yield an optimal a priori error estimate and thus can be used as the basis of an efficient adaptive algorithm.
For brevity we make the simplifying assumption that % © , so we have a Dirichlet problem. Our method of proof (for the H term) and assumptions on the approximation properties of the finite element spaces follows closely that used by Eriksson and Johnson in [14] , and is given in the following Lemma. The proof, along with other technical assumptions, can be found in Appendix 7. For a different approach to estimating this type of explicit residual-based a posteriori error estimate see Verfürth [46] , and also Ainsworth and Oden [1] .
Below we consider only the dG( )cG( ) scheme. 
