Abstract We consider the problem of stability in a class of differential equations which are driven by a differential measure associated with inputs of locally bounded variation. After discussing some existing notions of solution for such systems, we derive Lyapunov-based conditions on the system's vector fields for asymptotic stability under a specific class of inputs. These conditions are based on the stability margin of the Lebesgue-integrable and the measure-driven components of the system. For more general inputs which do not necessarily lead to asymptotic stability, we then derive conditions such that the maximum norm of the resulting trajectory is bounded by some function of the total variation of the input, which generalizes the notion of integral input-to-state stability in measure-driven systems.
Introduction
In the theory of dynamical systems, a large class of nonlinear systems are modeled by the following ordinary differential equation (ODE): dx dt (t) = f (x(t)) + g(x(t))u(t)
where f, g : R n → R n are vector fields and u : [t 0 , ∞) → R denotes the input. If f (·) and g(·) are locally Lipschitz then there exists an interval over which system (1) admits a unique absolutely continuous solution x(·) for every locally essentially bounded Lebesgue-measurable function u(·), such that the resulting solution satisfies (1) almost everywhere (with respect to the Lebesgue measure) on the interval where the solution exists. Under further regularity assumptions, say f (·), g(·) satisfy a linear growth condition, the solution is defined for all times, in which case we say that f (·), g(·) are forward complete.
In this paper, we consider measure differential equations (MDEs) modeled as:
Just like (1) is driven by an input u(·), the dynamics of system (2) can be seen as driven by the "derivative" of u(·). However, to achieve generality and model discontinuous trajectories, we assume that u(·) is a right-continuous function with locally bounded variation (locally RCBV), so its generalized derivative, or the so-called differential measure, is represented by du (see Section 2 for terminology). If u(·) is absolutely continuous, then the derivative of u(·) is a locally essentially bounded Lebesgue-measurable function. In that case, we take du =u dt, whereu(·) represents the classical derivative, and system (2) is equivalent to (1) with u(·) replaced byu(·).
Literature Overview
The study of dynamical systems driven by measure first appeared in the context of optimal control problems where the constraint on the control input is that its integral remains bounded without any bounds on the supremum norm [34, 36, 46] . Such optimization problems do not possess a solution when searching for the control input in the class of Lebesgue-measurable functions, and hence the motivation to use measures as control input arises; we discuss such an example in Section 1.3. A practical example of such optimal control problem includes controlling the position of spacecraft with minimum fuel expenditure with no constraints on the thrust vector [31] . More recently, optimization problems over the space of measures have been treated in [26, 32, 37] for nonlinear systems. The work of [5] studies measure-driven control systems with some applications to mechanics. In [8] , and references therein, it is seen that the first order necessary conditions for the optimization of a quadratic cost problem subjected to systems with unilateral constraints result in differential equations with measures. Other than the optimization problems, control of mechanical systems in the presence of friction may necessitate the use of impulsive (or measure) control for stabilization [45] . The basic problem in studying the solution of MDE (2) comes due to the product g(·)du. When g(·) is a continuous function of time only, so that the discontinuities in u do not cause any discontinuity in g(·), then this product is well-defined. In that case, [36] generalized Caratheodory's concept of solution for systems of form (2) while studying such systems in the context of optimal control. When g(·) is a function of the state, then g(·) becomes discontinuous at the instant when x(·) is potentially discontinuous due to discontinuity in u(·). In that case, the product g(·) du is not well-defined and an appropriate notion of solution must be defined. Dating back to the work of Kurzweil [21] , one approximates the measure du(·) with a sequence of derivatives of continuously differentiable inputs and the limit of corresponding sequence of solutions is called a solution.
Continuing with this basic idea of defining the solution as a limit of sequences, Sussmann [41] studied such differential equations to develop solution concept for a class of stochastic differential equations using the theory of ordinary differential equations, but only considered singularly continuous inputs. Based on his work, [4, 6, 12] generalized the idea to consider discontinuous inputs, and in general, the functions of bounded variation. From stability point of view, the work of [11] talks about stabilization in terms of existence of an input function that makes some Lyapunov function decrease along the trajectories of the system (2) .
A class of systems closely related to system (2) is that of impulsive differential equations (called impulsive ODEs henceforth) which are described by ODEs and a sequence of discrete time instants at which the state is reset according to a predefined reset map. Stability of such systems has been widely studied in the literature, see for example the books [17, 22] that summarize the results on asymptotic stability. To avoid confusion, the notion of stability with respect to two measures considered in [22, 23] has a different meaning: in their work, measure refers to some function of the state (such as the Euclidean norm, or distance from a set) whose convergence is to be studied, whereas in our work the measure refers to the distributional derivative of a function with the bounded variation. The more recent papers [14, 19, 25] deal with inputto-state stability of impulsive ODEs. For the most part, the stability results for such systems give conditions on the vector field (for continuous dynamics), the jump maps (for discrete dynamics), and the frequency with which the impulses in the system appear.
Contribution
In our work, we will adopt the solution framework proposed in [41] and later developed in [4, 6, 12] . A brief account of this solution methodology is collected in Section 3 and is also used in deriving conditions for stability of the system, which is the main topic of this paper. Certain analysis techniques developed in this paper have been inspired from our recent work on stability of multivalued nonsmooth systems [42] , where we also use measure-theoretic notions for modeling state trajectories subjected to nonconvex constraints. The two notions of stability for MDEs considered in this article are:
-Asymptotic stability, where we study the problem of convergence of state trajectories to the origin. We propose sufficient conditions in terms of a Lyapunov function associated with the vector fields f (·) and g(·), and identify the class of inputs u(·) which results in asymptotic stability of the system. As a particular case of our results, we can recover some of the results on stability of switched systems, and a certain class of impulsive ODEs. In this regard, our modeling framework allows for (time-dependent) switching vector fields, and more than one kind of state reset map. -Input-to-state stability (ISS) with respect to variation: The other notion of stability considered in this paper presents a generalization of integral-ISS [3, 39] , which is a variant of the more classical notion of ISS with respect to essential supremum norm of the input, introduced in [38] . If u(·) is continuously differentiable (which means du =u dt), then system (2) is integral-ISS with respect tou(·) if
where β(·) is a class KL function, and γ(·) is a class K ∞ function (see Section 4 for definitions). Recalling that the integral norm ofu(·) is nothing but the total variation of the input u(·), the inequality (3) basically determines how the maximum norm of the state trajectories is related to the total variation of the input u(·). If we now allow the inputs to be functions of bounded variation, which are not necessarily continuously differentiable, so that du represents a measure, then our goal is to compute an estimate of the form (3) by replacing 1 the integral norm ofu(·) with the total variation of u(·). The difficulties in handling this larger class of inputs arise due to possibly discontinuous state trajectories, and the calculations involving differential measure associated with functions of bounded variation.
Results on asymptotic stability of MDEs have also appeared in [13, 24, 33] . However, the solution concept adopted in these works is different from ours, and in general, their solution is not continuous with respect to inputs and may not even be defined for certain inputs (see Example 1 for details). Because of which, the proposed stability conditions are different in our work. To the best of our knowledge, the notion of ISS with respect to variation for MDEs has not been considered in the literature.
On the other hand, the notion of asymptotic and input-to-state stability has been considered extensively for the class of impulsive ODEs, see for example [17, 19, 22] . In essence, the hypotheses used in the formulation of stability results in our work are different than what we encounter in the literature on impulsive ODEs. To compare the approach of this paper with existing results on stability of impulsive systems, our results do not require the explicit knowledge of the jump map, and they do not place any constraints on the frequency with which the state resets occur. We, however, put constraints on the variation of the input (whose distributional derivative drives the system dynamics) and this is not something we have so far observed in the current literature. The source of this difference is basically due to the modeling framework used in different approaches. Impulsive ODEs typically model piecewise absolutely continuous trajectories where the drift vector field, and the state reset map are fixed. The system description (2) has the advantage of modeling switching vector fields and (different) state reset maps (see Section 4.3 and 4.4); it doesn't rely on the knowledge of when the impulses occur to determine the stability of the system (which makes it robust with respect to perturbations in the impulsive times); it allows for accumulation of jumps in finite time (something which is never considered in impulsive ODEs); and lastly it can model noisy paths (such as Cantor function, or more generally singular continuous functions) which in general are treated using stochastic methods [41] .
Motivation
In order to provide the motivation for the class of systems given in (2) and the stability notions considered in this paper, let us introduce an example in the context of optimal control and mention certain practical systems that are driven by measure control.
1 It must be noted that for a measure du, the supremum norm cannot be defined and that is why the problem of ISS using essential supremum norm is not of interest for system (2) (also see Section 1.3.1 for an example). One may choose to call the proposed notion of stability as integral-ISS with respect to du, but in standard text books on functional analysis, integral norm of a measure du is more commonly represented by the total variation of u(·). Hence we choose to work with the more standard terminology of total variation, while keeping in mind that conceptually it represents the integral norm of the input driving the system dynamics.
Optimal Control Example
Consider a scalar system described by following differential equation:
For a given t 1 > 0, we want to find w(·) such that x(t 1 ) = x 1 ∈ R, and moreover the integral norm of w(·) is minimized. In other words, we consider the following optimal control problem:
By solving the system equation (4) |w(s)|ds > |x 1 − e −t1 x 0 |. For a generic set of points x 0 , x 1 ∈ R, which satisfy x 1 = e −t1 x 0 , it is not possible for any function w(·) to drive the state x(·) to the desired terminal point and to have an integral norm no greater than |x 1 − e −t1 x 0 |. In fact, this optimal control problem doesn't have a solution over the space of Lebesgue-measurable functions for generic x 1 and t 1 . However, if we relax the search space to include distributions, or measures, and let δ [0] denote the Dirac impulse concentrated at t = 0, then it is seen that the generalized function w * = (x 1 −x 0 e −t1 )·δ [t−t1] achieves the desired objective with minimum integral norm. Such examples provide the motivation of studying systems with distributional inputs.
To motivate the stability notions addressed in this paper, let us first consider a sequence of functions {w k } ∞ k=1 which approximates 2 w * in appropriate sense. For instance, we may take the sequence of piecewise constant functions:
for k ∈ N, and t ≥ 0. Let x k (·) and x * (·) denote the trajectories of (4) corresponding to the inputs w = w k (·), and w = w * , respectively. When a system is subjected to inputs which have very large L ∞ -norm, but relatively small L 1 -norm, then it is useful to compute the estimates on the growth of the state trajectories in terms of the L 1 -norm of the inputs. In this particular example, it is easily seen that, for large values of k ∈ N, while the L ∞ -norm of w k (·) doesn't provide any useful estimates for x k ∞ , the use of L 1 -norm gives the following inequality:
The sequence {w k } ∞ k=1 converges to w * in the distributional sense only, which means that
for every continuous function φ(·) supported over a compact domain. This notion of convergence is also called weak * -convergence.
which, using the semigroup property, leads to the following estimate:
Since the right-hand side is uniformly bounded for each k ∈ N, we can compute meaningful estimates of ||x k || ∞ this way. The sequence of functions x k (·) converges pointwise to x * (·) (but not uniformly), so these estimates are also useful for the actual trajectory (which results from the measure control). In general, we are interested in systems subjected to the distributional inputs (which are bounded in the integral sense only), and in order to characterize the growth of state trajectories for such systems, it would be cumbersome to work every time with a sequence of functions that approximate the measure control, and check that the resulting trajectories converge pointwise to the desired trajectory, in order for the estimates obtained from ODE approximations to be meaningful. For that reason, we want to obtain the norm estimates of the function x * (·) directly in terms of w * . Also, by using the triangle inequality |x k (t) − x * (t)| ≤ |x k (t)| + |x * (t)|, we can get an upper bound on how much the trajectories x k (·) (obtained by the approximations of the measure control) differ from the optimal trajectory x * (·), albeit conservative. In the approach adopted in this paper, we introduce a function u * (·), which for this example could be taken as:
with some constant C > 0. Then w * is the distributional derivative of u * (·), and we use the notation w * = du * to write system (4) in the form of system (2). One can now use the total variation of the function u * (·) to denote the integral norm of w * , which is in turn used to bound the maximum norm of x * (·). This way, we can also determine whether the jumps in state trajectories are related to the jumps in the inputs through a finite gain. The notion of stability considered in Section 5 is exactly aimed at answering such questions and provides the estimates on the L ∞ -norm of the state trajectories in terms of the total variation of the input function. It will turn out (see Theorem 2) that the system considered in this example is ISS with respect to the variation of the input u(·).
Practical Systems with Impulsive Control
From practical standpoint, such optimal control problems (which require measure controls) also arise in designing control algorithms that would derive a spacecraft from one point to another using the minimum amount of fuel with no constraints on the vehicle's thrust vector, see [31] for mathematical formulation and further details. It turns out that in order to compute the optimal solution using the variational equations associated with the optimal control problem, the problem reduces to finding a control with minimum variation that achieves the desired endpoint configuration. The solution to such problem exists only in the space of functions with bounded variation and the expression for optimal thrust vector involves the derivatives of such functions, so that the resulting system is of the form (2). Such mathematical formalisms for satellite control are still being studied [9, 10, 35] and provide a good motivation to study systems with measure controls.
In these examples, we have seen that the framework of MDEs is particularly useful when a very fast response is desired from the system. Among other utilities, there are models in advertising management [16] , population control in ecosystem [47, 48] , economics and quantum electronics [15] that use the formalism measure controls in their description. Our results on ISS with respect to variation could be used to study robustness with respect to small errors in such impulsive inputs. Another advantage of considering MDEs is that we can possibly model Zeno trajectories because u(·) as a function of bounded variation may exhibit infinitely many discontinuities in a finite interval. This also makes the simulation of Zeno trajectories possible as one no longer uses the classical event-based schemes to model discontinuities but rather a time-stepping algorithm is employed as demonstrated in [1] . Other than the discontinuities, singularly continuous inputs [41] (such as a random process with continuous sample path) may also be considered.
Preliminaries
We now recall some preliminary results related to functions of bounded variation which will be used later on. Consider an interval I ⊆ R, and a function u :
where the supremum is taken over all integers k, and all possible choices of the sequence {τ i } that form a partition of the interval I. The function u(·) is said to be of bounded variation (BV) on I if var u (I) < ∞. If it is right continuous with bounded variation we denote it as RCBV. The function u is called locally RCBV over I if it is everywhere right-continuous on I and var u (I c ) < ∞ for any compact interval I c ⊂ I. If u(·) is BV on I then it has at most a countable number of jump discontinuities in I. Moreover, it has right and left limits everywhere. The right and left limits of a function at t ∈ [t 0 , T ] are denoted as u(t + ) := lim s t u(s) and u(t − ) := lim s t f (s), respectively, and are well defined for BV functions. In this notation, right continuity of u(·) in t, means that u(t + ) = u(t). In general, BV functions can also have an accumulation of discontinuities in finite time. We call T l,∞ a left-accumulation point if there exists a strictly increasing sequence of time instants {t l,i } ∞ i=1 at which u(·) is discontinuous and lim i→∞ t l,i = T l,∞ . Similarly, a right-accumulation point T r,∞ is defined as the limit of a strictly decreasing sequence of time instants {t r,i } ∞ i=1 at which u(·) is discontinuous. We denote by L 1 (I, R n ; ν) and L loc 1 (I, R n ; ν) the space of integrable and locally integrable functions, respectively, from I to R n with respect to the measure ν. If the measure is not specified then the integration is with respect to the Lebesgue measure. Similarly, C 1 (R, R n ) denotes the set of continuously differentiable functions from R to R n .
System class
The class of systems studied in this paper is represented by:
where G(x) : R n → R n×m is a matrix whose j-th column is denoted by g j (x), j = 1, . . . , m, and the input u : [t 0 , ∞) → R m is assumed to be a rightcontinuous function with locally bounded variation. It will be assumed that the entries of the vector fields f (·), g 1 (·), . . . , g m (·) are continuously differentiable.
When dealing with systems of the form (5), if u(·) is discontinuous, then du contains a Dirac impulse, and x(·) is possibly discontinuous. In that case, a problem arises with the interpretation of the product G(x)du since the product of a discontinuous function and a Dirac impulse is not well-defined in general. How one interprets this product, basically determines the notion of solution also; see Section 3 for various notions of solutions adopted for system (5) in the literature. In our work, we consider x(·) to be the solution if it varies continuously with respect to the inputs.
Measure-theoretic notions
For a non-decreasing, right-continuous function v(·) : [t 0 , T ] → R m of bounded variation, we can associate a vector-valued Lebesgue-Stieltjes measure µ such that
If v(·) possess a discontinuity at some time instant t i ∈ (s, t], then we say that {t i } is an atom of the measure ν and ν({t i }) = v(t
. If each component of ν is denoted by ν j , j = 1, . . . , m, then the total variation of ν is given by |ν| := m j=1 ν j . It is well-known that every RCBV function u(·) could be written as a difference of two right-continuous non-decreasing functions, that is, there exist some functions u + (·) and u − (·) (both non-decreasing and positive-valued in each of its component) such that u = u + − u − . One can think of u + representing the increasing parts of u, and u − representing the decreasing parts of u. We can then associate the Lebesgue-Stieltjes measure with each of these functions and denote them by µ + and µ − , respectively. Thus, if µ denotes the Lebesgue-Stieltjes measure associated with an RCBV function (not necessarily nondecreasing) u(·), then µ = µ + − µ − . The total variation of this measure is denoted by |µ|, and is equal to |µ + | + |µ − |. We will use the notation |µ| [t0,t] to denote the total variation of the measure µ over the interval [t 0 , t] and it is seen that |µ|
The distributional derivative du (also called the differential measure [2, 28] ) introduced in (5) could be seen as a generalized notion of derivative and satisfies the following relation:
One may verify that, for absolutely continuous functions, if we let du =udt withu(·) a Lebesgue-measurable function denoting the classical derivative of u(·), then the above relation is obtained simply from the fundamental theorem of calculus. It is noted that the function u(·) is decreasing (or, non-decreasing) over an interval if du < 0 (resp., du ≤ 0) over that entire interval.
We also recall that the function u(·), being locally RCBV, has countably many discontinuities in the interval of its domain, and we let I denote a countable set that indexes the discontinuities of u(·). The measure µ associated with u(·) admits the following decomposition: µ = µ ac + µ sing + µ d , where µ ac is absolutely continuous with respect to Lebesgue measure, µ sing is associated with a singular function which is continuous everywhere and differentiable Lebesgue-almost everywhere with zero derivative (e.g., the Cantor function). We use the notation µ c := µ ac + µ sing to denote the continuous part of µ. The measure of the discontinuous part is given by µ d := i∈I µ({t i }), where µ({t i }) denotes the variation at time t i where u(·) has jump discontinuity. To clarify some notation later and better understand the definition of the measure µ, note that if u(·) is RCBV on an interval [s, t] with a single discontinuity
Solution Concepts
As stated in the introduction, the solution of system (5) is well-defined for an absolutely continuous input u(·). However, in this paper, it is assumed that the function u(·) is only locally RCBV in which case the term du denotes the differential measure associated with u(·). When G(·) is assumed to be a continuous function of time only, and not of state, there is no ambiguity in the interpretation of the solution. In that case, Carathédory's notion of solution for ordinary differential equation has been extended to arrive at similar conditions for existence and uniqueness of solution to system (5) in the class of locally RCBV functions, see [36] . However, with the vector field g(·) considered as a function of the state variable, the notion of solution is not so straight forward.
The following example illustrates some degree of difficulty in obtaining the solution to MDE (5).
Example 1 Consider the scalar system (5) with f (x) = 0, G(x) = x, and
, where c 1 > 0, and
, where δ [0] denotes the Dirac measure at time t = 0. It is clear that
then the equation {t1} dx = x(t − 1 ) {t1} du holds, meaning that we this solution corresponds to the MDE dx = g(x(t
. Another possible solution is obtained by approximating u(·) with a sequence {u k } ∞ k=1 of continuously differentiable functions. Then for each element of the sequence, the resulting solution is obtained by solvingẋ
. One then takes x(·) to be the limit of the sequence {x k } ∞ k=1 and let x(t) = x(t 0 )e u(t) to be the solution. In terms of the original system description in differential form, this last solution satisfies {t1} dx =x {t1} du, for somex ∈ [x(t 
and we note that {t1} dx = e c1 x 0 − x 0 , {t1} du = c 1 ,
]. This last argument indicates that at the points of discontinuity of x(·) at t i , we have dx du (t i ) = g(x), wherex is some point on the solution curve of the ODEż = (u(t
It is seen that the first two notions of solutions considered in the example are, in general, not continuous with respect to the inputs [18] . For the second case, it is clear that the solution is not defined with c 1 = 1. For the first case, if we had chosen f (x) = x, and c 1 = −1, then the resulting solutions would stay at the origin for t ≥ t 1 , but any perturbation in the value of c 1 would make the state grow arbitrarily large with time. However, the last solution obtained by approximating u(·) with continuously differentiable functions has some nice properties and we will develop results on stability with respect to such solutions.
In order to develop an appropriate notion of solution for system (5), we recall the work of [4, 12, 41] . Towards that end, let Φ G (s; z 0 , v) denote the Carathéodory solution of the ordinary differential equatioṅ
and to study the solutions to system (5), the Cauchy problem we consider is
It is seen that the solution of (6) coincides with the solutions of (5) whenever u(·) is continuous, since in that case u(t + ) = u(t − ) for all t, and h j (x, 0) = g j (x). Formally, the solution to system (5) is defined as follows:
n is called a solution of (5) if it satisfies the following:
To study the existence and uniqueness of the Cauchy problem with inputs of bounded variation (6), the basic idea is to introduce a graph completion of the input u(·) which is Lipschitz continuous. An auxiliary system is then introduced which is driven by this graph completion, and the solution of this system can be studied in the classical sense. Once the existence of solution is verified in the new coordinates, the solutions of the auxiliary system are mapped back into the original coordinates. Some details of this development are given in Appendix A, and for detailed proofs, we refer the reader to [12] .
It is natural to ask in what sense the solutions of (6) generalize the classical solutions of nonlinear ODEs. In particular, when the inputs are continuously differentiable, do we recover the absolutely continuous solutions which are continuous with respect to initial conditions, or inputs? The answer to this question appears in the following result: ([t 0 , t]) . Let x k (·), x(·) be locally RCBV functions obtained as solutions to (6) corresponding to u k (·), and u(·), respectively. Then
for each t ∈ [t 0 , T ], where u(·) is continuous.
As a consequence of this result, it is seen that if u k (·) is a sequence of continuously differentiable inputs converging to a locally RCBV function u(·), so that the solution of (5) and (6) with inputs u k (·) could be interpreted in classical sense, then the solution x(·) corresponding to u(·) that we consider is the limit of the solutions x k (·) obtained from differentiable inputs u k (·).
To close this section, let us now specify how the solution of the MDEs behave at discontinuities of u(·). From the system description in (6), the solution x(·) at the discontinuities is characterized as follows:
Proposition 2 (Jump Characterization) At the atoms {t i } of µ, we have
To see how we arrive at the formula for x(t + i ), it follows from the definition of the functions h j (·, ·) that
If u(·) is discontinuous at t i , then (6) is interpreted as follows:
and from the above calculations it follows that
. One can also verify that the solution notion proposed in Example 1 is indeed consistent with the result given in Proposition 2.
Remark 1 There are several other results in the literature on continuity of solutions similar to Proposition 1 under various hypotheses on the control vector fields. The basic objective is to study the solution of (5) as the limit of solutions obtained from differentially regular inputs. In case, the control vector fields are commutative [6] , or they form a solvable Lie algebra [7] , one obtains this continuity of solutions with respect to regular controls without imposing any bounds on the total variation as done in Proposition 1. The bound on the total variation guarantees that we have convergence in the sense of graph completions, which in turn guarantees that the corresponding classical solutions converge (see Appendix A for details on solutions obtained from graph completions).
Asymptotic Stability
We now study the stability properties of system (5) with respect to the origin. Two variants of the stability notions will be considered. The first one relates to the attractivity of the state trajectories towards the origin for a specific class of inputs and is studied in Section 4.1. Then, in Section 5, we derive weaker conditions to establish the boundedness of the state trajectories in terms of the total variation of the input.
Before stating the main result, we recall some standard definitions: A function α : [0, ∞) → [0, ∞) belongs to class K if it is continuous, strictly increasing, and α(0) = 0. If, in addition, α(·) is unbounded then α(·) belongs to class
is strictly decreasing for each r ≥ 0 and β(r, t) → 0 as t → ∞.
Sufficient Condition
In this section, the following notion of stability is considered.
Definition 2
We call the system (5) uniformly asymptotically stable over a set of inputs U if there exists a class KL function β(·, ·) such that every state trajectory x(·) resulting from the input u ∈ U as a solution of (5) satisfies |x(t)| ≤ β(|x(t 0 )|, t − t 0 ).
We now state our first main result.
Theorem 1 (Asymptotic Stability) Assume that there exist a continuously differentiable function V : R n → R + , some class K ∞ functions α 1 (·), α 2 (·), and some constants a, b,b ∈ R such that the following holds for each x ∈ R n :
For some c ∈ R and θ ∈ K ∞ , let U c,θ denote the class of inputs satisfying:
for every t ≥ t 0 , t 0 ∈ R. Then, system (5) is uniformly asymptotically stable over U c,θ .
Proof Based on the solution framework discussed in Section 3, and Theorem 3 in Appendix A, there exists a maximal interval [t 0 , T max ) on which the solution x(·) exists and is locally RCBV. Consider the candidate Lyapunov function V (·) satisfying the hypotheses in the statement of the theorem. Since V (·) is continuously differentiable, the composition function W : [t 0 , T max ) → R + defined as t → V (x(t)) is also locally RCBV [29, Theorem 3] . We are interested in studying the evolution of the state trajectories over the interval of form [T L , T R ) ⊂ [t 0 , T max ), and want to derive an expression which relates the value of x(·) at right-end point of the interval T R with its value at left-endpoint T L . Case 1: There is no accumulation point of the jump times of u(·) during the interval [T L , T R ).
Consider a subinterval (t
, where t i < t k are chosen such that u(·) is continuous over (t i , t k ). This implies that x(·) is also continuous on (t i , t k ) and the differential measure of W (·) is given by
Writing u = u + − u − and using (7b), (7c) along with du + j ≥ 0 and du − j ≥ 0 for each j = 1, . . . , m, we get ((t i , t) 
Thus, W c,i (·) is non-increasing on the interval (t
If {t i }, i ∈ I, is an atom of the measure µ, then from Proposition 2, x(t
, where z i (·) satisfies the following ODE:
Under the given hypothesis, it follows thaṫ
Using the comparison lemma for ODEs [20, Lemma 3.4] , and recalling that µ({t i }) = u(t
It is noted that W (t
Combining (9) with (11), and using the countable additivity of the measure µ(·), we have for each t ∈ [T L , T R )
Case 2: There is one left accumulation point T l,∞ of the jump times of u(·) during the interval (T L , T R ). There exists an increasing sequence T L < T l,1 < T l,2 < · · · contained in (T L , T R ) that converges to T l,∞ , and where u is discontinuous. We can thus write
For N > M , letting S M,N denote the partial sum of N − M terms, we get
where the inequality was obtained by using (9) and (11) 
Case 3: There is a right accumulation point T r,∞ of the jump times of u(·) during the interval [T L , T R ). In this case, there exists a decreasing sequence T R > T r,1 > T r,2 > · · · contained in (T L , T R ) that converges to T r,∞ , and where u is discontinuous. Since T r,∞ < T r,1 , we are interested in deriving an upper bound on W (T − r,1 ) in terms of W (T r,∞ ). We can follow the same procedure as in Case 2 but the care must be taken in handling arguments for going "backwards in time." We start by writing
and the difference of partial sums of the series appearing on the right-hand side satisfies:
Once again it follows that S M,N converges to zero as M, N get large, and hence W (T r,∞ ) is well-defined and finite. We can now write Combining the three cases, it thus follows that for each t ∈ [t 0 , T max )
where we used (8) to obtain the last inequality. Using (7a) and letting β(r, t) := α −1
1 (e c α 2 (r))e −θ(t) be the class KL function, we obtain
for t ∈ [t 0 , T max ). It is also noted from (15) that x(t) is contained in a compact set for each t ∈ [t 0 , T max ), and hence can be extended beyond T max . Using Theorem 3 in Appendix A, and the arguments employed in proof of Proposition 3.6 of Appendix C in [40] , we can take T max = ∞ so that the bound (15) holds for each t ≥ t 0 .
Remark 2 Roughly speaking, the solution of system (5) could be seen as flows along the vector fields f (·) and g j (·). Condition (8) in Theorem 1 basically assigns the weight on how long each of these vector fields should be active for the system to be asymptotically stable. For that, neither f (·), nor any of the control vector fields g j (·) need to be stable in the classical sense. However, appropriate choice of u(·) may render the system asymptotically stable depending on the signs of the scalars a, b j ,b j appearing in (8) .
Example 2 Consider a bilinear system with single input
with the matrix A assumed to be Hurwitz. There exists a symmetric positive definite matrix P > 0 such that A P + P A = −aP for some a > 0. With V = x P x, this gives ∇V (x), Ax ≤ −aV (x) for all x ∈ R n . Moreover, we
λmin(P ) , wherẽ B = P B + B P , and λ max (·), λ min (·) denote the maximum and minimum eigenvalues of a matrix, respectively. If λ min (B) > 0 and U ed comprises of inputs that are eventually non-increasing 4 then system (16) is asymptotically stable over U ed because, for each u(·) ∈ U ed , the term µ + ([t 0 , t]) becomes constant after some large t so that (8) is satisfied for some c > 0 and θ ∈ K ∞ . Similarly, if λ max (B) < 0 and U ei comprises of inputs that are eventually non-decreasing then system (16) is asymptotically stable over U ei because µ − ([t 0 , t]) becomes constant after some t large enough, for each u(·) ∈ U ei .
As corollaries to Theorem 1, we now discuss several special cases which illustrate the utility of the stability condition (8) and how it compares to some of the existing results in the literature.
Inputs with bounded variation
We now address a special case of Theorem 1 for a specific class of inputs. Let U M denote the class of inputs for which |µ| [t0,∞) ≤ M , that is, the total variation of the inputs is bounded by some constant M > 0. For the case when a < 0, the following corollary shows that U M ⊂ U c,θ for some c > 0, and θ ∈ K ∞ .
Corollary 1 (Inputs with bounded variation) Suppose that the hypotheses of Theorem 1 hold with a < 0 in (7b). Then, system (5) is uniformly asymptotically stable over U M .
Proof To prove the desired result, we derive the constant c and function θ in (8) . Letting b := max{b i , −b i }, we note that
Since the total variation is non-decreasing with t and is bounded by M for all t ≥ t 0 , we can choose c := bM and θ(r) := −ar to see that the inequality (8) indeed holds.
For the case a > 0, it is seen that (8) would not hold for u ∈ U M because the contribution of the input u(·) on the left-hand side is bounded by a constant as shown in (17) whereas the term a(t − t 0 ) grows unbounded; and hence the sum cannot be bounded by a decreasing function of time.
Switched systems
Consider an autonomous switched nonlinear system:
where σ(t) ∈ {1, . . . , m} is a right-continuous piecewise-constant switching signal that determines the active vector field g σ(t) (x(t)) at any given time instant. It is possible to write system (18) in the form of (5). For that, introduce the functions χ j (·), j = 1, . . . , m, as follows:
and let u j (t) = t t0 χ j (s)ds. For such an input, µ({t}) = 0 for all t ∈ [t 0 , ∞) and one may set u − (t) ≡ 0. Then system (18) could be equivalently written asẋ
where du j = χ j (·), j = 1, . . . , m. It is entirely possible that the flow of the state trajectories decays along certain vector fields (called stable), while it grows along the other vector fields (called unstable). Intuitively speaking, if there is a certain bound on how long the unstable vector fields are active, then all the state trajectories should still converge to the origin in the long run. Such results with constraints on activation rate of unstable vector fields have appeared in [30] . We show that such rate constraints on the switching signal lead to condition (8) and could be stated as a corollary of Theorem 1. Towards that end, let us split the set {1, . . . , m} into a disjoint union of two sets Σ s and Σ us , such that g j (·), j ∈ Σ s , are the stable vector fields and Σ us indexes the unstable vector fields. The activation time of unstable vector fields over an interval I is denoted by µ us (I) := j∈Σus µ j (I), and that of stable vector fields is denoted by µ s (I) := j∈Σs µ j (I).
Corollary 2 Suppose there exists a continuously differentiable function V (·) that satisfies (7a), and in addition there exist some constants b s , b us > 0 such that
If there exist some finite r, T > 0 such that the switching signal σ(·) satisfies
for some constant 0 <θ < b s , then the system (18) is globally asymptotically stable.
Proof For any t ≥ t 0 , we can write t = t 0 +s+
Thus, the condition (8) holds with c = (b us + b s )rT and θ ∈ K ∞ defined as θ(s) :=θT s T . Invoking Theorem 1, it follows that system (19) , and hence (18) , is globally asymptotically stable.
Impulsive systems
If each component of the input u(·) in (5) is a piecewise-constant function, then the measure µ is purely atomic and induces jumps in the state trajectories as well. In that case, (5) could be seen as an impulsive system where the continuous flow of the trajectories is obtained by integration of the vector field f (·) and the discrete component is characterized through Proposition 2. In particular, the step inputs lead to the following equivalent description of system (5):ẋ (t) = f (x(t)) (21a)
where the set {t i } i∈I denotes the atoms of the measure µ. When studying stability of impulsive systems, conditions are derived on the vector field f (·) and the jump map ψ(·) (see (25) ) which guarantee stability. Theorem 1 presents a sufficient condition where neither the continuous dynamics, nor the discrete dynamics, are required to be stable. However, some existing results on stability of impulsive systems in terms of conditions on impulsetime sequence could be derived as a particular case of Theorem 1. Towards that end, let U step denote the class of piecewise constant non-decreasing inputs and for each u ∈ U step , assume that there is a uniform upper and lower bound on the size of jump in each component of u(·), that is, 0 ≤ µ ≤ µ j ({t i }) ≤ µ < ∞, for j = 1, . . . , m and i ∈ I. Let N (t, s) denote the number of discontinuities of u(·) over the interval (t, s). If the length of the interval between two consecutive discontinuities of u ∈ U step is at least τ a > 0 on the average, then
where N 0 ≥ 1 is some chattering bound and τ a denotes the average dwelltime between the two atoms of µ. We denote by U avg the class of piecewise constant inputs for which N (t, s) satisfies the bound (22) . Similarly, one can define U r-avg to be the class of piecewise constant inputs for which N (t, s) satisfies the following reverse average dwell-time condition:
We arrive at the following corollary, which is essentially in the same spirit as [19, Theorem 1] , and also resembles the stability conditions formulated in terms of a comparison system [22] .
Corollary 3 Consider system (5) and suppose there exist a continuously differentiable function V (·) that satisfies (7a), (7b), and constants b j ∈ R such that for each
Assume that µ j ({t i }) ≥ 0 for each t i ∈ [t 0 , ∞), j = 1, . . . , m, and each u ∈ U step . If there exist c > 0, and a function θ ∈ K ∞ that satisfy
then system (5) is asymptotically stable over U step . In particular,
1. if a < 0, b us := max j∈{1,...,m} b j ≥ 0, and τ a satisfies:
for some 0 < θ < |a|, then system (5) is asymptotically stable over U avg . 2. if a ≥ 0, b s := max j∈{1,...,m} b j < 0, and τ r satisfies:
for some θ > 0, then system (5) is asymptotically stable over U r-avg .
Proof Equation (24) is equivalent to (8) for step inputs when u(·) is nondecreasing at jumps. To prove statements 1 and 2, we note that
For the first statement with a < 0 and b us ≥ 0, using (22), we have
which is a particular of (24) with c = b us mµN 0 and θ ∈ K ∞ defined as θ(s) := θs.
For the second statement with a ≥ 0 and b s < 0, (23) leads to
which is again a particular case of (24) with c = −b s mµN 0 > 0 and θ ∈ K ∞ defined as θ(s) := θs.
Remark 3
In the light of Proposition 2, discontinuities in the state trajectories of MDEs are basically defined as the solutions of certain differential equations. That is why, without requiring the explicit knowledge of the jump map, we can directly formulate stability conditions in terms of the vector fields whose flow determine the value of state after the jump. This is in contrast to the impulsive ODEs [17, 22, 23] , which in general are modeled as:
The equation (25b) is more general than (21b) because not every function ψ(·) satisfies the property of the flow of a vector field. The stability conditions for such impulsive systems are basically obtained by mapping the trajectories of (25) to a scalar system, and then studying the stability properties of that comparison system, which typically require the explicit knowledge of the jump map and depend on how frequently the state resets occur. While in impulsive ODEs, the state reset map is usually fixed, the formalism of MDEs and our stability results can allow for multiple jump maps (just by adding control vector fields with appropriate inputs), and can also incorporate switched dynamics. Also, the well-posedness of system (25) is not guaranteed for arbitrary jump map ψ(·) whereas the use of bounded variation functions to model state trajectories allows us to deduce the existence and uniqueness of solutions under mild assumptions, even in the presence of possible Zeno phenomenon.
Input-to-State Stability with Variation
In contrast to asymptotic stability for a specific class of inputs, we are now interested in studying another notion of stability for system (5) . The motivation is to consider systems which are not necessarily asymptotically stable but the maximum value of the state trajectories depends on some norm of the driving input. This may be particularly interesting when u(·) models additive noise or there are undesired impulsive perturbations in the state trajectory.
Definition 3 System (5) is called input-to-state stable (ISS) with respect to variation of the input u(·) if there exist a class KL function β(·, ·) and a class
Since we are dealing with inputs which have finite variation on every compact interval, it means that the state trajectories satisfying the estimate (26) belong to some compact set in the state space at each time in the interval over which they are defined. According to Theorem 3 in Appendix A, the solutions of the MDE (5) could be mapped to the solutions of a nonlinear ODE for a fixed input. It is well-known that if the maximal trajectory of a nonlinear ODE is bounded then the solution is defined for all times. Hence the solution of a MDE (5), which is ISS with respect to variation of the input, is defined for all t ≥ t 0 .
Next, we present sufficient conditions under which the property (26) holds.
Theorem 2 (ISS with Variation)
Suppose that there exist a continuously differentiable function V : R n → R + , some class K ∞ functions α 1 (·), α 2 (·), and some positive constants a, b, c > 0 such that for each x ∈ R n :
then system (5) is ISS with respect to the variation of u(·).
Proof Consider the composition function W : [t 0 , ∞) → R + defined as t → V (x(t)), which is locally RCBV by the same reasoning given in the proof of Theorem 1. Consider an interval (t i , t k ) over which the input u(·) is continuous, we have
Using Lemma 1 in Appendix B, the following holds for each t ∈ (t i , t k ):
To obtain an upper bound on W (t + i ) at a jump instant t i , we follow the same arguments as in the proof of Theorem 1. Letting z i (·) denote the solution of (10), we haveV (z i (s)) ≤ bV (z i (s)) + c for s ∈ [0, 1] using (27c), and the comparison lemma for ODEs [20, Lemma 3.4 ] yields:
where we recall that |µ| {ti} = µ + ({t i }) + µ − ({t i }). Using the fact that z i (0) = x(t − i ), and z i (1) = x(t + i ), the above inequality gives
Parallel to Case 1 studied in the proof of Theorem 1, we first consider a subinterval [T L , T R ) which only contains finitely many time instants T L ≤ τ 1 < τ 2 < · · · < τ N +1 ≤ T R at which u(·) has discontinuities. Using (28) and (29) , it is observed that for any τ ∈ (τ N , τ N +1 ), we have
where W ic (·) denotes the evolution of W (·) due to the initial condition W (t 0 ), W uc (·) denotes the evolution due to continuous part of the input between discontinuities, and W u d (·) denotes the evolution due to jumps in the input. The value of these three functions is given by:
Using e −a(τ −τi) ≤ 1 and e
(e b|µ| {τ i } − 1).
To obtain similar a bound for W uc (τ ), we multiply and divide (31) by b, and in addition use the fact that r ≤ e r − 1, for r ≥ 0, to get
Adding (32) and (33), and using the fact (e r1 − 1) + (e r2 − 1) ≤ e r1+r2 − 1, we have
Finally, the upper bound on W ic (τ ) is obtained as follows:
Next, similar to Cases 2 and 3 in the proof of Theorem 1, we can consider the intervals which contain accumulation points, and arrive at the expression (30) along with (34), (35) . The only difference is that the finite sums in the expression for W uc (·) and W u d (·) are replaced by countable sums which could again be upper bounded by replacing the sum with the variation of the measure defined over the interval containing accumulation points.
The estimate of the form (26) can now be computed by introducing the following functions: 
Plugging (34), (35) in (30) and noting that W (x(t 0 )) ≤ α 2 (|x(t 0 )|) and |x(t)| ≤ α −1 1 (W (x(t))), the desired result (26) is obtained with β(·) and γ(·) defined in (36) and (37), respectively.
Remark 4
For an absolutely continuous function u(·), the variation of u(·) is equal to the L 1 -norm ofu(·). Since system (5), in that case, could be thought of as being driven by the derivative of u(·), the notion of ISS given in Definition 3 coincides with the notion of integral ISS (discussed in [39] ) with respect tou(·). Comparing our sufficient conditions with the ones presented in that paper, we chose to work with a linear multiple of the norm of the input instead of an arbitrary class K ∞ function so that the resulting inequalities involving measures could be explicitly solved.
Example 3 Let us recall the example considered in Section 1.3 with MDE dx = −x dt + du. We pick the Lyapunov function to be V (x) = 1 2 x 2 . It is easy to see that the inequalities (27) hold with α 1 (r) = α 2 (r) = 1 2 r 2 , and the constants a = b = 2, c = 1. Thus the system is ISS with respect to variation.
Example 4 Consider the following bilinear system:
with A being a Hurwitz matrix. We show that this system is ISS with respect to variation of the input. To see this, we consider the Lyapunov function V = x P x where P is a symmetric positive definite matrix satisfying A P + P A = −aP for some a > 0. Thus, (27a) and (27b) hold. To find the desired constants in (27c), note that 2P x, B 1 x ≤ 2 P B 1 · |x| 2 where P B 1 denotes the induced Euclidean norm of the matrix P B 1 . Also,
Similarly, by using the Cauchy-Schwarz inequality in other direction, we get
Using the fact |x| 2 ≤ 1 λmin(P ) V (x), it is observed that (27c) holds with
Conclusion
In this paper, we studied the problem of stability in a class of differential equations driven linearly by differential measures associated with functions of locally bounded variation. Sufficient conditions based on Lyapunov functions were given for uniform asymptotic stability over a certain class of inputs. We then studied a generalized notion of integral ISS in measure driven systems and presented sufficient conditions under which the supremum norm of the state is bounded by the total variation of the measure associated with input.
It is expected that the results and analysis techniques developed in this paper could be useful studying robustness properties in systems with distributional inputs. One particular instance of such systems are the switched differentialalgebraic equations [44] , where for problems like observer design [43] , it maybe of interest to compute bounds on the growth of state estimation error when the error dynamics are affected by some perturbations.
A Solution of MDEs
We study the existence of solution of system (5) and the content of this appendix is primarily borrowed from [12] . Before arriving at the main result, we first recall a definition that is essential for the development to follow. ϕ(s) := (t, u(t)) if s = U (t) (t, u(t) + s−U (t) U (t + )−U (t − ) u(t + ) − u(t − )) if s ∈ (U (t − ), U (t + )).
As an illustration, we have sketched the function ϕ(s) in Figure 1 corresponding to a piecewise constant input u(·) over a compact interval.
We now define a coordinate transformation using the canonical graph completion of the input. Let ϕ := (ϕ 0 , ϕ 1 , . . . , ϕm) denote the graph completion of u(·) and consider the following auxiliary (n + 1) dimensional, Cauchy problem for almost every t ∈ (t 0 , T ). A straightforward consequence of this result is that there exists a unique solution to system (5) whenever there exists a unique solution to system (38) in the classical sense. Thus, if f (·), g(·) are continuously differentiable, then there exists a maximal interval over which the solution of (38) , and hence (5), is well-defined. This interval may include accumulation of the discontinuity points of u(·) because the graph completions of discontinuous inputs are Lipschitz continuous and the solution of (38) is still well-defined in that case. However, it is important to note that the forward completeness of the vector fields f (·) and g(·) is not sufficient to guarantee that the solution of (38b) is forward complete. While working with singularly continuous and scalar inputs, a counterexample has been given in [41, Section 8] . In the same paper in Theorem 2, were presented sufficient conditions (which roughly state that f (·) satisfies a linear growth condition and g(·) ∈ C 1 (R n , R n ) with ∂g ∂x uniformly bounded) that guarantee the existence and uniqueness of the solutions to (38) with u(·) being continuous. Later, it was shown in [5, Theorem 2.1] that these conditions are sufficient for existence of global (in time) solutions of (38b). Without imposing such strong conditions on system vector fields, it is nonetheless assumed in this paper that there exists a unique solution to system (38) for every Lipschitz continuous function ϕ(·). where µ is the Lebesgue-Stieltjes measure associated with u(·).
B Generalized Comparison Lemma
Proof We split the proof in two steps:
Step Let W k (·) represent the solution of (40) obtained by replacing du j withu k j dt, j = 1, . . . , m. Then
