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Abstract
In order to reduce the global energy consumption and avoid highest power peaks during operation of manufacturing systems, an
optimization-based controller for selective switching on/off of peripheral devices in a test bench that emulates the energy consump-
tion of a periodic system is proposed. First, energy consumption models for the test-bench devices are obtained based on data and
subspace identification methods. Next, a control strategy is designed based on both optimization and receding horizon approach,
considering the energy consumption models, operating constraints, and the real processes performed by peripheral devices. Thus, a
control policy based on dynamical models of peripheral devices is proposed to reduce the energy consumption of the manufactur-
ing systems without sacrificing the productivity. Afterward, the proposed strategy is validated in the test bench and comparing to a
typical rule-based control scheme commonly used for these manufacturing systems. Based on the obtained results, reductions near
7% could be achieved allowing improvements in energy efficiency via minimization of the energy costs related to nominal power
purchased.
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1. Introduction
Manufacturing industry accounts for 50% of energy con-
sumed by the industrial sector, which corresponds to 30% of
the electrical energy produced around the world [1]. Thus,
factors such as the depletion of fossil energy sources, the in-
creasing energy prices, and the governmental regulation have
imposed new challenges to industry. From this fact, manufac-
turing industry has focused on looking for strategies and tech-
nologies that allow improving its energy efficiency by reducing
energy costs and optimizing the use of that energy and related
resources. Thereby, both the economic and environmental di-
mensions have gained attention during the last decade. Regard-
ing the environmental dimension, strategies have focussed on
proposing new designs for machine devices, the use of tech-
nologies and resources more environmental friendly, energy
supply from renewable sources, cogeneration plants for in situ
electric power generation, among others [2, 3]. In addition, the
economic dimension has been deeply studied due to its direct
effect over the energy costs. In this way, several strategies,
which include improvements in technologies for data acquisi-
tion and analysis, as well as for modeling, monitoring, and con-
trol of manufacturing systems, have been proposed [4, 5, 6].
In this context, manufacturing systems are understood as ar-
rangements of different devices that work in a periodic, coor-
dinated and sequential manner, e.g., a machine for manufactur-
ing a piece. Thus, these devices can be classified into those
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directly involved into the manufacturing processes (e.g., form-
ing, machining, joining), and those that guarantee the operating
conditions of these processes without their direct participation.
These latter are known as peripheral devices and, in a process
line, could be shared by two or more machines or manufac-
turing systems. According to this classification, most of the
strategies implemented so far are mainly oriented to reduce the
idle times and the total energy consumption through an off-line
optimization of a particular manufacturing sequence, i.e., pro-
cess planing and scheduling [7]. These approaches are essen-
tial and complementary factors regarding energy consumption
and flexibility of manufacturing systems. Thus, the problem of
process planning and scheduling has been usually formulated
as a multi-objective optimization problem that considers both
the makespan and the energy consumption of a machine cycle
[8, 9]. However, most of the applications of this topic have been
mainly oriented to both process line and plant levels.
In addition to the global energy consumption in a fixed pe-
riod, manufacturing systems can show additional energy costs
when their energy consumption exceeds a maximum contracted
power, fact that could occur due to the simultaneous activa-
tion of several devices, yielding in undesirable power peaks.
Therefore, although the off-line optimization of the activation
sequence of manufacturing devices (including or not the periph-
eral devices) allows improving the energy efficiency of a manu-
facturing system by minimizing its global energy consumption,
other concerns must be taken into account to develop strategies
that can be successful in real time and when disturbances take
place. In this sense, strategies that avoid surpassing the nomi-
Preprint submitted to ISA Transactions March 18, 2019
nal contracted power, e.g., by using selective on/off switching
of the peripheral devices [10], could be considered.
Some proposals for solving in real time the energy efficiency
issue include the design of control systems, from which the pe-
ripheral devices can be managed taking into account the en-
ergy consumption of the whole set of devices. In this case,
optimization-based control (OBC) techniques have had a great
application due to their high customization level for defining
control objectives, and including operating constraints of both
manufacturing and peripheral devices into the controller de-
sign. Likewise, due to the complexity of manufacturing sys-
tems, most of the models used for the design of control strate-
gies are based on input-output correlations from data sets of
energy consumption. This latter fact is given since the physical-
based models require the full knowledge of several physical dy-
namics and parameters, which are often hard to represent, com-
pute or estimate [5, 11, 4].
As a way to overcome the drawback of requiring physical-
based models, the process models obtained from subspace iden-
tification (SI) methods have gained attention in manufacturing
systems management, since these methods directly deliver a
state-space model of less complex implementation for the de-
sign of model-based control strategies [12]. As a consequence,
SI models have had significant application to the modeling
of complex, large-scale, and time-varying-parameter systems
[13, 14, 15]. Then, due to the applicability of SI for obtaining
models to be used in model-based control design (in particu-
lar for model predictive control — MPC — design), they have
been widely used in manufacturing industries [16, 17].
Based on the previous discussion, the main contribution of
this paper is focused on proposing an energy reduction control
approach for peak-power suppression in real time, which is ap-
plied to periodic manufacturing systems in which their periph-
eral devices can be independently managed. The proposed con-
trol strategy is based on power consumption models of both the
manufacturing system and its peripheral devices, which have
been determined by using SI methods. Then, the proposed con-
troller is designed based on OBC techniques and the receding
horizon philosophy in order to formulate an optimization prob-
lem that includes operating constraints and relationships among
the manufacturing and peripheral devices. Thus, the aim is to
predict the time instant at which peripheral devices will be re-
quired and, based on this prediction, selecting the time instant
in which those devices must be switched on/off. This last fact
with the aim to avoid surpassing the purchased nominal power,
besides of guaranteeing the time-varying operating conditions
of manufacturing processes and without sacrificing their pro-
ductivity. Then, in order to show the effectiveness of the pro-
posed approach, a case study based on a real test bench that
emulates the energy consumption of both manufacturing pro-
cesses and peripheral devices is developed.
The remainder of the paper is organized as follows. In Sec-
tion 2, the statement of the problem considered in this paper is
presented. Next, Section 3 presents and discusses the proposed
control approach, including the way the energy consumption
models have been obtained by using SI methods. In Section 4,
the considered case study and a description of the test bench
Figure 1: General scheme of inputs and outputs of machine tool.
setup are presented. Afterwards, obtained results from the im-
plementation of the proposed approach in the test bench are re-
ported and discussed in Section 5. Finally, in Section 6, conclu-
sions and future works based on the obtained results are drawn.
2. Problem Statement
A discrete manufacturing system (e.g. a machine) can be
considered as a set of different devices that work in a sequential
way to process a piece during a fixed period of time. In this
way, a periodic behavior characterizes these systems accord-
ing to the total time required for manufacturing a piece, which
corresponds to a operation cycle denoted here by T . Thus, the
energy consumption of devices straight related to manufactur-
ing operations, such as manufacturing processes, transport, and
handle of pieces, shows also a periodic behavior. In addition to
the devices directly involved in manufacturing operations, there
are peripheral devices that guarantee the supply of resources
(e.g., comprised air, water, coolant, lubricants) to the main de-
vices, and which might or might not show a periodic behavior,
which may match with T . Therefore, due to the nature of the
operations performed in manufacturing systems (e.g., transport,
rotational motions, axial motions, cutting, milling), there exist
stages (or modes) of both high and low energy consumption
along T .
Based on the stages of both higher and lower energy con-
sumptions along T , peripheral devices must be correctly man-
aged such that their activation time does not match with the time
instants/slots of higher consumption of the manufacturing op-
erations, avoiding also (if possible) the simultaneous activation
of peripheral devices. Besides, the activation times of each pe-
ripheral device should be selected taking into account both its
operating constraints and the dependency on the operation cy-
cle. A manufacturing system and its associated set of peripheral
devices can be represented as shown in Fig. 1, being ΛM and
ΛP the activation sequences of manufacturing and peripheral
devices, respectively, while S is the apparent power consumed
by the entire system.
Thus, considering a fixed number of both manufacturing and
peripheral devices related to a single1 machine or system, the
activation sequences can be defined as follows:
ΛM(k) = {uM1 (k), uM2 (k), . . . , uMm (k)}, (1a)
ΛP(k) = {uP1 (k), uP2 (k), . . . , uPn (k)}, (1b)
1Without lost of generality, this notation represents the case of non-shared
peripheral devices. The extension is straightforward.
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being k ∈ Z≥0 the discrete-time index and m = |ΛM| and
n = |ΛP| the number of manufacturing and peripheral devices,
respectively. Besides, uM j (k) ∈ {0, 1}, l ∈ L , {1, 2, · · · ,m},
and uP j (k) ∈ {0, 1}, j ∈ J , {1, 2, · · · , n} are the activation
times of the l-th manufacturing device and the j-th peripheral
device, respectively. However, it should be noted that in cases
in which the load of the peripheral devices can be modulated,
uP j ∈ Z≥0.
For the case of manufacturing devices, the execution times
TMl are usually fixed and their operation is constrained into T
(with T as the upper bound). Therefore,
∑m
l=1 TMl = T holds
when only one manufacturing device is turned on and only once
during T . On the other hand, since the peripheral devices might
not show a periodic behavior, their operation is not constrained
into T and their execution times TP j are not necessarily upper
bounded by T . Thus, given the periodicity of ΛM, its apparent
power consumption, namely S M , can be considered as fixed and
periodic. Consequently, both uMl (k) and TMl are given by the
manufacturing process and are known a priori. In this sense,
Assumption 1 is established.
Assumption 1. The manufacturing sequence ΛM is given and
hence its associated apparent power consumption, denoted by
β¯ , ∑Tk=0 S M(ΛM(k)), when a periodic behavior is considered.

On the other hand, the energy consumption from periph-
eral devices depends on the operational relationships between
both manufacturing and peripheral devices, which are needed
to guarantee the operating conditions of the whole manufactur-
ing processes. Thereby, in order to select the optimal activation
instants of the peripheral devices regarding the global energy
consumption, the dynamics of both energy consumption and the
process itself, and operating constraints of these devices must
be considered into the problem formulation because of the set-
tling time of each element. In this sense, the control problem
consists in determining the optimal ΛP that minimizes both the
global energy consumption S and the peaks of S that could ex-
ceed the nominal power purchased along a fixed period, e.g., T .
Indeed, considering a operation time with length T , the control
objective can be defined as to minimize the energy consump-
tion profile of peripheral devices according to the instantaneous
energy consumption of ΛM along T , i.e.,
J =
k=T∑
k=1
β¯(k)S P(k,ΛP(k)), (2)
being β¯(k) ∈ R≥0 the apparent power consumption related to
ΛM at each k ∈ Z≥0, with S P ∈ R≥0.
Therefore, in order to achieve the control objective, acti-
vation/deactivation of peripheral devices j ∈ J must be suit-
ably managed subject to their operating constraints. Besides,
in order to compute the global apparent power consumption
S (k) = S P(k) + β¯(k), apparent power consumption models for
each peripheral device are required, i.e.,
S P j (k) = f j(ξ(k), uP j (k)), (3)
being ξ(k) the states of the energy consumption model, and
where f j : {0, 1} 7→ R≥0 is, in general, a nonlinear map in
function of the individual input signal that activates/deactivates
the j-th device. Hence, S P(k,ΛP(k)) ≈ ∑nj=1 S P j (k).
Moreover, there exist several relationships among ΛM and
ΛP, which determine the proper behavior of the peripheral de-
vices, e.g., the supply lubricant fluids from a central deposit
through a pump, air from a compressor, chip transport, among
others. These relations, which could be of dynamic nature, can
be defined as
qr(k + 1) = gr(ν,ΛP(k)), (4)
for r ∈ Q , {1, 2, · · · ,Q}, where Q is the number of existing
relations qr and ν = h(ΛM) ∈ R is the particular relationship
between qr and ΛM. Besides, h : {0, 1} × R 7→ R and gr : Rm ×
{0, 1}n 7→ R are the maps that define such relations qr. Notice
that, in this case, qr is considered as some process variable of a
particular peripheral device, which is directly related to ΛM.
3. Proposed approach
In order to improve energy efficiency during the operation
of manufacturing systems and its peripheral devices, the main
contribution of this paper will be developed throughout this sec-
tion. In this regard, an optimization-based controller is pro-
posed considering both energy consumption models and operat-
ing constraints of peripheral devices into an optimization prob-
lem behind the design of such a controller. Thus, the general
idea is to use the receding horizon approach to anticipate ei-
ther activation or deactivation of peripheral devices taking into
account their dynamics and the global energy consumption S .
Therefore, a control policy for the selective switching on/off of
peripheral devices according to their dynamics is established
in order to reduce the global energy consumption. It should
be noted that, as shown below, the proposed control policy does
not affect the system productivity since the machining sequence
is fixed while only activation instants of the peripheral devices
are changed. In this way, the operating cycle of the machine
remains the same.
Given the consideration of a prediction horizon Hp, the deci-
sion of switching on or off a device j ∈ J depends on the current
value of β(k), i.e., although the manufacturing sequence is al-
ready given and hence its energy consumption, its consumption
values discriminated along the time are important for making
decisions regarding peripheral devices management. Accord-
ing to the control objective defined in (2), the sequences2 for J
and ΛP along Hp are defined as
J(k) , {J(k|k), . . . J(k + Hp − 1|k)}, (5a)
Γ(k) , {ΛP(k|k), . . . ,ΛP(k + Hp − 1|k)}, (5b)
with J(k) ∈ RHp , Γ(k) ∈ {0, 1}n Hp . Besides, the polytopic con-
straint of peripheral devices is represent by
Q = {qr ∈ Rr | qr(k) ∈ [qr, qr] ∀ k, {qr, qr} ∈ R}. (6)
2Here, z(k + i|k) denotes the prediction over Hp of the variable z at time
instant k + i performed at k.
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Thus, the design of the proposed predictive-like controller is
based on the following finite-time open-loop optimization prob-
lem:
min
Γ(k)
J(k) (7a)
subject to
qr(k + i + 1|k) = gr(ν,ΛP(k + i|k)), (7b)
S P j (k + i|k) = f j(ξ(k + i|k), uP j (k + i|k)), (7c)
uP j (k + i|k) ∈ {0, 1} ∪ Z, (7d)
qr(k + i|k) ∈ Q, (7e)
for i ∈ {0, 1, 2, ..,Hp − 1}, j ∈ J, r ∈ Q.
Assuming that the problem (7) is feasible, i.e., Γ(k) , ∅,
there will be an optimal solution for the activation sequence of
peripheral devices defined by
Γ∗(k) , {ΛP∗(k|k), . . . ,ΛP∗(k + Hp − 1|k)},
and then, according to the receding horizon philosophy [18, 19],
ΛP
∗(k|k) is applied to the system discarding the rest of the opti-
mal sequence from (k + 1)|k to (k + Hp − 1)|k, while the whole
process is repeated for the next time instant k ∈ Z≥0 after mea-
suring/estimating the proper information from the plant to be
used as the update for the energy consumption models consid-
ered in (7c).
Notice that the optimization problem (7) explicitly considers
both the consumption models and the operating constraints of
the peripheral devices ((7c) and (7b), respectively). Therefore,
suitable expressions for the maps f j and gr should be proposed
according to the real operation of the peripheral devices. Given
the possible nonlinear nature of maps f j, this paper proposes
the identification of input-output models based on the SI meth-
ods. Thus, from a proper set of input-output data, i.e., activation
sequences ΛP and apparent power S P, such models can be ob-
tained.
On the other hand, regarding maps gr, dynamics expres-
sions that consider the dependency on ΛM are proposed tak-
ing into account the processes performed by peripheral de-
vices. Therefore, the proposal for modeling energy consump-
tion and q-relations for peripheral devices, and the design of
the optimization-based controller towards reaching the control
objective while satisfying all the physical and operational con-
straints stated are introduced in the next sections.
3.1. Model identification
Different approaches have been addressed for modeling and
designing control strategies in manufacturing systems. Among
others, the Markov chains (MC) and Petri Nets (PN) can be
highlighted given their great application at both process line and
plant levels [20]. The main applications of these approaches
have been oriented to model flow lines with a serial movement
of jobs among workstations, job shops with more flexibility, as-
sembly lines, among others, which serve as a foundation for
design, scheduling, and control. Some applications and deeper
explanations about these modeling approaches can be found in
[21, 22, 23]. Despite the great application of both MC and PN
in the manufacturing systems, they have been focused on mod-
eling the production states of the machine rather than modeling
the energy consumption behavior of such systems. Thus, since
the complexity to establish the different machine states, tran-
sitions between them, and their connections, data-driven mod-
els, such as those obtained from the SI methods, have gained
attention into the manufacturing industry to model its energy
consumption.
Thereby, for determining the power consumption models of
both manufacturing and peripheral devices, SI methods are in-
troduced in this section. Based on real input-output data of a
system, SI methods allow the identification of matrices of a
state space representation for Linear Time-Invariant (LTI) sys-
tems. Thus, for a given set of input-output measurements of
length d, with b ≥ 1 input signals and p ≥ 1 output signals
resulting from feeding a dynamic system with such inputs, the
SI problem consists of [24]
(a) estimate the system order N,
(b) estimate the systems matrices A ∈ R`×`, B ∈ R`×b, C ∈
Rp×`, and D ∈ Rp×b,
for which, matrices A, B,C,D satisfy a state-space (unknown)
realization of order N, i.e.,
x(k + 1) = Ax(k) + Bu(k) + w(k), (8a)
y(k) = Cx(k) + Du(k) + v(k), (8b)
with x ∈ R`, u ∈ Rb and y ∈ Rp the state, input and output
vectors, respectively, while w ∈ R` and v ∈ Rp are the state
noise and output measurement noise, respectively.
For determining model matrices and N, this paper focuses on
the Numerical algorithms For Subspace IDentification (N4SID)
[25] because of its great application and implementation in soft-
ware. The N4SID algorithms first estimate the state xˆ from the
projection of input-output data, and then, systems matrices are
determined based on the estimated state sequence. A detailed
review about the different SI algorithms and their implementa-
tion can be found in [12, 24, 26, 25]. Thereby, different activa-
tion sequences ΛP (as inputs) should be evaluated to consider
the most of possible scenarios and get information about their
apparent power S P consumed (as outputs).
3.2. Operation of peripheral devices
Peripheral devices of manufacturing systems perform differ-
ent processes to supply the necessary resources for the proper
operation of manufacturing devices, e.g., compressed air, lubri-
cant, coolant. Mathematical expressions for defining relations
between ΛM and ΛP should be established considering both the
resources consumption from a manufacturing system and the
process performed by the peripheral device.
According to different manufacturing systems, some periph-
eral devices can or cannot be critical for the manufacturing
processes, and in this sense, some of these devices could be
controlled either independently or dependently. Besides, some
peripheral devices can have a buffer capacity, which could be
enough to cover the whole operation cycle or even more. Thus,
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based on the analyzed system, peripheral devices with differ-
ent functionalities and capacities can be found. Due to this
fact, three criteria are considered to establish the priorities for
managing peripheral devices and to define the qr-relations to be
used in the optimization problem. The factors considered are:
1. Safety of manufacturing process: A peripheral device is
considered critical for the safety of processes if that de-
vice directly supplies one resource necessary for the manu-
facturing process, e.g., compressed air, coolant, lubricant.
An example of those devices/processes is the coolant feed-
ing, which deliveries the coolant required for machining a
piece in a machine tool.
2. Buffer capacity: Based on the particular design of periph-
eral devices, some peripheral devices could have capacity
enough to cover the whole operation cycle without a real-
time energy conversion during their operations. In addi-
tion, other devices may not have buffering capacity or not
enough to cover a operation cycle, which implies that these
devices perform their processes based on real-time energy
conversion. Some example of these buffers are the pres-
sure reservoirs, tanks, trays, among others.
3. Control depending on main manufacturing processes:
Based on the relationships between manufacturing and
peripheral devices, these latter could be controlled ac-
cording to the manufacturing processes when some event
directly related to their operation triggered the activa-
tion/deactivation of peripheral devices. On the other hand,
some devices can be controlled based on time and inde-
pendent on manufacturing process, indeed, their switching
on/off is allowed only in fixed time intervals.
Based on these factors, it is possible to identify the devices
that require a real-time energy conversion during their operation
and those devices able to satisfy the requirements of manufac-
turing process without being turned on at the same time. How-
ever, additional to these relations as constraints in the optimiza-
tion problem, there exist other operating limitations of periph-
eral devices, such as idle times, running times, and switching
frequency, etc., that should be considered.
3.3. Control strategy of energy consumption
From the optimization problem formulated in (7), in this pa-
per a predictive-like controller based on the receding horizon
approach and a linear mixed-integer model is proposed. Ac-
cording to the power consumption models, the q-relations, and
the operating limitations of peripheral devices, the proposed
control scheme to find Γ∗(k|k) along Hp is presented in Figure
2.
In the proposed closed-loop control scheme, the optimization
problem in (7) is solved into a controller module. Afterward,
once an optimal Γ∗(k|k) is determined, only the first component
ΛP
∗(k|k) is applied to the plant. The observer module receives
at each sampling time k the power measurement and the current
system inputs and estimates the current state of the plant, which
is fed back to the controller.
Figure 2: Control scheme of energy consumption in a machine tool.
Observer module: Since the system is composed of the indi-
vidual power consumption models for both the manufacturing
and peripheral devices, the total output S can be defined as the
sum of S M and S P, assuming there is no energy correlation
between them. Thus, previously to the design of the observer
module, a total power consumption model is defined by extend-
ing the model matrices as follows:
Ae =

AM 0 · · · 0
0 AP1 · · · 0
.
.
.
.
.
.
. . .
.
.
.
0 0 0 AP j
 ,
and, similarly, for Be, Ce, and De. Next, consider-
ing u(k) = [uM(k), uP1 (k), . . . , uP j (k)]
T and x(k) =
[xM(k), xP1 (k), . . . , xP j (k)]
T being the extended input and state
vectors, respectively, a Kalman filter to determine the estima-
tion of the states of both manufacturing and peripheral devices
from the overall system output S is designed as follows:
xˆ(k + 1) = Ae xˆ(k) + Beu(k) + L(S (k) − Sˆ (k)), (10a)
Sˆ (k) = Ce xˆ(k) + Deu(k), (10b)
being xˆ and Sˆ the estimation vectors of state and output, respec-
tively, and L the observer gain matrix.
Controller module: Given the nature of the optimization
problem, which is of mixed-integer linear programming nature,
and the need to solve this problem fast enough to react in real
time, it was chosen the solver IBM ILOG CPLEX Optimization
Studio [27]. The simulations were developed in Matlab R© using
YALMIP toolbox [28] for stating the problem optimization in
an intuitive format.
4. Case study
A test bench has been built to emulate the energy consump-
tion behavior of a manufacturing machine and its peripheral
devices with the aim to extract data and validate the proposed
control strategy. Different types of loads were considered to
emulate the real power consumption of both manufacturing and
peripheral devices. In this sense, the test bench is composed of
a three-phase delta connection motor, a heater, two Uninterrupt-
ible Power Supply (UPS) devices with different elements con-
nected like loads (e.g., fans, lamps), and safety elements (e.g.,
regulators, relay). Moreover, a set of electronic devices, a PC,
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and a development board are included to control relays, allow-
ing either activation or deactivation of the test-bench compo-
nents according to an activation sequence sent. Besides, a data
acquisition module with a sampling rate up to 250 µs is included
for taking data and sent to both development board and central
PC, which receive the power signals (S A, S B, S C [VA]) pursuant
to the activation sequence sent to test bench. An electrical di-
agram of the test bench with the connected loads is shown in
Figure 3.
Due to the periodic behavior of considered systems, the test-
bench components were classified as peripheral and manufac-
turing devices. In this case, a operation cycle with two stages
of manufacturing (cutting, milling, drilling, forming, etc.), was
taken as the reference to represent the manufacturing sequence
in the test bench. Thus, the heater and a UPS with a lamp and a
fan connected were selected to construct the periodic sequence
since that selection allows modulating loads to obtain the man-
ufacturing stages. On the other hand, the available motor (P1)
and a UPS with two fans connected (P2) were considered as
the peripheral devices since they usually produce instantaneous
peaks when are activated.
According to the previous discussion, a sequence ΛM was
created with T = 29s, which is constant along the time. This
latter fact does not hold for peripheral devices, which will be
activated depending on both the global S and the q-relations
between each device and ΛM. Next, different tests were per-
formed in order to determine the most suitable sampling rate
for taking the data to be used in the model identification. Thus,
a sampling time of τs = 10ms was selected based on a trade-off
between the temporal resolution of the signals and the compu-
tational time for running the proposed control design. In Figure
4, the proposed manufacturing sequence and the energy con-
sumption profiles of peripheral devices for only one phase are
presented, as it is developed in most of reported works [29, 30].
Once ΛM and its energy consumption β¯ are defined, the q-
relations in (4) should be established taking into account the
real operation of the peripheral devices, their operating ranges
and their relations with ΛM. It should be noted that, since most
of the components are single-phase, the proposed approach will
be developed considering only one phase (B). However, all the
analyses proposed in this paper can be properly extended for
handling devices connected to all phases.
4.1. q-relations
According to Section 3.2, two situations were established to
represent the real operation of two peripheral devices by using
one motor (P1) and one UPS (P2). The considered situations
are the following:
4.1.1. Air-supply pump (P1)
One of the functions of pneumatic systems in manufacturing
systems is to supply air of pre-defined conditions of pressure to
clamp/unclamp pieces during manufacturing operations. Thus,
considering a supply system as shown in Figure 5a, a pump
provides to an air stream the energy enough to achieve the de-
sired conditions of pressure, and then, this stream is transported
towards the devices that required it. Due to the process per-
formed, this supply system is considered as critical, with buffer
capacity, and coupled to the manufacturing process.
Thus, the dynamic for the total change of mass MT2 and pres-
sure PT2 inside the thank T2 can be expressed in the discrete-
time version based on Taylor’s series expansions and the finite
difference discretization scheme as follows:
MT2 (k + 1) = MT2 (k) + τs σ(k), (11)
being τs the sampling time, and σ(k) = min,a(k) − mout,a(k). On
the other hand, the changes in pressure are related to changes in
mass according to
PT2 (k) =
MT2 (k) R T
VT2 WM
, (12)
being mout,a the constant consumption of air from manufactur-
ing system o device along T , min,a the air flow pumping from
P2 to T2, and, R,T,VT2 ,WM and n the gas constant, tempera-
ture, volume of T2, the molecular weight and the moles of gas,
respectively.
According to (11) and (12), the q-relations for P2 and ΛM
are defined. However, considering that PT2 is the variable to be
monitored, these equations must satisfy the operating range of
pressure PT2 ≤ PT2 (k) ≤ PT2 , with PT2 and PT2 the lower and
upper bounds of PT2 , respectively.
4.1.2. Coolant-supply pump (P2)
Similar to the air supply, the supply of coolant could be a
critical task for some manufacturing processes (e.g., machin-
ing) because if the coolant is not supplied in either sufficient
quantity or at suitable time instants, manufacturing processes
will not correctly work and the desired properties of the piece
will not be reached. In many cases, coolant-supply systems are
designed with re-circulation, filtering and re-use of coolant, as
shown in Figure 5b.
Based on Figure 5b, a constant flow of coolant mc,3 is
pumped by P3 from T4 towards a clean-coolant tank T3 passing
through a filter in which the fine particles are separated. After-
wards, the coolant required for the different manufacturing de-
vices (M1 and M2) is taken from T3. Next, after manufacturing
operation, the dirty coolant is collected and delivered to a dirty
tank T4 where gross chip particles are separated by gravity, and
the process is repeated. In this case, the pump P3 corresponds
to the peripheral device of interest, which must be activated in
order to supply the coolant flow required to guarantee both the
manufacturing process and the reference levels at each tank.
Therefore, in this case both the activation instant and the suit-
able flow of coolant to satisfy the operating constraints must be
selected with uP,3 ∈ Z≥0 such that uP,3 ≤ uP,3 ≤ uP,3, being uP,3
and uP,3 the lower and upper bounds of uP,3, respectively.
In this case, the level dynamics at each tank are the following:
• Clean tank T3
Lc(k + 1) = Lc(k) + τs γ(k)
(
1
ρc AT3
)
, (13)
• Dirty tank T4
Ld(k + 1) = Ld(k) + τs θ(k)
(
1
ρc AT4
)
, (14)
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Figure 3: Electrical diagram of test bench of a machine tool emulator.
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Figure 4: Energy consumption profile of (a) manufacturing sequence, (b) motor
start connection P1, and (c) UPS with fans P2, for phase B.
Figure 5: (a) Scheme of air supply to manufacturing process and (b) scheme of
coolant supply to manufacturing process.
with γ(k) = mc,3(k)−mM1,3(k)−mM2,3(k) and θ(k) = mM1,4(k) +
mM2,4(k)−mc,3(k), where mM1,3 = h1(ΛM) and mM2,3 = h2(ΛM)
are the coolant flows required for two manufacturing devices
during manufacturing processes, whereas, mM1,4 ≈ mM1,3 and
mM2,4 ≈ mM2,3 are the flows of dirty coolant from manufac-
turing devices to T4. This approximation is due to the coolant
losses during the recovery process.
Then, the coolant flow to be cleaned mc,3 is determined based
on
Pout,3(k) + ηω(k) = Pin,3(k) + ρch f1→2 (k), (15)
being Pin,3, Pout,3, ρc, η, ω and h f1→2 the input pressure, output
pressure, coolant density, efficiency of pump, specific work per
time unit and the energy losses by friction, respectively. Taking
into account the considerations reported in Appendix A, where
this procedure is explained in detail, mc,3 should be determined
taking into account the operating ranges LT3 ≤ LT3 ≤ L¯T3 and
LT4 ≤ LT4 ≤ L¯T4 , being LTi and LTi the lower and upper bounds
for the level in the tank Ti, respectively, and the following ex-
pression for specific work ω:
ω(k) =
W(k)
mc,3(k)
, (16)
being W the work supply to the pump. Besides, in this case in
which uP3 ∈ Z, the operating range of W should correspond to
the operating range of mc,3, i.e., mc,3 ≤ mc,3(k) ≤ mc,3, with mc,3
and mc,3 the lower and upper bounds for coolant flow, respec-
tively. Thus, based on (13) - (16), the activation instants and the
7
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Figure 6: Validation of the manufacturing sequence model.
Table 1: Model order and fitting percentage between real and modeled output.
Component P1 P2 P3 ΛM
% fitting 92.33 90.39 80.04 90.70
coolant flow could be determined to satisfy the operating levels
at each tank.
5. Experimental results
Based on the proposed approach in Section 3, the obtained
results for model identification and the proposed control strat-
egy are presented below.
5.1. Model identification
In order to obtain a state-space representation of energy con-
sumption models as shown in (8), input-output data have been
taken from the test bench for both manufacturing and periph-
eral devices according to the classification proposed in Section
4. Different sequences of ΛP and ΛM were tested to obtain
the corresponding outputs S P [VA] and S M [VA]. Afterwards,
based on SI methods, energy consumption models were iden-
tified by using the routine n4sid of the System Identification
ToolboxTM provided by Matlab R©.
Based on the obtained data sets, different values of N were
tested in System Identification ToolboxTM with the aim to iden-
tify the suitable matrices A, B,C, and D, which allow the high-
est fitting degree between the real and modeled outputs. This
procedure was performed for each one of the peripheral de-
vices and the designed periodic sequence, considering the three
phases of the test bench. However, since all devices were con-
nected to the phase B, only the corresponding results to this
phase will be presented.
In Figures 6 and 7 the validations of the obtained models
for both the designed ΛM and peripheral devices are shown,
respectively. In addition, in Table 1 the fitting percentages of
each model output with respect to the available real data for a
selected model order N = 3 are presented. From these results,
it is possible to observe that identified models are able to rep-
resent the dynamic behavior of both peripheral devices and the
proposed manufacturing sequence with high precision and fit-
ting values higher than 80%. Thus, taking into account the op-
timization problem in (7), the energy consumption models, and
the test bench, next, the obtained results for implementation of
the proposed control strategy are exposed.
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Figure 7: Validation of energy consumption models of peripheral devices (P j).
Table 2: Simulation parameters for peripheral devices.
Parameter Value Parameter Value
VT2 0.005m
3 AT3 0.0314m
2
mout,a 0.0015 m
3
s AT4 0.0314m
2
min,a 0.0025 m
3
s η 0.85
T 25◦C mt,3 0.005 m
3
s
PT2 6.5bar mwp,3 0.006
m3
s
PT2 5bar h1→2 0.06
m2
s2
Patm 101325Pa ∆P f ilter 10000Pa
ρc 1042.5
kg
m3 LT3 0.5m
LT4 0.8m LT3 0.3m
LT4 0.6m R 8.1314
J
Kmol
5.2. Test-bench implementation
Given the mixed-integer linear programming nature of the
proposed optimization problem in (7) and the tools considered
to solve it, preliminary simulations were developed in Matlab R©
to test the performance of the proposed predictive-like con-
troller before its implementation in the test bench. Thus, ac-
cording to the proposed control strategy, both the simulations
and the test bench implementation were performed according
to the parameters in Table 2 for the operation of the peripheral
devices.
It should be noted that, although the tests performed in the
test bench were developed using a sampling time of τS = 10ms,
the proposed controller is executed at each second, finding op-
timal values of uP j at each second and keeping this values up to
the next second.
In addition to the proposed controller (OBC), a Rule-Based
Control (RBC) scheme, in which the peripheral devices are
turned on/off according to the limit values for q-relations, was
tested and compared to the proposed approach. Thereby, every
time that the minimum allowed value for a peripheral device
is reached, this device is turned on, whereas if the maximum
allowed value is achieved the device will be turned off. Be-
sides, in order to avoid damages in the peripheral devices by
a high-switching frequency that directly affects the inertia of
each device, safety time constraints were considered into the
optimization problem. Thus, at each second in which some pe-
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ripheral device is turned on/off, it should remain on/off during
a time period tS a f = 5s.
Finally, the proposed OBC, RBC and the observer were im-
plemented in an embedded system using the C++ language and
the Basic Linear Algebra Subprograms (BLAS)[31] and Linear
Algebra Packet (LAPACK)[32] libraries, in order to perform
linear algebra operations in parallel to reduce as much as possi-
ble the computational time. The optimization problem (7) was
implemented in ILOG CPLEX C++ API[27] that is an interface
to use the CPLEX solver.
5.3. Key Performance Indicators (KPI)
In order to evaluate the energy efficiency and performance
of the considered control strategies, the following KPIs were
selected:
5.3.1. Maximum peak
It is important to consider the supply capacity or availabil-
ity of electrical power when contracting with an energy com-
pany. It seeks to reduce the maximum monthly demand to re-
duce costs and contract less supply capacity, since exceeding
this limit may result in economic penalties. Then, the maxi-
mum consumption or peak value for a test is expressed as
KPI1 = ‖S‖∞, (17)
where S = {S (0) , S (1) , ..., S (NS)} ∈ R≥0 is a set of measure-
ments for some tests and, NS = |S| = HSτs ∈ R≥0 is the number
of the measurements.
5.3.2. Load Factor
In order to assess whether the contracted supply capacity is
appropriate, a suitable indicator is the load factor. It is defined
as a ratio of the average load during a given period and the max-
imum demand in the same period, i.e., the amount of energy
used with respect to the maximum capacity in a certain period
of time (e.g., month, days, hours). Thus, the load factor is then
defined as follows:
KPI2 =
1
NS KPI1
Hs∑
k=1
S (k), (18)
being KPI2 the load factor percentage derived by the average
energy along Hs regarding to the equivalent energy consump-
tion at maximum load (NS KPI1). Thus, if the percentage is
greater than 50%, the use of energy is relatively constant and
the contracted capacity is then properly used. Otherwise, there
is a high demand for energy that might be reduced.
5.3.3. Variance of energy consumption profile
The management of the peripheral devices in an intelligent
way to have an approximately constant consumption can be
reached avoiding the sum of several power peaks and turning on
the peripheral devices when the manufacturing process shows
a low consumption. Thus, achieving an efficient distribution of
energy over time with a low variation, the adequate supply ca-
pacity to be contracted could be determined. In this sense, the
variance of energy consumption is defined as follows:
KPI3 =
1
NS
Hs∑
k=1
(S (k) − S¯)2, (19)
being S¯ the mean value of energy consumption along Hs.
Table 3: KPI values for the OBC and RBC controllers.
Controller \ KPI KPI1 KPI2 KPI3
OBC (Hp = T ) 831.6273 VA 60.53% 13485 VA
OBC (Hp = 2T ) 831.6273 VA 60.53% 13492 VA
OBC (Hp = 3T ) 831.6273 VA 60.53% 13508 VA
RBC 911.1758 VA 55.09% 29328 VA
Table 4: Improvement in KPI values of OBC with respect to RBC in the test
bench.
Controller \ KPI KPI1 KPI2 KPI3
RBC (Hp = T ) 899.00 VA 66.66% 30948 VA
OBC (Hp = T ) 830.37 VA 70.25% 16466 VA
% improvement 7.63% 5.40% 46.79%
5.4. Results
Once the initial conditions of the observer and the qr-
relations are established, four tests were carried out to compare
both control strategies and determine the performance of OBC
at different Hp. One test was performed using the RBC while
the other three tests were executed considering the OBC for
different values of Hp, i.e., Hp = T , Hp = 2 T and Hp = 3 T .
Each test was executed 10 times with a duration of 41 minutes,
which corresponds to 86 operation cycles. Based on these tests,
the proposed KPIs were calculated and the obtained results are
presented in Table 3. Thus, according to the obtained results,
Hp = T was established for testing the control strategy in the
test bench since increasing it does not bring great benefits in
KPIs.
Next, in Table 4, a comparative of KPIs values for the im-
plementation of the proposed OBC and RBC is shown as the
improvement in the percentage of the OBC with respect to the
RBC. It should be noted that since ΛM is not modified, i.e., the
total time for manufacturing a piece is the same, the produc-
tivity of the system is not affected when the proposed control
strategy is implemented. This fact is a consequence of the in-
dependent management of peripheral devices regarding global
energy consumption in which the dynamics of these devices are
considered as restrictions into the optimization problem. From
this approach, it is possible to guarantee that peripheral devices
are energy-efficient managed in a way in which the resources re-
quired for the machine operation are supplied in quantity and at
the proper time instant. Based on the obtained results, it is pos-
sible to see that regarding KPI1, the peak using OBC is reduced
by 7.63% with respect to RBC, while for KPI2 improvements
close to 5.40% were achieved. In this regard and according to
the total simulation time, 86 pieces were produced when both
OBC and the conventional RBC are implemented. Therefore,
the proposed OBC improves energy efficiency without produc-
tivity losses. On the other hand, the variation of the energy con-
sumption profile is reduced by 46.79%, which means a more
constant energy consumption profile can be reached using the
proposed controller while the system productivity is remained.
Afterward, in Figure 8 a representative part of the energy
consumption profile resulting of application of the OBC and
RBC controllers is presented. Based on these results, it ob-
serves that power peaks obtained from RBC are always higher
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Figure 8: A zoom of energy consumption profile for both OBC and RBC.
than peaks from the OBC strategy, in concordance with results
in Table 3. This behavior is mainly due to the RBC does not
take into account the current stage of the manufacturing process
for taking a decision of switching on/off any peripheral devices.
Besides, the proposed OBC is able to modulate the load of P2 in
order to satisfy operating constraints and reach a lower energy
consumption.
Representative parts of both the optimal input sequence Γ∗
for OBC and the activation/deactivation sequence for RBC are
presented in Figure 9. From these results, it is possible to see
that even when the safety constraints are satisfied, the switch-
ing frequency of OBC is higher than the one of the RBC for
both peripheral devices. Thus, the OBC strategy avoids to turn
devices on at the same time instant, and in the cases that both
devices must switch on the activation of one of them is delayed
or advanced to avoid their simultaneous activation. Besides,
when the load can be modulated (like for P2), OBC never de-
cides to turn devices on at the maximum capacity and instead of
that, it increases the switching frequency at lower consumption
levels.
On the other hand, the dynamics of qr-relations for the
two processes selected and depicted by peripheral devices are
shown in Figure 10. From these results, and according to the
optimal sequences found, it can see that for both cases the op-
eration of peripheral devices remains inside the considered op-
erating ranges. However, for the case of the coolant-supply
system, which shows the slowest dynamics, P2 is activated in a
manner in which the level of the clean tank keeps near the lower
limit while most of the recovered coolant is stored into the dirty
tank, i.e., it remains near upper bound as shown in Figure 11.
This behavior could be a consequence of energy losses con-
sidered at each section of the process in Figure 5 (e.g. from
M1,M2 to T4 and from T4 to T3), since the system requires
more energy to transport fluid through the filter and pipeline
up to T3. Therefore, the OBC takes the decision of storing the
coolant in the dirty tank and, only when this is required, the
coolant is pumped towards the filter and clean tank.
6. Conclusion
Based on the obtained results, it is possible to conclude
that the OBC manages peripheral devices to find an efficient
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Figure 9: Input signals for the peripheral devices.
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Figure 10: Dynamics of q-relations for P1 and P2.
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Figure 11: Zoom of q-relations dynamics for P1 and P2 presented in Figure 10.
way to activate/deactivate them, taking into account the peri-
odic behavior of the manufacturing process. Thus, according
to the considered KPIs, the proposed control strategy allows
achieving reductions in energy costs avoiding the economic
penalties produced by surpassing the nominal power purchased.
Therefore, based on the proposed control strategy based on
OBC techniques, in which the problem formulation can be cus-
tomized including both the operating constraints and existent
relations between the manufacturing system and its peripheral
devices, these latter can be correctly managed regarding energy
efficiency without compromising the normal operation and pro-
ductivity of the manufacturing processes.
In addition, it should be noted that the use of loads that can be
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modulated could represent a energy-saving opportunity since in
this way it is possible to modify its energy consumption with-
out change the physical configuration of the peripheral devices.
However, although the OBC techniques have great advantages,
the inclusion of a lot of peripheral devices in which both the
activation instants and the optimal value should be determined,
besides their operational constraints, could make the optimiza-
tion problem more complex. This fact may produce that the
computing times increase, and therefore, the use of Mixed Log-
ical Dynamical (MLD) systems could be an efficient way to
model these systems at machine level for its posterior applica-
tion at line or plant levels.
Finally, although the proposed approach can achieve an op-
timal solution considering the operating limitations, the in-
put delays, and the time synchronization to close the loop, a
stage of co-design to implement some elements in a Field-
Programmable Gate Array (FPGA) should consider as a first
approximation to test the proposed control strategy in a real
manufacturing system.
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