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Abstract. A hyperbolic semi-ideal polyedron is a polyedron whose vertices
lie inside the hyperbolic space H3 or at infinity.
A hyperideal polyedron is, in the projective model, the intersection of H3
with a projective polyhedron whose vertices all lie outside of H3, and whose
edges all meet H3.
We classify semi-ideal polyhedra in terms of their dual metric, using the
results of Rivin and Hodgson in [8] et [9]. This result is used to obtain the
classification of hyperideal polyhedra in terms of their combinatorial type
and their dihedral angles. These two results are generalized to the case of
fuchsian polyhedra.
Re´sume´. Un polye`dre hyperbolique semi-ide´al est un polye`dre dont les
sommets sont dans l’espace hyperbolique H3 ou a` l’infini.
Un polye`dre hyperbolique hyperide´al est, dans le mode`le projectif, l’intersec-
tion de H3 avec un polye`dre projectif dont les sommets sont tous en dehors
de H3, et dont toutes les areˆtes rencontrent H3.
Nous classifions les polye`dres semi-ide´aux en fonction de leur me´trique duale,
d’apre`s les re´sultats de Rivin et Hodgson dans [8] et [9]. Nous utilisons ce
re´sultat pour retrouver la classification des polye`dres hyperide´aux en terme
de leurs angles die`dres. Nous ge´ne´ralisons ces re´sultats au cas des polye`dres
fuchsiens.
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1 Introduction
L’objet principal d’e´tude de cet article est la rigidite´ des polye`dres hy-
perboliques. Cauchy a montre´ la rigidite´ globale des polye`dres euclidiens,
les faces e´tant fixe´es a` isome´trie pre´s. D’une manie`re ge´ne´rale, un proble`me
de rigidite´ de polye`dres peut se voir de la manie`re suivante :
– On conside`re un certain espace de polye`dres convexes, en ge´ne´ral on
fixe le nombre de plans formant le polye`dre, ou bien (et c’est tre`s
diffe´rent) la combinatoire du polye`dre (ie la de´composition en areˆtes,
sommets et faces).
– on conside`re une application de ces polye`dres vers certaines de leurs
caracte´ristiques, typiquement la longueur des areˆtes, la valeur des an-
gles die`dres ou la me´trique induite sur le polye`dre, etc...
– on se demande si l’application est localement injective (rigidite´ locale),
ou globalement injective (rigidite´ globale).
Dans le cas de Cauchy, on fixe la combinatoire du polye`dre, et on regarde
la longueur des areˆtes et la valeur des angles des faces.
On peut eˆtre plus ambitieux et essayer de caracte´riser un ensemble de
polye`dres, c’est a` dire le classifier par certaines de ses caracte´ristiques. On
peut par exemple essayer de mettre en bijection les polye`dres de combina-
toire fixe´ Γ avec certaines valeurs de leurs angles die`dres. Ou bien encore,
on peut essayer de mettre en bijection les polye`dres avec n sommets avec un
certain ensemble de me´triques sur la sphe`re avec n singularite´s repre´sentant
leur ge´ome´trie intrinse`que.
1.1 Re´sultats principaux
Commenc¸ons par rappeler les re´sultats importants sur la rigidite´ des
polye`dres. Le premier est du a` Cauchy et s’e´nonce ainsi :
The´ore`me 1 (Cauchy) Soit Peuc,Γ l’ensemble des polye`dres euclidiens de
combinatoire Γ. L’application qui a` un polye`dre de Peuc,Γ associe la longueur
de ses areˆtes et la valeur des angles de ses faces est globalement injective.
Andreev a montre´ la rigidite´ des polye`dres hyperboliques de volume fini
dans [2] pour le cas compact, puis dans [3] dans le cas de volume fini :
The´ore`me 2 (Andreev) Soit Pand,Γ l’ensemble des polye`dres hyperboliques
de volume fini de combinatoire Γ, et ayant des angles die`dres infe´rieurs a`
π/2. L’application qui a` un polye`dre de Pand,Γ associe la valeur de ses angles
die`dres est globalement injective.
Andreev donne un ensemble de conditions caracte´risant les valeurs d’angles
die`dres atteints.
On a ensuite une caracte´risation tre`s ge´ne´rale des polye`dres hyperboliques
de volume fini dont le nombre de faces est fixe´ mais pas la combinatoire ;
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caracte´risation en fonction de la me´trique duale (la me´trique du ”polye`dre
dual” plonge´e dans l’espace de Sitter ou de manie`re e´quivalente, la troisie`me
forme fondamentale du polye`dre). On notera Pn l’ensemble des polye`dres
hyperboliques compacts ayant n faces, et Psin l’ensemble des polye`dres hy-
perboliques de volume fini (on dira aussi semi-ide´al)ayant n faces. On de´finit
maintenant les espaces me´triques qui vont caracte´riser ces polye`dres :
De´finition 1 On notera Sn l’espace des espaces me´triques h, tel que h soit
home´omorphe a` la sphe`re S2, de courbure constante 1 partout a` l’exception
d’un nombre fini de points ou` il pre´sente une singularite´ conique. Les singu-
larite´s sont nume´rote´es, et les espaces me´triques sont de´finis aux isome´tries
pre´servant les singularite´s pre´s.
De´finition 2 On notera Mn le sous-ensemble de Sn des me´triques telles
que :
– Toutes les singularite´s ont une courbure strictement ne´gative.
– Toute ge´ode´sique ferme´e a une longueur strictement supe´rieure a` 2π.
On notera Msin le sous-ensemble de Sn des me´triques telles que :
– Toutes les singularite´s ont une courbure strictement ne´gative.
– toute ge´ode´sique ferme´e a une longueur supe´rieure ou e´gale a` 2π.
– le nombre de ge´ode´siques ferme´es de longueur 2π est fini et chacune
d’entre elles se´pare l’espace en deux composantes connexes dont l’une
au moins est isome´trique a` un he´misphe`re.
A tout polye`dre compact P de Pn on associe son dual P
∗ muni de sa me´trique
induite (cf. section 3). En tant qu’objet intrinse`que, c’est un e´le´ment de Sn.
On note Φ l’application ainsi de´finie. On est en mesure de citer des re´sultats
de Rivin et Hodgson [8] et Rivin [9], respectivement :
The´ore`me 3 (Rivin et Hodgson) L’application Φ ainsi de´finie est un
home´omorphisme de Pn sur Mn.
Autrement dit : Les polye`dres compacts sont en bijection avec les me´triques
duales admissibles.(Existence et unicite´).
The´ore`me 4 (Rivin) Le prolongement par continuite´ de Φ a` Φ˜ : Psin → Sn
a exactement pour image Msin .
Autrement dit : les polye`dres semi-ide´aux ont exactement pour me´triques
duales les me´triques admissibles de volume fini.(Existence).
Ante´rieurement, Alexandrov [1] a donne´ une caracte´risation similaire
pour les polye`dres compacts ayant n sommet, simplement en fonction de
leur me´trique induite ; la condition de borne infe´rieure pour les longueurs
des ge´ode´siques ferme´es n’apparaˆıt alors pas.
Enfin, citons le re´sultat de Bonahon et Bao , qui permet de caracte´riser
les polye`dres hyperboliques hyperide´aux (avec leurs sommets a` l’infini et
”au-dela`” de l’infini, cf. section 4) de combinatoire donne´e Γ (dont l’ensemble
est note´ PΓ) par la donne´e de leurs angles die`dres :
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The´ore`me 5 (Bonahon et Bao) On a existence et unicite´ des polye`dres
hyperide´aux (on autorise des sommets ide´aux) de combinatoire donne´e Γ
dont les angles die`dres exte´rieurs θei (π moins l’angle die`dre) ve´rifient les
deux conditions suivantes :
(C1)
∑n
i=1 θei ≥ 2π pour toute courbe ferme´e γ plonge´e dans le graphe dual
Γ∗ et passant par les areˆtes e1, ..., en ; l’e´galite´ ayant lieu tre`s exactement
quand γ est le bord d’une face du graphe dual Γ∗ correspondant a` un som-
met ide´al du polye`dre initial.
(C2)
∑n
i=1 θei > π pour tout chemin γ plonge´ dans Γ
∗ et joignant deux
sommets de Γ∗ ayant une meˆme face adjacente, mais tel que γ ne soit pas
tout entier contenu dans le bord de cette face.
Cet article contient les deux re´sultats principaux suivants :
– La caracte´risation des polye`dres convexes hyperboliques a` n faces
semi-ide´aux (avec des sommets a` l’infini) en fonction de leur me´trique
duale. Cette caracte´risation comporte comme cas particulier celle des
polye`dres compacts et des polye`dres ide´aux.
– Une nouvelle de´monstration de la caracte´risation des polye`dres con-
vexes hyperboliques de combinatoire Γ hyperide´aux (les sommets sont
a` l’infini ou au-dela`) par leurs angles die`dres.
L’ide´e est de de´duire le premier re´sultat des ide´es de Rivin et Hodgson [8]
et [9](section 3), l’apport nouveau du article est l’obtention de la rigidite´
dans le cas ge´ne´ral semi-ide´al (section 3), en utilisant la transformation de
Pogorelov (section 2).
En ”tronquant” les sommets hyperide´aux, on en de´duit le second e´nonce´
(section 5). Cette partie constitue une preuve indirecte simple, du re´sultat
de´montre´ en de´tail dans la pre´publication de Bonahon et Bao [4].
On montrera que ces caracte´risations se ge´ne´ralisent tre`s exactement au cas
des polye`dres hyperboliques fuchsiens de genre g ≥ 2 (cf. section 5). En
particulier, on obtient ainsi le re´sultat nouveau suivant de caracte´risation
de polye`dres hyper ide´aux fuchsiens :
The´ore`me 6 On a existence et unicite´ des polye`dres hyperide´aux fuchsiens
de genre g ≥ 2 (on autorise des sommets ide´aux) de combinatoire donne´e Γ
dont les angles die`dres exte´rieurs θei (π moins l’angle die`dre) ve´rifient les
deux conditions suivantes :
(C1)
∑n
i=1 θei ≥ 2π pour toute courbe ferme´e contractileγ plonge´e dans le
graphe dual Γ∗ et passant par les areˆtes e1, ..., en ; l’e´galite´ ayant lieu tre`s
exactement quand γ est le bord d’une face du graphe dual Γ∗ correspondant
a` un sommet ide´al du polye`dre initial.
(C2)
∑n
i=1 θei > π pour tout chemin γ plonge´ dans Γ
∗ et joignant deux
sommets A et B de Γ∗ ayant une meˆme face F adjacente, mais tel que γ ne
soit pas tout entier contenu dans le bord de cette face. On demande que γ
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soit homotope au chemin bordant F et joignant A a` B.
L’analogue des re´sultats de Rivin et Hodgson [8] et [9] dans le cas fuchsien
e´tant faits par Schlenker dans [10].
2 La transformation de Pogorelov
Cette section est consacre´e a` l’e´tude de la transformation de Pogorelov.
Cette transformation est caracte´rise´e par la proprie´te´ suivante : On note
Rn+1p l’espace de Minkowski de dimension n+1 et de signature (n+1−p, p),
et Ω0 l’intersection d’un demi-espace de vecteur normal de type strictement
espace ou strictement temps avec une des deux sphe`res unite´s (p 6= 0) .
La transformation de Pogorelov prend deux objets de Ω0 ayant la meˆme
ge´ome`trie intrinse`que induite et les plongent dans Rnp ou R
n
p−1, les images
ayant alors la meˆme ge´ome´trie intrinse`que induite. De plus, les images sont
identifiables a` isome´trie pre´s si et seulement si les objets initiaux le sont.
Elle va nous permettre de ramener des questions de rigidite´ de polye`dres
dans l’espace de Sitter, au meˆme proble`me dans l’espace euclidien.
2.1 Espaces a` courbure constante
On se propose dans cette sous-section de rappeler succinctement quelques
proprie´te´s des espaces homoge`nes riemanniens et lorentziens a` courbure
constante. L’espace ambiant est l’espace de Minkowsky Rn+1p muni de sa
me´trique canonique :
‖ x ‖2= −x21 − ...− x
2
p + x
2
p+1 + ...+ x
2
n+1
On note Snp = {x ∈ R
n+1
p , ‖ x ‖= 1} la sphe`re unite´ dite ”a` courbure
positive” et Hnp−1 = {x ∈ R
n+1
p , ‖ x ‖= −1} la sphe`re unite´ dite ”a` courbure
ne´gative”, toutes deux munies de leur me´trique induite.
On e´nonce sans de´monstration :
The´ore`me 7 La sphe`re Snp est une varie´te´ pseudo-riemannienne comple`te
de dimension n et de signature (n− p, p). Elle est homoge`ne et a` pour cour-
bure constante 1. Son groupe d’isome´trie est O(n + 1 − p, p), le groupe des
isome´tries line´aires de Rn+1p et son groupe d’isotropie est O(n+1−p, p−1).
La sphe`re Hnp−1 est une varie´te´ pseudo-riemannienne comple`te de dimension
n et de signature (n+1-p,p-1). Elle est homoge`ne et a` pour courbure con-
stante −1. Son groupe d’isome´trie est O(n+1−p, p) et son groupe d’isotropie
est O(n− p, p)
2.2 La transformation projective
On se donne un demi-espace de Rn+1p de normale x0 avec ‖ x0 ‖
2=
ǫ = ±1. On note Ω0 l’ensemble des points de norme carre´e µ = ±1 de ce
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demi-espace. Donc Ω0 = {x ∈ S
n
p , sgn(< x, x0 >) = ǫ} si µ est positif,
Ω0 = {x ∈ H
n
p−1, sgn(< x, x0 >) = ǫ} dans le cas contraire.
On conside`re l’hyperplan affine passant par le point x0 et orthogonal au
vecteur x0. C’est un mode`le affine pour l’espace projectif RP
n des droites
vectorielles de Rn+1p . Chaque droite de cet ensemble intersecte Ω0 en au
plus un point. Cette construction fournit l’application projective φ de Ω0
vers Rn ⊂ RPn.
On e´nonce alors sans de´monstration :
Proposition 1 (transformation projective) Avec les notations pre´ce´dentes,
la transformation projective φ : Ω0 → R
n est un diffe´omorphisme de Ω0 sur
son image. On appelle x0 le ”centre” de la projection. Si on conside`re φ(x)
comme vecteur de Rnp il a pour expression explicite :
φ(x) =
ǫx− < x, x0 > x0
< x, x0 >
Enfin, si ρ est une isome`trie de Ω0 laissant le centre invariant, φ ◦ ρ ◦ φ
−1
est une isome´trie de Rnp laissant le centre invariant.
Remarque. On a la formule suivante pour φ−1 :
φ−1(y) = (y + x0)(µ ‖ y + x0 ‖
2)
1
2
.
2.3 La transformation de Pogorelov globale
On conserve les notations pre´ce´dentes.
The´ore`me 8 (Application de Pogorelov globale) Il existe une appli-
cation Φ : Ω0 × Ω0 → R
n
p ×R
n
p , dont la formule explicite est :
Φ(x, x′) = 2(
ǫx− < x, x0 > x0
< x+ x′, x0 >
,
ǫx′− < x′, x0 > x0
< x+ x′, x0 >
et qui ve´rifie les deux proprie´te´s suivantes :
1. Soit V ∈ T(x,x′)(Ω0×Ω0). On a que ‖ π1V ‖
2=‖ π2V ‖
2, si et seulement
si ‖ π1(T(x,x′)Φ(V )) ‖
2=‖ π2(T(x,x′)Φ(V ) ‖
2 ; π1 et π2 e´tant respective-
ment la premie`re et seconde projection d’un produit carte´sien.
2. Φ commute aux isome´tries laissant le centre x0 invariant, au sens ou`
si ρ appartient au groupe d’isotropie de x0, on a :
Φ ◦ (ρ× ρ) = (φ ◦ ρ ◦ φ−1)× (φ ◦ ρ ◦ φ−1)) ◦ Φ
φ ◦ ρ ◦ φ−1 e´tant une isome´trie.
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Remarque. Φ|∆ = (φ× φ)|∆ , ou` ∆ est la diagonale de Ω0 × Ω0.
De´monstration.
1. On se donne (X,X ′) ∈ T(x,x′)(Ω0×Ω0) et on calcul la diffe´rentielle de
Φ directement :
1
2
< x+ x′, x0 >
2 π1(T(x,x′)Φ(X,X
′)) =
ǫ < x+ x′, x0 > X − ǫ < X +X
′, x0 > x
+(< x, x0 >< X
′, x0 > − < x
′, x0 >< X,x0 >)x0
Puis sa norme au carre´, en utilisant < X,x >= 0.
1
4
< x+ x′, x0 >
4‖ π1(T(x,x′)Φ(X,X
′)) ‖2=
< x+ x′, x0 >
2‖ X ‖2 +µ < X +X ′, x0 >
2
−ǫ(< x, x0 >< X
′, x0 > − < x
′, x0 >< X,x0 >)
2
Enfin on obtient la diffe´rence des normes des deux projections :
1
4
< x+x′, x0 >
2 (‖ π1(TΦ(X,X
′)) ‖2 − ‖ π2(TΦ(X,X
′)) ‖2) =‖ X ‖2 − ‖ X ′ ‖2
Ce qui suffit a` comple´ter la preuve car < x+x′, x0 > n’est jamais nul.
2. L’e´galite´ s’obtient en effectuant un calcul explicite et en exploitant le
line´arite´ de ρ, le fait qu’il laisse x0 invariant, et le fait qu’il conserve
le produit scalaire.
La de´monstration est ainsi acheve´e.⋄
Voici un corollaire qui apporte l’interpre´tation ge´ome´trique de la transfor-
mation :
Corollaire 1 Soit F et F ′ deux sous-varie´te´s diffe´omorphes de Ω0, plonge-
ments d’une varie´te´ S par φ et φ′ respectivement, munis de la me´trique
induite, et F˜ et F˜ ′ le couple de sous-varie´te´s image du couple (F,F ′) par la
transformation de Pogorelov, munis de la me´trique induite par Rnp . On a les
deux proprie´te´s suivantes :
1. F et F ′ ont la meˆme ge´ome´trie intrinse`que si et seulement si F˜ et F˜ ′
aussi.
2. F et F ′ sont identiques a` isome´trie globale pre´servant le centre de Ω0
pre´s, si et seulement si F˜ et F˜ ′ aussi.
De´monstration.
1. Soit S tel que F et F ′ soient deux plongements de S dans Ω0 par φ et
φ′ respectivement. F˜ et F˜ ′ sont deux plongements de S dans Rnp par
π1Φ ◦ (φ, φ
′) et π2Φ ◦ (φ, φ
′) respectivement. La premie`re propie´te´ de
la transformation dit exactement que les premiers plongements sont
isome´triques si et seulement si les seconds le sont.
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2. D’apre`s la seconde proprie´te´, si F ′ est l’image de F par l’isome´trie
ρ, F˜ ′ est l’image de F˜ par φ ◦ ρ ◦ φ−1. On obtient la re´ciproque en
conjuguant par φ−1 l’isome´trie de Rnp pre´servant le centre.
Ceci ache`ve la de´monstration du corollaire.⋄
2.4 La transformation de Pogorelov infinite´simale
The´ore`me 9 (Application de Pogorelov infinite´simale.) Il existe un
morphisme de fibre´s : φ˜ : TΩ0 → TR
n
p de base φ, s’e´crivant explicitement
avec les notations pre´ce´dentes :
φ˜ : TΩ0 → TR
n
p
(x, v) 7→ (φ(x) =
ǫx− < x, x0 > x0
< x, x0 >
,
ǫv− < v, x0 > x0
< x, x0 >
)
et ve´rifiant les proprie´te´s suivantes :
1. Si F est une sous-varie´te´ de Ω0 muni d’un champ de vecteur V , V est
une de´formation isome´trique (ie de de´rive´e de Lie nulle sur F ),si et
seulement si φ˜(V ) est une de´formation isome´trique de φ(F ).
2. V est la restriction sur F d’une isome´trie infinite´simale (ie un champ
de Killing) ξ, ssi φ˜(V ) est la restriction a` φ(F ) de l’isome´trie in-
finite´simale φ˜(ξ).
De´monstration. On peut donner deux de´monstrations du the´ore`me. La
premie`re en de´rivant la formule de Pogorelov globale, la seconde par le cal-
cul direct. On rappelle que la de´rive´e de Lie est la deux forme syme´trique
L(Y,Z) =< DY V,Z > + < DZV, Y >
Premie`re de´monstration.On se donne ft : S →֒ Ω0 une famille diffe´rentiable
de plongements pour t ∈] − ǫ, ǫ[, isome´triques entre eux ( la deux-forme
< Tft, T ft > ne de´pend pas de t), et telle que F ≡ f0 et V (f0(p)) =
d
dt |t=0
(ft(p)), p e´tant un point courant de S. La composition Φ(f0, ft), donne
d’ apre`s le the´ore`me de Pogorelov, une famille de couples isome´triques de
plongements de S dans Rnp . Soient Y et Z deux vecteurs de l’espace tangent
en p a` S, et soient (Y 1t , Y
2
t )) et (Z
1
t , Z
2
t )) leurs images par Φ(f0, ft)(Y0 ≡ Y
i
0 ).
Progorelov nous dit tre`s exactement que :< Y 1t , Z
2
t >=< Y
2
t , Z
2
t > pour tout
t. De´rivons cette e´galite´, il vient :
< TpV1(Y0), Z0 > + < TpV1(Z0), Y0 >=< TpV2(Y0), Z0 > + < TpV2(Z0), Y0 >
ou` on a pose´ :Vi = πiTpΦ(O,V ). Cette formule dit tre`s exactement que
V1 − V2 a` une de´rive´e de Lie nulle sur φ(F ). On pose donc φ˜(V ) = V1 − V2
et un calcul explicite donne la formule.⋄
Deuxie`me de´monstration. On se donne un point p de F et yt un chemin de
F tel que y0 = p. On note Y =
dyt
dt |t=0
. On cherche a` calculer la de´rive´e de
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Lie (une deux forme syme´trique) de φ˜(V ) sur deux fois Tφ(Y ) = dφ(yt)
dt
=
en fonction de la de´rive´e de Lie de V sur deux fois Y . Un calcul explicite
donne en t = 0 la formule :
<
d
dt
φ˜(V (yt)),
dφ(yt)
dt
>=< φ˜(
dV (yt)
dt
)−φ˜(V )
< Y, x0 >
< p, x0 >
, φ˜(Y )−φ(p)
< Y, x0 >
< p, x0 >
>
Puis en de´veloppant et en utilisant les identite´s < V, p >= 0,< Y, p >= 0,
< dV (yt)
dt
, p > + < V, Y >= 0, il vient :
<
d
dt
φ˜(V (yt)),
dφ(yt)
dt
>=< p, x0 >
−2<
dV (yt)
dt
, Y >
Ce qui constitue la relation souhaite´e et prouve que φ˜(V ) est isome´trique si
et seulement si V l’est.
La deuxie`me proprie´te´ de´coule imme´diatement de la seconde en faisant F =
Ω0. ⋄
3 Une caracte´risation des polye`dres hyperboliques
convexes de volume fini
Le but de cette section est de re´sumer les re´sultats de Igor Rivin et Craig
Hodgson contenus dans [8] et [9], puis d’ajouter un argument d’unicite´ graˆce
a` la transformation de Pogorelov.
3.1 Polye`dres
On se place dans l’espace hyperbolique H3 de dimension 3.
De´finition 3 (Polye`dres convexes) On appelle polye`dre hyperbolique con-
vexe compact l’intersection compacte d’une collection de n demi-espaces de
H3. Tous ses sommets sont situe´s dans H3
On appelle polye`dre hyperbolique convexe de volume fini ou semi-ide´al l’in-
tersection de volume fini d’une collection de n demi-espaces de H3. Ses som-
mets sont situe´s dans H3 ou` a` l’infini. On appelle polye`dre hyperbolique
convexe ide´al, un polye`dre convexe de volume fini dont tous les sommets
sont situe´s a` l’infini.
De´finition 4 On appelle combinatoire du polye`dre P la de´composition cel-
lulaire du polye`dre selon ses areˆtes, ses sommets et ses faces. On appelle
combinatoire duale de Γ, la combinatoire dont les faces correspondent aux
sommets de Γ, les areˆtes aux areˆtes, et les sommets aux faces. (Ex : la
combinatoire duale du cube est celle de l’octae`dre).
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Remarque. On de´finit de meˆme les polye`dres convexes sphe´riques. On a
aussi une notion de polye`dres convexe dans l’espace de se Sitter S31 :
De´finition 5 On appelle polye`dre convexe compact dans l’espace de Sitter
l’intersection compacte d’une collection de n demi-espaces de´finis par des
plans oriente´s de type-espace. La me´trique induite sur ces polye`dres est donc
riemannienne.
Une manie`re simple de visualiser topologiquement ces polye`dres est la suiv-
ante, en notant canS2 la me´trique naturelle sur S
2 :
Proposition 2 On conside`re l’espace de Sitter comme la varie´te´ diffe´rentielle
S2×R muni de (−dt2+ch2t canS2), et on note p la projection sur la sphe`re.
Soit P un polye`dre compact, alors p constitue un home´omorphisme (aux sin-
gularite´s pre´s) de P sur S2.
3.2 Dualite´
On va de´finir une application note´e ∗ qui est un diffe´omorphisme involutif
entre, au choix :
– Les polye`dres compacts hyperboliques et les polye`dres compacts de
Sitter.
– Les polye`dres compacts sphe´riques sur eux-meˆmes.
On va se contenter de de´finir l’application dans le premier cas : On se place
dans l’espace de Minkowski de dimension 4 et on conside`re H3 comme la
composante connexe supe´rieure de la sphe`re unite´ de type temps, et S31
comme la sphe`re unite´ de type espace (cf.2.1). Dans ce mode`le,
– tout point de H3 s’interpre`te comme droite de type temps.
– toute droite hyperbolique s’interpre`te comme plan de R31 de signature
(+,−).
– tout plan hyperbolique s’interpre`te comme hyperplan de R31 orthogo-
nal a` une droite de type espace.
Et re´ciproquement :
– tout point de S31 s’interpre`te comme droite de R
3
1 de type temps.
– tout plan de Sitter de type espace (c’est a` dire de me´trique induite
riemannienne), s’interpre`te comme hyperplan de R31 orthogonal a` une
droite de type temps.
– toute droite de Sitter de type espace s’interpre`te comme plan de R31
de signature (+,+).
L’orthogonalite´ de´finit ainsi une correspondance duale entre respectivement
les points, les plans et les droites de H3 d’une part et les plans de type
espace, les point et les droites de type espace de l’espace de Sitter.
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Proposition-de´finition 1 Soit P un polye`dre compact hyperbolique. Par
la correspondance ci-dessus on de´finit le polye`dre P ∗ dans l’espace de de
Sitter ve´rifiant :
– Les sommets de P ∗ sont ”orthogonaux” aux faces de P .
– Les areˆtes de P ∗ sont ”orthogonales” aux areˆtes de P .
– les faces de P ∗ sont ”orthogonales” aux sommets de P .
C’est un polye`dre compact de l’espace de de Sitter, ve´rifiant les proprie´te´s
suivantes :
– La combinatoire de P ∗ est duale de celle de P .
– La longueur des areˆtes est e´gale aux angles die`dres duaux.
– Re´ciproquement, les angles die`dres sont e´gaux aux longueurs des areˆtes
duales.
– Les angles entre areˆtes adjacentes sont comple´mentaires aux angles
des areˆtes adjacentes duales.
Enfin, la transformation ∗ commute aux isome´tries, ce qui signifie que si P
est de´fini a` isome´trie pre´s, P ∗ l’est aussi.
Remarques. On peut construire la me´trique induite sur P ∗ en identifiant
les areˆtes communes des polygoˆnes sphe´riques duaux des sommets de P .
La somme des angles aux sommets de P ∗ est supe´rieure a` 2π, formant une
singularite´ conique a` courbure singulie`re ne´gative.
Appliquer la formule de Gauss, et remarquer que la courbure ne´gative con-
tenue dans les faces de P se re´alise comme singularite´ conique ne´gative dans
les sommets de P ∗, et re´ciproquement, la courbure positive contenue dans les
singularite´s coniques des sommets de P se re´alise comme faces de courbure
constante positive.
3.3 Le re´sultat de Rivin et Hodgson
Rappel sur la topologie utilise´e sur les espaces de polye`dres. Lorsqu’on
conside`re un espace de polye`dres, on peut de´finir une topologie dessus de
plusieures manie`res e´quivalentes :
– On conside`re la topologie Hausdorff de´finie sur les sous-ensembles de
H3.
– On regarde les polye`dres dans l’espace projectif (meˆme topologie que
H3 par continuite´ de la transformation projective), et on parame`tre
les polye`dres par les sommets ou les faces. L’espace de polye`dres est
alors un sous-ensemble de R3n, muni de la topologie induite, ou` n est
le nombre de sommets ou de faces.
On de´finit les espaces dans lesquels on va travailler :
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De´finition 6 On appellera Pcn l’ensemble des polye`dres compacts avec n
faces nume´rote´es, de´finis a` une isome´trie hyperbolique pre´s. On notera de
meˆme Psin lorsque les polye`dres conside´re´s sont semi-ide´aux, et P
i
n lorsque
qu’ils sont ide´aux .
On e´nonce alors :
Proposition 3 Pcn est une varie´te´ diffe´rentielle de dimension 3n − 6.Les
espaces Psin et P
i
n sont inclus dans l’adhe´rence de P
c
n.
De´monstration : La condition de compacite´ et la condition d’existence
de n faces sur l’intersection des n demi-espaces est une condition ouverte
sur l’espace des n plans oriente´s nume´rote´s formant les faces du polye`dre.
L’espace de polye`dres compacts a` n faces nume´rote´es est donc un ouvert de
R3n. Les isome´tries hyperboliques forment un groupe de Lie de dimension 6
qui agit librement et proprement sur cet ouvert. Le quotient est donc bien
une varie´te´ diffe´rentielle de la dimension souhaite´e.
On peut voir les polye`dres semi-ide´aux comme limite dans le mode`le projectif
de polye`dres compacts de meˆme combinatoire et dont les sommet tendent
vers la frontie`re de H3. ⋄
On de´finit maintenant les espaces me´triques qui vont caracte´riser les
polye`dres compacts et semi-ide´aux.
De´finition 7 On notera Sn l’espace des espaces me´triques h, tel que h soit
home´omorphe a` la sphe`re S2, de courbure constante 1 partout a` l’exception
d’un nombre fini de points ou` il pre´sente une singularite´ conique. Les singu-
larite´ sont nume´rote´es, et les espaces me´triques sont de´finis aux isome´tries
pre´servant les singularite´s pre´s.
Remarque. Si P est un polye`dre hyperbolique compact, P ∗ vu comme
un espace muni de la me´trique induite est un e´le´ment de Sn.
De´finition 8 On notera Mn le sous-ensemble de Sn des me´triques telles
que :
– La courbure aux points singuliers est strictement ne´gative.
– Toute ge´ode´sique ferme´e a une longueur strictement supe´rieure a` 2π.
Ces me´triques seront dites admissibles.
On notera Msin le sous-ensemble de Sn des me´triques telles que :
– La courbure aux points singuliers est strictement ne´gative.
– toute ge´ode´sique ferme´e a une longueur supe´rieure ou e´gale a` 2π.
– le nombre de ge´ode´siques ferme´es de longueur 2π est fini et chacune
d’entre elles se´pare l’espace en deux composantes connexes dont l’une
au moins est isome´trique a` un he´misphe`re.
Ces me´triques seront dites admissibles de volume fini.
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Si h1 et h2 sont deux e´le´ments de Mn, on conside`re les home´omorphismes
h1 ↔ h2 envoyant la i-e`me singularite´ de h1 sur la i-e`me singularite´ de h2. Il
existe une isome´trie parmi ces home´omorphismes, si et seulement si h1 = h2.
Sinon, on peut conside´rer la borne infe´rieure des taux d’e´cart a` une isome´trie
de ces home´omorphismes. Ceci de´finit une me´trique dite de Lipschitz sur Sn
(cf. [8] section 6).
Nous e´nonc¸ons sans de´monstration (cf. [8] et [9]) :
Proposition 4 Mn est une varie´te´ topologique de dimension 3n-6.M
si
n est
contenu dans l’adhe´rence de Mn.
A tout polye`dre compact de Pn on associe son dual P
∗ muni de sa me´trique
induite. En tant qu’objet intrinse`que, c’est un e´le´ment de Sn. On note Φ
l’application ainsi de´finie. On est en mesure de citer le re´sultat de [8] et [9] :
The´ore`me 10 (Rivin et Hodgson) 1. L’application Φ ainsi de´finie est
un home´omorphisme de Pn sur Mn.
2. Le prolongement par continuite´ de Φ a` Φ˜ : Psin → Sn a exactement
pour image Msin .
Autrement dit :
1. Les polye`dres compacts sont en bijection avec les me´triques duales ad-
missibles.(Existence et unicite´).
2. les polye`dres semi-ide´aux ont exactement pour me´triques duales les
me´triques admissibles de volume fini.(Existence).
Les sections 4 et 5 de ce me´moire consiste a` de´montrer l’unicite´ du sec-
ond e´nonce´ du the´ore`me de Rivin, et d’en de´duire une caracte´risation des
polye`dres hyperide´aux par leurs angles die`dres.
3.4 Unicite´ des polye`dres semi-ide´aux de me´triques duale
donne´e
On rappelle la version infinite´simale de la rigidite´ des polye`dres euclidiens
due a` Aleksandrov [1] :
The´ore`me 11 (Rigidite´ des polye`dres euclidiens) Toute de´formation
isome´trique d’un polye`dre euclidien a pour origine une isome´trie infinite´simale.
Remarque. Contrairement a` la version du the´ore`me de rigidite´ cite´ dans
l’introduction, la combinatoire n’est pas fixe´e. Dans la de´monstration, on
utilise un argument abstrait, pour montrer que la combinatoire est rigidifie´e
si la me´trique induite est fixe. Ce point est important, car il est le point clef
qui empeˆche de de´duire la rigidite´ en fonction des angles die`dres.
Afin de de´montrer la rigidite´ des polye`dres semi-ide´aux, on va montrer
que φ˜ est localement injective, puis que c’est un home´omorphisme local, et
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enfin un home´omorphisme global. On est en mesure de´sormais d’e´noncer le
re´sultat :
Proposition 5 L’application φ˜ : Psin →M
si
n est localement injective. Autrement
dit on a la rigidite´ locale des polye`dres semi-ide´aux pour leur me´triques duale.
On a besoin du lemme suivant :
Lemme 1 Soit P un polye`dre semi-ide´al convexe. Dans le mode`le de Minkowski
(cf. 2.1), il existe un vecteur normal de type espace, de´finissant un demi-
espace ouvert de R41, ou` P
∗ est tout entier contenu.
De´monstration. Soit p un point d’une face F ouverte de P , on lui as-
socie sa droite D de R41, que l’on peut orienter par convexite´. Je dis que le
demi-espace ouvert de´fini par ⊥ D contient tout entier P ∗ sauf le sommet
F ∗ qui appartient a` sa frontie`re. En effet par convexite´, P ∗ est contenu dans
le demi-espace ferme´. Ensuite, le point p e´tant dans l’inte´rieur de F , ⊥ D ne
peut couper les areˆtes et les faces adjacentes a` F ∗ qu’au niveau du sommet
F ∗.
Enfin, comme F ∗ est distinct de l’origine de R41, on peut perturber l’hyper-
plan ⊥ D pour obtenir le re´sultat souhaite´.⋄
De´monstration de 5. On va montrer que toute suite de polye`dres de
Psin convergeant vers P et de meˆme me´trique duale h est stationnaire, ce
qui impliquera l’injectivite´ locale. Pour cela, on va raisonner par l’absurde
et supposer l’existence d’une suite (Pk) de polye`dres de P
si
n convergeant
vers P , tous les e´le´ments e´tant distincts de P . La dualite´ commutant aux
isome´tries, on obtient une suite P ∗k de polye`dres (toujours de´finis a` isome´trie
pre´s) convergeant vers P ∗, tous les e´le´ments e´tant distincts de P ∗. On peut
voir cette suite d’e´le´ments comme une suite de la varie´te´ diffe´rentielle de di-
mension 3n−6 constitue´e de l’ensemble de n plans hyperboliques quotiente´s
par le groupe des isome´tries de H3. Un voisinage de P dans cet espace
est diffe´omorphe a` un ouvert de R3n−6. Par compacite´ de la sphe`re unite´
de R3n−6, on peut extraire une sous-suite P ∗s(k) diffe´rentiable de polye`dres,
c’est a` dire convergeant dans une direction donne´e (les polye`dres e´tant vus
dans une carte comme vecteurs de R3n−6, la suite
Ps(k)−P
‖Ps(k)−P‖
converge vers
un champ de vecteur non nul sur P , note´ X). La suite des P ∗k ayant en-
gendre´ la de´formation e´tant isome´triques, le champ X est continu sur P ∗ et
est de´rivable au sens de Lie de de´rive´e de Lie nulle. On peut donc obtenir
une ”de´formation infinite´simale isome´trique X de P ∗ non nulle au premier
ordre”.
Maintenant, d’apre`s 1, on peut prendre un repre´sentant P ′∗ de P ∗ est
dans Ω0, le demi-espace de Sitter situe´ au dessus d’un certain hyperplan
H de type espace. On choisit un champ de de´formation isome´trique (de
de´rive´e de Lie nulle) Y de P ′∗, qui se re´alise a` isome´trie pre´s comme la
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de´formation infinite´simale X de P ∗. X est non nul, ce qui empeˆche Y d’eˆtre
la restriction d’une isome´trie infinite´simale. On applique a` P ′∗, l’application
de Pogorelov infinite´simale centre´e sur la normale a` l’hyperplan H. Le car-
acte`re polye`dral et convexe e´tant un invariant projectif, on obtient, d’apre`s
le the´ore`me 9, un polye`dre euclidien convexe muni d’une de´formation in-
finite´simale isome´trique non nulle qui n’est pas la restriction d’une isome´trie
infinite´simale. Ceci contredit le the´ore`me de Cauchy. Absurde.⋄
Nous obtenons maintenant :
Proposition 6 L’application φ˜ : Psin →M
si
n est un home´omorphisme local.
De´monstration. Psin est un espace topologique localement compact car
c’est un sous-ensemble d’une varie´te´ topologique, de´fini par un nombre fini
de condition ouverte et ferme´e. Or toute application localement injective
continue de´finie sur un espace localement compact est un home´omorphisme
local.⋄
The´ore`me 12 L’application φ˜ : Psin →M
si
n est un home´omorphisme global.
On a donc une relation bi-univoque entre les polye`dres semi-ide´aux et les
me´triques duales admissibles de volume fini.
De´monstration. Il ne reste plus qu’a` montrer l’injectivite´ de : φ˜ dans le
cas ou` il y a au moins un sommet ide´al.
Un simple argument topologique va nous permettre de conclure. Raisonnons
par l’absurde et supposons que h ∈ Msin (strictement semi-ide´al), ait deux
ante´ce´dents distincts P1 et P2. Par se´paration, il existe deux voisinages V1
de P1 et V2 de P2 dans P
si
n disjoints. φ˜ est un home´omorphisme local, donc
il existe un voisinage V de h dans Msin et deux voisinages W1 ⊂ V1 de P1
et W2 ⊂ V2 de P2 dans P
si
n tel que φ˜ soit un home´omorphisme entre W1 et
V et entre W2 et V .Comme P1 et P2 appartiennent a` l’adhe´rence de P
c
n et
que V est ouvert, φ˜ ne peut pas eˆtre injective sur Pcn, absurde.⋄
4 Une caracte´risation des polye`dres hyperboliques
hyperide´aux
Cette section est consacre´e a` la de´monstration du re´sultat de [4] comme
corollaire de la caracte´risation des polye`dres semi-ide´aux.
4.1 Enonce´ et de´finitions
Pour de´finir les polye`dres hyperide´aux, on va conside´rer le mode`le pro-
jectif de l’espace hyperbolique H3. Dans ce mode`le H3 est repre´sente´ par le
sous-ensemble R3 ⊂ RP3 constitue´ des droites vectorielles de R41 de type
temps.
D’autre part on de´finit les polye`dres de RP3 :
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De´finition 9 (Polye`dres projectifs.) P est un polye`dre projectif s’il ex-
iste une repre´sentation affine R3 ⊂ RP3 de l’espace projectif ou` P est un
polye`dre compact.
Remarque. Il existe des repre´sentations affines de l’espace projectif ou` P
est partiellement a` l’infini.
De´finition 10 On appelle polye`dre hyperide´al de H3 la donne´e de n plans
hyperboliques oriente´s formant un polye`dre projectif comme plans de RP3
et dont les areˆtes intersectent H3 ⊂ RP3 mais pas les sommets. Si aucun
des sommets n’appartient a` la sphe`re a` l’infini de H3, le polye`dre est dit
hyperide´al strict. Si au contraire tous ses sommets s’y trouvent, il est dit
ide´al.
On note l’application diffe´rentiable Θ˜ qui a` n plans oriente´s hyperboliques
associe leurs angles die`dres. Elle est invariante par isome´trie hyperbolique.
De´finition 11 On note Θ : PΓ →]0, π[
E l’application qui a` tout polye`dre
hyperide´al de combinatoire Γ associe la donne´e de ses E angles die`dres.
Nous sommes en mesure maintenant d’e´noncer le re´sultat a` de´montrer. C’est
le re´sultat principal de la pre´publication de Bao et Bonahon [4], ou` une
preuve directe est propose´e.
De´finition 12 KΓ est le sous-ensemble de ]0, π[
E de´fini de la manie`re suiv-
ante :
A chaque areˆte ei de Γ
∗ on associe un poids θei (repre´sentant l’angle die`dre
exte´rieur ie si l’angle die`dre vaut αe ∈]0, π[ , l’angle die`dre exte´rieur vaut
θe = π − αe ∈]0, π[) et ve´rifiant les conditions suivantes :
– θei ∈]0, π[
– C1-
∑n
i=1 θei ≥ 2π pour toute courbe ferme´e γ plonge´e dans le graphe
Γ∗ et passant par e1, ..., en ; l’e´galite´ ayant lieu tre`s exactement quand
γ est le bord d’une face du graphe dual Γ∗ correspondant a` un sommet
ide´al.
– C2-
∑n
i=1 θei > π pour tout chemin γ plonge´ dans Γ
∗ et joignant deux
sommets de Γ∗ ayant une meˆme face adjacente, mais tel que γ ne soit
pas tout entier contenu dans le bord de cette face.
The´ore`me 13 (Caracte´risation des polye`dres hyperide´aux.) L’application
Θ est un home´omorphisme de PΓ vers KΓ.
4.2 L’application troncature
On va de´finir un plongement diffe´rentiable de PΓ vers les polye`dres com-
pacts, qui va nous permettre de de´duire le the´ore`me 13 du the´ore`me 10.
On reprend notre mode`le habituel ou` RP3 est l’ensemble des droites vec-
torielles de l’espace de Minkowski R41. A tout point de RP
3 hors de H3, ie
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a` toute droite vectorielle de type espace, on peut associer l’hyperplan or-
thogonal, qui s’identifie a` un plan hyperbolique que l’on note ⊥ x. Dans une
repre´sentation affine de l’espace projectif, on obtient ⊥ x en conside´rant les
droites affines passant par x et tangentes a` la sphe`re a` l’infini de H3, elles
dessinent le bord a` l’infini de ⊥ x.
On peut caracte´riser ⊥ x comme e´tant l’unique plan hyperbolique perpen-
diculaire a` toutes les droites hyperboliques passant par x. En effet, si d
est une droite hyperbolique passant par x dans l’espace projectif, cela sig-
nifie tre`s exactement qu’en tant que plan vectoriel, elle contient la droite
vectorielle x. Or x est l’orthogonal a` ⊥ x. Le plan vectoriel d et l’hyper-
plan ⊥ x sont donc perpendiculaires dans l’espace de Minkowski ; ce qui est
e´quivalent a` leur perpendicularite´ comme objets hyperboliques. En effet, H3
e´tant une surface de niveau du produit scalaire dans l’espace de Minkowski,
deux droites hyperboliques s’intersectant en un point sont orthogonales si
et seulement si les plans correspondant dans R31 sont perpendiculaires.
On peut maintenant conside´rer un polye`dre hyperide´al P . A chacun de ses
sommets hyperide´aux x, on associe le demi-espace hyperbolique Hx. De
frontie`re ⊥ x, et oriente´ de sorte que x ne soit pas dans le demi-espace affine
associe´. On e´noncer la proprie´te´ :
Proposition-de´finition 2 Soit P un polye`dre hyperide´al ayant n faces et
{xi}i∈[1,k] pour sommets hyperide´aux. On tronque P en prenant l’intersec-
tion avec les Hxi fournit un plongement trun : P
h
n → P
si
n+k dans l’espace
des polye`dres compacts ayant n+ k faces.
Tous les plans hyperboliques ⊥ xi sont deux a` deux disjoints, ce qui de´termine
la combinatoire de trun(P ).
Enfin, chaque ⊥ xi est caracte´rise´ comme e´tant l’unique plan hyperbolique
perpendiculaire a` toutes les areˆtes adjacentes a` xi.
On a besoin du lemme suivant :
Lemme 2 Soit x et x’ deux sommets hyperide´aux du polye`dre P . La droite
projective passant par ces deux points coupe H3.
De´monstration. On conside`re une repre´sentation affine du mode`le pro-
jectif ou` P est compacte. On conside`re la projection radiale φ : R3−{v} →
S2 sur une sphe`re de centre x. L’image par φ de l’espace hyperbolique est un
disque sphe´rique ouvert. Par convexite´ l’image par φ du polye`dre est con-
tenu dans ce disque. La droite (xx′) coupe donc ce disque et par conse´quent
H3.⋄
De´monstration de la proposition-de´finition 2. Montrons tout d’abord
que les ⊥ xi sont deux a` deux disjoints. Soit x et x’ deux sommets hy-
peride´aux. L’intersection des deux plans hyperboliques ⊥ x et ⊥ x′ est un
plan vectoriel de l’espace de Minkowski note´ Π . L’orthogonal de Π est tre`s
exactement dans le mode`le projectif, la droite passant par x et x’. D’apre`s le
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lemme 2, c’est un plan vectoriel de l’espace de Minkowski de signature (+,-).
Donc Π est de type espace et ne coupe pas l’espace hyperbolique.CQFD.
⊥ x est l’unique perpendiculaire commune aux areˆtes adjacentes : l’u-
nicite´ de´coule du fait qu’il y a au moins deux areˆtes.
Il reste a` montrer que trun est un plongement. Pour cela on peut main-
tenant facilement caracte´riser l’image : n e´tant fixe´, c’est l’ensemble des
polye`dres compacts a` n+ k faces ve´rifiant la condition suivante :
– Il existe k faces non adjacentes contenant tous les sommets non ide´aux,
et auxquelles les areˆtes adjacentes sont perpendiculaires.
On reconstitue alors de manie`re diffe´rentiable le polye`dre initial en pro-
longeant les areˆtes de chaque face qui se coupent dans l’espace projectif au
point orthogonal de la face.⋄
4.3 Caracte´risation des polye`dres hyperide´aux en terme de
leur ”me´trique duale”
Dans toute la suite, on se donne une combinatoire de polye`dre Γ avec F
faces nume´rote´es, A areˆtes nume´rote´es et S sommets nume´rote´s. Les som-
mets hyperide´aux h seront distingue´s des sommets ide´aux par respective-
ment les index h et i. Ainsi Sh et Si sont respectivement le nombre de som-
mets hyperide´aux et ide´aux. On conside`rera PhΓ , l’ensemble des polye`dres
hyperide´aux de combinatoire Γ fixe´e. On a un home´omorphisme par compo-
sition des applications troncature et φ˜, qui a` un polye`dre semi-ide´al associe
sa me´trique duale :
trun ◦ φ˜ : PhΓ →M
si
Sh+F
On notera MhΓ = trun ◦ φ˜(P
h
Γ) l’image de l’application. Le but de cette
sous-section est de caracte´riser cet ensemble.
De´finition 13 (”ne´ga-et posi-he´misphe`re”) On appelle ”ne´ga-he´misphe`re”,
(respectivement ”posi-he´misphe`re”), la varie´te´ a` bord, riemannienne de cour-
bure constante +1, avec une singularite´ conique de courbure ne´gative (re-
spectivement positive), home´omorphe a` un disque ferme´, et tel que le bord
soit exactement l’ensemble des points situe´s a` distance pi2 de la singularite´.
On e´nonce quelques proprie´te´s de ces varie´te´s :
Proposition 7 Les ne´ga- et posi- he´misphe`re sont de´termine´s uniquement
par la valeur de leur singularite´ qui va de 0 a` l’infini.
On obtient le ne´ga- ou posi- he´misphe`re de singularite´ conique α de la
manie`re suivante :
– On prend n triangles sphe´riques doublement rectangles d’angle au som-
met αi . Il a donc deux coˆte´s de longueur
pi
2 , et un coˆte´ de longueur
αi. On demande que la somme des αi vaille α.
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– On identifie isome´triquement les coˆte´s de longueur pi2des triangles i et
i+ 1 (modulo n).
La longueur du bord vaut α.
Proposition 8 Toute ge´ode´sique comple`te d’un ne´ga- ou posi- he´misphe`re
est un segment immerge´ de longueur π dont les extre´mite´s sont dans le bord
de la varie´te´. Ces ge´ode´siques ne se recoupent jamais si la varie´te´ est un
ne´ga-he´misphe`re.
De´monstration. Les e´tapes :
Caracte´risation par la valeur de la singularite´ : L’”espace tangent” au niveau
de la singularite´ est un coˆne circulaire d’angle α. On peut de´finir l’e´quivalent
d’une application exponentielle bijective en prenant les vecteurs du coˆne de
norme infe´rieure ou e´gale a` pi2 . Ce geste permet de construire par composi-
tion une isome´trie entre posi- ou ne´ga- he´misphe`res de meˆme singularite´.
La construction par des triangles ve´rifie bien la de´finition d’un posi- ou ne´ga-
he´misphe`re.
Longueur des ge´ode´siques. Les ge´ode´siques passant par une singularite´ sont
toujours l’union de deux arcs de longueur pi2 joignant la singularite´ et le
bord. Dans le cas ou` la ge´ode´sique ne passe pas par la singularite´, on va
montrer que sa longueur est π d’abord pour les ne´gahe´misphe`res. Soit une
telle ge´ode´sique. De´coupons le ne´gahe´misphe`re en enlevant un triangle bi-
rectangle de sommet principal le poˆle et de coˆte´ oppose´ situe´ sur le bord, de
telle sorte a` obtenir un he´misphe`re simple. On s’arrange pour conserver un
morceau de ge´ode´sique non inclus dans le bord. Ce dernier appartient sur
l’he´misphe`re simple a` un grand cercle qui n’est pas l’e´quateur . La ge´ode´sique
initiale est donc le prolongement de ce morceau, ie un segment immerge´ de
longueur π, dont les extre´mite´ sont sur le bord. Pour le posi-he´misphe`re,
on le de´coupe du bord a` la singularite´ puis on le recolle isome´triquement
suffisamment de fois avec lui-meˆme afin d’obtenir un ne´ga-he´misphe`re. On
applique alors le re´sultat pre´ce´dent, et on en de´duit que la ge´ode´sique est un
segment immerge´ de longueur π qui ”s’enroule” autour du posihe´misphe`re.
⋄
On va maintenant pouvoir caracte´riser MΓ. Pour cela on va de´finir un cer-
tain ensemble d’espaces me´triques :
De´finition 14 On se donne la combinatoire Γ d’un polye`dre hyperide´al. A
chaque areˆte on associe un poids θei correspondant a` l’angle die`dre exte´rieur,
de telle sorte que la somme autour d’un sommet hyperide´al soit supe´rieure
a` 2π, et la somme autour d’un sommet ide´al soit e´gale a` 2π. On construit
un espace me´trique de la manie`re suivante :
– On prend autant de ne´gahe´misphe`res que de sommets hyperide´aux, la
valeur de la singularite´ valant la somme des angles die`dres exte´rieurs
autour du sommet. On prend autant d’he´misphe`res droits que de som-
mets ide´aux.
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– On place sur le bord de chaque (ne´ga-)he´misphe`re, dans l’ordre, au-
tant de singularite´s qu’il y a de faces adjacentes au sommet en ques-
tion dans Γ. La distance entre chaque singularite´ valant l’angle die`dre
exte´rieur correspondant.
– On identifie isome´triquement les segments ainsi construits ayant la
meˆme areˆte pour origine dans Γ.
On demande que toutes les ge´ode´siques ferme´es de cet espace soient stricte-
ment supe´rieures a` 2π, sauf uniquement s’il s’agit du bord d’une he´misphe`re
simple.
Les singularite´ situe´es sur le bord des he´misphe`res sont des singularite´s de
courbure strictement ne´gative multiples de π.
L’ensemble de me´triques avec Sh+F singularite´s nume´rote´es ainsi obtenus,
sous-ensemble deMsiSh+F , sera note´ QΓ. Les Sh premie`res singularite´s, poˆles
des ne´ga-he´misphe`res, seront dite de type ”h”, les F dernie`res seront dite
de type ”f”.
Remarque. La notation (ne´ga-)he´misphe`re signifie qu’il peut e´ventuellement
s’agir d’un he´misphe`re simple. On e´nonce maintenant la caracte´risation at-
tendue :
The´ore`me 14 On a l’e´galite´ QΓ =MΓ.
Un espace me´trique h de cet ensemble avec ses Sh+F singularite´s nume´rote´es
e´tant donne´e, on sait retrouver directement les ge´ode´siques de h formant la
combinatoire duale du polye`dre tronque´, image de h par φ˜−1.
De´monstration. Montrons tout d’abord la premie`re inclusion : MΓ ⊂
QΓ. En effet, soit P un polye`dre hyperide´al tronque´. Les ”faces” du polye`dre
dual correspondant aux sommets ide´aux sont isome´triques a` des he´misphe`res
simples. Conside´rons maintenant les sommets d’une meˆme face tronque´e. Par
perpendicularite´ de cette face par rapport aux faces adjacentes, les faces du
polye`dre dual correspondant aux sommets sont des triangles sphe´riques bi-
rectangles, colle´s les uns aux autres pour former un ne´ga-he´misphe`re de
singularite´ conique de valeur l’aire de la face tronque´e plus 2π. On obtient
ainsi toutes les faces du polye`dre dual agence´es selon la combinatoire duale
Γ∗. Il reste a` montrer que les longueurs des ge´ode´siques ferme´es sont stricte-
ment supe´rieures a` 2π, sauf uniquement si elles s’identifient au bord d’un
he´misphe`re simple. C’est une conse´quence directe du the´ore`me 12.
Soit h ∈ MΓ. On note Λ l’ensemble des ge´ode´siques formant la combina-
toire du polye`dre original Montrons que l’on peut re´cupe´rer directement
cette combinatoire par le processus 1 suivant : conside´rer une singularite´ de
type ”f” situe´ au point A, et sa singularite´ la plus proche situe´e au point B.
Par construction de MΓ, il existe une ge´ode´sique joignant A et B, incluse
dans Λ et strictement infe´rieure a` π. Choisissons une ge´ode´sique γ joignant
A a` B, et de longueur infe´rieure a` π. Comme h est constitue´ de recollement
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de (ne´ga-)he´misphe`res, d’apre`s la proposition 8, cette ge´ode´sique appartient
a` Λ. Ensuite, au niveau de la singularite´ B, on trace toutes les ge´ode´siques
partant de B et formant un angle multiple de π avec la ge´ode´sique AB.
Elles sont dans Λ. On re´ite`re ce proce´de´ et par connexite´ de Γ∗, au bout
d’un nombre fini d’e´tapes, on peut lire sur h toute la combinatoire Λ.
Montrons la dernie`re inclusion : QΓ ⊂MΓ. Soit g ∈ QΓ. D’apre`s le the´ore`me
12, re´sultat principal de la section pre´ce´dente, il existe un unique polye`dre
semi-ide´al P ayant g pour me´trique duale.
Regardons sur g la combinatoire Σ∗ induite par P . On cherche a` montrer
que cette combinatoire est la meˆme que la combinatoire Γ∗ obtenue sur g
par le processus 1 ( processus qui aboutit par construction de g).
Rappelons que les areˆtes de Σ∗ sur g correspondent a` des angles die`dres et
sont donc strictement infe´rieures a` π. Soit a une areˆte de Σ∗ non incluse dans
Γ∗. Si a joint deux singularite´s de type ”h”, elle traverse deux he´misphe`res
et est supe´rieure ou e´gale a` π. Si elle joint deux singularite´s de type ”f”,
elle fait un se´jour dans un (ne´ga-)he´misphe`re et est supe´rieure ou e´gale a`
π (par proprie´te´ des ge´ode´siques des (ne´ga-)he´misphe`res). Si a joint deux
singularite´s de type diffe´rents, elle passe par deux he´misphe`res diffe´rents et
pour la meˆme raison est supe´rieure ou e´gale a` π. Donc Σ∗ ⊂ Γ∗. Supposons
que l’inclusion soit stricte, on pourrait alors trouver deux areˆtes de Σ∗, ad-
jacentes et bordant une meˆme face avec un angle supe´rieur a` π. Ceci est
interdit par convexite´ du polye`dre P . Donc Σ∗ = Γ∗. CQFD.
Le polye`dre P posse`de donc la combinatoire souhaite´e, les sommets corre-
spondant aux he´misphe`res droits de g sont ide´aux, et les faces correspondant
aux singularite´s de type ”h” sont perpendiculaires a` leur faces adjacentes.
On peut donc appliquer trun−1 et conclure.⋄
4.4 Caracte´risation des polye`dres hyperide´aux en terme de
leurs angles die`dres
Le but de cette section est de remarquer que l’espace des me´triques
duales des polye`dres hyperide´aux est suffisamment de´ge´ne´re´ pour eˆtre de´crit
en terme de graphe muni de poids correspondants aux angles die`dres.
On rappelle la chose suivante :
Lemme 3 Soit S un sous-ensemble de Sn, espaces des me´triques sphe´riques
avec n singularite´s nume´rote´es. On demande que les e´le´ments de Sn admet-
tent tous une meˆme triangulation par E ge´ode´siques de longueurs stricte-
ment infe´rieures a` π.L’application ψ : S →]0, π[E , qui a` un espace me´trique
associe la longueur des ge´ode´sique de sa triangulation est un plongement.
De´monstration. ψ−1 est la restriction de l’application continue et injec-
tive qui a` un E-uplet de ]0, π[E associe l’espace obtenues en recollant les
triangles sphe´riques de´termine´s uniquement par la longueur de leurs coˆte´s.⋄
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Soit h ∈ QΓ, on a vu que l’on pouvait retrouver la combinatoire Γ
∗ sur
h. On peut trianguler les he´misphe`res correspondant aux sommets ide´aux.
On peut donc de´finir un plongement ψ : QΓ →]0, π[
E . Inversement,(on rap-
pelle que KΓ est le sous-ensemble de ]O,π[
E de´fini au the´ore`me 13), on peut
de´finir une application χ : KΓ → SSh+F de´finie comme dans la construction
de QΓ dans la de´finition 14 en enlevant la condition pour les ge´ode´siques
d’eˆtre de longueur strictement supe´rieures a` 2π. Rappelons cette construc-
tion : On recolle des he´misphe`res et des ne´gahe´misphe`res avec les longueurs
d’areˆtes prescrites par KΓ, selon la combinatoire Γ
∗. Les conditions sur KΓ
assurent d’avoir des he´misphe`res au niveau des faces duales des sommets de
type ”i”, et des ne´gahe´misphe`res au niveau des faces duales des sommets de
type ”h”.
Sur l’ensemble ou` elle est de´finie l’application compose´e ψ ◦χ est l’identite´.
The´ore`me 15
ψ(QΓ) = KΓ
ie
χ(KΓ) = QΓ
De´monstration. Montrons la premie`re inclusion :
ψ(QΓ) ⊂ KΓ. Soit h ∈ QΓ avec les ge´ode´siques dessinant la combinatoire. On
veut donc montrer que la condition pour toutes les ge´ode´siques ferme´es de h
d’eˆtre strictement supe´rieures a` 2π implique que le graphe de ge´ode´siques de
combinatoire Γ∗ (les ge´ode´siques joignant une singularite´ de type ”h” aux
singularite´s de type ”f” ne sont pas prises en compte) ve´rifie les conditions
de la de´finition de KΓ (the´ore`me 13).
Premie`re condition. Soit γ une courbe ferme´e de Γ∗. γ est une ge´ode´sique
de h puisqu’a` chaque singularite´, γ est localement une ge´ode´sique (pas de
”coin” d’angle infe´rieur strictement a` π). La condition sur les ge´ode´siques
ferme´es de h entraˆıne que γ est de longueur strictement plus grande que
2π, sauf uniquement dans le cas ou` γ borde un he´misphe`re simple. Ceci
constitue exactement la premie`re condition.
Seconde condition. Soit γ un chemin sur Γ∗ dont les extre´mite´s sont dans
le bord d’une meˆme (ne´ga-)he´misphe`re, mais non contenu tout entier dans
ce bord. On cherche a` minorer la longueur de γ par π ; quitte a` enlever une
partie de la courbe, on peut supposer que seules les extre´mite´s de γ sont sur
le bord de l’he´misphe`re. Maintenant on peut fermer la ge´ode´sique en une
ge´ode´sique ferme´e en joignant les deux extre´mite´ par un arc de ge´ode´sique
appartenant au (ne´ga-)he´misphe`re . Cet arc sera contenu dans le bord si
les extre´mite´s sont proches, ou au contraire passera par le poˆle du (ne´ga-
)he´misphe`re si elles sont e´loigne´es. Il est de longueur infe´rieure ou e´gale a`
π. La condition sur les ge´ode´siques de h permet de minorer strictement la
longueur de γ par π.CQFD.
Montrons maintenant l’autre inclusion : χ(KΓ) ⊂ QΓ. Soit donc h ∈ χ(KΓ).
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Soit γ une ge´ode´sique ferme´e de h. On cherche a` montrer que sa longueur
est strictement supe´rieure a` 2π, connaissant les deux conditions (C1) et (C2)
impose´es aux angles die`dres.
Ou bien γ est contenu dans Γ∗, et le re´sultat est imme´diat, ou bien γ posse`de
un arc de longueur π dans un (ne´ga-)he´misphe`re. Conside´rons maintenant le
chemin γ′ constitue´ de γ prive´ de cet arc. On remarque que γ′ ne peut eˆtre
contenu dans le bord du (ne´ga-)he´misphe`re (sinon γ ne serait pas ge´ode´sique
au niveau des extre´mite´s de γ′). Ou bien γ′ est contenu dans Γ∗ et le re´sultat
s’en de´duit d’apre`s la condition (C2) de la de´finition 12 (cette condition n’est
pas ne´cessaire si tous les (ne´ga-)he´misphe`res sont des he´misphe`res simples),
ou bien γ posse´de deux arcs de ge´ode´siques sur deux he´misphe`res diffe´rentes.
Maintenant ou bien γ n’est pas la re´union de ces deux arcs est sa longueur
est supe´rieure strictement a` 2π, ou bien elle l’est effectivement. Dans ce cas,
les deux (ne´ga-)he´misphe`res sont en contact sur une longueur supe´rieure a`
π, ce qui est impossible.⋄
Remarque. La condition (C2) est inutile dans le cas ide´al. La caracte´risation
de polye`dres ide´aux en fonction de leurs angles die`dres ne fait intervenir que
la condition (C1).
4.5 Conclusion
On a donc existence et unicite´ des polye`dres hyperide´aux de combinatoire
Γ dont les angles die`dres exte´rieurs ve´rifient les deux conditions suivante :
(C1 )
∑n
i=1 θei ≥ 2π pour toute courbe ferme´e γ plonge´e dans le graphe Γ
∗
et passant par e1, ..., en ; l’e´galite´ ayant lieu tre`s exactement quand γ est le
bord d’une face du graphe dual Γ∗ correspondant a` un sommet ide´al.
(C2 )
∑n
i=1 θei > π pour tout chemin γ plonge´ dans Γ
∗ et joignant deux
sommets de Γ∗ ayant une meˆme face adjacente, mais tel que γ ne soit pas
tout entier contenu dans le bord de cette face.
Cette caracte´risation permet d’avoir un crite`re pour savoir si un polye`dre
de combinatoire fixe´e est inscriptible dans une sphe`re :
On a existence et unicite´ des polye`dres ide´aux de combinatoire Γ dont les
angles die`dres ve´rifient la condition suivante :
(C1 )
∑n
i=1 θei ≥ 2π pour toute courbe ferme´e γ plonge´e dans le graphe dual
Γ∗ et passant par e1, ..., en ; l’e´galite´ ayant lieu tre`s exactement quand γ est
le bord d’une face de Γ∗.
5 Le cas fuchsien
Dans cette section, on se propose de ge´ne´raliser tous les re´sultats pre´ce´dents
au cas fuchsien. Les re´sultats de Rivin et Hodgson [8] et [9] ont e´te´ ge´ne´ralise´s
au cas fuchsien par Schlenker dans [10]. Nous nous proposons d’appliquer la
meˆme de´marche que dans les sections pre´ce´dentes a` ce cas.
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5.1 De´finitions
On sait que pour tout g ≥ 2, il existe un sous-groupe discret Γ ⊂
Isom(H2), tel que H2/Γ soit une surface compacte hyperbolique de genre
g ≥ 2. On va e´tendre l’action de ce groupe a` H3 de la manie`re suivante : On
conside`re un plan hyperbolique H2 ⊂ H3 et on e´crit H3 comme l’ensemble
des couples (t, x) ∈ R×H2 muni de la me´trique (dt2 + ch2(t)gH2). On fait
alors agir γ ∈ Γ par la formule : γ(t, x) = (t, γx).
De´finition 15 Le quotientH3/Γ obtenu (topologiquement le produit carte´sien
d’une surface compacte de genre g avec R) est appele´ varie´te´ fuchsienne.
De´finition 16 Soit S une surface ferme´e de genre g ≥ 2.On note S˜ son
reveˆtement universel (le plan) et Γ sont groupe fondamental. Un polye`dre
compact convexe fuchsien est la donne´e d’un couple (φ, ρ) ve´rifiant les con-
ditions suivantes :
– φ : S˜ → H3 est un plongement polye`dral convexe, i.e. la donne´e d’une
cellulation de S˜ telle que φ envoie les areˆtes de la cellulation sur des
segments compacts de ge´ode´siques et les faces de la cellulation sur des
portions compactes de plans, formant un ensemble polye`dral convexe.
– ρ : Γ → Isom(P ) est une action de Γ sur un plan P ≡ H2 de H3, ie
un morphisme de groupe dans l’ensemble des isome´trie de H3 laissant
P invariant.
– φ est Γ-e´quivariant, ie :
∀x ∈ S˜,∀γ ∈ Γ, φ(γx) = ρ(γ)φ(x)
En quotientant φ par Γ, on obtient un plongement convexe polye`dral de S
dans la varie´te´ fuchsienne H3/Γ.
Remarques.
– Le nombre de faces et de sommets de φ(S˜) est infini.
– Dans l’espace projectif, le bord de φ(S˜) est tre`s exactement le bord de
P .
– La combinatoire Γ d’un polye`dre fuchsien et sa combinatoire duale
sont des de´compositions cellulaires d’une surface de genre g ≥ 2.
De´finition 17 On e´tend la de´finition pre´ce´dente en conside´rant le cas ou`
le plongement polye`dral convexe φ est a` valeurs dans l’espace projectif RP3
muni du groupe des isome´trie hyperboliques. Un polye`dre fuchsien est alors
dit respectivement semi-ide´al, ide´al, hyperide´al, strictement hyperide´al,si dans
l’espace projectif toutes les areˆtes du plongement polye`dral φ coupent H3 et
si respectivement, certains sommets sont sur le bord de H3, tous les sommets
sont sur le bord de H3, les sommets sont soit sur le bord soit au-dela` de H3,
tous les sommets sont au-dela` de H3.
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5.2 Caracte´risation des polye`dres fuchsiens semi-ide´aux en
fonction de leur me´trique duale
On se donne un polye`dre fuchsien (φ, ρ) dansH3. Vu dans S31, la repre´sentation
ρ, dont l’image est un sous-groupe de transformations orthogonales de R31,
fixe un point (l’orthogonal du plan P ). Le plongement dual φ∗ donne un
plongement polye`dral convexe de type espace, e´quivariant dans l’espace de
Sitter, car les images de la repre´sentation ρ, transformations orthogonales,
commutent avec l’application ∗. La me´trique duale du polye`dre fuchsien est
la me´trique induite sur l’image de ce plongement φ∗. Comme souligne´ dans
[10], on a un re´sultat de rigidite´ infinite´simale en fonction de la me´trique
duale.
Proposition 9 Soit (φ, ρ) un polye`dre fuchsien de H3. Il n’y a pas de
de´formation infinite´simale non-triviale (i.e. pas de la forme d
dt
(ǫtφ, ǫtρǫ
−1
t )
ou` ǫt est une isome´trie infinite´simale de H
3), qui ne de´forme pas la me´trique
duale de l’image de φ au premier ordre.
Sche´ma de de´monstration. Comme explique´ dans le lemme 4.8 de [10],
on utilise une ge´ne´ralisation des ide´es de Cauchy sur la rigidite´ des polye`dres
aux surfaces e´quivariantes de genre supe´rieur ou e´gal a` 2 dans l’espace de
Minkowski (cf. [6]). Puis on utilise la transformation de Pogorelov dans l’es-
pace de Sitter, qui fonctionne a` condition que ρ laisse invariant un point (cf.
[7]).⋄
Maintenant, fixons le nombre n de faces du polye`dres et le genre g de la
surface S conside´re´e.
De´finition 18 On appelle : Pcf l’ensemble des polye`dres fuchsiens de genre
g, avec n faces, de´finis a` isome´trie pre´s (ie quotiente´ par la relation d’e´quivalence
(uφ, uρu−1) = (φ, ρ) ou` u est une isome´trie directe laissant le plan P in-
variant).
On note Psif l’ensemble des polye`dres fuchsiens semi-ide´aux (le plongement
polye`dral φ pre´sente des sommets a` l’infini), et Phf l’ensemble des polye`dres
fuchsiens hyperide´aux (le plongement polye`dral φ pre´sente des sommets hy-
peride´aux).
On de´finit les espaces de me´triques de manie`re analogue au cas de genre 0.
De´finition 19 On notera Mcf l’ensemble des espaces me´triques h, de´finis
a` isome´trie pre´s, tel que h soit home´omorphe a` la surface S de genre 2,
de courbure constante 1, partout a` l’exception d’un nombre fini e´gal a` n de
points ou` il pre´sente une singularite´ conique strictement supe´rieure a` 2π. Les
singularite´s sont nume´rote´es. On demande que les ge´ode´siques contractiles
soient de longueur strictement supe´rieures a` 2π.
De´finition 20 On notera Mif l’espace des espaces me´triques h, de´finis a`
isome´trie pre´s, tel que h soit home´omorphe a` la surface S de genre 2, de
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courbure constante 1 partout a` l’exception d’un nombre fini e´gal a` n de
points ou` il pre´sente une singularite´ conique d’angle strictement supe´rieure
a` 2π. Les singularite´s sont nume´rote´es. On demande que les ge´ode´siques
contractiles soient de longueur strictement supe´rieure a` 2π, sauf un nombre
fini qui sont alors le bord d’un he´misphe`re.
On e´nonce le the´ore`me de´montre´ dans la section 4 de [10] :
The´ore`me 16 (Schlenker) On a les deux proprie´te´s suivantes :
1. L’application φ qui a` un polye`dre fuchsien associe sa me´trique duale
est un home´omorphisme de Pcf sur M
c
f .
2. Le prolongement par continuite´ de φ a` φ˜ : Psif → Sf a exactement
pour image Msif .
On est en mesure de re´colter l’injectivite´ φ˜, en utilisant de manie`re analogue
a` la de´monstration de la proposition 5, la rigidite´ infinite´simale. Ce point
est absent de [10].
The´ore`me 17 L’application φ˜ : Psif →M
si
f est localement injective.
De´monstration. On suppose par l’absurde que l’application n’est pas lo-
calement injective en un polye`dre fuchsien semi-ide´al P . De la meˆme manie`re
que dans la de´monstration de 5, on peut extraire une suite diffe´rentiable de
polye`dres semi-ide´aux non nulle au premier ordre, mais dont la me´trique
duale est constante. Ceci est interdit par la proposition 9.⋄
On obtient de manie`re analogue au the´ore`me 12 :
The´ore`me 18 L’application φ˜ : Psif →M
si
f est un home´omorphisme global.
On a donc une relation bi-univoque entre les polye`dres fuchsien semi-ide´aux
et leur me´trique duale ie Msif .
De´monstration. Elle est la meˆme que dans le cas non-fuchsien (reprendre
le the´ore`me 12). En effet, l’espace des polye`dres fuchsiens semi-ide´al est
localement compact (L’espace des polye`dres fuchsiens (φ, ρ), a` n faces dont
les sommets sont indiffe´remment compacts, ide´aux, ou hyperide´aux, et de´fini
a` isome´trie laissant P invariant pre´s, est localement compact. Les conditions
de semi-ide´alite´ sont une intersection finies d’ouverts et de ferme´s dans cet
espace). φ˜ qui est localement injective, est donc un home´omorphisme local.
L’argument topologique ne´cessaire pour conclure fonctionne car la situation
est identique au cas non fuchsien :
– Psif est dans l’adhe´rence de P
c
f et M
si
f est dans l’adhe´rence de M
c
f .
– Pcf est home´omorphe a` M
c
f .
– Psif est localement home´omorphe a` M
si
f .
⋄
On peut maintenant se demander si on peut ge´ne´raliser la caracte´risation
27
des polye`dres hyperide´aux en fonction de leurs angles die`dres au cas fuchsien.
5.3 Caracte´risation des polye`dres fuchsiens hyperide´aux en
fonction de leur ”me´trique duale”
On note Pf,Γ l’ensemble des polye`dres fuchsiens hyperide´aux de combi-
natoire donne´e Γ. Soit P un polye`dre fuchsien hyperide´al. Dans H3, on peut
tronquer les sommets strictement hyperide´aux du plongement e´quivariant
φ par des plans hyperboliques disjoints (cf. proposition-de´finition 2). L’ap-
plication troncature est donc une transformation purement ge´ome´trique qui
”passe au quotient”. Si l’on cherche a` caracte´riser maintenant l’image par φ˜
de ces polye`dres tronque´s, on obtient le meˆme re´sultat que dans le the´ore`me
14 moyennant quelques modifications. On note Mhf,Γ cette image. On va
de´finir tout d’abord l’espace de me´triques candidat pour eˆtre l’image de φ˜ :
De´finition 21 On se donne la combinatoire de genre g, Γ d’un polye`dre
fuchsien hyperide´al. A chaque areˆte on associe un poids θei correspondant
a` l’angle die`dre, de tel sorte que la somme autour d’un sommet hyperide´al
soit supe´rieure a` 2π, et la somme autour d’un sommet ide´al soit e´gale a` 2π.
On construit un espace me´trique de la manie`re suivante :
– On prend autant de ne´gahe´misphe`res que de sommets hyperide´aux, la
valeur de la singularite´ valant la somme des angles die`dres autour du
sommet. On prend autant d’he´misphe`res droits que de sommets ide´aux.
– On place sur le bord de chaque (ne´ga-)he´misphe`re, dans l’ordre, autant
de points qu’il y a de faces adjacentes au sommet en question dans Γ.
La distance entre chaque points valant l’angle die`dre correspondant.
– On identifie isome´triquement les segments ainsi construits ayant la
meˆme areˆte pour origine dans Γ.
On demande que toutes les ge´ode´siques contractiles ferme´es de cet espace
soient de longueur strictement supe´rieures a` 2π, sauf uniquement s’il s’agit
du bord d’une he´misphe`re simple.
Les points situe´es sur le bord des he´misphe`res sont des singularite´s de cour-
bure strictement ne´gative multiples de π.
L’ensemble de me´triques avec Sh+F singularite´s nume´rote´es ainsi obtenus,
sous-ensemble de Msif,Sh+F , sera note´ Qf,Γ. Les Sh premie`res singularite´s,
poˆles des ne´ga-he´misphe`res, seront dite de type ”h”, les F dernie`res seront
dite de type ”f”.
On a maintenant l’analogue du the´ore`me 14 dans le cas fuchsien :
The´ore`me 19 On a l’e´galite´ Qf,Γ =M
h
f,Γ.
Un espace me´trique h de cet ensemble avec ses Sh+F singularite´s nume´rote´es
e´tant donne´e, on sait retrouver directement les ge´ode´siques de h formant la
combinatoire duale du polye`dre tronque´, image de h par φ˜−1.
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De´monstration. Il faut ve´rifier que les e´tapes de la de´monstration du
the´ore`me 14 ne sont pas affecte´es par le fait que l’on conside`re une combina-
toire de genre 2. On remarque que tout le raisonnement de la de´monstration
du the´ore`me 14 utilise seulement deux choses :
1. le fait que l’espace me´trique peut se construire comme un recollement
d’he´misphe`res
2. la convexite´ du polye`dre.
L’argument reste donc valable dans le cas fuchsien.⋄
5.4 Caracte´risation de polye`dres fuchsiens hyperide´aux en
fonction de leurs angles die`dres
On peut maintenant caracte´riser les polye`dres fuchsiens en fonction de
leurs angles die`dres.
De´finition 22 Kf,Γ est le sous-ensemble de ]0, π[
E de´fini de la manie`re
suivante :
A chaque areˆte ei de Γ
∗ on associe un poids θei (repre´sentant les angles
die`dres) et ve´rifiant les conditions suivantes :
– θei ∈]0, π[
– CF1-
∑n
i=1 θei ≥ 2π pour toute courbe ferme´e contractile γ plonge´e
dans le graphe Γ∗ et passant par e1, ..., en ; l’e´galite´ ayant lieu tre`s
exactement quand γ est le bord d’une face du graphe dual Γ∗ corre-
spondant a` un sommet ide´al.
– CF2-
∑n
i=1 θei > π pour tout chemin γ plonge´ dans Γ
∗ et joignant deux
sommets A et B de Γ∗ ayant une meˆme face adjacente F , mais tel
que γ ne soit pas tout entier contenu dans le bord de cette face. On
demande que γ soit homotope au chemin bordant F et joignant A a`
B.
The´ore`me 20 (Caracte´risation des polye`dres hyperide´aux fuchsien.)
L’application Θ qui a` un polye`dre fuchsien de combinatoire Γ, associe ses
angles die`dres est un home´omorphisme de Pf,Γ vers Kf,Γ.
De´monstration. Il faut et il suffit de ve´rifier que la condition pour les
me´triques duales d’avoir des ge´ode´siques ferme´es contractiles de longueur
strictement supe´rieur a` 2π, sauf si elles bordent un he´misphe`re, est e´quivalente
aux conditions (CF1) et (CF2) sur les angles die`dres de la de´finition 22.
Cette ve´rification est la meˆme que dans le cas non-fuchsien du the´ore`me
13, en prenant soin de traduire le fait que l’on a affaire aux ge´ode´siques
contractiles : les chemins ferme´s dans le graphe de Γ∗ de la condition (C1)
doivent eˆtre contractiles, et les chemins de la condition (C2) doivent eˆtre
contractiles une fois rajoute´ un segment de ge´ode´sique de l’he´misphe`re ou`
aboutissent les extre´mite´s.⋄
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6 Conclusion mathe´matique
Lorsqu’on cherche a` caracte´riser les polye`dres hyperboliques par leurs an-
gles die`dres, l’essentiel des proble`mes vient du fait suivant : La connaissance
de la me´trique (duale ou pas), ne permet pas de reconstruire la combina-
toire de l’unique polye`dre correspondant a` cette me´trique, et ceci de´s que
l’un des sommets est compact. Curieusement, on ne peut donc toujours pas
par ce moyen re´pondre a` la question de rigidite´ dans le cas compact ge´ne´ral
en fonction des angles die`dres, bien que l’on sache le faire en fonction de la
me´trique duale.
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