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Abstract  
 
Full-waveform inversion (FWI) is a technique that seeks to find a high-resolution high-
fidelity model of the Earth's subsurface that is capable of matching individual seismic 
waveforms, within an original raw field dataset, trace by trace. The method begins from a 
best-guess starting model, which is then iteratively improved using a sequence of linearized 
local inversions to solve a fully non-linear problem. In principle, FWI can be used to recover 
any physical property that has an influence upon the seismic wavefield, but in practice the 
technique has been used predominantly to recover P-wave velocity, and this is the route that 
is followed here. Full-waveform tomographic techniques seek to determine a highly resolved 
quantitative model of the sub-surface that will ultimately be able to explain the entire seismic 
wavefield including those phases that conventional processing and migration seek to remove 
such as refracted arrivals. 
 
Although the underlying theory of FWI is well established, its practical application to 3D land 
data, and especially to seismic data that have been acquired using vibrators, in a form that is 
effective and robust, is still a subject of intense research. In this study, 2D and 3D FWI 
techniques have been applied to a vibrator dataset from onshore Oman. Both the raw dataset 
and the subsurface model cause difficulties for FWI. In particular, the data are noisy, have 
weak early arrivals, are strongly elastic, and especially are lacking in low-frequency content. 
The Earth model appears to contain shallow low-velocity layers, and these compromise the 
use of first-arrival travel-time tomography for the generation of a starting velocity model.  
 
The 2D results show good recovery of the shallow part of the velocity models. The results 
show a low-velocity layer that extends across the velocity model, but lacking in a high-
resolution image due to the absence of the third dimension. The seismograms of the final 
inversion models give a good comparison with the field data and produce a reasonably high 
correlation coefficient compared to the starting model.  
 
An inversion scheme has been developed in this study in which only data from the shorter 
offsets are initially inverted since these represent the subset of the data that is not cycle 
skipped. The offset range is then gradually extended as the model improves. The final 3D 
model contains a strongly developed low-velocity layer in the shallow section. The results 
from this inversion appear to match p-wave logs from a shallow drill hole, better flatten the 
gathers, and better stack and migrate the reflection data. The inversion scheme is generic, and 
should have applications to other similar difficult datasets.  
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 1 
1 Introduction 
 
 
 
 
 
 
 
 
 
 
 The oil and gas industry uses seismic techniques to image the geological structure of 
the subsurface. In the past few years, however, exploration and development of oil and gas 
has become more challenging. These challenges have manifested due to the fact that recent 
exploration targets have involved more complex features of the subsurface, and that many 
remaining resources of oil and gas are unconventional, and thus are more difficult to find and 
exploit. After all, the world is still in demand for new hydrocarbon reserves, and therefore the 
need for exploration geophysics is always growing. There exist many bespoke methods of 
applied geophysics such as gravity, magnetic, resistivity, electromagnetic, SP, GPR and 
seismic methods. Each of these methods has its own instruments that differ in size and 
complexity, and are used in different ways to collect some physical measurements (Milsom, 
2003). However, in the petroleum industry, seismic geophysics is the main tool of exploration 
as it is the most effective geophysical method to investigate layered subsurface.  
 
The seismic process is carried out through different procedures, among which are acquisition, 
processing and interpretation. Each of those main categories consists of sub-processes that 
contribute to the final image of the subsurface. In its simplest form, an acquisition survey 
involves triggering a source (e.g. vibrator truck or dynamite on land, or airgun for marine 
surveys) that generates seismic waves, which are recorded by seismometers or receivers (e.g. 
geophones on land or hydrophones for marine). A seismic wave can be defined as “acoustic 
energy transmitted by vibration of rock particles” (Milsom, 2003). The main paths that 
seismic waves follow are those of the reflected waves that bounce back at the interface 
between layers of different impedance, and the refracted waves that bend at different angles at 
each border (Robinson and Coruh, 1988). The most useful kind of seismic waves are body 
waves (P- and S-waves). Another type is called surface waves, which includes waves 
travelling at a very slow speed near the surface, such as Rayleigh waves and Love waves. The 
acquisition part proceeds through various stages including survey geometry planning, 
shooting and recording the seismic waves, and transferring the data to a digital format.  
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The second stage of the seismic process is to make a meaningful image of the recorded 
signals. That means the recorded seismic data need to be processed. Once the seismic data 
have been transferred to the required digital format, the processing stage begins. This process 
involves many steps before the final image is delivered. The main steps involve removing and 
filtering the noise and enhancing the signal, velocity analysis, and migration. Noise is 
regarded as any recorded data that contains no useful information for a particular processing 
type.  
 
The ultimate goal of the processing is to produce an interpretable image that represents the 
geological structure of the subsurface. The outcome of the processing stage is a velocity 
model that is used to obtain a reflectivity image in a process known as migration. These two 
processing steps, velocity analysis and migration, are the main drivers of “imaging” 
techniques. Although migration focuses the data to produce a reflectivity image, velocity 
information is needed for a proper focusing and correct imaging (Biondi, 2007). The widely 
used approach of seismic imaging is to obtain a velocity model, known as the macro-model. 
This is followed by migration of the reflection data in order to produce a reflectivity image of 
the subsurface structures. Equation 1.1 summarises the imaging elements.  
 
Seismic imaging = velocity analysis + migration   (1.1) 
 
In general, seismic imaging has the highest computational demand among other components 
of seismic processing (Jones, 2010a). The final output of seismic imaging, though, is a high-
resolution image of the subsurface, which can be interpreted to identify hydrocarbon targets 
and/or obtain detailed analysis of the Earth’s interior structure.  
 
1.1 Migration Methods  
Seismic migration is a tool in seismic processing, which aims to relocate the seismic 
events (reflections and diffractions) geometrically to their true locations in the subsurface 
(Sheriff, 2002). Seismic migration is based on the wave equation, and different migration 
methods aim to solve the wave equation in different ways. A widely used type of migration is 
Kirchhoff migration that is based on ray tracing combined with the Kirchhoff integral. It has 
the advantage of being computationally efficient, and can be used for irregular sampled pre-
stack data in the absence of very complex structure (Biondi, 2007). Migration methods based 
on wavefield-continuation algorithms, such as reverse time migration (RTM), can yield a 
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more accurate solution of the wave equation, and hence better migration images than 
Kirchhoff methods. RTM tries to solve the two-way wave equation using all possible wave 
paths to construct a subsurface image. However, RTM is more sensitive to velocity 
parameters and by far is more computationally expensive, and therefore it requires large 
clusters and more accurate velocity building methods.  
 
Beam migration method, in particular Gaussian-beam migration, is another type of commonly 
used migration that supports steep dip imaging and handles multipathing wavefields more 
accurately, but it requires smooth velocity models as it is based on the ray approximation. In 
addition, it is regarded as a compromise between RTM and Kirchhoff methods (Gray, 2005: 
Biondi, 2007). There exist some other types of migration, such as downward continuation of 
the wavefield, Stolt migration, phase-shift migration, and frequency-domain migration 
(Sheriff and Geldart, 1995). Each of those migration methods differs in its accuracy, 
efficiency and the way to solve the wave equation.  
 
The variety of migration algorithms can be categorised by their output domain. In general, 
depth migration is more preferable than time migration, as the latter breaks down in the 
presence of complex geological structures or strong lateral velocity variations. Depth 
migration uses interval velocities allowing for a better focusing of the complex geology 
compared to time migration that uses an estimation of the average velocity (Gray et. al, 2001). 
On the other hand, pre-stack migration honours the effects of velocity heterogeneity on the 
un-stacked data, whereas post-stack migration uses data that have already been stacked; a 
process that implicitly assumes minimal velocity variations.  
 
Migration has become a routine tool in seismic reflection processing, which is used for 
amplitude versus offset (AVO) analysis, structure interpretation, quantity characterisation 
(such as pore pressure), and velocity analysis.  
 
1.2 Determination of Velocity Model  
Within the processing stage, in particular, one of the main steps is the determination 
of a velocity model. Such a model is then fed into the imaging process to perform migration. 
As a powerful tool, depth migration can produce images with great confidence in geologic 
interpretation provided highly accurate velocity estimations are available. Inaccurate locating 
of the seismic events is usually a result of shortcoming in velocity estimation rather than the 
actual migration algorithm. Therefore, in order to locate seismic events at their proper locus, 
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migration needs an accurate velocity (Gray et al, 2001). However, true velocities of the 
subsurface are usually not known perfectly, and therefore the obtained velocity parameters 
are generally known as “estimates”. Velocity contributes to seismic imaging by two means, 
data focusing, and mapping the imaged events in space (Biondi, 2007). The velocity 
estimation process in itself is regarded as an ill-posed problem because seismic data do not 
contain all parameters needed to constrain an anisotropic velocity function that changes 
vertically and laterally. Therefore, a priori knowledge of the velocity variations of the area is 
needed to constrain the problem (Jones, 2010b). In addition, to correctly map the seismic 
events in depth, additional information (e.g., geology of the area, well logs, VSP data) is often 
required.  
 
In general, the approach of velocity analysis is to update a velocity model that makes seismic 
events as flat as they can be on common image gathers, and at the same time produces a good 
stacked or migrated image. However, this verification is not solely always true as some 
incorrect velocity models could produce good stack images (Stork, 1992). Therefore, extra a 
priori information is used in practice to guide the velocity analysis process (Gray et al., 2001). 
The standard approach of obtaining a velocity model is based on stacking velocity analysis in 
which an average velocity is defined for a set of reflection hyperbolas with the aid of 
semblance or stacking power spectra (Yilmaz, 1987). Such an average (stacking) velocity is 
known as normal moveout (NMO) velocity. As a linear operation, NMO is a stretching 
method in the sense that it puts all seismograms at zero-offset. However, the NMO method 
does not take into account the complex structure of the model (Sirgue, 2003), and therefore is 
regarded as a simplified 1D method.  
 
In fact the NMO method may produce erroneous results due to the assumption of horizontal 
reflectors. The NMO velocity function is then converted into interval velocities using the Dix 
equation (Dix, 1955) that assumes horizontal layered earth. Unlike in a complex structure, 
stacking velocity is approximately equivalent to an RMS velocity function in a horizontal 
layered medium. However, with dipping reflectors, a dip moveout (DMO) correction is 
applied to improve the stacking velocity, although that requires the velocity not to vary 
laterally (Yilmaz, 2001). Therefore in a complex or a laterally varying velocity media, Dix 
formula is not a valid assumption to estimate velocities.  
 
On the other hand, a widely used method is migration velocity analysis, in which intensive 
picking of the traveltimes is avoided, and the inverse problem updates the velocity model by 
flattening the semblance of the common image gathers (Yilmaz, 1987). Based on the 
approach of flattening arrivals in a common image gather, migration velocity analysis (MVA) 
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method is a robust tool for estimating velocities of the subsurface (Docherty et al., 1997). 
Being able to handle lateral velocity variations, MVA uses migration as a velocity indicator. 
The method is an iterative process, which works by feeding an initial velocity model (e.g., 
obtained from NMO or DMO methods) to the migration. MVA is a nonlinear method, and 
therefore a good quality of the starting model is needed in order for the method to converge 
(Biondi, 2007). After the first migration, velocity error is calculated and the initial model is 
updated. The process continues until the estimated error in the velocity is small. In terms of 
the migration method implemented for MVA, any pre-stack migration that is able to handle 
lateral variations in velocity can be used (Al-Yahya, 1989).  
 
1.3 Traveltime Tomography  
Yet another method to obtain a velocity model is to use ray-based traveltime 
tomography from which a smooth model is produced, which is not adapted for highly 
heterogeneous media (Chapman, 1985). The concept of tomography was first used in medical 
studies in the 1980s, before the geophysics community used analogous techniques with 
seismic energy to find hydrocarbon geo-bodies (Lo and Inderwiesen, 1994). Ray-tracing 
based traveltime tomography methods use a high frequency approximation, and produce a 
maximum resolution of the order of a Fresnel zone (Lee, 2003; Warner et al., 2007).  
 
Zelt and Barton (1998) presented a comparison of two ray-based tomographic methods for 
determining 2-dimensional (2D) and 3-dimensional (3D) velocity structures from first arrival 
traveltime data. They developed a first arrival seismic traveltime (FAST) method that 
calculates the traveltimes by solving the eikonal equations by finite differencing. Both 
methods presented in their study, back-projection and regularised inversion, are local so that 
an initial velocity model is required as a priori information. In general, most traveltime 
tomography methods use the concept of solving the eikonal equations (see e.g., Červenỳ et 
al., 1977; Chapman, 1985). Such methods use an inversion process to estimate interval 
velocities by finding the difference between the traveltimes modelled by a forward modelling 
operator and calculated traveltimes from the observed data (Jones, 2010b).  
 
1.4 Waveform Inversion 
In the 1980s, an alternative method was introduced to obtain a velocity model from 
acquired seismic data. The method, known as wavefield tomography or waveform inversion, 
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uses the two-way wave equation to compute the cross-correlation of the forward and back-
propagated wavefields of mostly the refracted and diving waves. The principle of this 
technique is mainly based on finite difference approach of the wave equations, and was 
originally implemented in the time domain (Lailly, 1983; Tarantola, 1984) and later in the 
frequency domain (Pratt, 1990; Pratt and Worthington, 1990). The method is based on the 
complete solution of the two-way wave equation (Tarantola, 1987), and hence called full 
wavefield tomography (FWT) or full-waveform inversion (FWI).  
 
While ray-based reflection tomography methods provide velocity models that are 
conventionally used for depth imaging purposes, full-waveform inversion techniques have 
been proven (Sirgue et al., 2009; Warner et al., 2010) to produce high-resolution velocity 
models. Such models could improve the quality of the depth migration and thereby provide 
highly valuable images for subsurface interpretation. Full-waveform inversion aims to reduce 
the data residual wavefields, defined as the difference between the modelled and the observed 
data, by minimising the misfit function to obtain a high-resolution velocity model (Lailly, 
1983; Tarantola, 1984; Pratt et al., 1996; Sirgue et al., 2007, Warner et al., 2010). In the case 
of iterative solvers, an update to the velocity model is obtained at each iteration by finding the 
gradient or local descent direction on the model space that reduces the least-squares misfit on 
the data space (Smithyman et al., 2009). In turn, the updated velocity model from each 
iteration acts as an input for the next iteration. FWI works best where there is availability of 
wide-angle seismic data, low frequencies, good starting model and good source and receiver 
coupling (Warner et al., 2008b; Virieux et al., 2009; Pratt et al., 2010).  
 
1.5 Migration versus Waveform Inversion 
Waveform inversion method shares some common basis with the migration process, 
especially with wavefield-continuation methods such as reverse time migration (RTM). Both 
methods, FWI and RTM, are accomplished by solving the two-way wave equation. RTM is a 
recursive process that uses the recomputed wavefield at each depth to update the next 
iteration (Gray et al., 2001). The process proceeds by propagating the source wavefield 
forward in time from a source wavelet, while the receiver wavefield is back-propagated in 
time (Robein, 2010). Then the reflectivity image is constructed by cross-correlating the two 
wavefields (Claerbout, 1971). On a similar procedure, FWI is computed by cross-correlation 
of the forward- and back-propagated wavefields, leading to the solution of the two-way wave 
equation. In FWI, though, the goal is to reconstruct a model that is able to predict the data as a 
contrast to migration that aims to use the data to produce an image.  
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1.6 Motivation 
Full-waveform inversion is a promising technique to produce high-resolution, 
interpretable velocity images of the subsurface. Many synthetic (especially using the 
Marmousi example that was developed in Versteeg (1994)), and real data examples have been 
published for the 2D acoustic (e.g. Hicks and Pratt, 2001; Al-Yaqoobi et al., 2011) and elastic 
(e.g. Brossier et al., 2009; Plessix et al., 2010) approaches of full-waveform inversion 
method. However, in 3D, only limited number of field data examples has been shown due to 
the high computational expense and the difficulty of implementing the 3D approach to real 
data. Warner et al., (2008b) applied an iterative solver approach of the FWI to 3D towed-
streamer data in order to recover the subsurface structure beneath high-velocity channels. The 
results illustrated a higher resolution migrated image compared to that obtained by 
conventional velocity model. Sirgue et al., (2009) applied 3D FWI to Valhall wide azimuth 
OBC dataset. The method uses time-domain finite difference for frequency-domain waveform 
inversion, and the results showed a high recovery of the structures beneath the gas cloud. 
Other examples where shown by Warner et al., (2010) for multi-azimuth dataset, and by Mika 
et al., (2010) for imaging beneath shallow gas offshore Trinidad and recovering the image 
beneath mud volcanoes in the Caspian Sea. The FWI applications to field data are still 
emerging at a different scale. Recent applications have been given by Faqi et al., (2012) on 
the Valhall OBC dataset, and Ratcliffe et al., (2011) on a North Sea dataset.  
 
In most cases of 3D application, FWI approach has been applied successfully to marine 
seismic data and is beginning to become a routine. However, the application of the method 
has proved more challenging on 3D land field data. Such a challenge is what this study is 
mainly aiming to resolve.  
 
1.7 Aims and Objectives  
This research study aims at applying the FWI method to land seismic data with 
different aspects (2D and 3D) in order to investigate the merits and difficulties of applying the 
technique to real land seismic data. The data to be used are multi-component land data 
acquired using vibroseis sources and geophone receivers. First, multiple 2D lines will be 
extracted from a 3D dataset in order to apply FWI to each line individually. A velocity model 
derived from first-break analysis will be used as a starting model for the inversion process. 
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The objective is to recover the top subsurface layer of the model using a modify version of 
the frequency-domain waveform inversion method developed originally by Pratt and 
Worthington (1990).  
 
The next aim is to apply the FWI method to a subset of the 3D land survey using the 
optimised scheme developed by Warner et al., (2008a) in the time domain. The objectives of 
the 3D implementation are to tackle the statics problem in land data, produce a high-
resolution velocity model and compare the results to the models obtained by conventional 
static and velocity analysis methods. However, a considerable amount of time will be spent to 
build a good starting velocity model for FWI. The adequacy of the staring model will be 
examined. Whether such a model can be constructed from several 2D lines or built through a 
different approach is something to investigate.  
 
1.8 Structure of the thesis   
The thesis is categorised in five main chapters. Chapter 1 introduces a general 
overview of the seismic imaging technique and the different methods used to build a velocity 
model of the subsurface. It also gives a historic background of the waveform inversion 
method and its prospective influence in the petroleum industry.  
 
In chapter 2, a mathematical background theory of the waveform inversion method is 
outlined. First an introduction to the wave equation and its usage in the waveform inversion 
algorithm is given. Then the chapter proceeds by finding a solution to the 2D wave equation 
in the frequency domain using a finite difference discretisation scheme. The method is then 
extended to deal with 3D problem in the frequency domain. After that, a solution to the 
discretised wave equation is derived in the competitor time domain firstly in 2D and then 
extended to the 3D case. The second part of chapter 2 presents an outline of the different 
aspects of the waveform inversion method in terms of the numerical algorithm, the domain of 
choice, the capable dimensions, the suitable environments for application, and input physics 
of the Earth. Finally, some impediments and limitations to the method are given.  
 
Chapter 3 provides an outline of the available field data to be used in this thesis. It starts by 
presenting geological background of the field, the acquisition parameters and the details of 
the available data for this study. Then it discusses the limitations of the dataset and the 
associated difficulties that might arise in building the initial velocity model.  
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Chapter 4 explores the application of waveform inversion in order to recover the shallow 
model of the subsurface in 2D and 3D configurations. This chapter presents the ‘standard 
approach’ of the method by using the longest available offsets and starting from the lowest 
frequency available in the data. Also outlined are source wavelet extraction, data pre-
processing stage, and initial velocity model building by ray-tracing method. The chapter 
concludes with a validity test to the results obtained by the standard approach of the 
waveform inversion.  
 
In chapter 5, a strategy is proposed to invert difficult land datasets. The first part of the 
chapter considers different parameterisation tests in order to obtain the best practical 
parameters to deal with the difficulties in inverting such a dataset. The aim is then to apply 
the developed strategy with the best parameters to a limited offset of the data, and then to use 
the layer stripping technique to extending the offset window to include more data into the 
inversion.  
 
The last part of the thesis, chapter 6, assesses and discusses the results obtained from the 
inversion method. It will verify the results of the 2D data against a well log and some 
migration images, as well as verifying the results of the 3D dataset using other possible 
methods. This chapter will then draw general conclusions of all the previous chapters and 
make general remarks of the output results. Finally, a proposal of some further work for the 
future is given at the end of the chapter.  
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2 Background Theory 
 
 
 
 
 
 
 
 
 
 
2.1 Introduction 
The theory of full-waveform inversion has been well established in the literature, both 
in the time domain (e.g. Tarantola, 1984, 1987) and in the frequency domain (e.g. Pratt and 
Worthington, 1990; Pratt, 1999). For a general overview, Virieux and Operto (2009) 
presented a discussion of the developments and challenges of the FWI method.  
 
For the research presented in this thesis, the FWI method is applied to 2D and 3D datasets. 
The former uses a 2D frequency-domain algorithm, whereas the latter uses a 3D time-domain 
method for reasons that will become clearer on the discussion below. Therefore, the following 
theory focuses on the frequency-domain and the time-domain applications for the 2D and 3D 
cases.  
 
2.2 Wave Equation  
Implementation of FWI requires the solution of the wave equation. Therefore, a good 
start to the derivation is to introduce the wave equation. Since many geophysical problems are 
represented by different partial differential equations (PDFs), a general form of such 
equations can be written as (Wang, 2011): 
 ∇! − ℎ !!"! − ! !!" ! !, ! = −! ! − ! ! ! ,    (2.1) 
 
where ! !, !   represents a geophysical field, such as wave field, electrical field, etc., ! and ! 
are the point in space and time respectively, ! is the source location, and ! !  is the source 
function. The parameters ℎ and ! depend on the geophysical method to be considered. For 
example, in seismology ! can be pressure or displacement, ℎ is the inverse of squared 
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velocity (1/!!), and ! is the wave attenuation factor over the velocity (2!/!). This yields a 
wave equation in the time domain: 
 ∇! − !!!(!) !!!!! − !! !! ! !!" ! !, ! = 0,   (2.2) 
 
where ! !, !  is the plane wavefield, ! !  is the wave velocity and ! !  is the attenuation 
factor. Taking the Fourier transform of equation (2.2), the wave equation can be formulated in 
the frequency domain as: ∇! + !!!! ! − !" !! !! ! ! !,! = 0   (2.3) 
 
Both equations (2.2) and (2.3) satisfy Newton’s second law, and the velocity ! is the real part 
of the complex velocity ! !" , which is expressed as slowness in the frequency domain: 
 !! !" = !!(!) − !"(!)!     (2.4) 
 
But because the attenuation factor ! is dependent on the inverse quality factor that in turn is 
small for almost all rocks (Wang, 2008), the imaginary term can often be ignored (Wang, 
2011).  
 
2.3 Waveform Inversion in the Frequency Domain 
The frequency domain is better known for its efficiency to incorporate attenuation, to 
compensate for variations in the source signature and to use limited number of frequencies in 
the inversion problem (Freudenreich and Singh, 2000; Umpleby, et al., 2010).  
 
2.3.1 The Forward Problem  
Using the theories of physics, one can simulate a physical system to predict its measurements. 
Such a process is usually called simulation or modelling or forward process (Tarantola, 
2005).  
 
The wave equation can be written in different forms depending on the domain of application 
and the parameters used whether acoustic, viscoelastic or elastic. However, ignoring the 
attenuation term in equation (2.3), the acoustic wave propagation equation can be recast as: 
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!! + !!! ! ! ! !, !,! = −!(!,!),   (2.5) 
 
where ! is the position vector, !(!) is the velocity, ω is the circular frequency, !(!,!) is the 
point source at the position !, and ! !, !,!  is a complex wavefield matrix. If the density ! is 
considered, equation (2.5) becomes, after rearranging:  
 !!!! ! ! + !∇. !! ∇! = −!(!,!),    (2.6) 
 
where ! can be the acoustic pressure. The source ! may vary in both space and time, whereas 
the acoustic velocity c and density ! vary in space. However, note that equation (2.6) applies 
to an inhomogeneous, isotropic, non-dispersive, non-attenuating, stationary, fluid medium.  
 
The acoustic equation (2.6) implies a linear relationship between the wavefield ! and the 
source !, and therefore it can be written in a discretised form (with for example finite 
differences) as:  !" = !,     (2.7) 
 
where ! is a column vector representing the wavefield, ! is a column vector representing the 
source, and ! is a complex matrix that represents the physics of the modelling operator (Pratt, 
1990).  
 
In that sense, the wave equation (2.5) can be treated as a forward problem whose operator 
term in the frequency domain is:  
 !!! ! ! + !∇. !! ∇     (2.8) 
 
Therefore, the solution of the forward problem is to find the inverse operator !!!. 
 
On the other hand, the wave equation (2.6) also represents a non-linear relationship between a 
model ! and the wavefield !. This latter relationship can also be written in a discretised form 
as:  !(!) = !,     (2.9) 
 
where ! is the data column vector in the data space, ! is the model column vector in the 
model space, and ! is a non-linear modelling operator that generates wavefield data from a 
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given model. This forward problem formulation can be read as that for a given set of model 
parameters ! and a mapping operator !, one can find a set of possible data measurements !. 
The parameters contained in the model ! can be the values of velocity, slowness, density, or 
any set of parameters that sufficiently describes the model.  
 
2.3.2 Source Estimation  
A point source at a location ! is represented as:  
 ! !,! = ! ! − ! !(!,!)!!"(!,!),   (2.10) 
 
where A and ! are the amplitude and the phase of the source wavelet respectively. The 
common practice in waveform inversion is to use an a priori source wavelet that can be 
estimated from the field data by an averaging or deconvolution processes, or otherwise a 
wavelet that is created in a way that it is close to the original source wavelet used to generate 
the seismic dataset in the field.  
 
However, a more practical way of obtaining the source signature is to calculate a complex-
valued scalar, !, which estimates amplitude and phase of the source wavelet at a given 
frequency (Pratt, 1999):  ! = !!!∗!!!∗,     (2.11) 
 
where ! and ! are the observed and modelled wavefields respectively, while ∗ and ! denote 
the complex conjugate and the transpose. The assumption here is that the starting velocity 
model used to generate the observed data is approximately correct for non-synthetic 
problems.  
 
2.3.3 The Inverse Problem 
The reverse process of finding a representation image or ‘model’ to a set of parameters or 
measurements is known as the ‘inverse problem’. However, such a reconstruction method to 
characterise a system has a non-unique solution since the same measurements can produce 
different models for the same system, because the process depends on the a priori information 
provided (Tarantola, 2005). Therefore it is often common to use ‘estimated solution’ instead 
of ‘solution’ for the generalised inversion.  
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The central aim of the inverse problem is to find a model of the subsurface, which is able to 
generate a set of wavefields that match the observed seismic data (Tarantola, 1984).  
The simple form of the inverse problem is defined, in a discretised format, as:  
 ! = !!!(!),     (2.12) 
 
where !!! is the inverse operator. This formulation can be simplified as that given a set of 
measurements ! and a mapping operator !, it is possible to find a representative model !. 
The inverse problem is usually ill-posed in the sense that a small variation in the data 
parameters causes unstable perturbation in the model. In addition, the problem is under-
determined if incomplete or inexact data are used.  
 
The main objective of the waveform inversion method is to find a model that represents the 
geological features of the subsurface to the maximum possible degree. This is achieved by 
calculating the residual error, !", or the difference between the dataset predicted by a model 
and the observed dataset from the field. The most common approach is the least-square 
method in which the minimum summation of the squares of the differences between the two 
datasets is sought. It is, in other words, to minimise the L2-norm of the data residual 
(Tarantola, 1987). The L2-norm represents the square of the distance between two quantities 
(for example calculated, dcal, and observed, dobs, datasets), and is given by: 
 !! =∥ !!"# − !!"# ∥!,    (2.13) 
 
The results from equation (2.13) is a non-negative real scalar that expresses the misfit 
between the two datasets, which is known as the ‘misfit function’, the ‘objective function’, or 
the ‘cost function’. The general form of the objective function is, therefore, defined in the 
frequency domain as:  
 ! ! =    !! ∥ !" ∥!=    !! !!!!!∗ =    !!∑!!∑!!∑!!|!!"# − !!"#|!,  (2.14) 
 
where !!, !! and !! are respectively the number of sources, receivers and frequency 
samples. A factor of a half is often added in the expression above to make the later results 
simpler. Also note that the objective function is dependent of the model !, and in the 
frequency domain ! is a complex quantity. The minimisation of equation (2.14) is achieved 
by calculating the derivative of ! with respect to !, set the derivative to zero, and then solve 
for !.  
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The waveform inversion problem is a local iterative scheme. It requires an initial guess of the 
model parameters, which should be able to generate wavefields that are sufficiently close to 
the observed field data. For reasons that will be discussed later, this initial (starting) model 
should predict data within half a wavelength to the actual field data. The waveform inversion 
scheme then proceeds by successively updating this model at each iteration in order to reduce 
the objective function towards zero. Therefore, the objective function should be considered to 
be dependent upon the starting model and the new updated model.  
 ! =   !! + !",    (2.15) 
 
where !" is the model perturbation for each iteration.  
 
If the forward problem is assumed linear, the objective function is approximately quadratic, 
and therefore can be expressed as a Taylor series of the second order:  
 ! ! = ! !! + !" = ! !! + !!! !"!" |!!!! + !! !!! !!!!!! |!!!!!" + !(!!!)   (2.16) 
  
The next step is to minimise ! by differentiating equation (2.16) with respect to !, and set 
the result to zero. In the equation above, the initial model !! is constant and hence 
differentiating with respect to ! is the same as differentiating with respect to !". The result 
is: ! !!!!"!" = 0 + !"!" |!!!! + !!!!!! |!!!!!" + !(!!!)    (2.17) 
 
By neglecting the second order term and rearranging equation (2.17), one can write the model 
update formula that will locate the minimum of the objective function as: 
 !"   ≈ − !!!!!! !! !"!"   ≡ −Η!!∇!!,   (2.18) 
 
where ∇!! is the gradient of the objective function with respect to !, and Η is the Hessian 
matrix of the second derivative (which describes the variations of the objective function with 
respect to changes in pairs of model parameters). The model is updated through: 
 ! =   !! − Η!!∇!!    (2.19) 
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Direct solvers to equation (2.19) are known as Newton methods, while finding an 
approximation to the Hessian matrix is called Gauss-Newton or quasi-Newton method. If the 
model has M parameters, then the Hessian is an M x M symmetric matrix that provides a 
measure of the local curvature of the current model (Warner, 2012). However, for a large 
number of model parameters, finding the inverse of the Hessian is not usually 
computationally affordable. Therefore, ‘gradient methods’ are used to avoid inverting the 
Hessian matrix by replacing it with a scalar quantity known as the step length, !:  
 !" = −!∇!!       (2.20) 
 
This approach is known as the steepest decent method, and the model update becomes:  
 ! =   !! − !∇!!    (2.21) 
 
Now, there are two terms need to be calculated, the gradient that points to the direction of 
model perturbation and the step length that tells by how much to change the model. The 
gradient of the objective function with respect to ! is, in fact, a vector that points in the 
direction of steepest ascent in the model space:  
∇!! ≡ !"!" ≡
!"!!!!"!!!⋮!"!!!
    (2.22) 
 
Finding the gradient by perturbing each of the model parameters in equation (2.22) is a very 
daunting problem that requires a huge computational effort. There exist, however, a faster 
way of calculating the gradient as follow. The gradient can be expressed in terms of the 
Jacobian matrix, ! (also known as Fréchet derivative or sensitivity matrix):  
 ∇!! = !"!" = !!" !! !!!!" = !"!" ! !" = !!!"  (2.23) 
 
The Jacobian matrix explains the variations in the data with respect to changes in the model 
parameters. Now, recall the discretised form of the wave equation (2.7) for a wavefield, !, 
and a source !:  !" = !      (2.24) 
 
Consider a subset ! of the wavefield: 
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 ! = !",     (2.25) 
where ! is a diagonal matrix that has non-zero unit values only where there are observed 
data.  
Differentiate the wave equation (2.24) with respect to !: 
 !"!" ! + ! !"!" = !!!" = 0,     (2.26) 
 
which is equal to zero, as the source does not depend on the model !.  
 
Rearranging equation (2.26) and multiplying by ! to extract the wavefield only at those 
points where there are data gives: 
 ! !"!" = −!"!! !"!" !    (2.27) 
 
Therefore, the Jacobian expression can be written as: 
 ! = !"!" = ! !"!" = −!!!! !"!" !    (2.28) 
 
Equation (2.28) leads to expressing the gradient as: 
 ∇!! = !!!" = −!! !"!" ! !!! !!",   (2.29) 
 
where !!!" = !". The first term, !! !"!" !, is a ‘virtual’ source term for each model 
parameter multiplied by the wavefield (Pratt et al., 1998). In other words, the first term 
represent a forward modelling process. The second term in equation (2.29) describes the 
back-propagation of the residual wavefield, !!! !!". This second term can be written as: 
 !!! !!" = !"     (2.30) 
 
If the inverse matrix !!! is symmetric, then equation (2.30) becomes: 
 !!!" = !"     (2.31) 
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Equation (2.31) is another propagation process, which describes a source !" that generates a 
wavefield !", where !! is a back-propagating operator. Inserting equation (2.30) into 
equation (2.29), the expression for the gradient calculation becomes: 
 ∇!! = −!! !"!" ! !"     (2.32) 
 
So equation (2.32) shows that finding the gradient requires the calculation of the forward 
wavefield and the computation of the back-propagation of the residual term. The process then 
continues by multiply these terms together at all times and for all sources before summing 
them to obtain a value of the gradient at each grid point within the model. This equation also 
shows that calculating the gradient requires only two modelling runs and a zero-lag cross 
correlation of the forward wavefield for one source with the back-propagation of the data 
residual for each receiver at every point in the model (Warner, 2012). The full gradient is then 
the real part of the sum over all sources:  ∇!! = −ℜ! !! !"!" ! !"     (2.33) 
 
Once the gradient is calculated, next is to find the step length. The normal procedure to 
compute the step length is by updating the model by a small amount in the opposite direction 
to the gradient. This will assure that the objective function is minimum along the gradient 
direction.  
 
Recall the expression for the model update in equation (2.15) to find a new model that 
generates residuals !", such that !! =   !! + !"#, in order to generate residuals !!!, where ! minimises: !! !!! !,     (2.34) 
 
and from equation (2.21), the equivalent gradient update is found by:  
 !! =   !! − !∇!!.    (2.35) 
 
Then assuming a linear forward relationship, the solution of the step length is equivalent to 
the Gauss-Newton method in equation (2.16) for the objective function, such that:  
 !!! = !!! + ! !! − !! = !!! + ! !"! − !"!      (2.36) 
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where !! and !!! are generated from the current model !!, and both !! and !!! are 
generated from making a new model !!. The step length is then found by inserting equation 
(2.36) into equation (2.34), differentiate the result with respect to !, and set it equal to 
minimum (i.e. zero). This gives:  ! = !!!!!!!! ,     (2.37) 
 
where ! =   !"! − !!!. Equation (2.37) shows that another forward calculation is needed to 
obtain the step length value. This concluded the calculation of both the gradient (equation 
2.33) and the step length (equation 2.37) to satisfy the model update in equation (2.21). In 
total, three forward calculations need to be solved for the objective function, two to find the 
gradient and one to calculate the step length.  
 
For the objective function to converge to a minimum, several model updates are required. 
Since the problem to be solved, given by equation (2.8), is non-linear, the update procedure is 
achieved through an iteration process to optimise such a problem. The iteration process is 
necessary because, although the original problem is non-linear, several steps in the 
derivations above introduced some approximations and assumed linear relationships. Firstly, 
the inversion has been linearised in using the Taylor expansion to derive equation (2.18). 
Then, in equation (2.20), a significant approximation has been made in using the step length 
scalar to avoid inverting for the Hessian matrix. Finally, in deriving the step length in 
equation (2.36), a linear relationship has been assumed. By iterating the inversion process, a 
repeated optimisation is made on such assumptions, which yield solving the non-linear 
problem using a sequence of linearised steps (Warner, 2012). Therefore, the final update 
expression for several iterations can be written as:  
 !(!!!) =   ! ! − !(!)∇!!(!),    (2.38) 
 
where ! is the iteration number.  
 
Remarks: 
• Although the steepest decent method is an optimised method to yield the objective 
function to converge to a minimum, the conjugate gradient method can further 
improve the convergence rate, but with a little additional computational cost. It has its 
name from the fact that the direction of the new model update is the conjugate 
direction of the previous update in order to avoid updating the model in a direction 
that has already been searched (Sirgue, 2003).  
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• Another optimisation for the rate of convergence is to solve for the inverse Hessian 
matrix in equation (2.20). As mentioned before, a direct solver of the full Hessian 
matrix is called Newton method, whereas solving equation (2.20) by making a good 
approximation to the Hessian is referred to as the Gauss-Newton or quasi-Newton 
methods, depending on the type of the approximation. The Hessian is model 
dependent, and therefore in all cases if there is a large number of model parameters, 
tackling the Hessian is a huge and computationally expensive process. The alternative 
and cheaper approach is to use the steepest decent method described above, although 
it requires relatively more iterations to mitigate the non-linearity of the inverse 
problem.  
 
• Making linear assumptions in the derivations above is actually invoking the Born 
approximation implicitly, which assumes there is a linear relationship between the 
model perturbations and the wavefield changes. However, solving the full non-linear 
forward problem correctly at each iteration, accounts for the full solution of the non-
linear inverse problem after a finite number of iterations.  
 
• From the second remark, replacing the Hessian with the step length calculation is a 
significant approximation than using Born approximation. Therefore, some 
procedures are necessary to mitigate this effect. Among these is preconditioning the 
gradient spatially by scaling it in space using an approximation to the diagonal of the 
Hessian.  
 
• The absorbing boundary used in the algorithm works as to mitigate and absorb to a 
great degree any bounces of the waves from the boundary interfaces. The method 
implemented here assumes a one-way wave equation near the boundaries in order to 
estimate some virtual points near the interface and prevent any bounce reflections.  
 
2.3.4 Extension to 3D Formulation 
After a successful implementation of the waveform inversion in 2D, the method can be 
extended to deal with 3D cases, accounting for the third dimension in the real world. The 
extension to 3D is not intricate mathematically but it introduces a huge computation burden. 
In the 2D case, the wave equation (2.7) can be solved using direct solvers such as the lower 
and upper (LU) triangular decomposition method. The advantage of such a method is that 
once the impedance matrix is factorised, it is efficient to solve for multiple sources by 
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forward and backward substitutions (Marfurt, 1984). However, for large-scale 3D problems, 
the LU direct solver method becomes inefficient due to the complexity of the factorisation 
and the huge computer memory requirements (Operto et al., 2007). Therefore, iterative 
solvers form an alternative way to solve the sparse system of the wave equation. (Virieux and 
Operto, 2009). The wave equation can be formulated in 3D frequency domain as: 
 !!! !, !, !,! + !!! !,!,!,! !!! !, !, !,! = −! !, !, !,! ,   (2.39) 
 
where ! !, !, !,!  is a complex wavefield matrix.  
 
The system in equation (2.39) is then discretized with finite differences to form the non-linear 
matrix relationship:  
 !" = !,     (2.40) 
 
The iterative method and the rest of the derivations to obtain a solution to the wave equation 
are similar to those presented in section 2.3 for the 2D case.  
2.4 Waveform Inversion in the Time Domain 
In theory, time-domain and frequency-domain waveform inversion approaches should 
give similar results. In practice, however, the two methods differ in many aspects, among 
which is the fact that time-domain inversion uses the full bandwidth whereas in the 
frequency-domain only certain number of frequencies are used to reduce the computation 
time to solve the inversion problem.  
 
2.4.1 The Forward Problem  
As mentioned above with the frequency domain, by ignoring the attenuation term and taking 
the inverse Fourier transform of equation (2.5), the wave equation can be expressed in the 
time domain as:  !! − !!!(!) !!!!! ! !, , !, ! = −!(!, !),   (2.41) 
 
where ! is the source function.  
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The acoustic wave equation in the time domain can be written, equivalent to that in the 
frequency domain (2.6), as:  
 !! ! ! !!!!!! − !∇. !! ∇! = !(!,!),   (2.42) 
 
where ! can again be the acoustic pressure, and the equation assumes an inhomogeneous, 
isotropic, non-dispersive, non-attenuating, stationary, fluid medium. Recasting the wave 
equation (2.42) in a discretised form in which the wavefield ! is related linearly with source ! 
by the aid of a complex modelling operator matrix !:  
 ! = !!!!,     (2.43) 
 
The non-linear relationship between a model ! and a wavefield ! for the wave equation 
(2.42) can also be represented in a discretised format as:  
 !(!) = !,     (2.44) 
 
where ! is the data column vector in the data space, ! is the model column vector in the 
model space, and ! is a non-linear modelling operator that generates wavefield data from a 
given model. The discretised equation (2.43) can be treated as a non-linear forward problem 
with the wavefield ! acting as the model !, and the source term ! acting as the data 
parameter ! in equation (2.44). The forward operator can be expressed in the time domain as:  
 !! ! ! !!!!! − !∇. !! ∇     (2.45) 
 
Therefore, the solution of the forward problem is to find the inverse operator !!!. 
 
2.4.2 The Inverse Problem 
The solution to the inverse problem is to find a model that represents the geological features 
of the subsurface with the aid of some measured data. This is expressed in the form:  
 ! = !!!(!),     (2.46) 
 
where !!! is the inverse operator. Similar in the case of the frequency domain, the objective 
is to calculate the residual error, !", in such a way that the difference between the predicted 
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and observed data is minimal. Using the least square method in the time domain, the 
summation of the objective function is obtained over the source-receiver pairs and the number 
of time samples, yielding an objective function (misfit function) in the form: 
 ! ! =    !! ∥ !" ∥!=    !! !!!!" =    !!∑!!∑!!∑!!|!!"# − !!"#|!.  (2.47) 
 
The minimisation of equation (2.44) is achieved by calculating the derivative of ! with 
respect to !, set the derivative to zero, and then solve for !.  
 
Then the rest of the derivation for the time domain is similar to that presented for the 
frequency domain, yielding an iterative update method that is giving by: 
 !(!!!) =   ! ! − !(!)∇!!(!),    (2.48) 
 
where ! is the iteration number, ! is the step length and ∇!! is the gradient of the objective 
function.  
 
2.4.3 The 3D Formulation in Time Domain 
The 3D wave equation in time domain can be expressed as:  
 !!! !, !, !, ! + !!! !,!,! !!!!! ! !, !, !, ! = −! !, !, !, !    (2.49) 
 
The solution to this equation is found by a discretised grid method. However, the 
computational cost to solve the 3D problem is ~!! times higher than the 2D case, where ! is 
the number of grid points in the third dimension. This is, however, still cheaper than the 
competitor 3D frequency-domain method (Nihei and Li, 2007; Warner et al., 2008b).  
 
2.5 Time-Domain versus Frequency-Domain FWI 
Waveform inversion has been developed both in time domain (Tarantola, 1984; 
Mora, 1987; Bunks et al., 1995; Shipp and Singh, 2002) and frequency domain (Pratt and 
Worthington, 1990; Lio and McMechan, 1996). Frequency-domain methods have been 
proved to be efficient in 2D when only few discrete frequencies are required to develop a 
reliable model (Sirgue and Pratt, 2004). The main requirements are the availability of large 
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offsets and the sequential iteration from low to high frequencies (Pratt et al., 1998; 
Freudenreich and Singh, 2000).  
 
A review of the computational requirements for 2D and 3D in frequency domain and time 
domain by Nihei and Li (2007) showed that in 2D, the frequency-domain method is more 
efficient in terms of the number of operations – provided that the memory storage in 2D is not 
an issue with the current CPUs (Sirgue et al., 2008). The method gets more complex and 
expensive in 3D (Operto et al., 2007), as it requires a huge amount of RAM memory to store 
the LU factors (Ben Hadj Ali et al., 2007; Sirgue et al., 2008; Warner et al., 2008b). On the 
other hand, the time-domain approach is generally more efficient in 3D with respect to 
memory storage and the number of required operations. 
 
The current approaches of solving the FWI problem can be summarised broadly in five 
categories based on the choice of the domain and dimension of the problem. Firstly, for the 
direct solver in 2D, frequency-domain algorithms are more computationally efficient and 
involve the factorisation of large sparse matrices (Štekl and Pratt, 1998; Warner et al., 2007). 
This approach, conventionally, uses LU decomposition to factorise the matrix equations, by 
applying finite differences to the wave equation, which leads to solutions for individual 
sources that are relatively inexpensive to compute.  
 
In the frequency domain, the inversion of a single frequency introduces a sinusoidal 
behaviour that leads to ringing in the final velocity model (Freudenreich and Singh, 2000). 
However, such ringing effects can be mitigated using the iterative approach – inverting from 
low to high frequencies. The advantage of the frequency domain lies in the direct solutions to 
the wave equation at minimal extra cost – mainly in 2D. In addition, frequency-domain 
approach makes it easier to model the attenuation effects and allows optimal choice of the 
spatial discretisation interval (Pratt, 1990; Umpleby et al., 2010). On the other hand, Ben 
Hadj Ali et al., (2007) implemented a parallel frequency-domain full-waveform inversion for 
3D acoustic media, based on the steepest-decent algorithm. The method can handle multiple 
sources for not much extra cost. A drawback of this frequency-domain direct solver method, 
though, is its high memory requirements for forward modelling process due to the large 
matrix infill during factorisation, which is too large to store in memory.  
 
Secondly, 3D iterative solver methods in the frequency domain (Warner et al., 2007; Plessix, 
2007) require smaller RAM compared to direct solvers. Such an iterative method has the 
advantage of using a multigrid preconditioner as well as the use of high order schemes 
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(Erlangga et al., 2006; Plessix, 2009) However, those methods can get very expensive for a 
large number of sources.  
 
The third way to solve the FWI problem is by adopting a hybrid solver. Ben Hadj Ali et al., 
(2008) proposed a 3D parallel frequency-domain algorithm that uses a hybrid solver 
algorithm. The main objective behind such a method is to reduce the memory cost introduced 
by direct solvers while attaining the advantage of computing multiple shots during the 
process. Although the method has proved its efficiency in memory saving, the drawback of 
the hybrid method is, similar to direct-solver methods, its high computation cost for forward 
modelling due to the large matrix infill during factorisation, which is too large to store in 
memory.  
 
The forth method to solving the FWI uses direct, time-stepping approach to solve the forward 
modelling process in time domain. However, the inverse process can in fact be carried out 
either in the frequency domain or in the time domain. Sirgue et al., (2007) applied 3D 
frequency-domain waveform inversion using a time-domain finite difference forward 
modelling to the SEG/EAGE over-thrust velocity model. The results showed the efficiency of 
the time-domain finite difference method, in the forward modelling, in driving the inversion 
process in the frequency-domain, as well as the advantage of using only limited number of 
frequencies during the inversion. However, recent publications have shown that in 3D, time-
domain waveform inversion is more efficient than the frequency domain approach (Warner et 
al., 2008a). The inversion in the time domain allows for data windowing and QC in time, and 
requires less memory capacity compare to the direct solver approach, although it needs more 
RAM storage than the iterative solver method (Freudenreich and Singh, 2000; Umpleby et al., 
2010). This is because the explicit time-stepping in the time domain has the advantage of 
avoiding the storage of the forward wavefields for cross-correlation (Umpleby et al., 2010), 
which makes the process computationally faster and reduces the necessity for large CPU 
memory.  
 
2.6 Overview on 2D versus 3D Waveform Approaches  
In 2D, two main methods have been used in waveform inversion – direct factorisation 
in the frequency domain, and time-stepping in the time domain (Warner et al., 2008b). Both 
methods apply finite differences to the wave equation in different domains. The direct 
factorisation of the matrix equations allows for efficient multiple shot calculations, and thus 
the 2D frequency-domain approach could be more efficient than time domain (Pratt et al., 
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1998; Umpleby et al., 2010). However, the modelled data in the 2D acoustic method differs 
from the observed data due to several reasons including the attenuation effect and noise 
contamination. Other reasons include the 3D geometric spreading and mode conversion from 
P-waves to S-waves (Smithyman et al., 2009).  
 
As the real world is always three dimensional, the waveform inversion methods have been 
extended to deal with 3D velocity structure and 3D acquisition geometry (Warner et al., 
2008a). However, the extension of the technique into the full-scale 3D problem has been a 
challenge (Vigh and Starr, 2008). The challenge lies mainly in the increase of the non-
linearity of the inverse problem in 3D (Sirgue, 2006), and the difficulty to compute Green’s 
functions in 3D scale (Operto et al., 2007). The method requires solving matrices of 
dimensions n3 x n3, which for a realistic model size, the memory storage and run times 
become very large (Warner et al., 2008b).  
 
Warner et al., (2007) and (2008a) introduced an iterative solver approach in which an 
approximate solution for the wavefield is first obtained using a preconditioning matrix that is 
related to the true matrix, but is much faster to invert. The approximate solution is then 
substituted with the true matrix to obtain an effective source. The residual error, produced by 
the difference between the effective source and true source, is then used as the source for the 
next iteration. The iteration proceeds until the residual error decreases to some small value. 
The choice of the preconditioning and the iteration method are the key to obtain efficient 
results. In this approach they used a multi-preconditioned iterative solver and a flexible 
generalised minimum residual (fGMRES) method to update the iterations.  
 
2.7 Computation Challenges  
Ben Hadj Ali et al., (2008) compared the performance of 3D frequency-domain 
waveform inversion on synthetic dataset of a hybrid algorithm versus that of a direct solver, 
and the results showed a higher memory saving due to the use of the hybrid direct-iterative 
solver for multiple shot simulations. The draw back of the hybrid solver, however, is its 
higher computational time due to the iterative solver requirement for multiple-shot 
simulation.  
 
Nihei and Li (2007) reviewed the computational requirements for 2D and 3D inversion 
algorithms in time and frequency domains. They concluded that the inversion of a 2D dataset 
in the frequency domain is more efficient than in the time domain due to the direct 
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factorisation of the LU matrix. On the other hand, time-domain approach for the inversion of 
3D data requires less memory storage and lower number of operators (Warner et al., 2008b), 
and hence is computationally less expensive than the 3D direct solver frequency-domain 
methods. However, Umpleby et al., (2010) used an optimised scheme that applies the FWI 
with time-stepping in the time domain and iterative solver in the frequency domain. Using 
two different examples, an extended 2.5D Marmousi and a simple two-channel model, the 
study concluded that the computational requirements for FWI in 3D could be similar in both 
domains. The study carried by Sirgue et al., (2007) showed that the 3D waveform inversion 
converges about 20% slower than 2D inversion for the frequency of 5Hz after 30 iterations. 
However, the study also suggested that such convergence rate might be sped up using 
conjugate gradient methods.  
 
It can be concluded, therefore, that in 2D problems, the frequency domain is preferable due to 
its relatively cheaper and faster approach of solving the LU decomposition matrix. Generally, 
in 2D case, the FWI costs ~!!, where ! is number of grid points, whereas the computational 
cost is ~!! in 3D.  
 
2.8 Finite Difference Approach 
The common method for solving differential equations in a computer is finite 
differencing. The nicest feature of the method is that it allows the analysis of objects of 
almost any shape, such as earth topography or geological structure. The main pitfall of the 
method, though, is its instability. Of secondary concern are the matters of cost and accuracy 
(Claerbout, 1985). That is because the finite difference method uses a fixed grid size in all 
directions, which does not accurately account for the topography variations, and also does not 
have the flexibility to use fine and coarse grids in the same model. However, the method has 
gained its preference due to the fact that it is fairly easy to implement and has provided 
accurate and efficient results (Virieux et al., 2011).  
 
The finite difference method is based on finding the derivative of a function !  (!) at a certain 
point ! in ∆! intervals. For the purpose of the algorithms used in this study, the method of 
choice for finite difference is the central differencing formulation that is given by:  
 !"!" = ! !!!!! !!(!!!!!)∆! .     (2.50) 
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There exist other bespoke methods of modelling depending on the type of data to handle, the 
media of waves propagation, the scale of the problem and the computational cost. Virieux et 
al., (2011) reviewed three main modelling methods that include spectral methods, strong 
formulation (finite difference, finite-volume, pseudo-spectral), and weak formulation (finite-
element) methods. For a good discussion on the advantages and limitations of each type, refer 
to Virieux et al., (2011).  
 
2.9 Acoustic versus Elastic FWI  
Obtaining a quantitative image of the elastic properties of the subsurface is a key for 
reservoir characterisation (Brossier et al., 2009). Therefore, a complete solution of the elastic 
modelling and inversion is required to account for the 3D elastic Earth media (Guasch et al., 
2010). In 2D, the widely method used for FWI is the acoustic approach because of the high 
computation burden introduced by the elastic parameters. However, due to the computational 
cost of the 3D approach, the elastic FWI is still not widely used (Vigh and Starr, 2008).  
 
Converted-wave events are part of a larger wavefield than has been routinely used for 
migration, namely the elastic wavefield. Mathematically, the acoustic wave equation 
describes the propagation of compressional waves (P-waves) in fluids (e.g., sound waves in 
air or water). All the migration methods described in this paper have assumed acoustic wave 
propagation, and this approximation is usually adequate if the goal is to image P-waves in 
sedimentary basins. In reality, most of the Earth’s subsurface is solid, and so the elastic wave 
equation provides a more physically meaningful model of what happens in seismic 
experiments. In some exploration environments, making an effort to treat elastic propagation 
effects, as signal instead of noise can be worthwhile. Two such instances are (1) propagation 
through relatively large bodies of weakly gas-charged sediments (“gas clouds”), which tends 
to scatter and attenuate P-waves in favour of energy propagating in a converted mode, and (2) 
propagation in structurally complex settings, where the P-wave critical angle is easily 
encountered and mode conversion accounts for a large portion of the recorded seismic energy. 
Situations such as these are not commonplace, but they are increasing, and they require 
processing (including migration) that accounts for mode conversions when they occur (Gray 
et al., 2001).  
 
2.10 Land versus Marine FWI  
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Waveform inversion method works relatively well for marine data especially if ocean 
bottom cables (OBC) or ocean bottom seismometers (OBS) data are used. Such data normally 
provide substantial long offsets and sufficient low frequencies compared to conventional 
towed-streamer methods (Pratt et al., 2010).  
 
In contrast, the challenge in the FWI of land data lies in the increase of the non-linearity 
introduce by the free surface, which is often ignored on grounds of computational efficiency 
(Bleibinhaus and Rondenay, 2009). Such a non-linearity occurs because the acoustic wave 
equation attempts to invert for elastic data caused by the propagation of surface waves in the 
heterogeneous media (Brossier et al., 2009; Brenders et al., 2010). Moreover, the problem 
becomes bigger with severe geological topographic variations and near-surface conditions in 
tandem with source and receiver coupling (Mulder et al., 2010). Therefore, data pre-
processing would be an essential step for land data prior to the inversion, in order to remove 
surface waves and noise that is often associated largely with land data, as well as accounting 
for topographic changes. This means the waveform inversion of land data is even more 
difficult (Pratt et al., 2010).  
 
Despite all these challenges, full-waveform inversion of land data could still produce complex 
velocity models if seismic data were acquired with long offset, sufficient low frequencies and 
provided appropriate pre-conditioning tools are used prior to the inversion process (Brenders 
et al., 2010).  
 
2.11 Multi-component Seismic Data  
P-wave seismic reflection data can be used to generate an image of acoustic contrasts 
in the subsurface. However, P-wave data alone provide weak constraints upon lithology and 
pore fluids and this is where multi-component data can play a role through the use of both 
compressional and shear waves. Multi-component data can be used to detect fractures through 
shear-wave splitting analysis (Sayers, 2002; Galvin et al., 2007), to image through gas clouds 
(Sirgue et al., 2009), and can improve reflection images where P-wave reflectivity contrast is 
small (Simmons and Backus, 2003). The potential of elastic seismic waves is well recognised 
but has been rarely employed in waveform inversion methods (Zhu et al., 1999; Brossier et 
al., 2009; Vigh and Starr, 2008). Those elastic waves are obtained by multi-component 
receivers – 3C on land and by 4C on ocean-bottom marine surveys.  
 
In marine seismic, multi-component technique has the advantage to effectively suppress 
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receiver-side multiples and water layer reverberations as a result of the hydrophone and the 
vertical geophone combination; known as PZ summation (Stewart et al., 2007). Furthermore, 
multi-component methods provide a good indicator for hydrocarbon contents by identifying 
the bright spots from migration images, and can also be used for CO2 monitoring (e.g. Davis 
et al., 2003). Shear wave propagation is sensitive only to rigidity and density, while 
compressional wave propagation is sensitive to rigidity, density and compressibility. 
However, shear waves are more sensitive to anisotropy because their particle motion is 
perpendicular to the wave propagation. This is especially helpful in fractured reservoirs. 
Shear waves also show a better impedance contrast than the compressional waves. Therefore, 
interpreting both P-wave and S-wave data offers the ability to discriminate lithology, 
porosity, fractures and possibly fluid content. As such, when combined with the high-
resolution techniques of waveform inversion, multi-component data have the additional 
potential to image subsurface physical properties, such as velocity and attenuation, with much 
improved spatial resolution.  
 
2.12 Static Corrections 
Static corrections are typically associated with land and transition zone seismic 
surveys, whereas marine surveys normally exhibit minimal static problems due to the nature 
of acquisition in such environment (Cox, 1999). On land, statics can cause severe problems to 
the subsurface image if there are large surface elevation variations or the weathering layer 
velocity changes laterally (Yilmaz, 2001). The term “static corrections” or ‘statics’ is best 
defined as “corrections applied to seismic data to compensate for the effects of variations in 
elevation, weathering thickness, weathering velocity, or reference to a datum” (Sheriff, 1991).  
 
The process of statics correction aims to determine all seismic arrival measurements as to be 
taken on a flat plane with no weathering or deterministic effects present. This arbitrary 
reference plane is normally referred to as a datum. Cox (1999) categorised three basic types 
of reference datums; a horizontal plane such as sea level, a tilted plane for areas with 
significant rise in topography, and a contoured surface or floating datum that is mainly used 
for the computation and application of stacking velocities and thus reduces the effect of NMO 
and stacking velocities. According to Sheriff (1991), static corrections are mainly based on 
uphole data (where the vertical measurements of the traveltimes are used), refraction first 
breaks (where the onset of the first arrivals are used to invert for the near-surface velocity 
model), and event smoothing (where the traces are shifted to minimise the irregularities in the 
near-surface reflectors).  
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Based on these principles, static corrections are subdivided into three types; field or elevation 
statics (which uses uphole measurements to correct for long wavelengths), refraction statics 
(which uses first breaks from refraction data to correct for long wavelengths), and residual or 
reflection statics (which uses surface-consistent model obtained from CMP and stacked data 
analyses to correct for short wavelengths and remaining statics). Field statics requires source 
and receiver elevations, and uses near-surface velocity (normally assumed constant to a 
datum level) from uphole times to correct for long wavelength statics. However, for 
acquisitions with surface sources, such as vibroseis, uphole measurements are often not 
acquired, and therefore the velocities and thicknesses of the near-surface layers are not 
known. In such cases, refraction data are used to calculate the elevation statics, which in 
principle is equivalent to refraction static corrections (Jones, 2012; Yilmaz, 2001).  
 
Different methods to correct for refraction statics include (Cox, 1999) intercept time method, 
delay time concept, ABC differences method, Hagedoorn plus-Minus method, generalised 
reciprocal (GRM) method, and generalised linear inversion (GLI) method. Both field and 
refraction statics imply a constant time shift for each individual trace on the seismic section. 
On the other hand, reflection statics uses a surface-consistent model that depends on the 
location of the source and receiver at the surface (Jones, 2012), in addition to a constant time 
shift, to correct for short wavelength statics. The total residual statics is measured by 
correlating pre-stack data with stacked trace. The complementary method of FWI, on the 
other hand, is believed to allow for corrections of the statics problem within the inversion 
scheme, as an extended and comprehensive version of the GLI method.  
 
2.13 The Grandest Challenges in FWI  
Obtaining a good velocity field requires the recovery of the full spectrum range 
including low, intermediate and high wavenumbers. There are still many limitations and 
challenges before a comprehensive and comprehensible method is found to solve the 
subsurface imaging problems. While ray-based tomography recovers the low wavenumber 
components of the model, full-waveform inversion uses the full range of offsets and 
frequencies available in the data to recover the full range of wavenumbers (Sirgue, 2006). 
However due to the non-linearity of the inverse problem (Tarantola, 1986), the current FWI in 
field data still suffers some impediments that limit the range of its applications (Warner et al., 
2008a). Those impediments include the need for a good starting velocity model, the 
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availability of very low frequencies in the acquired data and the necessity for wide-azimuth 
offsets in order to mitigate the problem (Virieux and Operto, 2009; Warner et al., 2010).  
 
Those implications become more important for land data due to the increase in the non-
linearity of the inversion process of such data. Sirgue (2006) demonstrated that there is a 
trade-off relationship between the starting frequency and the subsurface angle obtained by 
waveform inversion. He pointed out that wide-angle data could compensate for the lack of 
low frequencies. However, as the large offset data correspond to a more non-linear problem, 
the inversion might rather converge to a local minimum if there are no sufficient low 
frequencies in the seismic data.  
 
2.13.1 Presence of Low Frequencies  
In order to mitigate the non-linearity of the inverse problem and to ensure its convergence to a 
global minimum, a good starting model is required. Because the misfit function at low 
frequencies suffers less ‘cycle skipping’, it is desirable to start the inversion from the lowest 
available frequency in the data (Sirgue, 2006), although a good starting velocity model can 
mitigate this constrain (Sirgue and Pratt, 2004).  
 
2.13.2 The Starting Model  
The starting velocity model is an important component for a successful FWI. The current 
approach of obtaining a starting model from ray-based traveltime tomography followed by 
waveform inversion works generally well and produces good results. This is due to the fact 
that traveltimes contain the large-scale information of the subsurface while the detailed 
features are held in the waveforms. However, due to the extreme non-linearity of the problem, 
successful waveform inversion needs a good initial velocity model (Freudenreich and Singh, 
2000; Sirgue, 2006).  
 
Tarantola et al., (1984) introduced the generalized least-squares criterion, which takes into 
account the estimation of errors in the data, and a wide range of a priori information in the 
Earth model. They further insisted the need for a good starting model in order to use Born’s 
approximation to linearise the inversion problem. The starting model should predict the 
traveltime picks to within or less than half a wavelength to avoid ‘cycle skipping’ (Beydoun 
and Tarantola, 1988; Sirgue and Pratt, 2004), otherwise a deficiency in the starting model 
may produce an inaccurate result, and thus the waveform inversion may fail (Warner et al., 
2010). If the starting model (reference model) is good enough, then the inverse problem could 
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be linearised and solved using Born’s approximation. However, if there was not sufficiently a 
good starting model, then the inverse problem would become more non-linear, and so an 
iterative solver would be required to solve the problem (Tarantola et al., 1984).  
 
Waveform inversion uses the lowest frequency available in the field data while the highest 
frequency will depend on the grid spacing and the lowest velocity of the starting model 
(Warner et al., 2010). In addition to a good starting model, the presence of substantial long 
offsets and low frequencies will also largely mitigate the necessity to inverting pure reflection 
data, which are currently not inverted using the current FWI techniques (Warner et al., 
2008b).  
 
In an attempt to overcome the current problem for the need of a good starting model for the 
inversion, Shah et al., (2010) introduced a new approach ‘drip-feed strategy’ that would allow 
for the inversion of a wider range of datasets. The approach proceeds by extracting the curl-
free component of the phase residuals in order to eliminate the non-2π discontinuities in the 
phase mismatch. This will produce ‘an intermediate dataset’ that lies partway between the 
observed and predicted data. Therefore, the inversion of the intermediate dataset will steer the 
model away from falling into a local minimum to a position where field data are appropriately 
inverted to a global minimum (Shah et al., 2010). The new model is no longer cycle-skipped, 
and thus the true data are then inverted conventionally.  
 
2.13.3 Long Offset (Wide-Azimuth) 
The presence of wide-angle seismic data has been demonstrated (Jannane et al., 1989, Pratt et 
al., 1996; Sirgue et al., 2007) to influence the results of the seismic inversion. Several papers 
(Sirgue and Pratt, 2004; Sirgue et al., 2007) have illustrated how the wavenumber coverage of 
a velocity model is related to the offset range of the data. The presence of wide offsets 
provides low wavenumber information and hence produces better velocity estimates (Sirgue, 
2006). The current inversion schemes are influenced by the acquisition geometry, with the 
wide-azimuth acquisition producing better velocity images compared to narrow-azimuth 
survey (Sirgue et al., 2007). Moreover, even with a single frequency approach, the quality of 
the results depends on the range of offsets (Pratt et al., 1996; Freudenreich and Singh, 2000).  
 
2.13.4 Effective Source Wavelet  
The amplitude and phase of a waveform is sensitive to the petrophysical properties of the 
propagation media. Therefore, FWI can be used to characterise the subsurface medium (Lee 
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2003). However, in most current applications of FWI, the measured signals are not properly 
calibrated due to the lack of information on the source signature. Lee and Kim (2003) 
introduced an inversion scheme that minimises the misfit between the measured ‘normalised 
wavefield’ and modelled ‘normalised wavefield’. The proposed method is independent of the 
source spectrum and only depends on the subsurface model and the position of the source. A 
gather of traces is normalised with respect to the frequency response of a ‘reference trace’ 
from that gather. The drawback of this approach, as well as ignoring the effect of the receiver 
coupling, is that “the normalized residuals cannot be back propagated because they do not 
satisfy the wave equation” (Virieux and Operto, 2009).  
 
The source signature can provide immediate verification to the starting model – the source 
signatures (either minimum phase or zero phase) should maintain the consistency with each 
other, as well as roughly resembling the actual sources used in the acquisition (Pratt et al., 
2010). In conventional land seismic acquisitions, the source wavelet is usually band limited 
by the vibroseis sweep (Smithyman and Clowes, 2010). However, with the importance of low 
frequencies for the waveform inversion method, recent acquisition on land using vibroseis has 
managed to acquire seismic data with as low frequencies as 1.5 Hz (Mahrooqi, et al., 2012).  
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3 Data Overview 
 
 
 
 
 
 
 
 
 
 
3.1 Introduction 
Very limited examples have been demonstrated for application of FWI using onshore 
field data. Such examples were mainly applied in 2D acoustic media (Smithyman et al., 2009; 
Mulder et al., 2010; Brenders et al., 2010), but so far there are very limited land field 
applications for either 2D elastic (Crase et al., 1992) or 3D acoustic and elastic data. This 
research aims to apply the FWI method to onshore field data in different aspects in 2D and 
3D formulations. In this chapter, an overview of the geology of the area is outlined with 
emphasis in litho-stratigraphic sequences. A detailed structure of the available datasets for 
this project is presented, and finally the difficulties and limitations associated with these data 
are given.  
 
3.2 Seismic Acquisition Details 
The seismic data, used in this study, were acquired over an onshore field in north-
west part of Sultanate of Oman in 1991. The total survey area, which covered 28 km2, was 
divided into three blocks (A, B and C) and comprised a total of 9072 sources and 288 
receivers per source (more than 2.6 million receivers in total). The three-dimension nine-
component survey (known as Natih 9C3D) geometry consisted of different swaths that were 
oriented east-west. Each swath composed of 4 source and 4 receiver parallel lines. Each 
source line contained 27 source points, and each receiver line comprised 72 three-component 
stations. The recorded cables were each 1775 m in length. The nominal source spacing was 
100 m inline and 50 m crossline, but not regular throughout the survey, while the receivers 
were spaced evenly at 25 m inline and 200 m crossline. The survey provides a maximum 
offset of about 2100 m. The schematic diagram in Figure 3.1 summarises the Natih 9C3D 
survey layout.  
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Figure 3. 1. Schematic diagram of the Natih 9C3D survey. Black solid lines show the four parallel 
cables, which are used to record sources that were located at the centre between the second and third 
cable. The next shooting swath would move downwards to centre the next four cables, and so on. 
(Halliburton Geophysical Services, 1991).   
 
3.3 Geology of the Natih Field 
Located in the northern part of Oman (Figure 3.2), the Natih field is one of the major 
oil producing fields in the country. It was discovered in 1963 and rapidly brought on stream 
in the late 1960s. The production from the carbonate reservoir was initially driven by 
depletion (primary recovery). Water injection was later installed due to a fall in reservoir 
pressure, followed by gas injection as a secondary recovery mechanism. The field was 
estimated to contain approximately 3 billion barrels of stock-tank oil initially in place 
(STOIP) at 32° API, with an ultimate recovery of about 630 million barrels (Hitchings and 
Potters 2000). The main reservoir, the Natih Formation, is a 400 m thick Middle Cretaceous 
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sequence of chalky limestones (Potters et al., 1999) and is divided into seven litho-
stratigraphic units, A to E (Figure 3.3).  
 
The reservoir units range from about 750 m to 1100 m, and have high porosity but low matrix 
permeability. However, the fracture permeability is high (1-5 Darcy), with the northern side 
of the field is bounded by a 1000 m throw reverse fault.	  The cap rock is shale of the Fiqa 
Formation and the underlying strata are shales of the Nahr Umr Formation that cap the 
Shu’aiba reservoir. The source rocks are located in units B and E within the Natih Formation, 
which consists of Kerogen types I and II, with unit B being of excellent quality due to total 
organic content of about 15% (Terken, 1999).  
 
The reservoir quality varies within the formation and has an average porosity of 25% but with 
permeability of the matrix ranges from 1 to 30 mD (Hitchings and Potters 2000). However, 
the production is dominated by the fracture network of the reservoir. Therefore, the main 
objective of the 3D nine-component seismic survey was to investigate the intensity and 
orientation of fracture network present in the reservoir from shear-wave anisotropy (Potters et 
al., 1999). Based on the field studies, such as the 2D nine-component pilot experiment (Hake 
et al., 1998), and core analysis, and after the recognition for the importance of fractures to the 
field development, it was decided to conduct a nine-component three-dimensional survey in 
the Natih field in an attempt to detect fracture intensities and orientations using shear seismic 
waves.  
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Figure 3. 2. a) Location map of Natih field. b) The 9C3D survey area (after Hitchings and Potters, 
2000) 
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Figure 3. 3. Litho-stratigraphic sequence of the Natih field with details of the Natih Formation 
reservoir (Terken, 1999).  
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3.4 Available Data 
The data provided for this study include raw seismic data, seismic migrated images 
and a few well logs, with addition of some geology information about the field area. Also 
available are the SP logs, and pre-processed data that were prepared for reflection imaging. 
The main drawback about the latter data is that they have undergone conventional reflection 
processing, which is almost the opposite of what is required for FWI.  
 
Conventional reflection processing suffers from loss of the low frequencies and it usually 
removes most of the turning and refracted waves. Therefore, such data would only be used in 
a final migration process if possible. The main three datasets that contribute the most to this 
study are listed below.  
 
3.4.1 Raw Seismic Dataset 
The main data used for the full-waveform inversion process are the raw and pre-stack seismic 
data. These data contain acoustic waves that were mainly recorded using a vertical 
component, and elastic waves that were recorded using two horizontal components. The 
geometry of the seismic survey consists of many swaths within the three blocks of the survey. 
Each shot is recorded with a maximum of 288 receivers distributed along 4 recording lines 
above and below every swath line (Figure 3.1). The FWI technique uses non-stacked seismic 
data and therefore the data used here are individual non-stacked sources.  
 
An example of a raw shot of vertical source with all vertical receivers is shown on Figure 3.4 
in a colour display, and on Figure 3.5 with a grey-scale display. The strong effect of the 
ground roll arrivals increase for the recording cable that is closest to the source location, in 
this case for channels from 73 to 144. The main arrivals illustrated in the two-way time in a 
zoomed-in display in Figure 3.6 include refracted waves that are obscured by ground roll 
waves in the near offset, and reflected waves that produced by the main horizons from the 
limestone reservoir. The figure shows a one source gather with only one recording cable that 
has 72 channels. Another way to look at such a gather is illustrated in Figure 3.7 and in the 
wiggle display in Figure 3.8. Figure 3.9 shows that the refracted waves have high frequency 
contents compared to the reflection data, where a low-pass filter that rolls off from 25 to 35 
Hz is applied. The data in Figures 3.4-3.9 are shown with no temporal gain, but with trace 
equalisation in order to show traces at all offsets with the same scale. It can be seen that the 
ground roll heavily affects the first 100 m of the shot. Later arrivals are dominated by turning 
and head waves, as well as some visible reflections from the reservoir at about 1000 ms.  
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Figure 3. 4. Vertical source gather recorded at 4 recording lines with total of 288 receivers. Two-way 
time is plotted to 3 s only. Colour scale shows black as negative and red as positive amplitude.  
 
 
Figure 3. 5. Vertical source gather recorded at 4 recording lines with total of 288 receivers. Two-way 
time is plotted to 3 s only. Grey-scale display.  
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Figure 3. 6. A source gather showing the main arrivals in the data.  
 
 
Figure 3. 7. A source gather same as in Figure 3.6 but display in grey scaling window.  
 
 43 
 
Figure 3. 8. A source gather same as in Figure 3.6 but display in wiggle traces window.  
 
 
Figure 3. 9. A source gather as in Figure 3.7 but after low-pass filtering with 0-0-25-35 Hz. The figure 
shows how the reflected arrivals degrade significantly at higher frequencies.   
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It is not unusual to see noisy traces from a seismic land survey, but the level of noise appears 
high for some traces and some source gathers of this dataset. This might be due to bad 
coupling of channels or possible bad shots, or otherwise the complex nature of the subsurface 
of the area. The geometry of the survey limited the maximum fold number to 40, which in 
turn affected the signal-to-noise ratio of the data. In theory, the increase in the signal-to-noise 
ratio is proportional to the square root of the fold, although in practice an optimum fold can 
still be found for targets where that ratio is almost constant (Ashton et al., 1994). Therefore a 
40-fold will mean in general a lower resolution of the data images. The geophones used in the 
survey had resonance frequency of 10 Hz. The seismic survey parameters are summarized in 
Table 3.1.  
 
Table 3.1. Natih seismic survey parameters  
Survey area in square km 28 sq. km over blocks A, B, C 
No. of shots 9072 
Record length 6 s 
Swath geometry Swaths are oriented east-west, each swath 
comprises 4 source- and 4 receiver-lines. 
Each source line comprises 27 source points, 
each receiver line comprises 72 3-component 
stations 
Nominal source station spacing 100 m inline and 50 m crossline 
No. of sweeps 1 per vibroseis per source station x 3 (X=E-
W, P, Y=N-S) 
Source pattern 4 vibroseis at 12.5 m interval for each 
component  
Geophone station spacing  25 m 
Geophone line spacing 200 m 
No. of cable lines per swath 4 lines per one swath 
No. of receiver stations 72 per line = 4x 72 = 288 receiver per swath 
No. of channels per shot 288 x 3 components = 864 channels per shot 
Sampling interval  4 ms 
Spread geometry 4 lines x 72 stations x 3 components are 
active during recording of one swath. 
Recording is centre spread in the crossline 
direction with spread remains stationary for 
each swath 
Correlated record length 4 s 
Recording filters High-cut 89 Hz, 90 dB/octave 
Maximum fold 40 
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3.4.2 Reflection Migrated Dataset 
A number of post-stack time migrated (Post-STM) reflection sections were also provided for 
this project. Those sections were processed by the original contractor to provide stacked 
reflection images of the limestone reservoir. The conventional reflection processing included 
the following steps. The geometry was sorted, the traces were edited and labelled, and 3D 
binning was computed. To correct for amplitude loss, a spherical divergence correction was 
applied with a recovery gain function, t, to the power of 1.2. Filtering was then carried out 
including f-k filter in the shot domain, and de-absorption filter was applied to the phase only. 
A zero-phase filter was applied in order to convert the data to zero-phase data. Then a gain 
limited de-absorption filter was applied for the amplitude side. The cut off frequency was 28 
Hz. Finally, a predictive gap deconvolution was designed within a single channel window of 
500 to 3500 ms. During the processing stage a datum was set to 229 m above mean sea level 
(AMSL), and a velocity of 2100 m/s was chosen to correct for the near-surface statics 
(Halliburton Geophysical Services, 1991). Table 3.2 lists more details of the processing 
parameters.  
 
The distribution of sources and receivers within the threes blocks of the survey is shown in 
Figure 3.10, with purple dots depicting sources whereas the receivers are illustrated by 
different colours representing each block, A, B, and C. Also shown in the same figure is the 
available wells within and surrounding the survey area, and they are illustrated with their 
different names. The black dotted lines indicate the position of some Post-STM section. 
Figure 3.11 shows vertical sections of those Post-STM images across the survey structure. 
The first and third lines (Figure 3.11a and 3.11c) do not pass through the entire survey, so 
they have small fold coverage.  
 
The Limestone reservoir interval is indicated by the bright reflectors, which seems to vary in 
position across the area. This interval starts at about 850 ms in section 3.11a while it varies 
across section 3.11b and 3.11c from about 700 ms down to 900 ms. Although the reservoir 
interval appears structurally not complicated on a large scale, the geology information – from 
well logs and core analysis – confirms that the chalky limestone layer is heavily fractured. 
The upper part of the migrated images does not give much detail of the near subsurface 
structure, which indicates possible lack of the fine-scale velocity information. Although not 
continuous, strong reflectors can still be seen in some migrated sections at about 100 ms.  
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Table 3.2. Basic project information  
Datum level 229 m AMSL 
Elevation velocity 2100 m/s 
CDP range 0001 – 0466 
Origin (CDP, Line) CDP 0001 Line 91NHP0001I 
Origin (x, y) x=464231.25  y=2477312.50 
Project orientation -90.0 degrees 
CDP spacing 12.5 m 
Line spacing 25 m 
 
 
Taking time slices through the entire survey area (Figure 3.12), it can be seen that shallow in 
the section, no obvious structure is detected. However, at 600 ms some bright reflections 
appear to meander through the section. Then at about 900 ms, where the reservoir is thought 
to cut through the area, more continuous bright reflections can be seen with some indication 
of major faults crossing at the south-east part of the section. More analysis of the time slices 
can be found in Appendix A.  
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Figure 3. 10. Sources and receivers positions plotted with well locations within and surrounding the 
survey area. Sources are denoted with purple crosses, while wells are plotted at different colours inside 
black circles. Receivers are also shown with different colours representing each survey block; blue 
colour is for block A, red colour for block B, and green colour for block C. The three horizontal lines 
(L, M, N) indicate the position of the post-STM sections shown in Figure 3.10.  
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Figure 3. 11. Vertical slices of the Post-STM sections across the survey area. Colour represents 
universal reflection amplitude on a conventional black-red-white scale where black is positive 
and red is negative amplitude. Horizontal distance extends from 0 to about 5.8 km.  
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Figure 3. 12. Time slices of the Post-STM data at different time levels. (a) 200 ms, (b) 600 ms, 
(c) 900 ms, and (d) 1500 ms.  
 
3.4.3 Well Logs 
A few scattered wells (Figure 3.10) are present within and around the seismic survey area. 
Some associated well logs were supplied to this study in order to lead the quality control (QC) 
procedure of the FWI results. Different types of logs are available depending on wells 
location, but in general these logs include compressional and shear sonic, gamma, caliper, 
resistivity, bulk, neutron, and density measurements. However, the most relevant to the 
purpose of this research study are compressional and shear sonic logs, as these show the 
variations in slowness, and hence the change in velocity. An example of different logs is 
shown in Figure 3.13 for one well (dedicated as well 85H1 hereafter). A close look at the 
velocity logs (Figure 3.14) shows that the velocity generally increases with depth but there 
are some fluctuations of high and low values a long the profile. These logs will be compared 
to the inversion results in chapter 6, Figure 6.2.  
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Figure 3. 13. Example of well logs from well 85H1. Red colour log represents compressional velocity 
after being converted from its adjacent sonic log. The log in green colour is for the shear velocity after 
being converted from its adjacent sonic log.  
 
 
Figure 3. 14. A zoomed-in view of the Figure 3.12 showing the compression and shear logs as sonic 
and velocity.  
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3.5 Difficulties and Limitations of the Data 
There are few issues and limitations regarding the available data mentioned above. 
Firstly, most of the wells are located outside the seismic survey area, and only two wells are 
within the area of interest (Figure 3.10). Moreover, all but one well log start deep in the 
ground from about 500 m. Consequently, it is difficult to use such logs to QC the upper part 
of the FWI results. Within the seismic survey area, the main logs from one well, well 85H1, 
start from shallow depth at about 80 m. This well sits in a good location, almost in the middle 
of the seismic survey.  
 
The migrated data are post-stack time migrated sections and have not been depth converted. 
As discussed in Chapter 1, pre-stack migration algorithms are usually better than their 
counterpart post-stack algorithms. Also, because the velocity results from FWI are scaled in 
depth rather than time, a time-migrated image will not provide a direct comparison.  
 
In terms of the seismic raw data, dealing with such land data is prone to difficulties in many 
aspects. The survey was conducted in 1991 wherein the acquisition equipment was not of 
high standards, hence the low signal-to-noise ratio in the data. The minimum sweeping 
frequency was 5 Hz, and so there is a lack of the very low frequencies that are often needed 
for successful FWI. Likewise, the maximum offset recorded was about 2100 m, which limits 
the imaging depth. Due to the fact that current FWI uses primarily the long offset refraction 
and turning waves, therefore a lack of relatively very long offset would result in imaging only 
the first few hundred of meters of the subsurface. On the other hand, the complexity of the 
near subsurface geology that can be observed from different shot gathers, makes it difficult to 
build a starting velocity model for FWI.  
 
The shot gather in Figure 3.15 shows that there are at least three refraction arrivals almost 
parallel to each other. The first refraction can be traced up to about 1300 m, where the trace 
amplitude then weakens and dies out gradually. At the same time another almost parallel 
refraction arrival one cycle behind the first arrival appears with higher amplitude, and takes 
over the dominant waveform up to about 1600 m. The same structure occurs again as a third 
arrival and for some shots even a forth arrival occurs. Note that the offset to which these 
arrivals decay varies for each shot. Figure 3.16 shows this occurrence on the unmuted gather.  
 
A schematic diagram in Figure 3.17 explains in a different view this strange dispersion 
behaviour. It shows how the velocity of one event dies out gradually with offset before 
another stronger event takes over. The diagram shows that the group velocity is not equal to 
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the phase velocity of parallel refraction arrivals, which might be an evidence for the existence 
of low-velocity layers along the profile.  
 
This unusual step-like phenomenon is unlikely to be reconstructed by conventional ray-based 
traveltime tomography methods that often does not account for low wavenumber effects. The 
high wavenumber asymptotic approximation in which traveltime tomography algorithm is 
based on, will try to map an average straight line to fit all three refraction arrivals with an 
average group velocity (Figure 3.18). The ‘group velocity’ model will always predict cycle-
skipped arrivals, and hence first arrival traveltime tomography is expected not to work in this 
case.  
 
In all cases, it has to be explicitly noticed that a considerable amount of time has been 
dedicated to sort out all those data. The raw seismic data contained all nine components from 
the three types of sources and three types of receivers. Therefore, each pair of components 
needed to be written separately so that FWI would use the only required data. Choosing a 
good dataset for the inversion for both 2D and 3D runs was also not an easy process. On the 
other hand, an immense amount of time was devoted in building a starting model for the 
inversion. Handpicking of the first arrivals and selecting clean and good shot gathers were 
also painstaking and time-consuming procedures.  
 
 
Figure 3. 15. Step-like phenomenon showing at least three possible refraction arrivals almost 
parallel to each other. The data have been band-pass filtered, and muted top and bottom.  
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Figure 3. 16. Step-like behaviour, the same plot as in Figure 3.14 but with no mute applied.  
 
 
Figure 3. 17. A schematic diagram showing the step-like phenomenon, and the discrepancy between 
phase velocity and group velocity of this seismic dataset. The phase velocity of a single event 
continues to a certain offset (shown by solid blue lines), before it dies out (shown by doted blue lines), 
and another stronger event takes over. The red line shows the group velocity that might be predicted 
using first arrival traveltime tomography.   
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Figure 3. 18. Schematic plot showing velocity profiles of the step-like phenomena and that expected 
from ray-based waveform tomography. Red line represents the real effect of the step-like behaviour 
inferred from the shot gathers. Blue dashed line shows the possible velocity profile constructed by ray-
based traveltime tomography.  
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4 Application of FWI Using a Standard 
Approach  
 
 
 
 
 
 
 
 
 
 
4.1 Introduction 
Seismic waveforms contain useful information that otherwise is disregarded in 
conventional processing. To better use the maximum value of seismic data, full-waveform 
inversion method seeks to exploit the full bandwidth of the data in order to build high-
resolution subsurface images. However, some important processes need to be considered in 
order to achieve the best efficacy of the method; a good source wavelet, a good initial 
velocity model, the selection of the suitable frequency bandwidth, the long offset data, and 
the choice of modelling and inversion parameters, in tandem with a good QC method to 
verify the results.  
 
The 3D9C data can best characterise the subsurface if all nine components and converted 
wave data are available and properly treated (Simmons and Backus, 2003). The acquired data 
of this study have 3-station sources (P, X=E-W and Y=N-S), and 3-component receivers (P, 
X and Y). Therefore, there are in total nine source and receiver combinations. However, this 
chapter focuses in using only the seismic data from vertical sources that were recorded by 
vertical geophones.  
 
In this chapter, application of FWI is presented in two study cases of land data; one with a 
2D, and the other with a 3D setup. As mentioned earlier, the 2D algorithm used in this study 
is done in the frequency domain (Pratt, et al., 1998), while the 3D implementation is based on 
the time domain (Warner, et al., 2008a). The formidable advantages of the frequency domain 
relate to the forward modelling algorithm, especially when multiple sources are involved 
(Marfurt, 1984). Once the LU matrix is factorised, the solution for multiple shots can be 
computed by forward and backward substitutions, in which a significant amount of 
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computation time is reduced (Ben Hadj Ali et al., 2007). The other merit comes from the fact 
that only a finite number of frequency components are needed in the actual inversion process 
(Pratt, 1990). In addition, attenuation and dispersion parameters are easier to incorporate into 
the frequency domain (Pratt, 1999). However, in 3D the formulation of FWI becomes more 
daunting. The extension of the third dimension leads to a very huge matrix for realistic model 
sizes as discussed in chapter 2. Therefore, factorisation of such matrices involves intensively 
large amount of storage and run times (Warner, et al., 2007). A time-stepping solver of such a 
problem in the time domain provides a better and robust solution. The decision here is to use 
the time domain to tackle the 3D problem of this study.  
4.2 Source Wavelet Extraction  
A seismic source generates a downgoing wavefield in the form of particle velocity in 
the case of land surveys, or pressure in marine acquisitions. One of the current challenges in 
waveform inversion though, is to invert for the source wavelet, which is normally difficult to 
determine (Lee, 2003). Therefore, an inaccurate source wavelet may result in the inversion 
converging to a local minimum, and thus producing major artefacts in the resultant model.  
 
The field raw data of this study were cross-correlated with the vibroseis sources during the 
acquisition, and hence have a zero-phase wavelet and are assumed to be the same throughout 
the survey, although the source signature might change with increasing offset (Smithyman 
and Clowes, 2010). The vibroseis sweeping frequency of 5 to 60 Hz limits the bandwidth of 
the source signature to a minimum frequency of 5 Hz. Therefore, the source signature in this 
study was extracted by choosing one clean shot, and then averaging traces from near, mid and 
far offset. A band-pass filter was performed, and the resultant wavelet was centred at 200 ms 
(Figure 4.1) so that the wavelet has a zero-phase shape in order to resemble the vibroseis 
zero-phase wavelet.  
 
This method of trace averaging has at least two benefits; it infers the wavelet from the actual 
recorded data, and it acts as a sliding window through different parts of the data to select the 
appropriate interval of the desired wavelet. The top trace in Figure 4.1 shows the extracted 
source wavelet without filtering, shifted to 200 ms, while the bottom trace depicts the 
extracted source wavelet after filtering. The emphasis here is to have a good source wavelet at 
low frequencies because it is easier to fit the starting model to the field data at low 
frequencies. Obtaining an adequately good source wavelet helps to prevent the inversion from 
converging towards a local minimum and reducing the artefacts in the final velocity model 
(Virieux and Operto, 2009).  
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Figure 4. 1. Extracted source wavelet. (a) The trace was low-pass filtered with Ormsby filter of 0-0-25-
35 Hz. (b) The trace shows the same source wavelet without filtering.  
 
To further examine the effects of spherical divergence or that of the phase variation with 
offset and azimuth, Figure 4.2 shows two additional traces. The middle trace represents an 
extracted wavelet using only near and mid offsets (0 to 800 m), whereas the far left trace was 
obtained from the mid and far offsets (800 to 1500 m). The middle trace covers a large range 
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of azimuth (Figure 4.3), whereas the far-offset trace covers a smaller azimuthal range 
between 30o and -30o. It can be seen that there is not a significant variation in the waveform at 
different offsets or at various range of azimuth compared to the average source signature. 
Therefore, the conclusion here is that the source wavelet can be held constant throughout the 
inversion process. Note that the same source signature is used for FWI of 2D and 3D acoustic 
datasets since a 3D to 2D source correction is made within the 2D algorithm. This involves a 
45o phase shift and a division by !.  
 
The source and receiver coupling affects the amplitude and is sensitive to variations in the 
near-surface conditions (Vossen et al., 2006). However, However, to partially account for 
coupling effect, the data are normalised so that the model and data amplitudes are forced to be 
equal. Therefore, only the relative amplitude is matched in the case of the algorithm used in 
this study.  
 
 
Figure 4. 2. Source signature comparison. Leftmost trace was obtained from averaging all offsets. 
Middle trace was produced by averaging only near and mid offsets (0 to 800 m). Rightmost trace was 
obtained from only the mid and far offsets (800 to 1500 m). Traces have been low-pass filtered and 
centred at 200 ms.  
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Figure 4. 3. Azimuth distribution, (a) for near and mid offsets data (0-800 m), and (b) for far offsets 
(800-1500 m). Each blue cross represents a receiver. All receivers are plotted at the same distance from 
the source.  
4.3 Building a 2D Initial Velocity Model 
Full-waveform inversion is a local method, and therefore obtaining an adequate initial 
velocity model is a crucial requirement for effective and successful FWI. The waveform 
inversion approach works by combining the first arrival traveltimes of data from the starting 
model with those of densely sampled refracted arrivals of the waveform inversion in order to 
produce an updated and highly resolved velocity model (Smithyman and Clowes, 2010). 
Consequently, in order to mitigate the non-linearity and avoid cycle skipping, a good starting 
model is vital. First arrivals from the raw data were handpicked for all sources and receivers 
excluding bad traces. Then a first arrival seismic tomography “FAST” (Zelt and Barton, 
1998) program was used to produce a starting model.  
 
The FAST program uses a finite difference simulation of the eikonal equation to model the 
first arrival, and iterates towards a finer grained velocity model (Podvin and Lecomte, 1991). 
It also computes the minimum root mean square (RMS) of the traveltime residual and 
calculates the normalised square value of the misfit, which is known as the normalised-chi 
squared value that should be close to 1 for the final model (Ravaut et al., 2004). This method 
itself is a local method in the sense that it needs a starting model. In the present context, this 
starting model for FAST was constructed from the geology information and the manual 
calculation of the main arrivals from the raw field seismic data, which at the end forms a 1D 
model. FAST works, to certain extent, in a similar manner to FWI in which it minimises the 
data misfit and model roughness to offer smooth updates to the model.  
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A 2D line was extracted from the 3D survey with 25 m spacing between the sources and 
receivers lines. Therefore, in this particular case, the 2D line does not represent an exact 2D 
geometry, but nonetheless it is still a reasonably valid assumption as the separation, between 
the source and receiver lines, is not very large. In fact, there are two adjacent 2D lines that 
have been merged to form a longer 2D line. The first line has 26 sources recorded by 72 
receivers, whereas the second line has 24 sources recorded by 72 receivers. The sources in 
each line are spaced at 100 m, and the receivers are 25 m apart. The other concern here is the 
compensation of amplitude spreading from 3D geometry to 2D layout. However, the data 
were dealt with as a perfect 2D geometry. The 2D line is illustrated in the survey layout in 
Figure 4.4, which passes close by the well 85H1. In addition, this 2D line is part of the post-
STM line shown in Figure 3.10. This 2D line is referred hereafter as 2D line117.  
 
The first step to use the FAST package is to pick first arrival times from the 2D line. The 
estimated picking error is about ± 0.5 ms. The FAST algorithm was slightly modified in order 
to account for the increase in picking error with offset. Therefore, for offsets less than 1000 m 
the error was 2%, for offsets between 1000 m and 2000 m the error was 4% and for offsets of 
more than 2000 m the error was 6%. Those picked times are compared to the computed ones 
from the starting model for FAST (Figure 4.5). For offsets less than about 1.3 km, the misfit, 
between picked traveltimes and computed traveltimes, is very small. The inversion for FAST 
was run using five non-linear iterations (to update the model and calculate new ray paths) and 
five lambda values to test each non-linear iteration (a lambda value is a trade-off parameter to 
weight the data misfit). The normalised-chi squared of the final result is 0.952, which is an 
indication of good results. The list of parameters used in the FAST inversion can be found in 
Table 4.1.  
 
As a rule of thumb, the maximum imaging depth using refraction waves is about one third of 
the maximum horizontal source-receiver offset, if high resolution imaging techniques are 
used. For this case, the maximum offset is about 2100 m, and hence the maximum depth of 
penetration should, in principle, be about 700 m. However, as the ray-based tomography 
methods are not of a very high resolution, the penetration depth of the refraction waves used 
in FAST is about 350 m (Figure 4.6). The traveltimes plot (Figure 4.7) shows improvements 
in the traveltime fit, especially in the near offset data. Finally, the resultant starting model 
from FAST (Figure 4.8) is smoothed prior to the inversion process. A smooth starting model 
is important for FWI because the starting model should not have sharp boundaries unless the 
locations of such boundaries are very well defined (Warner et al., 2013).  
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Table 4. 1. Parameters used in the FAST inversion run.  
Parameter type Value 
No. grids in x 901 
No. grids in z 201 
Grid spacing in x and z 5 m 
No. non-linear iterations 5 
No. lambda values 5 
 
 
Figure 4. 4. Location of the 2D line117 (inset) used in the FWI. The sources of the 2D line are shown 
in yellow, and the receivers are in black. The line covers Blocks A and B, and pass near a well location.  
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Figure 4. 5. Picked traveltimes (red) compared to the computed traveltimes (blue) for one source, for 
the starting model in FAST.  
 
 
Figure 4. 6. FAST final velocity model overlain with traced rays from all shots of the 2D line117. 
Sources and receivers are positioned at their correct locations in space relative to MSL datum of 229 m. 
Note that the penetration depth of the refraction waves is limited to about 350 m.  
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Figure 4. 7. Picked traveltimes (red) compared to the computed traveltimes (blue) for one source, for 
the final model from FAST.  
 
 
Figure 4. 8. The resultant smoothed starting model obtain from FAST for the 2D line117. 
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4.4 Inversion Procedure for 2D Data  
The aim here is to apply the 2D acoustic approach to this 2D line of P-P data (from P-
source and P-receiver) in order to recover the velocities of the top shallow layers of the field. 
For a typical vibroseis source on land, the seismic energy travels through the top layer, and 
hence a good recovery of the shallow subsurface would allow for a better resolution of the 
deeper reflections (Smithyman and Clowes, 2010). In this 2D example an absorbing boundary 
was assumed to mitigate the effects of topography variations and free surface multiples.  
The input elements for the inversion are pre-processed data, a source signature and a starting 
velocity model. A simple workflow for the 2D inversion of this land dataset is as follow 
(modified from Pratt et al., 2010):  
 
- First arrival time picks from raw data.  
- Starting velocity model from traveltime tomography.  
- Source signature is extracted from the raw data.  
- Validation test by forward modelling the starting model to ensure that it is within half 
a wavelength of the true data.  
- Raw data windowing to remove precursor arrivals and mute ground roll and shear 
wave effects, as those will not be modelled in the acoustic inversion.  
- Determine the starting frequency, as discussed below.  
- The pre-processed data are transformed into the Fourier-Laplace domain in order to 
input them to the inversion.  
- Waveform inversion is initiated, proceeding sequentially from low to high 
frequencies.  
- QC of the final inversion results.  
 
4.4.1 Verification of the 2D Starting Model  
The adequacy of the starting model should be checked prior to running the inversion process. 
As the starting model ideally has to be within half a wavelength of the true data (as described 
in chapter 2, section 2.12.2) in order for the inversion to work in the best manner, a validity 
test was carried out using the initial velocity model. Along with the extracted source wavelet, 
a finite difference modelling was performed on the starting model. The result (Figure 4.9) 
produces seismic data that closely match the raw data in the main refraction arrivals but 
contains no reflected waves or surface multiples. The starting model does produce, however, 
data that are half a cycle different for offsets of more than about 700 m, but for the purpose of 
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using the full offset in the inversion, as conventionally is the procedure, this starting model is 
the best that can be obtained for this dataset. The problem of the data mismatch is outlined in 
chapter 3, section 3.5, where it was shown that the data exhibit a step-like phenomenon that is 
not predicted using a ray-based tomography algorithm.  
 
The phase plots (Figure 4.10) at 8 Hz of the raw, starting model and the FWI inversion results 
show that the starting model is good only to certain offsets. These plots are oriented so that 
the middle diagonal line follows the same source-receiver offset. There are few things should 
be noticed in these plots. The diagonal of the minimum source-receiver offset, 13 m, is not 
placed in the middle of the plot because the earlier shots, 1 to 4, do not have that minimum 
offset. The near offset data of less than about 200 m might have a strong effect from the 
ground roll arrivals, which sometimes might show a coherent pattern. It is very hard to follow 
continuously a diagonal pattern at any offset in the field data plot (Figure 4.10a). However, it 
is still possible to trace reasonably a good structure up to an offset of 700 m.  
 
On the other hand, it should also be noticed that from sources 18 to 26 a catastrophically 
different pattern occurs that does not follow diagonally the same offset. Such behaviour can 
also be seen in the phase plot of the starting model (Figure 4.10b), and even after the 
inversion (Figure 4.10c). The difficulty of following a coherent pattern is further illustrated 
using offset gathers in Figures 4.11 – 4.13. The traces with the same source-receiver offset are 
not aligned, which might be related to topography variation along the line. It is concluded, 
therefore, that the maximum adequate offset that might be used in the inversion process, 
which can be inferred from the phase plot of the starting model, is about 700 m.  
 
In order to have a better understanding of the phase plots, a cartoon diagram in Figure 4.14 
shows the different orientations that can be interpreted in such plots. Figure 4.14a illustrates 
the alignment of the source and receiver lines where the phase plots are obtained to mimic the 
3D distribution. Although the figures are in 2D, but the separation between source and 
receiver lines is 325.2 m, which represent the possible 3D effect on the phase plots. Figure 
4.14b shows that there are at least four parameters that can be observed in the phase plots. 
These parameters are a constant source-receiver offset that runs diagonally from left to right 
in the plot, CDPs gather that aligns also diagonally but from right to left, receivers gather that 
is obtained horizontally across the plot, and sources gather in a perpendicular direction across 
all the receivers that are oriented along a single source.  
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Figure 4. 9. Comparison between seismic traces generated from the raw data, and those obtained using 
the starting model, in order to validate the inversion process. First trace on the leftmost represents the 
raw data while the second trace from the left is for the starting model. Then the same order goes to 
other traces. Trace equalisation is applied. Datasets have been low-band-pass filtered with 0-0-25-35 
Hz.  
 
 
Figure 4. 10. Phase plots at 8 Hz obtained from the seismograms of the raw, starting model and the 
inversion model. The same source-receiver offset is plotted at the diagonal direction. Numbers inside 
the boxes represent the source-receiver offset in meters. Colour scale is in degrees from ! to −!.  
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Figure 4. 11. Offsets gather at 338 m. Traces have been shifted down by 200 ms. (Top) Sources 1 to 17 
form the pattern that is seen on the left side of the phase plot in Figure 4.10a. (Bottom) Sources 9 to 25 
form the pattern that is seen on the right side of the phase plot in Figure 4.10a. 
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Figure 4. 12. Offsets gather at 513 m. Traces have been shifted down by 200 ms. (Top) Sources 1 to 17 
form the pattern that is seen on the left side of the phase plot in Figure 4.10a. (Bottom) Sources 10 to 
26 form the pattern that is seen on the right side of the phase plot in Figure 4.10a. 
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Figure 4. 13. Offsets gather at 713 m. Traces have been shifted down by 200 ms. (Top) Sources 1 to 15 
form the pattern that is seen on the left side of the phase plot in Figure 4.10a. (Bottom) Sources 12 to 
26 form the pattern that is seen on the right side of the phase plot in Figure 4.10a.  
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Figure 4. 14. Cartoon diagram explaining the possible observations in a phase plot. (a) Shows the 
orientation of the sources and receivers. (b) Imitates a phase plot. The diagonal black lines represent 
constant offset alignments. The minimum constant offset would plot diagonally through centre of the 
plot. The red circle shows an example of a point with a source-receiver offset of 800 m, which would 
be mapped from a source and a receiver in figure (a). Other parameters that can be obtained from 
figure (b) are receivers gather (blue line), sources gather (red line), and CDPs gather (green line), each 
on the orientation shown. The receiver number increases from top to bottom, and the source number 
increase from left to right. 
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4.4.2 Frequency Selection Strategy for 2D Inversion  
For successful FWI, the presence of low frequencies in the field data is vital. The argument 
here is that for FWI to reach the vicinity of the global minimum of the objective function, the 
starting model must predict synthetic data within half a wavelength of the field data. 
Therefore, it is more practical to meet such a condition, and to avoid cycle skipping, when 
low frequencies are present in the field data (Warner et al., 2013). However, there is a trade-
off between starting at very low frequencies to avoid cycle skipping and the level of noise 
introduced into the results when starting at very low frequencies. Usually the lowest 
frequency is set by the field data, whereas both the lowest velocity in the starting model and 
the model grid spacing control the highest frequency of the inversion (Warner et al., 2010).  
 
A consistent variation in space in the amplitude and/or phase of the data plotted at a certain 
frequency indicates the likelihood of that frequency to be used in the inversion process 
because that suggests there are good data available for the inversion at a particular frequency. 
One way of plotting the phase variation is to plot a common receiver gather of all surrounding 
sources that vary in offset. Spatial coherence of the circle lines then indicates a good signal-
to-noise ratio, and therefore that particular frequency can be used for the inversion. However, 
the condition required for such plots is to have a dense number of sources recorded by the 
same receiver or vice versa. Coherent plots of phase, amplitude, or the two parts of the 
Fourier components are often used to QC the final results in order to assure the validity of the 
FWI results (Pratt et al., 1999; Plessix, 2009; Shah et al., 2012). However, in this proposed 
strategy for frequency selection, such plots are used to validate the chosen frequency and the 
adequacy of the data for the inversion at that frequency.  
 
In the case of this survey, in 2D and 3D forms, there is not dense number of sources for a 
common-receiver gather, and so azimuthal plots cannot be obtained. Instead, the raw data 
have been Fourier transformed, and the phase at the lowest frequency is plotted for all sources 
and receivers of a 2D line. Figure 4.15 shows several plots of the imaginary part of the 
complex number of 26 sources and 72 receivers for four different frequencies. Although not 
very clear, but at 5 Hz there is a fairly good consistent structure shown on the diagonal 
column.  
 
In order to decide the best way to look for the coherency patterns, four different types of plots 
(Figure 4.16) have been carried out. These are the real (A) and imaginary parts of the 
complex number (B), which are represented in the equation (! + !"). The other two plots are 
the amplitude (Z) and phase (!) of the data, which both are given by (!!!"). The four plots 
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should give similar interpretation, but that could be subjective to the type of the data 
provided. However, in the case of the data in context, the imaginary part of the complex 
number is thought to give an easier structure to follow compared to the real part. On the other 
hand, the phase plot certainly yields a better pattern that can be traced as well as a better 
interpretation compared to the amplitude plot. Therefore, the decision made for the rest of this 
study is to plot only the imaginary part of the complex number, and the phase of the data.  
 
Figure 4.17 illustrates the phase-only plots of the same line for the same four frequencies as 
in Figure 4.15. In this case, there is not a continuous coherent pattern of the same source-
receiver offset at 5 Hz, 6 Hz, 7 Hz, although at 8 Hz it is slightly possible to follow some 
diagonal patterns to certain extent. In an endeavour to find the lowest frequency that shows a 
coherent pattern, a similar process as described above is carried out for frequencies up to 15 
Hz, but with no indication of a coherent pattern presumably due to the increase in the noise 
level with increasing frequency (Appendix B).  
 
Therefore, and for the purpose of starting from the lowest available frequency, the first 
frequency to be used in the inversion is 5 Hz. The question now is how to choose the other 
frequencies for the inversion? The procedure then is to run forward modelling in the 
frequency-domain algorithm (Pratt, et al., 1998) using the starting model obtained from 
FAST. The imaginary part and the phase-only plots, of the resultant seismogram from 
running the forward modelling, and also from running the inversion at only 5 Hz, show a 
better consistency (Figure 4.18). It should be noted, though, that the doted lines in Figure 4.18 
indicate the coherency of the data to a certain offset. In other words, up to offset of about 700 
m the inversion should work properly, after which the data might suffer from cycle-skipping 
phenomena. However, in this chapter the full offset will be used in the inversion of both the 
2D and 3D data. Another approach to tackle this problem is outlined in the next chapter.  
 
In order to select the next frequencies, plots at higher frequencies can now be obtained from 
running forward modelling of the initial model. Figure 4.19 depicts examples of the chosen 
frequencies at 6, 8, 13 and 20 Hz, plotted as an imaginary part. Each of these frequencies 
shows a coherent pattern whereas other frequencies do not exhibit similar coherency patterns 
(Appendix B). The phase-only plots (Figure 4.20) are not as clear but they do show good 
coherency overall. The eight selected frequencies for the 2D inversion are 5, 6, 8, 11, 13, 15, 
18 and 20 Hz.  
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Figure 4. 15. Plots of the imaginary part of the complex number for four different frequencies of the 
field data; (a) 5 Hz, (b) 6 Hz, (c) 7 Hz, and (d) 8 Hz.  
 
 
Figure 4. 16. Four different plots of a field dataset at 5 Hz. (a) is the imaginary part of the Fourier 
complex number, (b) is the real part of the complex number, (c) is the phase plot of the data, and (d) is 
the amplitude plot of the data.  
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Figure 4. 17. Phase-only plots of four different frequencies of the field data; (a) 5 Hz, (b) 6 Hz, (c) 7 
Hz, and (d) 8 Hz. The same source-receiver offset is plotted at the diagonal direction. Numbers inside 
the boxes represent the source-receiver offset in meters. Colour scale is in degrees from ! to −!.  
 
 
Figure 4. 18. Top sections show the plots of the imaginary part of the seismograms from (a) starting 
model and (b) the inversion at 5 Hz. Bottom sections illustrate the phase-only plots of (c) starting 
model and (d) the inversion at 5 Hz. Colour scale for the phase plots is in degrees from ! to −!. 
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Figure 4. 19. Example of chosen frequencies; (a) 6, (b) 8, (c) 13, and (d) 20 Hz, plotted as imaginary 
parts of the starting model.  
 
 
Figure 4. 20. Example of chosen frequencies; (a) 6, (b) 8, (c) 13, and (d) 20 Hz, plotted as a phase-only 
of the starting model. Numbers inside the boxes represent the source-receiver offset in meters. Colour 
scale is in degrees from ! to −!.  
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4.4.3 Data Pre-processing  
Most of the applications of full-waveform inversion have used absorbing boundary 
assumption while ignoring the free surface, and so removed surface-related multiples from 
the data (Bleibinhaus and Rondenay, 2009), such as multiples. Although Bleibinhaus and 
Rondenay, (2009) obtained results that showed artefacts and a loss of resolution from 
neglecting the free surface, the absorbing boundary assumption is mainly taken to avoid the 
instability and high computation overburden caused by free surface effects (Hicks and Pratt 
2001; Operto et al., 2006). Consequently, an absorbing boundary is used in the modelling 
here, and sources and receivers are placed at their correct depth inside the starting model 
below a datum level. The datum level given by the original contractor was 229 m above mean 
sea level (MSL), and therefore the same datum level is used for all the inversion process of 
this study.  
 
FWI is not yet a panacea for seismic imaging. Therefore, the input seismic data need to be 
treated or pre-processed prior to the FWI process. However, the main thing to be aware of 
during the pre-processing is to mind the gap from any process that may affect the wide-angle 
turning waves, or the low frequencies present in the data. In addition, for the 2D acoustic 
method, shear modes are not modelled and thus are removed prior to the inversion 
(Smithyman et al., 2009). In general, the pre-processing is kept to a minimum for these data. 
A top mute is applied to remove the precursor waves ahead of the first arrivals. A bottom 
mute is applied in order to remove any effects of the reflection arrivals, shear waves, airwaves 
or ground roll waves, as well as any noisy arrivals after the main signal. Bad traces and bad 
shots have been removed, and a low-pass filter is then applied to the data using an Ormsby 
filter that keeps the low frequencies but rolls off from 25 to 35 Hz. The record length of the 
data is limited to 1500 ms.  
 
It is important to apply identical processes to both field and synthetic data in order to maintain 
the consistency during the inversion procedure. Therefore, any processing elements that may 
perform differently to the field and synthetic data, for example multi-channel filters, have 
been avoided. The top plot in Figure 4.21 depicts a raw shot gather, while the bottom plot 
shows the same shot gather after pre-processing. Furthermore, the first 100 m offset of all 
shot gathers has been excluded from the inversion to avoid the effect of ground roll at short 
offset.  
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Figure 4. 21. Shot no. 15 of the data used in the 2D inversion. Top) Raw data showing the main 
arrivals. Bottom) Pre-processed data showing top and bottom mute (green) and deleted traces (blue).  
 
4.4.4 Modelling and Parameters Choice 
For a 2D problem, frequency-domain FWI is reasonably fast even for small grid spacing. The 
model size chosen for this problem has 901 x 201 nodal points with node spacing of 5 m, and 
comprises 50 sources spaced irregularly at 100 m, and 72 receiver per source spaced at 25 m. 
The maximum offset of the model is 3.0 km and the depth is 1.0 km, and hence, considering 
the absorbing boundary assumption, the first source is placed at 10 grid nodes from the each 
edge (50 m in x direction) to avoid edge effects. The selection of frequencies for the inversion 
is based on the strategy introduced above with eight sequential frequencies 5, 6, 8, 11, 13, 15, 
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18 and 20 Hz. The maximum frequency is determined based on the lowest velocity in the 
starting model, and the grid spacing according to equation 4.1, providing a seismic wavelet 
can be discretised with 4-5 grid points (Štekl and Pratt, 1998):  !!"# =    !!"#!  ×  !"#$  !"#$     (4.1) 
 
For a minimum velocity of 1800 m/s, and grid spacing of 5 m, the maximum achievable 
frequency for the inversion is as high as 90 Hz. However, the maximum frequency used here 
for the inversion is 20 Hz because the objective function decreases sharply at the first few 
iterations and then levels out for higher frequencies, as discussed below.  
 
The resulted model from FAST shows lateral variations only within the middle part of the 
model because the rays cover predominantly that part and poorly sample the edges.  The data 
to be inverted have been reordered so that the origin point in the x and z directions is (0, 0). In 
order to account for topography variations, all sources and receiver are placed at their correct 
position in space relative to the mean sea level (MSL) datum. The list of the main inversion 
parameters is outlined in Table 4.2.  
 
Table 4. 2. 2D FWI main parameters.  
Parameter type Value/ Description 
No. grids in x 901 
No. grids in z 201 
Grid spacing in x and z 5 m 
No. frequencies  8 
No. iterations per frequency 10 
Minimum velocity bound  1500 m/s 
Maximum velocity bound 4500 m/s 
No. time domain samples 256 
Time domain sample interval  4 ms 
Frequency interval  1 
Minimum frequency 5 Hz 
Maximum frequency  20 Hz 
Boundary conditions Absorbing boundary 
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4.4.5 Inversion Process  
Once the a priori model has been validated, it is then used for the inversion, along with the 
pre-processed data and the derived source signature. Input densities are derived from velocity 
during the inversion process using a modified empirical relation (! = 310!!.!") of Gardner’s 
formula (Gardner et al., 1974), where velocity is in m/s and density is in kg/m3. The inversion 
is run with eight frequencies proceeding sequentially from low to high number, with 10 
iterations per each frequency. More iterations could possibly improve the fit to the field data. 
However, the improvement is very marginal and the increase in the number of iterations is on 
the grounds of the computation expense. Such a marginal improvement might be due to the 
fact that there are some limitations to the acoustic forward model in the sense that it does not 
account for attenuation and elastic effects. This is presumably the same reason why this 
modelling algorithm does not match the absolute amplitude of the real data.  
 
4.4.6 Results and QC  
The vertical slice through the final model after 20 Hz (Figure 4.22) shows recovered 
velocities of the top subsurface layers. Compared to the starting model, the full-waveform 
inversion produced a better-resolved image – note that there is no true model for those data. 
However, the inversion model seems to feature some relatively localised high-velocity areas 
at the uppermost part of the model, which might be due to the effect of the strong amplitude 
sources. At the same time, below depth of about 700 m the velocity model is not trusted 
because for this dataset, the paths of the refracted rays are not believed to go deeper than 
about 700 m, and hence these features are regarded as artefacts. On the other hand, the 
seismograms of the inversion results (Figure 4.23) correlate quite well with the field data and 
better than those obtained from the starting model.  
 
Normally, the more the number of iterations, the better is the inversion results. However, in 
the study case of this 2D problem, the objective function (Figure 4.24) shows a rapid fall 
down after the first 20 iterations. The results of the inversion show that there is a slightly non-
continuous high-velocity layer near the surface, which extends to about 50 m below the 
surface. Such a layer could not be recovered with a high resolution using the ray tracing 
tomography method. This layer might relate to the hard-unconsolidated Fiqa shales similar to 
that overlaying the Natih reservoir (Potters et al., 1999). This high-velocity formation of 
shale, which has also been revealed in VSP measurements at about 600 m deep (Hake et al., 
1998), has a velocity of about 2.5 km/s (Press, 1966), and is believed to have a significant 
effect on the reservoir anisotropy on deeper events.  
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The velocity generally increases downwards through the model, but the interesting feature 
that can be spotted in the inversion model is the presence of the low-velocity layer just 
beneath that slightly high-velocity horizon. This relatively low-velocity layer is what might 
be behind the step-like phenomenon that is observed in the seismic data. The limitation of the 
2D data and the lack of contribution from the third physical dimension may as well influence 
the final outcome of the inversion. The next move, therefore, is to run 3D FWI using a subset 
of the available 3D seismic data, which will be discussed in the next part of this chapter.  
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Figure 4. 22. Vertical slice of the FWI result from 2D line117 (b) compared to the initial model (a). 
The 50 m absorbing boundary layer at the top has been removed.  
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Figure 4. 23. Comparison of seismic traces generated from raw data, those obtained using the starting 
model, and the data obtained using the final inversion results. The first trace on the leftmost represents 
the raw data, the second trace from the left is for the starting model, and the third trace is for the 
inversion model. Then the same order is applied to other traces.  
 
 
Figure 4. 24. Objective function plotted as a percentage of the starting value. Each colour represents a 
different inversion frequency with 10 iterations per frequency. The frequencies, plotted in order from 
left to right, are 5, 6, 8, 11, 13, 15, 18, and 20 Hz. The trends are made to start from 100 % in order to 
represent each stage in the inversion.  
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4.5 Building a 3D Initial Velocity Model 
Building a velocity model in three dimensions is not an easy job. A good starting 
model is important to guide the inversion in the right direction in order to attain a successful 
outcome. The results from the 2D FWI above (Al-Yaqoobi, et al., 2011) led to consequent 
picking of more parallel 2D lines in order to build a 3D model. Using the FAST package with 
the same procedure outlined in section 4.4 above, 17 other 2D lines have been constructed 
with similar geometry distribution. Each of these 2D lines consists of two sets of sources and 
receivers, where each set contains about 72 receivers but varies in the number of sources. In 
total, each 2D line (including two sets) has a maximum of 50 sources and 144 receivers per 
source.  
 
The sources in each line are nominally spaced at 100 m, and the receivers are 25 m apart, 
while the distance between the source lines and the receiver lines is 25 m in all cases. The 
dimension of the model for each of these lines is 901 x 201 with grid spacing as 5 m. A 2D 
FWI is then carried out for each line individually with the same parameters listed in Table 
4.2. Figure 4.25 shows an example of two of these 2D lines after FWI. The lines presented in 
Figure 4.25 are 1400 m apart, and they exhibit significantly different features.  The top line 
shows no high-velocity areas but rather some low-velocity layers that can be seen at the top 
part of the model, whereas the bottom line illustrates a relatively high-velocity spots. It should 
be noted, though, that each of these lines used a different starting model according to the 
results obtained from FAST. The models are not trusted below depth of about 600 m.  
 
After that, those different 18 lines are merged together and lines in between are interpolated 
to form the complete 3D model. The model is then resampled to the new model size and grid 
spacing. The new model size is 111 x 29 x 41 with grid spacing of 25 m. Finally, the model is 
smoothed laterally in order to mitigate any sharp boundaries and prepare the model to be the 
initial model for FWI. A smooth starting model is important to avoid building any sharp 
boundaries unless the location of such boundaries is very well defined. The final version of 
the smooth starting model is illustrated in a 3D view in Figure 4.26.  
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Figure 4. 25. FWI results of 2D lines from different locations. Top line is from the bottom left side of 
the survey, and bottom line is from the middle left side. The 50 m absorbing boundary layer at the top 
of both lines has been removed.  
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Figure 4. 26. Initial velocity model shown in 3D view after being constructed using 18 different 2D 
lines.  
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4.6 Inversion Procedure for 3D Data  
The need to account for the third dimension imposes the necessity to use a 3D 
algorithm to run FWI. The formulation of FWI in 3D has been well established and focused 
in synthetic and marine real data. However, the complications introduced by land field 
seismic data add more impediments to the problem, and therefore extra care is needed when 
dealing with land data. A generic workflow for the 3D inversion of this land dataset is 
outlined as follow (modified after Warner et al., 2010):  
 
- Choose an appropriate subset of the field data. The data should in principle include 
low frequencies, long offset, and turning/refracted waves.  
- Obtain a good starting model. 
- Validation test by forward modelling the starting model to ensure that it is within a 
half wavelength of the true data, or use any other methods that can verify the model.  
- Raw data windowing to remove precursor arrivals and mute ground roll and shear 
wave effects, as those will not be modelled in the acoustic inversion.  
- Determine the starting frequency. Although conventionally, FWI is started from the 
lowest available frequency, but in fact it should be the lowest useable frequency 
available in the data, as discussed below.  
- Extract source signature from the raw data.  
- Waveform inversion is initiated using the full bandwidth in the time domain, but 
nevertheless proceeding sequentially from low to high frequencies as the dominant 
frequency.  
- Quality assurance of the inverted results.  
- Qualitative and quantitative QC for the final FWI outcomes.  
 
Despite the overall principle of the 3D inversion workflow being similar to that of the 2D 
inversion, the emphasis in the former is to check the adequacy of the starting model, the 
choice of the starting frequency and the validation of the source signature. These are crucial 
for an effective FWI, as will be shown in chapter 5.  
 
Figure 4.27 summarises a simple undetailed conventional workflow, where the full offset of 
pre-processed data is input to the inversion, and the algorithm is initiated from the lowest 
possible frequency. After a certain number of iterations, the objective function of the 
inversion should, in principle, converge to a minimum. Such a general workflow is, in fact, 
applicable for both 2D and 3D datasets. 
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Figure 4. 27. A summary of conventional workflow for FWI. 
 
4.6.1 Frequency Selection   
Presence of (very) low frequencies in the field data can mitigate the non-linearity of the 
inversion process and can also alleviate the lack of a very good starting model. A similar 
strategy to that shown for 2D case is also adapted here for 3D problem. This strategy is 
discussed in the next chapter. However, for solely the purpose of starting from the lowest 
available frequency, the first frequency used in the 3D FWI is 5 Hz. Six dominant frequencies 
are used here, and they are similar to those chosen for 2D inversion. These frequencies are 5, 
6, 8, 10, 12 and 15 Hz.  
 
4.6.2 Verification of the 3D Starting Model  
The 3D a priori model constructed from many 2D lines as described in section 4.5 above 
needs to be verified before it can be input in the inversion algorithm. Therefore, a forward 
modelling is performed using the initial velocity model to produce seismograms. Those 
output data are then compared to the field data to check that the mismatch between modelled 
and field data is not more than half a cycle different. The comparison (Figure 4.28) shows that 
the modelled data predict the field seismograms to a good degree up to offset of about 500 m.  
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After that offset, the discrepancy between the two datasets gets more than half a cycle, which 
suggests that the starting model is not good enough for offset greater than 500 m. This 
mismatch might reflect the complexity of the data for far offsets where the step-like feature 
occurs, which is possibly a reason for dispersion of refracted arrivals. The phase plots (Figure 
4.29) and the imaginary part of the complex number plots (Figure 4.30) of the field and the 
starting model at 14 Hz, show a mismatch in the phase at the far offset for sources that are 
more than about 500 away from the receivers in the crossline direction. Nonetheless, for the 
aim of this chapter, the full offset of the data is used in the 3D inversion.  
 
 
Figure 4. 28. Comparison between seismic traces, used in 3D FWI, generated from the raw data, and 
those obtained using the starting model, in order to validate the inversion process. The first trace on the 
leftmost represents the raw data while the second trace from the left is for the starting model. Then the 
same order goes to other traces.  
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Figure 4. 29. Phase plots at 14 Hz of (a) field data, and (b) starting model. The dotted lines indicate 
approximate coherency of the phase along the same offset. Scale at the bottom is in degrees from π to -
π. Numbers inside the boxes are source-receiver offsets in metres.  
 
 
Figure 4. 30. Imaginary part of the complex number plots at 14 Hz of (a) field data, and (b) starting 
model. The dotted lines indicate approximate coherent patterns along the same offset.  
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4.6.3 Data Pre-processing  
While the inversion algorithm used here is acoustic, a number of considerations should be 
taken into account. In general, the pre-processing of the 3D data is similar to that of the 2D 
case but is more time consuming. Shear modes are not accounted for by the acoustic 
algorithm and thus should be removed prior to the inversion process. Ground roll and the 
noise that mask the signals should also be minimised in order to increase the signal-to-noise 
ratio. In addition, maintaining the low frequencies and the wide-angle arrivals is of an utmost 
importance. A small subset of the data is used for the 3D FWI of this section. This subset 
(Figure 4.31) consists of one swath of 103 sources laid out along four parallel lines in 
between four lines of receivers that contain in total 288 channels per source. The maximum-
recorded offset is about 2.1 km at any time.  
 
The main stages of the pre-processing include applying a top mute to remove the precursor 
waves ahead of the first arrivals and a bottom mute to remove reflection arrivals, shear waves, 
airwaves and ground roll waves. Five bad shots and some bad traces have been removed, and 
finally low-pass filter is applied to the data using an Ormsby filter that keeps the low 
frequencies but rolls off from 25 to 35 Hz. The record length of the data is limited to 1500 
ms. Figure 4.32 shows an example of the 3D data before and after pre-processing. It can be 
seen how the refraction arrivals are boosted up once the mutes have been applied. The near 
offset of 100 m from all shot gathers has been excluded from the inversion to avoid the effect 
of ground roll at short offset.  
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Figure 4. 31. Map of the seismic survey showing a zoom-in view of the subset data (dotted box) used 
in the 3D FWI. Well locations are also shown inside black circles on the top figure.  
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Figure 4. 32. Example of the data used in the 3D inversion. Top) Data before pre-processing. Bottom) 
Pre-processed data after top and bottom mutes, and band-pass filtering. The total length showing is 
1000 ms.  
 
4.6.4 Modelling and Parameters Choice  
In 3D problems, FWI can be very computationally expensive. Therefore, there is a trade-off 
between the computation expense of the method and the resolution of the results based on the 
size of the cell spacing of the model. The higher the grid spacing, the lower the maximum 
frequency can be used in the inversion. For the modelling algorithm used here, five grid 
points per wavelength is found to give accurate results, although at four cells per wavelength 
the errors are still small (Warner, et al., 2013). Despite that a time-domain algorithm is 
 93 
applied here to invert the 3D data, where the full band of the frequency spectrum is used, a 
dominant frequency for each iteration is needed in order to focus the inversion around that 
particular frequency. According to the frequency selection criteria outlined above, the starting 
frequency of the inversion process is 5 Hz. The inversion frequency is then increased 
gradually to a maximum of 15 Hz to allow for more data to be modelled. The frequencies 
used in the inversion are 5, 6, 8, 10, 12 and 15 Hz, with 10 iterations per frequency.  
 
4.6.5 Inversion Process  
To account for the boundaries, and to locate sources and receivers within the model, the 
model size used is 111 x 29 x 41 cells, which is equivalent to 2750 x 700 x 1000 m. Sources 
and receivers have been placed at their correct locations inside the stating model, with the 
datum kept as 229 m above MSL. The grid size of the model is 25 m. Input densities are 
calculated from velocity using a modified form of Gardner’s formula. A good balance must 
be kept between the cost, in terms of the number of iterations used, and the effectiveness of 
the inversion method in terms of the resolution of the final results. Therefore, the inversion is 
run with six frequencies proceeding sequentially from low to high, with 10 iterations per each 
frequency.  
 
The algorithm of this 3D code in context is parallelised in such a way that it can be distributed 
on a large cluster of multi-core compute nodes. The sources are spread across different nodes 
whereby each node can run one or many sources depending on the availability of the 
hardware. A master node controls all the nodes, and hence the model is not distributed as sub-
domains but rather each node communicates back to the master node that then gathers all the 
calculations and makes the necessary updates (for more details about the configuration and 
parallelisation of the 3D code, see Warner et al., 2013).  
 
4.6.6 Results and QC  
The results (Figure 4.33) from the 3D inversion after 15 Hz recovers the top part of the model 
better than that of the earlier 2D results. Sandwich slices of low-velocity layers appear 
throughout the velocity volume (Figure 4.34). In particular the low-velocity slice at about 80 
m depth that follows a relatively high-velocity layer at about 50 m, may be the cause for the 
sudden changes in the velocity profile with depth. With absence of a true model, as often the 
case in real data, the final models obtained show reasonable outcomes. However, it is difficult 
to judge the match quantitatively. There are no wells within this 3D dataset, so it is difficult to 
be certain that the low-velocity layers seen in the resultant images are quantitatively correct.  
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Figure 4. 33. Vertical slices of the FWI result. Top is a slice at the lower part of the subset, middle is a 
slice at the middle part, and bottom is a slice at the upper part of the subset.  
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Figure 4. 34. 3D FWI model shown in a 3D view, compared to the initial model shown in Figure 4.26.  
 
4.7 Assumptions Made in Acoustic FWI of Land Data  
The implementation of the FWI in the current form has some associated assumptions 
that need to be considered. The algorithm is acoustic, and hence does not account for elastic 
effects such as multiples, ground roll and surface waves. At the same time, an absorbing 
boundary assumption is adopted to mitigate the effect of multiples. Anisotropy, on the other 
hand, could also be a major factor depending on the medium of propagation. Since the waves 
used in this study are mainly refracted and diving waves that do not travel very deep in the 
ground, the anisotropy is thought not to play a major role in the final velocity models.  
 
The FWI of this study is applied to a land dataset, which means that the statics effect is not 
properly handled using the current algorithm. In addition, the hypothesis here is that there is 
no small wavelength that is smaller than the size of the mesh, as there might be otherwise 
static effects that are smaller than the mesh size. A big assumption of all is the attenuation 
that has not been considered in this project, which affects the amplitude of the data. However, 
since the amplitude is partially compensated for, the effect of attenuation is ignored. In 
addition, the algorithms used in this research have been designed to deal with pressure data 
whereas the land seismic data are generated and recorded as particle velocities. However, 
since the direction of the refracted arrivals depend on dip angle, the refracted and diving 
waves of the data in context appear to arrive at the receiver at the same angle from all 
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directions in the case of the vertical geophone. Therefore there is only a scalar factor that 
needs to be applied in order to convert particle velocity to pressure. Another assumption in 
the 2D case, in general, is that the third dimension is not comprehensively accounted for, and 
so the results obtained from 2D algorithm might be degraded in resolution compared to the 
3D final outputs. Finally, the source signature is assumed identical for all shots, and is not 
directional, i.e. the azimuth does not have a big effect in the source wavelet.  
 
4.8 Conclusion 
The velocity models obtained from FWI in 2D and 3D of the land seismic datasets of 
this study show reasonably good recovery of the top part of the subsurface. There appear to 
be some high-velocity areas on the top of the model followed by relatively low-velocity 
layers. These observations could not be highly resolved using a ray-based tomography 
method. Building a good a priori velocity model proved hard, and has the biggest effect on 
the final recovered results compared to other inversion impediments that were detailed in 
chapter 2. However, the FWI of the 2D data is less affected by the starting model; it ignores 
the effect of the contribution of the waves from the third dimension.  
 
In the 2D case, the final model after inversion resembles the field data up to an offset of about 
900 m. In comparison, the 3D result managed to recover the field data only up to about 600 m 
offset after which the misfit between the field and the FWI data is more than half a 
wavelength apart. This interpretation suggests that in the case of starting from a poor velocity 
model, or if the starting model is adequate only to a limited offset of the data, then the FWI 
should be initiated with a velocity model that is good enough to the point where it matches 
the field data. This comes in parallel with the importance of starting the inversion with a 
limited window of the data to avoid cycle skipping. The third important point is the starting 
frequency. Conventionally, FWI is started from the lowest available frequency in the field 
data. However, this idea is not always appropriate, as the lowest frequency in the data may 
not necessarily give a coherent pattern of the data that can be used in the inversion. Therefore, 
the inversion should rather be initiated from the lowest but also useable frequency in the data.  
 
These three critical issues lead to tackling the FWI shortcomings from a different perspective. 
In the next chapter of this study, a 3D frequency selection strategy, similar to that shown for 
the 2D data above, will be detailed in order to appropriately select the starting frequency for 
FWI. In addition, a lack of good starting model will be dealt with in a different manner, 
allowing for a windowed offset at each inversion run.  
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5 A Strategy for Inverting Difficult Seismic 
Land Data  
 
 
 
 
 
 
 
 
 
 
5.1 Introduction 
Full-waveform inversion is not yet a one-click method in the sense that it cannot take 
the raw field data and simply produce a good velocity model. There are many challenges and 
assumptions that need to be accounted for prior and during the inversion process. Such 
challenges become even more difficult when considering land seismic data. Among other 
impediments facing the data of this research, three main difficulties are tackled in this 
chapter. Starting model, presence of low frequencies and long offset have proved difficult to 
the current algorithm of the FWI for such dataset. As shown in chapter 4, these three issues 
do not form a grand challenge for the 2D data. However, for 3D formulation, the problem is 
harder to solve and therefore requires different considerations to confront each issue from a 
different angle.  
 
This chapter outlines in more detail the three main challenges of the dataset in context, 
presents a new strategy to overcome these issues, and finally shows examples of the 
application of the new strategy.  
 
5.2 Tackling the Challenges  
With the three challenges persisting for this dataset in focus, there is a need for a 
different route to handle the FWI method. The objective here is to confront the three main 
issues; starting model, low frequencies, and long offset.  
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5.2.1 Starting Velocity Model  
FWI is a local method, and hence in order to obtain adequate high-resolution velocity models 
using such a technique, the initial model should be good enough to guide the velocity updates 
in the right direction. The starting velocity model is often best obtained from first-arrival 
tomography or migration-velocity analysis. However, the starting model needs to be within 
half a cycle of the raw data to avoid encountering cycle skipping problems. If such a 
phenomenon occurs, the objective function will most likely converge to a local instead of the 
global minimum, causing the inverted data to mismatch the field data or possibly match the 
wrong arrivals (Figure 5.1). Therefore, careful starting model building is of utmost 
importance. However, extra difficulties might manifest along this path depending on the 
dataset chosen for the inversion. In relation to the data of this study, the ray-based first arrival 
traveltime tomography method could not provide a good enough a priori model for the 
inversion. This was mainly due to the high-frequency assumption embedded in such 
tomography methods, which could not account for the step-like phenomenon of the refracted 
arrivals, which is seen in this seismic dataset, as described in chapter 3.  
 
 
Figure 5. 1. Illustration of cycle-skipping phenomenon. Top diagram represents data generated by a 
starting model (red line) that is more than half a cycle out-of-phase with the field data (black line), and 
a starting model (green line) that lies within less than half a cycle of the field data. Bottom diagram 
shows what happens for each starting model after FWI.  
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In order to get around this problem, the inversion is limited initially to the size of the model 
that fits the field dataset within or less than half a wavelength. The velocity model that was 
obtained from combining different 2D models, as described in chapter 4, will not be used as a 
starting model for the purpose of the new strategy outlined here. This is because the combined 
3D volume has already some features that do not match the field data in a 3D context. Such 
features may impose structures that otherwise are not real, and might not be removed by FWI. 
Therefore, the initial velocity model used (Figure 5.2) is a gradient model that was built from 
geological information of the area, and manual calculations of the main arrivals from the field 
seismic data. The model size is 171 x 171 x 81 with a grid interval of 12.5 Hz.  
 
The model is extended in the north-south direction in order to include more sources and 
receivers in the inversion. This is particularly useful to allow for more data into the inversion 
as the offset window is opened gradually. Figure 5.3 depicts a vertical slice of the 3D starting 
model, which shows a laterally smooth model with no sharp boundary reflectors. The a priori 
model is then used to generate seismograms using the forward modelling algorithm in order 
to QC the starting model against the field data. The black star in Figure 5.3 shows the position 
of the shot used to generate the seismograms to compare the field data to the starting model. 
The comparison (Figure 5.4) indicates a good match between the starting model and the field 
data up to about 400 m offset. After that the difference between the two datasets increases to 
more than half a cycle, which is regarded as a sign of cycle skipping.  
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Figure 5. 2. 3D volume of the starting model for the new strategy.  
 
 
Figure 5. 3. Vertical slice of the 3D starting model. Black star on the top left side of the model shows 
the position of the shot used to generate seismograms.  
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Figure 5. 4. Seismograms comparison of the field data (first trace from left) and starting model (second 
trace from left). The zero trace marks a new position. The same order applies to other traces. 
 
5.2.2 Long (wide-angle) offsets  
Presence of long offset data is very important for FWI since the main arrivals used in the 
algorithm are refracted and diving waves. The short offset reflection data can also be used for 
FWI but these have more non-linear behaviour, and hence might introduce more difficulties 
to the algorithm. Moreover, the velocity model, which is recovered with refraction data, has a 
great effect in obtaining accurate velocity model in the deeper part. For these two main 
reasons, non-linearity and accuracy of the shallow part of the model, most of the inversion 
algorithms are limited to the refraction and diving waves.  
 
However, there is a trade-off between long offset and non-linearity in the inversion method 
(Sirgue, 2006; Wang and Rao, 2009). In other words, the difference in traveltime between 
modelled and observed data increases with offset, and hence the method is more subjected to 
cycle skipping. A good starting model can mitigate the effect of such non-linearity, but as for 
this particular dataset in context, it has not been possible to fit accurately both the short-offset 
and long-offset refraction traveltimes using the starting model produced by ray-based 
methods. Therefore, the solution to such a problem is to limit the offset range that goes into 
the FWI in the first run, and then open the offset window for more data during the later runs.  
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5.2.3 Frequency Selection Strategy for 3D Inversion  
Presence of (very) low frequencies in the field data can mitigate the non-linearity of the 
inversion process and can also alleviate the lack of a very good starting model because the 
inversion at low frequencies is less exposed to cycle skipping. A similar strategy to that 
shown for the 2D case in chapter 4 is also adapted here for the 3D problem. A coherent 
amplitude or phase plot of the data can indicate a good choice of that particular frequency for 
FWI. The concentric circular plots can represent a good way of selecting a coherent pattern at 
one frequency, but such an approach is not possible for this 3D survey due to the low number 
of sources surrounding one receiver or vice versa. Instead, images of the imaginary part of the 
complex number and/or phase-only plots for different frequencies are considered. Although 
such plots illustrate only the two-dimensional side of the method, it should be noted that the 
source line and the recording line are about 325.2 m apart. This configuration is chosen in an 
attempt to mimic the possible 3D effect of the geometry, though it is not a perfect 3D setup.  
 
The lowest frequency available in the data at 5 Hz in Figure 5.5 shows no coherent pattern of 
the raw data. Similarly, there is no coherency in either the imaginary part or in the phase-only 
plots at 6 and 8 Hz (Figure 5.6). For the 2D case, it was possible to obtain a somewhat 
coherent structure in the plots at low frequencies, but for the 3D problem the lowest useable 
frequency for FWI is found to be 14 Hz (Figure 5.7). Frequencies from 6 Hz to 13 Hz have 
been plotted (Appendix B) to verify their coherent patterns. Although the data used to 
produce those figures have been muted, the effect of the ground roll waves could still be seen 
at low frequencies. Such an effect might possibly be causing the coherent triangle-like shape 
at short offsets. However, with higher frequencies, the effect of ground roll is not as 
significant, and hence the triangle-like shape is not as apparent.  
 
Another reason behind starting the FWI from a high frequency is supported by the frequency 
content of the 3D data. Figure 5.8 shows a pre-processed shot gather of the data at various 
frequency bands. It can be seen that below about 14 Hz, the field raw data contain almost no 
useful refraction data that can be used in the inversion process. Note that all phase plots of 
this chapter have been obtained using the same windowed data as in Figure 5.8. The raw data 
are shown in Figure 5.9 for comparison. A forward modelling is then run using the initial 
model in order to choose the next dominant frequencies for FWI. Figure 5.10 illustrates 
examples of the selected frequencies at 17, 21, 25, 29 and 33 Hz, plotted as the imaginary part 
images. With the lowest velocity in the model being 1800 m/s, the highest frequency that 
could be used in the inversion is 36 Hz. The model grid spacing is 12.5 m.  
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Figure 5. 5. Plots of imaginary part of the complex number (a), and phase-only (b) of the field data at 5 
Hz. The phase plot (b) is scaled in degrees from π (red colour) to –π (blue colour). Numbers inside the 
boxes are source-receiver offsets in metres. There is no coherent pattern observed at 5 Hz.  
 
 
Figure 5. 6. Top raw shows plots of (a) imaginary part, and (b) phase-only of the data at 6Hz, whereas 
bottom raw shows plots of (c) imaginary part, and (d) phase-only of the data at 8Hz. The phase plots 
(b) and (c) are scaled in degrees from π (red colour) to –π (blue colour). Numbers inside the boxes are 
source-receiver offsets in metres.  
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Figure 5. 7. The lowest useable frequency of the 3D field data is at 14 Hz. (a) Is the imaginary part of 
the complex number, and (b) is the phase-only plot. Plotted for 21 sources and 67 receivers. The phase 
plot (b) is scaled in degrees from π (red colour) to –π (blue colour). Numbers inside the boxes are 
source-receiver offsets in metres. Plots of the modelled data at 14 Hz are shown in Figure 4.29 – 4.30.  
 
 
Figure 5. 8. Pre-processed shot gather at different frequency bandwidths; (a) full bandwidth, (b) 0-0-
25-35 Hz, (c) 0-0-14-20 Hz, and (d) 0-0-5-14 Hz.  
 
 105 
 
Figure 5. 9. Raw shot gather, same as in Figure 5.8, at different frequency bandwidths; (a) full 
bandwidth, (b) 0-0-25-35 Hz, (c) 0-0-14-20 Hz, and (d) 0-0-5-14 Hz. Both Figures 5.8 and 5.9 are 
shown with no temporal amplitude gain. The mute has boosted the amplitude of the sections.  
 
 
 
Figure 5. 10. Plots of the imaginary part of the selected frequency for 3D FWI at (a) 17 Hz, (b) 25 Hz, 
(c) 29 Hz, and (d) 33 Hz. These were plotted after a forward modelling run of the starting model.  
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5.3 Parameters Testing  
In order to select the best parameters of the FWI method for this land dataset, a set of 
different parameters have been tested. In all different tests, the maximum offset is kept to 400 
m in order to avoid cycle skipping and hence assume a good starting model, with the only 
exception is when testing a fixed window that needs to invert for a wider window, and hence 
500 m offset is used. Also the maximum depth is limited to 600 m, so the run time is reduced 
for all tests. The starting model is the same for all trials with a model size of 171 x 171 x 81 
and a grid spacing of 12.5 m. The runs are acoustic, isotropic, and in the time domain.  
 
Note that the decision to carry out these tests using real field data instead of synthetic 
examples has been made here because the parameters used in the synthetic tests might not be 
applicable to use in real datasets. The real world has its own characters and complications, 
and since real field data are the main focus of this research, it is better to verify all the 
inversion parameters in a real example. Due to the limitation of the QC methods in this 
project, as will be discussed later, the judgment on each parameter tests is based solely on the 
seismograms comparison with a reference model. The different parameter tests include the 
following:  
 
5.3.1 The Basic Model 
This run represents the basic parameters, which is chosen to be the reference for all tests 
comparison. Spatial preconditioning is applied in this test, but no extra smoothing in any 
direction is used. Also the global Gaussian weighting (see section 5.3.6) is not applied for this 
run. The parameters used for the basic model are listed in table 5.1. The velocity model result 
shows a clear low-velocity layer recovered at about 100 m depth. Other low-velocity layers 
can also be seen at about 150 m and 200 m depth, although with a lower resolution than the 
top layer. The model, in general, looks slightly spiky and the layers are not continuously 
smooth along the model (Figure 5.11).  
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Table 5. 1. List of the parameters used for the ‘basic model’ run.  
Parameter type Value/ Description 
No. grids in x 171 
No. grids in y 171 
No. grids in z 81 
Grid spacing  12.5 m 
No. sources 762 
No. receivers per source 98 
No. receivers in total 55408 
No. frequencies  5 
No. iterations per frequency 10 
Minimum velocity bound  1800 m/s 
Maximum velocity bound 3500 m/s 
Time domain sample interval  4 ms 
Inversion frequencies 15, 20, 25, 30, 35 Hz 
 
 
Figure 5. 11. The inversion result of the ‘basic model’ shown with the starting model on the top. 
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5.3.2 All Sources vs. Selected sources  
Reducing the number of sources used in the FWI process results in less running time of the 
method. However, less number of shots per iteration might also mean less coverage of the 
data and hence might degrade the resolution of the final model. In this test, every 5th shot is 
used in each iteration, reducing the total number of sources per iteration to 162. The run time 
is about three times less of that for the ‘basic model’ example, but the result (Figure 5.12) 
shows that the deeper low-velocity layers are not well recovered when only a portion of the 
sources is used in each iteration. Comparing the seismograms of this test with that from the 
‘basic model’ illustrates the slightly less matching results when using limited number of shots 
(Figure 5.13).  
 
 
Figure 5. 12. Inversion result from using limited number of sources. 
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Figure 5. 13. Seismograms comparison of the field data (first trace from left), ‘basic model’ (middle 
trace), and limited sources model (third trace). The zero trace marks a new position. The same order 
applies to other traces left to right. 
 
 
 
5.3.3 Number of Iterations 
The FWI method is computationally expensive especially when large velocity models are 
used. Therefore, increasing the number of iterations per frequency might not favour the 
practical implementation of the technique. In an attempt to examine the effect of increasing 
the number of iterations, the FWI is run with 40 iterations per frequency making up the total 
number of iterations as 200 for 5 frequency blocks. However, the results (Figure 5.14 and 
Figure 5.15) present a very slight improvement of the data fit compared to the ‘basic model’ 
results.   
 
 110 
 
Figure 5. 14. Inversion result from using 40 iterations per frequency block.  
 
 
Figure 5. 15. Seismograms comparison of the field data (first trace from left), ‘basic model’ (middle 
trace), and the model with more iterations (third trace). The zero trace marks a new position. The same 
order applies to other traces left to right. 
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5.3.4 Number of Frequencies  
The lowest frequency used in the inversion is dependent upon the availability of low 
frequencies in the data as well as the quality of the data at that particular frequency. On the 
other hand, the maximum frequency that can be inverted is determined by the lowest velocity 
in the model and the grid spacing used in the finite difference mesh. Although the FWI 
considered in this study to invert 3D data is implemented in the time domain, which in 
principle uses the full bandwidth of frequencies, a dominant frequency is chosen at each 
block of iterations. Therefore, increasing the number of those iteration (frequency) blocks 
could improve the resolution of the final velocity results but on the grounds of increasing the 
expense of the method. Figure 5.16 and Figure 5.17 show the velocity model and the 
seismograms results respectively of the final model after using 10 frequency blocks, 
compared to the ‘basic model’ that uses only 5 frequency blocks. The difference can hardly 
be noticed in the seismograms comparison.  
 
 
Figure 5. 16. Inversion result after using 10 frequency blocks with 10 iterations per frequency. 
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Figure 5. 17. Seismograms comparison of the field data (first trace from left), ‘basic model’ (middle 
trace), and the inversion model obtained using 10 frequency blocks (third trace). The zero trace marks a 
new position. The same order applies to other traces left to right.  
 
5.3.5 Smoothing Values  
The algorithm used here already has spatial preconditioning embedded during the inversion 
process, which acts as a smoothing parameter since preconditioning prevents the gradient 
becoming large close to sources or receivers. In addition, extra spatial smoothing parameters 
could also be introduced, in three directions x, y and z, to reduce the sharp features that are 
often seen in the velocity model. The smoothing parameters used in this algorithm work so as 
to smooth the velocity updates by weighting the average values around a particular anomaly. 
These smoothing values are specified in terms of wavelength, and so a value of 1 means that 
the velocity updates are smoothed over one wavelength in the specified direction. A value of 
3 gives a smoothing magnitude of three-wavelength window.  
 
Several test have been undertaken with different smoothing values. For a higher value of 
smoothing in both horizontal directions x and y, the velocity models display better-looking 
results (Figure 5.18 and Figure 5.19). The seismograms comparison (Figure 5.20) clearly 
gives a better result when the extra smoothing is applied during the inversion process. 
Therefore, it is concluded that the extra smoothing parameters have an impact in the final data 
fit with more than just a displaying matter in the velocity models. However, for higher values 
of smoothing, the image can look slightly too smooth (Appendix C). Therefore, a compromise 
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value of 3 was selected as the smoothing parameter in the x and y directions for the inversion 
of this dataset. On the other hand, it appears that if the smoothing parameter is also applied in 
the vertical z direction, the inversion results produce less-well data fit (Figure 5.21). Several 
vertical smoothing values have been tested, and the results are shown in Appendix C.  
 
 
 
Figure 5. 18. Smoothed inversion models, top with a value of 1, and bottom with a value of 3. 
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Figure 5. 19. Smoothed inversion models, top with a value of 1.5, and bottom with a value of 2.  
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Figure 5. 20. Seismograms comparison of the field data (first trace from left), ‘basic model’ (middle 
trace), and the smoothed inversion model with smoothing magnitude of 3 in the x and y directions 
(third trace). The zero trace marks a new position. The same order applies to other traces left to right.  
 
 
Figure 5. 21. Seismograms comparison of the field data (first trace from left), inversion with no vertical 
smoothing (middle trace), inversion with 0.25 vertical smoothing (third trace), inversion with 0.5 
vertical smoothing (forth trace), inversion with 0.75 vertical smoothing (fifth trace), and inversion with 
0.25 vertical smoothing (sixth trace). The zero trace marks a new position. The same order applies to 
other traces left to right. Note that all the inversion models here have smoothing value of 3 in the x and 
y directions.  
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5.3.6 Gaussian Parameter 
The Gaussian width parameter weights the field in time data using a Gaussian window with a 
value of 1 being the normal width of the Gaussian. The function then moves down the data 
traces at each iteration. The tests show that using a Gaussian function introduces some 
artefacts in the velocity model (Figure 5.22). In addition, the seismograms (Figure 5.23) show 
a very slightly less-well data fit compared to the ‘basic model’ test. This is probably because 
in this land dataset, the data have already been strongly windowed in time, and hence adding 
another weighting window might impose some artefacts into the model.  
 
 
Figure 5. 22. Inversion model test with the application of the Gaussian window parameter. The deep 
noise that appears in this plot is an artefact after Gaussian windowing, but it is relatively easy to 
remove after FWI.  
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Figure 5. 23. Seismograms comparison of the field data (first trace from left), ‘basic model’ (middle 
trace), and the inversion model with Gaussian parameter applied (third trace). The zero trace marks a 
new position. The same order applies to other traces left to right.  
 
5.3.7 Fixed Window Update  
Since the new strategy outlined in this chapter requires the repeat of the inversion process 
while opening the offset window gradually, this test is to verify whether it is helpful to keep 
constant the already updated part of the model from the previous inversion run before 
proceeding to the next run, or whether to let the inversion to update the whole model again. 
Such a fixed-window process works as to fix part of the model by preventing it from getting 
updated while the rest of the model gets updated normally. After running the inversion up to 
400 m offset, a second run has been carried out for the inversion up to 500 m offset during 
which the fixed-window update is applied. In this case, a top window is fixed to prevent 
model updates in the first 200 m of the model.  
 
The results of running this test show that fixing a window at the top of the model, to prevent 
any velocity updates in the following inversion run, could introduce some artefacts into the 
final model (Figure 5.24), and at the same time worsen the data fit (Figure 5.25). The results 
are shown in comparison with a similar inversion run of 500 m offset without a fixed-window 
update. Nevertheless, it is difficult to judge the adequacy of the model obtained from running 
a fixed-window test. The windowing forces the updates to take more notice of the deeper part 
of the model even though this has less effect on the seismic data than minor changes to the 
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shallow model, and hence such a model would fit the field data less well. However, the 
decision made here to go with using no fixed window is based primarily in the data fit of the 
seismograms because this is the method used to judge the suitability of the results from all 
similar tests in this study.  
 
 
Figure 5. 24. Inversion results up to 500 m offset with fixed top window (bottom model), compared to 
no fixed window applied (top model).  
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Figure 5. 25. Seismograms comparison of the field data (first trace from left), ‘basic model’ up to 500 
m (middle trace), and the inversion model with a fixed window at the top 200 m to prevent model 
updates in that region (third trace). The zero trace marks a new position. The same order applies to 
other traces left to right.  
 
5.4 Selected Inversion Parameters 
From sections 5.2 and 5.3 above, it can be seen that the starting model for FWI is 
constructed using a gradient velocity function, and the offset is initially limited to 400 m for 
the first run. The frequencies chosen are 14, 17, 21, 25, 29, and 33 Hz, with 10 iterations per 
frequency. All sources of the subset are used during the inversion to get the maximum and 
best coverage of the area. Smoothing tests have showed that a reasonably high smoothing 
values in the x and y directions is needed in order to produce a good velocity model. 
Therefore, the chosen smoothing parameter is a 3-wavelength magnitude in both horizontal 
directions while keeping the vertical direction with no smoothing. In addition, it is decided 
not to use Gaussian windowing as it makes no improvement to the final model but rather 
introduces artefacts in the inverted model. Finally, the inversion is left to update the full 
velocity model with no mask window after each run. The full list of the optimum selected 
parameters for FWI of this land dataset is outlined in table 5.2 below. Table 5.3 shows the run 
times for all tests.  
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Table 5. 2. List of FWI optimum parameters. 
Parameter Type Value/ Description 
No. grids in x 171 
No. grids in y 171 
No. grids in z 81 
Grid spacing  12.5 m 
No. frequencies  6 
No. iterations per frequency 10 
Smoothing value in x and y directions 3 
Minimum velocity bound  1800 m/s 
Maximum velocity bound 3500 m/s 
Inversion frequencies 14, 17, 21, 25, 29, 33 Hz 
 
 
Table 5. 3. Compute times of the different parameters testing.  
Test Type Computer Requirements Run Time 
Basic model 6 nodes, 6 CPUs 12hrs 22mins 
Selected sources 6 nodes, 6 CPUs 3hrs 3mins  
40 iterations per frequency 12 nodes, 6 CPUs 26hrs 21mins 
10 frequencies band 12 nodes, 6 CPUs 13hrs 06mins 
Smoothing value of 3 in the x 
and y directions  
6 nodes, 6 CPUs 13hrs 13mins 
Using a Gaussian window 6 nodes, 6 CPUs 9hrs 24mins 
Fixed window update (500 m 
offset data) 
12 nodes, 6 CPUs 7hrs 49mins 
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5.5 Strategy Outline  
Since a different route for the FWI of this difficult dataset is needed, a slight 
modification to the conventional workflow, shown in Figure 4.27, is undertaken. The new 
workflow (Figure 5.26) uses a starting model that is non-cycle skipped and a limited offset 
window at the first run. It is initiated from the lowest useable frequency that shows a coherent 
pattern, which is not necessarily the lowest frequency in the data. The method is then run 
consecutively with a wider offset window to allow more data into the inversion, and with the 
velocity model from the previous run as a starting model for the next process.  
 
This strategy assures the fit of a certain part of the model before proceeding to fit the next 
parts. In terms of offset, the strategy fits the near-offset data then moves to fit the wider parts 
by ensuring a better starting model for the successive runs. Although a limited offset is 
introduced at the first run, the full size of the model in 3D is used and then kept fixed during 
all stages of the FWI process. This is mainly to avoid any modification to the velocity model, 
and therefore reduce the interference into the model during the process. The main drawback 
of the strategy is the time consumption that is taken to run the full range of offsets, as 
repeated processes are required before the full offset range is achieved.  
 
 
Figure 5. 26. Modified workflow of FWI for this difficult dataset.  
 122 
 
5.6 Subset Data for FWI 
The field data used for running the FWI with the new proposed strategy extend in the 
north-south direction to cover a much wider subset area. This dataset is similar to the one that 
has been used to carry out the parameterisation tests above with limited offset to 400 m. The 
subset area (Figure 5.27) consists, if the full range of offset is deployed, of a total of 806 
sources and 200,392 receivers. However, when a limited offset is used at each stage of the 
inversion process, the total number of sources and receivers is reduced. The maximum offset 
at any point is about 2.1 km across the whole survey. A zoomed-in view (Figure 5.27) at the 
subset area shows the layout of all sources and receivers that will be used in the FWI below.  
 
The subset has undergone a minimal pre-processing sequence. Such pre-processing is similar 
to that shown in chapter 4 for the 3D dataset. Ground roll and non-acoustic arrivals have been 
removed with an offset mute in order to enhance the signal-to-noise ratio. A top mute has also 
been applied to remove any precursor arrivals. Bad shots and noisy traces have been 
eliminated prior to the inversion process. Traces of less than 100 m offset have been excluded 
to avoid the effect of strong ground roll at short offset. Finally a low-pass filter is applied to 
the data, which rolls off from 25 to 35 Hz while retaining the low frequencies.  
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Figure 5. 27. Field subset area for the application of FWI with the new strategy.  
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5.7 Inversion Procedures 
In order to compare the new strategy with the conventional approach of FWI, the 
method is applied here for initially the full offset, and with gradual opening of the offset 
window. In both cases the same subset data is used, and the same chosen optimum inversion 
parameters are applied. The model size is 171 x 171 x 81 with a grid spacing of 12.5 m in the 
finite difference mesh. This model size is equivalent to a coverage area of 2125 x 2125 x 
1000 m. Sources and receivers are placed at their correct locations inside the initial model, 
relative to a datum of 229 m above MSL. Once, the densities are derived from the velocities 
with aid of a modified equation of Gardner’s formula. The optimum selected inversion 
parameters listed in Table 5.2 are used for the inversion of the two cases below, except that 
for offset opening method the offset is limited initially to 400m then increased gradually to 
cover the full offset range.  
 
5.7.1 FWI of Full Offset 
It has been proved in chapter 4 that using the full offset of the particular dataset of this study 
to perform FWI fails. This is mainly due to the lack of a good starting model for the 
inversion. However, for the purpose of a fair comparison, the procedure is repeated again in 
this chapter but with a larger field dataset, and with better inversion parameters. The results 
(Figure 5.28 and Figure 5.29) show that the data fit is good up to about 600 m after which the 
inversion fails to fit the modelled data to the field data. Such a data mismatch exceeds more 
than half a wavelength after about 600 m, but at further offset the modelled data seem to fit 
the field data at a different arrival.  
 
This occurrence repeats again at even further offset. In other words, the inversion has 
managed to fit the data at short offset but fails to do so at far offset where the initial model is 
not good enough. This strange phenomenon might be related to the low-velocity layers that 
occur at certain intervals across the velocity model, which is known here as the step-like 
phenomenon. Such an issue is what the new strategy tries to overcome in the next section.  
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Figure 5. 28. FWI of using the full range of offset data from the beginning of the inversion process.  
 
 
Figure 5. 29. Seismograms comparison of the field data (first trace from left), the starting model 
(middle trace), and the inversion model using the full offset from the beginning of the inversion (third 
trace). The zero trace marks a new position. The same order applies to other traces left to right.  
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5.7.2 The Offset Opening Window Strategy  
The proposed ‘Opening Window Strategy’ comes in an attempt to solve the problem of 
inverting a difficult dataset that has a poor starting model due to the intricate nature of the 
acquired field data. The method works in several stages where a velocity model is produced at 
the end of each stage, which in turn is used as a starting model for the next inversion run. 
Each stage of the workflow is limited to a certain offset window. The choice of the offset 
window is based on result verification, where it has been found that the data need to fit 
properly at short offset, and hence a short offset interval, in this case 100 m, is chosen for the 
earlier runs. Then a 200 m window was found to be satisfactory for the gradual increase in the 
offset window. At all stages, the frequency bandwidth, the number of frequency blocks, and 
the number of iterations are kept the same. All the results shown in this section are taken from 
the vertical slice of the 3D model at the cross-line number 21. The black star shows the 
location of the shot gather that is used for the seismogram comparison between the modelled 
and observed data.  
 
5.7.2.1 FWI of 100 – 400 m     
The first inversion run uses the gradient starting velocity model with a limited offset of up to 
400 m. Until such an offset, the model adequately fits the observed data to less than half a 
cycle. Therefore, such a starting model is regarded as an adequate a priori model to start the 
inversion process. The result (Figure 2.30) of the FWI from this stage shows a good recovery 
of a low-velocity layer that extends continuously at about 100 m depth. Just above that layer, 
there appears a slightly higher velocity area starting to form at about 60 m on the left top part 
of the model, but does not extend laterally across the whole model. The data fit (Figure 2.31) 
is now good to about 500 m, and so the next inversion run can be started with a wider offset 
window.  
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Figure 5. 30. FWI result (bottom) using up to 400 m offset only, with the starting model (top). The 
black start shows the position of the shot used in the seismograms comparison.  
 
 
Figure 5. 31. Seismograms comparison of the field data (first trace from left), the starting model 
(middle trace), and the inversion model using 400 m offset (third trace). The zero trace marks a new 
position. The same order applies to other traces left to right. The inlet (red circle) shows an example of 
the improvement in the data fit.  
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5.7.2.2 FWI of 100 – 500 m     
Since it is important to ensure a good data fit at the near offset part, the offset window is 
opened for an extra 100 m of data into the inversion for the next inversion run. The starting 
model used in this stage is the inverted model obtained from the previous run above using 
offset limited to 400 m. No mask window is used but rather the inversion is left to update the 
whole model including the updated part from the previous stage. The new inversion result 
(Figure 5.32) confirms the existence of a low-velocity layer, which is now brighter but 
perhaps has shifted slightly in position.  
 
The high-velocity area, observed previously, has also moved slightly deeper to about 100 m 
in the model. Some few scattered low-velocity horizons appear in the deeper part of the 
model at this stage of the inversion process. The data fit (Figure 5.33) has now extended to 
about 700 m, which gives an indication that for the next inversion run the model could 
include field data up to 700 m.  
 
 
Figure 5. 32. FWI result (bottom) using up to 500 m offset only. The initial model (top) is the inversion 
result from previous run with offset up to 400 m. The black start shows the position of the shot used in 
the seismograms comparison.  
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Figure 5. 33. Seismograms comparison of the field data (first trace from left), the starting model from 
previous run (middle trace), and the inversion model using 500 m offset (third trace). The zero trace 
marks a new position. The same order applies to other traces left to right. The inlet (red circle) shows 
an example of the improvement in the data fit compared to the previous inversion run.  
 
5.7.2.3 FWI of 100 – 700 m     
Once a satisfactory is reached by obtaining a good fit of the observed and modelled data in 
the earlier stages of the inversion process, it has then been decided to extend the offset 
window to a 200 m interval. This time, the inversion has maintained the locations of the main 
velocity layers within the model with a slight additional brightness on the discontinuous low-
velocity layers that appear deeper in the model (Figure 5.34). It does, however, disturb the 
continuity of the main low-velocity horizon at about 100 m on the right hand side of the 
model. This might be a result of the fact that the inversion is trying to build and connect 
another low-velocity layer at an even shallower depth of about 50 m. In addition, at a very 
shallow depth on the rightmost side of the model, there appears a relatively high-velocity spot 
that has a horizontal extension of about 500 m.  
 
A seismogram comparison (Figure 5.35) shows a good agreement between observed and 
modelled data when a shot gather is taken from the left side of the model. Such a fit extends 
up to an offset of about 900 m. Another seismogram comparison (Figure 5.36) is taken for a 
shot on top of the location of the newly existing high-velocity layer on the right side of the 
model in order to investigate the effect of such a layer on that part of the model. The 
comparison yet shows a good correlation with the field data. Moreover, the comparison 
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shows a good data fit up to about 900 m offset, in which it is concluded that the high-velocity 
spot might indicate a true geological feature in the subsurface.  
 
 
Figure 5. 34. FWI result (bottom) using up to 700 m offset only. The initial model (top) is the inversion 
result from previous run with offset up to 500 m. The black start shows the position of the shot used in 
the seismograms comparison.  
 
 
Figure 5. 35. Seismograms comparison of the field data (first trace from left), the starting model from 
previous run (middle trace), and the inversion model using 700 m offset (third trace). The zero trace 
marks a new position. The same order applies to other traces left to right. Note that the data are noisy in 
this figure but the improvement in the data fit can be seen. The inlet (red circle) shows an example of 
the improvement in the data fit compared to the previous inversion runs.  
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Figure 5. 36. Seismograms comparison of the field data (first trace from left), the starting model from 
previous run (middle trace), and the inversion model using 700 m offset (third trace). The zero trace 
marks a new position. The same order applies to other traces left to right. The shot used in this 
comparison is located at the top right side of the inverted model just above the red high-velocity layer.  
 
5.7.2.4 FWI of 100 – 900 m     
For this stage the offset is limited to 900 m where the inverted model from the previous run is 
used here as a starting model. The result from this stage (Figure 5.37) shows that the inverted 
model attains the locations and resolutions of the main velocity layers within the model. 
Moreover, the shallow high-velocity layer on the right side of the model is now recovered 
more, and the low-velocity horizon at shallow depth of 50 m is more continuous. The data fit 
(Figure 5.38) is still improving, and now the fit is good up to about 1000 m. However, the 
seismograms comparison indicates that beyond offset of about 1000 m the data fit is not very 
good. Such an observation might suggest that the proposed strategy has produced efficient 
results until about 1000 m offset where the data become really noisy, and it gets very difficult 
to judge the quality of the inversion results with only the seismograms comparison.  
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Figure 5. 37. FWI result (bottom) using up to 900 m offset only. The initial model (top) is the inversion 
result from previous run with offset up to 700 m. The black start shows the position of the shot used in 
the seismograms comparison.  
 
 
Figure 5. 38. Seismograms comparison. Left to right: the field data, the starting model, the inversion 
model using 400 m offset, FWI up to 500m, FWI up using 700 m, and FWI result up to 900 m. The 
zero trace marks a new position. The same order applies to other traces left to right. The results show 
that the data fit has improved up to more than 970 m (inset), where further runs with the same 
procedure should give even a better fit. The inlet (red circle) shows an example of the improvement in 
the data fit compared to the previous inversion runs.  
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5.7.2.5 FWI of Full Stretch      
The inversion process continues in the same manner, as the offset window is opened to allow 
more data into the process at the successive runs. The final velocity model (Figure 5.39) was 
obtained by gradually widening the offset window that goes into the inversion process with 
200 m at each stage. The final model retains the low-velocity layers at different depths. 
However, the repeated runs of the inversion process (nine times in this case) might have 
introduced some artefacts or instability in the process. Note that the interval of the offset 
window depends highly on the continuous quality control procedure of the results at different 
stages, and the data fit produced by the FWI models at the end of each run.  
 
 
Figure 5. 39. FWI result using up to 2100 m offset, which is the maximum offset of the dataset.  
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5.8 Conclusion 
Among many impediments and challenges that face the application of FWI in field 
land data, a good a priori model and adequate low frequencies form the main influential 
parameters in the FWI technique. The presence of wide-angle data is also critical for a 
successful FWI method. However, in tandem with the increase in the non-linearity of the 
inversion method, the adequate use of the far offset data is highly dependent upon the 
accuracy of the starting model. If the starting model cannot predict accurate data fit at far 
offset, then the presence of such data is not of a great effect at least at the beginning of the 
inversion process as it is more likely to fail if the mismatch is greater than half a wavelength 
at those far offsets.  
 
An intensive parameter testing has shown that using all available sources and receivers, 
although computationally expensive, produces highly resolved results compared to using only 
limited number of sources and receivers. Such testing has also proved that increasing either 
the number of iterations or the number of frequency blocks adds no significant contribution to 
the final velocity models. This little addition puts an extra burden on the computational 
expense of the technique, which otherwise can be avoided. Smoothing the updates in the x 
and y directions has a slight impact on the actual data fit, but it gives a better display of the 
velocity models.   
 
The proposed criteria for selecting the lowest starting frequency and the subsequent inversion 
frequencies has demonstrated that the lowest frequency available in the field data might not 
always be a good frequency to use in the FWI process. The adequate lowest frequency that 
should be used in the inversion though, is the one that produces a coherent pattern when the 
amplitude, the phase, or the imaginary part of the Fourier component is plotted. The inversion 
is better run sequentially starting from the lowest suitable frequency and moving to higher 
frequencies. To select the higher frequencies, a forward modelling is applied to the initial 
model, and coherency plots are produced to verify the suitable frequencies for the inversion 
process.  
 
Even with the best optimum parameters used in FWI, the method might fail if there are major 
issues associated with the field dataset. Using a poor initial model could yield the inversion to 
converge to a local minimum, and hence the final model would mismatch the field data or 
perhaps match the wrong arrivals. On the other hand, the developed strategy proposed in this 
study helps to deal with an unusually difficult datasets. The method employs a limited offset 
window at several stages of the inversion to insure a good data fit of a certain part of the 
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model before proceeding to fit the next parts. Such a strategy has been proved above to work 
efficiently for the dataset of this research. The choice of the offset window at each run 
depends on the complexity of the field dataset; where a short offset window is usually 
important to fit the near offset data before widen up the window for far offsets.  
 
The final inversion results, obtained using the new strategy, have shown there are some low-
velocity horizons that permeate the relatively high-velocity zones. Although the velocity 
generally increases with depth, those low-velocity areas could cause the propagating waves to 
slow at certain intervals in the near subsurface layers. Such an episode complicates the near-
surface structure and makes it difficult to predict the correct velocity model using the ray-
based methods. Consequently, such traveltime tomography methods fail to produce a good 
starting model for FWI, and therefore conventional inversion methods might also fail if the a 
priori model is not adequately predicted. The developed approach of the FWI method has 
been able to avoid falling into local minima, by adopting a limited offset data, and repeating 
the inversion process at several runs to allow more data into the process at each stage till the 
full stretch of the data is covered.  
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6 Discussion, Conclusions and Verifications  
 
 
 
 
 
 
 
 
 
 
6.1 Introduction 
In virtue of the FULLWAVE consortium project at Imperial College London, a 
continuous work of the full-waveform inversion has been taken a step further to deal with 
land seismic data. This study has paved the way to a wide range of the FWI applications and 
brings on the stream a highly developed technique that is proposed to produce high-resolution 
velocity models in order to aid the petroleum industry to a better understanding of the 
prospective unconventional reserves. The main aim of this study was to apply full-waveform 
inversion method to a set of land data. The objectives of which were to design a good starting 
model, extract a source wavelet, choose a suitable set of frequencies for the inversion, apply 
the FWI technique to 2D and 3D datasets, and to verify the final results.  
 
6.2 The 2D Analysis  
Several lines of the 2D land data from an onshore field in Oman have been studied in 
order to examine the merit and deficiency of the inversion technique in land data. The field in 
process, in general, has no significant variations in topography, and thus for the 2D example 
an absorbing boundary was used to mitigate the effects of the multiples and the top surface. 
The inversion results correlate quite well with the raw data and better than those obtained 
from the forward modelling of the initial model, although only up to about 900 m offset. The 
results from FWI of the 2D data have shown reasonable data fit despite the poor starting 
model used in the inversion.  
 
Because the amplitude is not well matched in this current type of inversion, the phase part has 
a better indication of how well the FWI has improved the data fit. Cross-correlation measures 
of the phase part between the field data and the predicted data from the starting model (Figure 
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6.1a), and between the field data and the predicted data from the FWI model in 2D (Figure 
6.1b), confirm the improvement in the data fit that has been achieved after applying FWI 
technique. Taking the mean value of each measure gives a value of 0.608 for the latter, and 
0.154 for the former case. Note that the correlation has been applied to the first set of 26 
sources that were recorded by 72 receivers. Furthermore, the standard deviation of the phase 
residual between the field and the initial model seismograms is 2.404, whereas it is 0.165 for 
the phase residual between the field and the FWI result. A lower value of standard deviation 
generally indicates a better fit.  
 
 
Figure 6. 1. Cross-correlation plots of the 2D phase part of (a) field data with starting model, and (b) 
field data with inverted model. Note that the zero line is at different location for each plot.   
 
The results obtained from acoustic FWI of the 2D data, in chapter 4, showed that there is a 
low-velocity layer at about 100 m depth. Just above that low-velocity layer, there is a 
relatively higher velocity area, especially on the left side of the model. The limitation on the 
offset range of this dataset has constrained the rays’ propagation to the shallow part of the 
subsurface. Therefore, the deeper part of the final velocity model, below about 500 m, is not 
trusted to represent real geological features. The velocity, in general, increases downwards 
through the velocity model, but there are some low-velocity zones within the otherwise 
uniform velocity model.  
 
Another verification of the 2D results is made through a comparison with a nearby well. The 
well, named as Well 85H1, is located just off the 2D line117 at about 148 m from the nearest 
source, and 33 m from the nearest receiver in the line. Note that the starting model was not 
constructed using well data but rather by using information from the raw seismic data and the 
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geology background of the area. The velocity models are sampled at 5 m, whereas the well 
log is densely sampled at 0.165 m. The exchange between high and low velocities can be 
determined in the log comparison, with a low-velocity area at the top near surface followed 
by a high-velocity zone in beneath.  
 
Although the velocities measured in the well are consistently lower than those in the starting 
and final seismic models (Figure 6.2), the reconstructed velocities have same overall 
trends. The RMS velocity, on the other hand, shows no subsurface structure in terms of high 
and low intervals, and it mismatches with the well log below depth of 300 m. The starting 
model is just a simple gradient, but the final FWI model shows long-wavelength structure that 
is similar to the well log.  The shift between the well and the model is most likely due to 
anisotropy.  In a simple, approximately one-dimensional, transversely isotropic medium, 
sonic velocities in vertical wells measure the vertical velocity, whereas FWI applied to wide-
angle refracted arrivals recovers predominantly the horizontal velocity.  This is because the 
FWI velocities must match the time-offset slope of the main refracted arrivals that is 
controlled by horizontal velocity in the model.  In the absence of reflections or steep dips, the 
effect of vertical velocity on the FWI model is principally to stretch or shrink the depth axis, 
not to change the magnitude of the velocity directly.  From Figure 6.2, the magnitude of the 
assumed anisotropy can be estimated; the fractional difference between vertical and 
horizontal velocities is approximately equal to the anisotropy parameter, ! (Thomsen, 
1986).  Calculating the median anisotropy of the parameter ! gives a value of about 
+7%.  This is not a high value for a layered sedimentary sequence that contains alternating 
thin beds and aligned anisotropic minerals such as clays and shale, where ! can often reach 
values above 20% (Thomsen, 1986; Wang, 2002).  
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Figure 6. 2. Logs comparison of well data (red), RMS velocity (green), starting model (blue), and FWI 
model (black). Note that well log is sampled at 0.16 m, whereas both velocity models are sampled at 5 
m.  
 
On the other hand, the NMO of some common depth point (CDP) gathers show that the 
velocities from FWI flatten the gathers in the first 500 ms significantly better than the 
stacking velocities (provided by the original contractor). Moreover, correcting the velocity in 
the shallow part of the subsurface has an immense effect in the deeper parts, although the 
updates from the FWI model have mainly reached down to about 500 m. The migration 
sections (Figure 6.4) illustrate the noticeable improvements in the shallow part where extra 
layers can be seen. Sharper images and less conflict between dips (Figure 6.5), in the deeper 
part, are produced by FWI velocity when looking at the full image of the migrated sections. 
However, due to the lack of long offset refraction arrivals, the FWI model is not able to 
obtain a thorough improvement for the entire migrated section, possibly due to the effect of 
3D structure in 2D imaging (Hobbs et al., 2006).  
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Figure 6. 3. CDP gathers of the 2D data with NMO correction. (a) stacking velocity, and (b) FWI 
model. A band-pass filter of 5-10-25-35 Hz has been applied to all three datasets.  
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Figure 6. 4. 2D migration images zoomed-in to 700 m with (a) stacking velocity, and (b) FWI model. A 
band-pass filter of 5-10-25-35 Hz has been applied to all three datasets. 
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Figure 6. 5. 2D migration images with (a) stacking velocity, and (b) FWI model. A band-pass filter of 
5-10-25-35 Hz has been applied to all three datasets. 
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6.3 The 3D Results Verification  
The primary focus of this study is to apply FWI in a 3D field dataset. Different 
approaches of the FWI method have been considered. The inversion was first run with the full 
offset data using a starting velocity model that was assembled by merging the FWI results of 
several 2D lines. Because the 2D lines were separated at about 200 m, the 3D starting model 
had to be interpolated to fill the space of the volume. Such an interpolation process might be a 
reason for the mismatch between the starting model and the field data at far offsets in the 3D 
configuration. The FWI of that 3D model has managed to match the field data to about 600 m 
offset, after which the process failed to improve the data fit.  
 
Then, after selecting optimum inversion parameters, the FWI process was repeated again with 
full offset data but with a larger survey area and a different starting model. The aim in this 
case was to apply FWI to a wider subset area with better parameters and a better starting 
velocity model. However, the results showed that the process could only resemble the field 
data to a certain offset range but failed at far offsets.  
 
With the conventional FWI scheme proved to fail at far offset for the purpose of the land 
dataset in context, a different approach to the method was necessary. The new strategy is 
proposed to run the inversion process in several stages. First, it uses limited offset for the first 
run, which match the starting model within or less than half a wavelength. After that, the 
inverted model from the current stage is used as a starting model for the next run. The process 
then continues, and the final model uses the full range of offsets, which was able to recover 
low-velocity layers at relatively shallow depth. Those layers are thought to be responsible for 
the unusual step-like behaviour that can be observed in the field seismic data, and which 
makes building a good initial velocity model too big a problem.  
 
Cross-correlation calculations for one shot, which was used for seismograms comparisons, 
show that in the 3D case the mean value of the cross-correlation between field and starting 
model data is 0.233. However, this measurement improves for the later runs of FWI, and it is 
0.236 after 900 m, and finally it reaches 0.336 for 2100 m offset. Note that in the case of the 
3D results, these cross-correlation measurements have been performed in the seismic traces, 
which included amplitude and phase. The amplitude is only partially compensated for during 
the inversion process, and therefore might not be comparative to the field data.  
 
The final FWI models after 900 m offset (Figure 6.6), and 2100 m offset (Figure 6.7) in 3D 
view depict the main features observed in the subsurface; where the low-velocity layers 
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extend across the 3D cube. Note that the high velocity surface at the top of the models could 
well be an artefact of repeating the inversion process many times for different offsets.  
 
Using the vertical smoothing parameter of 0.5 produces inversion results (Figure 6.8 and 
Figure 6.9) that show less presence of the high velocity surface at the top of the model at 900 
m and at 2100 m. However, the results from using vertical smoothing during the inversion 
process, also predict a wider low-velocity layer deeper in the model, which might be an 
artefact of the smoothing operator.  
 
 
Figure 6. 6. 3D FWI model after inverting up to 900 m offset.  
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Figure 6. 7. 3D FWI model after inverting up to 2100 m offset (full model).  
 
 
Figure 6. 8. 3D FWI model using vertical smoothing of 0.5, and after inverting up to 900 m offset.  
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Figure 6. 9. 3D FWI model using vertical smoothing of 0.5, after inverting up to 2100 m offset.  
 
 
It is very important to realise that selecting the lowest starting frequency and the other higher 
frequencies for the inversion, should always be verified to ensure the consistency and 
coherency of the raw data at such particular frequencies. The lowest frequency available in 
the data is not always an adequate frequency to start the inversion. On the other hand, 
providing a good initial velocity model is also critical for the efficacy of the FWI method. In 
the case of complex field data and with the lack of a good starting model that fits the field 
data to a less than half a cycle, the ‘Opening Window Strategy’ (QWS) could be adapted to 
overcome such a deficiency. Instead of falling into a local minimum, the adopted strategy has 
the ability to drive the inversion process to the right direction (Figure 6.10). The objective 
function in this case is offset dependent, and therefore, at short offset OWS gets the inversion 
out of the little “valley” (stage 1), and at far offset OWS directs the inversion towards the 
global minimum (stage 2). It is not so much where the starting model stands but in what 
direction the inversion is moving.  
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Figure 6.10. A schematic diagram showing the path taken by the Opening Window Strategy (OWS) to 
guide the FWI in the right direction, compared to conventional approach that is more likely to fail in 
the shortage of a good starting model. The objective function in this case is offset dependent.  
 
 148 
6.4 Detecting Low-Velocity Anomalies  
The FWI method with ‘opening window strategy’ has proved to be a successful 
method in detecting low-velocity layers in the near subsurface. Especially when using a 3D 
algorithm, the results from FWI have effectively recovered the existence of low-velocity 
layers in the shallow subsurface. Those relatively low-velocity horizons have velocities that 
range from about 1750 m/s to 2000 m/s. The presence of such alternating layers explains to a 
great degree the behaviour of the refracted waves, which can be observed in the seismic 
sections of the data of this project.  
 
As a final remark on the FWI of difficult and complex land data, it is really important to 
realise the huge influence that a good initial velocity model, and frequencies selection have in 
the final inversion results. The need of long offset data comes on the same flank with the 
heightened need for a good starting model that can fit the data within or less than half a 
wavelength. These three issues (good starting model, long offset data, right choice of 
frequencies) are the grandest challenges in FWI of land seismic data.  
 
6.5 The Vision of the ‘Opening Window Strategy’   
The challenges that arose during this project have led to tackling the FWI problem 
from a different perspective. The different issues and challenges, which are outlined at 
various chapters above, have primarily came from the complexity and difficulty of the land 
seismic data provided for this study. Some of those issues have been successfully dealt with 
to a great extent using the ‘opening window strategy’. This proposed method for FWI works 
as to start the inversion process with a limited offset of the data in which the starting model 
can match the field data within or less than half a cycle. The resulted model from the first 
inversion run is then used as a starting model for the next stage. At the same time, the offset 
window is opened to include more data into the inversion process.  
 
Likewise, the procedure continues in the same manner with a gradual widening of the offset 
window in order to introduce more data into the succeeded inversion runs, and hence the 
name ‘Opening Window Strategy’. However, the width of the offset window is 
predominantly dependent upon the improvements of the preceding inversion results. The 
emphasis here is on fitting the near offset part very well before jumping to the wide-angle 
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data, and therefore the offset window might be smaller for the first few stages, and then it can 
be widen for later runs.  
 
The strategy has been applied in this study to a land field data on 3D format. Application of 
FWI on such data has conventionally been challenging, but the hope is that this new strategy 
will open the doors for new pathways to solve the FWI of 3D land datasets. In addition, the 
strategy is not limited to land data, but should also be possible to apply it to marine data, 
although the latter is often less complex. However, in some areas of complex geology or salt 
intrusions, it is very difficult to build a good starting model for FWI.  
 
Therefore, using the approach of ‘opening window’ should mitigate the problem, and hence 
yield better results. The cost of this strategy is higher than the conventional FWI approaches 
because it involves repeating the inversion cycle many times with different offset ranges at 
each stage. Despite the extra cost of the strategy, the improvements obtained in the final 
velocity models and the data fit are worth that extra computational burden.  
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6.6 Recommendations and Further Work  
The framework of this study initially intended to expose all components of the 
available seismic data. There are nine different combinations of the seismic data, three-
component sources and three-component receivers. However, due to the time constrain of this 
project and the complexity of the field data, only the vertical component of the sources and 
the equivalent vertical recording component of the receivers are used here. Nonetheless, the 
application of FWI in 3D format was a major step that this study has been able to achieve.  
 
Further work should be dedicated towards applying the strategy to a different dataset in order 
to verify its validity in a wider range of acquisition parameters, and in both land and marine 
environments. Then the results from those applications should be challenged and QCed with 
various tools including, but not limited to, seismogram comparison, phase plots, cross-
correlation measures, error estimations, RMS calculations, well ties if available, and 
migration images if possible.  
 
After that, the approach of the ‘opening window strategy’ should be carried out for other 
components of the data including the application of elastic algorithm. The elastic scheme of 
the FWI technique, which has been developed by Guasch et al., (2010), can be used for the 
application of the elastic FWI for the data of this study. Due to the limited depth penetration 
and the nature of the near subsurface of the current dataset, anisotropy has not been 
considered in the FWI scheme of this study. However, deeper in the subsurface of the survey 
area, and especially in the reservoir level, the anisotropy is a key parameter that might have a 
big impact in the inversion results (Štekl et al., 2010). The effect of anisotropy is more 
significant when considering the elastic scheme, as the shear waves are more sensitive to 
anisotropy than compressional waves. As these data contain shear waves from the horizontal 
components of the receiver, anisotropy will be an important factor in the final results.  
 
The current challenge of the high computational cost in the forward problem of the 3D FWI, 
caused by the huge number of sources at each iteration, could be mitigated by source 
assembly (Warner et al., 2008b), or composite sources (Ben Hadj Ali et al., 2009). Although 
such a method might introduce artefacts due to interference between the individual shots, 
phase encoding technique is believed to highly reduce the computation cost (Ben Hadj Ali et 
al., 2009). As the current approach of phase encoding has been applied to synthetic data, the 
method should be investigated in real data a long with the proposed strategy of this research.  
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The conventional processing flow of land seismic data includes picking the first arrivals to 
produce a traveltime velocity model using ray-based tomography methods. Then different 
static corrections are applied to the raw data to obtain a stack image. The proposed workflow 
from this study benefits from the implementation of the FWI to produce highly resolved 
images of the subsurface. The topographic statics can be embedded within the starting model, 
in the FWI method. Then such static corrections will be carried forward along all stages of the 
scheme. Moreover, dynamic corrections ‘migration’ could also be applied within the 
proposed scheme to produce high-resolution velocity model in order to obtain an even better 
stack image. The future work could then proceed to using the full 3D dataset in both the 
acoustic and elastic media.  
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Appendix A 
 
 
Field Characteristics 
 Table A1. Natih field properties   
 
General 
 
 Comments 
Location 20km North East of Fahud.  
Size and shape 6km wide by 8km long 
anticline bound by major 
reverse thrust to the north 
east. 
Maximum oil column thickness is 307m (crest 
to FWL). Figure 1. 
Depth Crest at 500mTVSS. Figure 1. 
Main producing 
reservoirs 
Intensely fractured Natih A 
and Natih C/D units with 
minor production from the 
Natih B, E and Shu’aiba 
reservoirs. 
No hydrocarbons in overburden. Figure 2. 
Geological Setting Platform Carbonates. Seven regressive carbonate cycles from open 
marine to shallow marine characterise the 
Natih formation. Figure 3 and Reference 5. 
Main production 
mechanism 
Gas-oil gravity drainage 
(GOGD) 
Strong aquifer influx (especially from south 
west) is controlled by water producers 
arranged around the flank. 
Initial pressure 8700kPa  
Reservoir 
temperature 
80-85 °C  
 
Reservoir Properties 
 
Porosity 5-25%  
Permeability Core Permeability ranges 
from less than 0.1mD to over 
5 D. 
Permeability varies significantly according to 
facies and diagenesis. Leached intervals at the 
top of the Natih C unit exhibit some of the 
highest permeability values, with individual 
plugs in excess of 5 Darcy. More typical 
values for the Natih C reservoir units are in 
the range of 1 to 100mD and in the Natih A 
reservoir units 1 to 50mD. 
 
Fluid Properties 
 
Crude density 32 °API  
Crude viscosity 1.6 mPa. s  
Bubble point pressure 7550 kPa  
 
Hydrocarbon Contacts 
 
ODT  N/A 
WUT  N/A 
OWC  Varying due to facies heterogeneity 
Free water level 808mTVSS  
  
 
Geometry plots and Raw Results  
 
 
Figure A1. Source coordinates of all blocks  
 
 
 
Figure A2. Receiver coordinates of all blocks 
 
  
Figure A3. CDP coordinates of all blocks 
 
 
Figure A4. Post-stack P-wave migrated data up to 6s  
 
  
Figure A5. Post-stack P-wave migrated data up to 2s  
 
 
Figure A6. Post-stack S-wave migrated data up to 6s 
 
  
Figure A7. Post-stack S-wave migrated data up to 3s 
 
  
 
 
 
 
 
 
 
 
 
 
 
Appendix B 
 
 
Plots of the Phase and the Imaginary-part  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Phase plots of frequencies from 9 to 15 Hz for the 2D data 
 
Figure B1. Phase-only plots of four different frequencies of the 2D field data; (a) 9 Hz, (b) 10 Hz, (c) 
11 Hz, and (d) 12 Hz. The same source-receiver offset is plotted at the diagonal direction. Numbers 
inside the boxes represent the source-receiver offset in meters. Colour scale is in degrees from ! to −!.  
 
 
Figure B2. Phase-only plots of four different frequencies of the 2D field data; (a) 13 Hz, (b) 14 Hz, and 
(c) 15 Hz. The same source-receiver offset is plotted at the diagonal direction. Numbers inside the 
boxes represent the source-receiver offset in meters. Colour scale is in degrees from ! to −!.  
 Plots of the imaginary part of the Fourier complex numbers for the 2D data 
 
 
 
Figure B3. Plots of the imaginary part of the complex number for four different frequencies of the 2D 
field data; (a) 7 Hz, (b) 9 Hz, (c) 16 Hz, and (d) 21 Hz. These frequencies were not chosen for the FWI.  
 
 
 Plots of the phase and the imaginary part of the Fourier complex numbers for the 3D 
data  
 
 
Figure B4. Phase-only plots of four different frequencies of the 3D field data; (a) 6 Hz, (b) 7 Hz, (c) 8 
Hz, and (d) 9 Hz. The same source-receiver offset is plotted at the diagonal direction. Numbers inside 
the boxes represent the source-receiver offset in meters. Colour scale is in degrees from ! to −!.  
 
  
Figure B5. Phase-only plots of four different frequencies of the 3D field data; (a) 10 Hz, (b) 11 Hz, (c) 
12 Hz, and (d) 13 Hz. The same source-receiver offset is plotted at the diagonal direction. Numbers 
inside the boxes represent the source-receiver offset in meters. Colour scale is in degrees from ! to −!.  
 
 
Figure B6. Plots of the imaginary part of the complex number for four different frequencies of the 3D 
field data; (a) 6 Hz, (b) 7 Hz, (c) 8 Hz, and (d) 9 Hz. These frequencies were not chosen for the FWI.  
 
  
Figure B6. Plots of the imaginary part of the complex number for four different frequencies of the 3D 
field data; (a) 10 Hz, (b) 11 Hz, (c) 12 Hz, and (d) 13 Hz. These frequencies were not chosen for the 
FWI.  
 
  
 
 
 
 
 
 
 
 
 
 
 
Appendix C 
 
 
Extra Plots and Attenuation Test 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure C1. Smoothed inversion model with a smoothing value of 4.   
 
 
Figure C2. Smoothed inversion model with a smoothing value of 5.  
 
  
Figure C3. Seismograms comparison of the field data (first trace from left), ‘basic model’ (middle 
trace), the smoothed inversion model with smoothing magnitude of 3 in the x and y directions (third 
trace), the smoothed inversion model with smoothing magnitude of 4 in the x and y directions (forth 
trace), and the smoothed inversion model with smoothing magnitude of 5 in the x and y directions 
(fifth trace). The zero trace marks a new position. The same order applies to other traces left to right.  
 
 
 
Figure C4. Smoothed inversion model with a parameter value of 3 in the x and y directions, and a value 
of 0.25 in the z direction. 
 
  
Figure C5. Smoothed inversion model with a parameter value of 3 in the x and y directions, and a value 
of 0.5 in the z direction.  
 
 
Figure C6. Smoothed inversion model with a parameter value of 3 in the x and y directions, and a value 
of 0.75 in the z direction.  
 
  
Figure C7. Smoothed inversion model with a parameter value of 3 in the x and y directions, and a value 
of 1 in the z direction.  
 
 
 
 Attenuation Test  
 
Attenuation can play a major role in the inversion process, where it affects especially the 
amplitude of the arrivals. Here few tests have been carried out to the test the effect of 
attenuation in 2D examples. The first test is performed is to run the inversion without the 
attenuation factor Q, and the second test is to use a constant value of Q (in this case Q=10). 
Then the Q value is set to equal 100, and finally to 1000. All the synthetic tests were run 
using the starting velocity model that was used as a starting model for the 2D inversion runs.  
 
 
Figure C8. Comparison of seismic traces generated from raw data, those obtained using the starting 
model with no attenuation, and the data obtained from the starting model with attenuation value of 10. 
The first trace on the leftmost represents the raw data, the second trace from the left is for the starting 
model with no attenuation, and the third trace is for the starting model with attenuation. Then the same 
order is applied to other traces.  
 
  
Figure C9. Comparison of seismic traces generated from raw data, those obtained using the starting 
model with no attenuation, and the data obtained from the starting model with attenuation value of 100. 
The first trace on the leftmost represents the raw data, the second trace from the left is for the starting 
model with no attenuation, and the third trace is for the starting model with attenuation. Then the same 
order is applied to other traces. 
 
 
Figure C10. Comparison of seismic traces generated from raw data, those obtained using the starting 
model with no attenuation, and the data obtained from the starting model with attenuation value of 
1000. The first trace on the leftmost represents the raw data, the second trace from the left is for the 
starting model with no attenuation, and the third trace is for the starting model with attenuation. Then 
the same order is applied to other traces. 
 
 
  
From the results obtained above after running simple tests, it seems that attenuation will not 
affect the inversion results, and therefore attenuation is not applied in this study. Although the 
data fit improves with higher values of Q, the effect is still not significant compared to not 
considering attenuation.  
 
 
 
