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Abstract
We consider a statistical mechanics model for biopolymers. Sophisticated
polymer chains, such as DNA, have stiffness when they stretch chains. The
Laplacian interaction is used to describe the stiffness. Also, the surface between
two media has an attraction force, and the force will pull the chain back to the
surface. In this talk, we deal with the random potentials when the monomers
interact with the random media. Although these models are different from the
pinning models studied before, the result about the gap between the annealed
critical point and the quenched critical point stays the same.
1 Introduction
1.1 The interpretation of the model
The (1+1)-directed walk model has the walk (i, ϕi) drifting in the space {N ∪ 0} ×
R. This model is one special kind of “self-avoiding” walk models. “Self-avoiding”
describes the phenomenon that the two particles of the polymer chain can not occupy
the same site. Since the first coordinate of (i, ϕi) is strictly increasing, the self-
avoidance is satisfied. The Laplacian interactions describe the physical phenomenon
that some bio-polymers such as DNA dislike to bend too much. In this paper, we
discuss the “pinning” model which explains that the polymer chain favours certain
point or interface between two media. Every time the path of the polymer reaches
the interface, a non-negative reward will be given.
The general pinning model was discussed in monographs [6, 7] which point out
that the polynomial decay of the renewal distribution of the walk plays an important
role. Let the random walk (Sn)n≥0, starting at 0, describe the path of the polymer
under the law P with independent and identically distributed (i.i.d.) increments
(Sn− Sn−1)n≥1. For every h ∈ R, we define the partition function Zn(h) and the free
energy f(h) by
Zn(h) := E(e
h
∑n
i=1 1Si=0 · 1Sn=0) (1)
1
f(h) := lim
n→∞
1
n
logZn(h) (2)
Define the renewal sequence (τn)n≥0 by
τ0 := 0, τn+1 = inf{k > τn : Sk = 0} (3)
Suppose that there exist a number α ∈ (0,∞) such that
K(n) := P (τ1 = n) ∼ cK
n1+α
, (4)
The polymer path receive a reward eh when it reaches the origin. [7] has the following
theorem.
Proposition 1.1. [7] For every h ∈ R, f(h) exists and is continuous. And there
exists a number hc such that f(h) = 0 for h ≤ hc and f(h) > 0 for h > hc. Moreover
f(h)
hցhc∼ C(K(·))


(h− hc)1/α, α ∈ (0, 1)
−(h− hc)/ log(h− hc), α = 1,
(h− hc), α > 1.
(5)
where
C(K(·)) =


C(K(·), α), α ∈ (0, 1)
1/cK , α = 1,∑
nK(n)/
∑
n nK(n), α > 1.
(6)
In the physical literature, if the free energy f(h) has a continuous (k − 1)th-
derivative at a point h, but its kth-derivative is not continuous at the same point
h, we say that the model has kth order phase transition at the critical point h. For
example, Proposition 1.1 indicates that there is a first order phase transition at the
critical point hc when α > 1, and there is a second order phase transition at the
critical point hc when α = 1.
In this paper, we discuss the case that the polymer is influenced by the random
environment. That is, let the random field ϕ : {0, 1, ..., N} → Rd represent the
position of the polymer path and V (·) be the Gaussian potential |x|2
2
. The law of
the field is given by exp{−∑i V (∇ϕi)} where ∇ is the discrete gradient, and by
exp{−∑i V (∆ϕi)} where ∆ is the discrete Laplacian. For every potential V (·), a
random charge is added as a factor: exp(βωi)V (·) with ωi satisfying the standard
normal distribution. The partition function now depends on the environment ω =
{ωi}, denoted by Zn,ω. The quenched free energy is defined in the way as (2). If we
average the environment first, that is, EZn,ω, then
fa := lim
n→∞
1
n
logEZn,ω (7)
2
is called the annealed free energy. Sometimes, limn→∞ 1n logZn,ω = limn→∞
1
n
E logZn,ω
almost surely. In this case, the annealed free energy is less than the quenched free
energy by Jensen’s inequality. If the quenched and annealed critical points for the
quenched and annealed free energy, respectively, both exist, a question which physi-
cists are interested in is “are they equal to each other?” In the “weak disordered
regime”, the gap between the annealed and quenched critical points is positive only
when the disorder is large enough. In contrast, the “strong disordered regime” means
that the gap between the annealed and quenched critical points is positive even when
the disorder is small. We will give the answer to this question in the rest of the paper.
1.2 The (1+1)-dimensional pinning model with ∆-interaction
We consider a model for biopolymers with the Gaussian potential V (x) := |x|
2
2
in
the random environment. Let ϕ : {0, 1, ..., N} → R be the position of the polymer
path. The polymer measure is given by exp{−∑i V (∆ϕi)} where ∆ is the discrete
Laplacian. For every Gaussian potential V (·), a random charge is added as a factor:
exp(βωi)V (·) with ωi satisfying the standard normal distribution. The interaction
with the origin in the random path space is also considered. Each time the path
touches the origin, a reward ǫ ≥ 0 is given.
The Hamiltonian HN(ϕ) := H0,N(ϕ) is defined as
HM,N(ϕ) :=
N−1∑
n=M
V (∆ϕn), ∆ϕn := (ϕn+1 − ϕn) + (ϕn−1 − ϕn), (8)
with boundary conditions ϕ(M − 1) = ϕ(M) = ϕ(N − 1) = ϕ(N) = 0, where V (x)
is called the potential with
∫
R
exp(−V (x)) dx = 1. and the random Hamiltonian is
defined by
HM,N(ϕ) :=
N−1∑
n=M
eβωn
( |∆ϕn|2
2
− log(
√
2π)
)
(9)
and the polymer measure is given by
P β,ǫN,ω(dϕ1, . . . , dϕN−2) :=
e−HN,ω(ϕ)
Zβ,ǫN,ω
N−2∏
i=1
(ǫδ0(dϕi) + dϕi) (10)
The partition function Zβ,ǫN,ω is defined as the normalizing constant.
The polymer chain obtains a reward ǫ for touching the origin in R. If the dis-
placements of the two consecutive segments of the path, ϕn+1 − ϕn and ϕn − ϕn−1,
have different sign (path goes up and then down or first goes down then up), the
corresponding Hamiltonian (probability) is bigger (smaller) than the Hamiltonian
3
(probability) when they have the same sign. This characterizes the stiffness of the
path since the path measure penalizes the paths which bend with big angles.
The non-random case (i.e. β = 0) was discussed in [2, 3] for the general potential
V (x). Let f(ǫ) denote the free energy for the non-random case,
f(ǫ) := lim
N→∞
fN(ǫ); fN(ǫ) :=
1
N
logZǫN . (11)
In [2], it was proved that there exists a positive number ǫc such that f(ǫ) = 0 for
ǫ ≤ ǫc and f(ǫ) > 0 for ǫ > ǫc. Moreover, the phase transition for the pinning model
is exactly of second order. We use the renewal equation to prove
Proposition 1.2. There exists a constant c1 such that
f(ǫce
δ)
δց0∼ c1δ− log δ . (12)
From this proposition, it’s easy to get
Corollary 1.3. The phase transition is exactly of second order.
The proof Proposition 1.2 is given in Section 2.2. One can see that it is the case the
rate of polynomial decay of the renewal distribution has the exponent α = 2.
It’s easy to see that, since we perturb every potential V (·), f and fa are different
when the randomness occur, namely, β > 0. Thus, it is not interesting to consider
the difference between the annealed and quenched critical points. So we introduce
the “adjusted” quenched free energy
F (β, ǫ) := lim
N→∞
FN(β, ǫ); FN(β, ǫ) :=
1
N
log
Zβ,ǫN,ω
Zβ,0N,ω
, (13)
and the “adjusted” annealed free energy
F a(β, ǫ) := lim
N→∞
F aN (β, ǫ); F
a
N (β, ǫ) :=
1
N
logE
Zβ,ǫN,ω
Zβ,0N,ω
. (14)
Also, we introduce the “adjusted” free energy
F (β, ǫ) := lim
N→∞
FN(β, ǫ); FN(β, ǫ) :=
1
N
log
Zβ,ǫN,ω
Zβ,0N,ω
. (15)
The existence of the free energy will be proved in Section 2.3.
The following proposition states our main result of this paper.
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Proposition 1.4. Consider the “adjusted” free energy. There is a positive number
β2 such that for all 0 < β < β2, the anneal critical point is strictly less than the
quenched critical point.
The structure of this paper is the following: in Section 2, we first identify the
asymptote for the Laplacian model in the non-random case, then we discuss the free
energy and critical points. Some computations of matrix determinants are left in
Section 3.
2 The Laplacian model
In this section, we first consider the non-random case, which is discussed in [2].
2.1 Known results for the non-random case
We define a contact process (τi)i∈N∪0 by
τ0 := 0, τi+1 := inf{k > τi : ϕk = 0} (16)
and the process (Ji)i∈N∪0, which is the height of the polymer path right before the
path hits 0, namely,
Ji := ϕτi−1 (17)
and by definition J0 := ϕ−1 = 0. The quantity Ls is the number of path contacts
between 0 and time s.
Ls := #{0 < n ≤ s : ϕn = 0} (18)
The joint distribution of the process {LN , (τi)i≤LN , (Ji)i≤LN}
Pǫ,N(LN = k, τi = ti, Ji ∈ dyi, i = 1, ..., k − 1)
=
ǫk−1
Zǫ,Nˆ
F0,dy1(t1) · Fy1,dy2(t2 − t1) · · ·Fyk−1,dyk(N − tk−1) · Fyk,0(1) (19)
where Fx,dy(n) := fx,y(n)µ(dy), µ(dy) := δ0(dy) + dy and
fx,y(n) :=


exp(−βx2/2)1y=0 , n = 1
exp(−βH[−1,2](x,0,y,0))1y 6=0 , n = 2
exp(−βH[−1,n](x,0,ϕ1,...,ϕn−2,y,0))1y 6=0 dϕ1 · · · dϕn−2 , n ≥ 3
(20)
We define
Kǫx,dy(n) := ǫFx,dy(n)e
f(ǫ)n vǫ(y)
vǫ(x)
, (21)
5
where f(ǫ) and vǫ(x) are given in [2].
We recall the following theorem from [2].
Proposition 2.1. [2] For each ǫ > 0, there exist a real number f(ǫ) ∈ [0,∞) and a
positive real function vǫ(x) such that∫
y∈R
∑
n∈N
Kǫx,dy(n) = 1, ∀x ∈ R. (22)
Based on this proposition, we can define a measure Pǫ such that under Pǫ the
process {τi, Ji}i∈N∪0 is a Markov chain with the transition kernel
Pǫ ((τi+1, Ji+1) ∈ ({n}, dy)|(τi, Ji) = (m, x)) = Kǫx,dy(n−m). (23)
The following proposition characterizes the relationship between Pǫ,N and Pǫ.
Proposition 2.2. [2] Let AN := {∃i ≥ 0 : τi = N − 1, τi+1 = N}. Then ∀ N , ǫ > 0,
k ≤ N , (ti)i and (yi)i
Pǫ,N(ℓN = k, τi = ti, Ji ∈ dyi, i ≤ k) = Pǫ(ℓN = k, τi = ti, Ji ∈ dyi, i ≤ k|AN) (24)
and
Zǫ,N =
ef(ǫ)N
ǫ2
Pǫ(AN). (25)
We define a process to describe the double-return, that is, (χi)i∈N∪0 is defined by
χ0 := 0, χi+1 := inf{k > χi : ϕk−1 = ϕk = 0}. (26)
Proposition 2.3. [2] The process (χi)i under Pǫ is a classical renewal process. Fur-
thermore, there exists α > 0 such that for each ǫ ∈ [ǫc, ǫc + α] we have
Pǫ(χ1 = n) ∼ Cǫ
n2
exp(−f(ǫ)n) (27)
as n→∞, where Cǫ ∈ (0,∞) is a continuous function of ǫ.
2.2 Proof of Proposition 1.2
Denote
Zˇn := Zn({no double returns}), n ≥ 3, (28)
which means that only the paths of “no double returns” are considered. Set Zˇǫ0,1 =
Zǫ0,1 =
1√
2π
, Zˇǫ0,2 = 0, Z
ǫ
0,2 =
1
2π
. For n ≥ 3, the renewal equation
Zǫ0,n = Zˇ
ǫ
0,n + Zˇ
ǫ
0,1ǫZ
ǫ
1,n +
n−2∑
χ=3
Zˇǫ0,χǫ
2Zǫχ,n + Zˇ
ǫ
0,n−1ǫZ
ǫ
n−1,n. (29)
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Define
u1 =
Zǫ0,1
ǫ
x; un = Z
ǫ
0,nx
n, n = 2, 3, ... (30)
a1 = ǫZˇ
ǫ
0,1x; an = ǫ
2Zˇǫ0,nx
n, n = 2, 3, ... (31)
bn = Zˇ
ǫ
0,nx
n, n = 1, 2, 3, ... (32)
Thus,
un = bn +
n−1∑
i=1
aiun−i. (33)
Suppose that xǫ is the solution of
∑
n≥1
an = ǫZˇ
ǫ
0,1x+
∑
n≥3
ǫ2Zˇǫ0,nx
n = 1, (34)
then by [5] section XIII.4,
lim
n→∞
un =
∑
n≥1 bn∑
n≥1 nan
. (35)
We have
f(ǫ) = − ln xǫ. (36)
Note that xǫc = 1. Since
Zˇǫ0,n
Zǫ0,n
= Pǫ,n(χ1 = n) = Pǫ(χ1 = n|An) = Pǫ(χ1 = n)Pǫ(An) (37)
From (25), we have
Zˇǫ0,n = Pǫ(χ1 = n) ·
ef(ǫ)n
ǫ2
(38)
Now, we choose ǫ as ǫc + δ. Thanks to (27),
Zˇǫ0,n ∼
Cǫ
ǫ2n2
as n→∞. (39)
Apply (34) to ǫ and ǫc,
(1− x)Zˇ0,1 +
∞∑
n=3
(
ǫcZˇ
ǫc
0,n − ǫZˇǫ0,nxn
)
=
1
ǫc
− 1
ǫ
.
So that
(1− x)
[
Zˇ0,1 +
∑
n≥3
ǫZˇǫ0,n(1 + · · ·+ xn−1)
]
+
∞∑
n=3
(
ǫcZˇ
ǫc
0,n − ǫZˇǫ0,n
)
=
ǫ− ǫc
ǫcǫ
.
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Then we rewrite the above equality to be
(1− x)
[
Zˇ0,1 − ǫZˇ0,1 + ǫ
∞∑
j=0
( ∞∑
n=j+1
Zˇǫ0,n
)
xj
]
(40)
= (ǫ− ǫc)
[
1
ǫcǫ
+
(∑∞
n=3 ǫZˇ
ǫ
0,n −
∑∞
n=3 ǫcZˇ
ǫc
0,n
ǫ− ǫc
)]
. (41)
In (40), we know
∞∑
j=0
( ∞∑
n=j+1
Zˇǫ0,n
)
xj ∼ −Cǫc
ǫ2c
log(1− x) as xր 1,
and in (41),
∑∞
n=3 ǫZˇ
ǫ
0,n −
∑∞
n=3 ǫcZˇ
ǫc
0,n
ǫ− ǫc →
d
dǫ
( ∞∑
n=3
ǫZˇǫ0,n
)∣∣∣∣∣
ǫ=ǫc+
:= c0(ǫc) as ǫց ǫc,
since
∑N
n=3 ǫZˇ
ǫ
0,n is a convex polynomial in ǫ, and it converges pointwise, so
∑∞
n=3 ǫZˇ
ǫ
0,n
is convex in ǫ, thus, the right-hand derivative exists. Therefore, (40) is asymptotic to
− (1− x)Cǫc
ǫc
log(1− x) (42)
as xր 1 and (41) is asymptotic to
(ǫ− ǫc)
[
1
ǫ2c
+ c0(ǫc)
]
(43)
as ǫց ǫc. Combine (36), (42), and (43),
f(ǫc + δ)
δց0∼ c1
ǫc
· δ− log δ , (44)
where
c1 =
1 + ǫ2cc0(ǫc)
Cǫc
. (45)
Or equivalently,
f(ǫce
δ)
δց0∼ c1δ− log δ . (46)
The proof of Proposition 1.2 is complete.
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2.3 Free energy for the random case
2.3.1 The annealed free energy
Let e−Vβ(x) = E
(
exp(β
2
ω0)√
2π
e−(exp(βω0))x
2/2
)
. Thus, F a(β, ǫ) = F Vβ(ǫ) and ǫac (β) = ǫ
Vβ
c >
0. We claim that F (ǫM(−β)− 12 ) ≤ F a(β, ǫ) ≤ F (ǫM(β
2
))). Therefore,
1
M(β
2
)
≤ ǫ
a
c (β)
ǫc(0)
≤
√
M(−β)
The annealed partition function has upper bound
EZβ,ǫN,ω ≤ Z
0,ǫM(β
2
)
N · (M(β2 ))2
and lower bound
EZβ,ǫN,ω = E

∑N−1
l=0 ǫ
l(
√
2π)−l
[ ∑
|p|=l+2
cϕp
∏N
i=0 exp(−piβωi)
]−1/2
≥ ∑N−1l=0 ǫl(√2π)−l
[ ∑
|p|=l+2
cϕp
∏N
i=0 E exp(−piβωi)
]−1/2
=
∑N−1
l=0 ǫ
l(
√
2π)−l
[ ∑
|p|=l+2
cϕp M(−β)l+2
]−1/2
=
∑N−1
l=0 M(−β)−1
(
ǫM(−β)− 12
)l
(
√
2π)−l
[ ∑
|p|=l+2
cϕp
]−1/2
= M(−β)−1
(∑N−1
l=0 (ǫM(−β)−
1
2 )l(
√
2π)−l[det(Lϕ)]−1/2
)
= M(−β)
−1
(2π)−1/2
Z
0,ǫM(−β)− 12
N
This proves the claim.
2.3.2 ǫ = 0
When ǫ = 0, Zβ,0N+1,ω =
∫
RN−1
1√
2π
N exp(−12〈ϕ, Lωϕ〉)
N−1∏
i=1
dϕi, where L
ω is a symmetric
(N − 1)× (N − 1) matrix. The upper triangle part is defined as following:
lωij =


exp(βωi−1) + 4 exp(βωi) + exp(βωi+1), i = j
−2 exp(βωi)− 2 exp(βωi+1), i = j − 1
exp(βωi+1), i ≤ j − 2
0, i ≤ j − 3.
For the determinant of Lω, we have the following lemma.
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Lemma 2.4.
det(Lω) =
N∏
i=0
exp(βωi) ·
[
N∑
k=1
N−k∑
i=0
k2 exp(−βωi) exp(−βωi+k)
]
. (47)
The proof is left in Section 3. Note that when β = 0, det(Lω)= 1
12
N(N+1)2(N+2).
Thus,
Zβ,0N+1,ω =
1√
2π
·
N∏
i=0
exp(−β
2
ωi) ·
[
N∑
k=1
N−k∑
i=0
k2 exp(−βωi) exp(−βωi+k)
]−1/2
(48)
Let TN =
∑
0≤i<j≤N exp(−βωi) exp(−βωj). The term in the bracket is bounded by
TN and N
2TN . Since limN→∞(N + 1)−2TN = 12M(−β)2 a.s., we have
lim
N→∞
1
N
logZβ,0N,ω = 0 almost surely. (49)
2.3.3 ǫ > 0
For 0 < M < N ,
logZ0,N ≥ logZN({ϕM−1 = ϕM = 0}) = logZ0,M + 2 log ǫ+ logZM,N,θMω.
Therefore, {logZ0,N +2 log ǫ}N∈N satisfies the “super-additivity”. The growth condi-
tion for E logZ0,N is given by the control of partition function. Let l := #{n : ϕn =
0, 1 ≤ n ≤ N − 1}. Let p ∈ {0, 1}N . According to Lemma 3.1, the determinant for
each path can be written as
∑
|p|=N−1−l
cp
N−1∏
i=0
exp(βωi)
pi
where {cp} is a sequence of nonnegative integers. Notice that if β = 0, the sum of {cp}
is equal to the determinant in the nonrandom case. Let Lϕ(Lϕ,ω) be the matrix in
the nonrandom(random) case. We have a equivalent expression and an upper bound
for the partition function.∏N
i=0 exp(
β
2
ωi)Z
β,ǫ
N,ω
=
∑N−1
l=0 ǫ
l(
√
2π)−(l+1)
∏N
i=0 exp(
β
2
ωi) [det(L
ϕ,ω)]−1/2
=
∑N−1
l=0 ǫ
l(
√
2π)−l
[ ∑
|p|=l+2
cϕp
∏N
i=0 exp(−piβωi)
]−1/2
=
∑N−1
l=0 ǫ
l(
√
2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
∏N
i=0 exp(−piβωi)
]−1/2
≤ ∑N−1l=0 ǫl(√2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
∏N
i=0 exp(pi
β
2
ωi)
]
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Thus,
1
N
E logZβ,ǫN,ω
≤ 1
N
E log
(∑N−1
l=0 ǫ
l(
√
2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
∏N
i=0 exp(pi
β
2
ωi)
])
≤ 1
N
log
(∑N−1
l=0 ǫ
l(
√
2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
E
∏N
i=0 exp(pi
β
2
ωi)
])
= 1
N
logZ
0,ǫM(β
2
)
N +
1
N
log(M(β
2
))2
We apply Liggett’s version of subadditive ergodic theorem, 1
N
logZ0,N converges
a.s. and 1
N
E logZ0,N converges.
Again, we define the adjusted free energy for Laplacian model:
FN (β, ǫ) :=
1
N
E logZβ,ǫN,ω, F (β, ǫ) := lim
N→∞
FN(β, ǫ), (50)
where
Zβ,ǫN,ω :=
N∏
i=0
exp(
β
2
ωi)Z
β,ǫ
N,ω (51)
The quenched critical point is well-defined by
ǫc(β) := inf{ǫ : F (β, ǫ) > 0}. (52)
Similarly, we set the annealed critical point as
ǫac (β) := inf{ǫ : F a(β, ǫ) > 0}. (53)
2.4 Strong disorder regime: Iterated fractional moment es-
timates
In this section, we know the exponent of the rate of the polynomial decay is 1. This
gives connections to the general pining model and the copolymer model which are
discussed in [6, 7]. In this section, we prove the strong disorder regime based on the
strategy mentioned in [7] Chapter 6, which is called the “iterated fractional moment
method”. The idea of this method is that for each β, finding a positive value ∆ such
that F (β, ǫ) = 0, where ǫ = ǫac (β)e
∆. One observation is that
F (β, ǫ) = lim
N→∞
1
N
E logZN = lim
N→∞
1
γN
E logZγN ≤ lim
N→∞
1
γN
logEZγN (54)
for any γ > 0. Since the annealed quantity EZγN is more tractable, we will choose
γ and ∆, such that EZγN is bounded by a constant. Thus, F (β, ǫ) = 0, and
11
log ǫc(β)− log ǫac (β) ≥ ∆ > 0.
The following classical result helps the fractional moment estimate.
Lemma 2.5. ([8] Chapter 2.1) Let 0 < γ < 1 and {an}n is a positive sequence. Then
(a1 + · · ·+ an)γ < aγ1 + · · ·+ aγn.
If for given β and ∆ we can find a fixed number k and γ ∈ (0, 1) such that
ρ := (e∆R(β)−1)γ
∞∑
n=k+1
k∑
s=0
K(n− s)γEeγψ(βω¯[0,n−s))As ≤ 1, (55)
then we have
AN ≤ ρmax{A0, ..., AN−k−1} (56)
for N > k, which implies that AN ≤ max{A0, ..., Ak} and hence F (β, ǫac(β)e∆) = 0,
that is, log ǫc(β)− log ǫac (β) ≥ ∆.
The proof of the following proposition is based on [7].
For k−R < s ≤ k, we introduce the ”tilting measure” P˜ := P˜n,λ for n ∈ N, λ ∈ R
and
dP˜n,λ
dP
(ω) :=
1
M(−λ)n exp(−λ
n−1∑
i=0
ωi). (57)
Now, we use the Ho¨lder’s inequality
As = E˜
[
(Zs)
γ dP
dP˜
]
≤
(
E˜
[
dP
dP˜
]1/(1−γ))1−γ (
E˜Zs
)γ
For the first term, we have(
E˜
[
dP
dP˜
]1/(1−γ))1−γ
= exp
(
γs logM(−λ) + (1− γ)s logM
(
λ
γ
1− γ
))
≤ exp
(
γCM(cβ
2k) + (1− γ)CM(cβ2k)
(
γ
1− γ
)2)
≤ exp
(
CM
C(β)
γ
1− γ
)
where 2CM := max|t|≤1(logM(t))′′ and provided the arguments of M are less than 1
by choosing c small.
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From Zˇǫ0,n ∼ Cǫǫ2n2 , we know this is close to the case α = 1 in [7]. The proof is delicate
in this case. Here, we sketch the proof, one can see details in [7] Chapter 6. Denote
AN := EZγN,ω. By using Lemma 2.5, we have for N > k
AN ≤ ǫ2γ
∑N
n=k+1AN−n
∑k
s=0 EZˇγn−s As
≤ ǫ2γ∑Nn=k+1AN−n∑ks=0(EZˇn−s)γ As
≤ ǫ2γ∑Nn=k+1AN−n∑ks=0( Cβ(n−s+1)2 )γ As
For given β and ∆ we try to find k and γ ∈ (0, 1) such that
ρ := ǫ2γ
∞∑
n=k+1
k∑
s=0
(
Cβ
(n− s+ 1)2
)γ
As
is small.
Proof of Proposition 1.5.
First, γ = γ(k) = 1− (1/ log k). As suggested in [7] we choose
∆ :=
cβ2
(log(1 + 1
β
))2
, k := ⌊
(log(1 + 1
β
))2
cβ2
⌋ and λ :=
√
cβ
(log(1 + 1
β
))2
Notice that
As ≤ (EZs)γ =
[
exp(sF Vβ(∆))P∆(s+ 1 ∈ χ)
ǫac (β)
2 exp(2∆)
]γ
≤
[
exp(kF Vβ(cβ2/ log2(1 + 1/β)))
ǫac (β)
2
]γ
is bounded for s ≤ k. We estimate
E˜Zs = E(Zs exp(−λ
∑s
i=0 ωi)
M(−λ)s+1 )
= Z(s, ǫac(β) exp(−βλ/2) exp(∆), Vβ) · exp(−βλ)
= Es,ǫac (β)
(
eLs(∆−βλ/2)
) · Z(s, ǫac (β), Vβ) · exp(−βλ)
= Eǫac (β)
(
eLs(∆−βλ/2)|s+ 1 ∈ χ) · Pǫac (β)(s+1∈χ)
ǫac (β)
2 · exp(−βλ)
= Eǫac (β)
(
eLs(∆−βλ/2)1{s+1∈χ}
) · 1
ǫac (β)
2 · exp(−βλ)
The second equality is due to the property of Gaussian variables. Recall that the
quantity Ls is the cardinality of {0 < n ≤ s : ϕn = 0}, and is is the cardinality of
{0 < n ≤ s : ϕn−1 = ϕn = 0}, thus, Ls ≥ is. By Proposition 3.3, the double-return
sequence {χk}k≥0 is a genuine renewal process under Pǫac (β) with renewal distribution
K(n) ∼ C(ǫ
a
c (β))
n2
.
Based on the value of ∆ and λ we choose, ∆− βλ/2 < 0 and
E˜Zs ≤ Eǫac(β)
(
eis(∆−βλ/2)
) · 1
ǫac (β)
2
.
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The rest of proof goes the same as [7] Chapter 6, we get E˜Zs arbitrarily small if
c is small.
Remark. For general charges, the estimate of the tilted partition function would
be
E˜Zs = E(Zs exp(−λ
∑s
i=0 ωi)
M(−λ)s+1 )
= Z(s, ǫac (β) exp(∆), Vβ,−λ)
= Es,ǫac (β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls) · Z(s, ǫac(β,−λ), Vβ,−λ)
= Eǫac (β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls |s+ 1 ∈ χ) · Pǫac (β,−λ)(s+1∈χ)
ǫac (β,−λ)2
≤ Eǫac (β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls) · 1
ǫac (β,−λ)2
Based on the fact ǫac (β) ≤ ǫac (β,−λ), we get
E˜Zs ≤ Eǫac (β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls)
· 1
ǫac (β)
2
However, it’s not obvious that there exists a positive constant C, such that
log
ǫac (β)
ǫac (β,−λ)
≤ −Cβλ.
3 Special determinants
3.1 Proof of Lemma 2.4
Given a positive sequence (b0, ..., bn), Bn−1×n−1 is a symmetric matrix and its upper
triangle part is defined as following:
Bij =


bi−1 + 4bi + bi+1, i = j
−2bi − 2bi+1, i = j − 1
bi+1, i = j − 2
0, i ≤ j − 3.
For example,
B5×5 =


b0 + 4b1 + b2 −2b1 − 2b2 b2 0 0
−2b1 − 2b2 b1 + 4b2 + b3 −2b2 − 2b3 b3 0
b2 −2b2 − 2b3 b2 + 4b3 + b4 −2b3 − 2b4 b4
0 b3 −2b3 − 2b4 b3 + 4b4 + b5 −2b4 − 2b5
0 0 b4 −2b4 − 2b5 b4 + 4b5 + b6


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Bn−1×n−1 is positive-definite, for ϕtBϕ =
∑n
m=0 bm(∆ϕm)
2 ≥ 0. Let D(n − 1) :=∑n
k=1
∑n−k
i=0 k
2b−1i b
−1
i+k. We claim that the determinant of Bn−1 is
∏n
i=0 bi ·D(n− 1).
The proof is given by row operations and the mathematical induction. We use B5 to
elaborate the ideas. First, let new rows be r′i =
∑i
j=1(i − j + 1)rj i = 1, ..., 5. For
the new matrix, add twice of the second column to the first one. Then we have a
matrix having the same determinant as B5:

b0 − 3b2 −2b1 − 2b2 b2 0 0
2b0 + 2b3 −3b1 + b3 −2b3 b3 0
3b0 −4b1 b4 −2b4 b4
4b0 −5b1 0 b5 −2b5
5b0 −6b1 0 0 b6


Grab the common factor b0 and b1 from colume 1 and colume 2, respectively. Also,
grab the common factor bi+1 from the ith row. It suffices to show that the deteminant
of
B′ =


b−12 − 3b−10 −2b−12 − 2b−11 1 0 0
2b−13 + 2b
−1
0 −3b−13 + b−11 −2 1 0
3b−14 −4b−14 1 −2 1
4b−15 −5b−15 0 1 −2
5b−16 −6b−16 0 0 1


is equal to D(5), which is D(4) + b−16 (
∑5
j=0(6 − j)2b−1j ). Now, we expand the deter-
minant by the last row, and notice that the determinant of the principle 4×4 matrix
is D(4). So it remains to show that
(−1)4 ·5
∣∣∣∣∣∣∣∣∣∣
−2b−12 − 2b−11 1 0 0
−3b−13 + b−11 −2 1 0
−4b−14 1 −2 1
−5b−15 0 1 −2
∣∣∣∣∣∣∣∣∣∣
+(−1)5 · (−6)
∣∣∣∣∣∣∣∣∣∣
b−12 − 3b−10 1 0 0
2b−13 + 2b
−1
0 −2 1 0
3b−14 1 −2 1
4b−15 0 1 −2
∣∣∣∣∣∣∣∣∣∣
is equal to
∑5
j=0(6− j)2b−1j . For Bn−1, after we follow the same procedure, it suffices
to show that
∑n−1
j=0 (n− j)2b−1j equals the determinant of a (n− 2)× (n− 2) matrix
(−1)n−2
∣∣∣∣∣∣∣∣∣∣∣∣∣
−3nb−10 − 2(n− 1)b−11 − (n− 2)b−12 1 0 0 · · · 0 0
2nb−10 + (n− 1)b−11 − (n− 3)b−13 −2 1 0 · · · 0 0
−(n− 4)b−14 1 −2 1 · · · 0 0
...
−b−1n−1 0 0 0 · · · 1 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣
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which is the same as∣∣∣∣∣∣∣∣∣∣∣∣∣
3nb−10 + 2(n− 1)b−11 + (n− 2)b−12 −1 0 0 · · ·0 0
−2nb−10 − (n− 1)b−11 + (n− 3)b−13 2 −1 0 · · ·0 0
(n− 4)b−14 −1 2 −1 · · · 0 0
...
b−1n−1 0 0 0 · · · − 1 2
∣∣∣∣∣∣∣∣∣∣∣∣∣
Notice that the right bottom is the matrix A(n−3)×(n−3) with ai = 1 ∀i. The proof
is completed by expanding the determinant by the first column. Again, notice that
every term in the det(Bn−1) is of degree (n− 1) and has no multiplicity.
3.2 A more general case to Lemma 2.4.
For general cases, if the path {ϕn}n≤N+1 hits 0 between 0 and N, we still can compute
the corresponding determinant by deleting the mth column and mth row if ϕm = 0.
For example, if N = 6 and only ϕ4 = 0, the underlying matrix is

b0 + 4b1 + b2 −2b1 − 2b2 b2 0
−2b1 − 2b2 b1 + 4b2 + b3 −2b2 − 2b3 0
b2 −2b2 − 2b3 b2 + 4b3 + b4 b4
0 0 b4 b4 + 4b5 + b6


It’s natural to guess that every term in the determinant is of degree 4 and has no
multiplicity.
Lemma 3.1. Given a path {ϕn}n≤N+1 and r = #{n : ϕn = 0, 1 ≤ n ≤ N − 1} ≥ 1.
Every term in the corresponding determinant is of degree (N − 1 − r) and has no
multiplicity.
Proof. We prove it by induction. Given a path {ϕn}n≤N+2, we need to show that the
degree is (N − r). Let m = sup{n : ϕn = 0, 1 ≤ n ≤ N}. If m = 1, by the previous
lemma, every term in the determinant is of degree (N − 1). Note that r = 1 since
m = 1. If m = N , by the induction hypothesis, every term in the determinant is of
degree (N − 1− (r− 1)). If 2 ≤ m ≤ N − 1 and ϕm−1 = 0, the corresponding matrix
becomes [
A 0
0 C
]
where A is a [(m−2)−(r−2)]×[(m−2)−(r−2)] matrix, and C is a (N−m)×(N−m)
matrix. Thus, the determinant is det(A)det(C). By the induction hypothesis and
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previous lemma, every term in det(A) is of degree m− r, and every term in det(c) is
of degree N −m. On the other hand, if ϕm−1 6= 0, the corresponding matrix is still
positive-definite and can be written as[
A E
E∗ C
]
where A is a [(m−1)−(r−1)]×[(m−1)−(r−1)] matrix, and C is a (N−m)×(N−m)
matrix. Clearly, the only nonzero term in E is em−r,m−r+1 = bm. Set X = −A−1E,
the determinant is equal to
det
[
I 0
X∗ I
][
A E
E∗ C
][
I X
0 I
]
= det
[
A 0
0 C − E∗A−1E
]
Let A−1 be the matrix deleting the last column and row from A, and C−1 be the
matrix deleting the first column and row from C. (If A is of dimension 1, let A−1 = I,
so is C−1). Let A′ = A|bm=0 and C ′ = C|bm=0. We have
det(A) = det(A′) + bmdet(A−1),
det(C −E∗A−1E) = det(C ′) + [bm − det(A−1)
det(A)
b2m]det(C−1).
So the underlying determinant is equal to
det(A)det(C − E∗A−1E) = det(A)det(C ′)
+[det(A′) + bmdet(A−1)][bm − det(A−1)det(A) b
2
m]det(C−1)
= det(A)det(C ′)
+[det(A′)bm + b2mdet(A−1)− det(A−1)b2m]det(C−1)
= det(A)det(C ′) + det(A′)bmdet(C−1)
The degree in the first term is (m− r) + (N −m), and the degree in the second term
is (m− r)+1+(N −m−1). It’s easy to see that there is no multiplicity, which ends
the proof.
References
[1] Bolthausen, E., Funaki, T. and Otobe, T. (2009). Concentration under scaling
limits for weakly pinned Gaussian random walks. Probab. Theory Related Fields
143 441-480.
[2] Caravenna, F. and Deuschel, J.-D. (2008). Pinning and wetting transition for
(1+1)-dimensional fields with Laplacian interaction. Ann. Probab. 36 2388-2433.
17
[3] Caravenna, F. and Deuschel, J.-D. (2009). Scaling limits of (1+1)-dimensional
pinning models with Laplacian interaction. Ann. Probab. 37 903-945.
[4] Durrett, R. (2005). Probability: theory and examples, 3rd ed. Brooks/Cole Pub-
lishing Co..
[5] Feller, W. (1966). An introduction to probability theory and its applications, vol.
1, 2nd ed. Wiley, New York..
[6] Giacomin, G. (2007). Random Polymer Models. Imperial College Press, London.
[7] Giacomin, G. (2011). Disorder and critical phenomena through basic probability
models. Springer Lecture Notes in Mathematics 2025.
[8] Hardy, G. H., Littlewood, J.E. and Polya, G. (1967). Inequalities, 2nd ed. Cam-
bridge Univ. Press.
18
