We consider Z{matrices 
Introduction and Notation
Throughout we deal with n n Z{matrices, i.e. real matrices whose o -diagonal entries are nonpositive. These matrices arise in many problems in the mathematical and physical sciences. Some of the best-known subclasses of Z{matrices are the class of M{matrices (introduced by Ostrowski) , the class of N 0 {matrices (introduced by Ky Fan and G.A. Johnson) and the class of F 0 {matrices (introduced by G.A. Johnson) . Especially for M{matrices a large amount of properties and characterizations exists. However, the other classes of Z{ matrices are also of great interest. The rst systematical e ort in considering the whole class of Z{matrices was made by Fiedler and Markham in FM] . They introduced a classi cation of Z{matrices by generalizing the ideas of the de nitions of M{matrices, N 0 {matrices and F 0 {matrices and gave some common properties of all classes. Here we continue discussing the whole class of Z{matrices as well as considering all subclasses of Z{matrices. We summarize some known results and establish new results like a new characterization of all classes of Z{matrices, eigenvalue bounds and determinant inequalities.
On the other hand, there has been interest in inverse Z{matrices, i.e. any nonsingular matrices whose inverse is a Z{matrix. The classi cation of Z{matrices directly leads to a classi cation of inverse Z{matrices. All matrices, whose inverse belongs to the same class of Z{matrices, build a subclass of the class of all inverse Z{matrices. The problem to determine whether or whether not a matrix is an inverse Z{matrix or more preciously, is an inverse Z{matrix of a speci c class, is called the inverse Z{matrix problem. This problem contains the inverse M{matrix problem, i.e. characterizing all (nonnegative) matrices whose inverse is an M{matrix. Similar to the M{matrix case, there exists an amount of papers considering inverse M{matrices. A survey of this topic is given by C.R. Johnson J1] . However a complete solution of this problem is still missing. Also inverse N 0 {matrices and inverse F 0 {matrices has been considered, e.g. G.A. Johnson J3] , Smith S2] , and Ying Chen C] . The rst systematically approach in considering all classes of inverse Z{matrices was made by Nabben and Varga NV3] . There the authors gave su cient conditions for matrices to be an inverse Z{matrix for each speci c class. Here we give new results for the whole class of inverse Z{matrices as well as for each single subclass. We establish a new characterization and give some new results of the structure of an inverse Z{matrix. Moreover, we give a new set of su cient conditions of all classes of inverse Z{matrices.
The paper is organized as follows. The next section deals with Z{matrices. This section includes the classi cation of Z{matrices, which we also need in Section 3. In Section 3 we consider inverse Z{matrices. At the end of the section we give examples of inverse Z{ matrices, the so-called type D matrices, which will be studied in detail.
We will use the following notation:
By I r we denote the r r identity matrix. The index r is omitted if r = n. If A = a ij ] 2 IR n;n is nonnegative, i.e. a ij 0, we write A 0. Similarly, we write A B, for A; B 2 IR n;n , if and only if A ? B 0. The spectral radius of A 2 IR n;n is denoted by (A). The vector e i 2 IR n denotes the vector whose entries are zero except the i-th entry which is 1. The vector of all ones with n entries is denoted by n .
Z{matrices
In 1992 Fiedler and Markham FM] The class L n is just the class of n n (singular and nonsingular) M{matrices. The class L n?1 is the class of n n N 0 {matrices introduced by G. Johnson J2] , and this class contains the N{matrices de ned by K. Fan F] . Moreover, the class of n n F 0 {matrices introduced by Johnson J2] is just L n?2 . Here we should mention that the classi cation of Z{matrices given above inherits the dimension of the matrices one consider. If we deal with n n matrices we have n + 1 classes of Z{matrices each consisting of matrices of the same dimension. Example 2.9 Let J k denotes the k k matrix of all ones. First assume that n is even. Hence, (t ? (B) ) is the only negative eigenvalue of A.
2
The statement of Theorem 2.10 was mentioned for N 0 {matrices by G.A. Johnson J2] . Smith established the same result for F 0 {matrices S2]. Since the determinant of A is the product of the eigenvalues of A, the Example 2.9 shows that one can not extend Theorem 2.10.
In the following we will denote the smallest real eigenvalue by n(A). As mention above, n(A) < 0, if A 2 L s for all s = 0; : : : ; n ? 1. The smallest real eigenvalue n(A) can be used to determine a circle which contains the eigenvalues of A. Now, let us index the rows and columns of A=A 11 by k+1; : : : ; n. Moreover, with (A=A 11 )(k+ 1; : : : ; t), k + 1 t n, we denote the principal submatrix of A=A 11 consisting of the rows and columns k + 1; : : : ; t. As well{known we have det(A=A 11 )(k + 1; : : :; t) = detA(1; : : :; k; k + 1; : : : ; t) detA 11 : (2.5) Thus, if i) or ii) holds all principal minors of A=A 11 of order less or equal s ? k are nonnegative since both nominator and dominator of the right hand side of (2.5) are nonnegative.
Moreover, if ii) holds then there exists a principal minor of A=A 11 of order s ? k + 1 which is negative. Hence, A=A 11 2 L s?k . However, if k > s holds, the nominator and dominator of the right hand side of (2.5) are negative. Thus, every principal minor of A=A 11 is positive.
Hence, A=A 11 2 L n?k .
Statement i) and ii) of Theorem 2.15 are due to Fiedler and Markham FM] . The last statement gives some information about the structure of inverse Z{matrices, which we describe in the next section.
The next Theorem gives a characterization of matrices in L s using their inverses. we have det(A 22 ) = det (C 11 )(det A ?1 ) ?1 : (2.6) Equation (2.6) gives a coupling of a principal minor of A with its associated complementary minor of A ?1 . Now, let detA < 0, it follows that each principal minor of A, of order j with 1 j s, is nonnegative and there exists a principal minor of A, of order s + 1, which is negative, if and only if each principal minor of A ?1 , of order k with n ? s k n, is nonpositive and there exists a principal minor of A ?1 , of order n ? s ? 1, which is positive. Then, Theorem 2.4 completes the proof for a). Similarly, one obtain b).
Here we should mention again, that a n n Z{matrix with positive determinant is a Z{ matrix of one of the classes L s with 0 s < b n 2 c, since the matrices of the other classes L s have nonpositive determinants. Theorem 2.16 gives some information about the structure of the inverse of a nonsingular matrix in L s . However, for special classes L s one have further results. It is well{know that the inverse of a nonsingular M{matrix is a nonnegative matrix, while the inverse of a N 0 { matrix is a nonpositive matrix J2]. Even more, Johnson J2] proved that the inverse of a nonsingular F 0 {matrix is a Z{matrix and Theorem 2.16 says that at least one diagonal entry of the inverse is positive, (see also J2]). However, we will see in the next section that one can not obtain such results for the other classes of Z{matrices. Proof. The proof follows immediately form Theorem 2.8.
Theorem 3.2 Let C 2 L s with b n 2 c s < n. Then Theorem 3.3 Let C 2 IR n;n be a nonsingular inverse Z{matrix. Then Obviously, every principal submatrix of a Z{matrix is again a Z{matrix. But if A is in L s and s b n 2 c, then there exist principal submatrices which are again inverse Z{matrices.
Even more, there exists at least one principal submatrix of an inverse L s {matrix which is of the same type. Here we should use the notation introduced in Remark 2.3, i.e. we will use another index to mark the dimension of the matrices we consider.
Theorem 3.5 Let the n n matrix C be in L s with s b n 2 c, i.e. C ?1 2 L s;n . LetC be a nonsingular principal submatrix of C of order k, with k n ? s, thenC is an inverse Z{matrix in L j?n+k;k with j k. IfC contains at least one positive principal minor of order n ? s ? 1, then the k k matrixC satis esC ?1 2 L s?n+k;k Proof. W.l.o.g. we may assume thatC 2 IR k;k is a leading principal submatrix of C which we denote in following by C 11 . Then we partition C and C ?1 as C Therefore C 11 is an inverse Z{matrix. Moreover, since C 11 is a principal submatrix of C, all principal minors of C 11 of order greater or equal to n?s are nonpositive. Theorem 3.3 guarantees the existence of a principal minor of order n ? s ? 1 of C. If C 11 contains this principal submatrix, we apply Theorem 3.3 and replace there n by k. Thus the k k matrixC ?1 satis esC 2 L t;m with t = s ? n + k and m = k. If C 11 does not contain such a minor, we have C 11 2 L j?n+k;k for j > s.
As special cases Theorem 3.5 says that inverse N 0 {matrices and inverse F 0 {matrices have at least one principal submatrix which is again an inverse N 0 {matrix or an inverse F 0 {matrix respectively. This was rst proved by Ying Chen C] . Theorem 3.6 Let 
For completeness we should mention again that a type D matrix with a 1 > 0 has only positive eigenvalues. If a 1 = 0, the matrix is singular and has only nonnegative eigenvalues.
