Let G be an infinite graph whose vertex set is the set of positive integers, and let
for all k ≥ 162. Given that the conjecture of Erdős is true for k ∈ {2, 3} but false for large k, it is natural to ask for the smallest value of k for which p(k) > 
Introduction
Let G be an infinite graph with V (G) = {1, 2, 3, . . . }. An increasing path of length k, denoted I k , is a sequence of k + 1 vertices i 1 , . . . , i k+1 such that i 1 < i 2 < · · · < i k+1 and i j is adjacent to i j+1 for 1 ≤ j ≤ k. An infinite graph G is I k -free if it contains no increasing path of length k. For an infinite graph G, let G n be the subgraph of G induced by the vertices {1, 2, . . . , n} and p(G) = lim inf n→∞ e(G n ) n 2 . Define the path Turán number of I k , denoted p(k), to be the value p(k) = sup{p(G) : G is I k -free}.
Czipszer, Erdős, and Hajnal [1] introduced these path Turán numbers and proved the following. holds for k ≥ 4. Erdős conjectured in [3] and [4] that p(k) = The results of [2] and the conjecture p(k) =
is mentioned in a survey paper of Komjáth [5] which discusses some of the work of Erdős in infinite graph theory. Theorem 1.1 and Theorem 1.2 suggest the following question: for which values of k does one have
and in particular, what is the smallest value of k for which (1) holds? Our first result is a construction that shows (1) does not hold for several small values of k and disproves the conjecture of Erdős in the most difficult case; the case when k = 4.
In light of Theorem 1.3 and the results of [2] , it seems likely that (1) fails for all k ≥ 4. Using the argument of [1] , we obtained the following upper bound on p(4).
Theorem 1.4
The path Turán number p(4) satisfies
By Theorems 1.3 and 1.4, we have
Determining the exact value of p (4) is a challenging open problem. Probably the lower bound in (2) is closer to the true value of p(4).
The next section introduces a sequence reformulation of the path Turán problem. This reformulation was a key ingredient in the constructions of [2] and we use it in our constructions as well. In Section 3.1 we give our construction method and state our main lemma. Section 3.2 contains the proof of our main lemma. In Section 3.3 we prove Theorem 1.3 and in Section 4 we prove Theorem 1.4.
Sequences
It will be convenient to work with the sequence formulation of the problem introduced by Dudek and Rödl. Given an I k -free graph G with V (G) = N, partition N into k sets N 1 , . . . , N k where N 1 (G) = {n ∈ N : ∀m ∈ N with {n, m} ∈ E(G) we have n < m} and for 2 ≤ i ≤ k,
Define C = C(G) to be the sequence {c n } ∞ n=1 where c n = i if and only if n ∈ N i (G). Let
It is shown in [2] , that
Conversely, given a sequence whose terms are elements of [k], the corresponding infinite graph G with vertex set N has edge set {(i, j) : 1 ≤ i < j and c i < c j }.
3 Proof of Theorem 1.3
Constructing Sequences
Let k ≥ 2 and l ≥ 1 be integers. Let D be a k × l matrix whose entries are non-negative integers. Let d i,j be the (i, j)-entry of D. We will use D to construct an infinite sequence C with entries in [k] . Let D j be the sequence
We call D j an atom. We remark that D j has length k i=1 d i,j and since the d i,j 's can be zero, it is possible that D j does not contain every symbol from [k] . Given a finite sequence R, let us write L(R) for the length of R so that, in this notation,
Given any two finite sequences S = s 1 s 2 . . . s x and T = t 1 t 2 . . . t y , we write
for the concatenation of S and T . For an integer m ≥ 1, define B m to be the sequence
We call the sequence B m a block. Since B m contains 2 m−1 copies of
Define C = C(D) to be the infinite sequence 
· · ·
Motivated by the infinite I k -free graph corresponding to the sequence C, we call a pair {i, j} for which 1 ≤ i < j and c i < c j an edge. Let M be the l × l matrix whose (i, j)-entry, denoted by m i,j , is given by
The value m i,j is the number of edges with one endpoint in an atom D i , the other endpoint in an atom D j , and where D i precedes D j in the sequence C. In general, the matrix M is not a symmetric matrix. Define
. We want to choose D so that for the corresponding sequence C = C(D),
is as large as possible. Our main tool for estimating (3) is the following lemma.
Lemma 3.1 Given D, C, and M as above, the value of lim inf n→∞ S C (n) n 2 is at least the minimum value of
where t ranges over all integers in {1, 2, . . . , l} and ǫ ranges over all real numbers in the interval [0, 1].
Remark: In Lemma 3.1 and in the rest of the paper, any sum of the form t−1 i=1 α i with t = 1 is taken to be 0.
Proof of Lemma 3.1
Let n be a positive integer. We choose m to be the largest integer such that
The left hand side of (4) is
We can write n in the form
for some 0 ≤ ǫ ≤ 1 and t ∈ {1, 2, . . . , l}. Therefore,
This is the formula that we will use for n in the expression
It is helpful to think of n as the location of a cut in the sequence C. When we look at the first n terms of the sequence, we see all of the terms in blocks B 1 through B m , and only some of the terms in the block B m+1 . For this reason, we call B m+1 a partial block. Clearly the number of elements that we see from B m+1 depends on n.
Next we look for a lower bound on S C (n).
Lemma 3.2 For 1 ≤ k 1 < k 2 , the number of edges between the block B k 1 and the block B k 2 is 2
Proof. The sequence B k 1 contains 2 k 1 −1 atoms of type D j for each j ∈ {1, 2, . . . , l}. A similar assertion holds for B k 2 . There are 2
The proof of the lemma is completed by summing over all i, j with 1 ≤ i, j ≤ l. Lemma 3.3 For any k ≥ 1, the number of edges in B k is at least
where c D is a constant that depends only on D.
Proof. For any 1 ≤ i < j ≤ l, the block B k contains 2 k−1 consecutive atoms of type D i that precede 2 k−1 consecutive atoms of type D j . Therefore, B k contains at least
edges that have end points in atoms of different types. Next we count edges that have both endpoints in an atom of type D i . There are
pairs of distinct atoms of type D i in the block B k and a total of m i,i edges between any two such atoms. Summing over 1 ≤ i ≤ l gives a total of
A consequence of Lemmas 3.2 and 3.3 is that the number of edges contained in
A short calculation shows that this expression can be simplified to
where the constant in the O notation only depends on D. Since w(M) =
, we have the lower bound
however this is not good enough, especially in the case when t is close to l which, in terms of n, means that n is closer to
We are losing too much by not counting edges between B 1 B 2 · · · B m and the D i 's coming from the partial block B m+1 , as well as the edges in the partial block B m+1 . To count these edges we need a few more lemmas. 
Proof. For any i ∈ {1, 2, . . . , l}, there are 2 m − 1 atoms of type D i in the sequence B 1 B 2 · · · B m . Each such atom sends m i,j edges to a D j in the partial block B m+1 . For j ∈ {1, 2 . . . , t − 1}, the partial block B m+1 contains 2 m atoms of type D j . The partial block B m+1 contains ǫ2 m atoms of type D t . Summing over 1 ≤ j ≤ t − 1 gives a total of
edges.
Lemma 3.5 The number of edges both of whose endpoints are contained in the partial block B m+1 is at least
Proof. The proof of the lemma is similar to the proofs of the previous lemmas. pairs of distinct atoms of type D t in the partial block B m+1 .
The final term counts edges with one endpoint in an atom of type D i where 1 ≤ i < t, and the other endpoint is in an atom of type D t . There are 2 m ǫ2 m such pairs and we then sum this over 1 ≤ i ≤ t − 1.
From Lemmas 3.4 and 3.5, we now have
Now as n goes to infinity, m must also tends to infinity. Combining this lower bound on S C (n) together with
completes the proof of Lemma 3.1.
Choosing Matrices
In this section we give several matrices which, when combined with Lemma 3.1, improve the lower bound
for different values of k. We first list the matrices and then give the corresponding lower bounds obtained from Lemma 3.1. Computations were done using Mathematica [6] and the code used for the computations is given in the Appendix.
The matrices used to improve p(k) ≥ 
10 7 2 5 8 6 10 11 4 3 4 7 11 9 6 4 3 9 14 9 9 3 2 9 10 10 9 6 3 7 9 11 6 4 4 6 9 12 8 1 7 5 7 9 8 7 7 6 6 9 We take a moment to briefly describe the method in which these matrices were obtained. The matrix D(5) was obtained by starting with the matrix
The idea to use this matrix as a starting point comes from the fact that the constructions in [2] are good for large values of k and so, while they do not improve the lower bound p(k) ≥ (1 − 1 k ) for small k, they still give a reasonable bound for small k. The matrix R(5) is a natural modification of the construction in [2] . We then added a random 0-1 matrix to R(5). This was repeated many times until we found a new matrix that provided a better lower bound on p(5) than the lower bound given by R(5). This process was repeated until we arrived at the matrix D(5) given above. Looking closely at each of the matrices above, one may be able to find the "dominant diagonal" entries. The corresponding sequence on 4 symbols has 8 atoms.
Proof of Theorem 1.4
We follow the method of [1] . Let G be an infinite graph that is I 4 -free. Let C = C(G) = {c n } be its associated sequence on the symbols {1, 2, 3, 4}. Define three sequences {u n }, {v n }, and {w n } as follows.
1. For i ∈ N, u i = k if and only if c k ∈ {2, 3, 4} and |{r : c r ∈ {2, 3, 4}, r ≤ k}| = i.
2. For i ∈ N, v i = k if and only if c u k ∈ {3, 4} and |{r : c r ∈ {3, 4}, r ≤ u k }| = i.
3. For i ∈ N, w i = k if and only if c uv k ∈ {4} and |{r : c r ∈ {4}, r ≤ u v k }| = i.
We give the following example for convenience. In several of our counting arguments it may be quite useful for the reader to refer back to this example. 
Given n ∈ N, we call a 4-tuple of positive integers (n, j, k, l) a cut if u j ≤ n < u j+1 , v k ≤ j < v k+1 , and w l ≤ k < w l+1 .
For instance, (9, 6, 3, 2) and (10, 7, 4, 2) are cuts for the sequence in Example 1.
If n ∈ N and (n, j, k, l) is a cut, then
Indeed, the sum j i=1 (u i − i) counts all pairs of the form (c s , c t ) with 1 ≤ s < t ≤ n, c s = 1, and c t ∈ {2, 3, 4}. Similarly, the sum k i=1 (v i − i) counts all pairs of the form (c s , c t ) with 1 ≤ s < t ≤ n, c s = 2, and c t ∈ {3, 4}. The sum l i=1 (w i − i) counts all pairs of the form (c s , c t ) with 1 ≤ s < t ≤ n, c s = 3, and c t = 4.
Given S ⊆ {1, 2, 3, 4}, define α S (i) = |{r : c r ∈ S and r < i}|.
We claim that if (n, j, k, l) is a cut, then
and
To prove these equalities, we will count pairs of the form (u s , v t ) with 1 ≤ s ≤ j and 1 ≤ t ≤ k, as well as pairs of the form (v s , w t ) with 1 ≤ s ≤ k and 1 ≤ t ≤ l. Clearly there are jk pairs (u s , v t ) with 1 ≤ s ≤ j and 1 ≤ t ≤ k. The sum k i=1 v i counts all pairs (u s , v t ) for which s ≤ v t while the sum j i=1 α {3,4} (u i ) counts all pairs (u s , v t ) for which s > v t . This double counting is best illustrated by referring to Example 1. In terms of Example 1, v t is precisely the number of u s 's for s ≤ v t so that the sum k i=1 v i counts pairs where the u s is directly above or to the left of v t . The sum j i=1 α {3,4} (u i ) then counts all pairs where the u s is to the right of v t . This shows that (7) holds and a similar argument gives (8).
Combining (6), (7), and (8) we have
for any cut (n, j, k, l).
To estimate the first sum, we use the following lemma.
Lemma 4.1 (Czipszer, Erdős, Hajnal [1] ) Let s n , t n be nondecreasing sequences of natural numbers such that s n −t n > 0 for all n ∈ N. There exists a sequence n 1 < n 2 < . . . such that for all r,
We apply Lemma 4.1 to the sequence
to obtain a sequence j 1 < j 2 < . . . such that
for all r ∈ N. For r ∈ N, define sequences n r , k r , and l r , in terms of j r , by 1. n r = u jr , 2. k r is the largest index for which v kr ≤ j r , and 3. l r is the largest index for which w lr ≤ k r .
We then consider the sequence {(n r , j r , k r , l r )} ∞ r=1 of cuts. By considering these sequence of cuts, we are now looking at the subgraphs G n 1 , G n 2 , . . . and for these subgraphs, we know that (10) holds.
For any r, we have u jr ≥ j r ≥ k r ≥ l r so that 
In terms of Example 1, the sum on the left hand side of (12) moves across the entries in the v i row, and counts 4's that are above and to the left of the current entry. A simple calculation shows that one would have 
To see this inequality, one notes that since k r is the largest index for which v kr ≤ j r , there must be k r − 1 terms of the sequence c n that are 3 or 4 and come before u jr . Combining (9), (10), (12), and (13) 
