We have previously described three general domains of statistics: differences between groups; association between groups; and time-to-event (survival) data. This article will describe the statistics commonly used in these last two domains: associations between groups; and survival data.
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Associations between groups
Statistical analysis in this domain generally deals with the correlation and regression. Although these two terms are used synonymously, they refer to slightly different concepts. Correlation is the strength of the association between groups, whereas regression is the nature of this association. We would likely find that as we spent more time on our cell phone, our phone bill would increase. If for every additional minute our bill increased by exactly the same amount, we would have perfect positive correlation, with a correlation coefficient of 1, and all the data points would lie on the diagonal line. What is more likely is that we will not have perfect correlation, and the data points will be scattered on either side of the line. • The data must be independent, one should not be forced to vary with the other, otherwise a paired test should be done.
• The data must be normally distributed, which should be a linear pattern when graphed. If non-linear, a non-parametric test should be done.
• 
Time-to-event (survival) data
Time-to-event data expands on the con- The hazard function is the instantaneous failure rate, or the probability of an event happening at a particular point in time among those at risk. The ratio of two hazard rates is known as the hazard ratio (HR) and quantifies the difference between survival patterns in two groups. In the absence of censored observations, the hazard ratio equals the relative risk.
The Logrank test examines the hypothesis that the hazard ratio = 1.0 (null value), and if the 95% confidence interval of the HR contains the null value, this corresponds to P > 0.05. The HR assumes that the relative risk of death between two groups remains constant. In Figure 4 , it appears that patients on the drug A had a better survival rate than patients on drug B, and we might like to quantify this difference. In other words, is this difference statistically significant or clinically relevant?
Example 2
Two thousand one hundred dental implants in 575 patients were evaluated for risk factors for implant failure. Using a Cox regression model, the authors report a HR of 2.9 (95%CI 1.6-5.3) for current tobacco use.
• How do we interpret this result in plain English?
• Is this statistically significant?
• Is this clinically relevant?
Answer:
At any time, roughly three times as many smokers are experiencing implant failure compared with non-smokers.
It is statistically significant, as the null value of '1' is not contained within the 95% confidence interval.
To examine clinical relevance, we first must know the baseline failure rate for dental implants. If we take this rate to be 5%, then a three-fold risk of failure is roughly 15%. This may not be clinically relevant to the majority of practitioners.
However, we must now look at the upper limit of the 95% CI, which is 5.3. This represents over a 25% risk of failure, which may be clinically relevant to practitioners.
Thus, we might say that this study is not clinically relevant, but it is also indecisive, as a clinically relevant effect of smoking cannot be ruled out.
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