Net ionization and net capture cross-section calculations are presented for proton collisions from methane molecules and the DNA/RNA nucleobases adenine, cytosine, guanine, thymine, and uracil.
I. INTRODUCTION
theory (DFT) potentials [11] , and the effective area encountered by the impinging projectile is computed using a pixel counting method. The latter step is repeated for a large number of orientations so that the orientation average can be compared with experimental data for randomly oriented molecules. We refer to this model as IAM-PCM [10] .
Previous applications of the IAM-PCM to proton collisions from medium-sized molecules such as H 2 O and from larger compounds such as water clusters and a variety of biomolecules have shown promising results [9, 10, 12] . At high impact energies where the simple IAM-AR works well, the overlap effects are small and the IAM-PCM cross sections agree with the IAM-AR results. Toward lower energies they deviate and tend to be in better agreement with the (scarce) experimental data, i.e., our results suggest that the IAM-PCM represents an improvement compared to the IAM-AR.
The purpose of the present work is to further establish the IAM-PCM as a viable tool for net ionization and capture cross section calculations for ion-molecule collision systems.
Our focus is proton impact on methane molecules (CH 4 ) and the five DNA and RNA nucle- and uracil (C 4 H 4 N 2 O 2 ), for which some experimental data and previous theoretical results, mostly obtained within the CNDO approach, are available for comparison. We also present CNDO results based on our own first-principles atomic cross section calculations and demonstrate that they disagree with the IAM-PCM predictions in regions in which overlap effects are strong. The discrepancies are most pronounced for electron capture at relatively low impact energies where the projectile speed is similar to or smaller than the average orbital speed of the molecular valence electrons. We call for experimental efforts to validate (or refute) the IAM-PCM predictions for the nucleobases.
The paper is organized as follows. We briefly summarize the IAM-PCM and contrast it with the CNDO approach in Sect. II. Results are presented in Sect. III. We start with a look at net ionization and capture in the proton-methane collision system to illustrate a few general trends and then discuss our results for proton collisions from the DNA/RNA nucleobases. The paper ends with a few concluding remarks in Sect. IV. Atomic units, characterized by = m e = e = 4πǫ 0 = 1, are used unless otherwise stated.
II. THEORETICAL MODELS
The IAM-PCM amounts to representing a net cross section for a molecular target at projectile energy E and for process x, where x stands for capture (x = cap) or ionization (x = ion), as a weighted sum of atomic cross sections
with weight factors 0 ≤ s in a plane perpendicular to the ion beam axis. The combined area of overlapping circles that is "visible" to the impinging projectile is interpreted as the molecular cross section and computed by a pixel counting method [10] . The procedure is carried out for a large number of Euler angle triples to obtain an orientation-averaged cross section that can be compared with experimental data for randomly-oriented molecules.
Keeping in mind that the atomic cross sections are composed of AO-specific contributions we can write for the orientation averagē
where the sum over k includes all AOs on the jth atom with nonzero occupation numbers n ao k,j and thes x j are orientation-averaged weight factors. Since the occupation numbers and the orbital-specific cross sections are the same for each atom of a certain species, Eq. (2) can be cast into the simpler form
where the index i enumerates the occupied AOs of different atomic species only and η x i is a coefficient that is composed of occupation numbers and orientation-averaged weight factors.
In the limiting case of zero overlap in whichs x j = 1 for all j and x one obtains
where n ao i is the total occupation number of the ith AO in the molecule. Note that by construction the IAM-AR result (4) represents an upper bound for the IAM-PCM cross section (3).
Let us compare these equations with the CNDO approach, which starts from the assumption that the net cross section is composed of MO-specific contributions
with occupation numbers n mo l . In a second step the MO-specific cross sections σ mo x l are expressed as linear combinations of AO-specific cross sections. If the latter are independent of the MOs to which they contribute the CNDO net cross section can be written as
where ξ i is the (fractional) gross population in the ith AO due to all initially occupied MOs [8] and the sum includes all AOs that are (partially) populated by at least one of the MOs. If one restricts the population analysis to the minimal atomic basis used in the expansion of the MOs, the index ranges in Eqs. (6), (4) , and (3) are the same. Hence, the only difference between the CNDO approach, the IAM-AR and the IAM-PCM is the nature of the coefficients in these linear combinations of AO-specific cross sections. In the IAM-AR they are simply the atomic occupation numbers. In the CNDO approach they include molecular structure information via the Mulliken analysis, while in the IAM-PCM they depend on the impact energy and the process under study, because the atomic cross section overlaps do.
A caveat of the foregoing analysis is that in the previously reported CNDO calculations the AO-specific cross sections are not completely independent of the MOs to which they contribute. In those works, the AO-specific calculations were carried out in some variant of the first-order Born approximation or a distorted-wave model, all of which involve the use of effective target charges in the construction of the final (continuum or bound projectile)
states of interest. These effective charges were determined using molecular binding energies in Bohr's energy formula, thereby introducing an MO dependence into the AO-specific cross sections (see, e.g., [7, 14] ). By contrast, there is no room for such a choice in the coupledchannel TC-BGM and, accordingly, our own CNDO calculations, reported here, do satisfy Eq. (6).
III. RESULTS AND DISCUSSION
Before we look at the DNA/RNA nucleobases let us exemplify the different theoretical models discussed above for the proton-methane collision system as a test case. Table I lists the total atomic occupation numbers and the fractional gross populations obtained from a
Mulliken analysis for CH 4 [15] together with the AO binding energies [16] . Given that the gross population of the most weakly bound orbital ξ C(2p) = 3.399 is significantly larger than the AO occupation number n ao C(2p) = 2 and ionization tends to increase with decreasing ε i , one can expect the total net ionization cross section calculated within the CNDO approach to be larger than its IAM-AR counterpart. Figure 1 shows that this is indeed the case. However, the enhancement is relatively small (approximately 10%) and insignificant for the comparison with the experimental data and the other calculations included in the figure. At impact energies E ≥ 700 keV all data, including the IAM-AR and CNDO results, are in reasonable agreement, corroborating the previous conclusion that molecular structure effects are unimportant in this region [3] . Toward lower energies the present IAM-AR and CNDO results overestimate the data recommended by Rudd and coworkers [17] , except at very low energies in the E = 10 − 20 keV range where ionization is a relatively weak process. This implies that the atomic cross section overlaps are small in this region, and indeed, IAM-AR and IAM-PCM results appear to merge, similarly to what is observed at high energies (E > 1 MeV).
At intermediate energies the atomic cross sections are sufficiently large for overlap effects Table III of [3] whch in turn is based on the Mulliken population analysis of [15] . The binding energies for atomic carbon are from the optimized effective potential calculations of [16] the maximum shifted toward higher energies. The latter might at least in part be due to the limited validity of the perturbative CDW-EIS model at impact energies E < 100 keV where electron capture gains importance as a competing reaction channel.
We have also included (absolute) electron impact measurements from [19] in Fig. 1 using equivelocity conversion. These measurements agree very well with the recommended data for proton impact above E = 500 keV, i.e., at projectile speeds v ≥ 4.47 a.u. or chargemagnitude-to-speed ratios η = 1/v ≤ 0.22 a.u. One can infer from this agreement that first-order perturbation theory in which cross sections do not depend on the sign of the projectile charge is valid in this region. Toward lower energies, higher-order contributions become important, as do projectile mass and, for electron projectiles, exchange effects, all of which contribute to the differences in the electron-vs. proton-impact cross sections.
It is interesting to see how the CDW-EIS-MO calculation of Ref.
[18] appears to be able to capture the higher-order contributions quite well and agrees with the (proton-impact) measurements down to energies which correspond to η-values between 0.5 and 0.6. a similar impact energy dependence, at least down to E = 50 keV where the CDW-EIS calculation terminates. The cross-section curve from [20] extends further down to E = 25 keV and indicates an even stronger increase toward low energies than the present CNDO calculation, which significantly overestimates the measurements in this region. We note that . By contrast, the applicability of methods with energy-independent weights such as the IAM-AR and the CNDO approach appears to be more limited.
We now turn to the DNA/RNA nucleobases adenine, cytosine, guanine, thymine, and uracil. Since the observations and conclusions are very similar for all five targets, we restrict the graphical discussion and comparison with previous results to the proton-adenine collision system and provide our IAM-PCM results for the other target molecules in tabular form only. The molecular geometry information required for these calculations is taken from data available through the Molview project [24] .
Experimental data for proton impact are rather scarce. For this reason, we include the recent electron-impact ionization measurements of Ref. [25] in the discussion. We do not compare the present results with the (proton-impact) cross sections obtained from a previous model calculation which combines the classical-trajectory Monte Carlo (CTMC) method with the classical over barrier model (COB) [26] to avoid overburdening the figures.
The reader is referred to Refs. [6, 27] for comparisons of the CTMC-COB results with perturbative CNDO calculations and the measurements for proton impact. Figure 3 shows the net ionization cross section for adenine target molecules. We note that this cross section was measured by Tabet et al. at E = 80 keV [28] , but the data point is so high (at 155 Å 2 ) that it is outside the scale of the figure. The only other measurements for proton impact were reported by Iriki et al. [29, 30] . Their data are included in Fig. 3 and appear to be somewhat lower than the electron-impact measurements of [25] . If we multiply the latter by a factor of 0.75 they almost perfectly match the proton data point at E = 1 MeV, which is well described by most of the theoretical calculations included in the figure. Toward lower E, the renormalized electron-impact data agree very well with the present IAM-PCM calculations in the energy range in which one would expect the protonand electron-impact ionization cross section to be indistinguishable or very nearly so. two around the maximum). Some indirect confirmation that the overlaps incorporated into the IAM-PCM mimic molecular effects appropriately comes from the independent-moleculemodel (IMM) AR results included in Fig. 3 . In this model, experimental cross sections for small molecules are used to assemble the cross section for the larger molecule of interest [31] .
The results for adenine lie in between the IAM-PCM and IAM-AR cross sections suggesting that one can view the IMM-AR as capturing overlap effects partially, i.e., within the small molecules used to assemble the adenine ionization cross section, while overlaps between those small-molecule cross sections are not accounted for.
The present CNDO calculations are based on the Mulliken populations provided in
Ref. [27] , which were also used for the CDW-EIS and the first-Born with corrected boundary conditions (CB1) calculations reported in the same paper and included in Fig. 3 . The two perturbative calculations are in reasonable agreement with each other down to E ≈ 70 keV where the CDW-EIS cross section assumes its maximum, while the CB1 cross section keeps increasing toward lower energies. Both methods predict significantly smaller cross section values than the present CNDO calculations in most of the impact energy interval shown in Fig. 3 . This may be due to (i) the perturbative frameworks used in the CDW-EIS and CB1 methods vs. the nonperturbative nature of the TC-BGM, (ii) the fact that in the perturbative CNDO calculations the AO-specific cross sections include some molecular information through the choice of the final states, while the present calculations do not. Given the analysis of net capture in p-CH 4 collisions presented above the latter is unlikely, but it would be interesting to see a CDW-EIS or CB1 calculation which uses atomic instead of molecular energies for the determination of the final (continuum) states to settle this issue.
Results for net capture are shown in Fig. 4 . We compare the present CNDO, IAM-AR and IAM-PCM data with the CDW and CDW-EIS CNDO calculations of Ref. [6] and the only reported experimental data point at E = 80 keV [28] . The CDW-EIS model produces lower cross section values than the present CNDO calculation at all impact energies except around E = 10 keV which is probably outside the region of validity of the perturbative model. By contrast, the CDW model, which differs from the CDW-EIS in the choice of the distortion factor in the initial state, results in much larger cross section values which merge with the other theoretical results only at energies E ≥ 500 keV.
As for p-CH 4 collisions, the IAM-AR is in good agreement with the present CNDO results over most of the energy range shown. Only below E ≈ 40 keV do the results of both models deviate somewhat more strongly than for methane. This is not surprising given the larger number of contributing electron subshells in adenine, which makes it less likely that the differences in orbital-specific capture cross sections and gross populations vs. atomic occupation numbers balance out.
The experimental data point of [28] at E = 80 keV is higher than all theoretical results included in Fig. 4 . The discrepancy with the CDW CNDO calculation is perhaps acceptable, but this may be fortuitous given that the CDW model is sometimes considered inferior to the CDW-EIS because of its use of non-normalized initial-state wave functions [32] . The authors of Ref. [6] deemed the seemingly good performance of the CDW model "unexpected" and concluded that new measurements would be welcome. The present calculations reinforce the latter point. In particular, it would be of great interest if new measurements were extended to lower impact energies where the IAM-PCM predicts a much smaller capture cross section than all other theoretical models. Given the good agreement of the IAM-PCM net capture with experimental data for smaller molecules such as CH 4 (cf. Fig. 2 ) it would be surprising if the prediction for proton-adenine collisions would be off.
We have checked that the situation is similar for the other DNA/RNA nucleobases. In fact, all the features seen in Figs. 3 and 4 for adenine are also present for cytosine, guanine, thymine and uracil. This can be explained by the similar atomic building blocks and structures of these molecules. In lieu of figures we provide tables with the present IAM-PCM results: Table II lists the net capture and ionization cross sections for the pyrimidines cytosine, thymine, and uracil and Table III the results for the purines adenine and guanine. We note that the ionization cross sections were previously included in tables presented in [12] , in which scaling properties were studied for larger classes of systems. We repeat these data here for the convenience of the reader. 
IV. CONCLUSIONS
We have presented IAM-PCM calculations for proton collisions from methane molecules and the nucleobases adenine, cytosine, guanine, thymine, and uracil over wide ranges of impact energy from E = 10 keV to E = 1 MeV for net capture and up to E = 10 MeV for net ionization. Like the simpler IAM-AR and the widely-used CNDO approach the IAM-PCM is based on atomic cross-section calculations, but in contrast to the former it weighs the atomic contributions in an impact-energy-dependent way. The weight factors are obtained from the geometrical overlaps which arise when one pictures the atomic cross sections as circular disks in the impact-parameter plane. The overlaps can be substantial thereby leading to a significant reduction of IAM-PCM compared to IAM-AR cross sections. This effect is most pronounced for electron capture at low energies where we found discrepancies between IAM-PCM and IAM-AR cross sections of up to a factor of three to four. We have shown these discrepancies for proton-adenine collisions only, but have checked that they are similar for the other nucleobases. New measurements are required to test these predictions.
In the case of ionization the discrepancies between different theoretical models are less dramatic, but they are sizable, especially around the cross section maximum. Again, these trends are similar for all nucleobases and an experimental study that would test this similarity in a systematic way would be of great interest. As for capture, the only existing experimental data points in this region appear to be too high.
In contrast to the IAM-PCM, the CNDO approach, when coupled with the present (nonperturbative) atomic-orbital-specific cross section calculations, does not lead to significant differences to the simple IAM-AR. Previous (perturbative) work provided some evidence that the differences between both models become more pronounced when differential cross sections are calculated [3] . In the context of the present analysis it would be interesting to know if the deviations in the differential cross-section results are related to the use of molecular instead of atomic binding energies in the determination of the final continuum states in the perturbative CNDO calculations. On the level of total cross sections this choice appears to be of minor importance.
Our own future work will focus on IAM-PCM studies of collisions involving multiplycharged ions. Preliminary calculations show, not surprisingly, that the overlap effect is stronger and IAM-PCM total cross sections merge with IAM-AR results at higher impact energies than for proton impact. The role of multi-electron processes will be enhanced as well. These processes require an extension of the model to allow for the calculation of impactparameter-dependent probabilities which can be fed into a multinomial analysis of multiple capture and ionization processes. Work in this direction is in progress. 
