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A linear representation (LR) of a projective plane rr (Desarguesian or 
not) is an isomorphic imbedding of rr in a (Desarguesian) projective 
space Z, in which each point or line of = becomes a nonempty, finite- 
dimensional projective subspace of C, and incidence is given by the 
containing relation of C. The paper begins an axiomatic study of LR’s. 
At one end of the scale, every finite projective plane with exactly v lines 
has a “nondense” LR with B of dimension v. Towards the other end of 
the scale, every translation plane which is suitably “finite-dimensional” 
has a “dense” LR with properties close to the lattice-structure of Z. A 
theory of “switching-sets” is given, by which new translation planes 
can be derived from old. The paper generalizes an earlier one of the 
authors. (The construction of translation planes from projective spaces, 
J. Algebra 1 (1964), 85-102.) 
1. INTRODUCTION 
In connection with [I] we raised the following question: Can ewery (non- 
Desarguesiun) projective plane be imbedded (in some natural geometric f&ion) 
in a (Desarguesian) projective space? In the present paper, which suggests 
one possible version of a theory of linear representations, we feel that we have 
made a useful start on an answer. It should hardly be necessary to point out 
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that the phrase “natural geometric fashion” admits-and perhaps deserves- 
many interpretations. 
Roughly speaking, the paper splits naturally into two parts. The first part, 
comprising Sections 2-8, is concerned with a general theory of linear repre- 
sentations. The second part, made up of Sections 9-14, exploits the particular 
type of linear representation given in [3] to provide a new version of the theory 
of translation planes. 
Suppose given a (Desarguesian) projective space, Z, a “point-set,” gD , 
and a “line-set,” Vz . If %?D , V, consist of nonempty, finite-dimensional 
projective subspaces of Z, and if the system 
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consisting of the members of gV as “points” (point-spaces), the members of 
Vl as “lines” (line-spaces) and the containing relation of Z as incidence 
relation (point-space contained in line-space), satisfies the axioms of a pro- 
jective plane [our axioms (I), (2), (3),] then we call (1.1) a presentation. A 
projective plane v has a Zineav representation (1 .I) if rr is isomorphic to the 
presentation (1.1). 
Every finite projective plane has linear representations in great profusion 
(compare Theorems 3.1, 5.4, 5.5 and Eqs. (5.3), (5.4).) The real problem- 
which we cannot claim to have solved here-is to find types of presentations 
which will lead to new and deep information about the structure of planes. 
In Section 4 we introduce four normalization axioms which are neither 
automatic nor (in essence) restrictive for presentations and which are helpful 
in simplifying proofs and constructions. 
In Section 5 come the lattice axioms (4), (4’). According to (4), the inter- 
section of two line-spaces coincides with the unique point-space “of inter- 
section”; and (4’) is the “point-line dual” of (4). The only planes with linear 
representations subject to (4) and (4’) are the Desarguesian planes (Theorem 
5.3), yet every finite plane has linear representations subject to (4) or (4’), as 
desired (Theorems 5.4, 5.5). 
In Section 6 we introduce two (dual) concepts of rigidity. A line-space, R, 
of a presentation (1.1) is rigid provided that, for every two point-spaces A, B, 
at least one of which is contained in R, the projective subspace A + B is 
the unique line-space containing A and B. [In these terms, axiom (4’) states 
that every linespace is rigid.] A presentation subject to axiom (4) and having 
a rigid line-space, R, is a translation plane with respect to the “line” R 
(Theorem 6.1.) A good deal of information about such presentations is given 
in Lemmas 6.2,6.3. 
Section 7 contains two completeness axioms (5), (6). Axiom (5) states that 
each point of .Z is contained in exactly one point-space; axiom (6), that a 
point-space is either disjoint from a line-space or entirely contained in the 
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line-space. In the presence of axiom (5), axioms (4) and (6) are equivalent 
(Lemma 7.1). Lemma 7.2 and Theorem 7.2 give methods of “improving” 
the properties of a presentation subject to axioms (4), (5), (6). It might be 
added here that we do not know the class of all planes defined by the pre- 
sentations subject to axioms (4), (5), (6). 
In Section 8 we construct presentations subject to axioms (4), (5), (6) for 
any Desarguesian plane over a skew-field F, such that F is finite-dimensional 
over its center. Here we may have axiom (4’), or one rigid line-space, or no 
rigid line-space, as desired. In the latter case (see Example 8.3) we encounter 
a type of presentation which may perhaps yield planes other than translation 
planes; the possibilities are still quite unknown. 
In Section 9 we point out that the construction in [3] can be reinterpreted 
as a presentation subject to axioms (4), (5), (6), possessing a rigid line-space R 
that is a hyperplane of 2, and such that the point-spaces not contained in R 
are points of Z. To sum up, the first part of the paper presents no new 
information about the structure of projective planes but merely lays a founda- 
tion for a theory of their linear representations. 
At this point we should like to acknowledge with thanks a letter from Mario 
Benedicty to Bruck. Commenting on [3], without being aware of Examples 
8.1, 8.2-which we had already obtained-Benedicty suggested, in essence, 
the study of presentations subject to axioms (4), (5), (6). In so doing, he 
started us thinking about the present theory of linear representations. 
The second part of our paper, devoted to the construction, given in [3], 
of translation planes, is concerned with the theory of spreads. We shift at 
will between three points of view. Let us first discuss matters here in purely 
geometric terms. 
By a t-spread, Y, over a skew-field F we mean a collection of (t - I)- 
dimensional projective subspaces over F of a (2t - I)-dimensional projective 
space ,Y over F such that each point of 2’ is contained in exactly one member 
of .Y. To each spread 9 corresponds a unique translation plane V(Y). We 
may call Y Desarguesian (for example) when ~(9) is Desarguesian. A 
necessary condition that Sp be Pappus is that the underlying skew-field F 
be a field. 
Now let F be a field. To each triple A, B, C of mutually disjoint (t - l)- 
dimensional subspaces of Z’ there corresponds a unique regulus 
W = &?(A, B, C), namely a collection W of (t - I)-dimensional projective 
subspaces of Z’ maximal in the property that every line of Z’ which meets A, 
B and C meets every member of W. A t-spread Y is called regular if Y 
contains .@(A, B, C) for every three distinct members A, B, C of .Y. Every 
Pappus spread is regular. I f  F has more than two elements, every regular 
spread is Moufang. In particular, if F = GF(q), p > 2, the properties of 
being regular, Pappus, Desarguesian or Moufang are equivalent for spreads 
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over F. All spreads over GF(2) are regular but (as noted more precisely 
below) not all are Desarguesian. 
Again let Z’ be a (2t - 1)-d imensional projective space over a skew-field 
F and let Y, 9’ be two distinct spreads of 2’ with at least one common 
member. If  Y is the collection of all members of Y which are not members 
of Y’, and if Z’ is similarly defined with Y, .Y interchanged, then Z is an 
example of a switching set of Z’, with .%? as one of its conjugates. (For an 
abstract definition, see Section 13.) If  a spread 9 of Z’ contains a switching 
set &‘-, we may derive a new spread, 9”, from 9’ by replacing %- by a con- 
jugate, Z’. In the case that F = GF(q) we show that Z’ always has switching 
sets; they exist in greater variety of types the more prime-factors t has. As 
one consequence, there exist non-Desarguesian t-spreads over GF(q) (for 
t > 2) except perhaps when q = 2 and t is a prime. Therefore the following 
is true: If the positive integer n is a prime-power such that every translation 
plane of order n is Desarguesian, then n = p or 2P, where p is a prime. This 
result seems to be new for II an odd power of 2 (see Hall [S]). 
The theory of spreads, as sketched above, is developed by representing a 
spread in terms of linear transformations (see Section 10). For t > 2, let W 
be a t-dimensional vector space over a skew-field F of left operators. Let 97 
be a collection of linear transformations of W over F such that (i) % contains 
0 and I; (ii) the difference of each two distinct elements of V is nonsingular, 
and (iii) %? is transitive on the nonzero elements of W. To % corresponds a 
t-spread over F whose members may be considered to be the elements of 97 
together with an additional symbol, co. Call a collection Q?i equivalent to V 
if it can be obtained from V by iteration of transformations of the following 
types: (a) A similarity transformation 
x + P-IXP; 
(b) An inversion X -+ X-l (understood to interchange 0 and co); (c) An 
affine transformation 
X+(T - S)-1(X - S) 
(where S, T are distinct, but otherwise arbitrary, elements of U.) If  9, Y’, 
are equivalent spreads (corresponding to equivalent collections of linear 
transformations) then the translation planes VT(Y), m(Y) are isomorphic. 
I f  9 is a t-spread over F corresponding to a collection V of linear transfor- 
mations of W, then the conditions that 9 be Moufang, Desarguesian or 
Pappus can be stated in terms of 97. For example, 9’ is Desarguesian if and 
only if (U, f,  *) is a skew-field. [See (11.2), (11.3), (11.4), and Theorems 
11.1, Il.2, 11.3.1 On the other hand, 9 is regular if and only if F is a field 
and, for each collection Wr equivalent to V, it is true that %?r is closed under 
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multiplication by elements of F. (For the implications of regularity, see 
Theorem 12.1 and Corollary.) For the theory of switching sets of 
PG(2t - 1, q), we regard the finite field GF(qt) as a collection (corresponding 
to a Pappus spread) of linear transformation of a t-dimensional vector space 
over GF(q). (See Theorems 13.1, 13.2). Finally, in Section 14, we find 256 
spread of PG(7,3) by applying the theory of switching sets to a Pappus 
spread; but we do not examine the equivalence classes of the 256 spreads 
in detail. 
A third way of looking at spreads may be noted briefly. If %? is a collection, 
representing a spread, of linear transformations of the t-dimensional vector 
space W over F, we may turn W into a (right) Veblen-Wedderburn system 
( W, +, .) by defining multiplication as follows: Choose any nonzero element, 
1, of W and define 
w(lX) = wx 
for every w in W and X in %?. If 9 is the spread corresponding to %?, then 
( W, +, a) is a coordinate ring of m(Y), and V is the set of all right multiplica- 
tions of ( W, +, *). By shifting our point of view, as convenient, between the 
three ways of studying spreads, we develop the theory of spreads without 
appealing explicitly to the theory of collineations of projective space. 
In conclusion, we should like to express our thanks to Dale Mesner who 
provided a lively audience of one for the evolution of the present paper. 
2. PRELIMINARIES 
Let Z be a (Desarguesian) projective space over a skew-field F. As noted 
in Bruck and Bose [3], we may represent .Z in the’ form 
2 = Z(V/F), (2-l) 
where V is a vector-space (of finite or infinite dimension, depending on .Z) 
over F as a ring of left operators. Here, for each non-negative integer s, 
an (s - 1)-dimensional projective subspace of Z is an s-dimensional vector- 
subspace of V over F. (We are using the term “projective subspace” in the 
narrow sense of “projective subspace over the coordinate skew-field F of YE.“) 
In particular, Z has finite dimension d - 1 precisely when V has finite 
dimension d over F. 
In the representation (2.1), a point of ,Z is a l-dimensional vector subspace 
of V over F. We shall regard the projective subspaces of Z as point sets. For 
example, with this convention, the zero vector-subspace, {0}, of V over F is 
the empty projective subspace of 2 (and has projective dimension - 1.) 
The containing relation of V induces a containing relation among the pro- 
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jective subspaces of Z: If  %F’ is a nonempty collection of projective subspaces 
of .Z, the intersection, n %7, of 5F is the set of all points common to all the 
members of 9, and is a projective subspace of Z. Again, the union of 97 
is the intersection of the collection of all projective subspaces of 2 which 
contain every member of %7, and is a projective subspace of Z. If  X, Y are 
projective subspaces of 2, X n Y and X + Y denote the intersection and 
union, respectively, of the (collection of) subspaces X, Y. Similarly for three 
or more subspaces. 
The following simple lemma will prove convenient: 
LEMMA 2.1. Let ,Z be a Desarguesian projective space and let Z,, be a 
(possibly empty) projective subspuce of 2: Then the quotient space Z/.&, 
consisting of all projective subspaces of Z which contain ,Z’,, is a Desarguesian 
projective space for which Z,, counts as the empty projective subspace. In addition, 
there exists at least one projective subspace 2:’ of Z such that C = Zg + 2’ 
and Z,, n .Z’ is empty. For each such .E’, the quotient space Z/Z,, is isomorphic 
to Z”. Moreover, if & and .Z’ are preassigned Desarguesian projective spaces 
over the same skew-jield F, then there exists at least one Desarguesian projective 
space .Z over F such that Z/Z0 is isomorphic to Z:‘. 
Proof. We may assume, for the first part of the lemma, that Z has the 
representation (2.1). Then Zg has a unique representation as a vector-sub- 
space V,, of V over F. The definition of .Z/.&, shows at once that 
where V/V, is the familiar quotient vector-space of V over F. The vector- 
space V can be represented in at least one way as a direct sum 
v = v, + w, 
where W is a vector-subspace of V over F. Thus, if 
2:’ = Z( W/F), 
then Z = Za + Z and Z,, n 27 is empty. In addition, Z/Z0 is isomorphic 
to Z’. This proves all but the last sentence of Lemma 2.1; and the last sentence 
should now be obvious. 
If  2 is given by (2.1), then the dimension formula 
dimA+dimB=dim(A nB)+dim(A+B) (2.2) 
holds if A, B are finite-dimensional vector subspaces of V over F, where 
dim A denotes the dimension of A as a vector space over F. When we sub- 
atract 1 from each of the four terms in (2.2), we see that (2.2) is equally 
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valid if A, B are finite-dimensional projective subspaces of Z and if dim A 
denotes the (projective) dimension of A. In the sequel we shall use (2.2) 
without comment; it will be clear from the context whether vector-space 
dimension or projective dimension is intended. 
At one or two points in the sequel we shall need the concept of a hyperplane. 
A hyperplane of a projective space Z is a maximal proper projective subspace 
of Z. In other words, a projective subspace .Z’ of a projective space Z is a 
hyperplane of Z provided (a) there exists at least one point of Z which is not 
in Z’ and (b) P + ZI’ = .Z for every point P of Z which is not in Z’. 
3. LINEAR REPRESENTATIONS OF PROJECTIW PLANES 
Let us now attempt to represent (not necessarily Desarguesian) projective 
planes in terms of (Desarguesian) projective spaces. We want the representa- 
tions to be linear in the following sense: .Z is a (Desarguesian) projective 
space and T is a (not necessarily Desarguesian) projective plane. Each point 
or line of rr is a nonempty, finite-dimensional projective subspace of .Z, 
and the incidence relation of rr is that induced by the containing relation of Z. 
If  we denote the point-set of rr by V9 and the line-set of T by V, , the following 
axioms must hold: 
(0) Z is a Desarguesian projective space and V9 , V1 are collections of non- 
empty, finite-dimensional projective subspaces of 2. 
(1) If A, B are distinct members of QYp , then A + B is contained in exactly 
one member of ‘%‘, . 
(2) If S, T are distinct members of V, , then S n T contains at least one 
member of VTD. 
(3) There exists at least one set A, B, C, D of four distinct members of W,, 
such that no three of A, B,, C, D are contained in the same member of %Tt . 
When we speak of the presentation 
we shall understand that axioms (O)-(3) hold and that 7r is a system consisting 
of the members of VZP , as its points, the members of Vr , as its lines, and the 
containing relation of 2, as its incidence relation. Since, in the light of 
axiom (0), the axioms (I), (2), (3) are merely the standard axioms of incidence 
for a projective plane, we see that every presentation is a projective plane. In 
particular, then, we may draw upon the various elementary consequences of 
the axioms of incidence. For example: every member of g9 (of U,) is con- 
tained in (contains) at least three distinct members of %‘r (of gP); if S, T 
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are distinct members of GFl , then S n T contains a unique member of %‘,; 
if A, S are members of VP , %‘t , respectively, and if one of A, S is preassigned, 
the other may be chosen so that A $ S. 
The following theorem shows that axioms (O)-(3) are not very restrictive: 
THEOREM 3.1. If w is a finite projective plane with precisely v distinct lines, 
and ifF is a skew-Jield, then T has a presentation (3.1) with Z a v-dimensional 
projective space over F. 
Proof. We shall actually show somewhat more. To begin with, let n be a 
merely a system consisting of a collection of objects called points and of a 
finite collection of v distinct point-sets, called lines, such that the following 
axioms are verified: 
(i) Each point of T is contained in at least one line of T. 
(ii) If P, Q are two distinct points of T, then the set of all lines of 7~ containing 
P is not identical with the set of all lines of rr containing Q. 
The effect of these axioms is as follows: If the lines of 7r are numbered from 
1 to v, then each point P of n corresponds uniquely to a nonempty subset of 
1, 2, **., v consisting of the numbers of the lines which contain P. Clearly 
axioms (i), (ii) are satisfied not only by every finite projective plane but by a 
much broader class of experimental designs. 
Now we proceed as follows: We represent Z in form (2.1) where V is a 
(v + 1)-dimensional vector-space over F, and we select a basis for V: 
v = tf, el , e2 , -, 4. (3.2) 
We number the lines of v from 1 to v and we assign to line i of m the v-dimen- 
sional subspace Li of Y defined as follows: 
4 = {f + 6, e2, --$ 4, 
L2 = kl , f + e2 , --, 4, (3.3) 
and so on. More specifically, L, has a basis consisting off + e, and the basis 
elements e, , j # i. Next, to each point P of r we assign a l-dimensional 
vector-subspace, 
P' = {f+ eio) + eilzJ + --* + eid, (3.4) 
uniquely determined by the requirement that i(l), i(2), q-d, i(k) are distinct 
positive integers that enumerate precisely those lines of x which contain P. 
It is then easy to verify that P’ C Li precisely when j is one of i(l), e-v, i(k). 
This shows that w-subject to axioms (i), (ii)-always has a representation 
subject to axiom (0), with incidence determined by the containing relation 
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of .Z. If  rr happens to be a projective plane, then axioms (1) (2), (3) also hold. 
And now the proof of Theorem 3.1 is complete. 
Theorem 3.1 suggests that there must exist a rich theory of linear represen- 
tations of projective planes, but it tells us little else. A truly useful theory of 
linear representations should exploit the theory of Desarguesian projective 
spaces in order to throw new light upon the theory of projective planes. We 
make a start towards such a theory in the sections which follow. 
4. THE NORMALIZATION AXIOMS 
It will be convenient to consider certain normalization axioms which are 
not direct consequences of axioms (O)-(3) yet (to within isomorphism) do not 
restrict the class of projective planes with linear representations. These are 
as follows: 
(N.l) Each member of VP is the intersection of the members of Vl which 
contain it. 
(N. 1’) Each member of Gfl is the union of the members of WP contained in it. 
(N.2) The empty projective subspace of Z is the intersection of 9Zt . 
(N.2’) The whale projective space .Z is the union of VD . 
Before stating a lemma concerning these axioms, we need a precise con- 
cept of isomorphism. By an isomorphkm, (0, a), of a presentation 
upon a presentation 
we mean an ordered pair, (0, @), such that 0 is a one-to-one mapping of %‘D 
upon VP’, @ is a one-to-one mapping Vr upon GFr’, and the following con- 
dition is satisfied: 
(i) A C S precisely when AB C S@, for all A in ‘i9, and S in V, . 
By a smoothing isomorphism we mean an isomorphism (0, @) which satisfies 
two additional conditions: 
(ii) I f  a member A of %‘* is the intersection of a nonempty collection of 
members S of V, , then A0 is the intersection of the collection of corres- 
ponding members S@. 
(ii’) I f  a member S of 97, is the union of a nonempty collection of members 
A of wP , then S@ is the union of the collection of corresponding members 
AB. 
I f  7rl , ‘ITS, rs are three presentations, and if K = (0, @) is an isomorphism 
126 BRUCK AND BOSE 
of n, upon ~a and K’ = (6’, @) is an isomorphism of ~a upon na, then 
KK’ = (tie’, @@‘) is an isomorphism of it upon ~a and K-l = (e-l, B-l) is an 
isomorphism of ~a upon r1 . I f  K, K’ are both smoothing isomorphism then 
KK’ is a smoothing isomorphism. Our first lemma gives a natural example of 
an isomorphism. 
LEMMA 4.1. Let (3.1) be a presentation, and let Z’ be u projective subspace 
of 2. A necessary and sz.@cient condition that the mapping 
X-+Xn27 (4.1) 
(where X ranges over the projective subspaces of .Z) should induce an isomor- 
phism of th presentation (3.1) upon a presentation 
7w, gD’, U,‘) (4.2) 
is that, for all A in V9 and S in V, , if A n Z’ is contained in S, then A is con- 
tained in S. 
Proof. The mapping (4.1) induces a single-valued mapping 0 of %?P 
upon a collection gD’ and a single-valued mapping @ of Q, upon a collection 
Vtr, where we define 
A8 = A n ZI’, S@=S nZ” (4.3) 
for every A in gP and S in gr , I f  (0, @) is an isomorphism of (3.1) upon (4.2) 
then, in particular, A n Z’ C S implies A C S. 
Conversely, let us assume that A n 21’ C S implies A C S. I f  A n 2:’ is 
empty for some A in gP, then A n 2’ C S, whence A C S, for every S 
in VI . This is a contradiction. Therefore, the members of $?,,I (and hence 
the members of U,‘) are nonempty and (of course) finite-dimensional pro- 
jective subspaces of 2’. I f  A, B are members of gP and if S, Tare members 
of %Fr such that A0 + BBC SD n Tat, then 
AB=AnZ’CSnT 
and hence, by the condition, A C S n T. Similarly, B C S n T. As a con- 
sequence, if A # B, then S = T; equivalently, if S # T, then A = B. This 
is enough to show that 0 and @ are one-to-one, (4.2) is a presentation, and, 
finally, (0, @) is an isomorphism of (3.1) upon (4.2). And now the proof of 
Lemma 4.1 is complete. 
Although Lemma 4.1 is fairly obvious, it is quite important; on more than 
one occasion the authors have drawn invalid conclusions by failing to check 
the necessary (and sufficient) condition. 
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Our next lemma bears more directly than the preceeding one upon the 
normalization axioms: 
LEMMA 4.2. Every presentation (3.1) has at least one smoothing isomw- 
phism upon a presentation (4.2) which satisfies the four normalization axioms 
(N.l)-(N.2’). 
Remark. As the proof of Lemma 4.2 will suggest, a presentation (3.1) is 
likely to have at least two essentially different smoothing isomorphisms upon 
presentations subject to the four normalization axioms. 
Proof. Let (3.1) be any presentation. We begin by defining a smoothing 
isomorphism (0, I) as follows: I is the identity mapping of V, . For each A 
in VD , A8 is the intersection of the members of V, which contain A. We set 
.X:’ = z, gD’ = (i9,9, V,’ = UJ = %‘r. We note that, by definition, A C S 
if and only if A@ C S, for all A in %‘D , S in V, . Hence, the property (i) of an 
isomorphism holds and z( ,Y, gg’, U,‘) is a presentation, If  a given member A 
of VD is the intersection of a nonempty collection of members S of Vl, 
then A8 = A. Hence (ii) holds. If  a given member S of VI is the union of a 
nonempty collection of members A of g9 , then, since A C A6 C S for each 
such A, S is also the union of the collection of corresponding members AB. 
Hence (ii’) holds. Thus we see that (0, I) is a smoothing isomorphism. Since 
each member of g9’ has the form AB, A in gD , and since V,’ = 55, , it is 
clear from the definition of 0 that the presentation m(z1’, gV’, U,l) satisfies 
axiom (N.l). It should also be clear that if 7r(z, gP , %r) satisfies any one of 
the normalization axioms, so does ~(z’, VD’, gz’). 
Again let (3.1) be any presentation, and define (I, @) as follows: I is the 
identity mapping of gP . For each S in V, , SD is the union of the members %‘P 
which are contained in S. This time, much as before, we may verify that 
(I, 0) is a smoothing isomorphism of (3.1) upon a presentation which satis- 
fies (N.l’). Moreover, if (3.1) sa IS t’ fi es any one of the normalization axioms, 
so does the new presentation. 
By iterating the two procedures in the two possible orders, we may define 
two smoothing isomorphisms (0, , @J, (0,) @a) of the presentation (3.1) 
upon presentations which satisfy (N-l), (N.l’). The precise definitions are as 
follows: (a) For each A in VP , Ad, is the intersection of the members of %?‘l 
which contain A, and, for each S in V, , S@, is the union of the At?, , where 
A ranges over the members A of VD which are contained in S. (b) For each 
S in Qr , S@, is the union of the members of ‘i9, which are contained in S 
and, for each A in %‘D , .&?a is the intersection of the S@a , where S ranges over 
the members of %r which contains A. It should be clear that, unless (3.1) 
itself satisfies one of (N.l), (N.l’), the two smoothing isomorphisms will 
have different effects. 
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At this point we may reduce our considerations, without loss of generality, 
to a presentation (3.1) which satisfies both of (N.l), (N.l’). Let Z0 be the 
intersection of %7L . Then, in view of (N.I), Z0 is also the intersection of wD. 
Similarly, by (N.l’), if 2, is the union of eD , then Z; is also the union of 
Vl. Now we define ,Z’ to be the quotient projective space &/Zg (See Lemma 
2.1), %YO’ to be the collection of all members A of gD , considered as projective 
subspaces of Z’, and 9??1’ to be the collection of all members S of V1 , con- 
sidered as projective subspace of 2’. It should be clear that the identity 
mapping of Z1 induces a smoothing isomorphism (0, CD) of (3.1) upon 
~(zl’, qD’, %‘$I), and that the latter is a presentation subject to all four 
normalization axioms. This completes the proof of Lemma 4.2. 
Later we shall note the effect of the normalizing procedures just described 
upon the presentation given in the proof of Theorem 3.1. 
In what follows we shall consider additional axioms for presentations 
without necessarily imposing the normalization axioms. The latter will have 
their value in simplifying proofs and constructions. 
5. THE LATTICE AXIOMS 
Let us introduce the following notations in connection with a presenta- 
tion (3.1): 
I f  A, B are distinct members of Vfl , then [A, B] is the unique member of 
V, containing A $ B. 
If  S, T are distinct members of V, , then [S, T] is the unique member of 
%‘D contained in S n T. 
The axioms (O)-(3) say almost nothing about the relation of [A, B] to 
A + B or of [S, T] to S n T. In order to intensify the relationship between 
the presentation (3.1) and the “carrying” space .Z, one is tempted to impose 
one or both of the following lattice axioms: 
(4) If S, T are distinct members of V, , then [S, T] = S n T. 
(4’) If A, B are distinct members of QTD, then [A, B] = A + B. 
The axioms (4), (4’) are dual to one another. We begin by studying the 
effect of (4). 
LEMMA 5.1. If (3.1) is a presentation subject to axiom (4), then there 
exists a projective subspace Z,, of .Z with the followilzg properties: 
(i) A n B = &, for every two distinct members A, B of %TD . 
(ii) If A, S are members of %TD, gz , respectively, and if A is not contained 
in S, then A n S = .ZO . 
Proof. We begin by proving an auxiliary proposition: 
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(iii) If A, B are distinct members of WP and if S is a member of V, which 
contains A but not B, then S n B = A n B. 
We note that (i), ( ii certainly imply (iii)-and this explains why (iii) is not ) 
stated in Lemma 5.1. To see that (iii) is true, note that [A, B] is a member 
of V, which contains A and is distinct from S. Hence, by (4), 
S n [A,B] =A. 
However, [A, B] n B = B, and, consequently, 
AnB=Sn[A,B]nB=SnB, 
which proves (iii). 
Next consider three distinct members A, B, C of ‘i9, . If no member of 
V, contains all three of A, B, C, then, by (iii), 
[A,B] n C=A n C=B n C, 
and similarly with A, B, C permuted. Hence, in this case, 
AnB=AnC=BnC. (5-l) 
If some member, S, of Vz contains all three of A, B, C then there exists at 
least one member, D, of %?9 which is not contained in S. Since S = [A, B] 
and since A, B, D are distinct, then, by the previous case with C replaced 
by D, 
SnD=AnD=BnD=AnB. 
This last equation must remain true when A, B, C are permuted. There- 
fore (5.1) holds for every three distinct members A, B, C of VD . 
Finally, let A, B, C, D be any four distinct members of VP. Then, by 
several applications of (5.1), 
AnB=AnC=AnD=BnC=BnD=CnD. 
Now it is clear that ZO exists with property (i). And then we deduce from (iii) 
that Za also has property (ii). This completes the proof of Lemma 5.1. 
The following lemma is clearly dual to Lemma 5.1 and hence requires no 
further proof: 
LEMMA 5.2. If (3.1) is a presentation subject to axiom (4’), then there 
exists a projective subspace Zl of Z with the following properties: 
(i) S + T = Zl for every two distinct members S, T of V, . 
(ii) If A, S are members of VP , 9, , respectively, and if A is not contained 
in S, then A + S = Z; . 
481/4/I -9 
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The following theorem is probably known in a more general lattice- 
theoretical formulation. Nevertheless, it is a significant part of the present 
investigation. 
THEOREM 5.3. If  the presentation 
sutis$es both of the lattice-axioms (4), (4’), then the projective plane w is 
Desarguesian. 
Sketch of proof. In view of Lemma 4.1, we may assume without loss of 
generality that the normalization axioms are also satisfied. In this case Lem- 
ma 5.1 holds with Z0 empty, and Lemma 5.2 holds with Zr = C. It follows 
rapidly that, for some positive integer t, each member of gP has (projective) 
dimension t - I, each member of ‘X1 has dimension 2t - 1 and the whole 
space z‘ has dimension 3t - 1. At this point we use the vector-space repre- 
sentation (2.1) and prove the theorem of Desargues for v  by vector-space 
methods. We may safely,omit the details, inasmuch as a similar but somewhat 
more complicated proof must be given later. (See Theorem 6.1.) 
We shall omit examples of Theorem 5.3 until we have introduced certain 
“completeness” axioms. 
Our next theorems will show that axiom (4) or (4’), taken alone, places 
very little restriction upon presentations. It will be convenient to begin with a 
definition. If  n is a positive integer and if F is a skew-field, let 
d(n, F) (5.2) 
be the least positive integer d such that a d-dimensional projective space Z 
over F contains at least one set of na + n + 1 distinct points having the pro- 
perty that each subset of 2n + 1 distinct points, chosen from the set of 
ns + n + 1, is linearly independent. This means that if 1 < K < 2% + 1, 
each k of the points have as their union a projective subspace of I; of dimen- 
sion k - 1. Obviously 
2n<d(n,F)<n2;n (5.3) 
for all choices of n and F. Moreover, if, for q a prime-power, d(n, q) denotes 
d(n, F) for the case F = GF(q), it is easy to see that 
d(n, q) = 2n (5.4) 
for all sufficiently large q. For example, d(2, q) = 5 for q = 2, 3, 4, 5 but 
d(2, q) = 4 for every other prime-power q. Now we are ready for a theorem: 
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THEOREM 5.4. Let rr be a projective plane of jIt& order n, let F be a 
skew-Jield, and let d(n; F) be the integer defined above. Then r has a presentation 
(3.1) which satisfies axiom (4) and the four normaltzation axioms (N.I)- 
(N.2’) and has the following additional properties: 
(i) 2 is a d(n, F)-dimensional projective space over F. 
(ii) Each member of V9 is a point of Z. 
(iii) Each member of Wz is an n-dimensional projective subspace of 2. 
Remarks. 1. In an earlier form of the present theorem, the dimension, 
d(n, F), of Z was replaced by n2 + n. The improvement was suggested by 
Dale Mesner. 
2. It seems likely that d(n, F) = 2n whenever F has sufficiently many 
elements. Simple counting arguments show that this is true when F = GF(q). 
(See below.) 
Proof. It will be convenient to define 
e,=na+n+l, k=qkl. (5.5) 
We choose Z to satisfy (i) of Theorem 5.4. Then, by definition, there exists 
at least one set 
PI 5 p2, --*9 p, (5.6) 
of v distinct points of Z having the property that, for 1 < k Q 2n + 1, each k 
of these points generate a projective subspace, of Z dimension k - 1 over F. 
We take %‘,, to be the collection whose v members are the points (5.6). 
Next we enumerate the v distinct points of r as 1,2, **a, v. To the ith point 
of TI we make correspond the ith member, Pi , of VD. To each line L of r 
there corresponds a unique set, J(L), of k distinct fiositive’integers determined’ 
by the requirement that i is in J(L) if and only if the ith point of x lies on L. 
To L we make correspond the n-dimensional projective subspace, L’, of Z 
generated by the k = n + 1 distinct points Pi , i E J(L). And we define U/ 
to be the collection whose members are the L’, where L ranges over the v 
lines of Z. It should be clear at once that 
so defined, is a presentation of n. Now consider two distinct lines L, M of ?r, 
and note that 
dim(L’nM’)=dimL’+dimM’-dim(L’+M’) 
= 2% - dim (L’ + M’). 
Now L, M intersect in a unique point’ of VT, say the ith point. Hence 
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J(L) u J(M) consists of precisely 2% + 1 distinct integers, and L’ + M’ 
is generated by 2n + 1 distinct members of $F?~; that is, of (5.6). Hence 
dim(L’nM’)=2n-22n=O. 
Therefore L’ n M’ is a point, namely the point Pi. This shows that the 
presentation (5.7) satisfies axiom (4). 
I f  the union of e9 is ,Z1 , and if Zr has dimension less than d(n, F), we have 
a contradiction to the definition of d(n,F). Hence Z; = .Z. Thus axiom 
(N.2’) holds. By the definition of %?L , axiom (N.l’) holds. Since axiom (4) 
holds, and since the members of %‘P are points, then axioms (N.l), (N.2) 
hold. This completes the proof of Theorem 5.4. 
In a d-dimensional Desarguesian space Z, a valid theorem regarding pro- 
jectives subspaces of Z remains valid when, in the statement of the theorem, 
an s-dimensional subspace is replaced by a (d - s - I)-dimensional sub- 
space for each s, an unions and intersections are interchanged. Applying 
this duality to Theorem 5.4, we get: 
THEOREM 5.5. Let r be a projective plane of Jinite order n, let F be a dew- 
field, and let d(n, F) be the same integer as in Theorem 5.4. Then ~7 has a presen- 
tation (3.1) which satisfies axiom (4’) and the four normalization axioms 
and has the following additional properties: 
(i) Z is a d(n, F)-dimensional projective space over F. 
(ii) Each member of V1 is a hyperplane of 2. 
(iii) Each member of ‘i9, is a projective subspace of Z of dimension 
d(n,F)-n-1 overF. 
Just as in the case of Theorem 5.4, the original form of Theorem 5.5 has 
d(n, F) replaced by n2 + n. In this weaker form, Theorem 5.5 was obtained 
from the construction given in the proof of Theorem 3.1 by applying the 
normalization techniques (see the proof of Lemma 4.2). Then Theorem 5.4 
(in its weaker form) was obtained by duality. 
It is quite possible that every projective plane rr of finite order n has a pre- 
sentation (3.1) with .Z of dimension less than d(n, F). One possible method of 
proof would be to start from the presentation (3.1) given in Theorem 5.5 
and then attempt to apply Lemma 4.1. 
In view of Theorem 5.3, we can impose at most one of axioms (4), (4’) if we 
hope to construct presentations of non-Desarguesian projective planes. 
Since (4), (4’) are dual axioms, it matters very little which of (4), (4’) we 
decide to investigate further. We choose to retain axiom (4). In view of 
Theorem 5.4, it seems desirable to add further axioms as well. 
Before leaving this section we shall sketch a rough proof of (5.4). Set 
a = n2 + n, b = 2n 
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and let q be any prime-power such that 
Let Z = PG(2n, q) be the projective space of dimension 2n = b over GF(q) 
and suppose that, for some t in the range b + 1 < t < a, we have found a 
set T of t distinct points of 2 each b + 1 of which are independent. Then 
each set of b points in T generates a hyperplane of Z, and the number of 
hyperplanes so generated is at most 
Therefore, there is at least 
lb?+’ - 1) - 47” - lM7 - 1) = 1 
point P of .Z which is in none of these hyperplanes. But then the set T u P 
consists of t + 1 district points of 2, each b + 1 of which are independent. 
Therefore, by mathematical induction, we get (5.4). It should be obvious 
that the lower bound for q can be improved greatly by a more refined analysis. 
6. RIGIDITY 
The following definitions will be useful in connection with a presentation 
(3.1): 
A member, A, of ‘is, is rigid (with respect to Vz) if, for every pair of distinct 
members S, T of Vl such that at least one of S, T contains A, it is true that 
[S, T] = S n T. 
A member, S, of Vl is rigid (with respect to V,,) if, for every pair of dis- 
tinct members A, B of ‘le, such that at least one of A, B is contained in S, 
it is true that [A, B] = A + B. 
Note that axiom (4) can now be restated as follows: Every member of 
%# is rigid. Similarly, axiom (4’) can be restated as: Every member of V, 
is rigid. Since, in the present paper, we intend to retain axiom (4), the concept 
of rigidity will mainly be of interest in connection with members of %?, . 
For the next theorem we need the geometric definition of a translation 
plane. A projective plane w is a translation plane with respect to a line L of 71 
if Desargues’ theorem holds whenever the center of perspectivity is a point 
of L, and the axis of perspectivity is the line L itself. A very deep theorem 
states that if a projective plane r is a translation plane with respect to two 
different lines then ?r is a translation plane with respect to every one of its 
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lines. In this case r is a Moufang plane (a plane coordinatized by an alter- 
native division ring). For more details, see Marshall Hall [5]. We may add 
the following: Let rr be a projective plane, L be one of its lines, and rrl be the 
affine plane obtained from rr by deleting L and its points. Then rr is a trans- 
lation plane with respect to L precisely when rr permits a certain principle of 
parallel propogation of triangles, frequently called the Little Desargues’ Theo- 
rem. In Bruck [2] this principle is called the Vector Axiom. 
The following theorem together with its corollary, shows that, for a 
presentation (3.1) subject to axiom (4), the existence of one rigid member 
of V, implies that the corresponding projective plane is a translation plane; 
and the existence of two distinct rigid members of %‘r implies that the plane 
is Desarguesian. The fact that Moufang planes do not enter explicitly shows 
clearly that rigidity is a property of representations and not of projective 
planes 
THEOREM 6.1. 1’ the presentation 
z- = +Y g%J , Wl) (6.1) 
satisfie the lattice-axiom (4) and zy same member, R, of V, is rigid, then the 
projective plane x is a translation plane with respect to the line R of 7~. If, in 
addition, some two members A, B of 9?p , exactly one of which is contained in R, 
have the same dimension, then axiom (4’) holds and rr is Desarguesian. 
COROLLARY. If the presentation (6) satisfies axiom (4) and if two distinct 
members of V, are rigid, then v is Desarguesian. 
Remark. To prove the Corollary we need only verify axiom (4’) by simple 
calculations. There is no need, for example, to appeal to the deep geometric 
theorem about Moufang planes mentioned above. 
Proof. Let us caI1 a member, A, of V9 ideal or afine according as A is con- 
tained in R or not contained in R. And let qD* be the collection of affine 
members of ‘ZP . Again, let us call R the ideal member of 59, ; all other 
members of %?, are afine members, and v4, * denotes the collection of affine 
members of VI, Then the system 
is the a&e plane r* obtained from rr by deleting the line R and its points. 
In view of Lemma 4.1 we may assume without loss of generality that the 
normalization axioms are satisfied. Then, by Lemma 5.1, every two distinct 
members of Sp, are disjoint (have no common points); indeed, each member A 
of ‘ie, is disjoint from every member, S, of %?z which does not contain A. We 
use these facts in computing (projective) dimensions as follows: 
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The ideal member, R, of Vr contains at least three distinct (ideal) members 
A, B, C of gD. By rigidity, R = A + B. Since A n B is empty, and hence 
has dimension - 1, 
dimR=dimA+dimB-(-1) 
=dimA+dimB+l. 
The same is true with A, B, C permuted. Hence, there must exist a positive 
integer i such that 
dimA =i- 1, A EVA - %?=*; (6.2) 
dimR=2i-I. 
Next let A, B be two (affine) members of VP* and set 
C=[A,B] nR 
(6.3) 
Then C is an ideal member of VP, and 
[A,B]=A+C=B+C 
since R is rigid. Therefore 
dim[A,B]=dimA+dimC+l, 
and the same is true with A replaced by B. Hence there must exist a positive 
integer a such that 
dimA=a-1, A E V$*, (6.4) 
dimS=i+a-1, s E hp,*. (6.5) 
Again, if A, B are two distinct members of WD*, our formulas yield 
dim[A,B]-dim(A+B)=i-a. 
Therefore 
i 2 a, (6.6) 
with equality precisely when axiom (4’) holds. This explains the final sentence 
of Theorem 6.1 (and also explains the Corollary). 
As previously shown, if A, B are distinct members of %‘,,*, then 
[A,B]=A+C=B+C, 
where C C R. Consequently, 
[A, B] + R = A + R = B + R. 
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From this and the normalization axiom (NJ’) we may conclude that 
A-j-R=& A E VD*. (6.7) 
By (6.7) and the fact that A n R is empty, together with (6.3), (6.4), 
dim.Z=a+2i- 1. (6.8) 
In addition, (6.7) implies the following proposition: 
(I) I f  the projective subspace W of 25’ contains at least one member of %T=*, 
then 
W+R=Z, (6.9) 
dimW=dim(WnR)+a. (6.10) 
Note that to get (6.10) we use the formula 
dimW+dimR=dim(W+R)+dim(Wr\R) 
together with (6.9), (6.8) and (6.3). 
The form of Desargues’ Theorem which we need for the proof of Theo- 
rem 6.1 may be stated as the following proposition: 
(II) Let A, B, C, A’, B’, C’ be six distinct members of WD* and let 0, C”, A” 
be three distinct ideal members of GZD such that (i) [C, A] does not contain 0 and 
(ii) the following equations hold: 
[A, A’] n R = [B, B’] n R = [C, C’] n R = 0, 
[A, B] n R = [A’, B’] n R = C”, 
[B, C] n R = [B’, C’] n R = A”. 
Then there exists an ideal member, B”, of %‘* such that 
(6.11) 
(6.12) 
(6.13) 
[C, A] n R = [C’, A’] n R = B”. (6.14) 
Proof of (11). We begin by concentrating on A, B, A’, B’, 0 and C”. 
(We shall derive, without explicit formulation as a proposition, a crucial 
result involving these six members of %‘P .) Let us define 
2 = A + B + A’ + B’, (6.15) 
Ol = (A + A’) n R, 0, = (B + B’) n A, 
OS = (A + A’) n (B + B’), (6.16) 
Cl = (A + B) n R, C, = (A’ + B’) n R, 
C, = (A + B) n (A’ + B’). (6.17) 
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Clearly 
O,C[A,A’] f-l [B,B’] =OCR, 
by (6.11), and hence 
OS = OS n R = (A + A’) n R n (B + B’) n R = 0, n 0,. 
Thus and similarly, 
Ox = 0, n 0, , C, = Cl n C, . 
By proposition (I), together with (6.4), 
dimO1=dim(A+A’)-u=u-l. 
Thus and similarly, 
dimO1=dimO,=dimC,=dimC,=a-1. 
From (6.15), (6.16), (6.18), 
dim 2 = dim (A + A’) + dim (B + B’) - dim (0, n 0,). 
Applying proposition (I) three times to this, we get 
dim (2 n R) + a = dim 0, + dim 0, + u - dim (Oi n 0s) 
= 2a + dim (Or + 0,). 
Thus and similarly, 
If 
dim (0, + 0,) = dim (C, + C,) = dim (2 n R) - a. 
21 = 01 + 0, + Cl + c, , 
then obviously, by (6.16), (6.17), (6.15), 
2,C.Z n R. 
Again, 
O,C[A,B] n R =O. 
Thus and similarly, 
01 + 0, c 0, c, + C,CC”. 
Since 0 n C” is empty, we see from (6.23), (6.21) that 
dim 2, = dim (0, + 0,) + dim (C, + Cd + 1. 
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(6.18) 
(6.19) 
(6.20) 
(6.21) 
(6.W 
(6.23) 
(6.24) 
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Now let us set 
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dim(ZnR)=a+k-1 
so that, by (6.20), 
dim (0, + 0,) = dim (C, + C,) = k 
We note from (6.26), (6.19) that 
k-l>dimO,=a-1 
or 
k 2 a. 
On the other hand, by (6.25), (6.22), (6.24), (6.26), 
k+a-l>dimZ,=2k--1, 
whence a > k. By this and (6.27), 
k =a. 
- 1. (6.26) 
(6.25) 
(6.27) 
(6.28) 
By (6.28) in (6.26), and by (6.19), 0, + 0, has the same (finite) dimension 
as Or or 0, . Therefore Or = 0, . By this and (6.18), we may write 
o1 = 0, = o* = o*. (6.29) 
Similarly, 
Cl = c, = c, = c*. (6.30) 
Moreover, by (6.28) in (6.25), and by (6.28), (6.25), (6.24), 2 n R and 2, 
have the same dimension 2a - 1. Thus, by (6.22), 2 A R = 2,. 
Now we use (6.29), (6.30) in (6.21) and get 
ZnRyO*+C*, 
In addition, by (6.29), (6.30), Eqs. (6.16), (6.17) simplify to 
(6.31) 
(A+A’)nR=(B+B’)nR=(A+A’) n(B+B')=O*, (6.32) 
(A + B) n R = (A’ + B’) n R = (A + B) n (A’ + B’) = C*, (6.33) 
where 
o*co, c*cc, (6.34) 
dimO*=diiC*=a-1. (6.35) 
Equations (6.31)-(6.35) constitute the “crucial result” to which we referred 
at the beginning of the proof of proposition (II). If now we replace A, B, A’, 
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B’, 0, C” by B, C, B’, C’, 0, A”, respectively, we may conclude on lie grounds 
that if 
X=B+C+B’+C (6.36) 
then 
XnR=O*+A*, (6.37) 
(B + B’) n R = (C + C’) n R = (B + B’) n (C + C’) = 0*, (6.38) 
(B + C) n R = (B’ + C) n R = (B + C) n (B’ + C’) = A*, (6.39) 
where 
o*co, A*CA, (6.40) 
,dimO*=dimA*=a-1. (6.41) 
Note that, because (B + B’) n R occurs both in (6.32) and (6.38), O* has 
the same meaning in formulas (6.36)-(6.41) as in formulas (6.31)-(6.35). 
Next we define 
B* = (C + A) n (C’ + A’). (6.42) 
We shall use vector methods to prove that 
B*CC*+A*. (6.43), 
Before embarking on the proof of (6.43) let us note that (6.43), together 
with (6.42), (6.40); (6.34), implies that 
B* C [C, A] n [C’, A’] n R. 
Hence, if we know that (6.43) holds and that B* is nonempty, we will be able 
to conclude that (6.14) holds for some ideal member, B”, of %“, (where, of 
course, B” contains B*.) Therefore, we may end our proof of (II) (and of 
Theorem 6.1) with the proof of (6.43). 
By (6.15), (6.36), 
Z+X=A+B+C+A’+B’+C’. 644) 
Consequently, all of the projective subspaces A, B, C, A’, B’, C’, O*, A*, B*,, 
C* are contained in Z + X. Moreover, with the possible exception of B*, 
all of these subspaces have projective dimension a - 1. 
Next we need: 
EachofAfB,B+C, C+AisdisjointfrmO*. (6.45) 
We see this as follows: Since, by hypothesis, [C, A] is disjoint from 0, and 
since C + A, O* are contained in [C, A], 0, respectively, then C + A is 
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disjoint from 0”. On the other hand, A + B is disjoint from 0* on the 
grounds that 0, C” are distinct ideal members of %‘P and that [A, B] contains 
C” and therefore must be disjoint from O*. And B + C is disjoint from 0* 
on similar grounds. 
At this point, we represent the projective space 2 + X as a vector-space 
over the skew-field F. We begin by selecting a fixed but arbitrary basis for 
O* over F: 
o* = (e, ) e2, 0.‘) e,). (6.46) 
We note that 0*, A, A’ are a-dimensional vector subspaces over F, that each 
two intersect in the zero vector-space (01, and that 
O* + A = 0” + A’ = A + A’. 
Hence (compare the similar remark in Bruck and Bose [3]) there exists a 
unique basis 
a, , **-, a, 
of A over F such that 
A = &, .-A, 4, A’ = (e, + a, , ..a, e, + aa). 
Similarly 
B = {h , .*a, &J, B’ = {e, + b, , e**, e, + b,), 
c ={c1, -.*,cal, C’ = {e, + cl , a--, e, + c,). 
Since, by (6.45), B + C is disjoint from O*, the vector-space 
O*+A+B=O*+A’+B’ 
(6.47) 
(6.48) 
must have dimension 3a. Since, further, 
A* = (B + C) n (B’ + C’), 
it is clear from (6.48), (6.46) that 
Similarly 
A*={bl-cl;..,&-cc,}. 
B* = {cl - a, , . . . . c, - a,}, 
C*={a,-b4;**,a,-b,}. 
(6.49) 
(6.50) 
Moreover, each of A*, B*, C* has dimension a as a vector-space. It is clear 
from (6.49), (6.50) that 
A*+B*=B*+C*=C*+A*. (6.51) 
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This is more than enough to complete the proof of (6.43), proposition (II) and 
Theorem 6.1. 
At an earlier point we merely sketched the proof of Theorem 5.1. There 
we needed to prove the unrestricted form of Desargues’ Theorem. However, 
the essence of the omitted proof (after some preliminary calculations con- 
cerning dimensions) is a set of equations analogous to (6.46)-(6.51). 
It will be convenient to sum up some of the details of the proof of Theorem 
6.1 in the following lemma: 
LEMMA 6.2. I f  a presentation 
(6.52) 
satisfies axiom (4) and the normalization axioms, and if Vz has a rigid member 
R, then there exists an ordered pair (i, a) of integers i, a with the following 
properties: 
(a) i > a > 0. 
(b) .Z has dimension a + 2i - 1. 
(c) R has dimension 2i - 1. 
(d) Each member of VTz , distinct from R, has dimension a + i - 1. 
(e) A member, A, of ‘i9, has dimension i - 1 or a - 1 according as A is 
contained in R or not contained in R. 
The quesion of the possible relationships between the integers i and a is 
an interesting one. According to Theorem 6.2, the case a = i occurs only for 
Desarguesian planes. Later we shall give “natural” examples in which a 
divides i. The following lemma shows that a given projective plane may be 
associated with a range of values for a: 
LEMMA 6.3. If a projective plane ‘IT has a presentation (6.52) whkh satisjes 
the hypotheses of Lemma 6.2 with a > 1, then T has another presentation which 
satisfies the hypotheses of Lemma 6.2 with the pair (i, a) replaced by the pair 
(i, a - 1). 
Proof. Let .Z’ be any fixed hyperplane of Z which contains R. Let %‘,,’ 
be the set of all projective subspaces A n Z’, A E gP , and let V1’ be the set 
of all projective subspaces S n Z’, S E %?* . We shall prove that 
p(& VD’, %l’) (6.35) 
is a presentation with the desired properties. For the proof we shall use the 
notation and results of the proof of Theorem 6.1. 
If  A is in 9ZP*, then A + R = 2. Hence, if W is a projective subspace of Z 
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containing at least one member of VD , * then W is not contained in Z”. For 
any W not contained in A’:‘, W + Z’ = .Z and 
dim(WnZ’)=dimW+dim~C’-dim,Z 
= dim W - 1. 
In particular, 
dim(A n iY)= a - 2, A E%'=*, (6.54) 
dim(Sn.Z’)=a-1 +i-1, s E v,*. (6.55) 
Now suppose that A, S are in gP , VI respectively. If (A n Z') n (S n Z') 
is nonempty, then A n S is nonempty. But then, as shown in the proof of 
Theorem 6.1, A is contained in S. From this it follows rapidly that (6.53) 
is indeed a presentation. Indeed 
[A n Z:',B n Z'] =[A,B] n Z' 
for every two distinct elements A, B of VP , and 
[S n 27, T n Z']=[S, TJ n Z'= S n T n 2 
=(S n Z') n(T n 2') 
for every two distinct members S, T of V, . In addition, if A, C are in gP*, 
V9 - %‘,,*, respectively, then 
[A n .Z',c] =[A n S',C n.Z'] =[A,C] n .2Y 
=(A + C) n ,Z'=(A n Z')+ C, 
the last step following, for example, by comparison of dimensions. 
These remarks should suffice for the proof of Lemma 6.3. It seems worth 
remarking that, although the mapping 
X4Xn.Z 
(where X ranges over the projective subspaces of 2) induces an isomorphism 
of the presentation (6.52) upon the presentation (6.53), this mapping does not 
induce a smoothing isomorphism of (6.52) upon (6.53). What is much more 
likely is that there exists a smoothing isomorphism of (6.53) upon (6.52). 
7. COMPLETION AXIOMS 
The following completion axioms are of interest in connection with a 
presentation (3.1): 
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(5) Each point of Z is contained in exactly one member of VP . 
(6) If A, S are members of ‘+ZD , V, , respectively, and if A’ n S is non- 
empty, then A C S. 
We can, of course, write down dual axioms (S), (6’), but we shall omit 
these. 
LEMMA 7.1. If a presentation (3.1) satis$es axiom (5) and one of (4), 
(6), then the presentation satisfies all three of (4), (5), (6) and all of the 
normalization axioms. 
Proof. Let (3.1) be a presentation satisfying axiom (5). In particular, then, 
if A, B are distinct members of ‘i9, , ‘A n B is empty. 
Suppose further that (3.1) satisfies axiom (4). Then, by Lemma 5.1, if A, 
B are members of ‘ip, and S is a member of Q1 which contains,B but not A, 
A n S = A n B, which is empty. Hence axiom (6) holds. 
If, on the other hand, axiom (6) holds, let S, T be distinct members of 9, 
and let P be a point of S n T. By axiom (5), P is contained in a (unique) 
member, A, of gP . Then A n S n T is nonempty and hence, by axiom (6), 
A C S n T. However, S n T contains one and only one member, [S, T], 
of ‘ip, . Therefore [S, T] = S n T. That is, axiom (4) holds. 
At this point we may assume all three of axioms (4), (5), (6). We note that 
axiom (4) implies axiom (N.l), that axioms (4), (5) imply axiom (N.2), and 
that axioms (5), (6) imply axioms (N.1’) and (NJ’). This completes the proof 
of Lemma 7.1. 
LEMMA 7.2. Let (3.1) be a presentation satisfting axio&s (4), (5), (6), 
and let .Z’ be a projective subspace of 2 having the property that A n 27 is 
nonempty fbr every member of A of ‘i9,. Then the mapping 
X-+X’=XnF (7.1) 
(where X ranges over the projective subspaces of Z) induces an isomorphism of 
the presentation (3.1) upon a presentation 
@‘, +&I’, Vz’), (7.2) 
which also satisfks axioms (4)) (5). (6). 
Proof. Here, of course, V,,’ is the collection of all projective subspaces 
of form A n .Z’, A E %a , and QYl’ is the collection of all projective subspaces 
offomSnZ’,SEg,. 
If A n 2’ C S, where A, S are members of %‘,, , Vr respectively, then 
A n 2:’ is nonempty and, therefore, by axiom (6), A C S. Consequently, 
by Lemma 4.1, (7.2) is a presentation and the mapping (7.1) induces an 
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isomorphism of the presentation (3.1) upon the presentation (7.2). Similarly, 
if (A n Z’) n (S n 2’) is nonempty, then A C S, and hence 
A n 2’:’ C S n 27. 
Therefore (7.2) satisfies axiom (6). 
If P is a point of Z’ then, as a point of Z, P is contained, by axiom (5), in 
exactly one member, A of %ZP. Therefore P is contained in at least one 
member of VP’, namely in A n 2’. If B is a member of VP distinct from A, 
then P is not contained in B or B n Z’. Therefore (7.2) satisfies axiom (5). 
In view of Lemma 7.1, the proof of Lemma 7.2 is now complete. 
The following theorem is intuitively obvious from Lemma 7.2, but never- 
theless requires proof: 
THEOREM 7.3. If a projective plane v has a presentation (3.2) whsZz 
satisfies axioms (4), (5), (6) then r has a presentation (3.1) which satisjbs 
not only axioms (4), (.5), (6) but also the following requirement: To each 
hyperplane Z:’ of Z there corresponds at least OM member, A, of ‘ie, such that 
A n .Z’ is empty. This means, in particular, that various members of ‘ip, are 
points. 
Proof. (By Zorn’s Lemma and Lemma 7.2.) Let 2 be a nonempty col- 
lection of projective subspaces of C, linearly ordered by inclusion, having the 
property that if L is in 9, then L n A is nonempty for every member A of 
VZ9 . Let LO = n 9. Consider a member, A, of G?9 and the collection 5? n A 
of all spaces L n A, L E 9. The collection 8 n A consists of nonempty 
projective subspaces of the finite-dimensional projective space A and is 
linearly ordered. Hence 9 n A is finite and has L,, n A as its least member 
(even though L, is not assumed to be in 69). Therefore L, n A is non- 
empty for every member A of gD. Consequently, by Zorn’s Lemma, there 
exists a projective subspace Z,, of Z with the following two properties: 
(i) A n Za is nonempty for every member A of eD. 
(ii) If Z” is a projective subspace of Z which is properly contained in 
ZO , then A n Z” is empty for at least one member A of VP. 
Applying Lemma 7.2 (with Z’ replaced by &) we get the conclusion of 
Theorem 7.3. Note that if ?r is assumed to be finite or (more generally) if Z 
is assumed to be finite-dimensional, Theorem 7.3 follows directly from Lem- 
ma 7.2 without the aid of Zorn’s Lemma. 
8. SOME PRESENTATIONS OF DEMRGUESIAN PLANES 
We begin by recalling some facts about skew-fields and Desarguesian pro- 
jective planes. 
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The center, C, of a skew-field K is the set of all c in K such that ck = Kc 
for every K in K. And C is not only a sub-skew-field of K but also a field. 
By a theorem of Kaplansky [6], a necessary and sufficient condition that a 
skew-field K have finite dimension over its center C is that K satisfy a 
nontrivial polynomial identical relation. 
Next let n be a Desarguesian projective plane coordinatized by a skew- 
field K. First let us suppose that m satisfies a (universal) configuration theorem 
which is nontrivial in the sense that it is neither a consequence of Desargues’ 
theorem nor equivalent to the assertion that K has characteristic p for some 
prime p. Then (see Marshall Hall [d]) K satisfies a nontrivial polynomial 
identical relation. Conversely, if K satisfies a nontrivial polynomial identical 
relation, then 7~ satisfies a nontrivial (universal) configuration theorem. By 
these remarks, coupled with the above-mentioned theorem of Kaplansky, a 
necessary and sufficient condition that n satisfy a nontrivial (universal) 
configuration theorem is that K have finite dimension over its center C. 
Now we are ready for our first example. 
EXAMPLE 8.1. Let K be a skew-field which has finite dimension, t, over 
some sub-field F of its center. Let n be a (Desarguesian) projective plane 
coordinatized by K. In the sense of (2.1) we may represent v  in the form 
rr = Z(W/K), 
where W is a 3-dimensional vector space over K as a ring of left-operators. 
Since K is t-dimensional over F and since F is contained in the center of K, 
we may represent W as a 3t-dimensional vector-space V over F with the 
following properties: 
(i) V admits K as a skew-field of left operators. 
(ii) For 0 < s < 3, the s-dimensional vector subspaces of W over K 
are precisely the St-dimensional vector subspaces of V over F which are 
K-spaces in the sense that they are mapped into themselves under left- 
multiplication by elements of K. Now we define 
Z = zX( V/F), 
take gP to be the collection of all t-dimensional vector subspaces of V over 
F which are K-spaces, and take %?r to be the collection of all 2t-dimensional 
vector subspaces of V over F which are K-spaces. Then, as is easily verified, 
is a presentation of r which satisfies axioms (4), (4’), (5), and (6). Moreover, 
in the notation of Lemma 6.2, we have i = a = t. 
481/4/I-10 
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Example 8.1 shows, in particular, that nontrivial configuration theorems 
for Desarguesian planes may be studied in new forms in higher dimensional 
space over a field. Using this example, and choosing Z’ to be a projective 
subspace of JZ’ such that A n 2:’ is nonempty for every member A of ‘Z 
we may derive new presentations of r-via the method of Lemma 7.2- 
which satisfy axioms (4), (5), and (6) but not always (4’). We shall treat two 
cases. 
EXAMPLE 8.2. We start from Example 8.1, so that the projective space Z 
has dimension 3t - 1, the members of VP have (projective) dimension 5 - 1 
and the members of V, have (projective) dimension 2t - 1. We single out 
some member, R, of Vr (and we observe, in passing, that the members of 
‘i9, contained in R constitute a spread of R in the sense of Bruck and Bose [3]). 
And, finally, we choose a 2t-dimensional projective subspace, Z’, of ,Z’ which 
contains R. Then R is a hyperplane of .Z’. If A is a member of %D not con- 
tained in R, then A n R is empty, A + .Z’ = A + R = .Z, and 
dim(A nZ’)=dimA+dimZ’-dimC 
= (t - I) + (2t) - (3t - I) = 0. 
Hence A n c’ is a point for each member A of wP which is not contained in 
R. Now it is easy to verify that 
constructed in the manner of Lemma 7.2, is a presentation of the Desarguesian 
plane rr, which has precisely the form given in Bruck and Bose [3]. The 
presentation satisfies axioms (4), (5), (6). In addition, R is a rigid member of 
Qr . Moreover, in the notation of Lemma 6.2, we have i = t, a = 1. It may 
be added that had we taken the projective subspace C’ containing R to have 
dimension 2t + k instead of 2t, where 0 < k < t - 1, we would have 
arrived at a presentation with a = R + 1, i = t. 
Before coming to the next example we wish to have a lemma. We recall that 
if t is a positive integer and q is a prime-power, then Z = PG(2t - 1, q) is 
the projective space of dimension 2t - 1 over the finite field GF(q). More- 
over, a spread, 9, of .Z is a collection of (t - I)-dimensional projective sub- 
spaces of Z having the property that each point of 2 is in one and only one 
member of 9’. The number of members of 9 is qt + 1. 
LEMMA 8.3. Let 9’ be a spread of B = PG(2t - 1, q) and let C’ be a 
prq>ctive subspace of C of akinash 2t-kK,wkere2<k,(t.For1 <i<k, 
PROJECTIVE PLANES IN PROJECTIVE SPACES 147 
let xi be the number of distinct members A of Y such that A n Z’ has dimension 
t - i. Then we may draw the following conclusions: 
(a) If 1 < i < (k + 1)/2, then xi = 0 OY 1. 
(b) If1 <i<j<kandi+j<k,tkmxixj=O. 
(c) The equations 
e xi = q* + 1, 
i=l 
qk-ixi = qt + @-1 
i=l 
(8.1) 
(8.2) 
COROLLARY 1. If k = 2, t > 2, then Xl = 1, x, = Qt. 
COROLLARY 2. If k = 3, t > 3, then either 
(A) x1=1,x2=0,x3=qt,or 
(B) xl=O,xe=q+l,x,=q’-q. 
Proof. We begin by assuming that, for integers i, j such that 
1 < i <j < k there exist distinct members A, B of 9 such that A n Z’, 
B n Z’ have dimensions t - i, t - j, respectively. Then, since A, B have no 
common points, 
(A n C’) + (B n Z’) 
is a projective subspace of Z’ of dimension 
(t -i) + (t -j) + 1 = 2t + 1 - (i + j). 
Therefore we must conclude that 
i+j>k+l. 
When we interpret this result for the cases i = j, i <j, we get (a), (b), res- 
pectively. 
To prove (c), consider a member, A, of 9’ and set 
w = dim (A + .Z’). 
Then 
dim(AnZ’)=dimA+dimZ’-w 
= (t - 1) + (2t - k) - w 
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and 
2t-k<w<2t-I. 
Hence dim (A n Z’) = t - i, where 1 ,( i < k. Now the significance of 
the numbers X, is clear, as well as the truth of (8.1). To prove (8.2) we note 
that, if P is a point of Xc’, there exists one and only member, A, of Y such 
that P is in A n Z’. Counting the number of points of Z” in two ways and 
multiplying the results by 4 - 1, we get 
3 (@-i+l - 1) Xi = p-“+l - 1. 
i=l 
Adding (8.1) to this, and dividing the result by 
t-k+1 Q 3 
we get (8.2). This completes the proof of Lemma 8.3. 
Corollaries 1,2 follow readily from Lemma 8.3. Similarly, if, in Lemma 8.3, 
we take k = 4, t > 4, we get three cases, each as precise as the two cases of 
Corollary 2. As is easily seen, the situation is much more complex if 
t > k > 5. Now we are ready for 
EXAMPLE 8.4. We begin by discussing a type of presentation, 
subject to axioms (4), (5), (6) in which the projective plane rr has order @ 
(q being a prime-power) and 
z = PG(6,q). (8.4) 
For all we know to the contrary, the additional requirements which we impose 
on the presentation need not force v  to be even a translation plane, let alone 
Desarguesian. However, as a proof of consistency, we conclude by showing 
that the Desarguesian plane of order 4” has such a presentation. 
Since r has order 43, the number of members of VV or of V, is given by 
I gzl I = I g, I = n” + p” + 1. (8.5) 
By axiom (6), each member, A, of g9 is disjoint from each member, S, of 
Vz which does not contain A. As a consequence, distinct members of q9 
are disjoint. By these facts and axiom (5), if S is a member of Q, , each point 
of S lies in one or only one member, A, of %?$; and A is entirely contained in S. 
Since r has order qs”, each member of %r contains precisely qa + 1 distinct 
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members of gD and each member of %?$ is contained in precisely 4s + 1 
members of V, . Our special conditions are indicated briefly as follows: 
82 91 90 
2z4: 1 q3 0 
LF3: 1 0 !f 
9;: 0 q+l @-!I (8.10) 
Equations (8.6)-(8.10) are to be interpreted as follows: Pi denotes the 
collection of all i-dimensional members of %‘P . -Ep4 and P’s v  2s’ denote, 
respectively, the collection of all 4-dimensional and all 3-dimensional mem- 
bers of V, . The collections 8, and 3’s’ are disjoint and can be distinguished 
according to table (8.10). Table (8.10) is to be interpreted as showing the 
number of members of VP of each of the three types contained in a member 
of V of any specified type. For example, if S is in LZ’a’ then S contains q + 1 
lines in 9’ and qs - q points in 9s . Since the members of VD are disjoint, 
the number of points of S contained in the members of ‘Z,, is 
as it should be. Naturally, (8.7) gives the number of members of VP of each 
type and (8.8) g ives the analogous numbers for Q, . 
I f  S, Tare distinct members of VL , then, by axiom (4), S n T is a member 
of %‘,, . On the other hand, if A, B are distinct members of %‘* and if S is the 
member of V, containing A, B, we have 
S3A+B, (8.11) 
dimS>dimA+dimB+l. (8.12) 
There will be equality in (8.11) p recisely when there is equality in (8.12). In 
particular, equality must hold in (8.11) if A E 8, , B E 8, , or A E 8,) 
B E B, . The reason is that, in each case, table (8.10) uniquely determines 
the type of S, and equality results in (8.12). Similarly, equality holds in 
(8.11) if A, B E Pi and if S is not in Zd; in this case, S E 2s’. However, this 
discussion makes it clear that axiom (4’) fails and that hp, has bo rigid lines. 
The above discussion allows us to deduce that a table showing the number 
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of members of 9, of each type which contain a member of VD of specified type 
must have the following form: 
24 23 23’ 
P3 : 4+1 43-q 0 
B . 1' I 0 4" 
PO : 0 1 q3 (8.14) 
To verify (8.14) we consider a member, A,, of gP and a suitably chosen 
member, S,, , of V, such that A, is disjoint from S,, . I f  T is a member of wr 
containing A,, then T is distinct from SO , T 0 S,, is a member of g9; and 
we will have 
T = A, + (T n S,) (8.15) 
for every such T provided the dimensions match. To begin with, let A,, be 
the unique member of 9’* and let S, be any member of 9s’. Then A,, is 
disjoint from S,, and T n SO is either one of q + 1 members of P1 or one 
of 4” - q members of P,, . We must conclude that (8.15) holds in either case. 
This verifies the line opposite 9, in table (8.14). It shows moreover that if 
we are given the unique member A, of 9, , one member, S, , of Z’s and 
all the members of V9 contained in SO , we can determine the q + 1 members 
of Pa and the $ - q members of 8,. Next let A, be a member of P’r 
and let 5’s be a member of .Ep4 disjoint from A,, . Again we get (8.15) for 
every member, T, of V, which contains A,, . And this time we can verify the 
line opposite P1 in tables (8.14). At the same time we note that if we are given 
two distinct members S, , S, of Zd (so that S, n S, is the unique member of 
Pa), together with all members of 9t contained in Sr or S, , we may express 
each of the q* members 9,’ uniquely in the form A, + A, where, for 
i = 1, 2, Ai is one of the 4” members of .P1 contained in Sr . Finally, let A,, 
be a member of P,-, and let S,, be a member of Z* . Since a member, T, 
of %‘r which contains A, must be in 9’s or Z3’, we verify (8.15) and hence the 
line opposite go in table (8.14). 
At this point it should be clear how we might attempt to construct a 
presentation (8.3) with the properties explained above. It is by no means 
clear, however, whether even one such presentation exists. We may obtain a 
(Desarguesian) example as follows: 
Let 
?r(C’, %fp’U,‘) (8.16) 
be determined as in Example 8.1 for the case that F = GF(q) and t = 3. Here 
z:’ = PG(8, q), (8.17) 
each member of wD’ is a projective subplane of Z’, and each member of V,’ 
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is a projective 5-space of Z’. Moreover (8.16) represents the Desarguesian 
projective plane (of order @) over GF(p3). Our first step is to show that we 
can find at least one 6-dimensional projective subspace, Z, of Z’ such that .Z 
contains no member of Vr’. We may show this as follows: If  A,, A, are 
distinct members of gp’, then S = A, + A, is a member of V,’ and there 
exists a member, A, , of wp’ disjoint from S. Since each Ai is a plane of 
Z’, we may choose a line Li of Z’ in Ai for i = 1,2,3. Then, since L, , L, 
are disjoint, L, + L, is a 3-space of S, and, since S, L, are disjoint, the space 
.Z = L, + L, + L, has dimension 6. If  the 6-space Z, so constructed, con- 
tains a member of %?,’ then (compare Example 8.2), for each member A of 
%$‘, either A C .Z or A n I= is a point. This contradicts the fact that Ai CI .E 
is a line, i = 1,2, 3. Hence Z contains no member of $Yz’. 
Now let Z be any 6-dimensional projective subspace of Z’ which contains 
no member of V,‘. I f  A is a member of VP’, then 
dim(A nZ)=dimA+dimZ--dim(A+Z) 
>2+6-8=0. 
Hence A n Z has dimension 0, 1, or 2. Moreover, by Lemma 7.2, the map- 
ping 
X+Xn.Z, 
where X ranges over the projective subspaces of Z’, induces an isomorphism 
of the presentation (8.16) upon a presentation (8.3) subject to axioms (4), 
(5), and (6). We wish to show that the resulting presentation (8.3) also satis- 
fies (8.4)-(8.10). 
I f  .?Y contains two distinct members A, B of VP’ then Z contains the mem- 
ber A + B, of wt’, a contradiction. Hence .Z contains at most one member of 
VP’. I f  S is a member of Vz’, then 
4>dim(SnZ)=dimS+dimZ-dim(A+Z) 
>5+6-8=3. 
Hence S n .Z has dimension 3 or 4 for each S in V,‘. Now we may apply the 
Corollaries of Lemma 8.3 with the following replacements: t = 3; the 
Z = PG(5,9) of Lemma 8.3 is replaced by S; the spread Y of Lemma 8.3 
is replaced by the spread consisting of all members A of V,’ contained in the 
member S of V,‘; the subspace 2’ of Lemma 8.3, of dimension 2t - k, is 
replaced by S n Z, of dimension 6 - k. In particular, k = 2 or 3. Also, for 
i = 1, . . . . k, xi is the number of members A of %‘,,’ such that A C S and 
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dim (A n 2) = t - i = 3 - i. Thus we have three possibilities (when we 
remember that t = 3): 
(I) dim (S n Z) = 4; x1 = 1, x2 = 4”. 
(II) dim (S n Z) = 3; x1 = 1, x2 = 0, x3 = (I”. 
(III) dim (S n Z) = 3; x1 = 0, x2=9+1, x3 = 4% - q. 
The cases (I), (II), corresponding to x1 = 1, occur precisely when the mem- 
ber S of %r’ contains a member A of gD’ which is also contained in 2. Since 
.Z contains at most one member of eP’, we deduce that there certainly exists a 
member S of V,’ which corresponds to case (III). Consequently, there must 
exist at least one member, A,, , of gP’ such that A, n C is a line. We choose 
such an A,. Then, for every member A of %YP’, distinct from A,, the mem- 
ber, A,, + A, of ?ZD must obey case (I) or case (III). Of the @ + 1 members 
of V,’ containing A,, , let y  obey case (I) and the rest obey case (III). Then, by 
counting the points of .Z in two ways, we deduce that 
(q+1)+Y(P4+q3+q2+q+1 -9-I) 
+ (d + 1 - Y) (q3 + q2 + 4 + 1 - q - 1) 
=q6+q5+$+q3+q2+q+1, 
and hence that y  = I. In particular, Z contains a (unique) member of VT,‘. 
Furthermore, if 8, denotes the collection of all spaces of dimension i and 
form A n Z, AE%?~‘, Eqs. (8.6), (8.7) hold. Next we define Pa , Z3 , 
Pa’ to be the collections of all spaces of form S n Z, S E Vpl’, corresponding 
to cases (I), (II), (III), respectively. I f  now we take A,, to be the unique 
member of qP’ contained in .Z and consider the members of Vz’ containing 
A,, , we may use elementary counting to deduce the first two equations of 
(8.9). The third then follows immediately from (8.5), (8.8). Moreover, table 
(8.10) corresponds to cases (I), (II), (III). Th is completes our discussion of 
Example 8.4. 
Example 8.1, 8.2, 8.4 should suffice to show that among the presentations 
subject to axioms (4), (5), (6) th ere can be broad structural differences, even if 
we assume that the presentations yield Desarguesian planes. Let us point out 
the differences once more. If  a projective plane m has a presentation of the 
type in Example 8.1, there is a maximum amount of symmetry. All point- 
spaces have the same dimension, all line-space have the same dimensions, and 
all of the axioms (4), (4’), (5), (6) are valid. In particular, rr is Desarguesian. 
If  ‘IT has a presentation of the type in Example 8.2 there is still a great deal of 
symmetry. Here one (rigid) line-space plays a special role, yet all affine 
point-spaces have the same dimension, all ideal point-spaces have the same 
dimension, and all affine line-spaces have the same dimension. Axiom (4’) 
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fails but axioms (4), (5), (6) hold and ( since one line-space is rigid) rr is neces- 
sarily a translation plane. Finally, we may regard Example 8.4 as representa- 
tive of a much broader class of presentations satisfying axioms (4), (5), (6). 
Here no line-space is rigid. Even more, every line-space contains point-spaces 
of distinct dimensions and every point-space is contained in line-spaces of 
distinct dimensions. We are at present largely ignorant of the nature of 
presentations of this latter type, aside from the fact that they exist, but surely 
we have the right to expect in the future a rich harvest of new combinatorial 
designs. 
9. THE BASIC REPRESENTATION OF A TRANSLATIONPLANE 
We begin, for convenience of reference, by repeating a construction, given 
in Bruck and Bose [3], of an affine plane 
77 = P(2, Z’, Y). (9.1) 
Here Z is a (Desarguesian) projective space of (some) finite even dimension 
2t, Z’ is a hyperplane of Z, and Sp is a spread of 2:‘. (Thus Y is a collection 
of (t - I)-dimensional subspaces of z1’ having the property that each point 
of .Z:’ is contained in one and only one member of 9.) The points of n are 
the points of .Z which are not contained in 27’. The lines of n are the t-dimen- 
sional subspaces of Z whi&h are not contained in Z’ and which intersect 27 
in members of Y, one for each line. 
It was shown that fl is a (affine) translation plane. Moreover, if r is some 
(affine) translation plane, and if R is one of the coordinatizing right Veblen- 
Wedderburn systems, a necessary and sufficient condition that 7r have a 
representation (9.1) is that R be finite-dimensional over its left-operator 
skew-field. In addition, if R has finite dimension t over some skew-field F 
contained in the left-operator skew-field of R, then = has a presentation (9.1) 
with Z of dimension 2t over F. 
In [3], the affine plane (9.1) was imbedded in a projective plane 
Tr* = ?T*(.z, .r,9) (9.2) 
by adjoining the members of 9 to r as “points at infinity” and the spread 
to r as the “line at infinity.” If, for our line at infinity, we use the hyperplane 
.Z:’ instead of the spread 9, we get a presentation, 
4& gzl> F,), (9.3) 
subject to axioms (4), (5), (6) an d such that V, has a rigid member, namely 
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Z‘. (Note that, in terms of (91)., the members of %‘P are the points of m and 
the members of Sp; and the members of V, are the lines of CT and the hyper- 
plane Z’.) 
The presentation (9.3) satisfies the hypotheses of Lemma 6.2 [as well as 
axioms (5), (6)] an d corresponds to the case i = t, a = I. Since we can readily 
go back from (9.3) to (9.1), we now have the complete story (in so far as 
existence is concerned) about presentations (9.3) which satisfy axioms (4), (5), 
(6) and have i = t, a = 1. 
Either (9.1) or (9.3) can be considered as the basic representation of a 
translation plane. In the sections which follow, we shall favor (9.1). 
Before we leave this topic, we wish to pursue Lemma 6.2 a little farther. 
Suppose that R is a right Veblen-Wedderburn system having finite dimen- 
sion t over some skew-field K contained in the left-operator skew-field of R. 
Suppose further that K has finite dimension, s, over some subfield F of the 
center of K. I f  rr is a projective plane with coordinate ring R, then rr has a 
presentation (9.3) where ,Z is a projective space of dimension 2t over K, each 
member of %?D has dimension 0 or t - 1 over K, and each member of V, has 
dimension t or 2t - 1 over K. More or less as in Example 8.1 (but with 3 
replaced by s) we can represent Z as a projective space ,Y* over F in such a 
way that for each integer K > 1, a (K - 1)-dimensional projective subspace 
of Z (over K) is represented as an (sk - I)-dimensional projective subspace of 
C* (over F). In this way we replace (9.1) by a presentation, 
which satisfies the hypotheses of Lemma 6.2 [and also the axioms (5), (6)J 
and has i = st, a = s. From such a representation, if s > 1, we can clearly 
get more complex representations, analogous to that in Example 8.4. 
For the rest of this paper we shall be occupied with (9.1). 
10. SPREADS AS SETS OF TRANSFORMATIONS 
In [3] we described a correspondence between spreads and sets of matrices. 
Here we rephrase matters slightly, replacing matrices by linear transforma- 
tions. 
Let F be a skew-field, t > 2 be a positive integer, and 2: be a (2t - l)- 
dimensional projective space over F. We represent 2’ in form 
2’ = Z(V/F), (10.1) 
where V is a vector space of dimension 2t over F as a ring of left operators. 
Then a spread, 9, of C’ becomes a collection of t-dimensional vector sub- 
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spaces of V over F having the property that each nonzero vector of V lies in 
precisely one member of 9’. 
Let A, B, C be an ordered triple of three distinct t-dimensional vector 
subspaces of V, mutually disjoint in the sense that each two have only the 
zero-vector in common. Then there exist one and only linear transformation, 
a + a’, 
of A upon B over F such that the linear transformation 
a-+a+a’ 
maps A upon C. To each linear transformation X of A into A over F there 
corresponds a unique t-dimensional subspace, J(X), of V given by 
J(X)={~X+U’IUEA}. (10.2) 
Then we define the first of 
J(m)=A={ala~A} 
J(0) = B = {a’ 1 a E A} 
J(Z) = C = {a + a’ 1 a E A}. (10.3) 
The last two definitions are special cases of (10.2). However, as long as we 
understand that A, B, C are mutually disjoint t-dimensional (vector) sub- 
spaces of V and that a + a’ is a linear transformation, (10.3), (10.2) sum up 
our discussion so far. We should add that each t-subspace J of V which is 
disjoint from A = J( co) has form (10.2) for a unique linear transformation X 
of A into A. 
If X is a linear transformation of A into A over F, let us define 
null X, (10.3) 
the nullity of X, to be the dimension of the subspace of V consisting of all a 
in A such that uX = 0. Then, obviously, 
vector dim {J(X) n J(Y)} = null (X - Y). (10.4) 
In particular, J(X), J(Y) are disjoint if and only if X - Y is nonsingular. 
Now let A, B, C be an ordered triple of three distinct members of a spread, 
Sp, of 2’. Then, in terms of the above representation, 9’ corresponds uniquely 
to a collection 
V = W(A, B, C) (10.5) 
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of linear transformations of the vector space A (into itself) over F subject to 
the following conditions: 
(i) %? contains 0 and I. 
(ii) I f  X, Y are distinct members of %‘, then X - Y is nonsingutar. 
(iii) I f  a, b E A, a # 0, there exists one and only one X in V such that 
aX==b. 
Note that (iii) states that the nonzero vector b + a’ is contained in a 
unique member, J(X), of 9. 
We note that conditions (i), (ii), ( iii are concerned with a collection of ) 
linear transformations of a fixed t-dimensional vector space A over F. If 
‘Z1 is a collection, with properties (i), (ii), (iii), of a t-space A, over F, and if 
P is any one-to-one linear transformation of A, upon A over F, then the 
conjugate set 
v = P-WIP, (10.6) 
consisting of the linear transformations P”X,P, X, in %‘r , has the properties 
(i), (ii), (iii) and involves A rather than A, . We shall make careful use of 
the process of conjugation in discussing the following operations on a col- 
lection V: 
(I) In‘7Jerstin. X+ X*, for all X in %‘, where O* = 0 and X* = X-l 
ifX#O. 
(II) Afine transformations. For two distinct but arbitrarily chosen 
members Q, R of V, 
for all X in 9. 
X+X*=@?-Q)-l(X-Q) (10.7) 
Let us begin by noting that if V has properties (ii), (iii) but not 
necessarily (i), then the transformation (10.7) maps Q into a collection +?* 
with all of the properties (i), (ii), (iii). It will be convenient to write (10.5) 
in the form 
Qr = W(~), J(O)9 m- (10.8) 
To understand inversion, let us attempt to replace V by 
y* = ~L@>~ JCcQ>, m. 
If we define the linear transformation 0 of V by 
at3 = a’, a’6 = a, Va E A = J(w), 
then we note that e2 is the identity transformation of V, that 
l(a) f3 = IO, m> 0 = J(a) 
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and that, for X E V, X # 0, 
J(X) e = {axe + a’6 1 a E J(m)> 
= (a + (a-q’ I a E J(a)) 
= {ax-l + a’ / a E J( co)) 
= J(X-1). 
This means that 6V*0 is obtained from V by inversion. To understand the 
affine transformation (10.7), we attempt to replace % by 
Here we attempt to define a linear transformation 4 of V by the require- 
ments that 
UC = a, u’t$ = uKQ + (UK’), (a + a’)+ = uLR + (uL)’ 
for all a in A = /(co), where K, L are linear transformation of A into A. 
Then we must have 
I+KQ=LR, K=L, 
whence 
K=L=(R--)-I. 
Therefore, for every X in V, if b = UK, 
(ax* + a’)$ = u(X* + KQ) + (UK)’ = bX + b 
provided that X* is given by (10.7). Now we have 
J(a) = I(~), .v*)c = J(X), 
for all X in V, whence @‘*+-l consists of the matrices X*. We may sum 
up these results in a lemma: 
LEMMA 10.1. Let Z’ be u (2t - I)-dimensionul projective space over a 
skew-fieldF, expressed in the vector form (10.1). Let A, B, C and A, , B, , C, be 
two ordered triples of mutually disjoint members of u spread 9 of 22’. Then, if 
V = %(A, B, C), g, = %% > 4 > Cl>, 
there exists a collection Gg* obtained from V by iteration of u@ne transformations 
and inversion such that 
%?I = P-‘v*P, 
where P is a nonsingular lineur transformation of V upon V over F which 
maps A, , B, , C, upon A, B, C, respectively. 
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Proof. In view of the preceding discussion it is enough to note the fol- 
lowing schema, which indicates the effect of successive transformations: 
X: co R S T 
Xl =(S - R)-l(X - R): co 0 I T, 
X, =Xyl: 0 co I T, 
X,=(T,-I)-l(X,-~): - 00 0 I. 
Here it is assumed that J(R), J(S), l(T) are three mutually disjoint members 
of 9. (In the last line of the schema, the dash represents a linear transforma- 
tion in which we are not interested.) 
11. GEOMETRIC PROPERTIES OF SPREADS 
It will be convenient to introduce some terminology in connection with 
spreads. If  (as in Section IO), Y is a spread of a (2t - I)-dimensional pro- 
jective space Z:’ over a skew-field F, we shall speak of 9 as a t-spread with 
coordinate skew-Jield F or as a t-spread over a skewfild F. Each collection V 
defined as in Section 10 [See, for example, (10.5)] will be called a representa- 
tion of Y (by linear transformations). 
In addition, if rr is an affine translation plane defined by (9.1), we shall 
call the defining spread Y a Moufang, Desarguesian, or Pappus spread accord- 
ing as the plane m is Moufang, Desarguesian, or Pappus. Let us recall here 
that an affine or projective space is a Pappus space if and only if it satisfies 
the axiom of Pappus or, equivalently, if and only if its coordinate rings are 
(isomorphic) fields. Also, a projective plane is Moufang if and only if it 
satisfies the Little Desargues’ Theorem; an affine plane is a Moufang plane 
if and only if the corresponding projective plane is Moufang. And Moufang 
planes are those whose coordinate rings are (isomorphic) alternative division 
rings. 
The discussion in [3] regarding the coordinate rings of a translation plane 
may be rephrased as follows: Let 7r be an at&e translation plane given by 
(9.1), where, for t > 2, Y is a t-spread over a skew-field F. Let V be a 
representation of Y by linear transformations of a t-dimensional vector 
space A over F (as a ring of left-operators.) Choose some nonzero vector, 1, 
of A and define multiplication in A by 
u&X) = aX (11.1) 
for every a in A and X in V. Then the system (A, f ,  a), where + denotes 
vector addition, is a coordinate ring of rr, namely a right Veblen-Wedderbum 
system. Moreover (to within isomorphism) every coordinate ring of the 
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affine plane m (though not of the corresponding projective plane) may be 
obtained in this manner. 
Although the properties of the right V.W. system (A, +, *) will depend 
to some extent upon the choice of the identity element 1, we shall consider 
only properties for which the choice of 1 is irrelevant. We begin by stating 
the more immediate properties in an informal manner: 
(A, +, *) is a division ring precisely when V is closed under 
addition [and then (%T, +) is an Abelian group isomorphic 
to (A, +)I. (11.2) 
(A, +, .) is a (right) near-jield precisely when %? is closed 
under multiplication [and then (27, .) is a group with zero, 
isomorphic to (A, *)I. (11.3) 
(A, +, .) is a skew-field precisely when (U, +, a) is a ring 
[and then (U, +, *) is a skew-field isomorphic to (A, +, .)I. (11.4) 
We shall treat these properties in turn. If  X, Y are elements of V, there 
are uniquely defined elements S, P of Q? such that 
1(X + Y) = lS, 1XY = IP. (11.5) 
Let us define 
b = 1X, c=lY. 
Then, for all a in A, 
ab + UC = aX + aY = a(X + Y), 
a(b + c) = a(lX + IY) = ~(15’) = US. 
Hence we will have the left distributive law 
ab + UC = a(b + c) 
for all a, b, c in A if and only S = X + Y for each choice of X, Y; that is, 
if and only if % is closed under addition. When V is closed under addition 
the mapping 
x-t 1x (11.6) 
is an isomorphism of (v, +) upon (A, +). Since a division ring is merely 
a right V.W. system with the left distributive law, we have proved (11.5). 
Again, with a, 6, c as before, 
(ab) c = (ax) c = aXY, 
a(bc) = a(bY) = a(lXY) = a(lP) = UP. 
Hence we will have the associative law of multiplication if and only if P = XY 
for each choice of X, Y; that is, if and only if V is closed under multiplication. 
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When V is closed under multiplication, the mapping (1 I .6) is an isomorphism 
of (U, .) upon (A, e). Since a right V.W. system (A, +, *) is a right nearfield 
if and only if (A, .) is associative and hence a group with zero, we have 
proved (11.3). Since a skew-field is merely a division ring with associative 
multiplication, (11.4) is now obvious. Our first theorem depends for its 
truth upon deep known results: 
THEOREM 11.1. For t 3 2, let Y be a t-spread over a skew-jield F, and 
let %? be a representation of Y by linear transformations. Then each of the fol- 
lowing statement implies all the others: 
(i) Y is Moufang. 
(ii) Every representation of Y by linear transformations is closed under 
addition. 
(iii) V is closed under addition and contains X-l for every nonzero X in W. 
(iv) V is closed under addition and contains XY-IX for all X, Y in G? 
with Y # 0. 
Indication of proof. (For various statements which we leave unproved, and 
for adequate references to the literature, see Bruck [2], Hall [4].) (i) is equi- 
valent to the statement that every coordinate ring of r [the afline translation 
plane (9.1)] is a division ring and hence [by (11.2)] is equivalent to (ii). Next 
we shall show in detail that (ii) implies (iv). 
By (ii) and (11.2), (%, +) is an Abelian group. By this and Lemma 10.1, 
(U*, +) is an Abelian group if V* is obtained from % by inversion. If X, Y 
are in V, with Y f: 0, then XY-1X is certainly in ‘3 if X = 0 or Y. Hence we 
assume X # 0, Y and set Z = Y - X. Then X, Z, and Y are nonzero 
elements of V. Hence g* contains 
We note that 
w = x-1 + z-1. 
xwz==z+x=y, w = x-1yz-1 
Hence W is a nonzero element of $7”. Therefore V contains 
w-1 = zy-1x = x - xy-1x 
and 
x - W-l = XY-1x. 
Thus (ii) implies (iv). Taking X = 1, we see also that (iv) implies (iii). Next 
we consider the meaning of (iii). 
First let us assume merely that V is closed under addition so that, by 
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(114, (A, +, *) is a division ring. Let b be an arbitrary nonzero element of A 
and let 6-l be the unique element of A such that bb-l = 1. Then 
b=lX, b-’ = IX’, lXX=l (11.7) 
for unique (nonzero) elements X, X’ of V. Moreover, if X is an arbitrary 
nonzero element of V?, there exists one and only one element x’ of V such 
that (11.7) holds with b = 1X. For all a in A, 
(ab)b-l = aXX’. 
Hence the division ring (A, +, .) will have the right-inverse property 
(abfb-l = a 
(for all a, b in A with b # 0) if and only if (iii) holds. However (and this is a 
deep result) a division ring has the right inverse property if and only if it is 
alternative. This ends our sketch of the proof of Theorem 11.1. 
For the sake of completeness, we restate (11.4) as follows: 
THEOREM 11.2. Under the hypotheses of Theorem 11.1, a necessary and 
su$Lient condition that 9’ be Desarguesian is that (59, +, a) be a skew-jeld. 
Proof. Obvious from (11.4) and Theorem 11.1. 
We may remark that Theorem 11.2 leaves something to be desired: We 
should like more precise information about the relation of the skew-field 
(V, +, *) to the coordinate skew-field F of 9. Our next theorem gives sharper 
results for Pappus spreads. 
THEOREM 11.3. For t > 2, let 9’ be a t-spread over a skew-field F and 
let % be a representation of 9 by linear transformations. Then we may draw the 
following conclusions: 
(i) If 9’ is a Pappus spread, then F is aJield. 
(ii) A necessary and sujicient condition that 9 be a Pappus spread is that 
(97, +, -) be a$eld. 
(iii) If (U, +, a) isafield, thenFisa$eldand(V, +, *)isanalgebraoverF. 
More precisely, V contains an irreducible linear transformation X and consists 
of all elements of form 
t-1 
2 qx* 
i-0 
where the coejicients ci lie in the field F. 
Proof. 9’ is Pappus if and only if some (and hence every) coordinate ring 
(A, +, a) of the corresponding translation plane 71 is a field and hence if and 
481/4/x-11 
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only if (V, +, .) is a field. As shown in [3], if A = (A, +, a) is a coordinate 
ring of the translation plane (9.1), then F is a sub-skew-field of the left- 
operator skew-field of A. In particular, if A is a field, then F is a field. Next 
suppose that (U, +, .) is a field, so that F is a field. Let f be in F and let T 
be the unique element of %Z’ such that 
IT =fl. 
Then, for every a in A, by commutativity, 
aT = a(1 T) = a(JI) = (fl) a =f(lcz) = fa. 
That is, T is the scalar linear transformation fI. Consequently, for every f 
in F and X in V, V contains the transformation (fI) X =fX. Now it is 
clear that (U, +, a) is an algebra (of dimension t) over F. The rest of the 
conclusion of (iii) should be clear. This completes the proof of Theorem 11.3. 
We note, in passing, the following geometric proof of (i). Starting from n, 
given by (9.I), we pick a imeL of JY which is contained in no member of Y, 
and a projective subplane, Zs , of Z which contains 1 but is not contained in 
2:‘. It is easy to see that, if rr* is the extension of rr to a projective plane, then 
.Za is isomorphic to a subplane of x *. Hence, if m is Pappus, then 2s is Pappus 
and F is a field. 
12. REGULAR SPREADS 
Before we introduce the concept of regularity we wish to review some well- 
known facts. Let Z’ be a projective space and let Z be a nonempty collection 
of nonempty, mutually disjoint projective subspaces of Z’ .Then by a trans- 
tmsal to x we mean a line, L, of Z’ which has exactly one point in common 
with each member of %. In particular, if Z’ = Zr + ,Za for two disjoint, 
finite-dimensional projective subspaces Z; , Za of 27, then it is easy to see 
that each point of Z:‘, other than a point of Z:, or Zc, , lies on exactly one trans- 
versal to .Zi , .Zs . 
Now let us specialize to the case that, for t 2 2, A, B, C are three mutually 
disjoint (t - I)-dimensional projective subspaces of a (2 - 1)-dimensional 
projective space .Zc’. Then each point of A, B, or C lies on excatly one trans- 
versal to A, B, C; and two distinct transversals are skew (i.e., disjoint.) Let L 
be a transversal to A, B, C. We wish to determine the conditions ensuring 
that to every point P of L there corresponds at least one (t - I)-dimensional 
projective space D containing P such that very transversal to A, B, C has 
exactly one point in common with D. For this purpose, let M be a transversal 
to A, B, C distinct from L. Since L, M are skew, the projective subspace 
& = L + M is 3-dimensional and meets A, B, C in the lines A’, B’, C’, 
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respectively. Every transversal to A, B, C is either disjoint from Cs or con- 
tained in X,; in the latter case, it is a transversal in Zs to the three skew lines 
A’, B’, C’. I f  D exists for a given point P of L, then 2s meets D in a line D’ 
through P with the property that every transversal in Za to A’, B’, C’ is also 
a transversal to D’. Hence, if D exists for every P, a well-known property of 
projective 3-spaces tells us that 2s is a Pappus space. Moreover, if ,Za is a 
Pappus space, then to each point P of L, there corresponds one and only 
one line D’ of & which contains P and meets every transversal in Za to A’, 
B’, C’. In particular, for the property which we want, we must assume that 
the coordinate skew-field of Z’ and Zs is a field. 
Let us specialize once again. For t > 2, let 2:’ be a (2t - I)-dimensional 
projective space over a field F, and let A, B, C be an ordered triple of mutually 
disjoint (t - I)-dimensional projective subspaces of Z’. We represent Z’ 
in form (10.1) and A, B, C in form (10.3). The points of A are the l-dimen- 
sional vector spaces {a], a G A, a # 0. The unique transversal to A, B, C 
containing the point (a} is the line (a, a’}. We observe that A = J(m) con- 
tains the point {u} for each a # 0 in A and that, if k is an element of F, 
J(k1) contains the point {Ku + a’> for each a # 0 in A. We must note, 
incidentally, that the mapping kI is defined by 
u(kI) = ku 
for every a in A. Hence kl is a linear transformation of A for every k in F 
only because the skew-field F is in fact a field. Since, in the preceding para- 
graph, we saw that there could be at most one D for each point P of L, we 
now see that the spaces A = j(m) and J(kI), k EF, are all the (t - l)- 
dimensional projective spaces of 2’ which meet every transversal to 
A = J(m), B = J(O), C = J(I) . m exactly one point. The collection con- 
sisting of these spaces we call the regulus 
W = 9(A, B, C) (12.1) 
corresponding to (or containing) A, B, C. Thus, for a (2t - I)-dimensional 
projective space 2’ over a field F, (t > 2) a regulus is a collection, W, of 
mutually disjoint (t - I)-dimensional projective subspaces of ,Z’ with the 
following properties: (i) 9 has at least three distinct members. (ii) Every 
transversal to three distinct members of W is a transversal to W. (iii) I f  L 
is a transversal to 9, each point of L lies on a (unique) member of 9. 
In the case t = 2, the members of 9 are lines. In this case, the transversals 
A, B, C (and hence to the members of B) themselves constitute a regulus 9’, 
the opposite regulus to W, and the two reguli 9, w’ are symmetrically related. 
For t > 2, the situation is clearly different. 
Now we come to the concept of a regular spread. For t 3 2, let Y be a 
t-spread over a field F. We define 9’ to be regular provided that, for every 
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three distinct (and hence mutually disjoint) members A, B, C of Y, 9’ con- 
tains the regulus 9(A, B, C). 
We note that ifF = GF(2), then W(A, B, C) has only the three members A, 
B, C. That is: every spread over GF(2) is regular. It is known that, if t = 2 or 3, 
all planes of order 2t are Desarguesian and (hence) Pappus. We shall be 
unable to give any further information in this paper about t-spreads over 
GF(2) where t is a prime. As the following theorem shows, regular spreads 
over fields other than GF(2) are very well-behaved: 
THEOREM 12.1. For t > 2, let F be a field with at least three elements 
and let Y be a t-spread over F. If Y is a Pappus spread, then Y is regular. 
If Y is regular, then Y is a Moufang spread. 
COROLLARY. If t 3 2 and zf q > 2 where q is a prime-power, a t-spread 
over the finite field GF(q) is regular precisely when it is Pappus. 
Proof. The Corollary depends on the known fact that, for finite projective 
planes, the Moufang, Desargues, and Pappus properties are all equivalent. 
We proceed to a proof of the Theorem. 
To begin with, let the spread Y be regular. Then, in the notation of Sec- 
tion 11, each representation V of 9’ contaisn all the scalar transformations 
kl, K EF. We start from some V and perform the affine transformation 
X+X*=(T-S)-1(X-S), 
where S, Tare two distinct elements of V. The corresponding representation 
V* must contain X* = kI for each k in F. Thus 97 must contain 
X=(1 -k)S+kT 
for each k in F. Taking S = 0, we see that Gs must be closed under scalar 
multiplication. Since F has at least three elements, we can choose k so that k 
and 1 - k are nonzero. Then, if w is defined by 
(1 -k)w=k, 
we see that %? must contain 
(1 - k) (wS) + kT = k(S + T) 
and hence must contain S + T. Here we have assumed S # T. However, 
since V is closed under scalar multiplication, we may now conclude that V 
is closed under addition. Therefore every representation of Y is closed 
under addition. Consequently, by Theorem 11.1, 9 is Moufang. 
If, on the other hand, we assume that 9 is Moufang (and that F is a 
field) then 9’ will be regular precisely when, for each representation V of 9, 
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V is closed under scalar multiplication. We have been unable to decide 
whether, in fact, V is closed under scalar multiplication. However, if Y 
is Pappus, this is true by (iii) of Theorem 11.3. The proof of Theorem 12.1 
is now complete. 
It seems a reasonable conjecture that regularity and the Moufang property 
are equivalent properties for spreads over a field F. The conjecture is true 
when F is the field of rationals. There remain the field F = GF(2) and the 
infinite fields other than the field of rationals. 
Before we leave this topic, we wish to record a simple but useful property 
of regular spreads: 
LEMMA 12.2. For t > 2, let .I?’ be a (2t - 1)-dimensionul projective space 
over a$eld F and let Y be a regular spread of Z’. Let L be a line of Z:’ contained 
in no member of Y and let 9 be the collection consisting of all members of 9 
containing points ofL. Then W is a regulus of Z” (and, of course, L is a transversal 
to 9.) 
Proof. There is no loss of generality in assuming that F has at least 3 
elements and hence that the line L has at least four points. Clearly the con- 
taining relation of Z’ sets up a one-to-one correspondence between the 
members of 9 and the points of L. Also, L is a transversal to 9%‘. I f  A. B, C 
are three distinct members of W, the regulus 99i = S?(A, B, C) has one and 
only one member which contains a specified point of L. By regularity, &?r 
is in 9’. Consequently, 9Q = W, as claimed. 
13. SWITCHING SETS 
For t > 2, let Z’ be a (2t - 1)-dimensional projective space over a field F. 
By a partial spread, X, of Z’ we mean a nonempty collection, X, of mutually 
disjoint (t - I)-dimensional projective subspaces of 27. By a proper partial 
spread, X, of Z’ we mean a partial spread, X, of 2:’ which is not a spread 
of Z’. 
By a switching set, X, of Z’ we mean a proper partial spread, X of Z 
for which there exists at least one conjugate partial spread, X’, with the fol- 
lowing properties: 
(i) X and X’ have no common members. 
(ii) X and X’ cover the same points. 
By (ii) we mean that a point P of 2’ lies in a member of X if and only if P 
lies in a member of X’. Note that X’ is a proper partial spread, in view of 
(ii), and hence that X’ is a switching set with X as one of its conjugates. 
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Switching sets may be used as follows: Suppose that a spread, Y, of 2’ 
contains a switching set Y. Let X’ be any conjugate of X. Then the col- 
lection, Y’, obtained from 9’ by replacing Z by X’, is also a spread of Z:‘. 
Note that 9 and Y’ are distinct but have at least one common member. 
Conversely, let 9, Y’ be two distinct spreads of 2: which have at least 
one common member. Let Y be the collection consisting of all members of 
Y which are not members of Y’, and let X’ be defined in the same manner 
with Y and Y’ interchanged. Then X and X’ are conjugate switching sets. 
In the special case t = 2, let % be any proper partial spread of the 3-space 
C’ which is a disjoint union of (one or more) reguli, 9, of 2:‘. Then X is a 
switching set with a conjugate, X’, consisting of the union of the corres- 
ponding opposite reguli, w’. Thus, in terms of spreads, a fairly rich theory 
of switching sets for the case t = 2 has been sketched in [3]. We might add 
that Dale Mesner has found a switching set of a finite 3-space which is not a 
disjoint union of reguli. 
Returning to the general case t > 2, consider a pair, X, X’, of conjugate 
switching sets of Z’. We may call X, X’ a regular pair if 
dim (J n J’) = d - 1 
for a fixed integer d as /, J’ range over the members of X, %‘, respectively. 
Here, necessarily, d > 1, in view of property (ii). When t = 2, the obvious 
example of a regular pair is a pair of opposite reguli. As the next theorem 
shows, there exist many examples of regular pairs of conjugate switching 
sets for t > 2. 
THEOREM 13.1. Let 
t = ds, Q = q”, (13.1) 
where d, s are positive integers, q is a prime-power, and 
s 2 2, Q > 2. (13.2) 
If Y is a Pappus t-spread over GF(q), and if A, B are any two distinct members 
of 9, then 9’ may be expressed as a disjoint union 
Y =(A,@ uSI US, u .*a uX-+~ (13.3) 
such that, for each i, the collection X = Zi is a switching set of 
Z’=PG(2t- 1,q) 
with the following properties: 
I X’ I = W - l>/(Q - 1). (13.4) 
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(b) A conjugate, Z’, of S may be chosen in at least 4(s) different ways so 
that X, X’ is a regular pair with 
dim(JnJ’)=d-1 
for every ] in X and J’ in ST’. 
(13.5) 
Remarks. (1) If q > 2, we need only assume that Y is regular. (See 
Theorem 11.1 and Corollary.) (2) For the case that t = s = 2, we may 
characterize the decomposition (13.3) uniquely by requiring that for each i, 
the lines A, B be conjugate nonsecants of the doubly-ruled quadric defined 
by the regulus Zi . It is not clear whether an equally geometric characteriza- 
tion exists in other cases. (3) As the proof will show, the case that s is a 
prime is especially interesting. In connection with (b) we actually construct 
1 + r+(s) = s switching sets, one of which is X, such that every two of the 
switching sets form a regular conjugate pair with property (13.5). 
Proof. Let A, B, C be an ordered triple of distinct members of Y. Then 
we shall construct, in a unique manner, the switching set X in the decompo- 
sition (13.3) which contains C. We represent A, B, C in form (10.3) and define 
(A, +, *) by (11.1). Then (A, +, *) is a field A = GF(qt). The corresponding 
representation, %Z’, of 9 by linear transformations of A is the set of all right 
multiplication R(a), a E A, of A. Here, of course, 
bR(a) = ba 
for every b in A. If we define the mapping 4 of the field A by 
(13.6) 
a4 = a*, VaEA, (13.7) 
then 4 is both a linear transformation of A and an automorphism of A of 
order s. The multiplication cyclic group generated by 4 has #J(S) distinct 
generators. Let 8 be any one of these 4(s) g enerators. Note that the elements 
of A fixed by 0 (or by +) form a subfield GF(Q) of A = GFQ). 
Each a in A = GF(Q) has a relative norm, N(a), defined by 
S-l 
N(a) = IIT a@. 
i-0 
(13.8) 
Let &? be the multiplicative group consisting of the linear transformation 
R(a), where a has relative norm 1. For X we take the collection of spaces 
J(M); and for fl we take the collection of spaces J(&&). Note that if a, b 
are arbitrary nonzero elements of A and if a = bc, then, for x in A, 
x(R(a) - OR(b)) = 0 
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if and only if 
x0 = xc. (13.9) 
It is easy to see that (13.9) h as a nonzero solution x,, if and only if N(c) = 1. 
If (13.9) has a solution x0 # 0, then the set of all solutions of (13.9) is the set 
of all elements of form 
kx,, , 
where k ranges over the solutions of k0 = k; that is, over the elements of 
GF(Q) = GF(qd). In this case, the solutions of (13.9) form a d-dimensional 
vector subspace of A over GF(p). Th us, in the notation of (10.3), if a, b # 0, 
null (R(a) - @Z(b)) = d or 0 (13.10) 
according as N(u) = N(b) or N(a) # N(b). By this and (10.4), 
vector dim {J(R(a) n J(eR(b))) = d or 0 (13.11) 
(for a, b # 0) according as N(a) = N(b) or N(a) # N(b). This is more than 
enough to show that X = ](.A@) and X’ = J&V) form a regular pair of 
conjugate switching sets with 
dim(Jny)=d--I. (13.12) 
Moreover, X is contained in Y and contains J(I) = C. 
Note that if s is a prime, and if 4 is defined by (13.7), 13 can be chosen as 4 
for any i f 0 mod s. Moreover, if 0, i, j are incongruent mod s, and if 
N(a) = N(b) # 0, then 
Null (@R(u) - &R(b)) = d. 
This means that every two of the s = 1 + #(s) sets J(PA), 0 < n < s, 
form a regular pair X, X’ of conjugate switching sets subject to (13.12). 
The corresponding situation when s is not a prime is equally clear but not 
worth stating. 
It should be obvious that the Q - 1 switching sets in (13.3) corresponds to 
the Q - 1 cosets of A’ in the multiplicative group of @. Here we are taking 
for granted the fact that the order of A, and hence the order of S, is 
I JY I = I z I = (9” - 1MQ - 1). 
However the multiplicative group of 5%’ is cyclic of order qt - 1; and an 
element a of A has relative norm 1 if and only if ur = 1 where 
Y=I+Q+Q~+-+Q”-1 
= (8” - lY(Q - 1) = W - 1MQ - 1). 
Hence A has order r, as we assumed. 
This completes the proof of Theorem 13.1. With very little change, we can 
prove somewhat more, as follows: 
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Suppose as before that t = ds, s > 2, but now assume that Y is a Pappus 
spread over an infinite field F which is a cyclic spread in the sense that the 
field A = (A, f, *) is a cyclic extension of F, with a generating automorphism 
of order t. Then, as before, A has an automorphism 4 of order s. From this 
point onwards, we proceed as before. The main difference is that Y must 
now be decomposed in terms of infinitely many switching sets. 
Referring to the hypotheses and proof of Theorem 13.1, suppose that Y is 
represented by V, consisting of the matrices R(a), a E A. If we define g1 
in terms of g by replacing J.& by B&X, then V, does not contain I and hence 
does not, properly speaking, represent a spread. However if we choose a in A 
so that N(a) # 0, 1, and define %‘a from V by replacing AR(a) by e&R(a), 
then %?a does represent a spread Y’. Moreover as is easily seen, %‘a is not 
closed under addition. Therefore Y’ is not Pappus (and hence, of course, 
not Moufang.) Thus we have the following: 
THEOREM 13.2. Let q be a prime-power and let t >, 2 be an integer. Then 
either (i) there exists a non-Desarguesian translation plane of order qt or (ii) q = 2 
and t is a prime. 
Proof. First we recall, from [3], that if Y is a t-spread over GF(q), then 
the translation plane defined by 9 has order qt. If q > 2 we may apply 
Theorem 13.1 with d = 1, s = t, Q = q. If q = 2 and t = ds with d > 2, 
s > 2, we may apply Theorem 13.2 with Q = qd = 2d > 2. In either case, 
by the remarks in the paragraph just preceding Theorem 13.2, there exists 
a t-spread Y’ over GF(q) which is not Moufang. This proves Theorem 13.2. 
We may add the remark that if q = 2 and t is a prime, then (13.3) still 
holds with Q - 1 = 1 and with .X = X, corresponding to the whole 
multiplicative group of %‘. But then we have no means of constructing a 
non-Desarguesian spread from the given Pappus spread Y, even though 
we have a perfectly good switching set in Y. 
14. AN EXAMPLE 
As an illustration of the power of Theorem 13.1, we shall discuss planes 
of order 34 in terms of 4-spreads over GF(3). Here q = 3, t = 4. We can 
take d = s = 2, Q = 9, 4(s) = 1, or d = 1, s = 4, Q = 3, d(s) = 2. 
Consider the matrices (over GF(3)) 
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These satisfy the relations 
x4=z+x, T-IXT = A?, T4 = I, 
where I is the 4-rowed identity matrix. The matrix X is irreducible and has 
multiplicative order 34 - 1 = 80. Thus (in matrix form) the collection V 
consisting of the zero matrix 0 and the 80 powers of X is a field GF(34) which 
represents a Pappus spread Y over GF(3). Let Y be the multiplicative group 
of order 10 generated by X*. Then Y represents a switching set of 9, and 
Tzd’- represents a conjugate switching set. Again, let 2 be the multiplicative 
group of order 40 generated by X2. Then 9 represents a switching set of Y, 
and each of T-5?, TSZ represents a conjugate switching set. 
Let us note the cosets, formed from -X, which are contained in 9, T9 
and T3Z: 
9: XX2i, o<i<3; 
Ts.9: TS”Xai, o<i<3; 
TV?: T3YXzi, 0<.<3. 
For a given i, XXi is a (representation of a) switching set with conjugate 
T2.%?Xi; and TxXi is a switching set with conjugate switching set T3xXf. 
Now let us note that the following collections represent spreads: 
v: 0, 9, 9x; 
v’: 0, 9, TLFX. 
Here V is Desarguesian (or Pappus) but v’ is not. We may analyse V further 
by expressing 2 and 2X in terms of cosets .YXzi and ZXzi+r. If & is 
any of these 8 cosets except s itself, we may derive a new representing 
collection from V by replacing .M by T2&?; and we may make up to 7such 
replacements simultaneously. Similarly, v’ contains cosets ZXzi and 
Ts?X~~+~. If .M is any of these 8 cosets except x itself, we may derive a 
new representing collection from %” by replacing M by T2M; and, again, 
we can make up to 7 such replacements simultaneously. In all we get 
2.27 = 28 = 256 
collections representing spreads. 
Note that we have been discussing representations (9.1) with t = 4, q = 3. 
The 2’ collections obtained from V can be distinguished from the 27 collec- 
tions obtained from Q? on the following basis: The planes corresponding to 
the former have representations (9.1) with t = 2, q = 9; the planes corres- 
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ponding to the latter collections do not. The planes corresponding to all of 
the 2s collections do have something in common, however, as the reader may 
verify by considering the role of a switching set corresponding, for example, 
to Ti3YX3. Namely, all of the planes have systems of (translation) subplanes 
of order 9 to which may be applied the process of Ostrom for planes of order 
g2. (See the discussion in [3].) 
If E’r is any one of our 2s collections, %‘r determines an equivalence class 
consisting of all collections obtainable from %?r by the processes of inversion, 
affine transformation and conjugation. It would be of interest to have a 
system of representatives for these equivalence classes-and perhaps also a 
system of representatives for these subclasses under conjugation. Then one 
would have a good start on the problem of determining all translation planes 
of order 3*. 
The discussion of translation planes of order p*, p prime, is completely 
analogous to the above for p odd, and corresponds to the case t = 2, q = 4 
for p = 2. 
Similar studies may be made of translation planes of order pt where t is 
a fixed positive integer and p is a variable prime. 
Added July 30, 1964. The foregoing was turned over to the typist about 
April 15, 1964. In letters to Bruck dated June 14 and June 19, 1964, respec- 
tively, Gtinter Pickert and Wilbur Jonsson pointed out the close connection 
between our paper [3] and an earlier paper of Andre [I]. (See also Pickert [a, 
pp. 199-220, especially pp. 199-200.) 
We may interpret Andre’s construction briefly as follows: Let t be a posi- 
tive integer, V be a 2t-dimensional vector space over a skew-field F. Let K 
be a collection of t-dimensional vector subspaces of V over F such that each 
nonzero vector of V lies in exactly one member of K. Define a system 
r = r(K) as follows: The points of rr are the vectors in V. The lines of rr are 
the cosets X + v where X is in I( and v is in V. The incidence relation of r 
is the containing relation of V. Then r is a translation plane. Moreover, a 
translation plane v can be represented in form n(K) precisely when v can 
be represented by Bose’s construction. (See Section 9 of the present paper.) 
It should be observed that the Andre and Bose constructions are quite 
different. The former uses a vector space of even dimension 2t. The latter 
uses a projective space of even dimension 2t (and hence a vector space of odd 
dimension 2t + 1). On the other hand, both constructions depend upon a 
spread. As Andre himself points out, the K of Andre’s construction (called 
by Andre a congruence) is, in our terminology, the vector space form of a 
spread of (2t - 1)-dimensional projective space. Thus the statement in [3]- 
that spreads are used for the first time in [3] for the geometric construction 
of planes-is debatable. 
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The theory of spreads is, of course, equally important for both construc- 
tions. In particular, Theorem 13.1 of the present paper is implicitly given by 
Andre ([Z], p. 184). 
We should like to apologize here for a typographical blunder in [3]: 
We have consistently misspelled the name Ostrom. 
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Errata 
Vol. 2 (1965), No. 3, in the article “Autonomous Categories and Duality of 
Functors,” by F. E. J. Linton (pp. 315-349): 
p. 318, Eq. (1.2): replace rrFG(zA) by n,(~)(z~); 
p. 323, line 16: replace (1.0). by (1.0)); 
p. 347, delete the comma within the right-hand square; 
p. 347, line 3 from the bottom: replace Px by p,; 
p. 348, top diagram: replace P, by pr; 
p. 349, Ref. 8 should be brought up to date as follows: 
8. KELLY, G. M. Tensor products in categories. J. AZgehz 2 (1965), 
U-37); 
p. 349, line 27 from the bottom: replace functions by functors. 
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