Abstract-The performance of HMM-based text to speech (TTS) system is affected by the basic modeling units and the size of training data. This paper compares two HMM based Mandarin TTS systems using syllable and phone as basic units respectively with 1000, 3000 and 5000 sentences' training data. Two female speakers' corpora are used as training data for evaluation. For both corpora, the system using syllable as basic unit outperforms the system using phone as basic unit with 3000 and 5000 sentences' training data.
INTRODUCTION
Mandarin is a syllable based tonal language. Each character is pronounced as a syllable. Syllables consist maximally of an initial consonant, a glide, a vowel, a final and tone. However, as there are rules prohibiting certain phoneme appearing with others, there are only about 1300 tonal syllables. These tonal syllables are the legal combinations of about 410 base syllables and 5 tones. Due to the limited number of syllables and the strong intra-syllable co-intelligence, most Mandarin concatenative TTS systems use syllable as basic units for concatenation.
HMM-based TTS technology has developed rapidly in recent years [1] . Compared to the traditional large-corpusbased concatenative TTS system HMM based TTS needs a lower resource cost, and has less relevance to speakers and languages [2] . The performance of HMM-based TTS system is affected by the basic modeling units and the size of training data. However, in most reported Mandarin HMM based TTS systems, phone or demi-syllable are used as basic units for training and synthesis [3, 4] .
To maximally leverage the previous research and development work on syllable based concatenative TTS system, we build a HMM based TTS system using syllable as basic units, which we call Syllable HMM based TTS system [5] . We utilize the unique consonant/vowel structure of Mandarin syllable to improve the voiced/unvoiced decision of HMM states. Meanwhile, we also build a HMM based TTS system using phone as basic unit for comparison, which we call Phone HMM based TTS. To understand the influence of modeling units and size of training data, we make a preference evaluation and MOS evaluation between Syllable HMM based TTS and Phone HMM based TTS with different amount of training data. Two female speakers' corpora are used in evaluation.
The rest of this paper is organized as follows. The Syllable/Phone HMM based TTS systems are described in Section 2. Comparison evaluation of two systems and discussion are given in Section 3. Concluding remarks are presented in Section 4.
II. SYLLABLE/PHONE HMM BASED TTS TTS system using traditional HMM-based speech synthesis method can be divided into training stage and synthesis stage.
In training stage, parameters are extracted from corpus and used as the training data of HMM models. Acoustic parameters, such as F0 and spectrum [6] , as well as their dynamic characteristics, are concerned in HMM modeltraining [7] . These models are then clustered by decision tree following MDL criterion [8] In synthesis stage, context information is generated by the text analysis procedure. Using context information, the system predicts HMM sequence by the decision tree [9] . Finally, the speech parameter sequence, which is generated based on the predicted models, is used to synthesis the speech waveform by a vocoder.
Syllable HMM based TTS system and Phone HMM based TTS system are built by referring to the "HMM-based speech synthesis system", except that several modifications are made to improve the performance. In the following introduction, we will focus on special part in our implementation for both systems instead of general system process.
Manually checked prosodic structure information and syllable pronunciation are used for decision-tree based context clustering of HMMs.
A. Phone HMM based TTS system
As shown in Fig. 1 , Phone HMM based TTS uses a 5-state left-to-right HMM topology to model each phone.
Prosody structure of Phone HMM based TTS system includes 6 layers: phone (PHO), syllable (SYL), prosodic word (PW), prosodic phrase (PP), intonation phrase (IP) and sentence (SEN). Totally, 65 prosodic structure features and 24 pronunciation features are considered in Phone HMM based TTS system, as shown in Table 1 . The method of articulatory type of initial, the place of articulatory of initial, the articulatory method of vowel are based on SAMPA-C Schema, except one silence category is added.
B. Syllable HMM based TTS system
As shown in Fig. 2 , Syllable HMM based TTS uses a 10-state left-to-right HMM topology to model each syllable.
Prosody structure of Syllable HMM based TTS system includes 5 layers: syllable (SYL), prosodic word (PW), prosodic phrase (PP), intonation phrase (IP) and sentence(SE Table 2 .
A voiced/unvoiced decision algorithm is employed in Syllable HMM based TTS [5] . As we know, there is no more than one V/U changing points in the whole syllable. This algorithm helps avoiding inappropriate unvoiced decision inside syllables. The algorithm calculates the unvoiced percentage in the whole syllable and then models this percentage for each syllable by GMM models. Therefore, in synthesis stage, we can check all the voiced/unvoiced changing points, and select the changing point with the highest probability according to the GMM models [10] . 
III. EXPERIMENT EVALUATION

A. Experiment Conditions
The corpora of two female speakers (noted as F1 and F2), are used as training data for evaluation [11] . The speech signals are sampled at a rate of 16 kHz and quantified to 16-bit. MLSA (Mel Log Spectrum Approximation) is used to convert speech signals to mel-cepstral coefficients sequences in 5ms' interval. The speech parameter contained 0th through 24th MGC coefficients, log-scaled F0, including their delta and delta-delta features.
Both corpora contain more than 5000 phonetically balanced sentences. To evaluate the effectiveness using different size of training database, 1000/3000/5000 sentences were selected separately from these corpora.
B. Preference Evaluation
In the preference evaluation, listeners are asked to indicate their preference of the naturalness and the intelligibility between the synthetic speech by two systems:
• Syllable HMM based TTS system trained by 1000 sentences.
• Phone HMM based TTS system trained by 1000 sentences. Only F1's training data is used in preference test. Ten listeners participated in the test. The listeners are researchers Fig. 3 shows the result of the test. With 1000 sentences, Syllable HMM based TTS system performs better in naturalness, while Phone HMM based TTS system performs better in intelligence.
C. MOS Evaluation
In the MOS evaluation, listeners are asked to assess the overall quality of each sentence according to the following scale: (1) bad; (2) poor; (3) fair; (4) good; (5) excellent. The mean opinion score (MOS) is the arithmetic mean of all the scores from each individual. All listeners are native Mandarin speech experts with no known hearing problems.
The MOS evaluations of two corpora were performed separately. For each speaker's corpus, the following 6 voices were evaluated together: (1-3) synthetic speech of Syllable HMM based TTS with 1000/3000/5000 sentences' training data; (4-6) synthetic speech of Phone HMM based TTS with 1000/3000/5000 sentences' training data. For F1's corpus, 13 listeners participated in the test. Each listener evaluated 5 sentences for each voice. Fig. 4 shows the result of the MOS test. Both Syllable HMM based TTS system and Phone HMM based TTS system performs better with the increase of training data. With 1000 sentences' training data, Phone HMM based TTS system gets a higher score than Syllable HMM based TTS system. With 3000 sentences and 5000 sentences' training data, Syllable HMM based TTS system outperform Phone HMM based TTS system. For F2's corpus, 7 listeners were invested to evaluate 10 sentences for each voice. Fig. 5 shows the result of the MOS test with F2's corpus. This time, Syllable HMM based TTS system get a higher score the Phone HMM based TTS system for all training data size. With 1000 sentences' training data, the scores of two systems are close. With 3000 sentences' training data and 5000 sentences, Syllable HMM based TTS system performs significantly better than Phone HMM based TTS. 
D. Discussion
Preference evaluation result indicates Syllable HMM based TTS gets a better naturalness, which is probably introduced by the more natural prosody inside the syllable. However, because the number of syllables is much larger than the number of the phones, there can be degradation of intelligence caused by lack of data for some syllable with 1000 sentences' training data.
However, as shown in MOS evaluation, when the training data size increases from 1000 sentences to 3000 sentences, the performance of Syllable HMM based TTS system increase much more rapidly than Phone HMM based TTS system. This is probably because that the increase of training data counters the lack of data problem in Syllable HMM based TTS.
We notice that both Syllable HMM based TTS and Phone HMM based TTS have their advantages and disadvantages with 1000 sentences' training data. We are currently researching on HMM based TTS that can automatically choose to use syllable and phone unit according to the training data of specific syllable [12] .
IV. CONCLUSIONS
In this paper, we compare the performance of two HMM based Mandarin TTS systems using syllable and phone as basic units respectively with different size of training data. Two female speakers' corpora are used as training data for evaluation. Preference evaluation result shows that Syllable HMM based TTS performs better in naturalness while Phone HMM based TTS performs better in intelligibility with 1000 sentences' training data. However, as shown in MOS evaluation, when the training data size increases from 1000 sentences to 3000 sentences, the MOS score of Syllable HMM based TTS system increases much more rapidly than Phone HMM based TTS system. For two speakers' corpora, Syllable HMM based TTS system outperforms the system using phone as basic unit with 3000 and 5000 sentences' training data.
