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ABSTRACT 
An error bound for approximate eigenvalues of a complex n-dimensional pencil 
(A, B) is given. From our theorem several well-known bounds follow as corollaries. 
Our result akes into account he general residual AX - BXW, where X ~ C n x m and 
W ~ C mxm with m ~< n. © 1998 Elsevier Science Inc. 
1. PREL IMINARIES  AND NOTATION 
Let n, m be integers such that n >/m >~ 1. C" will denote the complex 
linear space of column vectors with n complex coordinates, C n x ,~ the space 
of n × m complex matrices, 2 (C  "xm) the space of l inear operators from 
C nx ' '  into itself. Capital letters A, B, X, W, etc. will be used to denote 
matrices with more than one column. ! denotes any identity matrix. Small 
letters such as x, y will denote elements of C" with n > 1. Bold capital 
letters such as T will denote elements of -~(C nx m). I will denote the identiW 
operator in this space. 
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Let A ~ C nx" and B ~ C "x" be such that the pencil (A, B) is regular, 
that is, there exists A E C such that det(A - AB) is not zero. Consider a 
matrix W ~ C mxm 
We remark that if X ~ C "xm has m linearly independent columns (for 
instance, if X*X = I), and if R = AX - BXW = 0, then any eigenvalue of 
W is an eigenvalue of the pencil (A, B). The object of this paper is to obtain 
bounds between the eigenvalues of W and those of ( A, B) when R is small. 
I f  T :C  "×m --+ C ~×m is defined by T (X)  = AX - BXW and B :C  nxm 
--+ C nxm by B(X)  = BX, then the eigenvalues of the pencil (T, B) are the 
differences between the eigenvalues of (A, B) and W. When B = I, this 
result is known as the Frobenius theorem. 
Given x~ . . . . .  x m ~ C", let 
X= [ x 1 . . . . .  Xm] ~ C nxm and vec(X)  = Ix! 
X 
C nm. 
Given a linear map T:C  n×m ---+ C n×m, we obtain a linear map J :  C nm 
--+ C nm as follows: For x ~ C nm, there exists a unique X ~ C n×m such that 
x = vec(X). We define 
~-x = vec(T (X) ) .  
It is clear that the matrix representing T in the canonical basis of C n x,l is the 
same as the matrix representing 3 - in  tile canonical basis of C nm. 
Let II 112 denote the Euclidean norm on C n, and II IIF denote the 
Frobenius norm on c"xm;  
2 [ )1j2 Ol)l "'" Ollm ~ ~ ~ IOlij] 2 • 
LOLn 1 . . .  Olnm i=l j=l  
Clearly, tl X II F = I lvec(X)ll 2. The subordinated operator norms will also be 
denoted by II 112 and II IIF, as the case may be. 
The results that follow will be needed in the sequel. 
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PROPERTY 1.1. I fX  ~ C nx' '  P ~ C "×'', and Q ~ C "×' '  then 
IIPXIIF ~< IIPII211XIIF and IIXQII~- ~ IIxII~.IIQII.2. 
Proof. Theorem II  3.9 of [18]. 
PROPERTY 1.2. I f  T ~.9"(C"×"') ,  then IITII~, = I I~la.  
PI'oq. 
IITIIF = sup{ l lT (X) ] [~:  X e C '*×'r', t lx l l r  = 1} 
= sup{l[ vec(T (X) )112:  g ~ C "× ' ' ,  [ [vec(X) [ ]2  = 1} 
= sup{l~xl l2  : x ~ C .... , Ilxl12 = 1} 
= IL /~ I~.  
PROPERTY 1.3. Let T, S ~-~(C  "xm) and Q ~ C "x"  be such that Q*Q 
= I and T(X)  = [S (XQ) ]p* forX  ~ C nx' ' .  Then IITII~- = Ilsll> 
Proof. It is easy to see that []Tlle ~< []SIIF. Interchanging the roles of T 
and S as well as those of Q and Q*, we obtain ][S][e ~< []T[[> • 
Let sp( A, B) denote the generalized spectrum of the pencil (A, B). I f  B 
is invertible, we have 
sp(A ,B)  = (a  ~ C :det (A -  AB) = 0}. 
Also, let sp(W) = sp(W, I )  denote tile (ordinary) spectrum of W. 
We consider the linear operator T : C " x m __, C" x ,, defined by 
T (X)  = AX-  BXW for X,E C "×m 
PROPERTY 1.4. The matrix T representing T in the canonical basis of  
C "xm is 
T = 
A - wnB -w21B . . . .  w,n~B ] 
-w12 B A - w22 B . . . .  w.,2 B ] 
- -Wlm B -w2mB "-" A - w ..... B 
Proof. of .  [11]. • 
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It may be noted that if A and B are upper triangular and W is lower 
triangular, then T is upper triangular. This key observation is utilized to 
obtain bounds for the generalized eigenvalue problem. In particular, when 
m = 1 and B = I, bounds for the ordinary eigenvalue problem follow. Even 
in this case, some of the earlier results will be improved. 
PROPERTY 1.5. There exist invertible n × n complex matrices U and V, 
diagonal n × n complex matrices 
D a = diag(~ 1. . . . .  or,) and D e = diag(/31 . . . . .  /3n) ,
and strictly upper triangular n X n complex matrices N a and N B such that 
U-1AV = O A + N a and U-1BV = D e + N B. 
Moreover, i f  B is invertible, then 
sp(A ,B)  =sp(Da,  Dn) = U oq . 
i=1  
I f  B is Hermitian positive definite, then the matrices U and V may be chosen 
such that 
U-1 = V ,  and V*BV= I. 
Proof. See Theorems VI 1.9 and VI 1.16 of[18]. 
We fix U and V as given above. Although one may also require that U and 
V be unitary, we do not do so in general. 
Schur's lemma implies that there exists a unitary matrix Q ~ C mxm such 
that 
L = (l , j)  = Q*WQ 
is lower triangular. Let us define the operators D, I), N, and 1~1 belonging to 
,.oc~(C n×m) by 
D(X)  = DAX - DBXW, 
I)( X) = DAX -- D~XL, 
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N(X)  = NAX -- NBXW,  
f~( X)  = NAX -- N,  XL. 
PaOPERTY 1.6. The following assertions are equivalent: 
(i) T is invertible, 
(ii) D is invertible, 
(iii) I ) / s  invertible, 
(iv) sp(W) n sp(A, B) = ®. 
Proof. The equivalence of (i), (ii), and (iii) is easy. The equivalence with 
(iv) may be found in Theorem IV 2.1 of [9]. [] 
PROPERTY 1.7. I f  T is invertible, then 
(i) D -~(X)  = ( I ) -~(xp) )p*  for all X ~ C '~Xm, 
(ii) IID-~IIv = IIf)-~llF, 
(iii) V[(I  + D-1N) - ID -1] [U-1T(X) ]  = X for all X ~ C "×m, and 
(iv) there exists a positive integer I such that (D-1N) l  = O. 
Proof. (i): It is easy to check that for all Y ~ C nxm, D(Y)= 
[I~(YQ)]Q*. Setting Y = D- I (X )  and ~7= [~)- l (Xp)]p,  ' one obtains 
[D(YQ)]Q* = x = D(Y)  = [D(YQ)]Q*, so that 17 = Y. 
(ii): This follows from Property 1.3. 
(iii): For each X ~ C nxm, 
= V[(I + D-1N)-tD- I (D + N)](V-1X) 
=X.  
(iv): The matrix representing D 1N in the canonical basis of C" x r,, is 
strictly upper triangular. [] 
2. THE MAIN RESULT 
In what follows we shall assume that B is invertible. Associated with L 
and D u we define 
o { } if re=l ,  
= max II~jl: 1 ~<j < i ~< m if m > 1, 
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= max {I/3i[: 1 ~<i -K< n}, 
13 = rain {I/3~[: 1 ~<i < n}. 
We use the notation ~+ = {t ~ ~ : t /> 0}. 
Let ~0r :~+~ ~+ be the function defined by 
{tm-ll/--mm if y=O,  
( (~,-f't)2: -- t2m )1/2 
1 /3y(/3y + 2-t-) if T>0.  
LEMMA 2.1. If T is invertible, then there exist Ix ~ sp(W)  and A 
sp( A, B) satisfying 
I ID- i l l~ < m 
Pro@ Set 
d = rain {la~ - ljj/3~l: 1 <~ i <~ n, 1 <~j < m}, 
and let i o and jo be such that 
d = I% - t;oJo/3,ol. 
We define 
A = ~io//3io and IX = ljoJo. 
Then 
A ~ sp(A ,B)  and IX~ sp(W) .  
It suffices to prove the bound for II1~ lll~. Let v = [v 1 . . . . .  vm] E C "xm 
be such that [[vllF= 1. Then Ilvjll2 ~ 1 for j=  1 . . . . .  m. Let u = 
[u 1 . . . . .  u m] ~ C "xm be such that Du  = v. It can be easily shown, by finite 
induction, that 
]]1~/,n_j]]2 ~ ~ 1 + j=O, . . . ,m-  1. 
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Hence 
Ilull~ ~< )-5 j=0 
It follows that 
if "y=0, 
1] if 3~>0. 
The desired bound is a consequence of the inequality 
d >1 ~l,~ - Ixl. • 
THEOREM 2.2. Let p be the integer defined by 
p = min(l E ~J*: (D - IN) /  = O}. 
Then there exist I x ~ sp(W) and A ~ sp( A, B) such that fi~r all X ~ C" × '" 
with norm II X II ~ = 1, the following bound holds': 
IA - ~1 m~ ~ Ilwll~liu ] (AX  - Bxw) I I~ 
p-1  I~ -- /d,I ' ' '(p k 1) 
×E k=0 ~3 m(k 4 1) 
k+l  k IINIIr 
with the convention that 0 ° = 1. 
Proof. If T is sing~llar, then by Property 1.6, we can let A =/x  G 
sp(A, B) N sp(W). Assume now that T is invertible. By Property 1.7(iii), we 
have 
1 =]]Xlle = V[ ( I  + D 1N) ID - ' ] [U  ' (AX-  BXW)] ~. 
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so that 
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( I  + D-1N)  -1 = 
p-1  
~'  ( -1 )k (D-1N)  k, 
k=0 
p -1  
1 ~< I IV I I~[ Iu -~(AX - BXW)IIF E I IO -q l~+l l lN~ • 
k=0 
The desired bound follows from the preceding lemma. 
3. SOME PARTICULAR CASES 
Given a complex matrix C, we denote by ICI the matrix whose entries are 
the absolute values of the corresponding entries of C. 
The following corollaries of Theorem 2.2 deal with the case m = 1. Then 
W = (/z), N can be identified with N A - lzNB, and D can be identified with 
D A - /zD B which is a diagonal matrix. 
COROLLARY 3.1. Given Ix ~ C, let p be the smallest positive integer such 
that 
IN A - I~NB[ p = O. 
Then there exists h ~ sp(A, B) such that for  all x ~ C n satisfying Ilxrh = 1, 
p -1  IA - /~1 p-k -1  
1/~ --  ]J~IP ~ I lV lh l lg -~(Ax  -  nx)ll2 E 
k=0 
lISA -- ~NBII~. 
Proof. We remark that if IN A - /zNBI t = O for a positive integer l, then 
[D(N  A - /zNs)] l = O for every diagonal matrix D. • 
COROLLARY 3.2. Suppose that B is Hermitian and positive definite, so 
that the matrices U and V in Theorem 2.2 can be chosen to satisfy 
U- I  = V ,  and V*BV= I. 
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Let p be the smallest positive integer such that 
INAI ' = O.  
For each IX ~ C, there exists A ~ sp( A, B) such that for all x ~ C" satisf~/- 
ing Ilxl12 = 1, 
p-1  
IA - Ixl p ~ I l v l l2 l lw* (Ax  - IxBx)ll= Y', l a  - Ixl ' - k  ~llNAII2.k 
k=0 
Proof. Evident, since D B = I, /3 = 1, and N~ = O. • 
I f  m = 1 and B = I, that is, in the case of the ordinary eigenvalue 
problem, we obtain 
COROLLARY 3.3. Let U be an invertible matrix triangularizing A, that is 
V = U in Property 1.5. Let p be the smallest positive integer such that 
INAI" =O.  
For each I x ~ C, there exists A ~ sp(A) such that for all x ~ C" satisfyin~ 
Ilxl12 = 1, 
p-1 
IA - Ixl p ~< I Iu I I2 l lu - l (Ax  - Ixx)ll2 E tA - Ixl 11N~II~. 
k = 0 
Proof. Evident from Corollary 3.'2 • 
We remark that if A is diagonalized by U, then p = 1, since N A = 0. 
Then the Bauer-Householder [4] bound is obtained: 
I~ - ~1 ~< K2(U) I IAx  - #x l12 ,  (3.1) 
where K2(U) = IIUII2[IU-1112 denotes the condition number  of U relative to 
inversion in the I1" 112 norm. When U is unitary, then K2(U) = 1 and the 
Krylov-Weinstein bound follows. 
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The Bauer-Fike [3] result follows if we take (/.t, x) as an exact eigenpair 
of the perturbed matrix A + E, since then Ax + ~x = -Ex  and hence 
I~ - ~l < K2(t:)llell2, (3.2) 
when A is diagonalized by U. 
More generally, 
COROLLARY 3.4. Let U be an invertible matrix triangularizing A, that is, 
V = U in Property 1.5. Let p be the smallest positive integer such that 
INAI p =o.  
Let tx ~ C be an eigenvalue of A + E. Then there exists A E sp(A) such that 
p- I  
- -  N k I~ ~1 p ~ IIUII211U-IEII2 ~ I~-  ~lP-k-' l l  All2. 
k=0 
Proof. Take x in Corollary 3.3 as an eigenvector of A + E associated 
with/z and normalized by Ilxl12 = 1. • 
COROLLARY 3.5. Let U be an invertible matrix such that J = u-1AU is a 
Jordan canonical form. Let p be the order of the largest Jordan block of J. If  
tx ~ C is any eigenvalue of A + E, then there exists A ~ sp(A) such that 
p-1  
I~  - ~1 p ~ IIUII211U-1EII2 ~ I~ - ~1 k. 
k=0 
Proof. Since J = U-1AU = D a + N a is a Jordan canonical form, 
IINAII2 < 1 and [NA] p = O. I f  /x an eigenvalue of A + E, then we take x in 
Corollary 3.3 as an eigenvector of A + E associated with /z and normalized 
by Ilxl12 = 1. • 
Ahues's result [1] follows readily: I f  sp(A) = {A} and l is the ascent of A, 
then for any eigenvalue /x of A + E, 
1-1 
IA  - ~lZ< KdU)IIEII2 ~ IA - ~1 k. (3.3) 
k=0 
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Similarly, we deduce the bound given by Golub and Van Loan [10]: 
IA - /zJ ~< max{e, el~P}, (3.4) 
where 
p-1  
e = IIE[12 ~ IINAI[~, 
k=0 
/x being an eigenvalue, of A + E, N A the strictly upper triangular part of a 
Schur triangularization of A (that is, V* = U* = U-1 in Property 1.5), and 
p the smallest positive integer such that I NAI p = O. 
If the columns of U form an ordered basis of Cn, composed of ordered 
bases of various maximal invariant subspaces of A, then U 1AU is a block-di- 
agonal matrix. The columns of U may be chosen in such a way that each 
diagonal block of U-1AU is an upper triangular matrix. Hence U-xAU is 
upper triangular: U-1AU = D A + NA, with N A block-diagonal and strictly 
upper triangular. The bound given by Chu [7] follows easily: 
I)~ - txl ~< max{e,  e l /p} ,  (3.5) 
where 
= ~2(U)IIEII211NAII2, 
/x being an eigenvalue of A + E and p the order of the largest block on the 
diagonal of U- 1AU. 
The following bound is due to De Boor and Swartz [8]: 
p-1  
JA - t~l p ~ IIEII2 
k=0 
JJ( A + E - 111211( A - ,z)kll2, (3 .6 )  
where (A  - ) t I )  p = O and /z ~ sp(A + E). Our result improves on (3.6), 
since (/x - t~) p-k-1  is an eigenvalue o f (A  + E - h i )  p k J and hence 
I(  )P-k-ll  II(A + E - AZ)' k '112 
Also, two results given by Henrici [12, 15] can be obtained from our main 
theorem. Let s ~ •+ be given and let g(s)  be the unique nonnegative 
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solution of the equation 
~k~$.  
k=l 
Set 
n (A)  = inf{llNII2 : U*AU = D + N, U unitary, 
D diagonal, N strictly upper triangular}. 
I f /x  ~ C and x ~ C ° are such that Ilxl12 = 1 and IIAx - ~xllz ~ 0, then 
there exists A ~ sp(A) such that 
n(A) 
,A - /z ,~< (n(A)  ) ,  (3.7) 
g IIAx - ttxll~ 
which is Morrison's result quoted by Henrici (Theorem 6 in [12]). Further, if 
/x is an eigenvalue of A + E and E =~ O, then (cf. Theorem 4 in [12]) 
n (A)  
Ix - ~1 ~ [n (A)  I (3.8) 
To deduce these bounds from our results, it suffices to consider a unitary 
matrix U in Corollary 3.3 and take the infimum of IINAII2 over all unitary 
matrices U triangularizing A. This leads to 
p-1 
IA - ~1 p ~<ll(ax - ~x)l12 E IA - ~lP-k - ln (A)  k, 
k=0 
which is equivalent to (3.7). In a similar manner, Corollary 3.4 leads to (3.8). 
Both (3.7) and (3.8) can be extended to the generalized eigenvalue 
problem. We first remark that, using QR factorization, the matrices U and V 
of Property 1.5 may be chosen to be unitary. Hence we can define 
n( ~, A,  B)  = i n f{ l lD~l l211NA - ~N~l12 : 
U*AV = D A + NA, U*BV = D B + Ns,  
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U, V unitary, D A, D s diagonal, 
NA, N s strictly upper triangular} 
and 
/3 = inf{llD;lll~-I : U*BV = D R + NR, D R diagonal, 
N B strictly upper triangular, U, V unitary}. 
Let U and V be unitary matrices uch that 
U*BV= D 8 + NR, 
with D B = diag(/31 . . . .  ,/3,) and N B strictly upper triangular. Let i be such 
that IID~III~ -1 = I/3,1, Then 
1 
I[B-1II2 =11< o. + NR)-III ~lle, e,*(o. ÷ NR) - 'e ,eT IL  = I/3,1" 
Hence 
1 
IIB-1112 " 
We obtain the following generalizations. I f /x ~ C and x ~ C" are such that 
Ilxl12 = 1 and It(A - I~B)xllz --/: 0, then there exists X ~ sp(A, B) such that 
.(u, a,B) 
t* - ~l ~< g (~.(~, a,.)ll(7___ ~-) ~2 ) (3.9) 
Also, when/x is an eigenvalue of the pencil ( A + E, B + F) and E - /~F # 
O, then 
n(/z, A,B)  
[A -~ '~< ( /3n(~'A 'B) )  " g  IIE---~-ffl~ (3.10) 
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Finally, we compare a result given in Theorem VI 2.6 of [18] with a bound 
that can be deduced from Corollary 3.1. In our notation the quoted result 
reads as follows: 
Let (A, B) be a regular pencil such that there exist invertible matrices U 
and V diagonalizing ( A, B): 
U- 1AV = DA, U- 1BV = D B . 
Let ( A + E, B + F) be the perturbed pencil which is assumed to be regular. 
Then, for any I~ ~ sp(A + E, B + F), there exists A ~ sp(A, B) such that 
X(A,/x) ~< K2(V)pL[ (A ,B) , (A  +E,B  +F)] ,  (3.11) 
where 
Ix - ~1 
x(A, tz) = v/i- + lal~ ~/1 + I~1 z 
is the chordal metric, 
PL[( A, B),  ( A + E, B + F)] = sin 0max, 
and 0ma x is the largest canonical angle between the row spaces of the n × 2 n 
matrices (A B) and ( A + E B + F). 
Corollary 3.1 allows us to find a similar bound as follows. Since B is 
invertible, H = AA* + BB* is a Hermitian definite positive matrix. Let H 1/2 
denote its unique Hermitian positive definite square root. We set 
= H-1/2A and /~ = H-1/2B. 
Then [,'~/31 has orthonormal rows and sp(A,/~) = sp(A, B). Moreover, if 
(U,V) diagonalizes (A, B) in the sense of Property 1.5, then (,~,/3) is 
diagonalized by ( H -  1/2 U, V ). We remark that 
11H1/2112 = P( H 1/2) = [ P( H)] 1/z =ILIA n]ll~. 
We apply Corollary 3.1 to the pencil (A,/3) in the particular case of p = 1 
and N A = N~ = O. Then, for any /x ~ C, there exists h ~ sp(A, B) such 
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that for any unit vector x, 
x(a, ~,) .< 
~l  + I/zl 2 /3V/1 + I/zl 2 
IIH1/21le (A -  ~/3)x 2 
~<-- I Iu  tlhllwll2 
_/8 1//1 + l t ,  l 2 
In a similar way, if 
G = (A +E) (A  +E)* + (B +F) (B  + F)*, 
A 
_A + E_ = G-1/2( A + E),  
A 
B + F= G--~/2(B + F) ,  
then [A + /~ B +--"--~] has orthonormal rows and sp(A + E, B + F)  = 
sp(A + E._...___z, B + F__ . .  ). If /z ~ sp(A + E, B + F)  and if x is a unit eigenvector 
of (A + E, B + F) corresponding to /x, then, as is proved in [18], 
( i  - ~)x  
~7+ It, I: 
,< p~[(~, ~), (a + E, ,  + F)]. 
But 
p~[(d, ~), (~-7-~, h+~)]  = ,~[(A. B), (a + K, B + r)]. 
Let us define 
~¢ = {(U,V)  ~ C "xn × C "x" : U,V are invertible, 
U- 1AV and U- 1BV are diagonal and 
IIV-~B ~ullTl=ll[A BILL} 
and 
K= inf "'" " '"'llU-ll1211vl12. 
(u, v )EXz 
86 MARIO AHUES. AND BALMOHAN LIMAYE 
We deduce that 
I f  B is invertible, then for  all ix ~ sp(A + E, B + F) there exists A 
sp(A, B) such that 
X(  A, Iz) ~< KpL[( A ,B) , (  A + E ,B  +F)] .  
4. FINAL REMARKS 
4.1 
In the following example, only one eigenvalue of W satisfies the bound in 
Theorem 2.2: We set n =m=2,  W=diag( /x , /z0)  , A =AI2, B =I  2, so 
that 2/= O, ~o~(t) = tv~,  N A - - - -  N B = O, N = O, fl = 1, U = V = 12, p = 1, 
D A =A,  and D B =B-  
Let us choose A,/z, and /z 0 such that 
0 < v~lA - tzl < IA - ~01. 
Then the pair (A,/x) ~ sp(A, B) × sp(W) satisfies the bound in Theorem 
2.2 for any x ~ C 2. However, with 
the pair (A,/z 0) in sp(A, B) × sp(W) does not verify the bound. 
4.2 
Different definitions of the departure f rom normality of  a matrix W have 
been given in the literature (cf. [6, 10, 13]). We consider here the most direct 
one: 
~F(W)  = I IW*W - WW*I IF ,  
which is obviously zero if and only if W is a normal matrix. 
The quantity ~/ introduced at the beginning of Section 2 is related to the 
departure from normality of W. In fact (cf. [12]), 
611wll~ 
vF(W)2 1/mz -- m 
- -  ~l lZl l~ ~ V 12 - -  ~(w) ,  
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but 
m(m - 1) 
7 2 -<< IlZll~ < 
2 
so that 
"F (w)  2 ~/2 
am(m - 1)IIW I1~ 
T 2 , 
m 3 - -  m 
12 
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4.3 
Kahan, Parlett, and Jiang [13] propose the bound 
IA - ~ l t< IIUEU-~II2(1 + IA - ~I) ~-~, (4.1) 
where U is a Jordan basis of A and l is the order of the largest Jordan block 
to which A belongs. This result should be compared with our bound in 
Corollary 3.5. 
If p = l and IIUEU-1112 = IIUII211U-IEtl2, then our result gives an upper 
bound of I)t - /xl p, which is sharper than (4.1). This situation occurs, for 
instance, if n and p satisfy 2( p - 1) > n >I p t> 3 and we take 
A = AI,, + N ,  N=[~ Ip- I ] '0  and E = e I . ,  
since then U = I,, l = p, and Corollary 3.5 gives 
p-1  
12t- ~l p < ~ ~k, 
k=0 
while (4.1) gives 
p x( ) 
i)t _ /~lp ~ ~ p -1  
k=0 k ~k. 
4.4 
In the bounds (3.9) and (3.10) we remark that if B = I, then /~ = 1. This 
shows that these bounds actually generalize the bounds (3.7) and (3.8) 
respectively. 
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4.5 
The use of the Euclidean vector norm I1" 112 and the corresponding 
subordinated matrix norm is not essential, except for the fact that IIuII2 = 1 
for any unitary matrix U. Almost all of the results presented in this work can 
be demonstrated using a matrix submultiplicative norm I1" II. such that for 
any diagonal matrix D = diag(A 1 . . . . .  A n) one has 
IIDII,. ~< max I&l, 
l <~i <~n 
together with a vector norm I1" II satisfying 
IIMxll ~ IIMl[.llxll 
for all M ~ C nXn and x ~ C n. 
Thanks are due to Rafikul Alam and Alain LargiUier as well as to the 
referee of a previous version for helpful comments and suggestions. 
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