Laser-plasma accelerators (LPAs) are capable of accelerating charged particles to very high energies in very compact structures 1 . In theory, therefore, they offer advantages over conventional, large-scale particle accelerators. However, the energy gain in a single-stage LPA can be limited by laser diffraction, dephasing, electron-beam loading and laser-energy depletion 1 . The problem of laser diffraction can be addressed by using laser-pulse guiding 2 and preformed plasma waveguides to maintain the required laser intensity over distances of many Rayleigh lengths . Here, we present results from an experiment that demonstrates such staging. Two LPA stages were coupled over a short distance (as is needed to preserve the average acceleration gradient) by a plasma mirror. Stable electron beams from a first LPA were focused to a twenty-micrometre radius-by a discharge capillary-based 7 active plasma lens 8 -into a second LPA, such that the beams interacted with the wakefield excited by a separate laser. Staged acceleration by the wakefield of the second stage is detected via an energy gain of 100 megaelectronvolts for a subset of the electron beam. Changing the arrival time of the electron beam with respect to the second-stage laser pulse allowed us to reconstruct the temporal wakefield structure and to determine the plasma density. Our results indicate that the fundamental limitation to energy gain presented by laser depletion can be overcome by using staged acceleration, suggesting a way of reaching the electron energies required for collider applications 6, 9 . The limitations of conventional particle-accelerator technology 10 are motivating the development of advanced particle-acceleration techniques, such as laser-plasma acceleration, which could see a broad range of applications-ranging from particle colliders that produce energies beyond 10 12 electronvolts (TeV) 9 to compact free-electron lasers and Thomson γ-ray sources. Within the past few years, tremendous progress in LPA development has been made. After the first demonstration of per-cent-level energy spread and small divergence in millimetre-scale plasmas in 2004 (refs 11-13), electron beams with energies of 10 9 eV (GeV) were obtained with 40-terawatt laser pulses 14 . Subsequently, electron beams with multi-GeV energies were reported with petawatt-class laser systems and plasmas of a few centimetres in length [15] [16] [17] . Controlling the injection of electrons into plasma waves enables the accelerator to be precisely tuned [18] [19] [20] [21] . . With the help of particlein-cell simulations, it has been shown 22 that, in order to reach an energy of 1 TeV in a single stage, a plasma density of about 10 15 cm −3 is required. This would result in an acceleration length of 1 km, a low acceleration gradient, 10 kJ of required laser pulse energy, and an electron bunch that is not suitable for collider applications 9 . However, staging using multiple petawatt laser systems would allow for the use of much higher plasma densities, and hence the generation of higher accelerating gradients; this would result in a reduction in the total LPA-based linear-accelerator length to a few hundred metres, as well as more favourable laser parameters and electron-bunch charges 9 . To obtain such a compact set-up, coupling distances of the order of the laserdepletion length, at the 1-metre scale, are assumed. Because the fluence restrictions of conventional laser optics require them to be positioned several metres away from the focal plane of the laser, plasma mirrors 23 have been proposed instead as the final steering optics 24 . Such a compact staging set-up is also important to photon sources (for example when using γ-rays to inspect materials) 25 , where it can be used to decelerate electrons after photon production to mitigate shielding needs.
; and beam loading can be controlled by proper shaping of the electron beam 5 . To increase the beam energy further, it is necessary to tackle the problem of the depletion of laser energy, by sequencing the accelerator into stages, each powered by a separate laser pulse 6 . Here, we present results from an experiment that demonstrates such staging. Two LPA stages were coupled over a short distance (as is needed to preserve the average acceleration gradient) by a plasma mirror. Stable electron beams from a first LPA were focused to a twenty-micrometre radius-by a discharge capillary-based 7 active plasma lens 8 -into a second LPA, such that the beams interacted with the wakefield excited by a separate laser. Staged acceleration by the wakefield of the second stage is detected via an energy gain of 100 megaelectronvolts for a subset of the electron beam. Changing the arrival time of the electron beam with respect to the second-stage laser pulse allowed us to reconstruct the temporal wakefield structure and to determine the plasma density. Our results indicate that the fundamental limitation to energy gain presented by laser depletion can be overcome by using staged acceleration, suggesting a way of reaching the electron energies required for collider applications 6, 9 . The limitations of conventional particle-accelerator technology 10 are motivating the development of advanced particle-acceleration techniques, such as laser-plasma acceleration, which could see a broad range of applications-ranging from particle colliders that produce energies beyond 10 12 electronvolts (TeV) 9 to compact free-electron lasers and Thomson γ-ray sources. Within the past few years, tremendous progress in LPA development has been made. After the first demonstration of per-cent-level energy spread and small divergence in millimetre-scale plasmas in 2004 (refs 11-13) , electron beams with energies of 10 9 eV (GeV) were obtained with 40-terawatt laser pulses 14 . Subsequently, electron beams with multi-GeV energies were reported with petawatt-class laser systems and plasmas of a few centimetres in length [15] [16] [17] . Controlling the injection of electrons into plasma waves enables the accelerator to be precisely tuned [18] [19] [20] [21] . This would result in an acceleration length of 1 km, a low acceleration gradient, 10 kJ of required laser pulse energy, and an electron bunch that is not suitable for collider applications 9 . However, staging using multiple petawatt laser systems would allow for the use of much higher plasma densities, and hence the generation of higher accelerating gradients; this would result in a reduction in the total LPA-based linear-accelerator length to a few hundred metres, as well as more favourable laser parameters and electron-bunch charges 9 . To obtain such a compact set-up, coupling distances of the order of the laserdepletion length, at the 1-metre scale, are assumed. Because the fluence restrictions of conventional laser optics require them to be positioned several metres away from the focal plane of the laser, plasma mirrors 23 have been proposed instead as the final steering optics 24 . Such a compact staging set-up is also important to photon sources (for example when using γ-rays to inspect materials) 25 , where it can be used to decelerate electrons after photon production to mitigate shielding needs.
Here we demonstrate coupling of, and acceleration in, two separately powered LPA stages. Two synchronized laser pulses were applied to drive two acceleration stages in series (Fig. 1) . The first stage generated electron beams from a gas-jet target with a central energy of 120 MeV (see Methods). To maximize the coupling efficiency to the second stage, these electron beams were refocused by a first discharge capillary, acting as an active plasma lens 8 , to the entrance of a second discharge capillary, serving as the second-stage target. The acceleration fields in the second capillary were excited by the second laser pulse, reflected by a tape-based plasma-mirror a few centimetres away. Depending upon the relative timing of the two laser pulses, an energy gain of about 100 MeV might be observed, with a charge-coupling efficiency of 3.5%. Continuous scanning of the relative timing of the laser pulses allowed us to reconstruct the femtosecond-scale temporal field structure of the second-stage wake, providing an important wake diagnostic. Numerical modelling confirms the effective trapping of the electron beam in the second-stage wake structure, and provides evidence for the femtosecond duration of the first-stage electron beams.
The electron beams generated in the first stage were transported to the second-stage target using a pulsed active plasma lens 8 . Radially symmetrical focusing was achieved in a gas-filled, 15-mm-long capillary with a diameter of 500 μm, using an axial discharge current of 650 A, which produced an azimuthal focusing magnetic field. The high field strengths produced (~0.5 tesla) re-focused electrons with energies of 75-125 MeV within a distance of 25 mm through the plasma-mirror tape to an energy-dependent spot size of 20-30 μm (r.m.s.) at the second plasma stage (Fig. 1 inset) . The divergence acceptance of the lens was 5 mrad.
The second-stage LPA target was formed by a separate discharge capillary structure (see Methods). The discharge current created a pre-formed plasma that served as a waveguide, guiding the driving
Letter reSeArCH laser pulse over many Rayleigh lengths, minimizing diffraction and extending the acceleration length. These target systems are well characterized 3, 14 , and a model has previously been developed that permits the wakefield amplitude to be determined by means of the spectral redshift of the transmitted laser 15, 26, 27 . We used a feedback-controlled, tape-based plasma mirror (see Methods) to combine the injected electron beam with the laser driver in the second stage.
The laser pulses reflected off the plasma mirror were guided in the parabolic plasma channel created in the discharge capillary with an energy transmission of 85%. Matched propagation of a transversely Gaussian laser pulse in a plasma with a transverse parabolic density profile can be obtained-at low laser power and intensity-if the input-laser spot size, w 0 (which corresponds to a radius whereby the laser intensity is 1/e 2 compared to the on-axis value), equals the matched spot size, r m. (For a parabolic plasma profile, n(r) = n 0 + αr 2 , where n 0 is the on-axis density, r is the transverse spatial coordinate in the plasma channel, and α is the parameter controlling the depth of the channel; the matched spot size is given by r m = (απr e ) −1/4 , with r e = 2.8 × 10 −13 cm being the classical electron radius.) In our experimental conditions, r m = 45 μm, and the laser spot size at focus was w 0 = 18 μm, leading to mismatched propagation and, hence, to varying peak intensities and wakefield strengths along the capillary. The characteristic oscillation length of the laser spot size is given by λ OS = πz RM , where
, and λ = 0.8 μm is the central wavelength of the laser. For our parameters, λ OS = 25 mm. Wake excitation under these conditions was confirmed by measuring optical spectra of the transmitted laser pulse, showing an increasing redshift with increasing plasma density in the channel. Quantitative analysis of the spectra revealed a maximum relative redshift of 3% with respect to the central wavelength of the laser at a density of 2 × 10 18 cm
. This corresponds to an average field amplitude of about 17 MV mm −1 if wake excitation occurs over the full length of the capillary 26 .
To control the phasing of the electron beam in the plasma wake of the second-stage LPA, we varied the delay between the laser pulses that drive the first and second stages, with femtosecond precision, with an optical-delay stage in the laser beam line of the injector stage. Electron spectra were recorded as a function of the delay between the two laser pulses. In the case of a positive delay, the first-stage electrons propagated without the influence of the second laser pulse. After the second laser pulse arrived (negative delay), the electron spectra were periodically modulated in energy (Fig. 2a) . The period of the modulation was 80 ± 6 femtoseconds, consistent with a plasma wavelength λ p of 24 μm, at a density of (1.9 ± 0.3) × 10 18 cm
. The constant periodicity of the observed modulation as a function of delay behind the driver pulse further indicates a quasilinear wake, consistent with expectations for the experimental parameters, including laser intensity and plasma density.
To investigate the influence of the second-stage wakefield on the electron beam in detail, we subtracted the reference spectrum resulting from an unperturbed beam (positive delay) from the spectrum at each delay, to emphasize the effect of the second laser pulse while maintaining absolute charge information. The resulting electron distributions are plotted in Fig. 2b in the form of a waterfall plot of electron spectra, where each horizontal line corresponds to an energy spectrum that is averaged over five shots. Background-subtracted two-dimensional charge maps for the first two peaks and valleys of the blue curve in Fig. 2a , also averaged over five shots, are shown in Fig. 2d -g. The presence of the second-stage laser results in a reduction in total beam charge by up to a factor of three (Fig. 2a) . For appropriate timing of the second-stage laser, however, charge was detected beyond the energy cut-off of the input electron spectrum, that is, >200 MeV. This charge accelerated beyond the cut-off of the input spectrum (red and yellow areas in Fig. 2b, d, f) , which indicates acceleration in the second stage. The integrated charge of 1.2 pC in this region represents the charge trapped in the accelerating phase of the wake, corresponding to a trapping efficiency of 3.5%. At delays of λ p /2 after the times of maximum energy gain, roughly 1 pC of additional charge was detected around 110-150 MeV (Fig. 2e,g ). This could correspond to electrons that have decelerated, or to electrons that have been deflected by the transverse wake fields into the spectrometer acceptance. The broad energy spread of the first-stage electron beam prevents unambiguous observation of the decelerating phase of the wake under these conditions. Numerical modelling performed with the code INF&RNO 28, 29 allows detailed analysis of the interaction. Figure 3a shows referencesubtracted electron spectra as a function of the delay between the arrival of the electron bunch and the laser pulse. The simulations show that the observed energy modulations depend on the phasing of the electron bunch within the wake. The periodicity of the modulation is determined by the plasma density and is consistent with the experimental observation. However, the amount of post-accelerated charge decreases in the later accelerating phases of the wake as a result of increasing wake curvature. The fact that the linearity of the wake appears to be preserved in the experimental results could be attributed to a deviation from the parabolic plasma channel. We have found that, for example, simulating a quartic plasma density profile yields a charge distribution similar to that obtained in the experiment (Extended Data  Fig. 1 ). Simulations performed assuming matched guiding conditions, and a more-energetic injector beam with reduced energy spread, indicate that roughly 90% trapping can be achieved (Extended Data Fig. 2) . 
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As discussed above, there were two regions of increased laser intensity-and hence higher wake amplitude-in the capillary, owing to mismatched laser-pulse guiding. In Fig. 3 , we plot the evolution of electron energy (Fig. 3b ) and bunch size (Fig. 3c) as a function of propagation in the capillary for two different electron populations at a delay of −252 femtoseconds. Electrons that had an initial energy in the range 75-125 MeV did not gain a notable amount of energy, and were strongly defocused by the transverse wakefield in the early stages of the laser-plasma interaction. On the other hand, electrons with a final energy above 200 MeV experienced an energy gain of about 100 MeV in the vicinity of the second laser focus, corresponding to a propagation distance of z = 24-29 mm in the plasma, where-because of the focusing induced by the discharge current and the laser-induced wake-they reach a spot size of roughly 5 μm and interact strongly Figure 2 | Spectra of electron beams produced by staged acceleration. a, Maximum electron energy (blue) and total electron-beam charge (red) as a function of the delay between the two driving laser pulses. 'Positive delays' correspond to times before the arrival of laser 2. A single data point represents an average of five measurements; error bars represent the standard deviation. b, Waterfall plot of electron spectra (five-shot average), each with the reference from panel c subtracted, as a function of delay. c, 100-shot average unperturbed reference for delays of 100-300 fs before the arrival of the second laser pulse. c-g, Two-dimensional charge maps (five-shot average), with reference (c) subtracted for the first two maxima and minima of the energy oscillation shown in a-that is, for delays of −107 fs (d), −153 fs (e), −193 fs (f) and −240 fs (g). The y-axis in c-g shows the transverse angle in milliradians; '0' corresponds to the laser axis. with the laser-driven plasma wake. This is shown in Fig. 3c , where we plot (red solid line) the evolution of the transverse electron bunch size as a function of the propagation distance. The red dashed line in Fig. 3c shows the evolution of the bunch spot size without the influence of the laser pulse, indicating that the contribution of the external magnetic field (induced by the discharge current of the second capillary) to the trapping of the electrons cannot be neglected.
To elucidate this, we computed in the simulation the amplitude of the transverse force, F(z), acting on the electron bunch at distances of 10 μm and 20 μm from the capillary axis. The focusing contribution from the externally applied discharge current is given by F(z = 0), where there is no wake contribution. We plot the ratio F(z)/F(z = 0) in Fig. 3d . For propagation distances in the capillary of z < 10 mm, the average spot size of electrons with final energies of 200-300 MeV is larger than the laser spot; hence, the external field prevails and focuses the electron beam. At positions 10 mm < z < 22 mm, the laser intensity is reduced markedly because of mismatched guiding (Fig. 3b) ; hence the focusing force from the externally applied current is of the same order as the wakefield contribution, leading to continued focusing of the electron beam. Finally, for positions 24 mm <z < 29 mm, the contribution of the wakefield dominates the interaction. In this range, a subset of the electron beam is trapped in the wakefield and gains energy. An energy gain of about 100 MeV is observed in the simulations. For comparison, the experiment was repeated with the reversed (that is, defocusing) current in the second capillary. In this case, the external focusing field that supports trapping in the region 24 mm <z < 29 mm is absent. Trapping still occurs in the region of the first laser focus (2 mm <z < 5 mm), but electrons trapped here are subsequently dephasing/defocusing and thus do not experience a detectable energy gain at the end of the second capillary. The full data set is shown in Extended Data Fig. 3 .
In summary, we have presented an experimental study of the coupling of two LPA stages that are independently driven by two synchronized laser pulses. We demonstrated electron-beam injection and capture into the second-stage LPA by means of approximately a 100-MeV energy gain that recurs at delays corresponding to multiples of λ p . The observation of temporally well defined energy modulations further implies directly that the bunch length of the input electron beam is shorter than λ p /4 ≈ 5 μm. This represents a milestone in the development of laser-driven, plasma-based accelerators for particle colliders, and for any other LPA application that requires electron energies beyond the limits of single stages. Simulations of modules that provide multi-GeV energy boosts to high-quality electron beams by operating at lower densities (that is, with a larger transverse wake size) suggest that 100% trapping can be achieved. The demonstration of such collider-relevant stages-including synchronizing the timing of separate laser drivers-will be the focus of our future work.
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MeThOdS
Laser pulses with a centre wavelength, λ, of 0.8 μm, produced by the TREX Ti:sapph laser at the BELLA Center, were split with a MgF 2 beamsplitter of 5-mm thickness. For stage I (2), 70% (30%) of the 40-TW laser-pulse energy-that is, 1.3 J (0.45 J) of laser energy-was focused by a parabola of focal length 2 m to a beam waist, w 0 , of 18 μm. This corresponds to a laser intensity of 4 × 10 18 W cm ) at a pulse duration of 45 fs. Plasma mirror. A feedback-controlled, VHS-tape-based plasma-mirror system was used to combine the injection beam with the laser driver for the second stage. The electron beam passed through the tape, while the laser beam was reflected at 90º. This plasma mirror 24 has a laser-energy throughput of 80% (that is, 480 mJ laser energy), results in no observable laser mode or pointing degradations, and has been fully characterized and improved to provide uninterrupted operation at a repetition rate of 1 Hz for hours of run time. Electron-beam diagnostic. The energy spectrum of electron bunches emerging from the plasma was measured by a magnetic electron spectrometer. It used a 120 mm by 480 mm rectangular-pole electromagnet with the maximum field strength of 1.5 T (ref. 30) . Deflected electrons went through scintillating screens (Lanex, Kodak) that were arranged to optimize the energy resolution 31 , and the resulting light was imaged by three synchronously triggered charge-coupled-device (CCD) cameras, enabling single-shot detection of electrons with energies in the range 0.055-0.25 GeV and 0.3-2.1 GeV for 1 T. Gas jet. A supersonic deLaval nozzle type gas jet with a diameter of 700 μm was used as the first-stage target. At backing pressures of 150 psi (with the gas being a mixture of 99% helium and 1% nitrogen), the neutral density profile exhibited an approximately Gaussian shape, verified by interferometric measurements 32 .
The plasma density at the interaction point with the laser pulse was 5 × 10 18 cm
. Stage I electron beam. To establish a stable injector stage, 70% of the energy of the BELLA Center TREX laser pulse was focused onto a supersonic gas jet (see above). A composition of two gases (99% helium and 1% nitrogen) was used to increase the amount of trapped charge. In such a mixed gas, injection was achieved by ionizing deeply bound electrons from a gas with high atomic number (nitrogen) near the peak of the laser pulse, the proper phase inside the wakefield allowing them to be trapped 33, 34 . Stable electron beams with a mean energy of 120 ± 5 MeV, a 60% (full width at half-maximum) energy spread, a beam charge of 33 ± 5 pC, and a low divergence of 4 ± 0.3 mrad were routinely produced, with a pointing stability of 0.3 mrad (standard deviation) over hours of run time (corresponding to thousands of laser shots and more than ten days). Capillaries. The capillary used as the active plasma lens had a diameter of 500 μm and a length of 15 mm. Hydrogen gas was flowed into the capillary through slots located 2 mm from each end of the capillary. The temporal profile of the discharge current was approximately sinusoidal, with a peak current of 650 A. Data were taken for laser arrival at the peak of the discharge, and allowed focusing of the 100-MeV electrons to the entrance of the accelerator-stage capillary, which was located 25 mm downstream of the exit of the active plasma lens. The capillary used as the second stage had diameter of 250 μm and length of 33 mm. Hydrogen gas was flowed into the capillary through slots located 2 mm from each end of the capillary. The discharge current was approximately sinusoidal, with the peak current being 325 A. Data were taken for laser arrival at the peak of the discharge.
The two discharge capillaries have identical lens strength and form an imaging telescope for the electron beam. We verified independently that an electron propagating through this imaging telescope, without the influence of the second-stage laser pulse, has the same final divergence as the input electron beam, in the range of 60 to 300 MeV that is relevant for this experiment. Numerical modelling. Calculations of the laser-plasma interaction-including laser and wakefield evolution-and of electron acceleration/modulation were carried out with the computational framework INF&RNO 28 (integrated fluid and particle simulation code). INF&RNO is a two-dimensional, cylindrical (r − z) code that adopts an envelope model for the laser pulse, and makes use of the approximation of the ponderomotive force to describe the interaction of the laser pulse with the plasma. In the simulations presented here, the background plasma is modelled via a (noiseless) cold fluid description, while a fully kinetic description, realized through the particle-in-cell approach, is used for the electron bunch. The laser envelope is evolved in time using a second-order Crank-Nicolson method. The full wave operator is retained in the evolution equation for the laser envelope. At any given time step, once the laser envelope is specified, the (fluid) wakefield is computed using a quasistatic approach. The effect of the discharge current in stage II is taken into account by adding a radially varying azimuthal magnetic field corresponding to a discharge current of 325 A. Evolution of the electron bunch over time is computed using a fourth-order Runge-Kutta integrator. The input laser pulse is modelled according to the measured transverse intensity profile of the laser. The background plasma profile in stage II has a length of 33 mm, with 3-mm initial/final ramps and a 27-mm-long longitudinal flat-top section in the centre. The transverse density profile is parabolic with a matched radius, r m , of 45 μm. The initial (that is, after the first LPA stage) phase space distribution for the electron bunch is modelled according to the measured bunch properties (see the spectrum in Fig. 2c ). The initial bunch length was varied in the range 1 μm to 30 μm (longitudinal flat-top profile), while the initial bunch radius was chosen in the range 0.2-5 μm (transverse flat-top profile). Simulation results are insensitive to the choice of the initial bunch radius within the aforementioned range. In each simulation, the complete transport of the electron bunch from the exit of stage I to the entrance of stage II is modelled, including the effect of the active plasma lens (powered with a current of 650 A) and the interaction (scattering) with the plasma-mirror tape. The final (that is, after stage II) electron spectra have been computed taking into account the finite acceptance of the spectrometer. 
