In numerous applications the mathematical model consists of different processes coupled across a lower dimensional manifold. Due to the multiscale coupling, finite element discretization of such models presents a challenge. Assuming that only singlescale finite element forms can be assembled we present here a simple algorithm for representing multiscale models as linear operators suitable for Krylov methods. Flexibility of the approach is demonstrated by numerical examples with coupling across dimensionality gap 1 and 2. Preconditioners for several of the problems are discussed.
Introduction
This paper is concerned with implementation of the finite element method (FEM) for multiscale models, that is, systems where the unknowns are defined over domains of (in general) different topological dimension and are coupled on a manifold, which is possibly a different domain. The systems arise naturally in applications where Lagrange multipliers are used to enforce boundary conditions, e.g. [5, 9] , or interface coupling conditions e.g. [8, 4, 24] . In modeling reservoir flows [12] , tissue perfusion [11, 13, 22] or soil-root interaction [21] resolving the interface as a manifold of codimension 1 can be prohibitively expensive. In this case it is convenient to represent the three-dimensional structures as curves and the model reduction gives rise to multiscale systems with a dimesionality gap 2.
Crucial for the FEM discretization of the multiscale models is the assembly of coupling terms, in particular, integration over the coupling manifold. There exists a number of open source FEM libraries, e.g. [7, 1, 19, 16] , which expose this (lowlevel) functionality and as such can be used for implementation. However, for rapid Miroslav Kuchta Simula Research Laboratory, P.O. Box 134, 1325 Lysaker, Norway, e-mail: miroslav@simula.no prototyping, it is advantageous if the new models are described in a more abstract way which is closer to the mathematical definition of the problem.
FEniCS is a popular open source FEM framework which employs a compiler to generate low level (C++) assembly code from the high-level symbolic representation of the variational forms in the UFL language embedded in Python, see [25] . Here the code generation pipeline provides convenience for the user. At the same time, implementing new features is complicated by the fact that interaction with all the components of the pipeline is required. As a result, support for multiscale models has only recently been added to the core of the library [14] and is currently limited to problems with dimensionality gap 0 and 1. Moreover, in case of the trace constrained systems the coupling manifold needs to be triangulated in terms of facets of the bulk discretization. We remark that similar functionality for multiscale systems is offered by the FEniCS based library [2] .
Here we present a simple algorithm1 which extends FEniCS to support a more general class of multiscale systems by transforming symbolic variational forms in UFL language into a domain specific language [26] which represents (actions of) discrete linear operators. As this representation targets solutions by iterative methods preconditioning strategies shall also be discussed. Our work is structured as follows. Section 2 details the algorithm. Numerical examples spanning dimensionality gap 0, 1 and 2 are presented in §3 and §4 respectively.
Multiscale assembler
In the following (·, ·) Ω denotes the L 2 inner product over a bounded domain Ω ⊂ R d , d = 1, 2, 3. The duality pairing between the Hilbert space V and its dual space V is denoted by (·, ·). Given basis of a discrete finite element space V h , the matrix representation of operator A is A h . Adjoints of A and A h are denoted as A and A h respectively.
Our representation of multiscale systems builds on two observations, which shall be presented using the Babuška problem [5] . Let Γ = ∂Ω and V = H 1 (Ω), Q = H −1/2 (Γ), W = V × Q. Then for every L ∈ W there exists a unique solution
Here T : H 1 (Ω) → H 1/2 (Γ) is the trace operator such that Tu = u| Γ , u ∈ C(Ω). We remark that (1) is the weak form of −∆u + Iu = f in Ω with u = g on ∂Ω enforced by the Lagrange multiplier p.
Given the structure of A in (1) it is natural to represent the operator on a finite element space W h as a block structured matrix (rather then a monolithic one). Moreover, observe that the multiscale operator B :
Assuming that the FEM library at hand can only assemble singlescale operators, e.g. I and A, the multiscale operators B h and A h can be formed if representation of the trace operator is available. We remark that the block representation is advantageous for construction of preconditioners; for example the blocks can be easily shared between the system and the preconditioner, cf. [20, 26] .
Based on the above observations the multiscale systems can be represented as block structured operators where the blocks are not necessarily matrices. Cbc.block [26] defines a language for matrix expressions using the lazy evaluation pattern. In particular, block matrix(block_mat) and matrix product( ) are built-in operators. We remark that the operators are not formed explicitly, however, they can be evaluated if e.g. action in a matrix-vector product in a Krylov solver is needed. Using B from (1) as an example we thus aim to build an interpreter which translates UFL representation of (Tu, q) Γ into a cbc.block representation I h * T h . We remark that T h is here assumed to be a mapping between primal representations, cf. [27] .
The core of the multiscale interpreter is the algorithm (Figure 1 ) translating between the two symbolic representations. Observe that in multi_assemble different reduced assemblers are recursively called on the transformed UFL form with the singlescale form being the base case. An example of a reduced assembler is the Algorithm 1 can be easily extended to different multiscale couplings by adding a dedicated assembler. In particular, given Ω ⊂ R 3 and γ a curve contained in Ω, the 3d-1d coupled problems [13, 12] require operators T, Π such that for u = C(Ω), Tu = u| γ and
defined by the tangent vector of γ at x. We remark that assembling 3d-1d constrained operators follows closely Algorithm 2, with the non-trivial difference being the representation of Π. We remark that in assembly of Π or T we do not require that γ is discretized in terms of edges of the mesh of Ω. In fact, the two meshes can be independent. This is also the case for d-(d − 1) trace. Let us also note that the restriction operator Ru = u| ω , where ω ⊆ Ω ⊂ R d can be implemented similar to the trace operator. Finally, observe that the Algorithm 1 is not limited to forms where the arguments are reduced to the coupling manifold. Indeed, [12, 18] utilize extension from γ to Ω by a constant or as Green function of a line source respectively. Such couplings can be readily handled if realization of the discrete extension operator is available.
We conclude the discussion by listing the limitations of our current implementation. Unlike in [14, 2] the MPI-parallelism is missing2 as is the support for nonlinear forms. Moreover, the reduction operators cannot be nested and can only be applied to terminal expressions in UFL, e.g. T(u + v) cannot be interpreted. In addition, point constraints are not supported. With the exception of parallelism the limitations should be addressed by future versions.
In the following we showcase the multiscale interpreter by considering coupled problems with dimensionality gap 0, 1 and 2. We begin by a trace constrained 2d-1d Darcy-Stokes system.
Trace constrained systems
Let Ω 1 , Ω 2 ⊂ R 2 be such that Γ = ∂Ω 1 ∩ ∂Ω 2 and |Γ| 0. Figure 2 . We then wish to solve the Darcy-Stokes problem (with unit parameters)
Here σ(u 1 , p 1 ) = D(u 1 ) − p 1 I with D(u) = 1 2 ((∇u) + (∇u) ). The unknowns u 1 , p 1 and u 2 , p 2 are respectively the Stokes and Darcy velocity and pressure. The system is closed by prescribing Dirichlet conditions on Γ D i and Neumann conditions on Γ N i . Let T n , T t be the normal and tangential trace operators on Γ. We shall consider variational formulations of (3) induced by a pair of operators
Using the (mixed) operator A m problem (3) is solved for both u 2 , p 2 and an additional unknown, the Lagrange multiplier, which enforces mass conservation u 1 ·n−u 2 ·n = 0 on Γ. In the (primal) operator A p the condition appears naturally. Observe that the operator is non-symmetric. Well-posedness of the primal and mixed formulations as well the corresponding solution strategies have been studied in a number of works, e.g [15] and [24, 17] .
Here we compare the formulations and discuss monolithic solvers which utilize block diagonal preconditioners
Here the preconditioner B p has been proposed by [10] , while B m follows from the analysis [17] by operator preconditioning technique [27] . More precisely, B m is a Riesz map with respect to the inner product of the space in which [17] prove well-posedness of A m , i.e. H 1
. We remark that all the blocks of the preconditioners can be realized by efficient and order optimal multilevel methods. In particular, we shall use further the multigrid realization of the fractional Laplace preconditioner [6] .
In order to check mesh independence of the preconditioners let us consider the geometry from Figure 2 and let Ω 1 = [0, 0.5] × [0, 1], Ω 2 = [0.5, 1] × [0, 1]. In both A m , A p the triangulations of the domains shall be independent 3, cf. Figure  2 , with the mesh of Γ defined in terms of facets of Ω 2 . Finally, the finite element approximation of A p shall be constructed using P 2 -P 1 -P 2 elements4 while P 2 -P 1 -RT 0 -P 0 -P 0 is used for the mixed formulation A m . (5) , see also implementation in Figure 4 . Multigrid preconditioner for H 1/2 leads to slightly increased number of iterations compared to eigenvalue realization [23] . Results of the numerical experiment are summarized in Table 1 . It can be seen that the preconditioners (5) are robust with respect to the discretization. Further, Figure 3 shows that both formulations lead to expected order of convergence in all the unknowns. The approximation of Stokes variables is practically identical. We remark that p 2 convergence in A p is reported in the L 2 norm for the sake of ((1, 0) ), Constant ((0, 1)) a = block_form (W, 2) # Stokes a.add( inner (sym(grad (( u1)), sym(grad(v1)))*dx + inner (dot(Tu1 , tau), dot(Tv1 , tau))*dl -inner (q1 , div(u1))*dx -inner (p1 , div(v1))*dx) # Darcy a.add( inner (u2 , v2)*dx-inner (p2 , div(v2))*dxinner (q2 , div(u2))*dx) # Coupling a.add( inner (p, dot(Tv1 , n))*dl-inner (p, dot(Tv2 , n))*dl + inner (q, dot(Tu1 , n))*dl-inner (q, dot(Tu2 , n))*dl ) # Define rhs + boundary conditions A, b = map( ii_assemble , (a, L)) [23] or multigrid [6] realization of the fractional Laplacian.
comparison with the mixed formulation. Implementation of A m and preconditioner B m can be found in Figure 4 .
More general multiscale systems
To show flexibility of the interpreter we finally consider a simple prototypical 3d-1d coupled problem and an extended Darcy-Stokes problem with 2d-2d-1d coupling. We will present both problems before discussing the results.
Let Ω ⊂ R 3 be a bounded domain and let γ be a curve embedded in Ω. Assuming γ is a representation of the vasculature (e.g. as center lines) parameterized by arc length coordinate s a model of tissue perfusion by [13] is given as
Here k,k are the conductivities of the tissue and the vasculature, while β is the permeability. Observe that the exchange term is localized in Ω by the Dirac function δ Γ .
Let next Ω i ⊂ R d , d = 2, 3, i = 1, 2 be the fluid domain and a porous domain which share a common interface Γ. A model for transport of a scalar φ in such a medium Ω = Ω 1 ∪ Ω 2 was recently analyzed by [3] . Here we shall consider a simplified, linearized version of the system
in Ω 1 ,
where g and f are given vector and scalar fields on Ω. We remark that (7) is considered with the interface conditions (3e)-(3g). Compared to Babuška problem (1) or Darcy-Stokes problem (4) systems (7) and (6) introduce new multiscale couplings
Indeed, in the perfusion operator A p the test functions in the bulk are reduced to γ by a 3d-1d trace operator while Π in (2) is used for the trial functions. The transport operator A t then uses restriction operators R i φ = φ| Ω i , i = 1, 2 for φ ∈ C(Ω). We remark that differently weighted Sobolev spaces are required in order for the 3d-1d reduction operators to be well defined, see [13] . In particular, the trace operator requires higher than H 1 regularity. We test the abilities of the assembler by considering FEM discretization of (6) in terms of P 1 -P 1 elements while (7) shall be discretized by P 2 -P 1 -RT 0 -P 0 -P 0 -P 2 . Here the setup for (6) mirrors §3. However, to simplify the restriction the meshes for Ω 1 and Ω 2 are not independent. Instead, they are defined using the triangulation of Ω. The perfusion problem is then setup on a uniform discretization of [0, 1] 3 with γ a straight line which, in general, is not aligned with the edges of the mesh of Ω. Figure 5 shows the error convergence of the two approximations. For (7) the error with respect to the manufactured solution is measured and the expected rates can be observed. In perfusion problem the relative norm of the refined solution decreases linearly. Fig. 5 : Convergence of the FEM approximation of the 2d-2d-1d coupled problem (7) and a 3d-1d problem (6) .
