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Abstract In this paper, we propose an effective online
method to recognize handwritten music symbols. Based on
the fact that most music symbols can be regarded as com-
binations of several basic strokes, the proposed method first
classifies all the strokes comprising an input symbol and then
recognizes the symbol based on the results of stroke classifi-
cation. For stroke classification,we propose to use three types
of features, which are the size information, the histogram
of directional movement angles, and the histogram of undi-
rected movement angles. When combining classified strokes
into a music symbol, we utilize their sizes and spatial rela-
tion together with their combination. The proposed method
is evaluated using two datasets including HOMUS, one of
the largest music symbol datasets. As a result, it achieves a
significant improvements of about 10% in recognition rates
compared to the state-of-the-art method for the datasets. This
shows the superiority of the proposedmethod in online hand-











1 Daegu-Gyeongbuk Research Center, Electronics and
Telecommunications Research Institute, Daegu, Korea
2 Graduate School of Convergence Science and Technology,
Seoul National University, Seoul, Korea
3 Department of Composition, The University of Suwon,
Hwaseong, Korea
Keywords Music symbol recognition · Online handwritten
symbol recognition · Histogram of directional movement
angles · Histogram of undirected movement angles · Spatial
relation
1 Introduction
As information technology has been dramatically advanced
during the last two decades, digitization deeply invades var-
ious fields of music such as preservation, duplication and
distribution [1], and many composers and songwriters use
digital devices and computer softwares nowadays. Although
those programs provide the function of making and editing
music scores using music instruments and computer input
devices, pen and paper still occupy an important position
among various composition tools. Hence, automatic recog-
nition of handwritten music symbols has been required.
Especially, its demand increasesmore andmore as pen-based
digital devices such as smartphones and tablet PCs arewidely
used.
Music symbol recognition methods can be divided into
two categories. The techniques belonging to the first category
are referred to as the optical music recognition (OMR) or the
offline methods, where music symbols in score are recog-
nized in the formof images.Manyworks have been presented
for OMR and their details can be found in [2]. It is known that
the main challenges of the methods are to remove staff from
music score and to segment each meaningful symbol. On the
other hand, the techniques belonging to the second category
are called the online methods because music symbols can
be recognized by those methods right after they have been
written. Different from OMR methods, they can utilize time
information of written symbols. This makes each symbol to
be relatively easily isolated in the online methods. To utilize
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Fig. 1 Overall procedure of the proposed online music symbol recognition system
time information, conventional techniques such as dynamic
time warpping (DTW) [3] and hidden Markov models [4]
was applied to music symbol recognition in [5,6], and [7]. In
some studies such as [8], the offline methods were applied to
images of music symbols right after they have been drawn.
Meanwhile, Miyao and Maruyama proposed a novel pen-
based music symbol recognition system in [9]. Motivated
from the fact that music symbols can be divided into com-
mon basic strokes, the system consists of two parts, one of
which is to classify each input handwritten stroke as one of
the basic strokes and the other is to combine the classification
results into music symbols. There are two major advantages
in this approach. First of all, the segmentation, which is one
of the most challenging problems in music symbol recogni-
tion, is not needed for stroke classification. Secondly, various
music symbols can be recognized by classifying relatively
small number of basic strokes by a combination rule. It was
experimentally shown that their system can recognize hand-
written music symbols with a good performance. However,
the system requires the users to follow some rules in writing
specific strokes, but most people including composers do not
draw the strokes according to the rules.
In this paper, we propose an online music symbol recog-
nition method as shown in Fig. 1. It has a similar structure
as [9], but users of the proposed method do not have to be
aware of any writing rules. To achieve the goal, the proposed
method utilizes three types of features: the size information
(SI), the histogram of directional movement angles (HDA),
and the histogram of undirected movement angles (HUA).
The original size of a stroke, which was used in [9] only
to recognize the stroke for a dot, is important to distin-
guish other strokes as well without any prior knowledge. It is
also noticeable that the additional performance improvement
can be obtained by assigning more weights to the SI fea-
tures than to the HDA and HUA features. The HDA features
contain a time-series information, which is useful in hand-
writing recognition and is encoded by the chain code as in [9].
Especially, the HDA features are inspired by the descriptor of
the scale invariant feature transform [10] and the histogram
of oriented gradients (HOG) features [11], both of which are
popular in various computer vision applications. Together
with the HDA features, the HUA features are also used to
deal with the cases where the HDA features are not dis-
criminant enough to classify strokes precisely. Based on the
results of stroke classification using the three types of fea-
tures, the proposed method recognizes each music symbol
in a similar way to [9], where music symbols are recognized
based on the combination of the classified strokes. However,
different from [9], our symbol recognition method is per-
formed by exploiting additional information on the sizes and
locations of the classified strokes together with their combi-
nation. This enables the proposed method to recognize a set
ofmusic strokes as one of themusic symbolsmore accurately
compared to the previous methods. The proposed method is
trained and verified using the HOMUS dataset [12], which
was recently released and is the largest online handwritten
music symbol dataset. Figure 2 shows examples of twenty
four symbols in a subset of the dataset used in this study1.
Note that the intra-variation in each class (symbol) is very
large. Nonetheless, the experiments indicate that our method
gives a better performance than one of the state-of-the-arts.
This paper is organized as follows. In the next section,
the three types of features used in the proposed method are
described. In Sect. 3, themethod ofmusic symbol recognition
is mentioned. In Sect. 4, experimental results demonstrate
that the proposed method is effective in recognizing hand-
written music symbols. Finally, Sect. 5 concludes this paper.
1 Originally, the dataset consists of thirty-twomusic symbols.However,
we excluded eight symbols corresponding to time signatures.
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Fig. 2 Examples and the corresponding class labels of twenty four music symbols in a subset of HOMUS dataset [12] used in this study. For each
music symbol, three examples are shown columnwise
2 Stroke classification
As in [9], we consider a music symbol as a set of strokes, and
a stroke is defined as a sequence of two-dimensional points
si = (xi , yi ), i = 1, . . . , S, which are the successive loca-
tions of a stylus pen on a device in time sequence while the
pen touches the device, i.e,. the stroke is regarded to start
with a pen-down and end with the pen-up. Figure 3 shows
the examples of twenty-three classes of handwritten music
strokes which can comprise twenty four music symbols in
the HOMUS dataset as shown in Fig. 2. For the visualiza-
tion, each stroke is normalized into a square region keeping
the aspect ratio and consecutive two points of a stroke are
connected by a line. In order to effectively recognize those
strokes, we compute the following three types of features.
The following subsections describe how to compute the fea-
tures specifically.
2.1 SI features
A user of the system proposed in [9] has to follow a specific
rule to draw a filled note head, which corresponds to BHead
(black head) in Fig. 3. However, most people without the
knowledge of the rule generally draw BHead like a large dot.
Actually, after being normalized to the same size, the strokes
corresponding to Dot and BHead have very similar shapes as
Fig. 3 Examples of twenty-three strokes which can comprise music
symbols in the HOMUS dataset
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shown in Fig. 3. In this case, their original sizes can play an
important role in discriminating them from each other. Moti-
vated by this observation, we generate three features related
to the size of a stroke {si = (xi , yi )}Si=1 as the following:
ws = max
i












(xi − xi+1)2 + (yi − yi+1)2,
where ws and hs are the width and the height of the box
surrounding the stroke, respectively, and ls corresponds to
the length of the stroke. Under the assumption that staff lines
are given, the three values are divided by the staff height,
whichmeans the vertical distance between the highest and the
lowest staff lines, because most people usually write music
symbols depending on the size of a staff.
2.2 HDA features
For online recognition of handwriting, the time-dependent
information is so useful that it has been widely utilized in
many studies [13,15,16]. Also in [9], the time-varying infor-
mation was used in the framework of the eight-directional
Freeman chain code [17]. The chain code is composed of
a series of eight numbers which are assigned to discretized
angles corresponding to a two-dimensional pen-movement.
We also use the discretized angles of the directional move-
ments, but make a histogram of the numbers assigned to
the directional movement angles instead of enumerating the
numbers in time sequences. More specifically, all the strokes
are first normalized into a square with a fixed size of 72×72.
Then, several histograms are constructed from the d ×d sub-
regions in the square instead of making one histogram from
the given stroke, i.e., an eight-bin histogram of the direc-
tional movement angles is constructed in each subregion as
in [10,11]. Figure 4a shows how to assign eight numbers to
the directional movement angles, which is the same as the
assignment of the eight-directional chain code. The direc-






si+1 − si for i = 1,
si − si−1 for i = S,
si+1 − si−1 otherwise,
(1)
where S is the number of 2D points in a stroke. The loca-
tion of the point (xi , yi ) determines which subregion the
angle of its directional movement di belongs to. Figures 5a
and 5b visualize a stroke associated with BHead and the
HDA features generated from the stroke with d = 4. Note
(a) (b)
Fig. 4 a How to assign numbers to directional movement angles for
HDA features. b How to assign four numbers to undirected movement
angles for HUA features
that the HDA feature does not depend on the number of
classes. However, the chain code of an input stroke, which
was used in [9], has to be matched to every reference chain
code of all the classes by the dynamic programming [19].
Also, the matching should be performed once more for
each class due to the ambiguity of starting point of the
stroke.
2.3 HUA features
Most people write a stroke corresponding toWHead in Fig. 3
as a circle, but some people write it clockwise while the oth-
ers write it counterclockwise. Using only the HDA features,
the two strokes, which are differently drawn in those ways,
are located far away from each other in the feature space, and
this may degrade the classification performance. To prevent
the performance degradation, the proposed method utilizes
the HUA features as well as the HDA features. The HUA fea-
tures are generated in a similar manner as the HDA features,
i.e., they are computed based on the directional movements
in (1), and the similar histograms of four bins are also com-
puted from u×u subregions of a normalized stroke. The only
difference between the two features is that the HDA features
have the directions, whereas the HUA features do not have
them as shown in Fig. 4. Actually, if d is equal to u, the HUA
features can be obtained from the HDA features by summing
the values of two opposite directional bins of the HDA fea-
tures. Figure 5b, c show the relation between the HDA and
HUA features. In this case, the HDA and HUA features may
yield the same information because the HUA features can
be represented as a linear combination of the HDA features.
However, their parameters d and u were actually determined
as different values, which will be mentioned in Sect. 4. The
HUA features look similar to the directional image features,
whichwerefirst presented in [13] andwere also used in online
handwritten music symbol recognition system presented in
[9]. However, there is a significant difference between the
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(a) (b) (c)
Fig. 5 A stroke of BHead and the corresponding HDA and HUA fea-
tures. a The stroke. b Its HDA features with d = 4. c Its HUA features
with u = 4. Black (white) denotes high (low) value of histogram. The
numbers on the visualized features correspond to the numbers assigned
to movement angles as shown in Fig. 4
proposed features and the image directional features. The
HUA features are directly computed from the normalized
points of a stroke while the image directional features are
generated from an image of the stroke after converting the
stroke to the image. Thus, it can be said that the HUA fea-
tures can save the computational effort to transform input
strokes to images compared to the image directional features.
In the computations of theHDAandHUA features, the subre-
gions can be overlapped as in the block normalization of the
HOG features [11]. However, we do not consider the over-
laps because the features computed without the overlapping
provide enough performance, which will also be shown in
Sect. 4.
2.4 Classification
To classify handwritten music strokes, we propose to use the
three types of the abovementioned features by concatenating
them, i.e., a stroke to be recognized is represented by the
following feature vector:
x = [xTs xTd xTu
]T
, (2)
where xs , xd and xu are the feature vectors corresponding
to the SI, HDA, and HUA features, respectively. If both of
d and u are set to 4 as shown in Fig. 5, the dimensional-
ity of x becomes 195 because xs ∈ 3, xd ∈ d×d×8,
and xu ∈ u×u×4. In order to classify the feature vec-
tors constructed as in (2), we employ the kernel SVM [14],
which is the nonlinear extension of the linear SVM and
finds the hyperplane satisfying the maximum margin cri-
terion in a higher dimensional feature space induced by a
nonlinear mapping. By means of the kernel trick, the hyper-
plane defined in the feature space can be obtained without
explicit knowledge of the nonlinearmapping. Let us consider
a training set {(xi , ci )}Ni=1 where xi is the feature vector of
the i-th training sample, which can be computed as (2), and
ci ∈ {1,−1} is the class label of the sample. When using the




αi ci k(xi , x) + β, (3)
where {αi }Ni=1 andβ are obtained from theSVMlearning, and
an arbitrary sample x can be classified depending on the sign
of (3) once the learning is completed. In the above equation,
k(x1, x2) is the kernel between x1 and x2, and it is used as
the value of the inner product between the two vectors in the
feature space. Although various functions can be employed
for the kernel, we use the Gaussian kernel defined as







where ||x|| is the Euclidean norm of a vector x, and σ is the
kernel parameter. Since σ deeply affects the performance
of SVM classifier, determining its value is important in the
design of a SVM classifier using the Gaussian kernel. If the
training set is inseparable, SVMhas another tuningparameter
C to adjust the trade-off between the margin and the penalty
that enables the training samples to be misclassified. We find
the appropriate values of the parameters (σ,C) by cross-
validation, which will be described in Sect. 4.
While SVMwas developed for binary classification prob-
lems, the strokes to be classified in this study belong to one of
M = 23 classes. In this work, we adopt the one-against-the
rest (OAR) scheme to design a classifier for the multi-class
classification problem using multiple SVMs because the
scheme is the most popular. In the scheme, the number of
SVMs required for M-class classification problems is M ,
and each SVM is trained to recognize whether a test sample
belongs to a class or not. When an input stroke is given, the
output values in (3) are computed from the M SVMs and
the stroke is classified as one of the M classes providing the
maximum output value.
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In summary, an input stroke {si }Si=1 is classified as one of
M classes as follows. It is first encoded as a feature vector
x in (2). Then, the feature vector is applied to M SVMs and
the output of this stroke classification is as the following:
p = [ p1 p2 . . . pM
]T
,
pi = exp(γi )∑M
i=1 exp(γi )
(4)
where γi is the output of the i-th SVM in (3) and pi corre-
sponds to the probability that the feature vector x belongs to
the i-th class.
3 Symbol recognition based on stroke classification
In this part, a music symbol is recognized based on the above
stroke classifications as in [9], where only the combination
of the classification results was utilized in symbol recogni-
tion step. Unlike [9], together with their combination, we
additionally consider the spatial relation among the classi-
fied strokes. In order to encode the spatial relation, we use
the location and size of strokes along with the stroke clas-
sification output p. Let us consider an input music symbol
consisting of K strokes. For example, the four symbols in
Fig. 6 consist of one, two, three, and four strokes, respec-
tively, where each stroke is denoted as a dashed rectangle in
the figure. We propose to define a feature vector for symbol
recognition as









where pi is the classification result of the i-th stroke defined
in (4) and qi contains the location and size information of
the i-th stroke. Specifically, xi and yi are the center loca-
tion of the stroke and wi and hi are its width and height. To
consider the relative locations and sizes of strokes belonging
to a symbol instead of their absolute values, the elements
of qi are normalized to be between zero and one based on
the symbol region where they are included. Using this con-
struction, a music symbols of K ≥ 2 strokes is represented
as a feature vector z in a K × (4 + 23)-dimensional feature
space. Two samples corresponding to the same symbol can
have different dimensions if they have different values of K .













because its location (x1 and y1) is not informative to discrim-
inate it. In this approach, it is necessary to train a classifier to
recognize music symbols for each value of K . Fortunately,
the number of the classifiers for symbol recognition is not
large. Actually, over 99% of 12,000 symbols in a subset of
the HOMUS data set are composed of K ≤ 6 strokes as
shown in Fig. 7. For each value of K , multiple SVMs are
trained as in Sect. 2.4 and the details will be described in
Sect. 4.
When computing the feature vectors in (5), the concatena-
tion order of strokes can be important because two samples
of a symbol with the same K ≥ 2 can be far away from








1 2 3 4 5 6 7 8 9 10 11 12
%
Number of strokes (K)
Fig. 7 Distribution of numbers of strokes in each symbol in a subset
of HOMUS dataset
Fig. 6 Examples of music symbols consisting of one, two, three, and four strokes
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We consider two concatenation orderings in constructing a







in written order using the
























yi < y j or xi ≤ x j when yi = y j . The performances of the
two orderings will be compared experimentally in the next
section.
4 Experiments
For the purpose of training and evaluating the proposed
method, we used a subset of the HOMUS dataset [12] and the
SNU dataset 2 which will be described later in detail. All the
experiments in this paper were performed using MATLAB
running on a 3.6 GHz Intel Core i7 PC.
The HOMUS dataset contains twenty four music symbols
as shown in Fig. 2. It does not include eight time signatures in
the original dataset. In the subset, every note symbol except
whole note contains 800 samples and the other symbols con-
tains 400 samples so that it consists of 12,000 samples in
total. In order to train the proposed method, the labels of
strokes are necessary. However, although the study on music
stroke clustering using the dataset was recently presented in
[20], the labels are not served in the original dataset. We
analyzed 31,768 strokes in all the samples and chose twenty-
three basic strokes in Fig. 3.3 In this process, we tried to
define as small number of the basic strokes as possible keep-
ing the similarity between any pair of strokes to be as small
as possible. As a result, each basic stroke contains somewhat
large variations. With those basic strokes, we labeled all the
strokes as one of the twenty four classes, which is summa-
rized in Table 1. ‘None’ in the table contains the strokes that
can not be categorized into any of the twenty-three basic
strokes. When labeling the samples of Dot symbol, some
of the samples were regarded as ‘None’ because their sizes
were as large as BHead strokes, but this can be compen-
sated in the symbol recognition step, which was shown in
[9].
The proposed method has two types of parameters to be
tuned. The first one is related to SVM, i.e., (σ,C), and the
other is related to the feature vector x for stroke classification,
e.g., d and u. In the following subsections, we describe how
to tune the parameters.
2 The SNU dataset is available at http://mipal.snu.ac.kr/index.php/
Repository.
3 The labels of the stokes are also available at http://mipal.snu.ac.kr/
index.php/Repository.
Table 1 The numbers of strokes comprising music symbols in a subset
of HOMUS dataset
Stroke # of strokes Stroke # of strokes
None 4281 RestArc 554
VLine 5377 RestArc2 890
HLine 1222 QRest 152
CommonTimeArc 810 Fill 324
Dot 1888 WRest 89
WHead 1053 GClef 388
BHead 2904 FClefArc 913
LSlash 3662 CClef2Arc 161
RSlash 3719 RevNaturalRt 35
StUHook 362 NaturalRt 262
StLHook 1211 Lightning 98
8Rest 1151 Flat 262
4.1 Tuning parameters
The samples of the HOMUS dataset was collected from 100
different musicians. Using all the samples in the dataset,
100-fold cross-validation was performed to evaluate vari-
ous techniques in [12]. However, different from [12], we
tuned and evaluated the proposed method by 10-fold cross-
validation for efficiency. Specifically, we divided all the
symbol samples into ten sets such that the symbol samples
collected from each musician belong to one of ten sets and
each set consists of the samples gathered from ten musi-
cians. Thus, it can be said that our experiments correspond
to the user-independent experiment in [12]. Using the ten
sets, cross-validations were conducted to determine each of
the parameters in the proposed method. In the process of
cross-validations, training samples were normalized to have
zero-mean and unit variance, and each test sample was also
normalized using the means and standard deviations of the
training samples.
• HDA and HUA parameters: a stroke defined as {si =
(xi , yi )}Si=1 is needed to be converted to a feature vector in
(2) for classification. In this conversion, two parameters d
and u, which are the parameters of HDA and HUA features,
respectively, should be predetermined. We varied the param-
eters d and u such that d, u ∈ {2, 4, 6, 8}, and set them as the
values providing the best performance by the 10-fold cross-
validations. In more details, after d or u was set to one of the
values in the above set, 10-fold cross-validations were per-
formed to find the best pair of (σ,C) for each of twenty-three
SVMs from the following candidate sets:
σ ∈ {10, 50, 100, 150, 200},
C ∈ {5, 10, 50, 100, 200}.
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Fig. 8 Performances of stroke classification for different values of d
and u
After determining the best pairs of (σ,C) for the twenty-
three SVMs, the value for d or u was evaluated by an OAR-
based classifier using the SVMs which were trained with the
best pairs of (σ,C). Figure 8 shows the performance of the
values for d and u. Since d = 6 and u = 8 gave the highest
performances of 90.79% and 90.27%, respectively, they are
fixed as the values in the following experiments. Note that
d and u were set to different values, so that the HDA and
HUA features can provide complementary information to
discriminate music strokes.
• Weights of SI features: the above choice of HDA and
HUA parameters yields xd ∈ 288 and xu ∈ 256, which
makes a dimensionality imbalance between (xd , xu) and xs ∈
3. In order to compensate the imbalance, we propose to
assign a higherweightw to xs after the normalization of zero-
mean and unit variance. As a result of this compensation, the
feature vector for stroke classification in (2) is changed to
x = [wxTs xTd xTu
]T
. (6)
The value ofw was also found by the 10-fold cross-validation
like the tuning of d and u. We conducted the 10-fold cross-
validations by increasing the value of w by two starting from
one.Thevalidationwas repeated until the classification rate is
less than the previous one. Figure 9 shows the performances
of the 10-fold cross-validations obtained as varying the value
of w. As shown in the figure, the performance increased as
the value increased and the best performance was obtained
when it was equal to 19. Thus, we set the value of w to 19 in
the next experiments.
4.2 Stroke classification
Figure 10 shows the results of stroke classification for each

















The value of w
Fig. 9 Performances of stroke classification for different values of w
that the classification rate of Dot stroke was dramatically
improved by using the SI feature and assigning suitable
weights to them. Although the performance improvements
were not as large as Dot stroke, we could observe similar
trends of the improvement in CommonTimeArc, WRest and
GClef strokes. In total, the single HDA and HUA features
gave 90.79% and 90.27%, respectively, and we could obtain
a slightly higher classification rate 91.02% by combining the
two types of features. Utilizing the SI features together with
HDA and HUA features provided 92.49%, which is about
1.5% higher classification rate compared to the one without
the SI features. Furthermore, the assignment of appropriate
weights to the SI features additionally improved the classi-
fication performance by 1.7% (from 92.49 to 94.19%). This
indicates that the SI features can be complementary to the
HDA and HUA features in classifying music strokes for
online music symbol recognition.
4.3 Music symbol recognition
As in the previous experiments, our method to recognize
music symbols was trained and evaluated by 10-fold cross-
validation using the ten subsets mentioned in Sect. 4.1. Once
a pair of training and test sets was given, all of the symbol
samples in the training setwere divided according to the num-
ber of strokes (K ) in the samples. For each value of K , an
SVM-based classifier was trained using the feature vectors
computed from the symbol samples as in (5) in the writ-
ten order (Time) and the lexicographical order (Lexi). The
parameters of each SVM in the classifier were determined in
a similar manner described in Sect. 4.1. In test phase, all the
strokes in a symbol sample were first classified, and its fea-
ture vector was then computed in the same way. The sample
was finally recognized as one of the twenty four music sym-
bols by the trained SVM-based classifier. For the purpose of
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Fig. 10 Performances of stroke classification for different combinations of the features. Best viewed in color
comparison, we also implemented DTW [3], which showed
the best performance in [12]. The performance of DTW was
alsomeasured by the same 10-fold cross-validation. For each
symbol sample in test set, we computed its dissimilarities
from all of the symbol samples in training set by DTW, and
it was recognized by the one nearest neighbor (1NN) and the
three nearest neighbor (3NN) classifiers.
Furthermore, we collected handwritten music symbols
besides HOMUS dataset to additionally evaluate the pro-
posed method. The music symbols were gathered from
twenty-three subjects including students majoring music
composition at a university, which was named as the SNU
dataset.When collecting the dataset, we used the same device
under a similar setting, which was reported in [12]. The sym-
bol samples in SNU dataset were used only for testing in this
experiment, i.e., we chose the symbol samples correspond-
ing to the twenty four symbols as shown in Fig. 2. Table 2
summarizes the numbers of the selected samples. The stroke
and symbol classifiers of the proposed method were trained
Table 2 The numbers of symbols in SNU dataset
Symbol class # of symbols Symbol class # of symbols
1 263 13 80
2 0 14 108
3 0 15 90
4 0 16 111
5 81 17 140
6 0 18 72
7 142 19 0
8 71 20 0
9 90 21 0
10 88 22 0
11 147 23 54




















Fig. 11 Music symbol recognition performances
using the HOMUS dataset only. The parameter values of the
features for stroke classification and those in SVMswere kept
unchanged from the ones determined from HOMUS dataset.
Figure 11 shows the performances of the proposedmethod
and DTW for two datasets. Note that the maximum recog-
nition rates of the proposed method are 92.40% (Time) and
93.65% (Lexi) for HOMUS and SNU dataset, respectively,
which are 11.94% and 9.62% higher than those of DTW.
This means that the proposed method is effective enough to
be used in online handwritten music symbol recognition. We
could observe in Fig. 11 that one of the two concatenation
orders does not give better performances than the other in
the both datasets. Figure 12 visualizes the confusionmatrices
obtained by the proposed method with the written and lex-
icographical orders. The largest difference between the two
confusion matrices is the recognition performance of class
16 (Sharp). It was only about 25% with the written order,
but it increased up to about 97% by changing the order.
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Fig. 12 Confusion matrices obtained from concatenating in a written order and b the lexicographical ordering
Table 3 Average computation
time (in millisecond)
Proposed method DTW
Feature extraction Stroke classification Symbol classification Total
0.24 174.69 1.52 465.16 394.66
This inconsistency is attributed to the fact that the strokes
in the symbols of Sharp in HOMUS and SNU datasets
were written in different sequences. Thus, we expect that
the approaches for online music symbol recognition, which
recognize music symbols by classifying its strokes and
combining the classification results, can be enhanced by
developing an effective algorithm to integrate classified
strokes into a music symbol regardless of the concatenation
order.
In addition to accuracy, we also evaluated computation
time of the proposed method in comparison with DTW.
We measured the computation time of testing procedure for
both the methods using HOMUS dataset. Table 3 shows the
average computation time. It can be seen that the proposed
method takes 18%more time thanDTW to recognize amusic
symbol on average. However, the increase of computation
time is acceptable enough considering the accuracy improve-
ment of over 10% (from 80.46% to 92.40%). We further
analyzed the computation time of our method that can be
considered to be composed of three steps, i.e., the feature
extraction, the stroke classification, and the symbol classifi-
cation. The average computation time for each step is also
shown in Table 3. Note that the sum of the times for the three
steps is not equal to the total time. It is because a music sym-
bol consists of several music strokes, but the computation
time for the stroke classification in the table was measured
for a single stroke. We can see from the table that the stroke
classification step consumes most computation time among
the three steps. In general, the computational complexity of
SVMclassification increaseswith the dimensionality of input
data and the number of support vectors determined by SVM
training. The dimensionality of x in (6) is 547, and the dimen-
sionalities of z in (5) for most symbols are less than 100.
Also, it is known that the number of support vectors selected
in SVM training tends to increase as the number of training
samples increase. Since a symbol consists of several strokes,
the number of training samples for the stroke classifiers is
larger than the number of training samples for the symbol
classifiers. From these results, we can expect that the com-
putation time to recognize an arbitrary input music symbol
by our system can decrease by employing the directed acyclic
graph (DAG) [21] scheme of SVMs for the classifiers in the
proposed method instead of the OAR scheme.
5 Conclusion
We proposed a music symbol recognition method in this
paper. The proposedmethod is similar to the previousmethod
presented in [9]. However, different from the method, our
method does not require users to follow any writing rule.
To achieve the goal, we used three types of features, which
are the SI, the HDA, and the HUA features. Compared to
the previous method, those features are simple and efficient
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to generate because they are directly computed from raw
input data, which are 2D points, without the conversion to
image. We achieved additional improvement by assigning
more weights to SI features, which are much lower dimen-
sional than HDA and HUA features. It may be possible to
apply theHDAandHUA features to other online handwriting
recognition problems. In addition, different from the previous
method, we utilized the relative sizes of the strokes and their
spatial relation in addition to the combination of the strokes
when combining the classified strokes into a music symbol.
The proposed method was evaluated using the HOMUS and
the SNU datasets. It provided about 10% higher recogni-
tion rates than DTW, which is one of the state-of-the-arts,
for both datasets. This is one of the main contributions of
this study. Those experimental results demonstrate that the
proposed method is effective in recognizing music symbols
written without any specific rule.
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