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Resumen: La categorizacio´n de textos cortos es, hoy en d´ıa, un a´rea importante
de investigacio´n debido a que gran parte de la informacio´n que recibimos y con la
cual trabajamos habitualmente tiene esta caracter´ıstica (e-mails, mensajes de texto,
resu´menes de noticias, entre otros). Distintos trabajos han reportado resultados
interesantes en la categorizacio´n de textos incorporando informacio´n sema´ntica a la
representacio´n de los documentos. Sin embargo, estos trabajos no se han concentrado
en general en las particularidades que presentan los textos cortos. Por otra parte,
los me´todos de desambiguacio´n ma´s difundidos (basados en corpus) no siempre son
adecuados en los dominios que se intentan abordar. En estos casos, la desambiguacio´n
basada en conocimiento se convierte en una alternativa interesante a considerar. En
este trabajo, estudiamos la efectividad de la categorizacio´n de textos cortos, cuando
se utiliza informacio´n sema´ntica obtenida con me´todos basados en conocimiento. Los
resultados obtenidos con este enfoque muestran mejoras interesantes que incentivan
a continuar con esta l´ınea de investigacio´n.
Palabras clave: categorizacio´n de textos, desambiguacio´n, ontolog´ıa, colecciones
de textos cortos
Abstract: Nowadays, short-texts categorization is an important research area be-
cause most of the information we usually receive and work with have this characte-
ristic (e-mails, text messages, news, etc.). Different studies have reported interesting
results in text categorization by adding semantic information to documents’ repre-
sentation. However, these studies have not focused on the particularities that short
texts introduce. Furthermore, the most popular disambiguation methods (corpus-
based methods) not always are feasible to use in these domains. Thus, knowledge-
based disambiguation methods become interesting alternatives in these cases. In this
article, we study the effectiveness of short text categorization, when semantic infor-
mation, obtained by knowledge-based methods, is used. The results obtained with
this approach show interesting improvements that encourage to continue this line of
research.
Keywords: text categorization, word sense disambiguation, ontology, short-text
corpora
1. Introduccio´n
El exceso de informacio´n disponible cada d´ıa,
hace necesaria la tarea de procesar los datos
de manera efectiva. En la sociedad de la in-
formacio´n y la comunicacio´n, el conjunto de
textos en lenguaje natural con el que traba-
jamos tiende a aumentar pero con la parti-
cularidad de un uso acotado en el nu´mero de
palabras en cada texto. En la actualidad, la
∗ El trabajo del segundo y tercer autor ha sido so-
portado por el proyecto TEXT-ENTERPRISE 2.0
(TIN2009-13391-C04-03).
comunicacio´n escrita entre personas hace un
uso constante de este tipo de textos restringi-
dos en taman˜o buscando optimizar el uso de
palabras en interacciones eficientes, cortas y
veloces, a trave´s de correo electro´nico, men-
sajes de textos, reportes internos, faxes, frag-
mentos de pa´ginas web, cables de noticias,
entre otros.
Debido a lo planteado previamente y al
hecho de que generalmente se recibe ma´s in-
formacio´n de la que se desea o es posible
procesar, las aplicaciones y te´cnicas vincu-
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ladas al procesamiento del lenguaje natural
(PLN ) juegan un papel relevante en nues-
tros d´ıas. Entre las distintas aplicaciones de
PLN, la categorizacio´n automa´tica de textos
ha despertado un notable intere´s debido a la
necesidad urgente de organizar, mantener y
procesar toda informacio´n disponible a partir
de un conocimiento ma´s profundo del lengua-
je (Sebastiani, 2005). En este sentido, existe
au´n un nu´mero limitado de estudios realiza-
dos sobre la categorizacio´n de textos cortos,
por lo que el desarrollo de me´todos efectivos
para lograr mejoras en esta tarea, continu´a
siendo un tema abierto de investigacio´n.
Diferentes trabajos han analizado las ven-
tajas de incorporar informacio´n sema´ntica
a la representacio´n de textos obtenie´ndose
resultados positivos en algunos de los ex-
perimentos llevados a cabo (Banerjee, Ra-
manathan, y Gupta, 2007). Es conveniente
destacar, que en general estos estudios esta´n
enfocados en documentos donde es factible,
en la mayor´ıa de los casos, disponer de una
coleccio´n de entrenamiento para la tarea de
desambiguacio´n del sentido de las palabras
(WSD las siglas en ingle´s para Word Sense
Disambiguation). Este enfoque basado en
corpus (tambie´n conocido como supervisado)
no siempre es viable de ser aplicado en do-
minios con la caracter´ıstica planteada previa-
mente.
Una alternativa para abordar el problema
anterior, es el uso de me´todos de WSD basa-
dos en conocimiento que obtienen informa-
cio´n desde recursos le´xicos externos. Si bien
este tipo de me´todos suelen mostrar resul-
tados de menor calidad que los obtenidos
con me´todos basados en corpus, constituyen
en muchos casos la u´nica alternativa rea-
lista si se desea hacer uso de informacio´n
sema´ntica en la representacio´n de documen-
tos (Va´zquez, 2009). Teniendo en cuenta es-
to, se puede pensar en el enfoque basado
en conocimiento como una opcio´n apropiada
para el caso que nos ocupa: la categorizacio´n
de textos cortos.
El objetivo de este trabajo es determi-
nar en que medida la informacio´n obteni-
da mediante te´cnicas de WSD basadas en
conocimiento pueden beneficiar el desempen˜o
de distintos enfoques para la categorizacio´n
de textos cortos. A tal fin, elestudio experi-
mental incluira´ algunos de los algoritmos que
han mostrado ser los ma´s efectivos en la ca-
tegorizacio´n de textos general, y un conjunto
representativo de colecciones de documentos
cortos.
El resto del trabajo esta´ organizado de la
siguiente manera: la Seccio´n 2 presenta con-
ceptos introductorios relacionados a nuestro
trabajo; la Seccio´n 3 detalla el disen˜o expe-
rimental, describiendo los conjuntos de datos
utilizados y la representacio´n de los textos
con las distintas variantes en la incorporacio´n
de informacio´n sema´ntica. Los experimentos
y los resultados de los mismos se describen
en la Seccio´n 4. Finalmente, la Seccio´n 5 pre-
senta las conclusiones y posibles trabajos fu-
turos.
2. Conceptos introductorios
En la mayor´ıa de las tareas de categorizacio´n,
los documentos son representados mediante
el modelo de espacio vector introducido por
Salton (Salton y Buckley, 1988), para la codi-
ficacio´n de textos. En este enfoque, cada tex-
to es representado por un vector de n-te´rmi-
nos, donde n es el nu´mero de te´rminos que
aparecen en la coleccio´n de documentos, y
cada te´rmino del vector es ponderado con
un peso determinado usualmente en base a
la frecuencia de ocurrencia del te´rmino en el
documento y en la coleccio´n completa. En
el sistema SMART (Salton, 1971), cada co-
dificacio´n esta´ compuesta por tres letras: las
primeras dos letras refieren, respectivamente,
a TF (frecuencia de un te´rmino) e IDF (fre-
cuencia inversa del documento) mientras que
el tercer componente (NORM) indica si se
utiliza normalizacio´n o no. Teniendo en cuen-
ta la nomenclatura esta´ndar SMART, se con-
sideran cinco alternativas diferentes para la
componente TF : n (natural), b (binario), l
(logaritmo),m (max-norm) and a (promedio-
norm); dos alternativas para el componente
IDF (n y t) con n (no aplicacio´n) y t (tfidf)
y dos alternativas para la normalizacio´n: n
(no normalizacio´n) y c (coseno). De esta for-
ma, una codificacio´n ntc representa la codifi-
cacio´n esta´ndar tf -idf (normalizada).
El uso de informacio´n sema´ntica implica,
en este contexto, la incorporacio´n del signifi-
cado de los te´rminos a la representacio´n. La
determinacio´n de cua´l es el significado que
corresponde a los distintos te´rminos no es
una tarea directa debido a los problemas de
polisemia y sinonimia. Por este motivo, se re-
quieren de me´todos de WSD que, as´ı como
se explico´ previamente, pueden ser clasifica-
dos en te´rminos generales como basados en
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corpus o basados en conocimiento (Agirre y
Edmonds, 2006). En este trabajo, nos cen-
traremos en me´todos basados en conocimien-
to los cua´les requieren de algu´n recurso ex-
terno que, en primera instancia, puede ser
cualquier base de conocimiento le´xica que de-
fina los diferentes sentidos de las palabras
y relaciones entre ellas (conocida como on-
tolog´ıa). La ontolog´ıa ma´s utilizada es Word-
Net (WN) (Miller, 1995), una combinacio´n
de diccionario y tesauro que agrupa las pa-
labras en conjuntos de sino´nimos llamados
synsets. Cada synset representa un “concep-
to” le´xico u´nico, que en WN puede estar rela-
cionado sema´nticamente con otros conceptos
a trave´s de relaciones de sinonimia, hipero-
nimia, hiponimia, etc., dando origen de esta
manera a una jerarqu´ıa conceptual.
En el presente trabajo sera´n evaluados tres
enfoques diferentes basados en conocimiento:
1. CIAOSENSO : sistema basado en la idea
de densidad conceptual, medida como
la correlacio´n entre el sentido de una
palabra y su contexto. Para ello, uti-
liza la longitud del camino ma´s corto
que conecta dos synsets en la taxonomı´a
de sustantivos que utiliza WordNet. El
me´todo utiliza las relaciones jera´rquicas
de hiperonimia e hiponimia presentes en
WordNet (Rosso et al., 2003), (Buscaldi,
Rosso, y Masulli, 2004).
2. Algoritmo de Lesk : el procedimiento de-
termina los sentidos de las palabras
que ocurren en un contexto particu-
lar basa´ndose en una medida de sola-
pamiento entre las definiciones de un dic-
cionario y dicho contexto (Lesk, 1986).
Una variante, denominada Lesk Mejora-
do, fue propuesta en (Banerjee y Ped-
ersen, 2002) que considera no so´lo las
definiciones de las palabras a desam-
biguar, sino tambie´n las definiciones de
aquellos te´rminos relacionados sema´nti-
camente en la jerarqu´ıa WordNet.
3. Me´todo heur´ıstico del sentido ma´s fre-
cuente: sistema basado en propiedades
lingu¨´ısticas aprendidas. Esta es la te´cni-
ca ma´s simple de desambiguacio´n asig-
nando a una palabra el sentido que
ocurre ma´s a menudo de todos los posi-
bles sentidos de esa palabra. En este ca-
so, los sentidos han sido obtenidos a par-
tir de las frecuencias de ocurrencia de las
palabras reportadas por WordNet.
El uso de informacio´n sema´ntica plantea
distintas alternativas respecto a co´mo esta in-
formacio´n puede ser incorporada en la repre-
sentacio´n de los documentos. En este traba-
jo, el enfoque tradicional basado en te´rminos1
sera´ comparado con dos esquemas sema´nticos
diferentes que referenciaremos como “concep-
tos” y “te´rminos+conceptos”.
En la primera estrategia denominada
“conceptos”, se genera un nuevo vector reem-
plazando todo te´rmino de la representacio´n
original por su concepto en WN (“synset”) y
eliminando aquellos te´rminos cuyo synset no
existe o no pudo ser desambiguado. Cuando
se habla de “te´rminos+conceptos”, al vector
de te´rminos original se le incorporan todos
los conceptos de WN obtenidos en la primera
estrategia.
Se debe aclarar que en el trabajo ex-
perimental, no so´lo se considerara´n lo con-
ceptos directamente obtenidos del proce-
so de desambiguacio´n, sino que tambie´n se
hara´ un breve ana´lisis del efecto de conside-
rar aquellos conceptos disponibles siguiendo
la relacio´n de hiperonimia de WN. Este en-
foque ya ha sido considerado en otros traba-
jos previos que utilizan informacio´n sema´nti-
ca con resultados favorables (Hotho, Staab, y
Stumme, 2003), (Stein, zu Eissen, y Potthast,
2006).
3. Disen˜o experimental y ana´lisis
de resultados
Para los trabajos experimentales, fueron se-
leccionadas las siguientes colecciones de tex-
tos cortos con diferentes niveles de compleji-
dad con respecto al taman˜o de la coleccio´n,
longitud de los documentos y solapamiento
de vocabulario: CICling-2002, EasyAbstract,
R8+, R8-, R8, R8porc+ y R8porc-. CICling-
2002 (CIC ) es una coleccio´n muy popular de
textos cortos que ha sido reconocida como de
alta complejidad debido a que sus documen-
tos son resu´menes cient´ıficos que pertenecen
a un dominio muy restringido. La coleccio´n
EasyAbstract (Easy) esta´ compuesta de do-
cumentos de corta longitud que tambie´n son
resu´menes cient´ıficos, pero que tratan so-
bre to´picos bien diferenciados entre s´ı. Las
colecciones previas, son colecciones de muy
pocos documentos que han permitido en tra-
bajos previos, realizar un ana´lisis detallado
1Con un proceso previo de eliminacio´n de palabras
de paro (o “stopword”) y lematizado de las palabras.
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que ser´ıa dificultoso llevar a cabo si se tra-
baja con colecciones de gran taman˜o. Desa-
fortunadamente, si so´lo estos conjuntos de
datos fueran considerados no ser´ıa posible
determinar si las conclusiones aplican tam-
bie´n a colecciones de mayor taman˜o. Por es-
ta razo´n, otras cinco colecciones fueron con-
sideradas en los experimentos: R8 (Ingaramo
et al., 2008), con 8 categor´ıas obtenidas des-
de el conjunto de datos Reuters-21578, y los
subconjuntos R8+, R8-, R8porc+ y R8porc-
diferencia´ndose del original por el tipo y can-
tidad de documentos en cada una de las 8
clases. En el caso de R8+ los 20 documentos
de mayor taman˜o de cada categor´ıa fueron
seleccionados, utiliza´ndose el mismo proce-
dimiento para R8- pero teniendo en cuenta
esta vez los documentos de menor taman˜o.
Con respecto a R8porc+ y R8porc-, tambie´n
se busco´ en este caso generar categor´ıas con
documentos ma´s largos en el primer caso y
ma´s cortos en el segundo. La diferencia con
R8+, R8- es que ahora se tomo´ el 20% de
los documentos ma´s largos de cada clase para
R8porc+ y el 20% de los documentos ma´s
cortos de cada clase para R8porc-. De esta
manera, estas colecciones mantuvieron el de-
sequilibrio en la cantidad de documentos por
clase que presentaba originalmente la colec-
cio´n R8. Por lo tanto, la longitud de los docu-
mentos de R8porc+ es, en promedio, 10 veces
la longitud de los documentos de R8porc-2.
Como fue especificado en la Seccio´n 1,
los documentos son representados mediante
el modelo de espacio vector (VSM, las si-
glas en ingle´s para Vector Space Model) in-
troducido por Salton para la codificacio´n de
textos (Salton, 1971). El VSM utilizado para
codificar cada texto fue enriquecido a partir
de la incorporacio´n de informacio´n sema´nti-
ca, obtenie´ndose los vectores de “concep-
tos” y “te´rminos+conceptos”. Los “concep-
tos” fueron obtenidos mediante los tres enfo-
ques que ya fueron descriptos: CIAOSENSO
(CIAO), Lesk Mejorado (LM) y el me´todo
heur´ıstico del sentido ma´s frecuente (MFS,
las siglas en ingle´s para Most Frequent
Sense).
Para realizar las comparaciones, se
2Las limitaciones de espacio nos impiden dar una
descripcio´n ma´s detallada de estas colecciones pero
es posible obtener en (Ingaramo et al., 2008) (Mak-
agonov, Alexandrov, y Gelbukh, 2004) (Errecalde et
al., 2008) (Errecalde y Ingaramo, 2008) ma´s informa-
cio´n acerca de sus caracter´ısticas y enlaces para su
acceso.
tomaron como base las 3 codificaciones
SMART (entre las 20 posibles) que mejores
resultados reportaron con las representa-
ciones de te´rminos originales en todos los
experimentos; estas son btc, ltc y ntc.
Para la tarea de categorizacio´n de tex-
tos se utilizo´ la herramienta Weka (Garner,
1995) con diferentes algoritmos de apren-
dizaje: Naive Bayes Multinomial Update-
able (NBMU ), Naive Bayes (NB), Naive
Bayes Multinomial (NBM ), Complement
Naive Bayes (CNB) y Support Vector Ma-
chine (SVM ). Para el entrenamiento y vali-
dacio´n de los resultados, se utilizo´ la valida-
cio´n cruzada en k pliegues (k-fold cross vali-
dation) con k = 10.
3.1. Resultados experimentales
La Figura 1 compara los mejores valores
de precisio´n obtenidos con la representacio´n
de te´rminos versus las nuevas estrategias
de conceptos y terminos+conceptos para to-
das las colecciones. Para las tres estrate-
gias se selecciono´ la combinacio´n “codifica-
cio´n-clasificador-me´todo de WSD basado en
conocimiento” que reporto´, entre todas las
posibles, el ma´s alto valor de porcentaje
de instancias clasificadas correctamente. Por
ejemplo, para la coleccio´n CIC en la represen-
tacio´n de conceptos el mayor valor fue deter-
minado a partir de la codificacio´n ltc, el clasi-
ficador CNB y el me´todo de desambiguacio´n
MFS. De acuerdo a estos resultados es claro
que, independientemente de la complejidad
de cada coleccio´n, la incorporacio´n de infor-
macio´n sema´ntica puede lograr una mejora
en la precisio´n, con respecto a los resulta-
dos obtenidos cuando so´lo los te´rminos son
considerados. En las colecciones Easy, R8+,
R8 y R8porc+ se puede observar un compor-
tamiento similar, esto es, la representacio´n de
“te´rminos” es mejorada levemente por la de
“conceptos” y esta u´ltima por la de “te´rmi-
nos+conceptos” de la misma manera (o en
su defecto, igualada en el caso de la colec-
cio´n Easy). Para las colecciones CIC, R8-
y R8porc-, no se observa el comportamiento
mencionado anteriormente. A modo de ejem-
plo, en el caso de la coleccio´n CIC, la repre-
sentacio´n de “conceptos” supera con su valor
de precisio´n a la de “te´rminos” pero con un
porcentaje mucho mayor y teniendo la parti-
cularidad de que la de “te´rminos+conceptos”
no logra superar a la de “conceptos”. Este
comportamiento puede ser debido a la par-
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ticularidad de los dominios restringidos de la
coleccio´n CIC (dominios que en cierta medi-
da se solapan compartiendo algunos te´rmi-
nos aunque este grado de ambigu¨edad parece
resolverse en parte con los vectores basados
u´nicamente en conceptos). No obstante es-
ta diferencia observada entre ambos enfoque
sema´nticos, es importante notar que el en-
foque sema´ntico de “te´rminos+conceptos” lo-
gra superar al enfoque de so´lo te´rminos, en
todas las colecciones consideradas.
Si bien los resultados presentados previa-
mente, ponen de manifiesto que la incorpo-
racio´n de informacio´n sema´ntica puede re-
sultar en una mayor precisio´n en la catego-
rizacio´n de textos cortos, es importante com-
parar ahora cua´l fue el desempen˜o de los dis-
tintos enfoques sema´nticos en cada una de las
distintas instancias experimentales conside-
radas. En las Tablas 1 y 2: se realiza esta com-
paracio´n reporta´ndose, por coleccio´n, los va-
lores de precisio´n obtenidos con los diferentes
me´todos de WSD basados en conocimien-
to utilizados para “conceptos” (C) y “te´rmi-
nos+conceptos” (T+C) escogiendo el clasi-
ficador que mostro´ el mejor comportamien-
to. Los valores en negrita indican los mejores
valores obtenidos. Las colecciones Easy y
R8 son, mayormente, mejor categorizadas
al aplicar los me´todos WSD que tienen en
cuenta el contexto de la palabra a desam-
biguar, esto es LM y CIAO; mientras que
en la coleccio´n de alta complejidad CIC los
mejores valores fueron encontrados utilizan-
do el me´todo MFS. Por ejemplo, si exami-
namos la coleccio´n CIC, un 75% de precisio´n
es obtenido con la representacio´n de “con-
ceptos” utilizando MFS y codificacio´n ntc.
Por el contrario, una tarea de categorizacio´n
con precisio´n perfecta se obtiene aplicando,
tanto para “conceptos” como para “te´rmi-
nos+conceptos”, el me´todo de WSD LM o
CIAO para la coleccio´n Easy. Por otra parte,
si tomamos en cuenta las diferentes codifica-
ciones utilizadas, es posible observar que en
general, independientemente de la coleccio´n
y me´todo de WSD utilizados en los experi-
mentos, en la mayor´ıa de los casos, la ntc
estandar es la que mejor resultados obtuvo,
seguida por la codificacio´n ltc.
Uno de los problemas con los enfoques
sema´nticos como el de “te´rminos+conceptos”
es que implican un aumento considerable en
la dimensionalidad de la representacio´n de los
documentos. Este problema, puede resultar
muy serio cuando se deben categorizar colec-
ciones con un taman˜o grande de vocabulario,
como es el caso de la coleccio´n R8, donde en-
foques de este tipo pueden tener un impacto
negativo en la eficiencia en tiempo y espacio
de sistemas de categorizacio´n como los pro-
vistos por Weka.
Un aspecto interesante a analizar en estos
casos, es en que´ medida los enfoques sema´nti-
cos son robustos a los me´todos cla´sicos de
reduccio´n de dimensionalidad, para poder
obtener colecciones que se puedan procesar
de manera ma´s eficiente. Para analizar este
aspecto, se selecciono´ la coleccio´n R8, la ma-
yor en cuanto al taman˜o del vocabulario de
todos los conjuntos de datos utilizados y se
aplico´ uno de los filtros provistos por Weka
para reducir el nu´mero de atributos en el vo-
cabulario. En la Figura 2 se muestran los re-
sultados obtenidos aplicando un filtro de se-
leccio´n de atributos con el me´todo Ganancia
de Informacio´n. Las representaciones fueron
obtenidas mediante el me´todo LM y la codifi-
cacio´n ntc clasificadas con el algoritmo CNB.
Los diferentes taman˜os de vocabulario fueron
determinados tomando como referencia el vo-
cabulario de “conceptos”, el cual es el menor
de las tres representaciones utilizadas.
Si se consideran los distintos taman˜os de
vocabularios en la Figura 2, es posible obser-
var que el enfoque de so´lo conceptos supera al
de “te´rminos+conceptos” en los taman˜os ma´s
pequen˜os, pero que a partir de un taman˜o
de 2500 el enfoque de “te´rminos+conceptos”
muestra los mejores valores de precisio´n. Es-
tos valores no mejoran (e incluso la pre-
cisio´n disminuye) con vocabularios superiores
a 2500, con lo que se muestra que con “te´rmi-
nos+conceptos” se puede capturar con vo-
cabularios relativamente pequen˜os, toda la
informacio´n necesaria para realizar una cate-
gorizacio´n con alta precisio´n.
El u´ltimo aspecto considerado en nues-
tro estudio fue el impacto de agregar los
hipero´nimos de los conceptos obtenidos,
un enfoque propuesto en trabajos previos
que utilizan informacio´n sema´ntica (Hotho,
Staab, y Stumme, 2003), (Stein, zu Eissen, y
Potthast, 2006).
Dado que un ana´lisis detallado de la hi-
peronimia escapa a los alcances de este tra-
bajo, nuestro ana´lisis se restringio´ a aque-
lla coleccio´n que mayor dificultad hab´ıa pre-
sentado a los distintos me´todos (CIC) y se
tomo´ como nivel de hiperonimia el corres-


























Sin Informacio´n Sema´ntica vs. Informacio´n Sema´ntica para todas las colecciones
CICling-2002 EasyAbstracts R8
C LM CIAO MFS LM CIAO MFS LM CIAO MFS
btc 62.50 62.50 58.33 87.50 93.75 87.50 94.56 94.43 94.06
ltc 60.41 64.58 66.66 91.65 95.83 91.66 95.38 95.12 94.86
ntc 62.50 66.66 75.00 97.91 100 95.83 95.38 95.21 95.38
T+C LM CIAO MFS LM CIAO MFS LM CIAO MFS
btc 60.41 58.33 60.41 93.75 91.66 89.58 95.38 95.34 95.77
ltc 58.33 66.66 70.83 93.75 93.75 93.75 95.55 95.64 95.25
ntc 66.66 70.83 72.91 100 100 97.91 95.81 95.60 95.68
Tabla 1: Mejores valores de precisio´n diferenciando por coleccio´n cada sistema de WSD
R8+ R8- R8porc+ R8porc-
C LM CIAO MFS LM CIAO MFS LM CIAO MFS LM CIAO MFS
btc 85.00 84.37 83.12 90.00 90.00 90.00 95.00 94.37 92.5 95.68 96.46 96.32
ltc 85.62 86.25 85.00 90.62 90.00 92.5 95.62 96.25 95.00 95.89 96.32 96.11
ntc 86.25 83.75 81.25 91.87 90.62 91.25 96.25 93.75 93.12 96.11 96.11 96.54
T+C LM CIAO MFS LM CIAO MFS LM CIAO MFS LM CIAO MFS
btc 86.25 85.62 84.37 92.50 90.62 90.62 96.25 95.62 94.37 97.84 97.19 97.89
ltc 86.87 85.00 85.62 91.87 91.25 90.62 96.87 95.00 95.62 97.62 97.19 97.19
ntc 81.87 83.12 82.50 92.50 92.12 92.50 91.87 93.12 91.87 97.40 97.19 96.32
Tabla 2: Mejores valores de precisio´n diferenciando por coleccio´n cada sistema de WSD
Sin hipero´nimos Con hipero´nimos
NBMU CNB NBM NB SVM NBMU CNB NBM NB SVM
MV P 35.41 66.66 41.66 50 60.41 54.16 72.00 60.41 50 45.83
Tabla 3: Resultados sin hipero´nimos vs con hipero´nimos para la coleccio´n CICling-2002 con
CIAO como WSD
pondiente a los mejores resultados reporta-
dos en (Hotho, Staab, y Stumme, 2003) (ni-
vel de hiperonimia 5 en la jerarqu´ıa de WN).
Los conceptos en este caso se obtuvieron me-
diante el me´todo CIAO. En la Tabla 3 se
resumen los mejores valores obtenidos para
CIC con los distintos algoritmos en el ca-
so de no usar hipero´nimos (izquierda) y con
el uso de hipero´nimos (derecha). Observan-
do los mejores valores de precisio´n (MV P )
obtenidos en cada caso, podemos apreciar
que en algoritmos como NBMU , CNB y
NBM el uso de hipero´nimos muestra algu-
nas mejoras sobre los resultados sin hipero´ni-
 



























Reduccio´n del taman˜o de vocabulario para la coleccio´n R8
mos, en NB los resultados son similares y
SVM muestra un claro deterioro en la pre-
cisio´n al introducir los hipero´nimos. Por lo
tanto, podemos concluir que la efectividad
del uso de este tipo de informacio´n en la re-
presentacio´n de los documentos, depende sig-
nificativamente del me´todo de categorizacio´n
utilizado y se requiere de un estudio ma´s de-
tallado para determinar la conveniencia o no
de incorporar este tipo de informacio´n en la
categorizacio´n de textos cortos.
4. Conclusiones y trabajos
futuros
El objetivo principal de este trabajo fue
determinar si la incorporacio´n de informa-
cio´n sema´ntica en la representacio´n de do-
cumentos, mediante me´todos de WSD basa-
dos en conocimiento, ayuda a mejorar la
tarea de categorizacio´n de colecciones de tex-
tos cortos. Dos estrategias fueron considera-
das: “conceptos” y “te´rminos+conceptos”. Se
evaluaron diferentes codificaciones y diferen-
tes clasificadores, como tambie´n si la reduc-
cio´n de vocabulario afecta el comportamien-
to de la tarea de categorizacio´n. Se concluye
que el uso de informacio´n sema´ntica en la re-
presentacio´n de los documentos, a trave´s de
me´todos basados en conocimiento, puede ser
beneficioso para la tarea de categorizacio´n de
documentos cortos, en especial el enfoque que
denominamos “te´rminos+conceptos”. Este
enfoque demostro´ adema´s que si bien, en ge-
neral involucra un aumento en la dimensio-
nalidad de la representacio´n, es muy robus-
to a la aplicacio´n de me´todos de reduccio´n
de vocabulario y puede obtener una muy al-
ta precisio´n con altos niveles de reduccio´n de
vocabulario.
Con respecto al desempen˜o de los distin-
tos me´todos de WSD en estos casos, tenien-
do en cuenta que no hay un solo me´todo de
WSD basado en conocimiento que presente
los mejores resultados para todas las colec-
ciones, se puede afirmar que un o´ptimo WSD
general no puede ser determinado en base a
los experimentos realizados. Por tal motivo,
el mejor valor de precisio´n depende de la co-
dificacio´n y clasificador utilizado.
Por u´ltimo, las ventajas del uso de
hipero´nimos en la representacio´n de docu-
mentos cortos no han quedado demostradas
y es un punto que requiere investigacio´n futu-
ra. En este sentido, una extensio´n interesante
es la planteada en (Hotho, Staab, y Stumme,
2003) para la tarea de categorizacio´n no su-
pervisada (o “clustering”) que consiste en
agregar a la representacio´n de “conceptos”
aquellos te´rminos que no pudieron ser desam-
biguados.
Otras extensiones posibles a nuestro tra-
bajo, es la consideracio´n de otras colecciones
de textos cortos en los experimentos, la uti-
lizacio´n de otras te´cnicas de reduccio´n de
vocabulario e incorporar nuevos me´todos de
WSD basados en conocimiento como por
ejemplo otras variantes del algoritmo de Lesk
(Simplificado y aplicando “Simulated anea-
ling”) y otros me´todos heur´ısticos.
Un Análisis Comparativo de Estrategias para la categorización Semántica de Textos Cortos
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