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Abstract. This paper studies an optimal stochastic impulse control problem in a finite horizon
with a decision lag, by which we mean that after an impulse is made, a fixed number units of
time has to be elapsed before the next impulse is allowed to be made. The continuity of the value
function is proved. A suitable version of dynamic programming principle is established, which takes
into account the dependence of state process on the elapsed time. The corresponding Hamilton-
Jacobi-Bellman (HJB) equation is derived, which exhibit some special feature of the problem. The
value function of this optimal impulse control problem is characterized as the unique viscosity
solution to the corresponding HJB equation. An optimal impulse control is constructed provided
the value function is given. Moreover, a limiting case with the waiting time approaching 0 is
discussed.
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1 Introduction
Let (Ω,F ,F,P) be a complete filtered probability space on which a d-dimensional standard Brow-
nian motion W (·) is defined, with F being its natural filtration augmented by all the P-null sets.
Consider the following stochastic differential equation (SDE, for short):
X(s) = x+
∫ s
t
b(τ,X(τ))dτ +
∫ s
t
σ(τ,X(τ))dW (τ) + ξ(s), s ∈ [t, T ], (1.1)
where b : [0, T ]× Rn → Rn and σ : [0, T ]× Rn → Rn×d are some suitable maps, X(·) is the state
process with t ∈ [0, T ) being the initial time and x ∈ Rn being the initial state, and ξ(·) is called
an impulse control of the following form:
ξ(s) =
∑
i>1
ξiχ[τi,T ](s), s ∈ [t, T ]. (1.2)
Here, {τi}i>1 is an increasing sequence of F-stopping times valued in [t, T ], and each ξi is an Fτi-
measurable square integrable random variable taking values in K, with K ⊆ Rn being a closed
convex cone. Unlike the classical impulse control problems ([4]), for any two consecutive impulses,
a gap is required:
τi+1 − τi > δ, i > 1, a.s., (1.3)
for some fixed constant δ > 0 which is called a decision lag. In another word, after an impulse is
made, another immediate impulse is not allowed. In reality, this makes a perfect sense and one can
easily cook up examples for this. For example, contributions to the retirement account (biweekly,
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monthly, or skipping), adjustment of the portfolio made by a fund manager (monthly, quarterly,
or no changes), trading assets in some security market1, to mention a few.
Due to the existence of the decision lag, for any initial time t ∈ [0, T ), whether an impulse at
t or shortly after is allowed depends on when was the last impulse made before time t. To more
precisely describe this, we introduce a variable r ∈ [0, T ), called an elapsed time, which is defined
by the following: Suppose τ0 is the last moment before t, at which an impulse was made. Then
r = t− τ0 is the elapsed time at t. We make a convention that if no impulse has ever been made
on [0, t), then set the elapsed time r = δ ∨ t, so that an immediate impulse at t is allowed. From
this, we see that it makes more sense to take (t, r, x) as the initial triple, with (t, x) ∈ [0, T )× Rn
being the usual initial pair and with r ∈ [0, T ) being the initial elapsed time. We let D be the set
of all initial triples (t, r, x). Thus,
D = [0, T ]× [0, T ]× Rn. (1.4)
Now, for any (t, r, x) ∈ D , we let Kr[t, T ] be the set of all impulse controls of the form (1.2) with
(1.3) being true and with the initial elapsed time r. Then for any ξ(·) ∈ Kr[t, T ] of form (1.2), we
claim that
τ1 > (t− r + δ) ∨ t. a.s. (1.5)
In fact, if the last impulse before t was made at τ0, then
τ1 > (τ0 + δ) ∨ t = (t− r + δ) ∨ t, a.s.;
and in the case that no impulse has ever been made in [0, t), by our convention, one has
τ1 > t = (t ∧ δ) ∨ t = (t− δ ∨ t+ δ) ∨ t = (t− r + δ) ∨ t, a.s.
Thus, (1.5) holds. Clearly, the role played by r is in the determination of τ1. Moreover, we see
that
Krˆ[t, T ] ⊆ Kr[t, T ], ∀ rˆ 6 r 6 δ,
Kr[t, T ] = Kδ[t, T ], ∀ δ 6 r 6 T.
(1.6)
Under proper conditions, for any (t, r, x) ∈ D and ξ(·) ∈ Kr[t, T ], state equation (1.1) admits
a unique solution X(·) ≡ X(· ; t, r, x, ξ(·)). To measure the performance of the impulse control, we
introduce the following cost functional:
J(t, r, x; ξ(·)) = E
{∫ T
t
g(s,X(s))ds+ h(X(T )) +
∑
i>1
ℓ(τi, ξi)
}
, (1.7)
for some suitable maps g(· , ·), h(·) and ℓ(· , ·). The terms on the right-hand side are the running
cost, the terminal cost, and the impulse cost, respectively. Our optimal control problem can be
stated as follows.
Problem (IC). For any (t, r, x) ∈ D , find a ξ¯(·) ∈ Kr[t, T ] such that
J(t, r, x; ξ¯(·)) = inf
ξ(·)∈Kr [t,T ]
J(t, r, x; ξ(·)) ≡ V (t, r, x). (1.8)
Any ξ¯(·) ∈ Kr[t, T ] satisfies (1.8) is called an optimal impulse control, and X¯(·) ≡
X(· ; t, r, x, ξ¯(·)) is called the corresponding optimal state process. We call V (· , · , ·) the value func-
tion of Problem (IC).
Classical optimal impulse control theory can be traced back to the work of Bensoussan–Lions
in the early 1970s ([3, 4]). There are many follow-up literature appeared later on, see [11, 10, 17,
18, 5, 12], for examples. It is well-known that for a classical impulse control problem, if the state
equation is a stochastic differential equation with deterministic coefficients and the cost functional
also only involves deterministic functions, then under some mild conditions, the value function of
1In current stock market of China, there is a so-called “T + 1” rule, meaning that buying a stock today, one is
not allowed to sell it until tomorrow.
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the problem is the unique viscosity solution to a Hamilton-Bacobi-Bellman equation of a quasi-
variational inequality form. Once the value function is determined, an optimal impulse control can
be constructed, which, in principle, solves the optimal impulse control problem.
Optimal impulse control problems with one (fixed) excursion lag were firstly studied by Robin
in the middle of 1970s ([15]). Unlike problems with decision lag, in a problem with an excursion
lag, one decides, at some τi, an impulse ξi to be made, which will be realized at a later time
τi + ∆ for some fixed lag ∆ > 0. Due to the fact that the decision lag δ > 0 might be smaller
than the excursion lag ∆, there could be some pending “orders”, the impulses ordered during
(τi, τi + ∆). For details, see [6], in which the excursion lag is an integer multiple of the decision
lag, i.e., ∆ = mδ. To get more feeling, as well as for the purpose of comparison with the results of
the current paper, let us consider the situation of maximum pending order m = 1. Let v0(t, x) be
the optimal value of the cost functional corresponding the initial pair (t, x) with no pending order
and v1(t, x, (τ, xi)) be the optimal value of the cost functional corresponding to the initial pair
(t, x) with one pending order (τ, ξ) (the impulse ordered at τ with size ξ which will be exercised
at τ + δ), then the corresponding HJB equation system is as follows:
max
{
v0t (t, x) +H(t, x, v
0
x(t, x), v
0
xx(t, x)), sup
ξ∈K
[
v1
(
t, x, (t, ξ)
)]− v0(t, x)} = 0,
(t, x) ∈ [0, T − δ]× Rn,
v0t (t, x) +H(t, x, v
0
x(t, x), v
0
xx(t, x)) = 0, (t, x) ∈ (T − δ, T )× Rn,
v0(T, x) = h(x), x ∈ Rn.
(1.9)

v1t
(
t, x, (τ, ξ)
)
+H
(
t, x, v1x(t, x, (τ, ξ)), v
1
xx(t, x, (τ, ξ))
)
= 0,
(t, x, (τ, ξ)) ∈ [τ, τ + δ)× Rn × ([0, T − δ]×K),
v1
(
(τ + δ)−, x, (τ, ξ)) = c(x, ξ) + v0(τ + δ, x+ ξ),
(x, (τ, ξ)) ∈ Rn × ([0, T − δ]×K).
(1.10)
Note that the above two equations are coupled in the following way: v1(· , · , ·) appears in the
obstacle of the equation for v0(· , ·); v0(· , ·) appears in the terminal condition of the equation for
v1(· , · , ·).
Let us now briefly recall the main relevant results in several other papers. Optimal impulse
control problem in an infinite horizon with an excursion lag was investigated in [2, 13], where no
HJB equations were derived. A switching problems with decision lag and excursion lag for discrete-
time systems was studied in [1], in which, only some numerical algorithms were presented. In [16],
an asymptotic optimization problem of terminal wealth with decision lag or excursion lag under
HARA utility was studied. Some kind of Bellman dynamic programming equations correspond-
ing to several situations were presented. However, no HJB equations were derived. An optimal
switching problem with decision lag for ODEs was studied in [8]. A reachable set was character-
ized by the level set of the value function which is the unique viscosity solution to a first order
HJB equation. In [9], an optimal impulse control problem is considered for a general stochastic
process (without concrete SDE state equation) with excursion lag. Snell envelope and reflected
BSDEs were used to obtain the optimal impulse controls. In [14], an optimal impulse problem in a
finite horizon with arbitrary number of pending orders for Feller process were investigated without
corresponding HJB equation derived.
In this paper, we consider the optimal impulse control problem with a decision lag (without
excursion lag). It should be pointed out that, unlike the above-cited works, we have paid a special
attention on the elapsed time since the last impulse was made. The introduction of the elapsed time
r helps us to fully understand the problem. Because of that, our value function is of form V (t, r, x)
and therefore, Vr(t, r, x) will naturally appear, which makes our HJB equation significantly different
form those in the literature, including (1.9)–(1.10). We will show directly the continuity of the
value function V (t, r, x) in all its arguments, by using some ideas from [18], unlike some indirect and
complicated arguments used in [6]. Then we establish a suitable version of dynamic programming
principle using an argument inspired by [7], which leads to the corresponding HJB equations. We
further show that the value function is the unique viscosity solution to the HJB equation, by a
technique adopted from [19]. Moreover, an optimal impulse control is constructed from the given
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value function. Finally, a limiting case with the decision lag approaching 0 is discussed, which
exactly recovers the classical impulse control problems.
The remaining part of the paper is organized as follows. Section 2 formulates the control
problem and introduces the associated value function. Section 3 is devoted to the continuity of the
value function. Section 4 provides a suitable version of dynamic programming principle. In Section
5, the value function is proved to be the unique viscosity solution of HJB equations in some given
function space. Section 6 constructs an optimal impulse control with verification theorem. Section
7 discusses a limiting case when the decision lag approaches 0.
2 The Value Function and Its Properties
Recall that (Ω,F ,P) is a complete probability space on which a standard d-dimensional Brownian
motion W (·) = {W (t); 0 6 t < ∞} is defined, with F = {Ft}t>0 being its natural filtration
augmented by all the P-null sets in F . Let T > 0 be given and let K be a closed convex cone in
R
n. For the coefficients of the state equation (1.1), we introduce the following assumption.
(H1). Let b : [0, T ]×Rn → Rn, σ : [0, T ]×Rn → Rn×d be continuous and there exists a constant
L > 0 such that, for all x, xˆ ∈ Rn, t, tˆ ∈ [0, T ],
|b(t, x)− b(t, xˆ)|+ |σ(t, x) − σ(t, xˆ)| 6 L|x− xˆ|,
|b(t, x)|+ |σ(t, x)| 6 L.
(2.1)
For the functions involved in the cost functional, we introduce the following assumption.
(H2). Let g : [0, T ]× Rn → R, h : Rn → R and ℓ : [0, T ]×K → R+ be continuous and there are
constants ℓ0, α > 0 such that, for all ξ, ξˆ ∈ K and 0 6 t < tˆ 6 T ,
|g(t, x)− g(t, xˆ)|+ |h(x) − h(xˆ)| 6 L|x− xˆ|,
|g(t, x)|+ |h(x)| 6 L,
(2.2)
and
ℓ(t, ξ + ξˆ) < ℓ(t, ξ) + ℓ(t, ξˆ),
ℓ(tˆ, ξ) 6 ℓ(t, ξ), ℓ(t, ξ) > ℓ0 + α|ξ|.
(2.3)
Remark 2.1. Some of the assumptions stated above can be slightly relaxed. For example, in
spirit of [17], we may let x 7→ (b(s, x), σ(s, x)) be of linear growth, and x 7→ (g(s, x), h(x)) be of
some power growth. Also, the coercivity condition in (2.3) can be relaxed a little.
Next, we introduce admissible impulse control processes with decision lag δ ∈ (0, T ). Some
relevant discussions have already been carried out in the previous section.
Definition 2.2. An admissible impulse control process on [t, T ], with decision lag δ and elapsed
time r, is defined to be of form
ξ(s) =
∑
i>1
ξiχ[τi,T ](s), t 6 s 6 T, (2.4)
such that the following are true:
(i) Each τi is an F-stopping time with
τ1 > (t+ δ − r) ∨ t, a.s., (2.5)
and {
τi+1 > τi + δ, a.s., if τi+1 < T,
τi+1 > τi, a.s., if τi+1 = T .
(2.6)
(ii) Each ξi is Fτi-measurable with values in K, and
E
(∑
i>1
ℓ(τi, ξi)
)
<∞. (2.7)
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We let Kr[t, T ] be the set of all the impulse control processes on [t, T ] with decision lag δ and
elapsed time r. The last impulse time before t is always denoted by τ0. Then we have
r = t− τ0 and τ1 > (τ0 + δ) ∨ t, (2.8)
which give us (2.5), i.e. we must wait at least δ − r units of time to make the first impulse after
t if r < δ, or we may make an impulse immediately if r > δ. Subsequently, (2.6) indicates that
we may intervene on the system at any times τi ∈ [τ1, T ) separated at least by the decision lag δ.
Further, the impulse can be made at terminal time T without decision lag, which is an important
condition to guarantee the continuity of the value function. Besides, r = δ ∨ t if there has been
no impulse executed on [0, t). The above indicates the dependence of the impulse control on r, we
therefore put r as subscript in Kr[t, T ]. Thanks to the decision lag δ, for any ξ(·) ∈ Kr[t, T ], there
exists a finite number κ(ξ(·)) with
κ(ξ(·)) 6
[T
δ
]
+ 1. (2.9)
such that
ξ(·) =
κ(ξ(·))∑
i=1
ξiχ[τi,T ](·). (2.10)
We should note that an impulse control with no impulse and with zero impulses are different due
to (2.3). It is clear that any impulse control with some zero impulses are not optimal. Hereafter,
we exclude all impulse controls with some zero impulses from Kr[t, T ]. On the other hand, for
convenience, we will use ξ0(·) to denote the impulse control that does not contain any impulses
and call it the trivial impulse control.
Let us first present the following result which will be useful below.
Proposition 2.3. Let (H1) hold. Then for any initial triple (t, r, x) ∈ D and impulse control
ξ(·) ∈ Kr[t, T ], state equation (1.1) admits a unique solution X(·) ≡ X(· ; t, r, x, ξ(·)). Further, if
(tˆ, rˆ, xˆ) ∈ D with tˆ ∈ [t, T ], ξ̂(·) ∈ Krˆ[tˆ, T ], and X̂(·) = X(· ; tˆ, rˆ, xˆ, ξ̂(·)), then for any p > 1, and
s ∈ [tˆ, T ],
E
[
sup
s′∈[tˆ,s]
|X(s′)− X̂(s′)|p
]
6 CE
[
|x− xˆ|p + |t− tˆ| p2 +
(∑
τi<tˆ
|ξi|
)p
+ sup
s′∈[tˆ,s]
|ξ(s′)− ξ̂(s′)|p
]
,
(2.11)
and
E|X(s)− X̂(s)|p 6 CE
[
|x− xˆ|p + |t− tˆ| p2 +
(∑
τi<tˆ
|ξi|
)p
+
(∫ s
tˆ
|ξ(τ) − ξ̂(τ)|2dτ
) p
2
+ |ξ(s)− ξ̂(s)|p
]
.
(2.12)
Hereafter, C stands for a generic constant which could be different from line to line.
Proof. First of all, for any (t, r, x) ∈ D and ξ(·) ∈ Kr[t, T ], by a standard argument making use of
the contraction mapping theorem, we know that the state equation (1.1) admits a unique solution
X(·) ≡ X(· ; t, r, x, ξ(·)). Then for any xˆ ∈ Rn, we have
E
[
sup
s′∈[t,s)
|X(s′)− xˆ|p
]
6 4p−1E
[
|x− xˆ|p +
(∫ s
t
|b(τ,X(τ))|dτ
)p
+ sup
s′∈[t,s)
∣∣∣ ∫ s′
t
σ(τ,X(τ))dW (τ)
∣∣∣p + sup
s′∈[t,s]
|ξ(s)|p
]
6 4p−1
[
|x− xˆ|p + Lp(s− t)p + CE
( ∫ s
t
|σ(τ,X(τ))|2dτ
) p
2
+ E
(∑
τi<s
|ξi|
)p]
6 C
[
|x− xˆ|p + (s− t) p2 + E
(∑
τi<s
|ξi|
)p]
.
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In particular, for any tˆ ∈ (t, T ),
E|X(tˆ−)− xˆ|p 6 C
[
|x− xˆ|p + |t− tˆ| p2 + E
(∑
τi<tˆ
|ξi|
)p]
.
Next, for (t, r, x), (tˆ, rˆ, xˆ) ∈ D with 0 6 t < tˆ, and ξ(·) ∈ Kr[t, T ], ξ̂(·) ∈ Krˆ[tˆ, T ], let X(·) and
X̂(·) be the corresponding solutions of the state equation (1.1). Denote
η(s) = ξ(s)− ξ̂(s), Y (s) = X(s)− X̂(s)− η(s),
B(s) =
[b(s,X(s))− b(s, X̂(s))][X(s)− X̂(s)]⊤
|X(s)− X̂(s)|2
χ{X(s) 6=X̂(s)},
Σ(s) =
[σ(s,X(s))− σ(s, X̂(s))][X(s)− X̂(s)]⊤
|X(s)− X̂(s)|2
χ{X(s) 6=X̂(s)}.
Then B(·) and Σ(·) are bounded and
Y (s) = Y (tˆ )+
∫ s
tˆ
B(τ)
[
Y (τ)+η(τ)
]
dτ+
∫ s
tˆ
Σ(τ)
[
Y (τ)+η(τ)
]
dW (τ), s ∈ [tˆ, T ].
This is equivalent to the following:{
dY (s) = B(s)[Y (s) + η(s)]ds +Σ(s)[Y (s) + η(s)]dW (s), s ∈ [tˆ, T ],
Y (tˆ ) = X(tˆ−)− xˆ− [ξ(tˆ )− ξ̂(tˆ )].
Hence, by (H1), and a standard argument for SDEs, we have
E
[
sup
s′∈[tˆ,s]
|Y (s′)|p
]
6 CE
[
|Y (tˆ )|p +
(∫ s
tˆ
|η(τ)|dτ
)p
+
(∫ s
tˆ
|η(τ)|2dτ
) p
2
]
. (2.13)
Consequently,
E
[
sup
s′∈[tˆ,s]
|X(s′)− X̂(s′)|p
]
6 2p−1E
[
sup
s′∈[tˆ,s]
|Y (s′)|p + sup
s′∈[tˆ,s]
|ξ(s′)− ξ̂(s′)|p
]
6 CE
{
|X(tˆ−)− xˆ|2 + |ξ(tˆ )− ξ̂(tˆ )|p +
( ∫ s
tˆ
|ξ(τ) − ξ̂(τ)|2dτ
) p
2
+ sup
s′∈[tˆ,s]
|ξ(s′)− ξ̂(s′)|p
]}
6 CE
[
|x− xˆ|p + |t− tˆ| p2 +
(∑
τi<tˆ
|ξi|
)p
+ sup
s′∈[tˆ,s]
|ξ(s′)− ξ̂(s′)|p
]
.
This gives (2.11). Also, from (2.13), we have
E|Y (s)|p 6 CE
[
|Y (tˆ)|p +
( ∫ s
tˆ
|η(τ)|dτ
)p
+
(∫ s
tˆ
|η(τ)|2dτ
) p
2
]
,
which implies
E|X(s)− X̂(s)|p 6 2p−1E
[
|Y (s)|p + |ξ(s) − ξ̂(s)|p
]
6 CE
[
|x− xˆ|p + |t− tˆ| p2 +
(∑
τi<tˆ
|ξi|
)p
+
(∫ s
tˆ
|ξ(τ) − ξ̂(τ)|2dτ
) p
2
+ |ξ(s)− ξ̂(s)|p
]
.
This completes the proof.
From the above, we see that under (H1) and (H2), for any initial triple (t, r, x) ∈ D and
ξ(·) ∈ Kr[t, T ], the cost functional (1.7) is well-defined. Then Problem (IC) can be stated as in the
previous section, and the value function V : D → R is well-defined by (1.8). The following result
is concerned with some basic properties of the value function.
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Theorem 2.4. Let (H1)–(H2) hold. Then
sup
(t,r,x)∈D
|V (t, r, x)| 6 L(T + 1), (2.14)
and
|V (t, r, x)− V (tˆ, rˆ, xˆ)| 6 C(|t− tˆ| 12 + |r ∧ δ − rˆ ∧ δ| 12 + |x− xˆ|),
∀(t, r, x), (tˆ, rˆ, xˆ) ∈ D .
(2.15)
The proof is lengthy and technical, which will be split it into several lemmas. First, we have
the following lemma which gives the boundedness of the value function V (· , · , ·) as well as the
Lipschitz continuity of x 7→ V (t, r, x).
Lemma 2.5. Let (H1)–(H2) hold. Then (2.14) holds and there exists a constant C > 0 such that
|V (t, r, x) − V (t, r, xˆ)| 6 C|x− xˆ|, ∀(t, r, x), (t, r, xˆ) ∈ D . (2.16)
Proof. First of all, recalling the trivial impulse control ξ0(·). By the definition of V (t, r, x) and
(H1)–(H2), we know that
V (t, r, x) 6 J(t, r, x; ξ0(·))
= E
{∫ T
t
g
(
s,X(s; t, r, x, ξ0(·))
)
ds+ h
(
X(T ; t, r, x, ξ0(·))
)}
6 L(T + 1).
On the other hand, since the impulse cost ℓ(·) is positive valued, we have that, for any ξ(·) ∈
Kr[t, T ],
J(t, r, x; ξ(·)) > E
{∫ T
t
g
(
s,X(s; t, r, x, ξ(·)))ds+ h(X(T ; t, r, x, ξ(·)))} > −L(T + 1).
Thus, (2.14) follows.
Next, for any p > 1, by (2.11) with (t, r) = (tˆ, rˆ) and ξ(·) = ξ̂(·), one has
E
[
sup
s∈[t,T ]
|X(s)− X̂(s)|p
]
6 C|x− xˆ|p.
Consequently,
|J(t, r, x; ξ(·)) − J(t, r, xˆ; ξ(·))|
6 E
{∫ T
t
|g(s,X(s))− g(s, X̂(s))|ds + |h(X(T ))− h(X̂(T ))|
}
6 C|x− xˆ|.
Then (2.16) follows.
Now, let us make an observation. For any (t, r, x) ∈ D , and any ξ(·) ∈ Kr[t, T ] of form (2.10),
we have
J(t, r, x; ξ(·)) = E
[ ∫ T
t
g(s,X(s))ds+ h(X(T )) +
κ(ξ(·))∑
i=1
ℓ(τi, ξi)
]
> −L(T − t+ 1) + E
( κ(ξ(·))∑
i=1
[
ℓ0 + α|ξi|
])
> −L(T + 1) + αmax
i>1
E|ξi|.
Hence,
αmax
i>1
E|ξi| 6 J(t, r, x; ξ(·)) + L(T + 1). (2.17)
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Consequently, taking into account (2.14), we see that there exists an absolute constant C0 such
that if an impulse control ξ(·) of form (2.10) satisfying
E
(
max
i>1
|ξi|
)
> C0,
then it must be not optimal. Hence, if we set (recall (2.9))
K
0
r [t, T ]=
{
ξ(·) =
κ(ξ(·))∑
i=1
ξiκ[τi,T ](·) ∈ Kr[t, T ]
∣∣
κ(ξ(·)) 6
[T
δ
]
+ 1, E|ξi| 6 C0, 1 6 i 6 κ(ξ(·))
}
,
(2.18)
then
V (t, r, x) = inf
ξ(·)∈K 0r [t,T ]
J(t, r, x; ξ(·)). (2.19)
Note that, similar to (1.6), we also have
K
0
rˆ [t, T ] ⊆ Kr[t, T ], ∀ rˆ 6 r 6 δ,
K
0
r [t, T ] = Kδ[t, T ], ∀ δ 6 r 6 T.
(2.20)
Now we are ready to prove the 12 -Ho¨lder continuity of t 7→ V (t, r, x).
Lemma 2.6. Let (H1)–(H2) hold. Then there exists a constant C > 0 such that
|V (t, r, x)− V (tˆ, r, x)| 6 C|t− tˆ| 12 , ∀(t, r, x), (tˆ, r, x) ∈ D , |tˆ− t| 6 δ. (2.21)
Proof. Let tˆ ∈ (t, T ]. For any ε > 0, let ξ̂(·) ∈ K 0r [tˆ, T ] such that
V (tˆ, r, x) 6 J(tˆ, r, x; ξ̂(·)) < V (tˆ, r, x) + ε.
We extend ξ̂(·) from [tˆ, T ] to [t, T ] by letting
ξ(s) =
{
0, s ∈ [t, tˆ ),
ξ̂(s), s ∈ [tˆ, T ].
Namely, ξ(·) does not have impulses on [t, tˆ ). Let X(·) ≡ X(· ; t, r, x, ξ(·)) and X̂(·) ≡ X(· ; tˆ, r,
x, ξ(·)), by (2.11), there exists a constant C > 0 such that
E
[
sup
s∈[tˆ,T ]
|X(s)− X̂(s)|
]
6 C|t− tˆ| 12 .
Then
V (t, r, x)− V (tˆ, r, x)− ε 6 J(t, r, x; ξ(·)) − J(tˆ, r, x; ξ̂(·))
6 E
[
|h(X(T ))− h(X̂(T ))|+ ∫ tˆ
t
|g(s,X(s))|ds+ ∫ T
tˆ
|g(s,X(s))− g(s, X̂(s))|ds]
6 L|t− tˆ|+ L(1 + T )C|t− tˆ| 12 ,
which implies that
V (t, r, x) − V (tˆ, r, x) 6 C|t− tˆ| 12 .
Conversely, for any ε > 0, there exists
ξ(·) =
k∑
i=1
ξiχ[τi,T ](·) ∈ K 0r [t, T ],
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with k = κ(ξ(·)) 6 [T
δ
]
+ 1 and E|ξi| 6 C0 for any 1 6 i 6 k such that
V (t, r, x) > J(t, r, x; ξ(·)) − ε.
Define
ξ̂(·) =
k∑
i=1
ξiχ[τˆi,T ](·) ∈ K 0r [tˆ, T ]
with
τˆi = (τi + tˆ− t) ∧ T, i > 1.
Clearly, ξ̂(·) is nothing but the impulse control obtained from ξ(·) by moving all the impulses at
instant τi to the (possibly later) instant (τi + tˆ− t) ∧ T . Let us partition the interval I = [tˆ, T ] as
I = I1 ∪ I2, with
I1 = [tˆ, τ1) ∪
( k−1⋃
i=1
[τˆi, τi+1)
)
∪ [τˆk, T ], I2 =
k⋃
i=1
[tˆ ∨ τi, τˆi).
A careful observation tells us that
ξ(s)− ξ̂(s) =
k∑
i=1
ξiχ[tˆ∨τi,τˆi)(s), ξ(T )− ξ̂(T ) = 0. (2.22)
Namely, ξ(·) and ξ̂(·) are different only on I2. Also, we note that
0 6 τˆi − τi 6 tˆ− t, i > 1. (2.23)
Let X(·) ≡ X(· ; t, r, x, ξ(·)) and X̂(·) ≡ X(· ; tˆ, r, x, ξ̂(·)), by (2.11), we have
E
[
sup
s∈[tˆ,T ]
|X(s)− X̂(s)|
]
6 C
(
|t− tˆ| 12 + sup
s∈I2
|ξ(s)|
)
,
and noting (2.18),
E|X(T )− X̂(T )| 6 CE
[
|t− tˆ| 12 +
( ∫
I2
|ξ(τ) − ξ̂(τ)|dτ
) 1
2
]
6 C|t− tˆ| 12 .
Then, by (H1)–(H2) and the definition of K 0r [t, T ], we see that
V (t, r, x) + ε− V (tˆ, r, x) > J(t, r, x; ξ(·)) − J(tˆ, r, x; ξ̂(·))
= E
{∫ tˆ
t
g(τ,X(τ))dτ +
∫ T
tˆ
[
g(τ,X(τ)) − g(τ, X̂(τ))]dτ
+h(X(T ))− h(X̂(T )) +
k∑
i=1
[
ℓ(τi, ξi)− ℓ(τˆi, ξi)
]}
> −L(tˆ− t)− C|t− tˆ| 12 − C
k∑
i=1
(τˆi − τi)− C|t− tˆ| 12 > −C|t− tˆ| 12 .
Hence, (2.21) follows.
Finally, we prove the continuity of the value function with respect to r.
Lemma 2.7. Let (H1)–(H2) hold. Then there exists a constant C > 0 such that for every
(t, r, x), (t, rˆ, x) ∈ D ,
0 6 V (t, r, x)− V (t, rˆ, x) 6 C|r − rˆ| 12 , if r < rˆ < δ,
0 6 V (t, r, x)− V (t, rˆ, x) 6 C|r − δ| 12 , if r < δ 6 rˆ,
0 = V (t, r, x)− V (t, rˆ, x), if δ 6 r < rˆ.
(2.24)
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Proof. First, we consider the case r < rˆ 6 δ. Since K 0r [t, T ] ⊆ K 0rˆ [t, T ], we have
V (t, rˆ, x) 6 V (t, r, x).
Conversely, for any ε > 0, let
ξ̂(·) =
k∑
i=1
ξ̂iχ[τˆi,T ](·) ∈ K 0rˆ [t, T ],
with k 6
[
T
δ
]
+ 1, and E|ξ̂i| 6 C0 for any 1 6 i 6 k (see (2.18)) such that
V (t, rˆ, x) 6 J(t, rˆ, x; ξ̂(·)) < V (t, rˆ, x) + ε.
Define
ξ(·) =
k∑
i=1
ξ̂iχ[τi,T ](·) ∈ K 0r [t, T ],
with
τi = (τˆi + rˆ − r) ∧ T > τˆi, 1 6 i 6 k.
Clearly, ξ(·) is nothing but the impulse control obtained from ξ̂(·) by moving the impulse at instant
τˆi to the (corresponding) later instant (τˆi + rˆ− r) ∧ T . Keep in mind that due to the decision lag,
at τˆi, only one impulse appears. Then we write [t, T ] = U1 ∪ U2 with
U1 = [t, τˆ1) ∪
( k−1⋃
i=1
[τi, τˆi+1)
)
∪ [τˆk, T ], U2 =
k⋃
i=1
[τˆi, τi).
Similar to (2.22), one has
ξ̂(s)− ξ(s) =
k∑
i=1
ξ̂iχ[τˆi,τi)(s), ξ̂(T )− ξ(T ) = 0. (2.25)
Also,
0 6 τi − τˆi 6 rˆ − r, i > 1. (2.26)
Now, let X(·) ≡ X(· ; t, r, x, ξ(·)) and X̂(·) ≡ X(· ; t, rˆ, x, ξ̂(·)). Similar to (2.11), we have
E
[
sup
s∈[t,T ]
|X(s)− X̂(s)|
]
6 CE
[
sup
s∈U2
|ξ(s)− ξ̂(s)|+
( ∫
U2
|ξ(τ) − ξ̂(τ)|dτ
) 1
2
]
6 CE
[
sup
s∈U2
|ξ(s)− ξ̂(s)|+ |r − rˆ| 12
]
and, again noting (2.18), as well as (2.26),
E|X(T )− X̂(T )| 6 CE
( ∫
U2
|ξ(τ) − ξ̂(τ)|dτ
) 1
2
6 C|r − rˆ| 12 .
Then, by (H1)–(H2) and the definition of K 0r [t, T ], we see that
V (t, rˆ, x) + ε− V (t, r, x) > J(t, rˆ, x; ξ̂(·))− J(t, r, x; ξ(·))
= E
{∫ T
t
[
g(τ, X̂(τ)) − g(τ,X(τ))]dτ + h(X̂(T ))− h(X(T )) + k∑
i=1
[
ℓ(τˆi, ξ̂i)− ℓ(τi, ξ̂i)
]}
> −LE
[ ∫ T
t
|X(τ)− X̂(τ)|dτ + |X(T )− X̂(T )|
]
> −CE
[ ∫
U2
|ξ(τ) − ξ̂(τ)|dτ + |r − rˆ| 12
]
> −C|r − rˆ| 12 .
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This proves the first case.
Next, we look at the third case: δ 6 r < rˆ. By (2.20), we have K 0r [t, T ] = K
0
rˆ [t, T ]. Thus,
V (t, r, x) = V (t, rˆ, x). (2.27)
Finally, for the second case: r < δ 6 rˆ, we have
|V (t, r, x)− V (t, rˆ, x)| = |V (t, r, x) − V (t, δ, x)| 6 C|t− δ| 12 .
This completes the proof.
Note that (2.24) admits the following compact form:
|V (t, r, x)− V (t, rˆ, x)| 6 C|r ∧ δ − rˆ ∧ δ| 12 .
Hence, combining the above three lemmas, we obtain a proof of Theorem 2.4. From the above, we
also see that
V (t, r, x) = V (t, δ, x) ≡ V 0(t, x), ∀(t, r, x) ∈ [0, T ]× [δ, T ]× Rn. (2.28)
We let
Ĉ(D) =
{
v ∈ C(D) ∣∣ v(t, r, x) = v(t, δ, x), (t, r, x) ∈ [0, T ]× [δ, T ]× Rn}, (2.29)
which is a class of functions that the value function V (· , · , ·) belongs. The following result will be
used below.
Corollary 2.8. Let (H1)–(H2) hold. Let
N [V ](t, 0, x) = inf
ξ∈K
{
V (t, 0, x+ ξ) + ℓ(t, ξ)
}
, (t, x) ∈ [0, T ]× Rn. (2.30)
Then (t, x) 7→ N [V ](t, 0, x) is continuous.
Proof. By the coercivity condition in (2.3) for ξ 7→ ℓ(t, ξ), we see that for any R > 0, there exists
a C = CR > 0 such that
N [V ](t, 0, x) = inf
ξ∈K∩B(0,CR)
{
V (t, 0, x+ ξ) + ℓ(t, ξ)
}
,
where B(0, CR) is the closed ball centered at 0 with radius CR. Now, it is clear that (t, x) 7→
V (t, 0, x + ξ) + ℓ(t, ξ) is uniformly continuous on [0, T ] × B(0, R) with the continuity uniform in
ξ ∈ K ∩B(0, CR). Hence, our conclusion follows.
3 Dynamic Programming Principle and HJB Equation
In this section, we first establish a Bellman dynamic programming principle. Then we derive the
corresponding HJB equation for the value function. The cases r ∈ [0, δ) and r ∈ [δ, T ) will be
discussed separately. Note that for the initial triplet (t, r, x) ∈ [0, T ]× [0, T ]× Rn, if r ∈ [0, δ), we
must wait at least δ−r to make the first impulse after time t, which means that there is no impulse
during interval [t, t+δ−r); if r ∈ [δ, T ], we can make an impulse, say, ξ, to the system at any time,
say, τ1 > t. After such an impulse is made, the new initial triplet becomes (τ1, 0, X(τ1−)+ ξ), with
the elapsed time r = 0 < δ. Hence, we have the following result.
Theorem 3.1. (i) Let (t, r, x) ∈ [0, T )× [0, δ)× Rn, then for any s ∈ [t, t+ δ − r),
V (t, r, x) = E
{
V
(
s, r + s− t,X0(s; t, x))+ ∫ s
t
g
(
τ,X0(τ ; t, x)
)
dτ
}
, (3.1)
where X0(· ; t, x) ≡ X0(·) is the solution to the following:
X0(s) = x+
∫ s
t
b(τ,X0(τ))dτ +
∫ s
t
σ(τ,X0(τ))dW (τ), s ∈ [t, T ]. (3.2)
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(ii) Let (t, r, x) ∈ [0, T )× [δ, T )× Rn, then
V 0(t, x) 6 E
{
V 0
(
s,X0(s; t, x)
)
+
∫ s
t
g
(
τ,X0(τ ; t, x)
)
dτ
}
, ∀s ∈ [t, T ], (3.3)
and
V 0(t, x) 6 inf
ξ∈K
{
V (t, 0, x+ ξ) + ℓ(t, ξ)
}
≡ N [V ](t, 0, x). (3.4)
If, at some point (t, r, x) ∈ [0, T )× [δ, T )× Rn, a strict inequality holds in (3.4), then a t0 ∈ (t, T ]
exists such that
V 0(t, x) = E
{
V 0
(
s,X0(s; t, x)
)
+
∫ s
t
g
(
τ,X0(τ ; t, x)
)
dτ
}
, ∀s ∈ [t, t0). (3.5)
Proof. (i) Fix any s ∈ [t, t+ δ − r). For any ξ(·) ∈ K 0r+s−t[s, T ], we may naturally extend it to a
ξ̂(·) ∈ K 0r [t, T ] by not making impulses on [t, s), followed by ξ(·). Then
V (t, r, x)6J(t, r, x; ξ̂(·))=E
{∫ s
t
g(τ,X0(τ ; t, x))dτ+J(s, r+s−t,X0(s; t, x); ξ(·))
}
.
Thus, one has
V (t, r, x) 6 E
{∫ s
t
g(τ,X0(τ ; t, x))dτ + V (s, r + s− t,X0(s; t, x))
}
.
On the other hand, for any ε > 0, there exists a
ξ(·) =
k∑
i=1
ξiχ[τi,T ](·) ∈ K 0r [t, T ]
such that
V (t, r, x) + ε > J(t, r, x; ξ(·)).
Note that τ1 > t+ δ − r. Let s ∈ [t, t+ δ − r) and
ξ̂(·) = ξ(·)|[s,T ] =
k∑
i=1
ξiχ[τi,T ](·) ∈ K 0r+s−t[s, T ].
Then
V (t, r, x) + ε > J(t, r, x; ξ(·))
= E
{∫ T
t
g
(
τ,X(τ ; t, x, ξ(·)))dτ + k∑
i=1
ℓ(τi, ξi) + h
(
X(T ; t, x, ξ(·)))}
= E
{∫ s
t
g
(
τ,X(τ ; t, x, ξ(·)))dτ + E[ ∫ T
s
g
(
τ,X(τ ; t, x, ξ(·)))dτ
+
k∑
i=1
ℓ(τi, ξi) + h
(
X(T ; t, x, ξ(·))) ∣∣ Fs]}
= E
{∫ s
t
g
(
τ,X0(τ ; t, x)
)
dτ + E
[ ∫ T
s
g
(
τ,X(τ ; s,X0(s; t, x), ξ̂(·)))dτ
+
k∑
i=1
ℓ(τi, ξi) + h
(
X(T ; s,X0(s; t, x), ξ̂(·))) ∣∣ Fs]}
= E
{∫ s
t
g
(
τ,X0(τ ; t, x)
)
dτ + J
(
s, r + s− t,X0(s; t, x); ξ̂(·))}
> E
{∫ s
t
g
(
τ,X0(τ ; t, x)
)
dτ + V
(
s, r + s− t,X0(s; t, x))}.
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Sending ε→ 0, we obtain the other direction of the inequality. This completes the proof of (i).
(ii) First of all, for (t, r, x) ∈ [0, T )× [δ, T )× Rn, and s ∈ [t, T ], take any ξ̂(·) ∈ K 0s−t+r[s, T ],
we trivially extend it to ξ¯(·) ∈ K 0r [t, T ] by making no impulses on [t, s). One has
V 0(t, x) ≡ V (t, r, x) 6 J(t, r, x; ξ¯(·))
= E
[ ∫ s
t
g(τ,X0(τ ; t, x))dτ + J
(
s,X0(s; t, x); ξ̂(·))].
Hence, by taking infimum over ξ̂(·) ∈ K 0r [s, T ], we obtain (noting s− t+ r > δ)
V 0(t, x) ≡ V (t, r, x) 6 E
[ ∫ s
t
g(τ,X0(τ ; t, x))dτ + V (s, s− t+ r,X0(s; t, x))
]
= E
[ ∫ s
t
g(τ,X0(τ ; t, x))dτ + V 0(s,X0(s; t, x))
]
,
which gives (3.3). Next, for any ξ̂(·) ∈ K 0s−t+r[t, T ], we construct
ξ(·) = ξχ[t,T ](·) + ξ̂(·),
which is the impulse control that has an impulse ξ at instant t, followed by ξ̂(·). Then one has
ξ(·) ∈ K 0r [t, T ] = K 0δ [t, T ] with r > δ. Consequently,
V 0(t, x) ≡ V (t, r, x) = V (t, δ, x) 6 J(t, δ, x; ξ(·)) = J(t, 0, x+ ξ; ξ̂(·)) + ℓ(t, ξ).
Since ξ̂(·) is arbitrary, one has
V 0(t, x) 6 V (t, 0, x+ ξ) + ℓ(t, ξ), ∀ξ ∈ K,
which leads to (3.4). Suppose a strict inequality holds in (3.4) at some point (t, r, x) ∈ D [δ, T ]. We
claim that (3.5) holds for some t0 ∈ (t, T ], i.e., there exists a minimizing sequence ξε(·) ∈ K 0r [t, T ]
such that the first impulse time τε1 > t0. Suppose (3.5) fails, which means that for any minimizing
sequence ξε(·) ∈ K 0r [t, T ], the first impulse time τε1 satisfies
lim
ε→0
τε1 = t, lim
ε→0
J(t, r, x; ξε(·)) = V (t, r, x) ≡ V 0(t, x).
Consequently, we may assume that
V (t, r, x) + ε > J(t, r, x; ξε(·))
= E
[ ∫ τε1
t
g(τ,X0(τ ; t, x))dτ + ℓ(τε1 , ξ
ε
1) + J(τ
ε
1 , X
0(τε1 ; t, x) + ξ
ε
1; ξ̂
ε(·))
]
> E
[ ∫ τε1
t
g(τ,X0(τ ; t, x))dτ + ℓ(τε1 , ξ
ε
1) + V
(
τε1 , 0, X
0(τε1 ; t, x) + ξ
ε
1
)]
> E
[ ∫ τε1
t
g(τ,X0(τ ; t, x))dτ +N [V ]
(
τε1 , 0, X
0(τε1 ; t, x)
)]
.
Sending ε→ 0, using the continuity of (t, x) 7→ N [V ](t, 0, x), we obtain
V 0(t, x) = V (t, r, x) > N [V ](t, 0, x),
which is a contradiction, proving (3.5).
Now let us introduce the following Hamiltonian:
H(t, x, p, P ) = 〈b(t, x), p〉+ 1
2
tr [σ(t, x)⊤Pσ(t, x)] + g(t, x),
(t, x, p, P ) ∈ [0, T ]× Rn × Rn × Sn.
(3.6)
We easily obtain the Hamilton-Jacobi-Bellman equations for our value function as follows:
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Theorem 3.2. Suppose the value function V (· , · , ·) is smooth. Then with (2.28), the following
system is satisfied:
Vt(t, r, x) + Vr(t, r, x) +H(t, x, Vx(t, r, x), Vxx(t, r, x)) = 0,
(t, r, x) ∈ [0, T )× [0, δ)× Rn,
V (T, r, x) = min
{
h(x), inf
ξ∈K
{h(x+ ξ) + ℓ(T, ξ)}
}
, (r, x) ∈ [0, δ)× Rn,
V (t, δ−, x) = V 0(t, x), (t, x) ∈ [0, T ]× Rn.
(3.7)

min
{
V 0t (t, x) +H(t, x, V
0
x (t, x), V
0
xx(t, x)), N [V ](t, 0, x)− V 0(t, x)
}
= 0,
(t, x) ∈ [0, T )× Rn,
V 0(T, x) = min
{
h(x), inf
ξ∈K
{h(x+ ξ) + ℓ(T, ξ)}
}
, x ∈ Rn.
(3.8)
Proof. Let us first prove that V (· , · , ·) satisfies (3.7). Fix any (t, r, x) ∈ [0, T ]× [0, δ]×Rn, and let
X0(·) be the state trajectory defined by (3.2). By (3.1) with s ↓ t and Itoˆ’s formula, we obtain
0 =
E
{
V (s, r + s− t,X0(s)) − V (t, r, x)}
s− t +
1
s− tE
∫ s
t
g(τ,X0(τ))dτ
=
1
s− tE
∫ s
t
{
Vt(τ, r + τ − t,X0(τ)) + Vr(τ, r + τ − t,X0(τ))
+H
(
τ,X0(τ), Vx(τ, r + τ − t,X0(τ)), Vxx(τ, r + τ − t,X0(τ))
)}
dτ
→ Vt(t, r, x) + Vr(t, r, x) +H(t, x, Vx(t, r, x), Vxx(t, r, x)).
By (2.27) and the continuity of V (· , · , ·) with respect to r, one has
V (t, δ−, x) = V (t, δ, x) = V 0(t, x).
The terminal condition at time T comes from the assumption that impulse can be made at terminal
without decision lag. Now, we show that V 0(t, x) ≡ V (t, r, x) (for r ∈ [δ, T ]) satisfies (3.8). From
Theorem 3.1 (ii), using Itoˆ’s formula, we have
0 6 V 0t (t, x) + 〈V 0x (t, x), b(t, x)〉 +
1
2
tr
[
σ(t, x)⊤V 0xx(t, x)σ(t, x)
]
+ g(t, x)
≡ V 0t (t, x) +H(t, x, V 0x (t, x), V 0xx(t, x)),
(3.9)
and
V 0(t, x) 6 N [V ](t, 0, x). (3.10)
On the other hand, by the last part of Theorem 3.1, we see that when a strict inequality holds in
(3.10), then the equality in (3.9) holds. Hence, the equation in (3.8) holds. Finally, the terminal
condition in (3.8) hold by definition. This completes the proof.
Note that (3.7) and (3.8) are coupled. The coupling appear at the following places: The value
V (t, δ, x) is equal to V 0(t, x), and the obstacle N [V ](t, 0, x) depends on V (t, 0, ·). We may make a
comparison between our (3.7)–(3.8) and (1.9)–(1.10). We see that although our (3.8) looks similar
to (1.9), they are still quite different in a number of places. On the other hand, our (3.7) is not
comparable with (1.10) since the appearance of Vr(t, r, x) in our equation. The main reason is that
we have carefully taken into account of the elapsed time r, which was essentially overlooked in [6].
4 Characterization of the Value Function and Construction
of Optimal Control
It is known that the value function V (· , · , ·) is not necessarily smooth. Thus to make the result
of Theorem 3.2 rigorous, let us recall the definition of viscosity solutions. Note that D = [0, T ]×
[0, T ]× Rn, and recall Ĉ(D) defined by (2.29).
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Definition 4.1. A function V (· , · , ·) ∈ Ĉ(D) is called a viscosity subsolution (resp.viscosity su-
persolution) of (3.7)–(3.8) on D if for any ϕ ∈ C1,1,2(D) ∩ Ĉ(D),
V (T, r, x) > (resp. 6) min
{
h(x), inf
ξ∈K
[
h(x+ ξ) + ℓ(T, ξ)
]}
, ∀(r, x) ∈ [0, T ]× Rn, (4.1)
and whenever V −ϕ achieves a local maximum (resp. minimum) at (t0, r0, x0) ∈ [0, T )× [0, δ)×Rn,
it holds
ϕt(t0, r0, x0) + ϕr(t0, r0, x0) +H(t0, x0, ϕx(t0, r0, x0), ϕxx(t0, r0, x0)) > 0 (resp. 6 0), (4.2)
whereas if (t0, r0, x0) ∈ [0, T )× [δ, T )× Rn, it holds
min
{
ϕt(t0, δ, x0) +H(t0, x0, ϕx(t0, δ, x0), ϕxx(t0, δ, x0)),
N [V ](t0, 0, x0)− V (t0, δ, x0)
}
> 0 (resp. 6 0).
(4.3)
A function V (· , · , ·) ∈ Ĉ(D) is called a viscosity solution of (3.7)–(3.8) if it is both a viscosity sub-
and super-solution of (3.7)–(3.8).
The main result of this section is the following.
Theorem 4.2. Let (H1)–(H2) hold. Then the value function V (· , · , ·) is the unique viscosity
solution of (3.7)–(3.8) on D .
Proof. Let ϕ ∈ C1,1,2(D)∩ Ĉ(D). Suppose that V −ϕ attained a local maximum (resp. minimum)
at (t0, r0, x0) ∈ [0, T ) × [0, δ) × Rn and X0(·) be the state trajectory defined by (3.2). By (3.1)
with tˆ0 ↓ t0 and Itoˆ’s formula, one has
0 6 (resp. >)
1
tˆ0 − t0
E
{
V (t0, r0, x0)− ϕ(t0, r0, x0)
−V (tˆ0, r0 + tˆ0 − t0, X0(tˆ0)) + ϕ(tˆ0, r0 + tˆ0 − t0, X0(tˆ0))
}
=
1
tˆ0 − t0
E
{∫ tˆ0
t0
g(τ,X0(τ))dτ − ϕ(t0, r0, x0) + ϕ(tˆ0, r0 + tˆ0 − t0, X0(tˆ0))
}
→ ϕt(t0, r0, x0) + ϕr(t0, r0, x0) +H(t0, x0, ϕx(t0, r0, x0), ϕxx(t0, r0, x0)).
On the other hand, we have to split two cases: (i) Suppose that V − ϕ attains a local maximum
at (t0, r0, x0) ∈ [0, T )× [δ, T )× Rn. By (3.3) with tˆ0 ↓ t0 and Itoˆ’s formula, one has
0 6
1
tˆ0 − t0
E
{
V (t0, δ, x0)− ϕ(t0, δ, x0)− V (tˆ0, δ,X0(tˆ0)) + ϕ(tˆ0, δ,X0(tˆ0))
}
6
1
tˆ0 − t0
E
{∫ tˆ0
t0
g(τ,X0(τ))dτ − ϕ(t0, δ, x0) + ϕ(tˆ0, δ,X0(tˆ0))
}
→ ϕt(t0, δ, x0) +H(t0, x0, ϕx(t0, δ, x0), ϕxx(t0, δ, x0)).
Then, with (3.4), we obtain
min
{
ϕt(t0, δ, x0) +H(t0, x0, ϕx(t0, δ, x0), ϕxx(t0, δ, x0)), N [V ](t0, 0, x0)− V (t0, δ, x0)
}
> 0,
(ii) Suppose that V − ϕ attains a local minimum at (t0, r0, x0) ∈ [0, T )× [δ, T )× Rn. Then if
V (t0, δ, x0) = N [V ](t0, 0, x0),
we must have
min
{
ϕt(t0, δ, x0)+H(t0, x0, ϕx(t0, δ, x0), ϕxx(t0, δ, x0)), N [V ](t0, 0, x0)−V (t0, δ, x0)
}
60. (4.4)
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Otherwise, by (3.5), there exists a tˆ0 such that
V (t0, δ, x0) = E
{
V
(
s, δ,X0(s)
)
+
∫ s
t0
g
(
τ,X0(τ)
)
dτ
}
, ∀s ∈ [t0, tˆ0).
Then for any s ∈ [t0, tˆ0), with tˆ0 ↓ t0 and Itoˆ’s formula, one has
0 >
1
s− t0E{V (t0, δ, x0)− ϕ(t0, δ, x0)− V (s, δ,X
0(s)) + ϕ(s, δ,X0(s))}
=
1
s− t0E
{∫ s
t0
g(τ,X0(τ))dτ − ϕ(t0, δ, x0) + ϕ(s, δ,X0(s))
}
→ ϕt(t0, δ, x0) +H(t0, x0, ϕx(t0, δ, x0), ϕxx(t0, δ, x0)),
which implies (4.4). Therefore, V (· , ·, ·) is a viscosity solution of (3.7)–(3.8) on D .
The proof of uniqueness essentially follows from the arguments in [17] and [19], with some
suitable modifications. However, for readers’ convenience, we put the detailed proof in the ap-
pendix.
The following gives a construction of an optimal impulse control.
Theorem 4.3. Let x be the initial state of (1.1). Define the impulse control ξ(·) = ∑
i>1
ξiχ[τi,T ]
on [0, T ] inductively as follows: τ0 = −δ,
τi = inf{s ∈ [(τi−1 + δ) ∧ T, T ]
∣∣ V (s, s− τi−1, X(i−1)(s)) = N [V ](s, s− τi−1, X(i−1)(s))}, (4.5)
and there exists a ξi ∈ K such that
V (τi, τi − τi−1, X(i−1)(τi − 0)) = V (τi, 0, X(i−1)(τi − 0) + ξi) + l(τi, ξi)
= inf
ξ∈K
{
V (τi, 0, X
(i−1)(τi − 0) + ξ) + l(τi, ξ)
}
,
(4.6)
where 1 6 i 6 [T
δ
] + 1 and X(i−1)(·) is the result of applying impulse control ξ(·) =
i−1∑
m=1
ξmχ[τm,T ]
on system (1.1) . Then, ξ(·) = ∑
i>1
ξiχ[τi,T ] is an optimal control for Problem (IC).
Proof. Let ξ(·) =
k∑
i=1
ξiχ[τi,T ] be constructed as in the theorem and X(·) be the state of applying
ξ(·). By the definition of τi and ξi, we see that
V (τi, 0, X
(i)(τi + 0)) < N [V ](τi, 0, X
(i)(τi + 0)).
Then, by Theorem 3.1 and (4.6),
V (τi, 0, X
(i)(τi + 0)) = E
{∫ τi+1
τi
g(s,X(i)(s))ds+ V (τi+1, τi+1 − τi, X(i)(τi+1 − 0))
}
= E
{∫ τi+1
τi
g(s,X(i)(s))ds+ V (τi+1, 0, X
(i+1)(τi+1 + 0)) + ℓ(τi+1, ξi+1)
}
.
Hence, summing from 0 to T gives
V (0, δ, x) = E
{∫ τ1
0
f(s,X(s))ds+ ℓ(τ1, ξ1) + V (τ1, 0, X(τ1 + 0))
}
= E
{∫ τk
0
f(s,X(s))ds+
k∑
i=1
ℓ(τi, ξi) + V (τk, T − τk, X(τk + 0))
}
= E
{∫ T
0
f(s,X(s))ds+
k∑
i=1
ℓ(τi, ξi) + h(X(T ))
}
= J(0, δ, x; ξ(·)),
which proves the optimality of ξ(·).
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To conclude this paper, we look at the situation when the decision lag δ approaches 0. We let
δε be a sequence of decision lags such that
lim
ε→0
τε = 0.
Let (H1) – (H2) hold. Denote Vε(·, ·, ·) as the family of the value functions corresponding to the
decision lag δε. Let V
0(·, ·) be the value function of classical impulse control problem without
decision lag. Fix ε > 0 and (t, x) ∈ [0, T ]× Rn. From Theorem 2.4 we see that when r ∈ [δε, T ],
Vε(t, r, x) = V
0(t, x),
and when r ∈ [0, δε),
0 6 Vε(t, r, x)− V 0(t, x) = Vε(t, r, x)− Vε(t, δε, x) 6 C|τε − r|.
Let ε→ 0, we obtain
lim
ε→0
Vε(t, r, x) = V
0(t, x), (t, r, x) ∈ [0, T ]× [0, T ]× Rn, (4.7)
Hence, we conclude that the impulse control problem with decision lag agrees with the classical
case when decision lag approaches 0.
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Appendix
In this appendix, we present a proof of the uniqueness of the viscosity solution to the HJB equations
(3.7)–(3.8). We first prove a useful lemma.
Lemma A.1. Suppose V (· , · , ·) ∈ Ĉ(D) is a viscosity solution of (3.7)–(3.8) satisfying (2.14)–
(2.15). Then
V (t, δ, x) 6 N [V ](t, 0, x), ∀(t, x) ∈ [0, T ]× Rn. (4.8)
Proof. It is enough to prove (4.8) for all (t, x) ∈ [0, T )× Rn. We define
Φ(s, y) = V 0(s, y)− 1
ε
(|t− s|2 + |x− y|2), (s, y) ∈ [0, T ]× Rn.
with some ε ∈ (0, 1]. Then there exists a point (sε, yε) ∈ [0, T ]× Rn such that
Φ(sε, yε) = max
(s,y)∈[0,T ]×Rn
Φ(s, y) > Φ(t, x) = V 0(t, x).
We see easily that
lim
ε→0
|sε − t| = 0, lim
ε→0
|yε − x| = 0.
Thus, for ε > 0 small enough, we have (sε, yε) ∈ [0, T )× Rn. Then, by Definition 4.1,
V 0(sε, yε) 6 N [V ](sε, 0, yε).
Sending ε→ 0 and using the continuity of V 0(·, ·), we obtain (4.8).
Next, inspired by [19], for any v ∈ Ĉ(D) satisfying (2.14)–(2.15), and any γ ∈ (0, 1), we define
vγ(t, r, x) , sup
(t′,r′,x′)∈D
{
v(t′, r′, x′)− 1
2γ2
(
|t− t′|2 + |r − r′|2 + |x− x′|2
)}
,
vγ(t, r, x) , inf
(t′,r′,x′)∈D
{
v(t′, r′, x′) +
1
2γ2
(
|t− t′|2 + |r − r′|2 + |x− x′|2
)}
,
(t, r, x) ∈ D .
(4.9)
When v(t, r, x) ≡ v(t, x) independent of r, the corresponding vγ and vγ are automatically indepen-
dent of r (one can simply remove the argument r and the term |r − r′|2 on the right-hand side).
Note that
v(t′, r′, x′)− 1
2γ2
(
|t− t′|2 + |r − r′|2 + |x− x′|2
)
+
1
2γ2
(
|t|2 + |r|2 + |x|2
)
= v(t′, r′, x′)− 1
2γ2
(
|t′|2 + |r′|2 + |x′|2
)
+
1
γ2
(
t t′ + r r′ + 〈x, x′〉
)
,
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which is a linear function of (t, r, x) with parameters (t′, r′, x′). Hence, the supremum vγ(t, r, x) +
1
2γ2
(|t|2 + |r|2 + |x|2) of the above with respect to (t′, r′, x′) is convex. In this case, we say that
(t, r, x) 7→ vγ(t, r, x) is semiconvex. Likewise, (t, r, x) 7→ vγ(t, r, x) is semiconcave. We have the
following lemma concerning the functions vγ(· , · , ·) and vγ(· , · , ·).
Lemma A.2. (i) Let v ∈ Ĉ(D) satisfy (2.14)–(2.15). Then the function vγ(· , · , ·) is semiconvex,
and vγ(· , · , ·) is semiconcave, satisfying the following:
|vγ(t, r, x)|+ |vγ(t, r, x)| 6 C, ∀(t, r, x) ∈ D , γ > 0, (4.10)
|vγ(t, r, x) − vγ(s, u, y)|+ |vγ(t, r, x) − vγ(s, u, y)| 6 C
(|t− s| 12 + |r − u| 12 + |x− y|),
∀(t, r, x, s, u, y) ∈ D2, γ > 0,
(4.11)
for some constant C > 0. Moreover, for any (t, r, x) ∈ D , there exist (tˆ, rˆ, xˆ), (t¯, r¯, x¯) ∈ D such
that
vγ(t, r, x) = v(tˆ, rˆ, xˆ)− 1
2γ2
(
|t− tˆ|2 + |r − rˆ|2 + |x− xˆ|2
)
vγ(t, r, x) = v(t¯, r¯, x¯) +
1
2γ2
(
|t− t¯|2 + |r − r¯|2 + |x− x¯|2
)
,
(4.12)
and for some absolute constant C,
1
2γ2
(
|t− tˆ|2 + |r − rˆ|2 + |x− xˆ|2
)
+
1
2γ2
(
|t− t¯|2 + |r − r¯|2 + |x− x¯|2
)
6 Cγ
1
2 . (4.13)
Consequently,
0 6 vγ(t, r, x)− v(t, r, x), v(t, r, x)− vγ(t, r, x) 6 Cγ 12 . (4.14)
The proof is similar to that given in [19]. Because of (4.14), we call vγ(· , · , ·) and vγ(· , · , ·) are
semiconvex and semiconcave approximations of v(· , · , ·), respectively. Also, we see that
0 6 vγ(t, r, x)− vγ(t, r, x) 6 Cγ 12 . (4.15)
Next, for any (t, x, p, P ) ∈ [0, T ]× Rn × Rn × Sn, we define
Hγ(t, x, p, P ) , sup
(t′,x′)∈[0,T ]×Rn
{
H(t′, x′, p, P )
∣∣ 1
2γ2
(|t− t′|2 + |x− x′|2) 6 Cγ 12},
Hγ(t, x, p, P ) , inf
(t′,x′)∈[0,T ]×Rn
{
H(t′, x′, p, P )
∣∣ 1
2γ2
(|t− t′|2 + |x− x′|2) 6 Cγ 12},
Nγ [V ](t, 0, x) , sup
(t′,x′)∈[0,T ]×Rn
{
N [V ](t′, 0, x′)− 1
2γ2
(|t− t′|2 + |x− x′|2) ∣∣
1
2γ2
(|t− t′|2 + |x− x′|2]) 6 Cγ 12},
Nγ [V ](t, 0, x) , inf
(t′,x′)∈[0,T ]×Rn
{N [V ](t′, 0, x′) + 1
2γ2
(|t− t′|2 + |x− x′|2) ∣∣
1
2γ2
(|t− t′|2 + |x− x′|2) 6 Cγ 12},
(4.16)
with C > 0 being the constant appears in (4.13). It is clear that one has
lim
γ→0
Hγ(t, x, p, P ) = lim
γ→0
Hγ(t, x, p, P ) = H(t, x, p, P ),
lim
γ→0
Nγ [V γ ](t, 0, x) = lim
γ→0
Nγ [Vγ ](t, 0, x) = N [V ](t, 0, x)
(4.17)
uniformly for the arguments t, x, p, P in compact sets. Next we present the following result.
Lemma A.3. Let (H1)–(H2) hold and v(· , · , ·) ∈ Ĉ(D) be a viscosity subsolution of (3.7)–(3.8).
Then, for each γ ∈ (0, 1), vγ(· , · , ·) is a viscosity subsolution of the following:
vt + vr +H
γ(t, x, vx, vxx) = 0, (t, r, x) ∈ [0, T )× [0, δ)× Rn,
v(T, r, x) = vγ(T, r, x), (r, x) ∈ [0, δ)× Rn,
v(t, δ−, x) = vγ(t, δ−, x), (t, x) ∈ [0, T ]× Rn.
(4.18)
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{
min
{
v0t +H
γ(t, x, v0x, v
0
xx), N
γ [v]− v0} = 0, (t, x) ∈ [0, T ]× Rn,
v0(T, x) = vγ(T, 0, x), x ∈ Rn. (4.19)
Likewise, if v(· , · , ·) ∈ Ĉ(D) is a viscosity supersolution of (3.7)–(3.8), then, for each γ ∈ (0, 1),
vγ(· , · , ·) is a viscosity supersolution of the following:
vt + vr +Hγ(t, x, vx, vxx) = 0, (t, r, x) ∈ [0, T )× [0, δ)× Rn,
v(T, r, x) = vγ(T, r, x), (r, x) ∈ [0, δ)× Rn,
v(t, δ−, x) = vγ(t, δ−, x), (t, x) ∈ [0, T ]× Rn.
(4.20)
{
min
{
v0t +Hγ(t, x, v
0
x, v
0
xx), Nγ [v]− v0
}
= 0, (t, x) ∈ [0, T ]× Rn,
v0(T, x) = vγ(T, 0, x), x ∈ Rn.
(4.21)
Proof. Let us just look at vγ(· , · , ·). Suppose ϕ ∈ C1,1,2(D) ∩ Ĉ(D) such that vγ − ϕ attains a
maximum at (t, r, x) ∈ [0, T )× [0, δ)× Rn. Let (tˆ, rˆ, xˆ) ∈ [0, T ]× [0, δ)× Rn satisfies (4.12). Then
for any (t′, r′, x′) ∈ [0, T )× [0, δ)× Rn, one has
v(tˆ, rˆ, xˆ)− ϕ(t, r, x) = vγ(t, r, x)− ϕ(t, r, x) + 1
2γ2
(|t− tˆ|2 + |r − rˆ|2 + |x− xˆ|2)
> vγ(t′, r′, x′)− ϕ(t′, r′, x′) + 1
2γ2
(|t− tˆ|2 + |r − rˆ|2 + |x− xˆ|2)
> v(t′ − t+ tˆ, r′ − r + rˆ, x′ − x+ xˆ)− ϕ(t′, r′, x′).
Consequently, for any (τ, ρ, ζ) ∈ [0, T )× [0, δ) × Rn, by taking t′ = τ + t − tˆ, r′ = ρ + r − rˆ and
x′ = ζ + x− xˆ, we get
v(tˆ, rˆ, xˆ)− ϕ(t, r, x) > v(τ, ρ, ζ)− ϕ(τ + t− tˆ, ρ+ r − rˆ, ζ + x− xˆ),
which means that the function (τ, ρ, ζ) 7→ v(τ, ρ, ζ) − ϕ(τ + t − tˆ, ρ + r − rˆ, ζ + x − xˆ) attains a
maximum at (τ, ρ, ζ) = (tˆ, rˆ, xˆ). Thus, by (4.2) and (4.16), we obtain
ϕt(t, r, x) + ϕr(t, r, x) +H
γ(t, x, ϕx(t, r, x), ϕxx(t, r, x))
> ϕt(t, r, x) + ϕr(t, r, x) +H(tˆ, xˆ, ϕx(t, r, x), ϕxx(t, r, x)) > 0.
Next, we suppose that vγ − ϕ attains a maximum at (t, r, x) ∈ [0, T )× [δ, T )× Rn. Note that vγ
and ϕ do not depend on r in this case. Let (tˆ, xˆ) ∈ [0, T ]×Rn satisfies (4.12). By similar argument
as above, we get
ϕt(t, δ, x) +H
γ(t, x, ϕx(t, δ, x), ϕxx(t, δ, x)) > ϕt(t, x) +H(tˆ, xˆ, ϕx(t, x), ϕxx(t, x)) > 0.
Moreover, by (4.8), we obtain
vγ(t, x) = sup
(t′,x′)∈[0,T ]×Rn
{
v(t′, x′)− 1
2γ2
(
|t− t′|2 + |x− x′|2
)}
6 sup
(t′,x′)∈[0,T ]×Rn
{
N [v](t′, 0, x′)− 1
2γ2
(
|t−t′|2+|x−x′|2
) ∣∣ 1
2γ2
(
|t−t′|2+|x−x′|2
)
6Cγ
1
2
}
= Nγ [vγ ](t, 0, x).
(4.22)
Thus,
min{ϕt(t, δ, x) +H
(
tˆ, xˆ, ϕx(t, δ, x), ϕxx(t, δ, x)
)
, Nγ [vγ ](t, 0, x)− vγ(t, δ, x)} > 0.
This proves that vγ is a viscosity subsolution of (4.18)–(4.19). In a same manner, we can prove
that vγ is a viscosity subsolution of (4.20)–(4.21).
Now we are ready to prove the uniqueness of the viscosity solution.
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Proof. Let V (· , · , ·), V̂ (· , · , ·) ∈ Ĉ(D) be two viscosity solutions of (3.7)–(3.8) satisfying (2.14)–
(2.15). We claim that
V (t, r, x) 6 V̂ (t, r, x), ∀(t, r, x) ∈ D . (4.23)
We prove this by contradiction. Suppose (4.23) is false, then there exists a point (t¯, r¯, x¯) ∈ (0, T )×
(0, T )× Rn such that
2η , V (t¯, r¯, x¯)− V̂ (t¯, r¯, x¯) > 0.
Let V γ(· , · , ·) and V̂γ(· , · , ·) be the semiconvex and semiconcave approximations of V (· , · , ·) and
V̂ (· , · , ·), respectively. By (4.14), for all small enough γ > 0,
V γ(t¯, r¯, x¯)− V̂γ(t¯, r¯, x¯) > η > 0. (4.24)
We distinguish two possible cases.
Case 1. (t¯, r¯, x¯) ∈ (0, T )× (0, δ)× Rn. For any α, β, ε, κ, λ, µ, ν, θ ∈ (0, 1), define
ϕ(t, r, x, s, u, y) = α
(
2− t+ s
4T
− r + u
4δ
)
(|x|2 + |y|2)− β(t+ s)− ε(r + u)
+
1
2λ
|x− y|2 + 1
2µ
|t− s|2 + 1
2ν
|r − u|2 + κ
t
+
κ
s
+
θ
r
+
θ
u
,
Φ(t, r, x, s, u, y) = V γ(t, r, x)− V̂γ(s, u, y)− ϕ(t, r, x, s, u, y),
∀(t, r, x), (s, u, y) ∈ (0, T ]× (0, δ)× Rn.
By (4.10), we have
lim
|x|+|y|→∞
Φ(t, r, x, s, u, y) = −∞, uniformly in t, s ∈ (0, T ], r, u ∈ (0, δ),
lim
t∧s↓0
Φ(t, r, x, s, u, y) = −∞, uniformly in x, y ∈ Rn, r, u ∈ (0, δ),
lim
r∧u↓0
Φ(t, r, x, s, u, y) = −∞, uniformly in x, y ∈ Rn, t, s ∈ (0, T ].
Thus, there exists a (t0, r0, x0, s0, u0, y0) ∈ {(0, T ] × (0, δ) × Rn}2 (depending on the parameters
α, β, ε, κ, λ, µ, ν, θ and γ) such that
Φ(t0, r0, x0, s0, u0, y0) = max
{(0,T ]×(0,δ)×Rn}2
Φ(t, r, x, s, u, y) > Φ(T, δ−, 0, T, δ−, 0)
= V γ(T, δ−, 0)− V̂γ(T, δ−, 0) + 2βT + 2εδ − 2κ
T
− 2θ
δ
This, together with (4.10), yields the following
α(|x0|2 + |y0|2) + 1
2λ
|x0 − y0)|2 + 1
2µ
|t0 − s0|2 + 1
2ν
|r0 − u0|2
+
κ(T − t0)
t0T
+
κ(T − s0)
s0T
+
θ(δ − r0)
r0δ
+
θ(δ − u0)
u0δ
6 M.
for some M > 0, independent of α, β, ε, κ, λ, µ, ν, θ and γ. Consequently, there is a constant Mα
(independent of β, ε, κ, λ, µ, ν, θ and γ) such that
|x0|+ |y0|+ 1
2λ
|x0 − y0|2 + 1
2µ
|t0 − s0|2 + 1
2ν
|r0 − u0|2 6 Mα,
κT
MT + κ
6 t0, s0 6 T,
θδ
Mδ + θ
6 r0, u0 6 δ.
(4.25)
Next, from the inequality
2Φ(t0, r0, x0, s0, u0, y0) > Φ(t0, r0, x0, t0, r0, x0) + Φ(s0, u0, y0, s0, u0, y0).
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along with (4.25) and (4.11), it follows that
1
2λ
|x0 − y0|2 + 1
2µ
|t0 − s0|2 + 1
2ν
|r0 − u0|2
6 |V γ(t0, r0, x0)− V γ(s0, u0, y0)|+ |Vˆγ(t0, r0, x0)− Vˆγ(s0, u0, y0)|
6 K{|x0 − y0|+ |t0 − s0| 12 + |r0 − u0| 12 } → 0, as λ, µ, ν → 0.
(4.26)
Note that (t0, r0, x0, s0, u0, y0) depends on the parameters α, β, ε, κ, λ, µ, ν, θ and γ. We claim that
for any (α, β, ε, κ, λ, µ, ν, θ, γ) small, the following cannot be true:
t0 ∨ s0 = T. (4.27)
In fact, if the above is true, then
V γ(t¯, r¯, x¯)− V̂γ(t¯, r¯, x¯)− 2α
(
2− t¯
2T
− r¯
2δ
)
|x¯|2 + 2βt¯+ 2εr¯ − 2κ
t¯
− 2θ
r¯
=Φ(t¯, r¯, x¯, t¯, r¯, x¯)6Φ(t0, r0, x0, s0, u0, y0) 6 V
γ(t0, r0, x0)−V̂γ(s0, u0, y0)+2βT+2εδ.
(4.28)
Now we send λ, µ, ν → 0. By (4.25), (4.26) and (4.27), some subsequence of (t0, r0, x0, s0, u0, y0)
converges and the limit has to be of the form (T, r¯0, x¯0, T, r¯0, x¯0). Then (4.28) becomes
V γ(t¯, r¯, x¯)− V̂γ(t¯, r¯, x¯)− 2α|x¯|2 − 2κ
t¯
− 2θ
r¯
6 V γ(T, r¯0, x¯0)− V̂γ(T, r¯0, x¯0) + 2βT + 2εδ.
Next, by sending γ → 0 and using (4.15), we obtain
V γ(t¯, r¯, x¯)− V̂γ(t¯, r¯, x¯)− 2α|x¯|2 − 2κ
t¯
− 2θ
r¯
6 2βT + 2εδ.
Finally, by sending α, β, ε, κ, θ → 0, we obtain a contradiction to (4.24). That means for any
(α, β, ε, κ, λ, µ, ν, θ, γ) small enough, we have t0, s0 ∈ (0, T ). Now, for fixed α, κ, θ ∈ (0, 1), define
Q,
{
(t, r, x, s, u, y)∈{[0, T ]×[0, d)×Rn}2 ∣∣ t, s> κT
2MT+κ
; r, u>
θδ
2Mδ+θ
, |x|, |y|62Mα
}
,
with Mα being the same as that appearing in (4.25). Clearly, ϕ(t, r, x, s, u, y) is semiconcave on
Q and therefore, Φ(t, r, x, s, u, y) is semiconvex with maximum value at (t0, r0, x0, s0, u0, y0) in the
interior of Q(noting (4.25)). Hence for any small ω > 0,
Φ̂(t, r, x, s, u, y) , Φ(t, r, x, s, u, y)−ω(|t−t0|2+|s−s0|2+|r−r0|2+|u−u0|2+|x−x0|2+|y−y0|2)
is semiconvex on Q, attaining a strict maximum at (t0, r0, x0, s0, u0, y0). By Alexandrov’s theorem
and Jensen’s lemma, for the above given ω > 0, there exist q, qˆ, l, lˆ ∈ R and p, pˆ ∈ Rn with
|q|+ |qˆ|+ |l|+ |lˆ|+ |p|+ |pˆ| 6 ω, (4.29)
and (tˆ0, rˆ0, xˆ0, sˆ0, uˆ0, yˆ0) ∈ Q with
|tˆ0 − t0|+ |rˆ0 − r0|+ |xˆ0 − x0|+ |sˆ0 − s0|+ |uˆ0 − u0|+ |yˆ0 − y0| 6 ω (4.30)
such that
Φ̂(t, r, x, s, u, y) + qt+ qˆs+ lr + lˆu+ 〈p, x〉+ 〈pˆ, y〉
≡ V γ(t, r, x)− V̂γ(s, u, y)− ϕ(t, r, x, s, u, y)− ω(|t− t0|2 + |s− s0|2 + |r − r0|2
+|u− u0|2 + |x− x0|2 + |y − y0|2) + qt+ qˆs+ lr + lˆu+ 〈p, x〉+ 〈pˆ, y〉
attains a maximum at (tˆ0, rˆ0, xˆ0, sˆ0, uˆ0, yˆ0), at which V
γ(t, r, x)− V̂γ(s, u, y) is twice differentiable.
For notational simplicity, we now drop γ in V γ(t, r, x) and V̂γ(s, u, y). Then, by the first- and
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second-order necessary conditions for a maximum point, at the point (tˆ0, rˆ0, xˆ0, sˆ0, uˆ0, yˆ0), we
must have 
Vt = ϕt + 2ω(tˆ0 − t0)− q, V̂s = −ϕs − 2ω(sˆ0 − s0) + qˆ,
Vr = ϕr + 2ω(rˆ0 − r0)− l, V̂u = −ϕu − 2ω(uˆ0 − u0) + lˆ,
Vx = ϕx + 2ω(xˆ0 − x0)− p, V̂y = −ϕy − 2ω(yˆ0 − y0) + pˆ,[
Vxx 0
0 −V̂yy
]
6
[
ϕxx ϕxy
ϕ⊤xy ϕyy
]
+ 2ωI2n,
(4.31)
where I2n is the 2n× 2n identity matrix. Now, at point (tˆ0, rˆ0, xˆ0, sˆ0, uˆ0, yˆ0), we have
ϕt = −β − κ
(tˆ0)2
− α
4T
(|xˆ0|2 + |yˆ0|2) + 1
µ
(tˆ0 − sˆ0),
ϕs = −β − κ
(sˆ0)2
− α
4T
(|xˆ0|2 + |yˆ0|2) + 1
µ
(sˆ0 − tˆ0),
ϕr = −ε− θ
(rˆ0)2
− α
4δ
(|xˆ0|2 + |yˆ0|2) + 1
ν
(rˆ0 − uˆ0),
ϕu = −ε− θ
(uˆ0)2
− α
4δ
(|xˆ0|2 + |yˆ0|2) + 1
ν
(uˆ0 − rˆ0),
ϕx = 2α(2− tˆ0 + sˆ0
4T
− rˆ0 + uˆ0
4δ
)xˆ0 +
xˆ0 − yˆ0
λ
,
ϕy = 2α(2− tˆ0 + sˆ0
4T
− rˆ0 + uˆ0
4δ
)yˆ0 +
yˆ0 − xˆ0
λ
,
A ≡
[
ϕxx ϕxy
ϕ⊤xy ϕyy
]
=
1
λ
[
In −In
−In In
]
+ 2α(2− tˆ0 + sˆ0
4T
− rˆ0 + uˆ0
4δ
)I2n.
(4.32)
On the other hand, by Lemma A.3 and the definition of viscosity sub- and super-solutions, we have{
Vt(tˆ0, rˆ0, xˆ0) + Vr(tˆ0, rˆ0, xˆ0) +H
γ(tˆ0, xˆ0, Vx(tˆ0, rˆ0, xˆ0), Vxx(tˆ0, rˆ0, xˆ0)) > 0,
V̂s(sˆ0, uˆ0, yˆ0) + V̂u(sˆ0, uˆ0, yˆ0) +Hγ(sˆ0, yˆ0, V̂y(sˆ0, uˆ0, yˆ0), V̂yy(sˆ0, uˆ0, yˆ0)) 6 0,
By (4.16), one can find a (t¯0, x¯0, s¯0, y¯0) with
|t¯0 − tˆ0|+ |x¯0 − xˆ0|+ |s¯0 − sˆ0|+ |y¯0 − yˆ0| 6 Cγ (4.33)
with some constant C > 0, such that
V̂s(sˆ0, uˆ0, yˆ0) + V̂u(sˆ0, uˆ0, yˆ0)− Vt(tˆ0, rˆ0, xˆ0)− Vr(tˆ0, rˆ0, xˆ0)
6 −Hγ(sˆ0, yˆ0, V̂y(sˆ0, uˆ0, yˆ0), V̂yy(sˆ0, uˆ0, yˆ0)) +Hγ(tˆ0, xˆ0, Vx(tˆ0, rˆ0, xˆ0), Vxx(tˆ0, rˆ0, xˆ0))
= −H(s¯0, y¯0, V̂y(sˆ0, uˆ0, yˆ0), V̂yy(sˆ0, uˆ0, yˆ0)) +H(t¯0, x¯0, Vx(tˆ0, rˆ0, xˆ0), Vxx(tˆ0, rˆ0, xˆ0))
=
1
2
tr
[
σ(t¯0, x¯0)
⊤Vxx(tˆ0, rˆ0, xˆ0)σ(t¯0, x¯0)− σ(s¯0, y¯0)⊤V̂yy(sˆ0, uˆ0, yˆ0)σ(s¯0, y¯0)
]
+
[
〈Vx(tˆ0, rˆ0, xˆ0), b(t¯0, x¯0)〉 − 〈V̂y(sˆ0, uˆ0, yˆ0), b(s¯0, y¯0)〉
]
+
[
g(t¯0, x¯0)− g(s¯0, y¯0)
]
≡ (I) + (II) + (III).
(4.34)
By (4.29)-(4.32), we have
V̂s(sˆ0, uˆ0, yˆ0) + V̂u(sˆ0, uˆ0, yˆ0)− Vt(tˆ0, rˆ0, xˆ0)− Vr(tˆ0, rˆ0, xˆ0)
= 2β + 2ε+
α
2T
(|xˆ0|2 + |yˆ0|2) + α
2δ
(|xˆ0|2 + |yˆ0|2) + κ
(tˆ0)2
+
κ
(sˆ0)2
+
θ
(rˆ0)2
+
θ
(uˆ0)2
− 2ω(tˆ0 − t0 + rˆ0 − r0 + sˆ0 − s0 + uˆ0 − u0) + qˆ + lˆ+ q + l
> 2β + 2ε+
α
2T
(|xˆ0|2 + |yˆ0|2) + α
2δ
(|xˆ0|2 + |yˆ0|2)−Mω,
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for some absolute constant M > 0. By (4.26) and (4.30), we see that one may assume that as
λ, µ, ν, ω → 0, (tˆ0, rˆ0, xˆ0) and (sˆ0, uˆ0, yˆ0) converge to the same limit, denoted by (tα, rα, xα), to
emphasize the dependence on α. Thus, letting λ, µ, ν, ω → 0 in the above leads to
Vˆs(sˆ0, uˆ0, yˆ0) + Vˆu(sˆ0, uˆ0, yˆ0)− Vt(tˆ0, rˆ0, xˆ0)− Vr(tˆ0, rˆ0, xˆ0) > 2β + 2ε+ α(T + δ)
δT
|xˆα|2, (4.35)
This gives an estimate for the left-hand side of (4.34). Now we estimate the terms (I),(II),(III)
on the right side of (4.34) one by one. First of all, from (4.26),(4.30),(4.33) and the continuity of
g(t, x), one may obtain an estimate for (III):
(III) , g(t¯0, x¯0)− g(s¯0, y¯0)→ 0, as λ, µ, ν, γ, ω → 0, (4.36)
Next,
(II) , 〈Vx(tˆ0, rˆ0, xˆ0), b(t¯0, x¯0)〉 − 〈V̂y(sˆ0, uˆ0, yˆ0), b(s¯0, y¯0)〉
= 〈2α(2− tˆ0 + sˆ0
4T
− rˆ0 + uˆ0
4δ
)xˆ0 +
xˆ0 − yˆ0
λ
+ 2ω(xˆ0 − x0)− p, b(t¯0, x¯0)〉
+〈2α(2− tˆ0 + sˆ0
4T
− rˆ0 + uˆ0
4δ
)yˆ0 +
yˆ0 − xˆ0
λ
+ 2ω(yˆ0 − y0)− pˆ, b(s¯0, y¯0)〉
6 2α(2− tˆ0 + sˆ0
4T
− rˆ0 + uˆ0
4δ
)L(|xˆ0|+ |yˆ0|) + 2ω(1 + 2ω)L+ 〈 xˆ0 − yˆ0
λ
, b(t¯0, x¯0)− b(s¯0, y¯0)〉.
Letting µ, ν, ω, γ → 0, from (4.26), (4.30) and (4.33), we may assume that (tˆ0, rˆ0, xˆ0, sˆ0, uˆ0, yˆ0) and
(t¯0, rˆ0, x¯0, s¯0, uˆ0, y¯0) converge to the same limit, which is denoted by (t0, r0, x0, t0, r0, y0). Thus
lim
µ,ν,ω,γ→0
(II) 6 2α(2 − t0
2T
− r0
2δ
)L(|x0|+ |y0|) + L |x0 − y0|
2
λ
Then let λ → 0, one concludes that (t0, r0, x0) and (t0, r0, y0) approach a common limit, called
(tα, rα, xα). Consequently,
lim
λ→0
lim
µ,ν,ω,γ→0
(II) 6 4αL(2− tα
2T
− rα
2δ
)|xα|. (4.37)
Now we treat (I) in (4.34). By the inequality in (4.31),
(I) ,
1
2
tr
[
σ(t¯0, x¯0)
⊤Vxx(tˆ0, rˆ0, xˆ0)σ(t¯0, x¯0)− σ(s¯0, y¯0)⊤V̂yy(sˆ0, uˆ0, yˆ0)σ(s¯0, y¯0)
]
=
1
2
tr
{[
σ(t¯0, x¯0)
σ(s¯0, y¯0)
]⊤ [
Vxx(tˆ0, rˆ0, xˆ0) 0
0 −V̂yy(sˆ0, uˆ0, yˆ0)
] [
σ(t¯0, x¯0)
σ(s¯0, y¯0)
]}
6
1
2
tr
{[
σ(t¯0, x¯0)
σ(s¯0, y¯0)
]⊤
[A+ 2ωI2n]
[
σ(t¯0, x¯0)
σ(s¯0, y¯0)
]}
6
1
2λ
|σ(t¯0, x¯0)− σ(s¯0, y¯0)|2 + [2α(2− tˆ0 + sˆ0
4T
− rˆ0 + uˆ0
4δ
) + 2ω](|σ(t¯0, x¯0)|2 + |σ(s¯0, y¯0)|2)
6
1
2λ
|σ(t¯0, x¯0)− σ(s¯0, y¯0)|2 + [2α(2− tˆ0 + sˆ0
4T
− rˆ0 + τˆ0
4δ
) + 2ω]L2.
As above, we first let µ, ν, ω, γ → 0 and then let λ→ 0 to get
lim
λ→0
lim
µ,ν,ω,γ→0
(I) 6 2αL2(2− tα
2T
− rα
2δ
). (4.38)
Combining (4.34) - (4.38), we obtain
2β + 2ε+
α(T + δ)
δT
|xα|2 6 4αL(2− tα
2T
− rα
2δ
)|xα|+ 2αL2(2− tα
2T
− rα
2δ
).
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Let M = T+δ
δT
and note that tα ∈ (0, T ), rα ∈ (0, δ), we have
β + ε 6 α{−M
2
|xα|2 + 4L|xα|+ 2L2}. (4.39)
It is clear that the term inside the braces on the right-hand side of (4.39) is bounded from above
uniformly in α. Thus, by sending α→ 0, we obtain β + ε 6 0, which contradicts our assumptions
β, ε > 0. This proves (4.23).
Case 2. (t¯, r¯, x¯) ∈ (0, T ) × [δ, T ) × Rn. Note that V (t, r, x) = V (t, δ, x) = V 0(t, x) on
(0, T )× [δ, T )×Rn, we let r¯ = δ. Take constants G > 0 large enough and α ∈ (0, 1) small enough,
so that the following hold:
αG < 1, 2α(2|x¯|2 +GK) < η/2, √α(Gℓ0 − 4C20 ) > 8C0
√
M, (4.40)
where M will be defined later. For any α, β, κ, λ, µ ∈ (0, 1), define ϕ(t, x, s, y) = α
(
2− t+ s
2T
)
(|x|2 + |y|2)− β(t+ s) + κ
t
+
κ
s
+
1
2λ
|x− y|2 + 1
2µ
|t− s|2,
Φ(t, x, s, y) = (1 − αG)V γ(t, δ, x)− V̂γ(s, δ, y)− ϕ(t, x, s, y), ∀(t, x), (s, y) ∈ (0, T ]× Rn.
By (4.10), we have  lim|x|+|y|→∞Φ(t, x, s, y) = −∞, uniformly in t, s ∈ (0, T ],lim
t∧s↓0
Φ(t, x, s, y) = −∞, uniformly in x, y ∈ Rn.
Thus, there exists a (t0, x0, s0, y0) ∈ {(0, T ]×Rn}2 (depending on the parameters α, β, κ, λ, µ and
γ) such that
Φ(t0, x0, s0, y0) = max
{(0,T ]×Rn}2
Φ(t, x, s, y) > Φ(T, 0, T, 0)
= (1 − αG)V γ(T, δ, 0)− V̂γ(T, δ, 0) + 2βT − 2λT
This, together with (4.10), yields the following
α(|x0|2 + |y0|2) + 1
2λ
|x0 − y0|2 + 1
2µ
|t0 − s0|2 + κ(T − t0)
t0T
+
κ(T − s0)
s0T
6 M (4.41)
for some M > 0 appearing in (4.40), independent of α, β, κ, λ, µ and γ. Consequently, there is a
constant Mα(independent of β, κ, λ, µ and γ) such that
|x0|+ |y0|+ 1
2λ
|x0 − y0|2 + 1
2µ
|t0 − s0|2 6 Mα, κT
MT + κ
6 t0, s0 6 T. (4.42)
Next, from the inequality
2Φ(t0, x0, s0, y0) > Φ(t0, x0, t0, x0) + Φ(s0, y0, s0, y0).
along with (4.42) and (4.11), it follows that
1
2λ
|x0−y0|2+ 1
2µ
|t0−s0|26(1−αG)|V γ(t0, δ, x0)−V γ(s0, δ, y0)|+|V̂γ(t0, δ, x0)−V̂γ(s0, δ, y0)|
6 K{|x0 − y0|+ |t0 − s0| 12 } → 0, as λ, µ→ 0.
(4.43)
Note that (t0, x0, s0, y0) depends on the parameters G,α, β, κ, λ, µ and γ. We claim that for any
(α, β, κ, λ, µ, γ) small and G large enough, the following cannot be true:
t0 ∨ s0 = T. (4.44)
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In fact, if the above is true, then
(1− αG)V γ(t¯, δ, x¯)− V̂γ(t¯, δ, x¯)− 2α
(
2− t¯
T
)
|x¯|2 + 2βt¯− 2κ
t¯
= Φ(t¯, x¯, t¯, x¯) 6 Φ(t0, x0, s0, y0) 6 (1− αG)V γ(t0, δ, x0)− Vˆγ(s0, δ, y0) + 2βT.
(4.45)
Now we send λ, µ→ 0. By (4.42), (4.43) and (4.44), some subsequence of (t0, x0, s0, y0) converges
and the limit has to be of the form (T, x¯0, T, x¯0). Then (4.45) becomes
(1− αG)V γ(t¯, δ, x¯)− V̂γ(t¯, δ, x¯)− 2α
(
2− t¯
T
)
|x¯|2 + 2βt¯− 2κ
t¯
6 (1 − αG)V γ(T, δ, x¯0)− V̂γ(T, δ, x¯0) + 2βT.
Next, by sending γ → 0 and using(4.10), (4.15) and (4.40), we obtain
η 6 V γ(t¯, δ, x¯)− V̂γ(t¯, δ, x¯) 6 4α|x¯|2 + 2κ
t¯
+ 2βT + 2αGK <
2κ
t¯
+ 2βT +
η
2
Finally, by sending κ, β → 0, we obtain a contradiction. That means for any (α, β, κ, λ, µ, γ) small
enough and G large enough, we have t0, s0 ∈ (0, T ). Next, we claim that
Vˆγ(s0, δ, y0) < Nγ [Vˆγ ](s0, 0, y0). (4.46)
In fact, if
V̂γ(s0, δ, y0) = Nγ [V̂γ ](s0, 0, y0),
we send γ → 0 and by (4.13), (4.17), some subsequence of (t0, x0, s0, y0), still denoted by itself,
converges. Then
V̂ (s0, δ, y0) = N [V̂ ](s0, 0, y0) = V̂ (s0, 0, y0 + ξ0) + ℓ(s0, ξ0),
for some ξ0 ∈ K. Thus, by (2.24), we obtain
lim
γ→0
Φ(t0, x0 + ξ0, s0, y0 + ξ0)− Φ(t0, x0, s0, y0)
= (1 − αG)[V (t0, δ, x0 + ξ0)− V (t0, δ, x0)]− [V̂ (s0, δ, y0 + ξ0)− V̂ (s0, δ, y0)]
−α(2− t0 + s0
2T
)(|x0 + ξ0|2 − |x0|2 + |y0 + ξ0|2 − |y0|2)
> −(1−αG)ℓ(t0, ξ0)+ℓ(s0, ξ0)−α
(
2− t0+s0
2T
)(
|x0+ξ0|2−|x0|2+|y0+ξ0|2−|y0|2
)
.
(4.47)
Now, we send λ, µ → 0. Some subsequence of (t0, x0, s0, y0, ξ0) converges and the limit has to be
of the form (t¯0, x¯0, t¯0, x¯0, ξ¯0) by (4.42) and (4.43). Then, with (2.3), (2.18) and (4.41), we obtain
lim
λ,µ→0
lim
γ→0
Φ(t0, x0 + ξ0, s0, y0 + ξ0)− Φ(t0, x0, s0, y0)
> αGℓ(t¯0, ξ¯0)− 4α|ξ¯0|2 − 8α|x¯0||ξ¯0| > α(Gℓ0 − 4C20 )− 8C0
√
αM > 0.
(4.48)
This contradicts the definition of (t0, x0, s0, y0). Hence, (4.46) holds. Now for fixed α, κ ∈ (0, 1),
define
Q ,
{
(t, x, s, y) ∈ {[0, T ]× Rn}2 | t, s > κT
2MT + κ
, |x|, |y| 6 2Mα
}
,
with Mα being the same as that appearing in (4.42). Clearly, ϕ(t, r, x, s, u, y) is semiconcave on
Q and therefore, Φ(t, x, s, y) is semiconvex with maximum value at (t0, x0, s0, y0) in the interior of
Q(noting (4.42)). Hence for any small ω > 0,
Φ̂(t, x, s, y) , Φ(t, x, s, y)− ω(|t− t0|2 + |s− s0|2 + |x− x0|2 + |y − y0|2)
is semiconvex on Q, attaining a strict maximum at (t0, x0, s0, y0). By Alexandrov’s theorem and
Jensen’s lemma, for the above given ω > 0, there exist q, qˆ ∈ R and p, pˆ ∈ Rn with
|q|+ |qˆ|+ |p|+ |pˆ| 6 ω, (4.49)
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and (tˆ0, xˆ0, sˆ0, yˆ0) ∈ Q with
|tˆ0 − t0|+ |xˆ0 − x0|+ |sˆ0 − s0|+ |yˆ0 − y0| 6 θ (4.50)
such that
Φ̂(t, x, s, y) + qt+ qˆs+ 〈p, x〉+ 〈pˆ, y〉
≡ (1− αG)V γ(t, x)− V̂γ(s, y)− ϕ(t, x, s, y)− ω(|t− t0|2 + |s− s0|2
+|x− x0|2 + |y − y0|2) + qt+ qˆs+ 〈p, x〉+ 〈pˆ, y〉
attains a maximum at (tˆ0, xˆ0, sˆ0, yˆ0), at which (1−αG)V γ(t, δ, x)−V̂γ(s, δ, y) is twice differentiable.
For notational simplicity, we now drop γ in V γ(t, x) and Vˆγ(s, y). Then, by the first- and second-
order necessary conditions for a maximum point, at the point (tˆ0, xˆ0, sˆ0, yˆ0), we must have
Vt =
1
1− αG [ϕt + 2ω(tˆ0 − t0)− q], V̂s = −ϕs − 2ω(sˆ0 − s0) + qˆ,
Vx =
1
1− αG [ϕx + 2ω(xˆ0 − x0)− p], V̂y = −ϕy − 2ω(yˆ0 − y0) + pˆ,[
Vxx 0
0 −V̂yy
]
6
[
1
1−αG (ϕxx + 2ωIn) ϕxy
ϕ⊤xy ϕyy + 2ωIn
]
,
(4.51)
where I2n is the 2n× 2n identity matrix. Now, at point (tˆ0, , xˆ0, sˆ0, yˆ0), we calculate the following:
ϕt = −β − κ
(tˆ0)2
− α
2T
(|xˆ0|2 + |yˆ0|2) + 1
µ
(tˆ0 − sˆ0),
ϕs = −β − κ
(sˆ0)2
− α
2T
(|xˆ0|2 + |yˆ0|2) + 1
µ
(sˆ0 − tˆ0),
ϕx = 2α(2− tˆ0 + sˆ0
2T
)xˆ0 +
xˆ0 − yˆ0
λ
,
ϕy = 2α(2− tˆ0 + sˆ0
2T
)yˆ0 +
yˆ0 − xˆ0
λ
,
A ≡
[
ϕxx ϕxy
ϕ⊤xy ϕyy
]
=
1
λ
[
In −In
−In In
]
+ 2α(2− tˆ0 + sˆ0
2T
)I2n.
(4.52)
On the other hand, by Lemma A.3, (4.46) and the definition of viscosity sub- and super-solutions,
we have {
Vt(tˆ0, δ, xˆ0) +H
γ(tˆ0, xˆ0, Vx(tˆ0, δ, xˆ0), Vxx(tˆ0, δ, xˆ0)) > 0,
V̂s(sˆ0, δ, yˆ0) +Hγ(sˆ0, yˆ0, V̂y(sˆ0, δ, yˆ0), Vˆyy(sˆ0, δ, yˆ0)) 6 0,
By (4.16), one can find a (t¯0, x¯0, s¯0, y¯0) with
|t¯0 − tˆ0|+ |x¯0 − xˆ0|+ |s¯0 − sˆ0|+ |y¯0 − yˆ0| 6 Cγ, (4.53)
for some C > 0, such that
V̂s(sˆ0, δ, yˆ0)− (1 − αG)Vt(tˆ0, δ, xˆ0)
6 −Hγ(sˆ0, yˆ0, V̂y(sˆ0, δ, yˆ0), V̂yy(sˆ0, δ, yˆ0)) + (1− αG)Hγ(tˆ0, xˆ0, Vx(tˆ0, δ, xˆ0), Vxx(tˆ0, δ, xˆ0))
= −H(s¯0, y¯0, V̂y(sˆ0, δ, yˆ0), V̂yy(sˆ0, δ, yˆ0)) + (1− αG)H(t¯0, x¯0, Vx(tˆ0, δ, xˆ0), Vxx(tˆ0, δ, xˆ0))
=
1
2
tr
[
σ(t¯0, x¯0)
⊤(1− αG)Vxx(tˆ0, δ, xˆ0)σ(t¯0, x¯0)− σ(s¯0, y¯0)⊤V̂yy(sˆ0, δ, yˆ0)σ(s¯0, y¯0)
]
+
[
〈(1 − αG)Vx(tˆ0, δ, xˆ0), b(t¯0, x¯0)〉 − 〈V̂y(sˆ0, δ, yˆ0), b(s¯0, y¯0)〉
]
+
[
(1− αG)g(t¯0, x¯0)− g(s¯0, y¯0)
]
≡ (I) + (II) + (III).
(4.54)
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By (4.49)-(4.52), we have
V̂s(sˆ0, δ, yˆ0)− (1− αG)Vt(tˆ0, δ, xˆ0)
= 2β +
α
T
(|xˆ0|2 + |yˆ0|2) + κ
(tˆ0)2
+
κ
(sˆ0)2
− 2ω(tˆ0 − t0 + sˆ0 − s0) + qˆ + q
> 2β +
α
T
(|xˆ0|2 + |yˆ0|2)−Mω,
for some absolute constant M > 0. By (4.43) and (4.50), we see that one may assume that as
λ, µ, ω → 0, (tˆ0, xˆ0) and (sˆ0, yˆ0) converge to the same limit, denoted by (tα, xα), to emphasize the
dependence on α. Thus, letting λ, µ, ω → 0 in the above leads to
V̂s(sˆ0, δ, yˆ0)− (1 − αG)Vt(tˆ0, δ, xˆ0) > 2β + 2α
T
|xˆα|2, (4.55)
This gives an estimate for the left-hand side of (4.54). Now we estimate the terms (I),(II),(III)
on the right side of (4.54) one by one. First of all, from (4.43),(4.50),(4.53) and the continuity of
g(t, x), one may obtain an estimate for (III):
lim
ε,ζ,γ,θ→0
(III) , (1− αG)g(t¯0, x¯0)− g(s¯0, y¯0) 6 αGL. (4.56)
Next,
(II) , 〈(1− αG)Vx(tˆ0, δ, xˆ0), b(t¯0, x¯0)〉 − 〈V̂y(sˆ0, δ, yˆ0), b(s¯0, y¯0)〉
= 〈2α(2− tˆ0 + sˆ0
2T
)xˆ0 +
xˆ0 − yˆ0
λ
+ 2ω(xˆ0 − x0)− p, b(t¯0, x¯0)〉
+〈2α(2− tˆ0 + sˆ0
2T
)yˆ0 +
yˆ0 − xˆ0
λ
+ 2ω(yˆ0 − y0)− pˆ, b(s¯0, y¯0)〉
6 2α(2− tˆ0 + sˆ0
2T
)L(|xˆ0|+ |yˆ0|) + 2ω(1 + 2ω)L+ 〈 xˆ0 − yˆ0
λ
, b(t¯0, x¯0)− b(s¯0, y¯0)〉.
Letting µ, ω, γ → 0, from (4.43), (4.50) and (4.53), we may assume that (tˆ0, xˆ0, sˆ0, yˆ0) and
(t¯0, x¯0, s¯0, y¯0) converge to the same limit, which is denoted by (t0, x0, t0, y0). Thus
lim
µ,ω,γ→0
(II) 6 2α(2 − t0
T
)L(|x0|+ |y0|) + L |x0 − y0|
2
λ
Then let λ→ 0, one concludes that (t0, x0) and (t0, y0) approach a common limit, called (tα, xα).
Consequently,
lim
λ→0
lim
µ,ω,γ→0
(II) 6 4αL(2− tα
T
)|xα|. (4.57)
Now we treat (I) in (4.54). By the inequality in (4.51),
(I) ,
1
2
tr
[
σ(t¯0, x¯0)
⊤(1− αG)Vxx(tˆ0, δ, xˆ0)σ(t¯0, x¯0)− σ(s¯0, y¯0)⊤V̂yy(sˆ0, δ, yˆ0)σ(s¯0, y¯0)
]
=
1
2
tr
[ [
σ(t¯0, x¯0)
σ(s¯0, y¯0)
]⊤ [
(1− αG)Vxx(tˆ0, δ, xˆ0) 0
0 −V̂yy(sˆ0, δ, yˆ0)
] [
σ(t¯0, x¯0)
σ(s¯0, y¯0)
] ]
6
1
2
tr
[ [σ(t¯0, x¯0)
σ(s¯0, y¯0)
]⊤
[A+ 2ωI2n]
[
σ(t¯0, x¯0)
σ(s¯0, y¯0)
] ]
6
1
2
{ 1
λ
|σ(t¯0, x¯0)− σ(s¯0, y¯0)|2 + [2α(2 − tˆ0 + sˆ0
2T
) + 2ω](|σ(t¯0, x¯0)|2 + |σ(s¯0, y¯0)|2)}
6
1
2λ
|σ(t¯0, x¯0)− σ(s¯0, y¯0)|2 + 2[2α(2− tˆ0 + sˆ0
2T
) + 2ω]L2.
As above, we first let µ, ω, γ → 0 and then let λ→ 0 to get
lim
λ→0
lim
µ,ω,γ→0
(I) 6 4αL2(2− tα
T
). (4.58)
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Combining (4.54) - (4.58), we obtain
2β +
2α
T
|xα|2 6 αGL + 4αL(2− tα
T
)|xα|+ 4αL2(2 − tα
T
).
Note that tα ∈ (0, T ), we have
β 6 α
{
− 1
T
|xα|2 + 4L|xα|+ 4L2 + GL
2
}
. (4.59)
It is clear that the term inside the braces on the right-hand side of (4.59) is bounded from above
uniformly in α. Thus, by sending α → 0, we obtain β 6 0, which contradicts our assumptions
β > 0. This proves (4.23).
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