Abstract. The purpose of this work is the development of a fully monolithic solution algorithm for quasi-static phase-field fracture propagation. Phase-field fracture consists of two coupled partial differential equations and it is well known that the underlying energy functional is non-convex and sophisticated algorithms are required. For the incremental, spatially-discretized problem, an adaptive error-oriented Newton algorithm is employed, which works as inner loop within an inexact augmented Lagrangian iteration. The latter approach relaxes the crack irreversibility constraint, which is an inequality constraint in time. Several benchmarks are consulted to demonstrate the performance of the algorithmic techniques.
1. Introduction. Crack propagation is currently one of the major research topics in mechanical, energy, and environmental engineering. A popular variational approach for Griffith's [28] quasi-static brittle fracture has been introduced by Francfort and Marigo [24] , which has later been embedded into a thermodynamically-consistent phase-field technique by Miehe et al. [37] .
Using such a variational approach, discontinuities in the displacement field u across the lower-dimensional crack surface are approximated by an auxiliary phasefield function ϕ. The latter can be viewed as an indicator function, which introduces a diffusive transition zone between the broken and the unbroken material. The essential aspects of a phase-field fracture propagation formulation are techniques that must include resolution of the length-scale parameter ε with respect to spatial discretization, the numerical solution of the forward problem and enforcement of the irreversibility of crack growth. The sum of these requirements leads to a variational inequality system in which we seek for the solution of {u, ϕ}.
A motivation for employing a phase-field model for fracture treatment is that crack nucleation, propagation, kinking, and curvilinear paths are automatically included in the model; post-processing of stress intensity factors and remeshing resolving the crack path become redundant. Furthermore, the underlying equations are based on continuum mechanics principles that can be treated with (adaptive) Galerkin finite elements. In fact, variational and phase-field formulations for fracture are active research areas as attested in recent years; see [14, 15, 34, 37, 31, 12, 7, 18, 1, 44, 3, 39, 40] . Recently, this basic model has been extended to pressurized fractures in elastic and porous media [40, 48] and multiphysics fracture [35, 36, 33, 39, 38, 16] . For a variational model for pressurized fractures and a sharp interface approximation, we refer to [2] .
However, due to non-convexity of the underlying energy functional, in most approaches the solution is obtained via iteration between the variables [15, 13, 17, 32] . Such a partitioned approach might need many iterations; see [47, 25] . In addition, there are good reasons to aim for monolithic formulations such as numerical stability and consistent Galerkin formulations for derivative-based optimization [10] and dual-weighted a posteriori error estimation [11] . The latter research topic in terms of phase-field fracture has been recently addressed in [49] . The key advantage of a monolithic formulation however is that the original system is solved without any modifications introduced by the numerical solution algorithm.
Consequently, the purpose of this paper is on monolithic techniques for quasistatic phase-field fracture. A robust computational framework in terms of a quasimonolithic formulation has been proposed in [29] . Here, ϕ has been replaced in some terms by a linear extrapolation in time. However, a thorough theoretical justification is not available yet. In this paper, we compare this heuristic scheme with a fully monolithic formulation. For the latter one, a standard Newton method with standard line-search will not work. Rather we employ an error-oriented Newton method [22] , which is based on a natural monotonicity test rather than a residual-based criterion. We have no theoretical justification that this algorithm will always work well, but four benchmarks with different challenging properties indicate that the suggested methodology is robust. Further algorithms for treating monolithic formulations have been recently suggested. Vignollet et al. [47] supplement the weak form with respect to a dissipation-based arc-length procedure in order to avoid a snapback behavior. Gerasimov and de Lorenzis [25] propose a line-search assisted Newton scheme. In both papers [47, 25] the authors also found that monolithic algorithms are computationally cheaper than partitioned algorithms.
For crack irreversibility, we adopt a robust method from optimization: the augmented Lagrangian method dating back to Hestenes [30] and Powell [43] and proposed by Fortin and Glowinski [23] and Glowinski and le Tallec [27] for use in discretized differential equations. In terms of a partitioned phase-field fracture approach, this methodology has been successfully employed in [48] .
In summary, the goals of this paper are:
• Formulating a fully monolithic displacement-phase-field fracture setting;
• Using a robust error-oriented Newton algorithm as adaptive inner solver inside an inexact augmented Lagrangian approach; • The combined algorithm can cope with the indefinite Jacobian of the monolithic displacement-phase-field system. To strengthen our findings, the error-oriented fully monolithic Newton approach will be compared to a classical residual-based Newton method for solving the quasimonolithic formulation from [29] .
The outline of this paper is as follows. In the first Section 2 the notation and the equations are provided. Next in Section 3 two Newton methods are explained. Then in Section 4, the Newton method serves as inner iteration within an inexact augmented Lagrangian penalization for the crack irreversibility constraint. Four benchmarks that include mechanics tests and pressurized fractures are consulted in Section 5 to substantiate our algorithmic developments. The paper is closed with concluding remarks in Section 6.
Notation and Governing Equations.
2.1. Notation. In this section, we introduce the basic notation and the underlying equations. In the following, let B ⊂ R 2 the total domain wherein C ⊂ R 1 denotes the fracture and Ω ⊂ R 2 is the intact domain. We assume (possibly time-dependent non-homogeneous) Dirichlet conditions on the outer boundary ∂B.
Using a phase-field approach, the one-dimensional fracture C is approximated by Ω F ∈ R 2 with the help of an elliptic (Ambrosio-Tortorelli) functional [4, 5] . For fracture formulations posed in a variational setting, this has been first proposed in [14] . The inner fracture boundary is denoted by ∂Ω F . The reader is referred to Figure 2 .1 for an illustration of the notation. We emphasize that the domains B, Ω F , and the boundary ∂Ω F depend on the choice of the phase-field regularization parameter ε > 0. Finally, we denote the L 2 scalar product with (·, ·) as frequently used in the literature.
Setup of the notation: the unbroken domain is denoted by Ω and C is the fracture. The latter one is approximated by the domain Ω F . The half thickness of Ω F is ε. The fracture boundary is ∂Ω F and the outer boundary is ∂B.
2.2. Phase-field fracture. In this section, we recapitulate the ingredients for a phase-field model for mechanics and pressurized fractures in brittle materials. Such a model is based on the variational/phase-field fracture approach of [24, 14] . A thermodynamically-consistent phase-field technique using a stress-split into tension and compression has been proposed in [37] .
The previous formulations start with an energy functional and the motion of the body under consideration is then determined by the Euler-Lagrange equations, which are obtained by differentiation with respect to the unknowns. Therefore, in phase-field-based fracture propagation, the unknown solution variables are vectorvalued displacements u : B → R 2 and a smoothed scalar-valued indicator phase-field function ϕ : B → [0, 1]. Here ϕ = 0 denotes the crack region and ϕ = 1 characterizes the unbroken material. The intermediate values constitute a smooth transition zone dependent on a regularization parameter ε. Adding a pressure p : B → R to the Euler-Lagrange equations that acts on the fracture boundary has been formulated in [39, 40] . In all the previous fracture models, the physics of the underlying problem ask to enforce a crack irreversibility condition (the crack can never heal) that is an inequality condition in time:
Consequently, modeling of fracture evolution problems leads to a variational inequality system, that is always, due to this constraint, quasi-stationary or time-dependent. The resulting variational formulation is stated in an incremental (i.e., timediscretized) formulation in which the continuous irreversibility constraint is approximated by
Here, ϕ old will later denote the previous time step solution and ϕ the current solution. Let V := H 1 0 (B) and
be the function spaces we work with here; and for later purposes we also need W := H 1 (B). The Euler-Lagrange system for pressurized phase-field fracture reads [40] :
be given. Find vector-valued displacements and a scalar-valued phase-field variable {u, ϕ} ∈ {u D + V } × W such that
and
Here, G c is the critical energy release rate, and we use the well-known law for the linear stress-strain relationship:
where µ s and λ s denote the Lamé coefficients, e(u) = 1 2 (∇u + ∇u T ) is the linearized strain tensor and I is the identity matrix.
Furthermore, the stress σ is split into tensile σ + and compressive parts σ − [34, 6] :
s (e − e + ) + λ s tr(e)− < tr(e) > I, and
where < · > is the positive part of a function. Moreover, for d = 2, we have
where λ 1 (u F M ) and λ 2 (u F M ) are the eigenvalues of the strain tensor e, and v 1 (u F M ) and v 2 (u F M ) the corresponding (normalized) eigenvectors. Finally, the matrix P is defined as P := P (u F M ) := (v 1 , v 2 ); namely, it consists of the column vectors v i , i = 1, 2. Remark 2.1. In Formulation 1, κ is a (small) positive regularization parameter for the elastic energy. Physically, κ represents the residual stiffness of the material. Consequently, since
the material stiffness decreases while approaching the fracture zone. Remark 2.2. The pressure terms (ϕ 2 p, div w) and 2(ϕ p div u, ψ−ϕ) have been derived in [39, 40] and are based on an interface law that has been further manipulated using Gauss' divergence theorem.
Remark 2.3. Formulation 1 does not explicitly contain time-derivatives. Rather, the time t might enter through time-dependent boundary conditions, e.g., u D = u D (t) = g(t) on ∂B with a prescribed boundary function g(t) of Dirichlet-type or through timedependent right hand side forces, e.g., a time-dependent pressure force p := p(t).
Remark 2.4. Finally, we stress that Formulation 1 is nonlinear due to the monolithic formulation, the term (1 − κ)(ϕ σ + (u) : e(u), ψ−ϕ), the stress splitting, and the inequality constraint.
A linear-in-time extrapolationφ in Equation (2.2).
A well-known challenge in phase-field-based fracture formulations is related to the term
The related energy term is not convex simultaneously in both solution variables u and ϕ, and requires sophisticated solution algorithms. In most cases, the solution is obtained via iteration between the variables [15, 13, 17, 32] . However such a partitioned approach might need many iterations. Therefore, and also for the sake of an accurate coupling, numerical stability and consistent Galerkin formulations for gradient-based optimization and dual-weighted a posteriori error estimation, monolithic approaches are in general preferable. One approach is based on a linear-in-time extrapolation of ϕ in Equation (2.2) in order to replace the 4th-order non-convex term by a given coefficient in front of the elasticity. The extrapolated ϕ is denoted byφ leading to
in Formulation 1. On the one hand, this procedure is heuristic since in quasi-static fracture propagation, we cannot proof sufficient regularity in time; namely, the phasefield solution ϕ can have jumps in time. On the other hand, in [29] , it has been numerically demonstrated that this procedure is robust. In terms of accuracy further numerical comparisons will be undertaken in the present paper.
Extrapolated quasi-monolithic and fully monolithic semi-linear forms.
The final problem using the extrapolatedφ is stated in terms of a semi-linear form:
In order to deal with the variational inequality, the constraint ϕ ≤ ϕ old is relaxed through penalization as it will be explained in Section 2.5.
Remark 2.5 (A fully monolithic formulation). A semi-linear form representing the fully monolithic formulation is obtained by replacingφ by ϕ in Formulation 2.
2.5. An incremental formulation using augmented Lagrangian penalization. Our strategy is as follows: we first discretize in time and work with the resulting incremental formulation. As already used in the definition of the space W in , the irreversibility constraint (2.1) is discretized with a backward difference quotient such that
where δt = t n − t n−1 . Here, ϕ n−1 := ϕ(t n−1 ) denotes the previous time step solution and ϕ := ϕ n := ϕ(t n ) the current solution. An augmented Lagrangian formulation of the irreversibility constraint reads:
+ where Ξ ∈ L 2 and γ > 0 and [x] + := max(x, 0). The resulting formulation then reads:
Remark 2.6. The penalization function Ξ is computed as usually by an additional iteration. Details are provided in Section 4.
Remark 2.7 (A fully monolithic form). The corresponding fully monolithic form to (2.5) is again obtained by replacingφ by ϕ.
3. Residual-based and error-oriented Newton methods. One goal of this paper is to get rid of the extrapolation of Section 2.3 with the reasons outlined therein. The key methodology to deal with a fully monolithic formulation lies in appropriate modifications of Newton's method for solving the nonlinear problem. One possibility in terms of a line-search assisted Newton method has been recently proposed in [25] . In this paper, we employ an error-oriented Newton algorithm as outlined in [22] . This method can specifically cope with highly nonlinear problems and the key feature of this algorithm is that it is based on a natural monotonicity test in which the ordinary Newton update is compared to a simplified Newton update. For better comparisons, we additionally employ a classical residual-based Newton method with a standard backtracking line search. We begin this section with the spatial discretization.
3.1. Spatial discretization. The previous equations are spatially discretized with a Galerkin finite element scheme, introducing H 1 conforming discrete spaces V h ⊂ V and W h ⊂ W consisting of bilinear functions Q c 1 on quadrilaterals. The discretization parameter is denoted by h. The discretized version of Formulation 3 (respectively Remark 2.7) reads:
In the following we however omit the index h to simplify the notation.
3.2. The Jacobian matrix. For both Newton methods we construct the Jacobian by evaluating the directional derivative A (U )(δU, Ψ) with the Newton update δU := {δu, δϕ} ∈ V × W . In detail the extrapolated version reads:
and the fully monolithic version is given by:
+ 2 (δϕ ϕp, div w)
2) where
In σ + (δu) and σ − (δu) we employ the derivative of e + , which is given by
3.3. Residual-based Newton's method with line-search and quasi-Newton steps. In this section, we recapitulate a classical Newton algorithm. Globalization is achieved by a damping strategy based on a line search algorithm. However, in contrast to [25] (who managed to design a sophisticated line-search procedure), our line search strategy is kept simple based on backtracking. Unfortunately, such a procedure turns out to be too simple and does not converge using a fully monolithic procedure. In [29] it has been however shown that this method is efficient and robust when the convexification trick, see Section 2.3, based on linear-in-time extrapolation for ϕ is adopted. To measure the residuals and monitoring functions, we use the discrete norm · := · l 2 . Algorithm 3.1 (Residual-based Newton's method). In this type of methods, the main criterion is a decrease of the residual in each step. Choose an initial Newton guess U 0 . For the iteration steps k = 1, 2, 3, . . .:
The criterion for convergence is contractions of the residuals: 
In the latter case, no convergence is obtained and the program aborts.
4. In case of l * < l M we check next the stopping criterion:
If this is criterion is fulfilled, set U * := U k+1 . Else, we increment k → k + 1 and goto Step 1. Remark 3.1 (Quasi-Newton steps). In order to accelerate Newton's method close to the solution U * we use intermediate quasi-Newton steps. In the case of λ k = 1 we monitor
If θ k ≤ θ max < 1 (where e.g. θ max ≈ 0.1), then we do not build the Jacobian and use the last version that is available.
3.
4. An error-oriented Newton method. In order to cope with the fully monolithic Formulation 4 (replacing thereinφ by ϕ), we adopt an error-oriented Newton solver as it has been suggested in [22] . This approach yields a higher robustness at the time point when the fracture starts growing. As before, to measure the residuals and monitoring functions, we use the discrete norm · := · l 2 .
The details of this algorithm are as follows: Algorithm 3.2 (Error-oriented Newton's method). The main criterion of this method is based on a decrease of the norm of the update δU k . Set λ min ∼ 10 −10 . Choose an initial Newton guess U 0 . For k = 1, 2, 3, . . .:
2. Check if δU k ≤ T OL N . If true, the solution is found and set
Else and if k > 0 compute a prediction value for the damping factor:
where δU k simp is available from the previous iteration k − 1 by solving the simplified system (3.6).
If
then terminate the program due to convergence failure. 4. If λ k > λ min continue and compute the trial iterate
and evaluate the new residual A(U k+1 )(Ψ). Solve the simplified linear system using the old Jacobian: Find δU k+1 simp := {δu simp , δϕ simp } ∈ V × W :
5. Compute the monitoring functions: 
(b) Else accept U k+1 (computed in (3.5)) as new iterate. Then increment k → k + 1 and goto to the beginning to Step 1. 4. An inexact augmented Lagrangian/error-oriented Newton approach. In the previous section, our focus has been on solving the forward model while tacitly assuming that the inequality constraint is taken care of. In order to enforce this constraint, we employ an augmented Lagrangian loop. At each time t n , n ∈ N, the augmented Lagrangian loop constitutes the outer loop wherein at each step the Newton solver is adopted. Moreover, we propose an (heuristic) adaptive criterion in order to reduce the computational cost. This leads to an inexact augmented Lagrangian/errororiented Newton loop.
Augmented Lagrangian penalization. The iteration reads:
Algorithm 4.1 (Augmented Lagrangian loop with error-oriented Newton). At each t n , n = 0, 1, 2, . . . let Ξ h,0 be given, e.g., Ξ h,0 = 0. Moreover, let γ > 0 be fixed and given for all t n . At each time t n iterate for m = 0, 1, 2, . . . 1. Given Ξ h,m , we seek U n h,m+1 = {u n h,m+1 , ϕ n h,m+1 } by solving Formulation 4 with Newton's method via Algorithm 3.2. 
Update
Ξ h,m+1 = [Ξ h,m + γ(ϕ h,m+1 − ϕ n−1 h )] + .
Check the stopping criterion
{ u n h,m+1 − u n h,m L 2 , Ξ h,m+1 − Ξ h,m L 2 } ≤ TOL AL , TOL AL > 0. (4.1)
An adaptive Newton stopping criterion for an inexact augmented
Lagrangian method. In order to decrease the computational cost, we adaptively determine the stopping tolerance of Newton's method depending on the augmented Lagrangian norm. Such strategies are in particular well-known for (adaptive) inexact Newton methods, e.g., [21, 19, 22] , in which the linear equations are only approximatively solved at each stage. Related techniques using adaptive (or inexact) augmented Lagrangian realizations are discussed, for instance, in [42] . In all these adaptive inexact methods, the accuracy of the inner method should be chosen as such that the convergence pattern of the outer loop remains unperturbed. 
For each further augmented Lagrangian step m, we use in the inner Newton loop (part of Step 1) as stopping criterion
where α = 10 −3 < 1. The most important question in this respect is what level of accuracy of the inner solver (here Newton's method) is required to preserve convergence of the outer loop. As it is well-known the inner loop must be solved with a higher accuracy than the outer loop, i.e., T OL N < T OL AL . Therefore, α < 1 is a necessary choice. From our practical observations, the largest α should be chosen as 10 −3 in these type of problems.
Numerical tests.
In this final section, we consult four different scenarios that include a benchmark from mechanics, e.g., [34] , a second mechanics test with cyclic loading [3] , a pressurized stationary crack (Sneddon) in which only the crack width varies [46] , and finally a propagating pressurized fracture [48] . In all tests quantitative comparisons to the extrapolated scheme from [29] are undertaken. For the sake of fair comparisons, only uniform mesh refinement is adopted. Augmenting the current schemes with local mesh adaptivity requires some work but is in principle straightforward as shown for related problems using residual-based a posteriori error estimation [7] , goal-oriented dual-weighted residual [49] or predictor-corrector mesh adaptivity [29] . All numerical examples in this paper are computed with the finite element package deal.II [9, 8] .
Single edge notched shear test.
In this first example, we restrict our attention to pure elastic crack-propagation examples in order to test our solver for cases with unstable and brutal crack growth. The geometric and material properties are the same as used in [34] . In the single edge notched shear test, it is important to consider the correct boundary conditions and the spectral decomposition of the stress σ(u) into tensile σ + (u) and compressive parts σ − (u). We refer to [37, 6] for a detailed physical motivation.
Configuration. The geometry and boundary conditions are displayed in Figure  5 .1. In particular the initial domain has already a slit (fracture). The initial mesh is 4, 5 and 6 times uniformly refined, leading to 1024, 12771 and 50115 mesh cells, with h = 0.044mm, 0.022mm and 0.011mm, respectively. We prescribe the following conditions: On the left and right boundaries, uy = 0mm and traction-free in x-direction. On the bottom part, we use ux = uy = 0mm and on Γtop, we prescribe uy = 0mm and ux as stated in (5.1). Finally, the lower part of the slit is fixed in y-direction, i.e., uy = 0mm. For the L-shaped panel test (at right), the lower left boundary is fixed: ux = uy = 0. A displacement condition for uy is prescribed by (5.2) in the right corner on a section Γu that has 30mm length.
Boundary conditions. We increase the displacement on Γ top over time, namely we apply a time-dependent non-homogeneous Dirichlet condition: Quantities of interest. We evaluate the surface load vector on Γ top := {(x, y) ∈ B| 0mm ≤ x ≤ 10mm, y = 10mm} as
with normal vector n, and we are particularly interested in F x . Moreover, we observe the number of Newton steps and compare the fully monolithic formulation with the extrapolation-in-time.
Discussion of findings. Numerical solutions of the crack pattern (i.e., the phasefield variable) are displayed in Figure 5 .2. The surface load evolution is plotted in Figure 5 .3. Finally, the number of Newton iterations is shown in Figure 5 .4. Up to time step 95 the number of Newton iterations is between 4 and 10 per time step. Once the fracture starts growing we observe an increase of Newton steps for certain time steps, specifically using the fully monolithic scheme. This behavior is in agreement with the observations made in [25] . We remark that in most tests no augmented Lagrangian iterations have been required in order to reach the tolerances. In two monolithic tests, Case 1, Ref. 5 and Case 2, Ref. 6, T OL AL has not been immediately achieved but after 4 and 2 augmented Lagrangian iterations, respectively. In these two tests, the initial Newton convergence was poor but significantly improved after updating Ξ. Thus, for these two cases, we notice 43 and 39 respective Newton iterations as it can be monitored in Figure 5 .4. Single edge notched shear test. Display of the phase-field function at T = 0.0105s, 0.012s and T = 0.013s. We observe that the crack grows slower using the extrapolated scheme. , and a comparison of Case 1 and 2 on the refinement level 6 (right). We monitor that Case 1 yields no convergence. This is in agreement with observations made in [29] . Fixing ε = 0.0884mm, yields clearly convergence under h-refinement as plotted in the middle figure. The right figure highlights the differences using the extrapolated vs. the monolithic scheme on the finest mesh level. 
L-shaped panel test.
In this second example, we consult another wellknown test from mechanics. An experimental set-up is described in [50] . Numerical simulations using variational/phase-field type approaches are reported in [3, 32, 25] .
Configuration. The geometry and boundary conditions are displayed in Figure  5 .1. In contrast to the first example, no initial crack is prescribed. The initial mesh is 2, 3, 4 and 5 times uniformly refined, leading to 1200, 4800, 19200 and 76800 mesh cells, with h = 14.577mm, 7.289mm, 3.644mm and 1.822mm, respectively.
Boundary conditions. We increase the displacement u D := u y = u y (t) on Γ u := {(x, y) ∈ B| 470mm ≤ x ≤ 500mm, y = 250mm} over time, where Γ u is a section of 30mm length on the right corner of the specimen. We apply a time-dependent non-homogeneous Dirichlet condition [3] : u y = t ·ū,ū = 1 mm/s, 0.0s ≤ t < 0.3s, u y = (0.6 − t) ·ū,ū = 1 mm/s, 0.3s ≤ t < 0.8s, u y = (−1 + t) ·ū,ū = 1 mm/s, 0.8s ≤ t ≤ 2.0s, (5.2) where t denotes the total time. Due to this cyclic loading the total displacement at the end time T = 2s is 1mm.
Parameters. We use µ = 10.95kN/mm 2 , λ = 6.16kN/mm 2 , and G c = 8.9 × 10 −5 kN/mm. In this example p = 0. The time step size is t = 10 −3 s. Furthermore, we set k = 10 −10 h[mm] and ε = 2h. Finally, T OL AL = 10 −4 . Quantities of interest. As before, we observe the number of Newton iterations and we evaluate the surface load vector on Γ top := {(x, y) ∈ B| 0mm ≤ x ≤ 500mm, y = 500mm} as
with normal vector n, and now we are particularly interested in F y .
Discussion of findings. In Figure 5 .5 the crack path in terms of the phase-field variable is shown. Next, in Figure 5 .6, the load-displacement curves are displayed. These findings are in good agreement with [3] . Under mesh refinement, convergence of this goal-functional is shown. That the load significantly decreases under mesh refinement has been confirmed in [26] . In contrast to Example 1, Section 5.1, there is no significant difference between the extrapolated model and the fully monolithic approach. Moreover, the number of Newton steps is reasonable throughout the entire simulation as shown in Figure 5 .6. In order to solve the system per time step, no augmented Lagrangian iterations are required (thus a plot is omitted). [3] . Furthermore, no differences in the crack path between the fully monolithic (top row) and the extrapolated scheme (bottom row) can be detected. 
A stationary pressurized fracture (Sneddon).
This example is based on the theoretical calculations of [46, 45] . A (constant) pressure p = 10 −3 P a causes the fracture to change its width but is low enough to change the length.
Configuration. We deal with the following geometric data: Ω = (0m, 4m) 2 and a (prescribed) initial crack with half length l 0 = 0.2m on Ω F = (1.8 − h, 2.2 + h) × (2 − h, 2 + h) ⊂ Ω. This initial crack is given with the help of the phase-field function ϕ. We set at t = 0:
As boundary conditions, we set the displacements to zero on ∂Ω. The initial mesh is 6, 7 and 8 times uniformly refined, leading to 4096, 16384 and 65536 mesh cells, with h = 0.088m, 0.044m and 0.022m, respectively.
Parameters. The fracture toughness is chosen as G c = 1.0N/m. The mechanical parameters are Young's modulus and Poisson's ration E = 1.0P a and ν s = 0.2. The relationship to the Lamé coefficients µ s and λ s is given by:
The regularization parameters are chosen as ε = 2h and κ = 10 −10 h. Furthermore, T OL AL = 10 −3 . This test case is computed in a quasi-stationary manner, which is due to the crack irreversibility constraint. That is, we solve 5 pseudo-time steps until the residual error is sufficiently small.
Quantities of interest.
• The crack opening displacement (COD; also known as aperture) for both the extrapolated scheme and the fully monolithic technique:
where ϕ is as before our phase-field function and x 0 the x-coordinate of the integration line. The analytical solution for the crack opening displacement derived by Sneddon and Lowengrub [46] is given by:
where E = As in Example 2, Section 5.2, we do not observe significant differences between the extrapolated and the fully monolithic scheme. In contrast to the previous examples, the penalization is now active and several augmented Lagrangian steps are required to satisfy T OL AL . Here however, differences are only observed with respect to the mesh level but not to the scheme (extrapolated or monolithic). The accumulated number of Newton steps per (pseudo) time step is very reasonable and is of about 25 to 50 iterations; except for the initial step since the initial displacement solution (which is zero) is far away from the final state. 
5.4.
A propagating pressurized fracture. In this final test, we consider a pressurized propagating fracture. The configuration is the same as presented in [48] and more specifically the geometry and all parameters (except the pressure) are provided in Example 3, Section 5.3. At each time step the pressure load p is increased. Using the extrapolated scheme we prescribe:
where t denotes the current time. It turns out that this increase is too strong for the fully monolithic coupling and there we use:
The simulation is performed on the finest mesh level h = 0.011m. In fact, this example is a very hard test since unstable brutal crack growth occurs.
Quantities of interest. We observe the length of the fracture as well as the number of iterations. Discussion of findings. In contrast to the other examples, we observe a dramatic difference between the extrapolated scheme and the fully monolithic scheme as illustrated in the Figures 5.10 and 5.11. In fact using the monolithic scheme the crack suddenly damages the entire domain. For better comparison in Figure 5 .12, the fracture length is also compared to the partitioned scheme from [48] . The number of Newton steps becomes very high once the fracture starts propagating. Careful inspection of this example leads us to the conclusion that the suggested Newton solver for pressurized fractures with fast crack growth might be further refined in future research. We refer exemplarily to the optimization literature [41] for possible further improvements of Newton's method. Unfortunately this example demonstrates in a very illustrative way that crack growth might highly depend on the solution algorithm. The partitioned scheme and the extrapolated scheme relax the applied forces and lead to a slower crack growth than the monolithic scheme. On the other hand this result confirms one purpose of this paper; namely that monolithic schemes better account for the accuracy of the coupling conditions. 6. Concluding remarks and final discussion of the computational findings. In this work, an error-oriented Newton algorithm has been applied to phase-field fracture propagation problems. As already known from the literature this algorithm can cope with ill-conditioned nonlinear partial differential equations. In combination with the augmented Lagrangian iteration, we were indeed able to observe a better performance also for nonlinear coupled phase-field fracture propagation problems. The Newton stopping criterion is adaptively chosen with respect to the error of the outer augmented Lagrangian loop, which is employed to enforce crack irreversibility. These ingredients allowed us to design a monolithic algorithm, which is a major advancement in achieving numerical stability, consistent Galerkin-based a posteriori error estimation and derivative-based optimization. Indeed the suggested error-oriented Newton method is robust and shows excellent behavior for two mechanics tests and a stationary pressurized fracture. For a propagating pressurized fracture, the performance (efficiency) should be improved in the future. Moreover, we also found that the differences between the quasi-monolithic extrapolated scheme and the new fully monolithic scheme depend on the setting. In the Examples 2 and 3, no significant differences with respect to goal-functional evaluations could be detected. In the other two Examples 1 and 4, there are however (major) discrepancies.
