Isolating the real roots of a univariate polynomial is a driving subject in computer algebra. This problem has been studied under various angles from algebraic algorithms [1, 2, 7 ] to implementation techniques [3, 5] . Today, multicores are the most popular parallel hardware architectures. Beside, understanding the implications of hierarchical memory on performance software engineering has become essential. These observations motivate our study. We analyze the cache complexity of the core routine of many real root isolation algorithms namely, the Taylor shift. Then, we present efficient multithreaded implementation on multicores.
For f (x) = a n x n + · · · + a 1 x + a 0 , the Taylor shift of f is the polynomial f 0 (x) = f (x + 1) computed by the Pascal Triangle relation f i (x) := f i+1 (x) * (x + 1) + a i for i successively equal to n − 1, . . . , 1, 0 with f n (x) := a n . The elements of the Pascal Triangle and thus the coefficients of f (x + 1) can be computed in a divide-and-conquer manner sketched by the figures below. In this process, each triangular or square region is divided into smaller regions until a base case is reached.
One observes that in both the triangular and square division, opportunities for concurrent execution are created. A standard analysis, based on the multithreaded fork-join parallelism, shows that the work and span of this algorithm are respectively Θ(n 2 ) and Θ(n log 2 3 ), thus the parallelism is Θ(n 0.45 ).
This algorithm can be run in-place, in space Θ(n). For an ideal cache [4] of Z words with cache line size L, we have shown that this algorithm incurs Θ(n 2 /ZL) cache misses. Then using the lower bound of Hong and Kung [6] we deduce that our cache complexity estimate result is optimal.
In the above triangle division, parts of the small triangle regions II can be evaluated before completing region I. To increase the parallelism, we use a blocking strategy, portioning the entire Pascal Triangle into B × B blocks. Of course B should be tuned in order for a block to fit in cache. Then, the blocks are traversed one anti-diagonal band after another starting from the top left corner. Span and parallelism are now Θ(Bn) and Θ(n/B) respectively, while our algorithm still runs in space Θ(n). Moreover, if B is well chosen, the above cache complexity estimate is preserved.
In Cilk++ targeting multicores, relying on the GMP library, we have implemented these two approaches, that we denote d-n-c (for divide-and-conquer) and blocking. We provide experimental data on a 8-core machine for both approaches and both problems of Taylor Shift and Real Root Isolation. This machine has 8 GB memory and 6144 KB of L2 cache. Each processor is Intel Xeon X5460 @3.16 GHz. In the tables, n and k denotes the degree and coefficient size (number of bits) of the input polynomials whereas B is the base case (d-n-c approach) or block size (blocking strategy). On one core the blocking strategy and divide-and-conquer approach outperform all other data traversals that we have tried. Between the two, the winner varies from one architecture to another. On a given multicore architecture, for real root isolation, the winner varies from one test example to another, with, may be, a slight advantage on average to the blocking strategy.
