Abstract. Several authors have recently considered a parallel method for solving sparse triangular systems with many right-hand sides. The method employs a partition into sparse factors of the product form of the inverse of the coe cient matrix. It is shown here that while the method can be unstable, stability is guaranteed if a certain scalar that depends on the matrix and the partition is small, and that this scalar is small when the matrix is well-conditioned. Moreover, when the partition is chosen so that the factors have the same sparsity structure as the coe cient matrix, the backward error matrix can be taken to be sparse.
Note that G k is the lower triangular matrix equal to the identity except for columns i k ; : : : ; i k+1 ? 1 Since we are assuming that many right-hand sides are to be processed, we can a ord to spend some computational e ort in constructing the partition (1.2). Algorithms for nding a best no-ll partition (1.2) are described in 1, 2, 3]; such a partition has the smallest possible number of factors (the minimum value of m) subject to the requirement that each G k is invertible in place. A matrix X is invertible in place if (X ?1 ) ij = 0 whenever x ij = 0, for any assignment of (nonzero) numerical values to the nonzeros in X. Note that L k in (1.1) is invertible in place, so a partition with m = n is always a no-ll partition. When L is sparse, a best no-ll partition could have m n. Partitions that incur some ll-in have also been investigated 3].
Algorithms are also given in 1, 2] for nding a best reordered partition: this is a no-ll partition with the fewest factors over all lower triangular matrices PLP T , where P is a permutation matrix. Let F = L + L T denote the lled matrix corresponding to a Cholesky factor. It is well-known that if L is the Cholesky factor of a symmetric positive de nite matrix A whose nonzero elements are algebraically independent, then the adjacency graph of F is chordal. By exploiting chordality, very e cient algorithms for computing best reordered partitions in time and space linear in the order of the matrix (rather than the number of nonzeros) can be designed for a Cholesky factor L 1, 19] . Furthermore, algorithms for nding a partition with the fewest factors over all permutations P such that the permuted matrix PFP T has the same structure as the lled matrix F have also been designed 17], 18]. Note that in this case, the permutation may change the structure of L, and hence the permutation P has to be applied to A before it is factored.
The numerical stability of the partitioned inverse method has not been studied in previous work, either theoretically or in numerical experiments. The numerical stability is clearly questionable because when m = 1 (which gives the best no-ll partition for a dense matrix) the method computes x = L ?1 b, and a numerical example in 6, Sec. 4] shows that this evaluation need not be backward stable. To answer the question of stability we have done an error analysis of the partitioned inverse method; this analysis is presented in x2. In x3 we describe some numerical experiments that illustrate the analysis and con rm the possible numerical instability of the method.
Our main ndings are as follows.
(1) In general, the partitioned inverse method does not satisfy the componentwise backward and forward error bounds enjoyed by the substitution algorithm (namely, (2.1) and (2.2)).
(2) Normwise stability depends on a quantity , de ned in (2.13), which is a function of the matrix L and the partition, and which can be arbitrarily large. Speci cally, the computed solution b
x to Lx = b satis es (L+ L)b x = b, where k Lk 1 is bounded in (2.12); the relative error kx ? b xk 1 =kxk 1 is bounded in (2.19) . If is of order 1, which is guaranteed if L is well-conditioned, the partitioned inverse method is both normwise backward stable and normwise forward stable.
(3) If L is sparse and each G k is invertible in place (as is guaranteed by a best no-ll or best reordered partition), then the backward error matrix L mentioned in (2) can be taken to have the same sparsity structure as L.
Another way to summarize the stability of the partitioned inverse method is to say that the method is only conditionally stable, with the backward error dependent on the condition number of L. The partitioned inverse method method therefore provides another example, to add to those discussed by Demmel 4] , of how parallelism can con ict with stability.
In future work we intend to examine how particular sparsity structures and other special properties of L a ect the stability of the partitioned inverse method.
2. Error analysis. In this section we give an error analysis of the partitioned inverse method for solving Lx = b. To keep the analysis general we will not make any assumptions about sparsity. As our model of oating point arithmetic we take fl(x y) = x(1 + ) y(1 + ); j j; j j u; fl(x op y) = (x op y)(1 + ); j j u; op = ; =;
where u is the unit roundo . This model admits machines that lack a guard digit in addition and subtraction. We place a hat over a variable to indicate a computed quantity. we de ne below to equal the partition widths can be rede ned to take account of sparsity.
First, we consider the computation of the factors H k = G ?1 k of L ?1 (from L). Because of its special structure, G k is formed without error, and we assume that G ?1 k is computed by one of the several stable methods described by Du Croz and Higham in 6] (for example, its columns may be computed one at a time by forward substitution). For each of these methods applied to G k , precisely one of the following two residual bounds holds, depending on the method: This bound is not of the form (2.1) that holds for substitution, because of the summation term. If m = 1, the bound is j Lj 2(n + 1)ujLjjL ?1 jjLj + O(u 2 ). When m = n, the relation jL k jjL ?1 k jjL k j 3jL k j allows us to simplify the bound to j Lj 4(n + 2)ujLj + O(u 2 ), which is of the same form as in (2.1). The scalar 1 might be loosely described as a growth factor for the partitioned inverse method, although it is not related to the growth factor in Gaussian elimination.
For any m < n, can be arbitrarily large, but for m = n it is easy to show that 3. Under scaling of the system, behaves as follows: if D 1 .3)). This expression suggests that is fairly insensitive to the scaling of the rows and columns of L.
We see from (2.12) that if L and the partition are such that is of order one, then the partitioned inverse method is normwise backward stable, that is, the computed solution b
x solves a system obtained by making a tiny normwise perturbation to L. where the matrix inequality both bounds l ij and shows that L has the same sparsity structure as L.
Two useful upper bounds can be obtained for . By examining the form of the matrix whose norm is the numerator in (2.13) it is easy to show that m max k 1 (G k ). We conclude that the normwise backward error for the partitioned inverse method is bounded by a multiple of 1 (L)u. Although this bound may be very weak when L is ill-conditioned, it shows that if L is well-conditioned then the partitioned inverse method is guaranteed to be normwise backward stable. It is interesting to note that dependence of the backward error on the condition number occurs also in block LU factorization 5]. Another example of this dependence is a parallel triangular system solver analysed by Sameh and Brent 21], for which a backward error result with k Lk c n u 2 (L)kLk is obtained. It seems to be a rule of thumb that if we attempt to improve the parallelism of Gaussian elimination or substitution we will achieve only conditional stability, with the backward error potentially proportional to some function of the condition number. Now we turn to the forward error. One way to obtain a forward error bound is to expand the equation where is the growth factor in (2.13) (of course, this bound could have been obtained directly using (2.12) We mention that in both experiments, modifying the backward errors nberr, sberr and cberr to include a b term (thus, allowing b to be perturbed in the de nition of backward error) changes the backward errors by at most a factor 2.
In our rst experiment L = R T , where V = QR is a QR factorization of the 15 15 Vandermonde matrix with (i; j) element ((j ?1)=(n?1)) i?1 , and b = Le. This linear system is taken from 6, Sec. 4]. We solved the system Lx = b using the partitioned inverse method with \ xed-width" partitions (1.3) having i k+1 = i k + p, for several values of p. Results are reported in Table 3 .1; since L is dense, nberr sberr, so we do not give the sberr values. We see that as p increases, the normwise backward error increases and the algorithm loses backward stability. In these examples, both (2.12) and (2.18) are a factor 10 3 from being equalities for p 4, and the bound m max k 1 (G k ) is clearly very weak. The ideal forward error bounds (2.2) and (2.3) are 6.43e-4 and 3.87e-3, respectively; ferr exceeds both values for p 6, so the algorithm also loses forward stability. The quantity in (2.17) has the value = 3:60e11, so the bound (2.16) predicts forward instability when m = 1, but is a factor Table 3 .2 we report the backward errors and (the system is too ill-conditioned for us to determine the forward errors, but the computed solutions probably have no correct digits).
The results con rm two properties suggested by the analysis. (1) For partitions in which the factors are not invertible in place (partitions A and B in the table), the sparse backward error can greatly exceed the normwise backward error.
(2) Even a best no-ll partition can yield sparse or componentwise backward errors appreciably larger than those for substitution.
We have been unable to construct a numerical example where the sparse backward error is large even when is small, which the analysis suggests may be possible for partitions where the factors are not invertible in place. Our limited experience with the partitioned inverse method suggests that, like substitution, it frequently achieves surprisingly small forward and backward errors in practice. However, in view of the possible instability it is wise to compute one of the backward errors and make an a posteriori test for stability. Alternatively, if many right-hand sides are to be handled, it may be preferable to compute or estimate its upper bound m 1 (L) before solving the systems. If any of these tests reveal or predict instability, substitution could be used instead.
