Abstract. We study pointwise convergence of the solutions to Schrödinger equa-
Introduction
Let us consider the free Schrödinger equation in R n , n ≥ 1 with initial datum f ,
u(x, 0) = f (x).
Then the formal solution can be written as u(x, t) = e it∆ f (x) = (2π) −n R n e i(xξ−t|ξ| 2 ) f (ξ)dξ where f (ξ) = R n e −ixξ f (x)dx. The problem posed by Carelson [6] is to determine minimal regularity s for which lim t→0 e it∆ f = f a.e whenever f ∈ H s (R n ). Here H s is the usual Sobolev space having the norm f H s =
(1 + | · | 2 ) s/2 f 2 . For the one spatial dimension (n = 1) he showed the convergence for f ∈ H s when s ≥ 1/4 and the sharpness was later proven by Dalberg and Kenig [10] .
In higher dimensions n ≥ 2, the convergence when s > 1 is due to Carbery [5] and Cowling [9] . Sjölin [22] and Vega independently showed the convergence for f ∈ H s , s > 1/2. By the construction in [10, 28] it is known that there is a function f ∈ H s for which e it∆ f does not converge to f if s < 1/4. Currently, it is conjectured that the solutions converge to the initial data f ∈ H s almost everywhere if and only if s ≥ 1/4.
In R 2 , results under weaker regularity assumption (s < 1/2) have been obtained.
These improvement are obtained along with the progress of Fourier restriction estimates for the paraboloid or the sphere. Bourgain [4] showed the convergence for some s strictly less than 1/2. It was improved by Moyua, Vargas and Vega [18] .
Later better results were obtained by using the bilinear restriction estimates by Tao and Vargas [25, 26] (also see [27] ) and the convergence for s > 2/5 was established by the method in [26] and the sharp bilinear restriction estimates due to Tao [24] . The convergence when s > 3/8 was obtained by the author in [17] .
Even though substantial progresses have been made in R 2 . Up to now, no positive result is known for f ∈ H s (R n ), s ≤ 1/2 when n ≥ 3. The following is our main result. for all f ∈ H s (R 3 ).
The usual strategy to tackle the convergence problem is to study the associated maximal function f → sup 0<t≤1 |e it∆ f |. By the standard argument, the almost everywhere convergence for f ∈ H s follows if one can show [23] (also see Remark 2.10). This means that except for n = 1 one should work on L q , q ≤ 2 to resolve the conjecture by establishing (1.1) for some q. In R 1 the estimates (1.1) are relatively well understood including some endpoint estimates (see [14, 15] ). In high dimensions (1.1) has been usually obtained by making use of smoothing estimates (cf.(2.11)) which are also closely related to Fourier restriction estimates ( [4, 18, 22, 24, 26, 28] ) but the currently known results are far from being optimal. There are also a lot of related results including certain variants of (1.1) (see [7, 12, 13, 20, 23] and references therein). Among others, the convergence of non-elliptic Schrödinger equations was studied in [20] and it was shown that the pointwise convergence is different from that of the standard (elliptic) Schrödinger equations. Theorem 1.1 is an immediate consequence of the following. Theorem 1.2. Let n = 3 and let e it∆ f be the solution to the Schrödinger equation with initial datum f . For s > 1/2 − 1/24, there is a constant C = C(s) such that
Even though the convergence for s < 1/2 was obtained by utilizing restriction estimates in R 2 , such approach becomes less effective in higher dimensions ( [18, 25] ). Meanwhile, the convergence for s > 1/2 due to Vega and Sjölin [22, 28] , which is still the best known result in higher dimensions, is based on the H −1/2 -L 2 local smoothing estimates (also see [8] ). This means that local property of Schrödiner operator is hard to capture by direct use of restriction estimate. In [17] it was observed that if f is supported in {ξ : |ξ| ∼ R} instead of being supported in B(0, R), then the estimate (1.2) has better localization property. (See remark 2.9.) This observation on the behavior of schrodinger wave was crucial in getting the convergence for s > 3/8 in R 2 . The usual approaches are basically relying on Sobolev's imbedding to get pointwise control from (local) smoothing estimate but it seemingly forces to lose certain amount of regularity (see Remark 2.10). We attempt to minimize such loss by carrying out the analysis on the basis of wave packet decomposition. As in [17] , the proof of Theorem 1.2 basically makes of the induction on scale type argument which was most successfully used in proving the sharp bilinear restriction estimates [24, 30, 31] (also see [2, 29] ). We combine some ideas from [17] and the method developed for the study of Fourier restriction estimates. Our approach is basically bilinear in its nature ( [16, 24, 30] ) but further improvement might be possible by considering the problem in a multilinear setting (cf. [1] ).
Throughout the paper, C and c are positive constants which may differ at each appearance. For A, B > 0 A ∼ B means C −1 A ≤ B ≤ CA for some C > 0. We say that a function F (defined in R n+1 or R n ) is Fourier supported in E if the Fourier transform of F is supported in E. For a set E (contained in R n+1 or R n ) we denote by E + O(R) the set {z : dist (E, z) ≤ CR}. Given a finite set A we denote by |A| the cardinality of A. Finally, Q((x 0 , t 0 ), R) denotes the cube centered at (x 0 , t 0 ) with sides parallel to the coordinate axes and having length 2R.
Preliminaries: Analysis with wave packets
In this section we gives additional notations and prove various estimates which will be needed for the proof of Theorem 1.2 in the next section. These estimates are to be mainly obtained by making use of the wave packet decomposition for the Schrödinger operator.
2.1. Wave packet decomposition. The wave packet decomposition has been used to study Fourier restriction estimates [2, 24, 27, 30] . Especially, it served as a major tool to explore the restriction problem beyond L 2 -theory (Stein-Tomas theorem)
together with Kakeya maximal estimates. The idea of such decomposition goes back to Fefferman's proof of spherical summation multiplier [11] .
Definition 2.1. For a fixed R ≫ 1, the spatial and frequency grids Y(R), V(R) of scale R is defined by
respectively. we also define the spatial-frequency grid W(R) of scale R by
Let η, ψ be functions satisfying supp η ⊂ B(0, 2) and k∈Z n η(· − k) = 1 and
Using these basis functions we decompose the Schrödinger propagator e it∆ f into so called 'wave packetes' which enjoy nice localization in both spatial and frequency spaces. For a given function f (defined on R n ) and w = (y, v) ∈ W(R) let us define
Here F −1 denotes the inverse Fourier transform.
The following is a modification of Lemma 4.1 in [24] which was implicit in [30] . Also see [16] and [17] (the appendix). 
) and the space-time Fourier transform of e it∆ f w is supported in
for any N where M denotes the Hardy-Littlewood maximal function. (P3). For any subset S ⊂ W and |t| ≤ CR,
The property (P1) is rather obvious as it can be verified by direct computation. We refer the readers to [16, 17, 24] for the detailed proofs of (P2) and (P3). From (P2) one can see that if w = (y, v) ∈ W(R) the wave e it∆ f (y,v) (x) is essentially supported in a tube of dimension (R 1/2 ) n × R which meets (y, 0) and has its major direction parallel to (2v, 1).
For δ > 0 we also define the set R δ T w by
For practical application, sometimes it is convenient to express e it∆ f as linear combination of normalized wave packets. This makes it possible to reduce certain estimate into a discretized counterpart (see Lemma 2.6 below).
and C w (f ) and p w satisfy the followings;
The properties (2.1) and (2.2) are straightforward consequence of (P1) and (P2) in Lemma 2.2. The (2.3) can be obtained by using Plancherel's theorem, HardyLittlewood maximal inequality and the fact that M(f * F
Definition 2.5. If a function p(x, t) = e it∆ f w (x) for some f , w ∈ W(R) and satisfies (2.2), we call p normalized wave packets of scale R associated to w.
We use the notation p w to indicate that p w is a normalized wave packet associated to w. If {p w : w ∈ U} is a collection of normalized wave packets of scale R associated to U ⊂ W(R), then trivially (2.4)
From (P2) and (P3) it also follows that (2.5)
for |t| ≤ CR. Using this one can show the following via a standard pigeonhole argument.
Lemma 2.6. Let R ≫ 1 and let V 1 , V 2 be subsets of B(0, 3) satisfying
for some x 0 and C > 0. Suppose for some q, r ≥ 1 and any ǫ > 0
whenever U 1 ⊂ W 1 , U 2 ⊂ W 2 and p w 1 , p w 2 are normalized wave packets associated to U 1 , U 2 , respectively. Then for ǫ > 0,
Proof. We may assume that f 2 = g 2 = 1. Since f , g are supported in V 1 , V 2 , respectively, using Lemma 2.4 we can write
This is the wave packet decomposition of scale R. Note that (2.2) is valid on E because E is contained in R n × [−4R, 4R]. It is needed to show
. So, we may discard such w i . Then we may assume that the number of packets associated to U 1 , U 2 are O(R C ). Hence, we may also discard the packets for which |C w 1 (f )|, |C w 2 (g)| ≤ R −M for some large M because they also make negligible contribution if M is sufficiently large. Breaking the sum w 1 ,w 2 into
by triangle inequality it is enough to show for dyadic
Because there are O((log R)
2 p w still satisfy (2.2). This means that those are normalized wave packets. Hence applying the assumption we see
From (2.3), it follows that
Therefore we get the required estimate.
2.2. Localization properties. From Lemma 2.2, the Schrödinger wave e it∆ f (y,v) is essentially supported in T (y,v) if |t| ≤ CR. This means the wave roughly propagates in the direction (2v, 1). Hence if the direction set {v} is is confined in a specified subset, then the wave {e it∆ f (y,v) } can propagate only along restricted directions.
Hence it is possible to break a given space-time region into subsets so that there are almost no interactions among the waves propagating in different sets. If this is done suitably, it is enough to work on these subsets instead of the whole region. We clarify this in the following which is a generalization of the observation in [17] .
with some δ > 0, B i ≥ 1. And suppose that for some q, r ≥ 1, (2.7)
holds with A ≥ 1, independent of j, provided f, g are Fourier supported in B(0, 2). Then there is a constant C such that
whenever f, g are Fourier supported in B(0, 2).
Even though this lemma is stated in bilinear from, it is obvious that the same is valid in linear setting. That is to say, U 1 = U 2 and f = g.
Proof of Lemma 2.7. To begin with, we may assume f 2 = g 2 = 1. For i = 1, 2, let us set
Hence one can easily see
Hence, using the assumption (2.7) and Schwarz inequality we see
Therefore, it is enough to show
for i = 1, 2. By (2.6) the left hand side is bounded by C j w∈U i (j) f w 2 2 . Now interchanging the order of summation and using (2.6) we get
This gives the required.
For λ > 0, let us set
As it has been seen before (cf. 2.2), the Schrodinger wave e it∆ f (y,v) is essentially propagating in the direction (2v, 1). Hence, if v ∈ A(1), then the spatial velocity of the wave e it∆ f (y,v) is bounded away from zero unlike the case where f is Fourier supported in B(0, 1). Then the wave propagates without staying in a fixed bounded region as time passes by. In particular, if one consider the ball B(x 0 , R), the maximal time duration for which the wave can stay in B(x 0 , R) is at best CR. So it seems enough to consider time interval of length ∼ R to get an space-time estimate over B(x 0 , R) × R. Such heuristics leads to the following.
Corollary 2.8. Let R ≫ 1 and let r, q ≥ 2. Suppose the estimate
holds, independently of R, for some α ∈ R and x 0 ∈ R n provided f is Fourier
whenever f is Fourier supported in A(1).
This was observed in [17] with M = 2. It also can be extended to more general Schrödinger operators (see [16] ). Also see [19] for an application to show a equivalence between local and global maximal inequalities.
Proof of Corollary 2.8. To prove (2.8), it is enough to show that if
implies (2.9). One can get the desired implication by iterating it finitely many times and using the case M = 2.
To show the claim, we may assume f 2 = 1. 
for any ǫ > 0. On the other hand, by translation and the assumption (2.8) we have
for each j. Therefore, we get our claim by applying Lemma 2.7 with U 1 = U 2 = U and the fact that q/2, r/2 ≥ 1 (via trivial bilinearization).
Before closing this section we make a couple of remarks on H s -L q x L r t local smoothing estimates for the Schrödinger operator.
Remark 2.9. If one rescales Corollary 2.8 with M = 2, it follows that the estimate
for ǫ > 0 provided f is Fourier supported in A(R). It can be interpreted as follows:
The propagation speed (actually ∼ R) of the free Schrödinder wave (unlike the wave operator) increases as R increases if the Fourier transform of initial datum is supported in {ξ : |ξ| ∼ R}. So, the time duration (∼ R −1 ) for which wave stays in B(0, 1) gets shorter as R gets large. Hence the effect of waves with large frequency become weaker. This may be a simple explanation for the local smoothing phenomena for the Schrödinger wave. It is also possible to get similar implication for the dispersive equations considered in [8] .
Remark 2.10 (A necessary condition for local smoothing). Using rescaling and a simple fuction one can see that the estimates
In particular when q = 2 it corresponds to the estimates given by interpolating L 2 -local smoothing and (1.2) with s ≥ 1/4.
To see the necessity, let R ≫ 1. The local smoothing estimate (2.11) implies that for f Fourier supported in
Then via rescaling the above is equivalent to
for f Fourier supported in A(1). From Lemma 2.8 this is almost equivalent (modulo ǫ) to the same estimates over
Hence it justifies the use of an f adapted to
Then by routine computation with translation and rescaling we see
f 2 . Hence it should be satisfied CR
2q . Therefore we get the necessary condition by letting R → ∞.
A maximal inequality.
If f is Fourier supported on a set of small diameter, then the time fourier transform of e it∆ f is also also supported in a small interval.
Hence in view of Bernstein's inequality one can expect a better bound for the maximal estimates. The following is easy to prove using Bernstein's inequality and trace lemma or Plancherel's theorem. It also provides a simple proof of the result due to Sjolin and Vega [22, 28] .
Proof. By finite decomposition, rotation and mild dilation one may assume ξ 0 = e n and ρ is small enough so that the change of variables
is invertible on B(e n , ρ) and the determinant of the Jacobian matrix ∂η/∂ξ is bounded away from the zero. Then by the change of variables ξ → η, applying Plancherel's theorem for t, x 1 , . . . , x n−1 , integrating in x n and reversing the change of variables (η → ξ) one can easily see
Since f is supported in B(e n , ρ), for each x the support of time Fourier transform of e it∆ f (x) is contained in an interval of length ρ. Hence by Bernstein's inequality we get
Combining this with (2.12), we get the required.
2.4.
Schrödinger waves with small Fourier supports. In this section we obtain bilinear estimates which will be used more directly in the proof of Theorem 1.2. In the section 3, we will take bilinear approach to prove Theorem 1.2. Via Whitney type decomposition we need to consider two Schrödinger waves having Fourier supports contained in sets of small diameter which are also separated by a distance comparable to their diameters.
First we introduce some notations. Let
and let B 1 and B 2 be balls of radius ρ satisfying
Here the number R −1/4 is not important but it is just meant to make it sure that ρ is not too small. We set for i = 1, 2,
Throughout this section we work only with the packets associated with
and to simplify the notation we also set for 0 < r ≪ 1
Then from (2.1) in Lemma 2.4 it is easy to see that if w ∈ W ρ i , i = 1, 2, then
Here stands for the space time Fourier transform.
and we set
Then the parallelepipeds q in Q(R, ρ) tile R n+1 and they are comparable to the tubes
) with the axis parallel to (2e 1 , 1). The projections of q to the spatial space are essentially disjoint rectangles of dimension (
) with the longest side parallel to e 1 .
Fix 0 < δ ≪ 1. For q let R δ q denote the set which is given by expanding q isotropically by factor R δ from its center. Precisely, if (x 0 , t 0 ) is the center of q then
Since the angle between tubes T w 1 and T w 2
, the following is easy to see by a simple geometric consideration.
with C independent of ρ. Here i = 1, or 2.
The following lemma can be though of as a refinement of Lemma 2.11. Here we formulate it in a bilinear setting but it is obvious that the same is valid in linear form. For 0 < δ ≪ 1 ≪ R, U ⊂ W(R) and q ∈ Q(R, ρ) contained in Q(0, 2R), let us define
with some δ > 0 and λ 1 , λ 2 ≥ 1 and suppose p w 1 , p w 2 are normalized wave packets (of scale R) associated to U 1 , U 2 , respectively. Then, there is a constant C, independent of ρ, such that q∈Q χ q (
Proof. Using the previous notations, by triangle inequality and (2.2) we have
Note that the projection of q into x-space is contained in a ball of radius Cρ
and that the spatial Fourier supports of p w 1 (·, 0), p w 2 (·, 0) are contained in a ball of length ρ. Hence using Schwarz inequality and Lemma 2.11 with (2.4), we get
Using (2.5) and summing along q, we get q∈Q χ q (
Interchanging the order of summation and using the assumption (2.14), it is easy to see
Hence, by Cauchy-Schwarz inequality
Hence this gives the required.
estimates have used to exploit hidden orthogonality in restriction problems [4, 11, 24, 30] . They rely on the transversality of the surfaces and played an important role in proving the sharp bilinear restriction estimates for the cones and paraboloids [24, 30] .
In this section we consider bilinear L 2 estimates for wave packets supported in
, respectively which are separated by distance ∼ ρ. When ρ ∼ 1, these estimates are essentially from [24] . However, as ρ gets small we need to be cautious because the surfaces S 1 , S 2 become less transverse. The main issue here is to obtain estimates depending on ρ. It is also possible to prove the estimates by using rescaling argument which can transform the surfaces with large separation but we gives a direct proof by adapting the argument in [24] .
Note that the set S(v) is contained in a rectangle of dimension about (
with its normal parallel to (2v, 1). Since the angle between (the normal vectors of) S 1 and S 2 is about ρ and ρ ≥ R −1/4 , it is easy to see
Similarly,
Hence, we see
Here we again used the fact that the angle between S 1 and S 2 is about ρ. Thanks to transversality, the intersection of translates of the sets S 1 and S 2 ((S 1 + x) ∩ (S 2 + y) for some x, y) is a n − 1 dimensional smooth surface. As it can be seen easily by direct computation the intersection is contained in n dimensional hyperplane (see [24] ).
For
, respectively. Then we set
We also set
where the supremum is taken over
Lemma 2.14. Let q ∈ Q contained in Q(0, 2R) and let U i ⊂ W ρ i (q), i = 1, 2. Then,
with C independent of ρ.
Proof. We write
From (2.13) it follows that p w 1 (
where the inner sum w ′ 1 ,w 2 is taken over (w
The first relation together with (2.1) and (2.17) implies that w is nonzero. The same also holds if w 2 is fixed. On the other hand, using (2.2) one can see
if w 1 ∈ W ρ 1 and w 2 ∈ W ρ 2 because the angle between T w 1 and T w 2 is ∼ ρ. Using these facts, we see
Interchanging the roles of w ′ 1 and w 2 , we see the left hand side of the above is bounded by
Hence it follows that
Therefore putting this in (2.19) we get the required by taking summation along
The following is a version of combinatorial estimate in [24] . Here again we are considering it with small separation ρ and try to get uniform estimate independent of ρ.
Lemma 2.15. Let q 0 ∈ Q(R, ρ) contained in Q(0, 2R) and let Q be a subset of {q ∈ Q(R, ρ) : q ⊂ Q(0, 2R)}. Additionally, let U i , W i be subsets of W ρ i satisfying U i ⊂ W i for i = 1, 2. Suppose that
are constants C and c, independent of v 1 , v 2 and ρ, such that
Proof. By symmetry it is enough to show the estimates for |N
Let z 0 be the center of q 0 and let us set
From the definition of N 1 v 1 ,v 2 (U 1 (q 0 )) the associated tubes T w have directions {(2v, 1) :
} and they meet with R δ q 0 . By (2.16) and (2.17) one can see that Λ is contained in a R 1/2+cδ -neighborhood of the conic set
Since the direction of the tubes are separated by R −1/2 , the tubes are overlapping at most R cδ on Λ. Hence by (2.21)
By a simple computation it is easy to see Π 
Therefore we get the required inequality comparing the upper and lower bounds for |{q ∈ Q : q ⊂ Λ}|.
Proof of theorem 1.2
We fix the dimension n = 3. By the standard Littlewood-Paley decomposition, for the a.e. convergence for f ∈ H s with s > s 0 , it is enough to show that for α > s 0
whenever f is Fourier supported in A(R), R ≫ 1. Usually it is more convenient to work on compact Fourier support. Hence, by rescaling the matters are equivalent to showing sup
Using Corollary 2.8 we are reduced to showing that for α > 1/2 − 1/24 and R ≫ 1,
provided f is supported in A(1). By the results [22, 28] , (3.1) is valid with α ≥ 1/2 (also see Lemma 2.11). Theorem 1.2 is the consequence of the following which makes it possible to suppress the exponent further.
Proposition 3.1. Suppose (3.1) is valid for some α > 0 whenever f is Fourier supported in A(1). Then if β > 1 − 1/12, there is δ 0 (β) > 0 such that for any ǫ > 0, 0 < δ < δ 0 (β),
with c independent of ǫ, δ provided f is Fourier supported in A(1).
Fixing β > 1 − 1/12 and 0 < δ < δ 0 (β), the implication enables us to get a better bound as long as α(1 − δ/2) < cδ + β/2. Hence iterating the implication finitely many times one can get the bounds R ǫ R cδ+β/2 . Since one can choose arbitrary small ǫ, δ > 0, we get for α > β/2
and hence Theorem 1.2.
3.1. Bilinear decomposition. The rest of the paper is devoted to the proof of Proposition 3.1. We prove this by using what is called 'bilinear methods' which were used to study bilinear restriction estimate to hypersurfaces (see [16, 25, 27] ).
Proposition 3.2. Let R −1/4 ≤ ρ ≤ 1 and let B 1 , B 2 be balls of radius ρ contained in A(1). Suppose (3.1) is valid for some α > 0 whenever f is Fourier supported in A(1). Then if f, g are Fourier supported in B 1 , B 2 , respectively, there is δ 0 (β) > 0 such that for any ǫ > 0, 0 < δ < δ 0 (β),
with c independent of ǫ, δ and ρ.
An elaboration with the argument here makes it possible to get a slightly better bound of Cρ ǫ 0 R ǫ (R 2α(1−δ/2) + R cδ+β ) for some ǫ 0 > 0 but we choose not to do it.
Once Proposition 3.2 is established, Proposition 3.1 can be proven by the standard argument (see [17, 27] ).
Proof of Proposition 3.1. By a finite decomposition and mild dilation one may assume f is supported in a unit cube B ⊂ A(1). For each j, 2 −j ≥ R −1/4 we dyadically decompose B ×B into dyadic subcubes B j k ×B j k ′ of side length 2 −j . Then by a Whitney type decomposition of B × B away from its diagonal (see [27] ) it is possible to write (e it∆ f ) 2 as By triangle inequality it follows
Since there are only O(log R) j, it is enough to show that (3.1) implies
for any ǫ > 0 and 0 < δ < δ 0 (β). The case 2 −j ∼ R −1/4 can be easily handled. By Lemma 2.11 and Schwarz inequality
Since there are at most O(1) k satisfying B 
with C, independent of j. Using Cauchy-Schwarz inequality and Placherel's theorem as before gives
Hence the required (3.2) follows. Remark 3.3. As usual in Proposition 3.3 one may try to derive the estimate for small separation (ρ ≪ 1) from rescaling the bilinear estimate with large separation
x -estimate the rescaling argument does not seem to be applied in direct way. However, there is a heuristics which supports that the estimate for small ρ does not get worse than the estimate for ρ ∼ 1. Consider the case in which f and g are Fourier supported in A(ρ) with dist (supp f, supp g) ∼ ρ. Hence by the standard parabolic rescaling we need to consider
for f, g Fourier supported in A(1) with dist (supp f, supp g) ∼ 1. (By localization (Lemma 2.7) we can even replace B(0, ρR) with B(0, ρ 2 R).) Hence if we assume sup 0<t≤R |e it∆ f e it∆ g| L 1 (B(0,R)) ≤ CR α f 2 g 2 for f, g Fourier supported in A (1) with large separation, it gives
Since the waves Fouirer supported on A(ρ) spend more time in B(0, R) than the ones Fourier supported in A(1), better bounds are expected for the case in Proposition 3.2.
Proof of Proposition 3.2.
Fix β > 1 − 1/12 and 0 < δ < δ 0 (β) which will be decided later. By dilation and spatial rotation we may assume ξ 0 = e 1 . Throughout this section we use the notations in section 2.4. Using Lemma 2.6, it is enough to show (3.1) implies that there is δ 0 (β) > 0 such that (3.4)
for ǫ > 0, 0 < δ < δ 0 (β) and
Here p w 1 , p w 2 are normalized wave packets.
3.2.1. Pigeonholing; reduction. To show (3.4) we may assume that all the associated tubes T w i intersect Q(0, 2R) since the contributions from the others are negligible. We denote by Q 0 the collection of q ∈ Q(R, ρ) which covers Q(0, R). Precisely,
So all q ∈ Q 0 is trivially contained in Q(0, 2R). For dyadic numbers µ 1 , µ 2 ≥ 1 we set
Hence there are O((log R) 2 ) such pairs (µ 1 , µ 2 ) for which Q(µ 1 , µ 2 ) is nonempty. By triangle inequality it is enough to show for each dyadic µ 1 , µ 2 ,
We sometimes drop the subscripts w 1 ∈ U 1 , w 2 ∈ U 2 in the summation if things are clear in the context.
For a given set E ⊂ R 3 × R let us denote by Proj(E) the projection of E into x-space. We setQ
Then from the definition of Q(R, ρ) it is clear thatQ(µ 1 , µ 2 ) is a collection of essentially disjoint rectangles. For eachq ⊂Q(µ 1 , µ 2 ) let us set ν(q) = |{q ∈ Q(µ 1 , µ 2 ) : Proj(q) =q}| and for dyadic number ν ≥ 1 letQ(ν, µ 1 , µ 2 ) be the set given bȳ
Also we set
Since there are O(log R) ν, by pigeonholing it is enough to show for dyadic ν, µ 1 , µ 2 ,
To show the above, we may discard p w i for which the associated R δ T w i is not intersecting any of the parallelepiped in Q(ν, µ 1 , µ 2 ) since the contributions from theses waves are O(R −M ) for any M. Hence in stead of considering whole U 1 and U 2 it is enough to consider
Clearly we may assume W 1 and W 2 are nonempty.
Then it is clear that for all w i ∈ W i (3.5)
+cδ .
with some c > 0 because q is comparable to a tube of dimension about (R 1/2 ) n × (ρ −1 R 1/2 ) with axis parallel to (2e 1 , 1). Also for dyadic number λ i ≥ 1, set
, by triangle inequality there are dyadic numbers λ 1 , λ 2 such that
Let us set
It should be noticed that the norm is actually taken over the set q∈Q λ 1 ,λ 2 R δ q.
That is to say, if T w 1 ∩ T w 2 does not intersect any of R δ q, by (2.2) the contribution is negligible. So, for i = 1, 2 we set
Then the matters are reduced to showing
In fact, for the most part of the argument it is enough to work with the larger set W o i (λ i ) but the refined set W i (λ i ) will be important in the section 3.3.3.
3.2.2.
Decomposition into hard and soft parts. We break the set Q(0, R) into disjoint union of rectangular slabs {σ} of dimension (R) n × R 1−δ . Precisely, let I be disjoint intervals of length about
For each w i ∈ W i (λ i ) we define σ(w i ) ∈ {σ} to be a slab which maximizes
Possibly there may be many choices for σ(w i ). Then we simply choose one of them. Since |{σ}| ∼ R δ and the tubes T w i meet slabs σ with angle ∼ 1, it follows that for
Let us define a relation ∼ between w i ∈ W i (λ i ) and σ ∈ {σ} by saying
The relation ∼ is similar those in [24, 30] . So it is obvious that for all w i ∈ W i (λ i ),
Roughly one can expect that the contribution of p w i over the set σ is not so strong if w i ∼ σ. Hence using the relation ∼ and the triangle inequality we beak the left hand side of (3.8) to get
Here w i ⊂ W i (λ i ), i = 1, 2. Now (3.8) will follow if one can show
As one can expect that I seems to be hard to handle directly. For I we just use the assumption (3.1) to show a slightly better bounds is possible. Main part of the argument is to get a good bound for II which will determine the value β in the end. It should be noted that unlike the usual approach ( [24, 30] ) we impose the unrelated condition for both w 1 and w 2 in II.
Proof of (3.11). It is obvious that
Here we are assuming that w i ∈ W i (λ i ) for i = 1, 2. By triangle inequality
We show (3.11) for I = I 1 , I 2 and I 3 .
From the assumption (3.1) and Lemma 2.7 it is not hard to see
In fact, decomposing the slab σ into disjoint cubes Q of side length R 1−δ so that b = Q, one can see |{Q : Q ∩ R δ T w i }| = O(1) for each w i ∈ W 0 i , i = 1, 2 because T w i meets the hyperplane t = 0 with angle ∼ 1. By translation and the assumption 
By Cauchy-Schwarz inequality,
Changing the order of summation and using (3.10) it is easy to see
Hence we get
which is slightly better than what is required.
Nextly we consider I 2 and I 3 . By symmetry it is enough to handle I 2 which is bounded by σ χ σ (
So we need only to handle the first. Note that for each fixed x σ χ σ (
Hence, using Cauchy-Schwarz inequality we get σ χ σ (
We apply (3.13) to the first factor and (3.1) to the second (together with (2.4) and (2.5)) to get σ χ σ (
Therefore, using (3.10) we get
This completes the proof of (3.11).
3.3. Proof of (3.12). All the rest are now devoted to showing (3.12). Since there are only O(R δ ) σ, to show (3.12) it is enough to consider a single σ. That is to say, we will show that if β > 1 − 1/12, there is δ 0 (β) > 0 such that for any ǫ > 0, 0 < δ < δ 0 (β), (3.14)
q χ q (
For simplicity we denote by ∼σ the summation w 1 ∼σ and w 2 ∼σ . From now on we assume that q ∈ Q(ν, µ 1 , µ 2 ) and w 1 , w 2 are contained in W 1 (λ 1 ), W 2 (λ 2 ), respectively, with specified dyadic numbers µ 1 , µ 2 , ν, λ 1 , λ 2 ≥ 1 even if it is not explicitly mentioned.
Let N be a number ≫ δ, which will be determined later. We try to achieve a bounds of
for the left hand side of (3.14), which gives slightly better than the currently known bound R 1 ( [22, 28] ). We do it by considering cases which are classified by using parameters
is possible for a case, we put it aside by accepting the bound. Then we concentrate on the other case and seek for another case which admits the acceptable bounds. We continue this procedure until we could show that no case is left. Hence it is possible to achieve the acceptable bound for any case. It will be shown by deriving a contradiction for some N > 0.
We start with considering λ 1 , λ 2 . From Lemma 2.13 q χ q ( w 1 ∼σ and w 2 ∼σ 
We write the left hand side of (3.14) as
It is possible becauseq are (essentially) disjoint with each other. Fixingq, we try to get estimates for
The difference between |W i (q)| and |W i (λ i , q)| should be noted. By the line of argument in the proof Lemma 2.13 (see (2.15)) it is easy to see for any M q:Proj(q)=q
1. An L 2 estimate. Now we to estimate the left hand side of (3.16) using a different method which is based on the bilinear L 2 argument.
Proposition 3.4. Letq ∈Q(ν, µ 1 , µ 2 ) withq ∩ Proj(σ) = ∅ and set
Then,
Proof. Obviously,
SANGHYUK LEE
Since the measure ofq is ∼ ρ −1 R 3/2 , using Hölder's inequality and the fact that ℓ 2 ⊂ ℓ ∞ , we see
As before we may assume that in the inner summation all the associated tubes are intersecting R δ q by allowing appearance of an additional O(R −M ) term. Recall that the space-time Fourier transform of the packets are supported in a ball of radius about ρ. Hence applying Bernstein's inequality in t we get
Combining this with the above, we get
Applying Lemma 2.14 to the sets W ∼σ 1 (λ 1 , q) and W ∼σ 2 (λ 2 , q), one can see
where N is given by
Hence taking square root on the both side and using (3.18) we get
To finish the proof we need only to show N ≤ N * . It will follows if we show that for any v 1 , v 2 and q 0 ∩ σ = ∅,
For this we apply Lemma 2.15 with 
. Comparing these two, we show in the following lemma that the acceptable bound is possible if
are large enough or small enough. Hence it enables us to narrow the possible range of the values
Furthermore, if
Using the lemmas 3.5 to achieve the bound
, it is enough to consider the case
Because the other case allows the acceptable bound. The upper bound does not have any role in the following. In fact, recalling |W 2 (λ 2 , q)| < 2µ 2 and using Cauchy-Schwarz inequality, we get q∩σ =∅ |W 1 (λ 1 , q)| Recall that we are assuming q ∈ Q(ν, µ 1 , µ 2 ). From the definition of W 1 (λ 1 , q),
|{q ∈ Q(ν, µ 1 , µ 2 ) : R δ q ∩ T w 1 = ∅}| ≤ Cλ 1 |W 1 |.
Finally note that |{q ∈ Q(ν, µ 1 , µ 2 ) : q ∩ σ = ∅}| = O(νρR 
≤ CR cδ ρ For the second inequality we used the fact that |W i (λ i , q)| µ i ∼ |W i (q)| and |{q ∈ Q(ν, µ 1 , µ 2 ) : Proj(q) =q}| ≤ 2ν if q ∈ Q(ν, µ 1 , µ 2 ). Taking summation alonḡ q, it is enough to show q |W 1 (q)| By Cauchy-Schwarz inequality the left hand side is bounded by
As before, using (3.5) one can show q |W i (q)| ≤ CρR 1/2+cδ |W i |, i = 1, 2. This completes the proof.
3.3.
3. An inequality for ν,Q(ν, µ 1 , µ 2 ). For a pair (w 1 , w 2 ) ∈ W 1 × W 2 , there are at most O(1) q ∈ Q(R, ρ) which meets with T w 1 ∩ T w 2 . So it is possible to get a bound for the number of q ∈ Q(ν, µ 1 , µ 2 ) in terms of |W 1 | and |W 2 |. On the other hand we have a relatively precise estimate for |W 1 | and |W 2 | under the assumptions (3.15), (3.19) which we made before. These facts enable us to obtain a nontrivial inequality which connects ν,Q(ν, µ 1 , µ 2 ).
To begin with we consider the integral
χ R 2δ Tw 1 )(
χ R 2δ Tw 2 )dxdt.
Recall that Q λ 1 ,λ 2 ⊂ Q(ν, µ 1 , µ 2 ) and |Q λ 1 ,λ 2 | ≤ ν|Q(ν, µ 1 , µ 2 )| (see (3.6) If w 1 ∈ W 1 (λ 1 ) and w 2 ∈ W 2 (λ 2 ), from the definitions of Q λ 1 ,λ 2 , W 1 (λ 1 ) and W 2 (λ 2 ) (see (3.7)) one can easily see that R 2δ T w 1 ∩ R 2δ T w 2 contains at least one q ∈ Q λ 1 ,λ 2 because T w 1 ∩ T w 2 ∩ R δ q = ∅ for some q ∈ Q λ 1 ,λ 2 . Hence, interchanging the order of summation we have Now we show that for some N > 0 it is impossible to satisfy the conditions (3.15), (3.19) simultaneously. This means that all the possible cases are already covered by those cases we put aside before we made the assumptions (3.15), (3.19) . Hence the acceptable bound R cδ R 1−N/2 is possible.
Using (3.21) with trivial bounds |Q(ν, µ 1 , µ 2 )| ≤ CR 
This completes the proof of (3.14) for β > 1 − 1/12.
Remark 3.6. Here we only used the trivial bounds for ν and |Q(ν, µ 1 , µ 2 )|. However if one can have better control over them, the result can be improved further. Even though, it is not sure whether one can exclude the case ν ∼ 1 and |Q(ν, µ 1 , µ 2 )| ∼ R 3 2 which can be also considered as an extremal case. The (3.15), (3.19) and (3.21) are valid for any dimension but it does not seem to be easy to get a control of |Q| which is good enough to give an improvement especially in higher dimensions.
