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る自己回帰和分移動平均(Autoregressive Integrated Moving 























































































ニューラルネットワークの第 l 層のニューロン i にお
ける特徴量を  l
ix ，第 l 層から第 l+1 層への接続関係の種





イアスを ( )lib ，接続関係 r で vi とつながるニューロンvj の
集合を r
iN ，活性化関数を f ( )，正規化定数を1/ci, rとする． 
このとき，単層かつ1チャネルのモデルにおけるR-
GCNの畳み込み演算は，式(1)で表現できる． 
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第 l 層・チャネル k の道路リンク i の状態を  
,
l
i kx ，第 l 

















性化関数をf ( ) と表すと，畳み込み演算は式(2)で表せる． 
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第 l 層から第 l + 1層へのプ－リング演算における，道
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均二乗誤差 (Mean Squared Error : MSE) と平均絶対誤差 
(Mean Absolute Error : MAE) を用いる．時刻 i の観測値をyi，



























































































1 2 3 
8 0.06498 0.06215 0.06215 
16 0.06502 0.06178 0.06272 




1 2 3 
8 0.00755 0.00690 0.00698 
16 0.00754 0.00684 0.00704 
































































シュ番号: 533946, VICS ID: 808）の2017年4月6日の混雑時 
 
表-3 各モデルの予測精度 





34,842 38,017 ― ― 
MSE 0.005485 0.005526 0.005104 0.009408 




週，2次メッシュID: 533946, VICS ID: 808） 
 
図-8 4月第1週の観測値に対する提案モデルと全結合モデルの


















































112 123  6.12  6.10  8.33  746 74  4.57  4.67  5.57  
113 127  6.88  6.84  9.76  747 125  5.40  5.81  6.35  
114 97  6.68  6.09  8.71  748 67  4.24  4.12  4.99  
115 120  5.91  5.87  8.31  750 77  4.45  4.51  5.13  
124 146  7.33  7.54  9.03  752 77  4.33  4.33  5.70  
125 158  8.59  8.70  10.78  753 79  5.43  5.43  7.97  
126 136  7.36  7.14  10.02  754 98  5.86  5.83  8.14  
127 123  6.10  6.12  8.29  755 121  6.86  6.96  8.45  
239 116  5.57  5.59  7.22  805 149  5.53  7.13  5.70  
240 87  5.29  5.21  7.34  806 128  4.45  5.36  6.17  
241 101  5.66  5.62  9.28  807 73  4.15  4.19  5.75  
242 133  7.12  6.91  9.41  808 78  3.87  3.88  5.38  
243 89  6.13  5.36  6.33  809 73  3.95  4.00  5.36  
252 101  5.44  5.39  6.71  810 70  4.22  4.29  5.38  
253 96  5.10  5.19  6.23  811 76  4.25  4.26  5.77  
254 100  5.28  5.22  7.36  812 71  4.30  4.32  5.96  
255 94  4.65  4.69  6.56  813 85  4.29  4.26  5.78  
256 114  5.10  5.34  6.57  814 196  4.95  6.34  6.57  
438 130  6.47  6.52  8.31  822 85  4.87  4.95  6.52  
439 117  5.84  5.82  7.60  834 79  11.82  6.03  6.05  
440 116  5.70  5.80  7.91  838 85  4.86  4.85  6.57  
441 115  5.60  5.75  8.16  839 70  4.37  4.38  5.52  
442 111  5.12  5.05  6.92  841 87  5.72  5.61  7.38  
443 112  5.67  5.57  6.90  842 96  5.47  5.41  7.00  
444 126  5.99  5.90  7.17  843 93  4.88  4.98  6.96  
445 131  5.96  6.26  8.04  844 82  4.59  4.62  6.48  
446 134  5.06  5.28  7.08  847 68  4.12  4.12  5.65  
447 167  7.04  7.19  9.06  848 80  4.60  4.67  6.53  
509 87  5.83  5.59  7.09  849 117  4.77  5.15  6.36  
510 88  5.43  5.25  7.46  850 103  6.05  6.06  8.08  
511 86  6.36  6.50  7.63  854 103  6.04  6.06  8.08  
512 98  5.22  5.38  6.99  859 96  4.73  4.83  6.68  
513 95  5.45  5.34  7.67  860 92  4.16  4.46  5.70  
514 102  5.81  5.67  8.59  862 113  5.32  5.83  7.21  
515 107  5.56  5.51  8.12  867 85  4.57  4.69  6.28  
516 106  5.92  5.94  7.85  868 101  5.44  5.42  6.98  
517 97  5.28  5.31  7.23  870 58  3.35  3.28  4.15  
518 95  5.43  5.24  7.84  953 64  2.95  3.16  3.70  
519 99  5.38  5.36  7.97  956 76  4.10  4.37  5.58  
520 73  4.74  4.62  6.93  1114 76  4.09  4.37  5.58  
521 99  5.64  5.47  8.11  1117 52  2.86  3.08  3.63  
522 86  4.73  4.49  7.10  1156 162  6.78  6.90  9.17  
731 87  5.16  5.23  6.40  1159 145  6.86  6.83  8.38  
732 53  3.18  3.16  4.13  1167 92  5.27  5.36  6.72  
734 77  4.24  4.37  5.52  1234 89  4.13  4.52  5.75  
736 87  4.29  4.42  6.01  1236 80  3.58  3.88  4.78  
744 59  3.68  3.74  4.63  1309 84  4.83  4.49  3.64  
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SHORT-TERM TRAFFIC VOLUME PREDICTION BY NEURAL NETWORK 
CONSIDERING CONNECTIVITY TYPES BETWEEN ROAD LINKS 
 
Koji YOSHIDA and Ryo INOUE 
 
Detailed observation data on road traffic conditions enhance the possibility of accurate short-term traffic 
volume prediction. Deep learning is one method of predicting the short-term traffic volume of road sections 
on highway networks, and it provides high prediction accuracy. We propose a new convolutional neural 
network model that predicts the traffic volume of road links on urban networks, whose structure is more 
complex than that of highway networks. The proposed model is designed to consider the connectivity types 
of road links on urban networks through a convolution operation. The proposed model consists of three 
types of layers. A set of convolution layers extracts the local features of road networks through the convo-
lution operation based on the connectivity types of road links. A pooling layer summarizes outputs of the 
convolution layers. A fully-connected layer extracts the global features of traffic conditions on a target 
urban network. We conducted an experiment to predict the traffic volume of road links on an arterial road 
network in Tokyo. The results indicated that the proposed model provides almost the same prediction ac-
curacy as that of the fully-connected neural network model, even though the proposed model contains fewer 
parameters compared to the fully-connected neural network model. 
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