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Abstract. For accurately and efficiently computing derivatives of the stationary measure
of chaos with respect to system parameters, this paper develops the linear response
algorithm on a manifold, while obeying the roughness of stable and unstable directions.
The main technique is to expand and reformulate the unstable divergence, so that it is
characterized by a renormalized second-order tangent equation, whose second derivative
is taken in the shadowing direction. The linear response algorithm makes sense when
integrations of shadowing directions do not explode, and its convergence is rigorously
proved for uniform hyperbolic systems.
1. Introduction
Chaos is ubiquitous across many disciplines, such as fluid mechanics, geophysics, and
machine learning. The derivative, or linear response, of some averaged performance to
parameters, is fundamental to many numerical tools widely used in those disciplines, such
as gradient-based optimization, error analysis, and uncertainty quantification. Due to the
phenomena of exploding gradients, differentiation of chaotic systems has been challenging,
and various solutions have been developed.
The linear response formula gives the formula for such derivatives. It was originally
developed for Hamiltonian systems [18, 15]. Later, this formula was rigorously proved for
the differentiation of SRB measures of various hyperbolic systems, [31, 32, 34, 17, 12], where
the SRB measure is the model for the limiting stationary distributions, and hyperbolicity
is typically used as a model for general chaotic systems. It should also be noted that linear
response is known to fail for certain systems [6].
Numerically, the linear response formula can be accurately computed using the ensemble
approach, [19, 13, 20, 16], where the conventional sensitivity formula is averaged over an
ensemble of trajectories. Ensemble approach is typically expensive, due to averaging out
an noise growing exponentially to the individual trajectory length [9]. Another accurate
algorithm is to evolve the entire SRB measure by the linearized dynamics, which could be
even more expensive, but it gives more information about the measure [5]. On the other
hand, there are several efficient approximation algorithms, such as the blended response
algorithm [1, 2], and the space split sensitivity algorithm [10]. Both approximation
algorithms are reviewed with more details at end of section 4.1.
The approximation algorithm pertinent to this paper is the non-intrusive shadowing
algorithm. Shadowing methods accurately computes the shadowing direction defined by
E-mail address: niangxiu@math.berkeley.edu.
Date: September 8, 2020.
1
ar
X
iv
:2
00
9.
00
59
5v
2 
 [m
ath
.D
S]
  7
 Se
p 2
02
0
2 LINEAR RESPONSE ALGORITHM
the shadowing lemma [3, 8, 28]. More importantly, it accurately computes the shadowing
contribution of the linear response formula, which can be a good approximation of the
entire linear response for some important cases, such as high-dimensional systems with
low-dimensional attractors [23]. Historically, shadowing algorithms were developed under
a trajectory-based argument, under the extra assumption that shadowing trajectories are
representative [35, 11], which is typically not true for systems with SRB measures [33].
The computational efficiency of shadowing methods is boosted by a ‘non-intrusive’
formulation, based on a wholistic characterization of the shadowing directions [25, 26].
Currently, for some high dimensional problems, such as computational fluid systems
with 4× 106 degrees of freedom, non-intrusive shadowing algorithms are among the few
affordable choices [22]. The adjoint shadowing theory and corresponding non-intrusive
algorithms were also developed [21, 24, 7]. A side result of adjoint shadowing theory is an
efficient algorithm, the ‘little-intrusive’ formulation for computing the oblique projection
operators, which uses only the unstable tangent and adjoint subspace, but not the full
stable subspace: this technique can be carried to other algorithms to improve efficiency.
Section 2 reviews the linear response formula, and explains how to partition it into
shadowing and unstable contributions. Section 3 reviews how to compute the shadowing
contribution by non-intrusive shadowing algorithms. Efficient and accurate computation
of the unstable contribution, was unsolved, mainly because that the most easily obtained
chart of the unstable manifold, the one given by unstable covariant Lyapunov vectors
(CLV), is non-differentiable; moreover, the stable subspace is typically not differentiable
along any unstable directions. The linear response algorithm developed in this paper
obeys such roughness, by expanding the unstable divergence in a way similar to how its
regularity was originally proved. This expanded formula is given in theorem 7, following
the three steps of transformations in section 4.
Section 5 further reformulates the expansion, and concludes in theorem 13 that, the
unstable divergence is fully characterized by a renormalized second-order tangent equation,
where all stable/unstable oblique projection operators are summarized into a modified
shadowing direction, to which the pushforward operator is differentiated. Hence, we
completely furlough the computation of oblique projection operators, and the algorithm
makes sense whenever integrations of shadowing directions do. Section 6.1 gives the
detailed procedure list, and section 7 shows a numerical application on a modified solenoid
map, which is a three-dimensional system with a two-dimensional unstable subspace, whose
direction is unknown beforehand.
2. Review of linear response formula
Let f be a smooth diffeomorphism on a Riemannian manifold M , whose dimension
is also denoted by M ; let ρ be the SRB measure of f . Assume that K :=supp(ρ) is a
hyperbolic compact set, that is, TKM (the tangent bundle restricted to K) has a continuous
f∗-invariant splitting TKM = V s
⊕
V u, where f∗ is the pushforward operator, such that
there are constants C > 0, λ < 1, and
max
x∈K
‖(f−n∗ |V u(x))‖, ‖(fn∗ |V s(x))‖ ≤ Cλn for n ≥ 0,
We call V u and V s the stable and unstable subbundles respectively; also let u, s denote
the dimension of the unstable and stable manifolds, hence, u+ s = M .
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Local stable manifolds, Vs(x), are manifolds as smooth as f , tangent to V s(x) at x, and
there are C > 0 and λ < 1 such that if y, z ∈ Vs(x),
d(fny, fnz) ≤ Cλnd(y, z) for n ≥ 0,
where d is the distance function. Local unstable manifolds are defined similarly with n
replace by −n. For all x ∈ K, the local unstable manifolds Vu(x) lie in K, whereas the
local stable manifolds Vs(x) fill a neighborhood of K.
Out notation does not distinguish a function and its pullback by the diffeomorphism f ;
which function we mean is determined from context. For example, for a vector field Y on
Vu, f∗Y could refer to either a vector field on f(Vu), or its pullback to Vu. In this paper,
subscripts n, k,m are only for labeling steps, and for a function J , we use Jk to denote its
restriction on fk(Vu), or the function pulled back to Vu. According to our notation,
fk∗ Y (Jk) = Y (Jk),(1)
where Y (·) means to differentiate in Y ’s direction. Since fk∗ Y takes value on fk(Vu), the
left Jk is a function on fk(Vu); in contrast, since Y is on Vu, the right Jk is a function
pulled back to Vu. Whether fk∗ Y is a pullback is not important for making sense of this
expression. Note that this convention does not apply to other diffeomorphisms.
We constrain our considerations to those SRB measures which can actually be obtained
by numerical simulations, that is, when K is an attractor. Also, we assume that the SRB
measure being observed is uniquely ergodic, that is, for any smooth observable function, or
objective, Φ, ρ(Φ) = limn→∞ 1n
∑n−1
k=0 Φ(fkx0) for almost all initial conditions x0 according
to the Lebesgue measure. Finally, we regard f as being parameterized by some scalar
γ, and all perturbation on f are induced by changing γ, that is, xk+1 = f(xk, γ), and
δf = ∂γfδγ.
The goal of the linear response formula, and hence our algorithm, is to perform sensitivity
analysis, that is, to compute the ratio between δρ(Φ) and δf . A formal derivation gives
the linear response formula [31, theorem 3.1, remark (b)],
(2) δρ(Φ) =
∞∑
n=0
ρ (X(Φn)) =
∞∑
n=0
ρ 〈grad Φn, X〉 ,
where 〈·, ·〉 is the Riemannian metric, X := δf ◦ f−1, and the second equality is just the
definition of gradients.
Due to the existence of unstable components, 〈grad(Φn), X〉 grows exponentially to
n: this phenomenon is also known as the ‘exploding gradients’. Computationally, the
number of samples requested to evaluate the integration to ρ also grows exponentially
to n, incurring large computational cost [9]. Theoretically, it is also hard to justify the
convergence of the summation in equation (2) directly.
To prove the linear response formula actually gives the correct linear response, Ruelle
decompose the linear response to two parts. The first part accounts for the change of
the location of the attractor via a conjugation map, which maps an old trajectory to its
shadowing counterpart. We will refer to the first part as shadowing contribution. The
second part accounts for the change of stationary measure after the two attractors are put
at the same location via the conjugation. In view of its expression, we call the second part
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the unstable contribution. More specifically,
δρ(Φ) = S.C.− U.C. , where U.C. := ∑
n∈Z
ρ (Φn divuσXu) ,
S.C. :=
∑
n≥0
ρ 〈grad Φn, Xs〉 −
∑
n≤−1
ρ 〈grad Φn, Xu〉 .
(3)
Here divuσ is the divergence on the unstable manifold under the conditional SRB measure,
details to be given later. Now the unstable contribution subjects to decay of correlations,
justifying its convergence. Computationally, the difficulty now becomes computing divuσXu,
which is the main target of our linear response algorithm.
For uniform hyperbolic systems, Ruelle showed that divuσXu is Holder continuous over
K, and that the linear response formula is true [32]: this is also the setting of our current
paper. It should be noted that the linear response formula can be proved for more general
cases, whereas it is also known to fail for some cases [6]. For example, Dolgopyat proved it
for the partially hyperbolic systems with some mixing conditions [12]. It was also been
conjectured that the formula is true for non-uniform hyperbolic systems with unstable
dimension > 12 .
It should be noted that our linear response algorithm, as its name suggests, is derived
from the linear response formula, in the form of equation (3). The proof of the convergence
of our algorithm hinges on the regularity of the unstable divergence, but not on the
equivalence between the linear response formula and the true sensitivity; the later case is
much more challenging, whereas the former can be proved under weaker conditions. In
fact, our algorithm makes sense whenever the integration of shadowing direction does not
explode, which is true beyond uniform hyperbolicity. Hence, there is a good chance that
our algorithm is a correct account of the linear response formula, whenever the formula
truly gives the correct sensitivity. It is only for the simplicity of discussions that we choose
to work under uniform hyperbolicity.
3. Non-intrusive algorithm for shadowing contributions
A ‘non-intrusive’ tangent sensitivity algorithm is one which requires only the tangent
solutions as data. There are several ramifications for non-intrusiveness, making the
algorithm efficient and robust.
(1) Non-intrusive algorithms do not compute unstable projection operators, since the
‘little-intrusive’ algorithm for projection operators requires also adjoint solvers, which
runs backwards.
(2) No additional information on the tangent equation, such as the Jacobian matrices, is
needed once the solutions are obtained.
(3) The instability of the tangent equation is removed by some operations using only tan-
gent solutions, for example, by subtracting homogeneous solutions from inhomogeneous
solutions.
(4) Once the instability is suitably removed, precise initial condition is not necessary.
The adjoint non-intrusive algorithm, such as NILSAS, replaces tangent solutions by adjoint
solutions [24]. The non-intrusive formulation for the unstable contribution will be discussed
later in this paper. This section reviews the NILSS algorithm, which is the non-intrusive
algorithm for computing shadowing contributions [25].
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It is shown in [23] that the shadowing contribution can be computed by
S.C. = ρ 〈grad Φ, v〉 ,
where v is the shadowing direction, defined as
v :=
∑
k≥0
fk∗X
s
−k −
∑
k≥1
f−k∗ X
u
k ,
where Xk(x) ∈ TfkxM , and f−k∗ Xuk (x) ∈ TxM . This definition of shadowing direction
explicitly involves the stable and unstable projections. To obtain a non-intrusive char-
acterization of v, first define the inhomogeneous and homogeneous tangent equations
respectively as
v1 = f∗v +X1, e1 = f∗e,
where X1(x) ∈ TfxM . Now we may use the exponential growth of homogeneous tangent
solutions to prove a wholistic characterization of shadowing direction.
Lemma 1. v is the only bounded inhomogeneous tangent solution.
This characterization involves only the tangent solution, urging us to look for a non-
intrusive algorithm. On a given trajectory {xn}, the NILSS algorithm computes the
shadowing direction, vn := v(xn), by the constrained minimization,
min
a∈Ru
1
2N
N−1∑
n=0
‖vn‖2, s.t. vn = v′n + ena ,
where e is a matrix whose columns are homogeneous tangent solutions, and v′ is an
arbitrarily chosen inhomogeneous tangent solution. In other words, the boundedness
property is approximated by a minimization, while the feasible space of all inhomogeneous
tangent solutions, which has M dimensions, is reduced to an affine subspace of only u
dimensions, parallel to V u. The NILSS algorithm is an ingredient of our linear response
algorithm, and its procedure list is included in section 6.1.
If the unstable contribution is small, we may choose to neglect it or approximate it
crudely. For example, for systems with uM and exponential decay of correlations, and
some independence between X and Φ, the unstable contribution is typically in the order of√
u/M [23]. Hence, we may approximate linear response by the non-intrusive shadowing
algorithms. It is possible to further add some unstable contributions by a correction term,
using the ‘little-intrusive’ algorithm for projection operators [23]. Since the non-intrusive
shadowing algorithm is part of the linear response algorithm, it does not hurt to first try
shadowing methods, which is faster and maybe accurate enough; if shadowing methods do
not work well, we may further compute the unstable contribution.
4. Expanding unstable divergence
The first half of our development of the linear response algorithm is akin to the proof
of the regularity of the unstable divergence. This is because that both computation and
theory face similar difficulties, that is, the roughness in the stable and unstable directions.
In this section, we go over three transformations used in the proof of the regularity of
the unstable divergence. In particular, we shall derive some previously missing formulas,
which are used for developing the algorithm.
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To suppress the exploding gradients in equation (2), we integrate by parts on the
unstable manifold under the conditional SRB measure, this gives equation (3), which
suggests decay of correlation. We shall first expand the difference between the unstable
divergence under the SRB measure and the Lebesgue measure. The next difficulty is that,
each directional derivative in the Lebesgue unstable divergence is only a distribution but
not a function. However, if the summation of directional derivatives is regular enough
to enable decay of correlations, we should be able to put u directional derivatives into
one derivative of a differentiable function. This is our second transformation, where the
differentiable function is the volume ratio between two sections of stable manifolds. Finally,
we expand the volume ratio to show that it is indeed continuous.
4.1. Integration by parts and measure change.
In order to use of decay of correlations to justify convergence, physicists used the
integration by parts on the linear response formula [15, 18]. For SRB measure, the
integration by parts should be performed on the unstable manifold, under the conditional
SRB measure. This yields unstable divergence under SRB measure, which relates to the
Lebesgue unstable divergence by a measure change. This subsection presents this classical
treatment with some previously missing formulas.
To start, first recall that the conditional SRB measure on an unstable manifold Vu
is smooth, and we denote its Radon-Nikodym derivative to the u-dimensional Lebesgue
measure by σ. Let ω be the volume form on Vu, ρ be the SRB measure. Integrations to
ρ can be done by first integrating to σω in the unstable direction, then to the quotient
measure on the stable direction.
For now, we only know that Xu is Holder continuous, and its derivatives are distributions;
later, we will prove the regularity of the unstable divergence, divuXu, defined as the
divergence on the unstable manifold under Riemannian metric. For any smooth function
φ, we have
Xu(φ)σ + φXu(σ) = Xu(φσ) = divu(φσXu)− φσ divuXu.
Integrate on a piece of unstable manifold Vu, we have∫
Vu
Xu(φ)σω =
∫
Vu
divu(φσXu)ω −
∫
Vu
(
φ
σ
Xu(σ)
)
σω −
∫
Vu
(φ divuXu)σω.(4)
We will deal with the first two terms on the right hand side in this subsection, and leave
the last term, which involves the unstable divergence, to the next two subsections.
When further integrating over the entire attractor with SRB measure ρ, the first term
on the right of equation (4) becomes zero. To see this, first notice that the divergence
theorem reduces it to boundary integrals. Intuitively, since unstable manifolds always lie
within the attractor, and they do not have boundaries, the boundary integral would never
appear when integrating over ρ, and hence this term becomes zero. More rigorously, first
choose a Markov partition with a small diameter, then notice that the boundary integrals
cancel between two adjacent rectangles. To conclude, we have now
ρ(Xu(φ)) = −ρ (φ divuσXu) , where divuσXu :=
1
σ
Xu(σ) + divuXu.
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In the rest of this paper, let e := e1 ∧ · · · ∧ eu ∈ (V u)∧u be any u-vector field varying
smoothly on each one unstable manifold, but not necessarily continuous in all directions.
In fact, we may regard e as vector fields on individual unstable manifolds. We can make
it continuous, for example, by the unstable manifold theorem, e˜ := e/‖e‖ is unique and
continuous modulo an orientation. Here the tensor norm ‖·‖ is induced by the Riemannian
metric, which is the u-dimensional volume of the hyper-parallelepiped spanned by {ei}ui=1.
Lemma 2 (expression for measure change). The following formula converges uniformly
1
σ
Xu(σ) =
∞∑
k=1
−
〈
∇f−k+1∗ Xuf∗e−k, f∗e−k
〉
〈f∗e−k, f∗e−k〉 +
〈
∇f−k∗ Xue−k, e−k
〉
〈e−k, e−k〉
(5)
where e−k is any smooth vector field on f−kV u, for example, we can take e˜k.
Remark. Due to uniform convergence, Xu(σ)/σ is uniform continuous over K; moreover,
an algorithm computing this expansion would converge to the true solution. A more
careful analysis would show that this term is in fact Holder, as claimed in [32]; we will not
pursue Holder continuity here, for it does not directly affect the algorithm.
Proof. Since SRB measure is the weak limit of the Lebesgue measure, the conditional SRB
measure σ on Vu is the result of evolving the Lebesgue measure starting from the infinite
past. More specifically, for x ∈ Vu,
σ =
∞∏
k=1
Ck
(
Ju−k
)−1
,
where Ck is constant over Vuk to keep the total conditional measure at 1, and Ju is
the unstable Jacobian computed with respect to the Riemannian metric on Vu, more
specifically, for any e,
Ju := ‖f∗e‖‖e‖ =
(〈f∗e, f∗e〉
〈e, e〉
)0.5
.(6)
Notice Ju does not depend on the particular choice of e. By the Leibniz rule of differentia-
tion, and the notation convention explained in equation (1),
1
σ
Xu(σ) = −
∞∑
k=1
Xu(Ju−k)
Ju−k
= −
∞∑
k=1
(f−k∗ Xu)Ju−k
Ju−k
.(7)
To get equation (5), substitute (6) into (7). For any vector Y ∈ V u,
Y (Ju) = Y
(〈f∗e, f∗e〉
〈e, e〉
)0.5
= 12(J
u)−0.5Y
(〈f∗e, f∗e〉
〈e, e〉
)
=12(J
u)−0.5 〈f∗e, f∗e〉〈e, e〉
[
f∗Y 〈f∗e, f∗e〉
〈f∗e, f∗e〉 −
Y 〈e, e〉
〈e, e〉
]
= Ju
[〈∇f∗Y f∗e, f∗e〉
〈f∗e, f∗e〉 −
〈∇Y e, e〉
〈e, e〉
]
.
In the last equality we used the rule of differentiating Riemannian metric.
To see uniform convergence, take e = e˜, then the unstable manifold theorem states that
e˜ and ∇e˜ are both continuous on K, hence they are both bounded. Now the series in
equation (5) is controlled by the exponentially shrinking term, |f−k∗ Xu| ≤ Cλ−k. 
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We may stop our derivation here, and approximate the unstable divergence by summing
up directional derivatives approximated by finite difference. The caveat is that, the
irregularity in directional derivatives may cause numerical problems; also, finite difference
is not efficient, since the computation at one step can not be reused for other steps. Such
finite difference approximation is a major feature of the S3 algorithm by Chandramoorthy
and Wang [10], which also features using the normal divergence instead of the unstable
divergence. Another outlet is to first replace the SRB measure by a Gaussian distribution,
then compute the unstable divergence of the easier distribution. This is used in the
pioneering blended-response algorithm by Abramov and Majda, in the context of fluctuation
dissipation theorem [1, 2]. The caveat is that the replacement may introduce additional
errors. Moreover, both algorithms use a stable/unstable decomposition of the linear
response formula, instead of a shadowing/unstable decomposition as we do; hence, both
algorithms involve explicitly computing the oblique projection operators.
4.2. Transforming to volume ratio.
The main difficulty, in both proving the regularity and computing the unstable divergence,
is that Xu is typically not differentiable along any directions in the unstable manifold;
hence, directional derivatives are distributions but not functions. However, due to the
‘averaging effect’ in summing up directional derivatives, divuXu can be more regular. In
fact, for uniform hyperbolic systems, Ruelle proved that divuXu is Holder continuous
over K [32]. The key step is to show that the unstable divergence equals the derivative
of the volume ratio, between two sections of the stable foliation, with respect to the
distance of the sections. Thus, the u directional derivatives in the unstable divergence are
summarized into only one derivative, which has a better chance to be more regular. This
subsection presents this transformation. Moreover, for developing algorithms, we give a
coordinate-free definition of the volume ratio, and some previously missing formulas.
Without loss of generality, we assume that the angle between the vector field X and Vu
is uniformly away from zero. If not, then we can find a vector field in the stable subspace,
mollify it, then multiply by a large constant: denote the resulting vector field by X ′, which
is always non-parallel to Vu. We can compute the sensitivity caused by X as the sum
of those caused by X + CX ′ and −CX ′. The linearity of the linear response algorithm
shows that would yield the same result as applying the algorithm directly on X.
Fix an unstable manifold Vu, let q ∈ R be a small parameter. for any y ∈ Vu, define
η(y, q) : Vu × R→M as the unique curve such that ∂η(y, q)/∂q = X(η) and η(y, 0) = y.
For fixed q, Vuq := {η(x, q) : x ∈ Vu} is a u-dimensional smooth manifold; for a small
interval of q, Vˆu := ∪qVuq is a u + 1 dimensional manifold. For any x ∈ Vu, denote the
smooth stable manifold that goes through it by Vs(x), which does not vary smoothly with
x. Define ξ(x, q) as the unique intersection point of Vs(x) and Vuq .
Denote η∗ := ∂η/∂y, ξ∗ = ∂ξ/∂x, then η∗e and ξ∗e define two parallel u-vector fields on
Vˆu. Define a function on Vˆu, $, as the volume ratio,
(8) η∗e‖e ◦ η−1‖ = $
ξ∗e
‖e ◦ ξ−1‖ ,
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where η−1(η(y, q)) = y, ξ−1(ξ(x, q)) = x are two maps from Vˆu to Vu. Pesin lamination
states that ξ∗e is well-defined, and that $ is a measurable function. This is illustrated in
figure 1. Comparing to [32], our definitions and proofs are coordinate-free.
Figure 1. Definitions of η∗ and ξ∗.
Lemma 3 (expression for ∇Xsη∗e). Denote ∇eX := ∑i e1 ∧ · · · ∧∇eiX ∧ · · · ∧ eu. On Vu,
∇Xs(η∗ei) = ∇eiX −∇Xuei , ∇Xs(η∗e) = ∇eX −∇Xue.
Remark. ∇eX is a function, not a distribution, because X is smooth. ∇Xue also is a
function, since it only requires e be differentiable along the direction of Xu. Differentiability
of Xu is not and should not be required, since Xu is not differentiable.
Proof. With our notation, the proof below works for both e and ei. First decompose,
∇Xs(η∗e) = ∇X(η∗e)−∇Xu(η∗e)
Since η is the flow of X, the Lie derivative LX(η∗e) = 0, hence, on Vu,
∇X(η∗e) = ∇η∗eX = ∇eX,
where η∗e = e on Vu. Since Xu is a vector field on Vu, ∇Xu(η∗e) = ∇Xue. 
Lemma 4. Further assume that Vs(x) varies smoothly with x, then on Vu,
∇Xs(ξ∗ei) = ∇eiXs, ∇Xs(ξ∗e) = ∇eXs.
Remark. The extra smoothness assumption is required even for ξ∗e to be a u-vector field
on Vuq . Without this assumption, we can still make sense of this equation as distributional
derivatives. This hints us to further replace ξ∗e in section 4.3.
Proof. On Vu, ∂ξ/∂q = Xs. To see this, let y(x, q) be such that η(y, q) = ξ(x, q). Fix x,
differentiate to q, evaluate at q = 0, where ∂η/∂y = Id,
∂ξ
∂q
= ∂η
∂y
∂y
∂q
+ ∂η
∂q
= ∂y
∂q
+X.
Since ∂y/∂q ∈ V u, ∂ξ/∂q ∈ V s, and that X is uniquely decomposed in V u⊕V s into
X = Xu ⊕Xs, we see that ∂ξ/∂q = Xs at q = 0. Hence, on Vu,
∇Xs(ξ∗e) = ∇∂ξ/∂q(ξ∗e) = ∇ξ∗e∂ξ/∂q = ∇eXs.
Here second equality is because that L∂ξ/∂q(ξ∗e) = 0 by definition of Lie derivatives. 
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Lemma 5. Assume that Vs(x) varies smoothly with x, then Xs($) = divuXu on Vu.
Remark. In [32], Ruelle went on to show that this equivalence persists into general cases,
where the stable foliation is not smooth. The main technique is to approximate the stable
foliation by evolving a smooth foliation backward in time; we will not reproduce that proof
here, for it does not directly help the computation.
Proof. Take inner product of each side of equation (8) with itself,
‖η∗e‖2 ‖e ◦ ξ−1‖2 = $2‖ξ∗e‖2‖e ◦ η−1‖2.
To differentiate in the direction of Xs, notice that similar arguments as in the proof of
lemma 4 show that on Vu, η−1∗ e = −Xu, ξ−1∗ e = 0. Hence,
∇Xs‖e ◦ η−1‖2 = ∇η−1∗ Xs‖e‖2 = ∇−Xu‖e‖2 = 2 〈∇−Xue, e〉 , ∇Xs‖e ◦ ξ−1‖2 = 0.
Further notice that $ = 1, η∗ = ξ∗ = Id on Vu, hence
〈∇Xs(η∗e), e〉 = Xs($) 〈e, e〉+ 〈∇Xs(ξ∗e), e〉+ 〈∇−Xue, e〉 .
By lemma 3, and 4, we have
Xs($) = 1〈e, e〉 〈∇eX −∇Xue−∇eX
s +∇Xue, e〉 = 1〈e, e〉 〈∇eX
u, e〉 .
Since the Riemannian connection within a submanifold Vu is the orthogonal projection of
that on the background manifold M ,
Xs($) = 1〈e, e〉 〈∇
u
eX
u, e〉u =
1
〈e, e〉
u∑
i=1
〈
e1 ∧ · · · ∧
∑
j
eju(∇ueiXu)ej ∧ · · · ∧ eu, e
〉
u
.
Here ∇u, 〈·, ·〉u, and eju are the Riemannian connection, metric, and dual basis of ej within
Vu. Terms with j 6= i vanish due to that the same direction appears twice in the exterior
product, hence
Xs($) =
u∑
i=1
eiu(∇ueiXu).
This is a contraction of ∇uXu within Vu, which is the definition of divuXu. 
4.3. Expanding volume ratio.
We argued that Xs($) has a better chance to be more regular than direction derivatives,
but we have not yet showed it. The main difficulty is that, in the definition of $ in
equation (8), ξ∗e is not yet a function. A classic treatment in Pesin laminations circumvents
this difficulty by replacing ξ∗e by the limit of a sequence, obtained by evolving two sections
forward in time [4, 27, 29]. This subsection presents this classical treatment with some
previously missing formulas.
Lemma 6 (expression for unstable divergence). The following formula converges uniformly
divuXu = 〈∇eX, e〉‖e‖2 +
∞∑
k=0
〈
∇fk+1∗ Xsfk+1∗ η∗e, fk+1∗ e
〉
‖fk+1∗ e‖2
−
〈
∇fk∗Xsfk∗ η∗e, fk∗ e
〉
‖fk∗ e‖2
.
Remark. Due to uniform convergence, divuXu is uniform continuous over K. A more
careful analysis would show that it is Holder continuous over K, as claimed in [32].
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Proof. By definition of the stable manifold, limk→∞ fk(x) = limk→∞ fk(ξ(x, q)). Hence
formally, limk→∞ fk∗ (e) = limk→∞ fk∗ (ξ∗e). To be more rigorous,
lim
k→∞
‖fk∗ ξ∗e‖2/‖fk∗ (e ◦ ξ−1)‖2 = 1.
By the definition of $ in equation (8), ξ∗e = η∗e‖e ◦ ξ−1‖ /$‖e ◦ η−1‖. Hence,
$2 = ‖e ◦ ξ
−1‖2
‖e ◦ η−1‖2 limk→∞
‖fk∗ η∗e‖2
‖fk∗ (e ◦ ξ−1)‖2
= ‖η∗e‖
2
‖e ◦ η−1‖2
∞∏
k=0
‖fk+1∗ η∗e‖2
‖fk+1∗ e ◦ ξ−1‖2
‖fk∗ e ◦ ξ−1‖2
‖fk∗ η∗e‖2
.
Differentiate in direction Xs, notice that at Vu, η∗e = e ◦ ξ−1 = e, $ = 1, hence
Xs($) = 〈∇Xsη∗e, e〉‖e‖2 −
〈∇−Xue, e〉
‖e‖2 +
∞∑
k=0
〈
∇fk+1∗ Xsfk+1∗ η∗e, fk+1∗ e
〉
‖fk+1∗ e‖2
−
〈
∇fk∗Xsfk∗ η∗e, fk∗ e
〉
‖fk∗ e‖2
.
The equality in the lemma is obtained by lemma 3 and 5.
For the uniform convergence, using the Leibniz rule in lemma 18, and the projection
operators defined in appendix C, we can decompose the k-th term in the summation of
the lemma, Sk, into Sk = Sk1 + Sk2 + Sk3, where
Sk1 :=
1
‖fk+1∗ e‖2
〈
(∇fk∗Xsf∗)fk∗ e, fk+1∗ e
〉
≤ Cλk‖Xs‖.
since Xs decays exponentially via pushforwards. Also,
Sk2 :=
1
‖fk+1∗ e‖2
〈
f∗P u∇fk+1∗ Xsfk∗ η∗e, fk+1∗ e
〉
− 1‖fk∗ e‖2
〈
P u∇fk∗Xsfk∗ η∗e, fk∗ e
〉
= 0,
This is because (V u)∧u is 1-dimensional, so P u∇ ∂
∂q
fk∗ η∗e(y) and fk∗ e increase by same
amounts via the pushforward. Finally,
Sk3 :=
1
‖fk+1∗ e‖2
〈
f∗P s∇fk+1∗ Xsfk∗ η∗e, fk+1∗ e
〉
− 1‖fk∗ e‖2
〈
P s∇fk∗Xsfk∗ η∗e, fk∗ e
〉
.
This term also converges uniformly because
P s∇fk∗Xsfk∗ η∗e = fk∗P s∇Xsη∗e+
k−1∑
i=0
fk−i−1∗ P
s(∇f i∗Xsf∗)f i∗e ≤ C(k + 1)λk‖Xs‖.(9)
Hence, Sk uniformly converges. 
Theorem 7 (unstable divergence expanded). Define
ψ :=
W∑
m=−W
Φm − Φ¯, where Φ¯ = ρ(Φ).
By lemma 2 and lemma 6, the unstable contribution is U.C. = limN→∞ U.C.W , where
U.C.W := ρ(ψ divuσXu) = ρ
(
ψ divuσXu +
ψ
σ
Xu(σ)
)
=ρ
〈ψ∇eX, e〉
‖e‖2 +
∞∑
k=0

〈
∇fk+1∗ ψXsfk+1∗ η∗e, fk+1∗ e
〉
‖fk+1∗ e‖2
−
〈
∇fk∗ψXsfk∗ η∗e, fk∗ e
〉
‖fk∗ e‖2

−
∞∑
k=1

〈
∇f−k+1∗ ψXuf∗e−k, f∗e−k
〉
‖f∗e−k‖2 −
〈
∇f−k∗ ψXue−k, e−k
〉
‖e−k‖2
 ,
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for any u-vector field e−k on f−kVu. Here ψXk := ψkXk.
Remark. (1) The uniform convergence in lemma 2 and 6 shows that this formula also
converges uniformly. Since the second half of this paper is based on rewriting this expansion
under strict equality, we have thus rigorously proved that, for uniform hyperbolic systems,
the linear response algorithm converges uniformly to the linear response formula. In fact,
we did not use the full strength of uniform hyperbolicity to prove uniform convergences;
moreover, weaker forms of convergence could also suffice our computational purpose. (2)
Note that adding a constant to Φ does not change the linear response, but it helps to
reduce numerical errors.
Together with the so called ‘little-intrusive’ technique for efficiently computing projection
operators [21, 23], we now have enough tools to compute the unstable contribution, hence
the linear response formula, by the expressions in theorem 7. However, that would cause
several numerical issues, which are explained and resolved in the next section.
5. Characterizing unstable divergence
The expression in theorem 7 computes ∇f too many times. To save computational
efforts, we seek to combine terms with ∇f at the same step. This yields a summation,
p, with which the unstable contribution can be easily expressed. Then we show that
p is uniquely determined by the inductive relation it satisfies, which is a renormalized
second-order tangent equation. Finally, to further reduce computational cost, we show
that the renormalization only needs to be done intermittently.
5.1. Definitions of p, β, and U .
In theorem 7, we want to combine terms that are propagated by the ∇f at the same
step. To achieve this, first let e−k be e˜−k in the second summation, then, by the invariance
of the SRB measure,
U.C.W = ρ
 ∞∑
k=0

〈
∇fk+1∗ ψXs−kf
k+1
∗ η∗e−k, f
k+1
∗ e−k
〉
‖fk+1∗ e−k‖2
−
〈
∇fk∗ψXs−kfk∗ η∗e−k, fk∗ e−k
〉
‖fk∗ e−k‖2

+〈ψ1∇e1X1, e1〉‖e1‖2 −
∞∑
k=1

〈
∇f1−k∗ ψXuk f∗e˜, f∗e˜
〉
‖f∗e˜‖2 −
〈
∇f−k∗ ψXuk e˜, e˜
〉
 ,
(10)
where ψXk := ψkXk, and the subscript (·)1 labels steps.
Because ∧uV u is one-dimensional, and that the sign generated by manifold orientation
is canceled within the inner products, we may assume without loss of generality that
fk∗ e−k/‖fk∗ e−k‖ = e˜ for all k. Hence, we may pull out e˜ from the second term of each
summand in equation (10), and define
p :=
∞∑
k=0
1
‖fk∗ e−k‖
P⊥∇fk∗ψXs−kf
k
∗ η∗e−k −
∞∑
k=1
∇f−k∗ ψXuk e˜ =
∑
k≥0
r⊥k −
∑
k≥1
r′k ,
where rk :=
∇fk∗ψXs−kfk∗ η∗e−k
‖fk∗ e−k‖
, r′k := ∇f−k∗ ψXuk e˜ .
(11)
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Here P⊥ is the orthogonal projection operator in definition 5. We will see later that P⊥
takes out the convergent component in the first summation, while the normalized e˜ makes
the second summation in D⊥e .
Lemma 8. p is a convergent summation in D⊥e .
Proof. Since e˜ has constant volume, we have 〈∇e, e〉 = 0. By the linearity of the projection
operator, p ∈ D⊥e should it converge. To see the convergence of the first summation, use
the estimation in equation (9) and that P⊥ = P⊥P s from lemma 21. The convergence of
the second summation is because that f−k∗ ψXuk decays exponentially. 
To simplify our writing, we define two maps and show some of their properties. The
map β’s are rescaled second-order tangent equations, which governs the propagation of
the derivatives of u-vectors, and U ’s are the integrand in the unstable contribution.
Definition 1. For any r ∈ De, Y ∈ TxM , define
βY (r) := (f∗r + (∇Y f∗)e˜) /‖f∗e˜‖.
β˜(r) := βv˜r + ψ1∇e˜1X1,
UY (r) := 〈βY (r), e˜1〉 − 〈r, e˜〉 ,
U˜(r) :=
〈
β˜(r), e˜1
〉
− 〈r, e˜〉 = Uv˜(r) + 〈ψ1∇e˜1X1, e˜1〉 .
Here v˜ is the shadowing direction of ψX,
v˜ :=
∞∑
k=0
fk∗ψX
s
−k −
∞∑
k=1
f−k∗ ψX
u
k .
Remark. (1) Similar to our convention on pushforward operators, βr(x) ∈ TfxM . (2) By
section 3, v˜ can be efficiently computed by non-intrusive shadowing methods. (3) We
will refer to βY as the rescaled homogeneous second-order tangent equation, and β˜ as the
rescaled inhomogeneous equation.
Lemma 9 (properties of β and U). For any p, r ∈ De, and X, Y ∈ TxM ,
(1) βXp± βY r = βX±Y (p± r), UXp± UY r = UX±Y (p± r);
(2) for both βY and β˜, we have βr ∈ De, P⊥βr = P⊥βr⊥;
(3) for both UY and U˜ , U(r) = U(r⊥).
Proof. (1) By definition. (2) By definition, then lemma 22. (3) Since ∧uV u is one-
dimensional, all of its u-vectors are increase by same amounts by the pushforward. Hence,〈
f∗r‖, e˜1
〉
/‖f∗e˜‖ =
〈
r‖, e˜
〉
can be cancelled. 
5.2. Unstable contribution expressed by p.
Lemma 10. U.C.W = ρ(U˜(p)).
Proof. By the Leibniz rule, η∗ = Id at q = 0, and the definition of rk and r′k in equation (11),
∇fk+1∗ ψXs−kf
k+1
∗ η∗e−k
‖fk+1∗ e−k‖
= 1‖f∗e˜‖
(
f∗rk + (∇fk∗ψXs−kf∗)e˜
)
= βfk∗ψXs−k(rk),
∇f1−k∗ ψXuk f∗e˜
‖f∗e˜‖ =
1
‖f∗e˜‖
(
f∗r′k + (∇f−k∗ ψXuk f∗)e˜
)
= βf−k∗ ψXuk (r
′
k).
(12)
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The summand in the first summation of equation (10) becomes〈
∇fk+1∗ ψXs−kf
k+1
∗ η∗e−k, f
k+1
∗ e−k
〉
‖fk+1∗ e−k‖2
−
〈
∇fk∗ψXs−kfk∗ η∗e−k, fk∗ e−k
〉
‖fk∗ e−k‖2
=
〈
βfk∗ψXs−krk, e˜1
〉
− 〈rk, e˜〉 = Ufk∗ψXs−k(rk) = Ufk∗ψXs−k(r
⊥
k ).
The summand in the second summation becomes〈
∇f1−k∗ ψXuk f∗e˜, f∗e˜
〉
‖f∗e˜‖2 −
〈
∇f−k∗ ψXuk e˜, e˜
〉
=
〈
βf−k∗ ψXuk
r′k, e˜1
〉
− 〈r′k, e˜〉 = Uf−k∗ ψXuk (r
′
k).
The lemma is proved by summing over k and lemma 9 (1). 
5.3. Characterizing p.
Instead of computing p via its defining formula, we seek to recover its characterizing
properties. More specifically, we will show that p satisfies an inductive relation given by a
renormalized second-order tangent equation, whose stability indicates that, any solutions
of this equation will eventually converge to p. Hence, we arrive at the theorem of linear
response algorithm, where the unstable contribution is expressed by any renormalized
second-order tangent solution. This is the non-intrusive formulation for the unstable
contribution. In comparison to the original definition of non-intrusiveness for the shadowing
contribution, here we allow also second-order tangent solutions, and its instability is killed
by renormalizations, rather than subtracting homogeneous solutions.
Lemma 11 (inductive relation of p). p1 = P⊥β˜p.
Remark. Should we know the correct p(x0), we can solve all pn inductively by pn+1 =
P⊥β˜(pn); this is more efficient than computing from the definition of p, because each ∇f
is computed only once.
Proof. Write down the definition of p1, relabel subscripts, we get
p1 =
∞∑
k=0
P⊥∇fk∗ψXs1−kfk∗ η∗e1−k
‖fk∗ e1−k‖
−
∞∑
k=1
∇f−k∗ ψXu1+k e˜1
=
∞∑
k=−1
P⊥∇fk+1∗ ψXs−kf
k+1
∗ η∗e−k
‖fk+1∗ e−k‖
−
∞∑
k=2
∇f1−k∗ ψXuk e˜1
The induction of the first summation is achieved by substituting equation (12). For the
second summation, denote Y := f−k∗ ψXuk , we have
∇f∗Y e˜1 = ∇f∗Y
f∗e˜
‖f∗e˜‖ = βY r
′
k + f∗Y (
1
‖f∗e˜‖)f∗e˜.
Since ∇e˜ ∈ D⊥e , ∇e˜ = P⊥∇e˜; since f∗e˜ ∈ ∧uV u1 , P⊥f∗e˜ = 0. Hence,
∇f∗Y e˜1 = P⊥∇f∗Y e˜1 = P⊥βY r′k.
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Substitute into the expression for p1, we have
p1 =
ψ1
‖e1‖P
⊥∇Xs1η∗e1 +
∞∑
k=0
P⊥βfk∗ψXs−kr
⊥
k + ψ1∇Xu1 e˜1 −
∞∑
k=1
P⊥βf−k∗ ψXuk r
′
k
= ψ1‖e1‖P
⊥∇Xs1η∗e1 + ψ1∇Xu1 e˜1 + P⊥βv˜p
To add the first two terms, use lemma 3 on the first term, and that P⊥e = 0,
ψ
‖e‖P
⊥∇Xsη∗e = ψ‖e‖P
⊥ (∇eX −∇Xue) = ψP⊥
(
∇e˜X − 1‖e‖∇Xue− eX
u( 1‖e‖)
)
= ψP⊥(∇e˜X −∇Xu e˜) = ψP⊥∇e˜X − ψ∇Xu e˜.
Hence p1 = ψ1P⊥∇e˜1X1 + P⊥βv˜p, as claimed. 
Lemma 12 (stability of renormalized second-order tangent equation). For any r ∈ De,
lim
n→∞P
⊥β˜nr − P⊥β˜np = 0.
Remark. (1) An easy choice of elements in De is zero. (2) The notation βn means composing
the inhomogeneous propagation operator n times. This is done similar to the pushforward
operator, with v˜ and e˜ evaluated at suitable steps.
Proof. P⊥β˜nr − P⊥β˜np = P⊥fn∗ (r − p)/‖fn∗ e˜‖ = P⊥fn∗ P s(r − p)/‖fn∗ e˜‖ ≤ Cλ2n. 
Theorem 13 (linear response algorithm). For any r ∈ De,
U.C.W = lim
N→∞
1
N
N−1∑
n=0
〈
β˜(P⊥β˜)nr, e˜n+1
〉
.
almost surely according to Lebesgue measure.
Proof. By the definition of the SRB measure, lemma 10, lemma 11, the definition of U˜ ,
the orthogonal condition, we have
U.C.W = lim
N→∞
1
N
N−1∑
n=0
U˜(pn) = lim
N→∞
1
N
N−1∑
n=0
U˜((P⊥β˜)np)
= lim
N→∞
1
N
N−1∑
n=0
〈
β˜(P⊥β˜)np, e˜n+1
〉
−
〈
(P⊥β˜)np, e˜n
〉
= lim
N→∞
1
N
N−1∑
n=0
〈
β˜(P⊥β˜)np, e˜n+1
〉
Finally, apply lemma 12 to replace p by r. 
5.4. Intermittent renormalization.
This subsection explains how renormalization only needs to be done once after a
time segment. Here renormalization means both orthogonal projection, rescaling, and
changing basis. We first show that both orthogonal projection and rescaling can be done
intermittently. Then, we show that all three renormalizing operations can be done together
by a short formula.
The subscript convention, shown in figure 2, is similar to that of the non-intrusive
shadowing algorithm [25, 24]. The α-th segment consists of step αN to αN +N , where
α runs from 0 to A − 1; notice that the last step of segment α is also the first step of
segment α+ 1. We use double subscript, such as xα,n, to indicate the n-th step in the α-th
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segment, which is the (αN + n)-th step in total. Note that for some quantities defined on
each step, for example, eα,N 6= eα+1,0, since renormalization is performed at the interface
across segments. Continuity across interfaces is true only for some quantities, such as v, v˜,
and e˜. For quantities to be defined on the α-th segment, such as Cα, dα, their subscripts
are the same as the segment they are defined on. For quantities to be defined at interfaces,
such as Qα, Rα, bα, their subscripts are the same as the total step number of the interface,
divided by N .
0 αN (α + 1)N AN
eα,N eα+1,0
# total step
Pushforward Renormalization
v′α,N v
′
α+1,0
α-th segment
eα−1,N eα,0
v′α−1,N v
′
α,0
Qα, Rα
Figure 2. Subscript convention.
Lemma 14 (intermittent orthogonal projection). For any r˜0,0 ∈ De, let
r˜α,n := β˜r˜α,n−1, r˜α+1,0 := P⊥r˜α,N ,
then almost surely according to Lebesgue measure,
U.C.W = lim
A→∞
1
NA
A−1∑
α=0
〈r˜α,N , e˜α,N〉 .
Proof. Denote (P⊥β˜)αN r˜0,0 by r′, by lemma 9, lemma 10, and the definition of the SRB
measure, the unstable contribution from step αN to αN +N − 1 is,
N−1∑
n=0
U˜((P⊥β˜)αN+nr0,0) =
N−1∑
n=0
U˜((P⊥β˜)nr′) =
N−1∑
n=0
U˜(P⊥β˜nr′) =
N−1∑
n=0
U˜(β˜nr′)
=
N−1∑
n=0
〈
β˜n+1r′, e˜αN+n+1
〉
−
〈
β˜nr′, e˜αN+n
〉
=
〈
β˜Nr′, e˜αN+N
〉
Averaging over all steps and adopting the subscript convention prove the lemma. 
Lemma 15 (intermittent rescaling). Let e be first-order tangent solutions,
e0,0 = e˜0,0, eα,n := f∗eα,n−1, eα+1,0 := eα,N/‖eα,N‖ = e˜α+1,0;
For any r0,0 ∈ De, let r be governed by the second-order tangent equation,
rα,n := f∗rα,n−1 + (∇v˜α,n−1f∗)eα,n−1 + ψα,n∇eα,nXα,n, rα+1,0 := P⊥rα,N/‖eα,N‖.
Then almost surely according to Lebesgue measure,
U.C.W = lim
A→∞
1
NA
A−1∑
α=0
〈rα,N , eα,N〉
〈eα,N , eα,N〉 .
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Proof. We prove by induction that, if we choose r0,0 = r˜0,0, then rα,n = ‖eα,n‖r˜α,n. Within
segment α, assuming we have this relation hold for n− 1, then
rα,n = ‖eα,n−1‖f∗r˜α,n−1 + ‖eα,n−1‖(∇v˜α,n−1f∗)e˜α,n−1 + ‖eα,n‖ψα,n∇e˜α,nXα,n = ‖eα,n‖r˜α,n.
Hence the relation also holds for n; it also holds across interfaces, since
rα+1,0 = P⊥rα,N/‖eα,N‖ = P⊥r˜α,N = r˜α+1,0 = r˜α+1,0‖eα+1,0‖,
where ‖eα+1,0‖ = 1 by construction. Finally, substitute into lemma 14. 
Proposition 16 (intermittent renormalization). Neglecting the first two subscripts, α
and n, let e := ∧ui=1ei, r :=
∑
i e1 ∧ · · · ∧ ri ∧ · · · ∧ eu. Denote matrices e := [e1, · · · , eu],
r := [r1, · · · , ru]. Then the renormalization in lemma 15 is realized by:
eα,N = Qα+1Rα+1, eα+1,0 = Qα+1,
r⊥α,N = rα,N −Qα+1QTα+1rα,N , rα+1,0 = r⊥α,NR−1.
Here the first equation means to perform QR factorization, and QT r := [〈Qi, rj〉] is a
matrix. Use Tr(·) to denote trace of a matrix, the unstable contribution is,
U.C.W = lim
A→∞
1
NA
A−1∑
α=0
Tr
(
R−1α+1Q
T
α+1rα,N
)
.
Remark. (1) Rewriting r on the new basis, without the rescaling, does not change r as a
u-vector, but it makes the numerical properties better. (2) Computing e via pushforwards
and renormalization is an important part of the non-intrusive showing algorithm. (3) The
pushforward relation inside a segment is the same as that in lemma 15.
Proof. The renormalization on e is due to the definition of QR factorization. For r, first
substitute the QR factorization into the expression for projection,
r⊥α,N = rα,N − eα,N(eTα,Neα,N)−1(eTα,Nrα,N) = rα,N −Qα+1QTα+1rα,N
use lemma 19 to rewrite r⊥α,N on to the new basis, Qα+1, then rescale,
rα+1,0 = det(R) r⊥α,NR−1/‖eα,N‖ = r⊥α,NR−1,
since det(R) = ‖eα,N‖ by definition of QR factorization. Finally, by lemma 23,
U.C.W ≈ 1
NA
A−1∑
α=0
〈rα,N , eα,N〉
〈eα,N , eα,N〉 =
1
NA
A−1∑
α=0
eiα,Nr
‖
α,N,i
= 1
NA
A−1∑
α=0
Tr
(
(eTα,Neα,N)−1(eTα,Nrα,N)
)
= 1
NA
A−1∑
α=0
Tr
(
R−1QT rα,N
)
,
where ei is the covector of ei in Vu. 
6. Linear response algorithm
6.1. Procedure list.
i. Evolve the dynamical system for a sufficient number of steps before n = 0, so that x0
is on the attractor at the beginning of our algorithm. Then, evolve the system from
segment α = 0 to α = A− 1 to obtain the trajectory.
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ii. Start with initial condition v′ = 0, and random initial conditions for each column in
e := [e1, · · · , eu]. Then, repeat the following procedures for all α.
(a) From initial conditions, solve first-order tangent equations, α neglected,
en+1 = f∗en, v′n+1 = f∗v′n +Xn+1, v˜′n+1 = f∗v˜′n + ψXn+1.
(b) Compute and store the covariant matrix and the inner product,
Cα :=
N∑
n=0
′eTα,neα,n :=
1
2e
T
α,0eα,0 +
N−1∑
n=1
eTα,neα,n +
1
2e
T
α,0eα,0,
dα :=
N∑
n=0
′eTα,nv
′
α,n, d˜α :=
N∑
n=0
′eTα,nv˜
′
α,ndt.
Here eT e := [〈ei, ej〉] is a matrix, similar for rT e and QT r.
(c) At step N of segment α, orthonormalize W with a QR decomposition, and compute
eα,N = Qα+1Rα+1, bα+1 = QTα+1v′α,N , b˜α+1 = QTα+1v˜′α,N .
(d) Set initial conditions of the next segment,
eα+1,0 = Qα+1, v′α+1,0 = v′α,N −Qα+1bα+1, v˜′α+1,0 = v˜′α,N −Qα+1bα+1,
iii. Solve the non-intrusive shadowing problem [25, 26, 24],
min
{aα}
A−1∑
α=0
2dTαaα + aTαCαaα
s.t. aα = Rαaα−1 + bα, α = 1, . . . , A− 1.
Solve the same problem again, with b replaced by b˜, for α˜. Then compute vα and v˜α,
vα = v′α + eαaα, v˜α = v˜′α + eαa˜α,
Compute the shadowing contribution,
S.C. = 1
AN
A−1∑
α=0
N∑
n=0
′ 〈grad Φα,n, vα,n〉 .
iv. Denote r := [r1, · · · , ru]. Set initial condition r0,i = 0 for all 1 ≤ i ≤ u. Then repeat
the following procedures for all α.
(a) From initial conditions, solve second-order tangent equations, α neglected,
rn+1,i = f∗rn,i + (∇v˜nf∗)en,i + ψn+1∇en+1,iXn+1 .
To compute ∇en+1,iXn+1, denote the coordinate at xn and xn+1 by ζ and z, then
∇en+1,iXn+1 = ∇f∗en,iXn ◦ f = ∇f∗en,iδfn = ∇f∗en,i
(
δf jn
∂
∂zj
)
=f∗en,i
(
δf jn
) ∂
∂zj
+ δf jn∇f∗en,i
∂
∂zj
= eln,i
∂δf jn
∂ζ l
∂
∂zj
+ δf jn∇f∗en,i
∂
∂zj
(b) To set initial conditions of the next segment, first orthogonally project,
r⊥α,N = rα,N −Qα+1QTα+1rα,N .
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Then change basis and rescale,
rα+1,0 = r⊥α,NR−1.
v. Let Tr(·) be the trace of a matrix, compute the unstable contribution,
U.C.W = 1
NA
A−1∑
α=0
Tr
(
R−1QT rα,N
)
.
vi. The linear response is S.C.− U.C.W .
6.2. Remarks on implementation.
When M = RM , derivatives of coordinate functions vanish, and ∇f∗ is the Hessian
tensor of f . Now ∇Y f∗ has a simpler expression, ∇Y f∗ = Y [∂f i/∂zj]. However, we still
need the differential geometry knowledge even working in RM , since the stable and unstable
manifolds are still general manifolds.
Depending on the sparsity of the matrix f∗, the main cost of the linear response algorithm
may come from computing ∇Y f∗. When f∗ is dense, the cost is high if we contract the
three-dimensional tensor ∇f with a vector Y ; computing ∇Y f∗ by finite difference is more
efficient, but it introduces error. On the other hand, for many problems from engineering,
for example fluid mechanics and image processing, f∗ typically has certain sparsity, and
contracting higher-dimensional tensors can be done efficiently.
Several tangent solutions, v′ and {ei}ui=1, are computed in the non-intrusive shadowing
algorithm. To do this efficiently, notice that at each step, all tangent solutions are
multiplying with the same Jacobian matrix, which is a two-dimensional tensor. When
contracting one tensor with several vectors, we should load the tensor into computer once
for all vectors, instead of once for each vector: this saves computer time [24, 22].
In the non-intrusive shadowing algorithm, we can decompose the shadowing contribution
to those due to v′ and each ei, then add them up according to the coefficients ai to get the
total shadowing contribution. Doing so allows us to gradually add or remove homogeneous
solutions in batches, until all u unstable directions show up. Moreover, the cost for one
more X is adding a new inhomogeneous tangent solution, which is typically marginal,
since we have to load the Jacobian matrix anyway.
Similar decomposition can be done to the unstable contribution. We can solve the
second-order tangent equation with inhomogeneous term ψ∇eiX, (∇v′f∗)ei, and (∇ejf∗)ei.
Then the total contribution is obtained by summing according to a˜j . This requires tracking
about u2 many second-order tangent solutions, whereas the current procedure list tracks
only about u many. Even with the efficient tensor contraction, the extra cost can be
significant; however, for cases with many objective functions, or no apriori estimation of
u, the decomposition allows recycling much of the computed data, thus is more efficient
overall. In another comparison, should we have not discovered that f∗ only needs to be
differentiated along a modified shadowing direction v˜, such decomposition would require
tracking about uM many second-order tangent solutions.
When the number of homogeneous tangent solutions, u′, is strictly larger than u, the
linear response algorithm may or may not work, depending on whether the SRB measure
is smooth along the first u′ directions. This is different from the non-intrusive shadowing
algorithm, which works for any u′ ≥ u. It remains to be investigated whether and how
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much error is incurred for using a large u, especially how the error relates to the spectrum
of the Lyapunov exponents.
We estimate the cost of our algorithm with respect to the error in unstable contribution,
under the simplifying assumption that central limit theorem happens in every averaging
scenario. The error for using finite W is ∼ θW from some 0 < θ < 1, which is the rate
of decay of correlation. By central limit assumption, ψ ∼ √W , hence v˜, p ∼ √W . To
make the error in the average of 〈p, e˜〉 be comparable to θW , we need √W/√N ′ ∼ θW ,
that is, the total trajectory length N ′ ∼ Wθ−2W . Denote the total error by h ∼ θW , then
N ′ ∼ h−2| log h|, where the total trajectory length is proportional to the total cost. In
comparison, ensemble methods averages first order tangent solutions from trajectories
of W steps. The magnitude of tangent solution is ∼ λW1 , where λ1 > 1 is the largest
Lyapunov exponent. Hence, the total number of steps N ′′ ∼ λW1 Wθ−2W  N ′, and the
cost of the ensemble algorithm should typically be higher than ours, even though it only
requires solving first order tangent equations.
The linear response algorithm fails when integrations of shadowing directions explode.
This is typically caused by a large region of homoclinic tangencies, where the stable and
unstable directions are close to each other [30], such as the Henon map [14]. This situation
is difficult for many algorithms and theoretical analysis for linear response.
7. An numerical example
This section illustrates the linear response algorithm on a numerical example, selected
based on the following considerations. (1) u/M should be large, for the linear response
algorithm to have an significant accuracy advantage over the more efficient shadowing
method. (2) u ≥ 2, s ≥ 1, where the unstable direction is unknown beforehand. This
makes our manipulation of the unstable manifold necessary. It also helps to show that
our algorithm works even when an unstable CLV, the second one for example, does not
foliate with smooth leaves [36]. (3) The region of homoclinic tangencies is small, to avoid
explosion of shadowing directions. (4) M should be small, to save computer time.
Our dynamical system is obtained by removing from the solenoid map one stable variable,
adding one more expanding circle, and adding some interactions between the stable and
unstable variables:
x1n+1 = 0.05x1n + 0.1 cos(8x2n)− 0.1 sin(5x3n)
x2n+1 = 2x2n + γ(1 + x1n) sin(8x2n) mod 2pi
x3n+1 = 3x3n + γ(1 + x1n) cos(2x3n) mod 2pi,
where the superscript labels the coordinates. The perturbation in the map is caused by
changing γ, that is, δf := (∂f/∂γ)δγ. The instantaneous objective function is Φ(x) := x1.
This problem has u = 2 unstable directions. We set each segment to have N = 20
steps. The default setting, with A = 1000 segments, γ = 0.1, and W = 10, is used
unless otherwise noted. We implement the linear response algorithm, code available at
https://github.com/niangxiu/lra.git. Figure 3 shows a typical trajectory. Figure 4 shows
that the variance of the computed derivative is proportional to A−0.5. Figure 5 shows that
the averaged derivative converges as W increases, but the variance increases like W 0.5,
indicating that we should increase A together with W .
LINEAR RESPONSE ALGORITHM 21
Figure 3. The empirical measure of a trajectory with default setting.
Figure 4. Effects of A. Left: derivatives from 8 independent computations
for each A. Right: the sample standard deviation of the computed derivatives,
where the dashed line is A−0.5.
Finally, figure 6 shows that the derivative computed by the linear response algorithm
correctly reflects the trend of the objective as γ changes, with only one short sample
trajectory. Should we want to reveal this trend by finite difference or curve fitting, over
several samples with different parameters, we need to either increase the trajectory length,
or evaluate many samples, to average out the variance in the objective.
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Figure 5. Effects of W . Left: derivatives computed by different W ’s.
Right: standard deviation of derivatives, where the dashed line is 0.005W 0.5.
Figure 6. Averaged objectives and derivatives for different parameter γ.
The grey lines are the derivatives computed by the linear response algorithm.
Appendix A. Pushforward operators as tensors
In RM , the pushforward operators are matrices. In particular, when differentiating a
composition of several pushforwards, the Leibniz rule applies. In this section, we establish
the Leibniz rule for general pushforward operators on Riemannian manifolds. To achieve
this, we will define the pushforward operator on vectors as (1, 1)-tensor, and define its
Riemannian connection. Our definitions will comply with the Leibniz rule. Finally, we
extend this Leibniz rule to u-vectors.
Definition 2. Let f : M1 →M2 be a diffeomorphism. Let e ∈ X(M1) be a smooth vector
field over M1; α ∈ X(M2)∗ be a smooth smooth 1-form over M2. Define
f∗(α, e) := α(f∗e) = e(f ∗α).
Let z1, z2 be coordinates on M1, M2 respectively. Written in coordinates, we have
f∗ =
∂
∂zj2
f ji dz
i
1, f∗(α, e) = (α
∂
∂zj2
)f ji (edzi1),(13)
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where f ji is the Jacobian matrix under z1 and z2. Under our definition, f∗ is a tensor field,
in the sense that it is a C∞-multilinear function f∗ : X(M1) × X∗(M2) → C∞(M2). We
then define the Riemannian connection of this pushforward operator.
Let ∂
∂q
∈ TM1, since Y (αX) = X∇Y α + α∇YX for X, Y ∈ X, we can define
∇f∗( ∂
∂q
, α, e) :=(f∗
∂
∂q
)(αf∗e)− (∇f∗ ∂∂qα)f∗e− αf∗∇ ∂∂q e = α∇f∗ ∂∂q (f∗e)− αf∗∇ ∂∂q e.
Under this definition, ∇f∗ is also a tensor field, in the sense that it is a C∞-multilinear
function : X(M1)×X(M1)×X∗(M2)→ C∞(M2). Notice that, similar to normal Riemannian
connections, ∇f∗ can be defined by the pointwise value of ∂∂q . Since α is a common factor,
we may neglect it on both sides of the equation.
Definition 3. Define the Riemannian connection of pushforward operator, which is a
tensor, ∇f∗( ∂∂q , e) : X(M1)× X(M1)→ X∗(M2), as
∇f∗( ∂
∂q
, e) := (∇ ∂
∂q
f∗)e := ∇f∗ ∂∂q (f∗e)− f∗∇ ∂∂q e.
To write ∇f∗ in coordinates, by the definition, and equation (13), we have
∇f∗( ∂
∂q
, e) = (∇f∗ ∂∂q
∂
∂zj2
)f ji (dzi1e) + (
∂
∂zj2
)(df ji
∂
∂q
)(dzi1e) + (
∂
∂zj2
)f ji (e∇ ∂
∂q
dzi1).
We shorthand above expression as
∇f∗ = ∇ ∂
∂zj2
f ji dz
i
1 +
∂
∂zj2
df ji dz
i
1 +
∂
∂zj2
f ji∇dzi1.
Now we can recover the Leibniz rule for composition of pushforwards.
Lemma 17. Let g : M2 →M3 be a diffeomorphism. Then
∇g∗f∗ ∂∂q (g∗f∗e) = (∇f∗ ∂∂q g∗)f∗e+ g∗(∇ ∂∂q f∗)e+ g∗f∗∇ ∂∂q e
Remark. Besides the proof below, readers may find it consolidating to prove by writing
everything in coordinates, which also helps us to check that the coordinate form is correct.
When doing that, use the following relations to cancel or combine terms:
∂
∂zl2
∇ ∂
∂q
dzj2 + dzj2∇ ∂
∂q
∂
∂zl2
= ∂
∂q
(dzj2
∂
∂zl2
) = ∂
∂q
δjl = 0,
e∇ ∂
∂q
dzi1 + dzi1∇ ∂
∂q
e = ∂
∂q
(edzi1).
Proof. By definition 3,∇g∗f∗ ∂∂q (g∗f∗e) = ∇g∗(f∗ ∂∂q )(g∗(f∗e)) = (∇f∗ ∂∂q g∗)(f∗e)+g∗∇f∗ ∂∂q (f∗e) =
(∇f∗ ∂∂q g∗)(f∗e) + g∗(∇ ∂∂q f∗)e+ g∗f∗∇ ∂∂q e. 
Finally, we extend the Leibniz rule to the case where e = e1 ∧ · · · ∧ eu is a u-vector. Now
f∗e = f∗e1 ∧ · · · ∧ f∗eu, and
∇e =
u∑
i=1
e1 ∧ · · ·∇ei ∧ · · · ∧ eu,∇(f∗e) =
u∑
i=1
f∗e1 ∧ · · ·∇(f∗ei) ∧ · · · ∧ f∗eu.
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Define the Riemannian connection of pushforward operators on u-vectors,
(∇f∗)e := ∇(f∗e)− f∗∇e =
u∑
i=1
f∗e1 ∧ · · · (∇f∗)ei ∧ · · · ∧ f∗eu.
Lemma 18 (Leibniz rule for differentiating u-vectors). Let e be a u-vector, then
∇g∗f∗ ∂∂q (g∗f∗e) = (∇f∗ ∂∂q g∗)f∗e+ g∗(∇ ∂∂q f∗)e+ g∗f∗∇ ∂∂q e,
∇fk∗ ∂∂q (f
k
∗ e) =
k−1∑
i=0
fk−i−1∗ (∇f i∗ ∂∂q f∗)f
i
∗e+ fk∗∇ ∂
∂q
e.
Proof. Inductively apply that ∇(f∗e) = (∇f∗)e+ f∗∇e. 
Appendix B. Derivative-like u-vectors
Let there be a u-vector field e := e1 ∧ · · · ∧ eu, smoothly defined along a direction ∂∂q .
The derivative is ∇ ∂
∂q
e = ∑i e1 ∧ · · ·∇ ∂
∂q
ei · · · ∧ eu, that is, one entry in each summand
is typically not in the span of {ei}ui=1. However, it is not trivial whether the summation
of derivatives still has this form, especially when the vector fields and directions are all
different. Motivated by this, we define a subspace of u-vectors which looks like these
derivatives, and show some related properties.
Definition 4. Given vectors {ei}ui=1 at point x, the collection of derivative-like u-vectors
on e = ∧ui=1ei, written on basis {ei}ui=1, is defined as
De := {p ∈ ∧uTxM : p =
∑
i
e1 ∧ · · · ∧ pi ∧ · · · ∧ eu, pi ∈ TxM}.
In our paper, the basis is typically the basis of the unstable subspace. Letting {ei}Mi=1
be a full basis of TxM , then by decomposing p onto the induced basis of ∧uTxM , we can
see that De is the subspace
De = span{e} ⊕
u∑
i=1
∑
j>u
span{e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ eu ∧ ej}.(14)
Hence, under a given basis, pi is unique modulo a component in span{ei}ui=1.
So long as span{e1, · · · , eu} is the same, the definition of De is independent of the
selection of basis. To see this, let {e′i}Mi=1 be another full basis such that span{e1, · · · , eu} =
span{e′1, · · · , e′u}, and De′ be the corresponding subspace. Write each term in equation (14)
by the other basis. we can see that
span{e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ eu ∧ ej}
⊂ span{e′} ⊕
u∑
i=1
∑
j>u
span{e′1 ∧ · · · ∧ e′i−1 ∧ e′i+1 ∧ · · · ∧ e′u ∧ e′j}.
Hence, De ⊂ De′ . By symmetry, De = De′ .
The next step is to consider how to express derivative-like u-vectors under a new basis
of the same span. Should p indeed be the derivative of a u-vector field, we know there is a
formula for changing to a constant linear combination of the old basis. We will show that
the same formula is true when p is only derivative-like.
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Lemma 19 (change of basis formula). If {e′j}uj=1 is another basis of TxM such that
e′j = aijei, and let p′k := aikpi, then∑
k
e′1 ∧ · · · ∧ p′k ∧ · · · ∧ e′u = det(aji )
∑
k
e1 ∧ · · · ∧ pk ∧ · · · ∧ eu.
Remark. We use this lemma for proving lemma 16, where p is a summation of derivatives.
For this particular case, we may as well prove by first proving the lemma for each summand,
then apply linearity to obtain the lemma for the summation. However, here we give a more
general and pure algebraic proof, which does not rely on the fact that p is a derivative or
a summation of derivatives.
Proof. We can reorder e′i so that for all i, Si := {e′1, · · · , e′i, ei+1, · · · , eu} is an independent
set of vectors . Changing basis from S0 to Su can be achieved by sequentially changing
from Si to Si+1, where only one vector is changed in each step. Hence, by induction, it
suffices to show that the lemma is true for any one step, for example, the first step. Hence,
it suffices to prove for the case where e′1 = aiei, and e′j = ej for all j ≥ 2. Now the left
hand side is
LHS =
u∑
k=1
e′1 ∧ · · · ∧ p′k ∧ · · · ∧ e′u = p′1 ∧ e2 ∧ · · · ∧ e′u +
u∑
k≥2
e′1 ∧ · · · ∧ p′k ∧ · · · ∧ e′u
=
∑
i
aipi ∧ e2 ∧ · · · ∧ eu +
∑
k≥2
∑
i
aiei ∧ · · · ∧ pk ∧ · · · ∧ eu
=
∑
i
aipi ∧ e2 ∧ · · · ∧ eu + a1
∑
k≥2
e1 ∧ · · · pk · · · ∧ eu +
∑
k≥2
∑
i≥2
aiei ∧ e2 · · · ∧ pk ∧ · · · ∧ eu
In the last summation, notice that an exterior product vanishes if ei appears twice. Hence,
LHS = a1
∑
k≥2
e1 · · · pk · · · eu +
∑
i
aipi ∧ e2 · · · eu +
∑
k≥2
akek ∧ e2 · · · pk · · · eu

Comparing the two summations in the parenthesis, notice that interchanging the position
of pk and ek in an exterior product changes the sign, hence all terms with k ≥ 2 cancels,
LHS = a1
∑
k≥2
e1 ∧ · · · pk ∧ · · · ∧ eu +
∑
i=1
aipi ∧ e2 ∧ · · · ∧ eu
=a1
∑
k
e1 ∧ · · · ∧ pk · · · ∧ eu = a1p.
Since a1 is the determinant of our current transformation matrix, we have proved the
lemma for one step. The lemma is proved by induction. 
Appendix C. Projection operators of derivative-like u-vectors
For derivative-like u-vectors, only one entry is not parallel to Vu in each summand,
hence, we can extend the definition of projection operators for one-vectors to De, by
applying the projection on the one exceptional entry in each summand. In this subsection,
e ∈ ∧uV u by default.
Definition 5. The projection operator P on derivative-like u-vectors is
Pp =
∑
i
e1 ∧ · · · ∧ Ppi ∧ · · · ∧ eu,
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where P on the right side is the projection operator on one-vectors.
The projection operators used in this paper are P u, P s, P ‖, and P⊥. The first two
operators are oblique projections along stable or unstable subspace to the unstable or
stable subspace, respectively. The last two operators are orthogonal projection projections
onto the unstable subspace and its orthogonal complement. These operators, applied on
one-vectors, are illustrated in figure 7. Notice that computing P u and P s both requires
both V u and V s, whereas computing P ‖ and P⊥ only requires V u, thus are faster. For
both single and u-vectors, denote
pu := P up, ps := P sp; p‖ := P ‖p, p⊥ := P⊥p.
V u
(V u)⊥ V s
ei
P ‖eiP uei
P sei
P⊥ei
Figure 7. P u, P s, and P ‖, P⊥ applied on ei.
So long as V u is fixed, P ‖ and P⊥ do not depend on the choice of basis. To see this,
notice that
D⊥e :=
u∑
i=1
∑
j>u
span{e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ eu ∧ ej}.
is the same so long as eu+1, · · · , eM is a basis of (V u)⊥; also notice that, P ‖ and P⊥ are
operators taking the component in the decomposition De = span{e} ⊕ D⊥e . Similarly, if
both V u and V s are fixed, P u and P s do not depend on the choice of basis.
Lemma 20 (composing projections with addition). For p, p′ ∈ De,
P (p+ p′) = Pp+ Pp′.
Lemma 21 (composing projection operators).
P ‖P u = P u, P uP ‖ = P ‖; P⊥P s = P⊥, P sP⊥ = P s; P⊥P u = P sP ‖ = 0.
Lemma 22 (composing projections with pushforwards).
f∗P u = P uf∗ = P uf∗P u, f∗P s = P sf∗ = P sf∗P s;
f∗P ‖ = P ‖f∗P ‖, P⊥f∗ = P⊥f∗P⊥.
Here the projection in Pf∗ is with respect to f∗e.
Proof. The first three equalities are because of the invariance of stable and unstable
subspace. The last equality is because P⊥f∗ = P⊥P sf∗ = P⊥P sf∗P s = P⊥P sf∗P sP⊥ =
P⊥P sf∗P⊥ = P⊥f∗P⊥ . 
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Lemma 23 (expressing P ‖ by inner products). For any p ∈ De,
P ‖p = 〈p, e〉 e‖e‖2 ; P
⊥p = p− 〈p, e〉 e‖e‖2 .
Proof. Since ∧uV u is one-dimensional, it suffices to prove the equation taken inner product
with p. Further adding
〈
P⊥p, e
〉
= 0 to the left proves the first equality. The second
equality is because that P⊥ + P ‖ = Id. 
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