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1A bstract
In this thesis we extract properties of strongly coupled quantum field theories 
using holography. Firstly, we compute the real time two point correlation 
functions of Af = 4 supersymmetric Yang-Mills theory on dS3 x S1 with 
antiperiodic boundary conditions for fermions on the circle. When the circle 
radius is large, the dual geometry is the topological AdSs black hole. Here 
it is possible to solve the wave equations dual to the scalar glueball and 
R-charge current operators and therefore the correlation functions can be 
calculated exactly in the limit of large N  and strong coupling. Below the 
critical radius for the circle the topological black hole decays to the AdS 
bubble of nothing. Here we compute the glueball correlation function in 
the WKB approximation and find poles on the real axis, indicating stable 
bound states. The tunnelling from the topological black hole to the bubble 
is interpreted as a hadronization transition.
In the second part we investigate three holographic theories with an imag­
inary chemical potential: Af  =  4 supersymmetric Yang-Mills coupled to fun­
damental flavours in the probe approximation, the same theory with flavours 
confined to a codimension k defect and the Sakai-Sugimoto model. There is 
an infinite series of Roberge-Weiss transitions at high temperature in each of 
these models and a phase transition which occurs as a result of the presence 
of flavours in the high temperature phase. We show the latter phase transi­
tion is first order for all three models and hence it meets the Roberge-Weiss 
lines at triple points. We also compute the pressure due to flavours and find 
for both models dual to type I IB supergravity solutions it scales in a way 
expected from dimensional analysis. The Sakai-Sugimoto model exhibits un­
usual scaling. We show the models we consider are analytic in ji2 when /i2 is 
small.
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9Chapter 1 
Introduction
1.1 Q uantum  F ield  T heory
Since the early part of the 20th century, many very successful theories of 
particle physics have been formulated in the framework of quantum field 
theory [1]. In quantum field theories the fundamental degrees of freedom are 
fields which are represented mathematically by functions over spacetime co­
ordinates. These functions can be either real or complex numbered functions 
and may either have a single component (a scalar field), multiple spacetime 
components (a vector field) or multiple components in an internal space (a 
spinor field). A particle interpretation of a field theory is achieved when the 
theory is quantised, and importantly the number of particles in a particular 
system is not fixed so quantum field theories have seen great success in mod­
elling the interactions of particles where particles are created and destroyed.
An important object in a quantum field theory is the partition function
Z  [</>]=! [<ty] (1.1)
note that 0 is a field and S  is the action of the system. The action can be 
written schematically as
S  = f ddx  ( £ f re e  +  £ i n t ) (1.2)
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here d is the number of spacetime dimensions. C{ree is the part of the action 
that contains kinetic and mass terms for the fields (if they are non zero) but 
contains no terms that lead to interactions, either between different fields or 
between a field with itself (self interactions). Supposing there is only one 
field in the theory, £ int contains the remaining terms in the action that lead 
to interactions and can be written as
£ in t  =  9 l 4 )S +  +  • • • (1*3)
where are the coupling constants of the theory. Gauge field theories or sim­
ply gauge theories are quantum field theories with extra internal symmetries. 
The hugely successful standard model of particle physics is an example of a 
gauge theory. Consider a gauge theory with one coupling constant - if it is 
small, i.e. the theory is at weak coupling, then we can use perturbation theory 
to extract useful information from it. One may show that an expansion in 
the coupling constant is equivalent to using Feynmaii diagrams and expand­
ing in the number of loops, so diagrams involving more loops are suppressed 
relative to those with less loops. There are many examples of important 
quantities that can be computed using perturbation theory, one example of 
which is the quantum electrodynamics prediction of the anomalous magnetic 
moment of the electron that agrees with experiment with an accuracy of 
eight significant figures [1]. Unfortunately, there is nothing in nature that 
restricts the coupling of a particular quantum field theory to be small so 
that perturbation theory will be a good technique to employ in performing 
calculations. In fact quantum chromodynamics (QCD), the theory of quarks 
and gluons, is strongly coupled at low energies so to study the theory in this 
regime we must employ other techniques. One method that has been used 
extensively in the study of QCD is to use computers to perform numerical 
simulations. This approach is known as lattice gauge theory (See for ex­
ample [2-4] and citations therein) and has seen much success in predicting 
properties of mesons and baryons. While lattice gauge theory is at present 
the only known nonperturbative approach to QCD, it does not provide us 
with a way to study non dynamical systems or the theory on time dependent
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backgrounds. Another approach that has been used in recent times to study 
theories at strong coupling and potentially gain an analytical insight into 
strongly coupled theories that appear in nature like QCD is holography. In 
the next section we briefly describe string theory with a view to using it to 
study field theories at strong coupling holographically.
1.2 String T heory
Originally proposed as a theory to describe the strong interaction [5,6], it 
was shown that the theory of a quantum string is in fact a consistent the­
ory of quantum gravity [7,8]. In string theory the fundamental objects are 
no longer point particles, but extended one dimensional structures. These 
strings may be open, i.e. they have end points where boundary conditions 
must be applied, or closed, where the string forms a loop with no end points. 
The action of the string is known as the Nambu-Goto action [9,10].
S  = Ts drda y/det j ab (1.4)
Ts is the string tension and 7ab is the induced metric on the worldsheet and 
is given by
d X v d X *
lab ~  da“ da» ^  ( )
which is the pullback of the background metric gMI/ and X M gives the mapping 
from the background to the string worldsheet.
When one quantises the theory it is found that different vibrational modes 
have different spins and therefore can be interpreted as the different particles 
that we observe. Consider a closed string where there are both left and right 
moving modes. The spectrum will contain both a left and a right moving 
gauge field, the product of which will have spin 2 and therefore is a gravi­
ton. The graviton is only massless if the number of spacetime dimensions 
is a particular number called the critical dimension. In the theories we will 
consider which are superstring theories, the critical dimension is 10 while 
for the bosonic string the critical dimension is 26. Superstring theories are
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important because including supersymmetry in a string theory is the only 
known way to formulate a theory without tachyonic modes. To make a string 
theory supersymmetric a two component real fermion is added to the action. 
Furthermore, the spectrum of the string will generically contain supersym­
metry breaking states, and in order to remove such states we must use a a 
technique discovered by Gliozzi, Scherk and Olive known as the GSO projec­
tion [11]. The GSO projection acts as a chiral projection on the spacetime 
fermions of the closed string theory. If, for both the left and the right movers 
the same chirality is projected then the resulting string theory is type IIA. 
Conversely, if opposite chirality is projected for the left and right movers the 
string theory is type IIB. In this thesis we will consider only type II string 
theories, which is a subset of five the known superstring theories.
When we consider a string theory that contains both open and closed 
strings, it is possible that the open strings may be constrained to end on a 
lower dimensional hyperplane than the full dimensionality of the space. These 
planes are known as Dirichlet membranes or simply D-branes [12,13]. We will 
generally consider a low energy limit of the string theories we discuss such 
that the length of the strings become small and they may be considered point 
particles. In this limit, the string theory is replaced by a supersymmetric 
theory of gravity or a theory of supergravity, and when one does this these 
D-branes persist as solitonic solutions of the action. The oscillations of the 
open strings that end on the D-branes are the source of the massless gauge 
multiplets that appear in the string theory and therefore, one can think of 
the D-branes as electric and magnetic sources for the various potentials that 
are present. The spectrum of the closed string that appears in both of the 
type II string theories is as follows. There is the metric g ^ ,  a scalar called 
the dilaton and an antisymmetric two form B ^ .  Together these fields are 
known as Neveu-Schwarz fields. The GSO projection leads to differences in 
the spectrum for each of the type II string theories. In type IIA where the 
the chiral projections are the same we have a one form and a three form 
potential, while in type IIB the chiral projections are opposite the resulting 
potentials are a zero form (a scalar known as the axion), a two form and a four 
form. These fields are known as Ramond-Ramond fields. These potentials
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appear in the supergravity action via their field strengths, which are the 
antisymmetrised derivatives (denoted by d) of the potentials1
Fi+1 =  dC, (1.6)
Since the D-branes source the potentials in this way it can be shown that 
type IIA supergravity contains D-branes of even dimensionality while type 
IIB contains D-branes of odd dimensionality. The action of a D-brane is given 
by the Dirac-Born-Infeld (DBI) action, which says physically that the world 
volume of the brane is minimized. Extra terms arise because D-branes are 
sources for field strengths. The full action for a Dp in type IIB supergravity 
brane is
Sdp = ~TDp J  dp+1£ e~ * y /-  det (7ab +  B ab +  27ra'Fab) (1.7)
Tdp is the tension of the brane, £ are the coordinates on the brane, 7ab is 
the induced metric of the brane, defined in the same way as for the string 
previously (equation (1.5)), B  is is the Neveu-Schwarz two form and F  is an 
antisymmetric two form that is sourced by the brane. a' is a quantity that is 
related to the string length and can also be related to the tension of strings 
and branes. D-branes may also couple to tensor potentials through Chern 
Simons like terms, we will describe an example of such a term below.
From differential geometry [14] we know that a manifold can accommo­
date a form with rank less than or equal to the dimensionality of the manifold. 
We may generate higher rank forms from the ones we have already described 
using Hodge duality (denoted by a *). We will not discuss Hodge duality 
in detail here, but an important property is that the rank of the new field 
strength is the number of spacetime dimensions minus the rank of the old 
field strength, for example, the F3 in type IIB is related to an F7 = *F3. It is 
clear that type IIB contains a five form field strength F5 = dC!*, which must
1This shorthand is useful because the number of terms in Fi+i increases rapidly as i 
rises. For example, F2 — Fpu — dpA^ d%/Ap but F3 — Fpup =  dpA^p dpApi? di/App
di/App dpApi/ dpAvp
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be treated with care2. When one performs this transformation on the F5 one 
gets a rank 5 field strength back, therefore the F5 is said to be self dual and 
satisfies
h  = (1.8)
When one writes the action of type IIB supergravity this self duality of the 
F5 must be added by hand as a constraint.
Both of the type II theories contain J\f = 2 supersymmetry3. One may 
also include open strings into type II theories which breaks supersymmetry 
to Af =■ 1. Strings can interact if one allows the worldsheet to have non 
trivial topology. The topology changes are measured by the action of the 
dilaton 4>, so the quantity e$ plays the role of the coupling of the theory. 
Taking the open and closed string sectors together, the combined Yang-Mills 
coupling is related to the dilaton by #ym = e<i>- With this in mind, one can 
see that if the dilaton is given by a constant then the Yang-Mills coupling 
related to the dilaton will also be a constant, i.e. the coupling will not run 
and the theory will be conformal. As we will see in the next section, the field 
theory side of the first known gauge/gravity correspondence is a conformal 
field theory.
Since D-branes are sources for Ramond-Ramond forms in type II string 
theories, we expect a theory that contains a tensor potential will also con­
tain D-branes. In the following chapter we will use a consistent truncation 
of type IIB where the only non zero fields are the metric, the dilaton and 
the Ramond-Ramond 5 form field strength and in these circumstances we 
would expect the theory to contain D3 branes. A D3 brane sweeps out a 4 
dimensional world volume and hence we expect it to couple to the rank 4 
tensor potential that when we take the exterior derivative leads to the rank 
5 field strength we have in the theory.
Since string theory is a theory of quantum gravity it is not surprising
2The F 5  appears in the type IIB action (given in equation (2.1)) as a linear combination 
of an exterior derivative of a four form potential and some other fields in the action. It is 
this overall five form field strength that is self dual, and it is denoted F 5 . This combination, 
along with the other terms in the type IIB action is defined in (2.5)
3This refers to the 10 dimensional theory. When we go on to discuss the boundary 
theory the number of supercharges (16) will lead an Af — 4 theory in four dimensions.
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that it should contain both classical gravity and gauge theories. W hat is 
interesting and useful is that it is possible to relate some theories of gravity 
to gauge theories and use this as a calculational tool to study gauge theories 
at strong coupling. In the next section there is a short discussion of properties 
of one of the field theories that we will study using the various holographic 
correspondences.
1.3 M  =  4 super Y ang-M ills theory
One of the most striking developments in high energy particle physics in 
recent years has been the proposed correspondence between a string theory 
on a space with a boundary and a gauge theory defined on the boundary [15]. 
The original [16] and most well understood example of this gauge gravity 
correspondence is that of type IIB superstring theory on AdSs x S5 which 
is dual to Af =  4 supersymmetric Yang-Mills theory on the boundary of 
the space. Af = 4 super Yang-Mills theory is a maximally supersymmetric 
theory in 3 +  1 dimensions whose field content is as follows; there is a gauge 
field An with gauge group SU(N). There are four Weyl fermions and six 
real scalar fields and since these fields form the supersymmetric completion 
of the theory, they are all in the adjoint representation of SU (N)  along with 
the gauge field. In addition to the gauge symmetry there is an additional 
global R symmetry group which is SU(4).
It has been shown that the beta function of Af = 4 super Yang-Mills 
vanishes to all orders in perturbation theory, and indeed nonperturbatively, 
so in addition to the symmetries described above the theory has conformal 
symmetry [17-19]. The conformal symmetry group 5 0 (4 ,2 ) is exactly the 
symmetry group of five dimensional anti de Sitter space. Also as described 
above, the R symmetry group is SU(4) which is isomorphic to 50(6). This 
is the symmetry group of a five sphere so the symmetries of the gauge theory 
arise quite naturally on the gravity side. In the following section and chapter 
we describe the AdS/CFT correspondence and its derivation.
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1.4 T h e A d S /C F T  C orrespondence
The AdS/CFT correspondence has been fertile ground for research into field 
theory and is to date the only known way to perform analytic calculations 
at strong coupling. In the years since Maldacena’s discovery of the dual­
ity between type IIB supergravity and N  = 4 super Yang-Mills at strong 
coupling, research has proceeded on numerous fronts. Firstly, much effort 
has been made to understand the original AdS/CFT correspondence. For 
example, there is a concrete mathematical formalism for computing quan­
tities in the gauge theory by performing a calculation in the string theory 
(the so called operator-field correspondence) [20, 21] and it is understood 
how to perform calculations involving thermal field theories by introducing 
a temperature into the gravity theory [22-24]. Furthermore, it is understood 
how to incorporate fundamental degrees of freedom into the gauge theory in 
addition to those in the adjoint representation [25] and one may include a 
chemical potential [26-28] for the various conserved charges present in the 
the gauge theory, and more generally the conductivity tensor [29-32], The 
phase diagram of the M  = 4 theory can be mapped out at strong coupling 
quite extensively using AdS/CFT.
The second avenue of investigation of dualities between a string theory set 
up and a gauge theory has been to try to find a holographic dual to a gauge 
theory that is closer to the ones found in nature, i.e. has less supersymmetry 
and the correct degrees of freedom. We will not delve very deeply into this 
direction of research, however we will discuss a duality discovered by Sakai 
and Sugimoto [33] whose great success was it was the first known holographic 
theory to realise chiral symmetry breaking. For other holographic duals see 
for example [34-36].
In the the following chapter we will describe in detail the correspondence 
between type IIB superstring theory on AdSs x S5 dual to M  =  4 super 
Yang-Mills including a non zero temperature and flavour degrees of freedom. 
We will discuss including a chemical potential in a latter chapter.
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Chapter 2 
Gauge /  Gravity D uality
2.1 T ype IIB  String T heory and A f  = 4 Super  
Y ang-M ills
The original and best understood example of a duality between a gauge 
theory and a supergravity theory is the relationship between type IIB super­
gravity and Af = 4 supersymmetric Yang-Mills theory. Consider the action 
of Type IIB supergravity [37-39]
Fiib =  <Sns +  £ r r  +  Scs (2 -1)
5ns =  i  U  + -  \  |tf3|2)  (2 .2)
S r r  =  - ^ -  J  d l0x ^ g  (jF , | 2 + | f 3 |2 + \  | f 5|2)  (2 .3)
S cs  =  - ^ ~  J  C 4 A H 3 A F 3 (2 .4 )
uo
where
F i = d C ,  F3 =  dC2, F5 =  dC4, H3 = dB2 
F3 =  F3 +  C A F 3, F5 =  F5 - i c 2 A i f 3 +  i B 2 A F 3 (2.5)
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C , C2 and C4 are the Ramond-Ramond zero, two and four form potentials 
respectively. B 2 is the Neveu-Schwarz two form, <E> is the dilaton and g is the 
metric. We also have the self duality condition on the F5
Fb = *^5 (2.6)
Making the consistent truncation so only the dilaton, the metric and the 
Ramond Ramond 5 form are non zero the action becomes
£ iib = e~2* (R + 4 d ^ d ^ )  -  - F 2 (2.7)
Varying the action with respect to each of the fields will give the equations 
of motion of the system. A solution to these equations is
( d 4 \  1 /2  /  t ->4 \  1/21 H— -  j 8ijdxldxj +  f 1 H— — j (dr2 +  r2d£ll) (2.8)
$  = constant (2.9)
F5 = A(r)dxo A dx\ A dx^ A dx3 +  Z?(?’)vol (S5) (2.10)
Where run from 0 to 3, A(r) and B(r) are some functions that are not 
independent but are related in some way that will not be important and 
vol(S5) is the volume form of the S5. Consider the metric (2.8) in the limit 
that r —► 00. It reduces to
ds2 = 6ijdxldxj +  (dr2 +  r2dCil) (2.11)
which is simply 10 dimensional Euclidean space. In the limit r  —► 0 the 
coefficient function that appears in front of the two parts of (2 .8) becomes
and hence we have
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The terms in square brackets are the metric of 5 dimensional AdS space and 
the remaining terms form an S5, hence in this limit the solution is AdSs x S5. 
It is clear now that the parameter R  has an interpretation as the radius of 
curvature of both the AdS space and the S5. If we identify the parameter 
R 4 =  gsN a '2 with gs the string coupling and a' proportional to the string 
length squared, a relation that comes from the non linear sigma model for the 
type IIB superstring in AdS space, then make the coordinate transformation 
r = a'u  the metric (2 .8) becomes
ds2 = {1 + 0^4) sndxidxj+al2 ) (d“2 + u2dnl) (2-14)
We can see that taking a' —> 0 and keeping u fixed is the same as taking 
r —> 0 and therefore (2.14) becomes.
ds2 =  ot -^ =  -8jjdxldxi du2
.V g T N  u 2
-t- a 'y / ^ N d Q 2 (2.15)
Since a' is proportional to the string length squared it is clear that this is 
equivalent to taking the supergravity limit so that the the leading order part 
of the metric is AdSs x S5.
As remarked in the previous chapter, type IIB supergravity with a rank 
4 tensor potential turned on contains D3 branes, since the D3 branes act as 
the source for the rank 4 tensor potential. The Lagrangian for the string 
theory takes the form
=  £ d 3  branes and open strings T  ^closed strings in flat space Y  OL -^interaction (2.16)
Clearly, taking a' —> 0 will have the effect of causing the open and closed 
string degrees of freedom to cease interacting and hence this limit is also 
known as the decoupling limit. It is well known that in the supergravity 
limit the Lagrangian of the open string degrees of freedom for a single D- 
brane consists o f a t / ( l ) A / ’ =  4 supersymmetric Yang-Mills theory living 
on the worldvolume of the D-brane. When we are not in this limit there 
are corrections to the action of the D-brane consisting of higher derivative
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terms that are suppressed by powers of of. For N  D-branes the argument 
follows through but the gauge group is enlarged to U(N).  The U(N)  gauge 
theory contains a free U( 1) multiplet and an SU(N)  gauge theory, however, 
in the supergravity theory there are no free modes so the bulk theory is only 
describing the SU(N)  gauge theory part of the D-brane Lagrangian. There is 
other evidence that strongly implies the gauge group of the field theory is not 
U(N)  but S U ( N ), in particular, it is understood that there is a topological 
symmetry associated with the centre of the gauge group. For a U(N)  gauge 
theory this topological symmetry is U( 1) while for an SU(N)  gauge theory 
it is Ztv- It has been shown [40] that for type IIB on AdSs x S5 there is an 
extra global Z;v symmetry so the gauge group is indeed SU(N) .
In summary, when we take the decoupling limit of type IIB string theory 
containing N  D3 branes, there are two equally valid descriptions. Firstly, 
we may consider the back reacted geometry from the presence of the D3 
branes and secondly, we may consider the field theory that results from taking 
the low energy limit of the open strings on the world volume of the D3 
branes. Therefore we may write the schematic Lagrangian of the system in 
the following way
£  =  £ lI B  strings on AdSs xS 5 £closed  strings in flat space (2.17)
£  =  £ /V = 4  SYM +  £closed strings in flat space (2.18)
Since the final two terms are clearly the same Maldacena proposed that 
Af  = 4 super Yang-Mills is equivalent to type IIB string theory on AdSs x S5.
To further motivate the study of the gauge gravity correspondence con­
sider first the regimes of tract ability. From previously we have
r>2 p 2  o 2
a'  =  =  =  —  ( 2 191
The ’t Hooft coupling A =  is the parameter which gives the strength
of the gauge theory coupling so when this quantity is small the gauge theory 
can be treated perturbatively. Recall that R  is the radius of curvature of 
the space and a'  is related to the string length. We can see that when A
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is large we are in the supergravity limit, i.e. the parameter R a', but 
the gauge theory is now strongly coupled and hence is non perturbative. 
The converse is also true, when the gauge theory is weakly coupled and 
can be studied using perturbation theory the stringy effects in the string 
theory are very important. Clearly, this is an extremely useful feature of the 
duality since when we cannot perform calculations in the gauge theory we 
can calculate in the supergravity theory where the details are very much more 
simple and vice versa. This leads to problems in verifying the correspondence, 
but it is possible to perform certain non perturbative calculations on both 
sides of the correspondence making use of the large conformal symmetry 
group. Specifically it has been shown that the Greens functions of chiral 
primary operators computed on both sides of the correspondence agree (see 
for example [41,42]). Currently, the correspondence has not been proven to 
the standard required by mathematical physics but there is a great deal of 
evidence in the literature pointing toward it’s validity.
2.2 G auge G ravity D uality  and T herm ody­
nam ics
The duality between type IIB string theory on AdSs x S5 and J\f = 4 super 
Yang-Mills has been formulated for zero temperature, or the extremal case 
in the language of the gravity theory. In deriving the conjecture, Maldacena 
worked in Poincare coordinates, the boundary of which is R3 x S1 and only 
covers half of AdS space1. For the purpose of this discussion we will consider 
global coordinates where the boundary is S3 x S1 because of the work done by 
Hawking and Page in 1983 [43], which will be described below. In global AdS 
there are two scales in the problem, the size of the S3 at the boundary and the 
temperature while in the Poincare patch the only scale is the temperature, 
so we will not see non trivial phase structure there2.
Tn this discussion we are working in Euclidean signature.
2Note that the A dS/C FT correspondence has not be formulated in global coordinates, 
but since the two cases are related by a coordinate transformation and we expect physics 
to be invariant under coordinate transformations, we expect the correspondence to hold
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In order to introduce a temperature into the gauge theory on the bound­
ary there are two approaches one could take, and we will see both are valid 
in certain regimes. Firstly and most simply, we could introduce a thermal 
bath into the AdS space making thermal AdS. The second way to introduce a 
non zero temperature is to consider a background that contains a black hole, 
since black holes have a temperature due to the Hawking process3 [44]. Note 
that in both of these scenarios where we introduce a thermal bath into the 
bulk spacetime it is possible for the system to come to equilibrium because 
null geodesics get to the boundary in finite time. This is due to the fact 
that the space we are considering is asymptotically AdS, and it is not the 
case in asymptotically flat space. When we consider these two geometries in 
Euclidean signature the imaginary time direction is compact and it’s period 
is related to the inverse temperature of the system. Topologically, thermal 
AdSs is D4 x S1 where D4 is a four ball whose boundary is an S3 and the 
imaginary time direction is the S1. Schwarzschild AdSs is S3 x D2 where the 
D2 is a two ball or disc which contains the imaginary time direction. Impor­
tantly, the D2 must smoothly reduce to zero size at the horizon in order to 
avoid a conical singularity while there is no such constraint on the imaginary 
time direction in thermal AdS. In the field theory the order parameter for 
the transition between the two phases is the expectation value of the phase of 
the “temporal Wilson” or “Polyakov” loop which we denote by W . Suppose 
P  is some point in the boundary S3 and Cp is a closed path that goes around 
the thermal circle. The Polyakov loop is defined by
In thermal AdS the paths Cp are not on a closed manifold, so (W) must 
vanish while in Schwarzschild AdS the same paths are on a closed manifold 
since the D2 shrinks to zero size at the horizon, therefore in the Schwarzschild 
AdS phase (W) will be non zero in general. When {W)  vanishes the gauge
in global coordinates.
3 Strictly, this is the big black hole in AdS. The Hawking temperature of the big black 
hole increases with increasing mass, while the Hawking temperature of the small black 
hole decreases with increasing mass.
W  (P) = Tr Pexp ( i (p A (2 .20)
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theory is confining, while a non zero value for (IT) tells us that the gauge 
theory is in the deconfined phase. This observation implies that thermal AdS 
and Schwarzschild AdS are dual to the low temperature and high temperature 
phases respectively [20,23]. In addition, one may compute the two point 
correlation functions of the scalar glueball T r o p e r a t o r  and one finds 
that in the phase dual to thermal AdS the correlator has poles on the real 
axis, indicating bound states of gluons [21]. In the phase dual to the AdS 
Schwarzschild black hole there is a series of poles in the lower half plane, 
indicating unstable states with some finite lifetime [22]. The procedure used 
to perform calculations of correlation functions in holographic theories will 
be described in a later section.
Clearly, the field theory is valid at all temperatures so there should be a 
point where thermal AdS and the black hole in AdS descriptions coincide. 
Hawking and Page showed that at some critical temperature Xhp there is a 
first order phase transition where thermal AdS tunnels into the black hole 
solution which is now known as a Hawking-Page transition. This is a rather 
nice feature of the gauge gravity correspondence since the Hawking-Page 
transition can be interpreted in the gauge theory as a phase transition be­
tween confined and deconfined phases. The first order phase transition was 
studied on the field theory side for weak coupling in [45].
As remarked previously, M  = 4 super Yang-Mills is a conformal theory 
so one would not expect to get bound states like those that occur in QCD. 
However, since the gauge theory here is defined on a compact space there is 
a confining and deconfining interpretation. At low temperature introducing 
a single free gaugino is not possible since the total flux, and hence the total 
charge, on a compact space must be zero by Gauss’ law. When T  > 7hp 
there are screening effects that make it possible to have free gaugino. Hence, 
there is a confining and deconfining interpretation that makes the theory 
similar enough to QCD so that one expects the qualitative behaviour of the 
theories should at least be similar.
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2.3 Q uenched Fundam ental Flavours
When we consider field theory side of the duality between type IIB super- 
gravity on AdS5 x S5 and M  = 4 super Yang-Mills, all of the fields present 
from the low energy limit of open strings on the D3 branes are in the adjoint 
representation of the gauge group. In order to introduce fields in fundamental 
representation we must introduce more branes into the supergravity theory. 
Specifically we add Nf  D7 branes4 into the theory and for simplicity we as­
sume Nf  N  so that we may neglect their backreaction on AdSs x S5. This 
was first done in [46]. If the masses of the Nf  quarks are equal or equivalently 
the Nf  D7 branes have the same embedding, the field theory now contains 
an extra U ( N f ) symmetry that we interpret in the gauge theory as a flavour 
symmetry. Open string modes with both ends on the D3 branes correspond 
to adjoint degrees of freedom in the way described above. Strings with one 
end on the Nf  D7’s and one end on the N  D3’s will carry both flavour and 
colour charge so they represent quark hypermultiplets. The energy of these 
strings is proportional to their length at the boundary so in the gauge theory 
the asymptotic separation of the D7 and D3 branes is related to the quark 
mass and if the D7’s and D3’s coincide the quarks are massless. More specif­
ically, the embedding of the D7 branes as a function of the radial coordinate 
will approach a constant as we take the boundary limit. That constant is 
related to the quark mass in the gauge theory. Open strings with both ends 
on the D7’s are in the adjoint representation of the flavour symmetry group 
U( Nf )  and therefore naturally represent mesons in the field theory. In the 
large N  and supergravity limit the mesonic string modes decouple from the 
theory meaning the U( Nf )  symmetry is global in the boundary theory.
The D7 brane embedding may or may not break supersymmetry depend­
ing on where it lies in the space, we will only consider supersymmetric so­
lutions that retain Af  = 2 supersymmetry. For a review of flavour in gauge 
gravity duals see [25]. Consider embedding a D7 brane in thermal AdS. In
4D7 branes axe used because there is an embedding that retains N  — 2 supersymmetry 
and covers all of the field theory directions. Supersymmetric embeddings of D5 or probe 
D3 branes only cover a submanifold of the boundary, and consequently the flavour degrees 
of freedom live on a defect. This type of theory will be described in a later section.
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AdS5 S5
0 1 2 3 4 5 6 7 8 9
D3 X X X X
D7 X X X X X X X X
Table 2.1: The dimensions covered by D3 and D7 branes in type IIB
a supersymmetric embedding the D7 brane extends as shown in table 2.1. 
Since we assume the backreaction of the D7’s are insignificant we may use 
the Dirac Born Infeld and Chern Simons description of the D7.
S D7 = - T J d8S V |d e t ( la h  +  Bab + 2ira'Fai,) \ + ^ L T  / c 4 A F A F
(2 .21)
where 7ab is the induced metric of the D7 brane and was defined in (1.5) 
and C4 is the pullback of the four form potential. Bab is the pullback of the 
NS B field onto the D7 brane and Fab is a worldvolume gauge field on the 
D7’s. Since a supersymmetric embedding for the D7 is where the brane covers 
AdSs x S3 while the it’s position in one of the other directions of the S5 where 
the D7 is point like, it is convenient to make a coordinate transformation so 
that the metric contains and explicit S3 factor.
r 2 R2
ds2 = — Sijdx1 dx^ H— -  (dp2 +  p2dVt\ +  dw\ +  dw\j) (2.22) 
R v
where r2 = p2 +  w\ +  w\. Let us consider an example where the w5 = w 
direction is a function of the radial direction p and the NS B field and the 
worldvolume gauge field F both vanish. The induced metric of the D7 brane
1S r 2 R2
ds}y7 = — Sijdxtdxj +  —-  [(l +  w'2) dp2 +  p2dQf\ (2.23)
R  T
where a prime denotes differentiation with respect to p. Computing the DBI 
action we find
S D7 = - T  f  cPtp3V l T ^  (2.24)
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Following the usual Euler Lagrange method the equation of motion is
Therefore w{p) = 0 is a solution. If this is the case the asymptotic separation 
between the D7 and D3 branes is zero and the quarks are massless. Solutions 
where this is not the case and the quark mass is non zero typically have to 
be found numerically.
As described previously, the mass of the quarks in the boundary theory is 
related to the asymptotic value of the embedding function as the boundary is 
approached. The asymptotic behaviour of the embedding function depends 
on which coordinate system one is working in, but in these coordinates where 
taking p —> oo is the boundary limit the embedding function there is
The leading term is related to the mass of the quarks, while the second term 
is related to what we call the quark condensate.
With these additional probe branes in the geometry the extra fields in 
the fundamental representation of the gauge theory are as follows: Af  = 2 is 
retained in the gauge theory so for Nf  = 1 and in the language of Af  = 1 
superfields there are two chiral multiplets Q and Q in the N  and N  repre­
sentation of SU(N) .  These multiplets contain a quark and a squark (<?,?/>) 
and an antiquark and an antisquark (q, fjj) respectively. The superpotential 
contains the quark mass term and leads to interactions between the quark 
multiplets and the adjoint chiral multiplets $ i ,$ 2  and $ 3.
(2.25)
W  = ~T-  +  +V ^TY ($3 ['I>1, $ 2]) I (2.27)
#YM
After coupling to the Af = 2 hypermultiplets, $3  naturally becomes the scalar 
part of the Af = 2 vector multiplet, while $1 and $2 together constitute an 
Af =  2 adjoint hypermultiplet. In terms of component fields, the mass term
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for the quark multiplet induces the following terms in the Lagrangian
£  D -y — (rrig^'ifji +  m 2q\q% +  m^qjq1 +  \ f2mqq\$zql +  V2mg&$3g*t +  h.c.)
(2.28)
In later sections we will refer to the expectation value of the operator =  
as the quark condensate.
The presence of the D7 brane covering AdSs x S3 breaks the global sym­
metry group of the S5, which is the R symmetry group in the gauge theory 
to S U ( 2) x U(  1). This is exactly the R symmetry group of a theory with 
Af = 2 supersymmetry.
Fab — daAb — dbAa is a U(  1) gauge field strength that lives on the D7 
branes. It can be shown that it is consistent to set A a to zero so in the 
field theory it must be related to parameters that have this property. It 
has been shown (see for example [26,47]) that when one turns on a time 
component of the worldvolume gauge field it is equivalent to turning on a 
non zero chemical potential for a U ( 1 ) b  baryon number symmetry in the 
gauge theory. This baryon number symmetry is related to the global flavour 
group by U ( N f ) «  U ( 1 ) b  x  S U ( N f ).5 The other components of this 17(1) 
gauge field are related to the conductivity in each of the spatial directions 
of the field theory, as described in the previous chapter. Note that if we 
turn on a time component of the worldvolume gauge field and set the other 
components to zero the Chern Simons term in the D7 brane action will vanish 
due to the presence of the F  AF.  This is typical of theories where we want to 
investigate the phase diagram in the (//, T)  plane. The NS B field is related to 
the expectation value of the phase of the Polyakov loop in the gauge theory. 
We will describe this in more detail in a later section.
2.4 O ther D u alities
Since the discovery of the duality between type IIB string theory on AdS5 x S5 
and Af  =  4 super Yang-Mills there has been a large bulk of work involved
5For massless quarks the theory has the global symmetry group U ( 1 ) b  x S U ( N f )  x 
SU( 2) r  x U(1)R x SU(2)$.
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with finding gravity duals where the field theory is closer to those we observe 
in nature. In particular, finding a gravity dual to QCD is a highly significant 
ongoing research programme.
One of the important dualities that is related to QCD was discovered 
by Sakai and Sugimoto [33]. In order to model QCD at strong coupling 
holographically the Sakai-Sugimoto model takes a stack of N  D4 branes in 
type IIA supergravity corresponding to the adjoint sector of the field theory 
and in the large N  limit replaces them with a background geometry, as was 
the case for D3 branes in type IIB supergravity. To incorporate Nf  flavours 
D8 - D8 branes are added which we consider in the probe approximation as 
described in the previous section. The worldvolume of the D4 branes is 5 
dimensional and the D8 and D8 branes intersect with them in four of their 
dimensions. The D8 and D8 branes are pointlike in the remaining dimension 
of the D4 branes worldvolume (labelled x±) and are separated by a distance L. 
The overlap of the D8 branes with the D4 branes introduces Nj  left handed 
quarks in the fundamental representation while the equivalent overlap of the 
D8 branes with the D4 branes introduces Nf  right handed quarks.
To reduce the dimensionality of the boundary from 5 to 4 the X4 direction 
is compactified on a circle, so if we consider meson masses below the Kaluza 
Klein mass scale Mkk the boundary gauge theory is effectively 4 dimensional. 
In addition, imposing antiperiodic boundary conditions for fermions on the 
compact direction breaks supersymmetry completely making the only light 
degrees of freedom those of large N  QCD. A great successes of the Sakai- 
Sugimoto model is it is a holographic model that realises chiral symmetry 
breaking. The geometry resulting from the D4 branes contains a horizon, 
and the D8 - D8 solutions that end at some finite height above that horizon 
represent a state in the field theory where chiral symmetry is broken. If 
one increases the temperature with the other parameters of the theory fixed 
the distance from the horizon to the end point of the D8 - D8 branes is 
reduced. Eventually, the horizon will meet the branes and chiral symmetry 
is restored. It has been shown in [48,49] that there are two bulk geometries 
with similar asymptotics, corresponding to a QCD like theory at low and
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high temperatures. For low temperature:
ds2 = ^ )  (dt% + Sijdx'dx' + f KK(U)dx\) + +  U2dUlj
(2.29)
with }k k (U) =  1 — ( ^ K)3- R  is the radius of curvature and is related to the 
string coupling and string length. Ukk is the position of the horizon and both 
are related to the Kaluza Klein mass MKk — § which is the mass that
characterises the scale of the compact direction. For the high temperature 
deconfined phase we have
ds2 = ( ^ )  ( fT(U)dt2B +  Sijdx'dx3 +  dx\) + ( fr(U)  +  ^ 2<^ )
(2.30)
where fr{U)  =  1— ( ^ ) 3- Note we have Wick rotated to Euclidean signature, 
and to avoid a conical singularity at the horizon the Euclidean time direction 
must be periodically identified, hence there are two compact directions in the 
geometries and thus one can think of the low /  high temperature behaviour 
as a competition between which circle shrinks to zero size first. Ensuring 
regularity at the horizon one can deduce that the temperature is given by
T- i S  (2-31>
Quantities in the Sakai-Sugimoto model depend on the temperature, 
chemical potential and the parameter L which is the asymptotic separation 
of the D8 - D8 branes in the X4 direction. We will consider this brane set up 
at strong coupling, i.e. the separation of the D8 - D8 branes is much smaller 
than the coupling, so the effective theory (which is four dimensional when we 
consider energies below the Kaluza-Klein mass scale) contains terms induc­
ing strongly coupled four fermion interactions with coefficients that depend 
on L.6 These operators are irrelevant, so it is not clear exactly how to relate 
L  to the various generated operators when the coupling is large. W ith this
6The gauge theory is five dimensional, so the coupling has dimensions of length. For a 
discussion of this brane configuration at strong and weak coupling see [50].
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in mind, it is clear that the field theory side of the Sakai-Sugimoto model is 
not simply large N  QCD but some other, more complicated field theory. It 
does have some important features of QCD however, so in studying it we can 
gain some important insights about QCD at strong coupling.
2.5 C om puting G auge T heory Q uantities
In the time since Maldacena proposed that Type IIB supergravity on AdSs x 
S5 was dual to M  =  4 super Yang-Mills theory, much effort has gone into 
understanding how quantities in one theory relate to quantities in the other. 
In particular we will be interested in how one may compute quantities in the 
gauge theory at strong coupling by performing a calculation in the gravity 
theory. The correspondence was originally formulated in a spacetime with 
Euclidean signature and a prescription for computing gauge theory correla­
tion functions in this setup was formulated independently by Gubser, Kle­
banov and Polyakov [21] and W itten [20]. Their thesis was that one can find 
solutions to the equations of motion of the supergravity theory and relate 
them in a simple way to the generating functional of the gauge theory:
Here W  is the gauge theory generating functional, Son shell is the on-shell 
action of the gravity theory, </> is some field in the gravity theory and = 
lim (j){r) is the boundary value of the field 0. To obtain the on-shell
action of the gravity theory one must solve the equations of motion for the 
field in question and substitute this into the action. When one has computed 
the on-shell action it is possible to compute an n point correlation function 
by taking n functional derivatives with respect to the boundary conditions
[0o] ^on shell \4*\ (2.32)
r—►boundary
(2.33)
Typically, the equations of motion are second order, and therefore there are 
two independent solutions and two boundary conditions. One may show that
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in Euclidean AdS and the Euclidean AdS black hole, the two solutions to the 
equations of motion are characterised as non normalisable and normalisable 
in the interior. By demanding regularity of the solution to the equations of 
motion in the interior, we use the normalisable solution to compute the on- 
shell action and the non normalisable solution is interpreted as a source for 
the dual operator. There is no ambiguity and since all correlation functions 
are known, everything there is to know about the gauge theory is known.
There is a one to one correspondence between canonical fields in the 
supergravity theory particular single trace, chiral primary operators in the 
gauge theory. For example:
<j) <-> Tr ( F ^ F a' ^ )
Where is the R charge current, AM is the gauge field7 and T^v is the stress 
energy tensor. Tr ( F ^ F 0’*4") is commonly referred to as the glueball operator 
since it corresponds to bound states of gauge bosons in Yang-Mills theory. 
One can immediately see that the field in the supergravity theory and the 
corresponding operator in the gauge theory must have the same index struc­
ture - a scalar field must correspond to a scalar operator etc. For a complete 
dictionary relating fields to operators in the AdS/CFT correspondence see 
for example [51].
In Euclidean signature, this prescription is sufficient to compute gauge 
theory correlation functions for zero and finite temperature. However, in 
Lorentzian signature at high temperature one may show that the two solu­
tions to the equations of motion are both normalisable in the bulk so im­
posing regularity is no longer sufficient to uniquely fix a solution, and hence, 
the on-shell action. This problem was described in [52]. The ambiguity in 
the bulk is equivalent to the ambiguity in the two point correlation functions
7Although a rank 1 gauge field was not included in the original 10 dimensional action 
of type IIB supergravity, one can compactify the 10 dimensional AdSsX S5 down to 5 
dimensional AdS. The remnant of the S5 is a rank 1 gauge field with SO(6) symmetry.
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that arises in Lorentzian signature weakly coupled quantum field theory - 
in Euclidean signature there is one correlation function while in Lorentzian 
signature there is an ambiguity in how to deal with the poles on the real 
axis, which leads to the various correlation functions in use in quantum field 
theory. The most commonly used correlation functions are the Feynman, 
retarded and advanced functions which have particular pole prescriptions. A 
method to compute two point correlation functions in Lorentzian signature 
using gauge gravity duality was provided by Son & Starinets in [53].
In order to compute correlation functions in Minkowskian signature from 
gravity, Son Sz Starinets suggested that imposing different boundary con­
ditions at the horizon will lead to different correlation functions when one 
performs a holographic calculation. It was proposed that imposing infalling 
wave boundary conditions at the horizon will produce the retarded correla­
tion function, while imposing purely outgoing wave boundary conditions at 
the horizon will yield the advanced correlation function. The prescription 
was shown to produce the correct correlation functions where they could be 
computed in other ways and compared, and it has been extensively used to 
extract real time two point correlation functions for many theories (see for 
example [54-57]). The method of Son Sz Starinets is limited however, it can 
also be shown that it cannot be used to calculate higher point correlation 
functions. More general prescriptions for computing higher point correlation 
functions have been subsequently discovered, see for example [58,59]. We will 
use the Son Sz Starinets method to compute two point retarded correlation 
functions in the next chapter.
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Chapter 3 
Strongly Coupled J\f = 4 Super 
Yang-M ills on dS3x S ]
3.1 Introductory R em arks
Quantum field theories on a time dependent background are very interesting 
and important areas of research, but also one where it is traditionally difficult 
to make progress. The first step to understanding field theories in time 
dependent backgrounds is clearly to understand how a field theory behaves 
in curved spacetime [60,61]. One of the most famous works in this field 
is that of Hawking [44] which showed that a quantum field in a black hole 
background will cause the black hole to appear to radiate a thermal bath of 
particles as viewed by a far away observer. It was shown [62] that in this 
thermal bath of particles is the result of a horizon appearing in the geometry, 
for example, de Sitter space is a spacetime that does not contain a black hole 
but does contain a horizon so it was expected that Hawking radiation should 
be observed, and the temperature due to this horizon is now known as the 
Gibbons-Hawking temperature. Of course, research into field theories at 
weak coupling in curved spacetime is still ongoing. For example, see [63-65] 
and the references therein.
Since time dependent backgrounds are largely quite well understood in 
classical gravity, the AdS/ CFT correspondence opens up the possibility that
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understanding the complicated dynamics of a strongly coupled quantum field 
theory on a time dependent background may be accessible via a holographic 
calculation. Understanding these types of theory would be very useful, most 
notably for applications to cosmology and heavy ion collider physics. In 
this section we will use the techniques described in the previous chapters to 
follow the work of [66] the goal of which was to compute real time correlation 
functions on dS3 x S1 dual to the time dependent, locally AdS backgrounds 
first studied in [67-71].
The authors of [72] studied the double analytic continuations of vacuum 
solutions such as Schwarzschild and Kerr spacetimes providing examples of 
smooth, time dependent solutions called “bubbles of nothing” [73-75]. These 
asymptotically flat solutions were generalized to asymptotically locally AdS 
spacetimes in [67,68], by considering the double analytic continuations of AdS 
black holes1. The bubbles are obtained by analytically continuing the time 
coordinate to Euclidean signature t —► i \  where x is periodically identified, 
and a polar angle 6 —> ir  so effectively we swap one of the spatial directions 
for the time direction. In addition, the x circle has supersymmetry breaking 
boundary conditions for fermions. The resulting bubbles undergo exponential 
de Sitter expansion in the far future, and contraction in the far past. For the 
asymptotically locally AdSs x S5 case [68], the boundary of the geometry is 
dS3 x S1. The corresponding dual field theory, N  =  4 SYM, is thus formulated 
on dS3 x S1 with antiperiodic boundary conditions for the fermions around the 
S1. Each of the two AdS-Schwarzschild black holes (the small and big black 
holes) yield an AdS bubble of nothing solution, only one of which is stable. 
The bubble of nothing geometries are vacuum solutions with cosmological 
horizons [72] and particle creation effects.
It was realized in [69-71] that there is another spacetime with the same 
AdS asymptotics as the bubble geometries, with dS3 x S1 geometry on the 
boundary. This is the so-called “topological black hole”2 -  a quotient of AdS
1For the classifications of solutions obtained by analytically continuing black hole so­
lutions, see [76].
2The term “topological AdS black hole” has also been used to refer to black holes with
a hyperbolic horizon having a non-trivial topology. In the A dS/C FT context these have
been studied in [77-80] and references therein.
3.1. Introductory Remarks 35
space obtained by an identification of global AdSs along a boost [81,82]. It is 
the five dimensional analogue of the BTZ black hole [83,84]. The topological 
AdS black hole can also be obtained by a Wick rotation of thermal AdS 
space. Euclidean thermal AdS may decay to the AdS Schwarzschild black 
hole via the Hawking-Page transition [20,43] and similarly, the topological 
AdS black hole may decay via the nucleation of an AdS bubble of nothing. 
The topological black hole becomes unstable only when the radius of the 
spatial circle becomes smaller than a critical value, which in the Euclidean 
thermal setup is when the temperature exceeds a critical value. Precisely 
such an instability to decay to “nothing” was first noted for flat space times 
a circle having antiperiodic boundary conditions for fermions [73].
The two different geometries described above are dual to two different 
phases of strongly coupled, large N  gauge theory formulated on dS3 x S1. As 
in the usual thermal interpretation wherein the field theory lives on S3 x S1, 
the two phases are distinguished by the expectation value of the Wilson loop 
around the S1. In the bubble of nothing phase, the circle shrinks to zero size 
in the interior of the geometry and the Wilson loop is non-zero, indicating 
the spontaneous breaking of the symmetry of the gauge theory. The 
topological black hole phase is Z;v invariant. Unlike the thermal situation 
however, the spontaneous breaking of Zjv invariance is not a deconfinement 
transition since the circle is a spatial direction and not the thermal circle.
Our primary motivation is to understand how the behaviour of real time 
correlators in the two geometries reflects the properties and distinguishes the 
two phases of the Af = 4 theory on dS3 x S1. Since the de Sitter boundary 
has its own cosmological horizon accompanied by a Gibbons-Hawking tem­
perature [62], this should also be reflected in the properties of the boundary 
correlation functions. An interesting feature of both the geometries in ques­
tion is that infinity is connected, i.e. the asymptotic structure of the geome­
try is unlike the AdS Schwarzschild black hole whose asymptotics consists of 
two disconnected boundaries. This means the Schwinger-Keldysh approach 
in [58] is not directly applicable. It would be interesting to understand how 
to apply that idea and also the recently proposed prescription of [59, 85] 
in the present context. Instead we simply use the Son-Starinets prescrip­
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tion [53,56,86] to compute real time correlators in the topological AdS black 
hole geometry, by requiring infalling boundary conditions at the horizon of 
the black hole. In the following sections we will describe in detail the com­
putation of the scalar glueball and conserved R-current correlation functions 
in the topological black hole geometry. The correlators cannot be computed 
analytically in the bubble of nothing geometry so provide an analysis of the 
scalar glueball correlation function using the WKB approximation.
3.2 T he Topological A dS Black H ole
The topological black hole in AdSs [71,82] is an orbifold of AdS space ob­
tained by the identification of points along the orbit of the Killing vector
f  ^  (xAd$ + xbdA) (3.1)
where rx is an arbitrary real number and the AdS space is described as the 
universal covering of the hypersurface
— xl  +  x\  +  x\  +  x\  +  x\ — x\ = —R 2 (3.2)
R is the AdS radius. In ‘Kruskal like’ coordinates which cover the whole
space the metric is
dS2 =  (1^ 2 ) 2  +  ( i - 'y2)2 Tl dX2 (3-3)
Note that the x  direction is periodic with period 2n, /i, v € 0 , . . . ,  3 and the
coordinates yM are non compact with Lorentzian norm y2 = y^yt'rylv such 
that - 1  < y2 < 1. Note that this spacetime is Anti de Sitter locally with the 
X  direction periodically identified.
X ~  X +  2tt (3.4)
When we take y2 —* 1 we are approaching the boundary of the space, the 
geometry of which is a three dimensional de Sitter space with radius of curva­
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ture R times a circle with radius rx, hence the boundary CFT is formulated 
on dS3 x S1.
At y2 = 0 there is a horizon which is given by the three dimensional 
hypercone
vl = y\ + vl  +  3/1 (3.5)
and there is a singularity at y2 = —1. The singularity arises because timelike 
geodesics end at y2 = —1 and the norm of the Killing vector d x , which is 
the Killing vector that generates the orbifold identification, vanishes there. 
The global structure of the topological black hole is shown in figure 3.1. It is 
interesting to note that the topology of this spacetime is R3,1 x S1 in contrast 
to that of the AdS Schwarzschild black hole which has the topology R 1,1 x S3. 
This means that, unlike the infinity of AdS Schwarzschild spacetime which 
has two disconnected regions, infinity for the topological black hole is a single 
connected piece. This fact leads to a difficulty in defining a prescription for 
computing boundary correlation functions in the gauge theory. Normally, we 
would follow the method provided in [58] to find the generating functional of 
the gauge theory, but the fact that infinity is connected means we cannot do 
this. It is possible that one may adapt the method of [59] to compute the full 
generating functional of the gauge theory, but we leave this for future work 
and will compute two point Green’s functions using the method from [53]. 
Another useful coordinate system it is possible to recast the metric in are 
Schwarzschild like coordinates
v - ' Y  , f t \  r2 4 (Y 2 — Dn)Y  =  > ytyi, — =  coth ( — I , ~ (3.6)
t T  Vo W  R  ( 1  +  Vo — Y 2) v
These coordinates cover the region y° > 0 or the exterior of the topological 
black hole. Locally the metric takes the form
r* +  B?dr'''' + (5)2 (r2 + R2) dX* + r 2 { - %  + C°Sh2 (i) dQl)
(3.7)
In these coordinates the horizon is at r = 0. Slices of constant r has the 
geometry of dS3 x S1. It is possible to obtain the topological black hole
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Figure 3.1: The global s truc tu re  of the  topological AdS black hole spacetim e. 
The singularity is the hyperboloid —y$ +  y7y 7 =  — 1 and the  horizon is a t the  
cone y l  =  y7y 7.
m etric by the Wick ro tation  of therm al AdS space. W ick ro ta ting  one of 
the directions in the Sli of therm al AdS would produce the dS3 factor, and 
then  the Euclidean tim e circle would be in terpreted  as a spatial circle, ra ther 
th an  a therm al circle whose period is related to  the  tem peratu re. Locally 
the  topological black hole is AdS bu t globally it differs from AdS because of 
the  periodic identification of the  x  direction. Note th a t a t the horizon this 
spatial circle is finite sized at the horizon and i t ’s radius is rx . Indeed, it was 
argued in [68.71], the topological black hole in AdS space is au tom atically  
a solution to  the  Type IIB supergravity equations of motion, since it can be 
obtained via a double Wick ro tation  (and an identification) of AdS5 x S5. 
The dual field theory  is M  =  4 supersym m etric Yang-Mills on the boundary 
of the topological black hole spacetim e which is dS3 x S1.
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3.3 C orrelations Functions D ual to  th e  Topo­
logical B lack H ole
In this section we will compute the real time correlation functions for the 
glueball and the R-current on dS3 x S1 in the phase dual to the topological 
black hole geometry in the bulk. Since the topological black hole is related 
to Euclidean thermal AdS by Wick rotation, one could in principle take the 
correlation functions on S3 x S1 and Wick rotate to obtain the correlation 
function on dS3 x S1. However, the Wick rotation required takes the polar 
angle and changes it into the time direction so a complete knowledge of 
the angular dependence of the correlators would be required and at finite 
temperature and strong coupling the full correlators have not been explicitly 
calculated. For this reason we will use the prescription of Son & Starinets [53] 
to calculate the correlation functions holographically in the topological black 
hole background directly, and not use analytic continuation.
3.3.1 Scalar Wave Equation in the Topological Black 
Hole
Following the outline in section 2.5 we will calculate the particular correlation 
function by solving the related wave equation in the bulk and evaluating the 
on shell action. The simplest case in the bulk, the scalar wave equation, is 
dual to the glueball operator so to find the correlation function we will solve 
the scalar wave equation in the area of the bulk exterior to the black hole. 
We will write the metric in the form used by [71]
ds2 = R 2 j- +  p2dx2 +  (p2 -  l) (—dr2 +  cosh2 rd f l l ) ^  (3.8)
where we have introduced the dimensionless variables
' - i
(3.9)
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p —> oo corresponds to the boundary limit, while the horizon is at p =  1 
where the coefficient of dr2 vanishes and the coefficient of dp2 diverges. The 
scalar wave equation in general is
( ^ = 3 *  { \ f ~ 9 f vdv) ~  0 =  0 (3.10)
To solve this equation we will use the method of separation of variables. In 
this geometry, scalar fields have a natural expansion in terms of spherical 
harmonics on the S2 x S1 spatial slices
0 (p, X , T, to) = ^2  A trnYem  (0 ) emx J  p) % (y, t )  (3.11)
£,m,n
In this expansion Yim (fi) are spherical harmonics on the S2, etnx are Fourier 
modes on the S1 and <$n (i/, p) contains the dependence on the radial direction 
which we will discuss below. Plugging this into equation (3.10) one can show 
the temporal modes 7J(^, r )  satisfy the following equation
— \ j - d T (cosh2 TdTTe(v, t ) )  +  r) = -  (v2 +  l) %{v,t )  (3.12)
cosh r  cosh r
General solutions to equation (3.12) can be expressed in terms of associated 
Legendre functions
%(y,r) = — (AiP™ (tanh r) +  BeQ™(t&nhr)) (3.13)
COSil T"
In the usual approach to quantizing free scalar fields in de Sitter space, the 
integration constants At  and B t  are determined by the choice of de Sitter 
vacuum [60,87,88] (the so-called a -vacua). However, in the present context, 
the constants will be specified by picking out infalling wave solutions at the 
horizon of the topological black hole. These are the holographic boundary 
conditions relevant for real time correlation functions in the strongly coupled 
field theory on dS3 x S1. Whether a-vacua are defined in theories with 
couplings is not as yet fully understood, but for a further discussion on this 
topic in the context of AdS/CFT see [89]. For every £ G Z, the equation has
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two kinds of solutions that will be relevant for us:
1. normalisable modes labelled by integers —iv — 1, 2 , . . .  £.
2. delta-function normalisable modes labelled by a continuous frequency 
variable v € R.
The inner product is taken at constant £ and is given by
/ oo
dr cosh2 r  T  (v, t ) T  (z/, t )  (3-14)
■oo
The delta function normalisable modes are chosen such that this integral 
is equal to 6 {v +  z/) while the other modes are normalised to unity. The
distinction in the different types of modes is more important for the R-
current correlation functions and we will discuss them in more detail in that 
section.
Consider now the equation for the radial component. To find a solution we 
will rewrite it as a Schrodinger equation, using Regge-Wheeler type variables
u = ^ log ^  |  ^  or p = cothiz (3.15)
and
=  y j p ( f -  1)$„ (3.16)
with these coordinate changes the horizon is approached as u —> oo while the 
boundary is at u = 0. The radial equation is
- ^ 2^ n  (v, u) +  Vn (u) (y, u) = v 2^ n (v, u) (3.17)
+ + + (3.18)
Where we have defined
n  =  —  (3.19)
rx
The potential is shown in figure 3.2. It decays exponentially near the horizon, 
while blowing up near the boundary, which is expected for black holes in AdS
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V[u]
u
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Figure 3.2: The Schrodinger potential for the topological AdS black hole.
space. In the near horizon region where the potential vanishes, the solutions 
with v > 0 are travelling waves therefore there is a distinction between 
incoming and outgoing plane wave solutions and we may apply infalling wave 
boundary conditions in order to compute the retarded correlation function. 
For any n and m, the equation has analytically tractable solutions in terms 
of hypergeometric functions. In this discussion we will restrict attention, for 
simplicity, to two special cases: i) n ^  0 and m R  = 0; ii) n = 0 and m R  ^  0. 
The solutions to the radial part of the wave equation are given by
n ^ O  and m R  =  0
=  Cl P~in x
o * i*' 1 „
(p -  1) 2 5 2^1
(3.20)
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n  =  0 an d  m R  ^  0
$0 {v,p) =
2*1 (1(3 -  A) -  \ iv,  1(3 -  A) +  III/; 3 -  A; - ( p 2 -  I ) -1)
Ci
c  2*1 ( |(A  ~  1) ~  ;jy , |(A  -  1) +  \iv , A -  1; - ( p 2 -  1) *) 
2 (p2 -  l ) s A
In the above we have used the shorthand A = 2 +  \ /4  +  (mi?)2, which is the 
dimension of the dual operator in the boundary theory.
3.3.2 The M assless Scalar Glueball Correlator
The field theory, Af = 4 super Yang-Mills defined on dS3 x S1, contains two 
50(6 ) singlet, scalar glueball fields;
Q(x, t) = T r F ^ F ^ ,  £(£, t) = T V (3.22)
These fields are dual to the dilaton and the axion (the RR-scalar) respec­
tively in type IIB theory in the bulk. Both of these fields solve the scalar wave 
equation and when the equation is massless corresponds to A =  4 operators. 
The retarded propagators for the scalar glueball fields are known on R3,1 at 
weak coupling for both zero and finite temperature [90]. Since the operator is 
chiral primary in the Af = 4 theory, at zero temperature its correlation func­
tion on M3,1 receives no quantum corrections and the strong coupling results 
from supergravity are in exact agreement with those of the free field theory. 
At finite temperature, however, when supersymmetry is broken, strong and 
weak coupling results on M3,1 differ [53,90]. Computations of the glueball 
correlator also exist in the free Af = 4 theory at finite temperature and on 
a spatial S3, both in the confined and deconfined phases [90]. Their strong 
coupling counterparts have not been determined.
In this case we are considering the theory on dS3 x S1, which leads to 
three interesting observations. Firstly, we are imposing antiperiodic bound­
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ary conditions for fermions on the S1, so supersymmetry is completely broken. 
Secondly, the dS3 on the boundary contains a cosmological horizon with as­
sociated Gibbons-Hawking temperature, so it would be interesting to see this 
emerge from a holographic, strong coupling calculation. Lastly, analogously 
to the Hawking-Page phase transition from thermal AdS to the (big) AdS 
Schwarzschild black hole via the Euclidean bounce, when the radius of the 
boundary S1 decreases below a critical value, rx < ^ = , the topological black 
hole decays to the small AdS bubble of nothing. We would like to under­
stand how boundary field theory correlators at strong coupling on dS3 x S1 
change across this transition. The transition from the topological black hole 
to the Bubble of Nothing is a breaking transition. This due to a non-zero 
expectation value for the Wilson loop around the spatial S1.
We are primarily interested in real time response and for the sake of sim­
plicity, we will first study only the response functions for glueball fluctuations 
that are homogeneous on the spatial S2 slices at the boundary, i.e.
G r  ( t ,  t '  ; n ; i  =  0 )  =
-  S  /  £  e~inx e ( r  -  t>) ([ m  x ’ t ) ’ g{Qf’ ° ’ t '] ] ] (3-23)
We will work with the dimensionless variables r  =  t '  = ^  and restore 
appropriate dimensions when necessary. Although we will not generalise to 
inhomogeneous fluctuations on the spatial sphere for the glueball correlation 
functions we will when we look at R-current correlators, and we will see that 
the generalisation is straightforward.
For the moment we focus attention on the s-wave (£ = 0) retarded cor­
relation function of the scalar glueball operator. Also, for the s-waves, the 
correlator turns out to be a function of ( r  — t ' )  s o  that it is natural to define 
the temporal Fourier transform of this as,
/ oo d r  e - lv^ - T') G r (t , t ' ; n ; £ = 0) (3.24)
•oo
To calculate it at strong coupling and in the large radius regime (rx > 2y/2^
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we solve the dilaton wave equation which is the equation for a massless, 
minimally coupled scalar field in the background of the topological AdS black 
hole.
Spatially Hom ogeneous Case w ith n  =  £ =  0
Firstly, consider the simplest case where n = i  — 0. When the mass is also
vanishing and the dimension of the dual operator is A =  4 the solutions to
the radial part of the scalar wave equation are hypergeometric functions.
_ ri'i / , 7T 1 +  v2 „ (  1 + iv 1 — iv „ P2 \  /g-\ w\
0 (" ’p) =  4 cosh ( f )  2 1  (  2 ~ ’ 2 ’ ; i ^ T 1)  (3'25)
and
(21 / x 1 r - , /3  — iv 3 + iv n 1 \  .
$0 {l/' p) = i p ^ T f  2iH ~ ’ ~ ;3 ;^ T )  (3'26)
The temporal part of the wave equation is also particularly simple when 
I = 0, and has a natural interpretation in terms of positive and negative 
frequency states.
p - i V T  p i V T
T + =  (i/, r )  — -— and T~  =  (v, r)  — -— (3.27)cosh r  cosh r
In order to find the retarded correlation functions holographically we are 
required to choose the appropriate linear combination of solutions which is 
both smooth and is an infalling wave at the horizon, which is approached as 
p —» 1. In the near horizon region, the asymptotic form of the solutions is:
$o1) (". P !)  ->
„ r ( - i i / ) r ( 2 ± ^ )  , t n t  . E r ( u / ) r ( ^ l
. ( 2 ( p - l ) )  » eT Vr ( ^ ' 2 1 +  . ( 2 ( p - l ) )  » e ~ « ’
(3.28)
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and
-  .)  . -  (2 („ -  .))-■*■ +  (2 „  _
(3.29)
We note that these modes diverge like S_l as p —» 1, however they are still
5
normalisable since y f^g  ~  ( p — l ) 2. We must also ensure the solutions are 
correctly normalised as the boundary is approached. Indeed, we can show
$o1} P °° ) =  1 +  • • • > $o2) P oo) =  -7  +  ' • • (3 -30)p
Assuming 7^+ are positive frequency modes for Re (is) > 0 the radial part of 
the solution should be proportional to (p — l ) -1^  at the horizon. With this 
condition the appropriate linear combination of solutions is
$o {y,p) = fco V .p ) +  cosh+( ^ ) ^  3^'31^
The holographic prescription for computing the real time retarded correlation 
functions [53,86] requires us to evaluate the boundary terms of the scalar on 
shell action
s -
167T2
J  drdttdx 9PP\F I g $  (r, p) dp$  (r, p) \p_^ oo (3.32)
For the current case under consideration where n = I = 0, the solution for 
is given by
f°° dis
$ ( t , p )  = J  — T0+ (is,r)$o(v,p)  (3.33)
Plugging into the scalar boundary action with the expressions for (is, p) 
and the correct linear combination of solutions given in (3.31) we are lead to 
the unrenormalised retarded correlator in frequency space. Below we include
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all contact terms (finite polynomials in the frequency i/.). 
N 20)
16tt2
2\2 T . ( 3  + iv- - ( l  +  I/2)2 V> — r— ) + 1>
+ g ( l  +  i/2)2 —iircoth ( ^ ( I/ +  *)) +  2(logp -  7e +  1)
+ J(1  +  ^ V p—>oo
(3.34)
Note that the quadratically divergent term in (3.34) comes from a term in 
the non normalisable solutions near boundary asymptotics proportional to 
This would not be present in Poincare like coordinates, and this piece 
doesn’t contribute any other term to the correlator.
When we subtract the divergent and contact terms we get the renor­
malised correlation function. At this point we will restore the dimensionful 
de Sitter radius R  by making the replacement v  —> vR.  The resulting corre­
lator is
~ , N 2 (  1 2 3 — ii/R 2 ivR (3.35)
2 J 1 +  v2R?
The analytic structure of the correlator is shown in figure 3.3 When v is
o  -  i 3/R
O - i  5/R
«» - i  7/R
Figure 3.3: The analytic structure in complex frequency plane of the massless, 
spatially homogeneous (£ = n = 0), retarded Green’s function in the Zjv 
symmetric phase, corresponding to the topological AdS black hole.
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purely real the real and imaginary parts of the correlation function (3.34) 
match, and the function is analytic in the upper half plane. In the lower half 
plane there are simple poles at frequencies
Vk =  ~
i{ 3 +  2k) 
R
k e z (3.36)
It was argued in [53] that the poles of the retarded correlator in a black hole 
background coincide with the quasinormal frequencies of the black hole. The 
quasinormal frequencies of the topological black hole in AdSs above are quite 
similar to the corresponding objects in the BTZ black hole.
N on zero M om entum  Along the S1 w ith t  =  0
Generalising the above calculation to include a discrete non zero momentum 
equal to — around the S1 is relatively straightforward. It requires us to write
r x
the scalar boundary action using the modes given in (3.20). The steps are 
identical to the calculation above, but the algebra is more involved. With 
dimensionful constants restored we find the retarded Green’s function is
Gr {v] n) = -
. . 3 iR  (  n
2iR{ ^ k )
(v + 7 $ R2 + l .
iR
~2
n
v +  — 
rv
2iR{v ~ k )
( " - S ) 2 r 2  +  1
(3.37)
If we set n =  0 in the above we recover (3.35) as we should. The correlation 
function has poles in the lower half plane located at
v t  =  —
i( 3 +  2k) n
R ±  — ; k , n  E Z
(3.38)
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The positions of the poles have the same imaginary part as before, with non 
zero real part indicating non zero momentum along the S1. Curiously, the 
single simple poles at n = 0 seem to ‘split’ into two simple poles when n  is non 
zero. A sensible consistency check on our results is to expand our expression
1 Ll
-  n/r^ n/r+  ^
• -  i 3/R •
• - i  7/R •
• H5/R •
• •
• •
Figure 3.4: The analytic structure of the massless retarded Green’s function 
in the complex frequency plane with non-zero momentum along the spatial 
circle.
for the correlator in the high frequency limit, which should reproduce the 
flat space result. The leading behaviour is
<?*(,;»)! -  U  -  ^ Y l o g  U  -  % )  (3.39)vR,n?s>i 1287H \  r j  /  V r j  /
which does indeed agree with the scalar glueball correlation function com­
puted in flat space [21].
3.3.3 Thermal Effects and the Gibbons-Hawking Tem­
perature
As remarked upon previously, de Sitter space has a cosmological horizon and 
therefore has an associated Gibbons-Hawking temperature [62]. W ith this in 
mind, we should see thermal properties in the correlation functions we have 
calculated on the boundary of the topological black hole spacetime, which is 
dS3 x S1. Consider (3.37). When the frequency is real the digamma functions
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have a non zero imaginary part.
N 2
Im GR {v\n) = ^
I/€R 2 5 o 7T
. ( irR  f  n i \ \  , ( n R (  ncoth I v H — I +  coth I —-  I v H —
V 2 V rx R j J  V 2 V rx R j ,
(3.40)
We have used the relation tanh(x) =  coth(:r-M f) to write the result in a form 
that will be the most familiar in the context of thermal physics. In flat space 
for a free field theory at finite temperature the scalar glueball correlator with 
spatial momentum set to zero and frequency u  is proportional to [90]
QrPiat space ^  =  _  ( _  £ 1 .^  +  analytic (3.41)
The spectral function is the imaginary part of the retarded glueball correlator 
and it is
Im & T  coth ( £ )  (3.42)
While it is not obvious that we can define a spectral representation in de 
Sitter space (for a more in depth discussion on this topic, see for example 
[65,91,92]), there is an obvious similarity between the results we have found 
in de Sitter space (3.40) and the flat space result (3.42). In particular, we 
can identify the temperature associated with the cosmological horizon in de 
Sitter space
T "  -  s s  (3A3>
which is exactly the Gibbons-Hawking temperature. While we have noted the 
similarities between the imaginary parts of the retard Green’s function in flat 
space and dS3 x S1 we note there is also an important difference. The term 
that appears in place of the frequency or ‘energy’ of the flat space spectral 
function in de Sitter space is not the real frequency, but is in fact v — 
The difference appears because of our definition of positive and negative 
frequency modes in equation (3.27). Choosing modes that would lead to a
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real frequency v in the imaginary part of the retard Green’s function the 
positive frequency modes are red shifted to zero in the far future. To get 
propagating modes at all times we need to choose v = u  +  with lj € R.
The results we have computed in the strongly coupled theory for the 
retarded correlation function of the glueball on de Sitter space seem to match 
quite closely with what was found in the weakly coupled theory at one loop 
[93].
3.3.4 The M assive Scalar Glueball Correlator
The holographic calculation of correlation functions in the topological AdS 
black hole can be easily extended to massive scalars. In the context of the 
Type IIB theory, such massive states are stringy excitations with masses 
m2 ~  T  J_ A scalar field of mass m  in the bulk is dual to a scalar 
operator Oa  in the field theory with dimension A =  2 +  y/4 +  (m R )2. We 
will study below the free massive scalar in the bulk geometry to extract infor­
mation on the analytic structure of correlators of high dimension operators 
in the field theory, which we have two primary motivations for doing:
1. The works of [94, 95] have demonstrated that propagators of heavy 
fields, in the geodesic approximation, may be used to probe the bulk 
geometry behind horizons and perhaps extract information on singu­
larities behind such horizons.
2. One of our main goals is to look for signatures of the transition between 
a Zn  symmetric phase and a Zjv broken phase. In the bulk theory, the 
latter phase is the small bubble-of-nothing geometry. Correlators in 
this latter geometry can only be computed using an Eikonal (WKB) 
approximation involving high frequencies and/or large masses. One 
reason for this is that it is possible to obtain the the topological black 
hole geometry and the bubble of nothing geometry by the Wick rotation 
of thermal AdS and the AdS Schwarzschild black hole respectively.
Although scalar wave equation in the bubble of nothing geometry does not 
admit exact solutions unless we consider large masses, one can find massive
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solutions in the topological black hole background for any mass. Computing 
the correlator in the massive case means performing the same procedure as 
for the two cases above, but now using massive solutions to the scalar wave 
equation given in (3.21). In general we find the correlator is
Gr (v) — Ca
r ( § ( A - i - i i / . R ) ) 2r ( 3 - a )  
r ( i  (3 — A — iu R ) )2 T(A — 1)
(3.44)
where the normalization constant Ca =  2(A — 2)e2(A with e —► 0 corre­
sponding to the boundary limit. When we take the massless limit of this
Double poles
Figure 3.5: The analytic structure of the massive scalar glueball correlator. 
There are double poles in the lower half plane at zero spatial momentum.
expression m R  —* 0 we recover the correlator found previously (3.35) after 
the subtraction of an additional divergent contact term. We note the mas­
sive correlator has a different pole structure to the massless case, having an 
infinite set of double poles at
i (A  -  1 +  2k) 
R
k e  z. (3.45)
The physical meaning of the double poles in the massive retarded correlator 
is not clear, however we note that double poles have appeared in correlation 
functions of two dimensional CFT’s with non integer conformal dimension, 
dual to the BTZ black hole [53]. For real frequencies, the massive correlator
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also has an imaginary part
7r2 T(3 — A) sin(7rA) sinh(7ri/i?)
Im G r (u) Ca 2 r A^ — 1) | r  (1(3 — A — ivR))  cos ( f  (A -  ivR))  |4
(3.46)
The thermal origin of this result is not as explicit as it was for the massless 
scalar. Consider eliminating R  in favour of the de Sitter temperature using 
T  =  2^ -  We have
Tm r  I,A -  - C  7f2 r <3 -  A ) __________ sin (^ A )s in h (^ )___________
A 2 r ( A - i ) | r ( i (3 — a  — j^ ))  cos ( H a - ^ ) )  |4
(3.47)
This expression is similar to the equivalent one found for the BTZ black hole. 
For zero spatial momentum and frequency lj it was found (equation (4.24) 
of [53]) and it is
T Pi / \ 2eA 2 . - /  u  \  _ f  A iu  \Im Gr (id) ~  k smh ( —  ) T ( — — ——  I
V } nLT  (A — 1) \ 2T J  \  2 4ttT  J
(3.48)
In this expression L is the radius of curvature of the bulk space, T  is the 
temperature, A is the dimension of the operator and is greater than 1 and 
the e —*■ 0 limit is when the boundary is approached. We will not discuss the 
BTZ black hole any further, and we only note the similarities between (3.47) 
and (3.48).
We will not do this explicitly, but we expect turning on a finite momentum 
around the S1 to cause the set of double poles to split into simple poles j-2 
apart, as was the case for the massless correlation function.
Since we are interested in comparing this correlation function with the 
similar object computed in the bubble of nothing background that can only 
be found in the large mass and frequency (WKB) approximation, we should 
look at (3.44) for large mass. Consider m R  1 so that A «  mR.  In this 
high frequency, large mass limit it is useful to work with a rescaled frequency;
(3.49)
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hence
Gr(P) ~CA ( ~ L y 1 )  (3-5°)
In the above expression we have omitted an overall phase due to frequency 
independent coefficients in the large mass limit. Clearly the first term in 
the expression for the large mass and frequency correlation function causes a 
branch point at v =  i, which is problematic since this is a nonanalyticity in 
the upper half plane and we are computing the retarded correlator. Recall 
the exact correlator (3.44) had no such upper half plane nonanalyticity so this 
feature must be a result of the approximations we have used. A more careful 
investigation of the problematic branch cut originating at v = i reveals the 
discontinuity across it is zero in the large mass limit. The origin of the 
spurious branch cut in the exact correlator is a set of zeroes in the upper 
half plane that appear to merge together in the high frequency limit. The 
second branch cut in the lower half plane starting at i> =  — i results from 
the apparent coalescing of the infinite set of poles in the high frequency limit 
and therefore is a genuine nonanalyticity. So far we have shown that two
Figure 3.6: The massive scalar correlator in the large mass and frequency 
limit. There is a branch cut resulting from the apparent merging together of 
the infinite set of poles shown in figure
point correlation functions for the phase dual to the topological black hole 
only have nonanalyticities where the imaginary part is strictly less than zero,
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i.e. there are no nonanalyticities on the real axis. In the following sections 
we will compute the two point correlation functions for the R-current in
nothing phase in the WKB approximation and compare with those found 
here.
3.3.5 R-current correlation functions
Real time response to perturbations of a conserved charge density can reveal 
interesting late time physics, such as hydrodynamic or diffusive relaxation. 
It is now well understood and established [56,86] via holographic calculations 
in AdS black hole backgrounds, that correlators of conserved global currents 
exhibit hydrodynamic and diffusion poles. R-charge diffusion in the strongly 
coupled, high temperature M  = 4 plasma was first discovered in [86]. The 
universal features of strongly coupled plasmas follow from the properties 
of the stretched horizon of AdS black holes [56]. It is therefore natural to 
ask whether the horizon in the topological AdS black hole geometry implies 
hydrodynamic behaviour of correlation functions in the dual field theory. 
The answer to this question will depend on the relevant time scales involved 
since the boundary field theory is formulated on an expanding background, 
namely dS3 x S1.
The strong coupling correlators for 50(6) R-currents of Af = 4 super- 
symmetric Yang-Mills theory on dS3 x S1 will be obtained holographically 
from the on-shell action for the S 0 ( 6 ) r  gauge fields in the topological AdSs 
black hole background, by following the prescription of [86]. The Maxwell 
action for the gauge field is
the topological black hole phase and for the scalar glueball in the bubble of
(3.51)
varying which gives the following equations of motion
-t= A . (n/= s<T = o. (3.52)
3.3. Correlations Functions Dual to the Topological Black Hole 56
Here, we have labelled glG =  16jf2R • We find it convenient to use the following 
form for the metric in the region exterior to the horizon,
 \d z<1 +  ^  ^ ~  f—dr2 +  cosh2 r  “  ^x2. (3.53)
Az2 (1 — z)  z  L 2J z v '
Substituting the solution to the equation of motion that corresponds to the 
boundary value A a ( z )| =  A Qa back into the gauge field action will yield a
generating functional for the R-charge correlators of the field theory.
Since the field theory lives on the dS3 x S1 boundary with spatial S2 x 
S1 spatial slices, it is natural to consider the late time behaviour of long- 
wavelength fluctuations in the following two cases:
1. The R-charge perturbation is inhomogeneous on the S1, but homoge­
neous on the spatial section of dS3,
2. The fluctuation is homogeneous on the circle, but inhomogeneous on 
the S2.
Inhom ogeneous perturbation on the S1
In the first case, we will assume, for simplicity that the R-charge perturbation 
carries no momentum around the S2. Furthermore, we use gauge freedom to 
set the radial component of the gauge potential A z = 0. Hence, from the 
symmetries of the configuration, there are two remaining bulk gauge fields 
that are non zero:
Ar =  A r (z, t ,  x), A x =  A x (z , r, x) (3.54)
Since the x-direction is a spatial circle, the two components of the vector 
potential, A r and A x , can be conveniently expanded in Fourier modes on the 
circle. The time dependence can also be re-expressed in terms of a mode 
expansion. There is a subtlety involved in this however. For A x , which is a 
scalar in dS3, the mode decomposition is straightforward
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where n G Z. On the other hand A r has its complete time dependence 
captured by normal modes of two kinds -  normalizable and delta-function 
normalizable. In fact, below we show that there is a single normalizable mode 
and a continuum of delta-function normalizable states obtained as solutions 
to a Schrodinger problem. Anticipating this we write
  , pinx /  r°o j  \
y j  — T t ( v , t )  T n{ v , z )  +  T ? ( T ) T ™ ( z ) J  (3.56)
where T t { v , t ) and T ™ ( t ) will be the delta-normalizable and normalizable 
modes respectively. The mode functions TXtT are solutions to
^  ^cosh~2r  (cosh2 r  75-(i/, r ) )^  =  - ( v 2 +  1) T t ( v , t )
(cosh2 r  75-) =  — i{v +  i)Tx (3.57)
cosh r  dr
The first of these can be put in the form of a Schrodinger equation, by defining 
T  — ^T cosh T ’
~ T 2 f — b ~ f  = u 2 f  (3-58)dr2 cosh r
It is solved by the associated Legendre function P f^ ta n h T ) .  For > 0 , 
there is a continuous infinity of delta-function normalizable states, which 
yield
_  , e~lUT / z / - z t a n h r \  e~lVT 2 ^ ^Tt(v, r) =  — —  ---------- :-- , Tx (v, r) = — — , v > 0cosh r  \  v — % )  cosh r
(3.59)
The Schrodinger potential above also has bound states for v2 < 0. In fact 
there is precisely one normalizable bound state with v2 —  — 1, corresponding 
to the solution
T’" (T )- 7 ! ^ k  (3"°»
This solution can be directly obtained by evaluating P f tl/(tan h r) at v2 =  — 1 
(and appropriately normalized) or can be systematically inferred from the 
Maxwell equations. The continuum modes for A x and A T are orthonormal
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with respect to the inner product
/ oo
dr cosh2 r  7a{v, r)Ta(v\ r) =  2tt 5 ( v  +  v '), (3.61)
■oo
for a G {x, t } ,  while the bound state is normalized so that
/ oo
dr cosh2 r (T^ ) 2 = 1 (3.62)
-oo
In the far future the continuum modes are both given by Ta ~  e~lVTe~2r. 
Upon analytically continuing to the complex v plane, for v — i + to, with 
w G l ,  they are propagating (purely oscillatory) excitations with frequency 
u  in the far future. On the other hand the (normalizable) bound state decays 
exponentially in the far past and future and being real does not contribute 
to the flux at the horizon of the topological black hole.
Using these modes to eliminate the r  dependence we find three equations 
that depend only on T n{v, z) and Qn(v,z)\
- ± ( v  +  i ) F n + ? ^ l g ' n =  0 (3.63)
h i {(1 _ z )K)+\ ~ iyQn ~ % Tn = 0 (3-64)
4z-^  ((1 -  z)2g'n) -  n{v + i)Fn +  (i/2 +  1 )Q„ =  0 (3.65)
Here, prime denotes a derivative with respect to 2 . The radial or 2-dependence 
of the bound state solution, T ^(z )  is found by analytically continuing the 
profile for generic v to v — ±i.  Note that there are three equations for two 
unknowns so to ensure a non-trivial solution any two equations must imply 
the third and it is straightforward to check that this is indeed the case. We 
can then use these equations of motion to derive two independent ones, each
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containing only one of the unknown functions:
42(1 -  z ) K  -  4(3z - \ ) K -  4K  = n2 -
i/2 +  l
1 —  2
42(1 -  z ) s :  -  4(52 -  1)91 -  8(! 2z ) g'n =
1 —  2
n 2 -
K
(V2 +  1) 
1 - 2
(3.66) 
£  (3-67)
where we have used the definition of n we made previously (3.19). These 
equations are immediately solved in terms of hypergeometric functions. Sin­
gling out the solutions that satisfy the purely infalling wave boundary con­
dition at the horizon, we find the induced boundary action for the Maxwell 
fields (see appendix A .l for details). The R-current correlators can be read off 
from the finite and non-analytic pieces of this boundary action (6 .8), (6 .12). 
We will denote the Fourier harmonics of the R-current along the spatial circle 
as p2ir
ini j)  =  /
JO
(3.68)
where we have already restricted attention to the s-wave sector on the spa­
tial two-sphere. For perturbations with non-vanishing momentum along the 
spatial circle, we define the retarded, real time, Green’s functions as
G ^ ( t ,  t \  n ) =  ([ j£ (r) , j 1Ln{r,)\) © (r -  r ' ) , fi, v G {x, t}  (3.69)
The conserved global currents are in one-to-one correspondence with the 
boundary values of the 5-d gauge fields. Functionally differentiating the 
induced boundary action (6 .12) with respect to the boundary values of the
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gauge fields, we find
GTT(r, t ';  n) =  cosh2 r  cosh2 r' x
2 V ^ rT^ ’T^ ( _ ^ r ,)S (l/’n ) +  7:iN(r )7 N^('r/)S (*’")n (3.70)
/OO J—  T.([/, t)7 ^ (—[/, t ' )  (y 2 + l) E([/, n),
• CC
(3.71)
Grx (r, r';n) = GXT * ( r ,  r ' ;  n) =
c o s h 2 r  c o s h 2 t ' n [  —  7 ^ ( [ / ,  t)7 1 (—[/, t ')  ( [ / — i) E ( [ / ,  n), (3.72)
7-oo 2?r
S ( i / ,  n )  =
N 2R
327r27\
(3.73)
It is easily established that the above expressions are indeed retarded Green’s 
functions and are non-vanishing only when r  > r '.  Two essential features 
ensure that this is the case: The function S(*/, n) appearing universally in 
the i/-integrals has only simple poles in the lower half complex plane at
v = —i(2k +  1) ±  n , k £ Z (3.74)
There is a second source of non-analyticities in the [/-plane. This lies in 
the z/-dependent normalization of the mode functions T t ( v , t ) (3.59). The 
potentially worrisome aspect of this is the appearance of a pole in the upper 
half plane at i/ =  +z, which gives a non-vanishing contribution for r  < t '.  
However, the potential problem is eliminated by the term dependent on the 
discrete, normalizable mode T f 1 in (3.70) which exactly cancels against the 
contributions from the poles at */ =  + i, ensuring that our Green’s function is 
causal. The remaining Green’s functions are manifestly free of singularities 
in the upper half plane.
We thus see that the Son-Starinets recipe for determining real time re­
sponse functions works in the case of the topological black hole, provided we 
carefully account for the contributions from both the continuum and discrete
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mode functions in dS3.
It is also clear in the above expressions, that there are no diffusion poles. 
Instead, from the properties of the digamma function which we have en­
countered before, the frequency space Green’s function which is effectively 
E(z/, n), has only simple poles in the complex ^-plane, the lowest of these 
being at
is = - i  ±  fi (3.75)
Excitations with complex is = u  — z, and will propagate at late times,
the perturbations simply evolving as left- and right-moving excitations on 
the S1 without dissipating.
The absence of any diffusion or transport like behaviour may be intuitively 
explained by noticing the similarity of the topological AdS black hole to the 
BTZ black hole. Setting up an excitation with momentum only on the S1 is 
equivalent to saying the variation of the fields along the S2 is zero. Therefore, 
aside from the time dependent factors associated to the de Sitter expansion,
the metric that is “seen” by the bulk fields is not the full five dimensional
metric, but its effective 2 +  1 dimensional portion,
ds2 = - R 2(p2 -  1 )dr2 +  -/*-  -dp2 +  p2r2dx2 (3.76)
p — 1
Comparing this with the metric for a 2 +  1 dimensional BTZ black hole with 
zero angular momentum
ds2 = —
we note the obvious similarity. Therefore we expect the behaviour of fields 
in the topological black hole background with an inhomogeneous excitation 
around the S1, to be similar to the behaviour of the fields in a BTZ black hole 
background. In other words, they should behave as in a (l+l)-dimensional 
CFT [53], just as we see from our results above.
^  -  m \  dt2 + -  m \  dr2 + r 2d<j>2, (3.77)
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Inhom ogeneous perturbation on the S2
We will now examine the real time response to fluctuations carrying momen­
tum along the spatial sections of three dimensional de Sitter space. Each 
spatial section of dS3 is a two-sphere which undergoes exponential expansion 
at late times. For this case, we will focus on a situation where an inho­
mogeneous R-charge perturbation is set up on the two-sphere with only a 
dependence on the polar angle 6 and time t .  For this configuration, the dual 
bulk gauge fields are
AT = A t (z , t ,0 )  , Aq = Ae{z ,r ,0 ) , Az =  Ax =  0 (3.78)
where Az is set to zero by the gauge freedom, and Ax vanishes due to x~
independence of the configuration. By spherical symmetry, the scalar poten­
tial A t and the vector potential A q, each can be expanded in terms of scalar 
and vector spherical harmonics, respectively
OO 00
A r =  E ^ z' T) Y‘° W '  As =  E g^ z' T) dtYi W  (3-79)
e=o e=i
Substituting these into the bulk Maxwell equations, we find
4z(l  -  z)dz ((1 -  z)dzQe) -  d\Qt +  drTi = 0 (3.80)
42(1 -  z)dz ((1 -  z)dzTt) -  (Ti -  dTgt) = 0, (3.81)
cosh r
dT (cosh2 rdzTi) 4- £(£ +  1 )dzQe = 0. (3.82)
From equations (3.81) and (3.82) we obtain a differential equation for =  
dzTi
id z (2(1 -  z)dz ((1 -  z)F'e)) -   \$ ~ dT (cosh2r ^ )  =  0.
cosh r  cosh r
(3.83)
Now we will separate out the explicit temporal dependence, keeping in mind, 
as before, the possibility of contributions from both discrete and continuous
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modes
/ oo
dv %(v, t )  Fe(v, z) + t f l i r )  F?m(z) (3.84)
•OO _
The mode functions % satisfy
_  02 _  W  +  !)
T cosh2 r
(cosh2 r  %) = v2 (cosh2 r  Tg) (3.85)
which is a Schrodinger equation whose potential clearly will have both bound 
states and scattering or continuum states. The full set of solutions form an 
orthonormal, complete set. Indeed, the delta-normalized eigenstates are the 
Legendre functions
Tt (v, t) = r(l +  iv) Pe tl/(tanhr) 
cosh2 r
(3.86)
Those with v2 > 0 are scattering states with continuous values of v E M, 
while the discrete, “bound states” have — iv — 1, 2 , . . .  I,
N lm(£ — m)\ P/n(tanh r)
im ~ (  ^+  m)! cosh2r
m =  1 ,2 ,. ..£  (3.87)
For v2 > 0, the late time, r  —► oo, behaviour of the modes will be significant,
r » l
e-wr e- 2r (3.88)
as these modes are oscillatory. Applying infalling boundary conditions on 
these modes at the horizon of the topological AdS black hole, (3.83) yields,
I V  „ I V
Fe(v,z) = Ct(v) (1 -  z) 2 2Fi -  —, 1 -  — ; 1 -  iv \  1 -  z )  (3.89)
For the discrete series, the radial profile in the bulk, F^m(z) is obtained by 
evaluating Fg(v, z) at v — —im. Putting the above ingredients together, the
3.3. Correlations Functions Dual to the Topological Black Hole 64
general form of the electric field along the radial direction in the bulk is
Ait n\ tn\ (  f°° dv P T ^ftan h r)A r(z , T,  e) = ^  Yt ($) \ ^ j  —  r (i +  iv) Qj0s^ T—  Fe(^ z)+
y ,  m ( i  -  m)\ PP( ta n h r)  N ,
+ 2- \l {e + m)\ cosh2T  Fem{z) I (3-90)
771=1
This also allows us to automatically solve for A'e using (3.82) and we get 
^ ( z’T,g) =  ~ S f ( J ,+  i) <^T ( \  + iv )d rP p v{tim\iT) Fe{v,z)+
+  S  J m (  ^+  TO)I a’-P ” (ta n h r ) p«m(2) ) (3-91)
Now, the bulk gauge field action can be shown to induce a boundary term 
which will be the generating functional for the boundary R-current correla­
tors. Using the explicit solutions above, the induced boundary action be­
comes
s - 4 r ' ‘ T t ( z , t )  ^ ( z ,  r)  cosh2 r +U=o
oo
+  ^  ^  +  1) ge(z , r )  $ (z ,  r)
£=i
(3.92)
z=e—>0
The next step is to express this completely in terms of the boundary values 
of the gauge potentials T^{t ) = r) and Ge(r) = ^ ( e ,r ) .  Their radial 
derivatives T l  and Q'e (equivalently A'r and A ’e ) at the boundary z =  e, are 
also determined completely by the boundary values of the gauge potentials, 
J ^ { t ) and G®{t ) as in (6.19).
From the boundary action above, we thus find that the real time, retarded
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Green’s functions for the R-charge currents in the gauge theory are
GTT(r, t ';  t) = 1(1 +  1) [ [  ^ ^ ^ P . - ^ r t a n h T j P f f t a n h r ' )  T » +
lJ-r~ 27T smh TTV
+  (—1)mynPp  (tanh r ) Pe m(ta n h r/)T(zm)
771= 1
(3.93)
Gee(T,r';£) =£(£+1) \^J ^  dTPe ll/(tanh r) ^T/P^l/(tanhr')T(i/)-(-
27r sinh nu
+  ^  (—1 )mmdTP™(tanh t)<9t /Pe m(tan h r')T (im )
771=1
, (3.94)
G t 9 ( t , t , \£)  = £ ( £  +  1) [  [  ~ ~ ~~~7~— P» lI/( t a n h r ) ^ r/P Jl/( t a n h r /) T ( i / ) - f
i J - c ^  27T s in h T r i/
+  y y  (—1 )mm P p  (tanh r )<9r/ m(ta n h r/)T(zm)
771=1
(♦(-?) - 5
(3.95)
(3.96)
We need to first confirm that these Green functions satisfy basic consistency 
checks. Specifically, the retarded functions must vanish for r  < r '.  As 
in the previous case, this property is not manifest, but follows from the 
nature of the non-analyticities of T(i/), and the normalized mode functions 
T(1 +  i v ) P f ll/(tanhr), in the complex v-plane. For real values of v, the 
associated Legendre function is [96]
T(1 +iv)  P<- i‘,(tanh r) =  e ~ ^  2F, \ - t ,  £ + V , l  + iv, (1 ~ t^ n h r ) ] (3 97)
For integer the hypergeometric function is a finite polynomial in tanh r  
and a ratio of degree £ polynomials of v. Therefore the exponential frequency 
dependence means that, for r  — r '  < 0 , the integrals over the frequency v can 
be evaluated by closing the contour in the upper half plane. The function 
Y(^) has no poles in the upper half complex plane. It has simple poles at
v  =  0 , —2i, —M . (3.98)
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The normalized modes, T(1 +  i u ) P p u(tanhr) have exactly £ simple poles in 
the upper half plane at v =  «, 2 i . . .  £%. The contributions from these are, 
however, cancelled by the inclusion of the discrete modes in the retarded 
Green’s function above. Hence our correlators are zero for r  < r '.
Late tim e behaviour
The real time response functions in general contain important information 
on the long time relaxation of perturbations away from the equilibrium or 
ground state. In thermal field theory on flat space, the relaxation of such 
fluctuations of conserved charges proceeds via hydrodynamic or diffusion 
modes. The response functions at strong coupling then exhibit diffusion 
poles in frequency space, GTT oc (iu  — DA:2)-1, where u  is the frequency and 
k , the soft spatial momentum. Due to the explicit time dependence of the 
background metric, we cannot do a similar frequency space study of the full 
Green’s functions in de Sitter space. Instead, we will analyse their behaviour 
as functions of time.
In de Sitter space, perturbations labelled by wave number £, get red- 
shifted so that given sufficient time their physical wavelengths become super­
horizon sized. This happens when
At late enough times, even very high harmonics on the sphere get stretched 
and eventually exit the horizon. To zoom in on the time evolution of such 
modes, it is useful to think of fe-T, the physical wave number, as being fixed 
as t  —> oo. For example, in this late time approximation we neglect terms 
like £e~2r in comparison to powers of i e ~ T. This is practically equivalent 
to going to planar coordinates for de Sitter space and the mode functions 
behave as
F<- i‘'( ta n h r ) |fe_T=flxed -  t *  J*  (2&TT) (3.100)
It is possible to derive this by replacing the potential £(£ + l)sech2r  in the 
mode equation (3.85), with 4^2e-2r. Note that, instead of a fixed physical
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wavelength if we focus attention on fixed comoving wavenumber, given by £, 
all modes simply approach the s-wave at late times,
+ ^ ) ^ r ^ ( ta n h r )L fixed e~WT (3.101)
For fixed physical wavelengths, £e~T, or equivalently, at the time when 
a harmonic t  crosses the horizon, the real time correlators are given by the 
exact results with the replacement (3.100). The integral over v can be easily 
evaluated using the method of residues, and it turns out that the leading 
contribution at late times is from the residue at v =  0. Thus
GTT(r, 0 ;^), GTe(r ,0 \ t )  ~  J0(2 (e~T) (3 .102)
and
G,T{r ,0 ;£ ), G 'V .O ;* ) ~  dTJa{2 l e - r ) (3.103)
The late time behaviour deduced above is not characteristic of diffusion in 
de Sitter space. Suppose that the R-charge fluctuation relaxed via diffusion 
modes, then the covariant conservation of the R-current together with Fick’s 
law would lead to the diffusion equation
aTf  =  D V eV ef  (3.104)
in dS3, D being the diffusion constant. The spherical harmonics of j T on the 
expanding spatial spherical sections would then obey,
dTj l  = j l  (3.105)
cosh r
At late times r  —> oo and large enough £, this is solved by
j j  ~  exp ( \D  i 2 e~2r) (3.106)
The large time behaviour of the Green’s functions ((3.102) and (3.103))do not 
match up with expected diffusive relaxation (3.106) on dS3. A natural reason 
for this is that the rate of exponential expansion of the spatial section and
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the Gibbons-Hawking temperature are both set by Thus the mean free 
path or the mean free time between collisions is comparable to the expansion 
time scales so that the system never enters a diffusive regime.
3.4 T he AdS B ubble o f  N oth in g
As discussed previously, the topological AdS black hole can decay via a nu- 
cleation transition to the small AdS bubble of nothing. This happens when 
the size of the S1 is less than a critical value;
'«< 57! (3107)
This instability only occurs if there are antiperiodic boundary conditions for 
fermions on the S1 - if we apply periodic boundary conditions for bosons and 
fermions on the S1 the topological black hole is stable and may not decay.
The decay of the false vacuum is computed by the Euclidean bounce which 
has the same asymptotics as the false vacuum in Euclidean signature [73]. 
In the present scenario, the Euclidean false vacuum is thermal AdS and the 
bounce solution is the small AdS Schwarzschild black hole. Suppose the 
decay occurs at t = 0 in Lorentzian signature. When this happens the t > 0 
part of the spacetime is replaced with the correct analytic continuation of 
the Euclidean bounce solution. In this case, the appropriate spacetime with 
dS3 x S1 boundary is the analytic continuation of the small AdS Schwarzschild 
solution, the small AdS bubble of nothing [71]. The metric of the bubble of 
nothing is
ds2 =  / ( r ) r 2 dx2 +  y ^ j  +  r2 +  cosh2 d Q (3.108)
with « „
+ <31M > 
The global structure of the small AdS bubble of nothing is shown in figure.
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y .
Figure 3.7: The global s truc tu re  of the small AdS bubble of nothing. The 
shaded region is the interior of the bubble and is empty.
3.73 In these coordinates, supposing the bubble of nothing exists a t all times, 
the  bubble occupies the entire spacetim e in the far past and is shrinks ex­
ponentially. It reaches a minim um  size a t t =  0 and then expands. In the  
far future it expands exponentially to  eventually fill th e  spacetim e again. To 
avoid a conical singularity in the interior the  x  direction m ust be related to 
the param eter ry and we find
2 n r X =  _2
2 n R 2r h
r 2 +  R2
(3.110)
Rew riting using the dimensionless coordinates introduced earlier (3.9) the 
m etric becomes
d s 2 =  R * p 2  ^ p 2  ■ /  ~2 i \ /  , ______V . 2 „ j n 2 '+  (p2 — 1)(—d r 2 +
(3.111)
3The y  coordinates in figure 3.7 are Kruskal like coordinates sim ilar to  those used 
previously for the topological black hole. For a more detailed exposition on the bubble of
nothing see [70]
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with
/ ( , ) = , ? _  £ 4 * + ! )  (3.112)
p* — 1
At each slice of constant p the geometry is dS3 x S1. However, the S1 shrinks 
smoothly to zero size at p = \Jr2h +  1 since this circle is exactly the cigar of 
the Euclidean AdS Schwarzschild black hole. Taking p —► oo corresponds to 
the boundary limit. Supposing the topological black hole decays to a bubble 
of nothing at r  =  0 then a bubble appears suddenly, and occupies the space 
with p2 < 1 +  r\.
3.4.1 W KB for the AdS Bubble of Nothing
Since one may view the AdS bubble of nothing as the analytic continuation 
of the AdS Schwarzschild black hole it follows that an exact solution of the 
equations of motion will not be possible. In the light of this we will find the 
correlation function in this background using the WKB approximation. This 
approach has been used successfully in studying the correlation functions 
dual to the AdS Schwarzschild black hole [95].
Consider the scalar wave equation (3.10) in the bubble of nothing back­
ground. It is natural to expand the solution to the wave equation in har­
monics on dS3 x S1 as we did in (3.11). The radial component the satisfies 
the following equation
dx2 + t 1T + l ^ h + W=l)1t + 4{x- 1)(x + fV
x ( " 2 +  1 -  " 2(x +  j ) ( ~ l )r l _ 1) -  -  1 )) *„  =  0 (3.113)
where x  =  p2 and n labels the momentum along the 5 1 and is defined in 
equation (3.19). Analytic solutions to this equation are not known although 
a similar equation was studied in [97] whose goal was to find the mass spec­
trum  of glueballs in the three dimensional effective theory obtained from 
Euclidean thermal M  = 4 super Yang-Mills at strong coupling on R3 x S1 
with supersymmetry breaking boundary conditions.
We will use the WKB approximation to find solutions to this equation,
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and it is convenient to write it in the form of a Schrodinger equation using 
the following variables
y/p(p2 -  1)
c o t -  ( £ )  +  ^ I ± 3  c o th -  ( - = £ = )  (3.114)
l + 2r? W  l + 2r? Vv^+^Zu
These coordinates naturally generalise those used in (3.15) and (3.16) to the 
bubble of nothing background. The cigar in the geometry smoothly goes to 
zero size at p = y/r% + 1 but in terms of the new coordinates (3.114) this
happens when u —> oo. The equation of motion for 4/n (^, u) is given by
d2\D
+ Vn (v,u)'$n {i/,u) = 0  (3.115)
Vn W,U) =  ( (m l?)2 -  ^ r y )  { f  ~  1 _  ^  ^  +  J) )  +
+  H ^P ~  ^  (15/)4 -  10p2 -  1) (3.116)
Note that p is a function of u , which one can obtain by inverting (3.114). The 
important difference between the Schrodinger potential for the topological 
black hole and the current one given in (3.116) is the fact that, in addition 
to being more complicated, it is not possible to write the potential in a way 
that is independent of the frequency v. This situation is also in contrast 
to that of the AdS Schwarzschild black hole studied in [95]. With this in 
mind, we will attempt to find the zero energy eigenstate of the Schrodinger 
equation (3.115) for a given mass and frequency. We note that the qualitative 
behaviour of the potential changes depending on the relative values of the 
mass and frequency. We show examples of this in figure 3.8. We will set n 
to zero for simplicity and take the high frequency and mass limit.
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Figure 3.8: Schrodinger potentials for the massive scalar in the bubble of 
nothing geometry. In both plots v = 7 and r* =  1. On the left we have the 
case when the mass m R  =  2 . On the right we have m R  =  7.
When we do this the leading behaviour of the potential is
Vo {v,u) -»  V («/,u) =  (mR)2 f  1 -  -J rZ i )  ( p2 ~  1 ~  +  (3 -118)
The two pairs of brackets in (3.118) leads to two zeroes of the potential. 
There is one at p = y / f \  + 1 which is the tip of the cigar. Close to this point,
  log(p— y j f  \  +  1) and it follows that V(P, u) decays exponentially as a
function of u. The second is where p =  y/i>2 +  1. Since the spacetime ends at 
p = y / l  +  whether the second zero of the potential actually contributes 
depends on whether |i>| is greater than or less than f^. In fact when \i>\ > fh 
the potential has two zeroes and the qualitative behaviour is that of the left 
diagram of figure 3.8. On the other hand, if \i>\ < fh then the only zero is 
when the radial coordinate approaches the tip of the cigar, as shown in the 
right diagram of figure 3.8.(the potential asymptotes to a constant different 
from zero in the figures; however this constant becomes negligible in the high 
frequency limit).
W K B approximation for v 1 >
There are two distinct regions in the potential. The first is where the solu­
tion behaves like a quantum mechanical tunnelling solution which we label 
region I, and it covers the region \J\ + v2 < p < oo. The second is where 
the solution resembles a free particle wavefunction and covers the region
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\ / l  +  ffc < P < V T T ^  which we call region II. In region I, we write the 
WKB solutions as
'I'w kb^, «) =  y j / j  M +  exp ( Y  Vvdu) + A _ exp ( -  j  Vvdu))
(3.119)
where the classical turning point uc is defined by
p(uc) = V W + 1 (3.120)
These represent the growing and decaying modes in the near boundary region 
of the bulk geometry. This can be understood easily as follows.
du
dp
(m R )2 p2 (3.121)
p-oo P
from which we can find the near boundary WKB solution (3.119) for 
Along with the relation between (3.114) and the massive scalar field $  implies
$ wkb|„-0O ~  A lA +p-2- mR + A 2A - p - 2+mR (3.122)
Ai  and A 2 are normalisation constants. The two terms in (3.122) are the 
non normalisable and the normalisable modes of the massive scalar field. 
The prescription for computing retarded correlation functions requires that 
we normalise 4>w k b  so  that it is 1 at the boundary. In the interior for 
p < \ / l  +  the solution enters region II and becomes oscillatory. In region 
II we have
^w kb(?,«) =  - j jx  (b +  exp ( i^J  y jv fdpj  +  B_exp ( - ?  J  ^ / \V\duSj )
(3.123)
The constants are determined by the WKB matching conditions at the clas­
sical turning points of the potential and the normalisation condition on A_ 
near the boundary. The WKB matching procedure is explained in appendix 
A.3. The most important result of the matching procedure is that the solu­
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tion near the boundary region has a normalisable mode with strength
A + = — tan ( / :  y/\V(i>,u)\du\ (3.124)
The argument in the above expression can, as usual, be identified with the 
action of a zero energy classical particle trapped in the potential V(£, u) 
between the two turning points uc and u —► oo (the latter corresponding to 
p —> y / l  +  f \  where the spacetime ends).
It is important to note the difference between the prescriptions being used 
to compute the correlation functions in the topological black hole geometry 
and the bubble of nothing geometry. The real time prescription for computing 
retarded correlation functions in the topological black hole geometry required 
us to specify infalling wave boundary conditions at the horizon, but in the 
bubble of nothing the spacetime ends smoothly so we have no freedom to 
choose what boundary conditions we apply there. Our only choice is to 
require regularity of the solutions in the interior, which means we must have 
a solution to the Schrodinger equation (3.115) that approaches a constant 
exponentially as u —> oo. The correlation function at high frequency is
¥
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Figure 3.9: The numerical solution to the Schrodinger problem for the AdS 
bubble of nothing. Here l/R — 200, m R  =  100 and =  1. The solution 
approaches a constant for u 1, while the classically forbidden region is 
0 < u < uc «  0.49.
determined (up to contact terms) by the ratio After substituting the
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solution (3.122) into the boundary action we find;
Gr (i>) «  lim m R exp ^2  J  \/V (£, u)du^ tan ( ^J  y/\V ( / > , (3.125)
The exponential prefactor in this expression is the WKB transmission coef­
ficient into the classically forbidden Region I. The physically relevant contri­
bution to the transmission coefficient is the constant, e-independent term in 
an expansion around the boundary e —► 0. The leading e dependence, which 
is an overall multiplicative constant proportional to e2mR, can be absorbed 
into the normalization of the correlation function.
The first observation we can make without actually evaluating (3.125), 
is that it has an infinite set of poles as a function of v on the real axis for 
v2 > r\. These occur whenever
ruc   j
Su(v ,mF£)=  /  duy/\V(i>, m)| =  (n +  ~)n, n e Z  (3.126)
J oo
That is, the semiclassical action in the propagating region is a half-integral 
multiple of 7r. We note that this is the condition for the existence of a 
bound state wave function, and the poles in the Green’s function reflect the 
appearance of these bound states at certain values of v on the real axis. 
Recall that the corresponding correlators in the topological black hole phase 
do not have any poles on the real axis, and the only nonanalyticities that 
appear in the correlation function are the poles in the lower half plane that 
represent the quasinormal frequencies of the topological black hole.
The poles on the real axis may appear surprising, however they have a 
natural physical interpretation. The low energy physics of the gauge theory 
on the boundary of the spacetime is that of H  =  4 super Yang-Mills with 
supersymmetry completely broken on dS3. Supersymmetry is broken by the 
antiperiodic boundary conditions for fermions on the S1 and therefore the 
fermionic excitations are all massive and there are large radiative corrections 
to the scalar masses. In the three dimensional effective theory the dynamical 
scale is expected to be set by the size of the S1, d-. When the Gibbons- 
Hawking temperature 7# =  ^d# in dS3 is smaller than d- the gauge theory
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is expected to be in the confined phase where the fundamental degrees of 
freedom are glueballs. The appearance of poles on the real axis in the high 
frequency retarded correlator is consistent with this physical argument.
The WKB integral in Region II, in the high frequency approximation to 
the Green’s function (3.125) can be expressed in terms of complete elliptic 
integrals as
From the general characteristics of these elliptic functions and their singu­
larities [98], it can be checked that Su(i>,mR) has no singularities on the 
real axis for < r2h. Potential logarithmic branch points at v2 =  f \  and 
at v =  0, cancel out between the individual terms above. In fact, for any 
fixed value of f^, it also follows that, for large P, the WKB integral increases 
linearly with v.
S n  oc |i>|, \v\ 1 (3.128)
Hence for \i>\ f^, the propagator (3.125) has approximately equally spaced
simple poles on the real axis, whenever S u  = (n +  | )  7r. Although there are 
no other sources of singularities from 5//, the WKB transmission coefficient 
in Region I, which also enters the Green’s function (3.125) can have branch 
point singularities on the real axis,
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1 „  f~A , V 1 “mR) = - - m R  / dx —-  — (3.129)
2 J i + P  V ( x  + r2h) { x - r 2h -  1)
m R
\ n  + H
m R
\P\  ( > ( CSC 0 ) - T ( l  +  f £ ) l l ( a
l0g | ^ 7 l T l l + C T |  (3 ' 130)
This function is also free of any branch cuts at i> = ±f^, as can be checked 
by directly evaluating the integral at this point. However, the logarithmic 
growth at large z> implies a branch point at infinity.
W K B approximation for is2 <
For low (real) frequencies v2 < r\,  the nature of the WKB potential changes 
(The right graph of figure 3.8). Bound states are no longer possible. The 
zero energy WKB solution is
^wkb(^w)  =  A+^ - e x p  ( /  y/Vdu^j exp J  Vvdi^ j  (3.131)
The relation between the two coefficients is determined by matching to the 
wavefunction at large w, where the potential decays exponentially and the 
wavefunction is a modified Bessel function (see Appendix A.4). We find that
A + = iA _ (3.132)
The asymptotics of this solution near the boundary at u = e (6.47) allows to 
compute the boundary action and the Green’s function
GR{i>) «  lim imRexp(Si)  = im R e x p ( 2  J  y/V(P,u)du)  (3.133)
In terms of elliptic functions the explicit form for the WKB action is
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Figure 3.10: The analytic structure of the boundary Green’s function in the 
bubble of nothing phase in the WKB approximation v —► oo, m R  —► oo with 
v = ^  fixed. Approximately equally spaced simple poles on the real axis 
for v1 > r\, are accompanied by branch points at v = 0 and infinity.
(3.134)
and the only singularity of this expression is the branch point singularity at 
v = 0 which complements the singularity at v =  oo found above.
The analytic structure of the retarded correlation function is shown in 
figure 3.10. This can be compared with the correlation found for the topo­
logical black hole in the high mass and frequency limit, figure 3.6. It should 
be pointed out that taking the high frequency limit has the effect of mak­
ing the inverse frequency very much smaller than the de Sitter radius, and 
therefore the space is effectively very close to flat. Therefore the singularities 
of the retarded correlation functions may be interpreted in the same way 
as one would for a flat space correlation function. A feature of the correla­
tor whose origin is not completely clear is the branch point at v =  0. The 
branch point at v =  — i that appears on the high mass and frequency corre­
lator for the topological black hole phase arose as a result of the quasinormal 
poles appearing to merge. Whether the branch cuts of the bubble of nothing
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correlation function (3.134) come from a similar source is as yet unknown.
3.5 D iscussion
In this chapter we studied strongly coupled Af = 4 supersymmetric Yang- 
Mills theory on dS3 x S1. Specifically, we computed the two point correlation 
functions of the scalar glueball operator and the R-charge current operator 
in the Zn invariant phase, dual to the topological black hole geometry in the 
bulk. The retarded scalar glueball correlator has an infinite set of poles in 
the lower half plane representing the quasinormal modes of the topological 
black hole, and the imaginary parts of the retarded correlation function are 
associated with the Gibbons-Hawking temperature due to the cosmological 
horizon on the boundary. These facts about the correlation functions suggest 
the Zjv symmetric phase of the of the boundary field theory corresponds to 
a deconfined plasma in an exponentially expanding universe.
We also computed the retarded correlation functions for the spatial spher­
ical harmonics of the conserved R-charge currents using the prescription of 
Son and Starinets. Here we encountered a subtlety, the solution of which was 
to include the effect of real, normalisable discrete solutions to the temporal 
mode equations. The resulting correlator also has an infinite set of poles in 
the lower half plane, but does not seem to have any diffusion poles. The 
lack of hydrodynamic behaviour is a result of the rate of expansion of the 
de Sitter universe being of the same order as the Gibbons-Hawking temper­
ature. Furthermore, we calculated the retarded correlation functions of the 
scalar operators Oa , with dimension A >  1 in both the Z^ invariant phase 
and Z;v broken phase dual to the topological black hole and the bubble of 
nothing in the bulk respectively. The correlators in the Z# broken phase 
feature an infinite number of poles on the real frequency axis, in contrast 
to the Zjv invariant phase where there are no poles on the real axis. These 
poles are naturally associated to bound glueball like states which suggests 
that this phase is a hadronized phase, where the de Sitter temperature is low. 
Since this geometry contains no horizon the Son-Starinets prescription [53] 
is not applicable in this phase and we have restricted ourselves to the high
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frequency and large mass regime by using WKB approximation.
It would be interesting to understand how to compute the full generating 
functional of theory in Lorentzian signature so three point and higher corre­
lation functions could be found. This work has shown that, since infinity is 
connected in the topological black hole and the AdS bubble of nothing ge­
ometries, it is unclear how to apply the prescription of Son and Herzog [58] 
to obtain the generating functional. The avenue with the most potential 
seems to be using the work of Skenderis and van Rees [59] to compute the 
generating functional. As yet, this has not been done.
In the time since this work was published there have been efforts to build 
upon it by other research groups, in particular there has been some interesting 
work that attempts to model the early universe holographically. See for 
example [89,99-103]
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Chapter 4 
Holographic Roberge-W eiss 
Transitions
4.1 Introductory R em arks
Understanding how a particular theory behaves when one turns on a chemi­
cal potential for the various conserved charges in it is one of the most basic 
steps that must be taken in truly understanding the theory. Since the discov­
ery of the AdS/ CFT correspondence and the many similar dualities that are 
known, much progress has been made in understanding how chemical poten­
tials affect the phases of these models [26,27,47,104-120]. In this section we 
will take a slightly different approach in that we will explore the behaviour of 
three holographic theories in the presence of an imaginary chemical potential, 
following the work of Roberge and Weiss [121] from 1986. The primary mo­
tivation for the exploration of thermodynamics in the presence of imaginary 
chemical potentials comes from QCD. As is well known, the phase structure 
of QCD at nonzero temperature and quark chemical potential is difficult to 
determine. When the chemical potential or the temperature is sufficiently 
large perturbation theory is adequate to describe the theory, however a sig­
nificant portion of the phase diagram requires a nonperturbative study, and 
much effort has gone into using lattice gauge theory to study such a the­
ory. However at non zero chemical potential a straightforward application of
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lattice QCD runs into problems since the fermion determinant is complex. 
As such algorithms based on importance sampling can no longer be applied 
resulting in the infamous sign problem. Various approaches to circumvent 
the sign problem in QCD at finite density have been developed over the past 
decade, and a review can be found in [122].
The sign problem is due to the nonhermiticity of the Dirac operator. Let 
p  denote the massless Dirac operator, satisfying 75^75  =  p ^ . Integrating 
out the fermion fields then yields the determinant det M(/i) =  det ( p  -f m  +  
//70). Using 75-hermiticity it immediately follows that this determinant is 
complex,
[det M(/i)]* =  det M { - / i *), (4.1)
unless the chemical potential vanishes or is purely imaginary. This last ob­
servation suggests that lattice QCD simulations at imaginary chemical po­
tential n = ifij can be performed using standard algorithms. Information 
about the phase structure at real chemical potential can then be obtained 
by analytic continuation. Since the partition function is an even function of 
/x ,  computations can be performed for imaginary n ( / x 2 < 0) and then ana­
lytically continued to real /x  (fi2 >  0). This approach has indeed been used 
extensively [123-132].
In this section we will compute the phase diagrams in the (/x/, T)  plane of 
three holographic theories with such an imaginary chemical potential. Firstly 
we will describe SU(N) N  =  4 super Yang-Mills theory coupled to funda­
mental matter using the D3-D7 setup at strong coupling [46,133] and the 
same theory where the flavours are confined to a codimension k defect of the 
boundary, using a D3 - D(7 — 2k) set up as studied in [134], We will also 
perform a similar calculation for and the Sakai-Sugimoto model [33], which 
was described in section 2.4.
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4.2 G eneral R em arks
4.2.1 Roberge - Weiss Transitions
It is well understood that, in the Euclidean formulation, the phases of a 
pure SU(N)  gauge theory at finite temperature can be distinguished by the 
expectation value of the Polyakov loop (W). At low temperatures the theory 
is in the confined phase which implies the expectation value of the phase of 
the Polyakov loop vanishes. This further implies there is a Z^ symmetry 
where the Polyakov loop transforms as W  —» e ^ W  with r an integer. For 
high temperatures this symmetry is spontaneously broken and hence (W) 7  ^0 
so the theory becomes deconfined. When one introduces fundamental m atter 
into the theory the Zjv symmetry is never a symmetry of the theory, however 
a remnant of the Zjv symmetry is still present. Introducing an imaginary 
chemical potential makes this explicit and resolves the ambiguity between 
confined and deconfined phases of the theory. Consider the partition function 
for such a theory,
Ng is the quark number operator and /// is the imaginary chemical potential1 
for quark number. One can see this partition function has a symmetry under 
the transformation / / / —>/// +  y  where (3 is the inverse temperature of the 
system. Together with the fact that Nq is quantised, this implies p/ii G
The adjoint sector also contains a Zjv symmetry which introduces a fur­
ther periodicity into the theory. The imaginary chemical potential couples 
to fundamental matter in the same way as the time component of an S U (N ) 
gauge field. Hence, the time component of the gauge covariant derivative 
which acts on matter fields in the fundamental representation associated to 
this gauge field is modified by the presence of this chemical potential in the 
following way,
Z [///] =  TV (4.2)
dT +  iAT —+ dT + iAT — i/ii (4.3)
1Note that we have made the replacement fi —> ifii so fij on it’s own is in fact real.
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We can remove the dependence of the action on fii by rescaling the fields so 
that the dependence on hi is in the boundary conditions around the thermal 
circle
4> (x , p) ~  elflll3(f> (x , 0) (4.4)
where the fermionic and bosonic modes differ by a sign. We may now apply 
an SU( N)  gauge transformation with the group element U ( x , t ) with the 
property that U (x , (3) = e U  (x, 0) and r an integer. The action and path 
integral measure are left invariant but the boundary conditions around the 
thermal circle are not, hence
cf) (x, P) ~  (£, 0) (4.5)
The partition function must be invariant under these transformations, there­
fore
Z[»i] = Z 2nrVi + PN
(4.6)
which further implies Pfii E [— ^ ] .
The free energy F  [///] =  — Tlog [Z] of QCD in perturbation theory, valid 
at high temperature, was first computed in [121] who found first order phase
transitions at constant values of ///. These values are
(2r -  1) 7tT
Mrw —  jy  (4.7)
At low temperatures where the theory is strongly coupled lattice studies
suggest F  [fij\ is smooth as a function of the chemical potential.
4.2.2 Roberge - Weiss transitions at weak coupling
At suitably high temperatures when the gauge theory is in a deconfined phase 
it is generically possible to compute the effective potential as a function of 
Hi perturbatively. In this section we state the important results from weak 
coupling, but for a full analysis see [121,135,136]. The basic idea involves 
computing an effective potential for the eigenvalues of the the Polyakov loop 
matrix, exp(z § A T) in the presence of fundamental matter. The effective
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potential at one-loop is the sum of a gluonic (adjoint matter) piece that is 
Zat invariant and independent of /xj, and a flavour (fundamental matter) piece 
that is not Z^ v invariant and explicitly depends on the imaginary chemical 
potential.
l/eff ({a,}) =  VA ({a,}) +  V, ( { a ,  -  % } )  (4.8)
Here j  =  1 ,2 ,...  iV are the eigenvalues of the Polyakov loop matrix. 
Generically, at high temperatures, in the absence of fields in the funda­
mental representation of S U ( N ), V a  will have N  minima, each of which 
breaks the Z^ symmetry spontaneously. At these minima a* =  ^  for 
k = 0 ,1 ,2 ,.. .  N  — 1. Introduction of fundamental matter raises the degener­
acy and the minima become local minima with a single global minimum at 
Qi =  0 for vanishing [ij. Since Vf depends only on the combination (a* — ^-), 
the global minimum will move to a* =  ^  when (r £ Z). We con­
clude that the different local minima of the effective potential compete as fij 
is varied and there are first order phase transitions between two neighbour­
ing minima whenever ^  =  (2r~1)7r (r € Z). It has been shown [137] that the 
perturbative result for the free energy across the Roberge-Weiss transitions 
is given by
^ / ]  =  A ^ ( 2 n /  +  n / ) m m ( ^ - ^ )  (4.9)
In this equation the gauge group is SU(N)  where N  is taken to be large. 
There are rif massless scalars and fif massless Weyl fermions in the funda­
mental representation of SU(N).  The free energy is a function with cusps 
(see figure 4.1) located at odd integer multiples of
We note here that at weak coupling only the ratio ^  is relevant. Typ­
ically however, nonperturbative physics will generate another scale (such as 
A q c d  in QCD). In that case the notion of high and low temperatures and 
masses has an independent meaning and the weak coupling result can be 
trusted when T  A q c d - In the models we study here, t h e ’t Hooft coupling 
A =  gyMN  can be dialled to any fixed value (assuming the number of flavours 
is small compared to A), and there is no dynamical scale. This means that 
the ratio ^  is the only parameter which can be varied at fixed ’t Hooft
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Figure 4.1: The generic behaviour of the free energy across Roberge-W eiss 
transitions.
coupling and we expect the pertu rba tive  analysis to  be valid for A 1. For 
large A, pertu rba tion  theory is clearly not valid and we m ust use the dual 
gravity picture.
4 .2 .3  Zjv breaking in therm al holographic th eories
In th is section we will consider th e  effective potential for type IIB super- 
gravity as a function of an im aginary chemical potential. We will see th a t 
the periodicity th a t was found a t weak coupling arises quite natura lly  in the 
gravity dual to the strongly coupled theory as well. As argued in [40] one 
may understand  the spontaneous breaking of th e  center sym m etry at 
high tem peratu res as follows . We first note th a t the  disk D 2 in the black 
hole geom etry naturally  allows tu rn ing  on a Neveu-Schwarz potential B  w ith
d B  =  0 and
(4.10)
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This yields a phase eia for the Polyakov-Maldacena loop2 [138,139] computed 
by wrapping a fundamental string worldsheet on the cigar D2. Thus a  is 
defined modulo 27t. One then finds that an effective potential for a  is induced 
if we consider terms in the type IIB effective action that depend on the RR 
3-form F(3),
5i1B 3  (2^ f  ( /  ^  ^  T2 F W  ~  /  F(5> A f <3> A B )  (4 1 1 )
Integrating over S5 x D2, we may obtain the effective theory for the F(3) field 
on R3. Since F(3) has only one non zero component F123 on M3 we have
5eff[F(3)] = J X A 1 ( F  \ 2 N o l F( T l 2 3 j  —  , 0 1 0  1 2 3T3 2 V i r  4tt2/2 (4.12)
where we have used the fact that the type IIB background has N  units of 
five-form flux through S5, / g5 (2nis)4 = Adapting the arguments arising in 
the context of (7(1) gauge theory in two dimensions to the present situation 
[40], gauge invariance of quantum states implies the quantization of F123. 
States are characterized by a constant (quantized) value for the field strength 
(similarly to constant electric fields in two dimensions) and one finally finds 
the effective potential for the phase of Polyakov-Maldacena loop to be
Va (a) =  47t2A’2F 4 i  min (4-13)
The potential is minimized when a  =  ^  for r G Z and this leads to a spon­
taneous breaking of the symmetry of the M  = 4 theory in the deconfined, 
high temperature phase. Note that this effective potential is 0 ( N 2), as ex­
pected for a leading order large-A effect and proportional to T4, as expected 
from dimensional analysis. Interestingly, it is also proportional to j  in the
2 Strictly speaking, the Wilson loop computed by the wrapped string world-sheet is
the supersymmetric version of the standard Polyakov loop and includes the adjoint scalar
fields of Af =  4 SYM in its definition, U  =  ex p i § { A T — i^/ ( r )$ / ). This is an important
distinction in principle, but will not influence our discussion below, as the Polyakov- 
Maldacena loop has the same transformation properties under transformations as the 
standard Polyakov loop order parameter.
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strongly coupled theory. We have presented the argument for type IIB super­
gravity but it is readily generalisable to type IIA, so that the same periodic 
structure that appears in J\f = 4 super Yang-Mills will also be present in 
the Sakai-Sugimoto model. This was done in [120]. The action for type IIA 
contains the following terms
SlIA D (2^/f ( /  dWx^ FW ~ J  A F«> A B)  (4'14)
Since the gauge theory is five dimensional, we will find the effective theory 
for F1234 in the four spatial directions. After integrating out the S4 and the 
D2 containing the radial and Euclidean time direction the effective action is
Sen [F1234} = J  d3xdx  ( 29^ 5^3 (F1234)2 -  (27r/ )3F 1234^  (4.15)
Similarly to the type IIB case, the factor of N  comes from integrating the 
F(4) over the S4, and the a  is a result of integrating the NS B field over the 
thermal cigar. As before, the potential is minimised when
a  =  ~W' r e Z  4^'16^
4.2.4 The effect of flavours
Now we would like to calculate how the effective potential for a  is modified 
upon introducing fundamental flavours and in the presence of an imaginary 
chemical potential for quark number. The basic effect of introducing flavour 
D7-branes was already addressed in [120] and was argued to lift the degen­
eracy of the N  vacua discussed above. The overall dynamics of Nf  flavour 
D7-branes, ignoring the non-Abelian world-volume degrees of freedom in the 
probe limit (Nf N ), can be described by the (Euclidean) Dirac-Born-
Infeld action
Sdp = N f T Dp J  dp+1£e * \ /d e t ( jab +  (27ra'Fab +  B ab)) (4.17)
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where 7^  and B ab are the pullbacks of the spacetime metric and the Neveu- 
Schwarz two-form potential on to the brane worldvolume. In addition we 
have that the dilaton e~® =  1 in the background dual to the N  = 4 super- 
symmetric gauge theory. The D7-brane tension can be written in terms of 
gauge theory parameters A, N  (and R, the AdS radius) as
Tdi =  g,a, i( 2ir)7 =  32tr6# 8 4^'18^
In the case of the D3-D7 system, we will take the D7-brane probe to wrap the 
S3 in the S5 at an angle 6 and fill the entire AdS5 space. When we consider 
defect theories with a codimension k intersection the brane will cover S3~k in 
the S5 and 3 — k spatial directions on the boundary, in addition to the radial 
and time directions. In the Sakai-Sugimoto model the D8 and D8 branes 
cover all of the directions in the bulk except for the compact fifth dimension 
on the boundary that we label £4. For the most part, we will primarily be 
interested in classical configurations that completely wrap D2, the cigar in 
the Euclidean black hole, corresponding to “melted meson” states [116,140]. 
For these configurations it will be consistent to turn on a field strength Fab 
along the world-volume.
4.2.5 Imaginary chemical potential
In the boundary field theory formulated on Minkowski space, a chemical po­
tential for a global U( 1) symmetry can be thought of as follows: We imagine 
that the global symmetry is gauged and then turn on a constant background 
value for the time component of the gauge field, while setting other com­
ponents to zero. A t(p) is the t component of a U{ 1) gauge field and p is a 
radial coordinate. The gauge field strength is F  = F ^ d x ^  f \dxv and the only 
non zero component is Ftrdr A dt. When we work in Euclidean signature 
the gauge field must be completely real in order that the chemical potential 
is purely imaginary since when we Wick rotate the time direction the field 
strength becomes iFrrdr A dr.
The gauge field associated to the overall U( 1) factor describing the center-
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of-mass dynamics of the probe D7-branes, is dual to U( 1) b - In the Euclidean 
theory, the imaginary chemical potential hi corresponds to a constant real 
boundary value for the gauge field A r on the world-volume of the D7-brane,
/»/? noo
Hi =  —T  /  dr d p F rp = lim A T(p) (4.19)
Jo J rH p^ °°
Here we choose by gauge freedom to set A p =  0 and we require that A t{th) = 
0 in order to avoid a singularity at the tip of the cigar. We are implicitly as­
suming that the D7 brane wraps the black hole cigar D2 completely. The case 
where it turns back before getting to the horizon will be discussed separately.
4.2.6 Periodicity in /ij
The periodicity in hi discussed earlier is naturally built into the supergravity 
dual because the D-brane action only depends on the combination B+27ra'F. 
This means that the classical solutions to the DBI equations of motion will 
be characterized by the combination
A shift of p i  by 27tT  can be absorbed by a  —> a  + 27r. Hence hi  is only 
defined modulo 27xT as expected from general considerations.
As at weak coupling, there is a further periodicity visible in the finite 
temperature theory at strong coupling. The shift hi V-i +  can be 
compensated by a corresponding shift of a  by the same amount, leaving the 
physics unchanged since the “glue” sector of the theory (i.e. the fields in 
the adjoint sector, dual to the N  D3 or D4 branes in the type IIB models 
and Sakai-Sugimoto model respectively) is invariant under such shifts of a  
(from Eq.(4.13)). Note that this “periodicity” involves a jump from one Zjv 
vacuum to another. Therefore, this system should be expected to display 
the infinite sequence of Roberge-Weiss transitions as the effective potential 
will be a sum of two pieces, one of which is Zjv invariant, while the other 
piece, induced by the fundamental flavours, depends only on the combination
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4.3 N  =  4 super Y ang-M ills coupled  to  A/" =  2 
fundam ental m atter
When the gauge theory is at finite temperature and is in the deconfined phase, 
the corresponding geometry is the Schwarzschild black hole in AdSs x S5 (with 
flat horizon). Wick rotating to Euclidean signature, the spacetime metric is
ds2 = (^f{r)dr2 +  -  +  j ^ d x 2 +  R 2 d fi^j  (4.21)
where
/(»•) =  j p  f r 2 -  ^ f )  , r H = irTR2, R 4 =  4n(gsN ) a '2 =  gyMN  a '2
(4.22)
and is the AdS radius. In the Euclidean picture the geometry ends 
smoothly at r  =  r//, provided we make the periodic thermal identification 
r  ~  r  +  Topologically, the Euclidean black hole spacetime is M3 x D2 x 5 5.
The flavour D7-branes must wrap an S3 C S5 while filling the AdSs direc­
tions [46, 111, 133]. The embedding of the D7-brane is characterized by the 
“slipping angle” which determines the size of the three-sphere wrapped by the 
D7-brane. The slipping angle 6 is defined by the following parametrization 
of the S5 metric
dVt\ = dO2 +  sin2 6 dcj)2 +  cos2 6 dVl\ , 0 <  9 < ^  (4.23)
It is more convenient to rewrite the background metric in a Fefferman- 
Graham type coordinate system [141,142]. We use the conventions of [140],
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to write the black hole metric in the form
ds2 =  i  d r2 +  h dx2\  +  (dp2 +  p2 dft2) (4.24)
2 \  h J P
h(p) ee 1 -  J ,  *(p) =  1 + J  
P P
This form of the metric is obtained after the coordinate change r 2 =  |  ^p2 +  
and we take the metric of the five-sphere as in Eq.(4.23). The slipping
angle 6 will be dual to the quark mass operator Em, and depend only on the 
radial coordinate of AdS space, as discussed in chapter 2 .
This parametrization is convenient for making contact with the weak coupling 
D-brane picture. Focussing on the six directions transverse to the D3-branes, 
we write
The Xq — Xg plane can now be identified with the (p2, <j>) plane. We choose 
the D7-brane to be at <j> = 0, i.e. the x 8 axis. The asymptotic value of the 
D3-D7 separation, given by p2 for large p, yields the hypermultiplet mass 
rnq.
4.3.1 Solving the DBI equations of m otion
The action for the D7-brane probe configuration described above is
6 = 6 (p) (4.25)
dp2 -I- p2d n 2 =  dpi -h p2 d(j)2 +  dp2 +  p2 dVt\ (4.26)
with
Pi =  p cos 6 , p2 = p sin 6 (4.27)
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We note that if we set the B  field to zero and Wick rotate F  —> iF,  this is the 
same action used in [140]. The qualitative nature of the family of solutions is, 
however, different to that encountered in [47,117,140] for real baryon number
yielding solutions with different behaviour to the ones we will find below.
From the solutions to the DBI equations of motion following from Eq.(4.28), 
we will reconstruct the dependence of the effective potential on a  — for 
generic quark masses.
We work in the gauge A p = 0, so that Frp =  — dpA T. Since the action 
(4.28) does not depend explicitly on A r , the conjugate momentum is con­
served. In the usual situation with real chemical potentials, the variable 
conjugate to A r is the quark density. We will continue to refer to this con­
jugate variable as the “charge density” d, in the situation with an imaginary 
chemical potential,
This is a constant of motion. It is useful to define the dimensionless combi­
nation
The solutions can be characterized by this dimensionless density which, as 
we will see below, is restricted to take values less than unity. Solving al­
gebraically for the combination (2na'F +  B),  using the above equations we 
obtain __________
For solutions that reach the horizon of the black hole (i.e. which wrap the
chemical potential. Specifically, for a real chemical potential, the term under
the square root in Eq.(4.28) would be of the form \ J \  +  p20'2 —
2h y/ 1  +  p26'(p)2
(4.31)
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cigar D2), we deduce from the above expression that
\d\ < cos3#|
—  'P= r H
(4.32)
The explicit relation between the density d and the chemical potential /i/ 
follows from integrating Eq.(4.31)
(1 +  y ~4) ^(1 +  y~4)3y6 cos6 6 — 8d2 j^
Here, the dimensionless variable y — ■£~.’ a rji
The D7-brane configurations that reach the horizon are referred to as 
“black hole embeddings” . Analysis of the spectral functions of various fluctu­
ations around such solutions reveals a continuous, gapless spectrum [143,144] 
leading to the interpretation that these describe a phase where the “mesonic” 
fluctuations have melted in the high temperature plasma.
The action
Evaluated on the solution for £?+27ra'F, the unrenormalised D7-brane action 
is
Note that this action cannot be varied to obtain the correct equations of mo­
tion for 0(y). The equation of motion for 6 follows as usual by varying (4.28) 
or by using a different action where we trade A r for Frp as the independent 
variable, the equation for the latter being algebraic. This is achieved by the 
Legendre transform,
1 +  y~4)3y6 cos6 6 — 8d2
cos6 6 y / l  + y 29'(y)2
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The resulting Legendre transformed action can be evaluated on the solution 
for F, to yield
S %  = AN f N j ^  J  d3x x
roc _   /  o j 2 \  1//2
x / cfyr/3 hh y/ 1  +  y29'(y)2 1 -   — cos3 9 (4.36)
J 1 \  /i3 V6 cos6 0 /
One may make the replacement d —► zd and show that the corresponding 
expressions for real densities and real chemical potentials are recovered.
4.3.2 m q =  0: constant solutions
It is straightforward to see that the DBI action admits constant solutions 
with 9 = 0 for a range of densities d. Since the constant solutions extend all 
the way to the horizon, they describe a phase of melted mesons. They also 
correspond to having vanishing masses for the fundamental hypermultiplets. 
In general, the large p asymptotics of 6{p) are given by
0{p) =  M  +  eM  + . . .  (4.37)
P P
where the coefficients 0(o) and 0(2) are related to the quark mass and con­
densate respectively. According to the AdS/CFT dictionary, this boundary 
behaviour signals the fact that 6 is dual to a dimension 3 operator, namely, 
the quark bilinear. From the earlier description of the D3-D7 system and from 
Eq.(4.26), the asymptotic value of psin# is the D3-D7 separation, which is 
the quark mass i.e., 6(o) =  27ra 'mq. The coefficient of the subleading term, 
<9(2), determines the VEV of the same operator which is the quark condensate 
(Em) =  (faipi) + . . .
It follows then that the solution with 9 = 0 has m q = 0, (Em) =  0. When 
the slipping angle 9 is vanishing, the D7-brane wraps the equatorial S3 inside 
the five-sphere in the geometry. For this solution, the contribution of the 
flavours to the effective potential for a  can be computed analytically3. From
3The same expressions were obtained in [47] for the zero mass ‘black hole embedding’
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Eq.(4.33) we find
=  2 1 =  1 2 1<^ |_2/3 ( 3 ’ 2 )  (4-38)
where B z(a,b) is the incomplete beta function and the integration variable 
y is related to y as y2 =  \{y2 +  t/-2). The action is formally divergent and 
requires renormalisation which is achieved by a simple subtraction for the 
constant solutions,
SB .  -  s. )  (4.39)
The effective potential induced by the flavours can be found by eliminating 
d from equations (4.38) and (4.39). It is important to note that since a  is a 
phase defined modulo 27r, and likewise, the imaginary chemical potential /// 
is also a periodic variable, the combination a — ^  is bounded. In the strong
0.4
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Figure 4.2: The potential for a from the flavours, as a function of ir ) '
The curve in green is the full potential implied by the DBI action. The curve in
blue is the quadratic piece that is consistent to keep in the A —» 00 limit. The
N f N T 3 Anormalization constant N  = - 1 —  •
solutions for real baryonic chemical potential.
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coupling limit A 1, we must therefore have that
i - 7 > ( “ - ? ) + ° ( 5 )  (4 40)
by inverting Eq.(4.38). Since \d\ <C 1 at strong coupling, we can expand the 
action (4.39) for small d to obtain the contribution to the effective potential 
from the flavours,
which is independent of A at the leading order in the strong coupling limit. 
The full effective potential at s tro n g ’t Hooft coupling with N f  <C N  in the 
deconfined phase is then
Ktf =  VA + Vf =  mm 47r2JV2y  ( a  -  ^ )  + N , N T 4 ( a  -  . (4.42)
Prom this effective potential it is obvious that the degeneracy of the Zjv vacua 
has been lifted by the massless fundamental flavour fields. Curiously, while 
the flavour contribution is O(jf)  suppressed compared to the leading term 
in the large N  limit, it is unsuppressed by powers of the ’t Hooft coupling A 
in the strong coupling limit. The order of limits is, of course, unambiguous 
in the present context since N  is taken to infinity first, keeping the ’t Hooft 
coupling fixed and large.
V eff V eff V tff
a a
5 5
Figure 4.3: The full effective potential as a function of a from the flavours for 
three different values of As is increased from left to right, the local minima 
of the effective potential compete, resulting in a first order phase transition.
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There are N  local minima, but a unique global minimum at a  =  0 when 
Hi =  0. As hi is increased smoothly from zero and approaches hi — 77 > 
two neighbouring minima become degenerate and any further increase in /// 
results in a first order phase transition from the a  =  0 vacuum to the vacuum 
with a = ^  (see Fig.(4.3)) as described previously.
F'ree Energy
As the phase transitions at =  (2r -  1 ) |  for r  G Z are first order, it is 
useful to compute the free energy as a function of the imaginary chemical 
potential h i • The free energy (the grand potential) density can be calculated 
by minimizing the effective potential Eq.(4.42) with respect to a  for all hi  
and we find
F \ h i ]  = N f N T A ( l +  minJ a » i  ;  V 4tt2 AT J r e z  \  T  N  J
,4 ( Vi 2?rr~  N f N T  min —
T  N
While the quadratic behaviour is simply a consequence of large N , it is 
interesting to compare the coefficient with the result at weak coupling and 
zero hypermultiplet mass Eq.(4.9). Since we have 2Nf  complex scalars and 
2Nf  Weyl fermions, the free energy at weak coupling (and m q = 0) is
<t43>
We observe that the strong and weak coupling results differ by a factor of 2.
4.3.3 m q ^  0 non-constant solutions
Solutions with non zero quark mass also happen to be non constant and 
these need to be understood numerically. For smooth solutions that get to 
the horizon from the boundary, we require that the S 3 C S 5 wrapped by the 
D7-brane remains non vanishing along the solution. As is well known, there 
are two classes of non constant D7 brane solutions: those that get all the
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way to the horizon (the so called “black-hole embeddings”), and those that 
end smoothly before they get to the horizon. For both classes of solutions, 
the quark mass and the condensate can be read off from the asymptotic 
behaviour (4.37) near the boundary of AdSs. Specifically, in terms of the 
dimensionless variable y = -2-, the boundary behaviour of the slipping anglerH
is
e [ v )~ 7 \  ( ? )  l  + + ' ' {4A4)
Note that it is only the ratio ^  which is relevant here, since the theory 
without hypermultiplets is the conformal Af = 4 theory without an intrinsic 
scale. We thus define the natural dimensionless ratio that characterizes these 
solutions,
£  =  ^  (4-45)T  VXT
where the mass scale M  = is the characteristic scale of meson bound 
states at zero temperature (and strong coupling) [145].
The Euclidean action for these solutions requires careful renormalisation 
via subtractions to yield finite results. The correct procedure of holographic 
renormalisation has been developed for probe Dp-branes in AdS spacetime 
[118,142]. The result of this procedure in the present context is that the 
renormalized action is defined as an integral over y  from y = 1 (the IR) to 
y = A (a UV cutoff) along with counterterms defined locally at y =  A,
Sd7 =  5 d t |a -  AN , N ^  Q a 4 -  1 a 40(A)2 +  ^ A 40 (A)4)  (4.46)
The first two counterterms are divergent while the third is a finite subtraction. 
Further counterterms are necessary if the boundary is not flat.
Black Hole Em beddings
Solutions extending all the way to the black hole horizon, referred to previ­
ously as black-hole embeddings, of the D7-brane, satisfy 6'(y = 1) =  0 and 
0 < 6(y = 1) < | .  Thus for these embeddings, the S3 remains blown-up all 
along the solution, while the S1 (the thermal circle) shrinks at the horizon, so
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the D7-brane caps off smoothly. By varying 6(y  =  1) we can explore different 
values of the hyperm ult iplet mass y . These Euclidean solutions can exist 
only if
Ml < cos3 0 | b=] (4.47)
The black hole em beddings describe a high tem pera tu re  phase where mesons 
have melted.
For a fixed density d, solutions w ith different hyperm ultip let masses can 
be found by dialling 6(y  =  1) provided the  condition (4.47) is satisfied. As in 
the massless case analysed above, we will obtain  (numerically) the effective 
potential as a function of ^ ( «  — ^f). We sum m arize th e  properties of the  
solutions below.
•  The solutions for finite density 0 <  |d| <  1, are all of the type de­
scribed above and are qualitatively sim ilar to  black-hole em beddings 
found earlier for vanishing baryonic chemical po ten tial [111,116]. They 
are qualitatively d istinct from the  configurations w ith real chemical 
potential [26,47,117,140]. We elaborate on th is below.
• For any given density \d\ (between 0 and 1) there is a fixed value of y , 
above which solutions cease to  exist. The allowed range of masses de­
creases w ith increasing \d\ (Figure 4.4). W hen the density d  approaches
1.2 
0.9 
^  1^  0.6 
0.3
0.2 0.5 0.8 1
d
Figure 4.4: The values of y  and the density variable d  (conjugate to imaginary
/i) for which the black hole embeddings or melted meson solutions exist.
unity, all allowed solutions bunch up near the  zero mass constan t so­
lution. This is illustrated in Figure 4.5 where we plot solutions in the
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Pi — P2 plane (p2 =  psin0 and pi = p cos#). In contrast to this pic­
ture, for a real chemical potential, it was observed (e.g. in [47,140]) 
that black hole embeddings can exist at all possible values of the ratio 
Y  • For large values of the mass (or low temperatures), these solutions 
could be viewed as a probe D7-brane with strings (quarks) attached 
which drop into the black hole horizon. The absence of these kinds of 
solutions substantially alters the phase diagram for imaginary chemical 
potential.
d= 0.01 d= 0.5 rf=0.98
P i P i  p i
rH rH rH
^ --------------  1
0.5
-- 1
V - n ------------ 0.5
\ p ' r ---------- p '
0.5 1 r„ 0.5 1 rH 0.5 1 r„
Figure 4.5: D7-brane solutions extending to the horizon for d = 0.01, 0.5 and
0.98. For each density we have plotted a family of solutions with increasing masses 
up to the maximum value allowed for that density. The asymptotic distance from 
the pi axis gives the ratio ^r. The black hole horizon is the blue curve p\+p\ = rH-
• The largest value of the ratio jr = for which the black hole em­
bedding exists is ~  1.30 and this occurs when d = 0 and is the critical 
embedding solution (Figure 4.9).
5 = 0  n 5=0.5
- 0.2
0 0.2 0.4 0.6
£ “0.2
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Figure 4.6: The action as a function of ^  for d = 0 and d = 0.5.
• By evaluating the action and the expectation value of the quark con­
densate operator (£ m), for a given density d , we may see that for large
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enough masses, there exist two classical solutions w ith the sam e mass 
bu t different values for the  action and condensate (Figure 4.6). This 
feature, well-known a t zero density, also appears for non zero densities 
conjugate to an im aginary chemical potential. T he solution w ith the 
lower action is then taken to  be the physical one.
T h e  Effective P o ten tia l
The contribution to the effective potential for the  phase of the Polyakov-
M aldacena loop a , can be found numerically (Figure 4.7). However, we
V\ ! N
0.008
0.004
- 0.04 - 0.02 0.02 0.040.00
(a-p  /i,) /V T
F ig u r e  4.7: T h e  effective p o te n tia l  from  flavours for in c reas in g  values o f rnq. for 
y r  =  0, 0.24, 0.48, 0.72, 0.96 a n d  1.2. T h e  p o te n tia l  te n d s  to  f la tte n  o u t  as y  
ap p ro ach es  th e  c ritic a l value of 1.3.
can already be fairly precise about the form of th is contribution due to  Eq. 
(4.33): since a  and are bounded, we m ust have th a t |J | ~  O  1.
Notice th a t this scaling of d, actually  implies th a t the dim ensionful density 
d ~  Arf N T ' \  which is a natu ra l scaling for N f  quark flavours. In taking 
d ~  O  we are also ^ su m in g  th a t the integral in Eq. (4.33) is well-
behaved as d —> 0 and we can check numerically th a t th is is the  case for 
all hyperm ultiplet masses in the range 0 <  y  <  1.30 corresponding to  the 
black hole embedding solutions. In addition since the D 7-brane action is a 
function of d2, for small d, it can be expanded in powers of d2. In the  large 
A limit, the quadratic piece alone dom inates and therefore we find th a t the
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effective potential is of the form
Wff = V A +  Vf
=  m in 4n2N 2^ -  f a -  +  N f N T 4 f  ,
rcz A V N  J ] \ T
f M Vi \
T  J
(4.48)
Here M  is the  mass scale j j j  and /  is a dimensionless function of y. The 
coefficient /  ( y )  1S unity when rnq =  0 and decreases m onotonically w ith 
increasing mass, eventually approaching «  0.2 as y  is dialled to  its m axi­
mum value of approxim ately 1.3 (Figure 4.8). We should em phasize th a t in
M
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F ig u re  4.8: T h e  d im ension less coefficient /  in th e  q u a d ra tic  effective p o te n tia l
Vf due to  h y p e rm u ltip le ts .
deriving the effective potential above, in the large A and large N  lim it, we 
only needed to use solutions w ith small d, stric tly  only those in the vicinity 
of d ~  O  W hen we tu rn  to the  low tem peratu re  regime below, we
will see th a t this is actually crucial for ensuring a consistent picture of the 
transition  between high and low tem peratures.
To summarize, for all values of th e  param eter y  for which black hole 
embeddings of the D7-brane exist, w ith  an im aginary chemical potential, 
first order Roberge-Weiss transitions will occur a t ^4 =  (2r  — l ) y ,  r  €  Z. 
This means th a t, for fixed hyperm ultiplet mass rag, the RW transition  will 
occur for tem peratures T  >  • We will determ ine the value of this
tem perature, representing the RW endpoint, more precisely below.
The monotonic decrease in /  ( y )  w ith decreasing tem peratu re  (or in­
creasing mass m q) is in accord w ith in tuition from weak coupling. The 
quadratic potential for a  can be in terpreted  as a therm al contribution to
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the mass of the mode a  from the flavours. T h a t th is therm al correction 
should decrease as the flavours are m ade heavier (eventually decoupling for 
infinite mass), appears intuitively to  be consistent. A t weak coupling, it 
would be natu ra l to identify the mass of the mode cx w ith the Debye mass 
(inverse electric screening length). It is unclear w hether any such in terpre­
ta tion  should be possible at strong coupling. Finally, we can again w rite the 
free energy as a function of /i/, (taking «  1),
Given our numerical results for / ,  we can say th a t near m q =  0, /  ~  1 —
F ig u re  4 .9: T h e  well know n tra n s it io n  a t  zero  d en sity , from  b lack  hole  e m b ed d in g s  
(falling  in to  th e  black hole) to  M inkow ski em b ed d in g  p ro b e  D 7 -b ra n e s  p laced  aw ay 
from  th e  horizon .
Low te m p e ra tu re s /L a rg e  m asses, M  > 1 . 3
The critical black hole embedding of the  D 7-brane has the  property  th a t the 
slipping angle 0 of the solution approaches |  a t the horizon and the corre­
sponding S3 w rapped by the probe brane shrinks. Hence, the  only solutions 
with masses higher than  j r  ~  1.3 are those where the S3 w rapped by the 
D 7-brane shrinks before the D7-brane gets to the  horizon. For these em bed­
dings the therm al S1 remains non-vanishing while the  S3 shrinks sm oothly 
before the brane gets to  the horizon. Since the S3 shrinks a t the tip  of such
(  m q \  . ( V i \ 2— 7=— nun I a  — —— )V2v/A77 rGZ  ^ T  J
d= 0
o.:
i . :
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a solution, we are forced to have d = 0 due to Eq.(4.47) and hence
Frp +  2 7ra'BTp =  0 (4.50)
The D7-brane action has no dependence on either a  or ///. Hence there is 
no potential induced by flavours for the phase a  of the Polyakov-Maldacena 
loop: Vj (a  — vanishes identically and the physics is completely smooth 
as a function ///. Note that despite the fact that the field strength F  is fixed 
by B, we can always add a constant to the world-volume gauge potential A T, 
which will not change the field strength, and can be interpreted as a chemical 
potential / / / i n  the boundary field theory. Hence, in the grand canonical 
ensemble, at low temperatures (T  <C M), for every fij the only solution 
possible is the d = 0 Minkowski embedding representing unmelted mesons. 
The situation is quite distinct from the case of real chemical potential [26] 
wherein, at fixed low temperatures, there is a transition from Minkowski 
embedding solutions to the spiky black hole embeddings as the chemical 
potential is increased.
The solutions with d = 0 are the same as those originally obtained 
in [111, 114,116]. The transition from the black hole embeddings to the 
second class of solutions involves a topology change: the first category of 
solutions exhibits a shrinking S1 and a finite S3, while the second has the 
S3 shrinking in the interior. The transition between these is well-known and 
is a first order phase transition as may be inferred from plotting the action 
as a function of jr (Figure 4.10) for the solution with d = 0. The phase 
transition between the two classes of solutions is a “meson-melting” transi­
tion. At low enough temperatures (or large enough hypermultiplet mass), 
the only allowed D7-brane embeddings are the unmelted mesons with zero 
density d = 0. The spectrum of fluctuations about this solution exhibits a 
mass gap and a discrete spectrum [145] at zero temperature. The mass gap 
in the meson spectrum is
Mgap =  — ^ 2  =  2ttM (4.51)
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F ig u re  4 .10 : L e ft: T h e  a c tio n  for d — 0, D 7 -b ran e  em b ed d in g s . A s th e  ra tio
y- is in creased , ju s t  before  th e  b lack  hole em b ed d in g  (m e lte d  m eson) ceases to  
ex is t, th e re  is a  tra n s itio n  to  th e  fam ily  of so -ca lled  “M inkow ski em b e d d in g s” 
co rre sp o n d in g  to  u n m e lted  m esons. R ig h t: In  th e  second  figure  we see th a t  th e  
ac tio n  (g ran d  p o te n tia l)  for b lack  hole em b ed d in g s  w ith  d >  0, (0 .004 (o ran g e) 
a n d  0.008 (b lu e )), is alw ays la rg e r th a n  th e  ac tio n  for th e  d — 0 so lu tio n s  (b lack ). 
T h e re  is no M inkow ski em b ed d in g  so lu tio n  w ith  d  ^  0.
We also see th a t as the density d  is increased from zero, for small enough 
densities d e l ,  the black hole em beddings w ith d ^  0 coexist w ith  the zero 
density d =  0 Minkowski em bedding solution for a range of tem peratu res 
(Figure 4.10). This will be im portan t for determ ining the  phase diagram  
and the shape of the phase boundaries in the grand canonical ensemble. 
W ith  increasing density, there is a critical value of d, (>  10-2 ) beyond which 
the curves for black hole em beddings (as in Figure 4.10) cease to  intersect 
the Minkowski solution at d =  0. T hey tu rn  back and te rm inate  a t pro­
gressively smaller values of j r  (Figure 4.6). T he presence of such config­
urations in the grand canonical ensemble could make the  low tem peratu re  
region of the phase diagram  inaccessible. However, it should be clear from 
the preceding discussions th a t these configurations are essentially removed as 
a consequence of the Roberge-W eiss transition . The RW transitions occur a t 
values of {a — Hf) th a t are param etrically  suppressed by corresponding to 
param etrically  small values of d. The configurations w ith  such low densities 
will always be of the kind depicted in Figure 4.10.
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4.3.4 Phase diagram
The above analysis of the dominant configurations at different densities and 
temperatures now allows us to determine the phase diagram of the theory as 
a function of the temperature/meson mass scale ratio ^  and the imaginary 
chemical potential /x/. We have already established that at low temperature 
the physics is independent of fij and a, the phase of the Polyakov loop, and is 
dominated by the unmelted meson (Minkowski embeddings) configurations 
with vanishing density d = 0. In addition, we have seen that at high tempera­
ture the dominant configurations are the black hole embeddings representing 
melted mesons with d ^  0. For these configurations the system experiences 
a first order Roberge-Weiss phase transition at =  2^r~1^ 7r (r 6  Z), charac­
terized by a discrete jump in the phase of the Polyakov loop. Specifically, a  
jumps from 27r(.T~l) to
What remains is to understand the phase boundary between the melted 
and unmelted meson phases as a function of /x/. We first recall that in 
the melted phase d is proportional to ^  (^- -  a ) , for small enough d. As 
depicted in Figure 4.10, in the grand canonical ensemble, the melted meson 
configuration with small d ^  0 will then have to compete with the d = 0 
Minkowski embedding as the temperature is decreased. This results in a 
first order transition between the two phases. It is clear from Figure 4.10 
that as the density increases, the transition temperature increases as well 
(equivalently jr  decreases). The dependence of this transition temperature
h
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Figure 4.11: The melting transition temperature at different values of /x/ and
fixed ol.
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on the chemical potential determines the shape of the phase boundary in the 
( / i / ,  T) plane. We can numerically obtain the melting transition temperatures 
Tc(/x/) for different values of /x/ (corresponding to different densities d, in the 
melted phase). The result is shown in Figure 4.11. For
a = ~ W '  (2 r ~  < (2r +  1^ ’ r € Z  (4'52)
we find that
Tc(m) -  T0 =  K  y  -  <*) +  K  “  33.5 (4.53)
where T0 =  Tc(0) «  0.77M.  We have only kept terms to quadratic order 
on the right hand side for two reasons: First, since the difference — a  is 
bounded, higher order terms are suppressed at strong coupling (A 1). Sec­
ondly, we also have that | ^  — a | < , so higher order terms are suppressed
by powers of At leading order in j(, Tc(fj,j) may therefore be replaced by 
To on the right-hand side of (4.53).
The first-order phase boundary between the melted phase at high tem­
perature and the unmelted phase at low temperature has the curvature as 
shown in Figure 4.12. We find that this phase boundary is given by a set of 
parabola, centred at ^  (r G Z). Explicitly, we find
T M - n  _ K ( H I  KfB43 5
To A \ T 0 N
Combining this result with the Roberge-Weiss lines at /x/ =  /xrw yields an 
infinite set of points at which three first order transition lines meet. At each 
of these triple points, three phases labelled by distinct values of the Polyakov 
loop coexist. The location of the triple points in the /xj — T  plane is given 
by (/iRw,TRW), where
with r e  Z and k = «  43.5. The ./V-scaling of the formulae may suggest
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th a t these should be subleading effects in the large- N  lim it and therefore not 
consistently incorporated in a classical supergravity  approxim ation. However 
the factors of arise from purely kinem atical considerations, nam ely the 
sym m etry of the theory under shifts fij —> /// +  4^. W hen N  is large, the RW 
transitions are closely spaced, resulting in the TV-dependence in the Roberge- 
Weiss tem perature. The curvature of the phase boundary  in Figure 4.12 is 
independent of N,  see Eq. (4.54).
T_
To
a =0
1
3 t t 5 t t 7 t t
Figure 4.12: Phase diagram in the plane of temperature T  and imaginary quark 
chemical potential ///. The blue lines represent the first order Roberge-Weiss tran­
sitions in the high-temperature phase. The red line is the line of first-order phase 
transitions separating the high- and the low-temperature phases. The Roberge- 
Weiss endpoints, indicated by the black squares, are triple points at (/Urw?Trw). 
The phase of the Polyakov loop is denoted with a.
4 .3 .5  R eal chem ical p o ten tia l and an a ly tic  con tinu a­
tion
For real values of the quark density a rich family of solutions to  the DBI 
equations of motion exists, after making the  replacem ent F  —> i F  (and set­
ting  B  =  0) in Eq. (4.28). In particu lar, black hole em beddings, representing 
m elted mesons, exist for all values of the ratio  y- in the  canonical ensemble 
w ith fixed quark number density. These include low tem pera tu re  (M  T ) 
solutions which can be viewed as Minkowski em beddings a ttached  to a spike 
consisting of strings (quarks) falling into the black hole horizon.
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The phase diagram for real chemical potential in the grand canonical 
ensemble [26,47,117,146] bears little relation to Figure 4.12, either at low or 
high temperatures. With a real quark chemical potential, there is a single 
line of phase transitions separating a zero density phase from the dissociated 
or melted meson phase. For small chemical potential the transition line is 
first order, while at larger chemical potential the transition is expected to be 
a continuous one [47,134,147], terminating at /x = inq. In fact it has been 
argued in [147] that for low temperatures the transition line is actually third 
order and connects up with the first order line at a tricritical point.
In the context of QCD, the main motivation behind the exploration of 
the phase diagram as a function of imaginary chemical potential has been 
to determine the phase structure for real chemical potential, via the use 
of analytic continuation from imaginary /x =  i/x/ (with /x2 < 0) to real /x 
(with /x2 > 0) [123-132]. It is therefore natural to ask what aspects of the 
phase diagram can be captured by analytic continuation in the holographic 
model we studied here. This is particularly interesting given the qualitative 
difference in the nature of black hole embeddings and the D7-brane solutions 
at fixed density. At large real or imaginary chemical potential the phase 
structures are manifestly different due to the presence of the Roberge-Weiss 
transitions. However it is expected that the curvature of the meson melting 
line for imaginary chemical potential, with /x2 < 0 , is directly related to the 
curvature of the first order transition line for real chemical potential, with 
H2 > 0. Repeating the analysis for real chemical potential we find that the
T1 c
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Figure 4.13: The line of first order meson-melting transitions for real chemical 
potential, /x > 0.
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curvature of the first order line for fi2 > 0 is given by (see Figure 4.13)
M  a2
Tc( n ) - T 0 ^ - 3 Z . 5 — ^  (4.56)
matching up with our result for imaginary (i. It is reassuring that despite 
the differences between individual D7-brane probe solutions for fi2 ^  0, the 
theory is analytic in fi2 near fi2 = 0 .
4.4 T he Sakai-Sugim oto M od el
In this section we will discuss the Sakai-Sugimoto model with an imaginary 
chemical potential, similarly to the previous section. The background to the 
Sakai-Sugimoto model was described in section 2.4.
4.4.1 D8 Embedding
Consider the metric for the D8 branes in the background (2.30). We choose 
the brane to share all coordinates except the 24 direction where the D8 is 
pointlike, which we make a function of the radial direction U. The induced 
metric of the D8 with this choice is
/  U \  3y/2
ds2D 8 =  ( — J (f T{U)dt2E +  8ijdxtdx3) +
3
2 U2dUt\ (4.57)dUi + \ -
Prime denotes differentiation with respect to U . To incorporate a chemical 
potential into the gauge theory, on the gravity side we include a worldvolume 
gauge field on the D8 branes. We also introduce a NS B field into the bulk, 
dual to the expectation value of the phase of the Polyakov loop in the gauge 
theory, similarly to the D3/D7 case in the previous section. The only non 
zero components of these field strengths are Ftu and B tu ■ We can now write
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the DBI action of Nf  branes
.S'dbi =  NfTvs J  <fxe~*y/det (gab + Bab + 2na'Fab) (4.58)
= Nf T^ y ° 1^  J  cfixdUU4^ ^  (1 +  (Btu + 2tta ’Ftuf )  + f T(U)x?
(4.59)
Td8 is the brane tension and we have used that the dilaton is given by
e*= 9s { ¥ ) 4 (4-6o)
Furthermore, we may set the U components of the gauge potentials to zero 
with an appropriate choice of gauge, therefore Ftu = —duAt = —A' and 
Chern Simons terms do not contribute to the action.
Since the action only depends on derivatives of and A  we have very 
simple equations of motion that after one integration take the following form. 
The equation of motion for x4 is given by
W r M *   kJ l _____= k (4.61)
\ l h ( U ) x f  +  ( § f  (1 +  (Btu + 2tta ’Ftu)2) N / T™Voi (5<1)
and the equation of motion for Ftu is
UR? (Btu +  27ra'Ftu) _  dgs
y j f T(U)xf  + ( § ) 3 (1 +  (B«J +  2tta'Ftuf )  2™ 'N f TDSVol (54) 
(4.62)
where k and d are constants determined by boundary conditions. As before 
there are two different types of brane profile allowed by these equations of 
motion. The first is where the brane extends all the way to the thermal 
horizon, covering all of the radial direction, and secondly, where the brane 
turns around meeting a D8 at some finite radius U$. In the low temperature 
phase only the latter solution is allowed, because the x 4 circle in the low tem­
perature geometry shrinks to zero size first while the thermal circle remains
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finite sized over the whole range of the radial coordinate. The converse is 
true in the high temperature case, allowing both types of solution described
symmetric and broken phases in the boundary theory respectively.
It is straightforward to fix the constants above by considering boundary 
conditions. Consider (4.61) at some point such that x'A (U) = 0. We find
Therefore k is forced to vanish. We will find a useful constraint on d for this 
type of embedding later.
Consider now the other type of solution where the brane turns around. 
There must be some point U = Uq where the slope of x A(U) diverges so 
consider xA(U = Uq) —> oo. From (4.61) we find
is analogous to the real chemical potential case studied in [104].
Consider the case where the D8 branes extend all the way to the thermal 
horizon. From equation (4.62) we can solve for (Btu +  27Ta'Ftu) and plug 
back into (4.61). Doing this we find
diverges. One may assume U =  U(x 4 ) rather than x4 =  x4(U)  as used to derive (4.57) to  
show that this is not the case and d does indeed vanish for this type of embedding.
above. In the Sakai-Sugimoto model these solutions are dual to the chiral
k = 0 {x'4) (4.63)
k =  Uts/jAUo) (4.64)
and from equation (4.62)
(4.65)
So for this type of embedding, d is forced to vanish4. Note that this analysis
{ B t u  +  2 W F f(/ )2 = ------- -g------  (4.66)
R 3U5 — d?
4This is strictly d  =  O  which does not necessarily constrain d  to vanish if F y t
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and hence
UAf T(U)x'A
= 0 (4.67)
U5R3—d2
i )  M U X 2
One can see that (4.67) admits constant solutions that cover the entire range 
of the U direction, falling into the horizon at U = Ut- Since for these solu­
tions x4 is arbitrary and any value of x4 will be have the same action, these 
solutions must correspond to the phase where chiral symmetry is unbroken 
and the quarks in the boundary theory are exactly massless. To ensure the 
reality of (Btu +  27tol'  Ftu) to produce an imaginary chemical potential in the 
gauge theory, and to ensure the reality of X4 one can see there is a constraint 
on d from (4.66):
In contrast to the condition derived the previous section, the condition here
The unbroken chiral sym m etry case
Firstly, we note that for all phases of the Sakai-Sugimoto model the La- 
grangian quark mass is zero, furthermore in this phase there can be no dy­
namically generated quark mass as that would break chiral symmetry. As 
mentioned previously it was shown in [137], the chemical potential is related 
to the worldvolume gauge field on the gravity side while the expectation value 
of the Polyakov loop in the theory is related to the NS-NS 2 form. Together 
we have
d2 < R SU^ (4.68)
does not depend on the horizon value of x4(U). In the D3/D7 case the bound 
on d depended on the asymptotic value of the slipping mode, or the quark 
mass in the language of the gauge theory. As described above this type of 
solution only corresponds to strictly massless quarks.
4.4.2 The Potential
(4.69)
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where the integral is over the thermal cigar. Plugging into this using (4.66) 
we find an explicit expression for a — (3fii
R  13a -  P m  =
poo J
/  du (4.70)
JUr \ / I JS F P - tP27ra' uT V u 3R 3 -  d?
To find the potential we evaluate the (renormalised) action and eliminate d 
to find S  in terms of a — f3^j. In the simple case of black hole embeddings 
the integrals can be done analytically and we find a — j3(ii is given by a 
hypergeometric function
27tcx T  y y/nR5
t / R 3U 3 -  d2
(4.71)
Plugging into the action (4.59) with the equations of motion and the con­
straints found for black hole embeddings above we find
VW NfTDSVo\ (S4) Vol (R3) p f°° jrT U5
9s JuT
f O O  I J 5
/  dU --------   (4.72)
Jvt v  c/5 -  £
Let us relabel the overall constant A = %/^ ~J'07’D8V°Ks ).Vol(lt )4 xhis integral 
is divergent, so after regulating we may add a counterterm to cancel the 
divergence
f A U5 2A7/2S = A  /  dU- -  A - —-  (4.73)
JU-r ^ f U 3 - §  7
Evaluating the integral and taking the limit A —> oo we find we may write 
the action exactly in terms of a hypergeometric function,
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Using d as a param eter we find figure 4.14. Since the  potential is truncated
gsS
y jl?  Vol(S4) VoHIR1) ySTDg N f
0.5
0.4
0.3
0.2
a-li ni
- 0.5 0.5
Figure 4.14: The Roberge-Weiss potential as a function of a  —
at order d., it is instructive to  expand these expressions for small d  and 
elim inate to  find S  in term s of a  — f i n j ,  we find the  first order correction to 
the  action and (a  — /?/i/) as a function of d
a  -  ~ --------- — - — +  O  (d 3)  (4.75)
3tt a ' T R H J }  V 7
S  D +  o  ( d 4)  (4.76)
3R 3Ui V '
hence
S  D3tt 2n l2A T 2 u j { a  -  0  (4.77)
We wish to  write this expression in term s of field theory  quantities. In the 
high tem peratu re phase the x4 direction is finite sized over the  whole range 
of the radial coordinate so there is no constraint on it to  ensure regularity at 
the horizon. The size of the x4 direction is therefore a rb itra ry  and is related
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to the Kaluza Klein mass scale simply by
1
Mi =  2ttR X4 (4.78)K K
The tension of the D8 brane is a dimension 9 object related to the string
length by T^8 = ((27t)8 /®) \  We can relate the radius of curvature and the
string coupling to gauge theory quantities using the following (from [48])
d3 „2
( 4 - 7 9 )
Where we have used that
9a — 2 ^ f "  =  (4.80)
Using the relation between the temperature and the position of the horizon 
(2.31) we find the potential due to flavour degrees of freedom in terms of field 
theory quantities is
3  + 0 { { Q ~ { m
We have used that Vol (S'4) =  The potential from the flavours is quadratic, 
for type IIB the analogous potential due to the adjoint degrees of freedom was 
periodic from an argument in [40] which we generalised to type IIA in [120]. 
This was discussed in section 4.3.2.
The broken chiral sym m etry case
In the language of the gravity theory this corresponds to Minkowski brane 
embeddings that turn around at some finite (70 > Ut - In contrast to the 
previous case, there must be a dynamically generated quark mass in this 
phase, which is given by
1 1 
mQ  =  w  J Ut =  w {Uo -  U t)  (4 8 2 )
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Hence, chiral symmetry is no longer a symmetry of the theory. Moreover, 
as shown previously d must vanish for these solutions. Together with (4.62) 
this implies that Btu +  2'na,Ftu =  0 and hence the potential does not depend 
on a  — Piii . Since /// is interpreted as lim ^oo [ A( U) \  we are still able to 
introduce a chemical potential via the introduction of a constant gauge field, 
but the physics remains smooth for all values of this chemical potential.
This analysis is also applicable to the low temperature geometry where 
this type of D8 - D8 embedding is the only one allowed. The conclusion is 
the same and the potential does not depend on a  — (3Hi. All of this is very 
similar to the equivalent discussion for the D3/D7 system in the previous 
section.
4.4.3 The Phase Diagram
At low temperatures the only solutions allowed are Minkowski embeddings 
so the phase diagram has no phase transitions. Above a certain temperature 
there is a transition from (2.29) to (2.30) and both types of solution are 
then allowed. We will compute the phase diagram of the theory at high 
temperature by considering the difference in the DBI actions of the two 
types of solution, dual to the grand canonical ensemble in the gauge theory. 
After applying the conditions for each of the solutions derived above and 
substituting in using the equations of motion we find
I U»f(U) -  U§f(U0)
u 5
U3f(U) (4.83)
(4.84)
„ _  V & N f  TosVol (S4) Vol (R3) 0  u — (4.85)
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hence we define
A S  — — (^Mink “  ^BH)
5 I /  C/3 f (U)
Uo dUU y l  U*f(U) -  U*f(U0) T I T  +
u 0 t j 5
dU—= = = = =  (4.86)
Ut v^5 -  &
When A S  = 0 there is a phase transition. It is worth making some remarks 
on the method used in [104] to compute the phase diagram of the Sakai- 
Sugimoto model in the presence of a real chemical potential. The following 
dimensionless coordinates were used to eliminate Uq from A S
Ut U 2 d2 .
UT = TT0 u = u0 c = W u l  (4'87)
where Wick rotating c would recover the real chemical potential result. In 
terms of these coordinates we have
a o u3f(u)  1 \
“ ^Dimensionless USf(u) -  /(l) "  1
5
(4.88)
y/u5 —
Henceforth we shall refer to the difference in the actions in dimensionless 
coordinates of [104] as A^ Dimensioniess? while in the dimensionful coordinates 
we shall denote it as AS.  Evaluating (4.88) for c = 0 or for zero chemical 
potential we find figure 4.15. There are two zeros, one of which occurs at 
approximately uT =  0.74 which corresponds to the fi — 0 limit of the real 
chemical potential phase transition line. This was originally computed in 
[48,49]. The second is at uT =  1 which, when one considers a real chemical 
potential is lifted and does not contribute to the phase diagram. When 
we consider an imaginary chemical potential however, this zero persists and 
would lead to a second phase transition line on the phase diagram. We will
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Figure 4.15: The plot of A S  against ut = jT for zero chemical potential
show that the phase transition line that this zero leads to should not, in 
fact be present on the phase diagram. Consider the expression relating the 
dimensionless horizon position and the temperature (from equation (2.31))
j ,  __ IUqUT
4 7 t  V  R 3
The asymptotic separation of the D8 - D8 pair is L and is given by
(4.89)
L = 2 l im  x4(U)
U —>oo 
roc
= 2 /  dUx'4(U)
JUo
/■ OO 1
=  2 \ / R ?  / dU--
Ju° y j m m  ({£
[r ?
= \ w F M
V U q
HU)
f(u0) -  1
(4.90)
where
F ( ut ) = 2 J du-
u3f(u)  (u8^  -  l)
(4.91)
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Note th a t for black hole embeddings L is arbitrary , so we consider Minkowski 
em beddings by plugging in for x'4 using (4.61). Using (4.90) to elim inate U0 
from (4.89)
T L  =  2y /u ^F (uT) (4.92)
T L  as a function of uT is not a m onotonically increasing function and has 
a global maximum, it is shown in figure 4.16. Suppose we consider a fixed
T L
0.05
U f
0.8 1.00.2 0.4 0.6
Figure 4.16: T L  as a function of uT
T  and L. There are two allowed Minkowski em beddings th a t have the  same 
value of T L  but have different values of uT. For a fixed uT however there is 
only one Minkowski embedding w ith a particu lar allowed value of T L.  We 
wish to  com pute the phase diagram  by considering the action for all allowed 
solutions at each T L  and chemical potential (there are th ree - one black hole 
em bedding and the two Minkowski em beddings), the one th a t has the lowest 
action dominates. Using uT as a param eter to  do this is problem atic because 
for each ut we are only considering one of the Minkowski em beddings allowed 
a t th a t particu lar TL.  Com puting the phase diagram  using a param eter th a t 
only considers a subset of allowed solutions leads to  a phase diagram  w ith a 
phase transition  line th a t would not appear were we to  consider the  full set 
of allowed solutions.
The analysis of ASoimensioniess has one im portan t consequence however: 
we note th a t AS'oimensioniess and the com bination T L  are functions of ut  only
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(at zero chemical potential), therefore the action is a function of TL, rather 
than T  and L individually. Consider now the chemical potential. Rewriting 
(4.70) using the dimensionless coordinates we have
eliminating Uq as before we have
L2 f°° c
W 3 { a - M  = F ( u T) j ^ d u - / = w  (4.94)
hence, the combination of the chemical potential and the expectation value 
of the phase of the Polyakov loop is a function of uT and c, and vanishes when 
c —> 0. There are two scales on the gravity side (c and uT) that correspond 
to two meaningful scales on the gauge theory side, T L  and (a — /?/xj), 
which we will denote by T and J2 respectively. We will plot the phase diagram 
of the model as a function of these two parameters. The phase diagram is 
computed by finding the zeros of A S  (4.86) as a function of Ut, d for a fixed 
U q and converting these coordinates to T  and /Z. We note that repeating 
this computation for various values U q reproduces the same phase diagram, 
which is shown in 4.17. The blue line is the first order phase transition 
line that extends from the phase transition point found in [48,49] for zero 
chemical potential. The shaded area of the plot is the area where the chiral 
symmetry broken phase dominates and the unshaded area is the one where 
chiral symmetry is restored.
The issue we have noted regarding the use of the dimensionless coordi­
nates to study the phase structure of the model was not problematic for 
real chemical potential. We will now show why this was the case. Consider 
AS'oimensioniess for the theory when Ji is small. Expanding in powers of c and 
similarly expanding equation (4.94) we may capture the leading behaviour
a  -  /3fi! =  (5U0
PO O
J U'T'
du
V
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Figure 4.17: The phase diagram  of the Sakai-Sugimoto model w ith an im ag­
inary  chemical potential as a function of the dimensionless tem pera tu re  and 
chemical potential.
O f A S Dimensionless &S a function of [i
^^Dim ensionless ~  ^ ‘^ Dimenaionless |c_q 
~  ^ “S D im ension less | c_
t t 29/X
52F  (u t )2 \J u T
-rr2
c—0 52 T sJ w
=  + C? (/T4)
T
+  O ( j f ) (4.95)
where we have used (4.92) to exchange F  (u t ) for T.  A S Dimensioniess|c=0 m ust 
be evaluated numerically and is shown in figure 4.15. The factors of uT in the 
denom inator of the above expression are problem atic a t first sight, however, 
we note th a t the limited range of Ut  from (4.68) implies u^ >  c2 so for a fixed 
value of c > 0, uT must be strictly  greater th a n  zero and the  first correction 
te rm  never diverges. W hen Ut  is close to  1, AS,Dimensioniess|c=0 is small and 
positive. For an imaginary chemical potential the  first correction te rm  th a t 
appears a t order /72 is negative leading to  the  second zero of AS’oimensioniess- 
Were we to  Wick ro tate J1 so th a t we are considering the theory w ith a 
real chemical potential the sign of this correction term  would be positive, so 
A-Sbimensioniess does not vanish when uT is close to  1 for a finite bu t small real 
Jl.
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Performing a similar expansion for small d on A S  (4.86) is also instructive. 
Using an expansion of (4.70) to eliminate d and (2.31) to eliminate Ut  we 
find
AS «  A S |i=0 -  j  (a -  / W ^ R ’TSa12 + 0 ( ( a  -  f o , ) 4) (4.96)
We could in principle restore the dimensionful coefficient and rewrite A S  
using field theory quantities, however it is not very enlightening to do so. It 
is important to note that the first correction term does not depend on Uq and 
the equations relating T  to Ut  and (a — /?/ij) to d contain no dependence 
on Uq so the above expression for A S  contains no hidden factors of Uq. 
Therefore the system must be well behaved when Uq approaches Ut , which 
when one considers the model using the dimensionless coordinates discussed 
above corresponds to the u t  —> 1 regime. This analysis also shows the action 
depends on the square of the chemical potential, ensuring the analyticity of 
the phase diagram as a function of (a — Phi)2.
In summary, when comparing the actions of the two different types of 
embedding it is important to work in a coordinate system where there is a one 
to one correspondence between the position of a horizon and a temperature 
scale.
In the low temperature phase when T  < T d  where T j  is the deconfinement 
temperature chiral symmetry is broken and the glue in the theory is confined. 
Above the deconfinement temperature in the chiral symmetry broken phase 
the glue is deconfined and the theory contains mesons. In the chiral symmetry 
restored phase the mesons melt and the fundamental degrees of freedom in 
the theory are quarks and gluons. The quarks are also massless due to the 
chiral symmetry restoration. Including the Roberge-Weiss lines the phase 
diagram of the theory is given in figure 4.18. The equation of the phase 
transition line is
T  = 0.154 +  0.447/Z2 +  O (ji4) (4.97)
The equation for T  behaves as expected, ie, is a function of even powers of 
Ji.
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T
Figure 4.18: The phase diagram  of the Sakai-Sugimoto m odel with ail imag­
inary chemical potential. The black line extends from the line found for the 
real chemical potential case. The red lines are the Roberge-W eiss lines which 
appear in the chiral sym m etry restored phase. Since the  equation of the 
phase transition  line is a function of fi2 the second derivative of the phase 
transition  line is strictly  positive so even though the Roberge-W eiss lines ap­
pear at order ~  the chiral sym m etry breaking transition  does show curvature 
between the Roberge-Weiss lines.
4 .4 .4  P ressure due to  Flavours
We will com pute the pressure holographically by studying th e  DBI action as 
a function of tem perature. From basic therm odynam ics
F  =  T d S  -  P d V  +  i idNq (4.98)
T he pressure is given by
holographically, the DBI action is dual to the free energy density in the 
grand canonical ensemble, therefore it is also related to the  pressure. The
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DBI action is
Sdbi = I  dUdrcPxdQiCvBi (4.100)
The integrals over the field theory directions contribute a volume of R3 and
a factor of /?, because £ dbi is not a function of these directions. One may go
from the energy density to the pressure by dividing through by these factors 
or we may directly compute the pressure by evaluating
P — — J  dUdQ,4jCj)Bi (4.101)
Black Hole Embeddings - Zero D ensity
When the density is zero the pressure takes a simple form
/>oo
Pbh =  - V  /  dUUI (4.102)
J Ut
we have relabelled the overall constant in front of the pressure as
(4.103)
Regulating the integral and adding a counterterm to cancel the divergence 
as A —> oo we have
. , 2 C/i A " aI 
P bh =  -  lim  M
A—>oo \ 7
Hence
2 A‘2 ,
(4.104)
uT
P bh  =  (4.105)
Using the expression for the temperature given in (2.31) we can show
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Using the expressions given in section 4.4.2 we find the pressure in terms of 
field theory quantities is
where A =  g \ N . This expression is quite surprising, even though the pres­
sure is given by T 4 multiplied by a dimensionless function as we expect from 
dimensional analysis, the overall dependence of the pressure on the temper­
ature is T 7.
N on Zero D ensity
Expanding Pbh for small d we have
Pbh =  A/"
+  5 ^ s + 0 ( # ) )  141081
Evaluating the integral as before, showing only the first order correction for 
non zero d
3 2d2 
(4tt)3P ^ T 3
For small density we can expand the expression for the chemical potential 
(assuming the phase of the Polyakov loop vanishes)
<4™>
1 f°° d
d «  ^  (2^  + O ( t f )  (4.111)
where we have restored the correct dimensionality of the density. In terms 
of field theory quantities, the density in terms of the chemical potential is
<4 “ 2 >
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The first order correction depends on the square of the chemical potential 
and it is „ „
- ¥ 2 ¥ * t + o ^  ^
Together, the leading order behaviour of the pressure is
P  =  1 4 ( *3
33 2tt
Since the pressure is a mass dimension 4 object, the expression for the pres­
sure will always be proportional to T 4 multiplied by a dimensionless function 
of the scales in the problem, in this case T, /// and M kk- An expected feature 
of the expression for the pressure is that the leading order term dominates 
when the temperature is very large but, as commented previously, the pres­
sure computed here does not correlate with what is known in QCD. The 
action for the black hole embeddings can be evaluated exactly in terms of a 
hypergeometric function, and it is
P  = N f NX3
7.2238tt2 ( T -  1)T i ( j c ) V ( (- 1)4,T- 1|I' ( s ) r ©
-  v W r ^ T r i  + v^(T  - 1  )W 2F1 ( T  i, |  r )  j  (4.115)
where N 2N 2 A4 T W
T =  (2tt)2 24312 M ^ kcP (4'116)
Since this formalism captures the strong coupling behaviour of the field the­
ory expanding for large’t Hooft coupling is a natural thing to do
,4 ( N , N  A3 T3 2tt 63 d2M kk , „  (  1
P k T  ' 2tr 7.38 M 3k N j N 7 \  T 7 + C > VA5/ *  (4-u 7 )
When one substitutes in for small d in terms of fii using (4.112) the same 
result as for the small density expansion is obtained (4.114).
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M inkow ski Em beddings
The integral over the radial direction for the action of Minkowski embed­
dings cannot be evaluated in closed form. The pressure for the Minkowski 
embeddings is
and expanding in powers of M  (note, since the lower limit of integration is 
a function of M  we expand the integrand, evaluate the integral and then 
expand the result. The first order correction only receives contributions 
from the first order of the expansion of the integrand, while the corrections
integrand.)
In the zero mass limit the pressure for Minkowski embeddings captures 
the same behaviour of the chiral symmetry restored phase so we choose to 
only consider the terms proportional to M  as the leading behaviour. To 
O (M 2) we have
Usf (U)  -  V$f(U0)
U3f ( U )
(4.118)
Rewriting:
Mink
UoMo)
U f ( U )
(4.119)
Replacing Uq using
27\a'mq = M  = Uq — Ut (4.120)
at order M 2 contain contributions from higher orders of the expansion of the
-^M ink —  — k  \ W « / 2 ( t / 3 _ t f S ) +
9P? (8Us -  W W T +  30?) M2 , 3,
g t / 1 5 / 2 (£ /3  _  t / 3 ) 2 '  '
3 U^M
(4.121)
Once we have performed the integral the leading behaviour of the pressure
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is
A lin k  =  ~ ^ M U T 2 5 log ^3.2“ ( ^ j  \  + 5V3w -  12J  (4.122)
using the above expressions to rewrite in terms of field theory quantities we 
have
A 2 N f N ^ m . T  /  / 6 4 A 2 T 4 \  / -  \
p““  -  (5,°! ( l + 6'/5' -  12j
(4.123)
therefore the leading behaviour is proportional to T'1 ”f\9 log ( 1.
KK \  Q K K /
Hadron Resonance Gas M odel
Since the results we have here are for a system which contains bound states of 
quarks and strong coupling it is natural to compare to the hadron resonance 
gas model of QCD [148]. This is a model of non interacting hadronic and 
mesonic resonances, which is a good model of QCD at low temperatures since 
the quarks are confined and are no longer the physical degrees of freedom 
of the theory. The pressure contribution of a single particle in this model is 
given by
(?p i = S - 2 j t  (~V)k+1 (kfim,) (4.124)
k = l
f3 is the inverse temperature, gi is a degeneracy factor and rj = 1 for bosons 
and —1 for fermions. K 2 is a modified Bessel function of the second kind. 
Assuming the mass is small we have
k = 1 '  '
evaluating the sum
Pip i =  ^ - 2Li4 ( - 7/) +  —7^ —Li2 ( - 77) +  O (m?)^ (4.126)
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Note that Li is a polylogarithm function that contributes a numerical factor 
when we plug in for 7/.  Note that the first order correction to the pressure 
for non zero quark mass is
P  ~  T4^  (4.127)
While we note that the Sakai-Sugimoto is very different from QCD, being 5 
dimensional and having a large number of colours etc., the pressure from the 
hadron resonance gas model exhibits very different behaviour to that found 
in the Sakai-Sugimoto model above.
4.5 D efect Theories
The work of section 4.3 showed that when one considers Af = 4 super Yang- 
Mills theory with quenched Af  =  2 flavours at strong coupling, dual to type 
IIB supergravity on AdS5xS5 with probe D7 branes, in the presence of an 
imaginary chemical potential the resulting phase diagram contains only first 
order phase transition lines. Therefore, the points where the Roberge-Weiss 
lines meet the deconfinement transition are triple points. It would be inter­
esting to find a model where the deconfinement line is not of the first order 
and one way that could possibly be the case is in a defect theory. This type 
of background was discussed in a very general way in [134], but we limit our­
selves to the background that comes from the backreaction of D3 branes in 
type IIB supergravity. To include flavours we put Nf  D(7 — 2k) branes into 
the AdSsxS5 background, k is the number of directions in which the flavour 
sector does not extend but the colour sector does and is the codimension of 
the intersection of the branes. We take k =  1 (k =  2) representing a bulk 
theory containing Nf  D5 (D3-D3) probe branes in the geometry that results 
from N  D3 branes where N  —► 00 . This bulk theory corresponds to a field 
theory where the fundamental matter lives on a 2 +  1 (1 +  1) dimensional 
submanifold of the 3 +  1 dimensional boundary. The adjoint fields live in the 
full 3 +  1 dimensions of the boundary, k = 0 would correspond to having 
no defect, ie the D3 /D7 system. In order for the theory to retain Af  =  2 
supersymmetry, the brane must cover 3 — k spatial dimensions of the bound-
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ary and 3 — k directions of the S5 in addition to the time direction and the
radial direction. This type of theory has been discussed extensively in the
literature. See for example [149-152].
The metric corresponding to the high temperature phase of Af = 4 super 
Yang-Mills having Wick rotated to Euclidean signature is
ds2 = ( ^ j  (h(r)dr2 +  8ijdxldxj ) +  ( ^ j  ( ^ r )  (4.128)
with
h(r) =  1 -  ( y ) 4 (4.129)
Rescaling the radial coordinate using
da dr /t „ .
(4.130)
a ry/h(r)
leads to the metric
ds2 = j )  ^ 7-2
(4.131)
where i and j  run from 1 to 3 and
h±(a) = 1 ±  ( y ) 4 (4.132)
4
J
For convenience we choose to rewrite the metric of the transverse coordinates 
as
da2 +  a2dQ\ =  dp2 +  dy2 +  p2d£l\_k 4- y2d$l\+k (4.133)
The Hawking temperature in this coordinate system is given by
T  = (4.134)
i r R R  v ’
Assuming that the position of the brane in the y direction is a function of
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the radial coordinate only, the induced metric on the brane is given by
dsDp-2k) = ( ^ )  M ff) dr2 + )  +
+ ((-*- +  v\ p)2) dp2 +  P2d^ l-k )  (4.135)
where i and j  run from 1 to 3 — k and a2 = p2 +  y2. One may now write 
the DBI action for the D(7 — 2k) brane and solve the resulting equations of 
motion to get the profile of the brane, from which we can compute the free 
energy in the field theory. We note that in the case of field theories dual to 
D3 brane geometries the resulting boundary theory is always conformal so 
the equation of motion for the dilaton is solved by a constant for all of the 
defect theories we consider.
4.5.1 Brane Embedding
Prom the induced metric of a D(7 — 2k) brane (4.135) we can write the DBI 
action of Nf  branes including a worldvolume gauge field living on them in 
the same way as for the models considered above
SD(7- 2k) = TkNf /3VkVo\(Peieet) J  dpp3- kh /  J ^ - (  1 +  y?) + (B  +  2-na'F)2
(4.136)
Note that X*. is the tension of the branes and {3 is the inverse temperature. 
14 is the volume of an S3-fc. Since the action only depends on the derivative 
of the gauge potential and not the gauge potential itself there is an integral 
of motion
3 —fc 
2dC _  cF _ _  (B  +  2-xa'F) p3~kh+ a i m
9 F ~ C f *  2*a'TkNf Vk ~ °F ~  J *  (1 +  yl2) +  +  ^ 2  ’
hence
I r - c i .  ( , m |
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The other equation of motion is
Q (*/', v, p) 
(4.139)
with
G(y ' , y , p)= ' (1 +  2/'2) +  {B + 2na'F)2 (4.140)
We find solutions for the embedding function y(p) by using equation
(4.138) to eliminate (B  +  2pa'F) from (4.139) and solving numerically. As 
before for Minkowski embeddings, one can show it is not possible to turn on 
a non constant gauge field A however all chemical potentials are accessible 
via the asymptotic value of a constant gauge field. This means that the 
action, which only depends upon the derivative of A  does not depend on 
the chemical potential for Minkowski embeddings. Furthermore, for black 
hole embeddings there is a constraint on cp that comes from (4.138). To 
ensure the reality of (B +  27ra'F) and hence to ensure the chemical potential 
is purely imaginary we must have
Since we expect there to be Roberge-Weiss lines at fii ~  -D exploring the 
behaviour of the theory for small Cp is sufficient.
tion between the two types of solution. The chemical potential is the asymp­
totic value of the worldvolume gauge field on the flavour branes, while the
5 The counterterm that exists for all defect theories is S ct i =
—T N f /?Vol(S3~ k)Vol(Defect) . In the case of k =  2 defects there is an addi­
tional counterterm which we will describe below
(4.141)
Once solutions are found we evaluate the renormalised DBI action5, dual 
to the grand canonical ensemble in the gauge theory and observe the transi-
expectation value of the phase of the Polyakov loop is similarly related to
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the NS - NS B field, as before.
a ~ 0tl, = L ^ B + 2lTa'F) = CFl31 ,  dpK ] j < ? F (4'142)
Consider the theory when the chemical potential is small. Expanding
(4.138) in powers of cp and integrating we find
a -  Pn, «  $cF +  O (c3F) (4.143)
where roo k
V = P d p ^ \ + y npk- 3h .h l  (4.144)
Jph
4/ of course depends on the brane embedding but crucially does not depend 
on cp- We may invert equation (4.143) and substitute into the DBI action
(4.136). We find
Sd(7—2*) =  TAr//?Vol(<S3_il)Vol(Defect) J  dps f l  + y ^ p ^ h - h ^ f  x
X {1 + 2p ^ h 3^  ~ /?w)2 + ° (a _ ^ /)4) (4 ' 145)
This shows that when a — (3fii is small the first order correction to the grand 
canonical ensemble is quadratic in the chemical potential, as expected.
4.5.2 The k  = 1 Case
A codimension k = 1 defect means that the glue sector of the theory exists 
in the full 3 +  1 dimensions of the boundary while the fundamental fermionic 
degrees of freedom live on a 2 + 1  dimensional subsurface. For a codimension 
1 defect in the limit of zero chemical potential the phase transition between 
Minkowski and black hole embeddings is of first order as shown in figure 
4.19. One can immediately see the characteristic swallowtail shape of the 
first order phase transition in the grand canonical ensemble for all values of 
cp and therefore for all chemical potentials. In [134] it was shown that there 
is a first order phase transition below some critical value of the chemical
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Figure 4.19: For k =  1: Left; The action as a function of y  for cF =  0, bo th  
Minkowski and black hole embeddings. Right; The action as a function of t~ 
for various cF , for black hole em beddings only.
potential, above which the transition becomes of the second order. In the 
im aginary chemical potential case the phase transition  is always of the  first 
order because the Roberge-Weiss lines appear a t order T  so only the  small 
im aginary chemical potential behaviour of the phase diagram  is accessible.
One can com pute the phase diagram  of the theory by exam ining the  point 
at which the single line from the Minkowski em beddings in tersects the lines 
th a t arise from the black hole embeddings. For non zero cF there is no 
longer a Minkowski em bedding allowed, so the point where the black hole 
em beddings for some cF intersect the Minkowski em bedding line for cF =  0 is 
taken to  be the position of the phase transition. Recall th a t one m ay tu rn  on 
an arb itra ry  chemical potential in the Minkowski em beddings by tu rn ing  on 
a constant tim e component of the worldvolume gauge field on flavour branes 
which does not contribute to  the DBI action. Therefore, Non zero chemical 
potentials are accessible in the Minkowski phase, while non zero cF is not.
W hen we com pute the phase diagram  we find figure 4.20. For small /ij 
we the  phase transition line is given by
T
— =  0.298 +  0.273 (a- /Jit,)2 +  (4.146)
rn
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Figure 4.20: The first order meson melting transition  line in a codimension 
1 defect theory with im aginary chemical potential.
4 .5 .3  T he k  =  2 C ase
In this setup the fundam ental fermions live in a 1 + 1  dim ensional subspace of 
the  boundary. The gravity theory is quite different in th is case because the 
em bedding function diverges logarithm ically a t the  boundary, which implies 
by (4.138) th a t the worldvolume gauge field diverges logarithm ically a t the 
boundary  as well. We still in terpret the constant value of the asym ptotic 
em bedding function as the quark mass and constant value of the asym ptotic 
worldvolume gauge field as the chemical potential. This means the  leading 
order contribution both of our bulk fields a t the  boundary  is no longer the 
quark  mass and chemical potential in the case of the em bedding function and 
worldvolume gauge field respectively, bu t the logarithm ic term , the  coefficient 
of which is related to the vacuum expectation value of the  quark bilinear, 
and the  integral of motion th a t was defined in (4.137).
lim y(p)  «  m  +  clogp +  . . .  lim A t (p) ~  p  +  Cp logp +  . . .  (4.147)
p —»00 p —*OC
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One may show th a t, as a result of the logarithm ic divergences of the  em­
bedding function and the worldvolume gauge field, the  action requires an 
additional logarithm ic counterterm  to renormalise it correctly. The addi­
tional counterterm  is
Set2 =  —lr ty /? V o l( S 3-*)Vol(Defect) (c2 +  cj.) log A (4.148)
W hen we com pute the renormalised action as a function of y  we find a very 
sim ilar graph to  those found before (see figure 4.21). The discontinuity in
S S m
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Figure 4.21: The DBI action as a function of y .  On the left is the Minkowski 
(red) and black hole (black) embedding for c/? =  0. On the  right is a zoomed 
in version also including black hole embeddings w ith non zero cp (green and 
blue lines).
the grand canonical ensemble is clearly first order, and when we com pute the 
position of the first order phase transition  we find figure 4.22.
T
— =  0.2997 +  0.0037 (a- /3/i,)2 /3/u,)4 (4.149) m
The phase diagram  for codimension 2 systems in f t2 is still not fully known. 
It was found in [134] th a t there is a second order phase transition  m eeting 
the deconfinement transition so there m ust be a point a t some positive /.r 
where the  phase transition becomes first order, since we have shown the  phase 
diagram  to be analytic in / r  for fi2 close to zero.
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Figure 4.22: The meson melting phase transition  line of k =  2 defect theory 
in the  ( / / / ,£ )  plane.
4 .5 .4  P ressure due to  F lavours for Zero Q uark M ass
Sim ilarly to  the  Sakai-Sugimoto case, the pressure is com puted by integrating 
over the bulk directions not on the boundary.
P  = — j  dpdVl^kP'd b i
P  =  —N j T k J  dpdQ3. kp3- kh ^  J ’j p i  1 +  y 12) +  (B  +  2 - n a 'F f  (4.150)
Dimensional analysis tells us th a t [P } =  4 — k which is expected because the 
flavours exist only on the  defect so the pressure should have th e  dim ension of 
— [pVol  (Defect)] =  4 — k. Taking the quarks to  be massless simplifies things 
considerably, because th is condition implies y' — y  =  0
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Using the integral of motion (4.137) to eliminate (B  +  2ira'F) from the pres­
sure we find
P  =  - N f TkVk f  d p p ( l  +  ^ )  2 , ° h)
\ j  (p4 + -  ?FPw k  ( i +
(4.152)
We cannot do this integral analytically, so we expand in powers of the density 
cp which, when we restore the correct factors of the brane tension and a'  has 
dimension 3 — /c, as we expect. The leading contribution to the pressure is
r  N,TkV ^ - k ( l  +  4 ) V  (P8 -  at)
P = -  dp---------------- *----- p- ± ----------------  (4.153)
Jpk {pi + ^V>2
Which, after integration and renormalisation is
2§+-i- N f TkVka t k 
4 - k
(4.154)
We can translate this into field theory quantities using (4.134) and the fol­
lowing relations
Tk = ----- =-51------- , - r  =  A (4.155)
( 2 7 r )  ^ ~ 2 k  l i
The volume of a 3 — k sphere is given by
’‘ - f j p i i
therefore the leading contribution to the pressure is given by
o2fc—7 N  - Z ^ + k - 3  \ \ ( 8 - 2 k ) T 4 - k
P  =   -----  s i \  ^ - (4-157)(4 -  fc)r ( i  +  s=t)
The only dimensionful scale in the problem when the chemical potential is
zero is the temperature, so the leading order expression for the pressure
must be some function of the dimensionless field theory parameters times
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T A k. This is exactly what we see above. The first order correction when the 
chemical potential is non zero is
~ l + f c  5 9  k — 2
2 2 2C* <  (4.158)
(2tta ' f  (k -  2)Nf TkVk 
Replacing with field theory quantities as before, the pressure is
42-fc7r2- !A t-1r  (- -*  n A 1 \ 2  2 / ^ 2  r r k - 2
3 k
A 2 I
c2FT k~2 (4.159)
(k -  2 )Nf
The factor of k — 2 in the denominator is potentially worrisome, however 
we shall see that when we rewrite the correction in terms of the chemical 
potential rather than the density this factor cancels and the expression is 
well behaved for all values of k we consider. Using the expansion (4.143), 
with the additional condition that the quarks are massless and we find
° f  »  22r7 s + O (rf )  (4.160)
4 \2 2)
Therefore the first order correction to the pressure is
■T2_V  (4.161)
4k- 3( k - 2) N f irhV‘- V \ 1- i 2_k 2
r ( | - | )
and the pressure for small density is
22k- 7N !7 r i ^ X 2- i ^ _ k (  1 2 (k -  2) n 2 ( f£_
r ( | - | )  \ ( 4 - f e )  A T 2 \ T \
(4.162)
Of course, one may obtain the pressure due to flavours for the gauge theory 
dual to the D3-D7 system simply be setting k = 0 in the expressions given 
above. We note that when k = 2 the first order correction to the pressure 
vanishes. It would be interesting to see whether the leading order expres­
sion for the pressure is exact or corrections come in at higher order in the 
expansion.
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4.6 D iscussion
In this chapter we studied three holographic theories, the D3/D7 system, the 
Sakai-Sugimoto model and the D3/D(7 — 2k) defect systems in the presence 
of an imaginary chemical potential.
All of these holographic models exhibit a first order transition as a result 
of the presence of flavours in the theory at high temperature. The models in 
type IIB, namely the D3/D7 system and the D3/D(7 — 2k) defect systems 
display meson melting transition while the Sakai-Sugimoto model has a chiral 
symmetry restoration transition. The first-order lines join a set of first-order 
Roberge-Weiss transitions at fixed fii = /irw in the high-temperature phase 
at a series of triple points in the (//i , T ) plane and we have determined the 
location of these triple points and the curvature of the phase boundaries.
In the case of the codimension k defect theories, one may compare the 
phase diagrams and we note the following; The phase diagram is always of 
the form
-  =  T0(k) + T2 (k) (a -  0 f i , ) 2 + . . .  (4.163)m
where the coefficients depend on the detail of the defect. We have shown 
that To is always of the same order, but T2 changes significantly between 
models. Indeed, we note that T2 (k +  1) is approximately 100 times smaller 
than T2 (k ), which means the meson melting transition line is flatter the 
higher the codimension of the defect. This observation is also valid for the 
case when k = 0, or the D3/D7 system.
When we compute the pressure for small density the defect theories yield 
what would be expected from dimensional analysis and symmetry arguments 
- pressure is proportional to T 4~k multiplied by a function of The Sakai 
Sugimoto model on the other hand does not behave as expected, since the 
pressure goes like T 7 at leading order.
An important and non trivial result of this work is we have shown that 
these models are all analytic in /.12 when //2 is small as is to be hoped since 
we expect these models to be invariant under charge conjugation symmetry, 
or equivalently the transformation fi —> — fi.
Recently, it has been demonstrated in QCD that the Roberge-Weiss end­
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points are triple points for two [131] or three [126] degenerate light or heavy 
flavours, and second order endpoints in the 3d Ising universality class for 
intermediate quark masses. It would be extremely interesting to find a holo­
graphic model where the triple points turn into second order endpoints, as 
the quark mass m q is varied. This could potentially be realized in models 
incorporating backreaction of flavours.
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Chapter 5 
Discussion and Conclusion
To briefly conclude this thesis, in chapter 3 we have computed the two point 
correlation functions of the scalar glueball operator and the R-charge current 
on dS3 x S1. There is a Z^r invariant phase dual to topological AdS black 
hole in which we have computed the correlation functions exactly and there 
is a Zjv broken phase, dual to the AdS bubble of nothing in which we have 
calculated the scalar glueball correlation function in the WKB approximation 
as it is not possible to calculate it exactly in this background. The correlation 
functions imply the broken phase is a low temperature hadronized phase 
since there are poles on the real axis of the glueball correlation function, 
indicating stable bound states exist. The Z# invariant phase is therefore the 
high temperature plasma phase, although the R-charge correlator does not 
seem to exhibit diffusive properties because the rate of de Sitter expansion 
and the temperature are of the same order.
In chapter 4 we have computed the phase diagrams of three holographic 
theories. We have found that, in addition to the first order Roberge-Weiss 
lines that appear at high temperature at fixed /zj, there is a first order tran­
sition in the background dual to the high temperature phase of the gauge 
theory as a result of the presence of flavours. This phase transition has some 
non trivial profile in the (/zj, T) plane which we have computed for each of the 
models under consideration. Furthermore, we have calculated the pressure 
due to the flavours. The type IIB models behave as one would expect from
145
dimensional analysis considerations, but the Sakai-Sugimoto model exhibits 
unusual temperature dependence that has yet to be explained.
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Chapter 6 
Appendix
Appendix A: Strongly Coupled A f  =  4 SYM  on d S sxS 1
A .l Nonvanishing S1 momentum
We provide here, the steps in the calculation leading to the boundary action 
for fluctuations which are homogeneous on the spatial slices of dS3 but with 
momentum along the spatial S1. The equations of motion (3.66),(3.67) can 
be solved in terms of hypergeometric functions
Here CT is a frequency dependent constant, to be determined by the boundary 
values of the fields. Near the boundary of AdS space, the solution approaches
T(1 -  iv) xr  (1 + i ( n  -  v)) T ( |  -  |( n  +  V))
))
(6 .2)
Imposing the boundary conditions at z —> 0
MraTn{v,() =  lim 0 „(i/,e) =  <%(v)
e—>0 e—>0
(6.3)
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from (3.64) we find that
CMn) ~ 4T(1 -  tv)
x (6-4)
With the normalization fixed in terms of the boundary values of the relevant 
fields we have that
<0 = \  ( " 2- ^  -  -  *)G“)  x
x (27£ +  loge +  V> ( 1  +  ^ ( n -  v ) j  § ("  +  * ') ) )
(6.5)
From (3.63) we also obtain
0'„{v, e) =  <0 (6-6)K n
We can now plug these solutions into the boundary action to obtain the 
retarded R-current correlators. Following identical steps for the normalizable 
(in time) modes, we have
•^'(<0 = \ Tl2jrn “ ( 27e  +  log e + ip ( l  + ^ft) + i> ( l  -  ^n) )  (6.7)
The induced boundary action for bulk Maxwell fields has the form
s\
l2=t s ic  v  2*
X ( / oo ^  ~  +
+ r , ^ „ N'|z=e) (6 .8 )
where g2SG = The complete real time retarded correlation functions for
the R-currents, can now be accessed readily. First we define the boundary
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values of our gauge fields as
27r
n
so that
__ pinx
A x A e, t’X) = J 2  ~^zrA x A T) (6-9)
/oo 4 x (T)Tx ( i / , r ) c o s h 2 -r (6 -10)-oo
and similarly
2t/ oo pooA "(t)  T > ,  t) cosh2 r, T™  =  /  AnT(r) Ttn (r) coshoo J —oo
(6 .11)
Putting these ingredients together, we find that the boundary action is
J\j2   1 fO o r  oo
S I =  — — —  /  dr cosh2 r  /  d r ' cosh2 r'
47tR ^ 2 7 t J _ 00i z= e
L  t  ( 27e + ^ Q + 5 ( s  -  " > ) + *  G  - 1 (" + " 0 ) x
/  77,
x  U ; " ( r ) ^ ( r ' ) T  r x T T( „ , r ) T T( - „ ,  r ' )  -  -  0 *
77
-  ^»(T)i4?Mfi-(«/ + i)Tx(i/,r)rT(-«/,T') +
+ V ( r M ” ( r ' ) f  V  +  1 )T x ( i/ , t )T x ( - « , , t ' ) ' )  +  x
r x  4  /
X j T N(r)T N(r') ^27E +  loge +  ^ ^1 +  ^  +  ip ^1 - (6 .12)
A .2 Nonzero momentum along the spatial slices of dS3
Below we fill in the steps in the derivation of the boundary action for the 
Maxwell fields in the bulk. The asymptotic form of the radial dependence of 
the bulk potential can be determined from (3.89)
# L o  =  C e^  +  C^M log*) (6.13)
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where
r ( i - | ) r ( - f )
C2 = ----- ------ 4 — — ^  (6.15)
We can solve for Ct in terms of the boundary values of the gauge potentials, 
using the bulk equation of motion (3.81) for near the boundary which 
yields
/ ° °  d v— r(l + % u)P ^{ta.nhT)Ct {v)C2(y) =  l{ t+  1) ( ^ ( r )  -  dT$ ( r ) )
(6.16)
Note that the other equation of motion (3.80) for Q'e, just yields the time 
derivative of this condition, so that we have only one equation to determine 
the coefficient Ct. This equation can be solved if we recall that the associated 
Legendre functions are mutually orthogonal1
J  j r P t ( ta n h r)F -- '( ta n h r)  =  ^  (6.17)
Thus, we have
C ,= 4 Co
/ oo
dr' ( ^ ( r 7) — dTtQg(r')) P^l/(tan h r')  (6.18)
■oo
xThe orthogonality of these functions for purely imaginary order follows from the 
fact that they are eigenfunctions of the Schrodinger equation in the sech2 potential, 
— coslt^r )  -P^ftanhT) =  i/^P^ftanhr). In particular for v  €  R, these are scat­
tering states and are delta-function normalizable, and the eigenfunctions corresponding to 
two different eigenvalues are orthogonal as usual.
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from which we obtain the solution
cosh2 r^J(e, r) =  ^  ^  f  dr x
^ J —oo
-P^'u'(tanh t)P^" (tanh r') x
°° ch/ 7Tl^
-oo 27r sinh 7ri/
x (toge +  27£ +  ^ ( - ^ j  +V’ ( 1 - y ) )  +
+  S  m  p ™  (t a n h  r ) p r  (t a n h  r ' ) x
m = l ' '
x ^loge +  27E + ^ ( y )  +  ^ ( 1 +  t ) ) ]  6^‘19^
Plugging these back into the expression for the boundary action (3.92), we 
obtain the generating functional for two point correlators of R-currents.
A .3 W KB matching conditions for v  >
Near the turning point u — uc corresponding to p = \ / l  +  ^2, since we are 
well away from any extrema, we can assume that
V(j/, u) =  k(uc — u) +  . . .  , u —> uc (6 .20)
In this region where the potential is basically linear, the exact solution in 
terms of Airy functions is
=  A+ ^ A[ («I/3K  -  “)) +  A- ^ m (*1/3(“c -  «)) (6.21)
The normalizations and constants of integration have been chosen carefully 
so that the exact solution near the turning point, in terms of Airy functions, 
matches the WKB solution (3.119) in Region I (u < uc) away from the 
turning point. Now, we can continue the solution (6.21) into Region II (u > 
uc). For u > uc, where the WKB solution (3.123) should be valid, the Airy
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functions have the asymptotic form
sin y/R(u -  uc) i  +  f  ) cos -  uc)§ +
'L1 ~  2  A 4, ---------------- ;------------------ ,--------------- -t- A _ ----------------- ;------------------ ;--------------
U>Uc K4 ( u — U c ) 4  K4 (u — u c) 4
(6 .22)
Comparison with (3.123) near the turning point then implies
B + =  e** ( i ^ _  -  iA+)  , =  e -‘5 ( i ^ _  +  a +)  (6.23)
There is yet another condition that emergies from the behaviour of the so­
lutions near the second “turning point” , p —> y / l  +  r \  or u —> oo where the 
space ends. In this region we have
/____________  y i + f j  ( 624)
d p ' ^ V ^ i  2(2fl + i ) ( p - y T T f l )
so that
-  2v/ iT ^ e x p  „ +  - ^ c o t -
(6.25)
It follows then that, as a function of w, the high frequency potential decays 
exponentially,
V (^  u ) ~  (™R)2 ( 1 “  ^ 2 )  exp +  constants^ (6.26)
Note that for v > f^, the potential approaches zero from below. Let us define 
constants A and 5 , in terms of which the potential is simply
(6-27)
where A  and B  can be read off easily from the expressions above. The 
Schrodinger equation with an exponentially decaying potential is solved ex-
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actly by Bessel functions:
-  tf"(u) -  Ae~BuV{u) = 0, (6.28)
<f  = C1 Jo ( 2^  e ~ A  +  C2 y0 ( 2^  e ~ A j  (6.29)
Recall that we are looking for a zero energy eigenfunction of the Schrodinger
problem. This means that for a potential that vanishes at infinity, the corre­
sponding (normalizable) wavefunction can only be zero. This is an important 
difference to the black hole case where the wave functions are infalling plane 
waves at the horizon. Requiring that the wave function vanish or approach 
a constant as u —► 00 then eliminates the term proportional to Yq. Hence, in 
the exponentially decaying region
*(«) oc Jo ( 2^  e -BuA  (6.30)
The WKB approximation should match onto the Bessel function for large 
values of the argument of the Bessel function. Using the standard asymptotic 
expansion for Bessel functions
_ , cos(x) sin(x)
( 6 - 3 1 )
From this we can deduce a relationship between the constants B + and B _ in 
(3.123). To make this precise we define the integral
f u /---------   ^ ^>n(u) = / ^\V (v,u)\du . = - m R  / dx*
J00 Jfh y (x2 -  ? l)(x2 +  1 +  f 2h)
(6.32)
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where
Su(u(p)) = i
m R
v I F  I sin’ 1 I -  -== K  I f  11 +
a p2 -  1
1_
k -
vl +  1 +  f \
a — b = 1 +  2fJ
v „~2 ’ k ~ -  k ~  b
(6.33)
(6.34)
Then the WKB solution in Region II is
^WKB =  (£+ ei5"<“)-i5"(“«) +  B^e~iS,du)+iSn^ ))
For large u,
5 " ( u)L>i “  /  V 'A r® ” =  - 2 - ^
\//4 flu 
e 2
(6.35)
(6.36)
Using this result and comparing (6.35) to the asymptotics of the Bessel func­
tion (6.31), we find
=  ie 2iSn M  (6.37)
B —
The final ingredient consists in determining A+ and A - .  To this end we first 
define
/ u y/V(iy,u) du (6.38)
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which then gives us
m R
V i + 2f*
vF  j sin-1 | I ’ ^ I
a  =
i/2 +  1 +  f  £
^2 5 ~2 f c - -  fc~ b
(6.39)
Near the boundary u —► 0 or equivalently p —> oo, we find
I ' w k b  »  - 4 - 7 ^ 5  Pm * e
m R
1 „mR-k
mR
4 \  4 mR
V  2 X
1 +  fJ
exp
1
—  i^ ( F  ( e s c  1 v ' a . f c )  -  #(*:)) -  - ( 1  + fj)n(a|fc) 
V 1 +  2r£ \ "
4 1  _ t t>  R _  I  i-nmR
+  A + - 7 =  p m R  2 e  2
exp
yfrrxR 
m R
1 +  ^
mR1/ 2 X
v(F  (esc 1 \/a , &) — K { k ) ) ----- (1 +  rjJ)II(a|A;)
(6.40)
Combining (6.23) and (6.37) we obtain
A+ =  - A - - t a n  (5 //(wc)) (6.41)
A .4 W KB matching for \v\ <  fh
When \v\ < rh, the potential energy V(v, u) is a monotonic function of u 
which exponentially vanishes as u —> oo. Now, the potential has effectively 
only one turning point and the wave function has no region where it propa­
gates. The WKB solution (3.119) in Region I should smoothly match onto
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the exact solution of
-  Ip"(u) +  Ae~Bu4>(u) =  0, A ,B >  0 (6.42)
The solutions to these are the modified Bessel’s functions. Enforcing regular 
behaviour as u —> oo picks out
ip(u) oc I0 j  (6.43)
The WKB approximation for Io(x) is valid when x 1,
Io{x)^ " ^ / m {eX+ie~x) ( 6 - 4 4 )
We write the WKB solution to the wave equation in the bubble of nothing 
background as
^wkb(^, u) = exp (^J  y/Vdii'j +  exP J  VVdv^j (6.45) 
Comparison with the modified Bessel function implies
A+ = iA -  (6.46)
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Near the boundary u —> 0, which is equivalent to p —> oo, we have
1
WKB A.
yJmR
mR— - p 2 e 2
m R
4 \  4 m R
V 2 X
1 +  f 2
exp m R
v i + 2n
-;<1+® ; W o|s ) )
1   r> 1 i i r m R
+  A + - F= p - mR~ 2 e— “
+
y m R
m R
4 m R
V 2 x
exp mi?
(6.47)
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