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Abstract
This work aims at enlarging the sampling intervals in several state feedback control situations by designing a sampling map in
the state space. We consider the case of linear time invariant (LTI) systems with state-bounded perturbations, and guarantee
their exponential stability for a chosen decay-rate. The approach is based on linear matrix inequalities (LMIs) obtained thanks
to Lyapunov-Razumikhin stability conditions and convexification arguments. First, it enables to optimize the lower-bound of
the sampling maps by computing the adequate Lyapunov-Razumikhin function. This result can be interpreted as a robust
stability analysis with respect to arbitrary time-varying sampling intervals, which may be useful in the case of uncontrolled
sampling, or in the presence of phenomenon such as sampling jitter. Then, the obtained results are extended to design the
sampling map in three dynamic sampling control situations: event-triggered control, self-triggered control, and state-dependent
sampling. The results are illustrated with a numerical example from the literature.
Key words: state-dependent sampling, self-triggered control, event-triggered control, time-varying sampling, linear matrix
inequality, Lyapunov-Razumikhin, convex embedding, sampled-data control, sampling jitter
1 Introduction
Networked Control Systems are often required to share
limited communication and computation resources,
which leads to fluctuations of the sampling interval.
From the control theory point of view, these variations
in the sampling bring up new challenges. In the litera-
ture, two main research lines consider this aspect.
Stability analysis under arbitrary time-varying sampling:
In the past decade, several works concerning the ro-
bust stability analysis of sampled-data systems with
arbitrary time-varying sampling have been proposed
(see [10] for a short survey), based on Impulsive delay
differential Equations [34,12,11,20,32], on Input-Output
approaches [26,13,28], on Hybrid approaches [27,18],
and on Discrete-time / Convex embeddings [16,5,17].
⋆ The research leading to these results has received funding
from the ANR project ROCC–SYS (ANR-14-CE27-0008),
the Région Nord - Pas de Calais project ARCIR ESTIREZ,
and the European Community’s Seventh Framework Pro-




Various numerical benchmarks [8] show that convex
embeddings often lead to less conservative results than
most approaches in the case of linear systems. This is
due to the fact that its conservatism can be traded in
exchange for computational complexity. However, con-
sidering unknown exogenous disturbances using that
approach is not an easy task, and to our knowledge, no
such study has yet been performed.
Dynamic sampling control: Recently, intensive research
has also been conducted to control dynamically the sam-
pling in order to reduce the processor and/or network
loads while ensuring the desired control performances.
There are several approaches in the literature:
- Event-triggered control [33,23,31,6]: intelligent sensors
are used to monitor the state continuously and send
information to the controller when special events occur.
This requires a dedicated hardware.
- Self-triggered control [35,36,25,1,2]: it does as event-
triggered control without dedicated hardware, by esti-
mating (online) the next admissible sampling interval.
- Periodic event-triggered control [3,15,30,37,29]: it is
an event-triggered control scheme in which the system’s
state is monitored periodically instead of continuously,
which also allows for avoiding dedicated hardware.
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- State-dependent sampling [8]: the approach is a com-
bination between robust stability analysis with respect
to arbitrary time-varying sampling, and self-triggered
control. The idea is to consider a partition of the state
space into conic regions and to compute on each of
them, offline, the maximum allowable sampling interval
so as to design a sampling map. An optimisation of
the lower-bound of the sampling map is possible. Up to
now, only ideal LTI systems were considered.
In the present work, we consider the case of perturbed
LTI systems, with an unknown exogenous disturbance
supposed to be state-bounded, and we provide tools to
perform robust stability analysis regarding time-varying
sampling, event-triggered control, self-triggered control,
and state-dependent sampling. For each of these appli-
cations, we ensure the system’s exponential stability for
a given decay-rate β, thanks to Lyapunov-Razumikhin
stability conditions and convexification arguments.
The main contributions w.r.t. the literature are:
- The consideration of an unknown exogenous distur-
bance with convex embedding techniques in a robust
stability analysis regarding time-varying sampling.
- The optimization of the lower-bound of the sampling
map obtained with event-triggered and self-triggered
control schemes. In particular, we use a robust optimiza-
tion based on Lyapunov-Razumikhin Function (LRF)
which takes into account both the effects of the sampling
and the perturbation when designing the sampling map.
- The design of a state-dependent sampling scheme for
the case of perturbed LTI systems.
- The consideration of potential uncertainties or sam-
pling jitter for dynamic sampling schemes.
- A new event-triggered control scheme in which contin-
uous monitoring of the system’s state is necessary only
after a certain lapse of time.
The paper is organized as follows. First, we state the
problem in Section 2 and propose a grounding stability
result in Section 3. Then, Sections 4 to 7 present the ro-
bust stability analysis regarding time-varying sampling
and the design of the different dynamic sampling control
schemes. Finally, some simulation results are shown in
Section 8 before concluding in Section 9. All the proofs
and a technical lemma are given in Appendix 10.
Notations: R+ = {λ ∈ R, λ ≥ 0}, R
∗ = R \ {0}, and
Mn(R) = R
n×n. S+n (resp. S
+∗
n ) is the set of positive
(resp. positive definite) symmetric matrices P  0 (resp.
P ≻ 0) in Mn(R). The largest (resp. lowest) eigenvalue
of a symmetric matrixM ∈ Mn(R) is denoted λmax(M)
(resp. λmin(M)). ⌊x⌋ denotes the floor of a scalar x. ‖.‖
stands for the Euclidean norm. ∧ defines the ”AND”,
and ∨ the ”OR” logic gates.
2 Problem statement
Consider the perturbed LTI system
ẋ(t) = Ax(t) +Bu(t) + Ew(t), ∀t ∈ R+, (1)
where x : R+ → R
n, u : R+ → R
nu , and w : R+ → R
nw
represent the state, the control, and the disturbance. A,
B, and E are constant with appropriate dimensions.
The control is a piecewise-constant state feedback
u(t) = −Kx(tk), ∀t ∈ [tk, tk+1), ∀k ∈ N, (2)
with a control gainK such that A−BK is Hurwitz. The
sampling instants tk satisfy t0 = 0 and
tk+1 − tk = τ(tk, x(tk)) ∈ [δ, τmax(x(tk))], ∀k ∈ N, (3)
with δ > 0 ensuring that there is no Zeno phenomenon,
a sampling function τ : R+ × R
n → R+, and a maxi-
mal sampling map τmax : R
n → R+. Here, τmax(x(tk))
corresponds to ”hard” deadline constraints (i.e. a state-
dependent upper-bound on the sampling intervals),
while τ(tk, x(tk)) corresponds to the actual sampling,
which may also be subject to uncertainties or jitter.
Sufficient conditions for the existence of a sampling map
lower-bounded by such a δ are given in Section 4.
The disturbance is assumed to be state-bounded, in a
similar way as in [35]:
∃W ≥ 0, ‖w(t)‖2 ≤ W‖x(tk)‖
2, ∀t ∈ [tk, tk+1), ∀k ∈ N.
(4)
Such a perturbation can represent model uncertainties
or local nonlinearities for example.
We denote by S the closed-loop system {(1),(2),(3),(4)}.
For given sampling function τ and disturbance w, the
solution of S with initial value x0 = x(t0) is denoted by
x(t) = ϕτ,w(t, x0).
Our main objective is to provide a way to enlarge the
maximal sampling map τmax while ensuring the expo-
nential stability of the system for a given decay-rate β,
also called β-stability (i.e. such that there exists a scalar
γ for which all trajectories satisfy ‖x(t)‖ ≤ γe−βt‖x0‖
for any initial condition x0). Instead of using a classic
Lyapunov approach, which would require to verify that
V̇ (t) + 2βV (t) ≤ 0 for all trajectories, we propose the
following Lyapunov-Razumikhin [19] approach.
Proposition 1 (Adapted from [8]) Consider scalars
α > 1, σ̄ > 0, 0 < β ≤ ln(α)2σ̄ , W ≥ 0, and a map
τmax : R
n → R+, 0 < δ ≤ τmax(x) ≤ σ̄. If there exists a
quadratic function V (x) = xTPx, P ∈ S+∗n such that
for all x ∈ Rn, for all σ ∈ [0, τmax(x)],
V̇ (ϕτmax,w(σ, x)) + 2βV (ϕτmax,w(σ, x)) ≤ 0
whenever αV (ϕτmax,w(σ, x)) ≥ V (x),
(C1)
then the system S is globally β-stable.
Before formally formulating the problem under study,
let us remark that computing a minimal sampling in-
terval is interesting in practice since it provides an idea
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about the maximal sampling ”frequency” the engineer
will obtain in the worst case. It is of interest to design the
triggering mechanism so as to enlarge this minimal sam-
pling interval. This mechanism strongly depends on the
chosen LRF V . Therefore, the LRF will be designed so
as to enlarge the minimal sampling interval while guar-
anteeing the expected performance (here, β-stability).
This constitutes the first problem.
Problem 1: Lyapunov function design
Find a quadratic LRF V such that there exists a sam-
pling map τmax satisfying (C1) with a minimum value
τ∗ = infx∈Rn τmax(x) as large as possible.
Once the LRF V has been obtained, the second problem
is the design of the sampling map τmax induced by V .
Problem 2: Sampling map design
Given a quadratic LRF V , design a sampling map τmax
such that (C1) holds, with τmax(x) as large as possible
for every x.
Problem 1 will be solved in Section 4, while Problem 2
will be solved in Sections 5, 6, and 7, for each dynamic
sampling scheme.
3 Main stability results
In this section, we provide the central stability conditions
that will be used for the study of time-varying sampling,
event-triggered control, self-triggered control, and state-
dependent sampling.
Theorem 2 Consider scalars α > 1, σ̄ > 0, 0 < β ≤
ln(α)
2σ̄ , W ≥ 0, and a map τmax : R
n → R+, 0 < δ ≤
τmax(x) ≤ σ̄. System S is globally β-stable if there exist
scalars ε ≥ 0, η ≥ 0, and µ ≥ 0, matrices P , Ψ1, Ψ2 ∈




M1 +Ψ1 +Ψ2  µI,
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xTΠ(σ)x ≤ 0, ∀x ∈ Rn, ∀σ ∈ [0, τmax(x)], (6)
with









TP + PA+ εαP + 2βP, M3 = PE,
M2(σ) = −PBK +M1Λ(σ), M4(σ) = E
TPTΛ(σ),
(8)















T )σ − 1
)
if λmax(A+A
T ) 6= 0,
σ otherwise.
(10)
The stability conditions in Theorem 2 involve both the
sampled state x(tk) , x and the time variable t−tk , σ.
P is the LRF matrix, ε is a tuning parameter, and the
scalars η, µ, as well as the matrices Ψi correspond to
degrees of freedom that appear during the majoration
of the perturbation terms. In the next section, an al-
gorithm to efficiently compute these parameters will be
presented, as a solution to Problem 1.
Remark 1: Following [16], Theorem 2 could be ex-
tended to include small delays, by using a transition ma-
trix Λ depending on σ and the delay. This would lead
to triggering conditions depending on both x(tk) and
x(tk−1). However, this is out of the scope of the paper.
4 Parameters optimization
In this section we want to optimize the LRF so as to
maximize the lower-bound τ∗ of the sampling map τmax,
and thus solve Problem 1.Note that an estimation of the
maximal lower-bound τ∗ has to verify Π(σ)  0 for all
σ ∈ [0, τ∗] (see condition (6) in Theorem 2). However,
the function Π(σ) is not a linear expression in the matri-
ces P and Ψi, i ∈ {1, 2, 3}, and thus the problem is dif-
ficult to solve. In the following, we explain how to over-
come this issue by transforming the nonlinear constraint
into a linear one, to which standard LMI tools/solvers
can be applied.
Lemma 3 There exists a sampling map τmax lower-
bounded by τ∗ that satisfies (3), which is such that the

















is satisfied for all σ ∈ [0, τ∗], with
R(σ) = Λ(σ)TM1Λ(σ)− Λ(σ)
TPBK −KTBTPΛ(σ)
−εP +WηI + σWµλmax(E
TE)fA(σ)I.
(12)
Lemma 3 requires to check an infinite number of LMI
conditions. In order to reduce these conditions to a finite
number, we use the following approach.
3
Convex embedding according to time: The matrix func-
tion ∆ is continuous on the compact set [0, τ∗]. There-
fore, it is possible to build a convex polytope defined by
a finite set of vertices ∆̄κ(τ
∗), with κ ∈ K(τ∗) (a finite
set of indexes to be defined later), such that
(
∆̄κ(τ
∗)  0, ∀κ ∈ K(τ∗)
)
⇓
(∆(σ)  0, ∀σ ∈ [0, τ∗]) .
(13)
The shape of the matrix function ∆ in (11) enables to
build these vertices as linearly dependent on P , Ψ1,
Ψ3, η, and µ, and dependent on the parameters α, ε, β,
and σ̄. One possible construction of a convex polytope
satisfying (13) is provided in the next subsection.
We are now ready to solve Problem 1.
Theorem 4 Consider ε ≥ 0 a tuning parameter. Let
scalars α > 1, σ̄ > 0, 0 < β ≤ ln(α)2σ̄ , W ≥ 0, and
0 < δ ≤ τ∗ ≤ σ̄. Let matrices ∆̄κ(τ
∗) satisfying (13),






, and scalars η ≥ 0 and µ ≥ 0, such that the
LMIs (5) and ∆̄κ(τ
∗)  0 are satisfied for all κ ∈ K(τ∗),
then there exists a sampling map τmax(x) ≥ τ
∗, ∀x ∈ Rn
such that system S is globally β-stable. In particular,
system S with δ ≤ tk+1 − tk ≤ τ
∗ for any k ∈ N (i.e.
with τmax(x) = τ
∗, ∀x ∈ Rn) is globally β-stable.
The obtained matrix P corresponds to the LRF which
solves Problem 1. It will be used in the following sec-
tions to solve Problem 2 while guaranteeing an admissi-
ble lower-bound τ∗ for the designed sampling maps.
As a side result, it is important to note that Theorem 4
guarantees global β-stability for arbitrary time-varying
sampling δ ≤ tk+1 − tk ≤ τ
∗.
Remark 2:The tuning parameter ε as well as the upper-
bound τ∗ for time-varying sampling can be optimized
by using a line-search algorithm and LMI solvers.
4.1 A convex polytope design
The conditions from Theorem 4 are based on the use
of convex polytopes whose vertices satisfy (13). In this
subsection, we propose a convex embedding design sat-
isfying (13) that is adapted from the results in [16]. It is
based on a Taylor series approximation of ∆ of order N
performed on l subdivision intervals of [0, σ̄], of length
σ̄
l
. The idea behind these subdivisions is to design small
convex polytopes locally for each time interval subdivi-
sion, so as to refine the precision.
Let σ̄ > 0, and consider a scalar 0 ≤ τ∗ ≤ σ̄. In this
construction, we define the set of vertex indexes
K(τ∗) = {0, · · · , N} ×
{






with integers N ≥ 0 and l ≥ 1, and design the vertices
∆̄(i,j)(τ
∗) for all (i, j) ∈ K(τ∗), as:
∆̄(i,j)(τ
∗) = ∆̂(i,j)(τ












































































1,jM1Γ1,j − εP +WηI
−ΓT1,jPBK −K




























Γ2,j + L̃k,j .
(19)
If λmax(A+A
















L̃k≥3,j = 0. (20)
Otherwise, if λmax(A+A




















































σ′ ∈ [0, σ̄
l
],


















Remark 3: The matrices ∆̃(k,j) defined in (17) are
the coefficients of the Taylor polynomial of ∆. In-
deed, it can be shown (see the proof of Lemma 5) that
the polynomial approximation of ∆ of order N for
σ ∈ [j σ̄
l
, (j + 1) σ̄
l









The constant ν defined in (22) represents an upper-
bound of the Taylor series approximation error : it





σ − j σ̄
l
)k
 νI for all σ ∈
[j σ̄
l
, (j + 1) σ̄
l
] and j ∈ {0, · · · , l− 1}.
Lemma 5 Consider a scalar τ∗ ∈ [0, σ̄]. The vertices
∆̄(i,j)(τ
∗) with indexes K(τ∗) defined in (15) and (14)
satisfy the property (13): if the condition ∆̄(i,j)(τ
∗)  0
is satisfied for all (i, j) ∈ K(τ∗), then ∆(σ)  0 for all
σ ∈ [0, τ∗].
Lemma 5 is a key to solve Problem 1 in a numerical way.
4.2 Optimization algorithm based on the proposed poly-
tope design
Below is provided an algorithm that allows for comput-
ing an estimation of the maximal τ∗ such that there exist
a sampling map that stabilizes the system according to
Theorem 4 with the proposed convex polytope design,
and which satisfies τmax(x) ≥ τ
∗, ∀x ∈ Rn.
Step 1: Use Theorem 4 and the polytopic description
(15) considering an upper-bound on the estimation error
ν = 0. The search for P , Φ1, Φ2, Φ3, η and µ is then an
LMI problem, and we may compute an estimation τ̂∗ of
the largest sampling interval τ∗ satisfying the conditions
fromTheorem 4, as well as its associated parameter ε, by
using a line-search algorithm, as proposed in Remark 2.
Step 2: Compute the upper-bound ν corresponding to
the obtained parameters P , ε, Φ1, Φ2, Φ3, η and µ, fol-
lowing (22). Then, it is possible to evaluate the matrix
inequalities ∆̄κ(τ
∗)  0 in Theorem 4 so as to obtain
an estimation of the largest upper-bound τ∗ for time-
varying samplings satisfying the stability conditions.
Remark 4: Using the LRF V (x) = xTPx together with
ε, Ψ1, Ψ2, Ψ3, η, µ and ν obtained thanks to this algo-
rithm allows for designing sampling rules that are lower-
bounded by τ∗ in the case of event-triggered control,
self-triggered control, and state-dependent sampling.
5 Event-triggered control
In this section, we solve Problem 2 using an event-
triggered control scheme based on Theorem 2. To begin
with, it is clear that system S is β-stable with an event-
generator for the (k + 1)th sampling defined as
(
x(tk)
TΠ(t− tk)x(tk) = 0
)
∨ (t = tk + σ̄) , (23)
with matrix Π(t − tk) defined in (7), and parameters
P , ε, Ψ1, Ψ2, Ψ3, η, and µ satisfying the conditions
fromTheorem 2. Furthermore, if we use parameters that
satisfy the conditions of Theorem 4 (for example those
obtained using the algorithm in Subsection 4.2, which
maximizes the lower-bound τ∗ of the sampling map),
then there is no need to check the triggering condition
(23) during the time t ∈ [tk, tk + τ
∗] since Theorem 4
ensures x(tk)
TΠ(t− tk)x(tk) ≤ 0 for all t ∈ [tk, tk + τ
∗].
Proposition 6 Consider parameters P , ε, Ψ1, Ψ2, Ψ3,
η, µ, and τ∗ satisfying the conditions from Theorem 4.
Then, system {(1),(2),(4)} with the triggering condition




TΠ(t− tk)x(tk) = 0
)
∨ (t = tk + σ̄)
)
,
for k ∈ N, is globally β-stable. This event-trigger gener-
ates a sampling sequence tk+1 − tk = τmax(x(tk)), where
τmax(x) = min
(
min{σ ≥ τ∗| xTΠ(σ)x = 0}, σ̄
)
.
This scheme will be used as a referential for a compari-
son, in order to check the conservatism introduced in the
self-triggered and the state-dependent sampling schemes
presented in the next sections.
6 Self-triggered control
In this section, we solve Problem 2 using a self-triggered
control scheme. We use Theorem 2 and convexification
arguments (13) for that purpose. For a given sampling
interval σ̃ ∈ [0, σ̄], we want to characterize the regions
of the state space for which the stability conditions (6)
from Theorem 2 (i.e. the decay of the LRF) is satisfied
for all σ ∈ [0, σ̃]:
R(σ̃) = {x ∈ Rn | xTΠ(σ)x ≤ 0, ∀σ ∈ [0, σ̃]}. (24)
This set is defined as the intersection of an infinite num-
ber of conic regions, and is therefore difficult to compute
a priori. The idea we propose is to under-approximate
R(σ̃) by a finite number of conic regions
R̂(σ̃) = {x ∈ Rn | xTΠκ(σ̃)x ≤ 0, ∀κ ∈ K(σ̃)}, (25)
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with a finite number of matrices Πκ(σ̃) and a finite set
of indexes κ ∈ K(σ̃), designed such that R̂(σ̃) ⊆ R(σ̃).
Theorem 7 Consider a subset of sampling intervals
Υ ⊂ [0, σ̄], scalars α > 1, σ̄ > 0, 0 < β ≤ ln(α)2σ̄ , W ≥ 0,






, such that the LMIs (5) hold.
Assume that for any σ̃ ∈ [0, σ̄], there exist matrices
Πκ(σ̃) ∈ Mn(R), with κ ∈ K(σ̃) a finite set of indexes
such that R̂(σ̃) ⊆ R(σ̃), with the sets R(σ̃) and R̂(σ̃)
defined in (24) and (25) respectively. Then, the system
S is globally β-stable with the sampling map
τmax(x) = argmax
σ̃∈Υ
{x ∈ R̂(σ̃)}. (26)
Remark 5: From condition (24), it is clear that for σ̃1 <
σ̃2, we haveR(σ̃1) ⊂ R(σ̃2). In order to reduce the online
computational load, it is worth considering regions R̂(σ̃)
such that for σ̃1 < σ̃2, we have both R̂(σ̃1) ⊂ R̂(σ̃2),
K(σ̃1) ⊂ K(σ̃2), and Πκ(σ̃1) = Πκ(σ̃2) = Πκ, for all
κ ∈ K(σ̃1). The main advantage to such considerations
is that the matrices Πκ do not depend on σ̃, and can
thus be computed offline, for all κ ∈ K(σ̄), once for all.
6.1 Self-triggered control scheme based on the proposed
polytope design
We can now design numerically the regions (25) thanks
to the polytopic construction in Subsection 4.1.
Step 1: To maximize the lower-bound τ∗ of the sampling
map, consider the parameters P , ε, Φ1, Φ2, Φ3, η, µ and
ν obtained using the method proposed in Section 4.
Step 2: Consider a grid of sampling intervals Υ =
{σ1, · · · , σl}, with σi =
i
l
σ̄. Here, l corresponds to both
the number of sampling intervals considered in the grid,
and the number of polytopic subdivisions from the con-
vex embedding design (see Subsection 4.1).
Step 3: Using the polytopic design (14), (15), compute










































and the set of indexes K(σi) as in (14). For σi ∈ Υ, with
Υ designed in Step 2, we get
K(σi) = {0, · · · , N} × {0, · · · , i− 1}, (29)
Step 5: Taking advantage of Step 1, since τ∗ is designed











The matrices Πκ in (28) come from the Schur comple-
ment of the matrices ∆̄κ(σ̄) in (27). As in Lemma 5,
where it was proven that (13) holds with vertices (15),
we can show that with the matrices Πκ defined in (28),
and the set of indexes K(σi) (29), the set R̂(σ̃) (25) sat-
isfies R̂(σ̃) ⊆ R(σ̃).
Remark 6: With this construction and the parame-




⌋ ≥ 1, then Π(i,j)  0 for all (i, j) ∈ {0, · · · , N} ×
{0, · · · , ⌊ τ
∗l
σ̄
⌋ − 1}. Therefore, when computing online
τmax(x), using (30) and (25), it is not necessary to check




Remark 7: The precision of the sampling map τmax is
linked to the precision of the grid Υ. In our construc-
tion, this corresponds to the integer l, which defines the
number subdivisions of the time interval [0, σ̄] used in
the construction of the convex polytope (15). The larger
the l, the more precise the sampling map (30).
The number of online computations required to compute
the next maximal allowable sampling interval τmax using














additions. The online complexity is O(Nln2). It is com-
parable to the one obtained in the self-triggered control
scheme from [25] for example. Here some computations
are saved thanks to the optimization of the lower-bound
τ∗ of the sampling map (Step 1, see Remark 6).
7 State-dependent sampling
In this section, we solve Problem 2 using a state-
dependent sampling scheme. In this formulation, the
sampling map is defined over regions of the state-space:
τmax(x) = τ
(s)
max, ∀x ∈ Rs, ∀s ∈ {1, · · · , q}. (31)
For any state x 6= 0, the condition (6) from Theorem 2
remains the same for any state y = λx, λ ∈ R∗. There-
fore, it is sufficient to work with homogeneous sampling
maps of degree 0 (i.e. satisfying τmax(λx) = τmax(x) for
all x ∈ Rn, λ ∈ R∗) and to check condition (6) over the
unit n-sphere, as in [1] and [8]. This motivates us for
working with conic regions of the form
Rs = {x ∈ R
n, xTΦsx ≥ 0}, Φs = Φ
T
s ∈ Mn(R). (32)
Possible constructions of these conic regions are pre-
sented in [8], using the spherical coordinates (isotropic
6
covering) or the discrete-time behaviour of the system
(anisotropic covering). We have the following property.
Theorem 8 Consider scalars α > 1, σ̄ > 0, 0 < β ≤
ln(α)
2σ̄ , W ≥ 0, ε ≥ 0, η ≥ 0, µ ≥ 0, and matrices
P , Ψ1, Ψ2 ∈ S
+∗
n , Ψ3 ∈ S
+∗
nw
, such that the LMIs (5)
hold. Consider the sampling map (31) defined on conic
regions (32), with sampling intervals τ
(1)
max, · · · , τ
(q)
max sat-
isfying 0 < δ ≤ τ
(s)
max ≤ σ̄. Assume there exist matrices
∆̄κ(τ
(s)
max), with κ ∈ K(τ
(s)
max) a finite set of indexes, sat-



























Then, if there exist scalars ρs ≥ 0 such that the LMI
conditions (33a) are satisfied for all s ∈ {1, · · · , q}, the
system S with the sampling map τmax is globally β-stable.
7.1 State-dependent sampling scheme based on the pro-
posed polytope design
A possible design of matrices ∆̄κ(τ
(s)
max), κ ∈ K(τ
(s)
max),
is proposed in Subsection 4.1. Indeed, by adapting the
proof of Lemma 5, one can show that these matrices sat-
isfy (33) for all s ∈ {1, · · · , q} and any ρs ≥ 0.
Amethod to compute a lower-bound of the optimal sam-
pling map, solution of Problem 2, is proposed.
Step 1: In order to maximize the lower-bound τ∗ of the
sampling map, consider the parameters P , ε, Φ1, Φ2, Φ3,
η, µ and ν obtained using the method proposed in Sec-
tion 4.
Step 2: Use the LMI conditions from Theorem 8 in order
to maximize the sampling intervals τ
(s)
max on each region,
using a line search algorithm.
Step 3: Design a lower-bound estimation of the optimal
sampling map τVopt as proposed in (31):
τmax(x) = τ
(s)
max, ∀x ∈ Rs, s ∈ {1, · · · , q}.
Remark 8: The online complexity of the state-
dependent sampling approach depends on the design
of the conic covering. With the anisotropic covering
proposed in [8], the online complexity is O(qn2), and it
can be shown that for the same precision, the number
of computations in that case is divided by N compared
to the self-triggered control case (Section 6). With the
isotropic covering proposed in [8], the online complex-
ity becomes O(n). Additionally, in that latter case, the
online complexity does not depend on the number of
regions (i.e. on the precision).
Method τ∗ Method τ∗
[13],[20] 0.3347s [32] 0.5200s
[11],[21] 0.4244s [4] 0.5376s
[9] (LKF) 0.4305s Theorem 4 0.5421s
[7] (LF+embed.) 0.4578s [8] (LRF+embed.) 0.5938s
Table 1
Maximum upper-bounds τ∗ for time-varying sampling, with-
out perturbations nor guaranteed decay-rate
8 Numerical example
















In the following, we set the polynomial approximation
degree term N = 5 and the number of polytopic subdi-
visions l = 100. For a given β, after fixing σ̄, we set the
LRF performance parameter α > 1 (see Proposition 1)
as small as possible and such that β ≤ ln(α)2σ̄ .
Stability analysis for time-varying sampling:We use the
algorithm proposed in Section 4 to perform a robust sta-
bility analysis with respect to time-varying sampling for
given values of parameters β and W . The table in Fig-
ure 1 shows the upper-bounds τ∗ for time-varying sam-
pling obtained for β = 0.1 and different values of W ,
while Table 1 presents a comparison with some upper-
bounds from the literature, thus limited to the unper-
turbed case, without decay-rate. These bounds are close
to the practical upper-bound obtained for periodic sam-
pling: TSchur = 0.5948s.
State-dependent sampling map: We set q = 100 conic
regions (isotropic partition on the unit sphere x = eiθ,
θ ∈ [−π, π], see the design in [8]), and use the method in
Section 7 to design the maximal sampling maps for given
parameters β andW . Figure 1 shows results for β = 0.1.
Dynamic sampling control: In Figure 2, we present the
inter-execution times obtained in simulations for β =
0.1 and W = 0.04 (i.e. with a perturbation ‖w(t)‖ ≤
20%‖x(tk)‖), and initial condition x0 = [5 3]
T , with
event-triggered control, self-triggered control, and state-
dependent sampling. The similar evolutions illustrate the
low conservatism introduced by the convex embedding
(13) (used in the self-triggered control and the state-
dependent sampling schemes) and the conic regions (32)
(used in the state-dependent sampling scheme).
9 Conclusion
We have introduced a Lyapunov-Razumikhin-based de-
sign of a sampling map in the state space. Respecting
this map τmax ensures the exponential stability with a
given decay-rate for perturbed linear state feedback sys-
tems. The proposed method can be used to perform ro-
7





















Fig. 1. State-angle-dependent sampling map τmax for a de-
cay-rate β = 0.1 and different values of W



















event−triggered control − 67 updates − T
average
= 0.2952s
self−triggered control − 69 updates − T
average
= 0.2904s
state−dependent sampling − 70 updates − T
average
= 0.2872s
Fig. 2. Inter-execution times τmax(x(tk)) for a decay rate
β = 0.1 and W = 0.04 (‖w(t)‖ ≤ 20%‖x(tk)‖)
bust stability analysis with respect to time-varying sam-
pling, event-triggered control, self-triggered control, and
state-dependent sampling. A lower-bound estimation of
the maximal sampling map is proposed for all of these
approaches. The method presents several advantages:
- It makes it possible to maximize the lower-bound τ∗ of
the proposed map, whatever the sampling technique.
- It provides the associated LRF parameters.
- The map of the next maximal sampling interval with
respect to the past sampled state value can be designed
offline (state-dependent sampling).
Extensions to sampled-data systems with small delays
and to other dynamic sampling control schemes (peri-
odic event-triggered control) are currently under study.
10 Appendix
Lemma 9 Consider scalars α > 1, σ̄ > 0, 0 < β ≤
ln(α)
2σ̄ , and W ≥ 0, and a map τmax : R
n → R+, 0 < δ ≤
τmax(x) ≤ σ̄. Then, the system S is globally β-stable if
there exist a matrix P ∈ S+∗n and a scalar ε ≥ 0 such that
for all x ∈ Rn, and all σ ∈ [0, τmax(x)],
χω(σ, x)
TΩχω(σ, x) ≤ 0, (34)
with χω(σ, x) =
[




















and Λ(σ) designed in (9).
Proof: Using the dynamics of S, we rewrite












and V̇ (ϕτmax,w(σ, x)) + 2βV (ϕτmax,w(σ, x)) ≤ 0 as
χ̃ω(σ, x)
T Ω̃χ̃ω(σ, x) ≤ 0, with Ω̃ = Ω|ε=0 and χ̃ω(σ, x) =
[
ϕτmax,w(σ, x) x w(σ)
]T
. Noting that the evolution of
the state satisfies ϕτmax,w(σ, x) = Λ(σ)x + Jw(σ) and
using the S-procedure shows that the conditions from
Proposition 1 hold if the ones from Lemma 9 hold. ✷
Proof of Proposition 1: The proof is essentially the
same as the one in the unperturbed case in [8]. The exis-
tence and uniqueness of solutions in the perturbed case
can be shown as in the framework [24], using the locally
essentially boundedness of the perturbation w. ✷
Proof of Theorem 2:We want to find an upper-bound
independent of the perturbation w for the left part of
























3 Jw(σ) + Jw(σ)
T
M1Jw(σ).
To do so, we use the inequality in [14], Lemma 6.2, to
show that for any matrices Ψ1, Ψ2 ∈ S
+∗









































Then, with a scalar η ≥ 0 such that
[














w(σ) ≤ WηxTx. (38)
Let us denote Q = M1 +Ψ1 +Ψ2. Using (5), we upper-
bound the term Jw(σ)










Then, using Jensen’s inequality, the inequality (2.2) in




































Implementing (38) and (39) in (37), it is clear that
Gw(σ, x) ≤ x
TΠ(σ)x, with Π(σ) defined in (7), and
therefore, if xTΠ(σ)x ≤ 0 for all x ∈ Rn and for all
σ ∈ [0, τmax(x)], then the stability conditions from
Lemma 9 are satisfied. ✷
Proof of Lemma 3: Consider the constant sampling
map τmax(x) = τ
∗, ∀x ∈ Rn. Since the sampling map is
state-independent, we can remove the state-dependency
in (6) by rewriting the inequality under the form of
a parameter-dependent LMI: Π(σ)  0, ∀σ ∈ [0, τ∗].
Then, the Schur complement ensures the equivalence be-
tween Π(σ)  0 and (11). ✷
Proof of Theorem 4: Consider the constant sampling
map τmax(x) = τ
∗, ∀x ∈ R. (13) ensures that ∆(σ)  0
for all σ ∈ [0, τmax(x)] if ∆̄κ(τ
∗)  0 for all κ ∈ K(τ∗).
Using Lemma 3, we can then show that the stability
conditions from Theorem 2 are satisfied. ✷
Proof of Lemma 5:
Step 1: Let us divide the time interval [0, σ̄] into l sub-
divisions [j σ̄
l
, (j + 1) σ̄
l
], with j ∈ {0, · · · , l − 1}. Let






≤ σ ≤ (j+1) σ̄
l
. Then define σ′ = σ− j σ̄
l
(σ′ ∈ [0, χ],
with χ = σ̄
l
if j < ⌊σ
∗l
σ̄
⌋, and χ = σ∗ − jσ̄
l
otherwise).
Step 2: In this step, we want to compute the Taylor ex-
pansion over [j σ̄
l
, (j +1) σ̄
l
] of the matrix function ∆ de-
fined in (11). It is possible to do so bloc by bloc. There-
fore, we compute the Taylor expansion of R, MT2 , and
MT4 , defined in (12) and (8). All three functions involve
the term Λ(σ) defined in (9). As in the unperturbed case
[8], we rewrite Λ(σ) as a function of σ′:














with the notations in (18). Therefore, one has
M2(σ)


























with the matrices Lk,j defined in (19). The matrices
L̃k,j in (19) come from the Taylor expansion of the term
σWµλmax(E
TE)fA(σ)I, and are defined in (20), (21).
Using the Taylor expansion, one can show that ∆(σ) =
∑∞
k=0 ∆̃(k,j)σ
′k, with the matrices ∆̃(k,j) defined in (17).
A polynomial approximation of order N of ∆ on the in-
terval [j σ̄
l
, (j + 1) σ̄
l














Step 3: The approximation error term R(N,j)(σ
′) =
∆(σ) − Ξ(N,j)(σ
′) can be bounded using the relation
R(N,j)(σ
′)  νI, with ν a scalar defined in (22). With
this, it is clear that if Ξ(N,j)(σ
′)+νI  0, then ∆(σ)  0.
Step 4: Since the function Ξ(N,j)(.) + νI : [0, χ] →
Mn(R) is polynomial, we can use the convex em-
bedding design from [16], Section 3, to prove that if
∆̄(i,j)(σ







+ νI, then Ξ(N,j)(σ
′) + νI  0, and
therefore ∆(σ)  0. ✷
Proof of Theorem 7: Let x ∈ Rn. By the definition of
the sampling map τmax in (26), we have x ∈ R̂(τmax(x)).
Since it is assumed that R̂(σ̃) ⊂ R(σ̃) for all σ̃ ∈ [0, σ̄],
and τmax(x) ∈ Υ ⊂ [0, σ̄], we have x ∈ R(τmax(x)), and
thus the condition (6) from Theorem 2 is satisfied. The
other assumptions and conditions guarantee that all the
stability conditions from Theorem 2 are satisfied. ✷
Proof of Theorem 8: Consider scalars ρs ≥ 0 such
that the LMI conditions (33a) are satisfied for all s ∈
{1, · · · , q}. Let x ∈ Rn. There exists s ∈ {1, · · · , q}





 0 for all σ ∈ [0, τ
(s)
max]. Thus, using the con-
struction of ∆ (equation (11)) and the Schur comple-




with Π defined in (7). Since x ∈ Rs = {x ∈ R
n, xTΦsx ≥
0}, the S-procedure then ensures that xTΠ(σ)x  0 for
all σ ∈ [0, τ
(s)
max = τmax(x)], and thus, the conditions
from Theorem 2 are satisfied. ✷
References
[1] A. Anta and P. Tabuada. To sample or not to sample: self-
triggered control for nonlinear systems. IEEE Transactions
on Automatic Control, 55(9):2030–2042, 2010.
[2] A. Anta and P. Tabuada. Exploiting isochrony in self-
triggered control. IEEE Transactions on Automatic Control,
57(4):950–962, 2012.
[3] K.-E. Arzn. A simple event-based pid controller. In 14th
IFAC World Congress, pages 423–428, Beijing, China, 1999.
[4] C. Briat and A. Seuret. Robust stability of impulsive
systems: a functional-based approach. In 4th IFAC conference
on Analysis and Design of Hybrid Systems, Eindhoven,
Netherlands, 2012.
[5] M.B.G. Cloosterman, L. Hetel, N. van de Wouw, W.P.M.H.
Heemels, J. Daafouz, and H. Nijmeijer. Controller synthesis
for networked control systems. Automatica, 46(10):1584–
1594, 2010.
[6] M.C.F. Donkers and W.P.M.H. Heemels. Output-
based event-triggered control with guaranteed L∞-gain
and improved and decentralized event-triggering. IEEE
Transactions Automatic Control, 57(6):1362–1376, 2012.
[7] C. Fiter, L. Hetel, W. Perruquetti, and J.-P. Richard. State
dependent sampling: an LMI based mapping approach. In
18th IFAC World Congress, pages 8824–8829, Milan, Italy,
2011.
[8] C. Fiter, L. Hetel, W. Perruquetti, and J.-P. Richard. A state
dependent sampling for linear state feedback. Automatica,
48(8):1860–1867, 2012.
[9] C. Fiter, L. Hetel, W. Perruquetti, and J.-P. Richard. State-
dependent sampling for perturbed time-delay systems. In
51st IEEE Conference on Decision and Control, pages 2358–
2363, Maui, Hawaii, USA, 2012.
[10] C. Fiter, H. Omran, L. Hetel, and J.-P. Richard. Tutorial on
arbitrary and state-dependent sampling. In 13th European
Control Conference, pages 1440–1445, Strasbourg, France,
2014.
[11] E. Fridman. A refined input delay approach to sampled-data
control. Automatica, 46(2):421–427, 2010.
[12] E. Fridman, A. Seuret, and J.-P Richard. Robust sampled-
data stabilization of linear systems: An input delay approach.
Automatica, 40(8):1441–1446, 2004.
[13] H. Fujioka. Stability analysis of systems with aperiodic
sample-and-hold devices. Automatica, 45(3):771–775, 2009.
[14] K. Gu, V. Kharitonov, and J. Chen. Stability of time-delay
systems. Boston: Birkhauser, 2003.
[15] W.P.M.H. Heemels, M.C.F. Donkers, and A.R. Teel. Periodic
event-triggered control for linear systems. IEEE Transactions
Automatic Control, 58(4):847–861, 2013.
[16] L. Hetel, J. Daafouz, and C. Iung. Stabilization of arbitrary
switched linear systems with unknown time-varying delays.
IEEE Transactions on Automatic Control, 51(10):1668–1674,
2006.
[17] L. Hetel, A. Kruszewski, W. Perruquetti, and J.-P Richard.
Discrete and intersample analysis of systems with aperiodic
sampling. IEEE Transactions on Automatic Control,
56(7):1696–1701, 2011.
[18] I. Karafyllis and C. Kravaris. Global stability results for
systems under sampled-data control. International Journal
of Robust and Nonlinear Control, 19(10):1105–1128, 2009.
[19] V. Kolmanovskii and A. Myshkis. Applied theory of
functional differential equations. Springer, 1992.
[20] K. Liu and E. Fridman. Wirtinger’s inequality and Lyapunov-
based sampled-data stabilization. Automatica, 48(1):102–
108, 2012.
[21] K. Liu, V. Suplin, and E. Fridman. Stability of linear systems
with general sawtooth delay. IMA Journal of Mathematical
Control and Information, 27(4):419–436, 2010.
[22] C.-V Loan. The sensitivity of the matrix exponential. SIAM
Journal on Numerical Analysis, 14(6):971–981, 1977.
[23] J. Lunze and D. Lehmann. A state-feedback approach to
event-based control. Automatica, 46(1):211–215, 2010.
[24] J.-L. Mancilla-Aguilar, R. Garcia, E. Sontag, and Y. Wang.
On the representation of switched systems with inputs by
perturbed control systems. Nonlinear Analysis: Theory,
Methods and Applications, 60(6):1111–1150, 2005.
[25] M. Mazo Jr., A. Anta, and P. Tabuada. An ISS self-
triggered implementation of linear controllers. Automatica,
46(8):1310–1314, 2010.
[26] L. Mirkin. Some remarks on the use of time-varying delay
to model sample-and-hold circuits. IEEE Transactions on
Automatic Control, 52(6):1109–1112, 2007.
[27] D. Nesic, A. Teel, and D. Carnevale. Explicit computation of
the sampling period in emulation of controllers for nonlinear
sampled-data systems. IEEE Transactions on Automatic
Control, 54(3):619–624, 2009.
[28] H. Omran, L. Hetel, J.-P. Richard, and F. Lamnabhi-
Lagarrigue. Stability analysis of bilinear systems under
aperiodic sampled-data control. Automatica, 50(4):1288–
1295, 2014.
[29] C. Peng and T.-C. Yang. Event-triggered communication
and h∞ control co-design for networked control systems.
Automatica, 49(5):1326–1332, 2013.
[30] R. Postoyan, A. Anta, W.P.M.H. Heemels, P. Tabuada,
and D. Nesic. Periodic event-triggered control for nonlinear
systems. In 52th IEEE Conference on Decision and Control,
Florence, Italy, 2013.
[31] R. Postoyan, A. Anta, D. Nesic, and P. Tabuada. A unifying
Lyapunov-based framework for the event-triggered control of
nonlinear systems. In 50th IEEE Conference on Decision
and Control, pages 2559–2564, Orlando, Florida, USA, 2011.
[32] A. Seuret. A novel stability analysis of linear systems under
asynchronous samplings. Automatica, 48(1):177–182, 2012.
[33] P. Tabuada. Event-triggered real-time scheduling of
stabilizing control tasks. IEEE Transactions on Automatic
Control, 52(9):1680–1685, 2007.
[34] A. Teel, D. Nesic, and P. Kokotovic. A note on input-to-
state stability of nonlinear sampled-data systems. In 37th
IEEE Conference on Decision and Control, pages 2473–2478,
Tampa, Florida, USA, 1998.
[35] X. Wang and M.-D. Lemmon. Self-triggered feedback control
systems with finite-gain L2 stability. IEEE Transactions on
Automatic Control, 54(3):452–467, 2009.
[36] X. Wang and M.-D. Lemmon. Self-triggering under state-
independent disturbances. IEEE Transactions on Automatic
Control, 55(6):1494–1500, 2010.
[37] D. Yue, E. Tian, and G.-L. Han. A delay system
method for designing event-triggered controllers of networked
control systems. IEEE Transactions on Automatic Control,
58(2):475–481, 2013.
10
