Abstract: In this article we calculate the third and fourth moment of the renormalized intersection local time of a planar Brownian motion. The third moment is calculated anlaytically, the fourth moment numerically. For the closed planar random walk the third moment of the distribution of the multiple point range is also calculated in leading order.
Introduction
The distribution of the range and the multiple point range of the planar random walk has been an important subject of mathematical research over the last 60 years [4] . The first moment of the multiple point range has been calculated by Flatto in [5] , the second moment by Jain and Pruitt in [9] . The leading behaviour (for large length) of the distribution of the appropriately rescaled range of a planar random walk and that of the renormalized intersection local time of the Brownian motion in two dimensions are proportional to each other with a negative real constant of proportionality as established by Le Gall [15] . This has been extended to a comparable relationship for the multiple point range by Hamana [6] Recently I have calculated the characteristic function of the renormalized intersection local time of the planar Brownian motion in terms of certain integrals related to the φ 4 theory in physics [7] . Fortunately these integrals belong to the wider class of Feynman integrals, many of which have been calculated for the famous g −2 experiment in high energy physics (for a recent review see [10] ) over the last 30 years [16, 13] . They therefore belong to the best and most studied objects in the field of numerical and analytical calculation of difficult integrals in the history of mankind. In this article I use this wide knowledge collected in decades for the following results: Let β 1 be the renormalized intersection local time of a planar Brownian motion as defined e.g. in [2] and E(.) the expectation value. Then the second through fourth moments calculated from [7, eq. 1.1] are:
where (1.1) of course reproduces the classical result of Jain and Pruitt [9] . ζ f is given by
where a high precision calculation of ζ f can be done from the formula proven in [3] .
The numerical values for the skewness and the excess curtosis of the renormalized intersection local time are then:
The asymptotic distribution of β(ω, Λ), the multiple point range for the simple closed planar random walk rescaled appropriately [7, eq. 8 .56], calculated from [7, eq. 8 .57] has the following second moment
and third moment
and therefore the skewness
The path to these results is straightforward. We proceed from the formulas in [7, eq. 1.1, eq. 8.57]: In section 2 we put together the contributing matrices and coefficients for the moment formulas. In section 3 we discuss the connection of the integrals to Feynman integrals and generalized gamma functions and give the sources for the integrals involved. In section 4 we give a short account of the fourth moment and the use of the results for the range and multiple point range of planar random walks. In section 5 we give a discussion of possible extensions of the results.
Matrices and Coefficients
As is clear from [7, Theorem 1.1 and Theorem 8.4 ] we need to calculate certain coefficients U(F ) and integrals I(F ) and I(F ) for all r × r matrices F which fulfil the following conditions:
In this section we first define an equivalence relation onH r (2, . . . , 2) to reduce the number of matrices F which enter the calculations and then give an overview of all relevant matrices for r = 2, 3, 4 together with their coefficients U(F ). For any matrix F ∈H r (2, . . . , 2) and σ ∈ S r we can define the matrix F σ by
Then it is immediately clear that F σ ∈H r (2, . . . , 2) and U(F σ ) = U(F ) and
OnH r (2, . . . , 2) we can define an equivalence relation ∼ by
We then have
different representatives in each class (where # denotes the cardinality of a set). We then define the set of equivalence classes ofH r (2, . . . , 2) byH r . Summing overH r (2, . . . , 2) can then be replaced by summing overH r with the weights g(F ). It is of course quite easy to find all F ∈H r for a given r by hand (for small r) and by simple computer programs for bigger r.
We start with r = 2. There is just one matrix f 1 ∈H 2 :
and it has g(f 1 ) = 1. For r = 3 there are two matrices inH 3 : 
Integrals and Graphs
In this section we first discuss the class of Feynman integrals relevant for our problem. We then give the relation between them and the integrals I(F ) and I(F ). We then proceed with the calculation of all integrals needed for the calculation of the second, third and fourth moment. For a general introduction into Feynman integrals see e.g. [8, ch. 6 -8] . Any F ∈H r (2, . . . , 2) interpreted as adjacency matrix defines a damfree Eulerian multigraph G(F ). Now for any connected damfree finite multigraph G the (fully massive bosonic) Feynman integral I G in d dimensions with external moments zero can be defined as [8, eq. 8.5]
where
is the so called number of loops of G and E(G) and V (G) the set of edges and vertices of G respectively and # denotes the number of elements. The generalized gamma function Γ G of a connected damfree multigraph G for ℜ(n) ≥ 0 is defined by
where the integration over the real variables α e for each edge e ∈ E(G) is performed over the interval [0, ∞] and P G (α) is the so called Kirchhoff-Symanzik polynomial defined by
where sp(G) is the set of spanning trees of G.
Definition 3.1. We call two damfree connected graphs G 1 and G 2 gammaequivalent if there are bijective maps
Remark 3.1. From equation (3.4) we immediately see that for two gammaequivalent graphs G 1 and
For many generalized gamma functions functional relations have been found from integration by parts. For example for f 1 and f 2 we find from the literature [18, p. 12] Γ G(f1) (n+1) = 3(3n + 2)(3n + 1)(2n + 1)n 32(n + 1)
and from [18, for x ∈ R 2 \ {0} and real strictly positive m ∈ (0, ∞). Therefore the integrals I(F ) can be related to the generalized gamma functions Γ G(F ) (n) according to [8, eq. 8.4, 8.5] by
where of course G = G(F ). By the same token we find
where again G = G(F ) and G(F ) \ e denotes the graph which one receives by removing the edge e from G(F ). As G(F ) is Eulerian G(F ) \ e is connected. We can now discuss the results for f 1 , . . . , f 8 . To reduce the number of calculations let us first note that for a given matrix F the integral I(F ) and the sum of the integrals I(F ) only depends on the sums F i,j + F j,i . We will therefore call matrices F 1 and F 2 transpose equivalent if there is a σ ∈ S r such that F
as defined in (2.1) and t the sign for transposition). We note that if F 1 and F 2 are transpose equivalent then I(F 1 ) = I(F 2 ) and I(F 1 ) = I(F 2 ) . We see that f 2 and f 3 are transpose equivalent. f 5 and f 7 are transpose equivalent too and so are f 6 and f 8 . From (3.7) together with [16, eq. 6.13] we find
From [1, p.6] we find
where ζ f was defined in (1.4). From (3.8) together with [16, eq. 6 .38] we find
From [17] we also find
The graph G(f 4 ) has two edges which have no parallel and two triples of edges which are parallel to each other. We can therefore write
where the contribution T U from removing an edge which has no parallel edge can now be calculated like the contribution to I(f 1 ) resulting in
For the contribution T D from removing an edge which has two parallel edges in the graph G(f 4 ) we first note that the graph belonging to T D is gammaequivalent to a graphV 3 which results from V 3 in [13, Fig. 1, p . ii] by replacing the edge with no paralell in V 3 with two edges connected with a new vertex. We get
where we have used that for x ∈ R 2 \ {0} the equation
is true. (3.19) can be derived from (3.9) by differentiation in m 2 and setting m = 1 afterwards. For I(f 5 ) we find
where V 8 is the graph with that name in [13, Fig. 1, p . ii]. For I(f 6 ) we find
Again the names for the graphs are taken from [13, Fig. 1, p . ii]. V 7 is gammaequivalent (as defined in Definition 3.1) to the graph G(f 6 ) \ e where e is any of the 4 edges which has no paralell in G(f 6 ). The table below summarizes the integrals of the graphs:
The values of Γ Vi (0) for i = 5, 7, 8 (and all other i) have been calculated by Laporta to the precision of 1200 digits [14] . T D can be calculated numerically from (3.18) after reducing it to the three-dimensional integral.
T D could also be calculated from recurrence relations for Γ V3 to high precision. This is due to the fact that the graph belonging to T D is gamma-equivalent to a graphV 3 which results from V 3 by replacing the edge with no paralell in V 3 with two edges connected with a new vertex. There are functional relations between ΓV 3 and Γ V3 which are at the heart of the high precision numerical algorithm of Laporta as described in [12] Γ V7 (0) and Γ V8 (0) also can be calculated from the recurrence relations in [18, p.17-18] together with [13, eq. 7, eq. 8].
The moments
From the above the moments as given in equations (1.1), (1.2), (1.7) and (1.8) follow by simple computer algebra, for the fourth moment we find:
For the numerical evaluation of the fourth moment we have calculated T D by numerical integration and used the values of Laporta [14] for Γ Vi (0) for i = 5, 7, 8.
From the above we also know for strongly aperiodic planar random walks w with individual steps of mean zero and finite covariance matrix Ξ 2 (see [6, p. 601] ): the leading term of the distribution of the range R n as defined in [9, p. 31 ] for large length n rescaled as
and of the multiple point range Q (p)
n as defined in [6, p. 598 ] rescaled as
have a skewness of −γ 1 (as given in (1.5)) and excess curtosis of γ 2 (as given in (1.6)). This is true as for large length they converge to the distribution of the intersection local time times the negative constants −4 · π 2 · det(Ξ) [15, Theorem 6.1] for the range and −16 · π 3 · det(Ξ 2 ) [6, Theorem 3.5] for the mutliple point range respectively.
Conclusion
We have calculated the third and fourth moment of the renormalized intersection local time of the planar Brownian motion hitherto unknown. It gives us a broad understanding of its shape. The fact that γ 1 > 0 and γ 2 > 0 is in line with the fact, that the distribution of β 1 has an exponential tail for large positive β 1 and a double exponential tail for large negative β 1 as proven in [2, Theorem 1.2 and Theorem 1.3]. For illustration purposes: an example of a distribution which has a similar skewness and excess curtosis and a broadly similar behaviour in the tails is the Gumbel distribution. It is also interesting to see that the value of the skewness of the asymptotic distribution of the multiple point range for the unrestricted random walk is only slightly different from its counterpart for the closed random walk. This work could be extended in two directions:
1. higher moments could be calculated to get an even better understanding of the distribution, especially after an asymptotic calculation of the moments for large r has been done. 2. higher corrections for large length to the second, third and fourth moments for the distribution of the multiple point range could be calculated.
(see e.g. [7, eq. 8.20 , eq. 9.46] for the first correction to the second moment). This would make it possible to get a good comparison between the calculated moments of the distribution and real life planar random walks.
The relevant matrices can be obtained from a simple computer program in both cases. For a similar problem of φ 4 theory they have been obtained up to order 7 [11, ch. 14.2, Fig. 14.3 ] which is equivalent to the 7 th moment in our case. The integrals on the other hand are more difficult to calculate analytically or numerically. For higher moments a Monte-Carlo integration of generalized gamma functions for n = 0 seems a possibility. For corrections to the second, third and fourth moment for large length numerical calculation of the integrals can be done by standard methods. But it may also be that the next decade will see a major breakthrough in the analytical calculation of the generalized gamma functions. They do play a fundamental role in physics but as we have seen here also for the distribution of the intersection local time of the planar Brownian motion. I am very grateful for the generous sharing of the numerical calculations of Γ Vi (0) for i = 5, 7, 8 by Prof. S. Laporta without which this work could not have been completed.
