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INTRODUCTION
The enactment of three great risks (credit risk, market risk, and operational risk) in Basel II has greatly influenced banking systems worldwide. Different from the cases of credit risk and market risk, information about operational risk is quite limited since financial institutions with great operational risk perhaps have already withdrawn from the markets. Because the exposure of operational risk information could induce a negative image or even punishment from the government financial authority, financial institutions do not have any incentive to reveal it. Therefore, while many financial institutions would like to charge their capital when internally considering market risk and credit risk, few banks would ever propose a precise method to estimate operational risk.
There are three methods suggested by Basel II to measure operational risk: Basic Index method, Standard method, and Advanced Internal method. For a bank that never had any operational risk or operates under a low
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is getting larger, the negative impact of operational risk is more serious than that of other types of risk. The literature has also found that different loss information collected and different measurement methods used lead to quite inconsistent conclusions. Yao et al. (2013) further developed a model, named Conditional Value-at-Risk (CVaR), based on the peak value of the extreme value theory (EVT) to measure operational risk. The results therein suggest that although the probability of huge losses and disastrous losses are relatively low and extremely low, respectively, banks' operational performance and reputation would be seriously negatively impacted if such losses actually happen.
However, according to various settings of confidence interval, the estimated operational risk by EVT sometimes is not better than that by the Standard method or Basic Index method.
Regarding empirical research, Mitra et al. (2015) found that there is a significant difference of operational risk between emerging and developed markets. The industrial sector, which is basically linked to business operations, is also one of the factors influencing the level of operational risk. Nevertheless, this impact is not as significant as market development. Using data of 137 European banks from 2008 to 2010, Barakat and Hussainey (2013) indicated that banks with a higher proportion of outside board directors, lower executive ownership, concentrated outside non-government ownership, more active audit committee, and operating under regulations promoting bank competition provide operational risk disclosure of higher quality. They also found that the impact of bank supervisors toward operational risk disclosure quality depends on the ownership structure of the bank. To increase the risk reporting quality in banks, they suggested maintaining board independence, enhancing audit committee activity, easing entry to banking requirements, and promoting a more proactive role for bank supervisors.
Regarding the literature of efficiency, ever since Farrell (1957) proposed the Frontier Function to measure efficiency, many scholars have used this concept to estimate efficiency and productivity. Pitt and Lee (1981) and Schmidt and Sickles (1984) extended the stochastic frontier model to panel data, but they assumed that technical efficiency is invariant for individual firms. Cornwell et al. (1990) and Battese and Coelli (1992; 1995) proposed the advanced model, which allows us to estimate time-varying efficiency levels.
Many researchers have tried to evaluate the exogenous factors that affect technical or economic (cost) inefficiency. Although some studies applied the two-stage approach (Kalirajan and Shand, 1989) this two-stage procedure consists of inconsistent assumptions in the two estimation stages regarding the identical distribution of efficiency effects. Wang and Schmidt (2002) indicated that there are serious estimation biases in both stages. Huang and Liu (1994) and Battese and Coelli (1995) proposed a single-stage approach to simultaneously estimate the stochastic frontier function and technical inefficiency model.
Aside from those mentioned approaches, the semiparametric technique has become popular for scholars in recent years for measuring productivity and efficiency. Using a generalized additive model approach, Ferrara and Vidoli (2017) overcame the curse of dimensionality and permits to obtain efficiencies that take into account the effect of contextual variables. The concept of flexibility in this model is appropriate in making a more accurate model selection. Concentrating on the errors-in-variables, Seo and Jeong (2016) succeeded in developing an innovative approach that does not require any parametric assumptions for the distribution of the latent covariates.
However, the semiparametric approach has not been widely used in empirical studies due to the lack of user-friendly software.
Regarding the literature about the impact of various risks on banks' efficiency, Kaparakis et al. (1994) noted that the higher the risks are, the greater the banks' management inefficiency is. They indicated that the higher the ratio of non-performance loans to total loans and the lower the owner's equity ratio are, the lower the management efficiency is for bank performance. The empirical results of Mester (1996) show that the inefficiency ratio of U.S.
banks is between 6% to 9%, which is primarily from allocative efficiency. Among inefficiency factors, the higher the capital adequacy ratio is, the more efficient a bank is, because the capital adequacy ratio can reduce the risk of moral hazard.
© 2018 AESS Publications. All Rights Reserved. Altunbas et al. (2000) argued that, considering the factors of risk and quality, the optimal scale of Japanese banks should be small. Their empirical results show that scale efficiency is sensitive to risks and the quality factor. Becchetti and Sierra (2003) found that technical inefficiency is a good post-event variable for predicting the possibility of bankruptcy. Phan and Daly (2014) illustrated that for the Vietnamese banking industry, while credit risk and operational risk have a positive effect on cost efficiency, liquidity risk has a reverse relation. Therefore, many banks in emerging markets take on risks as a motivation to achieve higher efficiency.
ESTIMATING OPERATIONAL RISK: A TOP-DOWN METHOD

Methods of Estimating Operational Risk
The Top-Down and the Bottom-Up methods have different applications. The first method attempts to fully weigh the operational risk of all companies or the industry level from top to bottom and then assigns results to each business line. As for a Bottom-Up approach, it is initiated from each procedure or business line and then adds them in order to determine the risk profile of the head office. While the Bottom-Up method seems to be a perfect methodology, the shortage of information makes this method difficult to apply in practice. Applying a Top-Down method can also validate if any operational risk information is missing.
The steps for carrying on a Top-Down method can be roughly described as follows. First, we determine the target variable, which should be highly relevant with operational risk. The next step is to find out any risk factors that would influence this target variable. After that, we assess the relationship between these risk factors and the target variable. The analysis of this part generally uses regression analysis. In the fourth step, it is necessary to confirm the risk of the target variable and part of this target variable that we explained in step 2. The task in the next step is to deduct the risk explained by step 2 from the target variable. We then use the residual part to measure operational risk. Finally, we go on to the previous steps to subdivide the risk of the operation.
To estimate operational risk from the Top-Down method, we adopt the multi-factor model as follows:
where Rit is the gross income rate for bank i in period t, which is also known as the target variable; I1t is the non-performing loan rate, which represents credit risk; I2t is the weighted loan interest rate; I3t is the rate of return for the stock price index; and I4t is the rate of return for the exchange rate. Here, I2t, I3t, and I4t represent market risk.
One of the problems we may have with time series models is the existence of the ARCH effect. Therefore, we adopt the Lagrange Multiplier test of Engle (1982) for such an existence. For banks that an ARCH effect, we use the Generalized Autoregressive Conditionally Heteroskedastic (GARCH) model of Bollerslev (1986) . In this case, the conditional heteroskedastic variance 2 it  is:
Finally, we measure operational risk as:
where R 2 is the regression's explanatory power, and σi 2 is the variance of the residual of each bank in regression
(1).
Unit Root Test
It is well known that there is a spurious relationship between variables for time series data if variables are non-stationary. To check if variables are stationary in our regression, we adopt two types of a unit root test:
Augmented Dickey Fuller (ADF) (Dickey and Fuller, 1979) test (Kwiatkowski et al., 1992) . 1 The variables under testing include each bank's gross income rate and nonperforming loan ratio. In addition, for our multifactor model, each bank shares the same market risk factors, including the weighted loan interest rate, the rate of return for the stock price index, and the rate of return for the exchange rate, which are also under inspection.
The unit root test for each bank's gross income rate shows that there are 20 I(0) series and 4 I(1) series at the 5% significance level in Table 1 . As for the non-performing loan ratio, there are only 7 I(0) series and 17 I(1) series at the same significance level. For the common market risk factor-weighted loan interest rate, rate of return for the stock price index, and rate of return for the exchange rate, they are all stationary series at the 5% significance level. 2
Model Selection, Estimation, and Diagnostic Checking
To conduct a GARCH estimation for the gross income rate equation, we have to make sure the error terms of each regression equation are independently and identically 1 The null hypothesis of ADF is that the variable has a unit root, and hence we consider the variables as non-stationary series. The null hypothesis of KPSS is that the variable is stationary. Only when the null hypothesis of ADF is rejected or the null hypothesis of KPSS is not rejected can the variable claim to be stationary; otherwise, the variable will be considered to have a unit root and further unit root test of the differenced series will be conducted repeatedly until the stationary of differenced series is found. 
Estimation of Operational Risk
Among the twenty-four banks in our sample, for eighteen banks' gross income rate whose equations are estimated by OLS or FGLS, the annually operational risk of each bank is estimated as (1-R 2 )
where SSE is the sum of squared
, where k r is the autocorrelation coefficients of residuals for lag k periods.
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IMPACT OF OPERATIONAL RISK ON COST EFFICIENCY
Taking banking as an intermediation of financial activities, we employ the intermediation method to select multiple inputs and multiple outputs for the model. Based on Battese and Coelli (1995) a trans-log cost function is set to estimate the cost frontier and cost inefficiencies of banks. We then investigate the impact of the sample banks' operational risks associated with other environmental variables toward the cost inefficiency of these same banks. uit is cost inefficiency, which it means is defined as:
where  i 1, 2,…, 24; and  t 1, 2,…, 9.
Data Sources and Selection of Variables
Our research data are primarily from the database of Taiwan Economic Journal (TEJ) and the annual statistical reports of Taiwan's financial industry. The main variables used in our two models are defined as follows.
(I) Output Variables:
(1) Discount and net loans (Y1).
(2) Short-run and long-run investments (Y2). return on assets, return on net capital, and so on Phan and Daly (2014) . Finally, the last group reflects the risk variables, such as non-performing loan ratio, capital adequacy ratio, and so on Altunbas et al. (2000) . It is also indicated that those three groups of variable may have the both-side effect toward bank's efficiency. In order to analyze which factors influence the cost inefficiency of Taiwan's banking industry, we choose a couple of variables from the above three categories, associated with our main inefficient factors -three great risks. In order to avoid the collinearity problem, we conduct correlation analysis first. According to our empirical results of correlation analysis, we delete some variables that are highly correlated with other variables. Finally, we select the following variables as our inefficient factors.
(1) Ratio of loans to total assets ( 1 Z ): It equals net loans divided by total assets. Since loans are the main business of traditional banks, the higher the ratio is, the more specialization the bank exhibits. Therefore, we would expect the ratio to have a negative relation with cost inefficiency. However, a modern bank has to have a diversified business. If the ratio of loans to assets is too high, then it usually indicates that the bank is weak in diversification.
Therefore, the relation of this variable with inefficiency is ambiguous (Kwan, 2006) .
(2) Number of branches ( 2 Z ): Since more branches of a bank should simultaneously increase its benefits and management costs, the relation of this variable to inefficiency is ambiguous.
(3) Age of the institution ( 3 Z ): According to the leaning theory and surviving theory, older bank tends to have a relative higher efficiency (Mester, 1996) . Therefore, we expect that the age of a bank has a positive relation with its cost efficiency.
(4) Effect of financial holding group ( 4 Z ): A dummy variable that equals one if a bank belongs to a financial holding group, and zero otherwise. Since a financial holding group owns economies of scale and economies of scope, we expect that the effect of a financial holding group on cost inefficiency is negative (Vennet, 2002 This index quantifies the ability to undertake credit risk and market risk through the qualified capital of the bank. When banks raise their capital adequacy ratio and the ability for managing capital and risk, capital utilization efficiency can be strengthened along with the sound management of bank operations. An improvement of capital adequacy regulation would reduce risk, raise efficiency, and suppress the emergence of the moral hazard (Mester, 1996) . Therefore, we expect a negative relationship between the capital adequacy ratio and cost inefficiency. (6) Operational Risk ( 6 Z ): We use two methods to calculate the operational risk of Taiwan's banks. The operational risk of model one is calculated according to the basic index method suggested by Basel II. It is the gross income of each bank times a fixed ratio (15%). The operational risk measurement of model 2 suggested by this paper is from the top to bottom (Top-Down) view of the Multi-Factor Model. The operational risk comes from inadequate internal processes, persons, and systems or external events. Not like other financial risk (market risk or credit risk), when operational risk is increasing, a high reward is not accompanied as a trade-off and banks' business efficiency drops instead. We thus expect that the operational risks of the two models both have a positive correlation with cost inefficiency.
Empirical Results of the Cost Function
Based on the approach of Battese and Coelli (1995) we use the software Frontier 4.1 to estimate the Trans-log cost model and the inefficient model simultaneously by the Maximum likelihood method. We present the empirical results of the cost model in Table 4 . Since 2
） are both significantly different from zero, this shows that it is suitable to set the inefficiency model to estimate the influence of environmental factors. Although Table 4 shows the estimated parameters of all combination terms of output and input variables, the effects of all variables towards the total costs must be inspected by marginal effects, which should be calculated and tested by the partial derivatives of each variable on the whole equation.
According to microeconomic theory, a typical cost function must fit the regularity conditions. 4 Since the Trans-log function is a second degree of approximation of a true cost structure, it is necessary to use the first derivative to inspect and test the theoretical attributes of each output and input variable. The results of the Wald test 5 illustrate that the marginal effects of outputs are monotonic and the marginal effects of input prices are non-decreasing. 4 The formal conditions proposed by Varian (1992) are : (1) the cost function is a non-decreasing function of factor prices, (2) the cost function is homogeneous firstorder of factor prices, (3) the cost function is a concave function of factor prices, and (4 ) the cost function and factor prices are a function of the continuous second derivative. Combined with the result from Table 4 , we find that relative to the prices of capital and fund, the price of labor will drive the total cost higher. 6 Note: *** represents significance at the 1% level;** represents significance at the 5% level; * represents significance at the 10% level.
Factors Influencing Cost Inefficiency
Risk Variables:
(1) Capital Adequacy Ratio ( 1 Z ): This factor plays two roles in a banking risk management system. First, its "risk sharing function" will reduce the losses, therefore offering more protection for depositors as well as degrade the recourse to deposit insurance. Second, it limits the opportunity of moral hazard by stockholders who might aggressively take on excessive risk (Pessarossi and Weill, 2015) . The empirical result shows that there is a significantly negative relationship between the capital adequacy ratio and cost inefficiency. This result is unsurprising and consistent with some reliable research (Fiordelisi et al., 2011; Chortareas et al., 2012; Berger and Bouwman, 2013) .
(2) Operational Risk ( 6 Z ): According to the Basel Committee for Banking Supervision (BIS), operational risk comes primarily from factors such as inappropriate staff, inappropriate internal operation procedures, errors in the operating system, and risk of loss from the environment. Therefore, its effect certainly differs from credit risk or market risk, which usually has a trade-off with return. Furthermore, high operational risk not only does not increase returns, but has a bad impact that results in low technical efficiency as well as poor allocative efficiency (Sun and Chang, 2011) . The empirical result shows that, for both models, operation risk has a significantly positive impact on cost inefficiency, which, in general, is in line with Berger and Mester (1997) indicating that poor managers may be unfavorable to both cost and risk management. As Mitra et al. (2015) suggested, regardless of the calculation methods or industrial sector, operational risk will induce downward economic efficiency.
Comparing the magnitude of operation risk calculated from the two models, we find that the marginal effect of the operational effect on cost inefficiency in model 1 is about three times greater than the one in model 2.
According to Apostolik and Donohue (2015) the Basic Indicator Approach is just an inferior alternative measurement for the magnitude of operational risk, in which banks may set up a greater capital charge than they really need to. Our result indeed supports the literature of overestimation in capital charge for operational risk by the Basic Indicator Approach, and also implies that the operational risk estimated by the multi-factor model of the Top-Down method would cut the degree of negative impact of operational risk toward cost efficiency. Therefore, compared with the basic index method in this situation, the multi-factor model of the Top-Down method is better in analyzing the relationship of operational risk and efficiency. Nevertheless, one interesting question that may arise is how the level of market development would influence operational risk and therefore drive economic efficiency (Mitra et al., 2015) . Actually, the answer to this question is far beyond the information we have, however, it is a considerable suggestion for a research direction in the future.
Control Variables:
(1) The ratio of loans to total assets (
The relationship between the ratio of loans to total assets and cost inefficiency is significantly negative. From the balance sheets of Taiwan's aggregate financial industry from 2000 to 2008, we find that total loans are about four and half times the sum of long-run and short-run investments, indicating that loans are Taiwan banks' major business. Therefore, a bank with a higher ratio of loans to total assets means it is more specialized, which leads to high management efficiency.
(2) Number of branches ( 2 Z ): Cost inefficiency is smaller when a bank has more branches in model 1. Nevertheless, the relationship between these variables is reverse but insignificant in model 2. This evidence suggests that banks operating in Taiwan may have good administrative management, which can increase efficiency.
(3) Age of bank ( 3 Z ): In both models, the ages of bank have a negatively significant relation with cost inefficiency. This is just because of the learning effect, which brings valuable experience in doing business as well as running management. Therefore, older banks in Taiwan are more efficient than younger banks. (4) Whether joining a financial holding company ( 4 Z ): Our empirical result shows that a bank joining a financial holding company will raise its efficiency. This is because a financial holding company contains the advantage of economies of scale and economies of scope, when all bank businesses are becoming more complicated under the impact of globalization.
CONCLUSION
The measurement and management of operational risk in the banking industry have dramatically changed over the last decade due to changes in business lines and the environment. Starting from 1998, the Basel Committee on Banking Supervision has been developing the measurement of capital charge for operational risk. According to Basel II, there are three proposed approaches, and a bank might choose a specific approach depending on its own characteristics. The most simply approach, the Basic Indicator, apparently is not a good measurement, because using this method often means charging a higher capital requirement than what a bank really needs. Conversely, while the Advanced Measurement Approach seems to be most favorable, it requires some information that sometimes is very hard to access. Therefore, in this paper we develop a Top-Down method that requires much cheaper data information.
The Top-Down method we adopt herein derives from the idea that the capital requirement for operational risk is a variance of the regression of the gross income rate (a target variable that is highly relevant for all risks) with credit risk and market risk. In order to accomplish this process, we conduct a series of econometric tests before using a GARCH model. We also calculate the capital charge for operational risk using the Basic Indicator Approach in order to compare it with the Multifactor model in the Top-Down Method.
Using the Stochastic Frontier Approach proposed by Battese and Coelli (1995) the results we find are consistent with some studies in the literature. That is, regardless of the calculation method, operational risk has a significantly positive impact on cost inefficiency and therefore drives efficiency down (Berger and Mester, 1997; Sun and Chang, 2011; Mitra et al., 2015) . More interestingly, we find from the evidence of Taiwan's banking industry that the impact of operational risk calculated by the Basic Indicator toward cost efficiency is three times greater than that estimated by our Top-Down method. This result is strongly supported by the literature (Apostolik and Donohue, 2015) in that using the Basic Indicator Approach usually overestimates the capital requirement for operational risk. However, following the results of Mitra et al. (2015) we suggest that future research investigate the relationship between operational risk and efficiency under different levels of market development.
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