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Perturbation or error bounds of functions have been of great interest
for a long time. If the functions are differentiable, then the mean value
theorem and Taylor’s theorem come handy for this purpose. While the
former is useful in estimating ‖f(A+X)−f(A)‖ in terms of ‖X‖ and re-
quires the norms of the first derivative of the function, the latter is useful
in computing higher order perturbation bounds and needs norms of the
higher order derivatives of the function.
In the study of matrices, determinant is an important function. Other
scalar valued functions like eigenvalues and coefficients of characteristic
polynomial are also well studied. Another interesting function of this cate-
gory is the permanent, which is an analogue of the determinant in matrix
theory. More generally, there are operator valued functions like tensor
powers, antisymmetric tensor powers and symmetric tensor powers which
have gained importance in the past. In this article, we give a survey of the
recent work on the higher order derivatives of these functions and their
norms. Using Taylor’s theorem, higher order perturbation bounds are ob-
tained. Some of these results are very recent and their detailed proofs will
appear elsewhere.
1 Introduction
Let X and Y be two Banach spaces. Let f : X → Y be a continuously
differentiable map. The derivative of f at a point a ∈ X is the linear map
Df(a) : X→ Y whose action at x ∈ X is given by :–
Df(a)(x) =
d
dt
∣∣∣∣
t=0
f(a+ tx). (1.1)
Let L (X;Y) denote the Banach space of all bounded linear operators
from X into Y. The map Df is a continuous map of X into L (X;Y). If
Df is differentiable at a ∈ X, then f is said to be twice differentiable at a,
and the second derivative of f at a, denoted by D2f(a), is the derivative
of Df at a. This is an element of L (X; (L (X;Y)) which is identified with
L2(X;Y), the space of continuous bilinear mappings of X × X into Y.
Similarly, for any m, if Dm−1f is differentiable at a ∈ X, then f is said to
be m-times differentiable at a. The mth derivative of f at a, denoted by
Dmf(a), is an element of Lm(X;Y), the space of continuous multilinear
mappings of X × · · · × X into Y (See [10]). If f is m-times differentiable,
then for x1, . . . , xm ∈ X
Dmf(a)(x1, . . . , xm) =
∂m
∂t1 · · · ∂tm
∣∣∣∣
t1=···=tm=0
f(a+ t1x
1 + · · ·+ tmx
m).
(1.2)
The norm of a linear operator T is defined as
‖T‖ = sup
‖x‖=1
‖T (x)‖.
It follows that
‖Dmf(a)‖ = sup
‖x1‖=···=‖xm‖=1
‖Dmf(a)(x1, . . . , xm)‖. (1.3)
Taylor’s theorem says that if f is a (p+1)-times differentiable function,
then for all a ∈ X and for small x ∈ X
‖f(a+ x)− f(a)‖ ≤
p∑
m=1
1
m!
‖Dmf(a)‖‖x‖m +O(‖x‖p+1). (1.4)
In order to find higher order perturbation bounds, one needs to know the
norms of Dmf(a) or upper bounds on them, for all m. In this article we
discuss these for some important multilinear functions of matrices.
Let H be an n-dimensional complex Hilbert space with the usual
Euclidean norm ‖ · ‖. We identify H with Cn and the set L (H,H) with
the set M(n) of all n × n complex matrices. For A ∈ M(n) the operator
norm of A is defined as
‖A‖ = sup
x∈Cn, ‖x‖=1
‖Ax‖.
Let s1(A) ≥ · · · ≥ sn(A) ≥ 0 be the singular values of A. Then
‖A‖ = s1(A).
Let f : M(n1) → M(n2) be an m-times differentiable map. Then the
norm of Dmf(A) is given by
‖Dmf(A)‖ = sup
‖X1‖=···=‖Xm‖=1
‖Dmf(A)(X1, . . . ,Xm)‖. (1.5)
Let ⊗kH denote the k-fold tensor power of H. It is a Hilbert space of
dimension nk (See [3, Chapter 1]). If {ei}, 1 ≤ i ≤ n, is an orthonormal
basis of H, then {ei1⊗· · ·⊗eik : 1 ≤ i1, . . . , ik ≤ n} forms a basis for ⊗
kH.
We order this basis lexicographically. Let 〈·, ·〉 denote the inner product
on H. Then the inner product in ⊗kH is defined by
〈x1 ⊗ · · · ⊗ xk, y1 ⊗ · · · ⊗ yk〉 =
k∏
i=1
〈xi, yi〉.
The tensor power of A, denoted by ⊗kA, is a map from the space M(n)
to M(nk). It is defined on elementary tensors by
(⊗kA)(x1 ⊗ · · · ⊗ xk) = Ax1 ⊗ · · · ⊗Axk,
and then extended linearly to all of ⊗kH.
Two important subspaces of ⊗kH are the antisymmetric tensor power
and the symmetric tensor power of H. The antisymmetric tensor product
of vectors x1, . . . , xk in H is defined as
x1 ∧ · · · ∧ xk =
1
(k!)1/2
∑
σ∈Sk
sgn(σ)xσ(1) ⊗ · · · ⊗ xσ(k),
where Sk denotes the set of all permutations of {1, 2, . . . , k} and sgn(σ) =
±1, depending on whether σ is an even or odd permutation. If xj are
orthonormal, then x1 ∧ · · · ∧ xk is a unit vector. Note that
x1 ∧ · · · ∧ xi ∧ · · · ∧ xj ∧ · · · ∧ xk = −x1 ∧ · · · ∧ xj ∧ · · · ∧ xi ∧ · · · ∧ xk.
In particular, x1 ∧ · · · ∧ xk = 0 if xi = xj for some i 6= j. The span of all
antisymmetric tensors x1 ∧ · · · ∧ xk in ⊗
kH is called the antisymmetric
tensor power of H. It is denoted by ∧kH. For k > n the space ∧kH = {0}.
Let Qk,n = {(i1, . . . , ik)| i1, . . . , ik ∈ N, 1 ≤ i1 < · · · < ik ≤ n}. For
k > n, Qk,n = ∅, by convention. If {ei}, 1 ≤ i ≤ n, is an orthonormal
basis of H, then for α = (α1, . . . , αk) ∈ Qk,n we define
e(α) = eα1 ∧ · · · ∧ eαk .
Then {e(α) : α ∈ Qk,n} forms an orthonormal basis of ∧
kH. The restric-
tion of ⊗kA to this subspace is denoted by ∧kA and is called the kth
antisymmetric tensor power of A. Given two elements α and β of Qk,n,
let A[α|β] denote the k× k matrix obtained from A by picking its entries
from the rows corresponding to α and the columns corresponding to β.
With respect to the above mentioned basis, the (α, β)-entry of ∧kA is
detA[α|β].
The symmetric tensor product of vectors x1, . . . , xk in H is defined as
x1 ∨ · · · ∨ xk =
1
(k!)1/2
∑
σ∈Sk
xσ(1) ⊗ · · · ⊗ xσ(k).
If xj are orthonormal, then x1 ∨ · · · ∨ xk is a unit vector. The span of
all these vectors in ⊗kH is denoted by ∨kH. It is called the symmetric
tensor power of H. Let Gk,n = {(i1, . . . , ik)| i1, . . . , ik ∈ N, 1 ≤ i1 ≤ · · · ≤
ik ≤ n}. Note here that for k ≤ n, Qk,n is a subset of Gk,n. Given an
orthonormal basis {ei}, 1 ≤ i ≤ n, of H define, for α = (α1, . . . , αk) ∈
Gk,n
e(α) = eα1 ∨ · · · ∨ eαk .
If α consists of ℓ distinct indices α1, . . . , αℓ with multiplicities m1, . . . ,mℓ
respectively, put m(α) = m1! · · ·mℓ!. Note that if α ∈ Qk,n, then m(α) =
1. The set {m(α)−1/2 e(α) : α ∈ Gk,n} is an orthonormal basis of ∨
kH.
The restriction of ⊗kA to this subspace is denoted by ∨kA and is called
the kth symmetric tensor power of A. Given two elements α and β of Gk,n,
let A[α|β] denote the k×k matrix whose (r, s)-entry is the (ir, js)-entry of
A. Note that it may not be a submatrix of A. With respect to the above
mentioned basis, the (α, β)-entry of ∨kA is (m(α)m(β))−1/2 perA[α|β].
There is a classical formula due to Jacobi for the first derivative of
the determinant map. Bhatia and Jain [9] obtained expressions for higher
order derivatives of this map. These are discussed in Section 2. Along with
the determinant the permanent function has been of great interest. In
Section 3 we give formulas for derivatives of all orders for the permanent
function that we obtained in [11]. Then we move on to operator valued
functions. We give formulas for the derivatives (of all orders) for the
maps that take a matrix A to ⊗kA, ∧kA and ∨kA, in Sections 4, 5 and
6 respectively. The formulas for the derivatives of the map A → ∧kA
were obtained by Jain [14]. Note that ∧nA = detA. The derivatives of
the map A→ ∨kA were obtained by us in [11]. In another direction, the
determinant of A is the nth coefficient of the characteristic polynomial
of an n × n matrix A. In Section 7 we discuss all coefficients in the
characteristic polynomial and their derivatives, obtained in [14]. A major
application of these formulas is to find perturbation bounds for these
functions and we show how these are obtained.
To state the results concisely, we need some multiindex notations
which we briefly recall from [3], [9] and [11].
Notations. For I = (i1, . . . , ik), the symbol |I| denotes the sum
i1 + · · · + ik. If I,J ∈ Qm,n, then we denote by A(I|J ), the (n −m) ×
(n−m) submatrix obtained from A by deleting rows corresponding to I
and columns corresponding to J . The jth column of a matrixX is denoted
by X[j]. Given n × n matrices X
1,. . . ,Xm and J = (j1, . . . , jm) ∈ Qm,n,
we denote by A(J ;X1, . . . ,Xm), the matrix obtained from A by replacing
the jthp column of A by the j
th
p column of X
p for 1 ≤ p ≤ m, and keeping
the rest of the columns unchanged, that is, if Z = A(J ;X1, . . . ,Xm),
then Z[jp] = X
p
[jp]
for 1 ≤ p ≤ m, and Z[ℓ] = A[ℓ] if ℓ does not occur in J .
Let σ be a permutation on m symbols, then Y σ[J ] denotes the matrix in
which Y σ[jp] = X
σ(p)
[jp]
for 1 ≤ p ≤ m and Y σ[ℓ] = 0 if ℓ does not occur in J .
2 Determinant
Let det : M(n) → C be the map taking an n × n complex matrix to its
determinant. The Jacobi formula for the derivative of the determinant of
a matrix has been well known for a long time. It says that
Ddet(A)(X) = tr(adj(A)X), (2.1)
where adj(A) stands for the classical adjoint of A. We first note some
equivalent descriptions of Jacobi’s formula.
For 1 ≤ i, j ≤ n let A(i|j) denote the (n−1)×(n−1) matrix obtained
from A by deleting its ith row and jth column. Then (2.1) can be restated
as
Ddet(A)(X) =
∑
i,j
(−1)i+jxij detA(i|j). (2.2)
For 1 ≤ j ≤ n let A(j;X) denote the matrix obtained from A by
replacing the jth column of A by the jth column of X and keeping the
rest of the columns unchanged. Then (2.1) can also be written as
Ddet (A)(X) =
n∑
j=1
detA(j;X). (2.3)
In [9], the authors have derived the following formulas for the higher
order derivatives of the determinant map that are visible generalisations
of (2.1), (2.2) and (2.3).
Theorem 2.1 For 1 ≤ m ≤ n
Dm det (A)(X1, . . . ,Xm) =
∑
σ∈Sm
∑
J∈Qm,n
detA(J ;Xσ(1),Xσ(2), . . . ,Xσ(m)).
(2.4)
In particular,
Dm det (A)(X, . . . ,X) = m!
∑
J∈Qm,n
detA(J ;X, . . . ,X). (2.5)
Note that for the special case m = n
Dn det(A)(X, . . . ,X) = n! detX. (2.6)
To understand the above theorem, first let n = 2. We know that the
determinant function is linear in each of its columns. So it is a bilinear
map from C2 ×C2 to C and hence differentiable at every point (a1, a2) ∈
C
2 ×C2. The derivative is the linear mapping Ddet(a1, a2) whose action
at any (x1, x2) is given by
Ddet(a1, a2)((x1, x2)) = det(a1, x2) + det(x1, a2).
This is (2.4) for n = 2 and m = 1. Extending the same idea for any n
and any m, 1 ≤ m ≤ n, one can obtain (2.4).
Since detA is an n-linear map of its columns, it follows that form > n
Dm det(A)(X1, . . . ,Xm) = 0. (2.7)
Theorem 2.2 For 1 ≤ m ≤ n
Dm det (A)(X1, . . . ,Xm) =
∑
σ∈Sm
∑
I,J∈Qm,n
(−1)|I|+|J | detA(I|J ) detY σ[J ][I|J ].
(2.8)
In particular,
Dm det (A)(X, . . . ,X) = m!
∑
I,J∈Qm,n
(−1)|I|+|J | detA(I|J ) detX[I|J ].
(2.9)
To describe an analogue of Jacobi’s formula (2.1) we introduce a no-
tation. Let X1, . . . ,Xm be m operators on H. Consider the operator
1
m!
∑
σ∈Sm
Xσ(1) ⊗Xσ(2) ⊗ · · · ⊗Xσ(m) (2.10)
on the space ⊗mH. This leaves the space ∧mH invariant, and the restric-
tion of this operator to the subspace ∧mH is denoted by
X1 ∧X2 ∧ · · · ∧Xm.
The matrix adjA is the transpose of the matrix whose entries are
(−1)i+j detA(i|j). It can be identified with an operator on the space
∧n−1H. Call this operator ∧˜n−1A. It is unitarily similar to the transpose of
the matrix ∧n−1A. Likewise, for I,J ∈ Qm,n, the transpose of the matrix
with entries (−1)|I|+|J | detA(I|J ) can be identified with an operator on
the space ∧n−mH. Call this operator ∧˜n−mA. It is unitarily similar to
the transpose of the matrix ∧n−mA. In this notation, the Jacobi formula
(2.1) can be written as
Ddet(A)(X) = tr(∧˜n−1A)X. (2.11)
The next theorem is an extension of this.
Theorem 2.3 For 1 ≤ m ≤ n
Dm det (A)(X1, . . . ,Xm) = m! tr
[
(∧˜n−mA)(X1 ∧ · · · ∧Xm)
]
. (2.12)
In particular,
Dm det (A)(X, . . . ,X) = m! tr
[
(∧˜n−mA)(∧mX)
]
. (2.13)
Let s1(A) ≥ · · · ≥ sn(A) ≥ 0 be the singular values of A and let
pk(x1, . . . , xn) denote kth elementary symmetric polynomial in n vari-
ables. From (2.11) it follows that
‖DdetA‖ = pn−1(s1(A), . . . , sn(A)). (2.14)
In [8], Bhatia and Friedland proved a more general theorem. They showed
that for 1 ≤ k ≤ n
‖D ∧k A‖ = pk−1(s1(A), . . . , sk(A)). (2.15)
For k = n this reduces to (2.14). Using the theorem stated above, (2.14)
can be extended to higher order derivatives of the determinant map.
Theorem 2.4 For 1 ≤ m ≤ n
‖Dm detA‖ = m! pn−m(s1(A), . . . , sn(A)). (2.16)
As a corollary, the following perturbation bound is obtained using
Taylor’s theorem.
Corollary 2.5 Let X ∈M(n). Then
|det(A+X)− det(A)| ≤
n∑
m=1
pn−m(s1(A), . . . , sn(A))‖X‖
m. (2.17)
Consequently,
|det(A+X)− det(A)| ≤ (‖A‖ + ‖X‖)n − ‖A‖n. (2.18)
3 Permanent
The permanent of A, written as per (A), or simply perA, is defined by
perA =
∑
σ
a1σ(1)a2σ(2) · · · anσ(n), (3.1)
where the summation extends over all the permutations of {1, 2, . . . , n}.
Let per : M(n)→ C be the map taking an n×n matrix to its permanent.
This is a differentiable map.
The permanental adjoint of A, denoted by padj (A), is the n×nmatrix
whose (i, j)-entry is perA(i|j) (See [16, p. 237]). This difference of trans-
pose in the definitions of adj and padj is just a matter of convention. We
obtain the following result similar to the Jacobi formula for determinant.
Theorem 3.1 For each X ∈M(n)
Dper (A)(X) = tr(padj(A)tX). (3.2)
This can be restated as
Dper (A)(X) =
n∑
j=1
perA(j;X). (3.3)
The Laplace expansion theorem for permanents [17, p. 16] says that
for any 1 ≤ m ≤ n and for any I ∈ Qm,n
perA =
∑
J∈Qm,n
perA[I|J ] perA(I|J ). (3.4)
In particular for any i, 1 ≤ i ≤ n,
perA =
n∑
j=1
aij perA(i|j). (3.5)
Using this, equation (3.3) can be rewritten as
Dper (A)(X) =
n∑
i=1
n∑
j=1
xij perA(i|j). (3.6)
The following two theorems are analogues of Theorems 2.1 and 2.2 of
Section 2 and also generalisations of equations (3.3) and (3.6) respectively.
The key idea here is to use the fact that the permanent function is linear
in each of its columns.
Theorem 3.2 For 1 ≤ m ≤ n
Dm per (A)(X1, . . . ,Xm) =
∑
σ∈Sm
∑
J∈Qm,n
perA(J ;Xσ(1),Xσ(2), . . . ,Xσ(m)).
(3.7)
In particular,
Dm per (A)(X, . . . ,X) = m!
∑
J∈Qm,n
perA(J ;X, . . . ,X). (3.8)
Theorem 3.3 For 1 ≤ m ≤ n
Dm per (A)(X1, . . . ,Xm) =
∑
σ∈Sm
∑
I,J∈Qm,n
perA(I|J ) perY σ[J ][I|J ].
(3.9)
In particular,
Dm per (A)(X, . . . ,X) = m!
∑
I,J∈Qm,n
perA(I|J ) perX[I|J ]. (3.10)
Note that
Dn per(A)(X, . . . ,X) = n! perX, (3.11)
and for m > n
Dm per(A)(X1, . . . ,Xm) = 0. (3.12)
As in the case of determinants, it would be interesting to have an
expression analogous to (3.2). Consider the operator given in (2.10). It
leaves the space ∨mH invariant. We use the notation X1 ∨X2 ∨ · · · ∨Xm
for the restriction of this operator to the subspace ∨mH.
Let Pm be the canonical projection of ∨
mH onto the subspace
{e(α) : α ∈ Qm,n}. Then there is a permutation of the orthonormal basis
{m(α)−1/2e(α) : α ∈ Gm,n} in which
Pm =
[
I O
O O
]
and the matrix Tm = (perA[α|β])α,β∈Qm,n is the upper left corner of
∨mA. Then
Pm(∨
mA)Pm =
[
Tm O
O O
]
.
Let U be the
(n
m
)
×
(n
m
)
unitary matrix given by
U =


1
1
. .
.
1

 .
Then U∗TmU is an
(n
m
)
×
(n
m
)
matrix. For α, β ∈ Qn−m,n the (α, β)-entry
of U∗TmU is perA(α|β). Let U˜ be the
(n+m−1
m
)
×
(n+m−1
m
)
matrix given
by
U˜ =
[
U O
O I
]
.
We denote by ∨˜mA, the matrix U˜∗(∨mA)tU˜ . Then
Pm(∨˜
mA)Pm =
[
U∗T tmU O
O O
]
. (3.13)
In particular for m = n− 1 this becomes
Pn−1(∨˜
n−1A)Pn−1 =
[
(padjA)t O
O O
]
.
Identifying an n × n matrix X with
(2n−2
n−1
)
×
(2n−2
n−1
)
matrix
[
X O
O O
]
,
equation (3.2) can be written as
Dper (A)(X) = tr (Pn−1(∨˜
n−1A)Pn−1)X. (3.14)
Its generalisation for higher order derivatives can be given as follows.
Theorem 3.4 For 1 ≤ m ≤ n
Dm per (A)(X1, . . . ,Xm) =m! tr
[(
Pn−m(∨˜
n−mA)Pn−m
)
(
Pm(X
1 ∨ · · · ∨Xm)Pm
)]
. (3.15)
In particular,
Dm per (A)(X, . . . ,X) = m! tr
[(
Pn−m(∨˜
n−mA)Pn−m
)
(Pm(∨
mX)Pm)
]
.
An upper bound for the norms of the higher order derivatives can be
obtained from this expression.
Theorem 3.5 For 1 ≤ m ≤ n
‖Dm perA‖ ≤
n!
(n−m)!
‖A‖n−m. (3.16)
By Taylor’s theorem, we get the following perturbation bound.
Corollary 3.6 Let X ∈M(n). Then
|per(A+X)− perA| ≤ (‖A‖ + ‖X‖)n − ‖A‖n. (3.17)
4 Tensor Power
Let ⊗k : M(n) → M(nk) be the map which takes an n × n matrix A to
its kth tensor power. Note that for any two matrices A,B
⊗k (A+B) =
∑
ji≥0
j1+···+jp=k
(⊗j1A)⊗ (⊗j2B)⊗ (⊗j3A)⊗· · ·⊗ (⊗jpB). (4.1)
Using the expression for higher order derivatives (1.2) and the above
expansion formula, one can easily see that Dm ⊗k (A)(X1, . . . ,Xm) is
the coefficient of t1t2 . . . tm in ⊗
k(A + t1X
1 + · · · + tmX
m). An explicit
expression can be given as follows.
Theorem 4.1 For 1 ≤ m ≤ k
Dm ⊗k (A)(X1, . . . ,Xm) =∑
σ∈Sm
∑
ji≥0
j1+···+jm+1=k−m
(⊗j1A)⊗Xσ(1)(⊗j2A)⊗Xσ(2) ⊗ · · ·
· · · ⊗ (⊗jmA)⊗Xσ(m) ⊗ (⊗jm+1A). (4.2)
We note that
Dk ⊗k (A)(X, . . . ,X) = k! (⊗kX) (4.3)
and for m > k
Dm ⊗k (A)(X1, . . . ,Xm) = 0. (4.4)
Norms of these derivatives can be computed from this expression.
Theorem 4.2 For 1 ≤ m ≤ k
‖Dm ⊗k (A)‖ =
k!
(k −m)!
‖A‖k−m. (4.5)
The ≤ inequality in the above expression is a consequence of the
triangle inequality and the fact that
‖A⊗B‖ = ‖A‖‖B‖.
The equality in (4.5) is attained at the tuple (A/‖A‖, . . . , A/‖A‖).
A perturbation bound follows from here using Taylor’s theorem.
Corollary 4.3 For X ∈M(n)
‖ ⊗k (A+X)−⊗kA‖ ≤ (‖A‖ + ‖X‖)k − ‖A‖k. (4.6)
5 Antisymmetric Tensor Power
Consider the map ∧k : M(n)→M(
(n+k−1
k
)
) which takes an n×nmatrix A
to its kth antisymmetric tensor power. Recall that the (α, β)-entry of ∧kA
is detA[α|β]. Using the expression (2.12), the higher order derivatives of
the map ∧k can be obtained. To derive an explicit formula for this, a
notation involving multiindices is required.
For elements γ′ = (γ′1, . . . , γ
′
m) ∈ Qm,n and α = (α1, . . . , αk) ∈ Qk,n
we write γ′ ⊆ α if 1 ≤ m ≤ k ≤ n and {γ′1, . . . , γ
′
m} ⊆ {α1, . . . , αk}. Fur-
ther whenever γ′ ⊆ α, we denote by α− γ′, the element (γ1, . . . , γk−m) ∈
Qk−m,n where {γ1, . . . , γk−m} = {α1, . . . , αk}\{γ
′
1, . . . , γ
′
m}. The number
α1 + · · · + αk is denoted by |α|. Let α
′ = (1, . . . , n) − α. Let πα be the
permutation on {1, 2, . . . , n} defined by πα(αi) = i for all i = 1, . . . , k and
πα(α
′
j) = k + j for all j = 1, . . . , n− k.
Let Y = (yγ′,δ′) be any
(n
m
)
×
(n
m
)
matrix and γ, δ ∈ Qk−m,n. Define
an
(n
k
)
×
(n
k
)
matrix Y (k)(γ, δ) as follows. For α, β ∈ Qk,n the (α, β)-entry
of Y (k)(γ, δ) is (−1)|πα(γ)|+|πβ(δ)| yα−γ,β−δ if γ ⊆ α and δ ⊆ β and 0
otherwise.
Theorem 5.1 Let A ∈M(n). Then for 1 ≤ m ≤ k ≤ n
Dm ∧k (A)(X1, . . . ,Xm) =
m!
∑
γ,δ∈Qk−m,n
detA[γ|δ] (X1 ∧ · · · ∧Xm)(k)(γ, δ). (5.1)
In particular,
Dm ∧k (A)(X, . . . ,X) = m!
∑
γ,δ∈Qk−m,n
detA[γ|δ] (∧mX)(k)(γ, δ). (5.2)
Note that
Dk ∧k (A)(X, . . . ,X) = k! (∧kX) (5.3)
and if k > n or m > k, then
Dm ∧k (A)(X1, . . . ,Xm) = 0. (5.4)
In [8], Bhatia and Friedland gave the norm of the first derivative of the
map ∧k as follows:
‖D ∧k A‖ = pk−1(s1(A), . . . , sk(A)).
The following theorem by Jain [14] is an extension of this for its higher
order derivatives.
Theorem 5.2 For 1 ≤ m ≤ k ≤ n
‖Dm ∧k A‖ = m! pk−m(s1(A), . . . , sk(A)). (5.5)
Note that for k = n this reduces to Theorem 2.4 for the determinant
map. As a corollary, a perturbation bound can be obtained using Taylor’s
theorem.
Corollary 5.3 For any X ∈M(n)
‖ ∧k (A+X)− ∧k(A)‖ ≤
k∑
m=1
pk−m(s1(A), . . . , sk(A))‖X‖
m. (5.6)
Consequently,
‖ ∧k (A+X)− ∧k(A)‖ ≤ (‖A‖ + ‖X‖)k − ‖A‖k. (5.7)
6 Symmetric Tensor Power
Consider the map ∨k : M(n)→ M(
(n+k−1
k
)
) which takes an n× n matrix
A to its kth symmetric tensor power. For elements γ′ = (γ′1, . . . , γ
′
m) ∈
Gm,n and α = (α1, . . . , αk) ∈ Gk,n we write γ
′ ⊆ α if 1 ≤ m ≤ k and
{γ′1, . . . , γ
′
m} ⊆ {α1, . . . , αk}, with multiplicities allowed such that if αℓ
occurs in α, say dα times, then αℓ cannot occur in γ
′ for more than dα
times. Also if γ′ ⊆ α, then α − γ′ will denote the element (γ1, . . . , γk−m)
of Gk−m,n, where γℓ ∈ {α1, . . . , αk} that is, γℓ is some αiℓ and occurs in
α − γ′ exactly dα − dγ′ times where dα and dγ′ denote the multiplicities
of αiℓ in α, and γ
′, respectively.
Let Y be a
(n+m−1
m
)
×
(n+m−1
m
)
matrix and for 1 ≤ m ≤ k let γ, δ ∈
Gk−m,n. We denote by Y(k)(γ, δ), the
(n+k−1
k
)
×
(n+k−1
k
)
matrix whose
indexing set is Gk,n, and for α, β ∈ Gk,n the (α, β)-entry of Y(k)(γ, δ) is(
m(α−γ)m(β−δ)
m(α)m(β)
)1/2
times (α−γ, β− δ)-entry of Y if γ ⊆ α and δ ⊆ β and
zero otherwise.
We know that for any α, β ∈ Gk,n the (α, β)-entry of ∨
kA is
(m(α)m(β))−1/2 perA[α|β]. Calculating the derivative of each entry of
∨kA by using the results from Section 3 will lead to the following.
Theorem 6.1 Let A ∈M(n). Then for 1 ≤ m ≤ k
Dm∨k(A)(X1, . . . ,Xm) = m!
∑
γ,δ∈Gk−m,n
perA[γ|δ] (X1∨· · ·∨Xm)(k)(γ, δ).
(6.1)
We note here that
Dk ∨k (A)(X, . . . ,X) = k! (∨kX) (6.2)
and for m > k
Dm ∨k (A)(X1, . . . ,Xm) = 0. (6.3)
Bhatia [6] computed the exact norm of the first derivative of the map ∨k:
‖D ∨k (A)‖ = k‖A‖k−1.
We extend this result for all order derivatives of the map ∨k in [11].
Theorem 6.2 For 1 ≤ m ≤ k
‖Dm ∨k A‖ =
k!
(k −m)!
‖A‖k−m. (6.4)
Since perA is (α,α)-entry of ∨nA for α = (1, . . . , n), Theorem 3.5
follows from the above theorem, by putting k = n.
By Taylor’s theorem, we obtain higher order perturbation bounds.
Corollary 6.3 For X ∈M(n)
‖ ∨k (A+X)− ∨kA‖ ≤ (‖A‖ + ‖X‖)k − ‖A‖k. (6.5)
7 Coefficients of Characteristic Polynomial
The characteristic polynomial of A is defined by
det(xI −A).
It can also be written as
xn − g1x
n−1 + g2x
n−2 − . . .+ (−1)ngn, (7.1)
where gk is the sum of k×k principal minors of A. In particular, g1 is the
trace of A and gn is the determinant of A. We consider gk : M(n)→ C as
the map taking a matrix to the kth coefficient in (7.1). Then
gk(A) =
∑
I∈Qk,n
detAI , (7.2)
where AI denotes the submatrix A[I|I] of A. In other words, (7.2) can
also be written as
gk(A) = tr(∧
k(A)). (7.3)
In [14] Jain considers the expression (7.3) to obtain the derivatives of
the coefficients gk. For each k the map gk is a composition of two maps
∧k : M(n) → M(
(n
k
)
) and the trace map tr : M(
(n
k
)
) → C. Hence from
Theorem 5.1 the derivatives for the coefficients can be obtained. One can
also use (7.2) and the expressions for the derivatives of the determinant
to obtain the same expression as given below. We first introduce some
notation.
For n × n matrices X1, . . . ,Xn their mixed discriminant [2,12] is de-
fined by
∆(X1, . . . ,Xn) =
1
n!
∑
σ∈Sn
det
[
X
σ(1)
[1] , . . . ,X
σ(n)
[n]
]
.
The matrix in the square brackets is the matrix whose jth column is the
jth column of Xσ(j). When all Xj = X,
∆(X, . . . ,X) = detX.
Theorem 7.1 For 1 ≤ m ≤ k ≤ n
Dmgk(A)(X
1, . . . ,Xm) =m!
∑
α∈Qk,n
∑
γ,δ∈Qk−m,n
γ,δ⊆α
(−1)|πα(γ)|+|πα(δ)| detA[γ|δ]
×∆(X1[α− γ|α− δ], . . . ,Xm[α − γ|α− δ]). (7.4)
In particular,
Dmgk(A)(X, . . . ,X) =
m!
∑
α∈Qk,n
∑
γ,δ∈Qk−m,n
γ,δ⊆α
(−1)|πα(γ)|+|πα(δ)| detA[γ|δ] detX[α − γ|α− δ].
(7.5)
We note here the special case
Dkgk(A)(X, . . . ,X) = k!
∑
α∈Qk,n
detX[α|α] (7.6)
and the fact that for m > k
Dmgk(A)(X
1, . . . ,Xm) = 0. (7.7)
Jain gives another expression for the derivative Dmgk(A) in [14]. Let
X1, . . . ,Xm be n× n matrices. Denote the matrix X1 ∧ · · · ∧Xm by X˜ .
For any α ∈ Qk,n consider the
( n
k−m
)
×
(n
m
)
matrix Q(α) whose (γ, δ)-entry
(γ ∈ Qk−m,n, δ ∈ Qm,n) is given by
Q(α)γ,δ =
{
(−1)|πα(γ)| if γ, δ ⊆ α, γ ∪ δ = α
0 otherwise
Now define the matrix X˜(α) =
(
Q(α)X˜Q(α)t
)t
, that is, X˜(α) is the( n
k−m
)
×
( n
k−m
)
matrix whose (γ, δ)-entry is
(−1)|πα(γ)|+|πα(δ)| ∆(X1[α− γ|α− δ], . . . ,Xm[α − γ|α− δ]) if γ, δ ⊆ α
and is zero otherwise.
Then (7.4) can also be expressed in the following form.
Theorem 7.2 For 1 ≤ m ≤ k ≤ n
Dmgk(A)(X
1, . . . ,Xm) = m! tr

∧k−m(A)

 ∑
α∈Qk,n
X˜(α)



 . (7.8)
Using this Jain [14] obtains an upper bound on the norms of the
derivatives of gk.
Theorem 7.3 For 1 ≤ m ≤ k ≤ n
‖Dmgk(A)‖ ≤
(n− k +m)!
(n− k)!
pk−m(s1(A), . . . , sn(A)). (7.9)
An interesting perturbation bound can be derived using Taylor’s the-
orem. For nonnegative integers p, q, r with q + r ≤ p, denote by
( p
q,r
)
, the
trinomial coefficient p!q! r! (p−q−r)! .
Corollary 7.4 Let 1 ≤ k ≤ n. For X ∈M(n)
|gk(A+X)− gk(A)| ≤
k∑
m=1
(
n
k −m,m
)
‖A‖k−m‖X‖m.
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