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DamStatic ice loads (ice actions) are a key design parameter for dams in cold climates. However, their theoretical de-
scription is still elusive, introducing uncertainty in design and hindering development of remediation measures.
We present and analyzemeasurements of stresses due to thermal loads in a small reservoir in northern Norway.
Several weeks of observations, including both cold and warm spells, were well-described by a simple equation
that accounts for thermal expansion and temperature-dependent creep. One model parameter was found to de-
pend systematically on the location of measurements within the reservoir. Biaxial stress measurements showed
that the stress ﬁeldwas not homogeneous. Results suggest that the stress ﬁeld in reservoirs should be predictable
from ﬁrst principles with numerical methods and point toward a promising, simple parameterization.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Design rules and practices have been established in several countries
to ensure the safety of hydropower dams. Onedesign parameter is static
ice load, resulting from thermal expansion of the ice cover orwater level
ﬂuctuations (e.g. Comfort et al., 2003). Ice loads are variable actions
whose intensity and/or points of application vary frequently and signif-
icantly over time (CFBR, 2013). Design standards are based on limited
empirical measurements as current understanding of the magnitude
of ice loads is still limited (Comfort et al., 2003; Gebre et al., 2013;
Timco et al., 1996). Since ﬁeld measurements of ice forces on dams
have suggested that maximum static ice loads depend signiﬁcantly on
the location of the dam, climate and sudden temperature changes, in-
creasing efforts to understand ice loads on dams has been called for
(Gebre et al., 2013). Beneﬁts could be two-fold: on the one hand, costs
may be reduced during dam construction or maintenance. On the
other hand, solutions for ice load reductions may be developed: a
more profound understanding of themechanisms involved in ice-struc-
ture interactions may lead to the development of more cost efﬁcient
strategies for reducing the actual ice-load on dams. This may be of par-
ticular interest for the design of dams for small-scale hydropower
plants. The potential for cost reductions during the lifetime of dams is
exempliﬁed by a recent change in the Norwegian regulation to the
Water Resources Act (Vannressursloven) with respect to safety at hy-
dropower plants, implemented in 2010 (Ministry of Petroleum and
Energy, 2009). The guidelines and design recommendations include).
. This is an open access article undernew considerations regarding ice loads on dams (NVE, 2003), that
cause a need for upgrading and strengthening of existing dams and
infrastructure.
According to theNorwegian guidelines (NVE, 2003), thermal ice loads
are assumed to be line loads between 100 and 150 kN/m near the top of
the dam. However, during themost recent decades this has been veriﬁed
in only one measurement campaign during a single season at Silvann
dam in the northern part of Norway (Hoseth and Fransson, 1999).
This study focuses on thermal ice loads. Measurements were per-
formed in a reservoir at a time of year when the ice level was kept
steady by the balance of a small inﬂux ofwater froma creek and outﬂow
over the spillway beneath the ice over.2. Methods
2.1. Installation
A weather station and stress cells were installed at Taraldsvikfossen
Reservoir near Narvik, 68.4405° N, 17.471° E, 212 m above sea level in
December 2012. The reservoir is small (1000m3), bound at thewestern
side by a straight concrete gravity dam and extending approximately
30 m in North–South direction (Fig. 1). A concrete maintenance hut is
situated half way along the dam.Water depth in the reservoir is approx-
imately 6 m at the dam, reducing to 1 m at the eastern shore. The
Taraldsvik creek enters the reservoir from the North-East. A weather
station was mounted at the maintenance hut, and a 3 m long vertical
string of temperature sensors was frozen into the ice to measure the
temperature proﬁle through water, ice, snow, and air.the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Fig. 1. Sketch of the approximate locations of the load cells deployed on 12 February 2013. Markers indicate station name. North is up. Map source:
NVE Atlas.
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stressmeasurements fall into two categories: cylindrical sensors having
an effectivemodulusmuchgreater than ice, and thin,wide sensors (ﬂat-
jacks), preferably having an effective modulus close to that of ice. Flat-
jacks and cylindrical stress gauges were found to compare well during
a recent series of ﬁeld measurements in ice-covered reservoirs in
Canada (Morse et al., 2011; Taras et al., 2011). In this study, stresses in
the ice were monitored with 15 custom designed oil-ﬁlled GeoKon
4850 stress cells (essentially the same as those used by Carter et al.
(1998) and Taras et al. (2011)). The cells consisted of two rectangular
steel plates (100mm×200mm)welded together around the periphery
with de-aired oil occupying the space between the plates. A short tubeFig. 2. Conﬁguration of pressure cells (large rectangles) at 9 measurement stations. Depths of thconnected the cell to a vibratingwire pressure transducer that alsomea-
sured temperature with a temperature-dependent resistor. The cells
were calibrated by the manufacturer to an accuracy b0.5 kPa. Stress
cells were mounted on steel tape at desired vertical separations and at-
tached to wooden support (Figs. 2 and 3). In each case the center of the
upper-most stress cell was 0.2 m below the ice surface at deployment.
Two stations along the dam had three stress cells spaced 0.15 m (Sta-
tions 3 and 5) while the station toward the center of the reservoir mea-
suring stress normal to the dam (StationW) had cells spaced 0.25m. All
instruments were connected to a CR1000 data logger recording stress
data every 5 min. A timelapse camera overlooked the NW corner of
the dam, including part of the spillway. The camera recorded imagese centers of the vertical cells are given inmm below ice surface at the time of deployment.
Fig. 3. Installation of stress cells at Station 5 on 12 February 2013.
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marked in 10 cm intervals was frozen into the ice in view of the camera.
Snow depth, freeboard, and ice thickness were measured at 1 cm reso-
lution during site visits throughout the measurement season. Stress
cells were deployed on 12 February 2013 (Fig. 3). Slots were cut with
a chain saw, instruments were deployed attached to wooden support,
and the slots were ﬁlled with water pumped from the reservoir. With
the exception of Stations N and S, all pressure cells were mounted to
register stresses in direction normal to the dam. Stations 1 to 6 were
placed approximately 1 m in front of the dam into the ice with Stations
1 and 6 located on the ﬂanks rather than the main section of the dam
(Fig. 1, Table 1). Stations N, S, and W were installed approximatelyTable 1
Position of stress cells. Lateral position ismeasured from the center of dam, except Stations
1 and6which aremeasured from the respective corners of the dam.Negative numbers are
to the south. Normal position is measured perpendicular to the dam face.
Station 1 2 3 4 5 6 N S W
# of cells 1 3 1 3 3 1 1 1 3
Lateral (m) −4.2 −10.3 −5.9 −0.3 9.4 6.4 0.7 0.7 0.7
Normal (m) 1.2 1.1 1.1 1.1 1.4 1.8 7.8 7.8 7.810 m in front of the dam and rotated 120° with respect to each other
in an equilateral triangle with 2m side length to allow principal stresses
to be calculated easily (Holister, 1967).
2.2. Stress data processing
By convention, the zero-point of each stress cell was the respective
reading of the pressure sensor after immersion into water. Changes of
atmospheric pressure were not accounted for in data processing
(order of 1 kPa). The following sign convention is used: stresses are pos-
itive in compression. In a conﬁned isothermal plate, compressive stress-
es arise during temperature increase.
Principal stresses were calculated for the triangular conﬁguration of
stations N, S, and W following Holister (1967). The angle of the ﬁrst
principal stress is measured counter-clockwise from the surface normal
of the dam.
2.3. Stress model
Thermal stresses in ice have been discussed in the context of elastic
behavior over short periods of time, only (e.g. Comfort et al., 2003;
Morse et al., 2011). However, ice is clearly not an elastic material and al-
ternative formulations of ice rheology have been proposed (e.g., Bergdahl,
1978; Drouin andMichel, 1974; Lindgren, 1970; Royen, 1922). Themodel
of Bergdahl (1978) enjoyed considerable success when compared with
ﬁeld measurements when the originally proposed coefﬁcients were ad-
justed (e.g., Cox, 1984; Fransson, 1988). In addition, with only three pa-
rameters, this formulation is one of the simplest. Following Bergdahl
(1978), the thermal stress in ice is described as a spring and non-linear
dashpod model that can be expressed as
dσ
dt
¼ E αdT
dt
−KD
σ
σ0
 n 
; ð1Þ
where σ is the local stress (Pa), t is time (s), E the elastic modulus of ice
(Pa),α the thermal expansionof ice (α=5×10−5 K−1), T the ice temper-
ature (°C), D the temperature-dependent viscous creep rate (m2/s),
K (m−2) and n coefﬁcients of viscous deformation, andσ0 an arbitrary ref-
erence stress for dimensional consistency (Pa). The temperature-
dependent elastic modulus of ice is
E ¼ E0 1−CTð Þ; ð2Þ
where C = 0.012 K−1 (Bergdahl, 1978). While Bergdahl (1978) used
E0 = 6.1 GPa, Cox (1984) suggested the use of E0 = 4 GPa since strain
rates are low (Traetteberg et al., 1975). Bergdahl's choice of the Arrhenius
equation to describe the temperature-dependence of the creep rate was
questioned by Cox (1984), arguing that this relationship does not hold
at high temperatures. Instead, basedonvery limiteddata, Cox (1984) sug-
gested replacing KDwith an expression
KD ¼ β T1
T
 m
; ð3Þ
where T1 = −1 °C is a constant for dimensional scaling, and β =
2.46 × 10−29 s−1 andm= 1.92 are ﬁtted constants.
Fransson (1988) allowed all parameters to be ﬁtted to data and, to
avoid the singularity at 0 °C, suggested
KD ∝
T1
T1 þ T
 m
: ð4Þ
Following Bergdahl and Wernersson (1978), Cox (1984) chose
n = 3.7.
Table 2
Division of themeasurement period into phases based on stresses at cells 1, 2, 3-top, 4, 5-top,
and 6: general stress state (compression/tension), distribution (evenly/uneven with pro-
nounced peak), location of peak stress with respect to center of the dam (north or south),
and general near-surface ice temperature.
Phase Date State Distribution Peak
stress
Ice
temp.
– Until 1 March (noon) No stress High
1a 1 to 5 March (am) Tension Uneven N
1b 5 to 7 March (am) Compression
2a 7 to 9 March (am) Compression Even S
2b 9 to 19 March (pm) Compression Even S
3 19 to 23 March
(midnight)
Tension Uneven N
4a 23 to 31 March (pm) Compression Even S
4b 31 March to 5 April (am) Compression Even S High
5a 5 April to 8 April (noon) Tension Uneven N
5b 8 April to 12 April (am) Stresses around 0
5c 12 April to 14 April (pm) Tension Uneven N
6 14 April to 17 April (am) Compression Even S High
– From 17 April No stress High
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dσ
dt
¼ AdT
dt
−B
T1
T
 m σ
σ0
 n
; ð5Þ
where A, B, and n are temperature-independent constants. Constantsm
and T1 are as given by Cox (1984). However, three alternative formula-
tions will be discussed, i.e.,
dσ
dt
¼ AdT
dt
−B
T1
T1−T
 m σ
σ0
 n
; ð6Þ
based on (4),
dσ
dt
¼ 1−CTð Þ AdT
dt
−B
T1
T
 m σ
σ0
 n 
; ð7Þ
accounting for the temperature dependence of the elastic modulus (2),
and
dσ
dt
¼ AdT
dt
−B
σ
σ0
 n
; ð8Þ
assuming temperature-independence of all physical properties.
While formulations (5) to (8) are deﬁned for positive stresses, only,
the formulation has been extended to negative stresses presumably the
same way Cox (1984) did. This approach assumes that tensile stresses
do not lead to crack formation or other irreversible deformation. Using
(5) as an example, the model was implemented as
dσ
dt
¼ AdT
dt
−sign σð ÞB T1
T
 m σj j
σ0
 n
; ð9Þ
where the sign(x) function evaluates to +1 for x N 0,−1 for x b 0 and 0
for x= 0.
The model equations were solved using explicit time integration
since ice temperature and stress data were recorded at intervals as
short as 5 min. Parameters A, B, and nwere ﬁtted byminimizing the re-
sidual with a simplex algorithm (Nelder and Mead, 1965). In cases
where the optimal common parameters for a group of stress cells
have been determined (e.g., a common A and n for a group of cells
while each cell differs in B), the sum of the residuals of the individual
cells was minimized.
We chose as reference case Eq. (9) with A= 200 kPa/°C and n= 3.7
(following Cox (1984)) and B ﬁtted to measurements. Unless speciﬁed
otherwise, parameters were ﬁtted to measurements of the combined pe-
riod of 9 to 19March and 26March to 4 April as thesewere periods dom-
inated by compression and spanned a wide range of ice temperatures.
3. Results
3.1. Ice conditions
As common for reservoirs, the ice cover grew as congelation ice,
snow-ice and superimposed ice from ﬂooding (e.g., Carter et al., 1998;
Leppäranta, 2015; Morse et al., 2011; Stander, 2006). At the time of de-
ployment, ice thickness near the dam and at the center of reservoir was
0.75 m and 1.2m, respectively, with 0.2 to 0.32m snow depth at all sta-
tions except Station 5.Winds sweeping from the east had reduced snow
depth to 0.05 m at Station 5.
Temperature data showed that thewaterwas stratiﬁed until a warm
spell occurred at the end of February (Petrich et al., 2014). Throughout
March and April water was mixed presumably due to a steady ﬂow of
water moving through the reservoir. This ﬂow across the spillway
prevented water level ﬂuctuations and the build-up of pressure in the
reservoir (Petrich et al., 2014).Ice conditions in Season 2012/13 were nearly ideal for themeasure-
ment of thermally-induced stresses. For convenience of the discussion,
themeasurement period discussed herewas divided into several phases
(Table 2). When stress cells froze into the ice cover in mid-February
high initial stresses were recorded (reaching up to 1 MPa) due to vol-
ume expansion during freezing of surrounding water (e.g. Carter et al.,
1998; Cox, 1984). Stress readings returned to their original zero-
reading during a warm spell from 24 February until 1 March in all
near-surface cells (i.e., 1, 2, 3-top, 4, 5-top, 6, W-top, N, and S). During
the subsequent temperature decrease (phase 1a), none of those cells
showed freeze-in artifacts of magnitude or duration observed in mid-
February. This resulted in approximately six weeks of quality data of
thermal stresses until the ice ﬁnally decayed starting 14 April (phase
6). The warm spell in February resulted in approximately 0.05m ice ab-
lation at the surface, i.e. the centers of the cells discussed here were at a
depth of 0.15 m in the ice.
Episodes of snowfall ensured that the ice was continuously snow-
covered from 4 Mar until 16/17 April with snow depth 0.1 m or more
at the measurement stations (Fig. 4). The exception was phase 3
which started with wind reducing the snow cover to as little as 0.05 m
at Station 5 on 19 March. Hence, radiative heating of the ice and cells
was not of major concern. There was a small (3 m2), localized ﬂooding
event conﬁned a patch of ice between Stations 5 and 6 on 8 March
(followed by snowfall on 9 March, phase 2a), and a more extended
event near the NW and SW corners of the reservoir (approx. 100 m2
each) on 20 March (followed by snowfall on 22 March, phase 3).
These locationswere observed to experience ﬂooding during cold spells
throughout the winter (i.e., also before February) and coincided with
the locations of a known crack (cf. Stander, 2006). Neither ﬂooding
reached a measurement station.
3.2. Temperature registered by stress cells
Fig. 5 shows temperatures registered by the stress cells. Tempera-
tures registered by stress cells 2, 3-top, 5-top, and 6 were very similar
to each other (spread b0.2 °C) while temperatures at cells W-top, N,
and S were systematically lower (up to 0.5 °C). Temperatures at cells 1
and 4 were higher and showed less variability than any of the other
cells, resulting from deeper snow cover locally. Based on these observa-
tions, a temperature representative of the near-surface conditions of the
ice sheetwas calculated as arithmeticmean of cells 2, 3-top, 6,W-top, N,
and S. Temperatures of cell 5-top were not used because the tempera-
ture signal was noisy, presumably due to a bad electrical contact. The
representative temperature was used for ice stress modeling.
After an initial drop of the representative ice temperature to−9 °C in
phase 1a in response to a decrease in air temperature, ice temperatures
Fig. 4. Overview of snow-covered site on 23 March 2013. View is toward north.
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the exception of a cold spell in phase 3 (−8 °C). The low ice tempera-
tures in phase 3 were due to winds reducing the depth of the snow
cover and increasing turbulent heat transfer. Diurnal temperature vari-
ations became evident in March in phase 4a, and persistent ice temper-
atures above−1 °Cwere observed in phase 4b. Ice temperatures stayed
between−2 and−1 °C throughout phase 5. Phase 6marks the onset of
ice decay with ice temperature increasing to the melting point.
3.3. Normal stresses close to the dam
Stresses measured along the dam spanned the range from−100 kPa
(tension) to +200 kPa (compression). The ability of sensors to register
tension was limited by a combination of cracks opening in the ice over,
ﬁnite adhesion of the sensor to the ice, and theoretically expected boiling
of the oil inside the cells at pressures below−100 kPa. Tension has been
observed during phases 1a, 3, and 5a (Fig. 6), each of which coincided
with decreasing ice temperatures (Fig. 5).
Fig. 7 shows examples of horizontal proﬁles of normal stresses record-
ed by the surface-most cells in front of the dam. Prior to the end ofMarch,
highest stresses were observed at the center of the dam. Around the turnFig. 5. (a) Air temperature and (b) temperatures registered at the top-most cell of eacfrom March to April, stresses were highest south of the center, while ice
at the center tended to be in tension in early April. There were periods
with relatively evenly distributed stresses (e.g. 1 April) and periods
with distinct localized stress maxima (e.g. 25 March).
Time series of individual sensors are shown in Fig. 6. Initial cooling
took place during phase 1a, followed by another brief cold spell in
phase 1b. Compressive stress oscillatedwith a period of 4 stressmaxima
over the course of 14 days in phase 2. A cold spell in the ice had been ex-
perienced during phase 3. The ice warmed up continuously during
phase 4 with a small superimposed diurnal temperature and stress sig-
nal. Stressmagnitudeswere small during phase 5, showing both tension
and compression. Ice temperatures increased to the melting point in
phase 6. The highest stresseswere recorded at the end of the cold spells,
i.e. in phase 1b and at the end of phase 3.
Using A and n as in Cox (1984), parameter B of the model of Eq. (9)
was ﬁtted to the data. Themodelwas drivenwith the representative ice
temperature for the depth of the cell rather than the locally observed
stress cell temperature. The difference is illustrated in Fig. 9 which
shows that the stresses measured during phase 4a were much better
correlated with the representative ice temperature than with the local
stress cell temperature. This difference most likely resulted from ah station. The dotted line at−1 °C is for visual reference to particularly warm ice.
Fig. 6. Stresses registered in the near-surface cells along the dam (black lines). All simulations use average temperature registered at stations with thin snow cover (blue lines).
40 C. Petrich et al. / Cold Regions Science and Technology 120 (2015) 35–44thermally insulating snowdrift in front of themaintenance hut, extend-
ing to Station 4.
Fig. 6 compares model predictions with measured stresses. In spite
of its simplicity, and although only phases 2b, 4a since 26 March, and
4bwere used forﬁtting, themodel results agree verywell with observa-
tions throughout the season.
The ﬁtted factor B shows systematic behavior, decreasing from the
ﬂanks of the reservoir (Stations 1 and 6, B = 24000 kPa/day) toward
the center (Station 4, B = 340 kPa/day) (Fig. 8). B appears to change
by a factor of approximately 10 over the course of 10 m. We are not
aware of other reports of a systematic, spatial variation of coefﬁcients
in a reservoir. Our ﬁtted values B are large compared to those of Cox
(1984), who used B = 27 kPa/day in a setting that was laterallyessentially unconstraint. Hence, in addition to creep (which is spatially
independent), B also includes (spatially dependent) effects due to spa-
tially varying boundary conditions, crack pattern, and possibly ice thick-
ness and texture.
3.4. Principal stresses
The principal stress direction varied systematically (by approxi-
mately 90°) at the beginning and end of each cold spell lasting for
about ﬁve days. Fig. 10 shows the principal stresses and the stress
data of cells N, S, andW-top theywere derived from. Periods of temper-
ature increase (phases 2, 4, 5b, and 6) were associated with a counter-
clockwise rotation of the principal stresses. Cold spells (phases 1a, 3,
Fig. 7. Examples of pressure distribution at the top-most cells of stations 1 to 6. Data of
midnight UTC, except 12:00 on 5 Mar 2013. The vertical lines mark the limits of the
main section of the dam (i.e., S–N section). The x-axis shows linear distance from the cen-
ter of the dam with negative values south (i.e., Stations 1 to 3).
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the ﬁrst principal stress in NW–SE direction. It is interesting to note that
the ﬁrst principle stress is generally aligned parallel to the dam. This ap-
pears to be consistent with other observations (e.g., Cox, 1984; Morse
et al., 2011).Morse et al. (2011) attributed this to the presence of cracks
parallel to the dam that harbor the potential to relieve stress. However,
in the present case it could be related to the boundary conditions of the
reservoir.4. Discussion
While themodel does an excellent job reproducing the stress history
of the reservoir, in particular during times of compression, it still relies
on a single, location-dependent parameter that, so far, needs to be ﬁtted
to data. However, of most concern to design are maximum loads. In
some cases the model predicted peak magnitudes that were not ob-
served in cells. If one assumes that this is due to natural inhomogeneity
of the ice then otherwise accurate models may need to include calibra-
tion factors to down-correct average loads on dams. Another possibility
that should be considered is that measurements are at error, for exam-
ple due to local changes in ice properties during the freeze-in period of
the cell.Fig. 8. Distribution of ﬁtted parameter B (Fig. 6) along the stations (labels). The vertical
lines mark the limits of the main section of the dam (i.e., S–N section). The x-axis shows
linear distance from the center of the damwith negative values south (i.e., Stations 1 to 3).4.1. Normal stresses
The model of Bergdahl (1978) has been shown to be successful for
stresses normal to a dam or shore. Ice stresses were investigated in
one of the smallest reservoirs ever reported, and a systematic depen-
dence of one parameter on location was found. It is obvious that the
model in its current form cannot describe the biaxial stressﬁeldwithout
additional considerations (e.g., Fransson, 1988). At the same time, this
failure is reassuring us that the stresses measured were indeed brought
about by the entire ice sheet rather than generated locally at the stress
cells. However, it also serves as a reminder that Eq. (5) is ﬁrst and fore-
most an empirical model, and that its applicability appears to be limited
to stresses normal to and close to a rigid boundary.
A striking observation of the ﬁtted parameters of Eq. (5) is that pa-
rameter Bdepends systematically on the position of the cell. Itwas lowest
at the center of the dam where the sensitivity of load to temperature
changes was highest and decreased toward either end of the dam
(Fig. 8). Based on the introduction of Eq. (5) one would have expected
B to be an intrinsicmaterial property of ice only. However, B depends ob-
viously on measurement location with respect to the boundary conﬁgu-
ration. In addition, B may depend on the crack pattern and possibly
systematic variations in ice thickness and texture. Both would result
from the reservoir shape (cracks as a result of stresses, and thickness var-
iations as a result of ﬂooding through cracks), making it impossible to de-
termine the physical origin from the current data set. A general procedure
to determine the apparent parameters A, B, and n (e.g., from rigorous nu-
merical modeling) would greatly facilitate stress calculations.
4.2. Model parameters
We noticed that it is possible to obtain reasonable ﬁts using the same
parameters A and n for all cells, only determining B individually for each
cell. In contrast, it is not possible to do the same with common B and n,
varying A. A lot of time can be spent on ﬁnding optimal parameters as
the best ﬁt depends somewhat on the time interval used for ﬁtting. In
the current case, the mathematically most optimal values for A and
n common to all cells were determined to be A = 179 kPa/°C and n =
4.5. Forcing n = 3.7 and n = 3, the optimal value would be A =
156 kPa/°C and A = 131 kPa/°C, respectively. While the combination
179/4.5 presents a slight improvement of the ﬁt, the combination 131/3
still results in a reasonable ﬁt with the possible exception of phases 1a
and 1b where stresses are underpredicted signiﬁcantly for cells 3-top
and 4 (not shown). One may argue that the amount of insight is limited
that can be gained from curve ﬁtting alone, and we do not recommend
an optimal set of parameters. Values in the range of n = 1 to n = 4
have been reported (e.g., Drouin and Michel, 1974; Duval et al., 2010;
Song et al., 2006). However, one can gain insight from an analysis of tem-
perature dependence of the assumed physical properties.
The performance of model Eqs. (5) to (8) will be compared next to
identify the best compromise between number of parameters and qual-
ity of ﬁt to observations. Using model Eqs. (6) to (8), the following ob-
servations were made (not shown): ﬁtted results based on (6) are
very similar to those of (5). The peaks in phases 1b and 2a of cells 3-
top, 4, and 5-top are better predicted by (6) while the discrepancy in
phase 4b of cells 3-top and 4 is larger. The latter is of particular concern
as it appears to indicate that the increase of the creep rate with temper-
ature is underestimated by (6) (note that this assessment assumes that
n= 3.7 is a valid assumption for both equations). Using (7) instead of
(5) further exaggerates the modeled peaks in phases 1b, 2a and at the
transition from phase 3 to 4a of cells 3-top, and 4 (not shown). Hence,
we have no evidence that accounting for a temperature dependence
of the elastic modulus leads to practical improvements of the model. It
appears that more data both at low ice temperatures (i.e., b−10 °C)
and close to the melting point of ice (i.e., N−1 °C) would be required
to assess this further. Using temperature-independent ice properties
in (8), some features are ﬁtted slightly better while other features are
Fig. 9.Comparison of data from cell 4 data (black line)modeledwith (a) temperaturemeasured at cell 4, and (b) representative ice temperature characteristic for the ice sheet at large, and
(c) with representative ice temperature and temperature-independent creep.
42 C. Petrich et al. / Cold Regions Science and Technology 120 (2015) 35–44ﬁtted slightly worse than with (5) (Fig. 9c). The ﬁt to cell 2 improves in
every phase (not shown). However, the most striking discrepancy ap-
pears in phase 4b with stresses systematically overpredicted for cells
3-top, 4, and 5-top (Fig. 9c). Phase 4b was marked by ice temperatures
above−1 °C, suggesting that creep rate increasewith temperature is anFig. 10. Principal stresses derived from cells N, S, andW-top. (a) Data of cells N (red), S (blue), an
and second (purple line) principal stresses.important feature for the range of ice temperatures observed in this
study. While this conclusion is not new, there seem to be few examples
of this effect in the literature. We conclude that Eq. (5) captures the
most signiﬁcant processes required to reproduce thermal loads of our
measurement: elasticity and thermal expansion of the ice cover, creepdW-top (black), (b) direction of theﬁrst principal stress, (c)magnitude of ﬁrst (black line)
43C. Petrich et al. / Cold Regions Science and Technology 120 (2015) 35–44relaxation, and temperature-dependence of the creep rate. However, in
the light of spatial variability of B, other effects may need to be included.Fig. 12. Direction of the ﬁrst principal stress (thick lines in Fig. 11) versus temperature of
upper left hand side quadrant of the domain. The temperature of the remaining domain is
0 °C. Data shown are of point x=−5.6m, y=−1.9m in Fig. 11,markers a to c correspond
to subplots of Fig. 11.4.3. Principal stresses
A simple numerical model of the stress ﬁeld was used to verify the
hypothesis that the rotation of the principal stresses is real and could
have been caused by uneven ice temperature change without the
need to invoke cracks. Although ice experiences creep, a simple
thermoelastic model was used to study potential stress distribution
qualitatively. Using the TNO DIANA™ software package, numerical
simulations were performed of a square, thermoelastic plate of size
30 m × 30 m (α= 5 × 10−5 K−1, E= 5 GPa) with boundaries ﬁxed at
three sides, representing a simpliﬁcation of Taraldsvikfossen Reservoir
(Fig. 11). By design, the material was stress-free at−3 °C. The initial
temperature of thematerial was 0 °C, i.e. thematerial experienced com-
pressive stress throughout the entire domain. The stress ﬁeldwas calcu-
lated while the temperature of the upper-left hand side quadrant was
reduced to −4 °C. The development of the stress ﬁeld is shown in
Fig. 11. Initially, the material was under compressive stress and the
ﬁrst principal stress at the marked location was aligned approximately
parallel to the direction of conﬁnement (Fig. 11a). As the material
warmed in the upper left hand side quadrant (Fig. 11b, temperature
in the quadrant was −2.3 °C), reducing the stresses, the direction of
the principal stress changed clockwise at the location marked below.
Eventually, the material in the upper left hand side quadrant experi-
enced tensile stress (Fig. 11c, temperature−4 °C), imposing essentially
no compressive forces on the remaining material in the domain. The
whole process resulted in a rotation of the principal stresses by approx-
imately 90° in the quadrant below (e.g. point circled in Fig. 11a to c).
The direction of the ﬁrst principal stress circled in Fig. 11 is shown in
Fig. 12 as a function of temperature in the upper left and side quadrant,
illustrating that the transition was continuous but non-linear.
The simple numerical model cannot describe the stress ﬁeld in the
ice cover of Taraldsvikfossen Reservoir accurately. For example, the
shape of the domain and boundary conditions are not accurate, both
temperature distribution and temperature evolution are oversimpliﬁed,
material properties are not temperature-dependent, creep of the mate-
rial is ignored and cracks are not taken into account. However, it illus-
trates that a signiﬁcant rotation of the principal stresses may well be
due to differential temperature development in the ice andwould be re-
lated to measurement position with respect to the boundary. Hence, bi-
axial measurements in conjunction with a numerical model could help
specify the boundary conditions of a small reservoir.Fig. 11.Direction of the principal stresses in a thermoelasticmaterials conﬁned at the upper, lef
Length of stress lines is proportional to stress magnitude. The angle of the principle stress at th
resulting in compressive stresses; (b) reduced temperature in upper left hand side quadrant (sep
directions; (c) further reduced temperature in upper left hand side quadrant, resulting in te
directions.5. Conclusions
In this study, spatially distributed ice stresses were measured in a
small reservoir over the course of several weeks and the simple model
of Bergdahl (1978) was used to describe thermal stresses in the ice
cover. The agreement betweenmodel and observations was surprising-
ly good. Themeasurements showed that an uneven snow cover led to a
spatially and temporally varying stress ﬁeld. Comparing measurements
and model, evidence of opening and closing cracks was found. The
cracks did not seem to adversely affect the ability tomodel stresses nor-
mal to the boundary except that the magnitude of stresses in tension
was overpredicted.
It was found that the temperature dependence of the creep rate is an
important aspect to consider if ice temperatures range from−9 °C to
temperatures close to the melting point. The approach of Cox (1984)
worked well in this study even though it was based on a small set of
data. There is potential for further improvement based on better knowl-
edge of temperature-dependent ice properties.
One parameter used in the Bergdahl (1978) ice load model was
found to vary systematically with location (i.e., parameter B) with the
lowest value observed at the center of the dam. This implies that actualt, and lower boundary (ﬁrst principal stress: thick lines, second principal stress: thin lines).
e point circled is shown in Fig. 12. (a) Homogeneous temperature throughout the domain,
arated by dotted line), resulting in lower stressmagnitudes and rotation of principal stress
nsion (short red lines in upper left hand corner) and further rotation of principal stress
44 C. Petrich et al. / Cold Regions Science and Technology 120 (2015) 35–44ice rheology can be difﬁcult to determine from measurements in small
reservoirs. Since the stressﬁeld should be homogeneous in a completely
conﬁned ice sheet, the spatial dependence of stresses registered in the
ice and the systematic rotation of the principal stresses both point to-
ward the absence of conﬁnement at some section of the boundary.
However, the systematic dependence of model parameters on location
suggests that it should be possible to model spatial and temporal vari-
ability of stresses in small reservoirs numerically. In particular, earlier
work found encouraging agreement between numerical models and
ﬁeld and laboratory measurements (Azarnejad and Hrudey, 1998). Nu-
merical models using intrinsic material properties and appropriate
boundary conditions may be used to estimate effective parameters of
models such as Eq. (5). In this context one may also wish to consider
the structure's ability to deform (CFBR, 2013). In order to gain experi-
ence in deﬁning numerical boundary conditions, biaxial measurements
should be performed in reservoirs. A better understanding of the stress
distribution will help in experiment design. With computational re-
sources available today, a better understanding of thermal ice loads is
within reach. However, more data on small reservoirs without
waterlevel ﬂuctuations may be needed.
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