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ABSTRACT. – We consider Euler equations for an homogeneous incompressible non viscous fluid inside
a smooth bounded domain of the plane. For an initial data of smooth vortex patch type, we obtain existence
and uniqueness of a solution of the same type, locally in time if the initial patch is tangent to the boundary
of the domain, and globally in time if the patch is far away from the boundary. We use pseudo-differential
calculus to take care of the boundary condition. For the tangent limit case, we show that the velocity gradient
of a vortex patch is Hölder continuous up to the boundary of the patch, using singular integrals. Our method
provide also a result for several mutually tangent vortex patches in the plane. Ó Elsevier, Paris
RÉSUMÉ. – Nous étudions les solutions des équations d’Euler pour un fluide incompressible non visqueux
homogène remplissant un ouvert bornè régulier du plan. Nous montrons que pour une donnée initiale de
type poche de tourbillon régulière, il existe une solution unique de même type, localement si la poche
initiale est tangente au bord de l’ouvert et globalement si elle en est décollée. Nous utilisons le calcul
pseudodifférentiel pour prendre en compte la condition au bord et des calculs d’intégrale singulière pour
montrer que le gradient des vitesses engendré par une poche de tourbillon est régulier jusqu’au bord de
la poche. Nous appliquons aussi cette méthode au cas de plusieurs poches tangentes dans le plan entier.
Ó Elsevier, Paris
Introduction
L’objectif de ce travail est d’étendre le résultat de Chemin sur les poches de tourbillon solutions
des équations d’Euler dans R2 aux solutions de ces équations dans un domaine à bord régulier
D ⊂R2. Cette extension, naturelle dans la mesure où les fluides se meuvent dans des récipients,
introduit de nouvelles difficultés, d’ordre géométrique.
Rappelons qu’une solution du système d’Euler en dimension d sur un intervalle de temps
[0, T [ est la donnée d’un couple (u,p) où u est une fonction assez régulière sur [0, T [×Rd
vérifiant :
∂tu+ (u · ∇)u+∇p = 0, ∇ · u= 0,(E)
où si u = t (u1, . . . , ud) on a posé ∇ · u =∑j ∂juj et u · ∇ =∑j uj ∂j . Si l’on se donne une
donnée initiale u|t=0 = u0 à divergence nulle et régulière, l’existence de solutions régulières
à l’équation précédente, localement en temps en dimension d > 3 et globalement en temps en
dimension d = 2, est connue depuis longtemps.
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Le cas de la dimension d = 2 est particulier car la quantité ω(t, x)= (∂1u2 − ∂2u1)(t, x) – le
tourbillon de u – vérifie une équation de transport
(∂t + u · ∇)ω= 0(T)
ce qui implique que le tourbillon est transporté par le flot du champ de vecteurs u. Cette propriété,
qui est à la base de la preuve de l’existence globale de solutions régulières, est également
précieuse pour l’étude de solutions à régularité limitée. C’est ainsi que Yudovich [21] a montré
que si l’on considère un champ de vitesses initial u0 à divergence nulle dont le tourbillon
ω0 est dans L∞ ∩ L1(R2), l’équation (E) admet une unique solution définie globalement en
temps. De plus, le tourbillon de la solution u(t, .) à l’instant t vérifie ‖ω(t, .)‖L∞ = ‖ω0‖L∞ ,
‖ω(t, .)‖L1 = ‖ω0‖L1 . Cela permet de montrer en particulier que le champ de vecteurs u est
quasi-lipchitzien [9] en espace, ce qui autorise la définition d’un flot X(t, .) de ce champ. Une
conséquence de cela est le fait que ω(t, .) s’obtient à partir de ω0 par transport le long des lignes
du flot. Cela entraîne en particulier que si ω0 = 1Ω0 avec Ω0 ouvert de R2, ω(t, .)= 1Ω(t) pour
un ouvertΩ(t) obtenu à partir de Ω0 par transport.
Toutefois, le flot X(t, .) n’est pas suffisamment régulier pour assurer a priori que l’hypothèse
∂Ω0 lisse implique que ∂Ω(t) est lisse pour tout temps. Cela a amené Majda [15] à soulever
la question suivante : supposons que la donnée initiale u0 soit un champ à divergence nulle de
tourbillon ω0 = 1Ω0 avecΩ0 ouvert borné à bord lisse de R2. Peut-on prouver que l’ouvertΩ(t)
transporté par le flot est à bord lisse ? La réponse à cette question oblige bien sûr à obtenir sur le
flot un renseignement plus précis que celui fourni par le résultat de Yudovich. C’est ce qu’a fait
Chemin en montrant, d’abord localement en temps [6], puis globalement [7,8], que l’hypothèse
ω0 = 1Ω0 avec ∂Ω0 lisse entraîne que la vitesse u(t, .) est lipschitzienne en x , ce qui permet de
déduire le fait que ∂Ω(t) est lisse pour tout t . Une autre preuve a été donnée par Bertozzi et
Constantin [3]. Mentionnons aussi la démonstration de Serfati [17].
Nous nous proposons d’étudier dans cet article le problème analogue lorsqu’on considère
l’équation d’Euler dans un ouvertD du plan à bord lisse :
∂tu+ (u · ∇)u+∇p = 0, ∇ · u= 0,
(n · u)|∂D = 0,
où n désigne la normale au bord. Plus précisément, nous considérons une donnée initiale u|t=0 =
u0, à divergence nulle, tangente au bord, dont le tourbillon ω0 est la fonction caractéristique d’un
ouvert à bord lisseΩ0 contenu dansD. Le tourbillon de la solution u(t, .) du problème est encore
transporté par le flot de u. Comme ce champ est tangent à ∂D, le tourbillon à l’instant t est encore
de la forme 1Ω(t) pour un certain ouvert Ω(t) de D et nous souhaitons étudier la régularité de
∂Ω(t). Le cas où Ω0 ⊂D n’est guère différent du problème posé dans l’espace libre D = R2.
En effet, pour tout t > 0, Ω(t) est aussi contenu dans D, et les méthodes employées dans le cas
du plan par les auteurs précédemment cités permettent de montrer facilement que ∂Ω(t) reste
régulier pour tout temps lorsque ∂Ω0 l’est.
Nous nous concentrons donc sur le cas où ∂Ω0∩∂D 6= ∅. Cela signifie, puisqueΩ0 est contenu
dans D par hypothèse, que ∂Ω0 rencontre le bord du domaine d’écoulement tangentiellement.
Le résultat (Th. 2.1) que nous prouvons est que, si ∂Ω0 est de classe C1+s (0 < s < 1), alors
il existe T∗ > 0 tel que pour tout t ∈ [0, T∗[, ∂Ω(t) est de classe C1+s . Nous ne savons donc
propager la régularité que sur un petit intervalle de temps, alors que, lorsqueΩ0 ⊂D, le résultat
découlant des travaux sur R2 assure cette propagation pour tout temps. Nous ne savons pas si
cette limitation est due à la méthode que nous employons ou s’il peut y avoir apparition de
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FIG. 1. Les trois cas.
singularités sur ∂Ω(t) en temps fini. Remarquons toutefois que le problème que nous étudions
peut apparaître comme un cas limite entre celui où Ω0 ⊂ D — pour lequel la propagation
est globale — et celui où on prendrait Ω0 = D ∩ Ω(0) avec Ω(0) ouvert à bord lisse du plan
rencontrant transversalement ∂D (voir fig. 1) — pour lequel on sait rien dire en général.
Pour illustrer dans le cas transverse l’influence du bord ∂D, prenons pour D le demi-espace
R2+, et notons S la symétrie par rapport à ∂D. On peut construire la solution de l’équation
sur D (avec condition au bord sur ∂D) en étendant tout d’abord la donnée initiale de sorte
que Su0 = u0 ◦ S, puis en résolvant l’équation sur R2 tout entier (sans condition au bord).
L’antisymétrie est préservée au cours du temps, donc la vitesse reste tangente à ∂D. Cela
implique pour le tourbillon ω0 ◦ S =−ω0.
L’exemple de Bahouri et Chemin [1,8, p. 50] montre alors que dans certains cas de poche de
tourbillon tranverse au bord du domaine d’écoulement, le champ des vitesses n’est même pas
lipschitzien.
Toujours dans le cas du demi-espaceR2+, la situation d’une poche tangente au bord équivaut à
celle de deux poches symétriques par rapport à ∂D, avec des valeurs de signe opposé, tangentes
mutuellement. Cette observation nous a incité à étudier dans l’espace entier le problème de
plusieurs poches mutuellement tangentes. Une autre motivation vient du fait que cette géométrie
fait apparaître des points singuliers, de type cusp.
Chemin [8] montre qu’une poche de tourbillon dans R2 dont le bord est C1+s∗ sauf en un point
x0 reste une poche de tourbillon à bord C1+s∗ sauf en x(t), image de x0 par le flot au temps t . Les
troncatures qu’il introduit pour gommer la singularité ne laissent rien paraître de l’évolution de la
nature de cette singularité ; ∇u(t) est localement borné hors de x(t), mais l’estimation dégénère
au voisinage de ce point. Danchin [10] montre que des structures effilées, contenant comme
cas particuliers les poches de tourbillon avec un point singulier de type cusp, se propagent et
persistent globalement en temps. Pour tout t > 0, ∇u(t) est borné sur R2. Mais sa définition de
structure effilée en x0 ∈ ∂Ω est fondée sur le comportement quand r tend vers 0 de l’aire de
Br(x0)∩Ω , et ne permet pas, par exemple, de déterminer un vecteur tangent en x0.
Nous montrons la persistance des poches de tourbillons lisses tangentes (Th. 5.1), ce qui est
plus précis géométriquement, mais seulement de manière locale en temps. Nous montrons aussi
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(Th. 5.4) que, tant que ∇u(t) reste borné sur R2, la structure de poches lisses tangentes persiste.
Danchin fait remarquer la difficulté que soulève la méthode habituelle, de régularisation puis
passage à la limite, pour ce type de structure géométrique très localisée en espace. Comme nous
l’avons fait pour une poche dans un domaine borné, nous utilisons une procédure qui régularise
l’amplitude (le profil) du tourbillon, mais pas la géométrie.
1. Solutions régulières dans un ouvert à bord
1.1. La condition au bord
On considère le mouvement d’un fluide incompressible, homogène et non visqueux, dans un
ouvert connexe D du plan, souvent appelé dans la suite domaine de l’écoulement. On suppose
que D est borné, simplement connexe, et de régularité C∞. On note ∂D son bord. u(t, x) est
un champ de vecteurs de R2 dépendant du temps t ∈R et du lieu x ∈D. Aux équations d’Euler
habituelles
∂tu+ (u · ∇)u+∇p= 0,(1.1)
∇ · u= 0,(1.2)
il faut maintenant rajouter une condition au bord, de glissement sans frottement. On note γ0
l’opérateur de trace au bord, qui associe à une fonction f suffisamment régulière sur D sa
restriction à ∂D. Soit n un champ de vecteurs C∞ défini au voisinage du bord tel que γ0n est
le champ normal (unitaire sortant). On note γν l’opérateur de trace normale au bord pour les
champs de vecteurs suffisamment réguliers sur D défini par γνu= γ0(n · u)= γ0(n) · γ0(u). La
condition au bord est alors
γνu= 0.(1.3)
Comme pour le cas sans bord, la pression p n’est pas une inconnue du problème, mais un
multiplicateur de Lagrange associé aux contraintes d’incompressibilité et de glissement au bord.
Si on connaît la vitesse u, on récupère p en résolvant un problème de Laplace–Neumann, déduit
de l’équation (1.1) en y appliquant les opérateurs de divergence et de trace normale au bord.
Si on note γ1 l’opérateur de trace défini par γ1f = γ0(n · ∇f )= γν∇f = γ0∂nf pour f assez
régulière sur D, on a :




Les données de ce problème de Neumann non homogène vérifient évidemment la condition de
compatibilité ∫
D





La pression est ainsi déterminée à une constante près, et son gradient qui seul intervient dans
l’équation est univoquement déterminé.
Pour éliminer la pression on peut remplacer p par son expression en fonction de u à l’aide
de l’opérateur solution du problème de Neumann. Cela conduit en fait à projeter l’équation (1.1)
sur les champs à divergence nulle et tangents au bord parallèlement aux champs de gradient,
c’est-à-dire appliquer le projecteur de Leray P . On peut aussi appliquer directement à l’équation
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l’opérateur rotationnel. On note ω= ∇∧u le tourbillon de u. Il est bien connu qu’en dimension
2, cela donne pour des fonctions régulières
∂tω+ (u · ∇)ω= 0.(1.6)
Cette équation de transport se résout facilement par la méthode des caractéristiques en utilisant





, X(0, x)= x.
Si, par exemple, u est bornée en temps à valeur Lipschitz en espace, alors il en est de même pour
le flot, et alors ω(t) = ω0 ◦ X(t)−1 est une solution de (1.6), éventuellement réécrite sous une
formulation faible si ω0 n’est pas lipschitzienne : ∂tω+∇ · (uω)= 0.
Il faut alors savoir si la connaissance de ω est équivalente à celle de u, autrement dit étudier le
système :
∇∧u= ω,(1.7)
∇ · u= 0, γνu= 0.
C’est à ceci que nous nous consacrons maintenant.
1.2. Loi de Biot et Savart dans un ouvert à bord
C’est là que l’hypothèse de simple connexité de D simplifie le travail : l’équation (1.2)
implique qu’il existe un potentiel ψ , déterminé à une constante près, tel que u = ∇⊥ψ . Alors
(1.7) (resp. (1.3)) implique que 1ψ = ω (resp. γ0∇ψ∧γ0n = 0, c’est-à-dire que γ0ψ est
constante). On choisit la constante de sorte que ψ soit solution du problème semi-homogène
de Laplace–Dirichlet :
1ψ = ω, γ0ψ = 0.
Considérons le problème non homogène de Laplace–Dirichlet :
1f = g, γ0f = h.(1.8)
Nous savons que pour (g,h) ∈ H−1(D)⊕ H1/2(∂D) il existe une solution unique f ∈ H1(D).
Appelons C l’opérateur solution ainsi défini.
Grâce à la régularité elliptique du problème de Laplace–Dirichlet, C possède des propriétés de
continuité dans les espaces de Sobolev usuels Hs construits à partir de L2 :
C : Hs−1(Ω)⊕Hs+(1/2)(∂Ω)→Hs+1(Ω)
pour s >−1/2. La question est de savoir si ces propriétés s’étendent aux espaces de Hölder Cs∗.
Avant d’en donner la réponse nous rappelons la définition de ces espaces, généralisée au moyen
du calcul de Littlewood–Paley.
Notation 1.1. – On note R+ ·= ]0,∞[ et R+ ·= [0,∞[. On note Br(x) la boule ouverte de
centre x et de rayon r . Par défaut x vaut 0 et r vaut 1.
1.2.1. Espaces de Hölder
Décomposition spectrale dyadique. Soit c ∈ ]1,√2[ et θ une fonction C∞c ([0, c[; [0,1]),
égale à 1 sur [0, c−1[. On définit χ et ϕ dans C∞c (Rn) par χ(ξ) ·= θ(|ξ |) et ϕ(ξ) ·= χ( 12ξ)−χ(ξ).
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On note que le support de ϕj , pour j > 0 (resp. j = −1), est inclus dans la couronne
Bc2j+1 \ Bc−12j (resp. Bc). On en déduit que ϕj et ϕk ont des supports disjoints dès que
|j − k|> 1. On définit les opérateurs dyadiques4j et Sj par :
4̂ju(ξ)= ϕj (ξ )̂u(ξ), Ŝju(ξ)= χj (ξ )̂u(ξ),
où û désigne la transformée de Fourier de u.
Paraproduit. À l’aide de la décomposition spectrale dyadique on peut exprimer le produit
de deux distributions, s’il existe, comme une somme de trois termes. Cette décomposition permet
d’évaluer plus finement la continuité du produit dans des espaces de distributions construits à
partir de cette décomposition spectrale dyadique [4] :











Espaces sur Rn. On peut maintenant définir les espaces de Hölder Cs∗ pour s ∈ R comme









où S′ désigne l’espace des distributions tempérées ; Cs∗ muni de ‖.‖s est un espace de Banach.
Posons










|x − y|s pour s ∈ ]0,1].
Les dérivées sont prises au sens des distributions, les sup sont des sup essentiels. Pour s ∈R+\N,
la norme ‖.‖s est équivalente à la norme usuelle
‖u‖s 'max
([[u]][s], 〈〈∇[s]u〉〉s˜),(1.11)
où on a décomposé s = [s] + s˜ avec [s] ∈ N et s˜ ∈ ]0,1[ . En revanche pour k ∈ N, les trois
ensembles suivants
Ck∗ ⊂ Lipk =Wk∞ ⊂ Ck
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sont différents ; Ck est l’ensemble des fonctions k-fois continûment dérivables, équipé de la
norme [[u]]k , tandis que Lipk , l’ensemble des fonctions lipschitziennes ainsi que leurs dérivées
jusqu’à l’ordre k− 1, est équipé de
[[u]]k ·=max
([[u]]k−1, 〈〈∇k−1u〉〉1)(1.12)
et Wk∞, l’espace de Sobolev des distributions dont les dérivées jusqu’à l’ordre k sont essen-
tiellement bornées, de ∥∥u |Wk∞∥∥ ·= max|α|6k ∥∥∂αu(x)∥∥L∞ .
Nous avons écrit Lipk =Wk∞ au sens où ces espaces sont égaux et leurs normes équivalentes.
Ainsi l’ambiguïté de notation sur [[.]]k est justifiée. On écrira Lip à la place de Lip1 et on remarque
que Lip0 = L∞.
Espaces sur D, opérateurs de prolongement. Pour définir les espaces de fonctions
correspondants sur un ouvert D, on utilise l’opérateur de restriction des distributions à D, que










{‖v‖s | v ∈Cs∗(Rd) et rDv = u}
et de même pour Lipk(D). Mais on peut aussi, du moins pour s ∈R+\N (resp. k ∈N), définir des
espaces de Hölder (resp. de Lipschitz) sur D à partir de normes internes, c’est-à-dire des normes
usuelles (1.11) (resp. (1.12)) en restreignant les sup aux {x,y} ⊂D. En fait, pourD convenable,
il existe un opérateur de prolongement régulier, noté sD , qui rend ces normes équivalentes à
celles définies par restriction [20]. Pour D borné C∞, on peut même choisir sD continu de
C∞(D)= rD(C∞c (Rn)) équipé des semi-normes internes [[.]]k dans C∞c (Rn) [16].





où E ′ désigne l’espace des distributions à support compact. Pour s dans ]−1,0[, eD est continu
de Cs∗(D) dans Cs∗(Rn) [14, §2.7].
1.2.2. Résolution des problèmes aux limites
Nous pouvons maintenant énoncer la réponse à la question précédente :
THÉORÈME 1.2. – L’opérateur solution C du problème de Laplace–Dirichlet (1.8) est continu
de Cs−1∗ (D)⊕Cs+1∗ (∂D) dans Cs+1∗ (D) pour s >−1.
Démonstration. – En adaptant le raisonnement de [13, prop. 1.4.2], on montre que C est un
opérateur de Green de l’algèbre d’opérateurs pseudodifférentiels introduite dans [5]. Puis on
applique les résultats de continuité de [14].
COROLLAIRE 1.3 (Loi de Biot et Savart). – Il existe un opérateur B , continu de Cs−1∗ (D)
dans Cs∗(D) pour s >−1, tel que u ·=Bω est l’unique champ de vecteurs à divergence nulle et
tangent au bord dont le rotationnel est ω ; B est aussi continu de Hs−1(D) dans Hs(D) pour
s >−1/2. En particulier
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[[u]]0 6C[[ω]]0, ‖u‖L2 6C‖ω‖L2 ,(1.13)
‖u‖1+s 6C‖ω‖s .(1.14)
De plus, pour s ∈ ]0,1[









Démonstration. – On pose B ·= ∇⊥Cpi1, où pi1 est l’opérateur ω 7→ (ω,0), et on applique le
théorème précédent. Pour (1.15), on adapte sans difficulté une interpolation logarithmique (voir
[8, p. 33] dans Rd entier) :




, k ∈N, s > 0. 2(1.16)
1.3. Solutions régulières globales en temps
Nous énonçons deux théorèmes concernant les solutions régulières de l’équation d’Euler qui
nous permettront dans la suite de construire par régularisation des solutions moins régulières.
THÉORÈME 1.4 (Solutions régulières). – Soit s ∈ ]0,1[ et ω0 ∈Cs∗(D). Il existe une solution
unique u ∈ L∞loc(R+;C1+s∗ (D)) des équations d’Euler (1.1)–(1.3) qui vérifie la condition initiale
u(0)=Bω0.
Pour une preuve très classique de ce théorème, voir [11] où l’auteur a adapté la présentation
de [12].
THÉORÈME 1.5 (Stabilité). – Soit u(n) une suite de solutions régulières des équations d’Euler
pour une suite u(n)0 de données initiales comme dans le Théorème 1.4. On suppose que u(n) est
bornée dans L∞loc([0, T∗[;Lip(D)).
Si u(n)0 → u0 dans L2(D), alors u(n) converge dans L∞loc([0, T∗[;L2(D)) et par interpolation
dans L∞loc([0, T∗[;Cr∗(D)) pour tout r < 1, vers une solution u ∈ L∞loc([0, T∗[;Lip(D)) des
équations d’Euler pour la donnée de Cauchy u0.
Ce résultat est un corollaire de l’estimation d’énergie sur la différence entre deux solutions
régulières.
Remarque 1.6. – L’hypothèse u(n)0 → u0 dans L2(D) est assurée dès que ω(n)0 → ω0 dans
L2(D), d’après la loi de Biot et Savart (1.13).
2. Poche de tourbillon tangente au bord
2.1. Énoncés
THÉORÈME 2.1 (poches de tourbillon). – Soit Ω0 ⊂D un ouvert à bord ∂Ω0 ⊂D de classe
C1+s∗ pour s ∈ ]0,1[. Posons ω0 = 1Ω0 et désignons par u0 l’unique champ de vecteurs sur D à
divergence nulle et tangent à ∂D tel que ∇∧u0 = ω0. Alors il existe T∗ et une unique solution u
des équations d’Euler (1.1)–(1.3) dans L∞loc([0, T∗[;Lip) pour la donnée initiale u0. De plus, le
tourbillon ω(t) ·= ∇∧u(t) s’écrit 1Ω(t) avecΩ(t), l’image deΩ0 par le flot X(t) de u à l’instant
t , ouvert inclus dans D à bord inclus dansD de classe C1+s∗ .
Si ∂Ω0 ⊂D, alors T∗ =∞ et ∂Ω(t)⊂D pour tout t > 0 .
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Les étapes de la démonstration consistent en :
– régulariser la donnée initiale, avec précaution pour satisfaire le point suivant ;
– obtenir pour les solutions régulières une estimation a priori ne dépendant que de la donnée
initiale singulière ;
– passer à la limite.
On est donc conduit en fait à démontrer un résultat un peu plus général.
DÉFINITION 2.2. – On note F l’ensemble des fonctions de R dans R, mesurables, crois-
santes, nulles sur ] −∞,0[ et égales à 1 sur ]1,+∞[. On note F ′ l’ensemble des fonctions
f ′ = 1− f pour f ∈F .
Soit s ∈ ]0,1[. On dira que (Ω,ϕ) ∈Hs si les quatre conditions suivantes sont vérifiées :
1. Ω est un ouvert de Rn et ϕ :Ω→R+ est C1.
2. Convenant de noter les normes internes :
[[∇ϕ]]0 ·= sup
Ω
∣∣∇ϕ(x)∣∣, 〈〈∇ϕ〉〉s ·= sup
Ω2
|∇ϕ(x)−∇ϕ(y)|




3. Quand x tend dansΩ vers un point de ∂Ω , ϕ(x) tend vers 0.
4. Le nombre I défini par
I ·= inf{∣∣∇ϕ(x)∣∣ ∣∣ x ∈Ω, 0< ϕ(x) < 1}(2.1)
est strictement positif.
On dira que (Ω,ϕ) ∈Hs est admissible si Ω ⊂D.
Pour U ouvert de Rn, on note U ′ l’ouvert R2 \U .
Remarque 2.3. – L’hypothèse ‖∇ϕ‖s < ∞ implique que le champ de vecteurs ∇ϕ est
uniformément continu sur Ω , et donc qu’il existe un unique prolongement continu de ce champ
à Ω , qui évidemment vérifie les mêmes estimations.
L’hypothèse limx→∂Ω ϕ(x)= 0 implique qu’il existe un unique prolongement continu de ϕ à
Ω . Avec le point précédent, on sait même que le prolongement eΩϕ par 0 à Rn tout entier est
une fonction lipschitzienne.
On peut prendre l’assertion “il existe ϕ telle que (Ω,ϕ) ∈ Hs” comme définition de la
régularité C1+s∗ de l’ouvert Ω , puisque dans ce cas le prolongement par continuité de ∇ϕ à
∂Ω donne un champ de vecteurs qui ne s’annule pas, normal au bord et assez régulier (voir Prop.
3.2).
THÉORÈME 2.4 (structures géométriques). – Pour tout (Ω0, ϕ0) ∈ Hs admissible et $0 et




$0(f ◦ ϕ0)+$ ′0(f ′ ◦ ϕ0) sur Ω0,
$ ′0 sur Ω ′0 ∩D,
(2.2)
alors il existe une unique solution u ∈ L∞loc([0, T∗[;Lip(D)) à l’équation d’Euler pour la donnée
initiale u(0)= u0 ·=Bω0.
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FIG. 2. Poche tangente au bord.
De plus, en appelant X le flot de u, on note Ω(t) ·= X(t)(Ω0) et ϕ(t) ·= ϕ0 ◦ X(t)−1,
$(t)




$(t)(f ◦ ϕ(t))+$ ′(t)(f ′ ◦ ϕ(t)) sur Ω(t),
$ ′(t) sur Ω ′(t)∩D,(2.3)
alors ∇∧u(t)= ω(t) et (Ω(t),ϕ(t)) appartient à Hs et est admissible pour t < T∗.
Si de plus on suppose Ω0 ⊂D, alors T∗ =∞ et Ω(t)⊂D pour tout t > 0.
Le Théorème 2.1 sur les poches se déduit de ce dernier en prenant f = 1R+ ,$0 = 1 et$ ′0 = 0.
Ce cas est évidemment très simplifié. Le Théorème 2.1 s’étend par exemple à un tourbillon initial
ω0
·=$01Ω0 +$ ′01Ω ′0∩D .Quelles sont les raisons techniques qui nous conduisent au cadre inhabituel du Théorème 2.4 ?
On rappelle l’aspect critique du contact par tangence intérieure de Ω dans D. Or il ne suffit
pas d’établir une estimation statique a priori reliant la norme Lip de la vitesse à la définition
d’un tourbillon de type poche pour prouver le théorème, il faut encore propager cette estimation.
D’habitude, on utilise pour cela une régularisation. Mais en étalant la singularité, ce procédé perd
en précision géométrique, notamment sur la position de ∂Ω par rapport à ∂D. Pour conserver
les précieux renseignements géométriques, nous avons découplé 1Ω0 en 1R+ ◦ ϕ0 puis régularisé
seulement la partie singulière 1R+ .
2.2. Démonstration de la persistance des structures géométriques
Voici d’abord la preuve du Théorème 2.4 qui repose sur deux propositions énoncées
au passage, l’une statique et l’autre de propagation. Ensuite la preuve des estimations de
propagation. Enfin la réduction des estimations statiques au cas sans bord, qui fera l’objet de
la section 3.
2.2.1. Régularisation et passage à la limite
On procède par régularisation. Mais au lieu de régulariser à l’aide de la convolution par une
fonction C∞c , on prend soin de ne régulariser que la partie singulière du tourbillon, et non pas la
structure géométrique.
On utilise un résultat de densité pour les fonctions lipschitziennes de F :
LEMME 2.5 (densité dans F ). – Étant donné f ∈F , il existe E ⊂ [0,1] dénombrable et f (n)
une suite dans F ∩ Lip(R) telle que f (n)→ f sur R \E.
Démonstration. – On adapte sans difficulté la preuve classique par régularisation donnant la
densité des fonctions lipschitziennes dans les fonctions à variation bornée. 2
En liaison avec le lemme précédent, voici de quoi assurer la validité de l’approximation, quand
on passe à la limite.
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LEMME 2.6 (convergence). – Soit Ω un ouvert de Rn avec (Ω,ϕ) ∈ Hs et f ∈ F . On se
donne une suite f (p) dans F et un ensemble E ⊂ [0,1] dénombrable tel que f (p)→ f sur
R \E. Alors f (p) ◦ ϕ→ f ◦ ϕ presque partout dansΩ (pour la mesure de Lebesgue µn).
Démonstration. – On déduit des hypothèses que f (p) ◦ ϕ(x)→ f ◦ ϕ(x) pour tout x dans
ϕ−1(R\E)=Ω \ϕ−1(E). Et ϕ−1(E)=⋃i∈N ϕ−1(ri) où ri ∈ ]0,1]. Or I > 0 donc chacun des
ensembles ϕ−1(ri) est une courbe régulière, de mesure nulle. Ainsi µn(ϕ−1(E))= 0. 2
Démonstration du Théorème 2.4. – On approche f (resp. f ′) par des fonctions f (n) (resp.
f ′(n)) de F (resp. F ′) qui sont de plus lipschitziennes. Cela implique que f (n)(0) = 0 et







f (n) ◦ eΩ0ϕ0
)+$ ′0(f ′(n) ◦ eΩ0ϕ0).(2.4)
D’après la Remarque 2.3, eΩ0ϕ0 est lipschitzienne surD. On lit donc sur (2.4) que ω(n)0 ∈ Cs∗(D)
et on peut appliquer à u(n)0 le Théorème 1.4. On obtient une suite u
(n) de solutions de l’équation
d’Euler, définies globalement en temps à valeurs dans Lip(D). Pour passer à la limite à l’aide
du Théorème 1.5, nous démontrons que la suite u(n) est bornée dans L∞loc([0, T∗[,Lip) et que
u
(n)
0 → u0 dans L2.
La borne a priori sur [[u(n)(t)]]1 découle, comme dans la preuve du Théorème 1.4, d’une
estimation statique de type logarithmique (1.15). Mais pour obtenir une borne uniforme par
rapport à n, on doit remplacer ‖ω‖s par un terme qui dépend de ‖∇ϕ‖s (voir (2.5) et (2.8)
ci-dessous). Afin de contrôler cette norme, par la méthode des caractéristiques sur l’équation de
transport, il faut estimer ‖(∇⊥ϕ · ∇)u‖s . C’est dans cette estimation que l’influence du bord est
cruciale, puisque pour traiter le cas où ∂Ω touche ∂D, on doit estimer le gradient de u en norme
Cs∗ jusqu’au bord de ∂Ω . On a énoncé dans la Proposition 2.8 ci-dessous les estimations statiques
sur u permettant de prouver la Proposition 2.9 ci-dessous qui nous assure que la suite u(n) est
bornée dans L∞loc([0, T∗[;Lip).
Notation 2.7. – Soit (X,‖.‖) un espace vectoriel normé. Pour $ et $ ′ dans X, on note
‖$∧‖ ·=max (‖$‖,‖$ ′‖), ‖$∨‖ ·=min (‖$‖,‖$ ′‖).







PourA, B parties d’un espace métrique (X,d), on note d(A,B) la distance entreA et B (borne
inférieure de d(x, y) quand (x, y) décrit A×B). Par abus, on note d(x,B) quand A= {x}.
Si Ω ⊂D, alors d(Ω,D′) > 0 (rappelons que D′ ·=R2 \D) et on pose
d
·= d(Ω,D′).(2.6)
PROPOSITION 2.8 (estimations statiques). – Étant donné s ∈ ]0,1[, il existe C tel que : pour




$(f ◦ ϕ)+$ ′(f ′ ◦ ϕ) sur Ω ,
$ ′ sur Ω ′ ∩D(2.7)
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alors le champ de vitesses u ·=Bω vérifie
[[u]]1 6C[[$∧]]0V,(2.8) ∥∥(∇⊥ϕ · ∇)u∥∥
s
6C[[$∧]]0V[[∇ϕ]]0L.(2.9)
Si de plus Ω ⊂D, alors d > 0 et on a :∥∥(∇⊥ϕ · ∇)u∥∥
s
6C[[$∧]]0V‖∇ϕ‖s +C‖$∧‖s [[∇ϕ]]0 +C[[$∧]]0Vd−s[[∇ϕ]]0.(2.9′)
Au membre de gauche de (2.9) et (2.9′), il s’agit de la norme interne sur Ω , la fonction ϕ
n’étant pas définie ailleurs.
PROPOSITION 2.9 (propagation). – Soient (Ω0, ϕ0), $0 et $ ′0 comme dans les hypothèses
du Théorème 2.4. Il existe T∗ > 0 et une fonction continue F : [0, T∗[→R+ telle que, pour tout
(f,f ′) ∈ (F ∩ Lip)× (F ′ ∩ Lip) si on note ω0 comme dans (2.2) et u l’unique solution donnée
par le Théorème 1.4 pour la donnée initiale u0 ·=Bω0, alors
∀t ∈ [0, T∗[ [[u(t)]]1 6 F(t).
Soit X le flot de u. On définit Ω(t) et ϕ(t)comme dans le Théorème 2.4. Alors I(t)−1 6 F(t)
et ‖∇ϕ(t)‖s 6 F(t).
Si de plus Ω0 ⊂D alors T∗ =+∞.
Achevons la démonstration du Théorème 2.4. Ainsi donc on sait que u(n) est bornée dans
L∞([0, T ];Lip) pour tout T < T∗ :
∀T < T∗ ∃M sup
{[[u(n)(t)]]1 ∣∣ n ∈N, t ∈ [0, T ]}6M.
Montrons que u(n)0 → u0 dans L2. D’après la Remarque 1.6, on se ramène à montrerω(n)0 → ω0
dans L2. Le lemme de densité 2.5 permet de choisir la suite f (n) dansF ∩Lip(R) de sorte qu’elle
converge simplement hors de E ⊂ [0,1] dénombrable. D’après le lemme de convergence 2.6,
f (n) ◦ ϕ converge presque partout sur Ω . De même avec f ′(n) et E′. Alors ω(n)0 → ω0 presque
partout sur D. Par le théorème de convergence dominée, ω(n)0 → ω0 dans Lq(D) pour q <∞.
On peut donc appliquer le Théorème 1.5 de stabilité : u(n) converge dans L∞([0, T ];Cr∗) pour
tout r < 1 vers une solution u ∈ L∞([0, T ];Lip) des équations d’Euler avec donnée initiale u0.
Il ne nous reste donc plus qu’à prouver que (Ω(t),ϕ(t)) reste dansHs .
Pour tout T < T∗, les flots X(n)(t) et leurs inverses X(n)(t)−1 sont uniformément bornés de
[0, T ] dans Lip(D), et convergent dans Cr∗(D) pour tout r < 1 vers X(t) qui est bornés de [0, T ]
dans Lip(D).
On veut passer à la limite dans les expressions I(n)(t)−1 et ‖∇ϕ(n)(t)‖s . Mais les ensembles
Ω(n)(t)
·=X(n)(t)Ω0 de définition des fonctions ϕ(n) ne sont pas identiques. Pour donner un sens
à la limite, il suffit de montrer que tout x pris dans Ω(t) appartient aussi à Ω(n)(t) pour n assez
grand. Or les flots et leurs inverses convergent dans Cs∗(D). Donc les ensembles transportés
Ω(n)(t) et Ω(t) sont des ouverts ; et X(n)(t) ◦ X(t)−1→ Id sur Ω(t). Donc pour tout x dans
Ω(t) il existe n(x) tel que pour n > n(x), x appartient à Ω(n)(t) et ϕ0 ◦X(n)(t)−1(x) tend vers
ϕ0 ◦X(t)−1(x). La Proposition 2.9 assure que I(n)(t)−1 et ‖∇ϕ(n)(t)‖s sont des suites bornées.
En passant à la limite, I(t)−1 et ‖∇ϕ(t)‖s sont bornés localement en temps. Il en résulte que
(Ω(t),ϕ(t)) est dansHs pour t < T∗. 2
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2.2.2. Estimations de propagations
Preuve de la Proposition 2.9 en admettant la Proposition 2.8. – Soit X(t) le flot de u à l’instant
t . Rappelons que, comme dans les énoncés du théorème 2.4 et de la Proposition 2.9,Ω(t), ϕ(t),
$(t) et $ ′(t) sont les images directes par X(t) de Ω0, ϕ0, $0 et $ ′0. Puisque u est une solution
régulière, on a alors ∇∧u(t) = ω(t) où ω(t) est défini par (2.3). On définit encore I(t), L(t),
V(t) et d(t) (resp. I0, L0, V0 et d0) en remplaçant dans (2.1), (2.5)–(2.6) Ω , ϕ, $ et $ ′ par
Ω(t), ϕ(t), $(t) et $ ′(t) (resp. Ω0, ϕ0, $0 et $ ′0).
D’après la théorie des équations différentielles ordinaires, on sait que
e−
∫ t
0 [[∇u]]0 6 [[∇X(t)]]0 6 e
∫ t
0 [[∇u]]0
et de même en remplaçant X(t) par X(t)−1. On en déduit immédiatement
[[$∧(t)]]0 = [[$∧0 ]]0, [[$∨(t)]]0 = [[$∨0 ]]0,









et, si de plus Ω0 ⊂D, alors Ω ⊂D et




Pour majorer L(t), il nous faut encore majorer ‖∇ϕ(t)‖s . Pour cela on remarque que, grâce à
l’incompressibilité de u,
∂t∇⊥ϕ + (u · ∇)∇⊥ϕ = (∇⊥ϕ · ∇)u(2.11)



















Puisque nous avons l’estimation pour [[∇ϕ(t)]]0 par (2.10), on utilise (2.8) et (2.9), en remarquant











où C et c sont de la forme k[[$∧0 ]]0 avec k ne dépendant que de s. Dans la suite de ce calcul
(jusqu’au prochain symbole 2), on écrira encore c et C pour désigner d’autres constantes de
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même forme pouvant varier d’une ligne à l’autre. On multiplie cette inéquation par I(t)−1 puis
on lui ajoute ‖$∧(t)‖s/[[$∨(t)]]0. Enfin, on applique les estimations (2.10), il vient :
L(t)e−c
∫ t








































)+ V0 6G(∫ t0V)(2.14)
où on a utilisé l’inégalité ln(e + exy)6 x + ln(e+ y) ; G est donc une fonction C∞(R+;R+),
strictement croissante, qui ne dépend que de s, [[$∧0 ]]0 et ‖$∧0 ‖s , I0, [[∇ϕ0]]0 et ‖∇ϕ0‖s . On
peut alors appliquer la formule locale de Gronwall (Lemme A.3) qui donne, grâce à (2.8), la
première assertion de la proposition. En remplaçant dans (2.10), on obtient I(t)−1 6 F(t), quitte
à modifier F . Alors de même (2.13) donne ‖∇ϕ(t)‖s 6 F(t).

































0 V 6 ‖∇ϕ0‖s +C[[∇ϕ0]]0
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où on a utilisé 16 V(t). Pour appliquer la seconde formule de Gronwall (Lemme A.2), on prend
ici
h(t)





(‖$∧0 ‖s + d−s0 )V(t)=CA0V(t).
On obtient ainsi ‖∇ϕ(t)‖s 6 (‖∇ϕ0‖s + A0)ec
∫ τ
0 V




















en utilisant ln(e + exy) 6 x + ln(e + y). On applique enfin la première formule de Gronwall






et achève la démonstration de la proposition. 2
Remarque 2.10. – Par souci d’homogénéité, répétons que c et C sont linéaires en [[$∧0 ]]0.
La fonction G trouvée en (2.14) croît trop rapidement (au voisinage de +∞) pour que ∫∞ 1
G
diverge, à cause du terme Ec en exponentielle dans G1. D’après la formule locale de Gronwall
(Lemme A.3), c’est cela qui impose un T∗ fini. Ce terme en exponentielle vient du facteur [[∇ϕ]]0
dans l’estimation (2.9). Pour le casΩ ⊂D, ce facteur est absent dans le terme important de (2.9′),
celui en ‖∇ϕ‖s . Du coup la fonction jouant le rôle de G dans (2.14′) est simplement affine.
2.2.3. Estimations statiques
La preuve de la Proposition 2.8 repose sur une décomposition de u qui met en évidence
l’influence du bord de D. On écrit
u= v+w,(2.16)
où v et w sont définis sur D et vérifient respectivement :
∇∧v = ω,
∇ · v = 0,
∇∧w = 0,
∇ ·w = 0,
γνw = g,
g =−γνv.(2.17)
Supposons v connu, alorsw est la solution d’un problème elliptique au bord. On répète l’étude
menée à la section 1.2. En particulier parce queD est borné et simplement connexe, on peut écrire
l’opérateur solution K sous la forme
w =Kg ·= ∇⊥Cpi2Primg.
Rappelons que C est l’opérateur solution du problème non homogène de Laplace–Dirichlet. On
a noté pi2h = (0, h) et h = Primg la fonction sur ∂D tel que ∇h∧γ0n = g et
∫
∂D h = 0. C’est
en quelque sorte une primitive de g sur ∂D considéré comme difféomorphe au cercle S1, bien
définie puisque la condition de compatibilité
∫
∂D
g = 0 est vérifiée.
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On est alors en mesure de ramener, grâce aux propriétés de K , la Proposition 2.8 à des
estimations sur v. Dans le problème dont v est solution, D ne joue pas un rôle important. En
effet si on appelle v˙ et ω˙ des champs sur R2 tels que ∇ · v˙ = 0, ∇∧v˙ = ω˙ et rDω˙ = ω, alors
v
·= rDv˙ convient. C’est pourquoi on utilise la proposition suivante, énoncée dans le cadre de R2
pour être aussi utilisable dans d’autres applications.
PROPOSITION 2.11 (Estimation pour une poche dans R2). – Soit s ∈ ]0,1[. Il existe deux
constantes C, c vérifiant l’énoncé suivant : Pour tout (Ω,ϕ) dansHs , $˙ , $˙ ′ dans L1 ∩Cs∗(R2),











$˙ (f ◦ ϕ)+ $˙ ′(f ′ ◦ ϕ) sur Ω ,
$˙ ′ sur Ω ′.
(2.19)
Alors il existe un unique champ de vecteurs v˙ ∈ Lq pour q ∈ ]2,∞[ tel que∇ · v˙ = 0 et ∇∧v˙ = ω˙.
De plus il vérifie les estimations suivantes :
‖v˙‖1 6C‖$˙∧‖L1∩L∞ ,(2.20)
[[∇v˙]]0 6C‖$˙∧‖L1∩L∞ V˙,(2.21) ∥∥(∇⊥ϕ · ∇)v˙∥∥
s
6C[[∇v˙]]0‖∇ϕ‖s +C‖$˙∧‖s [[∇ϕ]]0,(2.22)
‖rΩ ′∇v˙‖s 6C‖$˙∧‖L1∩L∞ V˙L˙,(2.23)
∀d > 0 ‖r(Ω+Bd)′∇v˙‖s 6C‖$˙∧‖L1∩L∞ V˙d−s +C‖$˙ ′‖s .(2.23′)
Le membre de gauche dans (2.22) est une norme interne sur Ω .
La démonstration de cette proposition fait l’objet de la section 3.
Remarque 2.12. – L’information vraiment nouvelle, en comparaison avec les travaux de
Chemin sur les poches de tourbillon considérées comme des cas particuliers de structures géo-
métriques à régularité conormale par rapport à un champ de vecteurs, c’est l’estimation (2.23).
Elle dit que le gradient de vitesse est hölderien hors de la poche jusqu’au bord de celle-ci. Ce
renseignement est capital pour étudier comment ce champ de vitesses transporte un arc de courbe
(en pratique, le bord d’une autre poche) extérieur à la poche.
Les opérateurs de Riesz, qui donnent le gradient du champ de vitesses à partir du tourbillon,
possèdent la propriété de transmission (voir [5]). Il en découle un résultat de régularité jusqu’au
bord, comparable à (2.23) (voir [14]). Mais cette propriété est d’habitude étudiée par rapport à
un ouvertΩ supposé C∞ et fixe. Nous avons précisé dans (2.23) la majoration en fonction de la
régularité limitée du bord ∂Ω .
Nous montrons maintenant comment cette proposition fournit les estimations statiques
annoncées :
Preuve de la Proposition 2.8. – On se donne donc ϕ, $ et$ ′, puis f et f ′, et enfin ω comme
dans l’énoncé de la Proposition 2.8. Notons $˙ (resp. $˙ ′) l’image de$ (resp.$ ′) par l’opérateur
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sD de prolongement continu de Cs∗(D) dans Cs∗(R2). On a donc
[[$˙∨]]0 > [[$∨]]0, [[$˙∧]]0 6C[[$∧]]0, ‖$˙∧‖s 6C‖$∧‖s .(2.24)
Quitte à modifier sD par une troncature régulière au voisinage de D (qui est borné), on sait que
‖$˙∧‖L1 6C[[$∧]]0,(2.25)
sans altérer (2.24). On en déduit que L˙ 6 CL, V˙ 6 CV et ‖$˙∧‖L1∩L∞ 6 C[[$∧]]0. Avec ω et
ω˙ définis respectivement par (2.7) et (2.19), on a bien rDω˙ = ω et donc v ·= rDv˙ est solution
de la première partie du problème (2.16)–(2.17) de décomposition de u ·= Bω. On pose ensuite
w
·=K(−γνv), qui est solution de la seconde partie du problème (2.16)–(2.17).
Ensuite on écrit
[[∇u]]0 6 [[∇v]]0 + [[∇w]]0.
D’après (2.21) on sait déjà que [[∇v]]0 6C[[$∧]]0V . Par ailleurs, d’après (1.16), on a :





D’après [14, th. 4.3], l’opérateur de PoissonK d’ordre 0 est continu pour tout r ∈R de Cr∗(∂D)
dans Cr∗(D), donc
‖w‖r =
∥∥K(−γνv)∥∥r 6C‖γ0v‖r =C‖γ0rDv˙‖r =C‖γ0rD′ v˙‖r .(2.27)
La dernière égalité vient de γ0rDv˙ = γ0rD′ v˙ pour tout v˙ continue au voisinage de ∂D, donc
en particulier pour tout v˙ ∈ Cr∗(R2), r > 0. L’opérateur de trace γ0 est continu de Cr∗(D′)
dans Cr∗(∂D) pour tout r > 0, donc ‖γ0v‖r 6 C‖rD′ v˙‖r . Or Ω ⊂ D, donc D′ ⊂ Ω ′ et‖rD′ v˙‖r 6 C‖rΩ ′ v˙‖r . Ajoutons tout de suite que si Ω ⊂ D, on a même D′ ⊂ (Ω + Bd)′ et
donc ‖rD′ v˙‖r 6C‖r(Ω+Bd)′ v˙‖r avec d défini par (2.6). Alors (2.20) donne
‖w‖1 6C‖rΩ ′ v˙‖1 6C[[$∧]]0(2.28)
et (2.23) (resp. (2.23′) quand Ω ⊂D) donne
‖w‖1+s 6C‖rΩ ′ v˙‖1+s 6C[[$∧]]0VL,(2.29)
‖w‖1+s 6C‖r(Ω+Bd)′ v˙‖1+s 6C[[$∧]]0Vd−s +C‖$∧‖s .(2.29′)
Comme la fonction (x, y) 7→ x ln(e + y
x
) est croissante sur R+ × R+ par rapport à ses deux
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+ ∥∥(∇⊥ϕ · ∇)w∥∥
s
.
D’après (2.22) ∥∥(∇⊥ϕ · ∇)v∥∥
s
6C[[$∧]]0V‖∇ϕ‖s +C‖$∧‖s [[∇ϕ]]0.(2.31)
On a aussi l’estimation élémentaire :∥∥(∇⊥ϕ · ∇)w∥∥
s
6 ‖∇⊥ϕ‖s [[∇w]]0 + [[∇⊥ϕ]]0‖∇w‖s
6 C[[$∧]]0V
(‖∇ϕ‖s + [[∇ϕ]]0L),(2.32)
où l’on a utilisé (2.30) et (2.29). Avec (2.31), on obtient (2.9), car la définition (2.5) deL implique
‖$∧‖s 6 [[$∧]]0L et ‖∇ϕ‖s 6 [[∇ϕ]]0L.




6 C[[$∧]]0V‖∇ϕ‖s +C[[$∧]]0Vd−s[[∇ϕ]]0 +C‖$∧‖s[[∇ϕ]]0,
(2.32′)
où l’on a utilisé (2.30) et (2.29′). Avec (2.31), on obtient (2.9′). 2
Remarque 2.13. – On voit maintenant que le facteur [[∇ϕ]]0 dans (2.9) qui provoquait le terme
en exponentielle dans (2.14) provient de l’estimation (2.32), qui certes exploite au mieux la
régularité de v sur le bord ∂D, mais manque d’exploiter la géométrie comme c’est le cas dans
(2.31).
3. Loi de Biot et Savart dans R2 appliquée à une poche de tourbillon
On examine maintenant le cas sans bord pour prouver la Proposition 2.11.










V est une distribution qui s’applique aux fonctions L1 ∩ L∞ puisqu’elle est Lp(B) et Lq(B ′)
pour p < 2< q . Pour ω˙ ∈ L1 ∩ L∞, v˙ défini par la loi de Biot et Savart v˙ ·= V ∗ ω˙ est solution
du problème ∇∧v˙ = ω˙, ∇ · v˙ = 0, et appartient à L∞ ∩ Lr pour r > 2. L’opérateur ω˙ 7→ v˙ est




− 12 (q < 2<p). Voir [18]. Concernant l’unicité, on sait que
si ∇∧v˙ = 0 et ∇ · v˙ = 0, alors v˙ est harmonique. Donc, pour r <∞, si de plus v˙ ∈ Lr (R2) alors
v˙ ≡ 0.
Entamons la preuve de la Proposition 2.11. Vue la définition (2.19) de ω˙ et les hypothèses
sur les données $˙ et $˙ ′, il est clair que ω˙ ∈ L1 ∩ L∞(R2). On peut donc définir v˙ ·= V ∗ ω˙, et
c’est l’unique solution de ∇∧v˙ = ω˙, ∇ · v˙ = 0 dans Lr (R2) pour 2< r <∞. Il reste à vérifier les
estimations (2.20)–(2.23′).
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Démonstration de (2.20). – L’opérateur de convolution est un multiplicateur de Fourier qu’on
décompose en hautes et basses fréquences, avant d’appliquer des estimations élémentaires. 2
On a ensuite besoin de caractériser Ω et ω˙ à l’aide d’une fonction ϕ˙ à la place de ϕ, définie
globalement sur R2. On utilise pour cela la :
PROPOSITION 3.2 (extension de la fonction indicatrice). – Pour s dans ]0,1[ il existe C telle
que pour tout (Ω,ϕ) dansHs , il existe ϕ˙ :Rn→R localement C1+s∗ telle que ∇ϕ˙ ∈ Cs∗(Rn) et
rΩϕ˙ = ϕ,(3.2)
[[∇ϕ˙]]0 6C[[∇ϕ]]0, ‖∇ϕ˙‖s 6C‖∇ϕ‖s ,(3.3)
Ω = {x ∈Rn ∣∣ ϕ˙(x) > 0}, Ω ′ = {x ∈Rn ∣∣ ϕ˙(x) < 0},(3.4)
I = inf{∣∣∇ϕ˙(x)∣∣ ∣∣ 0< ϕ˙(x) < 1}.(3.5)
On démontre sans difficulté cette proposition en adaptant la construction de l’extension de
Withney décrite en détail dans [18, §VI.2]. On étend ainsi la fonction indicatrice ϕ donnée sur
Ω en une fonction ϕ˙ sur R2 qui indique exactement la même poche Ω . D’après les définitions
de F et F ′, ω˙ défini par (2.19) coïncide avec
ω˙
·= $˙ (f ◦ ϕ˙)+ $˙ ′(f ′ ◦ ϕ˙).(3.6)
Démonstration de (2.22). – Pour majorer sur Ω la norme Cs∗ de (∇⊥ϕ · ∇)v˙, on regarde sur
R2 la norme Cs∗ de (X · ∇)v˙ où X ·= ∇⊥ϕ˙.
Alors d’une part rΩ((X · ∇)v˙)= (∇⊥ϕ · ∇)v˙, et d’autre part, on trouve dans [8, p. 60] ou bien





(‖X‖s + ‖∇ ·X‖s)[[∇v˙]]0.
Ici, évidemment∇ ·X = 0 et ‖X‖s 6C‖∇ϕ‖s d’après (3.3). La norme Cs−1∗ de (X · ∇)ω˙ doit en
réalité être comprise comme celle de ∇ · (ω˙X)− (∇ ·X)ω˙ qui est une distribution dès que ω˙, X
et ∇ ·X sont L∞. On est donc ramené à regarder la norme Cs−1∗ de ∇ · ($˙Y ) avec Y ·= (f ◦ ϕ˙)X,
et le terme correspondant avec les ′. Or Y = (f ◦ ϕ˙)∇⊥ϕ˙ = ∇⊥(F ◦ ϕ˙) pour F primitive de f .
Donc ∇ · Y = 0.
On veut alors commuter l’opérateur de divergence ∇ · et l’opérateur de multiplication par
$˙ . On utilise pour cela la décomposition en paraproduit et reste (voir déf. (1.9) et [4]) et les
estimations usuelles, par exemple [8, p. 35–39], il vient :
∇ · ($˙Y )= [∇ · , T$˙ ]Y +∇ ·
(
TY $˙ +R($˙ ,Y )
)
,∥∥∇ · ($˙Y )∥∥
s−1 6C‖$˙‖s [[Y ]]0 6C‖$˙‖s [[∇ϕ]]0.
À la fin, on a utilisé (3.3). Le même raisonnement s’applique identiquement à $˙ ′ et f ′, de sorte
que ∥∥∇ · (ω˙X)∥∥
s−1 6C‖$˙∧‖s [[∇ϕ]]0. 
Les trois dernières estimations (2.21), (2.23) et (2.23′) portent directement sur ∇v˙. Quand on
calcule les dérivées partielles au sens des distributions de V , on obtient :
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∇V = vpN + 12Jδ,(3.7)
N(x)=− 1
2pi
Jx ⊗ x + x ⊗ Jx
|x|4 ,(3.8)
où δ est la distribution de Dirac 〈δ,ϕ〉 = ϕ(0) pour toute fonction test ϕ ∈C∞c , x⊗y est le produit
tensoriel des vecteurs x et y , assimilé à la matrice (xiyj )i,j , et enfin vpN est la distribution valeur
principale associée à la fonction N par





correctement définie puisque N est dans L∞(B1′), |x|N(x) dans L1(B1) et l’intégrale de N sur
la sphère est nulle.
DÉFINITION 3.3. – On note Sn−1 la sphère {x ∈Rn | |x| = 1}. Pour ν ∈ Sn−1, on note Sn−1ν
l’hémisphère Sn−1 ∩ {x ∈Rn | x · ν > 0}.
Nous appellerons noyau de Calderón–Zygmund sur Rn toute application de Rn dans R
homogène de degré −n dont la restriction à Sn−1 est lipschitzienne et d’intégrale nulle.
N est un noyau de Calderón–Zygmund sur R2. L’opérateurN de convolution associé est donc
continu sur Lp pour 1<p <∞ (voir [18]).
Dans le cas d’une poche de tourbillon, ∇v˙ résulte de la convolution de ∇V avec ω˙ qui
n’est pas a priori Cs∗ mais seulement L∞. Nous devons donc exploiter les renseignements
supplémentaires contenus dans la forme particulière de ω˙. Remarquons qu’en décomposant la
matrice∇v˙ en partie symétrique et partie antisymétrique∇v˙ = S(D)v˙+A(D)v˙, on a exactement
S(D)v˙ = vpN ∗ ω˙ et A(D)v˙ = 12Jδ ∗ ω˙= 12 ω˙J . On vérifie immédiatement les trois estimations(2.21), (2.23) et (2.23′) pour A(D)v˙ puisque
[[ω˙]]0 6 [[$˙∧]]0, ‖rΩ ′ ω˙‖s 6 ‖$˙ ′‖s 6 ‖$˙∧‖s 6 [[$˙∧]]0L˙.





Elle nous permet d’appliquer le :
THÉORÈME 3.4. – Soit N un opérateur de Calderón–Zygmund sur Rn vérifiant (3.10).
Étant donné s ∈ ]0,1[, il existe deux constantes C, c vérifiant ceci : pour tout $˙ ∈ Cs∗(Rn) et
ϕ˙ :Rn→ R localement C1+s∗ , avec ∇ϕ˙ ∈ Cs∗(Rn) et I˙ ·=min{|∇ϕ˙(x)| | ϕ˙(x)= 0} > 0, on note
ω˙
·= $˙ (1R+ ◦ ϕ˙) et l la longueur définie par
l−s ·= ‖$˙‖s[[$˙ ]]0 +
‖∇ϕ˙‖s
I˙ .(3.11)
On suppose ω˙ ∈ L1(Rn). L’image Nω˙ ·= vpN ∗ ω˙ de ω˙ par l’opérateur N de convolution par
valeur principale associée à N vérifie :
[[Nω˙]]0 6C
(‖ω˙‖L1 + [[$˙ ]]0) ln (e+ l−s),(3.12)
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sup
|Nω˙(x)−Nω˙(y)|
|x − y|s 6C
(‖ω˙‖L1 + [[$˙ ]]0)l−s,(3.13)
où le sup est pris sur les paires {x,y} telles que ϕ˙(x)ϕ˙(y) > 0 et |x − y|< cl.
Ce théorème est le cœur de l’argumentation, puisque (3.13) donne un contrôle de la régularité
Cs∗ de Nω˙ jusqu’au bord de la surface de discontinuité de ω˙. Il sera démontré à la section 4.
Fin de la démonstration de (2.21) et (2.23). – Approchons f par une suite f (n) de fonctions






·= λi1[x>ri], 0< λi 6 1,




Remarquons que ϕ˙i ·= ϕ˙ − ri vérifie 1[x>ri ] ◦ ϕ˙ = 1R+ ◦ ϕ˙i . On pose alors :
ω˙i
·= $˙ (fi ◦ ϕ˙)= $˙i(1R+ ◦ ϕ˙i), $˙i ·= λi$˙ .
De même on fait une approximation identique pour f ′, en introduisantN ′, f ′i , r ′i et λ′i , ϕ˙′i , $˙ ′i et




f ′i , f ′i
·= λ′i1[x<r ′i ], 0< λ′i 6 1,





·= r ′i − ϕ˙, 1[x<r ′i ] ◦ ϕ˙ = 1R+ ◦ ϕ˙′i ,
ω˙′i










On peut appliquer le Théorème 3.4 à chaque ω˙i , ϕ˙i , $˙i (resp. ω˙′i ϕ˙′i , $˙ ′i ), avec li (resp. l′i )







et de même avec $˙ ′i ; les ‖∇ϕ˙i‖s (resp. ‖∇ϕ˙′i‖s ) sont majorés par C‖∇ϕ˙‖s ; enfin les I˙i =
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de sorte que li−s (resp. l′i−s ) est inférieur à l−s pour tout i (resp. i ′). Si |x − y| 6 cl alors|x − y| 6 cli et |x − y| 6 cl′i . On note que {x,y} ⊂ Ω ′, qui équivaut à ϕ˙(x) < 0 et ϕ˙(y) < 0,
implique ϕ˙i(x)ϕ˙i(y) > 0 et ϕ˙′i(x)ϕ˙′i(y) > 0. On additionne les inéquations (3.12) et (3.13)
obtenues pour chaque i , i ′. Or on a :
N∑
i=1
(‖ω˙i‖L1 + [[$˙i ]]0)+ N ′∑
i=1







λ′i‖$˙ ′‖L1∩L∞ 6 2‖$˙∧‖L1∩L∞ .






|x − y|s 6C‖$˙
∧‖L1∩L∞ l−s ,(3.15)
où le sup est pris sur les paires {x,y} ⊂Ω ′ telles que |x − y|6 cl.
Pour passer à la limite, choisissons la suite f (n) de sorte qu’elle converge simplement vers
f hors de E ⊂ [0,1] dénombrable. C’est possible, par exemple en prenant N = 2n, λi = 2−n,
ri = inf{x | f (x) > i2−n}. Puisque f appartient à F , on vérifie 0 6 r1 6 r2 6 · · · 6 rN 6 1.
Et sur ]ri, ri+1[, s’il n’est pas vide, f est comprise entre i2−n et (i + 1)2−n, tandis que f (n)
y vaut i2−n. L’ensemble E formé de tout les ri , i variant de 1 à 2n et n variant dans N, est
dénombrable et inclus dans [0,1] ; et f (n)→ f sur R \ E. D’après le lemme de convergence
2.6, f (n) ◦ ϕ→ f ◦ ϕ presque partout sur Ω . On fait de même avec f ′ et f ′(n). Alors ω˙(n)→ ω˙
presque partout sur R2. Par le théorème de convergence dominée, ω˙(n)→ ω˙ dans Lp(R2) pour
1 6 p < ∞. Donc Nω˙(n) → Nω˙ dans Lp(R2) par continuité de l’opérateur de Calderón–
Zygmund. D’autre part, en appliquant l’estimation (3.3) de la proposition d’extension à la




|x − y|s 6C‖$˙
∧‖L1∩L∞ L˙,(3.16)
où le sup est pris sur les paires {x,y} ⊂Ω ′ telles que |x − y|6 cL˙−1/s .
Ceci achève de prouver (2.21). Pour (2.23), on considère {x,y} ⊂Ω ′. Si |x − y|6 cL˙−1/s , on
applique (3.16). Sinon, on a |∇v˙(x)−∇v˙(y)|6 2[[∇v˙]]0 6 |x − y|sCL˙[[∇v˙]]0 puis on applique
(2.21). 2
La fin de la preuve de (2.23′) découle directement de la :
PROPOSITION 3.5. – Soit N un noyau de Calderón–Zygmund sur Rn. Étant donné s ∈ ]0,1[,
il existe deux constantes C, c vérifiant ceci : pour tout $˙ ′ ∈ Cs∗(Rn), Ω ouvert de Rn et
ω˙ ∈ L1 ∩ L∞(Rn) tels que ω˙= $˙ ′ sur Ω ′, pour tout d > 0, Nω˙ ·= vpN ∗ ω˙ vérifie
sup
|Nω˙(x)−Nω˙(y)|
|x − y|s 6C‖ω˙‖L1∩L∞d
−s +C‖$˙ ′‖s ,(3.16′)
où le sup est pris sur les paires {x,y} ⊂ (Ω +Bd)′ telles que |x − y|< cd .
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Cette proposition est un résultat classique de calcul d’intégrales singulières, dont nous renvoyons
la preuve à la section 4. On s’affranchit de la condition |x − y|< cd comme pour passer de (3.16)
à (2.23).
Ceci achève la preuve de la Proposition 2.11.
4. Intégrales singulières et fonctions caractéristiques d’ouverts réguliers
Pour cette section on se place dansRn. À l’aide de calculs précis d’intégrales singulières, nous
démontrons le Théorème 3.4 et la Proposition 3.5. On peut considérer (3.16′) comme un résultat
classique des calculs des intégrales singulières. Cela donne la régularité Cs∗ de Nω˙ loin de la
surface de discontinuité ϕ˙ = 0 quand par exemple ω˙ et ϕ˙ satisfont les hypothèses du Théorème
3.4. L’application de la compensation (3.10) à l’estimation (3.12) a été obtenue dans un cas
simple par [3]. Le point nouveau est (3.13), qui montre que Nω˙ est Cs∗ jusqu’au bord de la
surface de discontinuité ϕ˙ = 0.
Nous décomposons la démonstration du Théorème 3.4 en trois étapes : une préparation
technique, des résultats locaux et enfin le passage du local au global. Nous donnons ensuite
la preuve de la Proposition 3.5, en appliquant les plus simples des résultats locaux.
On considère donc N un noyau de Calderón–Zygmund (voir Déf. 3.3).
4.1. Préparation technique
Notation 4.1. – Pour écrire plus facilement les estimations hölderiennes, on introduit l’opér-
ateur de translation τh et l’opérateur de différence finie 4h = τh − Id qui étendent aux
distributions les définitions suivantes données pour une fonction test ϕ :
τhϕ(x)= ϕ(x + h),
4hϕ(x)= ϕ(x + h)− ϕ(x).
On convient de noter 〈ϕ〉 l’opérateur de multiplication des distributions par une fonction test
ϕ. On étend cette notation dans les cas usuels où la définition du produit ne pose pas de problème.
Par exemple si ϕ ∈ L∞, 〈ϕ〉 opère sur toutes les fonctions localement intégrables.
4.1.1. Les troncatures et les noyaux
On utilisera des fonctions de troncatures définies ainsi : χ est une fonction C∞c ([0,2[; [0,1])
égale à 1 sur [0,1]. Pour a > 0, χa est la fonction C∞c à symétrie radiale : χa(x) = χ(|x|/a).
Nous aurons besoin dans la suite des majorations sur le noyau tronqué rassemblées dans le :
LEMME 4.2. – On convient de noter [a,b] l’ensemble éventuellement vide des réels x tels
que a 6 x et x 6 b. Il existe une constante positive C telle que pour tout a,b > 0 et pour tout
x 6= 0 ∣∣Nχa(1− χb)(x)∣∣6C|x|−n1[b,2a](|x|)(4.1)
et si 2|h|6 |x| alors ∣∣4h(Nχa(1− χb))(x)∣∣6 |h|C|x|−n−11[ 23 b,4a](|x|)(4.2)
tandis que si |x|6 2|h| alors ∣∣4h(Nχa(1− χb))(x)∣∣6Cb−n.(4.3)
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Les majorations (4.1), (4.2) et (4.3) (resp. (4.1) et (4.2)) sont encore valables avec a =∞ (resp.
b= 0) si χa (resp. 1− χb) est remplacée par la fonction constante 1.
Démonstration. – (4.1) découle directement de l’homogénéité de N et implique (4.3) en
majorant séparément chacun des deux termes du 4h. Pour (4.2) on utilise l’hypothèse de
régularité : N est lipschitzienne sur {x | 12 6 |x|6 32 }. 2
Pour mettre en œuvre l’hypothèse de compensation sur N , nous définissons une nouvelle
fonction :
LEMME 4.3. – Supposons que N vérifie (3.10). Pour ν ∈ Sn−1 , soit Fν l’application de R






alors, pour tout ν on peut, quand s est positif, remplacer ] −∞, s] dans la définition de Fν par
[0, s]. Pour tout s on a Fν(−s)=−F−ν(s).
Il existe une constante C telle que :
∀ν ∈ Sn−1 ∀s > 0 ∣∣Fν(s)∣∣6Cs1[0,1](s).(4.4)
Démonstration. – Pour s > 0, ε ∈ {−1,1}, on note que 1]−∞,εs](t) = 1R−(t) + ε1[0,s](εt).
Grâce à l’hypothèse (3.10) on obtient les différentes expressions de F.
Si s > 1 alors Fν(s)=
∫
Sn−1 N(u)du= 0. Or N est borné sur Sn−1 et il existe C telle que :
∀ν ∈ Sn−1 ∀s > 0 µSn−1
({
u ∈ Sn−1 ∣∣ 0< u · ν < s})6Cs,
ce qui donne la majoration (4.4). 2
4.1.2. Au voisinage de la surface de discontinuité Γ
Notation 4.4. – On note Γ ·= {x ∈Rn | ϕ˙(x)= 0}.
La longueur de référence pour la régularité de Γ est définie par
l−sϕ˙
·= ‖∇ϕ˙‖sI˙ .
Pour un point x de Rn, on note d(x) ·= d(x,Γ ) la distance de x à Γ . On choisit un point x˜ de
Γ réalisant cette distance : d(x)= |x − x˜|. On appelle ν(x˜) le vecteur normal à Γ orienté vers
le lieu de ϕ˙ > 0 : ∇ϕ˙(x˜)= |∇ϕ˙(x˜)|ν(x˜). On peut donc écrire x = x˜ + ε(x)d(x)ν(x˜) où ε(x) est
le signe de ϕ˙(x) qui change quand on traverse Γ .
On note Lx˜ϕ˙(y) ·= (y − x˜) · ∇ϕ˙(x˜) l’application affine tangente à ϕ˙ en x˜ , et LΓ ·=
{y |Lx˜ϕ˙(y)= 0} l’hyperplan affine tangent en x˜ à Γ , et encore Lε le signe de Lx˜ϕ˙. Enfin
E
·= {y | ε(y)Lε(y)6 0} est l’ensemble des points où ϕ˙ et sa linéarisée n’ont pas le même signe.
La régularité supposée de ϕ˙ donne le :
LEMME 4.5. – Il existe une constante k0 ne dépendant que de n et de s telle que pour tout x˜ ∈
Γ , u ∈ Sn−1 et r > 0, si x˜ + ru ∈E alors |u · ν(x˜)|6 k0(r/lϕ˙)s et, avec x = x˜ + ε(x)d(x)ν(x˜),∣∣x − x˜ − ru∣∣>max (d(x), 12 r).(4.5)
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Démonstration. – Pour tout r ∈ R+, u ∈ Sn−1, la régularité de ϕ˙ donne par la formule de
Taylor ∣∣ϕ˙(x˜ + ru)−Lx˜ϕ˙(x˜ + ru)∣∣6C‖∇ϕ˙‖sr1+s .
Si x˜ + ru ∈E alors∣∣ϕ˙(x˜ + ru)−Lx˜ϕ˙(x˜ + ru)∣∣> ∣∣Lx˜ϕ˙(x˜ + ru)∣∣> r∣∣u · ν(x˜)∣∣∣∣∇ϕ˙(x˜)∣∣.
En combinant les deux inégalités on obtient la première conclusion. Par définition, si |x − x˜ − ru|<
d(x) alors Γ ne coupe pas le segment [x, x˜ + ru], ni LΓ , donc x˜ + ru /∈E. Si 12 r > d(x) alors
|x − x˜ − ru|> |ru| − |x − x˜|> 12 r , ce qui donne la seconde conclusion. 2
On en déduit quelques résultats utilisés dans la suite :
COROLLAIRE 4.6. – On note µSn−1 la mesure usuelle sur la sphère.
(1) Il existe k1 qui ne dépend que de n et de s telle que
µSn−1
({




(2) Il existe k2 ne dépendant que de n et de s telle que pour R un réel avec 0<R < k2lϕ˙ , et
ε ∈ {−1,1}, alors
d
(
x˜ + εRν(x˜))>R sin(pi/3).(4.7)
Démonstration. – Le premier point découle directement du lemme précédent. Pour le deuxième
point, on cherche à montrer qu’aucun y pris dans la boule de centre x¯ = x˜ + εRν(x˜) et de
rayon R sin(pi/3) ne peut appartenir à E, qui contient Γ . Or un tel y s’écrit x˜ + ru avec
r ∈ [R(1− sin(pi/3)),R(1+ sin(pi/3))] et |u · εν(x˜)| ∈ [cos(pi/3),1]. L’hypothèse y ∈ E et le
lemme donnent alors :
cos(pi/3)6




On choisit k2 pour que la borne sur R induise une contradiction. 2
4.2. Les résultats locaux
4.2.1. Énoncés
On se donne une échelle caractéristique, 0< l, qu’on choisira à la fin de la démonstration (à la
fin de ce paragraphe en réalité) en fonction des conditions que l’on aura rencontrées au cours de
la preuve pour effectuer les calculs. On sépare ensuite l’action deN à courte et à longue distance
par rapport à cette échelle :
N =N0,l +N l,∞, N l,∞ = vpN(1− χl) ∗ .(4.8)
On cherche donc une majoration de [[Nω˙]]0 et [[|h|−s4hNω˙]]0.
Pour l’opérateurN0,l d’action à courte distance, on doit tenir compte de la forme particulière
de ω˙= $˙g = 〈$˙ 〉g, avec g = 1R+◦ ϕ˙. Rappelons que 〈$˙ 〉 désigne l’opérateur de multiplication
par $˙ . Pour redresser le bord, x étant fixé et x˜ étant choisi, on remplacera g parLg = 1R+◦Lx˜ϕ˙.
Pour être tout à fait précis, donnons un exemple : évaluer 〈$˙ 〉4hN0,lLg en x consiste à appliquer
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successivement les opérateursN0,l ,4h et 〈$˙ 〉 à la fonctionLg(.)= 1R+◦Lx˜ϕ˙(.), puis à prendre





g + 〈$˙ 〉N0,l(g−Lg)+ 〈$˙ 〉N0,lLg,
4hN0,lω˙=
[4hN0,l , 〈$˙ 〉]g + 〈$˙ 〉4hN0,l(g −Lg)+ 〈$˙ 〉4hN0,lLg.
Remarquons que l’opérateur de différence finie 4h commute avec n’importe quel opérateur de
convolution, donc
〈$˙ 〉4hN0,lLg = 〈$˙ 〉N0,l4hLg.
Pour étudier le commutateur [4hN0,l, 〈$˙ 〉], il convient de séparer encore plus finement
l’action de l’opérateur, à distance plus courte ou plus longue que |h|. On définit donc, en imposant
la condition 2|h|< l pour simplifier l’écriture de la décomposition :
N0,l =N0,h +Nh,l, Nh,l = vpN(1− χh)χl∗, N0,h = vpNχh∗,(4.9) [4hN0,l , 〈$˙ 〉]=4h[N0,h, 〈$˙ 〉]+ [4h, 〈$˙ 〉]N0,h + [4hNh,l, 〈$˙ 〉].(4.10)
Remarquons que l’opérateur [4h, 〈$˙ 〉] est en fait simplement 〈4h$˙ 〉τh. Finalement,
Nω˙=N l,∞ω˙+
[
N0,l , 〈$˙ 〉
]











Nous aurons aussi besoin d’une variante de la norme [[.]]0, prenant en compte la présence
de Γ .
Notation 4.7. – Pour tout h ∈Rn et u ∈ L1loc(Rn \ Γ ), on note :
[[u]]0,|h| = sup
{∣∣u(x)∣∣ ∣∣ x ∈Rn, 2|h|< d(x)}.
Voici alors les résultats que nous allons prouver, groupés par type d’argument : il existe une
constante C telle que, pourvu que 2|h|< l, on a les majorations suivantes :
– les termes d’action à longue distance. L’argument est simplement une majoration directe du
noyau (N homogène de degré −n et lipschitzienne hors de 0).
[[N l,∞ω˙]]0 6C
([[ω˙]]0 +‖ω˙‖L1) ln (e+ l−s)(4.13)




– les termes de commutateurs. Comme d’habitude, ce sont eux qui font intervenir la régularité
de $˙ .
[[[N0,l, 〈$˙ 〉]g]]0 6C‖$˙‖s ls [[g]]0,(4.15)
[[[N0,h, 〈$˙ 〉]g]]0 6 |h|sC‖$˙‖s [[g]]0,(4.16)
[[[4hNh,l, 〈$˙ 〉]g]]0 6 |h|sC‖$˙‖s [[g]]0.(4.17)
– les termes à géométrie rectifiée, c’est-à-dire les termes où l’on a remplacé g par Lg.
Ici intervient la propriété du noyau d’intégrale nulle sur la sphère (voir Déf. 3.3) et les
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hémisphères (compensation (3.10)). Pour l’appliquer au dernier terme, N0,l4hLg, qui
dépend de h, nous avons besoin que x et x + h soient du même côté de l’hyperplan LΓ






– les termes complémentaires, c’est-à-dire les termes en g−Lg. Ceux-ci utilisent la régularité
du bord Γ . Pour le dernier, qui dépend de h, on doit supposer que 2|h|6 d(x), donc on va

















Rassemblant tous ces résultats, on obtient le
LEMME 4.8. – Il existe C telle que pour l définie par (3.11)
[[Nω˙]]0 6C
(‖ω˙‖L1 + [[$˙ ]]0) ln (e+ l−s)(4.24)
et pour tout h ∈Rn avec 2|h|< l
[[|h|−s4hNω˙]]0,|h| 6C
(‖ω˙‖L1 + [[$˙ ]]0)l−s .(4.25)
Démonstration. – Le choix de l implique que l−sϕ˙ < l−s et ‖$˙‖s < [[$˙ ]]0l−s . La limitation
2|h|6 l implique que le quotient (h/l) est majoré par C(h/l)s .
Pour chacun des termes apparaissant dans (4.11) et (4.12), on applique l’estimation correspon-
dante parmi (4.13)–(4.23), en notant que [[. . .]]0,|h| 6 [[. . .]]0 pour obtenir (4.25). Donnons encore
deux indications : pour le deuxième terme dans (4.12) :
[[4h[N0,h, 〈$˙ 〉]g]]0 6 2[[[N0,h, 〈$˙ 〉]g]]0;
et pour le facteur du quatrième terme : [[〈4h$˙ 〉]]0 6 |h|s‖$˙‖s . 2
Nous avons appelé locaux les résultats de ce lemme parce que (4.25) conduit à une majoration
de la norme hölderienne (d’indice s) de Nω˙ sur {x | δ < cd(x)} par C(‖ω˙‖L1 + [[$˙ ]]0) ln(e +
l−s)δ−s lorsque δ < cl. On voit que lorsqu’on se rapproche du bord Γ , l’estimation se dégrade.
Passons maintenant aux :
4.2.2. Démonstrations
Les termes d’action à longue distance. – Pour M ·= N(1 − χl), on sépare l’intégrale∫
M(y)ω˙(x − y)dy en deux morceaux correspondant à |y| < 1 et |y| > 1. Sur le premier
morceau, on majore ω˙ par [[ω˙]]0 et M par (4.1) tandis que sur le second on majore M , grâce
à la même estimation, par une constante. On obtient :
















∣∣ω˙(x − y)∣∣dy 6C‖ω˙‖L1 ,
ce qui donne (4.13). Pour M ·= 4hN(1 − χl), on commence d’abord par estimer le morceau












On recoupe le reste |y|> 2|h| en |y|< 1 et |y|> 1. Sur le premier morceau, on majore ω˙ par
[[ω˙]]0 et M par (4.2) tandis que sur le second on majore M , grâce à la même estimation, par
















On passe à (4.14) avec l’hypothèse 2|h|6 l. 2
Les termes de commutateurs. – Pour M =Nχl , on écrit :∣∣[N0,l, 〈$˙ 〉]g(x)∣∣= ∣∣∣∣∫ M(y)($˙ (x − y)− $˙ (x))g(x − y)dy∣∣∣∣
6
∫ ∣∣M(y)∣∣|y|s dy ‖$˙‖s [[g]]0.
En appliquant (4.1), on arrive à (4.15) avec le changement de variable y = ru, dy = rn−1 dr du :
∣∣[N0,l , 〈$˙ 〉]g(x)∣∣6C ∞∫
0
r−n1[0,2l]rsrn−1 dr‖$˙‖s [[g]]0 6Cls‖$˙‖s [[g]]0.
On fait de même pour (4.16) avecN0,h en remplaçant partout l par |h|. Pour (4.17) avec4hNh,l ,
le principe est identique, mais il faut découper l’intégrale en deux parties (|y|> 2|h| et |y|6 2|h|)
puis appliquer (4.2) et (4.3), et encore 2|h|6 l. 2
Les termes à géométrie rectifiée. – Pour x fixé, x˜ choisi, donc on dispose de ε ·= ε(x), d ·= d(x)
et de ν ·= ν(x˜). Rappelons que Lg(y) ·= 1R+ ◦ Lx˜ϕ˙(y). Alors Lg(x − y)= 1]−∞,εd](y · ν). Par
le changement de variable y = ru, dy = rn−1 dr du, on a
(N0,lLg)(x)= Iν,l(εd) ·= vp
∫
Nχl(y)Lg(x − y)dy
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où l’on a appliqué l’homogénéité de N et la propriété
∫
Sn−1 N = 0. En changeant de variable














De (4.4) on déduit immédiatement |Iν,l(εd)|6
∫∞
1 Cρ
−2 dρ = C où C ne dépend même pas de
l, ce qui donne (4.18) et (4.19).










et qu’il existe une constante C telle que
∀ν, ε, l, d ∣∣Iν,l(εd)− Iν,l(ε0)∣∣6C d
l
.(4.26)
Examinons4hLg(x− y)= (1]−∞,εd+h·ν] − 1]−∞,εd])(y · ν). On suppose que x et x+ h sont
du même côté de LΓ , c’est-à-dire que εd + h · ν = εd ′ avec d ′ > 0. Notons pour la précision
d∨ =min(d, d ′) et d∧ = max(d, d ′) de sorte que l’intervalle de longueur |h · ν| 6 |h| délimité
par d et d ′ est précisément [d∨, d∧]. Au signe près et quitte à changer ν en −ν, on s’est donc




)− Iν,l(d∨)= (Iν,l(d∧)− Iν,l(ε0))− (Iν,l(d∨)− Iν,l(ε0)).




Dans l’autre cas, |h| < 12d∨ donc 23 < d
∨
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Rassemblant les deux cas, on a retrouvé, en x , l’estimation (4.20), sous la seule hypothèse que
x et x + h sont du même côté de LΓ . Cette hypothèse est délicate puisque LΓ dépend de x par
l’intermédiaire de x˜. Mais il est sûr qu’elle est vérifiée pourvu que |h| < d(x), donc a fortiori
pour 2|h|6 d(x). On obtient (4.20). 2
Les termes complémentaires. – Soit x /∈ Γ est fixé, x˜ choisi, donc on dispose de ε ·= ε(x),
0< d ·= d(x) et de ν ·= ν(x˜). Rappelons que E est l’ensemble des points où ϕ˙ et sa linéarisée
Lϕ˙ n’ont pas le même signe. Donc
|g −Lg| = ∣∣1R+(ϕ˙)− 1R+(Lϕ˙)∣∣6 1E.
Pour M désignant Nχl , Nχh, ou 4hNχl , on est ramené à l’étude de
vp





∣∣M(x − x˜ − ru)∣∣1E(x˜ + ru)dudr,
grâce au changement de variable y = x− x˜− ru et en éludant le problème de la valeur principale
grâce à (4.5). Notons
Gd(r)
·= sup{∣∣M(x − x˜ − ru)∣∣ ∣∣ u ∈ Sn−1 et x˜ + ru ∈E},
alors (4.6) donne
vp













Si d > 2l alors vp
∫ |M(y)|1E(x − y)dy = 0 ; sinon alors d 6 2l et donc
vp











ceci sans hypothèse particulière sur l. Le calcul est donc aussi valable pour M = Nχh en
remplaçant l par |h|, ce qui donne (4.21) et (4.22).
Pour M = 4hNχl , la condition 2|h| 6 |y| de (4.2) est vérifiée pour y = x − x˜ − ru avec





Si d > 4l alors vp
∫ |M(y)|1E(x − y)dy = 0 ; sinon alors d 6 4l et donc
vp
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Nous avons utilisé 2|h|6 d . On obtient (4.23). 2
4.3. Passage du local au global
Il s’agit de montrer, quitte à renforcer la condition 2|h|< l en |h|< cl avec c < 12 , qu’on peut
étendre la majoration (4.25) à l’ensemble des x tels que x et x+h soient du même côté de Γ . En
effet, comme nous l’avons déjà remarqué, (4.25) est une estimation locale par rapport à x /∈ Γ ,
puisqu’elle n’est valide que pour d(x) > 2|h|. C’est cette restriction-là que nous cherchons
maintenant à éliminer, plus exactement à remplacer par la condition que x et x + h soient du
même côté de Γ . L’autre restriction, 2|h|< l, est uniforme par rapport à x , donc moins gênante,
et on peut même se permettre de la renforcer car le coefficient 12 est insignifiant.
On se donne donc x1 = x et x2 = x + h, a priori quelconques, ce qui détermine x˜i , νi ,
εi et di pour chaque i ∈ {1,2}. On suppose 2|h| < l. Si 2|h| < max(di) on peut appliquer
directement (4.25). On suppose donc maintenant max(di) 6 2|h| ; mais on suppose aussi que
x1 et x2 sont du même côté de Γ , donc ε1 = ε2, par exemple εi = 1. On souhaite trouver
une suite x(1) = x1, x(2), . . . , x(q) = x2 telle qu’on puisse appliquer (4.25) à chaque x(p) et
h(p) = x(p+1) − x(p) et en déduire le résultat pour x1 et x2 par addition. On devine qu’il faut
réaliser un compromis entre le nombre q des pas, et leur longueur, qui est contrôlée par la
distance à Γ . La stratégie consiste donc à s’éloigner d’abord de Γ dans la direction ν, jusqu’à
une distance proportionnelle à |h|, ce qui nous mène à x¯i = x˜i + λ|h|νi . Puis appliquer (4.25)
à x¯1 et x¯2. Voir figure 3 ; sur cette figure, on a représenté par un cercle de centre x l’ensemble
des points x + h pour lesquels on peut appliquer l’estimation (4.25) grâce à la minoration de la
distance de x à Γ par (4.7).
Commençons par fixer trois constantes en vu des calculs ultérieurs.
FIG. 3. “s’éloigner de Γ ”.
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DÉFINITION 4.9. – Fixons c′ tel que
Cs(5c′)s < 12 sin(pi/3),
où Cs désigne la constante ne dépendant que de s telle que |ν(x˜2)− ν(x˜1)|6Cs |x˜2− x˜1|s lϕ˙−s .
Alors il existe λ tel que
– 26 λ





Fixons c′′ tel que si |h| < c′′lϕ˙ alors λ|h| < k2lϕ˙ où k2 est la constante associée à (4.7). Enfin
fixons c′′′ tel que si |h|< c′′′l alors sin(pi/3)λ|h|< l.
Nous allons prouver le :
LEMME 4.10. – Soit c ·=min(c′, c′′, c′′′). Si |h|< cl alors pour tout x tel que x et x + h sont
du même côté de Γ on a ∣∣4hNω˙(x)∣∣6 |h|sC(‖ω˙‖L1 + ‖$˙‖L∞)l−s .
Ceci achèvera la preuve du Théorème 3.4.
Démonstration. – D’après les définitions, 26 λ, de sorte que sur la demi-droite [x˜i , νi) on a,
en assimilant les points et leurs abscisses, 0 = x˜i < di = xi 6 λ|h| = x¯i . Posons x(p)i ·= θpx¯i
pour θ = 1− 12 sin(pi/3) et h(p)i ·= x(p+1)i − x(p)i . Notons q l’entier tel que x(q+1)i 6 xi < x(q)i .
On vérifie pour tout p entier que l’on a :
2
∣∣h(p)i ∣∣= 2(1− θ)x(p)i = sin(pi/3)x(p)i 6 sin(pi/3)x¯i = sin(pi/3)λ|h|.
En particulier, 2|h(p)i | 6 d(x(p)i ) d’après (4.7) puisque x(p)i 6 x¯i = λ|h| < k2lϕ˙ ; de même

















6 |h|sC(‖ω˙‖L1 + [[$˙ ]]0)l−s ,
où la dernière constante dépend certes de θ (donc de c), mais pas de q . Il est clair que la
majoration vaut identiquement pour x(q+1)i remplacé par xi .
Notons que par (4.7), λ|h| sin(pi/3) 6 d(x¯i) puisqu’est vérifiée la condition déjà rencontrée
x¯i = λ|h| < k2lϕ˙ ; de même λ|h| sin(pi/3) < l, par le choix de c′′′. Majorons maintenant
|x¯2− x¯1|. La régularité de ϕ˙ et la constante Cs ne dépendant que de s donnent |ν2 − ν1| =
|ν(x˜2)− ν(x˜1)| 6 Cs |x˜2− x˜1|s lϕ˙−s . On trouve une estimation grossière mais suffisante de
|x˜2− x˜1| par
|x˜2− x˜1| = |x2− d2ν2 − x1+ d1ν1|6 |h| + d1+ d2 6 5|h|.
On peut donc estimer maintenant
|x¯2− x¯1| =
∣∣x˜2− x˜1+ λ|h|(ν2 − ν1)∣∣6 |h|(5+ λCs5s |h|s lϕ˙−s).
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Mais alors on vérifie 2|x¯2− x¯1| < λ|h| sin(pi/3) puisque (4.27) est vérifiée. On peut donc
appliquer (4.25) à x¯1 et x¯2 de sorte que∣∣Nω˙(x¯1)−Nω˙(x¯2)∣∣6 |h|sC(‖ω˙‖L1 + ‖$˙‖L∞)l−s .
Enfin∣∣4hNω˙(x)∣∣6 ∣∣Nω˙(x1)−Nω˙(x¯1)∣∣+ ∣∣Nω˙(x¯1)−Nω˙(x¯2)∣∣+ ∣∣Nω˙(x2)−Nω˙(x¯2)∣∣
6 |h|sC(‖ω˙‖L1 + ‖$˙‖L∞)l−s . 2
4.4. Régularité loin de la surface de discontinuité
On démontre maintenant la Proposition 3.5.
Démonstration. – Soit d > 0. On choisit l tel que 2l = d et on décompose Nω˙ comme dans
(4.8). On voit que (N0,l ω˙)(x) = (N0,l($˙ ′1))(x) pour tout x tel que d(x,Ω) > d , avec 1 la
fonction constante égale à 1. Pour 2|h|< l, on décompose N0,l comme dans (4.9). La propriété





1+ [4hNh,l, 〈$˙ ′〉]1.
D’après (4.16) et (4.17), [[4hN0,l($˙ ′1)]]0 6C|h|s‖$˙ ′‖s . Pour le terme à longue distance,











dès que d(x) > d = 2l et |x − y| < 12 l = 14d . En particulier pour c = 14 , cela est vrai si{x,y} ⊂ (Ω +Bd)′ et |x − y|< cd . 2
5. Plusieurs poches de tourbillon, mutuellement tangentes dans R2
Nous appliquons le résultat de régularité de la vitesse jusqu’au bord de la poche au problème
de Cauchy dans le plan entier pour une donnée initiale constituée de deux poches de tourbillon,
disjointes mais éventuellement tangentes.
5.1. Énoncés
THÉORÈME 5.1. – Soient Ωi0 ⊂ R2, i = 1,2, deux ouvert disjoints à bord ∂Ωi0 de classe
C1+s∗ pour s ∈ ]0,1[, et $0 une fonction dans L1 ∩ Cs∗(R2). On se donne aussi trois réels a1,
a2 et b. Posons ω0 = $0f où f prend la valeur ai sur Ωi0 et la valeur b sur (Ω10 ∪Ω20)′.
Désignons par u0 l’unique champ de vecteurs sur R2 à divergence nulle tel que ∇∧u0 = ω0.
Alors il existe T∗ et une unique solution u des équations d’Euler (1.1)–(1.2) sur R2 dans
L∞loc([0, T∗[;Lip) pour la donnée initiale u0.
De plus, le tourbillon ω(t) ·= ∇∧u(t) s’écrit $(t)f (t) où $(t) ∈ L1 ∩Cs∗(R2) et f (t) prend
la valeur ai surΩi(t), qui est l’image de Ωi0 par le flot X(t) de u à l’instant t , et la valeur b sur
(Ω1(t) ∪Ω2(t))′. Les Ωi(t) sont des ouverts disjoints de R2 à bord de classe C1+s∗ .
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On est conduit en fait à démontrer un résultat un peu plus général.
DÉFINITION 5.2. – Soit I ·= {1,2, . . . ,N}. On note par un symbole gras une famille indexée
par I . Par exemple, f ∈F est une famille de fonctions {fi}i∈I prises dansF . Quand la famille f
prend ses valeurs dans un espace vectoriel, on note sa somme
∑
I f . Soit (Ω,ϕ)
·= {(Ωi,ϕi)}i∈I
une famille dansHs (voir Déf. 2.2). On dit qu’elle est admissible si les Ωi sont disjoints.
THÉORÈME 5.3 (structures géométriques). – Étant donné s ∈ ]0,1[ et N ∈ N, on fixe I =
{1,2, . . . ,N}. Considérons (Ω0,ϕ0) dansHs admissible, $ 0 et $ ′0 dans L1 ∩Cs∗(R2).





$i0(fi ◦ ϕi0)+$ ′i0(f ′i ◦ ϕi0) sur Ωi0,
$ ′i0 sur Ω ′i0,
(5.1)
alors il existe une unique solution u ∈ L∞loc([0, T∗[;Lip(R2)) de l’équation d’Euler pour la
donnée initiale u(0)= u0 ·= V ∗ ω0 (voir déf. (3.1) de V ).
De plus, en appelant X le flot de u, on note Ω(t) ·= X(t)(Ω0), ϕ(t) ·= ϕ0 ◦ X(t)−1 et
$ (t)





$i(t)(fi ◦ ϕi(t))+$ ′i (t)(f ′i ◦ ϕi(t)) sur Ωi(t),
$ ′i (t) sur Ω ′i(t),
(5.2)
alors ∇∧u(t)= ω(t) et (Ω(t),ϕ(t)) est dansHs admissible pour t < T∗.
Le Théorème 5.1 sur les poches se déduit de ce dernier en prenant fi = 1R+ , f ′i = 1R− et
$10 = a1$0, $ ′10 = b$0, $20 = (a2− b)$0, $ ′20 = 0.
Ce cas couvre par exemple un tourbillon initial de type poche de tourbillon $01Ω0 où Ω0 est
un ouvert avec un cusp au voisinage duquel$0 vaut 1. Il suffit pour cela de choisir ai = 0, b= 1,
et Ω0 = (Ω10 ∪Ω20)′. Voir figure 4.
Danchin [10] a traité un cas d’allure similaire. Avec des hypothèses de nature légèrement
différente, il montre que u(t) ∈ Lip pour tout t > 0. On peut se poser alors le problème suivant.
Considérons une poche à cusp qui vérifie à la fois les hypothèses de Danchin et les nôtres.
Sachant que pour tout T > 0, la solution u est dans L∞([0, T ];Lip), peut-on démontrer que
Ωi(t) reste de classe C1+s∗ pour tout t > 0 ? Voici la réponse :
FIG. 4. Deux poches tangentes.
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THÉORÈME 5.4. – Sous les hypothèses du Théorème 5.3, si de plus on sait a priori que la
solution u est dans L∞([0, T ];Lip) pour un T > 0, alors (Ω(t),ϕ(t)) est dans Hs admissible
pour t ∈ [0, T ].
5.2. Démonstration de la persistance des structures géométriques
Nous suivons de près la démonstration du Théorème 2.4. Il nous faut donc, indépendamment
des estimations, un théorème d’existence globale en temps pour les solutions régulières, ainsi
qu’un théorème de stabilité pour passer à la limite. Pour le premier, voir par exemple [8, Cor.
4.2.2, p. 78]. Pour le second, voir [8, p. 99]. Chemin y démontre (pour prouver la persistance de
la régularité des poches de tourbillon) l’énoncé suivant.
THÉORÈME 5.5 (Stabilité). – Soit u(n) une suite de solutions régulières des équations d’Euler
pour une suite u(n)0 de données initiales comme dans le théorème d’existence. On suppose que
u(n) est bornée dans L∞loc([0, T∗[;Lip(R2)).
Si u(n)0 → u0 dans C−r∗ (R2) pour un r dans ]0,1[ alors u(n) converge dans L∞loc([0, T∗[;
C−r∗ (R2)) et, par interpolation, dans L∞loc([0, T∗[;Cs∗(R2)) pour tout s < 1 vers une solution
u ∈ L∞loc([0, T∗[;Lip(R2)) des équations d’Euler pour la donnée de Cauchy u0.
Remarque 5.6. – L’hypothèse u(n)0 → u0 dans C−r∗ (R2) est assurée dès que ω(n)0 → ω0 dans
Lq(R2) pour r = 2
q
− 1.





− 12 . Et Lp(R2) s’injecte continûment dans C−r∗ (R2) pour r = 2p . Voir [2].
5.2.1. Régularisation et passage à la limite
Démonstration du Théorème 5.3. – Nous suivons de très près la preuve du Théorème 2.4
donnée à la section 2.2.1, en détaillant les modifications.
On approche f (resp. f ′) par des fonctions f (n) (resp. f ′(n)) de F (resp. F ′) qui sont de plus
lipschitziennes. Donc f (n)i (0)= 0 et f ′i (n)(0)= 1. Alors ω(n)i0 défini par (5.1) en remplaçant fi















)+$ ′i0(f ′i (n) ◦ eΩi0ϕi0).(5.3)
D’après la Remarque 2.3, eΩi0ϕi0 ∈ Lip(R2). On lit donc sur (5.3) que ω(n)i0 ∈ L1 ∩ Cs∗(R2),
puisque chaque terme est le produit d’une fonction L1 ∩Cs∗(R2) par une fonction Lip(R2).
Le tourbillon ω(n)0 est alors dans L
1 ∩ Cs∗(R2) et on peut appliquer à u(n)0 le théorème
d’existence globale en temps de solutions régulières. On obtient une suite u(n) de solutions de
l’équation d’Euler, définies globalement en temps à valeurs (entre autre) dans Lip(R2). Pour
passer à la limite à l’aide du Théorème 5.5, nous démontrons que la suite u(n) est bornée dans
L∞loc([0, T∗[,Lip) et que u(n)0 → u0 dans L∞loc([0, T∗[,C−r∗ ).
Il faut étendre à plusieurs poches les définitions de la section 2.2.
Notation 5.7. – Fixons N ∈ N et le I correspondant. On considère une famille (Ω,ϕ) dans
Hs admissible. On note ‖∇ϕ‖s ·= maxI‖∇ϕi‖s , et de même avec les autres normes. On note
I ·=minI Ii . Si on dispose aussi de familles $ = {$i}i∈I et $ ′ = {$ ′i }i∈I dans L1 ∩ Cs∗(R2),
on pose dans le même esprit (voir Notation 2.7)













Nous pouvons maintenant énoncer les deux propositions conduisant à l’estimation a priori.
PROPOSITION 5.8 (estimations statiques). – Soient s ∈ ]0,1[ et N ∈ N. On fixe I =
{1,2, . . . ,N}. Il existe C tel que : pour tout (Ω,ϕ) dansHs admissible, $ et $ ′ dans L1 ∩Cs∗,




$i(fi ◦ ϕi)+$ ′i (f ′i ◦ ϕi) sur Ωi ,
$ ′i sur Ω ′i
(5.5)





∥∥(∇⊥ϕi · ∇)u∥∥s 6C‖$∧‖L1∩L∞LV[[∇ϕ]]0.(5.8)
Au membre de gauche de (5.8), il s’agit bien sûr pour chaque i ∈ I de la norme hölderienne
interne sur Ωi , la fonction ϕi n’étant pas définie ailleurs. La preuve de cette proposition est
donnée à la prochaine section.
PROPOSITION 5.9 (propagation). – Soient (Ω0,ϕ0), $ 0 et $ ′0 comme dans les hypothèses
du Théorème 5.3. Il existe T∗ > 0 et une fonction continue F : [0, T∗[→R+ telle que, pour tout
(f ,f ′) ∈ (F ∩ Lip)× (F ′ ∩ Lip) si on note ω0 et ω0 comme dans (5.1) et u la solution donnée
par le théorème d’existence globale en temps de solutions régulières pour la donnée initiale
u0 = V ∗ ω0, alors
∀t ∈ [0, T∗[ [[u(t)]]1 6 F(t).
Soit X le flot de u, on définit Ω(t) et ϕ(t)comme dans le Théorème 5.3. On a alors aussi
I(t)−1 6 F(t) et ‖∇ϕ(t)‖s 6 F(t).
Omettons la preuve de cette proposition (en admettant la Proposition 5.8), tout à fait semblable
à celle de la Proposition 2.9 à la section 2.2.2.
Achevons la preuve du Théorème 5.3. Ainsi donc on sait que
∀T < T∗ ∃M sup
{[[u(n)(t)]]1 ∣∣ n ∈N, t ∈ [0, T ]}6M.
Pour que les données initiales u(n)0 convergent dans C
−r∗ , pour un r ∈ ]0,1[, il suffit d’après la






(n) à la place de fi et f ′i . Imitant l’argument de la section 2.2.1, on obtient que
ω
(n)
i0 → ωi0 presque partout sur R2, et donc aussi dans Lq(R2) pour 16 q <∞ par le théorème
de convergence dominée. En additionnant ceci pour i = 1 à N , on obtient la convergence de ω(n)0
voulue. On peut appliquer le Théorème 5.5 de stabilité. On en déduit que u(n) converge pour tout
r < 1 dans L∞loc([0, T∗[;Cr∗(R2)). On peut alors passer à la limite dans l’équation, et obtenir la
première affirmation du théorème. Il reste à prouver que (Ω(t),ϕ(t)) resteHs .
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Pour tout T < T∗, les flots X(n)(t) et leurs inverses X(n)(t)−1 sont uniformément bornés de
[0, T ] dans Id +Lip(R2), et convergent dans Id +Cr∗(R2) pour tout r < 1 vers X(t).
On veut passer à la limite dans les expressions I(n)(t)−1 et ‖∇ϕ(n)(t)‖s . On adapte sans
problème l’argument correspondant de la section 2.2.1. 2
5.2.2. Estimations statiques
Nous montrons ici comment les estimations statiques pour une seule poche vues à la
Proposition 2.11 permettent de démontrer les estimations statiques pour plusieurs poches.
Preuve de la Proposition 5.8. – Partant des données (Ω,ϕ), $ , $ ′, f et f ′, on construit ω
par (5.5) et la famille v par vi = V ∗ ωi . Conformément à (5.5), ω =∑I ω et u =∑I v. On
applique la Proposition 2.11 aux éléments des données indexés par i , pour chaque i pris dans I .
Alors (2.20) entraîne ‖v‖1 6C‖$∧‖L1∩L∞ puis (5.6), et (2.21) entraîne
[[∇v]]0 6C‖$∧‖L1∩L∞V,
puis (5.7), parce que pour tout i ∈ I , Vi 6V et Li 6L.
Pour (5.8), on décompose
(∇⊥ϕi · ∇)u= (∇⊥ϕi · ∇)vi +∑
j 6=i
(∇⊥ϕi · ∇)vj .




(‖∇ϕi‖s [[∇vj ]]0 + [[∇ϕi]]0‖rΩi∇vj‖s)








Ω est admissible donc Ωi ⊂⋂j 6=i Ω ′j . Alors d’après (2.23) on a :
‖rΩi∇vj‖s 6 ‖rΩ ′j∇vj‖s 6C‖$∧j ‖L1∩L∞VjLj 6C‖$∧‖L1∩L∞VL.
On trouve bien (5.8) puisque ‖$∧‖s 6C‖$∧‖L1∩L∞L et ‖∇ϕ‖s 6L[[∇ϕ]]0. 2
5.3. Démonstration du Théorème 5.4
Procédons comme pour la preuve de Proposition 5.9. Soit M ·= exp(∫ T0 [[∇u]]0). D’après
l’équation de transport appliqué aux données initiales, on sait que, sur [0, T ], I(t)−1 6MI−10




∥∥(∇⊥ϕi(τ ) · ∇)u(τ)∥∥s dτ.
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OrL(t)6A1+A2‖ϕ(t)‖s où A1 et A2 sont des constantes dépendant de ‖$∧0 ‖s , [[$∨0 ]]0 et I0













où g(x) ·= x ln(e+ x) et A3 est une autre constante comme A1. On en déduit d’après la formule
de Gronwall avec logarithme (Lemme A.4) que ‖∇ϕ(t)‖s reste borné sur [0, T ].
A. Les lemmes de Gronwall
Voici les énoncés des variantes du lemme de Gronwall que nous utilisons.
LEMME A.1 (Première formule de Gronwall). – Soient f , g, h des fonctions de [0, T ] dans
R+ telles que f (t)6 g(t)+
∫ t































dy soit convergente. On pose :







Il existe une fonction F : [0, T ∗[→R+ croissante strictement et continue, vérifiant la propriété :
quelle que soit h dans L1loc(R+;R+), si h(t)6G(
∫ t
0 h) sur R+ alors h(t)6 F(t) sur [0, T ∗[.
LEMME A.4 (Gronwall avec un logarithme). – Soit f de [0, T ] dans R+ et des constantes
positives M , A, B et f0 telles que, pour t ∈ [0, T ],





A+Bf (τ)) ln(e+A+Bf (τ))dτ.
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