The areas of television, telecommunication, and information technology are converging, new application areas are arising and new services are being established. Aside from the traditional delivery channels, computer networks play an increasing role in providing the new services.
Introduction
As the areas of television, telecommunication, and information technology fuse, new services are being established and new application areas are arising. Many of these new services are computer-based and the computer is used as a "general purpose" device for the processing and presentation of multimedia information. Furthermore, computer networks together with traditional delivery channels are used for the delivery of these new services. On the other side, TV-sets will also be used for the presentation of multimedia information. The ongoing research and current activities in the area of "Interactive TV" are an example of this development.
Multimedia presentations are characterized by the integral use of different monomedia information types. To reach the communicative goal and to be accepted by the user, these monomedia have to satisfy specific quality requirements which are seldom addressed by today's applications [GeMü 94] . A central issue in the development of multimedia systems is the complete integration of video. In this context, an adaptation of traditional video technology is not sufficient to solve the specific requirements of computer-based applications. In multimedia systems -in contrast to TV with its fixed set of parameters and delivery mechanisms -video can be presented over very different communication channels and display devices and with very different communicative goals in mind. Consequently, video in multimedia systems needs to be more flexible than its traditional -analogue -counterpart. This aspect will be discussed in more detail later.
The following questions arise:
• What are the differences between traditional TV and multimedia applications and what are the requirements for integrational use? • In which way can video be included to fulfill the requirements for newer, more valuable services, different and more powerful than existing services such as TV, electronic mail or CD-ROM applications?
What is Multimedia?
To point out the differences between traditional video services and new multimedia applications, it is necessary to determine the basics of multimedia. Multimedia is the processing and presentation of multimedia information. Multimedia information is characterized by the integrational use of different mono-media types. To reach the communicative goal for a specific multimedia application, the quality of the mono-media data streams as well as the integration of these media have to be sufficient for the specific application. Quality and integration are two major aspects of useful multimedia systems and applications. In general, the following factors determine the quality of each multimedia presentation as well as that of mono-media presentations:
• the visual abilities of the human observer,
• the information to be coded,
• the communicative goal,
• the application area with its metaphors and application-specific requirements,
• the presentation and interaction devices and tools.
Multimedia can integrate different media components as shown in figure 1. Not every possible media component is integrated in each application. Many multimedia applications only include text, image, and video/audio. Each media can be represented at different levels, starting from the optical/analog-electrical representation, through the digital pixel representation and the geometry and feature representation, up to the symbolic representation which is the most abstract representation level [GeKr 93]. Often, different representation levels are chosen to achieve different levels of quality or functionality. For instance, the user can operate with graphics in different ways if they are represented as bitmap images (digital pixel representation) compared to the operation methods he has at his disposal if graphics are represented as higher level primitives (geometry and feature representation). Hence, other combinations of media and used representation levels as shown in figure 1 are possible [Kröm 94]. We define the rate at which a combination of media and representation levels is supported as the completeness of a multimedia system.
A central part in today's multimedia development is the integration of video data and functionality. Through the use of video in computer applications, much information can be represented in a more adequate way due to the addition of the factor movement. The main professional application areas for this kind of multimedia system are:
• Conferencing and negotiations
• Presentations and training
• Information kiosks and catalogues
Since video is the central media component of today's television services, the question arises in which way these data, delivery channels and methods, and devices can be used in multimedia systems and applications.
Traditional Video Services and Multimedia Applications -What are the Differences?
Computer-based video services and multimedia applications are no longer fixed applications using determined components for video acquisition and generation, distribution, and presentation. As shown in figure 2, in multimedia systems, different data "servers" can use numerous communication channels to connect to various "clients".
In contrast to computer-based systems, server, distribution channels and clients in classical applications -such as television systems -are characterized by fixed parameter sets and formats as well as fixed channel bandwidth. The communication model of these classical systems is shown in figure 3 .
Furthermore, multimedia systems include, in contrast to today's television applications, the feature interaction. Interaction can be used for two main tasks. First, it allows content control, that is, the content and its presentation order can be changed. Second, interaction can also be used to determine and control the presentation quality, e.g. determine the bandwidth which should be used, the audio and video quality, etc. Especially the determination of quality levels for mono-media in multimedia applications represents a main difference to television. Due to the large variety of systems and application requirements, different quality levels are necessary to fulfill the various quality needs. In contrast only one level of quality is used in traditional television systems.
As technical differences between classical video and computer-based systems, the following aspects are of major importance:
• overview or study of details Task and
• large viewing distance • small viewing distance Environment • replaces the surrounding environment
• works with and complements the surrounding environment • fine details are limited
• very fine details Television and computer-based applications have important differences in the areas of tasks, contents, and devices, e.g. displays. In principal, two approaches can be taken to perform integration:
• First, integration of computer data, e.g. texts, graphics, etc. into existing television systems, • Second, integration of video into computer systems.
Analyzing the differences, it is an open question which of the visions, "compuvision", television with computing capabilities, or "teleputer", computer with video capabilities, will become reality Due to the heavy increase of the use of computer networks, e.g. the "Internet", for both commercial and academic use, network-based applications are of major interest [Gerf 95 ]. This direction of integration, that is, adding video to computer applications, and its use in computer networks will be discussed in more detail in the following chapter.
Integration of Video and Multimedia Applications

Service Classification
As described in chapter 1.1, multimedia covers many different applications and application areas. Each of them can have different requirements, therefore, a classification is necessary. The following classification is based on two aspects, the necessity of interaction capabilities and the delivery mechanisms and classes used.
One main feature of computer-based systems is interaction. For distributed applications, this means the bi-directional communication between server and client as shown in figure 4. Most of today's applications in the area of "Interactive TV", such as Video-on-Demand and home shopping, use different channels in both directions. Besides a data channel with medium or high bandwidth, only small to medium bandwidth return channels are used. Hence, these applications have only limited interaction capabilities.
In general, we can distinguish between the following application classes:
• Applications without a return channel
• Near Video on Demand (NVoD)
• A/V multicast on the Internet (see MBone)
• Applications with small bandwidth return channel • Singlecast / Unicast
• 1:1 connection. Interaction between both partners is possible; applications use a bi-directional channel; data and return channel are equal. The receiver is known and negotiations concerning parameter sets can take place.
• Multicast
• 1:n connection (n is small). Applications with this kind of connection can have bi-directional channels, e.g. video-conferencing applications; depending on the application, the used return channel ranges from small to large bandwidth. The receiver can be known; in this case, negotiations concerning parameter sets can take place. • 1:n connection (n is large). No interaction possible, therefore, a return channel is not necessary. The receiver is unknown -anonymous -parameter sets have to be pre-defined.
Figure 5 shows these different delivery classes. Using computer networks, in principle, all kinds of delivery mechanisms can be realized, since the return channel is not separate from the data channel. In practice, real broadcast applications are simulated by multicast sessions without making use of the return (see MBone description -chapter 2.2.1).
The delivery classes have different limitations and requirements, therefore, the concept "one size fits all" cannot be applied. A television system operates with fixed parameter sets, formats, bandwidth, and receiver. This is necessary, since it is a real broadcast application without the possibility of interaction concerning quality settings, etc.
For distributed interactive applications, the whole information processing should ideally take place on the client side. Hereby, a maximum of flexibility in fulfilling the quality needs, depending on the application requirements and the communicative goal, could be achieved. However, this solution can often not be applied due to channel limitations and the often limited processing capacity on the client side. Therefore, the bandwidth of the signal has often to be reduced on the server side. For the bandwidth reduction, two concepts can be used: • generation of low bandwidth data stream
• depending on worth case bandwidth and client, an adequate information representation is generated. Using this concept, all possible clients are guaranteed to receive the same information. This concept is often used in multicast applications. Moreover, combinations of both concepts are also possible. For instance, scaleable data streams provide the client with the option of only processing the information it can handle. Additionally, information can be coded at different priority levels, such that when data loss occurs, the highest priority information is still received.
In contrast to television, computer-based applications cover all three methods of delivery: unicast, multicast and broadcast. Furthermore, different levels of interactivity, or communication between server and client, are used. In the next chapter, some examples of these various applications are provided together with an analysis concerning the degree of video integration and the use of multimedia features, e.g. interactivity.
New Concepts and Applications
With the integration in multimedia and hypermedia systems, computer-based video systems are losing their status as stand-alone applications. A single video channel may be used in very different applications and application contexts with varying quality requirements. Examples of such new application areas are:
• Multimedia systems in banking, real estate, museums, libraries About three years ago, a new Internet service was established: MBone, the Multicast Backbone for the integration of video in multicast applications. In the next chapter, this "base" service will be described in more detail together with an analysis concerning restrictions and limitations; this leads to the proposal of a new concept to overcome some of the detected limitations.
MBone -Providing Video and Audio Across the Internet
The MBone is a "virtual" network and is layered on top of portions of the physical Internet to support routing of IP (Internet protocol) multicast packets. The MBone network is composed of islands that can directly support IP multicast, linked by virtual point-to-point links called "tunnels". The tunnel endpoints are typically workstation-class machines with multicast support. MBone's key component is its bandwidth-efficiency, since one multicast packet can touch all workstations on the virtual network. Thus, a 128 kbit/sec video stream uses the same bandwidth whether it is received by one workstation or 200.
The MBone as the underlying network is used for more and more varied applications:
• Video-conferencing (1:1 -n:n) • Meetings, conferences, teleteaching
(1:n) • Public information (satellite images, etc.)
(1:n) • Entertainment (Radio Free Vat)
(1:n) • "In-house" use ("CSCW, etc.)
(1:1 -n:n)
For all these applications, a large variety of tools have been developed, from conference management tools and whiteboards, over video, audio tools, to the integration of "World Wide Web" applications [Deer 94]. Figure 6 shows an MBone in-house conferencing session using different MBone tools.
The bandwidth used for MBone sessions is typically about 100-300 kbit/sec, with audio carried at 32 or 64 kbit/sec and video at up to 128 kbit/sec. For in-house use, a higher bandwidth can be selected. This relatively small bandwidth is achieved by the application of video and audio compression [Fred 94]. Here, the concept of generating a low bandwidth data stream is used; in general, the user cannot choose between different quality levels. Only about 1-4 video frames per second can be sent at this bandwidth. The question arises which quality levels for video have to be used? This leads to the proposal of using "still video" in environments with only small bandwidth availability.
The use of "Still Video"
At Fraunhofer-IGD, we have developed a new application which demonstrates audio and video delivery using MBone tools, together with synchronized delivery of World Wide Web (WWW) hypertext documents. The application is called "AVWOD", short for Audio-Video-WWW-onDemand [Bönn 95]. Users can contact the AVWOD server and select an available session together with the media desired. In contrast to MBone applications, AVWOD uses standard unicast protocol with the same bandwidth limitations, that is up to 128 kbit/sec for video data.
Due to this bandwidth limitation, only a frame rate of about 1-4 frames/sec can be achieved. For in-house,, use we raised the bandwidth limitation to 1.5 Mbit/sec to achieve about 25 frames/sec.
Fig. 6: In-house use of MBone tools for conferencing
In addition to frame rates from 1 frame/sec up to 25 frames/sec, we generated test sequences with picture changes only in situations when the image content changed. We call this contentdependent frame rate "still video". This means new frames were only generated when the presented slides were changed.
Subjective tests have shown an interesting result:
• high frame rate (≈ 15 -25 frames/sec)
• users accepted this frame rate; they could concentrate on all presented information: video, audio and hypertext documents • low frame rate (≈ 1 -4 frames/sec)
• users did not accept this frame rate; the video demanded too much of their attention, thus, it was difficult for them to concentrate on the other presented information • very low frame rate (much less than 1 frame/sec) ⇒ "still video" • users accepted this frame rate; they could again concentrate on all presented information: video, audio and hypertext documents
Together with experiments on image resolution and frame rate, these test have shown that, in cases of low bandwidth channels, a better subjective image quality can be achieved when the frame rate is reduced. This method can be used for all applications where the content changes at a low frequency. In the future, more intensive research has to be conducted in the field of automatic detection and interpretation of content changes [Stas 93].
The examples of MBone and the possible enhancement for several MBone-based applications show the possibility of video integration in existing applications and in the development of new ones. However, these examples also still show deficiencies in real multimedia applications. They provide real interactivity only up to a certain point.
In the following chapter we want to concentrate on "High-Definition Multimedia" and on all aspects which have to be taken into account for the development of "real" multimedia applications.
The Goal -High-Definition Multimedia
The integration of video data and functionality is a major issue in today's development of multimedia systems and applications. This integration can be seen as a positive improvement of multimedia systems; however other factors also have to be taken into account. Since man is "multimedia" and has the ability to use all his senses while communicating, this potential has to be considered in the development process. Table 2 shows the different human potentials for communication primitives. Only an optimal use of these potentials will lead to a future proof development. The main goal encompasses not only the inclusion of more and more mono-media, but also the user-oriented development of multimedia systems.
In the former chapters, we identified three major aspects which have to be considered in the user-oriented development of new systems:
• Completeness
Consideration of different information and representation types • Quality
Quality settings and adaptation to communicative goals • Integration
Development of open, platform-independent systems Obviously, these factors determine the acceptance and usefulness of multimedia systems. We want to call systems which take these three major aspects into account "High-Definition Multimedia Systems" (HDMM Systems). HDMM systems will make improved use of real world phenomena and lead to an optimal design in accordance with application and user requirements, leading from a technological point of view to a user-oriented development. As an example, discussion about technical aspects of video formats is important, but more important is the orientation toward user and application requirements for video data. This was illustrated, e.g. in the work of the SMPTE "Task Force on Digital Image Architecture" [TFDI 94].
In order to explain HDMM mre thoroughly, the three major aspects are discussed in more detail.
Completeness in HDMM systems means more than the combination of different mono-media such as text, graphics, audio and video. An ideal complete system allows the representation of all media at all different representation levels as well as the conversion between the representation levels and the communication primitives. As table 3 shows, it has to be possible to convert a symbolic representation of information to a visual, acoustic, or tactile representation depending on the communicative goal and system restrictions. Today, most work has been done on the conversion between different representation levels, e.g. from analog to digital, or from a feature representation to a digital pixel representation by rendering of graphics or animations. The conversion between the different communicative primitives is much more difficult. It includes such processes as image and speech understanding. Nonetheless, the possibility of using this kind of conversion in multimedia systems is very important for the user-and application-oriented development.
The precision and speed of perception as well as the certainty of perception are directly determined by the quality of the input features, the transmission of the information and the representation of the information. This is valid for all communicative primitives and methods of interaction. Aside from adhering to certain borderline values while representing mono-media information, the quality of communication and interaction is also affected by combination effects, such as synchronization requirements or system response times. Therefore, the achievement and control of adequate quality levels have to be related to the communicative goal and the application area of a specific multimedia application [GeMü 94].
Only the determination of and adherence to application-and situation-dependent quality criteria, with respect to coding, transmission and representation of information, will lead to an undisturbed, error-minimized, and efficiency-enhanced mode of man-computer interaction and man-to-man communication. Table 4 gives some examples for the determination of quality levels in different application areas. These quality levels are not based on technical criteria, but on different communicative goals which have to be achieved. At the Fraunhofer Institute for Computer Graphics, a Darmstadt, Germany-based research institute, we have established a lab and demo center for High-Definition Multimedia Systems. This center is used for the evaluation of both existing and new multimedia systems. Using highresolution output devices up to 2k x 2k, it is possible, for example, to scale the used resolution and to perform subjective tests for quality judgment. Furthermore, a scaleable rear projection system is used for multimedia conferencing applications. Our application AVWOD was tested in this lab [Bönn 95]. Figure 7 shows a view of the main lab.
In the following section, two examples of new concepts for the development of HDMM applications are given. These two examples concentrate on the aspects integration and completeness.
• • Combination of Timely and Static Information
Today's video systems -television -and network-based information systems, e.g. World Wide Web, only use remote servers for the delivery of information. When people watch the news, they have no way of getting additional information on a specific topic other than by using other nonintegrated media such as books, newspapers, etc. The same situation applies for the World Wide Web; the user can only get additional information, if it is provided by the server.
The use of remote servers is only necessary in situations where, if information is changing rapidly. In all other cases, other delivery channels can be used. A practical example: TV news presents the newest information concerning the situation in Bosnia-Herzegovina. While viewing this news, the user decides he would like some background information about the history of this country and Yugoslavia.
In such situations, news and background information can be delivered by different communication channels. The news, since it is changing rapidly, is delivered through broadcast channels; the additional information is delivered through locally available CD-ROMs or additional computer networks. The combination of different delivery channels can be done by adding "meta information" to the video signal. As it is done with "Videotext", this meta information can consist of keywords or overlay planes, which the user can select by remote control or mouse. After selection, the local CD-ROM is searched for additional information on the chosen topic. In addition to this locally available information, or, if information is not locally available, information can be sought on computer networks, e.g. using World Wide Web searching servers.
Using this concept, multimedia integration of different delivery channels could be achieved.
• • Overcoming Media Limitations -Software Migration across Networks
Most of today's multimedia systems have a fixed set of built-in media types, protocol handlers, and presentation software. As an example, standard World Wide Web clients can only display two image formats internally, that is, spatially synchronized with text information. If other image formats are to be presented, so-called "external applications" have to be used. These external applications can display these images, but there is no more synchronization between these images and other information. This concept provides the possibility of completeness and integration at any given time. The interpretation of new media types, at any representation level, as well as of new applications, can be added depending on the requirements of the user or application context.
Conclusions
As shown in the previous chapters, it is possible to use video on computer-based networks. Video can be used as video services, e.g. video-conferencing, or together with other data types, e.g. AVWOD. However, due to large variety of applications, systems, and requirements, different levels of quality have to be provided. The concept "one size fits all", used in today's television systems, cannot be applied to network-and computer-based applications.
Video integration is only a first step toward real multimedia systems; it is only the integration of one -albeit a very important -media type. Hence, Computer & Video ≠ Multimedia. Only the consideration of the aspects completeness, quality, and integration, that is, High-Definition Multimedia, will make user-oriented and future proof multimedia systems and applications possible.
