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Introduction

The Issue
This paper estimates the effect of innovation on employment at the firm level using a dynamic panel approach. The direction of this effect remains unclear in theoretical analyses and calls for an empirical approach. Using a uniquely rich dataset for German manufacturing firms for the years 1982-2002 our estimation method allows us to control for unobserved firm heterogeneity, for possible endogeneity of the innovation measures with respect to employment and for potential dynamic effects.
Theoretical contributions analyzing the effect of innovation on employment at the firm level stress the importance of a distinction between product and process innovations. 1 But for both types of innovation, the overall effects on the labor demand of a firm are not clear.
Product innovations lead to new products on the market which stimulate a new demand.
This increasing demand allows innovating firms to hire more workers. Thus, from the direct effect of product innovations on employment we would expect a positive relationship.
But there is also a less obvious indirect effect: If a firm introduces a product which is new to the market, there are no direct competitors yet and thus the innovating firm profits from a temporary monopoly position until other firms introduce similar or better products.
In this market position the firm can exploit its monopoly power and maximize its profits.
This can lead to a reduction in output and thus to a reduction in employment. Especially, if the new products are substitutes for existing products of the firm, the effect is not clear.
New workers could simply replace old workers. Even a decrease is possible if the production of the new products requires fewer workers than the production of the old products. This effect is in the opposite direction to the direct effect. Thus, the overall effect of product innovations on employment is unclear in theory.
For process innovations the direct effect is very obvious. A process innovation is an improvement in the production process, which aims at improving the productivity of inputs, e. g. labor. So the firm is able to produce the same level of output with less workers. Considering only this argument, we would therefore expect a negative effect of process innovations on employment. But one also has to consider an important indirect effect here. The firm can produce its output at lower costs after the implementation of the process innovation. If the firm passes on this cost advantage to the price of the output good the demand for this good should increase and this increased output allows the firm to hire additional workers. This effect might outweigh the productivity effect and therefore it is not possible to draw a definite conclusion about the direction of the effect of process innovations on labor demand.
Previous Empirical Literature
These unclear results from theory are the reason why much empirical work was done to analyze the effects of innovation on employment at the firm level. Another strand of literature deals with the same question on the industry or macro level. But, in this study we want to concentrate our analysis on the firm level. A detailed overview of the existing literature is given Chennels and Van Reenen (2002) .
First studies are, due to data availability, mostly cross-sectional analyses. Entorf and Pohlmeier (1990) and Zimmermann (1991) analyze German micro data. Entorf and Pohlmeier (1990) find a positive effect for product innovations, while process innovations show no significant effects. Zimmermann (1991) concludes that technological progress was important for the employment decrease in 1980, i.e. he finds a negative effect of innovation. But the definition of innovation he uses refers to a question which asks explicitly for the implementation of labor-saving technological progress. Blanchflower and Burgess (1999) , however, find a positive relation between process innovation and employment growth using innovation surveys from the UK in 1990 and Australia in 1989/1990. Newer studies use two or more points in time, which allow the authors to analyze growth rates, a methodology which eliminates the unobserved firm heterogeneity. Brouwer et al. (1993) use two innovation surveys for the Netherlands to estimate the effects of innovation on employment growth rates. They find a negative effect for overall R&D investments, but a positive effect for product-related R&D. Greenan and Guellec (2000) use a French innovation survey of 1991 for analyzing employment growth during the period 1986 to 1990. They find positive effects of both process and product innovation with the effect for product innovations being higher.
Recent studies that use the harmonized European innovation survey − the Community Innovation Survey (CIS) − are also in this line of analyzing employment growth rates.
With this survey comparable innovation data for different countries are available. Using these data sets, there exist single country studies, e.g. Jaumandreu (2003) using Spanish 1 See e.g. Katsoulacos (1986) , Stoneman (1983) , Hamermesh (1993) , or for an overview Petit (1995) . data, Peters (2004) using German data, but there also exist comparative studies like Harrison et al. (2005) . Jaumandreu (2003) With the increasing availability of innovation data panel studies were undertaken more often. Smolny (1998) analyzes the relationship of innovation, prices and employment for Germany. He finds positive effects of product as well as process innovations on employment. Lachenmaier and Rottmann (2006) use a static panel approach and also find significantly positive effects for both types of innovation.
The studies most relevant for our work are van Reenen (1997) , Rottmann and Ruschinski (1998) and Vivarelli (2004, 2005) , as they allow for an adjustment process by including lagged values of employment and innovation. Rottmann and Ruschinksi (1998) Research Unit (SPRU). Controlling for fixed effects, dynamics and endogeneity he finds a positive causal effect of product innovations on employment. Unfortunately, his selection of firms is restricted to firms listed at the London stock exchange. In addition, his measure of innovation differs from ours, as the SPRU innovation counts refer only to the major, most influencing innovations and do not measure small innovative progress. A similar model is estimated by Vivarelli (2004, 2005) for Italy using gross innovative investment as innovation measure. Using GMM system estimations they find small but significantly positive employment effects of technological change.
Contribution
To sum up, most studies find a positive relationship between product innovations and employment whereas the analysis of process innovations leads to different results in the literature. We will contribute to the existing literature by using a dynamic panel framework for a uniquely long innovation data set with different innovation measures for the German manufacturing sector. As the most recent studies, we control for unobserved heterogeneity, the possible endogeneity of the innovation variable and for dynamic effects in the employment adjustment process. In addition, we have very detailed information about the innovations introduced. We can distinguish between input (innovation expenditure) and output (innovations introduced) variables of the innovation process for this long period.
The innovation output variable can be split up further to distinguish between process and product innovations and to distinguish between different levels of importance of innovations. The paper is structured as follows. Section 2 presents the model and our estimation method. In Section 3 we describe the database. The results are presented in Section 4, Section 5 concludes.
Econometric Modeling
The Employment Demand Equation
We start our econometric modeling with a standard static employment equation. 
n i,t denotes the logarithm of the employment level of firm i at time t, X is a set of variables that determines employment and − in our analysis − includes for example innovation variables. γ i is an unobserved firm-specific time-invariant effect which may be correlated with the variables in X. ε i,t is the error term with ε i,t ∼ iid(0, σ ε 2 ). However, a static estimation equation might lead to some problems. The high costs of hiring and firing are a well-known argument for costly employment adjustment, especially in European economies. If a firm faces these high costs, the actual employment will deviate from the equilibrium level in the short run. The short-run dynamics compound influences from adjustment costs, expectation formation and decision processes. Therefore, a dynamic panel data model is considered that includes unrestricted lag structures in order to model the sluggish adjustment. 2
Here c(L) denotes the corresponding polynomial in the lag operator for n i,t . 3 
Estimation Approach
The next question is how to estimate Equation . Holtz-Eakin et al. (1988) and Arellano and Bond (1991) replace the IV estimation technique by GMM estimation, in which the instrument matrix includes all (or at least more) previous level values of the lagged dependent variable. This is why this strategy is also called GMM difference estimation.
The strategy we will use in our study is known as GMM system estimation and was proposed by Blundell and Bond (1998) . The authors have shown in Monte Carlo studies that this estimator behaves better than the GMM difference estimator especially in two cases: First, in short sample periods, and second, and more important for our study, it behaves better if the variables are persistent over time. If the evolution of a variable is highly persistent, the correlation between the variable in differences and its past values in levels will disappear. Therefore the instruments will be weak. In these cases the GMM difference estimator for the lagged dependent variable is also biased downwards, in the same direction as the within group estimator.
The GMM system estimator extends the model by using moment restrictions of a simultaneous system of first-differenced equations and the equations in levels. In the firstdifferenced equations one uses the lagged level values of the variables as instruments like in the GMM difference estimator. In the levels equations one uses differences as instruments. Blundell and Bond (1998) have shown, that a mild additional stationarity assumption on the initial condition allows the use of these instruments. 5 Since the moments used in the GMM difference approach are a strict subset of the instruments used in the GMM system estimation, the validity of the additional instruments can be tested by a
Sargan difference test (Blundell and Bond 1998) . 4 See e.g. Hsiao (2003) , ch. 4.
As instrument for the lagged dependent variable n i,t-1 one can use ∆n i,t-1
It has been shown that the two-step estimates of the GMM difference and GMM system standard errors have a downward bias. Therefore we apply the finite-sample correction for the asymptotic variance of the two-step GMM estimator (Windmeijer 2005) .
Knowing the direction of the biases in the OLS estimator, the within groups estimator and the Arellano-Bond estimator, these regression methods give us upper and lower bounds of the range where we would expect the estimation coefficient to lie. As we will show in our results section after the description of the database this is also true in our study.
This estimator also allows us to address the problem of potential endogeneity of innovation. Since we measure employment and innovation both at the firm level, it is very likely that these variables are chosen simultaneously. 
Database and Descriptive Statistics
The Ifo Innovation Survey
For our analysis we use survey data stemming from the Ifo Innovation Survey, a survey which is conducted yearly by the Ifo Institute for Economic Research in Munich,
Germany. This survey covers the German manufacturing sector. The uniqueness of this data set is the very long time horizon for which detailed innovation data is available. The survey was started in 1982, in 1991 − after the German reunification − firms from former East Germany were included and the survey is still ongoing. For this paper we use the data up to the survey of the year 2003, which describes firms' behavior in 2002. 6 Each year information of in average 1500 respondents is collected. Most questions in the questionnaire are related to the innovation behavior in the preceding year. The discussion of how to measure innovations correctly is still ongoing. In the "Oslo Manual"
− an innovation survey manual published by the OECD and Eurostat − the importance of using both innovation input and innovation output measures is stressed (OECD and Eurostat 2005) . With the Ifo Innovation Survey we can deal with both types of innovation measures: First, we can use questions whether any innovations were introduced and how important they are. Second, we can use the innovation expenditure which reflects the input to the innovation process. 7
Our first measure is the question of whether any product innovations were introduced to the market or whether any process innovations were implemented in the production process. In addition we can obtain further information on the importance of an innovation.
One question refers to whether the implemented innovations required R&D. Another category of importance are those innovations for which any patent applications were filed during the innovation process. Patent applications are very expensive and so we expect that they are filed only for few important innovations, for which the firms expect high returns.
Our second measure − innovation expenditure − includes all R&D expenses of the innovation process but also costs for licenses, patenting and other costs that emerged during the implementation of new products or processes. It is measured as the share of innovation expenditure in total sales of a firm.
In addition to the detailed innovation measures the survey collects information about other firm characteristics. An important information, which we will use as the dependent variable in the regression analyses, is the number of employees in a firm. Unfortunately the data set does not contain additional information on whether these workers are full-time or part-time workers or how many hours they work.
Since we expect the effects to differ between different industries we can also use the industry classification in the questionnaire, which can be classified according to the NACE 2-digit level. By using these control variables and the additional use of year dummy variables we also try to control for much of the variation in working hours. We thus control for an overall trend towards or away from one type, but also for differences in the structure of workers between industries.
Unfortunately, we do not get any information about wages in the firms. But, to be able to control for the variation in wages we include the real hourly wage rate within a 2-digit industry as we can obtain this information from the National Statistical Office as the best 7 A more detailed comparison of the innovation measures of the Ifo Innovation Survey with other common innovation measures can be found in Lachenmaier and Wößmann (2006) . approximation. Also from this source we take the Gross Value Added (GVA) within a 2-digit industry. This can serve as a proxy for the demand situation in the respective industry.
Descriptive Statistics
We use the Ifo Innovation Surveys of the years 
Dropping firms with less than six consecutive observations and dropping firms with missing values in the variables of interest reduces our estimation sample to 7,536 observations from 1,073 different firms. This might raise some concern about the representativeness of our sample. Table A1 in the Appendix shows descriptive statistics for the original sample and our estimation sample finally used. We see differences mainly for the employment and the innovation input variable. It seems that larger firms, which spend more on innovation tend to stay in the sample more often, what is reflected in the larger mean values in the estimation sample. As can be seen in Table A1 the average firm in our sample has a size of 654 employees. This number is driven heavily by the few very large firms, as the median firm in our sample has 129 employees. In contrast, when looking at the 25% percentile, the median and the 75% percentile we see smaller differences between the two samples. Therefore, we crosscheck all following estimations with a restricted sample excluding extreme outliers. This restricted sample, which excludes the lowest and the largest percentile of firms in terms of employees, shows an average value of 311 employees. Table A2 Looking at the innovation variables in Table 1 we can use several questions of the Ifo Innovation Survey as innovation measures as described in Section 3.1. The most simple one is the question whether the firm introduced any innovations during the preceding year.
In our sample this was the case in 51.3% of all observations. Distinguishing between product and process innovations we see that more firms introduced product innovations (42%) than process innovations (33.5%). 8 Allowing for differences in the importance of innovations the number of innovators reduces. Only 34.8% of the respondents indicated the introduction of a new product for which R&D was necessary and only 22% reported a process innovation which required R&D. 19.6% of the respondents reported that a patent application went along with a product innovation and only 2.6% reported a process innovation with patent application. This very low number has to be kept in mind when interpreting the estimation results later. For the innovation expenditure we had to reduce our sample because firms are very reluctant in answering this question. Since we need again six consecutive observations for a firm without missing values in the innovation variable, our sample is reduced to 4,448 observations from 690 different firms. We create two different variables for the innovation expenditure. One is a simple indicator of whether the firm reported any positive innovation expenditure at all for a certain year, the second are the real innovation expenses. 9 47.3% of 8 We use a non-exclusive definition of product and process innovation in this paper. We only focus on whether one of the two types of innovation was introduced, where it is not important whether the second type was also introduced. The alternative would be a distinction between non-innovators, product innovators only, process innovators only and innovators which introduced both types.
9 Real values are calculated using an industry specific deflator. From the German Statistical Office, Gross Value Added is available in current and constant prices on industry level. We use this information for the construction of the deflator. the respondents reported positive innovation expenditure. The mean of the innovation expenses is about 9 million Euros. Table 2 shows two different employment variables for three groups of firms: firms that reported an innovation for all years in which they were observed (permanent innovators), firms that switched at least once between innovation and no innovation or vice versa (occasional innovators) and firms that never reported an innovation during their observation period (non-innovators). We find significant differences for these three groups.
First it seems that mainly the large firms innovate permanently. The mean firm size of permanent innovators is 1,326, going down to 364 for occasional innovators and 125 for non-innovators. It is also interesting to look at the comparison of the average yearly growth rate of employment during the observation period: Permanent innovators grow with an average yearly growth rate of 2.5% whereas occasional innovators on average almost stay at the same size and non-innovators shrink with an average yearly growth rate of -2.3%. This can be interpreted as a first descriptive evidence for a positive impact of innovations on employment at the firm level.
Results
Basic Results
This section presents the results of our estimations. 10 In our first result table (Table 3) we show the results for simple AR(2) regressions of the employment variable to compare the different estimation methods presented in Section 2. Because lags of the dependent variable of a higher order than two are not significant, we present the results for the different estimation methods for the AR(2) process only. * significant at 10%; ** significant at 5%; *** significant at 1%.
As one can see in Table 3 Table 4 shows the results of our baseline specifications, where we use the simple product and process innovation dummies as our innovation measures. Specification (5) to (7) differ in the use of dummies for industry sectors and years. Specification (5) shows the results without dummy variables for industry and year, Specification (6) includes year dummies to control for any shocks that are common for all firms. Specification (7) includes year dummies and industry dummies. The choice of the specification only affects the other control variables and has no relevant impact on the estimated effects of the innovation variables. In Specification (5) the sector variables for real hourly wage rate and Gross Value Added (GVA) show both significant effects as expected. The wage rate has a significantly negative effect on employment whereas the GVA as a proxy for demand shows a significantly positive effect. In Specification (6), which includes year dummies, only the GVA remains significant. The significance of the wage rate is taken away in the year dummies. In Specification (7) both the wage rate and the GVA are not significant anymore. Since the year dummies are jointly significant, but sector dummies are not we decide to stick to the specification with year dummies only as the sector effect seems to be captured well by the GVA (Specification (6)). Sargan test does not reject our instruments used, the AR(2) test does not reject the null hypothesis of no second-order serial correlation. 11 We also tested for the validity of the additional instruments in the GMM system model compared to the GMM difference model as proposed in Blundell and Bond (1998) . The difference in Sargan test does not reject the validity of the additional instruments in the GMM system estimation compared to the GMM difference estimation in any of the specifications. 12 The coefficients of the lagged dependent variables confirm the importance of including these variables. In all three specifications the effect is quite similar. In Specification (6), our preferred model, we find a significant effect of 0.744 for the first lag and a significant effect of 0.130 for the second lag. A test for the sum to be one is rejected, which supports the stability of the model. The size of these coefficients is very stable in all our following regressions. They are also very similar to other studies. Piva and Vivarelli (2005) σ for the corresponding first differences we get: ( )
. Therefore, we must use the relevant test whether the errors in first differences are AR(2) or not. 12 The test statistic for our baseline specification (6) is 55.78 with 58 degrees of freedom resulting in a pvalue of 0.558. Specifications (5) and (7) show qualitatively the same results. 13 If we treat innovation as predetermined we can use variable levels dated from period one up to period t-1 as instruments for the first differenced equation in period t and differences from period two up to period t as instruments for the level equation in period t. If we treat innovation as endogenous valid instruments stop one year earlier (i.e. at period t-2 for the first differenced equation and at t-1 for the levels equation in period t; cf. Section 2).
Value=0.044). Thus, in the following specifications we will treat innovation as endogenous.
Next we will turn to the analysis of the innovation variables. As for product innovations we can see that only the second lag of product innovations shows a weakly significant positive effect on employment. This result is surprising since most studies find a positive effect for product innovation and a positive effect would be expected according to the direct effect from theory (cf. Section 1). Our explanation for this result is that the definition of innovation in the Ifo Innovation Survey might be responsible for this result as it includes also very small innovations. We will test in later specifications how the more important innovations affect employment. We also carried out different tests for joint significance. Testing for joint significance in Specification (6) for all product innovation variables does also not show a significant effect whereas process innovations are jointly significant at the 5% level. Testing for joint significance for product and process innovations in the different lags shows that the contemporaneous innovation variables are jointly insignificant whereas both the first and second lag are jointly significant at the 5% level.
As mentioned in Section 3.2 we had to restrict our estimation sample to firms which have answered at least six consecutive years. Since this restriction leads to a larger share of large firms which stay in the sample, we tested our results for the robustness regarding extreme outliers. We dropped the lowest and the largest percentile of firms in terms of employees. It turns out that our results are not very sensitive to the presence of outliers.
Regression results are very similar to the whole sample. Especially the coefficients of the innovation variables remain almost unchanged. We also tested deeper lags of innovations.
But these lags were not significant in any specification.
We also conduct more robustness tests by using different lag structures as instruments.
In our standard specifications we use three lags as instruments in the differenced equation, i.e. for an endogenous explanatory variable in the first-differenced equation (∆X t ), we use X i,t-2 , X i,t-3 and X i,t-4 . As tests for robustness we estimate specifications, in which we use two to five lags und a specification where we use all available valid lags as instruments. In specifications with two to five lags we find no qualitative and only minor quantitative changes in the coefficients. In specifications using all available valid lags as instruments, the coefficient of the second lag of product innovations sometimes gets insignificant, which is due to an increase in the standard error whereas the coefficient does hardly change. The significantly positive effect of process innovations remains. 14
Results Using Different Innovation Measures
In Table 5 we use different innovation output measures. In Specification (8) we replace the simple innovation variables by those for which the firms responded that R&D was necessary. But, the results for both types of innovation are quite similar to those of Specification (6) with the simple innovation indicators. Again, for product innovations only the second lag shows a significant effect, whereas for process innovations the first and the second lag show significant effects. Also, as for the size of the effects, results are very similar to the estimates before. Joint significance test also show the known results from Specification (6). Product innovations are jointly insignificant, process innovations are jointly significant. The contemporaneous variables are jointly insignificant whereas both first (at 5% level) and second lags (at 1% level) are jointly significant. Specification (9) uses those innovations which went along with patent applications. We have to keep in mind that the number of firms with process innovations with patent applications is very low (see Table 1 ), so these results should only be interpreted with caution. As we can see from the results, the standard errors for process innovations are indeed quite high which might be a reason for not finding significant effects. For product innovations we find in this specification highly positive and significant effects. Especially the contemporaneous variable shows a high effect on employment. This confirms our hypothesis that the high costs for patent applications are only invested for very promising innovations for which high returns are expected. Joint significance tests in this specification show no significance for process innovations. Product innovations show a 14 Detailed results are not shown, but are available from the authors upon request. jointly significant effect at the 1% level. Test statistics support the validity of our results in all specifications. * significant at 10%; ** significant at 5%; *** significant at 1%.
In Table 6 we replace the innovation output variables used so far by variables which measure the input into the innovation process. Results show a significantly positive effect for the second lag of innovation expenditure.
This is no surprise since we would actually expect a longer time lag between the innovation expenditure and its effect on employment than for innovation output measures and their effects. It can take some time from the beginning of an innovation to the implementation in the firm or the introduction to market. In contrast to Specification (10) we concentrate on the distinction between firms with and without innovation expenditure in Specification (11). In this specification we include a dummy variable which is one for all firms that reported any positive innovation expenditure and zero otherwise. Again, we find a significantly positive effect of the second lag.
So, to sum up, almost all of our innovation measures show a significantly positive effect on employment. Surprisingly, this effect is higher for process innovation than for product
innovations. An exception of this pattern are product innovations for which patent applications were filed, which show a very high and significantly positive effect. As for the input variables, the estimations also lead to significantly positive effects. Innovation output variables usually show their effects faster than the innovation input variable, which is innovation expenditure.
Conclusions
The effect of innovation on employment remains unclear in theoretical contributions. This has given reasons to address this question empirically. With an increasing data availability it is possible to estimate the effects at the firm level − the level at which the decision to innovate or not takes place. Our uniquely long panel data set, covering more than 20 years, offers detailed information about the innovation behavior of German manufacturing firms.
We have data available for innovation output and innovation input measures. Innovation output is measured by information about innovations introduced or implemented.
Innovation input is measured by innovation expenditure. As for innovation output, we can distinguish between product and process innovations, as it is proposed by theoretical contributions. In addition, the innovation output indicators can further be divided into several categories reflecting the importance of innovations.
To control for unobserved firm heterogeneity, endogeneity of innovation with respect to employment and dynamics we employ dynamic panel analyses. The effect of the lagged dependent variable is almost stable across all specifications. The effects of innovation on employment are positive and robust to several specifications. The effect for process innovation tends to be higher than the effect for product innovation. We find significant effects mostly for the first or second lag, except for product innovations with patent applications which also have a contemporaneous effect on employment. Innovation inputs are also significantly positive. For this measure we only find significant effects for the second lag of the variable. This gives further support to our innovation variables as we find a longer lag for the effect of innovation input on employment than for innovation output. 
APPENDIX
