INTRODUCTION
Natural convection driven by imposed horizontal density gradients finds many applications in engineering: reactor cooling systems, crystal growth procedures, and solar-energy collectors. The most numerically studied form of this problem is the case of a rectangular cavity with differentially heated sidewalls. The two dimensional version of this problem has received considerable attention [l, 2, 3, 4, 5, 61, but for the three dimensional case, very few results have been obtained, mainly due to the limits in computing power. The significant computational resources of modern, massively parallel supercomputers promise to make such studies feasible. In order to determine such flow structures and heat transfer, numerical simulations using the Navier-Stokes equations and the Energy equation on parallel systems are discussed.
In the early simulation methods vorticity and stream function were usually the calculated variables, but the use of primitive variables has attracted many computational researchers for three dimensional simulations. A number of numerical algorithms have been developed for incompressible fluid flows, such as MAC [7] , the Projection Method [8] , and others [9] . The SIMPLE algorithm of Patankar and Spalding [lo] not only provided a remarkably successful implicit method, but has dom-inated for a decade the field of numerical simulations of incompressible flows [ll] . This algorithm based on the finite volume formulation lends itself to easy physical interpretation, and it ensures that if conservation is satisfied for each control volume, it is also satisfied for the entire calculation domain. A clear and detailed description of SIMPLE is given by Patankar [12] .
Modelling large-scale three-dimensional time dependent fluid flows poses many challenges. Current numerical methods perform well on fast, single-processor, vector computers; however, the expense of performing such computation is extreme in terms of needed memory and processing time. With the rapid development of parallel computation, modelling large scale three dimensional, time dependent flows has become relistic by using a large number of processors. Currently, many large scale scientific simulations have been carried out on various parallel systems such as the Intel Paragon, the Cray T3D, and the IBM SP2.
In our present study, the SIMPLE scheme is chosen as the algorithm for the thermal convective flow problems on parallel systems. It is not only because the scheme is used widely in the convective heat transfer community, but also because it is easy to implement on a parallel system. Since the derived equations are only dependent on its local control volume information, domain decomposition techniques can be easily applied . Here we present a numerical study of thermal convection in a large Rayleigh number range using parallel systems. Section 2 describes the mathematical formulation of the three dimensional, time dependent, thermal cavity flows. The numerical approach for those flows is given in Section 3. The detailed parallel implementation and the code performance are described in Section 4. The numerical solutions for air (Prandtl number Pr=O.733) with various 4
Rayleigh numbers up to lo7 are discussed in Sections 5. The summary of the present work is given in Section 6.
MATHEMATICAL FORMULATION
The flow domain is a rectangular cavity of 0 < x < 1,0 < y < d , and 0 < z < h. The appropriate governing equations, subject to the Boussinesq approximation, can be written in non-dimensional form as
The dimensionless variables in these equations are the fluid velocities u, u, w , the temperature T , and the pressure p , where 0 = V / K is the Prandtl number and R = g,BATh3/r;v is the Rayleigh number. Here v is the kinematic viscosity, n is the thermal diffusivity, /? is the coefficient of thermal expansion, and g is the acceleration due to gravity. The rigid end walls on x=O, 1 are maintained at constant temperatures TO and TO + AT respectively, while the other boundaries are assumed to be insulating. So the boundary conditions on the rigid walls of the cavity are
In general the motion is controlled by the parameters c,R and the flow domain.
NUMERICAL APPROACH
An efficient and practical numerical approach for three dimensional, time-dependent, thermal convective flow problems is studied. This implementation is based on the widely used finite volume method (SIMPLE Here, velocities are stored at the six surfaces of the control volume marked by (ue, uW, un, us, wt, wb) , and the temperature and pressure are stored at the center of the control volume (pi, Ti). Since the solution of the pressure equation derived from the SIMPLE scheme can represent as much as 80% of the total cost for solving the fluid flow problem [ll] , it is therefore a high priority to solve for p in an efficient manner. Here, a multigrid scheme is applied to the discretized equations, which acts as a convergence accelerator and reduces the cpu time significantly for the whole computation.
Local, flow-oriented, upwind interpolation functions have been used in the scheme to prevent the possibility of unrealistic oscillatory solutions at high Rayleigh numbers.
A brief summary of the SIMPLE method is outlined here, and details that are omitted here may 6 be found in the original reference [12] . For a guessed pressure field p*, the imperfect velocity field a is an under-relaation factor for the pressure. In the present case a value of 0.5 is used. p' will 7 result from the solution of the following discretization equation:
which is derived from the continuity equation (1) and the velocity-correction equations (14), (15), and (16) (14), (15), and (16) Here iterative solution techniques are chosen for the above algebraic equations. Since only local coefficients of finite-volume equations are required for an iterative scheme, the total memory is far less than those of direct methods. More importantly, using domain decomposition techniques, iterative methods are readily implemented in a parallel system with a message passing library. But iterative methods may face converge problems. If the problem size is very large, the number of iterations needed to satisfactorily solve an equation could be significant, or sometimes, the iterative method might not converge at all. So choosing an efficient and fast converging iterative scheme is essential in the present study.
Here a multigrid scheme is applied in solving the above equations. The main idea is to use the solution on a coarse grid to revise the required solution on a fine grid since an error of wavelength X is most easily eliminated on a mesh of size Ah, where X M Ah. Thus a hierarchy of grids of different mesh sizes is used to solve the fine grid problem. It has been proven theoretically and practically that the multigrid method has a better rate of convergence than do other iterative methods. Here we do not give a full theoretical analysis of the algorithm, which is described in detail elsewhere [16, 171 . In the present computation, a V-Cycle scheme with a flexible number of grid levels is implemented with Successive Over-Relaxation as the smoother. Injection and linear interpolation are used as restriction operators and interpolation operators respectively. A detailed description of a parallel multigrid method is given in the next section, and implementations of sequential multigrid methods can be found in [18] .
PARALLEL IMPLEMENTATION
In order to achieve load balance and to exploit parallelism as much as possible, a general and portable parallel structure (Figure 2 ) based on domain decomposition techniques is designed for the three dimensional flow domain. It has l D , 2D, and 3D partition features which can be chosen according to problem geometry. Those partition features provide the best choice to achieve load balance so the communication will be minimized. For example, if the geometry is a square cavity, the 3D partitioner can be used, while if the geometry is a shallow cavity with a large aspect ratio, the 1D partitioner in x direction can be applied. Here, MPI is used for communication which is required when subdomains on each processor need neighboring boundary data information. Because of the portability of this software, the code with MPI can be executed on any parallel system which supports the MPI library. Because of the complexity of the implementation, the code is written in C so flexible data structures can be used. The whole parallel computation is carried out by executing the following sequence on each subdomain with a communication procedure added at each iteration step for all flow fields:
1. Choose a domain decomposition structure by applying a l D , 2D, or 3D partition.
2.
Guess the flow field at the initial time step including the velocity u, v , w , the temperature T , and the pressure field p . Here p', b, are represented by P, b , and A is the local coefficient matrix of the finite volume pressure equation. And the parallel V-Cycle scheme Ph t M P h ( P h , bh) for N grid levels is outlined as:
Relax n1 times on AhPh = bh with a given initial guess P,h , and after each relaxation iteration, exchange edge values with neighbors.
Relax 7x2 times on AhPh = bh with initial guess PO", and after each relaxation iteration, exchange edge values with neighbors.
Enddo
Here Iih and are restriction operators and interpolation operators respectively, and in the present study, injection and linear interpolation are used. A similar multigrid scheme is used for the velocity and temperature equations.
The algorithm telescopes down to the coarsest grid, which can be a single interior grid, and then works its way back to the finest grid. Currently, the parallel V-cycle scheme with a flexible number of grid level is implemented, which can be adjusted according to the grid size used. The Successive
Over-Relaxation was chosen as the smoother, and two times iterations were performed at each grid level.
For low Rayleigh numbers, the initial conditions throughout the flow domain can be set to T = x11
and u = v = w = p = 0. For a higher Rayleigh numbers, the initial conditions can be generated where k is the time level index and €1 and €2 are usually taken to be lop6.
The velocities on the whole flow domain are displayed in Figure 4 , which give complete pictures of the three-dimensional flow with various Rayleigh numbers. In Figure 5 The local minimum, the local maximum , and the overall Nusselt number Nu on the cold wall are shown in Table 1 , and indicate how the outward heat transfer is significantly enhanced as R in-creases. For Rayleigh number lo7, Figure 6 shows the local Nusselt numbers on the cold wall and The range of the local minimum and maximum Nusselt number is much larger than that on the cold wall. As the total Nusselt number Nu can be commonly used as an indicator of the approach to a steady state, the overall Nusselt number should remain the same if a steady state is achieved . So the Nusselt number Nu, on the cold wall and the Nusselt number Nu, on the midplane can be used to provide a check on the accuracy of the numerical solution. 
CONCLUSIONS
We have successfully implemented the finite volume method with an efficient and fast multigrid scheme to solve for three-dimensional, time-dependent, incompressible fluid flows on distributed memory systems. The parallel code is numerically robust, computationally efficient, and portable to parallel architectures which support MPI for communications. The present parallel code has a very flexible partition structure which can be used for any rectangular geometry by applying a l D , 2D, or 3D partitioning to achieve load balance. This feature allows us to study various thermal cavity flows with different geometries. In addition to the Prandtl number and the Rayleigh number, the geometry is the other major factor determining the flow structure Table 2 : The overall Nusselt number on the cold wall and the middle plane ( x = 0.5). 
