Visual distortions in processed 360-degree visual content and consumed through head-mounted displays (HMDs) are perceived very differently when compared to traditional 2D content. To better understand how compression-related artifacts affect the overall perceived quality of 360-degree videos, this paper presents a subjective quality assessment study and analyzes the performance of objective metrics to correlate with the gathered subjective scores. In contrast to previous related work, the proposed study focuses on the equiangular cubemap projection and includes specific visual distortions (blur, blockiness, H.264 compression, and cubemap seams) on both monoscopic and stereoscopic sequences. The objective metrics performance analysis is based on metrics computed in both the projection domain and the viewports, which is closer to what the user sees. The results show that overall objective metrics computed on viewports are more correlated with the subjective scores in our dataset than the same metrics computed in the projection domain. Moreover, the proposed dataset and objective metrics analysis serve as a benchmark for the development of new perception-optimized quality assessment algorithms for 360-degree videos, which is still a largely open research problem.
Introduction
Virtual reality (VR) and immersive media technologies have recently drawn significant interest from both end users and researchers, resulting in many incremental advancements in the last few years. As one of these new immersive media technologies, omnidirectional (or 360-degree) images and videos that capture the 360-degree field of view of a scene, have gained popularity in many areas, such as entertainment, education, and robotics. Omnidirectional visual content provides the user with the ability to navigate the scene with three degrees of freedom (3DoF), resulting in more realistic and immersive experiences, particularly when the user consumes the content wearing a head-mounted display (HMD). Such content, however, requires a massive amount of data to be captured, processed, and transmitted; this challenges current technologies and infrastructure and calls for new solutions in the whole immersive media delivery pipeline.
Despite being naturally a spherical signal, 360-degree signals are commonly mapped to and stored as planar 2D images in order to reuse existing image and video processing technologies [5] . Different projections have been proposed to optimize the pixels distribution on the planar layout, such as equirectangular (ERP), cube map (CMP), and equiangular cube map (EAC) 1 [5] . To be presented to the end user, the planar signal is mapped back to the spherical domain, and, at each instant, the portion of the sphere watched by the viewer, known as viewport, is rendered and displayed. When the visualization happens via an HMD, the viewports (one per eye) are seamlessly updated following the user's head movements, which provides the user with an increased sense of presence.
Similar to traditional 2D image and video, visual quality assessment (VQA) methods also play a fundamental role in the different stages of the immersive media distribution chain, e.g., in the design of recording devices, representations, and compression of digital information, as well as streaming, and display. Indeed, advances in immersive media VQA are of fundamental importance to provide high-quality and optimized services that guarantee the best trade-off between resource usage and good end-user quality of experience (QoE). Although it is related to traditional 2D and stereoscopic 3D visual content, VQA of processed 360degree media visualized via HMDs brings its own specificities. In particular, the appearance of new types of distortions [1] , the magnification of the content, an increased field-of-view, and the fact that the user is fully immersed in the content completely change the QoE perspective. These new requirements call for the development of new methods and good practices for the visual quality and QoE assessment of 360-degree visual content [1] . This paper describes a subjective quality study and establishes a dataset to get a deeper understanding on the perceptibility of compression artifacts and how they affect the overall QoE of 360-degree visual content consumed through HMDs. Previously, we have performed a preliminary experiment to get the range of allowed visual distortions in 360-degree videos [2] . Based on those initial findings, we perform here a subjective VQA study based on the Single Stimulus with hidden reference [10] methodology. In total, 21 subjects rated 128 sequences (120 distorted + sequences + 8 original ones), where the included distortions are blur, blockiness, cube map seams [1] , and H.264 compression. Finally, we provide the subjective data analysis and measure the performance of standard objective quality metrics computed in both the projection and viewport domains on our dataset. The developed dataset is unique when compared to previous work because: (1) it includes individual visual distortions (previous work on 360-degree images/video subjective VQA include distortions through different quality parameters in traditional compression algorithms, which results in mixed visual distortions); (2) it is the first to use the EAC projection to handle spherical signal; and (3) it mixes both monoscopic and stereoscopic versions of the content.
The rest of the paper is structured as follows. First, we discuss related work and compare them with our study. Then, we detail the methodology, stimulus preparation, and subjects' profile of our subjective study. Based on the data gathered on the subjective study, we present the analysis of objective metrics performance. Finally, conclusions and future work are discussed.
Related work
Even though there is still no standard methodology for performing subjective 360-degree quality studies, researchers agree that it does not come as a straightforward extension of traditional 2D-only studies. The research community has been actively discussing best practices for 360-degree VQA, and some subjective quality studies have been recently performed [1, 13] . Initial experiments were based on presenting the rendered viewports using traditional displays [4, 21] . Such an approach, however, lacks important immersive features that can only be assessed when the user is wearing an HMD. Hence, we focus mainly on the studies in which the user uses an HMD. Most of the methodologies in use today for 360-degree subjective VQA are adaptations of traditional ones, used for 2D videos in planar displays. They include both Single Stimulus -e.g., Absolute Category Rating (ACR) and Absolute Category Rating with Hidden Reference (ACR-HR) [9] and Double Stimulus methods [10] . When performing subjective tests using HMDs, additional data such as head and eye motion, sickness, and sense of presence are also interesting [1] . The recent studies include both image-only and video-based VQA.
Regarding image datasets, Upenik et al. [17] presents a testbed for the subjective evaluation of 360-degree images that allows both to collect raw scores and record tracking information. Based on the proposed testbed, they discuss a pilot study using 6 different omnidirectional image contents compressed with four JPEG quality parameters. ACR-HR with a five-grade quality scale is used as the test methodology. Based on the testbed proposed in [17] , Perrin et al. [14] uses a dual stimulus method for measuring the quality of High Dynamic Range (HDR) omnidirectional images considering well-known tone mapping operators. Huang et al. [8] presents a single stimulus ACR-based study for omnidirectional images. It studies both spatial resolution and JPEG distortions for ERP images. The study found that the ideal viewing duration for 360-degree images is 20 seconds, which allows the user to explore the content entirely.
Regarding video-based datasets, Xu et al. [18] establishes a video quality dataset using the SSCQS (Single Stimulus Continuous Quality Scale) methodology [10] . Before building the dataset, they perform a preliminary study to analyze the users' head motion (HM) when watching 360-degree videos. They conclude that: (i) the viewing directions are highly consistent with the video content, hence, there is no need for fixing the viewing directions in VQA studies for 360-degree content; and (ii) at least 20 subjects should be involved in 360-degree VQA studies. In particular, allowing free head movement during controlled subjective tests has the advantage of keeping the test environment closer to the real one where the media will be consumed. Duan et al. [7] presents a dataset composed of 10 original 360-degree videos, 15 seconds each, which are rated by 13 subjects using a single stimulus 0-5 continuous scale. The study explores the influence of resolution, frame rate, and different H.264 bitrate. Li et al. [12] establishes a database that includes both VQA scores and the corresponding HM and eye motion (EM) data for studying the relationship between visual quality and human behavior. The dataset includes three projections types, ERP, RCMP (Reshaped Cubemap), and TSP (Truncated Square Pyramid), and three H.265 compression levels as distortions. Queluz et al. [15] presents the result of a subjective quality study for ERP 360-degree videos that includes spatial and temporal subsampling, HEVC compression, and their combination. Based on the gathered data, the authors also analyze the performance of different objective metrics on their dataset.
Building on the lessons learned in the previous studies, we report here our subjective VQA study focused on the impact of specific visual distortions on the perceived quality of 360-degree content. Different from previous work, we add specific visual distortions (blur, blockiness, and seams) and mix both monoscopic and stereoscopic versions of the original content in our dataset. By mixing the monoscopic and stereoscopic versions of the content, we can provide insights on how the same artifact affects viewers' perceived quality on mono and stereo viewing modes. Also, to allow us to analyze the impact of mixing difference visual distortions, we include H.264/AVC compression as one of the possible distortions. Finally, we focus on the EAC map projection, which has not been studied by any of the previous works, and analyzes the performance of objective metrics computed in the viewports domain, which is also a novelty of our work.
VQA Subjective study

Environment setup
The subjective experiment was performed in two sites: Youtube, Mountain View, CA; and EPFL, Lausanne, Switzerland. In both sites, we used a Lenovo Mirage Solo HMD (2560x1440@75Hz) for visualization and the user sits on a swivel chair so that she/he is free to explore the content. We developed our own software that allows the user to watch the 360-degree video content and rate it without the need of removing the HMD. Fig. 2 shows the user inferface used to select the quality score.
Methodology
The used methodology is based on Single stimulus with hidden reference [9] . The user evaluates each stimulus, one-byone, and voting is performed after each viewing. Both the original (pristine) and the distorted content are included so that it is possible to take into account the video content when computing the subjective ratings. Subjects do not know which ones are the reference content. We provide the user with a continuous 0-100 scale divided into a 5-level categorical scale ("5-Excellent", "4-Good", "3-Fair", "2-Poor", and "1-Bad") (see Fig. 2 ). Each stimulus duration is 10s and the same stimulus is presented twice, with a 2s mid-gray screen between them, so that the user is able to explore different parts of the 360-degree content. Fig. 1 shows the methodology used in the experiments, which is divided into: Study presentation. The subjects are presented with the goal of the study and informed that, due to characteristics of distortions in 360-degree videos and the use of an HMD, they might feel some discomfort or sickness, in which case, they are free to leave the experiment at any time. Pre-experiment subject screening. The subjects are screened for color blindness and stereoscopic vision issues. The color blindness test is based on the Ishihara Color Test 2 . For the stereoscopic vision test, we show a stereoscopic 3D video pattern on the HMD. The participants can see different numbers if they have normal stereoscopic vision. The user is presented with the overall process. Examples of distorted content containing the minimum, medium, and maximum levels of each distortion are presented to the subjects. Also, they are informed about each of the distortion levels associated with the presented content. The data gathered in this session is not used in the data analysis process. Test sessions (1) (2) (3) (4) . The stimuli are randomly divided into 4 equal-sized sets that were evaluated in 4 sessions by each user. In each session, the subject watches each stimulus (pristine or distorted sequence) twice, with the 2s mid-gray screen between them. After that, the subject is asked to rate the quality of that stimulus using the scale depicted in Fig. 2 . To avoid fatigue, we perform a break of 5-10min. between the sessions. The subject is able to control the time of the break so that he could continue when she/he is comfortable to do it. Due to time restrictions, some subjects also performed the first two sessions in one day and the next ones in the following day. Besides gathering the subjective score given to each stimulus, we also record the head motion of the user while watching the 360-degree content in our dataset.
Stimuli
Source sequences. 5 original sequences are included in the study (see Fig. 3 ), being 3 stereoscopic content and 2 monoscopic ones. Based on the original ERP content, we re-project each of the sequences to EAC, using a 3840x2160 resolution. For the original stereoscopic sequences, we added both the monoscopic and the stereoscopic versions to the study. Distortion simulation. We consider four main distortions: blocking, seams, blur, and H.264 compression. The blocking distortions are simulated using the H.263 algorithm with different quality parameters (QP). The seam distortion is simulated through a Gaussian blur filter only in the discontinuities (i.e., where the cube faces meet) in the EAC content. The blur distortion is added through a Gaussian filter on the whole frame. To avoid the appearance of seams in the blur content, the blur command is performed on a padded version of the EAC frame. Then, the correct resolution is cropped from it. Finally, the H.264 compression distortions are created using the H.264 algorithm with different QPs. More details on the commands used for generating the different distortions can be found in [2] . Distortion levels. The visibility and range of visual distortion perceptibility for 360-degree content watched on HMDs are not the same as those of traditional images watched on planar 2D displays. Thus, it is not straightforward to use the same distortion levels as the ones commonly used in traditional 2D visual quality studies. Prior to performing our VQA experiments, we have performed a task-based exploratory study to better understand the range of allowed distortions in 360-degree visual content [2] . We have asked the subjects to find, using an interactive interface, the first just-noticeable distortion (JND) and the Break-in-Presence points when incrementally adding distortions to 360-degree visual content. JND is a statistical quantity that accounts for the maximum distortion that stays unnoticeable to a human being [20] . We define the "1st JND" as the maximum amount of distortion that can be added to the pristine (non-distorted) content before the user perceives any difference in it. Presence is defined as the sense of "being there", inside a space, even when physically located in a different location [11] . We define the Break-in-presence point as the amount of visual distortion that can not anymore induce a sense of presence. The chosen distortion levels are then sampled inside the "1st JND" and Break-in-presence ranges through expert viewing.
Subjects
In total, we recruited 21 subjects to participate in the study, 14 males and 7 females. All the participants have passed on the pre-experiment subject screening tests.
Data processing
A common issue with subjective studies is that different users use the rating scale differently. To account for such issues, we process the RAW score based on BT.500-12 [10] . First, for stimuli j and subject i, we compute the difference score: . The Differential Mean Opinion Score (DMOS) for each sequence is then computed: DMOS j = 1 N ∑ N i=1 z i j .Finally, to have a scale in which higher values means better quality, we compute the Reversed DMOS as: rDMOS j = 100 − DMOS j . Fig. 4a shows the histogram of all rates and Fig. 4b shows the MOS values for each source content. We can observe that, overall, when comparing the same content, the stereoscopic content is commonly rated worse than the monoscopic one. Such a behavior is also replicated in the distorted content, as will be discussed later. The "World tour" is an exception that can be explained by the fact that the pristine content itself is not perfect and also includes some stitching artifacts (see bottom part of Fig. 3(e) ). Fig. 6 shows the processed Reversed DMOS values for each distorted sequence.
Results and discussion
Objective metrics performance
For assessing the performance of objective metrics into the proposed subjective dataset, we use standard objective image quality metrics computed in the EAC projection domain and the same metrics computed on viewports, which better represents the final content as viewed by the user when wearing an HMD. The objective metrics computed on the projection domain are: Peak signal-to-noise (PSNR); Structural Similarity (SSIM) [23] ; Multiscale Structural Similarity (MSSSIM) [22] ; Visual Information Fidelity in pixel domain (VIFp) [16] , and Gradient Magnitude Similarity Deviation (GMSD) [19] .
The metrics above are also computed on the viewports, following the proposal of Birkbeck et al. [3] . For computing the viewport-based metrics, we pre-process the EAC video, generating N viewports for each frame, which are then merged into a collage frame (see Fig. 5 ). The collage frames are then used for computing the quality metrics on the viewports domain. Fig. 5 shows both the sampling pattern, named unifom, that we have used to compute the viewports and an example of a collage frame. (We have also tested the tropical and the equator sampling of [3] , but the uniform sampling has provided the best correlation results due to a better coverage of the sphere.) In addition, for the configuration above, we have tested three different fields of view for the viewports: 30deg, 40deg, and 50deg. In both the projection domain and viewport-based versions, the objective metrics are computed individually for each frame and then pooled with an average method. Finally, the standard performance indexes Pearson linear correlation coefficient (PLCC) and Spearman rank order correlation coefficient (SROCC) are computed between the reversed DMOSs and the fitted logistic regression function: Fig. 7 shows the fitted logistic regression curve, and Table 1 shows the PLCC and SROCC results for the different metrics in our dataset. From the results, it is possible to conclude that: (i) the metrics that performed best on our dataset are SSIM for blockiness, MSSIM for H.264, and VIFP for blur and cubemap seams. (ii) overall, VIFP computed in the viewports using a 40degree field of view is the best performing metric when considering all the distortions (correlation of 0.8421). (iii) when comparing the individual metrics in the different domains, there is a significant improvement when assessing the visual quality of the 360-degree content based on viewports instead of using the EAC projection domain. (It is expected that such a behavior is even more pronounced when the ERP format is used in the planar domain, which has more re-sampling and geometrical distortion than EAC.); (iv) the uniform sampling with 40-degree fieldof-view provides the best performance for most of the metrics;
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(v) none of the metrics performs good enough on seams, which is a highly localized distortion that can be hidden on the global metrics; this result highlights the need for specific artifact metrics, such as [6] ; and (vi) finally, it is possible to notice that the performance of the different metrics varies significantly according to the different distortion types and that there is not a single metric that performs the best for each individual distortion.
Conclusion
We established a subjective quality dataset for EAC 360degree videos that includes specific visual distortion types and mixes both monoscopic and stereoscopic content. Then, we analyzed the performance of objective metrics computed both in the projection domain and in viewports extracted from the 360-degree content against the gathered subjective scores. Our experiments show that: visual distortions tend to affect more the quality of 360-degree stereoscopic content than its monoscopic counterpart; computing objective metrics in viewports provides a better correlation with subjective studies than computing them in the projection domain; and there is still a need for new perceptuallyoriented metrics that can reliably measure specific visual distortions happening in processed 360-degree content, as it can be seen by the fact that there is not a single metric that performs the best for all the different distortions. As future work, we will extend the dataset to include other visual distortions that appear on 360degree content [1] , analyze the performance of stereoscopic metrics on our dataset, and design perceptually-optimized metrics for 360-degree videos that both consider different distortions and the user behavior when watching immersive content via HMDs. 
