Estimating the cell loss probability in an ATM multiplexer is one of the most important problems concerning congestion control and bandwidth management in an ATM-based BISDN. We propose a new approach to estimating the cell loss probability in an ATM multiplexer. We use the Markov modulated deterministic process (MMDP) to approximate the actual arrival process and then model the ATM multiplexer as an MMDP/D/1/K queueing system. Using queueing analysis, we derive a formula for the cell loss probability expressed in terms of the limiting probabilities of a Markov chain. We propose two approximation methods based on the results of the analysis. The actual arrival process is approximated by an (M+1)-state MMDP in the first method and by a two-state MMDP in the second. The major advantages of both methods are simplicity, computational efficiency, and numerical stability. The most attractive feature of the second method is that the cell loss probability can be expressed in closed form. Numerical and simulation results show that the first method is sufficiently accurate for all cases in which burst-level congestion is the main contributing factor to cell loss while the closed-form formula is sufficiently accurate for applications where the average burst length is large (such as large file transfers, image retrievals, etc.).
Introduction
The study of the cell loss probability in the ATM multiplexer has recently attracted considerable attention from researchers in the related areas (see, for example, [2] , [3] , [6] , [9] and [16] ). An accurate estimate of the cell loss probability not only enables us to get a good estimate of the quality of service provided by the ATM network but also provides us with an important parameter that can be used to decide whether or not to accept a connection request so as to avoid long-term congestion in the network (see [5] , [6] and [9] for instance).
We consider an ATM multiplexer serving a superposition of M identical and independent on-off sources. The multiplexer consists of a buffer of size K (cells) and a single link with a capacity of C cells per second. Adopting the source model described in [2] , [3] , [6] , [16] , we assume that a source can be in one of two states: "on" and "off".
When the source is on, it generates a stream of cells that are equally spaced at a fixed rate, called the peak rate, of ∆ cells per second. When it is off, it generates no cells at all. Both the on and off periods are distributed as independent exponential random variables with parameters µ and λ, respectively. Other commonly used parameters to describe an on-off source are the mean rate Φ (the overall average number of cells generated per second), the burst length L (the average number of cells generated during an on period), and the burstiness b (the ratio between the peak rate ∆ and the mean rate Φ). These parameters are related by the formulas: b = 1 + µ/λ, Φ = ∆/b, and L = ∆/µ. Note that there are other types of on-off source models available in the literature. For example, [8] and [19] proposed a different on-off source model in which a source generates cells according to a Bernoulli arrival process instead of a deterministic arrival process when it is on. Thus, the source model employed in this paper is suitable for bursty sources that are highly correlated while the one in [8] and [19] is appropriate for bursty sources whose cell arrivals are more random and less correlated.
The above traffic model for ATM multiplexers and its variants have been studied by a considerable number of researchers and many ingenious methods for evaluating the cell loss probability have been proposed. For a brief review, we summarize only three major approaches which are closely related to the approach to be proposed in this paper. In the first one (e.g., [11] , [13] , [14] ), the multiplexer is treated as a discrete-time system and is modeled as a two-dimensional discrete-time Markov chain. The cell loss probability is expressed in terms of the Markov chain's limiting probabilities that can be calculated using Neuts' matrix geometric solution technique [17] or other numerical methods [13] . This approach yields an accurate estimate for the cell loss probability but it is computationally burdensome for problems of practical size. The second approach (e.g., [2] , [3] , [16] ) approximates the actual arrival process by a two-state Markov modulated Poisson process (MMPP) [10] and the system is treated as an MMPP/D/1/K queueing system. The cell loss probability is again expressed in terms of the limiting probabilities of the queueing system. The MMPP approach is computationally more efficient but its accuracy may not be reliable and largely depends on how the parameters of the two-state MMPP are estimated in each case, which itself may be difficult. The third approach (e.g., [5] , [7] , [9] , [16] ) approximates the actual arrival process by a stochastic fluid flow (SFF) [1] , [15] . The cell loss probability can be approximated either by the limiting probability that the buffer content exceeds the buffer size K [5, 9] , by the limiting buffer-full probability [16] , or by direct computation from the limiting buffer-content probability distribution [7] . The SFF approach is mathematically elegant and sufficiently accurate for many ATM applications.
The major drawback, however, is that it has a potential to break down when solving large size problems due to numerical instability [16] .
In this paper, we propose a new approach to the above problem. Our basic idea is in the same spirit as the SFF approach [1, 15] . That is, we approximate the actual arrival process by an Markov modulated deterministic process (MMDP) in which cells arrive according to a deterministic renewal process whose rate is controlled by a Markov process {X(t), t≥0}. The major difference between an MMDP and a SFF is that cells are treated as discrete units in the former and as continuous flow of fluid in the latter. This fundamental difference, as it will be seen later, leads to a completely different solution procedure that is just as accurate as the SFF approach for most ATM applications but is numerically stable and computationally efficient.
We propose two approximation methods which adopt different MMDPs to match the actual arrival process. In the first one, the real arrival process is approximated by an MMDP whose modulating Markov process X(t) is the number of sources that are "on" at time t and hence it has M+1 states. In the second method, the arrival process is approximated by an MMDP whose modulating Markov process X(t) has only two states.
The most attractive feature of the two-state MMDP approximation is that it provides a closed-form formula for the cell loss probability that is sufficiently accurate for applications where average burst length is relatively large.
The paper is organized as follows. In the next section, we give a formal definition of the MMDP and discuss its advantages and drawbacks in approximating the actual arrival process generated by a group of on-off sources. In section 3, we present an approximate analysis of the MMDP/D/1/K queueing system and derive a formula for the cell loss probability in terms of the limiting probabilities of a relevant Markov chain. In section 4, we discuss the (M+1)-state MMDP approximation method and develop an efficient algorithm for computing the cell loss probability. In section 5, we describe the two-state MMDP method and derive the closed-form formula for the cell loss probability. In section 6, we present numerical results for the two methods and compare them with results from simulations and those from other existing methods. Finally, in section 7, we summarize the major contributions of this work and discuss related future research.
Markov Modulated Deterministic Processes
Let {X(t), t≥0} be a finite, irreducible, continuous-time Markov chain with a state space S = {0, 1, …, m-1} and an m×m probability transition matrix P = [p i,j ]. Let 1/γ i (i∈S) be the mean sojourn time for state i. Define ξ 0 ≡ 0 and ξ n (n = 1, 2, …) as the n th transition epoch of X(t). We now consider an arrival process modulated by X(t) in the following way. If X(ξ + n ) = i (i∈S; n = 0, 1, …), then during the interval [ξ n , ξ n+1 ), arrivals occur according to a deterministic renewal process that starts at time ξ n and has a fixed rate B i (i.e., the first arrival, if any, occurs at ξ n + 1/B i ). The above arrival process shall be referred to as a Markov Modulated Deterministic Process (MMDP), which is completely defined by the matrix P and the vectors Γ = (γ 0 , γ 1 , …, γ m-1 ) and B = (B 0 , B 1 , …, B m-1 ).
To help understand the MMDP, a comparison between the actual arrival process generated by a group of on-off sources and a matching MMDP is given in Figure 1 , where a small bar indicates the instance of an arrival of a complete cell. In the real arrival process cell arrivals are not necessarily equally spaced and there may be clusters of cells arriving almost at the same time, which causes a momentarily high aggregate arrival rate. This may result in cell loss due to short-term congestion or cell-level congestion [20] . In the MMDP, since arriving cells are equally spaced during [ξ n , ξ n+1 ), cell-level congestion does not exist. Cell loss can also be caused by long-term congestion or burst-level congestion [20] as a result of the overall average arrival rate in [ξ n , ξ n+1 ) being larger than the link capacity.
Note that the real arrival process is periodic and cell arrivals are highly correlated or approximately deterministic in a large time scale. Therefore, by matching the average rates of the two processes in the period [ξ n , ξ n+1 ), the MMDP can be a good approximation to the original arrival process for capturing burst-level congestion. Recent studies [18, 20] have shown that cell loss caused by cell-level congestion can be well approximated using the result of a slotted server M/D/1/K model. ). An exact analysis of the embedded process {(X n , Y n ), n = 0, 1, …} is very difficult due to its non-Markovian property. To simplify the analysis and yet to maintain its accuracy, we make two further assumptions that are plausible for ATM applications.
First, we consider a situation in which the n th transition epoch ξ n occurs during a service time and let E n be the elapsed service time at the moment ξ n . Since E n is at most equal to the entire service time 1/C which is highly likely to be much smaller than the length of the interval [ξ n , ξ n+1 ), we make the assumption that E n = 0, n ≥ 0. The implication of this assumption is that if ξ n occurs while a cell is still in transmission, then the entire cell is to be retransmitted immediately after ξ n . This assumption shall be referred to as the service renewal assumption. With this assumption, the embedded process {(X n , Y n ), n≥0} becomes an Markov chain.
Second, we consider the interval [ξ n , ξ n+1 ) during which the modulating Markov process X(t) is in state i (i∈S) and define the random variable U i ≡ ξ n+1 -ξ n which is known to be exponentially distributed with parameter γ i . Under the service renewal assumption, if B i > C (C > B i ), then the queue size will not decrease (not increase) during Let q (i,k),(j,h) be the transition probability from state (i,k) to state (j,h) of the embedded Markov chain. Then,
where a 
We note that for C > B i (or B i > C), the random variable (C -
  ) has a geometric distribution over non-negative integers with parameter ρ i = exp{-γ i /(C -B i )} (or ρ i = exp{-γ i /(B i -C)}) because U i is exponentially distributed with
To compute a i k,h , we consider three cases. First, for the case B i = C, we note that if Y n = 0 then Y n+1 can be either 0 (when ξ n+1 -ξ n < 1/B i ) or 1 (when ξ n+1 -ξ n ≥ 1/B i ). However, if Y n > 0 then Y n+1 must be equal to Y n regardless of the value of ξ n+1 -ξ n . Thus, for B i = C, we have
For B i < C, we apply the continuity assumption
where
Similarly, for the case of B i > C, we have
where ρ i = exp{-γ i /(B i -C)}. From (4) and (5), we can see that the stochastic matrix A i is lower triangular if B i < C and upper triangular if B i > C.
We define the limiting probability π i,j ≡ lim n→∞ P{X n = i, Y n = j} and the vector π i ≡ (π i,0 , π i,1 , …, π i,K ). It can be shown that {(X n , Y n ), n ≥ 0} is ergodic and therefore π i , i = 0, 1, …, m-1, are uniquely determined from the balance equations:
where e is a unity vector of an appropriate dimension and e T is its transpose.
Although the above set of linear equations in general can be solved using standard numerical methods, the computation involved can be significant for cases in which m and K are large and the matrix P is dense. However, for some special cases, for example, when m is relatively small or P is tri-diagonal, efficient algorithms may be derived for the computation of the steady-state probabilities. Our two approximation methods are in fact based on these two special cases and we will discuss them in the next two sections. Now, we consider how to compute the cell loss probability p from the steady-state probabilities π i . Let N i,j be the total number of cells arrived during a period [ξ n , ξ n+1 ), given that X n = i and Y n = j. Let R i,j be the total number of cells rejected in the same period. The random variable N i,j = B i U i   has a geometric distribution over non-negative integers with parameter exp{-γ i /B i }, where B i > 0 and U i = ξ n+1 -ξ n . Thus,
We note that when
We now consider the distribution of R i,j . If B i ≤ C, then P{R i,j = 0} = 1. For the case of B i > C, using the continuity approximation again, we have R i,j = max(0,
where ρ i is defined as in (5).
To estimate the cell loss probability p, or the long-run proportion of cells rejected, we
where V = {i: B i > C}.
An (M+1)-State MMDP Approximation
A straightforward application of the MMDP/D/1/K queue to the ATM multiplexer is to approximate the superposed traffic stream by an (M+1)-state MMDP where the modulating Markov process X(t) is equal to N(t), the number of sources being on at time t. Since N(t) is a finite birth-death process with birth rate λ i = (M-i)λ and death rate µ i = iµ, we have B i = i∆ (recall that ∆ is the peak rate of a source), γ i = (M-i)λ+iµ, and
Therefore, the probability transition matrix Q becomes
and equation (6) is reduced to
where α -1 ≡ 0, β M+1 ≡ 0, α i = (M-i)λ/γ i , and β i = iµ/γ i for i = 0, 1, …, M.
The limiting probabilities π i can be obtained using standard numerical methods for solving the system of linear equations (12) together with the normalizing equation (7).
However, substantial saving in computation can be achieved if we exploit special properties of the Markov chain {(X n , Y n ), n ≥ 0}. In the following, we discuss two special properties of the chain and develop an efficient algorithm to compute the cell loss probability by making use of these properties.
First, we notice that the Markov chain {X n , n ≥0} is a discrete-time birth-death process with birth and death probabilities α i and β i , respectively. Let p i ≡ lim n→∞ P{X n = i} for i = 0, 1, …, and M. Then p i is equal to the marginal probability π i e T and is given by (13) p i = α i-1 α i-2 …α 0
. It is interesting to note that the same conclusion can be reached by observing that the Markov chain {(X n , Y n ), n ≥ 0} is lumpable [12] (11) as
where p i is given in (13) . The significance of this transformation is that, to compute the cell loss probability, we need only to solve for y i which is computationally more efficient than solving for π i . To see this, we apply the same transformation to equation (12) to obtain (15)
Since (15) has only one vector-matrix multiplication while (12) has two, solving (15) for y i is nearly twice as fast as solving (12) for π i should an iterative algorithm be applied.
Furthermore, because A i are stochastic matrices, we have y i e T = π i A i e T = π i e T = p i and
implying that {y i } is a proper probability distribution. This is not surprising since y i,k is in fact the limiting probability that X(ξ -n ) = i and Y(ξ -n ) = k as n approaches infinity.
To make use of the above two special properties, we develop an iterative algorithm which is in the same spirit as the aggregation-disaggregation algorithm for large Markov chains [22] . We consider the partitions y 0 , y 1 , …, and y M . Since the aggregate (lumped) probabilities y i e T = p i can be computed without the knowledge of y i , we can skip the aggregation step and carry out only the disaggregation step. In disaggregation, we update y i , from i = 0 to i = M, using equation (15) as in Gauss-Seidel iterative method. However, immediately after updating y i , we perform a local normalization by scaling the elements in y i so that y i e T = p i , where p i is pre-calculated using equation (13) . Therefore, throughout the computation, the aggregate probabilities y i e T are always accurate. This iterative procedure is summarized in the algorithm shown in the box where y (0) is uniformly initialized and ε is a pre-specified error tolerance.
The (M+1)-State MMDP Algorithm.
1. k ← 0; p (0) ← 0; initialize y (0) ; compute {p i } using (13); and compute A i using equations (3), (4), and (5).
2. For i = 0, 1, …, M, compute
3. Compute the cell loss probability p (k+1) using (14).
If |p (k+1) -p (k) | p (k+1)
≥ ε, then k ← k + 1 and go to step 2.
5. Terminate. To see the effect of the local normalization on computational efficiency, we have applied both the (M+1)-state MMDP algorithm and the traditional Gauss-Seidel iterative algorithm (without the local normalization) to a few large size problems and recorded, for each instance, the CPU time (on an IBM R6000/320H workstation), the number of iterations required, and the cell loss probability (for verification purposes). Results of these numerical experiments are shown in Table 1 in which the upper numbers are results for the (M+1)-state MMDP algorithm while the lower numbers are for the Gauss-Seidel algorithm.
From these results, we can see that the use of local normalization results in a considerable saving in computational time, especially in cases of large size problems.
A Two-State MMDP Approximation
In this section, we propose another MMDP approximation method. Here we approximate the superposed traffic stream by a two-state MMDP. Since the parameters B 0 , B 1 , γ 0 and γ 1 uniquely determine a two-state MMDP, we need to determine a way to match these parameters with a given traffic scenario in which the traffic characteristics, namely ∆, λ, and µ, of M on-off sources are given. Recall that N(t), the number of active sources at time t, is a finite birth-death process with birth rate λ i = (M-i)λ and death rate µ i = iµ. Let {q i } be the limiting probability distribution of N(t). Then, it can be shown that (see, e.g., p. 276 of [21] ) {q i } are related to {p i }, the limiting probability distribution of the discretetime Markov chain embedded at the transition points of N(t), by the following formula
where {p i } is given in (13).
As in [2] , we aggregate the state space of N(t) into two subsets: i) an overload region consisting of the states in OL = {v+1, v+2, …, M}, where the total cell arrival rate in any state is greater than the link capacity C; and ii) an underload region consisting of the states in UL = {0, 1, …, v}, where the total cell arrival rate in any state is less than or equal to the link capacity C. Here, v = max{i: i∆ ≤ C} is the boundary state. We assume that M∆ > C, a condition for burst-level congestion to occur. Furthermore, let T 0 (T 1 ) be the time the process N(t) spends in UL (OL) each time it enters the region.
We now match the two states of the modulating Markov process X(t) of the MMDP in 
, and for ρ 0 = ρ 1 :
Applying a similar procedure to π 1 , we obtain for ρ 0 ≠ ρ 1 :
Applying (18) to (11), we have the following formula for the cell loss probability:
where η i = exp{-γ i /B i }, i = 0, 1.
Remarks.
It can be shown that the cell loss probability p in (19) is a decreasing function of K, which is in agreement with our intuition. However, it is interesting to note that when ρ 0 ≥ ρ 1 , p → 0 as K → ∞ and that when ρ 0 < ρ 1 , p → p' > 0 as K → ∞. The fact that p does not go to zero as K approaches infinity when ρ 0 < ρ 1 seems, at first glance, inconsistent with our intuition. To understand this, let us examine the implication of ρ 0 < ρ 1 . From (4) and (5), we can see that ρ 0 < ρ 1 if and only if (C-B 0 )/γ 0 < (B 1 -C)/γ 1 . This in turn implies that the service rate C is smaller than the mean input rate (B 0 γ 1 +B 1 γ 0 )/(γ 0 +γ 1 ). Therefore, as K → ∞, the cell loss probability is not expected to go to zero. A simple analogy is the M/M/1/K queueing system where the loss probability goes to 1 -µ/λ as K → ∞ if the service rate µ is smaller than the mean input rate λ.
Numerical Studies and Discussions
In this section, we examine the performance of the two MMDP methods through comparison with simulation results. We also compare the MMDP approach with two other major techniques: the SFF approach and the MMPP approach. For the SFF approach, we choose to use the formula for cell loss given in [7] which is also a time-average measure and for the MMPP method, we use the matching method proposed in [2] from which we have borrowed the concept of overload and underload regions for matching the two-state MMDP. Throughout this section, we consider three types of on-off sources: voice, data, and image retrieval. The traffic characteristics of these sources are based on data from [4] and are shown in Table 2 . We assume that the cell length is 53 bytes and that the data given in Table 1 include both the overhead (cell header) and the actual information bits (an assumption that may not be realistic but is not essential to our study). For example, the peak cell rate ∆ would be about 151 cells per second for voice calls. The simulation is implemented using the original assumptions of M independent on-off sources feeding an ATM multiplexer as explained in the Introduction. Each source has its own random number generator and the simulation is event-driven. For each set of data, a number of simulation runs of equal length are carried out and the criterion for stopping the simulation is that the width of the 95% confidence interval should be less than 10% of the estimated cell loss probability. The simulations have been carried out on 41 Sun Sparc workstations and one IBM R6000 workstation for about three weeks and some, requiring more than three weeks of CPU time, were forced to stop before they met the above stopping criterion.
We report two groups of numerical results. In the first group (Figures 2, 3 method is the largest, it has the highest sparsity (the fraction of zero elements in a matrix), which leads to an efficient iterative algorithm as presented in Section 4. Apart from solving linear equations, we also need to determine the coefficient matrix. For the MMDP method, the elements of the coefficient matrix are elements of a geometric sequence and hence they can be easily computed. For the SFF method, the coefficient matrix is determined from the eigenvalues and eigenvectors of an M×M matrix. For the MMPP method, the coefficient matrix consists of 2×2 block matrices, each of which is an infinite matrix series, and the number of terms needed depends greatly on the accuracy required. Furthermore, we note that both the MMPP and the two-state MMDP methods require additional computations to perform the matching of parameters. For the two-state MMDP method, the computation is straightforward whereas for the MMPP method the effort required can be quite significant depending on the matching technique employed [2, 16] .
From the above discussion, we can see that, due to its accuracy and computational simplicity, the two-state MMDP method is suitable for real-time applications for which the average burst length is large (e.g., file transfers, image retrievals, etc.) and our numerical experience indicates that it is usually quite accurate when the average burst length is about 300 cells or more. The (M+1)-state MMDP method, on the other hand, is appropriate for off-line applications such as network planning, development of bandwidth allocation schemes and call admission control policies, and other theoretical studies of traffic behaviors of on-off sources. The SFF approach and the MMPP approach are also useful in off-line applications. However, the former is limited to cases of small M while the latter must be applied with cautions due to its potential inaccuracy. An overall comparison of the MMDP, the MMPP, and the SFF approaches is summarized in Table 3 in which three categories of attributes, namely accuracy, efficiency, and applicability, are compared. 
Conclusions
In this paper, we have proposed an alternative approach, namely the MMDP approach, to the problem of estimating the cell loss probability in an ATM multiplexer. A number of interesting future research problems still need to be investigated. First, the philosophy behind the two-state MMDP method can be extended to improve the accuracy for cases of small burst lengths. The idea is to use an n-state MMDP to approximate the actual arrival process, where the modulating process remains to be a simple birth-death process and the value of n is between 2 and M+1. The choice of n depends on the tradeoff between accuracy and efficiency. The key is to develop an efficient matching technique that determines the n-state MMDP based on the chosen accuracy-efficiency tradeoff. Second, the idea of (M+1)-state MMDP method can be generalized to cases of heterogeneous on-off sources. Suppose, for example, that there are two classes of sources. Then the modulating Markov process for the MMDP would be two-dimensional and the algorithm presented in section 4 can be easily modified to accommodate this change. However, one major problem with this approach is that as the number of classes increases the size of the problem grows exponentially and thus the computational burden may become unacceptable. A possible remedy is to aggregate the states of the modulating process in a way similar to the n-state MMDP approach.
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