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To date, all proposed quantum algorithms for simulating quantum field theory (QFT) simulate
(continuous-time) Hamiltonian lattice QFT as a stepping stone. Two overlooked issues are how
large we can take the timestep in these simulations while getting the right physics and whether we
can go beyond the standard recipe that relies on Hamiltonian lattice QFT. The first issue is crucial
in practice for, e.g., trapped-ion experiments which actually have a lower bound on the possible
ratio of timestep to lattice spacing. To this end, we show that a timestep equal to or going to
zero faster than the spatial lattice spacing is necessary for quantum simulations of QFT, but far
more importantly a timestep equal to the lattice spacing is actually sufficient. To do this, first
for φ4 theory, we give a quantum circuit exactly equivalent to the real-time path integral from the
discrete-time Lagrangian formulation of lattice QFT. Next we give another circuit with no lattice
QFT analogue, but, by using Feynman rules applied to the circuit, we see that it also reproduces
the correct continuum behaviour. Finally, we look at non-abelian gauge fields, showing that the
discrete-time lattice QFT path-integral is exactly equivalent to a finite-depth local circuit. All of
these circuits have an analogue of a lightcone on the lattice and therefore are examples of quantum
cellular automata. Aside from the potential practical benefit of these circuits, this all suggests that
the path-integral approach to lattice QFT need not be overlooked in quantum simulations of physics
and has a simple quantum information interpretation.
I. INTRODUCTION
Calculations in quantum field theory become partic-
ularly difficult when perturbative methods no longer
work (usually when interactions are strong). To get
around this, lattice QFT was introduced [1–4] to reg-
ulate QFT and allow classical computers to perform cal-
culations. Lattice quantum chromodynamics has been
particularly successful in calculating particle mass ratios
[5] and studying phases of gauge theories [6, 7]. Un-
fortunately, dynamical simulations of lattice QFT suffer
from the same problem that most classical simulations of
quantum many-body systems do: the memory required
grows exponentially with the system size. To remedy
this, quantum algorithms for simulations of some QFTs
were introduced [8–16], and it is conceivable that these
will find application in the near term on relatively small
quantum computers [17–19], with pioneering experiments
already being performed [20, 21].
All previously proposed quantum algorithms for QFT
(e.g., [9, 11]) approximate continuous-time lattice Hamil-
tonian dynamics by a quantum circuit (via a Suzuki-
Trotter decomposition) with a timestep δt. Then by tak-
ing δt sufficiently small, one can approximate the dynam-
ics of the lattice QFT (with a fixed spatial lattice spacing
a) to the desired accuracy. One repeats this procedure
for smaller and smaller a to extrapolate to the continuum
limit. In contrast, here we argue that choosing a quantum
circuit with δt = a is sufficient to simulate QFTs. This
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FIG. 1: (i) If δt/a is too big the simulation cannot reproduce
the correct physics at high velocities regardless of how small
a is. E.g., for a nearest-neighbour circuit with δt = 10a. As
we fine grain to a′ = a/2, the maximum speed in the circuit
is still v = 3/5 in units with c = 1. (ii) Intuitive sketch of
the error in a QFT simulation ε(δt, a) as a function of a and
δt. Simulations with δt/a going to zero too slowly will never
converge to the right physics, but those with δt/a ≤ 1 as
a→ 0 can.
is vital for experiments with technical limitations leading
to a minimal allowed δt/a. For example, this is actually
necessary to avoid unwanted spin-motion coupling when
applying Mølmer-Sørensen gates in trapped ions [22], a
consequence of which is that the sub-timesteps (that form
parts of one full Trotter step) that fix δt/a cannot be too
small. Furthermore, in current experiments it is desirable
to minimize the number of gates to reduce gate errors.
In fact, the scaling δt = a (in units with c = 1) is essen-
tially the best we could hope for for circuits with fixed
interaction range (e.g., nearest neighbour or next-nearest
neighbour). Any “better” scaling, say δt ∝ a1/2, would
mean that the lightcone of the circuit will be narrower
than the physical lightcone as a→ 0, and the circuit will
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2fail to simulate all of the physics. This is explained intu-
itively in figure 1 and is analogous to the CFL condition
for hyperbolic PDEs [23].
We start with quantum-circuit discretizations of inter-
acting scalar field theory that have some appealing prop-
erties: the number of local unitary gates is proportional to
the spacetime volume, and there is a strict upper bound
on the speed of information propagation. There is more
than one possible circuit with these properties, but our
first example is very natural because it is equivalent to
the discrete-time path integral. We introduce another
circuit, not arising from a Suzuki-Trotter decomposition
or path integral, which has the right continuum limit
in the free case but suffers from a bosonic analogue of
fermion doubling, which can be remedied with a slightly
modified interaction. This illustrates an important point:
it is possible (and may be pragmatic) to use circuits not
arising from conventional lattice QFT but still giving the
right continuum limit. Finally, we look at pure non-
abelian gauge theory on the lattice, where we see that
the discrete-time path integral amplitude is exactly equal
to a sequence of finite-depth local circuits with timestep
δt = a. These results, aside from having practical signif-
icance, also give a quantum information perspective on
the discrete-time path integrals for bosonic lattice QFT:
we show they are equivalent to simple quantum circuits.
These quantum-circuits are also quantum cellular au-
tomata, which are discrete spacetime quantum sys-
tems where information propagates at a bounded speed
[24, 25]. Having strictly bounded propagation speeds is
actually impossible for continuous-time lattice systems
with local Hamiltonians [26]. There have been proposals
for discretizing QFT via quantum cellular automata in
the past, but most corresponded to free QFTs [27–31] or
integrable QFTs in one space dimension [32–34]. (An-
other approach discretizes fermions interacting with an
abelian gauge field [35, 36], but it is not clear whether
the fermion doubling problem [37] can be avoided.)
II. SCALAR FIELDS ON A LATTICE
To start, consider the continuous-time Hamiltonian
version of lattice QFT [38] for φ4 theory [39]. Before
now, this has always been the formalism of choice for
quantum simulations of QFT. Nevertheless, we will ar-
gue that the discrete-time Lagrangian formalism can be
more natural for quantum simulations. Of course, in the
continuum limit, all formalisms agree.
We discretize space with coordinates given by vectors
of integers n ∈ Zd and spatial lattice spacing a. At each
lattice site there are field operators φn and pin that satisfy
[φm, pin] =
i
ad
δm,n, as well as [φm, φn] = [pim, pin] = 0
for all m and n. The factor of 1/ad ensures that we
recover the continuum commutation relations as a → 0.
We also write x = na and t = τδt, where τ ∈ Z is
the discrete time coordinate. For simplicity, we take the
spatial lattice to be infinite, but everything extends to
finite lattices (with periodic boundary conditions), which
is necessary for simulations in practice.
The continuous-time dynamics is described by a
Hamiltonian, with one possible choice being
Hlatt = a
d
∑
n∈Z
[
1
2
pi2n +
1
2
(∇aφn)2 + m
2
2
φ2n +
λ
4!
φ4n
]
,
(1)
with the simplest choice for the discrete gradient:
(∇aφn)2 =
∑
e∈N
(
φn+e − φn
a
)2
, (2)
where N = {(1, 0, ..., 0), ..., (0, ..., 0, 1)} are lattice basis
vectors. It is useful to write Hlatt = HP + HX , where
HP consists of all terms with pin and HX includes all
terms with φn.
Although spacetime is now discrete, field operators still
describe continuous degrees of freedom. On quantum
computers made of qubits (as opposed to continuous vari-
ables) the on-site fields need to be discretized and trun-
cated, which is not as costly as one might imagine [40].
An intriguing alternative is to use continuous-variable
quantum computers for, e.g., φ4 theory [13]. Neverthe-
less, how the fields are discretized is not our concern here.
Instead, we focus on the dynamics of the fields with the
understanding that a representation of the fields tailored
to the specific architecture can be chosen when necessary.
III. STRANG-SPLIT CIRCUIT FOR SCALAR
FIELD THEORY
Our first circuit actually comes from Strang splitting
(a special case of a Suzuki-Trotter decomposition [41])
the evolution operator of the Hamiltonian lattice QFT,
exp(−iHlattδt). (The other circuits we will consider for
φ4 theory and non-abelian gauge fields do not come from
such a decomposition of a lattice Hamiltonian.) This
seems like business as usual for a quantum simulation of
a QFT, but we depart from conventional quantum algo-
rithms by fixing the timestep δt = a. This is the key
point, as we will still get the correct continuum limit
with this circuit in spite of this restriction. The circuit
evolving the system over one timestep is
U = e−iHXδt/2e−iHP δte−iHXδt/2. (3)
Each of e−iHXδt/2 or e−iHP δt is a product of commuting
local unitaries, so U is a finite-depth local unitary circuit.
An advantage of this circuit is that we need not think of
it as approximating the continuous-time lattice Hamilto-
nian dynamics, but rather as exactly simulating the path
integral in the discrete-time Lagrangian formulation of
lattice QFT. This follows because
〈ϕf |Uτ |ϕi〉 =
∫
D(ϕ)eiS(ϕ), (4)
3where |ϕi〉 and |ϕf〉 are initial and final states at time 0
and time τ respectively. The action is
S(ϕ) =
τ−1∑
ν=0
δt
∑
n
adL(ν,n), (5)
where
L(ν,n) = (ϕν+1,n − ϕν,n)
2
2δt2
− V(ϕν+1,n) + V(ϕν,n)
2
,
(6)
with V(ϕν,n) containing all spatial derivatives, mass term
and the interaction:
V(ϕν,n) =
[
1
2
(∇aϕν,n)2 + m
2
2
ϕ2ν,n +
λ
4!
ϕ4ν,n
]
, (7)
where
(∇aϕν,n)2 =
∑
e∈N
(
ϕν,n+e − ϕν,n
a
)2
. (8)
ϕν,n is the classical scalar field at time ν at position
n. The symmetrized form of the potential V in the La-
grangian in equation (6) is simply analogous to averag-
ing a left and a right Riemann sum approximation to the
continuum action.
The proof of equation (4) is standard, although usually
given in the Euclidean setting with imaginary time (and
periodic boundary conditions in time) [42]. For com-
pleteness, we give the proof in appendix A. From the
perspective of lattice QFT, U is the real-time transfer
matrix. The significant point for us here is that this U
is exactly a local quantum circuit. This means that we
can simulate the dynamics with the choice δt = a and
get the correct continuum limit, which not only has a
practical advantage but also gives a quantum informa-
tion perspective on the path integral for this model: it is
just a quantum circuit.
The first-order Trotter decomposition of Hlatt, i.e.,
UTrott = e
−iHP δte−iHXδt, gives a simpler Lagrangian:
L(ν,n) = (ϕν+1,n−ϕν,n)22δt2 − V(ϕν,n). But we expect the
Strang-split circuit to converge faster to the continuum
limit. Another advantage to the Strang-split circuit
is not only more accuracy compared to UTrott, but it
only needs one additional layer of unitary gates since
Uτ = e−iHXδt/2(UTrott)τ−1e−iHP δte−iHXδt/2, i.e., UτTrott
consists of 2τ alternating layers like e−iHP δt, whereas Uτ
consists of 2τ + 1.
It is important to reiterate the main point: quantum
simulations with δt = a are sufficient to capture the right
physics. This is because we have shown that the path
integral amplitude from discrete-time Lagrangian lattice
QFT is exactly equal to a local quantum circuit, which we
know has the right continuum limit as the choice δt = a
is sufficient in lattice QFT calculations to get the right
physics [43].
IV. SHIFT CIRCUIT FOR SCALAR FIELD
THEORY
Let us introduce a second circuit for φ4 theory, which
we call the Shift circuit. We take U = WXWPWX , with
WX =
∏
n∈Zd
exp
[
iad−1
(
M
2D
∑
e∈N
φnφn+e +
λa2
4!
φ4n
)]
WP =
∏
n∈Zd
exp
[
− ipia
d−1
4
(φ2n + a
2pi2n)
]
.
(9)
HereD = d+1 andM = 1−m2a2/2, wherem is the mass,
and N are all lattice vectors e with components ei = ±1.
Again δt = a. This circuit is a natural discretization
of the continuum theory when m = λ = 0 in d = 1.
This is because, in that case, the continuum model can
be solved in terms of left- and right-moving fields, which
also actually works for this circuit as shown in appendix
B 2.
With λ = 0 the dynamics can be solved exactly, with
the circuit’s Feynman propagator being given by (see ap-
pendix C)
DF (x− y) = a
2
2
∫
dDp
(2pi)D
ie−ip.(x−y)
M
∏d
i=1 cos(pia)− cos[p0a] + iε
,
(10)
where integral is over (−pi/a, pi/a]D. As a → 0, we re-
cover the usual Feynman propagator.
The Strang-split circuit was clearly a good regulator,
but is this true for the Shift circuit? To check, we use
the Feynman rules for the circuit (derived more generally
in appendix E) to calculate the order λ correction to the
particle mass in D = 1 + 1. This gives ΠShift(p
2
in) =
λ
2pi ln
(
1
ma
)
+ finite (calculated in appendix G), which is
actually too big by a factor of two compared to other
regulators, e.g., continuum QFT with a momentum cutoff
Λ, which gives
Πcont(p
2
in) =
λ
4pi
ln
(
Λ
m
)
+ finite (11)
(also calculated in appendix G for completeness). The
problem is that the equal-time Shift circuit propagator
has a symmetry under pi ↔ pi/a − pi. These high-
momentum modes act like low-momentum modes, con-
tributing to Feynman diagrams like a second type of par-
ticle. To fix this, we use the smeared interaction term
V = aD
λ
4!
∑
n∈Zd
(∑
e∈K
w(e)φn+e
)4
, (12)
where K are all vectors with components in {−1, 0, 1} and
w(e) = v(e1) × ... × v(ed) with v(−1) = v(1) = 1/4 and
v(0) = 1/2. This modifies the Feynman rules only at high
energy, so that the vertex factor depends on the momen-
tum flowing in or out. At low energy, we get the new cor-
rect value for the diagram ΠShift(p
2
in) =
λ
4pi ln
(
1
ma
)
+finite
4as long as pin  1/a, which is calculated in appendix G.
So with the modified interaction we get the correct value
for the first order correction to the mass because high-
momentum particles are now suppressed.
V. LOCAL CIRCUIT FOR NON-ABELIAN
GAUGE THEORY
Let us turn to pure non-abelian gauge theory on the
lattice, which, despite the absence of matter, is interact-
ing. The basic starting point here is simple: the path
integral can be written in terms of a real-time transfer
operator. In this case, this does not come from a Trot-
ter decomposition of the lattice Hamiltonian dynamics,
which again has always been the usual approach for quan-
tum simulations of QFTs. The essential new point is that
the transfer operator is actually exactly a finite-depth
local quantum circuit, which allows us to simulate the
dynamics with a quantum circuit with δt = a.
Here the Hilbert spaces live on the links between lat-
tice sites. We denote lattice sites by x with components
in aZ, but now e ∈ {(a, 0, ..., 0), ..., (0, ..., 0, a)} are lattice
basis vectors. The Hilbert space for the link (x,x+ e) is
spanned by the basis |Ux,e〉, where Ux,e denotes an ele-
ment of the defining representation of the gauge group G,
which we assume is either U(1) or SU(n). (Non-compact
groups can also be considered.) In other words, Ux,e cor-
responds to a matrix of real numbers Uabx,e, where a and
b are the matrix indices, e.g., for SU(n), these run from
1 to n, whereas for U(1) there is only a single element.
These basis states satisfy
〈Vx,e|Ux,e〉 = δ(Vx,e, Ux,e) (13)∫
dUx,e|Ux,e〉〈Ux,e| = 1 , (14)
where dUx,e denotes the normalized Haar measure over
the group and
∫
dUδ(U, V ) = 1. We also associate oper-
ators Uˆabx,e to each link (here it is better to give operators
hats) with Uˆabx,e|Ux,e〉 = Uabx,e|Ux,e〉. One important oper-
ator is given by the trace of spatial plaquette operators
on the lattice. These are
tr[Uˆps ] = Uˆ
ab
x,eUˆ
bc
x+e,f Uˆ
†cd
x+f ,eUˆ
†da
x,f , (15)
where repeated matrix indices are summed, and ps =
(x,x+e,x+e+ f ,x+ f) denotes a spatial plaquette. We
also define left shift operators that act on link states via
Lˆx,e(V )|Ux,e〉 = |V †Ux,e〉. (16)
Finally, all physical states must be invariant under spa-
tial gauge transformations (which is Gauss’ law)
Ux,e → ΩxUx,eΩ†x+e = UΩx,e, (17)
where Ωx are in the gauge group. A unitary opera-
tor implementing a gauge transformation is Dˆ(Ω)|U〉 =
|UΩ〉, where |U〉 = ∏x,e |Ux,e〉 is a state of the lattice.
Gauss’ law is then that any physical state |U〉 satisfies
Dˆ(Ω)|U〉 = |U〉 for any Ω.
Next consider the unitary evolution operator (real-time
transfer operator) Tˆ , given by Tˆ = WˆelWˆmag, where
Wˆmag = exp
(
−i 2
g2
∑
ps
Re
(
tr[Uˆps ]
))
Wˆel =
∏
x,e
∫
dVx,e exp
(
−i 2
g2
Re (tr[Vx,e])
)
Lˆx,e(Vx,e),
(18)
where g is the gauge coupling constant, and Re(tr[A]) =
(tr[A] + tr[A†])/2. Note that the product over plaquettes
counts each plaquette once. The crucial point is that
the terms in the exponents in the definition of Wˆmag all
commute since plaquette operators Uˆps commute with
each other. As a result, both Wˆmag and Wˆel are finite-
depth local quantum unitaries. The depth of Wˆel is one
since each unitary acts on a different link, whereas the
depth of Wˆmag depends on the lattice dimension because
plaquette operators may overlap on links. In d = 2 the
depth is two: unitaries on plaquettes can be applied in
a chess-board pattern. More generally, a depth of d! is
enough (by using the d = 2 method for each pair of lattice
directions).
We chose this evolution operator Tˆ because it is equiv-
alent to a discrete-time path integral with the Wilson ac-
tion, i.e., given initial and final gauge field configurations
obeying Gauss’ law, |Ui〉 and |Uf 〉,
〈Uf |Tˆ τ |Ui〉 =
∫
D(U)eiS(U), (19)
where the action is
S(U) =
2
g2
∑
p
Re (tr[Up]) , (20)
and we have tr[Up] = U
ab
x,eU
bc
x+e,fU
∗cd
x+f,eU
∗da
x,f , where p =
(x, x+ e, x+ e+ f, x+ f) is a spacetime plaquette, with
x representing a spacetime coordinate, and e and f are
spacetime lattice basis vectors. The range of the sum
is over all spacetime plaquettes on {0, .., τ} × Zd except
spatial plaquettes at time τ . The measure is D(U) =∏
x,e dUx,e. For completeness, the derivation of equation
(19) is given in appendix H.
The unitaries Wˆmag and Wˆel are local finite-depth cir-
cuits, but their precise form will depend on how we rep-
resent the link Hilbert spaces (on either qubits or contin-
uous variables). Any local truncation scheme for the link
degrees of freedom can be used in conjunction with the
above circuit, but it is worthwhile to point out that find-
ing a good truncation scheme is difficult. Two possible
options are to use the group theoretic methods from [8]
or quantum link models [44] to truncate the link Hilbert
5spaces to represent them on qubits. For example, for the
quantum-link version of an SU(2) gauge theory, it is suf-
ficient to have two qubits per link [44], while maintaining
Gauss’ law exactly.
As a final note, the unitary Wˆel looks a little mysteri-
ous, but it is not as complicated as it seems. For a start, it
involves a product of the same unitary on every link, and
these commute with gauge transformations. (Any gauge
theory should have the property that the dynamics com-
mutes with gauge transformations.) To verify that these
individual unitaries are guage invariant, we first need
Lˆx,e(V )Dˆ(Ω)|Ux,e〉 = |V †ΩxUx,eΩ†x+e〉
= |Ωx
(
Ω†xV
†Ωx
)
Ux,eΩ
†
x+e〉
= Dˆ(Ω)Lˆx,e
(
Ω†xV Ωx
) |Ux,e〉.
(21)
But this together with the definition of Wˆel in equa-
tion (18) implies that Wˆel commutes with Dˆ(Ω). This
follows because tr[Ω†xVx,eΩx] = tr[Vx,e] and because
the integral is over the Haar measure which satisfies
dVx,e = d(Ω
†
xVx,eΩx). This simplifies the possibilities for
the unitary gates in Wˆel on each link (or approximations
to them), since they must be functions of the invariants
of the gauge group on the link. Of course, Wˆel can be cal-
culated explicitly, though the integral may be awkward
to do analytically, and it depends on the representation
of the gauge field on qubits.
VI. DISCUSSION
We saw that taking δt = a is sufficient for quantum
simulations of QFT, at least for bosonic QFTs. This
is important because, in some experiments simulating
QFTs, the ratio δt/a actually cannot be too small for
technical reasons. Another benefit is a new quantum in-
formation perspective on the discrete-time path integral
approach to lattice QFT, which is the approach of choice
in classical simulations of QFT. We saw that the path
integral expression is equivalent to a quantum circuit, so
in contrast to the usual approach in quantum simulation
of QFT, it is sometimes natural to use the discrete-time
Lagrangian formulation of lattice QFT. In fact, a pri-
ori there is no reason why the continuous-time Hamilto-
nian formulation is physically more fundamental than the
discrete-time Lagrangian formulation, which puts time
and space on an even footing. Of course, the connec-
tion between path integrals in Euclidean Lagrangian lat-
tice QFT and the imaginary-time transfer matrix is well
known. The crucial point here was that for scalar and
non-abelian gauge fields the real-time transfer matrix,
and hence the real-time path integral, are exactly equal
to finite-depth local quantum circuits. A similar idea
does not work so easily for fermions because the transfer
matrix does not factor exactly into a finite-depth local
circuit for, say, Wilson fermions.
It is also possible to go beyond circuits that arise from
lattice QFT, as we saw with the Shift circuit. This sug-
gests that there are more possibilities for simulating QFT
via quantum computers than arise from lattice QFT.
We focused on dynamics, but there are other key as-
pects of simulation, such as initial state preparation and
measurement. Since the circuits here approximate the
dynamics of QFTs, it should be sufficient to use any ap-
proximation of the ground or initial state of the QFT
for simulations, as long as both the circuit dynamics and
the initial state have the right continuum limits. For
scattering processes in φ4 theory, state preparation and
measurement were dealt with in [9]. There are other de-
tails that cannot be swept under the rug, such as rates of
convergence, as they affect the computational complex-
ity of simulations. One way to deal with this is to use
effective field theory to estimate the error arising from
the discretization, as in [9], or to rely on results from Eu-
clidean lattice QFT quantifying discretization errors and
improving the action to reduce errors.
As a final point, in practice it would be interesting
to do renormalization via gradient descent, especially in
cases where perturbative methods no longer work. This
could work as follows. Physical parameters at a fixed en-
ergy scale are defined by certain processes, e.g., λphys can
be defined by an amplitude for two particles scattering to
two particles, giving −iλphys [39]. Now, if we know the
physical parameters giphys at some energy scale (maybe
from experiments). Then to find the right bare parame-
ters gi0 for our simulator at fixed lattice spacing, we sim-
ulate the processes that define the physical parameters
getting gisim(g
j
0), which depend on the bare parameters
gi0. Then we vary the bare parameters to minimize
C =
∑
i
[giphys − gisim(gj0)]2. (22)
To do this, we can approximate ∂C/∂gi0 by running the
simulations with slightly shifted parameters gi0+δg
i
0. Fol-
lowing the usual recipe for gradient descent, we update
our bare parameters:
gi0 → gi0 − η∂C/∂gi0, (23)
where η > 0 is a free parameter we choose empirically. Of
course, this comes with all the fineprint associated with
gradient descent, e.g., local minima. Nevertheless, even
if the procedure is computationally expensive (we have
no obvious guide to the computational complexity), it is
a one-time cost: the best values of the bare parameters
for each lattice spacing need only be found once.
Note added
Close to completion of this work, a preprint [45] was
posted on the arXiv that also looks at scattering in
discrete-time, a topic discussed in appendix D. In con-
trast to our case, in [45] a discretization of the Thirring
model was studied.
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Appendix A: Relation of the Strang-split circuit to
the path integral
In this and the following sections, it is sometimes more
convenient to use the dimensionless versions of the on-site
scalar field operators Xn and Pn, which satisfy
[Xm, Pn] = iδm,n (A1)
and [Xm, Xn] = [Pm, Pn] = 0. In terms of these, the
discrete quantum field operators are
Xn = a
(d−1)/2φn
Pn = a
(d+1)/2pin.
(A2)
In this section, we want to relate the Strang-split cir-
cuit to the discrete-time path integral. Let us start by
introducing a basis describing the field configurations on
the lattice at time η such that
Xn|x(η)〉 = xn(η)|x(η)〉, (A3)
so here xn(η) is a scalar, so we are using upper case letters
for operators and lower case letters for scalars. Since Xn
is proportional to φn, these states are also eigenstates of
the field operators φn. Furthermore, we have
|x(η)〉 =
∏
n
|xn(η)〉
1 =
∫
dx(η)|x(η)〉〈x(η)|,
(A4)
where
∫
dx(η) =
∫ ∏
n dxn(η). Note that if the spatial
lattice is finite, then everything here is mathematically
well defined. If the lattice is however infinite, i.e., Zd,
then these expressions are only formal.
We have the initial and final field configurations |x(0)〉
and |x(τ)〉 at time 0 and time τ respectively. The ampli-
tude for one to evolve into the other is
〈x(τ)|Uτ |x(0)〉 = 〈x(τ)|(WXWPWX)τ |x(0)〉, (A5)
where we have
WP =
∏
n∈Zd
exp
[−i
2
P 2n
]
WX =
∏
n∈Z
exp
[−i
2
V (Xn)
]
,
(A6)
where
V (Xn) = (d+m
2a2/2)X2n −
∑
e∈N
Xn+eXn +
a1−dλ
4!
X4n.
(A7)
Inserting factors of 1 =
∫
dx(η)|x(η)〉〈x(η)|, we get
〈x(τ)|Uτ |x(0)〉 =
∫ τ−1∏
η=1
dx(η)
τ−1∏
ν=0
〈x(ν+1)|WXWPWX |x(ν)〉.
(A8)
We can simplify this via
〈x(ν + 1)|WXWPWX |x(ν)〉
= 〈x(ν + 1)|WP |x(ν)〉e− i2
∑
n[V [xn(ν+1)]+V [xn(ν)]],
(A9)
where now V [xn(ν)] is a function of the scalars xn(ν).
Also, we have
〈x(ν + 1)|WP |x(ν)〉 =
∏
n
〈xn(ν + 1)|e
−i
2 P
2
n |xn(ν)〉
(A10)
Since Pn is the canonically conjugate variable to Xn, we
can insert the identity in the form of an integral over
8eigenvectors of Pn, given by (dropping the n indices for
now)
1 =
∫
dp
2pi
|p〉〈p|, (A11)
where the integral is over R and
|p〉 =
∫
dp
2pi
eipz|z〉. (A12)
Then we get
〈y|e−i2 P 2 |z〉 =
∫
dp
2pi
〈y|p〉〈p|z〉e−i2 p2
=
∫
dp
2pi
exp
(−i
2
p2 + ip(y − z)
)
=
√
i
2pi
exp
(
i
2
[y − z]2
)
.
(A13)
Putting this together, we get that
〈x(τ)|Uτ |x(0)〉 =
∫
D[x] exp
(
i
τ−1∑
η=0
∑
n
L(η,n)
)
(A14)
where
L(η,n) =
1
2
[xn(η + 1)− xn(η)]2
− 1
2
[V [xn(η + 1)] + V [xn(η)]]
(A15)
and
D[x] =
τ−1∏
ν=1
(∏
n
dxn(ν)
)(
τ−1∏
µ=1
∏
m
√
i
2pi
)
. (A16)
Subbing in xn(ν) = a
(d−1)/2ϕν,n, we finally we see that
〈ϕf |Uτ |ϕi〉 =
∫
D(ϕ)eiS(ϕ), (A17)
where the action S(ϕ) is given by
S(ϕ) =
τ−1∑
ν=0
δt
∑
n
adL(ν,n), (A18)
with
L(ν,n) = (ϕτ+1,n − ϕτ,n)
2
2δt2
− V(ϕν,n) + V(ϕν,n)
2
(A19)
and
V(ϕν,n) = 1
2
(∇aϕν,n)2 + m
2
2
ϕ2ν,n +
λ
4!
ϕ4ν,n. (A20)
Finally, the measure is given by
D(ϕ) =
τ−1∏
η=1
∏
n
(√
iad−1
2pi
dϕη,n
)
. (A21)
Appendix B: The Shift circuit
Recall that the Shift circuit has evolution operator
given by U = WXWPWX , but with
WX =
∏
n∈Zd
exp
[
iad−1
(
M
2D
∑
e∈N
φnφn+e +
λa2
4!
φ4n
)]
WP =
∏
n∈Zd
exp
[
− ipia
d−1
4
(φ2n + a
2pi2n)
]
,
(B1)
where D = d+ 1, M = 1−m2a2/2 (m is the mass), and
N are lattice vectors e with components ei = ±1. It is
sometimes convenient to use the dimensionless fields and
to write this as
WX =
∏
n∈Zd
exp
[
iM
2D
∑
e∈N
XnXn+e +
ad−1λ
4!
X4n
]
WP =
∏
n∈Zd
exp
[
− ipi
4
(X2n + P
2
n)
]
.
(B2)
1. Continuum limit in the free case
In the free case with λ = 0, it is straightforward to take
the continuum limit. The circuit evolving the system over
one timestep is
U0 = W
0
XWPW
0
X , (B3)
where again each individual W 0X or WP is a product of
commuting local unitaries:
W 0X =
∏
n∈Zd
exp
[
iM
2D
∑
e∈N
XnXn+e
]
WP =
∏
n∈Zd
exp
[
− ipi
4
(X2n + P
2
n)
]
.
(B4)
Let us see how these unitaries act. First, W 0X leaves Xn
invariant. So the non trivial effects of the operators are
W 0†X PnW
0
X = Pn +
M
2d
∑
e∈N
(Xn+e +Xn−e) (B5)
and
W †PXnWP = Pn
W †PPnWP = −Xn.
(B6)
To take the continuum limit and for solving the cir-
cuits, it will be useful to switch to momentum space.
For any operators An, we define their momentum space
representation via
A(p) = ad
∑
n∈Zd
e−ip.naAn, (B7)
9where p denotes a momentum vector, with components
satisfying pi ∈ (−pi/a, pi/a]. Next we need the identity
ad
∑
n∈Zd
e−ip.naAn+m = eip.maA(p). (B8)
Then we get that
W 0†X P (p)W
0
X = P (p) + c(p)X(p) (B9)
and
W †PX(p)WP = P (p)
W †PP (p)WP = −X(p).
(B10)
where we have introduced
c(p) = M
d∏
i=1
cos(pia). (B11)
It will be helpful to note how c(p) behaves. For small
momenta, with each pi  1/a, we can Taylor expand to
see that c(p) = 1− (p2 +m2)a2/2 +O(a4).
Using equation (B3) and equations (B9) and (B10), we
find that the evolution in momentum space is
U†0X(p)U0 = c(p)X(p) + P (p)
U†0P (p)U0 = c(p)P (p) + (c(p)
2 − 1)X(p).
(B12)
In terms of the field operators, for small momentum, we
see that
U†0φ(p)U0 = φ(p) + pi(p)a+O(a
2)
U†0pi(p)U0 = pi(p)− a(p2 +m2)φ(p) +O(a2).
(B13)
This allows us to find time derivatives in the continuum
limit. In the Heisenberg picture we have, e.g., φ(t +
a,p) = U†0φ(t,p)U0, where we used that δt = a. Then
we can find the time derivative of the field as the lattice
spacing a ∝ δt goes to zero:
∂tφ(t,p) = lim
a→0
U†0φ(t,p)U0 − φ(t,p)
a
. (B14)
This gives us back exactly the equations of motion for
the Klein-Gordon field in momentum space:
∂tφ(t,p) = pi(t,p)
∂tpi(t,p) = −(p2 +m2)φ(t,p).
(B15)
So we see that for low momenta, or equivalently physics
on length scales that are large compared to the lattice
spacing, we have the usual scalar field dynamics.
2. Motivation
The reason for our choice of circuit is that it is a natural
discretization of the continuum model when m = λ = 0
in d = 1. This is because, in that setting, the continuum
model can be solved in terms of left- and right-moving
fields, which also applies to this circuit. To see how this
works, let us make a brief digression to continuous space-
time. There we have fields φ(x) and pi(x) (x ∈ R is the
spatial coordinate) obeying
[φ(x), pi(y)] = iδ(x− y)
[φ(x), φ(y)] = [pi(x), pi(y)] = 0.
(B16)
The dynamics is given by the Hamiltonian
H =
1
2
∫
dx
[
pi2(x) +
(
∂φ(x)
∂x
)2]
. (B17)
To solve this, we introduce left and right-moving fields,
given by
piL(x) =
1
2
(pi(x) + ∂xφ(x))
piR(y) =
1
2
(pi(x)− ∂xφ(x)) ,
(B18)
which satisfy the commutation relations
[piL(x), piL(y)] =
i
2
∂xδ(x− y)
[piR(x), piR(y)] = − i
2
∂xδ(x− y)
[piR(x), piL(y)] = 0.
(B19)
By using A˙(t) = i[H,A(t)], we see that the dynamics in
the Heisenberg picture for the free field is simply
piL(t,x) = piL(0,x + t)
piR(t,x) = piR(0,x− t). (B20)
In other words, as the name suggests, left-moving fields
move left and right-moving fields move right.
Returning to discrete spacetime, the Shift quantum
circuit is a simple discretization of this when restricted
to d = 1 and m = 0 with λ = 0. To see this, we can define
lattice left-moving and right-moving fields piL,n and piR,n
by
piL,n =
1
2
(
pin +
φn+1 − φn−1
2a
)
piR,n =
1
2
(
pin − φn+1 − φn−1
2a
)
,
(B21)
which obey the commutation relations
[piL,m, piR,n] = 0
[piL,m, piL,n] = − i
4a2
(δm,n+1 − δm,n−1)
[piR,m, piR,n] =
i
4a2
(δm,n+1 − δm,n−1) .
(B22)
The operators piL,n and piR,n tend in the continuum limit
to the continuum right and left-movers piR(x) and piL(x)
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with the correct commutation relations. Furthermore,
with m = 0 (and hence M = 1) the unitary U0 in d = 1
(equation (B3)) shifts piL,n left and piR,n right over each
timestep, i.e.,
U†0piL,mU
†
0 = piL,m+1
U†0piR,mU
†
0 = piR,m−1,
(B23)
which is a simple discretization of equation (B20) and
follows from equations (B5) and (B6).
3. Solution in the free case
We can solve the free Shift circuit U0 defined in equa-
tion (B3). We could also solve the Strang-split circuit,
but the solution is already known from lattice QFT al-
beit in the Wick-rotated imaginary time setting, but the
basic idea is similar.
In momentum space, the evolution of the field over one
timestep is given by
U†0φ(p)U0 = c(p)φ(p) + api(p)
U†0pi(p)U0 = c(p)pi(p) +
[c(p)2 − 1]
a
φ(p),
(B24)
where
c(p) = M
d∏
i=1
cos(pia). (B25)
To solve equation (B24), we need to find the annihila-
tion operator
bp = α(p)φ(p) + β(p)pi(p) (B26)
satisfying
U†0bpU0 = e
−iθ(p)abp, (B27)
while also obeying
[bp, b
†
q] = (2pi)
dδ(d)(p− q). (B28)
So our goal is to find α(p), β(p) and θ(p). The most
straightforward way to do this is to write equation (B27)
as a matrix equation. To do this, we note that the dy-
namics of the field in equation (B24) can be specified by
the matrix (
c(p) c(p)
2−1
a
a c(p)
)
, (B29)
where the vector (1, 0)T represents φ(p) and (0, 1)T rep-
resents pi(p). This is symmetric under p → −p. In ma-
trix form, equation (B27) becomes the eigenvalue equa-
tion(
c(p) c(p)
2−1
a
a c(p)
)(
α(p)
β(p)
)
= e−iθ(p)a
(
α(p)
β(p)
)
. (B30)
(The other eigenvalue eiθ(p)a turns out to correspond to
the creation operator b†p.) In order to get real solutions
for θ(p) (which is the circuit’s analogue of energy), we
need that −1 < c(p) < 1, which is true if m > 0 since
then M < 1.
Solving equation (B30) gives us
e−iθ(p)a = c(p)±
√
c(p)2 − 1. (B31)
Since we know that 0 < c(p) < 1, we can rewrite this as
e−iθ(p)a = c(p)− i
√
1− c(p)2, (B32)
where the choice of the minus sign corresponds to positive
θ(p). The other eigenvalue eiθ(p)a, which has a plus sign,
corresponds to the eigenvector (α∗(p), β∗(p))T , which
describes the creation operator b†−p.
The eigenvalue equation does not fix α(p) and β(p)
uniquely. But we also have the constraint that [bp, b
†
q] =
(2pi)dδ(d)(p− q), which implies that
α(p)β∗(p)− α∗(p)β(p) = −i. (B33)
Then we can satisfy this by choosing
α(p) =
√
sin[θ(p)a]
2a
β(p) = i
√
a
2 sin[θ(p)a]
,
(B34)
which also solve equation (B30).
Next we can invert for bp to find the field operators.
We have
b†p = α
∗(p)φ†(p) + β∗(p)pi†(p)
= α∗(p)φ(−p) + β∗(p)pi(−p), (B35)
where we used that, e.g., φ†(p) = φ(−p). Also, noting
that both α(p) and β(p) are symmetric under p→ −p,
which follows because θ(p) is also symmetric, we get
b†−p = α
∗(p)φ(p) + β∗(p)pi(p) (B36)
The trick now is to use this equation as well as equation
(B26) to isolate φ(p). So we get
β∗(p)bp − β(p)b†−p = [β∗(p)α(p)− β(p)α∗(p)]φ(p)
= −iφ(p),
(B37)
where the last line followed from equation (B33). Sub-
stituting in β(p) = i(2ω(p))−1/2, we get
φ(p) =
1√
2ω(p)
[
bp + b
†
−p
]
. (B38)
Fourier transforming gives
φ(x) =
∫
ddp
(2pi)d
eip.x√
2ω(p)
[
bp + b
†
−p
]
=
∫
ddp
(2pi)d
1√
2ω(p)
[
eip.xbp + e
−ip.xb†p
]
.
(B39)
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Finally, going to the Heisenberg picture, and using that
U†0bpU0 = e
−iθ(p)abp
U†0b
†
pU0 = e
iθ(p)ab†p,
(B40)
gives
φ(x) =
∫
ddp
(2pi)d
1√
2ω(p)
(
e−ips.xbp + eips.xb†p
)
, (B41)
where ps = (θ(p),p). Similarly, we find an expression for
pi(x), which is
pi(x) = −i
∫
ddp
(2pi)d
√
ω(p)
2
(
e−ips.xbp − eips.xb†p
)
.
(B42)
FIG. 2: Comparison of energies of the Shift circuit in d = 1.
E(p) =
√
p2 +m2 is the continuum dispersion relation, and
Elatt(p) =
√
m2 + 4 sin2[pa/2]/a2 is the dispersion relation
for the lattice Hamiltonian with λ = 0 from equation (1).
For the Shift circuit, there are two functions that play the
role of energy, θ(p) appears in the phase picked up by annihi-
lation operators, and ω(p) appears in equal-time correlation
functions. These are plotted with lattice spacing taken to be
0.1 and m = 1. The plot is over half the momentum range
[0, pi/a] since it is symmetric. For this model δt = a. In this
case, ω(p) is a poor approximation to E(p) for large p, but,
on the other hand, θ(p) is staggeringly close to E(p).
The free circuit vacuum is given by |0〉, the state anni-
hilated by all bp. Furthermore, vacuum correlations are
described by the equal-time propagator:
〈0|φ(x)φ(y)|0〉 =
∫
ddp
(2pi)d
eip.(x−y)
2ω(p)
, (B43)
where x0 = y0. As ω(p)→ E(p) for small pa, the circuit
equal-time propagator reproduces the continuum version
for small momenta. This means that the circuit vacuum
approximates the continuum vacuum well at length scales
that are large compared to a.
In Hamiltonian lattice QFT or continuum QFT, the
energy that appears in the exponents in the field op-
erators and in the factor after the integral in the field
operator are the same. In contrast, here (and in the
discrete-time Lagrangian formalism of lattice QFT [42])
we have the discrete energy θ(p) in the exponent and a
different factor ω(p) = sin[θ(p)a]/a in the denominator
in the integral. Nevertheless, for small lattice momenta,
both coincide, and the expressions look like the famil-
iar continuum field operators. These two functions, θ(p)
and ω(p), are plotted in figure 2. Interestingly, θ(p) is
an extremely good approximation to E(p), whereas ω(p)
becomes a poor approximation for large p.
However, there is a slight problem with this
model. The equal-time propagator depends on ω(p) =
sin[θ(p)a] =
√
1−M2∏i cos2(pia) in the denominator,
which has small values, not only for |pa|  1, but also for
high momenta |pia| ∼ pi, which is analogous to fermion
doubling. To mitigate this problem, we will modify the
interaction from the point interaction φ4n to something
averaged over a few sites thus averaging out high mo-
mentum contributions to scattering amplitudes. We look
at this problem and its solution in more detail in section
G. Another option would be to modify the free circuit
along the lines of Wilson’s solution to the fermion dou-
bling problem, i.e., by introducing an artificial mass term
that only affects high momentum particles.
Appendix C: Feynman propagator
In this section, we allow a general δt, which may or
may not equal a, since the argument applies either way.
Our goal is to find the discrete spacetime Feynman prop-
agator:
DF (x− y) = 〈0|T [φ(x)φ(y)]|0〉 (C1)
where T is the time-ordering operator. We will show that
the Feynman propagator can be written as
DF (x− y) = δt
2
2
∫
dDp
(2pi)D
ie−ip.(x−y)
cos[θε(p)δt]− cos[p0δt] ,
(C2)
where D = d + 1 and we have θε(p) = θ(p) − iε. One
should take the limit of ε → 0 in calculations. Note
that from here on, unless otherwise specified, momentum
integrals range over (−pi/δt, pi/δt]× (−pi/a, pi/a]d, where
the first factor corresponds to the p0 integral. In fact, we
can also choose our iε prescription slightly differently to
get
DF (x− y) = δt
2
2
∫
dDp
(2pi)D
ie−ip.(x−y)
cos[θ(p)δt]− cos[p0δt] + iε .
(C3)
In the limit as a → 0, we recover the usual Feynman
propagator. The momentum-space propagator is
DF (p) =
δt2
2
i
cos[θ(p)δt]− cos[p0δt] + iε . (C4)
Let us derive equation (C2). Substituting the formula
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for φ(x) from equation (B41) into equation (C1), we get
DF (x− y) =

∫
ddp
(2pi)d
e−ips.(x−y)
2ω(p)
x0 > y0∫
ddp
(2pi)d
eips.(x−y)
2ω(p)
x0 < y0.
(C5)
We can use the fact that both ω(p) = ω(−p) and θ(p) =
θ(−p) to rewrite this as
DF (x− y) =
∫
ddp
(2pi)d
eip.(x−y)e−iθ(p)|x0−y0|
2ω(p)
=
δt
2
∫
ddp
(2pi)d
eip.(x−y)e−iθ(p)|x0−y0|
sin[θ(p)δt]
,
(C6)
where we used ω(p) = sin[θ(p)δt]/δt to get the final line.
Note that if δt = a, this replaced by ω(p) = sin[θ(p)a]/a.
To rewrite this in a nicer way, we will show below, via
contour integration, that
e−iθε(p)|t|
sin[θε(p)δt]
= δt
∫ pi/δt
−pi/δt
dp0
2pi
ie−ip0t
cos[θε(p)δt]− cos(p0δt) ,
(C7)
where we have θε(p) = θ(p) − iε. Then we get that the
propagator can be written as
DF (x− y) = δt
2
2
∫
dDp
(2pi)D
ie−ip.(x−y)
cos[θε(p)δt]− cos(p0δt) .
(C8)
So we just need to do the contour integral to get equation
(C7). This is equivalent to proving that
e−i(w−iδ)|τ |
sin(w − iδ) =
∫ pi
−pi
dz
2pi
ie−izτ
cos(w − iδ)− cos(z)
=
∫ pi
−pi
dzf(z),
(C9)
where we used the substitutions z = p0δt, w = θ(p)δt,
δ = εδt and τ = t/δt. Note that τ is an integer and
w ∈ (0, pi). We can do the integral by contour integration
using the contours shown in figure 3. The only poles are
located at z = ±(w − iδ). The residues at those points
are given by
Res(f, w − iδ) = ie
−i(w−iδ)τ
2pi sin(w − iδ)
Res(f,−w + iδ) = − ie
i(w−iδ)τ
2pi sin(w − iδ) .
(C10)
Let us do the integral for the case with τ > 0, which
corresponds to the bottom contour B in figure 3. Then∫
B(Λ)
dz f(z) =
4∑
i=1
∫
Bi(Λ)
dz f(z)
=
∫
B1(Λ)
dz f(z) +
∫
B3(Λ)
dz f(z),
(C11)
FIG. 3: Contour for the integral in equation (C9).
which follows because f(pi+iλ) = f(−pi+iλ) ensures that
the integral over B2(Λ) cancels that over B4(Λ). Then
because of the choice of contour, we have that∫
B3(Λ)
dz f(z) =
∫ −pi
pi
dp f(p− iΛ)
=
∫ −pi
pi
dp
2pi
e−ipτe−Λτ
cos(w − iδ)− cos(p− iΛ) ,
(C12)
which goes to zero as Λ → ∞ since τ > 0. Then using
Cauchy’s integral formula, we have that∫
B1(Λ)
dz f(z) = (−2pii) ie
−i(w−iδ)τ
2pi sin(w − iδ) ,
=
e−i(w−iδ)τ
sin(w − iδ) .
(C13)
where the minus sign in the first line comes from the
direction of the contour. For the integral with τ < 0,
which corresponds to the top contour A, a similar argu-
ment shows that∫
B1(Λ)
dz f(z) =
ei(w−iδ)τ
sin(w − iδ) . (C14)
Appendix D: Interacting fields
In cases where we do not have a correspondence with
lattice QFT, it is still possible to include interactions and
even do perturbation theory. In particular, this applies to
the Shift circuit, although even in the case of the Strang-
split circuit, the discrete-time formalism below can be
applied to derive the Feynman rules. The ideas here may
also have other uses in quantum circuit simulations of
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other field theories when there is no connection to a path
integral or to quantum cellular automata more generally.
To include interactions in a free model, we can add
further unitaries to the free dynamics:
U = U
1/2
int U0U
1/2
int (D1)
where U0 is the unitary evolution operator for the free
theory, and Uint = e
−iV is the interaction unitary, where
V is essentially the analogue of the interaction term in a
Hamiltonian. Note that in the cases we have considered,
the unitary is already in this form since we can factor out
U
1/2
int = e
−iV/2 with
V = adδt
λ
4!
∑
n∈Zd
φ4n. (D2)
This follows because, in both cases, i.e., equations (3)
and (9), all terms in WX commute, so WX = W
0
Xe
−iV/2.
At this point, it is useful to introduce the interaction
picture, where in a rough sense operators evolve via the
free dynamics and states evolve via the rest. More pre-
cisely, for operators in the interaction picture, we have
AI(τ) = U
†τ
0 ASU
τ
0 , (D3)
where τ ∈ Z and AS denotes an operator in the
Schro¨dinger picture. To find the evolution operator for
states, we note that physical quantities cannot depend
on which picture we use, so we require that
〈ψf |U†τASUτ |ψi〉 = 〈ψf |
[
U†τUτ0
]
AI(τ)
[
U†τ0 U
τ
]
|ψi〉,
(D4)
where both |ψi〉 and |ψf 〉 are states in the Schro¨dinger
picture. Thus, the evolution operator for states in the
interaction picture from time 0 to time τ is
UI(τ, 0) = U
†τ
0 U
τ
= U†τ0 (U
1/2
int U0U
1/2
int )
τ
= U†τ0 U
1/2
int U0U
1/2
int (U
1/2
int U0U
1/2
int )
τ−1
= U
1/2
int,I(τ)U
1/2
int,I(τ − 1)U†τ−10 (U1/2int U0U1/2int )τ−1
= U
1/2
int,I(τ)Uint,I(τ − 1)...Uint,I(1)U1/2int,I(0),
(D5)
where Uint,I(τ) is the operator Uint in the interaction
picture, i.e.,
Uint,I(τ) = U
†τ
0 UintU
τ
0 = e
−iVI(τ). (D6)
The interaction picture evolution operator for states from
time τ1 to time τ2 can then be written as
UI(τ2, τ1) =
T
[
exp
(
−i
[
1
2
VI(τ2) +
τ2−1∑
ν=τ1−1
VI(ν) +
1
2
VI(τ1)
])]
.
(D7)
This looks the same as the continuum expression, except
that instead of an integral over time, we have a sum over
discrete times and we have the slightly different boundary
conditions at times τ1 and τ2. Since we will take the limit
as these go to infinity, this is unimportant.
Note that this is completely general, so we could of
course consider different interaction terms like φ3n. And
the idea applies to other analogous discretizations of QFT
where there is some U0 that we can solve and some non-
trivial Uint. Also, note that the alternate prescription for
adding interactions analogous to the first-order Trotter
decomposition U = U0Uint (or U = UintU0) works in a
similar way, but we get the interaction-picture evolution
operator
UI(τ2, τ1) = T
[
exp
(
−i
τ2−1∑
ν=τ1
VI (ν)
)]
. (D8)
Because Strang splitting is typically more accurate than
the first-order Trotter decomposition, one would ex-
pect that the symmetric way of including the interac-
tion would be more accurate in practice. Whichever we
choose, the Feynman rules of the next section are the
same. It may be possible to extend these formulas to
higher order Suzuki-Trotter decompositions in a similar
way, though the expressions would be more complex.
Appendix E: Feynman rules
In this section, we will give the Feynman rules for our
circuits. The ideas have the potential to apply to al-
ternative quantum circuits discretizing QFTs that have
no obvious connection to Lagrangians or even Hamilto-
nians. Getting Feynman rules giving correct descriptions
of physical processes from a proposed circuit would then
serve as a guide as to whether the proposed circuits are
useful discretizations for quantum simulations of a QFT.
The arguments we use to get the Feynman rules are
given in section F and are almost identical to those in
continuum QFT (via canonical quantization), which can
be found in, e.g., [39, 46]. We will not give a rigorous
derivation along the lines of an LSZ reduction formula
or, e.g., a discrete-time version of the Gell-Mann and
Low theorem [47]. Instead, we will start with intuitive
notions of asymptotically free states that scatter. With
that in mind, we define the scattering matrix to be
S = lim
τ→∞UI(τ,−τ), (E1)
which is analogous to the continuum expression. The
goal is then to approximate scattering amplitudes of the
form
〈f |S|i〉, (E2)
where |i〉 and |f〉 are initial and final states, e.g., for two
incoming particles, we would ideally have
|i〉 =
√
2ω(p)
√
2ω(q)b†pb
†
q|0〉. (E3)
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Here are the rules for calculating 〈f |S|i〉. A sketch of
their derivation is given in section F.
1. Draw all possible amputated and connected dia-
grams with the right number of incoming and out-
going legs.
2. Assign a directed momentum to each line, with en-
ergy and momentum conservation at each vertex.
3. Each internal line picks up a momentum-space
propagator DF (p).
4. Each vertex gets a factor of −iλ.
5. Integrate over all undetermined momenta via∫
dDp
(2pi)D
.
6. Divide by the symmetry factor of each diagram.
Note that the symmetry factor is the same as that arising
in conventional perturbation theory in QFT for φ4 theory
with the conventional λ/4! factor. The only differences
are that the propagator DF (p) has a different form com-
pared to the continuum, and energy-momentum integrals
are over (−pi/δt, pi/δt] × (−pi/a, pi/a]d. These modifica-
tions are not dissimilar to those for the Feynman rules
in lattice QFT [4]. Indeed, for the Strang-split circuit,
these are exactly the same as in discrete-time Lagrangian
lattice QFT. For the Shift circuit, which has no obvious
lattice QFT analogue, we have a new propagator.
Appendix F: Deriving the Feynman rules
We want to calculate scattering amplitudes like
〈f |S|i〉, (F1)
where |i〉 and |f〉 are initial and final states. For simplic-
ity, let us focus on the case with two incoming and two
outgoing particles, so we take
|i〉 = |p1p2〉 =
√
2ω(p1)
√
2ω(p2)b
†
p1b
†
p2 |0〉
|f〉 = |k1k2〉 =
√
2ω(k1)
√
2ω(k2)b
†
k1
b†k2 |0〉.
(F2)
Next we insert
S = T
[
exp
(
−iadδt λ
4!
∑
x
φ(x)4
)]
, (F3)
where
∑
x is shorthand for the sum over all spacetime
points, i.e.,
∑
n∈Zd
∑
τ∈Z. Taylor expanding to order λ,
we get
〈f |S|i〉 = 〈f |i〉 − iadδt λ
4!
∑
x
〈f |φ(x)4|i〉+O(λ2). (F4)
The zeroth order term is simply
〈f |i〉 = 4ω(p1)ω(p2)(2pi)6
[
δd(p1 − k1)δd(p2 − k2)
+ δd(p1 − k2)δd(p2 − k1)
]
,
(F5)
where δd(p) = δa(p1)...δa(pd) with δa(q) denoting the
lattice momentum delta function with period 2pi/a.
The zeroth order term is not so interesting, so we will
focus on evaluating M, defined by
〈f |S − 1|i〉 = (2pi)DδD(p1 + p2 − k1 − k2)iM, (F6)
where δD(p) = δδt(p0)δa(p1)...δa(pd). Here δa(q) de-
notes the lattice momentum delta function as before, and
δδt(q) denotes the quasi-energy delta function with pe-
riod 2pi/δt. Total energy and momentum will always be
conserved, which is the reason we factor this delta func-
tion out in our definition of M.
To evaluate the first order term (and the higher order
terms), it will help to recall Wick’s theorem (see, e.g.,
[39]). This states that
T [φ(x1)...φ(xN )] = N [φ(x1)...φ(xN ) + all contractions] .
(F7)
Here N [·] denotes normal ordering of operators, which
means that all creation operators are shifted to the
left of all annihilation operators, e.g., N [bp1b†p2bp3 ] =
b†p2bp1bp3 . Also, a contraction between two fields is de-
fined to be
φ(x)φ(y) = 〈T [φ(x)φ(y)]〉 = DF (x− y). (F8)
Then the term “all contractions” means the sum of all
possible contractions of φ(x1)...φ(xN ), e.g.,
φ(x1)φ(x2)φ(x3)φ(x4) = φ(x1)φ(x2)φ(x3)φ(x4)
+ φ(x1)φ(x2)φ(x3)φ(x4)
+ ...
(F9)
Operators that are contracted just contribute a Feyn-
man propagator, whereas uncontracted field operators
are cancelled by the creation and annihilation operators
of the initial and final states. So we can define the con-
traction of a field operator with a creation operator to
be
φI(x)|p〉 = φI(x)
√
2ω(p)b†p = e
−ip.x. (F10)
Then to calculate, e.g., the O(λ) term, we evaluate all
possible contractions of the fields and the initial and final
state creation and annihilation operators. As an example
contributing to the O(λ) term, consider the contraction
〈k1k2|φ(x)φ(x)φ(x)φ(x)|p1p2〉 = e−i(p1+p2−k1−k2).x.
(F11)
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Then the overall contribution to iM from this contrac-
tion is
− iadδt λ
4!
∑
x
e−i(p1+p2−k1−k2).x
= −i λ
4!
(2pi)DδD(p1 + p2 − k1 − k2),
(F12)
where we used the identities
∑
n∈Z e
inz = 2piδ(z) and
δ(Cz) = δ(z)/C. We see the factors of (2pi)DδD(p1 +
p2 − k1 − k2) as expected from our definition of M. We
assign the diagram in figure 4 to this contraction.
FIG. 4: A diagram contributing to the O(λ) component of
the scattering amplitude.
In fact, there are 4! possible contractions giving rise to
the same diagram, which cancels the 1/4! factor in the
interaction and simplifies the Feynman rules. The 1/4!
factors do not always cancel for a given diagram, which
is the reason for symmetry factors in the Feynman rules,
as we will see.
A more interesting example comes from the order λ2
contribution to the amplitude. Consider
〈k1k2|φ(x)φ(x)φ(x)φ(x)φ(y)φ(y)φ(y)φ(y)|p1p2〉
= e−i(p1+p2).x+i(k1+k2).yDF (x− y)DF (x− y).
(F13)
The full contribution to the amplitude is then
− a2dδt2 λ
2
2(4!)2
∑
x,y
e−i(p1+p2).x+i(k1+k2).yDF (x− y)2
=
−λ2
2(4!)2
(2pi)2D
∫
dDq1d
Dq2
(2pi)2D
δD(p1 + p2 − q1 − q2)×
× δD(q1 + q2 − k1 − k2)DF (q1)DF (q2)
=
−λ2
2(4!)2
(2pi)DδD(p1 + p2 − k1 − k2)×
×
∫
dDq
(2pi)D
DF (q)DF (p1 + p2 − q),
(F14)
where the second line followed by plugging in the defini-
tion of the Feynman propagator:
DF (x− y) =
∫
dDp
(2pi)D
e−ip.(x−y)DF (p)
=
∫
dDp
(2pi)D
eip.(x−y)DF (p),
(F15)
where by abuse of notation DF (p) denotes the mo-
mentum space propagator, and we used that DF (p) =
DF (−p). The diagram corresponding to this process is
given in figure 5. The number of contractions contribut-
FIG. 5: A diagram contributing to the O(λ2) component of
the scattering amplitude.
ing to this diagram is (4!)2, which cancels the 1/(4!)2
factor and means that the symmetry factor is 1/2, since
a factor of 1/2 came from the Taylor expansion of S.
In practice, one finds the symmetry factor by looking at
the symmetries of the diagram using the rules given in,
e.g., [39], as opposed to counting the number of differ-
ent contractions. The important point for us is that the
symmetry factors for diagrams are the same as those in
QFT.
This procedure of contracting fields by hand for terms
in the expansion of S can be replaced by the Feynman
rules. These rules (in momentum space) for calculating
iM are as follows.
1. Draw all possible amputated and connected dia-
grams with the right number of incoming and out-
going legs.
2. Assign a directed momentum to each line, with en-
ergy and momentum conservation at each vertex.
3. Each internal line picks up a momentum-space
propagator DF (p).
4. Each vertex gets a factor of −iλ.
5. Integrate over all undetermined momenta via∫
dDp
(2pi)D
.
6. Divide by the symmetry factor of each diagram.
We still have to justify the assumption of “amputated
and connected” diagrams. First, “connected” means that
every part of the diagram is connected to at least one
external leg. Basically, this excludes vacuum bubbles,
meaning it rules out diagrams such as that in figure 6.
One way to motivate this is to argue that the following
formula, relating correlation functions in the interacting
theory to calculations with the free vacuum, should hold:
〈Ω|φH(x1)...φH(xN )|Ω〉 = 〈0|T [φ(x1)...φ(xN )S] |0〉〈0|S|0〉 ,
(F16)
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FIG. 6: A diagram describing vacuum bubbles that do not
contribute to scattering amplitudes.
where |Ω〉 is a state analogous to the vacuum in the pres-
ence of interactions and φH(x) = U
−x0/δtφx/aUx0/δt de-
notes the field in the Heisenberg picture. The division
by 〈0|S|0〉 on the right hand side is what cancels vac-
uum bubbles and justifies the restriction to connected
diagrams.
Equation (F16) holds if we can make sense of
|Ω〉〈Ω|0〉 = lim
T→∞
UT |0〉. (F17)
To see this, we assume for simplicity that x01 ≥ x02 ≥ ... ≥
x0N to get
〈0|T [φ(x1)...φ(xN )S] |0〉
= lim
T→∞
〈0|U(T, t1)φ(x1)U(t1, t2)φ(x2)...U(tN ,−T )|0〉
= lim
T→∞
〈0|UTφH(x1)...φH(xN )UT |0〉.
(F18)
To get the second line, we use that the time-ordering
operator splits up S = limT→∞ U(T,−T ) into each of the
U(ti, tj) terms, where we are abusing the notation a little
to identify U(ti, tj) = U(τi, τj), with ti = τiδt. The last
line follows by using the definition of the field operators
in the interaction picture, φ(x) = U
†x0/t
0 φx/aU
x0/δt
0 , and
the definition of U(t, 0) = U(τ, 0) = U†τ0 U
τ . It may be
useful to note that U(t1, t2) = U(t1, 0)U(t2, 0)
−1.
We can give a rough justification for equation (F17), if
the operator U has an eigenvector |Ω〉 with eigenvalue 1
and the rest of its spectrum is continuous. Then, follow-
ing [46], we can (very roughly) argue that, for any state
|ψ〉,
lim
T→∞
〈ψ|UT |0〉
= 〈ψ|Ω〉〈Ω|0〉+ lim
T→∞
∫
dαe−iαT 〈ψ|α〉〈α|0〉
= 〈ψ|Ω〉〈Ω|0〉,
(F19)
where U |α〉 = e−iα|α〉 and α labels the continuous part
of the spectrum. Getting the last line of equation (F19)
is justified by the Riemann-Lebesgue lemma, which tells
us that, for an L1 function f(x),
∫
R dxf(x)e
−ixz → 0 as
|z| → ∞. In this case, we are assuming that 〈ψ|α〉〈α|0〉
is an L1 function of α. This is not a rigorous argument,
which instead we postpone to future work.
Regarding “amputated” diagrams, this means that we
do not include any diagrams with loops on external legs.
Loops on external legs correspond to the fact that the
propagator of the in-going and out-coming particles is
modified in the interacting theory, which is motivated
properly via the LSZ reduction theorem [39], which de-
scribes how to correctly relate S matrix elements to cor-
relation functions. Again we postpone a thorough inves-
tigation of this to future work.
Appendix G: One-loop calculation
We want to evaluate the one-loop correction to the
mass for different regulators. This corresponds to the
diagram in figure 7. Let us consider the case of continuum
FIG. 7: One-loop correction to the propagator in the presence
of interactions.
QFT with a momentum cutoff Λ, which is given by
Πcont(p
2
in) = −iλ
1
2
∫
d2p
(2pi)2
DcontF (p)
=
λ
8pi
∫ Λ
−Λ
dp√
p2 +m2
=
λ
4pi
ln
(
Λ
m
)
+ finite,
(G1)
where DcontF (p) = i/(p
2 +m2) is the continuum propaga-
tor in momentum space, and the factor of 1/2 in the first
line comes from the symmetry factor. We see logarithmic
divergence with the cutoff.
Next, we consider the Shift circuit. Using the Feynman
rules, with the factor −iλ assigned to each vertex, we
have to evaluate
Πshift(p
2
in) = −iλ
1
2
∫
d2p
(2pi)2
DF (p)
= −iλ1
2
∫
d2p
(2pi)2
a2
2
i
M cos(p1a)− cos(p0a) + iε
=
λ
4
∫
dp
2pi
a√
1− (M cos(pa))2 ,
(G2)
where M = 1−m2a2/2. We can evaluate this integral in
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terms of the complete elliptic integral of the first kind:
Πshift(p
2
in) =
λ
4
∫ pi/a
−pi/a
dp
2pi
a√
1−M2 cos(pa)2
=
λ
8pi
∫ pi
−pi
dθ
1√
1−M2 cos(θ)2
=
λ
2pi
∫ pi/2
0
dθ
1√
1−M2 sin(θ)2
=
λ
2pi
K(M),
(G3)
where K(x) is the complete elliptic integral of the first
kind. This can be expanded for |x| close to one as [48]
K(x) = −1
2
ln(1− x2) + const. (G4)
Note that in the notation in [48], K(x) is actually denoted
by K(x2). Plugging this in, we get
Πshift(p
2
in) = −
λ
4pi
ln(1−M2) + finite
= − λ
4pi
ln[m2a2 +O(a4)] + finite
=
λ
2pi
ln
(
1
ma
)
+ finite.
(G5)
So we get a prefactor that is off from the momentum
cuttoff regulator by a factor of two. This can be traced
back to the high-momentum modes with small values of
ω(p) =
√
1−M2 cos(pa)2/a discussed in section B 3. To
remedy this, let us try instead using a modified interac-
tion term:
V = aD
λ
4!
∑
n∈Zd
(∑
e∈K
w(e)φn+e
)4
, (G6)
where K is the set of all vectors with components in
{−1, 0, 1} and w(e) = v(e1) × ... × v(ed) with v(−1) =
v(1) = 1/4 and v(0) = 1/2. The weights w(e) were cho-
sen in order to have∑
e∈K
w(e)eip.ea =
d∏
i=1
1 + cos[pia]
2
. (G7)
As a result of this, the Feynman rules are modified, with
the sole change being that each vertex gets a factor of
− iλ
4∏
χ=1
[
d∏
i=1
1 + cos[pχi a]
2
]
, (G8)
where pχi is the ith component of the momentum of the
χth line joining the vertex.
Now, the new integral for the one-loop diagram is
Πshift(p
2
in)
=
λ
4
(1 + cos[pina])
2
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∫
dp
2pi
a[1 + cos(pa)]2√
1−M2 cos(pa)2 .
(G9)
Let us ignore the prefactor and focus on the integral for
now: ∫ pi/a
−pi/a
dp
2pi
a[1 + cos(pa)]2√
1−M2 cos(pa)2
=
∫ pi
−pi
dθ
2pi
[1 + cos(θ)]2√
1−M2 cos(θ)2
=
∫ pi
−pi
dθ
2pi
1 + cos(θ)2√
1−M2 cos(θ)2 .
(G10)
The last line follows because the integral vanishes for the
terms with numerator linear in cos(θ). To see this, use
cos(x) = − cos(x+ pi). Then we get∫ pi
−pi
dθ
2pi
[
1 + 1/M2√
1−M2 cos(θ)2 +
M2 cos(θ)2 − 1
M2
√
1−M2 cos(θ)2
]
=
2(1 + 1/M2)K(M)
pi
−
∫ pi
−pi
dθ
2pi
√
1−M2 cos(θ)2
M2
=
2(1 + 1/M2)K(M)
pi
+ finite,
(G11)
where the last line follows from 0 ≤√1−M2 cos(θ)2 ≤ 1
and M = 1−m2a2/2, so 1/M2 = 1 +O(a2) for small a.
Then we get∫ pi/a
−pi/a
dp
2pi
a[1 + cos(pa)]2√
1−M2 cos(pa)2 =
4K(M)
pi
+ finite. (G12)
This gives us
Πshift(p
2
in) =
(1 + cos[pina])
2
16
λK(M)
pi
+ finite. (G13)
Using the same expansion for the elliptic integral K as
before, we get finally
Πshift(p
2
in) =
(1 + cos[pina])
2
4
λ
4pi
ln
(
1
ma
)
+ finite.
(G14)
For small incoming momenta pin compared to 1/a, this
agrees well with the calculation earlier of Πcont(p
2
in) since
(1 + cos[pina])
2 = 4 + O(a2). For comparison, the func-
tions Πcont(p
2
in) and Πshift(p
2
in) integrated numerically are
plotted in figure 8 as a function of the lattice spacing a,
where we take the momentum cutoff Λ = pi/a for compar-
ison. Note that in the case of Πshift(p
2
in), we are consider-
ing the modified interaction term, so we are integrating
equation (G9) numerically.
Appendix H: Non-abelian circuit and path integral
For a good description of how to connect the transfer
matrix to the path integral for lattice gauge theory, see
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FIG. 8: Here we see the corrections to mass (Πcont(p
2
in) and
Πshift(p
2
in)) integrated numerically and plotted as a function
of the lattice spacing a. Each function has been normalized
by subtracting a constant so that they all agree for a = 2.
We see logarithmic growth with the cutoff in each case with
the same prefactor. For the case of a momentum cutoff, we
take Λ = pi/a. The x axis corresponds to 1/a, i.e., the inverse
lattice spacing, and the y axis is in arbitrary units. In this
case, we have taken pin = 0.
[42]. Here we allow δt/a = κ, which may or may not
equal one.
Again, we consider a basis describing the field config-
urations on the lattice at time η such that
Uˆabx,e|U(η)〉 = Uabx,e(η)|U(η)〉, (H1)
We have the initial and final field configurations |U(0)〉
and |U(τ)〉 at time 0 and time τ respectively. The am-
plitude for one to evolve into the other is
〈U(τ)|Tˆ τ |U(0)〉 = 〈U(τ)|(WˆelWˆmag)τ |U(0)〉, (H2)
where we have
Wˆmag = exp
(
−i2κ
g2
∑
ps
Re
(
tr[Uˆps ]
))
Wˆel =
∏
x,e
∫
dVx,e exp
(
−i 2
κg2
Re (tr[Vx,e])
)
Lˆx,e(Vx,e).
(H3)
Inserting factors of 1 =
∫
dU(η)|U(η)〉〈U(η)|, we get
〈U(τ)|Tˆ τ |U(0)〉 =
∫ τ−1∏
1
dU(η)
τ−1∏
ν=0
〈U(ν + 1)|Tˆ |U(ν)〉.
(H4)
Dropping the explicit time dependence, we can simplify
this via
〈U ′|WˆelWˆmag|U〉 = 〈U ′|Wˆel|U〉e−i
2κ
g2
∑
ps
Re(tr[Ups ]).
(H5)
Dealing with Wˆel is more tricky. First notice that
〈U ′|Wˆel|U〉
= 〈U ′|
∏
x,e
∫
dVx,e exp
(
−i 2
κg2
Re (tr[Vx,e])
)
Lˆx,e(Vx,e)|U〉
=
∏
x,e
exp
(
−i 2
κg2
Re(tr[Ux,eU
′†
x,e])
)
.
(H6)
At this point, we need to use Gauss’ law, which tells us
that states are invariant under the transformation U →
UΩ, defined by
Ux,e → ΩxUx,eΩ†x+e = UΩx,e (H7)
for each x and e. Denoting the unitary operator that
implements this gauge transformation on states by D(Ω),
we get
D(Ω)|U〉 = |UΩ〉 = |U〉, (H8)
where the last equality follows from Gauss’ law. Averag-
ing over Ω, we get
〈U ′|Wˆel|U〉 =
∫ ∏
y
dΩy〈U ′|WˆelD(Ω)|U〉
=
∫ ∏
y
dΩy
∏
x,e
exp
(
−i 2
κg2
Re(tr[ΩxUx,eΩ
†
x+eU
′†
x,e])
)
.
(H9)
If we put back in the time dependence, we can write
Ux,e(η) = Ux,e, where x = (ηδt,x) labels spacetime
points. Then, since we are integrating over gauge trans-
formations for each time η, we can just as well rename
Ωx(η) = Ux,e0 , where e
0 denotes a lattice basis vector in
the positive time direction, to get
〈U ′|Wˆel|U〉
=
∫ ∏
y
dUy,e0
∏
x,e
exp
(
−i 2
κg2
Re(tr[Ux,e0Ux,eU
†
x+e,e0U
′†
x,e])
)
.
(H10)
But tr[Ux,e0Ux,eU
†
x+e,e0U
′†
x,e] is just the trace of a plaque-
tte unitary, where one of the directions is along the time
axis. We can denote all such plaquette unitary by Upt .
Then, denoting spatial plaquettes by ps, we get
〈Uf |Uτ |Ui〉 =
∫
D(U)eiS(U), (H11)
where the action S(U) is given by
S(U) =
2
g2
(
a
δt
∑
pt
Re (tr[Upt ]) +
δt
a
∑
ps
Re (tr[Ups ])
)
,
(H12)
where the sum over spatial plaquettes does not include
those at time τ . In the case where δt = a, this simplifies
to become
S(U) =
2
g2
∑
p
Re (tr[Up]) , (H13)
where the sum is over all spacetime plaquette unitaries
in {0, ..., τ} × Zd except for spatial plaquettes at time τ .
And the measure is given by
D(U) =
∏
x,e
dUx,e, (H14)
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where the product includes all spatial links (x, e) with
x0 ∈ {1, ..., τ − 1} and all temporal links (x, e) with x0 ∈
{0, ..., τ − 1}. Note that this path integral formalism is
mathematically well defined on finite lattices, at least for
compact gauge groups.
