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Abstract
In the paper, the question of the complexity of the combinatorial part of the DNA sequencing
by hybridization, is analyzed. Subproblems of the general problem, depending on the type of
error (positive, negative), are distinguished. Since decision versions of the subproblems assuming
only one type of error are trivial, complexities of the search counterparts are studied. Both search
subproblems are proved to be strongly NP-hard, as well as their uniquely promised versions.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Throughout the recent years in genomics (a part of molecular biology), whose one of
the most important aims is to study DNA construction and functioning, has emerged a
clearly de=ned research discipline with speci=c notions and experimental tools. There-
fore, it is not surprising that due to the discrete nature of DNA, combinatorial opti-
mization is one of the areas intensively used for the above purposes.
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One of the most challenging problems in the above context is reading DNA chains,
sequencing by hybridization (SBH) being frequently used for this purpose. (In this
context we should also mention that two older approaches to sequencing exist: the
chemical one suggested by Maxam and Gilbert which did not stand the test of time [11]
and the one involving gel electrophoresis by Sanger [13]. Both approaches, however,
do not require computational eIorts and result in some errors.) The method consists of
two parts: a biochemical one, hybridization itself, and a combinatorial one — called
sequencing in the literature [18,6,1,14,17]. It has been known for some time that in the
case of ideal biochemical experiments (no error involved) the problem can be solved
in polynomial time by a transformation to the Eulerian path problem [12]. On the
other hand, the problem often used to model the process of reconstructing a DNA
sequence, i.e. shortest common superstring, is known to be strongly NP-complete [8].
The present paper addresses the question of the complexity of the combinatorial part
of sequencing by hybridization with errors. It is useful to distinguish subproblems
of the general problem, depending on the type of error (positive or negative). Since
decision versions of these subproblems assuming only one type of error are trivial, we
study the complexity of the search counterparts. Both search subproblems are proved
to be strongly NP-hard, the result for only positive errors being somewhat surprising,
provided a very good behavior of the exact algorithm in this case [3]. Before doing
this we will set up the subject.
Deoxyribonucleic acid, DNA for short, exists in the form of a double helix, i.e.
two twisted chains, joined together in the whole length [19]. Each chain is a string
of molecules, named nucleotides. A short fragment of a DNA chain is called oligonu-
cleotide. Each nucleotide is composed of a nitrogenous base, a saccharide (deoxyribose)
and a phosphoric acid. Nucleotides diIer only in their nitrogenous bases. There are four
bases: adenine (A), cytosine (C), guanine (G) and thymine (T). Their order in a DNA
chain codes a genetic information, symbolically written as a sequence of the letters A,
C, G, T.
A DNA chain of the length equal to a few hundreds of nucleotides, cut out from
a genome by restriction enzymes or by the shotgun approach, is the object of the
sequencing process. Determining its sequence of bases is the =rst stage of discovering
genetic information. Later the DNA fragments are combined into a whole chain by
assembling and mapping algorithms. Unfortunately, it is not possible to directly read
a sequence of bases in a DNA chain. To obtain the sequence, indirect methods are
being used, from which the most modern one is a hybridization experiment. The aim
of this experiment is to detect all oligonucleotides of a given length l (usually 8–12
bases) composing a DNA chain. For this purpose the oligonucleotide library is being
generated, which consists of all possible single-stranded DNA fragments of length l.
Next, the library is compared (in the sense of hybridization) with the DNA chain.
In order to operate on that great number of molecules, the advanced technology of
microarray chips [16,7] has been developed.
The library is constructed on a square plate composed by a number of cells equal
to a cardinality of the oligonucleotide library. After a linear number of steps the plate
is =lled with all possible oligonucleotides of a given length, each of them being stuck
to a diIerent place. A sequence of nucleotides composing an oligonucleotide is easy to
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obtain on the basis of the coordinates in the plate. After the chip has been generated,
it is introduced into an environment with precisely de=ned physical parameters (e.g.
temperature), together with many copies of the DNA chain, labeled with a Nuorescent
marker. Owing to the favorable conditions, the hybridization takes place. During the
hybridization, complementary subchains of an oligonucleotide from the library and the
DNA chain join each other. The most intensive points of the Nuorescent image of the
chip correspond to oligonucleotides joined entirely to the DNA chain. Knowing coor-
dinates of these points one can determine oligonucleotides composing the DNA chain.
These oligonucleotides, written as words of equal length over the alphabet {A;C;G;T},
make a set called spectrum which may of course contain erroneous data. The com-
putational phase of the sequencing process consists in a reconstruction of an original
sequence on the basis of a spectrum. In what follows we will use the name DNA
sequencing meaning the above computational phase of the SBH approach. The aim
of the present paper is to study its complexity under diIerent assumptions concerning
errors. Let us also mention that sequencing algorithms already exist there and take into
account both types of error: the exact of exponential time [3] and the approximation
one based on tabu search [4]. Thus, the results presented in this paper complement
previous algorithmic results.
The organization of the paper is as follows. In Section 2 the problem is formulated
as a combinatorial one. Section 3 deals with a complexity of the problem, depending
on diIerent types of error. Uniquely promised versions of the problem are analyzed in
Section 4.
2. Combinatorial formulation
2.1. Spectrum without errors
In the ideal case, no errors occur in the hybridization experiment. This means that a
spectrum is a set that consists of all words of a given length contained in an original
sequence. The length of the sequence (it can be estimated using gel electrophoresis)
is denoted by n, the length of the words is denoted by l. Thus, the ideal spectrum S ′
consists of n− l + 1 diIerent words. To reconstruct an original sequence, neighboring
words should overlap on l− 1 letters. The DNA sequencing problem in the case of no
error may be formulated as follows.
Problem 1. DNA sequencing without errors — search version
Instance: Set S ′ of words of equal length l over the alphabet {A;C;G;T}, the length
n of an original sequence, where |S ′|= n− l + 1 and S ′ is the ideal spectrum for the
sequence.
Goal: Find a sequence of length n containing all elements of S ′.
This problem can be treated as a problem of =nding the Eulerian path in a directed
graph constructed on the basis of the spectrum [12], thus it can be solved in polynomial
time. Each arc in the graph corresponds with an element of the spectrum. An arc leaves
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Fig. 1. The graph for Example 1.
a vertex labeled by =rst l− 1 characters of the element, enters a vertex labeled by last
l− 1 characters of the element. The transformation is illustrated by Example 1.
Example 1. Suppose the original sequence to be looked for is CAATCA (thus n= 6).
In the hybridization experiment a trinucleotide library is used: {AAA;AAC;AAG; : : : ;
TTT} (thus l= 3). The spectrum S ′ obtained as a result of the experiment in the ideal
case is {AAT, ATC, CAA, TCA} (|S ′|= n−l+1). The graph constructed on the basis
of the spectrum according to Pevzner’s transformation is given in Fig. 1.
In this graph, each existing Eulerian path corresponds with a feasible solution, i.e.






Pevzner’s algorithm works in polynomial time, what makes the sequencing problem
easy in case of no error. Let us note, that the above problem has been de=ned earlier as
a question of =nding a Hamiltonian path in a graph where each l-mer from a spectrum
corresponded to a vertex. An equivalence of the two representations has been studied
in detail in [5,2], where a class of DNA graphs, being vertex-induced subgraphs of
de Bruijn graphs, has been introduced.
Unfortunately, the hybridization experiment very rarely ends with the complete
(ideal) spectrum.
2.2. Types of error
There are two types of error: negative one, i.e. a de=cit in a spectrum, and positive
one, i.e. an excess in a spectrum. Usually, a spectrum contains both types of error.
The two main sources of a negative error are:
• An oligonucleotide appears more than once in an original sequence. Because spec-
trum is a set, only one of its elements corresponds with this oligonucleotide.
• According to incomplete hybridization, a complementary oligonucleotide does not
hybridize with the DNA chain and it is not detected as a part of an original sequence.
On the other hand, there are also two main sources of a positive error:
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• During the hybridization a non-complementary oligonucleotide, i.e. having not all
its bases complementary to the considered DNA chain, joins the chain. As a conse-
quence the corresponding point on the chip Nuoresces and the wrong oligonucleotide
is included in a spectrum.
• The Nuorescent image of the chip may be noisy and then an accidental oligonu-
cleotide is included into a spectrum.
If coordinates of a point on the chip are wrongly read, two errors will appear si-
multaneously: a negative and a positive one. Therefore, as a result of the hybridization
experiment, one obtains a spectrum where not all words contained in the original se-
quence appear, and in which words not contained in the original sequence appear. We
assume no additional information is known, e.g. about the probability of existence of
a word in the sequence.
The presence of negative errors forces to accept overlaps between neighboring
oligonucleotides in the solution on less than l − 1 bases. The presence of positive
errors forces the rejection of some oligonucleotides. To make the reconstruction of the
original sequence on the basis of a spectrum with both types of error possible, the num-
ber of spectrum elements occurring in the solution should be maximized. The problem
reduces itself to a variant of prize collecting salesman problem [3]. This formulation
coincides with the fact that the majority of the data from the spectrum is correct. Other
approaches to the problem would probably result in too many potential solutions. This
supposition comes from the lack of additional knowledge about the spectrum elements
— no one is able to decide, for example, which of the oligonucleotides is a positive
error, or what would be an approximate assignment of the oligonucleotides to the re-
gions of the solution. The DNA sequencing problem in the case of both types of errors,
in the above maximization version, is formulated as follows.
Problem 2. DNA sequencing with negative and positive errors — search version
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},
the length n of an original sequence.
Goal: Find a sequence of length 6n containing the maximum number of elements
of S.
It is very likely that one could eliminate one type of error at the cost of increasing
others. This may be done by setting values of experimental parameters in a certain way.
Hence, in the following, some particular subcases of the general sequencing problem
will be considered. The strong NP-hardness of the general problem directly results from
the strong NP-hardness of any of the subproblems. In the next section, the sequencing
problems in the case of errors of only one kind, either negative or positive, will be
formulated, and their complexity will be analyzed.
3. Complexity of sequencing with errors
In this section, we describe the restricted versions of the sequencing problem and
discuss their complexity. A subproblem instance includes additional information about
errors in the data obtained from the hybridization experiment. If one had this knowl-
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edge, i.e. if it were possible to state that there is only one type of error in the data, or
none, then it would always be possible to reconstruct the solution (i.e. the sequence of
length n). Thus, the decision versions of the subproblems, asking for a possibility of
the reconstruction, always have the answer “yes”. However, their search versions may
not be solved in polynomial time. This is the reason for studying the complexities of
only the search versions of the subproblems. A similar distinction has been made in
[10], Hamiltonian circuit being one of the examples. As it has been stated there, even
if we knew a graph contains a Hamiltonian circuit, we could not =nd it in polynomial
time unless P = NP. For “if we had such an algorithm A, we could use it to tell in
polynomial time whether an arbitrary graph G has a Hamiltonian circuit. Let p be the
polynomial that bounds A’s running time on graphs with Hamiltonian circuits. Apply
A to G. If G has a Hamiltonian circuit, A will =nd one in time p(|G|). If G does not
have such a circuit, then after p(|G|) steps A could not have found one, and we will
know that none exists”.
In the following we will use the similar reasoning. Below we will de=ne two
new decision subproblems of the general DNA sequencing problem, called the quasi-
sequencing, which will be used in strong NP-hardness proofs of the search sequencing
ones with one type of error. The quasi-sequencing problems diIer in the input data
from the easy decision sequencing problems with one type of error. In the former prob-
lems an arbitrary set of oligonucleotides of equal length is assumed to be a spectrum,
as opposed to the latter, where one type of error is eliminated. (One must stress, how-
ever, that the set of instances with positive answers is the same for the both mentioned
versions.) As a result, an answer to a quasi-sequencing problem is not always “yes”,
what results in their strong NP-hardness. These issues will be discussed in detail in
the following subsections.
3.1. Negative errors
As it has been de=ned before, ideal spectrum S ′ is a set of n − l + 1 diIerent
words of length l and the reconstruction of an original sequence of length n from
all its elements is always possible. However, if the original sequence contained some
fragments of length at least l more than once, some negative errors would appear and
an ideal spectrum would not exist for that sequence. Thus, in order to formulate the
problem with negative errors, the term ideal multispectrum S ′′ must be introduced.
It is de=ned as a multiset composed of all subsequences of length l of an original
sequence. Each word appears the same number of times, respectively, in the multiset
and in the original sequence, thus |S ′′|= n− l + 1.
The DNA sequencing problem in the case of only negative errors (i.e. there is no
false information in spectrum, but some information is missing) is formulated below
(in decision version).
Problem 3. DNA sequencing with only negative errors — decision version (
nsd)
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},
the length n of an original sequence, where S ⊆ S ′′ and |S ′′|= n− l + 1, S ′′ being the
ideal multispectrum for the sequence.
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Question: Is there a sequence of length 6n containing all elements of S?
We see that D
nsd =Y
nsd , where D
nsd is the set of all instances of 
nsd and Y
nsd is
the set of all instances of 
nsd with the answer “yes”. Thus, the complexity of the above
problem is trivially polynomial. However, the search version of the above restricted se-
quencing problem is not necessarily easily solvable. It is formulated
below.
Problem 4. DNA sequencing with only negative errors — search version (
nss)
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},
the length n of an original sequence, where S ⊆ S ′′ and |S ′′|= n− l + 1, S ′′ being the
ideal multispectrum for the sequence.
Goal: Find a sequence of length 6n containing all elements of S.
We see that D
nss =D
nsd . To prove the strong NP-hardness of 
nss, a variant of the
general sequencing problem, called a negative quasi-sequencing, is introduced.
Problem 5. Negative quasi-sequencing — decision version (
nqd)
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},





Question: Is there a sequence of length 6n containing all elements of S?
One should note, that despite the fact the two problems 
nsd and 
nqd have the
same sets of instances with a positive answer, the latter is much more complicated
because it contains also instances with a negative answer. In fact, the latter prob-
lem is strongly NP-complete. In proving this we use the variant of shortest common
superstring problem [8].
Problem 6. Variant of shortest common superstring
Instance: Set S of words of equal length l over a =nite alphabet, the length n of a
superstring to be found.
Question: Is there a superstring of length n containing all elements of S?
Lemma 1. Negative quasi-sequencing problem 
nqd is strongly NP-complete.
Proof. In [8] the above restricted version of the well-known shortest common super-
string problem has been proved to be strongly NP-complete. Moreover, the authors
showed, that the proof remains correct even if the size of the alphabet will be bounded
by a number not smaller than 3. It can be also easily checked, that searching for a su-
perstring of a length not greater than n does not change the complexity of the problem.
Thus, we obtained the computationally hard version of the shortest common superstring
problem which is equivalent to the negative quasi-sequencing problem 
nqd.
Theorem 1. DNA sequencing with only negative errors 
nss (search version) is
strongly NP-hard.
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Proof. Proving strong NP-completeness of problem 
nqd (Lemma 1) directly leads
to proving strong NP-hardness of the corresponding sequencing problem with only
negative errors 
nss. For, if we had an algorithm solving 
nss in polynomial time, we
could use it to solve problem 
nqd in polynomial time in the way described at the
beginning of Section 3.
3.2. Positive errors
In this subsection, we will consider a restricted version of the general DNA sequenc-
ing problem, assuming only positive errors in the spectrum. As in the previous case
we de=ne three versions of the problem.
Problem 7. DNA sequencing with only positive errors — decision version (
psd)
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},
the length n of an original sequence, where S ′⊆ S and |S ′|= n − l + 1, S ′ being the
ideal spectrum for the sequence.
Question: Is there a sequence of length n containing n − l + 1 diIerent elements
of S?
Again we have D
psd =Y
psd and the complexity of the problem is trivially polyno-
mially bounded. As before we de=ne the search version of the problem.
Problem 8. DNA sequencing with only positive errors — search version (
pss)
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},
the length n of an original sequence, where S ′⊆ S and |S ′|= n − l + 1, S ′ being the
ideal spectrum for the sequence.
Goal: Find a sequence of length n containing n− l + 1 diIerent elements of S.
We see that D
pss =D
psd . Using a similar approach as before, a positive quasi-
sequencing problem is de=ned below.
Problem 9. Positive quasi-sequencing — decision version (
pqd)
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},





Question: Is there a sequence of length n containing n − l + 1 diIerent elements
of S?
This problem will be proved to be strongly NP-complete, by a polynomial trans-
formation from the following variant of Hamiltonian Path problem in directed graphs,
being the strongly NP-complete problem [9].
Problem 10. Directed Hamiltonian path between two vertices (DHPBTV)
Instance: A 1-digraph H = (V; X ) with two speci=ed vertices s and t.
Question: Is there a Hamiltonian path from s to t in graph H?
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Lemma 2. Positive quasi-sequencing problem 
pqd is strongly NP-complete.
Proof. Given an instance of problem DHPBTV, the corresponding instance of 
pqd is
constructed as follows:
• to each vertex v∈V assign a unique label e(v) of length 
log2 |V | over the alphabet
{A, C};
• de=ne l= 2
log2 |V | + 2, being the length of all constructed elements of S;
• build S such that for every vertex v∈V one oligonucleotide is constructed, the
oligonucleotide being of the form e(v) ·G · e(v) ·T (where “·” means the symbol of
concatenation and “G” or “T” means a nucleotide);
• add to S l − 1 oligonucleotides for every arc (u; v)∈X , the oligonucleotides being
of the form u2 · u3 · : : : · ul · v1, u3 · u4 · : : : · v1 · v2; : : : ; ul · v1 · : : : · vl−2 · vl−1 (where
u1 · u2 · : : : · ul is an oligonucleotide corresponding to vertex u);
• add to S l “starting” oligonucleotides of the form g1 · g2 · : : : · gl−1 · gl, g2 · g3 · : : : ·
gl · s1; : : : ; gl · s1 · : : : · sl−2 · sl−1 (where gi = G, 16i6l and s1 · s2 · : : : · sl is an
oligonucleotide corresponding to starting vertex s); and
• add to S l “ending” oligonucleotides of the form t2 · t3 · : : : · tl · k1, t3 · t4 · : : : · k1 ·
k2; : : : ; tl · k1 · : : : · kl−2 · kl−1, k1 · k2 · : : : · kl−1 · G (where ki = T, 16i6l − 1 and
t1 · t2 · : : : · tl is an oligonucleotide corresponding to ending vertex t).
The transformation is illustrated by Example 2. The words generated according to
the above scheme may be duplicated only if they correspond to diIerent arcs leaving
the same vertex, or if they correspond to diIerent arcs entering the same vertex. In the
spectrum that word will appear only once, but it does not aIect the construction of a
solution (only one arc may leave a vertex in a solution, or enter a vertex). In order
to prove the lemma we need to show that a Hamiltonian path from s to t in graph H
exists iI such a sequence of length n= l(|V |+ 2) exists which includes the number of
diIerent elements of spectrum S equal to l(|V | + 1) + 1.
Firstly let us assume, that a Hamiltonian path from s to t in graph H exists. One
element of the spectrum corresponds to each vertex from the path and l− 1 elements
correspond to each arc from the path. A construction of the elements makes it possible
to construct a string of l|V | letters (if all l(|V | − 1) + 1 elements, in a proper order,
are maximally overlapped). If one adds all “starting” elements to the beginning of the
string (with the maximal overlap) and all “ending” elements to the end of the string,
one will obtain a string consisting of l(|V |+ 1) + 1 diIerent elements of the spectrum,
its length being l(|V | + 2) letters.
Now let us assume, that a sequence of letters which length is l(|V | + 2) exists and
a number of included diIerent elements of the spectrum is equal to l(|V | + 1) + 1.
Thus, neighboring elements in the sequence have to be maximally overlapped (on l−1
letters). This is possible only if between any two consecutive elements corresponding
to vertices there are l− 1 elements corresponding to an arc joining the vertices. If one
tried to construct the sequence composed of elements corresponding to vertices and arcs
only, one would obtain the sequence consisting of at most |V |+(|V |+1)(l−1) elements,
because there are only |V | elements corresponding to vertices. As a result, a constructed
sequence would contain two elements less than required. Therefore, the sequence has
to consist also of “starting” and “ending” elements. The inclusion of these elements
1468 J. B laz˙ewicz, M. Kasprzak / Theoretical Computer Science 290 (2003) 1459–1473
Fig. 2. The graph for Example 2.
forces the =rst vertex element to correspond to the starting vertex s, and the last vertex
element to correspond to the ending vertex t. All other elements corresponding to
vertices appear between the =rst and the last vertex elements. To connect them by arc
elements, arcs joining vertices following each other in the sequence should exist in
graph H . Therefore, the analyzed sequence has to correspond with the following order
of spectrum elements:
• l “starting” elements;
• an element corresponding to s;
• l− 1 elements corresponding to an arc leaving s;
• another elements representing vertices and connecting them arcs;
• l− 1 elements corresponding to an arc entering t;
• an element corresponding to t; and
• l “ending” elements.
The order of vertex elements corresponds to a Hamiltonian path in graph H , from s to
t. This completes the proof since the problem DHPBTV is strongly NP-complete.
The transformation of an instance of DHPBTV to an instance of positive quasi-
sequencing problem 
pqd, described in the proof of Lemma 2, is illustrated by the
following example.
Example 2. A 1-digraph H = (V; X ) being an instance of the Hamiltonian path prob-
lem from s to t is given in Fig. 2.
A unique label of length 
log2 |V |= 2 over the alphabet {A, C} is assigned to each
vertex: s — AA, 1 — AC, 2 — CA, t — CC. Next, elements of the spectrum, each
of length l= 2





(s; 1) — AGAATA, GAATAC, AATACG, ATACGA, TACGAC
(1; 2) — CGACTC, GACTCA, ACTCAG, CTCAGC, TCAGCA
(1; t) — CGACTC, GACTCC, ACTCCG, CTCCGC, TCCGCC
(2; s) — AGCATA, GCATAA, CATAAG, ATAAGA, TAAGAA
(2; t) — AGCATC, GCATCC, CATCCG, ATCCGC, TCCGCC.
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The duplicated elements CGACTC and TCCGCC will appear once in the spec-
trum. Finally, additional “starting” and “ending” elements are added to the spectrum:
GGGGGG, GGGGGA, GGGGAA, GGGAAG, GGAAGA, GAAGAA, CGCCTT, GC-
CTTT, CCTTTT, CTTTTT, TTTTTT, TTTTTG.
One looks here for a sequence of length l(|V |+ 2) = 36 letters and a number of in-
cluded diIerent elements of the spectrum being equal to l(|V |+1)+1 = 31. As a result,
the following solution will be found: GGGGGGAAGAATACGACTCAGCATCCGC-
CTTTTTTG. This sequence is equivalent to the Hamiltonian path: s→ 1→ 2→ t.
Theorem 2. DNA sequencing with only positive errors 
pss (search version) is
strongly NP-hard.
Proof. Since problem 
pqd has just been proved to be strongly NP-complete
(Lemma 2), the corresponding sequencing problem 
pss where spectrum contains only
positive errors is strongly NP-hard. The proof can be deduced in a similar way as in
the case of negative errors only.
4. Promise of uniqueness
The strong NP-hardness of the considered versions of the DNA sequencing problem,
proved in Section 3, makes it impossible to build an eIective exact algorithm (unless
P=NP) that constructs an original DNA sequence on the basis of the hybridization
experiment with errors. On the other hand, the key problem for biochemists is to obtain
a unique solution. The existence of more than one sequence built from the spectrum
forces the execution of additional biochemical experiments, allowing to indicate the
proper, considered DNA fragment. In such a situation it is likely that several parameters
of the hybridization experiments will be adapted in order to get a spectrum with exactly
one solution, e.g. by increasing the length l of elements from the oligonucleotide
library. From the computational point of view, it is interesting whether or not the
additional assumption where exactly one solution can be generated from an instance
(for the considered subproblems of DNA sequencing) will change their computational
complexity. This question will be answered in the current section.
A corresponding group of combinatorial problems is the one of promise problems,
widely described in [10]. In this publication, the decision version of such problem is
de=ned by not only an instance and a question, but also by a promise of uniqueness.
The promise states that an instance admits at most one solution. That assumption
may or may not inNuence the complexity of the decision version of a problem. Many
problems do not change their complexity when considered in a unique solution promise
version. One of them is uniquely promised Hamiltonian circuit problem (UPHC):
Problem 11. Uniquely promised Hamiltonian circuit
Instance: Undirected graph G.
Question: Does G contain a Hamiltonian circuit?
Promise: G contains at most one Hamiltonian circuit.
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Fig. 3. The graphs for Example 3.
It is proved in [10] that UPHC does not belong to the class PROMISE-P (uniquely
promised problems solvable in polynomial time) unless NP = RP (class of problems
solvable in polynomial time by randomized algorithms, P⊆RP⊆NP). In the following
part of the paper we assume NP = RP.
A concept of a parsimonious transformation will be used in the following.
The parsimonious transformation [9] is the polynomial one preserving the same
number of solutions in an instance of a problem before the transformation and in the
corresponding instance of the other problem after the transformation. To prove
computational hardness of problem UPX1 (uniquely promised X1), one should do a
parsimonious transformation of problem X2 to problem X1, and UPX2 cannot
belong to PROMISE-P. Because Hamiltonian Circuit problem is parsimoniously
transformable to its directed version [15], UPDHC therefore does not belong to
PROMISE-P.
In what follows, we will use the problem DHPBTV to prove the hardness of
our uniquely promised sequencing problems. To do this we will need the following
lemma.
Lemma 3. Uniquely promised DHPBTV problem is not in PROMISE-P.
Proof. The proof is done by a parsimonious transformation of directed Hamiltonian
circuit problem (DHC) to DHPBTV problem. Given an instance of DHC (1-digraph
G = (V; A)), one has to transform it in polynomial time to an instance of DHPBTV
(1-digraph G′). An arbitrary vertex v∈V is replaced by two vertices v1 and v2. All arcs
leaving v now leave v1, all arcs entering v now enter v2. The new graph is denoted
by G′. There exists a Hamiltonian cycle in graph G iI there exists a Hamiltonian
path from v1 to v2 in graph G′. Moreover, ∀G #DHC(G) = #DHPBTV(G′) (i.e. both
problems have the same number of solutions). The proof is obvious, what is clearly
seen in Example 3.
Example 3. The instances of DHC (graph G) and of DHPBTV (graph G′) are pre-
sented in Fig. 3.
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There exist two Hamiltonian cycles in G:
v→ 1→ 2→ 3→ 4→ 5→ v,
v→ 5→ 2→ 3→ 4→ 1→ v,
and two corresponding Hamiltonian paths from v1 to v2 in G′:
v1 → 1→ 2→ 3→ 4→ 5→ v2,
v1 → 5→ 2→ 3→ 4→ 1→ v2.
Lemma 3 is used to determine a complexity of DNA sequencing problems in the
case only one type of error appears, with the promise that exactly just one solution
exists. The problems are formulated below.
Problem 12. Uniquely promised DNA sequencing with only negative errors — search
version
Instance: Set S (spectrum) of words of equal length l over the alphabet {A;C;G;T},
the length n of an original sequence, where S ⊆ S ′′ and |S ′′|= n− l + 1, S ′′ being the
ideal multispectrum for the sequence.
Goal: Find a sequence of length 6n containing all elements of S.
Promise: Exactly one such sequence exists.
Problem 13. Uniquely promised DNA sequencing with only positive errors — search
version
Instance: Set S (spectrum) of words of equal length l over the alphabet {A, C, G,
T}, the length n of an original sequence, where S ′⊆ S and |S ′|= n − l + 1, S ′ being
the ideal spectrum for the sequence.
Goal: Find a sequence of length n containing n− l + 1 diIerent elements of S.
Promise: Exactly one such sequence exists.
Theorem 3. Both uniquely promised DNA sequencing problems are not in
PROMISE-P.
Proof. The transformation of DHPBTV problem to the positive quasi-sequencing prob-
lem 
pqd, presented in the proof of Lemma 2, is parsimonious. This is because every
Hamiltonian path from s to t in graph H has to have a diIerent corresponding sequence
being a solution of 
pqd. On the other side, the spectrum constructed according to the
presented algorithm does not allow for a construction of a proper sequence which does
not correspond to a Hamiltonian path from s to t. Moreover, in [8] the variant of short-
est common superstring problem, equivalent to the negative quasi-sequencing problem

nqd, has been proved also by a parsimonious transformation from the problem DH-
PBTV. Thus, uniquely promised versions of the analyzed quasi-sequencing problems
do not belong to the class PROMISE-P. The complexity of these problems is connected
with the complexity of the proper DNA sequencing problems (in search versions) with
the promise of uniqueness in a similar way as in the previous section. Because the
uniquely promised quasi-sequencing problems are not in PROMISE-P, no algorithm
solving the corresponding sequencing problems (with the promise that exactly one so-
lution exists) in polynomial time, can be given. If such an algorithm existed, it might be
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used to solve an arbitrary instance of the uniquely promised quasi-sequencing problems.
After polynomial number of steps the algorithm would give a solution (i.e. the answer
would be “yes”) or would not give one (i.e. the answer would be “no”). Therefore,
proving computational hardness of the uniquely promised quasi-sequencing problems
(what just has been done) is equivalent to proving hardness of the corresponding DNA
sequencing problems (in search versions) having certainty, that exactly one solution
exists.
5. Conclusions
In this paper, the complexity of the DNA sequencing problem has been studied.
The search versions of the subproblems with only negative or only positive errors,
respectively, have been proved to be strongly NP-hard, the second result being unex-
pected in view of a very good behavior of the exact algorithm in this case [3]. Even
the subproblems with the promise of uniqueness have appeared to be computationally
hard. As a future work the complexity of the DNA sequencing with only unavoidable
“natural” negative errors can be considered. Such errors, coming from repetitions of
oligonucleotides within an original sequence, will probably appear in a spectrum even
if there is a possibility of eliminating all errors from the experimental phase.
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