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Abstract Even though the digital processing of documents
is increasingly widespread in industry, printed documents
are still largely in use. In order to process electronically
the contents of printed documents, information must be ex-
tracted from digital images of documents. When dealing
with complex documents, in which the contents of different
regions and fields can be highly heterogeneous with respect
to layout, printing quality and the utilization of fonts and
typing standards, the reconstruction of the contents of docu-
ments from digital images can be a difficult problem. In the
present article we present an efficient solution for this prob-
lem, in which the semantic contents of fields in a complex
document are extracted from a digital image.
Keywords Document image processing · Information
extraction from documents
1 Introduction
Digital transmission, storage and processing of documents
are increasingly widespread. Sophisticated information sys-
tems have been built to manipulate digital versions of docu-
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ments, to ensure their integrity and availability, and to pro-
cess these documents along complex workflows.
The manipulation of printed documents, however, is still
largely in use: printed forms are delivered to end users for
completion, verification and storage; printed bills are used
for payment; printed documents are required to obtain ac-
credited signatures etc. In many situations, in order to par-
ticipate in digitalized workflows, these printed documents
must return to digital form. In such cases, a common chal-
lenge is to reconstruct the semantic contents of a document
from a digital image of the printed version of the docu-
ment.
Optical character recognition systems have evolved sig-
nificantly in recent years. The interpretation of documents
with relatively simple layout, homogeneous quality of scan-
ning and uniform utilization of fonts can be very efficient
[4]. When dealing with heterogeneous documents contain-
ing regions with varying scanning quality, diverse layouts
and multiple fonts, however, the reconstruction of the se-
mantics of each field in a document based on its digital im-
age still can be a challenging problem.
In the present article we introduce a solution for this
problem, in which a set of previously existing techniques
are assembled in a novel way, in order to build a system ca-
pable of efficiently reconstructing the contents of heteroge-
neous documents. We present our proposed solution based
on a concrete problem, namely the extraction of values from
electricity bills.
In our proposed solution, a scanned image is employed
to build a model of the document whose semantic contents
we wish to extract. The interpretation of each field in the
document is manually provided once by a user to com-
plete the document model, and then scanned images of other
instances of the same document can be matched with the
model, in order to extract the interpreted contents.
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Special attention has been given in our solution to ensure
high usability of the resulting system. The semi-automatic
construction of a model for a document has been designed to
simplify and speed-up the required human intervention, and
the matching between the model and new instances of the
document is fully automated and based on computationally
efficient techniques.
Our article is organized as follows: in Sect. 2 we present
some related work which has been influential to the develop-
ment of our proposed solution. In Sect. 3 we introduce our
solution, which is based on document segmentation, char-
acter recognition and the extraction and interpretation of
pieces of text from document images. In Sect. 4 we present
some preliminary experimental results. Finally, in Sect. 5 we
discuss our results and present some suggested future work.
2 Related work
The reconstruction of structured complex documents from
digital images has been studied in a few previous initiatives.
Yshitani [18] has developed an information extraction
system in which a document instance is matched with a
set of pre-stored models which define categories of docu-
ments. In that system the following procedures are used for
information extraction: initially, text lines and ruled lines are
computed based on a threshold image; then the ruled lines
are grouped into sub-forms and the text lines are converted
to text using an OCR; then the obtained text is matched with
a keyword dictionary consisting of different spellings for
keywords, the corresponding correct spelling, incorrect key-
words representing typical OCR errors and segments col-
lected in advance from sample documents; finally, the re-
sults are matched with each document model in a database
consisting of word models and their logical relationships.
Cesarini et al. [6] have developed a system with similar
goals to those of our proposed solution. We have improved
upon their work by focusing on usability and simplifying the
work of the human user in charge of building a conceptual
model for a document, which then is used as the basis for
matching, interpreting and extracting contents from docu-
ment images. Moreover, the focus in the work by Cesarini
et al. has been on the classification and organization of col-
lections of documents in subsets of similar documents, in-
stead of on the interpretation of the contents of documents
[7]. Their work, as well as ours, grounds the representation
of fields and regions in documents on the well known no-
tion of Attributed Relational Graphs [10], which are directed
graphs in which vertices represent objects of interest in an
image and edges represent relations between objects. Edges
can be labeled with relational attributes, which are used to
characterize how and why objects relate to each other in an
image.
Breuel has worked on a variety of issues which have
proven to be relevant for parts of our proposed solution.
Early work by this author has introduced a method to op-
timize the matching between a model and a noisy instance
of that model [2]. We have borrowed ideas from this work to
optimize the relationship between the model of a document
and its instances. More recent work from Breuel has been
geared towards the characterization of the layout of a com-
plex document [3]. We have borrowed ideas from this work
to identify nodes in our Attributed Relational Graphs.
A top-down solution for information extraction from doc-
uments, which detects horizontal and vertical lines in a form
and uses a heuristic algorithm based on the well established
XY-tree method, has been presented by [9]. This algorithm
generates a hierarchical structure of a document which is
matched against a document model, represented by the same
type of structure. The identification of the right document
model given an input document consists of minimizing the
tree edit distance between these two structures. Finally, in-
formation is extracted from the input document through a
simple comparison with the matched model.
Hamza et al. [11, 12] have built a system, further devel-
oped by Belaïd et al. [1], in which features are extracted and
grouped together using a bottom-up approach. Keywords
are segmented and grouped together with neighbouring key-
words generating a high level structure. Neighbouring words
which occur in repeating patterns are also grouped together
generating other high level structures. The document is rep-
resented as a graph, in which these high level structures cor-
respond to nodes and edges represent spatial relationship.
An input document is matched with a document model us-
ing graph probing, which is an approximation of the graph
edit distance.
An invoice reading system has been introduced by Schulz
et al. [16]. In this system, documents are also represented
as a graph in which each node is an extracted text word.
Nodes are split between key-nodes—which correspond to
keywords indicating the presence of neighbouring numbers
or dates—and data-nodes which correspond to numbers and
dates per se. The graph edges connect key-nodes with other
nodes, based on their relative spatial position. The system
uses graph probing to find the document model which best
matches the input document. Finally, information is ex-
tracted by comparing the set of nearby words of a data-
node in the matched model with the set of nearby words of
each data-node of the instance document—string edit dis-
tance and spatial distance are in these comparison of nearby
words.
Even though we find high-quality results in all systems
referred to in the previous paragraphs, many of them have
employed techniques which are incompatible either with the
kind of document with which we are dealing or with the
requirements we have established for our work:
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– In some of these works [6, 9] graphical elements such
as logos and, especially, horizontal and vertical lines are
used to model the structure of the input document. How-
ever, when dealing with documents which feature com-
plex background patterns, logos and lines can be very dif-
ficult to detect. For example, in color documents these el-
ements can be featured as watermarked color differences
and shaded patterns, which can be difficult to isolate using
standard image analysis techniques. As a consequence, in
these cases only a few pieces of lines and logos can be
detected successfully and reliably. Alternatively, we have
considered lines and logos as noise to be removed, and
focused our document image analysis on text elements,
which has proven to be more robust and computationally
efficient.
– In other works [1, 11, 12, 16] we find the utilization of
Attributed Relational Graphs to represent document mod-
els, assuming that connecting nodes exactly above, be-
low, left or right of each other can be detected. We have
observed that such regularity is not observed in practice
in many situations. Monthly electricity bills, for exam-
ple, feature significant differences in relative locations
and sizes of fields, depending on specific occurrences ob-
served in each month. As a consequence, different in-
stances of a same document type can generate very dif-
ferent Attributed Relational Graphs, and the regularity of
Attributed Relational Graphs to match a document model
with document instances cannot be assumed a priori.
– In many of these works [1, 9, 11, 12, 16, 18] approxi-
mate solutions to known hard problems (such as graph
distance, tree edit distance and maximum cliques) have
been used to match an input document with a document
model. These approximate solutions have proven to be
sufficiently precise and sufficiently tractable to be used
in practical situations. We have considered that further re-
finements on computational efficiency can be relevant for
this problem, hence we have focused in our work on very
simple and straightforward solutions, aiming at systems
which can, eventually, be still further optimized to run on
mobile devices.
We have, nevertheless, borrowed many ideas from the initia-
tives referred to in the previous paragraphs. Following Ce-
sarini et al. [6, 7], we have represented document models
and instances using Attributed Relational Graphs in which
the main attribute of each edge is the relative position be-
tween the connected elements. Following Duygulu and Ata-
lay [9], we have adopted in our document model a hierar-
chical structure, since we allow text fields to depend on the
position of other text fields. Finally, following Schulz et al.
[16], we have based the interpretation of text on geometrical
relations and string edit distance, instead of graphical ele-
ments.
3 A semantic information extraction system
In this section we introduce our solution for the semantic
information extraction from images of complex documents.
We present our system step by step, describing each inter-
mediate process and corresponding results in detail.
We have focused in our work on complex and heteroge-
neous documents, whose contents must be extracted from
a digital image. In order to work with concrete documents,
and hence to be able to build experimental data for some pre-
liminary assessment of the effectiveness of our proposal, we
have followed Cesarini et al. [6] and worked with electricity
bills.
The information extraction system takes an image (i.e.
a document instance) and a previously registered document
model, and then identifies and extracts the contents of each
field of interest from the document instance using a match-
ing procedure with the document model. The document
model is a structure, as presented in Sect. 3.2 below, used
to characterize a document layout by describing its fields
of interest and geometric inter-relationships. In the follow-
ing paragraphs, we assume we have a document model of
the same type as the document instance being processed. In
Sect. 3.2, we describe the registration process used to gen-
erate a document model.
In Fig. 1, we show a diagram that provides an overview
of the information extraction process. Each step of this pro-
cess, as well as the definition of the document model, is
described in detail in the following subsections. The corre-
sponding subsections that describe each part of the process
are identified in Fig. 1.
3.1 Text regions segmentation
The text regions segmentation process takes a document in-
stance as input and builds its segmented text regions. Our
solution follows a linear workflow as presented in Fig. 2.
3.1.1 Deskewing
Our first step is the deskewing of the input image. The doc-
ument instance can be obtained from a digital scanning pro-
cess and, as a consequence, the text inside the document may
be not in perfect alignment with respect to reference hor-
izontal and vertical axes. Perfect alignment with reference
axes simplifies significantly the processes of identifying text
regions in the document, identifying each character in these
regions and interpreting the meaning of each region, hence
our utilization of a deskewing algorithm.
We assume that the text inside the document is internally
aligned, i.e. once a skew angle correction is applied to the
document as a whole, it becomes aligned with the reference
axes. We also assume that the skew angle is not greater than
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Fig. 1 Overview of the information extraction process
Fig. 2 Text regions
segmentation workflow
20 degrees, in order to limit the search for the text baseline,
as well as the image distortion tuning the deskewing pro-
cess. We employ the well known and widely used Hough
transform (as described e.g. by Pedrini and Schwartz [15])
to detect the text baseline skew angle θ of the image, and
then we rotate the scanned image by −θ in order to align
the text with the reference axes.
In order to minimize the translation of pixels during im-
age rotation, we use the image center as the rotation axis.
Before deskewing, we use straightforward morphological
filtering for preliminary noise reduction, as illustrated in
Fig. 3.
3.1.2 Noise reduction
Once the image is aligned with the reference axes, we re-
move image noise, in preparation for the detection of text
components. The noise we wish to remove is defined as ev-
ery non-text element in the document, such as lines, round
edges, figures and other layout components.
We employ the edge-image of the document, which is a
binary image in which the foreground pixels represent image
edges, i.e. positions that exhibit considerable local changes
in pixel intensity. We have adopted the Canny-Deriche algo-
rithm to calculate the edge-image of the deskewed document
[5, 8], as this algorithm usually performs better than other
classical edge detection algorithms, specially under noisy
conditions [14].
The utilization of the edge-image greatly simplifies the
process of noise reduction, as many undesirable layout com-
ponents are removed, as a consequence of the edge-image
construction. The only relevant sources of noise which re-
mains in the edge-image are horizontal and vertical layout
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Fig. 3 Deskewing of an input
image, and morphological
filtering to remove the dot
texture; (a) input gray-scale
image; (b) deskewed image with
dots removed
Fig. 4 Line removal and small
noisy components clean-up
from edge image; (a) “raw”
edge-image; (b) edge-image
after noise reduction
lines and small noisy components which result from shad-
ing patterns and watermarking in the document.
Horizontal lines are detected as follows: when we find a
foreground pixel P0, we traverse the edge-image horizon-
tally, calculating the size of the P0-horizontal-line. We de-
fine the size of the P0-horizontal line as the largest k such
that there is a sequence of pixels P0,P1, . . . ,Pk−1, satisfy-
ing the following conditions:1
(i) Pi.x = P0.x + i 0 ≤ i < k
(ii)
⎧
⎪⎨
⎪⎩
Pi.y = P0.y − 1 or
Pi.y = P0.y or
Pi.y = P0.y + 1
0 ≤ i < k
In other words, we search for lines beginning at a given
pixel, allowing its pixels to be ‘locally perturbed’ up or
down. Once we find the size of this line, we check if it is big-
ger than a given threshold Thline. This threshold is obtained
empirically, as a function of the image width and height.
If the identified line is bigger than the threshold, then it is
tagged for removal. Vertical lines are identified and tagged
in a similar way.
For each horizontal and vertical line tagged for removal,
we delete all the pixels that belong to it, as well as all the
8-connected components connected to the line. The removal
of these 8-connected components is performed in order to
fully remove the line and also to remove some undesirable
round-edges around the line. We assume that the document
1In these equations, P.x and P.y stand for the horizontal and the ver-
tical coordinates of pixel P , respectively.
instance is well-behaved, in the sense that no text component
is 8-connected to a horizontal or to a vertical line.
Finally, small noisy components are removed by search-
ing and deleting all components that can be inscribed within
a k × k pixels square. We repeat this removal for k ranging
from 1 to Thnoise. This threshold is also obtained empirically
as a function of the image resolution.
After noise reduction, we have an edge-image of the orig-
inal document, in which most of the foreground pixels rep-
resent text character edges, as illustrated in Fig. 4.
3.1.3 Identification of text components
Our approach for text detection follows the ideas of Yuan
and Tan [19] about the distinctive characteristics of text in
a document. Intuitively, we distinguish text from the back-
ground by its regularity, spatial cohesion, and frequency.
Even before recognizing the individual characters one can
probably pinpoint text regions in a document, by searching
for regions in which a particular stroke repeats itself with
regular spacing, approximate height and along the same ori-
entation.
We have implemented this idea by means of morphologi-
cal closing over the edge-image, using a horizontal structur-
ing element of size (0.7 image-width × 1) in order to link
individual character strokes along the same horizontal text
line. An input edge-image and the resulting image in which
text regions are identified are shown in Fig. 5.
In the original work by Yuan and Tan, a complex se-
quence of steps is employed for text detection, starting from
the application of the Canny edge detector operator con-
strained to return edges in the horizontal direction, followed
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Fig. 5 Morphological closing
using an horizontal structuring
element to identify text regions,
which links characters
belonging to the same text
region
by the removal of connected components with large vertical
spread, union of line segments with approximate row co-
ordinates in single lines, filtering of short isolated lines and
spurs, fitting of straight lines through chains of points, merg-
ing of the computed lines which match with a set of rules in
blocks, region classification as text block or graphic region,
and finally merging of the classified text blocks in text re-
gions.
Since we have previously removed the majority of non-
textual elements in the image, we can assume that we do
not have lines, graphics or any other element except text in
our image at this point. Moreover, the majority of charac-
ters in text regions are linked in blobs (binary large objects).
As a consequence, we can reduce the problem of text iden-
tification to simply detecting the connected components in
the image. We employ a standard region growing algorithm
for that, after which we compute a bounding box for each
connected component, merging the connected components
which intersect with each other in order to obtain disjoint
text regions. This way, we identify and constrain the text re-
gions to be submitted independently for character recogni-
tion within regions which can be assumed to contain single
words or, in some cases, small sequences of words. These
regions can be submitted to an OCR without layout analy-
sis, such as the Tesseract engine.2
3.2 Document model
In this section we describe our document model representa-
tion which is the output of the registration process and one
of the inputs (along with the document instance) of the in-
formation extraction process.
A document model is a set of relations between text
fields, which characterize observable positional and geomet-
ric relations and are used as a “map” of the document. Given
a text field that works as a reference point and whose seman-
tic contents are known, the semantics of the other text fields
2Tesseract is an efficient OCR engine originally developed at Hewlett-
Packard between 1984 and 1994. In 1995 it was ranked as one of the
top three OCR engines in the UNLV Accuracy Test. Tesseract was
open-sourced in late 2005.
can be determined by traversing the relations between text
fields, starting from the reference point and reaching each
field of interest.
Following Cesarini et al. [6], we use an Attributed Re-
lational Graph to represent a registered document layout
model. Our Attributed Relational Graph is a directed graph
in which the vertices represent document fields and the
edges represent relationships between fields.
More formally, we represent a registered document
model as a directed graph G = {V,E,AN,EN }, in which
V = {v} is the set of vertices, E = {(u, v) : u ∈ V and v ∈ V }
is the set of edges, AN = {av : v ∈ V } is the set of vertex at-
tributes and AE = {ae : e ∈ E} is the set of edge attributes.
Each vertex attribute av ∈ AN is given by a five-tuple
{Tv,Dv,Rv,Cv,Ref v}, in which:
– Tv is the title of the associated field.
– Dv is the data type of the associated field, such as NUM-
BER, PRICE VALUE, DOCUMENT NUMBER, etc. There
is also a special data type called FIXED TEXT, which
describes fields that represent fixed information, such as
field titles, section titles, etc.
– Rv is the rectangular text region of the associated field.
This rectangular region is given by its left, right, top and
bottom pixel-coordinates.
– Cv is the text contents of the associated field. This infor-
mation is defined only for fields with Dv = FIXED TEXT.
– Ref v is a flag that indicates whether the associated field
is the reference field of the document model. We re-
quire this reference field to be unique and to have Dv =
FIXED TEXT. A reference field is a field used to nor-
malize the coordinate-system of a document image, when
comparing to another image. Further information about
how this normalization is performed is given in Sect. 3.3.
Each edge attribute auv ∈ AE is given by a pair {duv, θuv},
which characterizes the polar coordinates of the vector de-
noted as center(Ru) − center(Rv), in which center denotes
the central point of a rectangular region.
The edges of G represent positional dependency relations
between text fields. If the field associated with a vertex u has
its position determined by the field associated with a vertex
v, then G must contain the directed edge u −→ v. In this
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case, we say that v is the parent of u. Usually, the graph G
has a set of edges connecting title fields with their respective
values, as well as a set of edges connecting titles of sections
with titles of respective subsections.
We require that each vertex has at most one parent, i.e.
for each v ∈ V , we require that deg−(v) ≤ 1. Moreover, we
do not allow cyclic dependencies, and therefore G does not
have any directed cycles.
Given these conditions, we have that each connected
component of G is a directed tree, hence G is a directed
forest {v : deg−(v) = 0} of roots of G.
Our proposed technique to retrieve the semantics of doc-
uments from digital images is based on matching a docu-
ment instance with a model of the same document, in which
each text field is tagged with its meaning. Matching is based
on graph similarities between the layout of the document in-
stance and the layout of the document model.
In order to build a document model, we take a registration
image, obtained as any document instance, and generate an
Attributed Relational Graph for the document model, based
on a semi-automated process.
Figure 6 shows an overview of this process. In the re-
mainder of this section, we describe a software application
developed to simplify the document model construction pro-
cess, from the usability point-of-view.
When opening the registration image, the text detection
process described in Sect. 3.1.3 is performed, and the result-
ing text regions are presented to the user. These text regions
are used to register new fields. Since the segmentation pro-
cess can miss some text regions or detect wrong ones, users
are allowed to correct these errors by hand, drawing new text
regions or resizing the existing ones.
Users can register a new field by clicking on any of the
segmented (or hand crafted) text regions. When registering
a new field, the user is prompted for the tuple that defines a
vertex attribute by entering the title and the data type of the
field (Fig. 7a). If the FIXED TEXT data type is selected,
the application recognizes the field contents Cv by running
an OCR engine on its rectangular region. The user can also
edit this recognized text, fixing potential errors produced by
the OCR engine.
Users can also add Attributed Relational Graph parent
relations between registered fields, usually connecting fields
representing titles with fields representing respective values,
Fig. 6 The document model
construction process
Fig. 7 Registering a document
model
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as well as connecting fields representing section titles with
fields representing respective subsection titles. These parent
relations are made by drawing a line connecting a field re-
gion to its parent field region (Fig. 7b). For each established
parent relation, its associated edge attribute is automatically
generated.
Once all desired fields have been registered, and all par-
ent relations have been established, users can select a field
to be the reference field of the document model, which
switches on its Ref v flag. Then, users can finally save
the registered document model. When saving a document
model, the application builds the corresponding Attributed
Relational Graph, and serializes it into a document model
file. Before saving it, some verifications are performed to
check whether the document model is valid, such as check-
ing if the generated Attributed Relational Graph is acyclic.
This semi-automated application greatly simplifies and
speeds up the process of registering a document model,
avoiding the need to force the user to draw every field re-
gion by hand and insert every fixed field content by hand,
thus building a fast and reliable registration process.
3.3 Matching document model and document instance
As previously stated, our system builds on the ideas of Ce-
sarini et al. [6]. We employ some simple heuristic rules to
simplify those ideas, thus building a much simpler and com-
putationally efficient—yet sufficiently robust—system.
As detailed in the previous sections, our segmentation
process results in a list of bounding boxes of text regions.
Our matching process takes this list and a previously regis-
tered document model as input and outputs the best match
between the document model fields and each text bounding
box of the instance image. In order to simplify the search
for the best match between the two Attributed Relational
Graphs, we employ some simple heuristic rules, related to
the expected structure of the type of document we are con-
sidering. For example, when dealing with electricity bills, it
is natural to expect that a numerical value is always near the
fixed text field which explains its meaning, and its position
relative to this instruction field does not change significantly
when compared with other instances of the same document.
More precisely, let G = (V ,E,AN,EN) be the At-
tributed Relational Graph representing the document model.
We start the matching process by applying the text seg-
mentation method—described in Sect. 3.2—to the docu-
ment instance, thus obtaining a set of n bounding boxes
of text regions. Then, we run the OCR engine on each of
these text regions, recognizing their text information. Let
R = {ri | 0 ≤ i ≤ n} be the set of segmented text regions.
We define an instance of our heuristic algorithm as a four-
tuple M = (G,R,F,P ) such that F is a function returning
the confidence of the matching between a vertex v ∈ V and
a region ri in the document instance. We define F(v, ri) as
the following weighted sum:
F(v, ri)
=
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
csδs(v, ri) + chδh(v, ri) + cwδw(v, ri) + clδl(v, ri)
if Dv is FIXED-TEXT
dsδs(v, ri) + dhδh(v, ri) + dtδt (v, ri)
otherwise
(1)
where c(s,h,w,l) and d(s,h,t) are non-negative scalar constants
and δs, δh, δw, δt and δl are comparison functions between
the position, the height, the width, the datatype and the con-
tents of a field v and a region ri , respectively. These func-
tions return scalars between 0 (indicating the feature being
compared is very similar) and 1 (indicating the feature being
compared is not similar). Further details about these func-
tions are given in Sect. 3.3.2. We require that those non-
negative scalar constants respect the following constraints:
cs + ch + cw + cl = 1 and ds + dh + dt = 1, so that F re-
turns a confidence coefficient between 0 and 1. These scalars
are empirically determined, as described in Sect. 3.3.3.
The function P returns the confidence of the matching
between a vertex v ∈ V and a region ri ∈ R in the document
instance, given that its parent u ∈ G(V ) has already been
matched with a region si ∈ R. Formally we state P as:
P(v, ri, u, si) = psΔs(v, ri , u, si) + pθΔθ(v, ri , u, si) (2)
where ps and pθ are non-negative scalar constants; Δs is
the difference between ri and v expected position, based on
model information and u matched region; θ is the differ-
ence between the angle between ri and si and the expected
angle between v and u. These two functions return scalars
values normalized between 0 and 1 and further details about
them are given in Sect. 3.3.2. We require that ps + pθ = 1,
so that P returns a scalar normalized between 0 and 1.
Using the definitions presented above, we have formal-
ized our method as presented in Algorithm 1. Basically, we
match fields using the region which minimizes a matching
coefficient. For fields with no parent (or without any suc-
cessfully matched parent), the matching coefficient is given
by the function defined in Eq. (1). For fields with success-
fully matched parents, the matching-coefficient is given by
a combination of the functions defined in Eqs. (1) and (2),
which use the matching-coefficient of the field’s parent to
determine the weight of each function. The matching be-
tween a field and a region is considered successful iff its
matching coefficient is less than an empirically determined
threshold T hmatch.
Algorithm 1 generates a mapping from each successfully
matched field in the model to a segmented text region. How-
ever, this mapping can be a conflicting one, since two (or
more) fields can be mapped to the same text region. We
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Algorithm 1 The Matching Algorithm
1: function MATCH(G, R)
2: for v ∈ V (G) do
3: is_matchedv ← false
4: end for
5: for v ∈ V (G) do
6: if is_matchedv = false then
7: MATCHFIELD(v, G, R)
8: end if
9: end for
10: end function
11: function MATCHFIELD(v, G, R)
12: if ∃(u → v) ∈ E(G) then
13: if is_matchedu = false then
14: MATCHFIELD(u, G, R)
15: end if
16: α ← matching_coef u
17: if α > T hmatch then
18: MATCHWITHOUTPARENT(v, G, R)
19: else
20: MATCHWITHPARENT(v, u, G, R)
21: end if
22: else
23: MATCHWITHOUTPARENT(v, G, R)
24: end if
25: is_matchedv = true
26: end function
27: function MATCHWITHPARENT(v, u, G, R)
28: s∗ ← matchu
29: r∗ ← r which minimizes γ = αF(v, r)+ (1 −α)P (v, r, u, s).
30: matching_coef v ← γ
31: matchv = r∗
32: end function
33: function MATHWITHOUTPARENT(v, G, R)
34: r∗ ← r which minimizes γ = F(v, r)
35: matching_coef v ← γ
36: matchv = r∗
37: end function
solve this conflict using the following method: for each set
of fields mapped to a single region ri , we keep the match-
ing of the one with the lowest matching_coef , labeling the
others and every vertex accessible from them (that is, ev-
ery subtree starting at these conflicting vertices). Then, we
run the algorithm again for all labeled fields using only the
unmatched segmented text regions. This conflict resolution
method is repeated until we have a one-to-one mapping—
each iteration solves at least one conflict. In practice, we
have observed that no more than two iterations are usually
sufficient to build the one-to-one mapping.
3.3.1 Normalization of the coordinate systems of document
instance and document model
The document instance is not required to have the same reso-
lution as the document model. Moreover, either one of these
images can have a horizontal or vertical displacement with
respect to the image bounds—i.e. we do not require the im-
ages to be cropped exactly on the document boundaries.
As a consequence, the detected text regions are described
using a different coordinate system from that used to de-
scribe the regions in the document model. In order to over-
come this problem, we normalize every rectangular region
(from both instance and model) using a coordinate system
described by the model’s reference field (the field r which
has its Ref r attribute flag set). We fix the origin of this co-
ordinate system at center(Rr), and define one unit of this
coordinate system as max(width(Rr),height(Rr)). This is
the reason why we require the reference field to be a FIXED
TEXT field—we have to make sure that its dimensions and
position are almost the same when compared with the other
document fields.
Hence, in order to transform the coordinate system of the
instance, we have to find which one of the detected text re-
gions correspond to the field v. Currently, this is performed
by explicitly asking the user to click on the target text region,
when the matching process starts.
3.3.2 Comparison functions
The comparison functions used in Eq. (1) are functions
which compare a registered document field v with a seg-
mented text region ri , with respect to some feature, such as
position, width, contents, etc. These functions return scalar
values between 0—indicating that the feature being com-
pared is very similar—and 1—indicating the feature being
compared is not similar at all.
– The function δs compares the position of a registered field
with the position of a segmented text region:
δs(v, ri) = d
(
center(Rv), center(ri)
) (3)
Here, center gives the central point of a rectangular region
and d gives the Euclidean distance between two points
(this Euclidean distance is normalized by a factor of the
image width so that it stays between 0 and 1).
– The functions δh and δw compare, respectively, the width
and the height between a registered field and a segmented
text region. We, again, make the proper normalization, so
that their return values stay between 0 and 1.
δh(v, ri) = min
(
1,
|height(ri) − height(Rv)|
height(Rv)
)
(4)
δw(v, ri) = min
(
1,
|width(ri) − width(Rv)|
width(Rv)
)
(5)
Here, width and height give, respectively, the width
and the height of a rectangular region.
– The function δl compares the content of a fixed-text reg-
istered field with the content of a segmented text region:
δl(v, ri) = min
(
1,
editdist(ocr(ri),Cv)
length(Cv)
)
(6)
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Here, editdist is the Levenshtein edit distance between
two strings, ocr is the application of the OCR-engine on
a rectangular region and length is the length of a string.
Cv is the content of field v, as previously described in
Sect. 3.2.
– The function δt compares the datatype of a registered
field with the contents of a segmented text region, check-
ing if it contains characters that are compatible with the
field datatype. For instance, for fields describing docu-
ment numbers, we do not expect the matched datatype to
have alphabetic characters.
δt (v, ri) = allowedDv(ocr(ri))length(ocr(ri)) (7)
Here, allowedDv is a function that returns the number
of allowed characters contained in a string, with respect
to Dv , the datatype of the field v, as previously described
in Sect. 3.2.
The comparison functions used in Eq. (2) compare a reg-
istered document field v with a segmented text region ri ,
given that the field v has a parent field u, previously matched
with a text region si . These functions compare the geometri-
cal relations between ri and si with the geometrical relations
between v and u:
– The function s compares the position of ri , with the ex-
pected position of a region matching v, based on the po-
sition of the region matching u:
s(v, ri , u, si) = d
(
center(ri), center(si)
+ (center(Ru) − center(Rv))
)
(8)
– The function θ compares the angle between ri and si
with the angle between u and v.
θ(v, ri, u, si) = |angle(center(si) − center(ri)) − θuv|2π
(9)
Here, angle is a function returning the angle entry of
a vector given in its polar coordinates. θuv is the angle
between the fields u and v, as previously described in
Sect. 3.2.
3.3.3 Calculating weights and the matching threshold
All the weights defined in the matching process, as well as
the threshold T hmatch, have been empirically determined.
We have run the matching algorithm with different docu-
ment images and models, with weights and threshold rang-
ing in the interval of all possible values. We have identified
the set of constant values which have provided us with the
best results, and we have observed that the average of these
values over our sample of test documents is very close to the
optimal value for each document in the sample.
3.4 Field extraction
Once the matching algorithm is completed, the field extrac-
tion process begins. For each successfully matched field, we
recognize the text inside the corresponding instance text re-
gion. Even though the text inside these regions has already
been recognized during the matching algorithm, now we
have an additional information: the data types correspond-
ing to each text region. We can use this additional infor-
mation to constrain the characters obtained from the OCR
engine, improving its accuracy rate. We can further apply
other kinds of constraints, according to the data type upon
consideration—e.g. we can check document number valida-
tion digits. These further improvements have been left for
future refinements of our proposed system.
Finally, the text information about each matched field is
presented to the user and serialized to a file.
4 Experimental results
We have introduced a user friendly and computationally
tractable solution to extract the semantic contents from digi-
tal images of complex documents. In this section we analyze
the effectiveness of our solution, based on some straightfor-
ward experiments.
Further empirical verification of the effectiveness of our
approach is certainly relevant and shall be developed as fu-
ture work. The experiments reported here aim at showing
that our approach can provide sufficiently reliable and high-
quality results, despite our proposed simplifications over
previously existing systems.
4.1 Text segmentation results
Our approach to text region segmentation is computation-
ally simpler—but less accurate than—the ones described by
Yuan and Tan and by Shivakumara and colleagues [17, 19].
However, some errors made using our approach can be cor-
rected using simpler heuristics than the ones proposed by
those authors, still resulting in admissible accuracy.
4.2 Matching results
The central process in our solution is based on matching a
document instance with a document model, in order to iden-
tify text fields whose contents must be reconstructed. In or-
der to assess the quality of matching obtained by our imple-
mentation, we have run two different experiments.
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Fig. 8 Matching error applying
perturbations to field positions
In the first experiment we have taken a single document
instance, which we have used to build a document model,
and then we have built artificial document instances, based
on the original document, in which controlled perturbations
were added. Our goal in this experiment was to identify per-
turbation thresholds for the applicability of our solution.
In the second experiment we have, once more, built a
document model from a document instance, and then we
have assessed the performance of our solution on ten dif-
ferent document instances, this way simulating a scenario in
which we believe that a solution as the one we have intro-
duced could be used. Our goal was to assess the accuracy
of our solution to actually reconstruct the contents of docu-
ments from their digital images.
In the following paragraphs we detail both experiments
and their corresponding results.
The relative differences between multiple document in-
stances cannot be expressed by a single translation. In other
words, distinct blocks of semantically related information
(usually constituted of value fields and their corresponding
description fields) are mapped to the corresponding blocks
in different document instances using different translations.
Given the universe of possible sets of transformations
which map document instances to each other, in our first
experiment we have focused on the relation between a set
of translations applied to a single document instance and
its resulting error rate. We have arbitrarily taken a docu-
ment instance as ground-truth, and then we have displaced
the blocks in this instance by a randomly chosen different
amount of pixels, in order to synthetically build locally per-
turbed versions of the original document instance.
More precisely, given the set of blocks in an instance
B = {bi | 0 ≤ i < ‖R‖}, we have translated its position by
a vector (dxi, dyi), where dxi and dyi are randomly cho-
sen values within the interval [−μ,−μ + δ] ∪ [μ − δ,μ].
The blocks in B were built based on visual inspection of a
set of documents grouping text fields, which presented uni-
form displacement with respect to the corresponding fields
in other documents instances.
For different values of the maximum displacement μ, we
have repeated the matching multiple times and calculated
the matching mean error (relative to the expected match-
ing result). These results are presented in Fig. 8, using
δ = 5 pixels ≈ 0.170866 × mean-font-height.
Not surprisingly, the matching error increased as we ap-
plied larger perturbations to the document fields. For low
values of μ, our matching method could still give the cor-
rect meaning for most of the fields; the relation between two
fields is usually preserved after small perturbations and even
if the matching fails for some fields, it can only interfere
with the matching of the neighboring fields.
For high values of μ, the document was heavily per-
turbed, making the matching error higher—but when deal-
ing with such large perturbations, not even a human reader
could ascribe the correct meaning to most of the fields.
In fact, based on the assumption that the document must
be human readable, one could actually estimate an upper
bound for the perturbation a document can suffer. Our stud-
ied class of documents—electricity bills—consists, mainly,
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Fig. 9 Document instance arbitrarily selected to function as document
model
of horizontal-sections, in which the relation between titles
and values are displayed horizontally, and vertical-sections,
in which those relations are displayed vertically. Therefore,
the fields belonging to a horizontal-section could not suf-
fer a perturbation higher than my/2, where my is the mean
vertical distance between those fields, otherwise some value
fields could be aligned with the wrong title fields, making
the understanding of the section extremely hard for a hu-
man header. Similarly, the fields belonging to a vertical-
section could not suffer a perturbation higher than mx/2,
where mx is the mean horizontal distance between those
fields. Therefore, we can heuristically estimate an upper-
bound to the field perturbation in a document image as
min{mx/2,my/2}. This value was calculated empirically for
the tested document images and is shown in Fig. 8 as a dot-
ted line. We can estimate a maximum matching error rate
of approximately 12 %, given that the document meets the
constraints mentioned above. In practice, however, we have
observed lower matching error rates, since our document in-
stances are not so heavily perturbed in practice.
For large values of μ, the matching error stabilizes. This
is an expected result, given that the documents, in this sit-
uation, contained many fixed text fields. These text fields
were the only ones that could still be found, since the per-
Fig. 10 Document instance used to evaluate the matching between
document instances and the document model
turbations made on our experiments were geometrical. For
non-fixed text fields, which are usually the ones we wish to
identify, the matching error grows linearly with geometric
displacement perturbation.
In our second experiment we have collected ten different
instances of electricity bills, in order to simulate the utiliza-
tion of the system as an actual product for end users. We
have selected one of these instances at random (the one fea-
tured in Fig. 9) to build the document model, and then we
have performed the identification of fields and values be-
longing to the ten document instances (i.e. the one employed
to build the model and the other nine document instances—
see Fig. 10 for a document instance different from the one
employed to build the model, in order to appreciate the dif-
ferences between instances).
Figures 9 and 10 correspond to original electricity bills
used in Brazil, and therefore their contents are written in
Portuguese. For the purposes of the present article, the tex-
tual contents of these electricity bills are not important. We
have included these images as illustrations in order to exhibit
the heterogeneity and the varied quality of images which
have been used in our experiments.
The document model, which was built based on the elec-
tricity bill presented in Fig. 9, contains 187 fields to be
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matched with fields of the document instances. In Table 1 we
have the experimental results of the identification of fields in
the document instances based on the given document model.
In this table, the columns represent the following informa-
tion:
– document instance identifies each of the instances of elec-
tricity bills used in the experiment, and Instance 0 is the
one arbitrarily chosen to build the document model;
– # fields identifies the number of fields automatically iden-
tified in the document instance;
– # segmentation errors identifies the number of field losses
between the document instance and the document model.
A field loss occurs when a field in the model has no cor-
responding field in the instance, or vice-versa;
– segmentation accuracy rate features the relative number
of fields correctly connected between the document in-
stance and the document model;
– # matching errors identifies the number of field mis-
matches between the document instance and the docu-
ment model. A field mismatch occurs when a field in the
model does not have an identified equivalent field in the
instances, or vice-versa;
– # matching errors from previous phases identifies the
number of field mismatches which have been caused by
previous phases in the document processing, namely be-
cause of field losses;
– matching accuracy rate features the relative number of
fields correctly matched between the document instance
and the document model;
– matching accuracy rate without errors from previous
phases features the relative number of fields correctly
matched between instance and model, in which mis-
matches caused by previous phases in the document pro-
cessing were discounted;
– # target fields identifies the number of fields containing
characters to be identified using an OCR;
– # OCR errors identifies the number of character-based
fields whose contents have been wrongly interpreted;
– # OCR errors from previous phases identifies the number
of wrongly interpreted fields whose misinterpretation has
been caused by previous phases in the document process-
ing;
– OCR accuracy rate features the relative number of fields
whose textual value has been correctly interpreted; and
– OCR accuracy rate without errors from previous phases
features the relative number of fields whose contents have
been correctly interpreted, in which misinterpretations
caused by previous phases in the document processing
were discounted.
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5 Discussion and future work
In this paper, we have introduced an efficient and simple
solution for the interpretation and extraction of information
from images of complex documents, such as invoices or
bills, which can be used even with high perturbation of the
geometrical placement of in document image instances. Our
solution consists of text segmentation followed by match-
ing with a previously registered document model, described
using an Attributed Relational Graph Structure.
Our matching method uses geometrical relationships be-
tween fields describing sections, subsections, value titles
and values in order to find the desired information. These
hierarchical relations are used to identify information fields,
even in case their whole sections have been displaced in
the document image instance. We have also used additional
information, provided by an OCR engine, to improve our
matching results. The additional information refers to field
types, so that appropriate parameters to fine-tune the OCR
can be used, e.g. when it is known a priori that a field can
only contain currency values.
During the whole process of information extraction, we
have assumed that the document model of the image being
scanned is known a priori. Since our matching method pro-
vides a confidence coefficient for each matched field, we can
easily find the most appropriate registered model, in case it
is not known a priori, by applying the matching method to
each field and selecting the one which minimizes the sum of
these coefficients.
Recently published initiatives have employed success-
fully machine learning techniques for document classifica-
tion (see e.g. [13]). These initiatives, however, require large
datasets for training. We have considered automating the
construction of document image models based on such tech-
niques, which could result on elegant and theoretically well
founded results. The construction of the required datasets—
which, in our case, would consist of large collections of
scanned documents—can be costly and time consuming, as
the corresponding documents can contain personal informa-
tion which should not be disclosed without direct consent
from the owner of each document instance. For this reason,
we have not explored this possibility as yet, as we consider
that it would depart from the practical applications we have
taken into account as motivation for this work.
We have been able to achieve sufficiently accurate match-
ing rates, even when dealing with document images having
highly displaced fields with respect to the registered model
fields. Our experimental results suggest a linear relation-
ship between the matching error and the document pertur-
bation, when the segmentation phase provides mostly accu-
rate bounding boxes. But even when dealing with significant
differences between the document model and the document
instance, as when the instance has additional fields or (non-
exclusive) absent fields, our method and system still give
promising results. Moreover, we have been able to greatly
simplify the model construction, by using a semi-automated
process which allows users to quickly register a document
layout model, using a single digitalized document image as
basis.
Further improvements can be done, in order to improve
the accuracy of our matching method. Non-geometrical fea-
tures of a text region can be used in matching functions,
other than the OCR information, such as image contrast,
mean color value, etc. which can be useful when dealing
with heterogeneous documents, which usually have differ-
ent colors and even different font types throughout the doc-
ument. We can also use machine learning techniques to
change the registered document model each time a match-
ing is performed successfully, thus improving the quality of
the information stored in it. Finally, the registration process
can be further automated by automatically choosing the ref-
erence document field, as a large fixed text field, whose con-
tents have the highest edit distance from the other fixed text
fields.
As can be observed in the empirical results involving sev-
eral document instances, accuracy in the interpretation of
values can be significantly improved if the quality of the
OCR increases. Recent improvements in the development
of efficient OCR systems suggest that such refinement in our
proposed system is feasible.
These further improvements shall be object of our future
research work, together with further empirical analysis of
our system, based on richer sets of perturbations to challenge
the system performance under hostile conditions of use, as
well as larger sets of documents for statistical assessment of
the accuracy of the system.
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