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Transition metal dichalcogenides (TMDs), whether in bulk or in monolayer form, exhibit a rich
variety of charge-density-wave (CDW) phases and stronger periodic lattice distortions. While the
actual role of nesting has been under debate, it is well understood that the microscopic interaction
responsible for the CDWs is the electron-phonon coupling. The case of TiSe2 is however unique
in this family in that the normal state above the critical temperature TCDW is characterized by a
small quasiparticle bandgap as measured by ARPES, so that no nesting-derived enhancement of
the susceptibility is present. It has therefore been argued that the mechanism responsible for this
CDW should be different and that this material realizes the excitonic insulator phase proposed by
Walter Kohn. On the other hand, it has also been suggested that the whole phase diagram can
be explained by a sufficiently strong electron-phonon coupling. In this work, in order to estimate
how close this material is to the pure excitonic insulator instability, we quantify the strength of
electron-hole interactions by computing the exciton band structure at the level of hybrid density
functional theory, focusing on the monolayer. We find that in a certain range of parameters the
indirect gap at qCDW is significantly reduced by excitonic effects. We discuss the consequences of
those results regarding the debate on the physical mechanism responsible for this CDW. Based on
the dependence of the calculated exciton binding energies as a function of the mixing parameter
of hybrid DFT, we conjecture that a necessary condition for a pure excitonic insulator is that its
noninteracting electronic structure is metallic.
Transition metal dichalcogenides (TMDs) of chemical
formula MX2 (where M is a transition metal atom and
X = S, Se, Te) are materials made up of layers weakly
bond together by long-range van der Waals forces, each
layer consisting of a triangular lattice of transition metal
ions sandwiched between two layers of chalcogen atoms.
TMDs are realized in two polymorphs, depending on the
coordination sphere of the transition metal atom that can
have either trigonal prismatic or antiprismatic symmetry,
leading to two families of materials called 2H (or 3R for
bulk materials depending on the stacking sequence) and
1T , respectively. Periodic lattice distortions, often re-
ferred to as charge-density-waves (CDWs) when weak or
moderate, are a recurrent phenomenon in both 2H and
1T metallic TMDs [1–4]. The CDW phases form rich
phase diagrams and result in several interesting phenom-
ena as side-effects such as anomalous metallic behaviour
[5], topological phases [6], Anderson localization [7] or
Mott insulating phases [8–10] possibly associated with
weak ferromagnetic correlations [11].
TiSe2 is known only in the 1T polymorph and belongs
to the group IV TMDs, with a formal valence of 3d0 for
Titanium. The indirect quasiparticle gap in the normal
state measured by ARPES is very small (∼ 100 meV in
the monolayer [12–14]) leading to the intensely-debated
conjecture that the observed CDW with TCDW ≈ 200 K is
a manifestation of the excitonic insulator instability [15–
22], predicted several decades ago [23, 24] but still elu-
sive in real materials (see however for instance Refs. 25–
27). This instability was originally proposed as a mech-
anism to interpret lattice distortions in small-gap semi-
∗ diego.pasquier@epfl.ch
† oleg.yazyev@epfl.ch
conductors. Such an instability occurs when the electron-
hole attraction generates an exciton binding energy larger
than the bandgap. Notably, the semimetallic case with
small band overlap is also prone to such an instability
(see Ref. 24). This leads to a particle-hole condensate
associated with a distortion and breaks the translational
symmetry of the crystal if the gap is indirect, due to
the finite coupling between charge and lattice degrees of
freedom [28]. Another way of viewing the excitonic in-
sulator phase is to notice that the exciton eigenenergies
are the poles of the charge susceptibility renormalized
by electron-electron interactions, so that a vanishing ex-
citon energy would lead to an enhancement of its low-
frequency part and therefore a soft phonon mode for a
finite electron-phonon coupling. This is analogous to the
original Peierls instability [29] where the bare suscepti-
bility is enhanced due to nesting properties [30].
The difference between an excitonic insulator and a
purely phonon-driven CDW is ultimately a quantita-
tive one [20, 26], depending on the relative strength of
electron-electron and electron-phonon interactions. In
any case the observable consequences are the same: a
displacement of the atoms from their high-symmetry po-
sitions and a redistribution of the spectral weight, mean-
ing that an electronic instability is challenging to disen-
tangle. This problem is reminiscent of that of nematic
ordering observed in iron-based superconductors, whose
electronic origin remains difficult to demonstrate [31].
Several experiments suggest important electron-
electron effects in TiSe2. In Ref. 19, it was pointed
out that the change in the spectral density measured
by angle-resolved photoemission spectroscopy (ARPES),
proportionally to the atomic displacements, is large com-
pared to other dichalcogenides. More recently, using
a new spectroscopic technique allowing to measure the
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FIG. 1. (a) Calculated electronic structure of monolayer 1T -TiSe2 at the PBE level. The dashed line corresponds to the
Fermi level, set to zero. (b) Corresponding Fermi surface. The Selenium-derived hole bands are shown in red. The Titanium
t2g-like electron pockets are shown in blue. The CDW wave vector, shown in green, corresponds to the separation between the
hole and electron pockets. (c) Calculated phonon dispersion at the PBE level along the high-symmetry directions. Imaginary
frequencies are plotted as negative.
momentum-resolved imaginary part of the charge sus-
ceptibility [32], Kogar et al. have found the evidence for
a collective electronic mode softening just above TCDW
[33].
On the computational side, Calandra and Mauri first
showed that first-principles density functional calcula-
tions, within the local density approximation (LDA)
and generalized gradient approximation (GGA), cor-
rectly predict a soft phonon mode and reproduce a lat-
tice distortion in fairly good agreement with experiments,
casting serious doubts on the actual relevance of excitonic
effects [34, 35]. The drawback is that the normal state
is wrongly predicted to be a metal with a Fermi surface
displaying nesting between the hole and electron pock-
ets at Γ and M , leading to an artificial enhancement of
the bare susceptibility at qCDW. The insulating charac-
ter can be recovered with the DFT+U method, but the
CDW is then lost as the gap opens [35]. A significant im-
provement was achieved by Hellgren et al., who success-
fully reproduced the insulating character and distortion
for bulk TiSe2 within hybrid density functional theory,
although the gap in the CDW phase was found to be
overestimated [36]. It is unclear to what extent to pro-
posed interpretation, i.e. an exchange-enhancement of
the electron-phonon coupling, is distinct from an exciton-
phonon driven instability, as the exchange interaction is
known to be responsible for excitonic effects as well.
In this work, we provide an estimate of the strength of
excitonic effects in this material from first-principles cal-
culations, focusing on the monolayer. The most general
way to calculate exciton properties is to solve the Bethe-
Salpeter equation with an exchange term screened by the
full dielectric matrix, calculated in a preceding GW cal-
culation (GW+BSE) [37]. Since there are no phonons
involved in the problem, this should allow to determine
whether a purely excitonic instability is indeed present.
This is unfortunately very demanding computationally,
preventing us from obtaining converged results so far. We
have therefore adopted the method proposed by Kresse
and collaborators [38], where the bare exchange in the
BSE is screened more crudely in the fashion of hybrid
functionals. Since this methodology is no longer fully
ab initio, we have varied the parameters in reasonable
ranges and drawn “phase diagrams”.
We begin by discussing the structural and electronic
properties of the undistorted 1T phase at the GGA level
[39], according to Perdew, Burke and Ernzerhof (PBE)
[40], using the Quantum ESPRESSO package [41] with
PAW pseudopotentials [42] from the pslibrary [43, 44].
This phase contains three atoms per unit cell and be-
longs to the D33d space group. The two independent
structural parameters, namely the lattice constant a and
the Titanium-Selenium distance dTi−Se, were calculated
to be a = 3.537 A˚ and dTi−Se = 2.566 A˚ respectively.
The calculated PBE lattice constant is in almost perfect
agreement with the experimental value of 3.538 A˚ [45].
This is not really surprising because, whereas the PBE
functional is well-known to almost systematically over-
estimate lattice constants, it gives on average slightly
underestimated lattice parameters for compounds with
open 3d shells [46]. The PBE electronic structure, shown
in Fig. 1a, is metallic, giving rise to a Fermi surface con-
sisting of two hole pockets around the Γ point and six
electron pockets, derived from the Se p and Ti t2g or-
bitals, respectively. Following the work on bulk TiSe2,
several groups have recently reported the phonon soft-
ening and lattice distortion predicted by the PBE func-
tional for the monolayer form [47–49]. In Fig. 1c, we show
the phonon dispersion, calculated using density func-
tional perturbation theory [50], displaying a soft mode at
the M point. Like for the bulk case, the PBE prediction
of the instability is associated with a metallic electronic
structure. Since imaginary frequencies in phonon cal-
culations tend to be sensitive to the Fermi surface (e.g.
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FIG. 2. (a) Quasiparticle band structure along the high-symmetry directions using the PBE0 functional and α = 0.185. The
valence band maximum is set to zero. (b) Calculated band structure, along the Γ-M direction, with and without the spin-orbit
coupling. (c) ARPES data from Ref. 14 at room temperature along the Γ-M direction. The insulating character and spin-orbit
induced splitting of the bands at the Γ point are visible. Adapted with permission from Ref. [14]. Copyright 2016 American
Chemical Society.
charge doping suppresses the instability [48, 49]), it is
unclear to what extent this prediction is robust or result-
ing partially from a cancellation of errors. We note that
for TiS2, PBE calculations predict a metallic electronic
structure for both bulk and monolayer forms and phonon
softening, with imaginary frequencies in the monolayer
case [51]. Experimentally, the bulk material exhibits a
gap of ∼ 0.7 eV [52] and no sign of CDW or phonon
softening were reported.
We now proceed to study the electronic and excitonic
properties of monolayer TiSe2 within hybrid density func-
tional theory [39], using the VASP code [53–55] with
PAW pseudopotentials [42, 56]. For simplicity, the struc-
ture in the following calculations is obtained by relax-
ing the Ti-Se distance using the PBE+SOC functional
with the experimental lattice parameter a = 3.538 A˚.
The most popular choices of hybrid functionals are the
HSE and PBE0 [57–59], both mixing the PBE functional
with 1/4 of the Hartree-Fock exchange. We have found
that those two functionals, including the spin-orbit cou-
pling (SOC), give quantitatively wrong electronic prop-
erties for this material. Indeed, the HSE06+SOC func-
tional predicts a negative gap of ∼ −0.1 eV while the
PBE0+SOC functional gives an overestimated gap of
∼ 0.4 eV. These two functionals were designed to per-
form well for medium-gap semiconductors. The mixing
parameter α can be interpreted as the inverse of the di-
electric constant 1/∞ [60], meaning that the chosen mix-
ing parameter should be material-dependent. It has been
shown that the PBE0 functional with mixing parameter
determined self-consistently gives excellent accuracy in
calculating bandgaps [61], justifying a posteriori the use
of α as a fitting parameter.
In Fig. 2a-b, we show the electronic structure with the
PBE0 functional with the mixing parameter α = 0.185,
with and without the spin-orbit coupling. We see that
the latter will play a crucial role in the following discus-
sion as it reduces the gap by ∼ 0.2 eV. The lifting of
degeneracy of the bands at the Γ-point is typical of 1T
dichalcogenides and is due to the rather strong spin-orbit
coupling coming from Selenium atoms. We see in Fig. 2c
that this feature is also clearly observed in experiments.
The calculated band structure now correctly exhibits a
small indirect quasiparticle bandgap between the top of
the Se p bands at Γ and the bottom of the Ti t2g bands
at the M point.
We then solved the Bethe-Salpeter equation at mo-
mentum qCDW to obtain the finite-momentum exciton
eigenenergies, to see whether the charge-neutral excita-
tion gap is reduced compared to the quasiparticle one.
The lowest-energy excitation corresponds to a dark ex-
citon, i.e. with nearly zero oscillator strength, with an
energy of 15 meV, meaning an estimated binding energy
of 75 meV. Furthermore, we have repeated the following
calculations for a series of mixing parameters, effectively
varying the screening environment. In Fig. 3a, we see
that both the computed indirect quasiparticle gap and
exciton binding energy at qCDW scale linearly with the
mixing parameter α, although with different slopes. We
see that for smaller gaps, the two lines are crossing and
the lowest-energy exciton has a negative energy. By fit-
ting linearly the gap and binding energy, we estimate that
the critical mixing parameter for an excitonic insulator
is αc ≈ 0.181, whereas the optimal parameter giving the
ARPES gap of 98 meV is αopt ≈ 0.186. We therefore
conclude that within this approximation, the system is
in proximity to a pure excitonic insulator instability.
In Fig. 3c, we plot the lowest-energy exciton for a few
selected momenta along the Γ-M direction. One can
see that the exciton band is roughly shifted by a con-
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FIG. 3. (a) Calculated indirect bandgap and exciton binding energy as a function of the mixing parameter α for the µ = 0.0 A˚−1
functional (PBE0), including the spin-orbit coupling. The black star corresponds to the ARPES gap estimated at 98 meV in
Ref. 12. The continuous lines drawn correspond to linear fits. The dashed line separates the normal and excitonic insulator
phases. (b) Same as in (a), but with µ = 0.2 A˚ −1, corresponding to the HSE06 functional. (c) Band structure including the
spin-orbit coupling for the mixing parameter α = 0.185. The valence band maximum is set to 0.0 eV. The blue dots correspond
to the lowest-energy excitons for a few selected k-points.
stant value compared to the quasiparticle ones, show-
ing that exciton binding energies are weakly momentum-
dependent in this case.
We have also considered the effect of the screening pa-
rameter µ of the HSE functional [58]. The latter is in-
troduced in order to make the Coulomb potential short-
ranged and is advantageous from a computational point
of view as it facilitates the convergence with respect to
the k-point mesh. We have therefore repeated the previ-
ous calculations by using µ = 0.2 A˚
−1
, corresponding to
the popular HSE06 functional [59]. The effect on both
the bandgap and excitonic properties is drastic. Indeed,
the effect of the Fock self-energy on the gap is strongly re-
duced, so that a much larger mixing parameter α ≈ 0.33
is required to obtain the experimental gap. Moreover, we
see in Fig. 3b that excitonic effects are also strongly re-
duced. The exciton binding energies with this functional
were calculated to be smaller than 3 meV in the whole
range of α considered, so that the system is now far from
an excitonic insulator.
To the best of our knowledge, systematic studies of how
different hybrid functionals compare and perform for ex-
citonic properties are missing, so it is difficult to tell a
priori which class of functionals gives the most reliable
results, and the optimal choice is expected to be material-
dependant. We note that, in Ref. 36, it was found for
the bulk material that the µ = 0 functional leads to
the strongest enhancement of the electron-phonon cou-
plings. This correlates with our observation that the
µ = 0 limit gives the strongest excitonic effects. This
is rather natural, since the microscopic interaction lead-
ing to these effects is the same. In a diagrammatic series,
the dominant term in the BSE is the Fock diagram, which
also appears in the expansion for the phonon propagator.
Hence, beside comparing our hybrid DFT result with the
GW+BSE approach, it would be interesting to study the
phonon dispersion with these two classes of functionals,
but this is beyond the scope of the present work.
Based on Fig. 3a, we make the following observation.
In order for the gap and binding energy to cross for some
value of the mixing parameter α, it seems necessary that
the gap is negative at α = 0, since the attraction between
electron and holes comes from the screened exchange and
grows with α slower than the gap. Therefore, it appears
reasonable to conjecture that a necessary condition for a
pure excitonic insulator is that its noninteracting band
structure, i.e. without Fock self-energy corrections, is
metallic. Another observation we make is that while
modeling an excitonic phase using hybrid DFT is pos-
sible, a severe fine-tuning of the parameters is necessary.
We also stress that, as shown e.g. in Refs. 20 and 27, a
strong electron-hole interaction, even if not large enough
to drive a purely electronic instability, reduces the min-
imal electron-phonon coupling necessary for a distortion
to occur. The results obtained with the µ = 0 func-
tional suggest such a scenario, in which both electron-
phonon and excitonic interactions play important roles
in the CDW phenomena. It is clear that with a sizable
electron-phonon coupling, the instability is much more
robust and less fine-tuning is required.
In summary, we have investigated electronic properties
and excitonic effects in monolayer TiSe2 using hybrid
density functional theory. Our calculations have revealed
a region in the parameter space where the system is
not far from a pure excitonic insulator, which would
suggest a hybrid phonon-exciton mechanism. On the
other hand, we have also found that the calculated
“phase diagram” depends crucially on the choice of the
screening length of HSE, with the choice µ = 0.2 A˚
−1
of HSE06 almost reducing to zero the exciton binding
5energy. The approximate and parameter-full character
of hybrid DFT prevents us from drawing definite conclu-
sions regarding a pure excitonic instability and we stress
the desirability of comparison with higher-level theory.
Nevertheless, the observed trends allow us to conjecture
that a necessary condition for a pure excitonic insulator
is that its noninteracting electronic structure is metallic.
ACKNOWLEDGEMENTS
We acknowledge funding by the European Commis-
sion under the Graphene Flagship (Grant agreement
No. 696656). We thank Vamshi Katukuri and Igor
Reshetnyak for discussions and Hyungjun Lee for tech-
nical assistance. We also thank Katsuaki Sugawara for
allowing us to reuse one figure. First-principles calcula-
tions were performed at the facilities of Scientific IT and
Application Support Center of EPFL and at the Swiss
National Supercomputing Centre (CSCS) under project
s832.
[1] J. A. Wilson, F. J. Di Salvo, and S. Mahajan, Physical
Review Letters 32, 882 (1974).
[2] J. A. Wilson, F. J. D. Salvo, and S. Mahajan, Advances
in Physics 24, 117 (1975).
[3] K. Rossnagel, Journal of Physics: Condensed Matter 23,
213001 (2011).
[4] S. Manzeli, D. Ovchinnikov, D. Pasquier, O. V. Yazyev,
and A. Kis, Nature Reviews Materials 2, 17033 (2017).
[5] A. H. Castro Neto, Physical Review Letters 86, 4382
(2001).
[6] X. Qian, J. Liu, L. Fu, and J. Li, Science 346, 1344
(2014).
[7] D. Ovchinnikov, F. Gargiulo, A. Allain, D. J. Pasquier,
D. Dumcenco, C.-H. Ho, O. V. Yazyev, and A. Kis,
Nature communications 7, 12391 (2016).
[8] B. Sipos, A. F. Kusmartseva, A. Akrap, H. Berger,
L. Forro, and E. Tuti, Nature Materials 7, 960 (2008).
[9] P. Darancet, A. J. Millis, and C. A. Marianetti, Physical
Review B 90, 045134 (2014).
[10] Y. Nakata, K. Sugawara, R. Shimizu, Y. Okada, P. Han,
T. Hitosugi, K. Ueno, T. Sato, and T. Takahashi, NPG
Asia Materials 8, e321 (2016).
[11] D. Pasquier and O. V. Yazyev, arXiv preprint
arXiv:1803.10727 (2018).
[12] P. Chen, Y.-H. Chan, X.-Y. Fang, Y. Zhang, M.-Y. Chou,
S.-K. Mo, Z. Hussain, A.-V. Fedorov, and T.-C. Chiang,
Nature communications 6, 8943 (2015).
[13] P. Chen, Y.-H. Chan, M.-H. Wong, X.-Y. Fang, M. Y.
Chou, S.-K. Mo, Z. Hussain, A.-V. Fedorov, and T.-C.
Chiang, Nano Letters 16, 6331 (2016).
[14] K. Sugawara, Y. Nakata, R. Shimizu, P. Han, T. Hito-
sugi, T. Sato, and T. Takahashi, ACS Nano 10, 1341
(2016).
[15] J. A. Wilson, Solid State Communications 22, 551
(1977).
[16] J. Wilson, physica status solidi (b) 86, 11 (1978).
[17] M. H. Whangbo and E. Canadell, Journal of the Ameri-
can Chemical Society 114, 9587 (1992).
[18] K. Rossnagel, L. Kipp, and M. Skibowski, Phys. Rev. B
65, 235101 (2002).
[19] H. Cercellier, C. Monney, F. Clerc, C. Battaglia, L. De-
spont, M. G. Garnier, H. Beck, P. Aebi, L. Patthey,
H. Berger, and L. Forro´, Phys. Rev. Lett. 99, 146403
(2007).
[20] J. van Wezel, P. Nahai-Williamson, and S. S. Saxena,
Phys. Rev. B 81, 165109 (2010).
[21] C. Monney, G. Monney, P. Aebi, and H. Beck, New
Journal of Physics 14, 075026 (2012).
[22] T. Kaneko, Y. Ohta, and S. Yunoki, Phys. Rev. B 97,
155131 (2018).
[23] W. Kohn, Phys. Rev. Lett. 19, 439 (1967).
[24] D. Je´rome, T. M. Rice, and W. Kohn, Phys. Rev. 158,
462 (1967).
[25] D. Varsano, S. Sorella, D. Sangalli, M. Barborini,
S. Corni, E. Molinari, and M. Rontani, Nature Com-
munications 8, 1461 (2017).
[26] Y. Wakisaka, T. Sudayama, K. Takubo, T. Mizokawa,
M. Arita, H. Namatame, M. Taniguchi, N. Katayama,
M. Nohara, and H. Takagi, Phys. Rev. Lett. 103, 026402
(2009).
[27] T. Kaneko, T. Toriyama, T. Konishi, and Y. Ohta, Phys.
Rev. B 87, 035121 (2013).
[28] C. Monney, C. Battaglia, H. Cercellier, P. Aebi, and
H. Beck, Phys. Rev. Lett. 106, 106404 (2011).
[29] R. E. Peierls, Quantum theory of solids, 23 (Oxford Uni-
versity Press, 1955).
[30] S.-K. Chan and V. Heine, Journal of Physics F: Metal
Physics 3, 795 (1973).
[31] R. Fernandes, A. Chubukov, and J. Schmalian, Nature
physics 10, 97 (2014).
[32] S. Vig, A. Kogar, M. Mitrano, A. A. Husain, V. Mishra,
M. S. Rak, L. Venema, P. D. Johnson, G. D. Gu, E. Frad-
kin, M. R. Norman, and P. Abbamonte, SciPost Phys.
3, 026 (2017).
[33] A. Kogar, M. S. Rak, S. Vig, A. A. Husain, F. Flicker,
Y. I. Joe, L. Venema, G. J. MacDougall, T. C. Chiang,
E. Fradkin, J. van Wezel, and P. Abbamonte, Science
358, 1314 (2017).
[34] M. Calandra and F. Mauri, Physical Review Letters 106,
196406 (2011).
[35] R. Bianco, M. Calandra, and F. Mauri, Phys. Rev. B
92, 094107 (2015).
[36] M. Hellgren, J. Baima, R. Bianco, M. Calandra,
F. Mauri, and L. Wirtz, Phys. Rev. Lett. 119, 176401
(2017).
[37] S. Albrecht, L. Reining, R. Del Sole, and G. Onida, Phys.
Rev. Lett. 80, 4510 (1998).
6[38] J. Paier, M. Marsman, and G. Kresse, Phys. Rev. B 78,
121201 (2008).
[39] Density functional perturbation theory calculations are
performed with the Quantum ESPRESSO package, us-
ing PAW pseudopotentials, a plane-wave cutoff of 53 Ry,
a k-point mesh of 24×24 points and a Marzari-Vanderbilt
smearing of 0.01 Ry. Hybrid functional calculations, in-
cluding the spin-orbit coupling, are carried out using the
VASP code. A dense mesh of 48×48 k-points was em-
ployed for the Brillouin zone integration, with a mesh of
24×24 q-points for the evaluation of the exchange oper-
ator. The linear tetrahedron method [62] was used. We
have included more than 80 A˚ of vacuum between peri-
odic replicas to ensure converged exciton energies. Two
occupied and one unoccupied bands were included when
solving the Bethe-Salpeter equation.
[40] J. P. Perdew, K. Burke, and M. Ernzerhof, Physical
Review Letters 77, 3865 (1996).
[41] P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car,
C. Cavazzoni, D. Ceresoli, G. L. Chiarotti, M. Cococ-
cioni, I. Dabo, et al., Journal of physics: Condensed mat-
ter 21, 395502 (2009).
[42] P. E. Blo¨chl, Physical review B 50, 17953 (1994).
[43] A. Dal Corso, Computational Materials Science 95, 337
(2014).
[44] http://people.sissa.it/~dalcorso/pslibrary/
index.html.
[45] X.-Y. Fang, H. Hong, P. Chen, and T.-C. Chiang, Phys.
Rev. B 95, 201409 (2017).
[46] P. Haas, F. Tran, and P. Blaha, Phys. Rev. B 79, 085104
(2009).
[47] B. Singh, C.-H. Hsu, W.-F. Tsai, V. M. Pereira, and
H. Lin, Phys. Rev. B 95, 245136 (2017).
[48] M. J. Wei, W. J. Lu, R. C. Xiao, H. Y. Lv, P. Tong,
W. H. Song, and Y. P. Sun, Phys. Rev. B 96, 165404
(2017).
[49] I. B. Guster, E. Canadell, M. Pruneda, and P. Ordejon,
2D Materials (2018).
[50] S. Baroni, S. de Gironcoli, A. Dal Corso, and P. Gian-
nozzi, Reviews of Modern Physics 73, 515 (2001).
[51] K. Dolui and S. Sanvito, EPL (Europhysics Letters) 115,
47001 (2016).
[52] S. Suga, C. Tusche, Y.-i. Matsushita, M. Ellguth,
A. Irizawa, and J. Kirschner, New Journal of Physics
17, 083010 (2015).
[53] G. Kresse and J. Hafner, Phys. Rev. B 47, 558 (1993).
[54] G. Kresse and J. Furthmu¨ller, Computational materials
science 6, 15 (1996).
[55] G. Kresse and J. Furthmu¨ller, Phys. Rev. B 54, 11169
(1996).
[56] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).
[57] C. Adamo and V. Barone, The Journal of chemical
physics 110, 6158 (1999).
[58] J. Heyd, G. E. Scuseria, and M. Ernzerhof, The Journal
of chemical physics 118, 8207 (2003).
[59] A. V. Krukau, O. A. Vydrov, A. F. Izmaylov, and G. E.
Scuseria, The Journal of chemical physics 125, 224106
(2006).
[60] M. A. L. Marques, J. Vidal, M. J. T. Oliveira, L. Reining,
and S. Botti, Phys. Rev. B 83, 035119 (2011).
[61] J. H. Skone, M. Govoni, and G. Galli, Phys. Rev. B 89,
195112 (2014).
[62] P. E. Blo¨chl, O. Jepsen, and O. K. Andersen, Phys. Rev.
B 49, 16223 (1994).
