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Le proble`me de Brill-Noether pour les fibre´s de Steiner
et application aux courbes gauches
Ph. Ellia ∗, A. Hirschowitz †, L. Manivel ‡
1 Introduction
On travaille sur P3 = P3k ou` k est un corps alge´briquement clos de caracte´ristique nulle,
et l’on poursuit (cf. [3]) l’e´tude des fibre´s qui sont noyaux de morphismes b.O → a.O(1),
de´finis par des matrices de formes line´aires. Ces fibre´s, ou plutoˆt leurs duaux, ont e´te´
conside´re´s, entre autres, par Dolgachev et Kapranov qui les ont baptise´s fibre´s de Steiner
(cf. [2]). La raison pour laquelle nous nous inte´ressons a` ces fibre´s de Steiner, est qu’ils
forment la classe la plus simple de fibre´s de syzygies, et que la connaissance de la cohomolo-
gie des fibre´s de syzygies semble un passage oblige´ pour la classification des re´solutions.
On aborde ici l’e´tude de la stratification du champ de ces fibre´s par la dimension des
groupes de cohomologie (des fibre´s tordus E(d)). L’e´tude de cette stratification se re´duit
e´videmment a` celle des stratifications correspondantes sur les espaces de matrices.
Soient A etB des espaces vectoriels de dimension a et b. On note V l’espaceH0(P3,O(1)),
et M l’espace des morphismes m de B vers A ⊗ V tels que le morphisme correspondant
m: b.O → a.O(1) soit surjectif : M est non vide de`s que b ≥ a+3 ([3], Prop.1.1). On note
Em le fibre´ vectoriel de rang b− a, noyau de m.
Pour f ≥ 1 on introduit le sous-sche´ma W f−1[d] de M des matrices m telles que le
corang du morphisme induit
m(d) : B ⊗ SdV −→ A⊗ Sd+1V
soit au moins f (le corang est le minimum des rangs du noyau et du conoyau). Pour d = 0,
il est facile d’identifier W f−1[0], car les fibre´s correspondants admettent un facteur direct
trivial de rang f . Dans ce travail, nous conside´rons seulement le cas suivant, d = 1. On
fixe donc a, b et f, et l’on pose W := W f−1[1]. On fait une fois pour toutes l’hypothe`se
b ≥ 5a/2, qui correspond au fait que sim est ge´ne´rique dansM alors h0(Em(1)) = 4b−10a
([3], Prop.4.4), et m appartient a`W si et seulement si h1(Em(1)) ≥ f . Dans le meˆme ordre
d’ide´es, on se restreint au cas b ≤ 4a puisqu’on ve´rifie facilement que tout fibre´ de Steiner
avec b > 4a est somme directe d’un fibre´ trivial et d’un fibre´ de Steiner avec b = 4a.
On peut formuler comme suit le proble`me de Brill-Noether pour ces fibre´s :
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1. De´terminer l’ensemble F des valeurs de f pour lesquelles W est non vide ;
2. Pour f dans F , e´tudier les composantes irre´ductibles de W ;
3. Pour chacune de ces composantes, e´tudier les proprie´te´s du fibre´ parame´tre´ par le
point ge´ne´rique : en particulier, sa cohomologie.
Dans ce travail, nous e´tudions l’ouvert WP de W des matrices m telles que l’image de
m(1) : B ⊗ V −→ A⊗ S2V
soit de codimension exactement f , et ou` le morphisme m→ Im(m(1)), a` valeurs dans la
grassmannienne des sous-espaces de codimension f de A⊗S2V , est dominant. Il est assez
facile de voir que si WP est non-vide et non contenu dans W
0[0], il est irre´ductible. Notre
premier re´sultat identifie l’ensemble PF des triplets (a, b, f) (toujours avec 5a/2 ≤ b ≤ 4a)
pour lesquels WP est non-vide et non contenu dans W
0[0], et assure que, pour (a, b, f)
dans PF , le fibre´ parame´tre´ par le point ge´ne´rique de WP a la cohomologie attendue :
The´ore`me 1.1 Soient a et b deux entiers positifs avec 5a/2 ≤ b ≤ 4a, et soit f positif.
Pour que WP ne soit pas contenu dans W
0[0], il faut et il suffit que f soit infe´rieur a`
a− b/4. Dans ce cas, WP est irre´ductible et le fibre´ Eµ parame´tre´ par son point ge´ne´rique
µ a la cohomologie attendue en ce sens que, pour k 6= 1, au plus un des quatre nombres
hi(Eµ(k)) est non nul.
Notre me´thode de de´monstration consiste, comme dans [3], a` conside´rer les matrices
m telles que l’image de m(1) soit contenue dans un sous-espace de codimension donne´e f
de A⊗ S2V , et a` majorer le lieu des mauvaises matrices en le stratifiant judicieusement.
Le re´sultat pre´ce´dent est insuffisant pour l’application aux courbes qui est la moti-
vation initiale de ce travail. Il nous faut en effet savoir, pour le fibre´ Eµ du the´ore`me
pre´ce´dent, si le morphisme d’e´valuation H0(Eµ(1)) ⊗ O → Eµ(1) est versel, i.e. si les
lieux ou` son rang est constant sont lisses de la codimension attendue([3]). Ce proble`me
prend deux tournures assez diffe´rentes selon que la dimension 4b− 10a+ f de H0(Eµ(1))
est infe´rieure ou supe´rieure au rang b− a de Eµ(1), et nous n’abordons ici que le second
cas (l’autre devrait permettre de construire des courbes gauches a` monade line´aire). On
suppose donc f ≥ 9a− 3b et on obtient le re´sultat suivant.
The´ore`me 1.2 On suppose 5a ≤ 2b, et
9a− 3b ≤ f ≤ min(
3a− 1
11
,
13a− 4b− 5
5
,
16a− 5b− 5
2
).
Alors, si µ de´signe le point ge´ne´rique de WP , le fibre´ Eµ(1) est d’e´valuation verselle : les
lieux ou` le morphisme d’e´valuation H0(Eµ(1)) ⊗ O → Eµ(1) est de rang constant sont
lisses, de la codimension attendue.
Ce the´ore`me se de´montre en poussant sensiblement plus loin la me´thode utilise´e
pre´ce´demment. Les bornes que nous imposons a` f ne semblent pas trop restrictives
puisque, dans notre application, nous obtenons pratiquement le re´sultat optimal.
L’application mentionne´e dans le titre concerne la classification des courbes (ge´ne´riques)
de P3, et plus pre´cisement l’existence de courbes ge´ne´riques ”principales”. Il est bien
connu qu’il existe un domaine de (d, g) (”domaine A”) ou` l’on s’attend a` l’existence d’une
2
unique composante irre´ductible du sche´ma de Hilbert H(d, g) (composante ”principale”),
telle que la courbe ge´ne´rique correspondante ait toutes les ”bonnes” proprie´te´s voulues.
En particulier la re´solution libre minimale de l’ide´al d’une telle courbe devrait eˆtre line´aire
ou presque line´aire (il n’y a que quatre formes possibles). Une courbe ge´ne´rique C de P3
est dite a` re´solution line´aire si son ide´al IC admet une re´solution de la forme :
0 −→ a.O(−s− 2) −→ b.O(−s− 1) −→ O(−s) −→ IC −→ 0.
Observons que si le morphisme a.O(−s− 2)→ b.O(−s− 1) est vu comme morphisme
m de B vers A ⊗ V, alors m(1) est de rang au plus 3b + a − 1 (car le dual du fibre´ des
syzygies tordu par −s a au moins b− a+1 sections). En particulier si b ≤ 3a, alors m ne
peut eˆtre ge´ne´rique.
Nous dirons que la courbe ge´ne´rique C ci-dessus est a` re´solution line´aire pre´dominante
(rlp), de type (a, b), si l’image de m(1) est le sous-espace ge´ne´rique (en ce sens que son im-
age dans le quotient de la grassmannienne par Gl(A) est le point ge´ne´rique) de dimension
min(10a, 3b+ a − 1) de A⊗ S2V . Rappelons que les courbes line´aires dominantes intro-
duites dans [3] pour b > 3a ont m(1) surjectif et donc sont rlp. En utilisant les the´ore`mes
pre´ce´dents avec f = 9a− 3b+ 1 nous obtenons :
The´ore`me 1.3 Pour b > (3 − 1
11
)a + 9
11
et a ≥ 7, il existe dans P3 une unique courbe
ge´ne´rique lisse, ge´ome´triquement connexe, a` re´solution line´aire pre´dominante de type
(a, b).
Cet e´nonce´ est tout pre`s d’eˆtre optimal puisque la condition b > (3 − 1
11
)a + 1
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est
ne´cessaire (remarque 7.3). On observera par ailleurs que la construction des pre´sentes
courbes est sensiblement plus de´licate que celle des courbes a` re´solution line´aire dominante
de [3]. Ceci correspond au fait que nos nouvelles courbes sont construites comme lieux de
de´pendance de sections de fibre´s qui, contrairement au cas de [3], ne sont pas engendre´s
par leurs sections (remarque 4.3).
Remarquons e´galement que l’on ne peut espe´rer que toutes les courbes ge´ne´riques
principales a` re´solution line´aire soient rlp : en effet, les composantes rlp du sche´ma de
Hilbert sont unirationnelles, tandis que les composantes principales du domaine de Brill-
Noether ne le sont en ge´ne´ral pas ([5], [4]).
Enfin, nous pensons que les techniques developpe´es dans ce travail (ainsi que dans
[3]) devraient s’appliquer aux cas ”mixtes” (re´solutions ”quasi-line´aires”), dans des do-
maines analogues, et devraient donc permettre de re´soudre le proble`me de la composante
principale dans une frange entie`re (”au sommet”) du domaine A.
2 F-formes et transport d’e´quations
2.1 F -formes triline´aires partiellement syme´triques
Soient A, F et V trois espaces vectoriels de dimension a, f et n+1 respectivement. On
appelle F -forme tout morphisme a` valeur dans F . On dira qu’une F -forme triline´aire f
sur A× V × V est partiellement syme´trique si elle ve´rifie l’identite´ f(x, y, z) = f(x, z, y).
Une telle F -forme triline´aire donne naissance a` des F -formes line´aires sur A ⊗ S2V et
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A ⊗ V ⊗ V , la deuxie`me se de´duisant de la premie`re par composition avec le produit
A⊗ V ⊗ V −→ A⊗ S2V . Elle donne aussi naissance a` une application line´aire de A⊗ V
vers V ∨ ⊗ F , associe´e a` l’application biline´aire de A × V vers V ∨ ⊗ F = Hom (V, F ) :
(x, y) −→ (z −→ f(x, y, z)). Inversement toute F -forme line´aire sur A ⊗ S2V provient
d’une F -forme triline´aire partiellement syme´trique, qu’on obtient en composant avec le
produit naturel de A× V × V vers A⊗ S2V .
Dans la suite on rencontrera d’abord des F -formes line´aires sur A⊗S2V . Si g est une
telle F -forme line´aire sur A ⊗ S2V , on notera g∗ le morphisme correspondant de A ⊗ V
vers V ∨ ⊗ F et g′ celui de F∨ ⊗ S2V vers A∨. Les morphismes g et g∗ sont lie´s par le
diagramme commutatif :
(D.1)
A⊗ V = A⊗ V
↓ j∗ ↓ g∗
A⊗ S2V ⊗ V ∨
g⊗1
−→ V ∨ ⊗ F
ou` j est le compose´ de : 1 ⊗ pi ⊗ 1 : A ⊗ (V ⊗ V ) ⊗ V ∨ −→ A ⊗ S2V ⊗ V avec 1 ⊗ j :
(A ⊗ V ) ⊗ k −→ A ⊗ V ⊗ V ⊗ V ∨. Le diagramme pre´ce´dent exprime g∗ en fonction de
g. Pour exprimer inversement g en fonction de g∗, on dispose du diagramme commutatif
suivant (qui est une conse´quence imme´diate du cas classique avec A = F = k) :
(D.2)
A⊗ V ⊗ V
g∗⊗1
−→ F ⊗ V ∨ ⊗ V
1⊗s ↓ ↓ 1⊗t
A⊗ S2V
g
−→ F ⊗ k
ou` s et t sont les morphismes naturels de produit et de trace.
2.2 F -formes triline´aires tre`s partiellement syme´triques
On ge´ne´ralise un peu ce qui pre´ce`de. Si H est un hyperplan de V , on dit qu’une F -
forme triline´aire sur A×H × V est tre`s partiellement syme´trique (tps) si sa restriction a`
A×H×H est partiellement syme´trique. Une F -forme tps donne naissance a` une F -forme
line´aire sur A⊗H ⊗ V qui se factorise a` travers A⊗H.V , et a` un morphisme de A⊗ V
vers H∨ ⊗ V . Inversement toute F -forme line´aire f sur A⊗H.V provient d’une F -forme
tps, et on note f ∗ le morphisme associe´ de A⊗ V vers H∨⊗F . Comme plus haut f et f ∗
sont lie´s par les diagrammes commutatifs :
(D.3)
A⊗ V = A⊗ V
↓ j∗ ↓ f∗
A⊗H.V ⊗H∨
f⊗1
−→ H∨ ⊗ F
ou` j∗ est le compose´ de 1 ⊗ pi ⊗ 1 : A ⊗ (V ⊗ H) ⊗ H∨ → A ⊗ H.V ⊗ H∨ avec 1 ⊗ j :
(A⊗ V )⊗ k → A⊗ V ⊗H ⊗H∨, et
(D.4)
A⊗ V ⊗H
f∗⊗1
−→ F ⊗H∨ ⊗H
↓ 1⊗s ↓ 1⊗t
A⊗H.V
f
−→ F ⊗ k
4
Les F -formes constituent un moyen de calculer autour des objets qui nous inte´ressent,
a` savoir les sous-espaces de A⊗ S2V . Si Z est un tel sous-espace, on note FZ le quotient
correspondant, Z∗ le noyau du morphisme correspondant de A⊗ V vers FZ ⊗ V
∨.
2.3 Transports d’e´quations
Dans ce paragraphe on montre qu’une e´quation, portant sur m(1) (ou sur mH(1)), de
la forme g◦m(1) = 0, e´quivaut a` un syste`me d’e´quations de la forme g∗◦m = 0. L’avantage
est que le rang de ce nouveau syste`me est plus accessible (on l’appelle le V ∗−rang de g,
cf. de´finition 3.1).
Proposition 2.1 Soit g une F -forme line´aire sur A⊗S2V . Le morphismem : B → A⊗V
ve´rifie g ◦m(1) = 0 si et seulement si g∗ ◦m = 0.
De´monstration : En utilisant (D.1), on obtient le diagramme commutatif :
B
m
−→ A⊗ V
↓ 1⊗j j∗ ↓ ցg
∗
B ⊗ V ⊗ V ∨
m(1)⊗1
−→ A⊗ S2V ⊗ V ∨
g⊗1
−→ V ∨ ⊗ F.
L’hypothe`se g ◦m(1) = 0 implique que (g ⊗ 1) ◦ (m(1)⊗ 1) est nul. Par suite g∗ ◦m est
nul. Inversement on construit a` partir de (D.2) le diagramme commutatif suivant :
B ⊗ V
m⊗1
−→ A⊗ V ⊗ V
g∗⊗1
−→ F ⊗ V ∨ ⊗ V
m(1) ց ↓ 1⊗s ↓ 1⊗t
A⊗ S2V
g
−→ F ⊗ k
qui montre que si g∗ ◦m est nul, alors g ◦m(1) l’est aussi. ✷
Proposition 2.2 Soit f une forme line´aire sur A⊗H.V . Alors le morphisme m ve´rifie
f ◦mH(1) = 0 si et seulement si f
∗ ◦m = 0.
De´monstration : Analogue a` la pre´ce´dente, en utilisant (D.3) et (D.4) au lieu de (D.1) et
(D.2). ✷
Proposition 2.3 Soit Z un sous-espace de codimension f de A⊗S2V et Z ′ l’intersection,
suppose´e transverse, de Z avec A⊗H.V . Soit T un sous-espace de A⊗H.V contenu dans
Z ′. On pose F ′ := (A ⊗ H.V )/T et F := (A ⊗ S2V )/Z, et l’on conside`re le morphisme
correspondant
f ∗Z,T : A⊗ V −→ (V
∨ ⊗ F )⊕ (H∨ ⊗ F ′).
Alors, pour que l’image de m(1) soit contenue dans Z et celle de mH(1) dans T , il faut
et il suffit que f ∗Z,T ◦m = 0.
De´monstration : C’est une conse´quence imme´diate des deux propositions pre´ce´dentes. ✷
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3 Rangs auxiliaires et stratifications
Pour comprendre les sous-espaces line´aires de A⊗S2V , nous aurons besoin d’introduire
des quantite´s auxiliaires, qui seront les rangs de certaines applications associe´es.
De´finition 3.1 (du V ∗-rang). Si g est une F -forme sur A ⊗ S2V , son V ∗-rang est par
de´finition le rang de g∗ : A⊗ V → F ⊗ V ∨. Si Z est un sous-espace line´aire de A⊗ S2V
on de´finit son V ∗-rang comme le V ∗-rang de son conoyau.
Lemme 3.2 Si a ≥ f , le sous-espace line´aire ge´ne´rique de codimension f de A ⊗ S2V
est de V ∗-rang maximum, a` savoir 4f .
De´monstration : Soit F un espace vectoriel de dimension f , et x : A→ F surjectif d’une
part, y : V → V ∨ syme´trique non-de´ge´ne´re´e d’autre part. Alors x ⊗ y provient d’une F -
forme line´aire sur A⊗S2V , dont le noyau est de codimension f et de V ∗-rang maximum,
c’est-a`-dire 4f . ✷
De´finition 3.3 (du Z-rang). Si T et Z sont deux sous-espaces line´aires de A⊗S2V, avec
T ⊂ Z, on appelle Z-rang de T le V ∗-rang de T diminue´ du V ∗-rang de Z.
On va maintenant stratifier par le Z-rang l’espace projectif des hyperplans du sous-
espace line´aire ge´ne´rique Z de codimension f de A ⊗ S2V . On notera donc Gr le sous-
sche´ma des hyperplans de Z de Z-rang au plus r. Dans le reste de cette section, on majore
la dimension de Gr.
Proposition 3.4 Supposons 2a > 5f . Alors G0 est vide, et on a
codim G1 ≥ min(12a− 12f − 3, 11a− 5f − 5, 9a− f − 3),
codim G2 ≥ min(7a− f − 4, 11a− 7f − 4),
codim G3 ≥ 4a− 4f − 3.
De´monstration. Soit Φ un morphisme surjectif de A⊗ S2V vers kf dont Z est le noyau.
Au lieu de Gr, il nous suffit de stratifier le sche´ma, de dimension 10a, des (noyaux des)
morphismes surjectifs g de A ⊗ S2V vers kf+1 de la forme (Φ,−). Choisissons des bases
(ej) sur A et (vp) sur V . La matrice syme´trique X de Φ s’e´crit xpqjs avec 1 ≤ p, q ≤ 4,
1 ≤ j ≤ a et 1 ≤ s ≤ f . Celle de g s’e´crit gpqjs avec 1 ≤ p, q ≤ 4, 1 ≤ j ≤ a et
1 ≤ s ≤ f + 1, et pour s ≤ f , on a gpqjs = xpqjs. On pose gpqj = gpqj,f+1. Le Z-rang de
ker(g) est donc le surcroˆıt de rang qu’apportent les ”lignes” gp.. aux ”lignes” xp..s de Φ.
Comme dans [3], les majorations de dimension se font localement.
Cas r = 0. On majore la dimension de l’ensemble Γ des couples (X,C) tels que gpqj =∑
rs cprsxqrjs soit syme´trique. Si l’on projette sur C, alors A se factorise, c’est-a`-dire que
la dimension des fibres est line´aire en celle de A, de sorte qu’il suffit de la calculer lorsque
A est de dimension 1.
On traite d’abord le cas f = 1. La dimension de l’ensemble des X convenables pour C
fixe´ ne de´pend que de la forme de Jordan de cette matrice 4×4 : en effet, matriciellement,
G = CX est syme´trique si et seulement si PGP t = (PCP−1)(PXP t) l’est aussi. On
stratifie donc selon la forme de Jordan J(C) de C, code´e par la taille des blocs de Jordan
de chaque valeur propre. Le tableau suivant donne les dimensions O(C) et S(C) des strates
et des espaces de solutions correspondants (les barres verticales se´parent les tailles des
blocs correspondant a` des valeurs propres distinctes).
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J O S J O S
1|1|1|1 16 4 21|1 12 5
2|1|1 14 4 31 11 5
2|2 14 4 11|11 10 6
3|1 14 4 22 9 7
4 13 4 111|1 8 7
11|1|1 13 5 211 7 7
2|11 12 5 1111 1 10
La ve´rification de ce tableau est e´le´mentaire, et consiste a` constater que, dans chaque cas,
les composantes non identiquement nulles de la partie antisyme´trique de CX forment un
ensemble de 10− S formes line´aires inde´pendantes.
Lorsque f est quelconque, on conside`re c comme une suite C = (C1, . . . , Cf) de f
matrices 4 × 4, et l’on stratifie selon le maximum O(C) des O(C i), tandis qu’on note
S(C) le minimum des S(C i). Les dimensions Of(C) et Sf(C) des strates et des espaces
de solutions correspondants ve´rifient e´videmment
Of = f ×O, Sf ≤ S + 10(f − 1).
On observe maintenant que les fibres de la restriction a` Γ de la premie`re projection sont
de dimension au moins f , a` cause de l’invariance par cpqs → cpqs+ γsδpq. On montre alors
que la seule strate de Γ dans laquelle X est ge´ne´rique est la dernie`re, celle ou` O = 1. En
effet, pour chacune des autres strates, on a (10−S)a > (O− 1)f graˆce a` l’hypoithe`se sur
f , et donc 10af > aSf + Of − f. Quant a` la dernie`re strate, elle ne nous concerne pas
puisque ses points ne de´finissent pas un sous-espace de codimension f + 1 de A ⊗ S2V .
On a donc montre´ que G0 est vide.
Cas r = 1. Quitte a` changer de base, on peut supposer ici que le surcroˆıt de rang est duˆ
a` g1.., d’ou` les relations de de´pendance, pour 2 ≤ p ≤ 4,
gp.. = αpg1.. +
∑
qs
cpqsxq..s.
Les relations de syme´trie gpq. = gqp. pour 2 ≤ p < q ≤ 4 s’e´crivent
αp
∑
rs
cqrsx1r.s +
∑
rs
cprsxqr.s = αq
∑
rs
cprsx1r.s +
∑
rs
cqrsxpr.s.
On estime alors la dimension du sche´ma Γ1 des (α, c, g, x) ve´rifiant les e´quations ci-dessus
en stratifiant le sche´ma des (α, c) selon la dimension des solutions en x : A se factorise.
Ge´ne´riquement, le syste`me pre´ce´dent est de rang 3, et la strate correspondante de Γ1
est de dimension 3 (pour les α) plus 12f (pour c) plus a (pour g11.) plus a(10f − 3) (pour
les x), et donc son image est de codimension au moins 12a − 12f − 3 dans la varie´te´
des morphismes de A ⊗ S2V vers kf+1. Par suite la strate correspondante de G1 est de
codimension au moins 12a− 12f − 3.
Si le syste`me est de rang deux, la strate correspondante de Γ1 est de dimension 3 (pour
les α) plus 2 (pour la relation de de´pendance entre les trois e´quations) plus 5f (pour c,
en effet, on ve´rifie facilement que selon la relation de de´pendance, il y a moyen de choisir
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7f parmi les cpqs qui se calculent en fonction des autres, des α et de la relation) plus a
(pour g11.) plus a(10f−2) (pour les x). La dimension de la strate correspondante est donc
majore´e par 5f − a+ 5.
On remarque enfin que le syste`me n’est jamais de rang un, et que le rang ze´ro ne laisse
subsister que a + f + 3 parame`tres (a` savoir les g11., les c11. et les α), d’ou` une dernie`re
strate de dimension a + f + 3.
Cas r = 2. On raisonne comme pre´ce´demment, en supposant le surcroˆıt de rang duˆ a` g1..
et g2.., les relations de de´pendance e´tant
g3.. = α31g1.. + α32g2.. +
∑
rs c3rsxr..s,
g4.. = α41g1.. + α42g2.. +
∑
rs c4rsxr..s.
D’ou` l’unique relation de syme´trie
α31
∑
rs c4rsxr1.s + α32
∑
rs c4rsxr2.s +
∑
rs c3rsxr4.s
= α41
∑
rs c3rsxr1.s + α42
∑
rs c3rsxr2.s +
∑
rs c4rsxr3.s.
Dans le cas ge´ne´rique, cette relation est non triviale, et l’on trouve une strate de Γ2 de
dimension 4 (pour les α) plus 8f (pour c) plus 3a (pour g11., g12., g22.) plus a(10f − 1)
(pour les x), dont la trace sur la varie´te´ des morphismes prolongeant f de A⊗ S2V vers
kf+1 est donc de dimension au plus 2a + 8f + 4, c’est-a`-dire de codimension au moins
8a − 8f − 4. Par suite la strate correspondante de G2 est e´galement de codimension au
moins 8a− 8f − 4.
Quand l’e´quation en x ci-dessus est identiquement nulle, on a
c34s = c43s = 0, c33s = c44s := cs, et cpqs = −αpqcs si q ≤ 2 < p.
On trouve ainsi une strate de Γ2 de dimension 3a + f + 4 + 10af , dont la trace sur la
varie´te´ des morphismes prolongeant f de A ⊗ S2V vers kf+1 est donc de dimension au
plus 3a + f + 4, c’est-a`-dire de codimension au moins 7a − f − 4. Par suite la strate
correspondante de G2 est e´galement de codimension au moins 7a− f − 4.
Cas r = 3. Quitte a` changer de base dans V , on peut supposer que le surcroˆıt de rang est
duˆ a` g1.., g2.., g3... L’ouvert correspondant est parame´tre´ par les gpq. pour 1 ≤ p ≤ q ≤ 3,
et les coefficients exprimant g4.. en fonction line´aire des xp..s et de g1.., g2.., g3... On majore
ainsi la dimension par 6a+ 4f + 5. ✷
4 La composante PW
Pour m dans M = Hom (B,A ⊗ V ), on de´signera par Zm l’image de m(1) et par
fm : A ⊗ S
2V → Fm son conoyau. En outre, Z
∗
m de´signera le noyau du morphisme
correspondant de A⊗ V vers Fm ⊗ V
∨ (cf. 2.2).
SoitW :=Wf−1[1] le sous-sche´ma deM des matrices telles que le corang (le minimum
des rangs du noyau et du conoyau) de m(1) soit au moins f . Si 4b ≥ 10a, W est le sous-
sche´ma des m dans M tels que codim Zm ≥ f . On note W la trace de W sur l’ouvert M
de M.
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Proposition 4.1 On suppose que 2b ≥ 5a et 2a > 5f . Alors l’ouvert PW des m de
W tels que Zm soit de codimension exactement f et le sous-espace associe´ Z
∗
m de la
codimension attendue, a` savoir 4f , est non vide, irre´ductible, de la codimension attendue
f(4b− 10a+ f) dans M.
De plus, la matrice ge´ne´rique µ de PW repre´sente le morphisme ge´ne´rique de B vers
le sous-espace Z∗ (de codimension 4f) de A ⊗ V associe´ au sous-espace ge´ne´rique Z de
codimension f de A⊗ S2V . En outre l’image de µ(1) est Z.
De´monstration : Soit PG l’ouvert de la grassmannienne des sous-espaces de codimension
f de A⊗S2V qui sont de V ∗-rang maximum (lemme 3.2), et soit Q l’ensemble des couples
(m,Z) de M× PG tels que Z contienne l’image de m(1). En projetant sur PG et en
utilisant le transport d’e´quations (proposition 2.1), on voit que c’est une varie´te´ lisse
connexe non vide de dimension d := (10a − f)f + b(4a − 4f) = 4ab − f(4b − 10a + f),
c’est-a`-dire de la dimension attendue pour W .
Soit PQ l’ouvert de Q ou` Z est l’image de m(1). Alors la premie`re projection induit
un isomorphisme de PQ sur PW . Il ne nous reste donc qu’a` montrer que PQ est non
vide, en majorant par d− 1 la dimension du sche´ma R des triplets (m,Z, Z ′) avec (m,Z)
dans Q, Z ′ hyperplan de Z et l’image de m(1) contenue dans Z ′. Pour cela, on stratifie
R par le Z-rang r de Z ′, et l’on calcule la dimension des strates Rr correspondantes
par projection sur les deux derniers facteurs. Graˆce a` la proposition 3.4, on obtient les
majorations suivantes :
dimR4 ≤ (10a− f)f + 10a− f − 1 + b(4a− 4f − 4),
dimR3 ≤ (10a− f)f + 6a+ 3f + 2 + b(4a− 4f − 3)
dimR2 ≤ (10a− f)f +max(3a+ 3,−a+ 6f + 3) + b(4a− 4f − 2)
dimR1 ≤ (10a− f)f +max(−2a+ 11f + 2,−a+ 4f + 4, a+ 2) + b(4a− 4f − 1).
Ces nombres sont majore´s par d − 1 de`s que 4b ≥ 10a − f, 3b ≥ 6a + 3f + 3, 2b ≥
3a + 4, 2b ≥ −a + 6f + 4, b ≥ −2a + 11f + 3, b ≥ −a + 4f + 5 et b ≥ a + 3. Et l’on
ve´rifie facilement que toutes ces ine´galite´s de´coulent de nos hypothe`ses. ✷
On arrive au re´sultat principal de cette section, annonce´ dans l’introduction (The´ore`me
1.1), et qui e´nonce l’existence de la composante pre´dominante du lieu de Brill-Noether
W . On rappelle que WP de´signe l’ouvert de W des matrices m telles que l’image de
m(1) : B ⊗ V −→ A⊗ S2V
soit de codimension exactement f , et ou` le morphisme m→ Im(m(1)), a` valeurs dans la
grassmannienne des sous-espaces de codimension f de A⊗ S2V , est dominant.
The´ore`me 4.2 Soient a et b deux entiers positifs avec 5a/2 ≤ b ≤ 4a, et soit f positif.
Pour f supe´rieur a` a − b/4, WP est contenu dans W
0[0]. Dans le cas contraire (f ≤
a − b/4), WP est contenu dans une unique composante irre´ductible PW de W , qui a
la codimension attendue f(4b − 10a + f), et dont le point ge´ne´rique µ a les proprie´te´s
suivantes :
1. µ repre´sente le morphisme ge´ne´rique de B vers le sous-espace Z∗ (de codimension
4f) de A ⊗ V associe´ au sous-espace ge´ne´rique Z de codimension f de A ⊗ S2V ;
l’image de µ(1) est Z.
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2. pour d > 1, µ(d) : B ⊗ SdV → A⊗ Sd+1V est surjectif ; donc µ est surjectif et son
noyau Eµ est localement libre de rang b− a.
3. Le fibre´ Eµ a la cohomologie attendue, a` savoir :
(a) pour k 6= 1 l’un au plus des groupes H i(Eµ(k)) est non nul ;
(b) h1(Eµ(1)) = f , ce qui de´termine tous les h
i(Eµ(1)).
De´monstration : Supposons d’abord a − b/4 < f et soit µ un point ge´ne´rique de WP .
L’image de µ(1) est contenue dans un sous-espace ge´ne´rique de codimension f de A⊗S2V ,
donc aussi dans un sous-espace ge´ne´rique de codimension f ′ de A⊗ S2V , avec a− b/4 <
f ′ ≤ a. D’apre`s le lemme 3.2, l’image de µ est alors contenue dans un sous-espace de
codimension 4f ′ de A⊗ V . De ce fait µ n’est pas injectif et appartient donc a` W 0[0].
Supposons maintenant f ≤ a−b/4, ce qui implique 5f < 2a. La proposition pre´ce´dente
fournit un ouvert irre´ductible PW deW qui contient un ouvert dense deWP et caracte´rise´
par le point 1. Nous allons ve´rifier que son point ge´ne´rique µ ve´rifie les points 2 et 3. Cela
impliquera que la trace de PW sur M est non vide et de´finit la composante PW cherche´e.
Montrons donc le point 2. Comme l’image de µ(1) est Z, celle de µ(d) est aussi l’image
de Z ⊗ Sd−1V . Il nous suffit donc de prouver que si Y est le sous-espace ge´ne´rique de
A ⊗ S2V de dimension 9a < 10a − f , le morphisme naturel Y ⊗ Sd−1V → A ⊗ Sd+1V
est surjectif. On se rame`ne ainsi au cas a = 1, que l’on traite directement en prenant Y
engendre´ par neuf monoˆmes dont les carre´s.
Ainsi µ de´termine un morphisme de modules gradue´s dont le coker a longueur finie,
par conse´quent µ est surjectif, et son noyau Eµ est bien un fibre´ de rang b− a.
On calcule alors, pour e´tablir le point 3, les groupes de cohomologie de Eµ a` l’aide de
la suite exacte
0 −→ Eµ −→ B ⊗O −→ A⊗O(1) −→ 0.
L’e´nonce´ (a) de´coule alors du point 2 (pour k ≥ 2), et du fait que µ est le morphisme
ge´ne´rique de B vers Z∗ (pour k = 0). L’e´nonce´ (b) re´sulte du fait que Im(µ(1)) = Z. ✷
Remarque 4.3 La cohomologie de Eµ est donne´e par le tableau suivant, ou` χ(k) de´signe
la caracte´ristique d’Euler de Eµ(k) :
k · · · -2 -1 0 1 2 · · ·
h0(Eµ(k)) 0 0 0 0 4b− 10a+ f χ(2) · · ·
h1(Eµ(k)) 0 0 a 4a− b f 0 0
h2(Eµ(k)) 0 0 0 0 0 0 0
h3(Eµ(k)) · · · χ(−2) 0 0 0 0 0
Observons que dans le cas que nous conside´rons au §7, avec 3a ≥ b et f = 9a− 3b+1, on
a h0(Eµ(1)) ≤ b− a + 1 = rang(Eµ) + 1. Ceci implique que Eµ(1) n’est pas engendre´ par
ses sections globales : si c’e´tait le cas, on aurait en effet une suite exacte
0 −→ L −→ S −→ Eµ(1) −→ 0,
avec S fibre´ trivial et L fibre´ de rang un, ce qui impliquerait h1(Eµ) = h
1(Eµ(1)) = 0.
10
5 Stratification par le (Z,H)-rang
Soit Z le sous-espace ge´ne´rique de codimension f de A⊗ S2V et H un hyperplan de
V (de´fini sur le corps de de´finition de Z) .
Lemme 5.1 Si 3a ≥ f + 3, Z est transverse a` A⊗H.V .
De´monstration : Les sous-espaces de codimension f de A⊗S2V non transverses a` A⊗H ′.V ,
ou` H ′ est un hyperplan fixe´ de V , forment un cycle de Schubert de codimension 3a−f +1
dans la grassmannienne correspondante. Ceux qui sont non-transverses a` l’un au moins
des A⊗H ′.V forment donc un cycle de codimension au moins 3a− f − 2, et ce nombre
est strictement positif. ✷
On note de´sormais Z ′ l’intersection (transverse, comme on vient de le voir) de Z et
A⊗H.V . On introduit un nouveau rang auxiliaire, le (Z,H)-rang, a` l’aide duquel on va
stratifier successivement l’espace projectif des hyperplans de Z ′ et la grassmannienne de
ses sous-espaces de codimension deux.
De´finition 5.2 (du (Z,H)-rang) Soit T un sous-espace de Z ′ := Z ∩A⊗H.V . On pose
F ′ := (A⊗H.V )/T, F := (A⊗ S2V )/Z, et l’on note
f ∗Z,T : A⊗ V −→ (F ⊗ V
∨)⊕ (F ′ ⊗H∨)
le morphisme correspondant (cf. 2.3). On de´finit alors le (Z,H)-rang de T comme le rang
de cette application f ∗Z,T , diminue´ du V
∗-rang de Z.
On notera Gr le sous-sche´ma des hyperplans de Z
′ de (Z,H)-rang au plus r, sous-
sche´ma dont on va majorer la dimension.
Proposition 5.3 Supposons 3a > 11f . Alors G0 est vide, et l’on a
codim G1 ≥ min(8a− 8f − 2, 7a− f − 2),
codim G2 ≥ 4a− 4f − 2.
De´monstration : Soit Φ un morphisme surjectif de A⊗ S2V vers kf dont Z est le noyau,
et tH sa restriction a` A ⊗ H.V . Au lieu de Gr il nous suffit de stratifier le sche´ma, de
dimension 9a, des (noyaux des) morphismes surjectifs g de A⊗H.V vers kf+1 de la forme
(tH ,−). Choisissons des bases (ej) sur A et (vp) sur V avec H = {v4 = 0}. La matrice
syme´trique X de t s’e´crit xpqjs avec 1 ≤ p, q ≤ 4, 1 ≤ j ≤ a et 1 ≤ s ≤ f . Celle,
partiellement syme´trique, de g s’e´crit gpqjs avec 1 ≤ p ≤ 3, 1 ≤ q ≤ 4, 1 ≤ j ≤ a et
1 ≤ s ≤ f + 1, et gpqjs = xpqjs pour s ≤ f . On pose gpqj = gpqj,f+1. Le (Z,H)-rang de
ker(g) est donc le surcroˆıt de rang qu’apportent les ”lignes” gp.. (p ≤ 3) aux ”lignes” xp..s
(p ≤ 4, s ≤ f) de t. Comme plus haut, les majorations de dimension se font localement.
Cas r = 0. On proce`de comme pour la proposition 3.4, a` ceci pre`s que G et C sont ici
des matrices 3× 4. On e´crit G = (G0, g), C = (C0, c) et
X =
(
X0 x
xt ξ
)
.
On calcule donc les dimensions des strates et des fibres du sche´ma Γ des couples (C,X)
avec CX partiellement syme´trique, et d’abord dans le cas f = 1. Si P ∈ Gl(3,C), soit
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i(P ) son image dans Gl(4,C). Alors G = CX est partiellement syme´trique si et seulement
si PGi(P )t = (PCi(P )−1)(i(P )Xi(P )t) l’est aussi. Comme PCi(P )−1 = (PC0P
−1, P (c)),
on peut supposer que C0 est sous forme de Jordan. La matrice G est partiellement
syme´trique si et seulement si la matrice C0X0 + c.x
t est syme´trique, d’ou` un syste`me
de trois e´quations en les coefficients de X . On stratifie donc l’espace des matrices C par
la forme de Jordan de C0 et la forme de c de fac¸on a` pouvoir calculer le rang r du syste`me
pre´ce´dent. On obtient le tableau suivant, dans lequel O de´signe la dimension des strates
et S = 10− r est la dimension de l’espace des solutions correspondantes :
J c r O S
1|1|1 3 12 7
11|1 (0, 0, ∗) 2 7 8
autre 3 < 12 7
111 6= 0 2 7 8
0 0 g non surjectif
2|1 3 < 12 7
21 (∗, 0, 0) 2 6 8
autre 3 < 12 7
3 3 < 12 7
Lorsque f est quelconque, on conside`re C comme une suite C = (C1, . . . , Cf) de f
matrices 3×4, et l’on stratifie selon le maximum O(C) des O(C i), tandis qu’on note S(C)
le minimum correspondant des S(C i). Les dimensions Of(C) et Sf (C) des strates et des
espaces de solutions correspondants ve´rifient e´videmment
Of = f ×O, Sf ≤ S + 10(f − 1).
On observe maintenant que les fibres de la restriction a` Γ de la premie`re projection sont
de dimension au moins f , a` cause de l’invariance par cpqs → cpqs + γsδpq. On constate
alors que toute les strates ve´rifient (10 − S)a > (O − 1)f , ce dont on de´duit l’ine´galite´
10af > aSf +Of − f , qui signifie qu’aucune strate ne domine l’espace des matrices X .
Cas r = 1. Quitte a` changer de base dans H , on peut supposer que le surcroˆıt de rang
est duˆ a` g1.., d’ou` des relations de de´pendance
g2.. = α2g1.. +
∑
rs c2rsxr..s,
g3.. = α3g1.. +
∑
rs c3rsxr..s.
On doit tenir compte de l’unique relation de syme´trie g23. = g32., c’est-a`-dire∑
rs
c3rs(xr2.s − α2xr1.s) =
∑
rs
c2rs(xr3.s − α3xr1.s).
La` ou` cette relation est non-triviale, la strate correspondante de Γ1 est de dimension 2
(pour les α) plus 8f (pour c) plus 2a (pour g11.etg14.) plus a(9f − 1) (pour les x autres
que x44), et donc sa fibre a` x fixe´ est de dimension au plus a + 8f + 2. La codimension
de cette fibre est donc au moins 8a− 8f − 2. Si la relation est triviale, c’est que cpqs = 0
pour 2 ≤ p 6= q ≤ 4 et p ≤ 3, que c22s = c33s := cs et que cp1s = −αpcs pour p = 2, 3.
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La strate correspondante de Γ1 est de dimension 2 (pour les α) plus f (pour les cs) plus
2a (pour g11. et g14.) plus 9af (pour les x autres que x44), et donc sa fibre a` x fixe´ est de
dimension au plus 2a+ f +2. La codimension de cette fibre est donc au moins 7a− f −2.
Cas r = 2. On peut de meˆme supposer que le surcroˆıt de rang est duˆ a` g1.. et g2... L’ouvert
correspondant est parameˆtre´ par g11., g12., g14., g22., g24. et les coefficients exprimant g3.. en
fonction line´aire des xp..s et de g1.. et de g2... On majore ainsi la dimension par 5a+4f+2.✷
Remarque 5.4 Si 3a < 11f , alors G0 est non vide. En effet, reprenons les notations de la
de´monstration pre´cee´dente, et raisonnons dans l’espace des matrices g non ne´cessairement
syme´triques, espace qui est de dimension 12a. Parmi ces matrices, celles qui ne de´finissent
pas un hyperplan forment un sous-espace de dimension f . Celles pour lesquelles r = 0,
c’est-a`-dire pour lesquelles on a une relation de de´pendance de la forme
gp.. =
∑
qs
cpqsxq..s,
forment un sous-espace de dimension 12f . Parmi celles-ci, celles qui sont syme´triques
forment un sous-espace de dimension au moins 12f − 3a, puisque le sous-espace des
matrices syme´triques est de codimension 3a. Si 12f − 3a > f , certaines de ces matrices
de´finissent ne´cessairement des hyperplans de Z qui sont des points de G0.
Notons maintenant G′r le sous-sche´ma des sous-espaces de codimension deux de Z
′ de
(Z,H)-rang au plus r, et majorons sa dimension.
Proposition 5.5 Supposons que 2a > 5f . Alors G′0 est vide, et on a
codim G′1 ≥ min(20a− 20f − 5, 19a− 12f − 7, 18a− 7f − 6, 17a− 2f − 5),
codim G′2 ≥ min(16a− 16f − 8, 15a− 9f − 7, 14a− 2f − 4),
codim G′3 ≥ min(12a− 12f − 8, 11a− 5f − 5),
codim G′4 ≥ min(8a− 8f − 8, 7a− f − 3),
codim G′5 ≥ 4a− 4f − 5.
De´monstration : On stratifie cette fois le sche´ma, de dimension 18a, des morphismes g
de A ⊗ H.V vers kf+2 de la forme (fH ,−). On garde les meˆmes notations en posant de
plus g′pqj = gpqj,f+2. On voit ici X comme un morphisme de V ⊗F
∨ vers A∨⊗ V ∨, g et g′
comme deux morphismes de H vers le meˆme but, c et c′ comme deux morphismes de H
vers V ⊗ F∨, et h, k, ... comme des vecteurs de A∨ ⊗ V ∨.
Cas r = 0. Cela de´coule de la proposition pre´ce´dente.
Cas r = 1. On e´crit, pour 1 ≤ p ≤ 3,
gp.. = αph.. +
∑
rs cprsxr..s,
g′p.. = α
′
ph.. +
∑
rs c
′
prsxr..s,
et on estime la dimension du sche´ma des (x, h, α, α′, c, c′) pour lesquels la contrainte de
syme´trie est respecte´e, en projetant sur (α, α′, c, c′). Notons que les fibres de la projection
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de (x, h, α, α′, c, c′) sur (x, g, g′) sont de dimension 4l + 1, a` cause de l’invariance par la
transformation
αp 7→ m
−1αp,
α′p 7→ m
−1α′p,
h.. 7→ mh.. +
∑
rs nrsxr..s,
cprs 7→ cprs − αpnrs,
c′prs 7→ c
′
prs − α
′
pnrs.
Les six relations de syme´trie s’e´crivent, A e´tant mis en facteur
αphq − αqhp =
∑
rs(cqrsxprs − cprsxqrs),
α′phq − α
′
qhp =
∑
rs(c
′
qrsxprs − c
′
prsxqrs),
avec 1 ≤ p < q ≤ 3. Ce syste`me s’e´crit sous la forme
h ∧ α = C(x), et h ∧ α′ = C ′(x),
ou` par exemple h ∧ α de´signe l’image naturelle de h ⊗ α dans A∨ ⊗ Λ2H∨ ; tandis que
C(x) est l’image naturelle dans A∨ ⊗ Λ2H∨ du compose´ X ◦ c. On remarque alors que
α et α′ ne peuvent eˆtre paralle`les, a` cause de la premie`re assertion de la proposition 3.4.
Le syste`me pre´ce´dent de´termine donc la projection de h dans A∨ ⊗H∨ sous re´serve que
soient ve´rifie´es les trois conditions de compatibilite´
C(x) ∧ α = C ′(x) ∧ α′ = C(x) ∧ α′ + C ′(x) ∧ α = 0.
On stratifie donc par le rang de ce syste`me en x, en choisissant une base commenc¸ant par
α et α′. Le syste`me devient
∑
rs(c2rsx3rs − c3rsx2rs) = 0,∑
rs(c
′
1rsx3rs − c
′
3rsx1rs) = 0,∑
rs(c1rsx3rs − c3rsx1rs) =
∑
rs(c
′
2rsx3rs − c
′
3rsx2rs).
Si ce syste`me est de rang ze´ro, on obtient cpqs = 0 pour p = 2, 3 et q 6= p, c
′
pqs = 0
pour p = 1, 3 et q 6= p, ainsi que c22 = c33, c
′
11 = c
′
33, c13s = c
′
23s, c14s = c
′
24s, c12s =
c′22s − c
′
33s et c
′
21s = c11s − c33s. Cette strate est de dimension 6 (pour α et α
′) plus 6f
(pour c11, c22, c
′
11, c
′
22, c
′
23etc
′
24), plus 10af (pour les x) plus a (pour les composantes de h
qui ne sont pas de´termine´es) moins 4f + 1 (pour les fibres de la projection sur (g, g′)),
soit de codimension 17a− 2f − 5.
S’il est de rang un sans qu’aucune e´quation ne soit identiquement nulle, elles doivent
eˆtre proportionnelles a` une combinaison de x12, x13, x23, x33 et x34, en fait des quatre
derniers seulement, et c et c′ se calculent en fonction des c1., des c2. et de c
′
11. La strate
correspondante est donc de dimension 6 (pour α et α′) plus 2 (pour les de´pendances
entre les trois e´quations) plus 9f (pour c et c′), plus a(10f − 1) (pour les x) plus a (pour
les composantes de h qui ne sont pas de´termine´es) moins 4f + 1 (pour les fibres de la
projection sur (g, g′)), soit de codimension 18a − 5f − 7. Si une des trois e´quations est
identiquement nulle, on ve´rifie que les strates correspondantes sont de dimension au plus
6 (pour α et α′) plus 1 (pour la de´pendance entre les deux e´quations restantes) plus
10f (pour c et c′, la` est la ve´rification), plus a(10f − 1) (pour les x) plus a (pour les
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composantes de h qui ne sont pas de´termine´es) moins 1 (pour les fibres de la projection
sur (g, g′)) ; soit de codimension au moins 18a− 10f − 6.
Passons au cas ou` le syste`me est de rang deux. Si c34. ou c
′
34. est non nul, les coordonne´es
(a : b : c) de la relation ve´rifient ab+ c2 = 0, et cette strate est de dimension 6 (pour α et
α′) plus 1 (pour la relation pre´ce´dente), plus 17f (pour c et c′ ; par exemple si c′34. est non
nul, c32, c34, c31, c22, c23, c21 et c24 se calculent en fonction des autres), plus a(10f−2) (pour
les x) plus a (pour les composantes de h qui ne sont pas de´termine´es) moins 4f +1 (pour
les fibres de la projection sur g, g′), soit de codimension 19a− 13f − 6. Si maintenant c34.
et c′34. sont nuls, on distingue suivant l’e´quation dont la relation de de´pendance permet de
calculer les coefficients, et on constate dans chaque cas qu’on peut calculer six nouveaux
coefficients en fonction des autres. Les strates correspondantes sont alors de codimension
au moins 19a− 8f − 7.
Enfin la strate ou` le rang est trois est de dimension 6 (pour α et α′), plus 24f (pour
c et c′), plus a(10f − 3) (pour les x) plus a (pour les composantes de h qui ne sont pas
de´termine´es) moins 4f+1 (pour les fibres de la projection sur (g, g′)), soit de codimension
20a− 20f − 5.
Cas r = 2. Comme ci-dessus, on e´crit
gp.. = αph.. + βpk.. +
∑
rs cprsxr..s,
g′p.. = α
′
ph.. + β
′
pk.. +
∑
rs c
′
prsxr..s,
avec 1 ≤ p ≤ 3. Ici, les fibres de la projection de (x, h, k, α, α′, β, β ′, c, c′) sur (x, g, g′) sont
de dimension 8f + 4, a` cause de l’invariance par l’action de Gl2 sur h, k, α, α
′, β, β ′, sur
laquelle on va revenir, et par la transformation
h.. 7→ h.. +
∑
rs lrsxr..s,
k.. 7→ k.. +
∑
rs nrsxr..s,
cprs 7→ cprs − αplrs,
c′prs 7→ c
′
prs − α
′
pnrs.
Les relations de syme´trie donnent, C et C ′ e´tant comme ci-dessus,
α ∧ h+ β ∧ k = C(x),
α′ ∧ h + β ′ ∧ k = C ′(x).
Et on estime la dimension du sche´ma des (x, h, k, α, α′, β, β ′, c, c′) pour lesquels la con-
trainte de syme´trie est respecte´e, en projetant sur le sche´ma des (h, k, α, α′, β, β ′, c, c′).
Premie`re e´tape : re´duction de α, α′, β, β ′.
Observons tout d’abord que g et g′ sont inchange´s si l’on compose la matrice 2 × 2
de trivecteurs (α, β|α′, β ′) a` droite par une matrice P ∈ Gl2, tout en appliquant P
−1
au vecteur (h, k). On peut e´galement changer de base de fac¸on a` remplacer g, g′ par des
combinaisons line´aires, ce qui a pour effet de multiplier la matrice (α, β|α′, β ′) a` gauche
par une nouvelle matrice Q ∈ Gl2.
Ceci permet de re´duire la matrice (α, β|α′, β ′), que l’on conside`re, dans une base
donne´e, comme une famille de trois matrices A1, A2, A3. A cause de la premie`re asser-
tion de la proposition 5.3, ces matrices ne sont pas toutes nulles. On peut meˆme supposer
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qu’elles ne sont pas toutes singulie`res, puisque si c’e´tait le cas dans toute base, elles
seraient toutes les trois multiples d’une meˆme matrice de rang un, que l’on pourrait sup-
poser eˆtre (1, 0|0, 0). Autrement dit, on serait ramene´ a` β = α′ = β ′ = 0, et les g′p.. seraient
combinaisons line´aires des xp..s, ce qu’a` nouveau la proposition 5.3 exclut.
On peut donc supposer A1 inversible, et meˆme A1 = Id graˆce a` l’action de P et Q.
On peut encore composer par ces matrices si P = Q−1, donc re´duire A2 a` sa forme de
Jordan.
Premier cas : A2 est une homothe´tie. On peut alors aussi re´duire A3 a` sa forme canonique,
d’ou` trois sous-cas :
1. A3 est encore une homothe´tie, et l’on est ramene´ a` α = β
′ et α′ = β = 0. Les orbites
correspondantes sous Gl(4,C)×Gl(4,C) sont de dimension 4, cette strate est donc
de dimension 6.
2. A3 n’est pas diagonalisable, auquel cas on est ramene´ a` α = β
′ inde´pendant de β,
et α′ = 0. Les orbites sont de dimension 6, cette strate est donc de dimension 8.
3. A3 a deux valeurs propres distinctes, et l’on est ramene´ a` α
′ = β = 0. Cette strate
est de dimension 9.
Deuxie`me cas : A2 n’est pas diagonalisable. Si on lui donne sa forme canonique (m, 1|0, m),
on peut encore conjuguer A3 = (a, b|c, d) par P de la forme (1, p|0, 1), ce qui permet de
supposer que a = 0 ou c = 0. D’ou` deux sous-cas :
1. si c = 0, on est ramene´ a` α′ = 0. On peut supposer a 6= d, sans quoi on retrouve
le premier cas. Les vecteurs α, β et β ′ sont alors inde´pendants. Les orbites sont de
dimension 7, cette strate est donc de dimension 11.
2. si c 6= 0, a = 0, il existe une base γ, γ′, γ′′ telle que α = γ+eγ′, β = γ′+bγ′′, α′ = γ′′
et β ′ = γ + eγ′ + dγ′′. Cette strate est aussi de dimension 11.
Troisie`me cas : A2 a deux valeurs propres distinctes. Quitte a` changer de base dans H ,
on peut supposer A3 de la forme (0, b|c, 0). Si c = 0, on retrouve le deuxie`me cas, a` moins
d’avoir aussi b = 0, qui redonne le premier cas. On peut donc supposer c 6= 0. Autrement
dit, on peut supposer que α′ et β sont colline´aires, tous deux non nuls, et que les vecteurs
α, β, β ′ sont inde´pendants. Cette strate est la ge´ne´rique, de dimension 12.
Deuxie`me e´tape : estimation des dimensions.
Premier cas : On reprend se´pare´ment les trois sous-cas.
1. Les e´quations de syme´trie se re´duisent a` α ∧ h = C(x) et α ∧ k = C ′(x). Comme
α n’est pas nul, deux composantes de chacun des vecteurs h et k sont de´termine´es,
sous re´serve que soient ve´rifie´es les relations de compatibilite´
C(x) ∧ α = C ′(x) ∧ α = 0.
Dans l’espace des couples (c, c′), ce syste`me est ge´ne´riquement de rang deux, de rang
un en codimension 7f − 1, et de rang ze´ro en codimension 14f .
Selon les cas, on majore donc la dimension par 6 (pour α, α′, β, β ′) plus 24f (respec-
tivement 17f + 1 et 10f , pour c et c′) plus 10af − 2a (respectivement 10af − a et
10af , pour x) plus 4a (pour les composantes non de´termine´es de h et k) moins 8f+4
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(pour les fibres de la projection sur (g, g′)). Cette strate est donc de codimension
minore´e par le minimum de 16a− 16f − 2, 15a− 9f − 3 et 14a− 2f − 2.
2. Ici, les e´quations de syme´trie donnent α∧h+β∧k = C(x) et α∧k = C ′(x). Comme
α et β sont inde´pendants, ce syste`me de´termine la projection de k dans A∨ ⊗H∨,
sous re´serve des conditions de compatibilite´
β ∧ α ∧ h = C(x) ∧ β, C ′(x) ∧ α = C(x) ∧ α + C ′(x) ∧ β = 0.
La premie`re de ces e´quations de´termine une composante de h. Les deux dernie`res
donnent un syste`me en x qui, dans l’espace des couples (c, c′), est ge´ne´riquement
de rang deux, de rang un en codimension 9f − 1, et de rang ze´ro en codimension
14f . On minore donc la codimension de la strate correspondante en (g, g′), par le
minimum de 16a− 16f − 4, 15a− 7f − 5 et 14a− 2f − 4.
3. De la meˆme fac¸on qu’au sous-cas pre´ce´dent, on majore la codimension de la strate
en (g, g′), par le minimum de 16a− 16f − 5, 15a− 7f − 6 et 14a− 2f − 5.
Deuxie`me cas : On a deux sous-cas.
1. Les e´quations de syme´trie se re´duisent a`
α ∧ h+ β ∧ k = C(x), β ′ ∧ k = C ′(x).
Comme β et β ′ sont inde´pendants, elles de´terminent la projection de k dans A∨⊗H∨,
sous re´serve des conditions de compatibilite´
β ∧ α ∧ h = C(x) ∧ β,
β ′ ∧ α ∧ h = C(x) ∧ β ′ + C ′(x) ∧ β,
C ′(x) ∧ β ′ = 0.
Les deux premie`res e´quations de´terminent deux composantes de h, puisque les
vecteurs α, β et β ′ sont inde´pendants, donc β ∧ α et β ′ ∧ α aussi. La dernie`re
e´quation est identiquement nulle en x, en codimension 7f dans l’espace des c′. On
en de´duit que la strate correspondante est de codimension minore´e par le minimum
de 16a− 16f − 7 et 15a− 9f − 7.
2. Ici, les conditions de syme´trie de´terminent la projection de k dans A∨ ⊗H∨, et les
relations de compatibilite´ sont
β ∧ α ∧ h = C(x) ∧ β,
β ′ ∧ α′ ∧ h = C ′(x) ∧ β ′,
(β ′ ∧ α + β ∧ α′) ∧ h = C(x) ∧ β ′ + C ′(x) ∧ β.
Les trois vecteurs β∧α, β ′∧α′ et β∧α′+β ′∧α sont inde´pendants, donc la projection
de h dans A∨⊗H∨ est aussi de´termine´e. On en de´duit que la strate correspondante
en (g, g′) est de codimension 16a− 16f − 7.
Troisie`me cas : Meˆme estimation qu’au sous-cas pre´ce´dent, si ce n’est que la dimension de
la strate de (α, β|α′, β ′) est supe´rieure d’une unite´. D’ou` une codimension 16a− 16f − 8
au moins.
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Cas r = 3. On doit a priori envisager deux cas selon la re´partition (3 + 0 et 2 + 1) du
surcroˆıt de rang entre g... et g
′
.... Montrons tout d’abord que le premier cas ne peut pas se
pre´senter. En effet, quitte a` changer de coordonne´es dans kf+2, on pourrait supposer que
g
′
... est combinaison line´aire des xp..s, ce qui n’est pas possible, comme on l’a vu en 5.2,
cas a).
Supposons donc que le surcroˆıt de rang duˆ a` g est e´gal a` deux (disons qu’il est duˆ a`
g1.. et g2..), et que celui duˆ en sus a` g
′ est e´gal a` un (disons qu’il est duˆ a` g′1..). On doit
alors avoir des relations de de´pendance de la forme
g3.. = ag1.. + bg2.. +
∑
ps lpsxp..s,
g′2.. = cg1.. + dg2.. + eg
′
1.. +
∑
psmpsxp..s,
g′3.. = fg1.. + hg2.. + kg
′
1.. +
∑
ps npsxp..s.
L’ouvert correspondant est donc parame´tre´ par g11., g12., g22., g14., g24., g
′
11.,g
′
14. et par les
coefficients lps, mps, nps, lie´s par la seule relation de syme´trie g
′
23. = g
′
32.. Celle-ci se traduit
par l’identite´
Ag11. +Bg12. + Cg22. +
∑
psmpsxp3.s + c
∑
ps lpsxp1.s + d
∑
ps lpsxp2.s+
+e
∑
ps npsxp1.s −
∑
ps npsxp2.s − k
∑
psmpsxp1.s = 0,
avec A = ac + ef − ck, B = bc + ad + eh − kd − f , C = bd − h. Si cette relation n’est
pas identiquement nulle, a parame`tres sont de´termine´s. Si elle est identiquement nulle, les
e´quations B = C = 0 de´terminent f et h en fonction des a, b, c, d, e, k. Puis l’annulation
des coefficients des xpq. montre que les mp., p 6= 2, et les nq., sont de´termine´s par m2. et
les lr., eux-meˆmes soumis aux relations
(c+ ed)l4. = 0,
(c+ ed)(l1. + el2. + l3.) = 0.
Enfin, la relation B = 0 e´quivaut a` (c+ ed)(a− k + eb) = 0. Au pire, donc, c+ ed = 0 et
7f + 3 parame`tres au moins sont de´termine´s. On majore donc la dimension de la strate
conside´re´e par le maximum de 12f + 8 + 6a et 5f + 5 + 7a.
Cas r = 4. On peut supposer que le surcroˆıt de rang duˆ a` g et g′ se re´partit en 2 + 2
ou 3 + 1. Dans le premier cas, on majore la dimension par 10a+ 8f + 6 : il n’y a pas de
relation de syme´trie a` prendre en compte.
Dans le second cas, on a des relations de de´pendance
g′2.. = ag1.. + bg2.. + cg3.. + dg
′
1.. +
∑
ps lpsxp..s,
g′3.. = eg1.. + fg2.. + hg3.. + kg
′
1.. +
∑
psmpsxp..s.
L’ouvert correspondant est donc parame´tre´ par les gpq., par les g
′
11.,g
′
14., et par les coeffi-
cients a, ..., k et lps, mps, lie´s par la seule relation de syme´trie g
′
23. = g
′
32.. Celle-ci se traduit
par l’identite´
Ag11. +Bg12. + Cg13. − fg22. + (b− h)g23. + cg33.
+d
∑
psmpsxp1.s +
∑
ps lpsxp3.s − k
∑
ps lpsxp1.s −
∑
psmpsxp2.s = 0,
avec A = de− ak, B = df − kb− e, C = a + dh− kc. Si cette relation est identiquement
nulle, les parame`tres a, ..., k, lps et mps sont de´termine´s par b, d, k et les m3s. La dimension
de la strate correspondante est donc majore´e par le maximum de 10a+8f+8 et 11a+f+3.
Cas r = 5. Il n’y a qu’un seul cas qui conduit au majorant 14a+ 4f + 5. ✷
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6 Evaluation verselle
Cette section est consacre´e a` la de´monstration du The´ore`me 1.2 de l’introduction.
Proposition 6.1 On suppose 5a/2 ≤ b ≤ 4a, 3a > 11f , 4f ≤ 4a− b− 2 et f ≥ 9a− 3b,
et l’on pose δ = 3b− 9a+ f . Soit H un hyperplan fixe´ quelconque de V . Alors, pour m en
dehors d’un sous-sche´ma de codimension δ + 1 de PW , le rang de mH(1) vaut 9a− f .
De´monstration : On stratifie par le (Z,H)-rang r de T , le sche´ma Q des quadruplets
(m, T, Z ′, Z) avec m dans PW , Z = Zm, et T hyperplan de Z
′ tel que Im(mH(1)) ⊂ T .
On calcule la dimension des strates Sr correspondantes en projetant sur le sche´ma des
couples (Z, T ), ce qui donne
dimSr = d+ dimGr − rb,
ou` d est la dimension de PW , et les dimensions des strates Gr de l’espace des hyperplans
de Z ′ sont majoree´s graˆce a` la proposition 5.3. Comme G3 est la strate ge´ne´rique, on a
dimS3 = d−δ−1, et l’on s’assure pour conclure, graˆce aux estimations de 5.3, que sous les
hypothe`ses faites sur les entiers a, b, f , les autres strates n’exce`dent pas cette dimension.
✷
Proposition 6.2 On suppose 5a/2 ≤ b ≤ 4a, 3a > 11f , δ = 3b− 9a + f ≥ 0, et de plus
4b ≤ 13a − 5f − 5 et 5b ≤ 16a − 2f − 5. Alors, pour m en dehors d’un sous-sche´ma de
codimension 2δ + 4 de PW , le rang de mH(1) vaut au moins 9a− f − 1, et le lieu ou` il
vaut 9a− f − 1 est lisse de codimension δ + 1.
De´monstration : On stratifie cette fois par le (Z,H)-rang r de T , le sche´ma Q′ des quadru-
plets (m, T, Z ′, Z) avec m dans PW , Z = Zm, et T sous-espace de codimension deux de
Z
′
tel que Im(mH(1)) ⊂ T . On calcule la dimension des strates S
′
r correspondantes en
projetant sur le sche´ma des couples (Z, T ), ce qui donne
dimS ′r = d+ dimG
′
r − rb,
ou` d est a` nouveau la dimension de PW , et les dimensions des strates G′r de la grass-
mannienne des sous-espaces de codimension deux de Z ′ sont majore´es par la proposition
5.5. Comme G′6 est la strate ge´ne´rique, dimS
′
6 = d − 2δ − 4, et l’on s’assure graˆce aux
estimations de 5.5, que sous les hypothe`ses faites sur les entiers a, b, f , les autres strates
n’exce`dent pas cette dimension (cette ve´rification est fastidieuse mais e´le´mentaire : on
ve´rifie que la condition la plus contraignante est donne´e par la strate G′5, qui impose
l’ine´galite´ 4f ≤ 4a − b − 5). Ceci assure le premier point de la proposition, selon lequel
le rang de mH(1) vaut au moins 9a − f − 1 en dehors d’un sous-sche´ma de PW de
codimention au moins 2δ + 4.
Par ailleurs, on s’assure que sous nos hypothe`ses, les strates S1 et S2 introduites dans
la de´monstration de la proposition pre´ce´dente, ont une image dans PW de codimension
au moins 2δ + 4. Reste donc, pour conclure, a` de´montrer la lissite´ du sche´ma S des m
de PW pour lesquels l’image de mH(1) est de codimension f + 1 dans A ⊗ H.V , et
de (Zm, H)-rang trois. Or c’est un fait ge´ne´ral concernant les stratifications par le rang
d’un sche´ma X , que la strate W i − W i+1 ou` le rang du morphisme u : kp → kq vaut
disons s, s’identifie sche´matiquement a` la strate correspondante Gi − Gi+1 dans X × G,
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ou` G de´signe la grassmannienne des sous-espaces de dimension s de kq (cf. [1], p. 69, 84).
Dans le cas qui nous occupe, il nous suffit donc de montrer que le sche´ma des couples
(m, T ), avec m dans S et T = Im(mH(1)), est lisse. Ce sche´ma s’identifie a` son tour au
sche´ma S ′ des quadruplets (m, T, Z ′, Z) de Q′ ve´rifiant les meˆmes conditions : m dans
S et T = Im(mH(1)) (et toujours T de (Zm, H)-rang 3). Enfin, S
′ est lisse parce que
c’est un ouvert d’un fibre´ vectoriel sur le sche´ma lisse des triplets (T, Z ′, Z) ve´rifiant
T ⊂ Z ′ = Z ∩ (A⊗H.V ). ✷
Rappelons que le morphisme d’e´valuation
H0(Em(1))⊗O −→ Em(1)
est dit versel si les lieux ou` il est de rang constant sont lisses de la codimension attendue
(cf. [3], 6).
The´ore`me 6.3 On suppose 5a/2 ≤ b ≤ 4a et
9a− 3b ≤ f ≤ min(
3a− 1
11
,
13a− 4b− 5
5
,
16a− 5b− 5
2
).
Alors, pour m ge´ne´rique dans PW , le fibre´ vectoriel Em(1), noyau du morphisme corre-
spondant de B ⊗O(1) vers A⊗O(2), est d’e´valuation verselle.
De´monstration : On remarque d’abord que le rang du morphisme d’e´valuation de Em(1)
est a` une constante pre`s la fonction H → rang(mH(1)) (et ce meˆme au sens fort de [6]),
en vertu du diagramme exact :
0 0
↓ ↓
H0(Em(1))
ev
−→ Em(1)h
↓ ↓
0 −→ B ⊗H −→ B ⊗ V −→ B ⊗Oh(1) −→ 0
↓ mH (1) ↓ m(1) ↓ mh(1)
0 −→ A⊗H.V −→ A⊗ S2V −→ A⊗Oh(2) −→ 0
On stratifie donc l’ensemble PW × P3 des couples (m,H) par le rang de mH(1). D’apre`s
la proposition pre´ce´dente, modulo codimension quatre au moins, ce rang vaut r = 9a−f ,
sauf le long d’un sous-sche´ma lisse de codimension δ+1 ou` il vaut r− 1. Par le the´ore`me
de lissite´ ge´ne´rique (en caracte´ristique nulle), ceci reste vrai pour m ge´ne´rique dans PW .
✷
7 Application aux courbes
Une courbe ge´ne´rique C de P3 est dite a` re´solution line´aire si son ide´al IC admet une
re´solution de la forme :
0 −→ a.O(−s− 2) −→ b.O(−s− 1) −→ c.O(−s) −→ IC −→ 0.
On a vu dans l’introduction que si le morphisme a.O(−s − 2) → bO(−s − 1) est
conside´re´ comme morphisme m de B vers A⊗V, alors m(1) est de rang au plus 3b+a−1.
En particulier, si b ≤ 3a, le morphisme m ne peut eˆtre ge´ne´rique.
20
De´finition 7.1 Nous dirons qu’une courbe ge´ne´rique a` re´solution line´aire de type (a, b)
est pre´dominante (rlp) si l’image de m(1) est un sous-espace ge´ne´rique (en ce sens que
son image dans le quotient de la grassmannienne par Gl(A) est le point ge´ne´rique) de
dimension min(10a, 3b+ a− 1) de A⊗ S2V .
Rappelons que les courbes ge´ne´riques a` re´solution line´aire dominante introduites dans
[3] pour b > 3a, ont m(1) surjectif et sont donc rlp.
The´ore`me 7.2 Pour b > (3 − 1
11
)a + 9
11
et a ≥ 7, il existe dans P3 une unique courbe
ge´ne´rique lisse, ge´ome´triquement connexe, a` re´solution line´aire pre´dominante de type
(a, b).
De´monstration : Le cas b > 3a a e´te´ traite´ dans [3]. On suppose donc b ≤ 3a, et l’on pose
c = b−a+1, s = b−2a et f = 9a−3b+1. On ve´rifie sans peine que sous l’hypothe`se faite
sur a et b, on peut appliquer 6.3. Conside´rons donc la matrice m et le fibre´ Em(1) donne´s
par 6.3. On sait que h0(Em(1)) = c et que Em(1) est d’e´valuation verselle. En dualisant
le morphisme d’e´valuation on obtient un morphisme versel de Em(1)
∨ vers c.O. Comme
Em(1)
∨ est de rang c − 1, le conoyau de ce morphisme est de la forme IC(s) ou` IC est
l’ide´al d’une courbe lisse C, rlp de type (a, b).
Cette courbe est ge´ome´triquement connexe puisque h1(IC) = 0. En effet,
H1(IC) = H
2(Em(1)
∨(−s)),
qui est le noyau du morphisme induit par m de a.H3(O(−s− 2)) vers b.H3(O(−s− 1)).
Pour montrer que ce morphisme est injectif, il suffit de s’assurer que son dual de Serre,
qui est le morphisme induit par m de b.H0(O(s − 3)) vers a.H0(O(s− 2)), est surjectif.
Mais cela re´sulte du point 2 du the´ore`me 4.2.
Observons enfin que C est ge´ne´rique. En effet, une ge´ne´ralisation C ′ de C a une
re´solution du meˆme type (cf. [3], de´monstration de 7.1). Soitm′ la matrice correspondante.
L’image de m′(1) est encore de codimension f (car h0(Em′(1)) = c), et ge´ne´ralise par
conse´quent celle de m(1). Cette image est donc le sous-espace ge´ne´rique de codimension
f de A⊗S2V : par conse´quent, C ′ est rlp. Or toute courbe C ′ ge´ne´rique rlp de type (a, b)
est e´gale a` C. En effet, m′ = m a` extension des scalaires pre`s, puisque m est la matrice
ge´ne´rique telle que m(1) ait pour image le sous-espace ge´ne´rique de codimension f de
A⊗ S2V. Comme C ′ est le lieu de de´ge´ne´rescence du morphisme d’e´valuation de Em′(1),
elle est bien e´gale a` C. ✷
Remarque 7.3 L’e´nonce´ pre´ce´dent est tout pre`s d’eˆtre optimal. Supposons en effet que
b < (3− 1
11
)a+ 1
3
. Alors d’apre`s la remarque 5.4, siH est fixe´ et Z ge´ne´rique de codimension
f = 9a − 3b + 1 dans A ⊗ S2V , l’image de mH(1) est incluse dans un hyperplan de Z
′.
Ceci exclut l’existence d’une courbe ge´ne´rique rlp de type (a, b).
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