Abstract
Introduction
Human-to-human communication usually involves more than one modality. For instance, these modalities could be pen gesture, speech, eye gaze, hand gestures, lip movements, face expressions, body gestures and so forth. As a computer is "taught" to mimic the human, human-machine communication would preferably involve more than one modality. With today's technologies, multimodal interaction is applied to spatial queries, spatial descriptions, brain storming, robot navigation and augmented reality environments [1] [2] [3] .
To perform effective multimodal interaction in the afore mentioned situations, it very much depends on multimodal integration. Multimodal integration, which aligns multiple modalities into a correct order, is very important in delivering more precise information, as well as disambiguates information. For example, a command is given to a person verbally: "Please hand me that book on the table". Apparently, it is a very unequivocal command, if and only if, there is only one book on the table. But, what if there is more than one book on the table or maybe there is more than one table with books. It would be vague if any of these situations mentioned earlier occurs, as illustrated in Figure 1 . However, it would be different if a hand gesture is involved in this scenario, as illustrated in Figure 2 , whereby two modalities conveyed a clearer message to the audience. 
Figure 2. Involvement of a hand gesture
According to the Schlaisich and Egenhofer (2001) , interactions between humans on spatial information often occur with talking and drawing at the same time [4] . Therefore, we believe that the utilisation of spatial information in multimodal integration would increase the accuracy of aligning the correct pairs of information from the different modalities. However, current multimodal integration techniques are designed to accommodate only interactions in English. Multimodal integration techniques in other languages are theoretically distinct from each other. To make multimodal applications easier for people to use, it is important to adapt it to a language that they are comfortable with. As each language is unique, a different integration model may be required to accommodate the integration of modalities in numerous languages. Moreover, translation is not enough in multilingual applications. Instead of rebuilding the entire application to adapt different groups of speakers, there are ways to localise it with minimal effort and resources. However, according to [5] , not all prepositions in a language would have a definite equivalent in other languages. We believe that by building a generic representation model that is able to accommodate different languages, time and effort will be saved. For this reason, studies of spatial description for different languages are vital in this research. Also, as indigenous languages are not well documented, many of the languages do not have a standard spelling system nor standard grammar rules recorded. Therefore, as we cannot rely fully on dictionaries, a series of surveys had been conducted to collect spatial descriptors in different languages and observe how different language speakers convey spatial information. Further information on the multimodal integration architecture will be presented in following section.
Background information
As mentioned, to perform an effective multimodal interaction, it depends on the integration of the modalities. The fundamental idea of multimodal integration is illustrated in Figure 3 . First of all, sketch and speech input are captured and stored. Sketch input is then converted into a digital image, whilst speech input is converted into digitised form by a speech recogniser. Subsequently, both processed data will be interpreted and the desired information extracted. The information extracted will then be stored as sketch representation and speech representation respectively, and both representations must be compatible, both modalities must have a common representation model before they can be integrated.
To date, researchers had proposed various techniques to integrate these modalities such as the Unification-based Multimodal Integration technique, the Semantic Frame Merging technique and the Sketch-and-Talk Multimodal Integration Technique. [6] [7] [8] . In essense, the main concern of all these techniques is to align the different modalities such that the desired information is identified. The Spatial method proposed by [9] , provides slight improvement in identifying the correct pairs of entities from the two modalities. However the spatial method thus far covers only English. The questions asked are: can we develop a generic model which accommodates other languages? What is the spatial information which we need to take into account when developing this model?
Methodology
Since language is unique and distinct with regards to semantics, grammar and lexicon, individuals who use different languages may have different approaches in conceptualizing, communicating, reasoning, and expressing their thoughts. Thus, the behaviours or ways of conveying spatial information may vary for the different language speakers.
The objectives of these surveys are to study the way a person conveys spatial information, to identify spatial descriptors used in different languages, as well as to study the usage of the spatial descriptors in different languages. Spatial descriptors are examined as they are associated with spatial information. By studying the spatial descriptors, we should be able to gain insights on how spatial descriptors are used, and also to capitalise on this knowledge in multimodal integration.
Respondents
Ten Malaysians from four different ethnic groups, i.e. two Malays, four Chinese, two Ibans and two Melanaus, in the age range of 21 to 29 were selected as respondents based on their primary language which they use daily. As for their educational background, all respondents selected had earned at least a Malaysian Certificate of Education (SPM) (O-Level/fifth form equivalent). The respondents were then divided into five language-groups, which were English, Malay, Chinese, Iban and Melanau. English, Malay and Chinese are three major languages in Malaysia. Iban as well as Melanau are selected as they are underresourced languages.
Tasks Carried Out
Three tasks had been carried out to collect spatial descriptors in different languages.
Task 1: Spatial description.
The primary goal of this task is to study how people convey spatial information to their target audience and to discover the frequency of use of spatial descriptors, e.g. preposition and deitic words, in different languages. In addition, this survey also helps to capture the patterns of speech in spatial descriptions. Respondents are requested to describe the surrounding of a place using prepositions they would normally use. Figure 4 and Figure 5 show the work completed by one of the respondents. 
Task 2:
Identify spatial relations between coloured objects. The main purpose of the task is to uncover as much spatial descriptors as possible in different languages, especially for those indigenous languages which lack resources, be it written and oral resources. In this survey, a round map, as illustrated in Figure 6 , is given to the respondents. The reason in providing a round map is to avoid restricting the respondents from viewing in one particular direction. Furthermore, they are required to identify 36 pairs of spatial relations in the given map.
Task 3: Point-to-point spatial description.
Respondents are required to describe a given route. The round map is again used in this task to avoid looking at the map in a single direction. The goal of this task is to collect the spatial descriptors in spatial commands employed in description of going from one location to another location (point-to-point).
Results: Spatial Descriptors Collected in Different Languages
Spatial descriptors of five languages had been collected from the surveys. From Table 1 
Discussion
In this research, we focused on the processing of the speech data, as processing of sketch does appear to be influenced by the different language speakers. For verification, a preliminary study was completed on sketches drawn by respondents who speak different languages, i.e. English (EN), Malay (BM), Chinese (CH), Iban (IB) and Melanau( MEL). We found that respondents use basic shapes, i.e. square, rectangle, circle, lines and arrows to represent certain objects in their sketch map. The percentage of shapes used by respondents is illustrated in Table 2 , Table 3 , Table 4 and Table 5 .
Objects/ Shapes
Building/ Landmark EN BM CH IB MEL Square/ Rectangle 82% 88% 100% 100% 100% Circle 18% 12% 0% 0% 0% The focus of this research is on speech, as there are only few forms the participants, who spoke different languages, represent objects, refer Tables 2 to 5. As a stepping stone to build the representation model, we also need to study the methodology to collect spatial information and the patterns of the spatial information in the speech. Therefore, in the following sections, we will present the results of the study of the use of different languages particularly in spatial descriptions.
Due to the multiculturalism in Malaysia, code switching appears frequently, and may impact automated transcription. Different educational background and dominance of English language also contributed to the use of code switching. Nine (9) out of 10 respondents had used some English or Malay words in the surveys. As the indigenous languages do not have a standard spelling system, there was difficulty in the transcription i.e. the different transcribers would transliterate the speech differently. Therefore, these issues have to be taken into consideration during speech processing.
Apart from these, we found that directional relations are rarely used by respondents. From the study, only English and Chinese speakers mainly used directional relations (although directional relations are found in other languages, refer Table 1 ).
Representation Model of Speech for Spatial Information
From the sketch data captured, Scalable Vector Graphics (SVG) format, which is a language to describe graphics in XML, is being used as the representation model, as illustrated in Figure 7 . format. Therefore, after initial analysis on the data collected, we opted to use XML as the speech representation of the spatial description for different languages. We hypothesise that XML can be effectively used as the representation model in different languages for spatial information. Example of XML codes for spatial representation is shown in Figure 8 and Figure 9 .
Conclusion
The survey on the usage of spatial technologies revealed issues in processing spatial description data. These findings are significant in building a tool that is able to accommodate different languages. Besides, the generic representation of the spatial information may be applied for the integration processing in the future. 
Future Work
As this is an exploratory study on spatial descriptors in different languages, more experiments would need to be conducted to achieve a more reliable result. Thus, surveys with more respondents would need to be carried out for each language, i.e. English, Malay, Chinese, Iban, and Melanau. In addition, respondents of the surveys are all Malaysians. Surveys involving international respondents, e.g. British or American for English, Chinese or Taiwanese for Mandarin, should be carried out as well.
Last but not least, the integration approach using representation model created in this research has to be developed and tested to determine the models efficacy.
