Abstract Consumer health technologies can educate patients about diabetes and support their self-management, yet usability evidence is rarely published even though it determines patient engagement, optimal benefit of any intervention, and an understanding of generalizability. Therefore, we conducted a narrative review of peer-reviewed articles published from 2009 to 2013 that tested the usability of a web-or mobiledelivered system/application designed to educate and support patients with diabetes. Overall, the 23 papers included in our review used mixed (n=11), descriptive quantitative (n=9), and qualitative methods (n=3) to assess usability, such as documenting which features performed as intended and how patients rated their experiences. More sophisticated usability evaluations combined several complementary approaches to elucidate more aspects of functionality. Future work pertaining to the design and evaluation of technologydelivered diabetes education/support interventions should aim to standardize the usability testing processes and publish usability findings to inform interpretation of why an intervention succeeded or failed and for whom.
Introduction
In recent years, there has been an explosion of selfmanagement support systems and applications ("apps") developed for patients with diabetes. Widespread consumer adoption and use of computers, the Internet, and mobile devices has created an opportunity to leverage these platforms to augment patient care. Technologies can offer an extended reach to patients by delivering diabetes education and selfcare support (e.g., medication adherence reminders, mobile or web applications for monitoring and improving diet/physical activity) or by facilitating patients' communication with providers or peers (e.g., patient web portals or asocial networking forums) in their everyday lives. While many healthcare systems and researchers assume technology-driven solutions (e.g., online portals for access to electronic health records, mobile phone applications) provide various benefits, including improved patient outcomes [1] and cost savings [1, 2] , the effectiveness of these solutions has been mixed [3] . One explanation for a lack of effectiveness may be incomplete front-end formative research prior to evaluating the solutions' effect on outcomes.
There is a continuum of necessary steps to ensure a technology-based solution is meaningful, useful, and engaging to end users, resulting in maximum benefit from utilization. These steps include conducting user-centered design research during the development phase and employing methods of usability testing prior to evaluating a technologybased intervention's effect on patient outcomes. Researchers have been applying user-centered design principles [4] and to a lesser degree post-production usability testing. Borrowing from the fields of design/industrial engineering and human factors engineering, user-centered design involves understanding the needs, values, and abilities of users to improve the quality of users' interactions with and perceptions of the technology [5, 6] . Once a technology-delivered solution has been developed (usually in an iterative fashion with direct user input), usability testing validates the product to determine how it meets user needs, such as ease of use (e.g., presence of technical glitches), accessibility (e.g., developed with simple language and clear instructions), and functionality (e.g., being used as intended) for the target audience with the ultimate goal of improving the spread and sustainability of use (i.e., continued user engagement across various settings) [5] . It is this second phase of usability testing that we are focused on in this manuscript.
There are several usability testing methods that have been adopted by healthcare and health services researchers. These often include qualitative assessments (i.e., focus groups or individual interviews) to learn about users' experience and likeability of the system/application, system usage data that automatically captures objective use of the system/application, and usability questionnaires that gather users' selfreported use along with ratings of satisfaction, ease of use, and desire to use the system/application and/or recommend it to others [7] . Still used, but to a lesser degree, are think aloud interviews, cognitive walkthroughs, heuristic evaluations, and other methods [7] . The goal of our review was to characterize methods for testing usability in the recent diabetes literature, describe the lessons learned across studies, and draw conclusions about how usability testing assists with user engagement and ultimately allows for testing a technology-delivered intervention as intended.
Methods

Data Sources and Search Strategy
In January 2014, a published literature search was conducted of technology-delivered interventions for patients with either type 1 or type 2 diabetes. We generated three lists of relevant key words that included diabetes-related terms (e.g., diabetes, diabetic), technology-related terms (e.g., technology, Internet, mobile, website, patient portal), and usability testing methods/ terms (e.g., usability, think aloud, heuristic evaluation, cognitive walkthrough). The lists were intralinked with "OR" and interlinked with "AND" so that all candidate articles contained at least one diabetes-related, technology-related, and usability testing-related term. Hand searching reference lists of articles yielded additional studies for review.
Our search relied on PubMed-indexed articles published from 2009 to 2013. Authors CYO and CRL performed literature searches and independently reviewed each title and abstract for potential relevance to the research questions. Articles included by either investigator underwent full-text screening. Authors CYO and CRL independently evaluated candidate full-text articles for inclusion and resolved discrepancies through review and discussion. A third, independent reviewer, author US, assisted with reconciling discrepancies as needed.
Study Eligibility
Studies were included in the present review if they satisfied all of the following criteria: (1) included a technology-supported intervention platform with a patient interface (e.g., Internet, cell phone, mobile device); (2) tested a patient-facing diabetes self-care monitoring, support, or educational or behavioral solution; (3) employed a usability testing method; (4) were published in a peer-reviewed journal from 2009 to 2013; and (5) were published in English. Articles were excluded if they focused only on the design phase of the intervention/ technology (i.e., because we consider user-centered design to be a distinct and separate entity); were based on secondary analyses; were a meta-analysis, systematic review, or editorial/ commentary; targeted nonpatients (e.g., physicians or other medical staff); or tested a medical device (e.g., new insulin pen) instead of a technology-based educational, selfmanagement solution or tool for monitoring patients' behavior for self-care decision-making.
We initially identified 135 studies. After removing duplicate studies and conducting an initial title and abstract review to apply our inclusion and exclusion criteria outlined above, we identified 26 articles for full-text review. Additional hand review of these articles produced two more articles for consideration, for a total of 28 articles reviewed. Authors CYO and CRL excluded one of these articles because the technology-based solution was not designed specifically for people with diabetes, per se, and was therefore not tested with that user group [8] . These authors then excluded three more articles because the technology-based solution collected and transmitted patient data to providers (i.e., telemonitoring) without offering either a patient-facing component that allowed patients to track self-care or a close-looped system in which patient data was then used to educate or provide patients with self-care support [9] [10] [11] . Author US reconciled discrepancies, resulting in the removal of one additional article that tested the usability of an artificial pancreas built atop the IOS operating system that offered minimal self-care monitoring, education, or support [12] . Thus, a total of 23 articles were included in our narrative synthesis.
Narrative Synthesis
In an effort to bring together the broadest knowledge from a variety of usability testing study designs and methodologies, we analyzed studies using a narrative synthesis approach [13] . This approach is not to be confused with the narrative descriptions that accompany many reviews. Rather, a narrative synthesis is an attempt to systematize the process of analysis when a meta-analysis or a systematic review may not be appropriate because of the range of methodologies in the studies reviewed. Consistent with the narrative synthesis steps proposed by Popay et al. [13] , we conducted (1) a preliminary analysis of the included studies, (2) an exploration of relationships between included studies, and (3) an assessment of the robustness of the synthesis. Due to the exploratory nature of our review, we omitted theory development from our synthesis process [13] . Preliminary synthesis consisted of extracting the descriptive characteristics of the studies in a table and producing a textual summary of the studies employing a specific usability testing design/methodology. When appropriate, a thematic analysis was used to extract themes from the cluster of studies within a given methodological domain. The subsequent narrative results represent the main areas of knowledge available about the types of usability testing methods employed with technology-based diabetes education and behavioral interventions from 2009 to 2013. We conclude with a reflection on our synthesis process and implications for technology-based intervention research in diabetes.
Results
Of the 23 articles included in the final sample (Table 1) , over two thirds were published in the past 2 years (i.e., 2012 or 2013)-indicating an increase in this type of research. Eight of these articles tested web-delivered solutions, 12 tested mobile phone-delivered solutions, and 3 leveraged personal digital assistants (PDAs). Usability testing studies were largely conducted in the USA (n=11), followed by Norway (n=5), the Netherlands (n=3), and Canada (n=2). The remaining usability studies were conducted in Japan, Spain, and the UK. Thirteen studies included adult users with diabetes; six included children/adolescents with diabetes and/or their parents; two included expert reviewers/testers; and two included volunteer testers. Finally, of the studies including users with diabetes (n=19), 10 reported patient characteristics or inclusion criteria beyond age, gender, and diabetes type, duration, and/severity (e.g., HbA1c).
The included articles covered all usability methodologies mentioned above; 16 reported results from usability questionnaires, 13 captured system usage data, 12 used qualitative methods in the form of focus groups or individual interviews, 3 used think aloud, 1 used a cognitive walkthrough, and 1 used a heuristic evaluation. These categories were not mutually exclusive as many studies used a combination of different methodological approaches.
Usability Questionnaire
Over two thirds of the studies included in our review relied on user self-report to assess the usability of a technology-based diabetes self-management solution. Survey-or questionnairebased scoring of usability solicits users' subjective opinion, perceived ease of use and helpfulness, and/or experiences with using a technology-based intervention or application. While studies utilizing this approach differed in terms of what they asked users, common user outcomes were an overall usability score of the system being studied, and satisfaction with and general ease of use of the system/application and/or its feature(s). Most of the 16 usability studies that included surveys relied on homegrown items that mapped onto the solution being tested (n=12) rather than reliable and validate instruments of usability (n=4). Many studies provided only a general discussion of their usability scoring, such as the specific questions asked with the sample mean score for each question. While several studies assessed usability only as users' experience (such as satisfaction or willingness to recommend the technology to someone else), others scored a wider variety of concepts related to functionality and users' acceptability of the system. For example, Britto et al. [14] reported that a patient portal with a diabetes chronic condition-specific page was rated highest for interface pleasantness and likeability, but rated lowest for error messages and clarity of information.
Qualitative Assessment
A qualitative assessment of usability identifies barriers to using a technology-based solution and reasons for nonuse or discontinued use more comprehensively than usability questionnaires. A qualitative assessment can detect unanticipated • The most severe problems had to do with patients being unable to enter their data (e.g., fasting plasma glucose, hypoglycemic events) [15] conducted a qualitative usability evaluation of a web-based diabetes portal. Major themes included users' suggested improvements by differentiating between the most used and well-liked features (e.g., the graphical display of the patient self-monitoring data and the ability to email with providers) and the least used features (e.g., the online library). Moreover, users generated new ideas about additions to the portal, such as an online tutorial to help future users become oriented with the portal's available features and how to use them.
System Usage Data
Usability data captured from an application or what is often referred to as system usage data can complement users' subjective quantitative or qualitative self-reports. By design, applications gather objective data on how often users log in, upload information (e.g., blood glucose values or dietary information), use/view specific features, or are responsive (e.g., replying to a text message). For example, Dick et al. [16] leveraged system-captured usability data to understand how low-income patients with diabetes used a text messaging program. Usability outcomes included the average length of time it took users to respond to each system-generated message, the average number of text messages users sent over the course of the study, and the content of those messages (e.g., medication adherence vs. blood glucose monitoring). The authors also provided a detailed account of who was approached to participate in the study (i.e., characteristics of potential participants, including their prior use of text messaging) and who ultimately participated in the study, allowing for inferences to be made about the generalizability of findings to other, comparable patient populations. To our knowledge, no studies cited agreed-upon standards for reporting system usage data.
Think Aloud (Cognitive Task Analysis)
A much smaller proportion of included studies (n=3) used the think aloud method to assess system/application usability. In a think aloud usability test, participants are asked to use a system/application while continuously thinking out loudthat is, simply verbalizing their thoughts as they move through the user interface at will, or when asked to complete a specific task [17] . This method facilitates understanding how users perceive each feature by observing how and in what order they interact with a system/application. For example, Simon et al. [18] used a think aloud approach to identify patients' barriers to using a web-based patient-guided insulin titration application. They observed patients interacting with the website in a clinic setting or in a more "experimental" location as well as in patients' homes and in doing so identified 17 unique usability concerns that needed to be addressed prior to evaluating the application's effect on patient outcomes.
Cognitive Walkthrough and Heuristic Evaluation
The final two usability testing methods typically involve expert-based as opposed to user-based system/application inspections [7] . A cognitive walkthrough involves evaluating first-time use (without formal training) of the system/application, in which an expert (1) sets a goal to be accomplished, (2) searches for available actions, (3) selects an action or task that seems most relevant, and (4) performs the action and evaluates the entire system/application for making progress toward the original goal [19] . Alternatively, a heuristic evaluation is a more task-free method in which pre-established "rules of thumb" are applied to using a system/application to uncover general issues unrelated to completing a specific action or task [20] . Examples of such heuristics include, but are not limited to, communicating in user's language, minimizing user memory load, consistency, providing user feedback, clearly marked exits and shortcuts, relevant error messages, and achieving expected criteria [21] . A specific example of the latter is from Demidowich et al. [22] who had two experts review 42 diabetes self-management mobile applications (apps) publicly available on the Android platform as of April 2011. Reviewers graded every app on whether it supported self-monitoring of blood glucose, diabetes medication tracking, prandial insulin calculation, data graphing, data sharing and other data tracking, and the usability of each of these features and found that less than 10 % of Android apps comprehensively supported diabetes self-management [22] .
Combining Methodologies
Several included studies combined different usability testing methods to inform fixes and enhancements to the technologybased solution. They are highlighted here to gain a deeper understanding of how usability testing can provide insight into why and how patients choose to engage with a technologydelivered support system/application as part of their everyday lives. The first example is from Nijland et al. [23• •] who conducted a comprehensive usability testing study of their webbased application for diabetes management in the Netherlands. First, this study outlined the recruitment process for their application very clearly, including the number of patients who refused to participate (and their reasons for nonparticipation) as well as detailed information about the final sample who agreed to pilot the application (such as the sample's selfreported health status and level of education). When assessing participants' usage of the application over 2 years, the authors also provided specifics about user engagement, identifying subgroups of continuous users (with both high and low levels of activity) vs. those who discontinued use and specifying the use of each application feature (e.g., glucose uploads, emailing with providers) over time. Finally, the authors assessed qualitative data to understand barriers to both initial adoption and sustained use, such as the lack of interest in engaging with diabetes self-management and the desire for more interactivity within the application.
In a similar way, Froisland et al. [24• ] combined methodologies to provide a more comprehensive view of the usability of their diabetes mobile phone application for adolescents with diabetes. For their qualitative assessments, they conducted in-depth interviews with participants about their experiences using the application. These interviews uncovered important themes about the graphical displays of personalized health information, the sense of increased access to providers, and technical glitches with the software. To complement these findings, they also collected and reported quantitative data on system usability. They used the system usability scale (SUS), which is a validated scale of 10 statements (e.g., "I found this system easy to use" and "I feel very confident in using the system") scored from strongly agree to strongly disagree, resulting in a total sum out of 100 [25, 26] . Froisland and colleagues reported a mean SUS of 73 out of 100 among their adolescent participants.
Finally, Ossebaard et al. [27••] combined qualitative assessments (both interviews and focus groups), think aloud, system usage data, and a usability questionnaire to gain a more complete picture of both the functionality of their technology as well as the patients' perceptions of its usability (i.e., observing them interacting with the system followed by in-depth reflections about their experiences). The authors report detailed scenarios of how users engaged with a diabetes web portal account, such as patterns for how users completed an assigned task and how long it took users to complete it. They also specified how different tasks led to different rates of completion and what proportion of the content verbalized during the think aloud was positive, neutral, and negative across categories of navigation, content, layout, acceptance, satisfaction, and empowerment. In the follow-up interviews and focus groups, the authors were then able to dive deeper into each of these categories to similarly assess the proportion of participants' positive and negative sentiments about using the portal.
Discussion
There is a limited, but growing, body of literature describing usability testing for technology-enabled diabetes selfmanagement education and support. Most studies assessing usability do so with questionnaire items created for the study and to a lesser degree standardized usability instruments. While questionnaires are a potentially useful starting point for understanding users' perceptions of ease of use and satisfaction, users' perceptions may not provide a complete perspective of usability. Specifically, actual user behavior, as measured by system usage, and think aloud, in which users report their understanding/interpretation of each feature/step in use, may provide a more detailed account of users' behavior and understanding, respectively, than usability or satisfaction questionnaires. Qualitative studies provided additional insights by soliciting participant ideas to improve usability and identifying unanticipated usability challenges. Notably, both qualitative and think aloud methods identified more usability problems with a system/application and user concerns than usability questionnaires alone ( Table 2) .
Our findings are consistent with a recent review of provider-facing usability testing studies conducted by Yen and Bakken [28] , such as the call for a more systematic approach to reporting users' experiences and the benefit of combining several complementary usability methodologies. Similarly, our findings are consistent with a broader review article by LeRouge and Wickramasinghe that found that virtually no user-centered design studies of diabetes technologies reported on methods used across the entire development spectrum, from planning/feasibility to postrelease [4] . Taken together, these suggest that an overarching framework for user engagement, from design through development to implementation and evaluation, is needed. Such a framework should include standard and validated metrics for distinct aspects of the user experience.
The research using usability questionnaires suggests a need to develop and implement standardized instruments to measure usability across a range of domains. Studies should report norms such that scores can be interpreted across different types of technology-delivered interventions. In particular, existing usability scales such as the SUS [25, 26] or Computer Usability Satisfaction Questionnaire (CUSQ) [29] may not provide sufficient context for understanding which aspects of a solution are functional and/or accessible and which are less useable. Alternatively, system usage data provides more objective feedback about usability, in that, regardless of perceptions, lack of use likely indicates poor usability. The difficulty lies in determining appropriate thresholds for what would constitute "good" or desired system usage. As an example, if a participant takes 3 days to respond to a text message, but responds to each and every message, it is unclear how to interpret usage vis-à-vis usability. Moreover, longterm usage of a technology-as opposed to a pilot trial that is only a few weeks long-provides more indication of sustained patient engagement; yet, it is difficult to conduct lengthy trials in order to report on ongoing use. Finally, expert evaluation such as cognitive walkthrough and heuristic evaluation detected errors of omission, in that experts will be actively seeking relevant features and content that are needed for diabetes self-management-which patients themselves may not be aware of. Therefore, combining these diverse techniques can leverage the strengths and weaknesses of each method and provide more nuanced insight into why and how patients use a technology-delivered intervention, as evidenced in the highlighted studies in our review.
In almost half of the studies included in this review, the authors did not report on detailed characteristics of their participant population, such as educational attainment, health literacy, or self-reported technical knowledge. This can be problematic for disseminating these solutions to larger patient populations, especially if all or most of the participants involved in usability testing had high levels of technical savviness. It is unclear whether the usability of such technologies would then be generalizable to other patient populations. Furthermore, among the studies that did report some specific information about their participants, there is room for increasing the diversity of the participants involved in usability testing. For example, there is a need to understand how those with limited health literacy or lower technical skills interact with the technologyand methods to evaluate new technologies across health literacy levels exist [30, 31] . This is essential, as there is evidence of a digital divide by health literacy [32, 33] and by socioeconomic status in the USA, particularly among older Americans who are more likely to have type 2 diabetes [34] . There is also a growing literature to suggest that diabetes patients from racial/ethnic minority groups are less likely to engage with health technology, even among those who are already existing computer and Internet users [35, 36] . This may suggest that diverse patients need to be more involved in the early design and testing of technology to ensure that the content and format are relevant to broader populations-an area in which usability testing could be particularly impactful. Purposive recruitment by health literacy level and self-reported technical skills are initial strategies to increase the diverse of usability testing participants.
While we conducted a thorough literature review, we were unable to include papers not written in English. Because methods were dissimilar, we were unable to perform a systematic review of all the included articles.
Conclusions
We conclude that each usability testing method confers a distinct advantage. While all technology-delivered interventions should investigate and report on usability, it is critical to Britto et al. [14] Participants had trouble understanding terms such as "pathology report" and abbreviations such as "Fe" Information overload Britto et al. [14] Participants reported that information provided on the portal was too detailed and complex Poor user-friendliness of web application Nijland et al. [23••] Participants forgot to use the Web application due to lack of a reminder feature, were unaware of system features, and reported that the application could be more interactive Redundancies in layout, functionality, and content
Ossebaard et al. [27••] Participants reported double links and overlapping information Difficulty entering data Simon et al. [18] Participants had trouble figuring out the correct way to enter data, such as not knowing to use a comma instead of a period as a decimal mark Time consuming to access information Urowitz et al. [15] Providers reported that manual data entry made accessing patient information time consuming and expressed concern that using the portal would decrease time spent with patients Mislabeling of site functions Zayas-Caban et al. [40] Users reported that website tab labels did not always correspond to their anticipated functionality Participants reported it being cumbersome to enter a code and log into an Internet-based SMS system on their mobile phones Message content error Osborn and Mulvaney [48] Participants encountered system problems, including the receipt of text messages indicating to respond with "FalseYes" or "FalseNo" Inability to edit data Tatara et al. [51] Participants reported not being able to edit records that had been saved by mistake Risk of data loss Vuong et al. [52] Participants reported that data was lost when the mobile battery ran low Openness to data error Vuong et al. [52] Due to a lack of methods to prevent erroneous data entry: participants reported that empty and out-of-range glucose values were entered into the interface perform a robust usability evaluation using combination of methodologies in order to achieve a comprehensive assessment, which would ideally follow an iterative user-centered design process. We believe the field of user engagement, across all phases from design through evaluation, could benefit from a standardized approach and validated metrics for prespecified and distinct aspects of the user experience. We advocate for routine inclusion of open-ended inquiry and qualitative analysis to identify unanticipated user concerns.
