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1 Introduction
This article is the first of two articles in which we give a Lie-algebraic classifi-
cation of equations of the form
ut = F (t, x, u, u1, u2)u3 +G(t, x, u, u1, u2) (1.1)
which admit non-trivial Lie point symmetries. Here F and G are arbitrary
smooth functions of their arguments, F 6= 0 and we use the notation u1 =
ux, u2 = uxx, u3 = uxxx. This paper continues the application of the methods
developed and applied in [1, 2, 3, 4, 5, 6], and is a sequel to [4]. Within the
class of equations (1.1) are the Korteweg-de Vries (KdV) equation
ut = u3 + uu1; (1.2)
the modified KdV equation
ut = u3 + u
2u1; (1.3)
the cylindrical KdV equation
ut = u3 + uu1 −
1
2t
u; (1.4)
the Harry-Dym equation
ut = u
3u3; (1.5)
as well as the variable coefficient Korteweg-de Vries (vcKdV) equation
ut = f(t, x)u3 + g(t, x)uu1 (1.6)
with f 6= 0, g 6= 0. The symmetries and integrability properties of equation
(1.6) were studied in [8, 9].
In the present article we give a classification of the different types of equation
(1.1) for all semi-simple Lie algebras and their semi-direct sum or direct sum
extensions. In Part II (the second article) [7] we classify evolution equations of
the form (1.1) which admit solvable Lie algebras up to and including dimension
five. At this stage we obtain equations in which the only free parameters are
constants (as opposed to functions) and then the calculation of the maximal
symmetry algebras of the equations is possible using the standard Lie-algorithm
for point-symmetries.
In [4], our method of classification was applied to equations of the form
ut = u3 +G(t, x, u, u1, u2) (1.7)
which is just equation (1.1) with F = 1. Here we allow F to be an arbitrary
smooth function (other than the zero function). In particular, in Ref. [4],
among others, it was shown that how Eqs. (1.2), (1.3) and (1.4) which is
within the class of (1.7) can be recovered from the representative equations
of the equivalence classes by changes of point transformations. Eq. (1.5),
which is outside of the class (1.7), is known to be integrable and has an infinite
hierarchy of generalized symmetries, and therefore admits a recursion operator
3
[10]. Moreover, it allows a Lax and Hamiltonian formulation. We note that
its point symmetry group is the direct sum of a realization of the Lie algebra
sl(2,R) with a 2-dimensional non-abelian Lie algebra, and we shall see how it
occurs in our classification.
The ideas we exploit and to some extent refine are described in [1] and are
given more fully in [2]. The mechanism behind our approach is a combination
of the usual Lie-algorithm for finding point symmetries of partial differential
equations and the equivalence group of the class of equations under study. Here
we give a re´sume´ of the steps involved, and we refer the reader to Ref. [2] for
details.
The first step is to establish the conditions for a vector field
X = a(t, x, u)∂t + b(t, x, u)∂x + c(t, x, u)∂u
to be a symmetry operator for equation (1.1). This gives us the determining
equations for the coefficients a(t, x, u), b(t, x, u), c(t, x, u). In general, these
equations are not solvable explicitly since the functions F (t, x, u, u1, u2) and
G(t, x, u, u1, u2) are allowed to be arbitrary.
Our other ingredient is the equivalence group of equation (1.1). This is the
group of invertible point transformations which leave invariant the form of the
equation. The equivalence group is used to find canonical forms for vector fields
which are symmetry operators for the given type of equation. This is the same
as linearizing a vector field using diffeomorphisms, but with the difference that
the diffeomorphisms allowed belong to a smaller group.
The third part of our calculations involve finding canonical representations
for Lie algebras within the class of symmetry operators admitted by the equa-
tion. This procedure consists in choosing a canonical representation for one of
the operators of the Lie algebra basis and then invoking the commutation rela-
tions of the Lie algebra to obtain a form for another of the basis operators. A
canonical form for this second operator is found using those transformations of
the equivalence group which preserve the (canonical form of the) first operator.
Here we exploit the so-called residual equivalence group of a given set of vector
fields 〈Q1, . . . , Qk〉: this is just the subgroup of the full equivalence group of
equation (1.1) which preserves the form of each of the operators Q1, . . . , Qk.
This procedure is then continued for all the other basis operators of the Lie
algebra. Having done this, we are able to calculate the corresponding func-
tions F and G and this gives us canonical forms for evolution equations of the
given type which admit a given Lie algebra as a symmetry algebra. One may
think of this method as a systematic way of introducing ansatzes for the forms
of the nonlinearities F and G in order to solve the defining equations for the
symmetry operator.
Our article is organized as follows: In sections 2 and 3 we present the
basic definitions of equivalence group and symmetry and we give a character-
ization of symmetries of equation (1.1) using equivalence groups and we give
the determining equations for a symmetry vector field as well as calculating
the equivalence group of equation (1.1) (in fact, we show that the equivalence
transformations for a general evolution equation in (1 + 1)-time-space must be
such that the generator of time translations must be a function of the time t
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only). Although this result is known (see [11], [12]) we give a self-contained
proof and improve slightly the statement of the result given in [11], [12]. Most
of this material is standard knowledge but we present it here from our point of
view.
In section 4 we look at admissible abelian symmetry algebras and we show
that any equation of the form (1.1) which admits an abelian symmetry algebra
which is of dimension 4, or a rank-one realization of an abelian Lie algebra of
dimension 3, is linearizable (equivalent under an equivalence transformation to
a linear equation). In fact, we generalize this slightly in Part II to show that if
our equation admits a rank-one realization of a three-dimensional solvable Lie
algebra then it is linearizable.
In section 5 we give a detailed discussion of our results for the two semi-
simple Lie algebras sl(2,R) and so(3). In particular, we give a detailed account
of the classification of the representations of the algebra sl(2,R) (a sketch of
this proof was given in [2]), partly just to establish the result and partly to
illustrate how our method works.
In section 6 we give a new approach to finding the equations which ad-
mit semi-direct sum extensions of semi-simple Lie algebras by solvable Lie al-
gebras. The method used in [2] for classifying equations which admit semi-
direct sums of semi-simple and solvable Lie algebras consists in finding the
maximal symmetry algebras of the equations which admit semi-simple Lie
algebras as symmetries. This is possible because the equations of the form
ut = F (t, x, u, u1)u2 +G(t, x, u, u1) which are invariant under semi-simple Lie
algebras contain only arbitrary functions of one variable. For our present equa-
tion (1.1) this approach is far too complicated to exploit since the arbitrary
functions are functions of two variables, and so the usual Lie-algorithm is ex-
tremely difficult to apply. Our solution to this problem is to use the represen-
tation theory of semi-simple Lie algebras acting on solvable Lie algebras. As a
result we are able to identify the maximal symmetry algebras of the equations
obtained without using the Lie algorithm directly on the equations. However,
it should be pointed out that the Lie-algorithm is built into our calculations
since our different realizations are admissible in that they satisfy the conditions
given in Proposition 3.1.
Finally, in section 7 we list the equations which admit extensions of sl(2,R)
by solvable Lie algebras, as symmetry algebras.
2 Equivalence group and symmetries of (1.1).
By definition, the equivalence group of (1.1) is the group of transformations
preserving the form of (1.1). This is given in the following definition.
Definition 2.1 The equivalence group of equation (1.1) is the group of smooth
transformations (t, x, u, u1, . . . , un) → (t
′, x′, u′, u′1, . . . , u
′
n) preserving the con-
tact structure which map the n-th order evolution equation
ut = F (t, x, u, u1, . . . , un)
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to the n-th order evolution equation
u′t′ = F˜ (t
′, x′, u′, u′1, . . . , u
′
n),
where F and F˜ are smooth functions of their arguments satisfying Fun 6= 0 and
F˜u′n 6= 0. Note that we also have u
′
1 = u
′
x′ , u
′
2 = u
′
x′x′ , . . . .
Transformations preserving the contact structure are known as tangent
transformations and it is known (see [24]) that such transformations are pro-
longations of point transformations (t, x, u1, . . . , um) → (t′, x′, u′1, . . . , u′m) (if
the number of dependent functions m is greater than one) or prolongations
of contact transformations (t, x, u, p, q) → (t′, x′, u′, p′, q′) (if there is only one
dependent function), where p = ut, q = u1. Here, prolongation refers to ex-
tending the transformations to higher derivatives of the dependent functions.
Although we use only prolongations of point transformations our classification,
we give the general result on contact transformations preserving the form of
equation (1.1) for the sake of completeness.
Theorem 2.1 Any invertible contact transformation
(t, x, u, p, q)→ (t′, x′, u′, p′, q′)
with p = ut, q = u1 and p
′ = u′t′ , q
′ = u′x′, preserving the form of an evolution
equation of order n
u0 = F (t, x, u, u1, . . . , un),
with n ≥ 2, is such that t′ = T (t) with T˙ (t) 6= 0. Then the contact transforma-
tion has the form
t′ = T (t), x′ = −Wq(t, x, u, q),
u′ =W (t, x, u, q)− qWq(t, x, u, q),
p′ = −pT˙ (t) + pWu(t, x, u, q) +Wt(t, x, u, q),
q′ =Wx(t, x, u, q) + qWu(t, x, u, q)
for some smooth function W .
The proof consists in showing that if we do not have Tx(t, x, u) = Tu(t, x, u) = 0
then the right-hand side of the equation will contain mixed spatial and temporal
derivatives, and we give the proof in the appendix. As a corollary we have the
following result:
Corollary 2.1 The equivalence group E of point transformations (t, x, u) →
(t′, x′, u′), of equation (1.1) is given by invertible smooth transformations of the
form
t′ = T (t), x′ = X(t, x, u), u′ = U(t, x, u). (2.1)
An alternative proof of Corollary 2.1 can be found in the references ([11], [12]).
We now recall the definition of symmetries:
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Definition 2.2 A point symmetry of the evolution equation
ut = F (t, x, u, u1, . . . , un). (2.2)
is a transformation (t, x, u)→ (t′, x′, u′) so that
u′t′ = F (t
′, x′, u′, u′1, . . . , u
′
n).
One can define contact symmetries in the same way. Then we come to infinites-
imal symmetries, defined by vector fields:
Definition 2.3 The smooth vector field
Q = a(t, x, u)∂t + b(t, x, u)∂x + c(t, x, u)∂u
defines an infinitesimal point symmetry of equation (2.2) if the local flow Φ(ǫ)
(with ǫ in some neighbourhood of 0) of Q defines an invertible (locally) point
transformation (t, x, u) → (t′, x′, u′) which is a symmetry of (2.2) in the sense
of Definition 2.2.
Theorem 2.2 A smooth vector field Q which defines an infinitesimal point
symmetry of equation (2.2) for n ≥ 2, has the form
Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u,
where a(t), b(t, x, u), c(t, x, u) are smooth functions of their arguments.
Proof: Note that the local flow Φ(ǫ) is a local one-parameter family of trans-
formations in E since it maps an evolution equation to an evolution equation.
Then, if (t′(ǫ), x′(ǫ), u′(ǫ)) denotes the action of Φ(ǫ) on (t, x, u), we have for
n ≥ 2 and sufficiently small ǫ
t′(ǫ) = t+ ǫa(t) + o(ǫ2)
x′(ǫ) = x+ ǫb(t, x, u) + o(ǫ2)
u′(ǫ) = u+ ǫc(t, x, u) + o(ǫ2),
for some smooth functions a(t), b(t, x, u), c(t, x, u), since Φ(0) = id and because
t′(ǫ) is independent of (x, u), that is t′(ǫ) = T (t, ǫ) for some T (t, ǫ) depending
smoothly on (t, ǫ), according to Theorem 2.1. From this it follows that
Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u.
An alternative proof of this result can be found in ([13]).
Remark 2.1 It is clear from Theorem 2.1 that any infinitesimal contact sym-
metry of equation (1.1) is of the form
Q = a(t)∂t+ b(t, x, u, q)∂x + c(t, x, u, q)∂u+ τ0(t, x, u, p, q)∂p + τ1(t, x, u, p, q)∂q ,
with p = ut, q = u1 and where
b(t, x, u, q) = −wq(t, x, u, q), c(t, x, u, q) = w(t, x, u, q) − qwq(t, x, u, q),
τ0 = −pa˙(t) + wt(t, x, u, q) + pwu(t, x, u, q), τ1 = wx(t, x, u, q) + qwq(t, x, u, q)
for some (smooth) functions w(t, x, u, q) and a(t).
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The importance of the equivalence group E of equation (1.1) lies in the
possibility of linearizing vector fields of the form Q = a(t)∂t + b(t, x, u)∂x +
c(t, x, u)∂u. This is how canonical forms of vector fields (differential operators)
are obtained. The fundamental result is the following:
Theorem 2.3 A vector field
Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u
can be transformed by transformations of the form (2.1) into one of the following
canonical forms:
Q = ∂t, Q = ∂x. (2.3)
Proof: Any operator
Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u
is transformed by our allowed transformations into Q′ = Q(T )∂t′ +Q(X)∂x′ +
Q(U)∂u′ . If a 6= 0 then we choose T (t) so that Q(T ) = a(t)T˙ (t) = 1 (at least
locally). We choose X and U to be each of any two independent integrals of the
PDE Q(Y ) = 0. This the gives the canonical form Q = ∂t in some coordinate
system.
If we now have a(t) = 0 then Q is transformed into Q′ = Q(X)∂x′+Q(U)∂u′ .
We then choose X,U so that Q(X) = 1, Q(U) = 0. This gives us the canonical
form Q = ∂x in some coordinate system.
Remark 2.2 It is sometimes useful to use the fact that t′ = t, x′ = u, u′ = x
is an equivalence transformation preserving the form of equation (1.1), and it
gives us the following transformations of derivatives:
∂t → ∂t, ∂x → ∂u, ∂u → ∂x,
so that one can reformulate Theorem 2.3 as:
Theorem 2.4 A vector field
Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u
can be transformed by transformations of the form (2.1) into one of the following
canonical forms:
Q = ∂t, Q = ∂u. (2.4)
Another useful concept is that of residual equivalence group of a set of vector
fields 〈Q1, . . . , Qk〉.
Definition 2.4 The residual equivalence group E(Q1, . . . , Qk) of a given set
of vector fields 〈Q1, . . . , Qk〉 is the subgroup of E which leaves invariant in form
each of the vector fields Q1, . . . , Qk.
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As an example of this, consider Q = ∂t. Then E(∂t) is the set of all trans-
formations t′ = T (t), X(t, x, u), u′ = U(t, x, u) of E which leave ∂t invariant in
form, soQ = ∂t is mapped toQ
′ = ∂t′ . SinceQ
′ = Q(T )∂t′+Q(X)∂x′+Q(U)∂u′ ,
then we must have Q(T ) = 1, Q(X) = Q(U) = 0, so that X = X(x, u), U =
U(x, u) and T (t) = t+ l where l is an arbitrary constant. Thus E(∂t) consists
of all invertible transformations of E with t′ = t+ l, x′ = X(x, u), u′ = U(x, u)
where l is an arbitrary constant. It is easy to see that E(∂t, ∂x) is then the set
of all invertible transformations of the form t′ = t+ l, x′ = x+X(u), u′ = U(u)
with l being an arbitrary constant, X(u) being an arbitrary function and U(u)
being an arbitrary function satisfying U ′(u) 6= 0.
Finally, we come to the rank of a realization:
Definition 2.5 A realization of a Lie algebra g with a basis 〈e1, . . . , en〉 is a
Lie algebra isomorphism of 〈e1, . . . , en〉 to a set of vector fields 〈Q1, . . . , Qn〉
such that Qi is the image of ei for i = 1, . . . , n.
The rank of this realization is the smallest positive integer r = rank 〈Q1, . . . , Qn〉
for which all r + 1-fold products Qi1 ∧ . . . Qir+1 = 0.
As an example, both 〈∂t, ∂x, ∂u〉 and 〈∂x, u∂x, u
2∂x〉 are realizations of a three-
dimensional abelian Lie algebra g = 〈e1, e2, e3〉. But rank 〈∂t, ∂x, ∂u〉 = 3 while
rank 〈∂x, u∂x, u
2∂x〉 = 1.
Remark 2.3 Rank is invariant under (local) diffeomorphisms, since for a (lo-
cal) diffeomorphism Φ we have Φ∗(Q1∧Q2∧· · ·∧Qk) = Φ∗Q1∧Φ∗Q2∧· · ·∧Φ∗Qk
where Φ∗ is the induced mapping on sections of the tangent bundle.
3 The symmetry condition.
Having given the basic definitions and results, we now come to the conditions
on the coefficients of the vector field Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u in
order for it to be a symmetry of equation (1.1).
In order to implement the symmetry algorithm we need to calculate the
third order prolongation pr(3)Q of the vector field Q = a(t)∂t + b(t, x, u)∂x +
c(t, x, u)∂u to the third-order jet space J
3(R2,R) which has local coordinates
(t, x, u, ut, ux, utt, utx, uxx, uttt, uttx, utxx, uxxx).
For a general vector field Q = ξ0(t, x, u)∂t + ξ
1(t, x, u)∂x + η(t, x, u)∂u, we
define the characteristic function Σ = η − utξ
0 − u1ξ
1. Then we may express
the prolongation pr(3)Q as
pr(3)Q = Q+ τµ∂uµ + τµ1µ2∂uµ1µ2 + τµ1µ2µ3∂uµ1µ2µ3 , (3.1)
where µ, µi = 0, 1 and u0 = ut, u1 = ux, u00 = utt, u01 = utx . . . , and we sum
over repeated indices. The coefficients τµ, . . . are given by
τµ = DµΣ+Dµ(uν)ξ
ν ,
τµ1µ2 = Dµ1µ2Σ+Dµ1µ2(uν)ξ
ν ,
τµ1µ2µ3 = Dµ1µ2µ3Σ+Dµ1µ2µ3(uν)ξ
ν ,
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with Dµ denoting the total derivative with respect to x
µ for x0 = t, x1 = x,
and where we have Dµ1µ2 = Dµ1Dµ2 , Dµ1µ2µ3 = Dµ1Dµ2Dµ3 . Here Dx and
Dt denote the total space and time derivatives. Then the vector field Q is a
symmetry of (1.1) precisely when its third-order prolongation (3.1) annihilates
equation (1.1) on its solution manifold, that is we have
pr(3)Q(∆)
∣∣∣
∆=0
= 0, ∆ = ut − Fu3 −G, (3.2)
namely
τ0− [Q(F )+ τ1Fu1 + τ11Fu2 ]u3− τ111F −Q(G)− τ1Gu1 − τ11Gu2
∣∣∣
ut=Fu3+G
= 0.
(3.3)
We equate coefficients of linearly independent terms in the invariance condition
(3.3) to zero and this gives an overdetermined system of linear PDEs (the
determining equations). Solving this system we obtain the following assertion.
Proposition 3.1 The symmetry group of the nonlinear equation (1.1) for ar-
bitrary (fixed) functions F and G is generated by the vector field
Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u (3.4)
where the functions a, b and c satisfy the determining equations
F (−at + 3u1 bu + 3 bx) + [u1(bxx − 2cxu) + u
2
1(2bxu − cuu) + u
3
1buu+
u2(2bx − cu) + 3u1u2bu − cxx]Fu2+
[u21 bu + u1(bx − cu)− cx]Fu1 − c Fu − aFt − b Fx = 0,
(3.5a)
and
G (−at − u1 bu + cu)− u1 bt + ct+
F [u1(bxxx − 3cxxu) + 3u
2
1(bxxu − cxuu) + u
3
1(3bxuu − cuuu) + u
4
1buuu+
3u2(bxx − cxu) + 3u1u2(3bxu − cuu) + 6u
2
1u2buu + 3u
2
2bu − cxxx]+
[u1(bxx − 2cxu) + u
2
1(2bxu − cuu) + u
3
1buu + u2(2bx − cu) + 3u1u2bu − cxx]Gu2+
[u1(bx − cu) + u
2
1bu − cx]Gu1 − cGu − aGt − bGx = 0.
(3.5b)
Here the dot over a symbol stands for time derivative.
We do not require that (3.5) should be satisfied for all possible choices of F, G
(which is possible only when the symmetry group is the trivial group consisting
of the identity transformation). Our approach is to find all (locally smooth)
functions F,G for which the equation (1.1) admits non-trivial symmetry groups.
To achieve this, we first find canonical forms for the realizations of given Lie
algebras and then find those F and G which make the Lie algebras into symme-
try algebras of the equation (1.1). In carrying out this programme we exploit
the classification of semi-simple Lie algebras and the results on the classifica-
tion of low-dimensional solvable Lie algebras obtained mostly in late sixties
[15, 16, 17, 18, 19, 20, 21].
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4 Abelian algebras as symmetries.
We first deal with abelian algebras A of dimension dimA = k with A =
〈Q1, . . . , Qk〉, and we give some details of the calculations involved in order to
show how our apparatus works. First we note that since each of the vector fields
Qi is of the form Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u, then rankA ≤ 3. Fur-
ther, we note that if A = 〈Q1, . . . , Qk〉 and rankA = 1, then either dimA = 1
or each Qi must be of the form Qi = ci(t, x)∂u with Q1 = ∂u in canonical form,
if dimA ≥ 2 (note that ci(t, x) is independent of u by commutativity). This is
so because if we take Q1 = ∂t then Q2 = a(t)∂t, and commutativity then gives
a = constant, contradicting dimA ≥ 2. We present our results in the form of a
theorem:
Theorem 4.1 All inequivalent, admissible Lie algebras of vector fields of the
form Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u are given as follows:
A = 〈∂t〉, A = 〈∂u〉 (dimA = 1)
A = 〈∂t, ∂u〉, A = 〈∂x, ∂u〉, A = 〈∂u, x∂u〉 (dimA = 2)
A = 〈∂t, ∂x, ∂u〉, A = 〈∂t, ∂u, x∂u〉, A = 〈∂u, x∂u, c(t, x)∂u〉, cxx 6= 0 (dimA = 3)
A = 〈∂t, ∂u, x∂u, c(x)∂u〉, c
′′(x) 6= 0 (dimA = 4)
A = 〈∂u, x∂u, c(t, x)∂u, q1(t, x)∂u, . . . , qk(t, x)∂u〉 cxx 6= 0, (q1)xx 6= 0, . . . , (qk)xx 6= 0.
Proof: First, we note that there are only two inequivalent forms for one-
dimensional abelian Lie algebras: A = 〈∂t〉 and A = 〈∂u〉 as noted in Theorem
2.4.
Now we take dimA = 2. We have A = 〈Q1, Q2〉. If rankA = 1 then by the
above remarks, we take Q1 = ∂u and Q2 = c(t, x)∂u. The residual equivalence
group E(∂x) is given by invertible transformations of the form t
′ = T (t), x′ =
X(t, x), u′ = u+ U(t, x) with T˙ (t) 6= 0, Xx 6= 0. Under such a transformation
Q2 is mapped to Q
′
2 = c(t, x)∂u′ . If cx 6= 0 we may take X(t, x) = c(t, x) so
that the Q′2 = x
′∂u′ and then we have A = 〈∂u, x∂u〉 in canonical form. If
cx = 0 then c(t, x) = c(t). Substituting ∂u and c(t)∂u into the equation for G
we find Gu = 0, c˙(t) = 0 so c(t) is a constant and thus dimA = 1 which is a
contradiction, so we have no admissible canonical form in this case.
If dimA = 2, rankA = 2 then we may take Q1 = ∂t or Q1 = ∂x. If
Q1 = ∂t then, by commutativity and the fact that Q1, Q2 is a basis for A,
we may take Q2 = b(x, u)∂x + c(x, u)∂u. The residual equivalence group E(∂t)
consists of invertible transformations of the form t′ = t+ l, x′ = X(x, u), u′ =
U(x, u), with l = constant. Under such a transformation Q2 is mapped to Q
′
2 =
Q2(X)∂x′+Q2(U)∂u′ . We can always chooseX, U so thatQ2(U) = 1, Q2(X) =
0 (and then X(x, u), U(x, u) are functionally independent). Thus we have the
canonical form A = 〈∂t, ∂u〉. If we take Q1 = ∂u, then we have Q2 = a(t)∂t +
b(t, x)∂x+c(t, x)∂u, and clearly a(t) 6= 0 or b(t, x) 6= 0 because rankA = 2. The
residual equivalence group E(∂u) is the group of transformations t
′ = T (t), x′ =
X(t, x), u′ = u+ U(t, x) with T˙ (t) 6= 0, Xx 6= 0. Under such a transformation,
Q2 is mapped to Q
′
2 = a(t)T˙ (t)∂t′ + [a(t)Xt(t, u) + b(t, x)Xx]∂x′ + [a(t)Ut +
b(t, x)u1 + c(t, x)]∂u′ . If a(t) 6= 0 we may choose T (t), X(t, x), U(t, x) so that
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a(t)T˙ (t) = 1, a(t)Xt(t, u) + b(t, x)Xx = 0, a(t)Ut + b(t, x)u1 + c(t, x) = 0.
Then we may take Q1 = ∂u, Q2 = ∂t. If, however, a(t) = 0, then Q2 =
b(t, x)∂x + c(t, x)∂u and we then have b(t, x) 6= 0 since we have rankA = 2.
Then Q′2 = b(t, x)Xx∂x′ + [c(t, x) + b(t, x)u1∂u′ and because b(t, x) 6= 0 we may
choose U(t, x), X(t, x) so that b(t, x)u1 + c(t, x) = 0, b(t, x)Xx = 1 and this
gives Q′2 = ∂x′ , so we have the canonical form A = 〈∂u, ∂x〉. Hence there are
the following admissible, canonical forms for dimA = 2:
A = 〈∂u, x∂u〉, A = 〈∂t, ∂u〉, A = 〈∂x, ∂u〉.
For dimA = 3 we have A = 〈Q1, Q2, Q3〉. If rankA = 1 then we may
take Q1 = ∂u, Q2 = x∂u by the previous argument for dimA = 2. We then
have Q3 = c(t, x)∂u with cxx 6= 0. For if cxx = 0 we have c(t, x) = α(t)x +
β(t). Then substituting ∂u, x∂u, [α(t)x + β(t)]∂u into the equation for G we
obtain α˙(t)x + β˙(t) = 0, after substituting into the equation for G, and this
is possible only for constant α(t), β(t). But this means that Q3 is a constant
linear combination of Q1, and Q2, contradicting dimA = 3. So, cxx(t, x) 6= 0.
For A = 〈∂u, x∂u, c(t, x)∂u〉 as a symmetry algebra we find the following form
for the evolution equation:
ut = f(t, x)u3 +
ct(t, x)− cxxx(t, x)f(t, x)
cxx
u2 + g(t, x)
with f(t, x) 6= 0. Thus, the evolution equation is quasi-linear (that is, linear in
u and its derivatives)
We now come to dimA = 3, rankA = 2. If we take Q1 = ∂t then we may
take Q2 = ∂u since 〈Q1, Q2〉 is a two-dimensional abelian subalgebra of A, and
there is only one type of two-dimensional abelian algebra containing ∂t as we
have seen. Then we have Q3 = a∂t+ b(x)∂x+ c(x)∂u with a = constant and so
we may clearly take Q3 = b(x)∂x + c(x)∂u. The requirement that rankA = 2
then gives b(x) = 0 and we find that Q3 = c(x)∂u. Obviously, c
′(x) 6= 0 since
we must have dimA = 3. Now, the residual equivalence group E(∂t, ∂u) is
given by transformations of the form t′ = t + l, x′ = X(x), u′ = u + U(x)
with X ′(x) 6= 0. We see that under such a transformation, Q3 = c(x)∂u is
transformed to Q′3 = c(x)∂u′ and we may take c(x) = X(x) giving Q
′
3 = x
′∂u′ ,
so we find the canonical form A = 〈∂t, ∂u, x∂u〉. If Q1 = ∂u, then we may take
Q2 = ∂t or Q2 = ∂x if Q1 ∧ Q2 6= 0. If Q2 = ∂t then Q3 = x∂u as before.
If Q2 = ∂x then Q3 = b(t)∂x + c(t)∂u because rankA = 2. However, putting
Q1 = ∂u, Q2 = ∂x, Q3 = b(t)∂x + c(t)∂u into the equation for G, we obtain
c˙(t) − b˙(t)u1 = 0, which means that c˙(t) = b˙(t) = 0 and hence Q3 is a linear
combination of Q1 and Q2, which is a contradiction. Thus we cannot have
Q2 = ∂x in this case. If Q1 ∧Q2 = 0 then Q2 = c(t, x)∂u, and since 〈Q1, Q2〉 is
a two-dimensional subalgebra of A = 〈Q1, Q2, Q3〉 then we know from the above
that we may take Q2 = x∂u. This then gives us Q3 = ∂t in canonical form.
Hence we have only the case A = 〈∂t, ∂u, x∂u〉 when dimA = 3, rankA = 2.
Now consider the case dimA = 3, rankA = 3. We have A = 〈Q1, Q2, Q3〉
and Qi = ai(t)∂t+bi(t, x, u)∂x+ci(t, x, u)∂u for i = 1, 2, 3. Since Q1∧Q2∧Q3 6=
0 at least one of the coefficients ai(t) must be different from zero. So, assume
a1(t) 6= 0. In this case, we may take Q1 = ∂t in canonical form, according
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to Theorem 2.3. Then we must have Qi = ai∂t + bi(x, u)∂x + ci(x, u)∂u for
i = 2, 3 and we may take ai = 0 in these cases because of linear independence
of Q1, Q2, Q3. Hence Q2 = b2(x, u)∂x + c2(x, u)∂u and Q3 = b3(x, u)∂x +
c3(x, u)∂u. Consequently we may, by Theorem 2.3 take Q2 = ∂x. Finally,
this means that Q3 = b3(u)∂x + c3(u)∂u by commutativity, and c3(u) 6= 0
because Q1 ∧ Q2 ∧ Q3 6= 0. The residual equivalence group E(∂t, ∂x) is given
by transformations of the form t′ = t + l, x′ = x + Y (u), u′ = U(u) with
U ′(u) 6= 0. Under such a transformation, Q3 is transformed to Q
′
3 = [b3(u) +
c3(u)Y
′(u)]∂x′ + c3(u)U
′(u)∂u′ . because c3(u) 6= 0 then we may choose Y (u) so
that b3(u) + c3(u)Y
′(u) = 0 and we may choose U(u) so that c3(u)U
′(u) = 1
and so we may take Q3 = ∂u in canonical form. Consequently we have only
one canonical form A = 〈∂t, ∂x, ∂u〉 for an abelian Lie algebra with dimA =
3, rankA = 3.
Finally we come to dimA ≥ 4. If rankA = 3 then we may take Q1 =
∂t, Q2 = ∂x, Q3 = ∂u. For any other symmetry vector field Q = a(t)∂t +
b(t, x, u)∂x + c(t, x, u)∂u the coefficients must be constants, so that Q will be a
constant linear combination of Q1, Q2, Q3, contradicting dimA ≥ 4. So there
are no admissible abelian Lie algebras A with dimA ≥ 4, rankA = 3.
For dimA = 4, rankA = 2 we may take Q1 = ∂t, Q2 = ∂u, Q3 = x∂u, and
for Q4 we take Q4 = c(x)∂u because A is abelian and rankA = 2. Further
c′′(x) 6= 0, for otherwise Q4 would be a constant linear combination of Q2 and
Q3, contradicting dimA = 4. Thus we have A = 〈∂t, ∂u, x∂u, c(x)∂u〉 with
c′′(x) 6= 0. This symmetry algebra gives us the following evolution equation:
ut = f(x)u3 −
c(3)(x)f(x)
c(2)(x)
u2 + g(x)
with f(x) 6= 0. Again, the evolution equation is quasi-linear.
For dimA ≥ 5, rankA = 2 we find that any additional symmetry operator
Q must be of the form Q = q(x)∂u with q
′′(x) 6= 0 and, substituting the vector
fields a symmetries in the equations for F and G, we must also have
c(3)(x)
c(2)(x)
=
q(3)(x)
q(2)(x)
.
From this it follows that
q(2)(x)
c(2)(x)
= C for some constant C. Hence q(2)(x) =
Cc(2)(x) from which it follows that q(u) = Cc(x) + C1x+ C2 and then q(x)∂u
is a constant linear combination of ∂x, x∂u, c(x)∂u, and therefore we have no
admissible abelian Lie algebras A with dimA ≥ 5, rankA = 2.
For dimA ≥ 4, rankA = 1, arguments similar to those for dimA =
3, rankA = 1 give us abelian Lie algebras A of the formA = 〈∂u, x∂u, c(t, x)∂u, q1(t, x)∂u, . . . , qk(t, x)∂u〉
with the sole proviso that each of the q : s satisfy qxx(t, x) 6= 0 and
[ct − cxxxf(t, x)]
cxx
=
[qt − qxxxf(t, x)]
qxx
,
as well as linear independence of the vector fields 〈∂u, x∂u, c(t, x)∂u, q1(t, x)∂u, . . . , qk(t, x)∂u〉.
We obtain equations of the form
ut = f(t, x)u3 +
ct(t, x)− cxxx(t, x)f(t, x)
cxx
u2 + g(t, x)
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with f(t, x) 6= 0.
We have the following corollary of the above results:
Corollary 4.1 The evolution equations of the form (1.1) admitting abelian
Lie algebras A with dimA ≥ 4 or if dimA = 3, rankA = 1 as symmetries are
linearizable.
Proof: The proof is just by calculation: for dimA ≥ 3, rankA = 1 we find the
evolution equation
ut = f(t, x)u3 +
[ct − cxxxf(t, x)]
cxx
u2 + g(t, x),
which is linear in u and its derivatives.
Similarly, the rank-two algebra A = 〈∂t, ∂u, x∂u, c(x)∂u〉, c
′′(x) 6= 0 gives
the equation
ut = f(x)u3 −
c(3)(x)f(x)
c(2)(x)
u2 + g(x).
We have the following list of non-linearized equations admitting abelian
Lie algebras as symmetries:
1. A = 〈∂t〉 :
ut = F (x, u, u1, u2)u3 +G(x, u, u1, u2).
2. A = 〈∂u〉 :
ut = F (t, x, u1, u2)u3 +G(t, x, u1, u2).
3. A = 〈∂t, ∂u〉 :
ut = F (x, u1, u2)u3 +G(x, u1, u2).
4. A = 〈∂x, ∂u〉 :
ut = F (t, u1, u2)u3 +G(t, u1, u2).
5. A = 〈∂u, x∂u〉 :
ut = F (t, x, u2)u3 +G(t, x, u2).
6. A = 〈∂t, ∂x, ∂u〉 :
ut = F (u1, u2)u3 +G(u1, u2).
7. A = 〈∂t, ∂u, x∂u〉 :
ut = F (x, u2)u3 +G(x, u2).
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5 Semi-simple Lie algebras as symmetries
of (1.1).
We now come to the semi-simple Lie algebras, and we recall some basic facts
about them.
First, recall that a set A of linear operators acting non-trivially on a vector
space V is said to act semi-simply if we may decompose V as V = V1⊕· · ·⊕Vm
where each Vi, i = 1, . . . ,m, is invariant under the action of A and is irreducible
under this action in the sense that no Vi contains a proper subspace invariant
under A.
Now, any Lie algebra g acts on itself through the adjoint action adX(Y ) =
[X,Y ] for all X,Y ∈ g. Then g is a semi-simple Lie algebra if the set of
operators A = {adX : X ∈ g} acts non-trivially and semi-simply on g. We say
that g is simple if there are no proper invariant subspaces of g under the action
of A = {adX : X ∈ g}. Thus, every semi-simple Lie algebra g can be written
as a direct sum of ideals
g = a1 ⊕ a⊕ · · · ⊕ am
where the ai, i = 1, . . . ,m are simple Lie algebras. Note that we consider only
real Lie algebras.
From these preliminary remarks, it follows that we need only consider the
simple Lie algebras as symmetry Lie algebras of our evolution equations and
then combine the symmetry operators for the different simple Lie algebras to
generate the equations invariant under more general semi-simple Lie algebras.
There are no simple Lie algebras of dimension less than three, and there are
two real simple Lie algebras of dimension three: so(3,R) and sl(2,R), and they
can be given the following commutation structure:
so(3,R) = 〈e1, e2, e3〉 : [e1, e2] = e3, [e2, e3] = e1, [e3, e1] = e2,
and
sl(2,R) = 〈e1, e2, e3〉 : [e1, e2] = 2e2, [e1, e3] = −2e3, [e2, e3] = e1.
5.1 Realizations of so(3,R):
Theorem 5.1 Any realization 〈Q1, Q2, Q3〉 of the algebra so(3,R) by vector
fields of the form Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u, as a symmetry algebra
of (1.1) is equivalent, under the equivalence group E of equation (1.1), to the
following realization:
〈∂x, tan u sinx ∂x + cos x ∂u, tan u cos x ∂x − sinx ∂u〉. (5.1)
The functions F,G of equation (1.1) are given by
F =
sec3 u
(1 + ω2)
3
2
f(t, τ),
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G =
[
9ωτ tanu− 3ωτ2(1 + ω2)
1
2 +
ω(1 + 2ω2)
(ω2 + 1)
3
2
−
ω(5 + 6ω2) tan2 u
(ω2 + 1)
3
2
]
f(t, τ)
+ (ω2 + 1)
1
2h(t, τ),
where
ω = u1 sec u, τ =
u2 sec
2 u+ (1 + 2ω2) tan u
(1 + ω2)
3
2
.
Proof: First we note that there are no realizations of rank one: for if Q1 =
fX, Q2 = gX, Q3 = X where X is a (locally) smooth vector field and f, g
are (locally) smooth functions, then the commutation relations [Q1, Q2] =
Q3, [Q2, Q3] = Q1, [Q3, Q1] = Q2 gives g = Xf, f = −Xg, fXg − gXf = 1
which in turn gives f2 + g2 + 1 = 0 which has no solution for real functions
f, g.
For realizations of rank greater than or equal to two, we must have Q1 ∧
Q2 6= 0, Q1 ∧ Q3 6= 0, Q2 ∧ Q3 6= 0. In fact, we have the Lie derivatives
[Q2, Q2 ∧Q3] = Q2 ∧Q1 and [Q2, Q2 ∧Q1] = Q3 ∧Q2, from which we see that
Q2 ∧Q3 = 0 if and only if Q1 ∧Q2 = 0. Further [Q3, Q2 ∧Q3] = Q3 ∧Q1 and
[Q3, Q3 ∧ Q1] = Q3 ∧ Q2. Hence, if any one of the given exterior products is
zero, then all of them are zero. For a realization of rank greater than one, at
least one of the exterior products must be different from zero, and therefore all
of them must be different from zero.
We may choose Q1 = ∂t or Q1 = ∂x. If Q3 = ∂t, then with Q2 =
a(t)∂t + b(t, x, u)∂x, Q3 = A(t)∂t + B(t, x, u)∂x + C(t, x, u)∂u, we find, us-
ing the commutation relations [Q1, Q2] = Q3 and [Q3, Q1] = Q2 that a˙ =
A, A˙ = −a, aA˙−Aa˙ = 1, which follow from the commutation relations, giving
a(t)2+A(t)2+1 = 0 and this has no solution for real a(t), A(t). Hence we can
not have Q1 = ∂t.
With Q1 = ∂x, the commutation relations give bx = B, Bx = −b and
cx = C, Cx = −c as well as a(t) = A(t) = 0 and so we have only a rank-two
realization. We find
b = α(t, u) cos(x+ φ(t, u)), c = β(t, u) cos(x+ ψ(t, u)),
and
B = −α(t, u) sin(x+ φ(t, u)), C = −β(t, u) sin(x+ ψ(t, u)).
and we must have b 6= 0, B 6= 0, c 6= 0, C 6= 0 for a rank-two realization, since
all wedge products Q1∧Q2, Q1∧Q3, Q2∧Q3 must be nonzero, as noted above.
Thus α(t, u) 6= 0, β(t, u) 6= 0. So we have
Q2 = α(t, u) cos(x+ φ(t, u))∂x + β(t, u) cos(x+ ψ(t, u))∂u.
The proof then proceeds as in [2] and we obtain the canonical forms
Q2 = tanu sinx∂x + cos x∂u
Q3 = tanu cos x∂x − sinx∂u.
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Substituting these into the symmetry condition for the given evolution equation
we find, after some elaborate calculations, that
F =
sec3 u
(1 + ω2)3/2
f(t, τ).
and
G =
[
9ωτ tanu− 3ωτ2(1 + ω2)
1
2 +
ω(1 + 2ω2)
(ω2 + 1)
3
2
−
ω(5 + 6ω2) tan2 u
(ω2 + 1)
3
2
]
f(t, τ)
+ (ω2 + 1)
1
2h(t, τ),
where we define
ω = u1 sec u, τ =
u2 sec
2 u+ (1 + 2ω2) tan u
(1 + ω2)3/2
.
The equations are awkward to solve, and it is useful to change variable (t, x, u, u1, u2)→
(t, x, u, ω, τ) in order to make the integration somewhat easier to perform.
5.2 Realizations of sl(2,R):
Theorem 5.2 Any realization of sl(2,R) as vector fields 〈Q1, Q2, Q3〉, of the
form Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u, admissible as a symmetry algebra
of equation (1.1) is equivalent under the equivalence group E of equation (1.1)
to one of the following six canonical forms:
〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉, (5.2a)
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉, (5.2b)
〈2x∂x,−x
2∂x, ∂x〉, (5.2c)
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉, (5.2d)
〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉, (5.2e)
〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉. (5.2f)
Proof: We use the commutation relations
[Q1, Q2] = 2Q2, [Q3, Q1] = 2Q3, [Q2, Q3] = Q1.
We note that 〈Q3, Q1〉 is just a manifestation of the two-dimensional solvable
Lie algebra A2.2. Thus we see that sl(2,R) is a semi-simple extension of a
solvable Lie algebra. We shall return to this point later in this article when we
look at extensions of solvable Lie algebras which give extensions of sl(2,R) by
solvable Lie algebras.
The algebra A2.2 is usually given as A2.2 = 〈e1, e2〉 : [e1, e2] = e1 and on putting
Q1 = 2e2, Q3 = e1 we obtain [Q3, Q1] = 2Q3. The inequivalent canonical forms
for the admissible realizations of A2.2 are
〈e1, e2〉 = 〈∂t, t∂t + x∂x〉
〈e1, e2〉 = 〈∂x, t∂t + x∂x〉
〈e1, e2〉 = 〈∂x, x∂x + u∂u〉
〈e1, e2〉 = 〈∂x, x∂x〉.
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For more details on this, see Part II ([7]) These then give us the following
admissible canonical forms for Q1, Q3:
〈Q1, Q3〉 = 〈2t∂t + 2x∂x, ∂t〉
〈Q1, Q3〉 = 〈2t∂t + 2x∂x, ∂x〉
〈Q1, Q3〉 = 〈2x∂x + 2u∂u, ∂x〉
〈Q1, Q3〉 = 〈2x∂x, ∂x〉.
We note immediately that if 〈Q1, Q3〉 = 〈2t∂t + 2x∂x, ∂x〉 then, with Q2 =
a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u, the commutation relation [Q2, Q3] = Q1 is
impossible to implement. Thus we have only the following cases to consider:
〈Q1, Q3〉 = 〈2t∂t + 2x∂x, ∂t〉
〈Q1, Q3〉 = 〈2x∂x + 2u∂u, ∂x〉
〈Q1, Q3〉 = 〈2x∂x, ∂x〉.
If Q1 = 2x∂x + 2u∂u or Q1 = 2x∂x then [Q1, Q2] = 2Q2 gives a(t) = 0 so that
we have only a rank-two or rank-one realization for each of these cases. For
rank-three realizations we must have Q3 = ∂t.
Rank 1 realizations: There is only one possibility for a rank-one realization,
and this is 〈Q1, Q3〉 = 〈2x∂x, ∂x〉. In this case the commutation relations give
Q2 = −x
2∂x, and we have the rank-one realization sl(2,R) = 〈2x∂x,−x
2∂x, ∂x〉.
We can not obtain realization of any other rank in this case.
Rank 3 realizations: As noted above, for a rank-three realization we must
have 〈Q1, Q3〉 = 〈2t∂t + 2x∂x, ∂t〉. the commutation relations and the require-
ment of a rank-three realization give us Q2 = −t
2+[−2tx+b(u)x2]∂x+c(u)x∂u
with c(u) 6= 0. The residual equivalence group E(Q1, Q3) is given by in-
vertible transformations of the form t′ = t, x′ = p(u)x, u′ = U(u) with
U ′(u) 6= 0, p(u) 6= 0. Under such a transformation, Q2 is mapped to
Q′2 = −t
′2∂t′ + [(b(u)p(u) + c(u)p
′(u))x2 − 2tx′]∂x′ + c(u)U
′(u)x∂u′ .
Because c(u) 6= 0 we may always choose p(u) so that b(u)p(u) + c(u)p′(u) = 0,
and we may choose U(u) so that c(u)U ′(u) = −p(u) from which it follows that
we have
Q2 = −t
2∂t − 2tx∂t − x∂u
in canonical form. This then gives us sl(2,R) = 〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x −
x∂u, ∂t〉 in the canonical form of the rank-three realization.
Rank 2 realizations: We have either 〈Q1, Q3〉 = 〈2t∂t+2x∂x, ∂t〉 or 〈Q1, Q3〉 =
〈2x∂x + 2u∂u, ∂x〉.
〈Q1, Q3〉 = 〈2t∂t + 2x∂x, ∂t〉: The commutation relations for sl(2,R) and the
requirement of a rank-two realization give us Q2 = −t
2∂t+ [b(u)x
2 − 2tx]∂x. If
b(u) = 0 then we have the realization 〈2t∂t + 2x∂x,−t
2 − 2tx∂x, ∂t〉. This real-
ization gives xu1 = 0 in the equation for G and so we conclude that this is an
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inadmissible realization and that we must have b(u) 6= 0. Under a transforma-
tion of the residual equivalence group E(Q1, Q3) : t
′ = t, x′ = p(u)x, u′ = U(u)
with U ′(u) 6= 0, p(u) 6= 0 the operator Q2 is mapped to
Q′2 = −t
′2∂t′ + [
b(u)
p(u)
x′2 − 2tx′]∂x′
and we choose p(u) = −b(u) so that we obtain Q2 = −t
2∂t − [x
2 + 2tx]∂x in
canonical form. So we have the realization sl(2,R) = 〈2t∂t+2x∂x− t
2∂t− [x
2+
2tx]∂x, ∂t〉.
〈Q1, Q3〉 = 〈2x∂x + 2u∂u, ∂t〉: The commutation relations give Q2 = (−x
2 +
σ(t)u2)∂x+(τ(t)u
2−2xu)∂u. We have the residual equivalence group E(Q1, Q3) :
t′ = T (t), x′ = x + p(t)u, u′ = q(t)u with T˙ (t) 6= 0, q(t) 6= 0. Under such a
transformation Q2 is mapped to
Q′2 = [−x
2 + (σ(t) + p(t)τ(t))u2 − 2p(t)xu]∂x′ + [τ(t)u
2 − 2xu]q(t)∂u′ .
Now we have, after some calculation,
[τ(t)u2 − 2xu]q(t) =
τ(t) + 2p(t)
q(t)
u′
2
− 2x′u′.
We choose p(t) so that τ(t) + 2p(t) = 0. We also have (again after some
calculation)
[−x2 + (σ(t) + p(t)τ(t))u2 − 2p(t)xu] = −x′
2
+
σ(t) + p(t)τ(t) + p(t)2
q(t)2
u′
2
,
and with τ(t) + 2p(t) = 0 we have
[−x2 + (σ(t) + p(t)τ(t))u2 − 2p(t)xu] = −x′
2
+
σ(t)− p(t)2
q(t)2
u′
2
.
Hence
Q′2 =
[
−x′
2
+
σ(t)− p(t)2
q(t)2
u′
2
]
∂x′ − 2x
′u′∂u′ .
We have three cases: σ(t) − p(t)2 = 0, σ(t) − p(t)2 > 0, σ(t) − p(t)2 < 0. If
σ(t)−p(t)2 = 0 we have Q′2 = −x
′2∂x′−2x
′u′∂u′ . If σ(t)−p(t)
2 > 0 choose q(t)
so that q(t)2 = σ(t) − p(t)2 and we obtain Q′2 = −(x
′2 − u′2)∂x′ − 2x
′u′∂u′ . If
σ(t)− p(t)2 < 0 we choose q(t) so that q(t)2 = p(t)2−σ(t) and we obtain Q′2 =
−(x′2+u′2)∂x′ − 2x
′u′∂u′ . This gives three inequivalent realizations of sl(2,R):
〈2x∂x+2u∂u,−x
2∂x−2xu∂u, ∂x〉, 〈2x∂x+2u∂u,−(x
2−u2)∂x−2xu∂u, ∂x〉 and
〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉.
5.3 Equations invariant under sl(2,R):
1. sl(2,R) = 〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉:
ut =
1
x2u41
f(u, τ)u3 +
6
x3u21
(
τ −
1
xu1
)
f(u, τ) +
1
x2u1
g(u, τ) + u1
with τ =
u2
u21
+
2
xu1
.
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2. sl(2,R) = 〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉:
ut = x
2f(ω, τ)u3 + x
−1[g(ω, τ) − u2 − 2uω]
with ω = xu1 − u, τ = x
2u2.
3. sl(2,R) = 〈2x∂x,−x
2∂x, ∂x〉:
ut = f(t, u)
(
u3
u31
−
3
2
u22
u41
)
+ g(t, u).
4. sl(2,R) = 〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉:
ut = u
3f(t, τ)u3 + ug(t, τ)
where τ = 2uu2 − u
2
1.
5. sl(2,R) = 〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉:
ut = u
3f(t, τ)
[
u3
(1 + u21)
3/2
−
3u1u
2
2
(1 + u21)
5/2
]
+ u
√
1 + u21h(t, τ)
where τ =
1 + u21 + uu2
(1 + u21)
3/2
.
6. sl(2,R) = 〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉:
ut = u
3f(t, τ)
[
u3
|1− u21|
3/2
−
3u1u
2
2
|1− u21|
5/2
]
+ u
√
|1− u21|h(t, τ)
where τ =
|1− u21|+ uu2
|1− u21|
3/2
. Note that here we must take the two cases
u21 > 1 and u
2
1 < 1 separately.
This disposes of the two simple Lie algebras of lowest dimension. For all other
simple or semi-simple Lie algebras we have the following result:
Theorem 5.3 The realizations of the algebras so(3,R) and sl(2,R), given in
Theorems 5.1 and 5.2, exhaust the set of all possible realizations of semi-simple
Lie algebras by operators of the form Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u
which are admitted as symmetries of equation (1.1).
Proof: The proof of this theorem is the same as that of the corresponding
result in [2], so that no semi-simple Lie algebra of higher dimension gives an
admissible symmetry algebra of equation (1.1).
6 Equations invariant under semi-direct ex-
tensions of semi-simple Lie algebras.
Any Lie algebra g has a unique decomposition as the semi-direct sum g = h⊎A
where h is a semi-simple Lie algebra and A is a solvable Lie algebra. This is just
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the Levi decomposition theorem for Lie algebras (see, for instance, [28]). Then
A is a Lie-algebra ideal of g under the adjoint action of g on itself. If the adjoint
action of the semi-simple Lie algebra h on A is trivial (that is adX(Y ) = 0 for all
X ∈ h, Y ∈ A) then we have a Lie-algebra direct sum decomposition g = h⊕A.
The adjoint action of h on A is the adjoint representation of h on A. A finite-
dimensional representation of a Lie algebra g is a Lie-algebra homomorphism
ρ : g → gl(V ) where gl(V ) is the Lie algebra of all endomorphisms of a finite-
dimensional vector space V . It is known (see [28]) that every finite-dimensional
representation of a semi-simple Lie algebra g is completely reducible, that is, if
ρ : g→ gl(V ) is the representation then the set of operators {ρ(X) : X ∈ g} acts
completely reducibly on V so that if U ⊂ V is invariant under {ρ(X) : X ∈ g},
there exists a subspace W ⊂ V with W also invariant under {ρ(X) : X ∈ g}
and with the property that V = U+˙W (the symbol +˙ stands for vector-space
direct sum). From this it follows that V is given by a direct-sum decomposition
V = V1+˙ . . . +˙Vm so that {ρ(X) : X ∈ g} acts irreducibly (that is,there is no
non-trivial invariant subspace) on each of the V1, . . . , Vm.
Applying these remarks to g = h⊎A, we have then the vector-space direct-
sum decomposition a = a1+˙ . . . +˙am, and each ai, i = 1, . . . ,m is invariant
under {adX : X ∈ h}, and is irreducible under this action. Note that this is
in general a vector-space direct sum rather than a Lie-algebra direct sum, and
that we do not necessarily have [Yi, Yj] = 0 when Yi ∈ ai, Yj ∈ aj, i 6= j.
Further, it is not obvious that each ai, i = 1, . . . ,m is a Lie algebra. However,
if each ai, i = 1, . . . ,m is a Lie algebra then clearly ai is solvable. Further, it
is also abelian: [ai, ai] is then a proper subspace of ai and is invariant under
the action of h, and because h acts irreducibly on each ai, then we must have
[ai, ai] = 0.
Since A is solvable, we have the descending chain of ideals
A⊲D1A⊲D2A⊲ . . .DkA⊲Dk+1A = {0},
where D1A = [A,A],Di+1A = [DiA,DiA] for i = 1, . . . , k. In particular
Dk+1A = {0}. Thus A0 = D
kA is an abelian ideal of A, and it is easy to
see that A0 is invariant under h. Clearly there are two cases to consider:
D1A = {0} when A is abelian, and Dk+1(A) = {0} for k ≥ 1. We always
have 1 ≤ dimA0 ≤ dimA, and we have the decomposition
A = (a1+˙ . . . +˙am)+˙A0,
where the a1, . . . , am are the irreducible subspaces of A under the action of the
semi-simple Lie algebra h so that a1+˙ . . . +˙am is the complement of the abelian
ideal A0 in A. Since A0 is an ideal of A then it is invariant under the action of
a1+˙ . . . +˙am.
Our presentation is as follows: we first consider the representations of
so(3,R) and sl(2,R) on abelian Lie algebras A, and we show that there are
no proper semi-direct sum extensions with abelian Lie algebras A except for
one particular case of sl(2,R) which admits a two-dimensional semi-direct sum
extensions. Then we construct all the direct-sum extensions by abelian Lie al-
gebras, these algebras A being the direct-sums of one-dimensional representa-
tions. We then consider the extension of each of abelian ideal A0 by irreducible
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subspaces k of the solvable algebra A, that is we consider extensions k+˙A0 so
that our simple Lie algebra acts irreducibly on k and such that [k,A0] ⊂ A0.
We show that these do not exist.
6.1 Semi-direct sums of so(3,R) with solvable Lie al-
gebras.
As noted at the beginning of the section, we first take up the representation of
our semi-simple Lie algebras on abelian algebras. We have the following results
for so(3,R):
Theorem 6.1 There is only one (up to equivalence) irreducible representation
of
so(3,R) = 〈∂x, tan u sinx∂x + cos x∂u, tan u cos x∂x − sinx∂u〉
on an abelian Lie algebra A: dimA = 1 and we may take A = 〈∂t〉.
Proof: We look at dimA > 1. We have no representation for dimA = 2 (see
Appendix A). So, let us consider dimA ≥ 3. For any irreducible representation
of so(3,R) on a real Lie algebra A (whether abelian or not) we have dimA =
2J + 1 for some half-integer J , and there exist non-zero vectors X,Y with
[e1,X] = αY, [e1, Y ] = −αX for α > 0 for any J > 0 and non-zero vectors Z
with [e1, Z] = 0 if J is an integer (see Appendix A).
Now, let A be abelian and J ≥ 1 (so that dimA ≥ 3). If X,Y satisfy
[e1,X] = −JY, [e1, Y ] = JX then it follows thatX = b∂x+c∂u, Y = B∂x+C∂u
if X,Y are to be symmetries of our equation, since e1, e2, e3 are of this form.
In fact, all the vector fields of A are of this form, since A is generated from
X by applying so(3,R) to X (this is just a restatement of the fact that A is
irreducible under so(3,R)). Thus rankA = 1 or rankA = 2.
The equations [e1,X] = −JY, [e1, Y ] = JX have the solution
X = α(t, u) cos(Jx+ θ(t, u))∂x + β(t, u) sin(Jx+ φ(t, u))∂u,
Y = α(t, u) sin(Jx+ θ(t, u))∂x − β(t, u) cos(Jx+ φ(t, u))∂u.
Further
[e2,X] = [bx tanu sinx+ bu cos x− b tan u cos x− c(1 + tan
2 u) sinx]∂x
+ [cx tanu sinx+ cu cos x+ b sinx]∂u.
rankA = 1: In this [e2,X] ∧X = 0 and we find that b = 0 if and only if c = 0.
Thus we must have b 6= 0, c 6= 0 so that α(t, u), β(t, u) 6= 0. For rankA = 1
we also have X ∧ Y = 0 which then gives, after some elementary calculation,
αβ cos(φ− θ) = 0 so that φ = θ + (2n+ 1)π/2 and then we obtain
X = α(t, u) cos(Jx+ θ(t, u))∂x + (−1)
nβ(t, u) cos(Jx+ θ(t, u))∂u,
Y = α(t, u) sin(Jx+ θ(t, u))∂x − (−1)
nβ(t, u) sin(Jx+ θ(t, u))∂u.
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However, X ∧ Y = 0 then gives αβ cos(Jx+ θ(t, u)) sin(Jx+ θ(t, u)) = 0 which
is a contradiction since αβ = 0. Thus we have no rank-one A for dimA ≥ 3.
rankA = 2: In this case we must have dimA = 3 or dimA = 4 for a symmetry
algebra, since the only cases of a rank-two abelian symmetry algebra of our evo-
lution equation are for dimA = 2, 3, 4 and in this case dimA = 2 is inadmissible
as an irreducible representation space.
dimA = 3: From [20] we have only one (up to equivalence) abelian Lie algebra
A = 〈Q1, Q2, Q3〉 on which so(3,R) = 〈e1, e2, e3〉 is represented irreducibly and
we have the following commutation relations:
[e1, Q1] = 0, [e1, Q2] = Q3, [e1, Q3] = −Q2
[e2, Q1] = −Q3, [e2, Q2] = 0, [e2, Q3] = Q1
[e3, Q1] = Q2, [e3, Q2] = −Q1, [e3, Q3] = 0.
Now, if an abelian Lie algebra A = 〈Q1, Q2, Q3〉 is a rank-two symmetry algebra
then one of the Qi has non-zero wedge product with the other two, and the
other two have zero wedge product. Note that so(3,R) acts irreducibly on the
space of bi-vectors 〈Q1 ∧Q2, Q1 ∧Q3, Q2 ∧Q3〉:
[e1, Q1 ∧Q2] = Q1 ∧Q3, [e1, Q1 ∧Q3] = −Q1 ∧Q2, [e1, Q2 ∧Q3] = 0
[e2, Q1 ∧Q2] = Q2 ∧Q3, [e2, Q1 ∧Q3] = 0, [e2, Q2 ∧Q3] = Q2 ∧Q1
[e3, Q1 ∧Q2] = 0, [e3, Q1 ∧Q3] = Q2 ∧Q3, [e3, Q2 ∧Q3] = −Q1 ∧Q3.
Thus, if any one of the bivectors 〈Q1 ∧Q2, Q1 ∧Q3, Q2 ∧Q3〉 is zero, so are all
the others. This implies that there are no rank-two realizations of so(3,R) in
this case.
dimA = 4: In this case we have, according to [20], one irreducible abelian rep-
resentation space (up to equivalence) A = 〈Q1, Q2, Q3, Q4〉 with commutation
relations
[e1, Q1] =
1
2
Q4, [e1, Q2] =
1
2
Q3, [e1, Q3] = −
1
2
Q2, [e1, Q4] = −
1
2
Q1
[e2, Q1] =
1
2
Q2, [e2, Q2] = −
1
2
Q1, [e2, Q3] =
1
2
Q4, [e2, Q4] = −
1
2
Q3,
[e3, Q1] =
1
2
Q3, [e3, Q2] = −
1
2
Q4, [e3, Q3] = −
1
2
Q1, [e3, Q4] =
1
2
Q2.
Again, we find that so(3,R) acts irreducibly on the space of bivectors 〈Q1 ∧
Q2, Q1 ∧ Q3, Q1 ∧ Q4, Q2 ∧ Q3, Q2 ∧ Q4, Q3 ∧ Q4〉 and so if any one of them
vanishes, so do all the others. Again, if we have dimA = 4, rankA = 2 we have
to have three wedge products equal to zero, so all must be zero and this means
that we have no irreducible representation in this case either.
Consequently we see that we have no admissible irreducible representations
of so(3,R) on abelian Lie algebras A with dimA ≥ 2. This then implies that
we can only have irreducible representations on abelian A with dimA = 1. In
this case, the vector fields of A must commute with 〈e1, e2, e3〉. An elementary
calculation shows that if Q commutes with e1, e2, e3 then Q = a(t)∂t with
a(t) 6= 0. The residual equivalence of 〈e1, e2, e3〉 consists of transformations of
23
the form t′ = T (t), x′ = x + 2nπ, u′ = u + nπ with T˙ (t) 6= 0. Applying such
a transformation, we find that Q is mapped to Q′ = a(t)T˙ (t)∂t′ and we choose
T (t) so that a(t)T˙ (t) = 1 giving Q = ∂t in canonical form. This proves the
theorem.
Theorem 6.2 There are no semi-direct sum extensions so(3,R) ⊎ A for any
solvable Lie algebra A other than the extension so(3,R) ⊕ A with dimA = 1 as
given in Theorem 6.1.
Proof: If A with dimA ≥ 2 is a solvable Lie algebra on which so(3,R) acts,
then, as already remarked on at the beginning of this section, there is an abelian
ideal A0 of A which is invariant under the action of so(3,R). Furthermore,
dimA0 = 1. In fact, A0 decomposes into a direct sum of one-dimensional
subalgebras, each being invariant under so(3,R) and if A0 = 〈Q1, . . . , Qk〉 then
A0 = 〈Q1〉⊕〈Q2〉⊕· · ·⊕〈Qk〉 and each Qi commutes with each of the generators
of so(3,R). We may then take Q1 = ∂t and then Qi = ai(t)∂t for i = 2, . . . , k
and since A0 is abelian, ai(t) = constant, so that dimA0 = 1. Thus we may
take A0 = 〈∂t〉. Now suppose that k is the complement of A0 in A: A = k+˙A0
with k invariant under so(3,R). Put k = {X1, . . . ,Xk}. Now, k decomposes
into a direct vector sum k = k1+˙ . . . +˙km for some m ∈ N. From the proof
of Theorem 6.1 we know that any vector field X ∈ ki is of the form X =
b(t, x, u)∂x + c(t, x, u)∂u and hence we have Xi = bi(t, x, u)∂x + ci(t, x, u)∂u.
Then since A0 = 〈∂t〉 is an ideal in the algebra, we must have [Xi, ∂t] = 0. This
implies that bi = bi(x, u), ci = ci(x, u), and this implies that [Xi,Xj ] ∈ k. Thus
k is a Lie algebra, and it is solvable because it is a subalgebra of the solvable Lie
algebra A, and therefore it contains an abelian ideal invariant under so(3,R).
As we have seen, such an ideal must be one-dimensional, and its generator
must then commute with so(3,R). However, the only operator of the form
X = b(x, u)∂x + c(x, u)∂u which commutes with so(3,R) is X = 0. Thus, we
cannot have an extension k+˙A0 of A0. This proves the result.
We now have the following result:
Corollary 6.1 The Lie algebra so(3,R) given by
〈∂x, tan u sinx ∂x + cos x ∂u, tan u cos x ∂x − sinx ∂u〉.
admits only one (up to equivalence) direct sum extension so(3,R) ⊕ A :
〈∂x, tan u sinx ∂x + cos x ∂u, tanu cos x ∂x − sinx ∂u〉 ⊕ 〈∂t〉.
The corresponding non-linearities are
F =
sec3 u
(1 + ω2)
3
2
f(τ)
and
G =
[
9ωτ tan u− 3ωτ2(1 + ω2)
1
2 +
ω(1 + 2ω2)
(ω2 + 1)
3
2
−
ω(5 + 6ω2) tan2 u
(ω2 + 1)
3
2
]
f(τ)
+ (ω2 + 1)
1
2h(τ),
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where
ω = u1 sec u, τ =
u2 sec
2 u+ (1 + 2ω2) tan u
(1 + ω2)
3
2
.
6.2 Direct-sum extensions of sl(2,R) by solvable Lie
algebras.
Here we look at direct sum extensions sl(2,R) ⊕ A where A is a solvable Lie
algebra: these are the reducible Lie algebras and A = k0 which is a direct vector
sum of irreducible J = 0 representations of sl(2,R) (spin zero representations).
The elements of A must then commute with those of sl(2,R). In our classifica-
tion we use the fact that any solvable Lie algebra possesses a descending chain
of ideals
A = an ⊲ an−1 ⊲ · · ·⊲ a1 ⊲ a0 = {0}
where each ai is an ideal in ai+1 of codimension one. In fact, this property
characterizes solvable Lie algebras, as is well known. We record our result as
the following theorem:
Theorem 6.3 We have the following inequivalent admissible direct-sum exten-
sions of sl(2,R) by solvable Lie algebras A:
dimA = 1 :
〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉 ⊕ 〈∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈x∂x + u∂u〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂u〉
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈u∂u〉
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈tu∂u〉
〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉
〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉.
dimA = 2 :
〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉 ⊕ 〈∂u, u∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈∂u, x∂x + u∂u〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, t∂t + u∂u〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂u, t∂t + u∂u〉
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t, u∂u〉
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t, t∂t + qu∂u〉, q ∈ R, q 6= 0.
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dimA = 3 :
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u, t∂t +
u
3
∂u〉, q ∈ R.
Proof: We give the details of the calculations for the different admissible
realizations of sl(2,R).
sl(2,R) = 〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉. If a vector field
Q = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u
commutes with e1, e2, e3 then Q = c(u)∂u, as is easily computed. The resid-
ual equivalence group of 〈e1, e2, e3〉 is given by transformations t
′ = t, x′ =
x, u′ = U(u) with U ′(u) 6= 0. Under such a transformation, Q = c(u)∂u
is transformed to Q′ = c(u)U ′(u)∂u′ and we can then choose U(u) so that
c(u)U ′(u) = 1. So we have only one admissible one-dimensional extension
〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉 ⊕ 〈∂u〉.
If dimA = 2 then we have A = 〈Q1, Q2〉 where [Q1, Q2] = 0 or [Q1, Q2] = Q1
(this is the canonical form of two-dimensional non-abelian Lie algebras). We
take Q1 = ∂u in canonical form and put Q2 = c(u)∂u, and then [Q1, Q2] =
0 is impossible since this means that c′(u) = 0 and then Q2 = c∂u which
contradicts dimA = 2. If we now take [Q1, Q2] = Q1 we find that c
′(u) = 1
so that c(u) = u+ β. The residual equivalence group of 〈e1, e2, e3, Q1〉 is given
by transformations t′ = t, x′ = x, u′ = u + k. Under such a transformation
Q2 = (u+ β)∂u is mapped to Q
′
2 = (u+ β)∂u′ = (u
′ + β − k)∂u′ and we choose
k = β so that Q2 = u∂u in canonical form. Thus we have the two-dimensional
extension
〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉 ⊕ 〈∂u, u∂u〉.
If dimA = 3 we have A = 〈Q1, Q2, Q3〉 and 〈Q1, Q2〉 is an ideal of 〈Q1, Q2, Q3〉.
We take Q1 = ∂u, Q2 = u∂u in canonical form and we put Q3 = c(u)∂u. Then
[Q1, Q3] = αQ1+βQ2 gives c(u) =
1
2βu
2+αu+γ. Further, [Q2, Q3] = δQ1+ǫQ2
gives uc′(u) − c(u) = ǫu + δ. Now, this gives us β = 0 and so we find that
Q3 = αQ2 + γQ1 so that dimA ≥ 3 is impossible.
sl(2,R) = 〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉.We first note that ifQ = a(t)∂t+
b(t, x, u)∂x+c(t, x, u)∂u commutes with e1, e2, e3 then we find that Q = α(x∂x+
u∂u)+β∂u, and from this it follows that we have only one- and two-dimensional
direct sum extensions:
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈x∂x + u∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈∂u, x∂x + u∂u〉.
sl(2,R) = 〈2x∂x,−x
2∂x, ∂x〉. In this case, ifQ = a(t)∂t+b(t, x, u)∂x+c(t, x, u)∂u
commutes with e1, e2, e3 then Q = a(t)∂t + c(t, u)∂u. The residual equivalence
group of 〈e1, e2, e3〉 is given by transformations of the form t
′ = T (t), x′ =
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x, u′ = U(t, u) with T˙ (t) 6= 0, Uu 6= 0. Under such a transformation
Q is mapped to Q′ = a(t)T˙ (t)∂t′ + [a(t)Ut + c(t, u)Uu]∂u′ and if a(t) 6= 0
then we choose T (t) so that a(t)T˙ (t) = 1 and we choose U(t, u) so that
a(t)Ut + c(t, u)Uu = 0, giving Q = ∂t in canonical form. If a(t) = 0 then
Q′ = c(t, u)Ut, u)∂u′ and we choose U(t, u) so that c(t, u)Uu = 1, giving Q = ∂u
in canonical form. Thus we have two one-dimensional direct sum extensions:
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂u〉.
For dimA = 2 we have A = 〈Q1, Q2〉 and [Q1, Q2] = 0 or [Q1, Q2] = Q1. First,
consider [Q1, Q2] = 0. Putting Q1 = ∂t and Q2 = a(t)∂t + c(t, u)∂u we find
that a˙(t) = 0, ct = 0. Thus we have A = 〈Q1, Q2〉 = 〈∂t, ∂c(u)∂u〉 with c(u) 6=
0. The residual equivalence group of e1, e2, e3, ∂t is given by transformations
of the form t′ = t + k, x′ = x, u′ = U(u) with U ′(u) 6= 0. Under such a
transformation, Q2 = c(u)∂u is mapped to Q
′
2 = c(u)U
′(u)∂u′ and we may
choose U(u) so that c(u)U ′(u) = 1 so that Q2 = ∂u in canonical form. This
gives the canonical form A = 〈∂t, ∂u〉. If we take Q1 = ∂u then [Q1, Q2] = 0
gives Q2 = a(t)∂t + c(t)∂u. If a(t) = 0 then Q2 = c(t)∂u and putting ∂u
and c(t)∂u into the symmetry equation for G gives c˙(t) = 0, so that we have
Q2 = cQ1 and this contradicts the requirement dimA = 2. Thus a(t) 6= 0.
The residual equivalence group of e1, e2, e3, ∂u is given by transformations of
the form t′ = T (t), x′ = x, u′ = u + p(t). Under such a transformation, Q2 is
mapped to Q′2 = a(t)T˙ (t)∂t′ + [a(t)p˙(t) + c(t)]∂u′ and we choose T (t) so that
a(t)T˙ (t) = 1 and p(t) so that a(t)p˙(t) + c(t) = 0, giving Q2 = ∂t in canonical
form. Thus we find that A = 〈∂t, ∂u〉 is the canonical form of two-dimensional
(admissible) abelian Lie algebras.
For A = 〈Q1, Q2〉 with [Q1, Q2] = Q1 we take Q1 = ∂t and Q2 = a(t)∂t +
c(t, u)∂u, and then the commutation relation gives us a(t) = t + β and ct = 0
so that Q2 = (t+β)∂t+ c(u)∂u. The residual equivalence group of e1, e2, e3, Q1
is given by transformations of the form t′ = t + k, x′ = x, u′ = U(u) with
U ′(u) 6= 0. Under such a transformation Q2 is mapped to Q
′
2 = (t + β)∂t′ +
c(u)U ′(u)∂u′ . If c(u) = 0 then we have Q
′
2 = (t
′ + β − k)∂t′ . We then choose
k so that β − αk = 0, giving A = 〈∂t, t∂t〉. This is however inadmissible as
a symmetry since this implies that F = 0 which is a contradiction. Thus we
must have c(u) 6= 0. In this case we may choose U(u) so that c(u)U ′(u) = U(u)
if α = 0, giving Q′2 = (t
′ + β − k)∂t′ + c(u)U
′(u)∂u′ = t
′∂t′ + u
′∂u′ , so that
A = 〈∂t, t∂t + u∂u〉 in canonical form. If we take Q1 = ∂u then [Q1, Q2] = Q1
gives cu(t, u) = 1 so that Q2 = a(t)∂t+[u+β(t)]∂u. Applying a transformation
of the residual equivalence group of e1, e2, e3, ∂u, Q2 is mapped to
Q′2 = a(t)T˙ (t)∂t′ + [u
′ + β(t)− p(t) + a(t)p˙(t)]∂u′ .
If a(t) 6= 0 then we may choose T (t) so that a(t)T˙ (t) = T (t) and p(t) so that
β(t)− p(t) + a(t)p˙(t) = 0, giving Q2 = t∂t + u∂u in canonical form. If a(t) = 0
then we choose p(t) so that β(t)− p(t) = 0, giving Q2 = u∂u in canonical form
and we obtain the canonical two-dimensional (admissible) solvable Lie algebras
A = 〈∂u, t∂t + u∂u〉 and A = 〈∂u, u∂u〉. However, if ∂u, u∂u are symmetries
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then we find that F = 0 since F = f(t)/u31. Thus we have the following
two-dimensional extensions:
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, t∂t + u∂u〉
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂u, t∂t + u∂u〉.
dimA = 3. The admissible three-dimensional solvable Lie algebras are exten-
sions of the admissible solvable two-dimensional solvable Lie algebras, contain-
ing them as ideals of codimension one.
A = 〈∂t, ∂u, Q3〉. We require that Q3 = a(t)∂t + c(t, u)∂u satisfy [∂t, Q3] ∈
〈∂t, ∂u〉 and [∂u, Q3] = 〈∂t, ∂u〉. An elementary calculation gives Q3 = (αt +
β)∂t + (γt + δu + ǫ)∂u. Obviously, we may assume β = 0, ǫ = 0, so we take
Q3 = αt∂t + (γt + δu)∂u. If δ = 0 then putting Q3 as a symmetry in the
equation for F gives αF = 0, so we must have α = 0 to avoid the contradiction
F = 0. However, then γ 6= 0 if Q3 6= 0 and ∂u, t∂u in the equation for G gives
us 1 = 0, a contradiction. Thus, δ 6= 0. Then put Q3 into the equation for F
and we obtain (noting that Ft = Fx = Fu = 0)
δ(u1Fu1 + u2Fu2) + αF = 0.
From the defining equations for F we find that Fu2 = 0 and u1Fu1 + 2u2Fu2 +
3F = 0, so we conclude that α = 3δ and we may write
Q3 = t∂t +
[u
3
+ pt
]
∂u,
where p ∈ R is arbitrary. Thus we have the extension
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u, t∂t +
[u
3
+ pt
]
∂u〉.
Now, if we make the equivalence transformation t′ = t, x′ = x, u′ = u −
3p
2
t
then ∂t → ∂t′−
3p
2
∂u′ , ∂x → ∂x′ , ∂u → ∂u′ and t∂t+
[u
3
+ pt
]
∂u → t
′∂t′+
u′
3
∂u′ .
Thus the algebra 〈∂t, ∂u, t∂t +
[u
3
+ pt
]
∂u〉 is equivalent to the algebra 〈∂t −
3p
2
∂u, ∂u, t∂t +
u
3
∂u〉 = 〈∂t, ∂u, t∂t +
u
3
∂u〉. We recognize 〈∂t, ∂u, t∂t +
u
3
∂u〉 as
the solvable Lie algebra A3.7 with q = 1/3, in Mubarakzyanov’s classification.
Hence we may write our direct-sum extension as
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u, t∂t +
u
3
∂u〉.
Put this into the equations for F and G and we obtain the evolution equation
ut = K
(
u3
u31
−
3
2
u22
u41
)
.
Note also that if we make the equivalence transformation t′ = t, x′ = x, u′ = x
then this direct-sum extension is mapped to
〈2u∂u,−u
2∂u, ∂u〉 ⊕ 〈∂t, ∂x, t∂t +
x
3
∂x〉,
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and the corresponding evolution equation is
ut = Ku3 −
3K
2
u22
u1
.
The maximal symmetry of this equation is the six-dimensional direct-sum ex-
tension
〈2u∂u,−u
2∂u, ∂u〉 ⊕ 〈∂t, ∂x, t∂t +
x
3
∂x〉.
This is the six-dimensional extension of the five dimensional solvable Lie algebra
A3.7 ⊕ A2.2 = 〈∂t, ∂x, t∂t +
x
3
∂x, ∂u, u∂u〉,
which gives the evolution equation
ut = Ku3 +M
u22
u1
.
For a non-linear equation we must have M 6= 0. This equation has maximal
symmetry algebra
〈2u∂u,−u
2∂u, ∂u〉 ⊕ 〈∂t, ∂x, t∂t +
x
3
∂x〉
when M = −3K/2, otherwise the maximal symmetry algebra is just
A3.7 ⊕ A2.2 = 〈∂t, ∂x, t∂t +
x
3
∂x, ∂u, u∂u〉.
A = 〈∂t, t∂t + u∂u, Q3〉. In this case we require [∂t, Q3] ∈ 〈∂t, t∂t + u∂u〉 and
[t∂t + u∂u, Q3] ∈ 〈∂t, t∂t + u∂u〉. Standard calculations yield Q3 = (αt+ β)∂t +
qu∂u. This can be written as Q3 = (α − q)∂t + β∂t + q(t∂t + u∂u). If α 6= q
then we have A = 〈∂t, t∂t + u∂u, t∂t〉, and we see that this is inadmissible since
this requires ∂t and t∂t to be symmetries, which leads to F = 0. So we must
have α = q and then Q3 = βQ1 + qQ2 so that dimA = 2. Hence, we have no
three-dimensional extension in this case.
A = 〈∂u, t∂t + u∂u, Q3〉. Again we require [∂t, Q3] ∈ 〈∂t, t∂t + u∂u〉 and [t∂t +
u∂u, Q3] ∈ 〈∂t, t∂t + u∂u〉. This gives us, after standard calculations, Q3 =
α∂t+(βu+ γt+ δ)∂u. Again, we have Q3 = δQ1+αQ2+(β−α)u∂u+ γt∂u, so
we may assume that Q3 = (au+ qt)∂u. Putting this form of Q3 in the equation
for F we obtain a(u1Fu1 + u2Fu2) = 0. Since we have F = Kt
2/u31 (being
invariant under sl(2,R) and under ∂u, t∂t + u∂u) we must have a = 0. Thus
Q3 = bt∂u. However, putting ∂u and bt∂u as symmetries in the equation for G
gives b = 0. Thus we have a = b = 0 and so Q3 ∈ 〈∂u, t∂t + u∂u〉, and we do
not have a three-dimensional extension in this case.
We see then that we have only one three-dimensional extension for this case of
sl(2,R):
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u, t∂t +
u
3
∂u〉
with corresponding evolution equation
ut = K
(
u3
u31
−
3
2
u22
u41
)
.
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dimA = 4: In this case we only have to consider A = 〈∂t, ∂u, t∂t +
u
3∂u, Q4〉.
Then [∂t, Q4] ∈ 〈∂t, ∂u, t∂t+
u
3∂u〉 and [∂u, Q4] ∈ 〈∂t, ∂u, t∂t+
u
3∂u〉 give us Q4 =
(αt+β)∂t+(λu+µt+ν)∂u. Then we find that [Q4, Q3] = βQ1+νQ2+
2
3µt∂u.
Since we require Q4 to be a symmetry, then [Q4, Q3] is also a symmetry, and in
the equation for G we obtain µ = 0, so that Q4 = αQ3+βQ1+νQ2+bu∂u with
b = λ−α/3. It is easy to verify that u∂u is not a symmetry of the equation, so
we must have b = 0 and thus Q4 is a linear combination of Q1, Q2, Q3 so that
we have no extension of this direct-sum.
sl(2,R) = 〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 : From [e1, Q] = [e2, Q] = [e3, Q] =
0 we find that Q = a(t)∂t+ c(t)u∂u. The equivalence transformations are given
by t′ = T (t), x′ = x, u′ = p(t)u with T˙ 6= 0, p(t) 6= 0. Then Q = a(t)∂t + c(t)u
is transformed to Q′ = a(t)T˙ ∂t′ + (a(t)p˙(t)u + c(t)p(t)u)genu
′. If a(t) 6= 0 we
choose T with a(t)T˙ = 1 and a(t)p˙(t)+c(t)p(t) = 0, and this gives the canonical
form Q = ∂t. If a(t) = 0 then we have Q
′ = c(t)p(t)u∂u′ = c(t)u
′∂u′ . In this
case, if c˙ = 0 we have the canonical form Q = u∂u; but if c˙ 6= 0 we choose
c(t) = T (t) and this gives us the canonical form Q = tu∂u.
Thus we have the three canonical one-dimensional extensions:
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉,
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈u∂u〉,
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈tu∂u〉.
dimA = 2 : We have two types of algebra here: A = 〈Q1, Q2〉 with [Q1, Q2] = 0
or [Q1, Q2] = Q1. First, consider [Q1, Q2] = 0. If Q1 = ∂t then [Q1, Q2] = 0
gives Q2 = a∂t + cu∂u, so that A = 〈∂t, u∂u〉. If Q1 = u∂u, then Q2 =
a(t)∂t + c(t)u∂u. The residual equivalence group consists of transformations of
the form t′ = T (t), x′ = x, u′ = p(t)u with T˙ (t) 6= 0, p(t) 6= 0. Under such a
transformation, Q2 is transformed to Q
′
2 = a(t)T˙ (t)∂t′ + [a(t)
p˙(t)
p(t) + c(t)]u
′∂u′ .
If a(t) 6= 0 then we choose p(t) such that a(t) p˙(t)p(t) + c(t) = 0 and T (t) such that
a(t)T˙ (t) = 1, giving A = 〈∂t, u∂u〉. If a(t) = 0 then putting u∂u, c(t)u∂u into
the equation for G gives c˙(t) = 0 so that we find that dimA = 1, contradicting
the requirement that dimA = 2. If Q1 = tu∂u then again [Q1, Q2] = 0 gives
a(t) = 0 and so Q2 = c(t)u∂u. Putting tu∂u, c(t)u∂u into the equation for G
we find that tc˙(t) = c(t) so that Q2 = αQ1 so that dimA = 1. Thus, we only
find A = 〈∂t, u∂u〉 as the canonical form of two-dimensional admissible abelian
Lie algebras.
Next we look at A = 〈Q1, Q2〉 with [Q1, Q2] = Q1. If Q1 = ∂t then we obtain
Q2 = (t + k)∂t + qu∂u where q ∈ R, and we may write Q2 = t∂t + qu∂u. The
case q = 0 is inadmissible since if ∂t, t∂t are symmetries, then the equation for
F gives F = 0, a contradiction. Thus we must have q 6= 0. This case gives the
extension
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t, t∂t + qu∂u〉,
which gives the evolution equation
ut = K
u3u3
τ3/2+1/2q
+ Luτ−1/2q,
with τ = 2uu2 − u
2
1. We recover the Harry Dym equation when K = 1, L =
0, q = −1/3.
If we now put Q1 = u∂u or Q1 = tu∂u we find that [Q1, Q2] = 0 so we have
no realization of [Q1, Q2] = 0 in these cases. So we have the following two
two-dimensional extensions:
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t, u∂u〉,
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t, t∂t + qu∂u〉.
dimA = 3 : Here we have two cases. A = 〈∂t, u∂u, Q3〉 and A = 〈∂t, t∂t +
qu∂u, Q3〉 with 〈Q1, Q2〉 contained as an ideal. First, take A = 〈∂t, u∂u, Q3〉.
Then [∂t, Q3] ∈ 〈∂t, u∂u〉 and [u∂u, Q3] ∈ 〈∂t, u∂u〉 give Q3 = (at+ b)∂t + cu∂u.
Putting ∂t, u∂u and Q3 = (at + b)∂t + cu∂u as symmetries in the equation for
F gives aF = 0 so that we must have a = 0 in order to have F 6= 0. Thus
Q3 = bQ1+ cQ2 and this means that dimA = 2, contradicting the requirement
that dimA = 3. Hence we have no realization in this case. Next, take A =
〈∂t, t∂t + qu∂u, Q3〉. Then [∂t, Q3] ∈ 〈∂t, t∂t + qu∂u〉 and [t∂t + qu∂u, Q3] ∈
〈∂t, t∂t+ qu∂u〉 gives, after elementary calculations, Q3 = (at+ b)∂t+ cu∂u. We
can rewrite this as Q3 = bQ1 + aQ2 + (c − a)u∂u. If c 6= a then u∂u is also
a symmetry, so that t∂t will also be a symmetry. Since we know that ∂t is a
symmetry, we find that F = 0, a contradiction. Thus we must have a = c and
thus Q3 = aQ2+ bQ1 so that dimA = 2, and we have no extension in this case.
Thus, we have only the two two-dimensional extensions given above.
〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉. In this case [e1, Q] = [e2, Q] = [e3, Q] =
0 gives Q = a(t)∂t. The residual equivalence group is given by transformations
of the form t′ = T (t), x′ = x, u′ = ±u with T˙ (t) 6= 0. Under such a transforma-
tion, Q is mapped to Q′ = a(t)T˙ (t)∂t′ and we choose T (t) so that a(t)T˙ (t) = 1.
Thus we have the canonical one-dimensional algebra A = 〈∂t〉. It is clear that
if A = 〈Q1, Q2〉 with Q1 = ∂t then we cannot have [Q1, Q2] = 0 and dimA = 2.
Further, if we require [Q1, Q2] = Q1 with Q1 = ∂t then Q2 = (t + k)∂t, which
is inadmissible since ∂t, t∂t as symmetries in the equation forF gives F = 0, a
contradiction. Thus we obtain only a one-dimensional extension:
〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉.
〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉. As in the previous case (with exactly
the same argument) we have only one extension, the one-dimensional extension
〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉.
6.3 Semi-direct sums of sl(2,R) with solvable Lie al-
gebras.
We now consider the case of semi-direct extensions of sl(2,R), and we proceed
case by case. We use the following notation in the proofs:
1. A0 denotes the abelian ideal of the solvable Lie algebra A
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2. k is the invariant (under the action of sl(2,R)) subspace of A which is the
complement of A0, so that A = k+˙A0
3. kJ = 〈Q1, . . . , Q2J+1〉 is an irreducible representation space for sl(2,R),
with kJ ⊂ k for J =
1
2 , 1,
3
2 , . . .
4. k0 ⊂ k is the representation space for sl(2,R), with spin J = 0. It is the
direct sum of irreducible one-dimensional subspaces and sl(2,R) commutes
with all the elements of k0.
5. k⋆ is the sum of all kJ , for J ≥
1
2 , which are subspaces of k
Thus we have the decomposition A = k⋆+˙k0+˙A0. First we have the following
useful result:
Lemma 6.1 Suppose that A0 commutes with sl(2,R). Then [k⋆,A0] = {0} as
well as [k⋆, k0] ⊂ k⋆.
Proof: First we note that [k⋆,A0] ⊂ A0 since A0 is an ideal. Now for any kJ with
J > 0 we also have [kJ ,A0] ⊂ k⋆. In fact, if X ∈ A0 then put Q
′
i = [Qi,X], i =
1, . . . 2J + 1. Then it is straightforward to show that k′J = 〈Q
′
1, . . . , Q
′
2J+1〉 is
an irreducible representation space for sl(2,R) if k′J 6= {0} (in fact it is clear
that if any Q′i = 0 then k
′
J = {0}) and since k
′
J ⊂ A we have k
′
J ⊂ k⋆. Hence
[k⋆,A0] ⊂ k⋆ ∩ A0 = {0}. The same reasoning shows that [k⋆, k0] ⊂ k⋆.
Lemma 6.2 sl(2,R) = 〈2x∂x,−x
2∂x, ∂x〉 admits only direct-sum extensions
〈2x∂x,−x
2∂x, ∂x〉 ⊕ A by solvable Lie algebras A.
Proof: Let 〈Q1, . . . , Q2J+1〉 where J > 0 be an irreducible representation
subspace in A. Put Q2J+1 = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u. Since kJ is
irreducible under the action of sl(2,R) it follows that a(t) = 0. The conditions
[e3, Q2J+1] = 0 and [e1, Q2J+1] = −2JQ2J+1 then give c(t, x, u) = 0, bx = 0
and b = Jb. For J 6= 1 we obviously have b = 0, giving Q2J+1 = 0, and
hence A = {0}. For J = 1 we then have 2J + 1 = 3 and Q3 = b(t, u)∂x. Then
Q2 = [e2, Q3] = 2xb(t, u)∂x, Q1 =
1
2 [e2, Q3] = −x
2b(t, u)∂x so that 〈Q1, Q2, Q3〉
is just a realization of sl(2,R), which is impossible for a subspace of a solvable
Lie algebra A. Hence, any solvable Lie algebra which is a representation space
for this choice of sl(2,R) must be a direct sum of irreducible one-dimensional
(J = 0) subspaces. sl(2,R) acts trivially on irreducible one-dimensional spaces,
so that each Q ∈ A must commute with e1, e2, e3, and therefore the extension
must be a direct-sum extension.
Lemma 6.3 sl(2,R) = 〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉 admits only
direct-sum extensions 〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉 ⊕ A by solvable
Lie algebras A.
Proof: Let 〈Q1, . . . , Q2J+1〉 where J > 0 be an irreducible representation
subspace in A. Put Q2J+1 = a(t)∂t + b(t, x, u)∂x + c(t, x, u)∂u. Since kJ is
irreducible under the action of sl(2,R) it follows that a(t) = 0 and we also
have that any element of kJ is of the form X = b(t, x, u)∂x + c(t, x, u)∂u, so
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that either rank kJ = 1 or rank kJ = 2. The conditions [e3, Q2J+1] = 0 and
[e1, Q2J+1] = −2JQ2J+1 give Q2J+1 = b(t)u
−J+1∂x + c(t)u
−J+1∂u and then
Q2J = [e2, Q2J+1] gives
Q2J = 2JxQ2J+1 − 2c(t)u
−J+2∂x + 2b(t)u
−J+2∂u.
We have rank kJ = 1 if and only if Q2J+1∧Q2J = 0 which gives b(t)
2+c(t)2 = 0,
which is impossible ifQ2J+1 6= 0, so we must have rank kJ = 2 and b(t)
2+c(t)2 6=
0.
Now assume that kJ is abelian. Then [Q2J , Q2J+1] = 0 and we find that
(2J − 1)b(t)2 + (J − 2)c(t)2 = 0, b(t)c(t) = 0.
If c(t) 6= 0 then b(t) = 0 since we have b(t)c(t) = 0. This gives (J − 2)c(t)2 =
0 so we have either c(t) = 0 or J = 2. However, J = 2 corresponds to
dim 〈Q1, . . . , Q2J+1〉 = 5, and admissible abelian Lie algebras of dimension five
are all rank-one realizations, which is a contradiction. Thus, c(t) = 0 and we
have b(t) 6= 0. This gives (2J −1)b(t)2 = 0 so that Q2J+1 6= 0 only for J = 1/2.
In this case we have Q2 = b(t)u
1/2∂x, Q1 = xb(t)u
1/2∂x+2b(t)u
3/2∂u. Putting
these into the equation for F and noting that Fx = 0 we have the two equations
4u2Fu + 2uu1Fu1 + [2uu2 − u
2
1]Fu2 = 0
4u2Fu + uu1Fu1 + [2uu2 + u
2
1]Fu2 = 6uF.
We also have the defining equations
uFu = u2Fu2 + 3F
u(1 + u21)Fu1 + [u1(1 + u
2
1) + 3uu1u2]Fu2 + 3uu1F = 0.
Writing these equations in the form of the matrix equation Mv = 0 where v =
(F,Fu, Fu1 , Fu2)
T we find that detM 6= 0 except on some subsets of dimension
less than five in the space parametrized locally by (t, x, u, u1, u2) and so F = 0
because F is smooth. This is a contradiction and so we have no irreducible
representations of sl(2,R) on abelian algebras other than those for which J = 0,
that is one-dimensional representation spaces. Consequently, the abelian ideal
A0 of A is a direct sum of one-dimensional irreducible subspaces for sl(2,R), and
so if Q ∈ A0 then Q commutes with e1, e2, e3. Now note that by definition k0
commutes with all of sl(2,R), so that k0+˙A0 must commute with sl(2,R). From
Theorem 6.3 it follows that dim k0+˙A0 = 1, and we may assume that k0+˙A0 =
〈∂t〉 so we have A = k⋆+˙〈∂t〉 and k⋆ is the direct sum of irreducible subspaces
kJ = 〈Q1, . . . , Q2J+1〉 with J > 0. We know that Q2J+1 = b(t)u
−J+1∂x +
c(t)u−J+1∂u. Since 〈∂t〉 is an ideal in A, we must have [Q2J+1, ∂t] = 0 so
that Q2J+1 = bu
−J+1∂x + cu
−J+1∂u with b, c constants. It now follows that
[k⋆, k⋆] ⊂ k⋆, so that k⋆ is a subalgebra of A, and as such it is solvable. Assume
that k⋆ 6= {0}. Then, being solvable, k⋆ contains a non-trivial abelian ideal
which is invariant under sl(2,R), and this abelian ideal must be a direct sum
of irreducible one-dimensional representation spaces by our reasoning above,
so that k⋆ contains the representation J = 0, which contradicts the definition
of k⋆. Hence k⋆ = {0} and so the only extension of sl(2,R) by a solvable Lie
algebra A is a direct-sum extension (so each of the operators of A commutes
with e1, e2, e3).
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Lemma 6.4 sl(2,R) = 〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉 admits only
direct-sum extensions 〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉 ⊕ A by solvable
Lie algebras A.
Proof: The proof is essentially the same as for sl(2,R) = 〈2x∂x+2u∂u,−(x
2−
u2)∂x−2xu∂u, ∂x〉. For an irreducible representation subspace kJ = 〈Q1, . . . , Q2J+1〉
of A with J > 0 we find Q2J+1 = b(t)u
−J+1∂x + c(t)u
−J+1∂u and
Q2J = 2JxQ2J+1 + 2c(t)u
−J+2∂x + 2b(t)u
−J+2∂u.
Then [Q2J , Q2J+1] = 0 gives
(2J − 1)b(t)2 − (J − 2)c(t)2 = 0, b(t)c(t) = 0.
Then the same type of argument as for sl(2,R) = 〈2x∂x+2u∂u,−(x
2−u2)∂x−
2xu∂u, ∂x〉 shows that there are no irreducible abelian representation spaces kJ
for J > 0. The final part of the argument for sl(2,R) = 〈2x∂x + 2u∂u,−(x
2 +
u2)∂x − 2xu∂u, ∂x〉 goes through without modification, and we conclude that
only direct-sum extensions by solvable Lie algebras are allowed.
Lemma 6.5 sl(2,R) = 〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 admits only direct-
sum extensions 〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ A by solvable Lie algebras
A.
Proof: As in the previous calculations, we have rank kJ ≤ 2 for the irreducible
representation space kJ = 〈Q1, . . . , Q2J+1〉 with J > 0.The elements of kJ are
of the form X = b(t, x, u)∂x + c(t, x, u)∂u and we obtain from the conditions
[e3, Q2J+1] = 0 and [e1, Q2J+1] = −2JQ2J+1 that
Q2J+1 = b(t)u
−J+1∂x + c(t)u
−J+1∂u,
and then Q2J = [e2, Q2J+1] yields
Q2J = 2JxQ2J+1 + 2b(t)u
−J+2∂u.
If rank kJ = 1 then Q2J+1 ∧ Q2J = 0 and this gives b(t) = 0 so that c(t) 6= 0
and Q2J+1 = c(t)u
−J+1∂u, Q2J = 2JxQ2J+1 and we find that kJ is abelian.
Putting these as symmetries into the equation for F gives
u2Fu − (J − 1)uu1Fu1 + (J − 1)[Ju
2
1 − uu2]Fu2 = 0
uFu1 − 2(J − 1)u1Fu2 = 0.
We also have the defining equations for F :
Fx = 0, uFu = u2Fu2 + 3F, uFu1 + u1Fu2 = 0.
These last three equations give F = u3f(t, τ) where τ = uu2 − u
2
1 and substi-
tuting this into the first equation above gives
3f(t, τ) = (J − 2)τfτ (t, τ)− J
2u21fτ (t, τ).
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In the new coordinate system (t, x, u, u1, τ) we note that u1 and τ are indepen-
dent, so that we must have fτ = 0 for J > 0 and consequently F = 0. Thus we
have no admissible realization for J > 0 in this case.
If now rank kJ = 2 then b(t) 6= 0. Assume that kJ is abelian. Then
commutativity gives us the equations
(2J − 1)b2 = 0, bc = 0.
Since b(t) 6= 0 then c(t) = 0 and J = 1/2 and we obtain Q2 = b(t)u
1/2∂x, Q1 =
2JxQ2+ b(t)u
3/2∂u. Putting these as symmetries into the equation for F gives
F = 0, which is a contradiction. Thus we have no irreducible abelian repre-
sentation space for J > 0, and so all the elements of the abelian ideal A0 of A
commute with sl(2,R), so that A0 is a direct sum of one-dimensional invariant
subspaces.
We have the decomposition A = k⋆+˙k0+˙A0 where k⋆ is a direct sum of
irreducible representation spaces kJ with J > 0, and from the above we conclude
that k0+˙A0 is a solvable Lie subalgebra of A: in fact [k0,A0] ⊂ A0 since A0 is
an ideal, and [k0, k0] is a subspace which commutes with sl(2,R) so that we
must have [k0, k0] ⊂ k0+˙A0. Furthermore, the action of sl(2,R) on k0+˙A0 is a
direct-sum action. Thus k0+˙A0 provides a direct-sum extension of sl(2,R), and
from Theorem 6.3 we have the following possibilities. k0+˙A0 = 〈∂t〉, k0+˙A0 =
〈u∂u〉, k0+˙A0 = 〈tu∂u〉, for which k0 = {0} as well as k0+˙A0 = 〈∂t, u∂u〉 and
k0+˙A0 = 〈∂t, t∂t + qu∂u〉 with q 6= 0.
A0 = 〈∂t〉, k0 = {0}: in this case we note that k⋆ consists of operators of the
form b(x, u)∂x + c(x, u)∂u since we have [kJ , ∂t] = 0 by lemma 6.1, and thus
we can only have [k⋆, k⋆] ⊂ k⋆ since k0 = {0}. If k⋆ 6= {0} then it is a solvable
subalgebra of A and so contains an abelian ideal which commutes with sl(2,R)
because the representation of sl(2,R) on abelian Lie algebras is a direct sum
of one-dimensional (J = 0) representations, as we have seen above. However,
k⋆ contains only representations for J > 0 so we have a contradiction. Hence
k⋆ = {0}.
A0 = 〈u∂u〉, k0 = {0}: in this case we have [kJ , u∂u] = {0} for J > 0, by Lemma
6.1. So with Q2J+1 = b(t)u
−J+1∂x+c(t)u
−J+1∂u the condition [Q2J+1, u∂u] = 0
gives (J−1)b(t)u−J+1∂x+Jc(t)u
−J+1∂u = 0. Since J > 0 we must have c(t) = 0
and we find that b(t) = 0 unless J = 1. For J = 1 we have Q3 = b(t)∂x and
then Q2 = 2b(t)[x∂x + u∂u] and Q1 = −b(t)[x
2∂x + 2xu∂u] so that k : J is just
a copy of sl(2,R) if b(t) 6= 0, which is impossible since kJ is a subspace of a
solvable Lie algebra. Hence we have k⋆ = {0}. The same reasoning holds for
A0 = 〈tu∂u〉 and for A0 = 〈u∂u〉, k0 = 〈∂t〉 as well as A0 = 〈∂t, u∂u〉.
A0 = 〈∂t〉, k0 = {u∂u}: in this case we have [k⋆+˙k0, k⋆+˙k0] ⊂ k⋆+˙k0 by Lemma
6.1 and from the structure of the operators of k⋆, so that k⋆+˙k0 is a solvable
subalgebra of A and so it contains an abelian ideal invariant under sl(2,R). By
the above, this abelian ideal must be 〈u∂u〉, so that 〈∂t, u∂u〉 is an abelian ideal
in A, so we have k⋆ = {0} as above.
A0 = 〈∂t〉, k0 = {t∂t + qu∂u}, q 6= 0: in this case the operators of k⋆ are of the
form b(x, u)∂x + c(x, u)∂u since ∂t commutes with k⋆. It is clearly impossible
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to have [k⋆, k⋆] ∩ k0 6= {0} or [k⋆, k⋆] ∩ A0 6= {0} so we have [k⋆, k⋆] ⊂ k⋆, and
thus k⋆ is a solvable Lie algebra, containing an abelian ideal if k⋆ 6= {0}. This
is impossible as we have seen above, so k⋆ = {0} in this case as well.
Lemma 6.6 sl(2,R) = 〈2t∂t+2x∂x,−t
2∂t−(x
2+2tx)∂x, ∂t〉 admits only direct-
sum extensions 〈2t∂t+2x∂x,−t
2∂t−(x
2+2tx)∂x, ∂t〉⊕A by solvable Lie algebras
A.
Proof: Denote an irreducible representation space of A by kJ = 〈Q1, . . . , Q2J+1〉
where J > 0. We first assume that kJ is an abelian algebra. Putting Q2J+1 =
a(t)∂t+b(t, x, u)∂x+c(t, x, u)∂u, the conditions [e3, Q2J+1] = 0 and [e1, Q2J+1] =
−2JQ2J+1 give
Q2J+1 = a∂t + b(u)x
−J+1∂x + c(u)x
−J∂u.
with a = 0 for J 6= 1. Now Q2J = [e2, Q2J+1] gives us
Q2J = 2JtQ2J+1 + (J + 1)b(u)x
−J+2∂x + c(u)x
−J+1∂u.
The condition that [Q2J+1, Q2J ] = 0 then yields a = 0 and the conditions
(J + 1)b(u)2 + c(u)b′(u) = 0, b(u)c(u) = 0.
Note that b(u)c(u) = 0 is the same as requiring Q2J+1∧Q2J = 0, and this is the
same as having a rank-one realization space A. In fact, e2 acts nilpotently on
A and we have k!Q2J−k+1 = (ade2)
k(Q2J+1) so that Q2J+1 ∧Q2J = 0 implies
that Qi ∧Qk = 0 for all Qi, Qk ∈ A.
Obviously c(u) 6= 0 since otherwise b(u) = 0 by (J+1)b(u)2+ c(u)b′(u) = 0.
Hence, b(u) = 0 and Q2J+1 = c(u)x
−J∂u with c(u) 6= 0. Now, the residual
equivalence group of 〈e1, e2, e3〉 is given by invertible transformations of the
form t′ = t, x′ = x, u′ = U(u). Under such a transformation, Q2J+1 is mapped
to Q′2J+1 = c(u)U
′(u)x−J∂u′ and we choose U(u) so that c(u)U
′(u) = 1 so that
we may take Q2J+1 = x
−J∂u. This gives
Q2J = 2JtQ2J+1 + x
−J+1∂u.
Putting Q2J+1 and Q2J as symmetries in the equation for F we obtain the
following two equations:
x2Fu − JxFu1 + J(J − 1)Fu2 = 0
x2Fu − (J − 1)xFu1 + J(J − 1)Fu2 = 0,
and this immediately gives Fu1 = 0. The defining equations for F (obtained
from 〈e1, e2, e3〉 as symmetries) are
xFx = u1Fu1 + 2u2Fu2 + 2F
x2Fx = 2xu1Fu1 + (4xu2 + 2u1)Fu2 + 6xF.
The second equation x2Fx = 2xu1Fu1+(4xu2+2u1)Fu2+6xF then gives Fu2 =
0, and thus Fu = 0. This gives us the reduced system xFx = 2F, xFx = 6F , so
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F = 0, which is a contradiction. So we can only have irreducible representations
of 〈e1, e2, e3〉 on abelian Lie algebras for J = 0.
We have the decomposition A = k⋆+˙k0+˙A0, and k0+˙A0 is a solvable Lie
algebra whose operators commute with e1, e2, e3, so the action of sl(2,R) on
k0+˙A0 is a direct sum action. From Theorem 6.3 we know that this realization
of sl(2,R) admits only a one-dimensional direct-sum extension by solvable Lie
algebras and we may put k0+˙A0 = A0 = 〈∂u〉. Hence for any kJ , J > 0 we have
[Q2J+1, ∂u] = 0 so that the coefficients of Q2J+1 are independent of u. Thus we
may write
Q2J+1 = a∂t + bx
−J+1∂x + cx
−J∂u
where b, c are constants and b2 + c2 6= 0 for otherwise Q2J+1 = a∂t giving
kJ = 〈e1, e2, e3〉 which is impossible for a subspace kJ of a solvable Lie al-
gebra. Since ∂t is a symmetry of our equation (we have e3 = ∂t) we put
Q′2J+1 = bx
−J+1∂x + cx
−J∂u and then Q
′
2J = [e2, Q
′
2J+1] = 2JtQ
′
2J+1 + (J +
1)b(u)x−J+2∂x + c(u)x
−J+1∂u. It is now straightforward to show that Q
′
2J+1
and Q′2J as symmetries in the equation for F give F = 0, which is a contradic-
tion. Thus we have no kJ in A for J > 0. Consequently we have only direct-sum
extensions by solvable Lie algebras A.
We now come to the final case of sl(2,R), and we obtain the following result
which we prove in a series of Lemmas:
Theorem 6.4 The algebra
sl(2,R) = 〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉
has no other extensions by solvable Lie algebras other than the following:
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉 ⊕ 〈∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉 ⊕ 〈x∂x + u∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉 ⊕ 〈∂u, x∂x + u∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉 ⊎D1/2
where D1/2 = 〈x
1/2∂x +
1
2
x−1/2u∂u, tx
1/2∂x +
1
2
(tx−1/2u+ x1/2)∂u〉
The first step in the proof is the following result on the representation of this
realization of sl(2,R) on abelian Lie algebras:
Lemma 6.7 The only irreducible representations of the admissible realizations
of
sl(2,R) = 〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉,
on abelian Lie algebras are one dimensional, except for the irreducible repre-
sentation space
D1/2 = 〈x
1/2∂x +
1
2
x−1/2u∂u, tx
1/2∂x +
1
2
(tx−1/2u+ x1/2)∂u〉.
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Proof: As before, kJ = 〈Q1, . . . , Q2J+1〉 denotes an irreducible representation
space for J > 0. We also assume that kJ is abelian. Note that e1 acts semi-
simply on kJ = 〈Q1, . . . , Q2J+1〉 and that e2 and e3 act nilpotently on A. We
have in particular [e1, Qk] = 2(J − k + 1)Qk and
[e3, Q2J+1] = 0, Qk =
(ad e3)
k−1
(k − 1)!
(Q1)
as well as
[e2, Q1] = 0, Q2J−k+1 =
(ad e2)
k
k!
(Q2J+1).
Thus, if Q1 = A(t)∂t+B(t, x, u)∂x+C(t, x, u)∂u then A(t), B(t, x, u), C(t, x, u)
are polynomials of degree no greater than 2J in t.
The commutator [e1, Q1] = 2JQ1 gives tA˙(t) = (J + 1)A(t) so that A(t) =
aT J+1. Further, [e2, Q1] = 0 gives (J − 1)a = 0 so A(t) = 0 if J 6= 1. But we
also require kJ to be abelian and this gives us a = 0 (by considering [Q2, Q3] = 0
in the case of J = 1). Thus we have Q1 = B(t, x, u)∂x + C(t, x, u)∂u for
all half-integers J > 0 and consequently all the Qi have the structure Qi =
ai(t, x, u)∂x + bi(t, x, u)∂u so that rank kJ ≤ 2. We also note that rank kJ = 2
is impossible for dim kJ > 2: any admissible rank-two abelian Lie algebra A
has dimension dimA = 2, 3, 4 and for dimA = 3, 4 there are wedge products
which are zero, as is clear from the list of admissible abelian Lie algebras.
For dimA = 3, 4, we know that 〈e1, e2, e3〉 acts irreducibly on the spaces of
bivectors 〈Q1 ∧ Q2, Q1 ∧ Q3, Q2 ∧ Q3〉 and 〈Q1 ∧ Q2, Q1 ∧ Q3, Q1 ∧ Q4, Q2 ∧
Q3, Q2 ∧ Q4, Q3 ∧ Q4〉, so that if any wedge product is zero, so are all the
others. Thus we have to investigate only the cases rank kJ = 1 for dim kJ ≥ 2
and rank kJ = 2,dim kJ = 2.
The commutation relations [e1, Q1] = 2JQ1 and [e2, Q1] = 0 give us the
system of equations
tBt + xBx = (J + 1)B
tCt + xCx = JC
t2Bt + 2txBx + xBu = 2tB
t2Ct + 2txCx + xCu = B,
whose solution is
B(t, x, u) = x−J+1t2Jb(τ), C(t, x, u) = x−J t2J [c(τ) + xt−1b(τ)]
where τ = u − x/t. Now B,C have to be polynomials of degree not greater
than 2J in t and we find that b(τ), c(τ) are polynomials of degree 2J and 2J+1
respectively. Performing a Taylor expansion in x/t about u we obtain
B(t, x, u) = x−J+1
2J∑
k=0
(−1)k
b(k)(u)
k!
xkt2J−k
and
C(t, x, u) = x−J
[
c(u)t2J +
2J∑
k=1
(−1)k
(−1)k
k!
[c(k)(u)− kb(k−1)(u)]xkt2J−k
]
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with c(2J+1)(u) = (2J + 1)b(2J)(u). From these coefficients we find that
Q2J+1 = b(u)x
−J+1∂x + c(u)x
−J∂u,
Q2J = 2JtQ2J+1 − b
′(u)x−J+2∂x − (c
′(u)− b(u))x−J+1∂u,
where b(u), c(u) are polynomials of degree at most 2J and 2J +1 respectively,
and c(2J+1)(u) = (2J+1)b(2J)(u). Note that these calculations are true without
assuming that kJ is abelian.
dim kJ ≥ 2, rank kJ = 1: We have rank kJ = 1 if and only if Q2J+1 ∧Q2J = 0.
This gives us
b2 = bc′ − b′c. (6.1)
Further, [Q2J+1, Q2J ] = 0 gives us
2bb′ = b′c′ − cb′′ (6.2)
(J − 1)[b2 + b′c]− (J − 2)bc′ + cc′′ − (c′)2 = 0. (6.3)
If c(u) = 0 then equation (6.1) gives b(u) = 0 so that kJ = {0}, so we must
have c(u) 6= 0. If now b(u) = 0 then equation (6.3) gives cc′′ − (c′)2 = 0 which
is impossible for a polynomial c(u) unless c(u) = constant. In this case we
may take Q2J+1 = x
−J∂u in canonical form, and this gives Q2J = 2JtQ2J+1.
Putting Q2J+1 and Q2J as symmetries into the equation for G and using the
fact that Gt = 0 we obtain 2Jx
−J = 0, which is impossible for J > 0.
We are left with b 6= 0, c 6= 0 and then equation (6.1) may be written as
b′
c
−
bc′
c2
+
(
b
c
)2
= 0,
which is just
d
du
(
b
c
)
= −
(
b
c
)2
,
from which it follows that c(u) = (u+ l)b(u) and we obtain
Q2J+1 = b(u)x
−J+1∂x + (u+ l)b(u)x
−J∂u.
The residual equivalence group of 〈e1, e2, e3〉 is given by invertible transforma-
tions of the form t′ = t, x′ = αx, u′ = αu + k with α 6= 0. Choosing k = l we
see that Q2J+1 is mapped to
Q′2J+1 = b˜(u
′)(x′)−J+1∂x′ + u
′b˜(u′)(x′)−J∂u′ ,
and we see that we may take
Q2J+1 = b(u)x
−J+1∂x + ub(u)x
−J∂u
in canonical form, with b(u) a polynomial of degree 2J . Now, putting c(u) =
ub(u) into equation (6.2) we obtain bb′ + u[bb′′ − (b′)2] = 0, and so we obtain
u
d
du
(
b′
b
)
+
b′
b
= 0 so that we have b(u) = λum for some constant λ 6= 0 and
some integer m ≥ 0. It is clear that we may assume λ = 1 and this gives
Q2J+1 = u
mx−J+1∂x + u
m+1x−J∂u.
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This gives Q2J = 2JtQ2J+1 −mu
m−1x−J+2∂x −mu
mx−J+1∂u.
For m = 0 we have Q2J+1 = x
−J+1∂x+ux
−J∂u and Q2J = 2JtQ2J+1. Putting
Q2J+1 together with Q2J as symmetries into the equation for G and noting
that Gt = 0, we obtain
−2Jx−J+1u1 + 2Jx
−J = 0,
which is a contradiction for J > 0. Thus, we have no irreducible representation
of 〈e1, e2, e3〉 in this case. Form ≥ 1, puttingQ2J+1 = u
mx−J+1∂x+u
m+1x−J∂u
and Q2J = 2JtQ2J+1−mu
m−1x−J+2∂x−mu
mx−J+1∂u into the equation for F
gives (after a standard calculation) F = 0, which is a contradiction. Hence we
have no realization of sl(2,R) on rank-one abelian Lie algebras A with dimA ≥
2.
dimA = 2, rankA = 2. In this case A = 〈Q1, Q2〉 with Q2 = x
1/2b(u)∂x +
x−1/2c(u)∂u andQ1 = tQ2+x
3/2b′(u)∂x+x
1/2[c′(u)−b(u)]∂u. FurtherQ2∧Q1 6=
0 for a rank-two algebra. We know that deg b(u) ≤ 1 and that c′′(u) = 2b′(u),
so b(u) = αu + β and c′′(u) = 2α, so that c(u) = au2 + γu + δ for some
constants α, β, γ, δ. Putting this into equation (6.2) we find that α(2β−γ) = 0.
Then equation (6.3) gives α = 0. We note that b(u) = l 6= 0 since otherwise
we would have a rank-one realization, so we may assume that b(u) = 1 and
with c(u) = γu + δ we obtain γ = 1 or γ = 1/2, giving Q2 = x
1/2∂x +
x−1/2[u+δ]∂u and Q2 = x
1/2∂x+x
−1/2[
u
2
+δ]∂u respectively. For Q2 = x
1/2∂x+
x−1/2[u+ δ]∂u we find that Q1 = tQ2 and this gives us a rank-one realization,
which is a contradiction. Thus we have only Q2 = x
1/2∂x + x
−1/2[
u
2
+ δ]∂u.
Using an equivalence transformation t′ = t, x′ = x, u′ = u+ 2δ which is in the
residual equivalence group of 〈e1, e2, e3〉, we find that we may put Q2 in the
canonical form Q2 = x
1/2∂x+x
−1/2u
2
∂u. We take Q2 = 2x
1/2∂x+x
−1/2u∂u for
convenience, and this gives Q1 = tQ2 + x
1/2∂u.
With these as symmetries in the equations for F and G already obtained for
〈e1, e2, e3〉, we find
F = Kx2τ−1/3, G = x−1
[
3
4
K(xu1 − u)τ
−1/3 + L(xu1 − u)
3/2 + u2 − 2xuu1
]
where τ = 2x2u2 − xu1 + u and K 6= 0, L are constants.
Lemma 6.8 If 〈2t∂t +2x∂x,−t
2∂t− 2tx∂x − x∂u〉 is represented on a solvable
Lie algebra A such that D1/2 ⊂ A, then A = D1/2.
Proof: Suppose that A also contains kJ with J ≥ 1/2. Then since dimA <∞
there is a maximal value j of J for which kJ ⊂ A. Now put X = x
1/2∂x +
u
2
x−1/2∂u ∈ D1/2. Then, if Q = [Q2j+1,X] 6= 0, we have [e3, Q] = 0 and
[e1, Q] = −2(j +
1
2
)Q. Further
(ad e2)
2j+2(Q) =
2j+2∑
N=0
[(ad e2)
N (Q2j+1), (ad e2)
2j+2−N (X)] = 0
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since (ad e2)
2j+1(Q)2j+1 = 0, (ad e2)
2(X) = 0. Then put Q′2j+2 = Q we
can define an irreducible space kj+ 1
2
= 〈Q′1, . . . , Q
′
2j+ 1
2
〉 by defining Q′k =
(ad e2)
k
k!
(Q′2j+2). Clearly, kj+ 1
2
⊂ A and corresponds to spin j + 1/2 if kj+ 1
2
6=
{0}, contradicting the fact that j was the largest value of J for which kJ ⊂ A.
Thus we must have [Q2j+1,X] = 0. Writing Q2j+1 = b(u)x
−j+1∂x+ c(u)x
−j∂u,
and using the fact that c(2j+1)(u) = (2j+1)b(2j)(u), the condition [Q2j+1,X] =
0 gives us
b(u) = qu2j−1, c(u) =
q
2
u2j .
We assume q 6= 0 so that we may take
Q2j+1 = u
2j−1x−j+1∂x +
u2j
2
x−j∂u.
At this point, we note that in fact we have, for the case J = 1, that Q3 = a∂t+
b(u)∂x + c(u)x
−1. If a 6= 0 then Q3, Q2, Q1 will contain the terms ae3, ae2, ae1
which form sl(2,R), and this is not permissible if Q1, Q2, Q3 belong to a solvable
Lie algebra. Thus we must have a = 0 in this case and then our calculations
cover all cases of J ≥ 1/2.
It is a straightforward (but painstaking) calculation to show that putting
this operator into the equation for F gives F = 0 when 2j − 1 6= 0. Hence we
conclude that there are no irreducible subspaces kJ with J > 1/2 contained
in A. It also follows from this (and using the same argument) that there are
no other irreducible subspaces k1/2 of spin J = 1/2 other than D1/2. Then
we have A = D1/2+˙k0 where k0 is the space of operators commuting with
e1, e2, e3. We also have the abelian ideal A0 ⊂ k0. The same argument as given
previously shows that [D1/2, k0] ⊂ D1/2. Now any operator Q ∈ k0 is of the
form Q = α∂u + β(x∂x + u∂u), as follows from Theorem 6.3. Then we have
[Q,X] = αx−1/2∂u −
β
2
X,
and it is clear that [Q,X] /∈ D1/2 unless α = 0. Thus we must have k0 =
〈x∂x + u∂u〉 or k0 = {0}. It is a routine calculation that D1/2 and x∂x + u∂u
are incompatible symmetry algebras of our equation: D1/2 gives F = Kx
2τ−1/3
with τ = 2x2u2−xu1+u), whereas x∂x+u∂u gives us the condition xFx+uFu =
u2Fu2 + 3F which is not satisfied by F = Kx
2τ−1/3. Hence we conclude that
A = D1/2 if D1/2 ⊂ A.
Lemma 6.9 The only extensions of
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉
by solvable Lie algebras A such that A does not contain D1/2 are as given in
Theorem 6.3:
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉 ⊕ 〈∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉 ⊕ 〈x∂x + u∂u〉
〈2t∂t + 2x∂x,−t
2∂t − 2tx∂x − x∂u, ∂t〉 ⊕ 〈∂u, x∂x + u∂u〉.
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Proof: In this case we may decompose A as the direct sum A = k⋆+˙k0+˙A0
where now A0 is the abelian ideal containing operators commuting with sl(2,R).
We also note that k0+˙A0 is a solvable Lie algebra and the action of sl(2,R)
on k0+˙A0 is a direct sum action. Then we have from Theorem 6.3 that
dim(k0+˙A0) = 1 or dim(k0+˙A0) = 2. If dim(k0+˙A0) = 1, then A0 = 〈∂u〉
or A0 = 〈x∂x + u∂u〉 and in both these cases k0 = {0}. For dim(k0+˙A0) = 2 we
have k0+˙A0 = 〈∂u, x∂x + u∂u〉 so that A0 = 〈∂u〉 and k0 = 〈x∂x + u∂u〉.
For any kJ = 〈Q1, . . . , Q2J+1〉 with J > 0 we have Q2J+1 = a∂t+b(u)x
−J+1∂x+
c(u)x−J∂u, and a = 0 except possibly when J = 1. For this case we have Q3 =
a∂t+b(u)∂x+c(u)x
−1∂u and one can show that b(u), c(u) are polynomials with
deg b(u) ≤ 2, deg c(u) ≤ 3. Note that ∂t = e1 so that writing Q3 = ae1+Q
′
3 we
have Q2 = ae1+Q
′
2 and Q1 = ae2+Q
′
1 where Q
′
2 = [e2, Q3] and 2Q
′
1 = [e2, Q
′
2].
Since e1, e2, e3 are already symmetries, we may reduce the problem of having
Q1, Q2, Q3 as symmetries to that of having Q
′
1, Q
′
2, Q
′
3 as symmetries. This is
just the special case of J = 1 for Q2J+1 = b(u)x
−J+1∂x + c(u)x
−J∂u. Thus we
consider only kJ = 〈Q1, . . . , Q2J+1〉 for J > 0 where Q2J+1 = b(u)x
−J+1∂x +
c(u)x−J∂u.
We also have
Q2J = 2JtQ2J+1 − b
′(u)x−J+2∂x + [b(u)− c
′(u)]x−J+1∂u
and we have either rank kJ = 1 or rank kJ = 2.
A0 = 〈∂u〉, k0 = {0}, or k0 = {x∂x + u∂u} : Note that [kJ , ∂u] = {0} by Lemma
6.1 so b, c are constants and we obtain
Q2J+1 = bx
−J+1∂x + cx
−J∂u, Q2J = 2JtQ2J+1 + bx
−J+1∂u
If rank kJ = 1 then Q2J+1 ∧Q2J = 0 and this yields b = 0 so that we may take
Q2J+1 = x
−J∂u and Q2J = 2JtQ2J+1. Putting these as symmetries into the
equation for G, and noting that Gt = 0, we obtain Ju1 = 0 which is impossible
for J > 0. So we have no realization in this case.
If rank kJ = 2 then b 6= 0 and we may take b = 1 so that Q2J+1 = x
−J+1∂x +
cx−J∂u and Q2J = 2JtQ2J+1+x
−J+1∂u. Note that we also have F = x
2f(ω, τ)
with ω = xu1−u, τ = x
2u2. Since ∂u is also a symmetry we must have Fu = 0
so that fω = 0 giving F = x
2f(τ) and consequently Fu1 = 0. We have two cases:
c = 0 and c 6= 0. If c = 0 then Q2J+1 = x
−J+1∂x, Q2J = 2JtQ2J+1 + x
−J+1∂u.
Putting these two operators a symmetries into the equation for F , and noting
that Ft = Fu = Fu1 = 0 we obtain the equations
(J − 1)[Jx−J−1u1 − 2x
−Ju2]Fu2 − 3(J − 1)x
−JF = x−J+1Fx
J(J − 1)Fu2 = 0.
For J 6= 1 we clearly have Fu2 = 0 from the second equation, giving F = Kx
2,
and then the first equation gives (3J − 2)K = 0, and since J is a half-integer
we have K = 0 so that F = 0 which is a contradiction. For J = 1 we have
Q3 = ∂x, Q2 = 2t∂x + ∂u. Putting these into the equation for G, and noting
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that we have Gt = Gu = 0 since both ∂t and ∂u are symmetries, we find that
2u1 = 0 which is a contradiction.
A0 = 〈x∂x + u∂u〉, k0 = {0} : In this case we have [Q2J+1, x∂x + u∂u] = 0.
With Q2J+1 = b(u)x
−J+1∂x + c(u)x
−J∂u this yields Q2J+1 = pu
Jx−J+1∂x +
quJ+1x−J∂u where p, q are constants. We know that b(u) and c(u) are poly-
nomials, so J must be an integer. Again, if rank kJ = 1 then p = 0 and then
we may take Q2J+1 = u
J+1x−J∂u which gives Q2J = 2JtQ2J+1. Putting these
into the equation for G, and noting that Gt = 0, we obtain Ju
J+1x−J = 0
which is impossible since J > 0.
For rank kJ = 2 we have p 6= 0 so we may take p = 1. In this case we find
Q2J+1 = u
Jx−J+1∂x + qu
J+1x−J∂u and Q2J = 2JtQ2J+1 − Ju
J−1x−J+2∂x −
[q(J + 1) − 1]uJx−J+1∂u and a calculation such as in the case of Q2J+1 =
umx−J+1∂x+u
m+1x−J∂u for integer m > 0 gives F = 0 (on using x∂x+u∂u as
a symmetry). This is a contradiction, so k⋆ = {0} and we have only direct-sum
extensions by solvable Lie algebras, as given in Theorem 6.3.
In concluding this section, we note that in some of the above cases it is still
possible to prove the non-existence of other extensions by calculating the max-
imal symmetry groups. However, there are cases where the structure of the
equations leads to fearsome calculations. In these cases it is easier to use the
present approach. We also wanted to have a unified approach as well as to illus-
trate how powerful this method can be, and to show that the calculations are
in general less complicated than a direct calculation of the maximal symmetry
algebra.
7 Equations invariant under extensions of
sl(2,R).
In this section we list the evolution equations which admit the various exten-
sions by solvable Lie algebras A of sl(2,R) as symmetry algebras.
Equations for extensions sl(2,R) ⊎ A with dimA = 1:
〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉 ⊕ 〈∂u〉:
ut =
f(τ)
x2u41
u3 +
6f(τ)
x3u21
(
τ −
1
xu1
)
+
g(τ)
x2u1
+ u1,
with τ =
u2
u21
+
2
xu1
.
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈∂u〉:
ut = x
2f(τ)u3 + x
−1[g(τ) − x2u21], τ = x
2u2.
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈x∂x + u∂u〉:
ut = x
4u2f(τ)u3 + x
−1[x4u22g(τ) + u
2 − 2xuu1], τ =
xu1 − u
x2u2
.
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〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t〉:
ut = f(u)
[
u3
u31
−
3
2
u22
u41
]
+ g(u).
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂u〉:
ut = f(t)
[
u3
u31
−
3
2
u22
u41
]
+ g(t).
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉:
ut = f(τ)u
3u3 + ug(τ), τ = 2uu2 − u
2
1.
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈u∂u〉:
ut =
f(t)u3
τ3/2
u3 + ug(t), τ = 2uu2 − u
2
1.
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈tu∂u〉:
ut =
f(t)u3
τ3/2
u3 + ug(t) +
u
2t
ln |τ |, τ = 2uu2 − u
2
1.
〈2x∂x + 2u∂u,−(x
2 − u2)∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉:
ut = u
3f(τ)
[
u3
(1 + u21)
3/2
−
3u1u
2
2
(1 + u21)
5/2
]
+ u
√
1 + u21h(τ)
where τ =
1 + u21 + uu2
(1 + u21)
3/2
.
〈2x∂x + 2u∂u,−(x
2 + u2)∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t〉:
ut = u
3f(τ)
[
u3
|1− u21|
3/2
−
3u1u
2
2
|1− u21|
5/2
]
+ u
√
|1− u21|h(τ)
where τ =
|1− u21|+ uu2
|1− u21|
3/2
. Note that here we must take the two cases u21 > 1
and u21 < 1 separately.
Equations for extensions sl(2,R) ⊎ A with dimA = 2:
〈2t∂t + 2x∂x,−t
2∂t − (x
2 + 2xt)∂x, ∂t〉 ⊕ 〈∂u, u∂u〉:
ut =
K
x2u41τ
4
u3 +
6fK
x3u21τ
4
(
τ −
1
xu1
)
+
L
x2u1τ2
+ u1,
with K 6= 0 and τ =
u2
u21
+
2
xu1
.
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊕ 〈∂u, x∂x + u∂u〉:
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ut = Kx
4u2u3 − xu
2
1 + Lx
3u22, K 6= 0.
〈2t∂t + 2x∂x,−t
2∂t − 2xt∂x − x∂u, ∂t〉 ⊎D1/2:
ut = Kx
2τ−1/3 + x−1
[
3
4
K(xu1 − u)τ
−1/3 + L(xu1 − u)
3/2 + u2 − 2xuu1
]
where τ = 2x2u2 − xu1 + u and K 6= 0.
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u〉:
ut = K
[
u3
u31
−
3
2
u22
u41
]
+ L, K 6= 0.
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, t∂t + u∂u〉:
ut = Ku
2
[
u3
u31
−
3
2
u22
u41
]
+ L, K 6= 0.
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂u, t∂t + u∂u〉:
ut = Kt
2
[
u3
u31
−
3
2
u22
u41
]
+ L, K 6= 0.
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t, u∂u〉:
ut =
Ku3
τ3/2
u3 + Lu, τ = 2uu2 − u
2
1, K 6= 0.
〈2x∂x + 2u∂u,−x
2∂x − 2xu∂u, ∂x〉 ⊕ 〈∂t, t∂t + qu∂u〉:
ut =
Ku3
τ3/2+1/2q
u3 +
Lu
τ1/2q
, q 6= 0, K 6= 0,
where τ = 2uu2 − u
2
1. Note that K = 1, L = 0, q = −
1
3
gives us the Harry
Dym equation ut = u
3u3.
Equations for extensions sl(2,R) ⊎ A with dimA = 3: Here, there is only
one three-dimensional extension of a semi-simple symmetry algebra:
〈2x∂x,−x
2∂x, ∂x〉 ⊕ 〈∂t, ∂u, t∂t +
(
qt+
u
3
)
∂u〉, q ∈ R:
ut = K
(
u3
u31
−
3
2
u22
u41
)
, K 6= 0.
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8 Conclusion.
We have given a detailed account of the point symmetry classification of evolu-
tion equations of the type given in equation (1.1) and we have given an exhaus-
tive list of all the types of equations which admit real semi-simple Lie algebras
as symmetries, as well as all the possible extensions of these symmetry algebras
by solvable Lie algebras. In doing so we have used a somewhat new approach
to the problem of calculating the extensions of the semi-simple Lie algebras.
This involves using elementary representation theory in order to find canonical
forms for symmetry operator candidates which can then be tested as symmetry
operators. Although this approach also involves detailed calculations, it avoids
the heavy computation required if one is to try an calculate these extensions
by the direct approach using the standard Lie algorithm. Indeed, our approach
was necessitated by the almost impossible nature of these computations.
In the second paper (Part II), we will give a classification of all evolution
equations (1.1) which admit solvable Lie symmetry algebras A and which are
not linearized. We have found that there are 48 types of equations of the
form (1.1) for dimA = 3, 88 types for dimA = 4 and there are 55 equations
for dimA = 5. At this stage, all non-linearities have been specified (up to a
multiplicative constant). In this sense, we have been able to give a complete
specification of these equations by point symmetries. Not all the types admit-
ting dimA = 4 admit a solvable A with dimA = 5 and these types of equation
then require higher-order symmetries in order to specify the non-linearities (up
to constants). Thus, we see that our classification touches upon the problem of
finding complete symmetry groups for an equation. We intend to revisit this
question in the future.
When extending solvable Lie algebras one should note that there is also the
possibility of having a semi-simple extension. For instance sl(2,R) = 〈e1, e2, e3〉
with [e1, e2] = 2e2, [e1, e3] = −2e3, [e2, e3] = e1 is a semi-simple extension of
the solvable Lie algebra 〈e1, e2〉, so that any direct-sum extension of sl(2,R)
is a semi-simple extension of a three- , four- or five-dimensional solvable Lie
algebra. We shall discuss this phenomenon in Part II and list the appropriate
semi-simple extensions.
A Representations of so(3,R) and sl(2,R).
sl(2,K) with K = R or K = C: The irreducible finite-dimensional representa-
tions of sl(2,K) are well-known (see for instance [28]). An irreducible repre-
sentation space is defined by a half-integer J = 0,
1
2
, 1,
3
2
, 2, . . . and a vector
space kJ = 〈Q1, . . . , Q2J+1〉 and dim kJ = 2J + 1. Denoting by ek · Ql the
representation of ek on Ql, we have the relations
Qk =
ek−13
(k − 1)!
·Q1, e3 ·Q2J+1 = 0,
as well as
Q2J+1−k =
ek2
k!
·Q2J+1, e2 ·Q1 = 0,
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and
e1 ·Qk = 2(J − k + 1)Qk.
These relations hold for both real and complex vector spaces kJ .
so(3,R): so(3,R) = 〈e1, e2, e3〉 is defined by the commutation relations [e1, e2] =
e3, [e2, e3] = e1, [e3, e1] = e2. In this case, we use the trick of complexi-
fying. If V is the real irreducible representation space of so(3,R), then de-
fine the complex vector space W = V + iV as the space spanned by vectors
u + iv with u, v ∈ V . Next define h = 2ie1, x = e2 + ie3, y = −e2 + ie3.
Then 〈h, x, y〉 is just sl(2,C) and it acts irreducibly on W . So we have W =
〈Q1, . . . , Q2J+1〉 and [h,Q2J−k+1] = −2(J − k)Q2J−k+1 for k = 0, 1, . . . , 2J .
Further, [y,Q2J+1] = 0 and we also have [h,Q2J+1] = −2JQ2J+1. With
Q2J+1 = X+ iY for some X,Y ∈ V , we then find from [h,Q2J+1] = −2JQ2J+1
that [e1,X] = −JY, [e1, Y ] = JX. Note also, that if J is an integer, then
there exists a vector Z ∈ V with [e1, Z] = 0 (this follows from [h,Q2J−k+1] =
−2(J − k)Q2J−k+1). Thus, in any irreducible representation of so(3,R) on a
real Lie algebra A (whether abelian or not) we have dimA = 2J + 1 for some
half-integer J , non-zero vectors X,Y with [e1,X] = αY, [e1, Y ] = −αX for
α > 0 for any J > 0 and non-zero vectors Z with [e1, Z] = 0 if J is an integer.
Finally, we note that so(3,R) has no two-dimensional irreducible represen-
tations: in fact if this were the case then there would be a representation by
three real 2×2 trace-free matrices of 〈e1, e2, e3〉. These would then form a basis
for sl(2,R), contradicting the commutation relations for so(3,R).
B Proof of Theorem 2.1
In this appendix we give a proof of Theorem 2.1. To this end we begin with
some informal preliminaries on contact structures.
We work on k-th order jet spaces Jk(Rn,Rm), with local coordinates
(x, u, u
(1)
, u
(2)
, . . . , u
(k)
) where x = (x1, . . . , xn), u = (u1, . . . , um) and where u
(j)
stands for the collection of all the j-th order partial derivatives of (u1, . . . , um)
with respect to the (x1, . . . , xn). On these spaces we introduce the contact
one-forms
ωl = dul − ulµdx
µ, ωlµi = du
l
µi − u
l
µiµjdx
µj , . . . ,
ωlµ1...µk = du
l
µ1...µk
− ulµ1...µkµk+1dx
µk+1
for l = 1, . . . m and µi = 1, . . . , n, and we sum over repeated indices. The
symbols ulµi , . . . , u
l
µ1...µk
are then the partial derivatives of the functions ul.
These one-forms vanish on solutions of differential equations. They are known
as the Cartan distribution (see [25]). Note that a k-th order contact form
ωlµ1...µk = du
l
µ1...µk
− ulµ1...µkµk+1dx
µk+1
is not a properly defined form on Jk(Rn,Rm), because the ulµ1...µkµk+1 are coor-
dinates on Jk+1(Rn,Rm). To remedy this, we may work on the infinite jet bun-
dle J∞(Rn,Rm) ([25], [27], [26]), which may be thought of as a space of infinite
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sequences (x, u, u
(1)
, . . . , u
(k)
, . . . ), and we have projections π∞k : J
∞(Rn,Rm) →
Jk(Rn,Rm) as well as projections πkl : J
k(Rn,Rm)→ J l(Rn,Rm) for l ≤ k. In
terms of the sequences (x, u, u
(1)
, . . . , u
(k)
, . . . ), we have π∞k (x, u, u
(1)
, . . . , u
(k)
, . . . ) =
(x, u, u
(1)
, . . . , u
(k)
) and πkl (x, u, u
(1)
, . . . , u
(k)
) = (x, u, u
(1)
, . . . , u
(l)
). The space infinite
jet space J∞(Rn,Rm) is well-defined, as the inverse limit of the k-th order jet
bundles Jk(Rn,Rm) (see [25], [27], [26]). A function F : J∞(Rn,Rm) → R is
then defined to be smooth if F is a smooth function of only (x, u, u
(1)
, . . . , u
(k)
)
for some natural number k ∈ N. We work within this infinite jet bundle unless
otherwise stated.
A tangent transformation is then a transformation
(x, u, u
(1)
, . . . , u
(k)
)→ (x′, u′, u′
(1)
, . . . , u′
(k)
)
for any k ≥ 1 such that the transformed contact forms
ω′l = du′l − u′lµdx
′µ, ω′lµi = du
′l
µi − u
′l
µiµjdx
′µj , . . . ,
ω′lµ1...µk = du
′l
µ1...µk
− u′lµ1...µkµk+1dx
′µk+1
vanish when ωl, ωlµi , . . . , ω
l
µ1...µk
vanish (see [24]). Then the following result
holds ([24]):
Theorem B.1 A tangent transformation is given by a prolongation of a point
transformation
(x, u)→ (x′, u′)
if u = (u1, . . . , um) for m ≥ 2. It is given by the prolongation of a contact
transformation
(x, u, u
(1)
)→ (x′, u′, u′
(1)
)
if m = 1, and then there is a (locally smooth) function W (t, x, u, u
(1)
) such that
x′l = −Wql , u
′ =W − pWp − q
lWql , u
′
x′l =Wxl + q
lWu
with ql = uxl , l = 1, . . . , k.
Now let us consider smooth, real-valued functions F (x, u, u
(1)
, . . . , u
(k)
). Then
one can show ([25], [26]) that the exterior derivative dF may be written as
dF = DF +
k∑
j=1
Λ
µ1...µj
l ω
l
µ1...µj
for some functions Λ
µ1...µj
l , when we work on the infinite jet bundle, where we
sum over repeated indices. Here we have
DF = Dx1Fdx
1 + . . . DxnFdx
n
48
and Dxi is the operator of total differentiation with respect to x
i:
DxµiF = Fxi + u
l
µiFul + u
l
µiµFulµ + . . . u
l
µiµ1...µk
Fulµ1...µk
.
From this, it follows easily that if DxiF = 0 then Ful = Fulµ1...µj
= 0 for
l = 1, . . . ,m and j = 1, . . . , k, and then DF = 0 implies F = constant, and so
DF = 0 if and only if dF = 0. A further result in this direction is the following:
Lemma B.1 Suppose that
(x, u, u
(1)
, . . . , u
(k)
)→ (x′, u′, u′
(1)
, . . . , u′
(k)
)
defines an invertible tangent transformation, with x′1 = X1, . . . , x′n = Xn, then
we have
DX1 ∧ · · · ∧DXn 6= 0.
Proof: There are two cases: if u = (u1, . . . , um) with m ≥ 2, then the trans-
formation is the prolongation of an invertible point transformation (x, u) →
(X(x, u), U(x, u)). Thus we have dX1 ∧ · · · ∧ dXn ∧ dU1 ∧ · · · ∧ dUm 6= by
invertibility.
Now suppose that DX1 ∧ · · · ∧ DXn = 0. We know from the previous
remarks that DXi 6= 0 for i = 1, . . . , n. Hence DX1 ∈ I(DX2, . . . ,DXn) where
I(DX2, . . . ,DXn) is the module generated by the forms DX2, . . . ,DXn, that
is, I(DX2, . . . ,DXn) consists of linear combinations of the form λ2DX
2 +
· · · + λnDX
n for some functions λ2, . . . , λn. Now each X
i is a function of
(x1, . . . , xn, u1, . . . , um) and then we have
dXi = DXi + Λlω
l.
From this it now follows that dX1 ∈ I(dX2, . . . , dXn, ω1, . . . , ωm). Further,
since the transformation is a tangent transformation, we have dU l − U lidX
i =
λljω
j for l = 1, . . . ,m, so that dU l ∈ I(dX1, dX2, . . . , dXn, ω1, . . . , ωm) and
consequently dU l ∈ I(dX2, . . . , dXn, ω1, . . . , ωm) since we know that
dX1 ∈ I(dX2, . . . , dXn, ω1, . . . , ωm). Hence each of the m + n one-forms
dX1, . . . , dXn, dU1, . . . , dUm is a sum of m + n − 1 one-forms, so that dX1 ∧
· · · ∧ dXn ∧ dU1 ∧ · · · ∧ dUm = 0, which contradicts the invertibility of the
transformation.
The case of just one function is treated similarly: in this case the tangent
transformation is a prolongation of an invertible contact transformation
(x1, . . . , xn, u, u1, . . . un)→ (x
′1, . . . , x′n, u′, u′1, . . . u
′
n),
where ui = uxi , which is a particular case of a point transformation with n+1
functions u, u1, . . . , un. Hence we must have DX
1 ∧ · · · ∧DXn 6= 0.
We now come to the the proof of Theorem 2.1:
Theorem B.2 Any invertible contact transformation
(t, x, u, p, q)→ (t′, x′, u′, p′, q′)
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with p = ut, q = u1 and p
′ = u′t′ , q
′ = u′x′, preserving the form of an evolution
equation of order n
u0 = F (t, x, u, u1, . . . , un),
with n ≥ 2, is such that t′ = T (t) with T˙ (t) 6= 0. Then the contact transforma-
tion has the form
t′ = T (t), x′ = −Wq(t, x, u, q),
u′ =W (t, x, u, q)− qWq(t, x, u, q),
p′ = −pT˙ (t) + pWu(t, x, u, q) +Wt(t, x, u, q),
q′ =Wx(t, x, u, q) + qWu(t, x, u, q)
for some smooth function W .
Proof: Our contact transformation is
t′ = T (t, x, u, p, q), x′ = X(t, x, u, p, q), u′ = U(t, x, u, p, q),
p′ = P (t, x, u, p, q), q′ = Q(t, x, u, p, q),
and there is a function W (t, x, u, p, q) so that
T = −Wp, X = −Wq, U =W −pWp−qWq, P =Wt+pWu, Q =Wx+qWu
(see [24]). An evolution equation of order n+ 1 becomes in our notation
p = F (t, x, u, q, q1, . . . , qn).
where q1 = Dxq, q2 = D
2
xq, . . . , qn = D
n
xq. We shall show thatDtT 6= 0, DxT =
0, from which it follows that T = T (t).
We define the sequence of functions Qk, k ≥ 0, by Q0 = Q and for k ≥ 1
they are given by
DT ∧DQk = Qk+1DT ∧DX.
The Qk are well-defined since we have DT ∧ DX 6= 0 by Lemma B.1. These
functions are just the transformations of the functions qk = ∂
kq/∂xk defined
by the contact conditions:
dQk −Qk+1dX −Qk0dT = 0 mod I
where Qk0 = DTQ
k, Qk+1 = DXQ
k and where I is the module of contact
one-forms. From the fact that dF = DF mod I we obtain DQk −Qk+1DX −
Qk0DT = 0 on imposing the contact conditions. Then DT ∧DQ
k = Qk+1DT ∧
DX follows easily.
Then we make the substitution q′l = Q
l in the evolution equation
p′ = F ′(t′, x′, u′, q′, q′1 . . . , q
′
n).
The result is to be another evolution equation
p = F (t, x, u, q, q1 . . . , qn)
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so that the right-hand side contains the highest spatial derivative qn = D
n
xq
and none of the derivatives pn = D
n
xp, p
n
0 = D
n
t p, q
n
0 = D
n
t q nor the mixed
derivatives qk,l = D
k
tD
l
xq for k ≥ 1, and pk,l = D
k
tD
l
xp. Note that since p =
Dtu, q = Dxu we have pk,l = qk+1,l−1 and in particular q1,0 = q0 = p0,1 = p1.
Thus, we require that Qnpn
0
= 0 and Qnpn = 0 as well as Q
n
qn 6= 0.
We now show that DtT 6= 0. For if DtT = 0 then T = T (x). Then
the relation Qk+1DT ∧ DX = DT ∧ DQk gives Qk+1T ′(x)DtXdt ∧ dx =
DtQ
kT ′(x)dt ∧ dx, so that Qk+1 = DtQ
k
DtX
. We have for k = 0 that Q1 = DtQDtX
which shows that Q1 = Q1(t, x, u, p, q, p0, q0). Thus, by induction, we find that
Qn is independent of the spatial derivatives of pn, qn, and hence we contradict
the requirement that Qnpn 6= 0. Consequently we must have DtT 6= 0.
It follows from the fact that DtT 6= 0 that Q
1
q1 6= 0: in fact, we note that
if Qkqk 6= 0 then DQ
k will depend linearly on qk+1 and this appears only in
the term DxQ
k as the coefficient of Qkqk . So, differentiating Q
k+1DT ∧DX =
DT ∧DQk with respect to qk+1 we find that Q
k+1
qk+1
DT ∧DX = QkqkDtTdt∧dx.
Since we have Qnqn 6= 0, DtT 6= 0, DT ∧DX 6= 0, it follows, by induction, that
Q1q1 6= 0.
Our next step is to show that DxT = 0 and to this end we assume that
DxT 6= 0. Then Q
1
p0 = 0. In fact, if Q
k
pk
0
6= 0 then DQk will be linear in
pk+10 , and this will appear in the coefficient of Q
k
pk
0
in DtQ
k. So, differentiating
Qk+1qk+1DT ∧DX = Q
k
qk
DtTdt∧dx with respect to p
k+1
0 we find that Q
k+1
pk+1
0
DT ∧
DX = −Qk
pk
0
DxTdt∧dx. Thus, if DxT 6= 0 then Q
1
p0 6= 0 implies, by induction,
that Qnpn
0
6= 0, and this contradicts our requirement Qnpn
0
= 0. Hence Q1p0 = 0.
Another consequence of DxT 6= 0 is that Qq0 = Qp1 = 0. For suppose
Q1q0 6= 0. We know that Q
k
pk
0
= 0 so that DxQ
k is independent of qk+10 = Dxp
k
0 ,
and therefore, from Qk+1DT ∧ DX = DT ∧ DQk it follows that Qk+1
qk+1
0
DT ∧
DX = −Qk
qk
0
DxTdt ∧ dx for k ≥ 1. So, if Q
1
q0 6= 0, then Q
n
qn
0
6= 0, as follows
from induction. Since we require Qnqn
0
= 0, we must have Q1q0 = 0, because we
also assume DxT 6= 0. Note that q0 = Dtq = DtDxu = DxDtu = Dxp = p1,
and so we also have Q1p1 = 0.
From all this we find that Q1 = Q1(t, x, u, p, q, q1) and it then follows that
Qn will contain the n-th order derivative qn−1,1 = D
n−1
t Dxq ifDxT 6= 0. In fact,
putting qk−1,1 = D
k−1
t Dxq for k ≥ 1, we have from Q
k+1DT ∧DX = DT ∧DQk
that
Qk+1qk,1DT ∧DX = −Q
k
qk−1,1
DxTdt ∧ dx
for k ≥ 1, since qk,1 is a derivative of order k + 1 which can only occur in
DtQ
k. Now q0,1 = q1 and we know that Q
1
q1 6= 0, so it follows by induction that
Qnqn−1,1 6= 0 if DxT 6= 0. However, this is a contradiction since we must have
Qnqn−1,1 = 0 for our transformations to transform any given evolution equation
into an evolution equation. Hence we conclude that DxT = 0 and it then
follows easily that T = T (t).
Finally, noting that
T = −Wp, X = −Wq, U =W −pWp−qWq, P =Wt+pWu, Q =Wx+qWu
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for some function W (t, x, u, p, q), we find, on integrating this system, that the
contact transformation has the stated form. This proves the result.
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