We derive the second order rates of joint sourcechannel coding, whose source obeys an irreducible and ergodic Markov process by introducing new distribution family, switched Gaussian convolution distribution, when the channel is a discrete memoryless. We also compare the joint source-channel scheme with the separation scheme in the second order regime.
I. INTRODUCTION
Nowadays, second order analysis attracts much attention in information theory [1] , [2] , [3] , [4] , [6] . In this type of analysis, we focus on the second leading term with the order √ n in the coding length in addition to the first leading term with the order n when the block length is n. To discuss the finiteness of the blocklength, we need to be careful for the second leading term as well as the first leading term. The coefficient of the order √ n is given as the inverse of the cummulative distribution function of the Gaussian distribution dependently of the decoding error probability in many existing studies for the second order except for the papers [14] , [15] . This is because the second order analysis is deeply rooted in the central limit theorem. In channel coding, the second order coefficient is given by the Gaussian distribution, whose variance is given as the variance of the information density. Here, the information density is given as the logarithm of the likelihood ratio between the joint distribution of the input and output random variable and their product distribution when the expectation of the logarithm of the likelihood ratio achieve the channel capacity. However, the variance of the information density is not unique, in general because multiple input distributions attain the channel capacity in general. So, in such a general case, the variance of the Gaussian determining the second order coefficient is chosen dependently of the sign of the decoding error probability . Recently, the two papers [5] , [16] extended the second order analysis to the Makovian case, in which, the Markovian version of the central limit theorem is employed instead of the conventional central limit theorem. In particular, the paper [5] discussed source coding for Markovian source and channel coding for additive channel whose additive noise is Markovian. Also, Kontoyiannis and Verdú, [17] discussed the variable-length source coding in a similar setting.
Usually, the channel coding is discussed with the message subject to the uniform distribution. However, in the real communication, the message is not necessarily subject to the uniform distribution. To resolve this problem, we often consider the channel coding with the message subject to the non-uniform distribution. Such a problem is called sourcechannel joint coding and has been actively studied by several researchers [13] , [11] , [12] , [6] , [10] , [8] . As a simple case, we often assume that the message is subject to the independent and identical distribution. In this case, the capacity is given as the ratio of the conventional channel capacity to the entropy of the message. Several studies [13] , [11] , [12] derived the exponential decreasing rate of the decoding error probability in this setting. Recently, while Wang-Ingber-Kochman [6] and Kostina-Verdú [10] discussed the second-order coefficient in this problem, two major open problems has been remained in this topic as follows. Wang-Ingber-Kochman [6] derived the second order coefficient only when the variance of the information density is unique. Kostina-Verdú [9] extended it to the lossy case. When the variance is not unique, Kostina-Verdú [10] extended the lower bound of the second-order coefficient by the same method as [6] . However, the achievability has been an open problem in the general case. Also, in the above special case, Wang-Ingber-Kochman [6] compared their second order coefficient of the joint scheme with that with the separation scheme. Based on their numerical calculation, they conjectured an inequality for the loss of the separation scheme [7] , whose analytical proof has been remained as another open problem.
In this paper, we tackle both open problems. Firstly, we derive the second-order coefficient in this problem. The obtained coefficient is strictly larger than that by Kostina-Verdú [10] when the variance of the information density is not unique. To characterize the second-order coefficient, we introduce a new probability distribution as a generalization of the Gaussian distribution. That is, the second-order coefficient is given as the inverse of the cummulative distribution function of the new probability distribution. Further, we derive this result even when the distribution of the message is Markovian. Secondly, we discuss the second order coefficient with the separation scheme in the above general setting. Also, we analytically determine the range of the ratio between the error probabilities with the joint and separation schemes when the variance of the information density is unique. In this way, we resolve both open problems.
The remaining part of this paper is organized as follows. In Section II, we prepare several information quantities for Markovian process. Section III introduces two new distribution families. In Section IV, we formulate joint source-channel coding. Section V discusses the second order rate. Section VI gives a code construction to attain the optimum rate in the above sense. In Section VII, we compare the joint sourcechannel scheme with the separation scheme. All of omitted proofs here are given in [18] .
II. INFORMATION QUANTITIES FOR MARKOVIAN PROCESS
To discuss Markovian information source, we focus on the transition matrix Γ on the finite set M. A transition matrix Γ is called irreducible when for each m, m ∈ M, there exists a natural number n such that Γ n (m|m ) > 0. An irreducible matrix Γ is called ergodic when there are no input m and no integer n such that Γ n (m |m ) = 0 unless n is divisible by n . In the following, we assume that the transition matrix Γ is irreducible and ergodic. In the Markovian process characterized by the transition matrix Γ, the element
is the k-fold independent and identical distribution of P M . In this case, we simply denote the transition matrix by P M . In this sense, Markovian process contains an independent and identical distribution as a special case.
To define several information quantities for Markovian process generated by Γ, we define the non-negative matrix
where λ θ is the Perron-Frobenius eigenvalue of the matrix Γ (θ) . Taking the limit θ → 0, we define the entropy for the transition matrix Γ as
To discuss the difference of H 1+θ (Γ) from H(Γ), we introduce the varentropy for the transition matrix Γ as
So, we have the approximation as
In these definitions, when Γ = P M , the quantities H 1+θ (P M ), H(P M ), and V (P M ) are the same as the conventional definitions.
III. NEW DISTRIBUTION FAMILIES
To describe the second order rate in the joint source-channel coding, we introduce a new type of distribution family, so called switched Gaussian convolution distributions. It is known that the convolution of two Gaussian distribution is also a Gaussian distribution as follows. When φ v is the probability density function of the Gaussian distribution with average 0 and variance v, we have
Now, we consider the case when the variance of the second probability density function is switched at y = x. So, we define the function
where
is the cummulative distribution function of a probability distribution. In the following, we call this distribution the switched Gaussian convolution distribution with v 1 , v 2 , and v 3 .
To see the behavior of the distribution function of the switched Gaussian convolution distribution, we set v 1 = v 2 = 1, and change the third parameter v 3 as in Fig. 1 . From the definition, we find that the maximum max v3
Now, given two parameter v 1 , v 2 > 0, we define another probability distribution. For this purpose, we define the func-
where the product * is defined as
as its inverse function. Since it satisfies the condition of the cummulative distribution function, we define another probability distribution by the cummulative distribution functionΦ[v 1 , v 2 ]. We call it * -product distribution because it is defined based on the * product. The cummulative distribution function has the following property.
Lemma 1: For any 0 ≤ ε ≤ 1 and v 1 , v 2 > 0, The equality in (8) is attained if and only if v1 v2 is 0 or ∞. When ε < 3 4 , we also havẽ
The equality of (9) is attained if and only if v 1 = v 2 .
Remark 1: The paper [6, Section V] considered the functioñ
and gave the same statement as (9) in a difference form as a conjecture based on numerical calculation. This conjecture had been an open problem.
IV. FORMULATION OF JOINT SOURCE-CHANNEL CODING
In this paper, we discuss the channel coding when the message to be transmitted is subject to the Markovian process generated by Γ. That is, the message is given as an element m = (m 1 , . . . , m k ) of the set M k , and obeys the distribution P M k defined by the transition matrix Γ and the initial distribution P M on M. We also assume that the channel is the discrete memoryless channel of the transition matrix W Y |X whose input and output alphabets are X and Y. That is, when we use the channel n times, the transition matrix is given as W Y n |X n (y|x) := W Y |X (y n |x n ) · · · W Y |X (y 1 |x 1 ) for x = (x 1 , . . . , x n ) ∈ X n and y = (y 1 , . . . , y n ) ∈ Y n .
In this situation, the encoder e is given as a map from M k to X n , and the decoder d is as a map from Y n to M k . Hence, we denote the pair (e, d) by φ, and call it a code. The average decoding error probability is given as
Then, the smallest attainable decoding error probability is given as
When we do not need to specify Γ, P M , and W Y |X , we simplify it to P j (k, n).
V. SECOND ORDER RATE
To discuss the asymptotic behavior of the optimum coding length, we define the conventional channel capacity as C := max P X I(P X , W Y |X ), where the mutual information
To treat the second order rate, we define the variance of the mutual information V (P
Then, we focus the minimum and maximum values as
Depending on the second order rate R H(Γ) , the minimum decoding error probability is given as follows.
Theorem 1: For any real number 0 < < 1, we have
Although a part of the direct part is given in this paper, the proof of the converse part is omitted and is given in [18] . The paper [6] discussed the same problem when the message is subject to the independent and identical distribution, i.e., Γ = P M , and V *
, which is given by the Gaussian distribution.
Further, when the message is subject to the independent and identical distribution, as a simple generalization of the direct part of [6] , Kostina-Verdú [10] showed the inequality
where 
Here, the equality is attained if and only if V *
produces a non-negligible effect for joint source-channel coding.
As the opposite evaluation, we have the following lemma.
When R ≤ 0, the equality holds only in the limit
Also, when R > 0, the equality holds only in the limit V * − (W Y |X ) → 0. This lemma shows how our tight bound (R) improve the previous bound (R). Also, we find what situation has larger improvement of our bound over the previous bound. Here, we should remark that this kind of difficulty does not appear in an additive noise channel even though the additive noise has memory because the optimal input distribution is unique.
VI. CODE CONSTRUCTION
In this section, we give our code to achieve the minimum error given in (13) , when we n times use of the channel W Y |X and we set the coding length to be k = n C H(Γ) + √ n R H (Γ) . For this purpose, we divide the message set M k into two parts.
Also, we prepare the two input distributions P + X and P − X as
(22) Then, we prepare two codes by using random coding method for blocklength n−log n. As the first code, we choose a code φ + = (e + , d + ) to realize the average performance of the random coding method when the message set is M + and the encoder is generated by the i.i.d. of the distribution P + X . Similarly, as the second code, we choose a code φ − = (e − , d − ) to realize the average performance of the random coding method when the message set is M − and the encoder is generated by the i.i.d. of the distribution P − X . Also, we chose a code φ 0 = (e 0 , d 0 ) for blocklengh log n to send only one bit {+, −} such that the decoding error probability goes to zero.
Based on the above preparation, we construct our encoder as follows. Using the first log n use of the channel W Y |X , we send the information by using the encoder e 0 dependently of whether the message to be sent belongs to M + or M − . Using the remaining n−log n use of the channel W Y |X , we send the information based on the encoder e + or e − dependently of the above two cases. The decoder is constructed as follows. From the first log n output alphabets, the decoder decides whether we apply the decoder d + or d − to the remaining n − log n output alphabets. Then, we finished the construction of our code.
To show the achievability, we apply the joint source-channel coding version of dependence test bound for the random coding to both codes φ + and φ − . Taking the average of both decoding error probabilities, we can show that the average decoding error probability of our code converges to the RHS of (13) .
VII. COMPARISON WITH SEPARATION SCHEME 1) Formulation: When the message set, the input and output alphabets are M k , X n , and Y n , to give an encoder of the separation scheme, we introduce the intermediate layer set {1, · · · , A}. Then, an encoder of the separation scheme is given by using the following three functions:
• Source encoder e s,k,A : M k → {1, · · · , A}.
• Source-channel map (data processing in the intermediate layer) f U :
{1, · · · , A} → {1, · · · , A}. • Channel encoder e c,A,n : {1, · · · , A} → X n . Then, the encoder of the separation scheme is given as e c,A,n • f U •e s,k,A . The decoder of the separation scheme is given from the following three functions:
Then, the decoder of the separation scheme is given as the map
Therefore, the code of the separation scheme is given as the pair (e * n , d *
. Since we consider that the decoding error of the separation scheme occurs when the decoding error occurs in source coding or channel coding, the decoding error probability of the code (e * n , d * n ) with the separation scheme is given as
where D s and D c (m) are defined as the following subsets of M k and Y n , respectively: Since we have no information for the distribution of the message in the separation scheme, we evaluate its performance as the average of the decoding error probability with respect to the choice of the source-channel map. That is, we consider that the source-channel map f U obeys the uniform distribution on the set of all permutations on 2017 IEEE International Symposium on Information Theory (ISIT) {1, · · · , A}. So, the average of the decoding error probability P sep [(e s,k,A , d s,A,k ), (e c,A,n , d c,n,A )] is given as k,A , d s,A,k ) , (e c,A,n , d c,n,A )] := E U P sep (e * n , d * n ). Hence, the following lemma holds.
Lemma 3: Let P s (e s,k,A , d s,A,k ) be the decoding error probability of the source code(e s,k,A , d s,A,k ), and P c (e c,A,n , d c,n,A ) be the decoding error probability of the channel code (e c,A,n , d c,n,A ) . Then, P sep [(e s,k,A , d s,A,k ), (e c,A,n , d c,n A,n , d c,n,A ) .
(26)
Based on Lemma 3, given k and n, we denote the minimum average of the decoding error probability in the separation scheme with respect to the pair pf the source code (e s,k,A , d s,A,k ) and the channel code (e c,A,n , d c,n,A ) by P * sep (k, n : A). Then, we minimize the value P * sep (k, n : A) with respect to the size A of the intermediate layer.
2) Result: Here, we compare the second order rate of separation scheme with the joint-source coding. Using the distributionΦ[v 1 , v 2 ], we have following theorem.
Theorem 2:
where sep (Γ, W Y |X , R) is given as the following value
In the following, we call sep (Γ, W Y |X , R) the separation bound. Now, we compare the separation bound sep (Γ, W Y |X , R) with the Kostina-Verdú bound KV (Γ, W Y |X , R), which is still not the tight bound in the joint source-channel scheme. The property (8) implies the inequality
Here, the equality is attained if and only if V (Γ) = 0, H(Γ) = 0, or C = 0. When H(Γ) = 0, there is no information to be transmitted. When C = 0, we cannot make any information transmission. These two cases do not occur in a realistic case. When V (Γ) = 0, the distribution of the message source is uniform, which is not discussed in the joint source-channel coding. So, we conclude that the separation scheme always has a larger decoding error probability than the joint sourcechannel scheme.
As the opposite evaluation, we have the following theorem, which determines the range of the ratio sep(Γ,WY |X ,R)
where v := CV (Γ) H(Γ) +V * − (W Y |X ). The equality holds only when CV (Γ) H(Γ) = V * − (W Y |X ). Remark 2: Although a statement similar to Lemma 3 was given in the paper [6, (33) ], it is slightly different from Lemma 3 and its proof was not given. The paper [6, (36) ] showed the independent and identical distribution case of Theorem 2. The paper [7, Section V] numerically conjectured (30) with a special case in a different notation.
