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PERMUTED COMPOSITION TABLEAUX, 0-HECKE ALGEBRA AND
LABELED BINARY TREES
V. TEWARI AND S. VAN WILLIGENBURG
Abstract. We introduce a generalization of semistandard composition tableaux called per-
muted composition tableaux. These tableaux are intimately related to permuted basement
semistandard augmented fillings studied by Haglund, Mason and Remmel. Our primary
motivation for studying permuted composition tableaux is to enumerate all possible ordered
pairs of permutations (σ1, σ2) that can be obtained by standardizing the entries in two ad-
jacent columns of an arbitrary composition tableau. We refer to such pairs as compatible
pairs. To study compatible pairs in depth, we define a 0-Hecke action on permuted com-
position tableaux. This action naturally defines an equivalence relation on these tableaux.
Certain distinguished representatives of the resulting equivalence classes in the special case
of two-columned tableaux are in bijection with compatible pairs. We provide a bijection
between two-columned tableaux and labeled binary trees. This bijection maps a quadru-
ple of descent statistics for 2-columned tableaux to left and right ascent-descent statistics
on labeled binary trees introduced by Gessel, and we use it to prove that the number of
compatible pairs is (n+ 1)n−1.
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1. Introduction
Composition tableaux were introduced in [19] to define the basis of quasisymmetric Schur
functions for the Hopf algebra of quasisymmetric functions. These functions are analogues
of the ubiquitous Schur functions [41], have been studied in substantial detail recently
[8, 19, 20, 30, 31, 45], and have consequently been the genesis of an active new branch
of algebraic combinatorics discovering Schur-like bases in quasisymmetric functions [1, 5],
type B quasisymmetric Schur functions [27, 37], quasi-key polynomials [2, 42] and quasisym-
metric Grothendieck polynomials [35]. Just as Young tableaux play a crucial role in the
combinatorics of Schur functions [40, 43], composition tableaux are key to understanding
the combinatorics of quasisymmetric Schur functions.
The aim of this article is to shed light on certain enumerative aspects of composition
tableaux by studying actions of the 0-Hecke algebra of type A. Recall that the number of
standard Young tableaux is given by the famous hook-length formula of Frame-Robinson-
Thrall [15]. While there is no known ‘hook-length formula’ for enumerating standard compo-
sition tableaux, and the presence of large prime factors in the data suggests there might not
be a simple closed formula, we hope that our article convinces the reader of other interesting
enumerative aspects of composition tableaux and motivates further exploration.
The following question serves as the primary motivation for this article: Can we character-
ize and enumerate the possible ordered pairs of permutations (σ1, σ2) obtained by considering
the relative order of entries in two adjacent columns of an arbitrary composition tableau?
This question in the context of Young tableaux is uninteresting. On the other hand, it is
natural with regards to composition tableaux as the relative order of entries in, say, column
i of a composition tableau τ is governed by the relative order of the entries in column i− 1.
This is because of the so-called triple condition/rule [19, Definition 4.1]. If the columns under
consideration have the same number of entries, say n, then we say that the resulting pair
(σ1, σ2) is a compatible pair of permutations inSn. We remark here that the assumption that
the two columns possess the same number of entries is mild as this can always be achieved
by supplementing the composition tableau under consideration with 0s as suggested in [19,
Definition 4.1 part 3)]. One of our main results is that the number of compatible pairs of
permutations in Sn is (n+1)
n−1. To study the combinatorics of an arbitrary pair of adjacent
columns in a composition tableau, we introduce a generalization thereof that we call per-
muted composition tableaux. Just as semistandard composition tableaux are intimately tied
to semistandard augmented fillings [19], our permuted composition tableaux are connected to
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permuted basement semistandard augmented fillings introduced by Haglund-Mason-Remmel
[21]. Given our interest in the relative order of entries in columns, the authors’ previous work
[45] hints at constructing an action of the 0-Hecke algebra Hn(0) on permuted composition
tableaux. To this end, we generalize the operators from [45] to our current setting and also
obtain analogues of the results therein.
To answer our original question, we focus on standard permuted composition tableaux of
shape (2n). We refer to such tableaux as 2-columned tableaux. The 0-Hecke action that we
construct naturally leads to a deeper study of descents in the first column in 2-columned
tableaux and they naturally come in four flavors. We construct a bijection between the
set of 2-columned tableaux and labeled binary trees that maps certain descent statistics on
tableaux to ascent-descent statistics on labeled binary trees. Note that the ascent-descent
statistics on labeled binary trees were first studied in unpublished work by Gessel, and
functional equations for their distribution were established by Kalikow [28] and Drake [12].
Given the striking observations of Gessel [16] relating the distribution of these statistics to
enumerative questions in the theory of hyperplane arrangements, much work has been done
recently [7, 11, 14, 17, 44]. That said, we will not focus on the hyperplane arrangements
perspective in this article.
Outline of the article. The paper essentially has two halves: the first half focuses on
studying the combinatorics of permuted composition tableaux and defining a 0-Hecke action
on them. The second half concerns itself with enumerating and characterizing compatible
pairs by way of Dyck paths and binary trees.
In Section 2, we introduce our main combinatorial objects, and develop most of the no-
tation we need. Our main result here is Theorem 2.4 that makes explicit the link between
reverse tableaux and permuted composition tableaux. In Section 3, we construct a 0-Hecke
action on the set of permuted composition tableaux of a given shape. Section 4 studies cer-
tain descents in 2-columned tableaux and relates them to ascents-descents in labeled binary
trees via bijections that use labeled Dyck paths as intermediate objects. Our main result in
this section is Theorem 4.8. Section 5 gives a characterization for compatible pairs in terms
of pattern-avoidance. We demonstrate that compatible pairs are essentially allowable pairs
introduced in [4] and investigated further in [3, 18, 22]. To answer our original question, we
show in Corollary 5.8 that every allowable pair can be obtained by standardizing the entries
in the last two columns of some standard composition tableau.
2. Preliminaries
We denote the set of positive integers by N. Given n ∈ N, we define [n] to be the set of
the first n positive integers {1, . . . , n}. The set of all words in the alphabet N is denoted by
N∗. The empty word is denoted by ε. A ud-word is a word in the alphabet {u, d}. A related
notion is that of a labeled ud-word, which is a word in the alphabet {ui, di | i ∈ N}. There
is a natural projection χ from the set of labeled ud-words to the set of ud-words defined by
mapping ui to u and di to d for all i ∈ N.
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2.1. The symmetric group Sn. The symmetric group Sn is generated by the elements
s1, . . . , sn−1 subject to the following relations
s2i = 1 for 1 ≤ i ≤ n− 1
sisi+1si = si+1sisi+1 for 1 ≤ i ≤ n− 2
sisj = sjsi if |i− j| ≥ 2.
In the first relation above, the 1 denotes the identity element inSn. In practice, one identifies
Sn with the group of all bijections from [n] to itself, otherwise known as permutations, by
setting si to be the simple transposition interchanging i and i + 1 for 1 ≤ i ≤ n − 1.
An expression for σ ∈ Sn of the form si1 · · · sip that uses the minimal number of simple
transpositions is called a reduced word for σ.
We write permutations in one-line notation and, on occasion, treat them as words in N∗.
Given a word w = w1 · · ·wn ∈ N∗, we define the standardization of w, denoted by stan(w),
to be the unique permutation σ ∈ Sn such that σ(i) > σ(j) if and only if wi > wj for
1 ≤ i < j ≤ n. For example, stan(3122) = 4123. An inversion of σ ∈ Sn is an ordered
pair (p, q) such that 1 ≤ p < q ≤ n and σ(p) > σ(q). The set of inversions in σ is denoted
by Inv(σ). This given, define the (left) weak Bruhat order ≤L on Sn by σ1 ≤L σ2 if and
only if Inv(σ1) ⊆ Inv(σ2) [9, Proposition 3.1.3]. We denote the cover relation in the weak
Bruhat order by ≺L. The symmetric group Sn endowed with the weak Bruhat order ≤L
inherits the structure of a graded lattice with a unique minimum element (given by the
identity permutation) and a unique maximum element (given by the reverse of the identity
permutation). To emphasize the dependence on n, the identity permutation in Sn and its
reverse will henceforth be denoted by n and ¯n respectively.
2.2. The 0-Hecke algebra Hn(0). The 0-Hecke algebra Hn(0) is the C-algebra generated
by the elements T1, . . . , Tn−1 subject to the following relations
T 2i = Ti for 1 ≤ i ≤ n− 1
TiTi+1Ti = Ti+1TiTi+1 for 1 ≤ i ≤ n− 2
TiTj = TjTi if |i− j| ≥ 2.
If si1 · · · sip is a reduced word for a permutation σ ∈ Sn, then we define an element
Tσ ∈ Hn(0) as
Tσ = Ti1 · · ·Tip .
The Word Property [9, Theorem 3.3.1] of Sn implies that Tσ is independent of the choice
of reduced word. Moreover, the set {Tσ | σ ∈ Sn} is a linear basis for Hn(0). Thus,
the dimension of Hn(0) is n!. In general, Hn(0) is not semisimple and possesses a rich
combinatorial representation theory [10, 36]. It is intimately related with the Hopf algebras
of quasisymmetric functions and noncommutative symmetric functions respectively [13], in
the same way as symmetric group representation theory is intimately connected with the
Hopf algebra of symmetric functions. More information about Hn(0) and its representations
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can be found in [10, 34], and contemporary results can be found in [6, 23, 24, 25, 26, 29].
Our interest in the 0-Hecke algebra stems from the authors’ previous work in the context of
providing a representation-theoretic interpretation for quasisymmetric Schur functions [45].
2.3. Compositions, partitions and diagrams. A composition α of a positive integer n is
a finite ordered list of positive integers (α1, . . . , αk) satisfying
∑k
i=1 αi = n. The αi are called
the parts of α and their sum is called the size of α (denoted by |α|). The number of parts
is called the length of α and is denoted by `(α), and we often denote m consecutive parts j
by jm. The empty composition, denoted by ∅, is the unique composition of size and length
0. If α is a composition of size n, we denote this by α  n. From α = (α1, . . . , αk)  n, we
can obtain another composition αˆ  2n of length n by first incrementing each part of α by
1 and subsequently adding n − k parts equaling 1 at the end. For instance, if α = (2, 1, 3),
then αˆ = (3, 2, 4, 1, 1, 1). If α = (α1, . . . , αk)  n is such that α1 ≥ · · · ≥ αk, then we say
that α is a partition of n and denote this by α ` n. The partition obtained by sorting the
parts of α in weakly decreasing order is denoted by α˜.
We depict a composition α = (α1, . . . , αk)  n by its composition diagram, also referred
to as α, which is a left-justified array of n cells where the i-th row from the top has αi cells.
The augmented composition diagram of α, denoted by αˆ, is the composition diagram of αˆ.
We refer to the first column of αˆ as its basement. Note that if α is a partition, then the
composition diagram of α is the Young diagram of α in English notation.
2.4. Tableaux. Given a partition λ ` n, a reverse tableau (henceforth abbreviated to RT)
T of shape λ is a filling of the Young diagram of λ with positive integers such that the
rows decrease weakly from left to right, whereas the columns decrease strictly from top to
bottom. Let RT(λ) denote the set of reverse tableaux of shape λ all of whose entries are
weakly less than |λ|. If T ∈ RT(λ) is such that its entries are all distinct, then we say that
T is standard. We denote the set of standard RTs of shape λ by SRT(λ). Additionally, we
refer to a standard RT as an SRT.
Given α  n and σ ∈ S`(α), we define a permuted composition tableau (henceforth abbre-
viated to PCT) of shape α and type σ to be a filling τ of the composition diagram α with
positive integers such that the following conditions hold.
(1) The entries in the first column are all distinct and the standardization of the word
obtained by reading the first column from top to bottom is σ.
(2) The entries along the rows decrease weakly when read from left to right.
(3) For any configuration in τ of the type in Figure 1, if a ≥ c then b > c. We call this
condition the triple condition.
The first condition and the triple condition guarantee that the entries in any given column
of a PCT are all distinct. Figure 2 gives a PCT of shape (1, 3, 2, 4) and type 1324.
Remark 2.1. Note that our version of the triple condition follows [31, Definition 4.2.6]. The
version in [19, Definition 4.1 part 3)], though stated differently, is equivalent. It is the latter
that we employ in Section 5.
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a b
...
c
Figure 1. A triple configuration.
Let PCTσ(α) denote the set of all PCTs of shape α and type σ all of whose entries are
weakly less than |α|. Additionally, let
PCT(α) :=
∐
σ∈S`(α)
PCTσ(α),
where
∐
indicates disjoint union. If τ ∈ PCTσ(α) is such that its entries are all distinct,
then we say that τ is standard. We denote the set of standard PCTs of shape α and type σ
by SPCTσ(α). Additionally, we refer to a standard PCT as an SPCT. Finally, let
SPCT(α) :=
∐
σ∈S`(α)
SPCTσ(α).
Remark 2.2. From this point on, whenever we write PCTσ(α) or SPCTσ(α) without explicitly
specifying σ, it is implicit that σ is a permutation in S`(α). Furthermore, all the RTs
(respectively PCTs) we consider in this article belong to RT(λ) (respectively PCT(α)) for
the appropriate λ (respectively α).
1
4 3 2
3 2
7 5 5 3
1
7 5 2
6 4
10 9 8 3
Figure 2. A PCT (left) and an SPCT (right) of shape (1, 3, 2, 4) and type 1324.
Given α  n and τ ∈ SPCT(α), we say that an integer 1 ≤ i ≤ n − 1 is a descent of τ
if i + 1 lies weakly right of i in τ . The descent set of τ , denoted by Des(τ), consists of all
descents in τ . For instance, the descent set of the SPCT in Figure 2 is {1, 2, 4, 6, 7}.
Remark 2.3. Note that if σ equals `(α), then a PCT of shape α and type σ is in fact a
composition tableau (abbreviated henceforth to CT) introduced in [19, Definition 4.1] of the
same shape α. Similarly, an SPCT of shape α and type σ = `(α) corresponds to a standard
CT (abbreviated henceforth to SCT) of shape α.
Let α  n whose largest part is αmax and let τ ∈ PCTσ(α). Suppose that the entries in
column i for 1 ≤ i ≤ αmax read from top to bottom form some word wi in N∗. We refer to
wi as the i-th column word of τ . Furthermore, we define the standardized i-th column word
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of τ , denoted by sti(τ), to be stan(w
i). Note that st1(τ) is σ since τ ∈ PCTσ(α). We define
the standardized column word of τ , denoted by st(τ), to be the word
st(τ) = st1(τ) st2(τ) · · · stαmax(τ).
For the PCT in Figure 2, the standardized column word is 1324 213 12 1.
We now discuss two procedures connecting RTs and PCTs. The reader may interpret this
correspondence as the analogue to that between CTs and semistandard augmented fillings
[33]. Consider a composition α and permutation σ ∈ S`(α). Let αmax be the largest part
of α. Our first procedure, ρσ, takes τ ∈ PCTσ(α) as input and outputs a filling T of shape
λ := α˜ by considering the entries of column i of τ in decreasing order and putting them in
column i of λ from top to bottom for all 1 ≤ i ≤ αmax.
For our second procedure φσ, let λ be a partition and let σ ∈ S`(λ). This procedure takes
T ∈ RT(λ) as input and outputs a filling τ as follows.
(1) Consider the entries in the first column of T and write them in rows 1, 2, . . . , `(λ) so
that the standardization of the word obtained by reading from top to bottom is σ.
(2) Consider the entries in column 2 in decreasing order and place each of them in the
row with the smallest index so that the cell to the immediate left of the number being
placed is filled and the row entries weakly decrease when read from left to right.
(3) Repeat the previous step with the set of entries in column k for k = 3, . . . , λ1.
Figure 3 illustrates the procedures just introduced and motivates the theorem that follows.
11 8 6 4
10 7 5
9 3 1
2
φσ

ρσ
10 8 6 4
2
11 7 5
9 3 1
Figure 3. An RT and a PCT related via the maps ρσ and φσ where σ = 3142.
Theorem 2.4. Let λ be a partition and let σ ∈ S`(λ). The map
ρσ :
∐
α˜=λ
PCTσ(α)→ RT(λ)
is a bijection and its inverse is the map φσ.
Proof. First, we show that ρσ and φσ are both injections, which suffices to conclude that
they are in fact bijections. To this end, we will use permuted basement semistandard aug-
mented fillings (henceforth abbreviated to PBFs) introduced in [21] generalizing the notion
of semi-standard augmented fillings from [32]. We refer the reader to [21] for details on
the terminology used in our proof. The reader will benefit from referring to Figure 4 while
reading this proof.
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Let λ ` n and let k = `(λ). Consider τ ∈ PCTσ(α) where α˜ = λ. Suppose that the first
column word of τ is w = w1 · · ·wk. Clearly stan(w) = σ. Let σˆ ∈ Sn be the permutation
obtained by concatenating the entries in [n]\{w1, . . . , wk} at the end of w in increasing order.
Consider the filling τˆ of the augmented composition diagram αˆ constructed as follows.
• The basement contains σˆ(i) for i = 1 through n from top to bottom.
• The rest of the diagram, which is essentially the composition diagram of α, is filled
exactly as τ .
Given its construction, one may check that τˆ is a PBF with basement permutation σˆ. Indeed,
the triple condition satisfied by τ ensures that, in τˆ , all type A and B triples are inversion
triples and the B-increasing condition is satisfied. We omit the details. Crucial for us is the
fact that the association of τˆ to τ is one-to-one. Next, we describe a map that allows us to
associate a reverse tableau with τˆ .
Given a permutation pi, Haglund-Mason-Remmel [21, Section 4] define a map ρpi that
generalizes Mason’s shift map [32] (also known as the ρ map). This map takes as input a
PBF T1 with basement permutation pi and outputs the unique PBF T2 such that the entries
in any column of T2 read from top to bottom are the entries in the corresponding column
of T1 read in decreasing order. Note that the basement permutation of T2 is ¯n. Haglund-
Mason-Remmel (see discussion after [21, Corollary 9]) establish that T2 is in fact a reverse
tableau. The map ρ−1pi [21, Page 309] is the same as our map φ¯pi. In Figure 4, the two fillings
in the middle are PBFs related by ρpi where pi = 10 2 11 9 1 3 4 5 6 7 8 in one-line notation.
In light of the preceding discussion, using the map ρσˆ we can associate the reverse tableau
Tˆ := ρσˆ(τˆ) with τˆ . Furthermore, given how ρσˆ operates, we conclude that the reverse tableau
T obtained by omitting the basement ¯n from Tˆ may be otherwise obtained by sorting the
entries in individual columns of τ in decreasing order and writing them along columns in the
Young diagram of λ = α˜. Thus, we have ρσ(τ) = T .
The injectivity of ρσ is explained next. Suppose that τ1 and τ2 satisfy ρσ(τ1) = ρσ(τ2).
Let σˆ1, σˆ2 ∈ Sn be obtained by extending the first column words in τ1 and τ2 respectively as
before. Our hypothesis implies that ρσˆ1(τˆ1) = ρσˆ2(τˆ2). Thus, we have that the set of entries
in the corresponding columns of τ1 and τ2 are the same. Since the standardized first column
word of both τ1 and τ2 is σ, the first column of τ1 is the same as the first column of τ2. This
implies σˆ1 = σˆ2, which, in view of [21, Theorem 10 part 2)], implies that τˆ1 = τˆ2. It follows
immediately that τ1 = τ2. Thus, ρσ is an injection from
∐
α˜=λ PCT
σ(α)→ RT(λ).
To establish the injectivity of φσ, we again use results in [21], beginning with an alternative
description of φσ. Let T ∈ RT(λ). Construct a PBF Tˆ of shape λˆ with basement permutation
n by filling the remaining diagram, essentially the composition diagram of λ, exactly as T .
To obtain φσ(T ), construct a permutation σˆ such that
• its first k letters are a rearrangement of the entries in the first column of T ,
• the standardization of the word formed by the first k letters is σ,
• the last n− k entries increase when read from left to right.
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Then τˆ := ρ−1σˆ (Tˆ ) = φσˆ(Tˆ ) is a PBF with basement permutation σˆ. Given how σˆ relates to
σ and to the first column of T , we infer that the first k rows in the second column of τˆ are
the same as the first k rows of the first column. This implies that the filling obtained by
removing the basement from τˆ is in fact φσ(T ).
To establish the injectivity of φσ, argue as follows. Suppose T1, T2 ∈ RT(λ) are such that
φσ(T1) = φσ(T2). The preceding discussion implies that there exist permutations σˆ1, σˆ2 ∈ Sn
such that ρ−1σˆ1 (Tˆ1) = ρ
−1
σˆ2
(Tˆ2), where Tˆ1 and Tˆ2 are obtained by appending the basement
permutation n as before. Again, we conclude that the sets of entries in corresponding
columns of T1 and T2 are equal, which implies that T1 = T2.
To finish the proof, we need to establish that φσ and ρσ are mutually inverse. This follows
from our alternate description for ρσ and φσ in terms of ρσˆ and ρ
−1
σˆ for an appropriately
constructed σˆ. 
Figure 4 describes the various steps in the proof of Theorem 2.4 in the case of the RT
and PCT from Figure 3. Let σ = 3142, α = (4, 1, 3, 3) and λ = (4, 3, 3, 1). The PCT τ on
the left belongs to PCTσ(α). The second filling from the left is the PBF τˆ with basement
permutation σˆ constructed in the preceding proof. We have σˆ = 10 2 11 9 1 3 4 5 6 7 8
in one-line notation. The second filling from the right is ρσˆ(τˆ) and the rightmost filling is
ρσ(τ).
10 8 6 4
2
11 7 5
9 3 1
1010 8 6 4
2 2
1111 7 5
9 9 3 1
1
3
4
5
6
7
8
1111 8 6 4
1010 7 5
9 9 3 1
8 2
7
6
5
4
3
2
1
11 8 6 4
10 7 5
9 3 1
2
ρσˆ
ρ−1σˆ
Figure 4. The bijection between
∐
α˜=λ PCT
σ(α) and RT(λ) via PBFs.
We conclude this section by noting that if σ = `(α), then the map ρσ maps a CT τ of
shape α to an RT of shape α˜.
3. 0-Hecke modules on SPCTs
In order to define an Hn(0)-action on SPCTs we recall the concept of attacking defined in
[45]. In fact, we employ notions similar to those in [45, Section 3] throughout and essentially
all results there are true in our case as well. We focus solely on deriving analogues relevant
for this article.
Given τ ∈ SPCTσ(α) for some α  n, and a positive integer i such that 1 ≤ i ≤ n− 1, we
say that i and i+ 1 are attacking if either
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(1) i and i+1 are in the same column in τ (in which case we call them strongly attacking),
or
(2) i and i+1 are in adjacent columns in τ , with i+1 positioned southeast of i (in which
case we call them weakly attacking).
Given an integer i satisfying 1 ≤ i ≤ n − 1, let si(τ) denote the filling obtained by
interchanging the positions of entries i and i+ 1 in τ . Define operators pii for 1 ≤ i ≤ n− 1
as follows.
pii(τ) =
 τ i /∈ Des(τ)0 i ∈ Des(τ), i and i+ 1 attacking
si(τ) i ∈ Des(τ), i and i+ 1 nonattacking
(3.1)
If i ∈ Des(τ) is such that i and i + 1 are attacking (respectively nonattacking) then i is an
attacking descent (respectively nonattacking descent).
Theorem 3.1. The operators {pii}n−1i=1 satisfy the same relations as Hn(0). Thus, given a
composition α  n, they define a 0-Hecke action on SPCTσ(α).
The proof of the above theorem in the context of SCTs involves a lengthy verification and
relies on some preliminary lemmas [45]. The techniques we need vary slightly and we discuss
the differences next. The key lemma for proving that the operators give rise to a 0-Hecke
action on SCTs is [45, Lemma 3.7] and it, in turn, relies on [45, Lemmas 3.4, 3.5, 3.6]. Since
we avoid an approach involving box-adding operators here, we cannot use an analogue of
[45, Lemmas 3.4 and 3.5] for SPCTs. In fact, [45, Lemma 3.6] does not hold in our setting.
In spite of this, we do have the following analogue of [45, Lemma 3.7].
Lemma 3.2. (1) If α  n, τ ∈ SPCTσ(α) and j ∈ Des(τ) such that j and j + 1 are
nonattacking, then sj(τ) ∈ SPCTσ(α).
(2) If α  n, τ ∈ SPCTσ(α) and j /∈ Des(τ) such that j is not in the cell to the immediate
right of j + 1, then sj(τ) ∈ SPCTσ(α).
Proof. It is clear in both cases that sj(τ) has rows that strictly decrease when read from
left to right and that the standardized first column word is σ. Thus, to establish that
sj(τ) ∈ SPCTσ(α), we need to check that the triple condition holds. Our proof proceeds by
checking the triple condition locally. That is, we focus on a triple configuration involving
a fixed set of cells in τ and show that if the triple condition held for this set of cells, then
it continues to hold for the same set of cells in sj(τ). Consider throughout a fixed triple
configuration in τ as in Figure 1.
Assume now that j is a nonattacking descent in τ . If neither j nor j+1 belongs to {a, b, c},
then the triple condition obviously holds in sj(τ). Hence suppose this is not the case. Our
premise implies that exactly one of j or j + 1 belongs to {a, b, c}. Thus, replacing the j by
j + 1 in τ does not alter the relative order of entries in the cells in the triple configuration
under consideration. Therefore, we conclude that sj(τ) ∈ SPCTσ(α).
We establish the second part of the lemma using an analysis similar to before. Assume
that j /∈ Des(τ) such that j is not in the cell to the immediate right of j + 1. As before,
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we infer that both j and j + 1 cannot belong to {a, b, c}. In the case where neither belongs,
the triple condition clearly holds in sj(τ). Hence assume that one of j or j + 1 belongs to
{a, b, c}. Replacing the j by j + 1 in τ does not alter the relative order of entries in the cells
in the triple configuration under consideration. Thus the triple condition holds in sj(τ). 
We now state lemmas which show that the relations satisfied by the 0-Hecke algebra Hn(0)
are also satisfied by the operators {pii}n−1i=1 . The proofs are omitted given their similarity to
[45, Lemmas 3.9, 3.10 and 3.11] respectively. We emphasize here that only the first half of
Lemma 3.2 is needed for establishing the three lemmas that follow, and thereby, Theorem 3.1.
The second half of Lemma 3.2 is crucial towards establishing Lemma 3.7.
Lemma 3.3. For 1 ≤ i ≤ n− 1, we have pi2i = pii.
Lemma 3.4. For 1 ≤ i, j ≤ n− 1 such that |i− j| ≥ 2, we have piipij = pijpii.
Lemma 3.5. For 1 ≤ i ≤ n− 2, we have piipii+1pii = pii+1piipii+1.
The proof of Theorem 3.1 follows from Lemmas 3.3, 3.4 and 3.5. Let Sα denote the C-
linear span of all SPCTs of shape α. We have established that Sα is an Hn(0)-module. We
now construct a direct sum decomposition of Sα by defining an equivalence relation based
on standardized column words of SPCTs.
3.1. Source and sink tableaux. Given a composition α  n, define an equivalence relation
∼α on SPCT(α) by defining τ1 ∼α τ2 if and only if st(τ1) = st(τ2), that is, the entries in
each column of τ1 are in the same relative order as the entries in the corresponding column
of τ2. Suppose that the equivalence classes under ∼α are E1, . . . , Ek. Let Sα,Ei denote the
C-linear span of all SPCTs in Ei for i = 1, . . . , k. Then we get the following isomorphism of
vector spaces
(3.2) Sα ∼=
k⊕
i=1
Sα,Ei ,
which is in fact an Hn(0)-module isomorphism as the following lemma implies. We omit the
proof as it is the same as [45, Lemma 6.6].
Lemma 3.6. Let Ej for j = 1, . . . , k be the equivalence classes under ∼α for α  n. Then
for all i such that 1 ≤ i ≤ n− 1, we have that pii(Sα,Ej) ⊆ Sα,Ej for any 1 ≤ j ≤ k.
Next, we discuss two important classes of SPCTs that form special representatives of each
equivalence class. Let α  n. An SPCT τ of shape α is said to be a source tableau if
for every i /∈ Des(τ) where i 6= n, we have that i + 1 lies to the immediate left of i. An
SPCT τ of shape α is said to be a sink tableau if for every i ∈ Des(τ), we have that i and
i + 1 are attacking. Figure 5 shows a source tableau (left) and a sink tableau (right) of
shape (1, 3, 2, 4) and type 1324. Note that the standardized column word of each tableau is
1324 213 12 1.
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1
6 5 4
3 2
10 9 8 7
3
8 5 1
7 4
10 9 6 2
Figure 5. An example of a source tableau and a sink tableau.
By performing an analysis very similar to that in [45, Section 6] we obtain the following
analogue of [45, Corollary 6.15], which is pertinent for our purposes. See Remark 3.8 for a
brief discussion regarding its proof.
Lemma 3.7. There is a unique source tableau and a unique sink tableau in every equivalence
class under ∼α.
Remark 3.8. The proofs of the various lemmas leading up to the proof of [45, Corollary 6.15]
employ the notion of removable nodes of a composition diagram followed by distinguished
removable nodes in SCTs. The definition of removable nodes in the aforementioned case is
inspired by the cover relation for the (left) composition poset [8, Section 2.2]. Saturated
chains in this poset are in bijection with SCTs. Although we have not described SPCTs as
saturated chains in a poset on compositions, we may still define a removable node as follows.
Given the composition diagram α, we call a cell in position (i, j) a removable node if one of
the two conditions below is met.
(1) αi = j ≥ 2 and there is no part of length j − 1 strictly north of αi.
(2) αi = j = 1.
Figure 6 shows α = (2, 3, 1, 4) with removable nodes corresponding to cells filled with bullets.
With this definition of removable node, one can define distinguished removable nodes in
•
•
Figure 6. The removable nodes of α = (2, 3, 1, 4).
precisely the same way as in [45, Section 6]. In particular, the analogues of [45, Propositions
6.13 and 6.14], which are crucial for deriving our Lemma 3.7, hold in our setting. Thus
concludes our remark.
Recall that our motivation as outlined in the introduction is to enumerate compatible
pairs of permutations. Consider a CT τ of shape α whose i-th and i+ 1-th column, for some
i ≥ 1 contain the same number of entries, say n. Then (sti(τ), sti+1(τ)) is a compatible pair
of permutations in Sn. Note that if we consider the entries in columns i and i+ 1 only, we
can construct a filling of shape (2n). As the triple condition is clearly satisfied, this filling
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is in fact a PCT. We infer that compatible pairs of permutations in Sn are a subset of the
set of pairs of permutations (st1(τ), st2(τ)) corresponding to tableaux τ ∈ PCT((2n)). In
Section 5, we establish that this containment is in fact an equality. We proceed towards
studying SPCT((2n)) in depth.
4. Descents in 2-columned tableaux and ascent-descents on labeled binary
trees
We refer to SPCTs of shape (2n) for some n ≥ 1 as 2-columned tableaux of size 2n.
Consider the following refined classification of certain descents in a 2-columned tableau τ .
Suppose i is an entry in the first column of τ . Then i ∈ Des(τ). Based on the relative
position of i+ 1 in τ , we may define the following sets.
DesN(τ) = {i | i+ 1 is in the first column north of i}
DesS(τ) = {i | i+ 1 is in the first column south of i}
DesNE(τ) = {i | i+ 1 is in the second column northeast of i}
DesSE(τ) = {i | i+ 1 is in the second column southeast of i}
Additionally, we say that i an N -descent (respectively S-descent) of τ if i + 1 is in the
first column and north (respectively south) of i. Similarly, we say that i an NE-descent
(respectively SE-descent) of τ if i + 1 is in the second column and northeast (respectively
southeast) of i. Figure 7 shows a τ ∈ SPCT((2n)) where n = 10. The arcs on the left
connect i and i+ 1 where both belong to the first column. In particular, the number of red
arcs on the left is equal to |DesN(τ)| whereas the number of purple arcs on the left is equal
to |DesS(τ)|. The arcs on the right connect rows where the i is in the first column and the
i+ 1 is in the second column. In particular, the number of red arcs on the right is equal to
|DesNE(τ)| whereas the number of purple arcs on the left is equal to |DesSE(τ)|.
11 10
19 17
4 2
9 8
20 16
14 13
3 1
15 7
18 6
12 5
Figure 7. The classification of descents in the first column of τ .
To enumerate ordered pairs (st1(τ), st2(τ)) where τ ranges over 2-columned tableaux of
size 2n, we need to enumerate equivalence classes under ∼(2n). By Lemma 3.7, we may
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equivalently enumerate sink tableaux of shape (2n). Such a sink τ can be alternatively char-
acterized as one that satisfies |DesNE(τ)| = 0. This motivates our study of the distribution
of the quadruple of statistics
(|DesN(τ)|, |DesS(τ)|, |DesNE(τ)|, |DesSE(τ)|)
as τ varies over all tableaux in SPCT((2n)). We establish that this distribution coincides
with the distribution of left ascents, left descents, right ascents and right descents over the
set of labeled binary trees on n nodes. To this end, we need certain combinatorial notions
attached to well-known ‘Catalan objects’ known as Dyck paths.
4.1. Dyck paths, unlabeled and labeled. Given a nonnegative integer n, a Dyck path of
semi-length n is a lattice path in the plane beginning at (0, 0) and ending at (2n, 0) consisting
of up-steps, which correspond to a translation by (1, 1), and down-steps, which correspond
to a translation by (1,−1). We denote the set of Dyck paths of semi-length n by Dn. The
cardinality of Dn is well-known to be Catn, the n-th Catalan number equaling 1n+1
(
2n
n
)
. We
can identify a Dyck path D ∈ Dn with a ud-word of length 2n by writing u (respectively d)
for every up-step (respectively down-step) in D from left to right. We denote this word by
dw(D) and refer to it as the Dyck word of D. A Dyck path is prime if it touches the x-axis
at its initial and terminal points only. Every Dyck path D can be factorized uniquely as a
concatenation of prime Dyck paths D1 ·D2 · · ·Dk. We call each Di a factor of D. Figure 8
depicts an element D ∈ D9 with 4 factors. We have dw(D) = ud ud uuududdudd uudd, where
the spaces separate the Dyck words of the factors of D.
Figure 8. A Dyck path D of semi-length 9.
Consider D ∈ Dn. If D is endowed with a labeling on its down-steps with distinct positive
integers drawn from [n], then we obtain a labeled Dyck path D′ of semi-length n. We denote
the set of labeled Dyck paths of semi-length n by LDn. The cardinality of LDn equals
n!Catn. We define prime labeled Dyck paths and factors of labeled Dyck paths in the obvious
manner following the description in the unlabeled case. Given D ∈ LDn, we abuse notation
and denote by dw(D) the Dyck word of the underlying unlabeled Dyck path. Constructing
the labeled Dyck word ldw(D) is slightly more involved and is described next. First we
recursively assign labels to the up-steps from right to left. Consider the i-th up-step in D for
i from n down to 1. Let Di (respectively Ui) be the set of labels that belong to down-steps
(respectively up-steps) after the i-th up-step. Clearly Un = ∅. Assign the minimum of Di\Ui
as the label of this i-th up-step. Note that as the algorithm executes, we always have that
Ui is a strict subset of Di. Here we are crucially using the fact that D is a (labeled) Dyck
path. Thus, the minimum of Di \ Ui is well-defined and our procedure terminates when
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i attains the value 1. Next, read the resulting Dyck path, with labels on both up-steps
and down-steps, from left to right and write ui (respectively di) for an up-step (respectively
down-step) labeled i. The word thus obtained is the labeled Dyck word ldw(D).
It is easy to see that for a labeled Dyck path D with prime factorization D1 · · ·Dk, we
have
ldw(D) = ldw(D1) · · · ldw(Dk).
Figure 9 shows a labeled Dyck path D of semi-length 10. The arcs join the up-steps and
down-steps that share the same label during the procedure for computing ldw(D). We have
ldw(D) = u7u3d7d3 u10u9u8u4d4u1d1d10u6d6d8u5u2d9d2d5.
1
2
3
4
5
6
7
910
8
2
5
6
14
8
9
10
3
7
Figure 9. A labeled Dyck path of semi-length 10.
4.2. Bijection between LDn and SPCT((2n)). Recall that |LDn| = n!Cat(n). By Theo-
rem 2.4, we have that |SPCTσ((2n))| = | SRT((2n))| for all σ ∈ Sn. The following bijection
between SRT((2n)) and Dn is folklore. For T ∈ SRT((2n)), the i-th step for 1 ≤ i ≤ 2n in the
associated Dyck path is an up-step if i is in the second column of T and it is a down-step oth-
erwise. Thus, we infer that |SPCT((2n))| = |∐σ∈Sn SPCTσ((2n))| = ∑σ∈Sn | SRT((2n))| =
n!Catn.
By a simple extension of the aforementioned bijection, we obtain one between LDn and
SPCT((2n)) that associates a D ∈ LDn with τ ∈ SPCT((2n)) as follows. For 1 ≤ i ≤ 2n,
the i-th step is an up-step if i belongs to the second column. Otherwise, the i-th step is a
down-step labeled by the index of the row occupied by i in τ . We denote this map from
SPCT((2n)) to LDn by SPCTtoLDyck and defer the proof that this is indeed a bijection to
after we describe the inverse map, denoted by LDycktoSPCT, next.
7 6
3 2
5 4
8 1
2 3 1
4
SPCTtoLDyck
Figure 10. Transforming an SPCT to a labeled Dyck path.
Let D ∈ LDn with ldw(D) = w1 · · ·w2n. Construct a filling τ of shape (2n) as follows. For
1 ≤ i ≤ n, let 1 ≤ p < q ≤ 2n be the positive integers such that wp = ui and wq = di. Then
the i-th row of τ contains q and p in the first and second columns respectively. We define
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τ to be LDycktoSPCT(D). The next lemma establishes that LDycktoSPCT is the inverse of
SPCTtoLDyck.
Lemma 4.1. LDycktoSPCT is a bijection from LDn to SPCT((2n)) with inverse given by
SPCTtoLDyck.
Proof. Consider D ∈ LDn and let τ = LDycktoSPCT(D). To establish that τ is an SPCT,
we must show that the triple condition holds. Suppose that this is not the case. Then we
have a configuration in τ of the type shown in Figure 11 such that a > c > b. We interpret
a b
...
c
Figure 11. A triple configuration in LDycktoSPCT(D).
this configuration in terms of D. Henceforth, in this proof, we assume that the up-steps in
D are labeled using the procedure for computing ldw(D).
Assume that a and b belong to row i and that c belongs to row j, where 1 ≤ i < j ≤ n.
Then the a-th step (respectively b-th step) of D is a down-step (respectively up-step) labeled
i. Let Sb and Sc be the sets consisting of labels on the down-steps after the b-th and c-th
steps respectively, ordered in increasing order. We have Sc ⊆ Sb as c > b and i ∈ Sc as a > c.
As the c-th step, which is an up-step, gets the label j, and j > i, we conclude that there
exists an up-step after the c-th step that has the label i. This follows from the description
of our procedure for constructing the labeled Dyck word. Thus, we arrive at a contradiction
as the b-th step cannot be labeled i. We conclude that the triple condition holds in τ and
that τ ∈ SPCT((2n)).
To show that LDycktoSPCT is a bijection, we establish its injectivity. If LDycktoSPCT(D1) =
LDycktoSPCT(D2) for labeled Dyck paths D1, D2, then we must have ldw(D1) = ldw(D2).
This implies that the unlabeled Dyck paths underlying D1 and D2 are the same. Addition-
ally, the labels on the corresponding down-steps in D1 and D2 are equal. Thus, D1 = D2
and we conclude that LDycktoSPCT is a bijection.
It is clear that SPCTtoLDyck(τ) = D as the entries in the first column of τ and the
indices of the rows they belong to completely determine the down-steps and their labels. We
conclude that SPCTtoLDyck and LDycktoSPCT are bijections that are mutually inverse. 
We proceed to describe unlabeled and labeled binary trees and subsequently introduce
descent statistics that are equidistributed with the quadruple (DesN ,DesS,DesNE,DesSE).
4.3. Plane binary trees, unlabeled and labeled. A rooted tree is a finite acyclic graph
with a distinguished node called the root. A plane binary tree is a rooted tree in which every
node has at most two children, of which at most one is called a left child and at most one is
called a right child. Henceforth, we reserve the term binary tree for a plane binary tree. We
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denote the set of binary trees on n ≥ 1 nodes by Tn. The set of nodes of T ∈ Tn is denoted
by V (T ), and the root node is referred to as root(T ). We abuse notation on occasion and
write v ∈ T when we mean v ∈ V (T ). A node v ∈ T is an internal node if it has at least
one child. Otherwise it is a leaf.
A left path is a binary tree T such that no node has a right child. We can decompose
any binary tree T into a set of left paths {T1, . . . , Tk} by omitting all edges that connect an
internal node to its right child, provided it exists. We refer to this set of left paths as the
maximal left path decomposition of T and denote it by mlpd(T ). Figure 12 depicts a binary
tree T on 10 nodes with V (T ) = {v1, . . . , v10}. The nodes that belong to the same shaded
region constitute a left path in mlpd(T ).
Given T ∈ Tn, let mlpd(T ) be {T1, . . . , Tm} where T1 contains root(T ). For every Ti where
2 ≤ i ≤ m, there exists a unique node v ∈ T such that root(Ti) is the right child of v
in T . We define v to be the parent of Ti in T and denote it by parent(Ti). In Figure 12,
consider the left path on nodes v7 and v8. Then its parent is v6. Note the crucial fact that a
binary tree T is completely determined by specifying its maximal left path decomposition,
the left path that contains the root, and the parents of the other left paths.
v1
v2
v3
v4
v7
v5
v6
v8
v9
v10
Figure 12. A binary tree with its maximal left path decomposition.
A labeled plane binary tree (or simply a labeled binary tree) on n ≥ 1 nodes is a binary
tree whose nodes have distinct labels drawn from [n]. We denote the set of labeled binary
trees on n nodes for n ≥ 1 by T `n . Given a node u ∈ T , we refer to its label as u`. For a
labeled binary tree, we have the following refined classification for its edges. Suppose that q
is the right child of p. If p` < q`, then the edge joining p and q is a right ascent. Otherwise
it is a right descent. Now suppose that q is the left child of p. If p` < q`, then the edge
joining p and q is a left ascent. Otherwise it is a left descent. Let rasc(T ) (respectively,
rdes(T ), lasc(T ) and ldes(T )) be the number of right ascents (respectively, right descents,
left ascents and left descents) in T . For the labeled binary tree T in Figure 13, we have
that rasc(T ) = 3, rdes(T ) = 1, lasc(T ) = 1, ldes(T ) = 3. The thickened edges in the figure
correspond to descents, both left and right.
We will abuse notation and use the terms left path and maximal left path decomposition
in the context of their natural labeled analogues respectively.
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7
3
4
2
18
9
5
6
Figure 13. A labeled binary tree with rasc(T ) =3, rdes(T ) = 1, lasc(T ) = 1,
ldes(T )=3.
4.4. Labeled Dyck paths and labeled binary trees. Note that since |Tn| = Catn the
cardinalities of LDn and T `n are equal. We seek a bijection between these two sets that tracks
the quadruple of statistics (lasc, ldes, rasc, rdes) on labeled binary trees in a manner that will
eventually allow us to relate them to the quadruple (|DesN |, |DesS|, |DesNE|, |DesSE|) via the
map LDycktoSPCT. First, we need some more terminology pertaining to Dyck paths.
A run of D ∈ Dn is a maximal sequence of down-steps. A run of D ∈ LDn is defined
similarly, except that we retain the labels. By considering all runs in D ∈ LDn from right
to left, we obtain the run sequence of D. Consider a run in D composed of a steps. We can
transform this run into a left path on a nodes where the label of the nodes read from root
to leaf are the labels in the run read from right to left. Thus, from the run sequence of D,
say (R1, . . . , Rm), we obtain a sequence of left paths (T1, . . . , Tm). This datum can be used
to construct a labeled binary tree as described in Algorithm 1. As usual, by the label on an
up-step of a labeled Dyck path, we mean the label it acquires when computing its labeled
Dyck word.
Algorithm 1 Transforming a labeled Dyck path to a labeled binary tree
Input: D ∈ LDn.
Output: T ∈ T `n .
1: function LDycktoLTree(D)
2: Let (R1, . . . , Rm) be the run sequence of D;
3: Let (T1, . . . , Tm) be the sequence of left paths corresponding to the run sequence;
4: Let T := T1, i := 2;
5: while i < m do
6: j := label on the up-step immediately after the rightmost down-step in Ri;
7: Make the left path Ti the right subtree of the node labeled j in T ;
8: Let T be this updated tree;
9: i := i+ 1;
10: return T ;
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1
2
3
4
5
6
7
910
8
5
2 8
9 6
10
1 3
4 7
2
5
6
14
8
9
10
3
77
LDycktoLtree
Figure 14. Transforming a labeled Dyck path to a labeled binary tree.
Figure 14 demonstrates how Algorithm 1 transforms the labeled Dyck path in Figure 9
into a labeled tree.
Note that the run sequence determines the maximal labeled left path decomposition of
the resulting binary tree. To determine its structure completely, we need to designate which
left path contains the root of the final binary tree and subsequently determine the parent
nodes of the other left paths. The procedure for computing the labeled Dyck word accom-
plishes the latter goal. The proof that LDycktoLTree is a bijection is postponed until after
discussing the inverse map, which is slightly more involved. We note some key features of
Algorithm 1. The details, which are straightforward, are left to the reader.
Lemma 4.2. Algorithm 1 posseses the following features.
(1) If ldw(D) has last letter equal to di for some positive integer i, then the root of
LDycktoLTree(D) has label i.
(2) If ldw(D) has a contiguous subword of the type didj for positive integers i and j, then
i is the label of the left child of the node labeled j in LDycktoLTree(D).
(3) If ldw(D) has a contiguous subword of the type diuj for positive integers i and j, then
i is the label of the right child of the node labeled j in LDycktoLTree(D).
In Algorithm 2 we describe a procedure that converts T ∈ T `n to the labeled Dyck word
of some D ∈ LDn. We refer to the sequence of Steps 8, 9, 10 and 11 in Algorithm 2 as a
(single) push operation. The sequence of Steps 14, 15, 16 and 17 comprises a (single) pop
operation.
Table 1 demonstrates the execution of Algorithm 2 with the labeled binary tree of Figure 14
as input. Reading the sequence of pushes and pop from bottom to top in this table and noting
a d for a push and a u for a pop, along with the appropriate subscript, we obtain the following
DyckWord as final output. Note that this is the labeled Dyck word corresponding to the
labeled Dyck path in Figure 14.
u7u3d7d3u10u9u8u4d4u1d1d10u6d6d8u5u2d9d2d5
For the rest of this section, we adhere to the notation introduced in Algorithm 2. Our
next lemma shows that this algorithm is well-defined. In particular, it establishes that a
pop is never performed on an empty Q as the algorithm executes. The acyclicity of a tree
guarantees that any node can be pushed at most once during the execution of Algorithm 2.
20 V. TEWARI AND S. VAN WILLIGENBURG
Algorithm 2 Transforming a labeled binary tree to a labeled Dyck path
Input: T ∈ T `n .
Output: A labeled Dyck word corresponding to a labeled Dyck path in LDn.
1: function LTreetoLDyck(T )
2: Let Q := ∅, DyckWord := ε, NumSteps := 0, flag := 1;
3: Let C be the unique left path in mlpd(T ) containing root(T );
4: while NumSteps < 2n do
5: if flag is equal to 1 then
6: Let v1, . . . , vm be the nodes in C from root to leaf;
7: for 1 ≤ j ≤ m do
8: Q := Q ∪ {vj}; . Push i into Q
9: i :=label of node vj;
10: DyckWord := di ·DyckWord;
11: NumSteps := NumSteps + 1;
12: flag := 0;
13: else
14: Let v be the node in Q whose label m in minimal;
15: Q := Q \ {v}; . Pop minimum element from Q
16: DyckWord := um ·DyckWord;
17: NumSteps := NumSteps + 1;
18: Let v be node in T with label m;
19: if v has a right child v′ in T then
20: Let C be the unique left path in mlpd(T ) rooted at v′;
21: flag := 1;
22: return DyckWord;
Furthermore, once it is pushed, it must take part in exactly one pop operation. In fact, the
following stronger claim holds: Every node gets pushed and popped exactly once during the
execution of our algorithm. This observation, which hinges on the fact that T is connected,
is present implicitly in the proof of the next lemma.
Lemma 4.3. In Algorithm 2, there can never be a pop operation when Q is empty.
Proof. Suppose Q becomes empty at some point during our algorithm upon popping the
node v. Let T1 ∈ mlpd(T ) be the left path that contains v. As v is the last node to be
popped from Q, we conclude that every other node in T1 except v has been popped from Q
before v. If v has a right child v0 in T , then the next step of our algorithm, after setting
flag equal to 1, pushes all nodes that belong to the left path in mlpd(T ) containing v0 into
Q. This ensures that the next pop is performed on a nonempty Q.
Assume henceforth that v does not have a right child in T . We claim that NumSteps equals
2n upon performing the pop that removes v from Q, thereby implying that the algorithm
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NumSteps Q Operation
1 {5} Push 5 into Q
2 {2, 5} Push 2 into Q
3 {2, 5, 9} Push 9 into Q
4 {5, 9} Pop 2 from Q
5 {9} Pop 5 from Q
6 {8, 9} Push 8 into Q
7 {6, 8, 9} Push 6 into Q
8 {8, 9} Pop 6 from Q
9 {8, 9, 10} Push 10 into Q
10 {1, 8, 9, 10} Push 1 into Q
11 {8, 9, 10} Pop 1 from Q
12 {4, 8, 9, 10} Push 4 into Q
13 {8, 9, 10} Pop 4 from Q
14 {9, 10} Pop 8 from Q
15 {10} Pop 9 from Q
16 ∅ Pop 10 from Q
17 {3} Push 3 into Q
18 {3, 7} Push 7 into Q
19 {7} Pop 3 from Q
20 ∅ Pop 7 from Q
Table 1. Algorithm 2 applied to the labeled binary tree in Figure 14.
terminates subsequently. To establish this claim, we proceed by contradiction. Suppose
NumSteps is strictly less than 2n upon popping v. Then there exists a node v′ ∈ T that has
not been pushed into Q yet. For if there was no such node, then every node in T would have
been pushed and popped from Q, since Q becomes empty upon popping v, contradicting our
premise that NumSteps < 2n.
Let T ′1 ∈ mlpd(T ) be the left path containing v′. As v′ has not been pushed into Q yet,
we infer that no node in T ′1 has been pushed into Q. In particular, root(T ) does not belong
to T ′1 and T
′
1 6= T1. Let T ′2 ∈ mlpd(T ) be the left path that contains parent(T ′1). As no node
of T ′1 has been pushed into Q, we infer that no element in T
′
2 has been pushed into Q either.
As before, we have that root(T ) is not in T ′2 and T
′
2 6= T1. Continuing this inductively we
obtain an infinite sequence of distinct left paths T ′1, T
′
2, . . . such that T
′
i+1 ∈ mlpd(T ) contains
parent(T ′i ) for i ≥ 1. Each of these left paths contains nodes that have not been pushed into
Q. As V (T ) is finite, we have a contradiction. 
We note an important consequence of Lemma 4.3. At every stage during the execution of
Algorithm 2, the number of pushes weakly exceeds the number of pops. Additionally, every
time a pop empties Q, the number of pushes equals the number of pops up until that stage.
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Conversely, if the number of pops equals the number of pushes at any stage, then Q must be
empty. These observations imply that in every suffix of DyckWord, there are at least many
d’s as there are u’s. In summary, we have the following.
Corollary 4.4. χ(DyckWord) is the Dyck word of a Dyck path.
Our next aim is to establish the stronger assertion that DyckWord is the labeled Dyck word
of some labeled Dyck path. Let Du denote the Dyck path corresponding to χ(DyckWord).
Let D` denote the labeled Dyck path whose underlying unlabeled Dyck path is Du and
whose labels on the down-steps from left to right are derived from the indices of the d’s in
DyckWord from left to right.
Lemma 4.5. DyckWord equals ldw(D`).
Proof. Note that χ(DyckWord) equals dw(D`). Furthermore, by construction, the indices of
the d’s read from left to right in ldw(D`) coincide with the indices of the d’s read from left
to right in DyckWord. Therefore, all we need to show is that the index of a u in DyckWord
matches that of the corresponding u in ldw(D`).
Let Wold be the value of DyckWord at an intermediate stage during the execution of the
algorithm just prior to a pop operation. Let Wnew be the value of DyckWord immediately
after a single pop. Then Wnew = ui ·Wold where i is the minimum label amongst all nodes
in Q before the pop was performed. We discuss an alternate way to describe this value i.
Let A (respectively B) be the set of indices of ds (respectively us) in Wold. Then A consists
of labels of the nodes that have been pushed into Q (up until the intermediate stage we are
considering), whereas B consists of labels of nodes that have been both pushed and popped.
Then A \ B contains all labels corresponding to nodes in Q before the pop. Thus, we infer
that i is the minimum element in A \B.
Now consider the sub-path of D` that corresponds to Wold. The labels on the down-steps
are precisely the elements of A. The sub-path of D` corresponding to Wnew begins with
an up-step. The preceding procedure where we computed the labels on up-steps coincides
precisely with our description of the procedure that endows up-steps with labels during the
computation of the labeled Dyck word. This finishes the proof. 
In other words, Algorithm 2 outputs the labeled Dyck word of D` given a labeled binary
tree T . We note certain features of this algorithm that are immediate from its description.
Lemma 4.6. Algorithm 2 possesses the following three features.
(1) If the label of root(T ) is i, then the last letter in DyckWord is di.
(2) If i is the label of the left child of the node labeled j in T , then DyckWord has a
contiguous subword of the type didj.
(3) If i is the label of the right child of the node labeled j in T , then DyckWord has a
contiguous subword of the type diuj.
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The reader is invited to compare the statement of Lemma 4.6 to that of Lemma 4.2.
This comparison naturally leads us to our next theorem. From this point on, we iden-
tify LTreetoLDyck(T ) with the labeled Dyck path D` instead of ldw(D`). Our next result
establishes that LTreetoLDyck is a bijection and its inverse is the map LDycktoLTree.
Theorem 4.7. LTreetoLDyck : T `n → LDn is a bijection and its inverse is given by
LDycktoLTree.
Proof. As LDn and T `n have the same cardinality, to establish the claim it suffices to show
that LDycktoLTree ◦ LTreetoLDyck is the identity map. Let D` be the labeled Dyck path
corresponding to the labeled Dyck word output by Algorithm 2 for some T ∈ T `n . From
Lemmas 4.2 and 4.6, it follows that LDycktoLTree(D`) = T . This finishes the proof. 
Figure 15 should aid the reader in understanding our next theorem.
Theorem 4.8. LDycktoLTree ◦ SPCTtoLDyck : SPCT((2n)) → T `n is a bijection that maps
the ordered quadruple of statistics (|DesN |, |DesS|, |DesNE|, |DesSE|) to (lasc, ldes, rasc, rdes).
Proof. It is clear that LDycktoLTree ◦ SPCTtoLDyck is a bijection. We focus on proving the
second half of the theorem. Consider τ ∈ SPCT((2n)). Let D be SPCTtoLDyck(τ) and let T
be LDycktoLTree(D). Suppose first that i and i + 1 both belong to the first column in the
p-th and q-th row in τ respectively. Then the i-th step of D is a down-step labeled p and
the i+ 1-th step is down-step labeled q. In terms of ldw(D), this corresponds to an instance
of a contiguous subword of the type dpdq. Lemma 4.2 implies that p is the label of the left
child of the node labeled q in T . If i ∈ DesN(τ), then p > q and the edge in T joining the
nodes labeled p and q is a left ascent. Thus we infer that |DesN(τ)| = lasc(T ). A similar
argument proves that |DesS(τ)| = ldes(T ).
Now suppose that i belongs to the first column in the p-th row while i+ 1 belongs to the
second column in the q-th row in τ . Then the i-th step of D is a down-step labeled p and the
i+ 1-th step is an up-step labeled q. In terms of ldw(D), this corresponds to an instance of
a contiguous subword dpuq. Lemma 4.2 implies that the node labeled p is the right child of
the node labeled q in T . If i ∈ DesNE(τ), then p > q and the edge joining the nodes labeled
p and q is a right ascent. Thus, we infer that |DesNE(τ)| = rasc(T ). A similar argument
proves that |DesSE(τ)| = rdes(T ). 
We return to our question at the beginning of this section, that of enumerating sink
tableaux of shape (2n). Recall that a 2-columned tableau τ is a sink if |DesNE(τ)| = 0. By
Theorem 4.8, the set of sink tableaux of shape (2n) is in bijection with the set of labeled
binary trees on n nodes that have no right ascents. By a result originally due to Pak-
Postnikov [39] (see also [38]), the number of such trees is (n+ 1)n−1. Thus, we arrive at the
following result.
Theorem 4.9. The set of ordered pairs (st1(τ), st2(τ)) as τ ranges over all 2-columned
SPCTs of size 2n is in bijection with the set of labeled binary trees on n nodes with no right
ascents. Thus, its cardinality is (n+ 1)n−1.
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Figure 15. The statistic-preserving bijection between SPCT((2n)) and T `n
by way of labeled Dyck paths.
In the next section, we show that the set of ordered pairs in Theorem 4.9 does in fact coin-
cide with the set of compatible pairs. To this end, we establish that for every (st1(τ), st2(τ))
obtained from some τ ∈ SPCT((2n)), we can construct an SCT τ ′ that has two adjacent
columns, say i and i + 1, satisfying sti(τ
′) = st1(τ) and sti+1(τ ′) = st2(τ). An alternative
characterization for (st1(τ), st2(τ)) using pattern-avoidance is key.
5. Allowable pairs of permutations and acyclic graphs
We begin with a lemma characterizing standardized first and second column words of
2-columned tableaux in terms of pattern-avoidance. The straightforward proof relies on the
triple condition and is omitted.
Lemma 5.1. Consider τ ∈ SPCT((2n)). Denote the entry in the i-th row and j-th column
by τ(i,j). Then the following properties hold.
(1) For 1 ≤ i < j ≤ n, If τ(i,1) > τ(j,1), then τ(i,2) > τ(j,2).
(2) For 1 ≤ i < j < k ≤ n, if τ(i,1) < τ(j,1) < τ(k,1), then we cannot have that τ(i,2) >
τ(k,2) > τ(j,2).
Consider σ, γ ∈ Sn. We say that (σ, γ) is (21, 12)-avoiding if σ(i) > σ(j) for integers
1 ≤ i < j ≤ n implies that γ(i) > γ(j). Similarly, we say that it is (123, 312)-avoiding if
stan(σ(i)σ(j)σ(k)) = 123 for integers 1 ≤ i < j < k ≤ n implies that stan(γ(i)γ(j)γ(k)) 6=
312. The statement that (σ, γ) is (21, 12)-avoiding is equivalent to saying that σ ≤L γ as it
implies that Inv(σ) ⊆ Inv(γ). We call an ordered pair of permutations (σ, γ) an allowable pair
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provided it is both (21, 12) and (123, 312)-avoiding. Lemma 5.1 states that (st1(τ), st2(τ))
is an allowable pair for any 2-columned tableau τ .
Remark 5.2. The choice of terminology may be explained by noticing that a pair (σ, γ) is
allowable in our sense if and only if the pair (σc, γc) is allowable in the sense of [4]. Here σc
refers to the complement of σ, that is, the permutation obtained by replacing i with n− i+1
if σ ∈ Sn. Under the complementation map, our pattern-avoidance characterization for
allowable pairs is equivalent to the one noted in the remark preceding [3, Lemma 3].
Our next aim is to show that the set of allowable pairs is equal to the set of ordered pairs of
permutations considered in Theorem 4.9. We achieve this by associating a directed acyclic
graph to an allowable pair. The acyclicity of this graph implies that its node set can be
endowed with the structure of a poset as follows. Given nodes v, w, we define v ≥ w if there
exists a directed path from v to w. For the graph we construct, a linear extension of the
associated poset, known as a topological sort in theoretical computer science, is a 2-columned
tableau. We provide the details next.
Given permutations σ1, . . . , σk ∈ Sn where k ≥ 2, we say that the sequence (σ1, . . . , σk)
is an allowable sequence of length k if (σj, σj+1) is allowable for all 1 ≤ j ≤ k − 1. With
an allowable sequence (σ1, . . . , σk) we associate a directed simple graph G := G(σ1, . . . , σk)
as follows. Consider the composition diagram of shape (kn). Place a node in the middle
of each cell of this diagram. These nodes together form the node (or vertex) set of G. We
reference each node by the pair (i, j) where i is the row and j is the column to which this
node belongs. The edge set of G is determined by (σ1, . . . , σk) as follows.
(1) For all 1 ≤ i ≤ n and 1 ≤ j ≤ k − 1, draw a directed edge from (i, j) to (i, j + 1).
We refer to these edges as horizontal edges.
(2) For all 1 ≤ j ≤ k, draw a directed edge from (p, j) to (i, j) where 1 ≤ i 6= p ≤ n are
such that σj(i) < σj(p). We refer to these edges as vertical edges.
(3) For all 2 ≤ j ≤ k, draw a directed edge from (p, j) to (i, j − 1) where 1 ≤ i < p ≤ n
are such that σj(i) < σj(p). We refer to these edges as diagonal edges.
For any 1 ≤ j ≤ k and 1 ≤ i ≤ n, the nodes (i, j) are said to belong to the j-th column.
Note that all horizontal edges are oriented from west to east, whereas all diagonal edges
are oriented from southeast to northwest. Furthermore, they connect nodes that belong to
consecutive columns.
Figure 16 depicts the graph G associated to the allowable sequence (123, 132, 321). Note
that it does not contain any directed cycles. Thus, its nodes can be assigned distinct numbers
from 1 through 9 such that all arrows point from nodes with larger labels to those with smaller
labels. While this labeling is not necessarily unique, the conditions on the edge set guarantee
that we obtain an SPCT of shape (33) in this manner. We emphasize here that the condition
for the existence of a diagonal edge is such that the triple condition, using the version stated
in [19, Definition 4.1], holds.
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Figure 16. The directed graph G((123, 132, 321)).
Remark 5.3. Henceforth, whenever we use the term cycle, we mean a simple directed cycle.
Thus we do not allow repeating edges or nodes (except the initial and terminal nodes that
are the same). Also, an edge directed from node A towards node B is denoted by
−→
AB.
Theorem 5.4. Given an allowable pair (σ1, σ2), we have that G(σ1, σ2) is acyclic.
Proof. Throughout this proof, let G := G(σ1, σ2). Additionally, let the subgraph of G
induced by the vertical edges be G′. Note that G′ is acyclic. Thus, any cycle in G must use
at least one diagonal edge. Furthermore, if there are edges
−→
AB and
−−→
BC in G′, then there is
a directed edge
−→
AC. This implies that two consecutive vertical edges in a cycle in G may be
replaced by a single vertical edge. Applying this reduction repeatedly to any cycle results in
a (potentially) new cycle where no two consecutive edges are vertical. We call such a cycle
reduced. Note that G is acyclic if and only if it does not contain a reduced cycle.
We first show by contradiction that G does not contain a reduced 3-cycle. Assume that
there is a reduced 3-cycle in G. This cycle must involve exactly one diagonal edge. Suppose
this diagonal edge is directed from A := (i1, 2) to B := (i2, 1) where i1 > i2. Let C and
D be the nodes (i1, 1) and (i2, 2) respectively. Then we have the configuration shown in
Figure 17 in G. As the edge
−→
AB is diagonal, we conclude there is a vertical edge
−−→
AD. As
A
B
C
D
Figure 17. Configuration in a potential 3-cycle.
the pair (σ1, σ2) is (21, 12)-avoiding, there exists a vertical edge
−−→
CB. A reduced 3-cycle that
involves
−→
AB must have the third node participating in the cycle being either C or D. As
the horizontal edges are oriented eastwards, G cannot contain a reduced 3-cycle.
PERMUTED COMPOSITION TABLEAUX 27
Next, we show that G does not contain a reduced 4-cycle. Assume that G contains a
reduced 4-cycle. Such a cycle must involve exactly one diagonal edge, one horizontal edge
and two non-consecutive vertical edges. Suppose it involves nodes A, B, C and D where the
edge
−→
AB is diagonal. Let A := (i1, 2) and B := (i2, 1) where i1 > i2. Figures 18, 19, and 20
depict all the possibilities for such a reduced 4-cycle. We analyze each case separately.
A
B
C D
E
F
Figure
18. Case 1
A
B
C D
E
Figure
19. Case 2
A
B
C D
E
Figure
20. Case 3
In Case 1 shown in Figure 18, let E and F be the nodes (i2, 2) and (i1, 1) respectively.
Let C and D be the nodes (i3, 1) and (i3, 2) respectively where i3 < i2. As
−→
AB is diagonal,
following the argument used in establishing the non-existence of a reduced 3-cycle, we infer
the existence of vertical edges
−→
AE and
−−→
FB respectively. Observe that the vertical edges
−−→
FB
and
−−→
BC together imply that σ1(i3) < σ1(i2) < σ1(i1). Similarly, the vertical edges
−−→
DA and−→
AE together imply that σ2(i2) < σ2(i1) < σ2(i3). These two sequences of inequalities contra-
dict the fact that (σ1, σ2) is (123, 312)-avoiding. Therefore, the 4-cycle shown in Figure 18
cannot occur in G.
We will treat Cases 2 and 3 in Figures 19 and 20 uniformly. Let C be the node (i3, 1)
where i3 > i2. Note that i3 6= i1 as that would give rise to a 3-cycle, which is impossible. Let
E be the node (i2, 2). As (σ1, σ2) is (21, 12)-avoiding, the edge
−−→
BC implies the existence of
the vertical edge
−−→
ED. The diagonal edge
−→
AB implies the existence of the vertical edge
−→
AE.
Now note that the nodes A,D,E are involved in a 3-cycle in G′, an impossibility.
At this point we have established that G does not contain any reduced 3-cycle or 4-cycle.
Hence it does not contain a 3-cycle or a 4-cycle. We proceed by induction to show that
G does not contain a reduced k-cycle for k ≥ 5. Consider a reduced k-cycle in G whose
nodes read by following the directed edges clockwise are A1, A2, . . . , Ak where we further
assume that the edge
−−−→
A1A2 is diagonal. There exist two possibilities for the edge
−−−→
A2A3. If
it is horizontal, then the non-existence of a 3-cycle in G implies that there is a vertical edge−−−→
A1A3. This in turn yields a shorter cycle of length k− 1 on the nodes A1, A3, . . . , Ak. If, on
the other hand, the edge from
−−−→
A2A3 is vertical, then we are guaranteed that the edge
−−−→
A3A4
is horizontal. As G contains no reduced 4-cycles, we infer the existence of the vertical edge−−−→
A1A4. Thus, from the original cycle we obtain a shorter cycle of length k − 2 on the nodes
A1, A4, . . . , Ak.
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It follows that if G contains a reduced k-cycle, then it contains a strictly shorter cycle on
a subset of the original set of nodes participating in the cycle. As G contains no 3-cycles or
4-cycles, it does not contain any reduced k-cycles for k ≥ 5. This finishes the proof. 
As G(σ1, σ2) is acyclic for an allowable pair (σ1, σ2) where σ1, σ2 ∈ Sn, we infer that there
exists τ ∈ SPCT((2n)) such that (st1(τ), st2(τ)) = (σ1, σ2). Using Theorem 4.9, we conclude
that the number of allowable pairs (σ1, σ2) with σ1, σ2 ∈ Sn is (n + 1)n−1. Of course, this
fact was proved before [3, 4, 22] but our proof is different from the aforementioned ones.
Armed with the above insight, we will show that allowable pairs are the same as compatible
pairs. Prior to that, we need the following generalization of Theorem 5.4.
Theorem 5.5. Consider the allowable sequence (σ1, . . . , σk) for k ≥ 2. The directed graph
G(σ1, . . . , σk) is acyclic.
Proof. Throughout this proof, let G := G(σ1, . . . , σk). Let Gh (respectively Gv) be the
subgraph of G induced by the horizontal edges (respectively vertical edges). All edges in
Gh are oriented eastwards, whereas all edges in Gv go from larger values to smaller values
in terms of the permutations in our allowable sequence. Thus, Gh and Gv are both acyclic.
We will establish the assertion in the theorem by induction on k. The base case k = 2
is Theorem 5.4. Assume that the claim holds for all allowable sequences of length i where
2 ≤ i < k. Suppose for the sake of contradiction that G is not acyclic.
Let C be a cycle in G. Observe that C must contain at least one node each from the
first column and the k-th column. If it did not, then C would in fact be a cycle in either
G(σ1, . . . , σk−1) or G(σ2, . . . , σk), considered as subgraphs of G in the natural manner. Our
inductive hypothesis forbids either possibility.
Since diagonal edges connect nodes in consecutive columns, C has nodes in all columns
from 1 through k. Consider the induced subgraph of C formed from nodes that belong to
the first and second columns. This induced subgraph is a disjoint union of directed paths,
say P1, . . . ,Pm. Suppose that, amongst the aforementioned paths, the paths Pi1 , . . . ,Pir
are those that contain at least one node from the first column. As our cycle is simple, the
initial and terminal nodes of each such path are distinct and furthermore, belong to the
second column. Thus, each Pij for 1 ≤ j ≤ r contains at least one diagonal edge and one
horizontal edge. As G(σ1, σ2) considered as a subgraph of G is acyclic, the vertical edge
that connects the initial and terminal node of each Pij for 1 ≤ j ≤ r acquires a unique
orientation. Replacing each Pij with the vertical edge connecting its initial and terminal
nodes gives another cycle C′ in G. Our construction implies that C′ does not involve any
node in the first column. Thus, G(σ2, . . . , σk) considered as a subgraph of G contains C
′,
which is a contradiction. This finishes the proof. 
The acyclicity of G(σ1, . . . , σk) implies that we can label its nodes with distinct positive
integers from 1 through kn such that all edges in G point from nodes with larger labels to
those with smaller ones. Figure 21 demonstrates the resulting SPCT for the directed graph
from Figure 16.
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5 4 3
8 7 2
9 6 1
Figure 21. An SPCT corresponding to G((123, 132, 321)).
Theorem 5.6. Given an allowable sequence (σ1, . . . , σk) where σ1, . . . , σk ∈ Sn, there exists
an SPCT τ of shape (kn) such that sti(τ) = σi for 1 ≤ i ≤ k.
To obtain a similar statement for SCTs, we require that σ1 be the identity permutation
in Sn. First, we use the weak Bruhat order to extend allowable pairs to allowable sequences
whose first coordinate is the identity.
Lemma 5.7. Given an allowable pair (δ1, δ2) where δ1, δ2 ∈ Sn, there exists an allowable
sequence (σ1, . . . , σk) where k ≥ 3 such that σk−1 = δ1, σk = δ2 and σ1 = n, and δ1 = n if
k = 2.
Proof. Consider a maximal chain σ1 ≺L σ2 ≺L · · · ≺L σk−1 = δ1 in the weak Bruhat order,
where σ1 = n. We claim that (σ1, . . . , σk−1) is an allowable sequence. It suffices to show
that if γ1, γ2 ∈ Sn satisfy γ1 ≺L γ2, then (γ1, γ2) is an allowable pair.
Since γ1 ≺L γ2, we know that γ2 = spγ1 for some p where p comes before p + 1 in γ1.
As inversions in γ1 are also inversions in γ2, we infer that (γ1, γ2) is (21, 12)-avoiding. We
proceed to show that (γ1, γ2) is (123, 312)-avoiding as well.
Suppose there are 1 ≤ i < j < k ≤ n such that γ1(i) < γ1(j) < γ1(k). We claim that we
cannot have γ2(j) < γ2(k) < γ2(i). Suppose to the contrary. As γ2 is obtained from γ1 by
swapping p and p+ 1, we have that γ1 and γ2 differ in exactly two positions. If neither p nor
p + 1 belong to {γ1(i), γ1(j), γ1(k)}, then γ2(i) < γ2(j) < γ2(k) as well. If both p and p + 1
belong to {γ1(i), γ1(j), γ1(k)}, then stan(γ2(i)γ2(j)γ2(k)) is a permutation that is distance
1 from the identity in the Hasse diagram of the weak Bruhat order on S3. In particular,
stan(γ2(i)γ2(j)γ2(k)) 6= 312. If exactly one of p or p+ 1 belongs to {γ1(i), γ1(j), γ1(k)}, then
stan(γ1(i)γ1(j)γ1(k)) = stan(γ2(i)γ2(j)γ2(k)). Thus, (γ1, γ2) is (123, 312)-avoiding and we
conclude that (γ1, γ2) is an allowable pair.
The preceding argument implies that (σ1, . . . , σk−1 = δ1) is an allowable sequence and
therefore, (σ1, . . . , σk−1, δ2) is an allowable sequence as well. 
We have the following corollary of Lemma 5.7 which establishes that allowable pairs and
compatible pairs are the same notion.
Corollary 5.8. Given an allowable pair (σ, γ) where (σ, γ) ∈ Sn, there exists an SCT τ of
shape (kn) where k ≥ 2 and such that stk−1(τ) = σ and stk(τ) = γ.
Proof. Construct an allowable sequence (σ1, . . . , σk−1, σk) where σ1 = n, σk−1 = σ and
σk = γ. Then G(σ1, . . . , σk) is acyclic. The conclusion now follows. 
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6. Final remarks
(1) As mentioned earlier, the representation theory of Hn(0) in type A is related to the al-
gebra of quasisymmetric functions. Indeed, there is a map ch called the quasisymmet-
ric characteristic [13] that associates a quasisymmetric function to an Hn(0)-module.
Mimicking the proof of [45, Theorem 5.2], one can establish that
ch(Sα) =
∑
τ∈SPCT(α)
Fcomp(τ).
Here comp(τ) is the composition of n naturally associated with the subset Des(τ) of
[n−1] and Fγ is the fundamental quasisymmetric function indexed by a composition
γ [43, Chapter 7]. It would be interesting to investigate the algebraic/combinatorial
properties of ch(Sα) in addition to the representation-theoretic properties of the Sα.
(2) In the introduction we mentioned that the study of ascents and descents on labeled
binary trees is tied to the enumeration of chambers in various Coxeter deformations.
The number of tableaux in SPCT((2n)) is n!Catn, which equals the number of regions
in the Catalan arrangement in Rn defined by the hyperplanes xi − xj = 0,±1 for
1 ≤ i < j ≤ n. The sink tableaux of shape (2n) are distinguished representatives of
the equivalence classes under ∼(2n) and by Theorem 4.9, there are (n + 1)n−1 many
of them. This is the number of regions in the Shi arrangement in Rn defined by the
hyperplanes xi − xj = 0, 1 for 1 ≤ i < j ≤ n. In view of this, it would be interesting
to understand how the coarsening of regions of the Catalan arrangement into the
regions of the Shi arrangement relates to grouping of tableaux in SPCT((2n)) into
equivalence classes under ∼(2n). Our 0-Hecke operators translate into operators on
regions of the Catalan arrangement and this viewpoint merits further study.
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