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ABSTRACT
In this paper, we analyze some basic features of SPARQL
queries coming from our practical world in a statistical way.
These features include three statistic features such as the oc-
currence frequency of triple patterns, fragments, well-designed
patterns and four semantic features such as monotonicity,
non-monotonicity, weak monotonicity (old solutions are still
served as parts of new solutions when some new triples are
added) and satisfiability. All these features contribute to
characterize SPARQL queries in different dimensions. We
hope that this statistical analysis would provide some use-
ful observation for researchers and engineers who are inter-
ested in what practical SPARQL queries look like, so that
they could develop some practical heuristics for processing
SPARQL queries and build SPARQL query processing en-
gines and benchmarks. Besides, they can narrow the scope
of their problems by avoiding those cases that do possibly
not happen in our practical world.
CCS Concepts
•Information systems → Query languages;
Keywords
RDF, SPARQL, Well-designed patterns, Monotonicity, Sat-
isfiability
1. INTRODUCTION
The Resource Description Framework (RDF) [16], firstly
recommended by the World Wide Web Consortium (W3C)
in 1998 [14], is a directed, labeled graph data format for
representing information in the Semantic Web. RDF, as
a graph model [21, 8], is often used to represent personal
information, social networks, metadata about digital arti-
facts as well as to provide a means of integration over dis-
parate sources of information. The SPARQL query lan-
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guage released by the RDF Data Access Working Group in
2004 becomes the official W3C Recommendation for RDF
query language [19] in 2008. It is an important language
in graph databases which use graph structures with nodes,
edges and properties to represent and store data [22, 23].
SPARQL allows for a query consisting of triple patterns,
conjunctions (AND), disjunctions (UNION), optional pat-
terns (OPT) and built-in conditions (constraints) to be fil-
tered (FILTER). The standard query language for RDF
data is SPARQL [20]. Current version 1.1 of SPARQL ex-
tends SPARQL 1.0 [19] with important features such as ag-
gregation and regular expressions. Other features, such as
negation and subqueries, have also been added, but mainly
for efficiency reasons. They were already expressible by a
more roundabout manner in version 1.0 (this follows from
known results to the effect that every relational algebra
query is expressible in SPARQL [14, 24].). Hence, it is still
relevant to study the fundamental properties of SPARQL 1.0.
In this paper, we present some statistics of seven basic
features on practical SPARQL queries coming from our real
world. In particular, we analyze a log of SPARQL queries,
harvested from Linked SPARQL Query Log Dataset (LSQ)
published in 2015: a public, openly accessible dataset of
SPARQL queries extracted from endpoint logs where the
DBpedia SPARQL Endpoint is included [17]. The dataset
contains more than 1.19 million unduplicated queries in to-
tal. These features include three statistic features, namely,
the occurrence frequency of triple patterns, fragments, well-
designed patterns and four semantic features, namely, mono-
tonicity, non-monotonicity, weak monotonicity (old solutions
are still served as parts of new solutions when some new
triples are added) and satisfiability which is used to deter-
mine whether a query is in error or meaningless. Though
there are some existing works in statically analyzing SPARQL
queries [15, 1, 10, 9, 6, 4, 17], they either study some seman-
tic features in a qualitative way [1, 10, 9, 6, 4] or just analyze
some statistic features [15, 17]. As far as we known, it is still
open to analyze these semantic features in a quantitative
way. However, we have investigated that it is not trivial to
do this since these semantic features of a single query might
become totally different from semantic features of fragments.
For instance, the fragment AO, whose patterns contain only
two operators AND and OPT, is non-monotonic while a
pattern (?x, p, ?y) OPT (?x, q, ?z) is weakly monotonic.
Moreover, we have investigated that many queries can be
determined whether they are satisfiable or not, even they
belong to fragments whose satisfiability is undecidable. For
instance, a pattern (?x, p, ?y) FILTER (?x 6=?z)∧ (?y = c)
belongs to the fragment SPARQL(=, 6=) whose satisfiability
is undecidable [24].
The main goal of this paper is to present a comprehensive
statistical report about these seven features over SPARQL
queries in LSQ. To simplify our discussion, we mainly con-
sider these queries in SPARQL 1.0 (over 99.94%). The main
contributions of this paper can be summarized as follows:
• We analyze three statistic features: the occurrence of
triple patterns, fragments and well-designed patterns.
And then we find the followings: a) over 96 % of prac-
tical queries contain at most 7 triple patterns while
those queries with at least 8 triple patterns are less
than 4%. b) Among 32 fragments of SPARQL 1.0, the
four fragments: none, A, F and AO, cover over 85% of
practical queries and the remaining 22 fragments con-
tain less 15% of practical queries. Additionally, the
six fragments: FGO, FGU, GOU, FGOU, AFGU and
AFGOU, do not occur in our practical world. c) These
practical queries with well-designed patterns known to
be weakly monotonic is about 77.66%. About 22.30%
of practical queries are not well-designed patterns but
still weakly monotonic.
• We consider three semantic features: monotonicity,
non-monotonicity and weak monotonicity. And then
we find that among these practical queries, monotonic
queries is 65.61% and non-monotonic queries is about
0.04%. In other words, practical queries are almost
weakly monotonic (about 99.96%). As a result, the
evaluation of over 65.61% queries is in PTIME and the
evaluation of over 99.96% queries is coNP-Complete
while the evaluation with PSPACE-completeness in-
volves in less 0.04% practical queries.
• We discuss an important semantic feature, namely sat-
isfiability. We develop a sound algorithm to determine
whether a given query with well-designed patterns is
satisfiable or not. Finally, we can determine the satis-
fiability of all practical queries by analyzing common
statistical structures of queries with non-monotonic
well-designed patterns. As we excepted, all practi-
cal queries are almost satisfiable (over 99.99%), which
means the meaningless queries written by users are few
in the real world.
The rest of this paper is organized as follows: Section 2
briefly introduces SPARQL 1.0. Section 3 discusses three
statistic features. Section 4 and Section 5 discuss four se-
mantic features. Finally, Section 6 summarizes the paper.
Due to the limited space, we omit all proofs but a full tech-
nique report with consisting of all proofs can be found at a
public website 1.
2. SYNTAX AND SEMANTICS OF SPARQL
In this section, we briefly recall the syntax and semantics
of SPARQL 1.0, largely depending on the excellent exposi-
tions [14, 19].
RDF graphs Let I , B and L be infinite sets of IRIs, blank
nodes and literals, respectively. These three sets are pairwise
disjoint. We denote the union I ∪B ∪ L by U and elements
of I ∪ L will be referred to as constants. A triple (s, p, o) ∈
(I ∪ B)× I × (I ∪B ∪ L) is called an RDF triple. An RDF
graph is a finite set of RDF triples.
1http://123.56.79.184/Han2016TR.pdf
Patterns Assume furthermore an infinite set V of variables,
disjoint from U . It is a SPARQL convention to prefix each
variable with a question mark. Any triple from (I ∪ L ∪
V ) × (I ∪ V ) × (I ∪ L ∪ V ) is a pattern (called a triple
pattern). Patterns are constructed by using triple patterns
and operators UNION, AND, OPT, GRAPH and FILTER.
Formally, patterns are of the forms as follows: P1UNIONP2,
P1 AND P2, P1 OPT P2, GRAPHi (P ), GRAPH?x (P ) and
P FILTERC where i ∈ I and C is a constraint. A constraint
is a boolean combination of the 17 atomic constraints.
SemanticsThe semantics of patterns are defined in terms of
sets of so-called mappings, which are simply total functions
µ : S → U on some finite set S of variables. We denote the
domain S of µ by dom(µ). Now given an RDF graph G
and a set of named graphs δ, D = (G, δ) denotes a RDF
dataset. Given a pattern P , we define the semantics of P on
D, denoted by JP KD, is a set of mappings whose satisfaction
on constraints is based on a three-valued logic with truth
values true, false and error .
Queries A SELECT query is an expression of the form
SELECTS P where S is a finite set of variables and P is
a pattern. Semantically, given an RDF dataset D, we define
JSELECTS P KD = {µ|dom(µ)∩S | µ ∈ JP KD}, where we use
the common notation f |X for the restriction of a function f
to a subset X of its domain.
3. STATISTIC FEATURES OF QUERIES
Our query log is extracted from LSQ [17] which is a pub-
lic dataset of SPARQL queries extracted from the logs of
public SPARQL endpoints. It contains 5.7 million query ex-
ecutions. LSQ is extracted from the following four SPARQL
query logs: DBpedia (from 30/04/2010 to 20/07/2010, 232
million triples), Linked Geo Data (LGD) (from 24/11/2010
to 06/07/2011: 1 billion triples), Semantic Web Dog Food
(SWDF) (from 16/05/2014 to 12/11/2014: 300 thousand
triples) and British Museum (BM) (from 08/11/2014 to 01/
12/2014: 1.4 million triples).
We firstly collect 1,749,069 unduplicated queries from
5,675,204 query executions. Secondly, we remove 555,084
queries which have parse error or do not follow the syntax
of SPARQL 1.0. Indeed, it is still acceptable since only
0.6% queries are beyond SPARQL 1.0. Finally, we collect
1,087,544 (91.5% of SPARQL 1.0) SELECT queries by delet-
ing all non-SELECT queries (i.e., ASK queries, DESCRIBE
queries, or CONSTRUCT queries). So, in this paper, we
mainly work on 1,087,544 queries from LSQ.
3.1 Occurrence frequency of triple patterns
The occurrence frequency of triple patterns is simply the
number of triple patterns occurring in a query [15]. As a
basic feature, it directly influences the size of queries. In
our investigation, we see the followings:
• Over 54.99% queries contain only one triple pattern in
one query;
• Most of practical queries contain at most 7 triple pat-
terns (96%);
• The maximal number of triple patterns occurring in a
query is 24.
The full distribution of the occurrence frequency of triple
patterns can be found in Figure 1.
This statistical result shows that a practical query gener-
ally contains a few triple patterns. It is helpful to restrict the
scale of queries to be discussed. Since most of queries have
few triple patterns, the shapes of graphs which are formed
by the triple patterns are enumerable. So we can propose an
optimized scheme for the enumerable shapes in the future.
Figure 1: Frequency of occurrences
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3.2 Fragments
Though the complexity of a query depends on its occur-
rence frequency of triple patterns, the evaluation also re-
lies on its grammatical structure. Therefore, it is necessary
to take the grammatical structure of queries into account.
Now, we investigate which fragments of SPARQL are popu-
lar among practical queries [17].
Let us abbreviate the operator AND by ‘A’; OPT by ‘O’;
UNION by ‘U’; FILTER by ‘F’; and GRAPH by ‘G’. Then
we can denote any fragment of SPARQL, where the letter
word is formed by a subset of the five operators. We use
‘none’ to denote the fragment whose queries contain no op-
erator.
We can find some interesting phenomena as follows:
• Over 37% queries are in the fragment of none which is
the biggest fragment among all 32 fragments of SPARQL.
• Only 6 fragments: FGO, FGU, GOU, FGOU, AFGU
and AFGOU, do not occur in our practical world. That
is most of fragments are still useful.
• Total of four fragments: none, AO, F and A, are over
85.83% and there are over 94.8% if considering four
fragments: AOU, FO, O, AFOU additionally.
As is well known, fragments of SPARQL have variational
complexity of query evaluation. For instance, the complexity
of query evaluation of AF is NP-complete even UNION is
added [14]. In particular, the complexity of query evaluation
becomes PSPACE-hard once OPT is added [14].
Thus, our statistical result could characterize the query
evaluation of practical SPARQL queries precisely. For in-
stance, the three fragments: none, A and F are over 62.83%
whose query evaluation is PTIME. Moreover, it is inter-
esting to optimize query evaluation of these fragments such
as AO, F and A instead of the full SPARQL since they are
popular in our practical world.
3.3 Well-designed patterns
Since OPT operator brings more complexity to query eval-
uation (generally, PSPACE-complete) [18] and these frag-
ments with OPT operator are over 31.97% of the total. It is
interesting to discuss some restricted form of patterns with
OPT in a lower complexity. The well-designed patterns [14]
have been identified as a well-behaved class of SPARQL pat-
terns, with properties similar to the conjunctive queries for
relational databases. Thus the query evaluation of well-
designed patterns becomes coNP-complete [2]. Let P be
a pattern and C be a constraint, we use var(P ) to denote
the set of variables occurring in P and var(C) to denote the
set of variables occurring in C.
A patternQ is safe if for every subpattern P FILTER C of
Q, it holds that var(C) ⊆ var(P ). A UNION-free pattern
P is well-designed if P is safe and, for every subpattern
P
′
= (P1 OPT P2) of P and for every variable ?x occurring
in P2, the following condition holds: If ?x occurs both inside
P2 and outside P
′
, then it also occurs in P1.
A pattern is UNION Normal Form (UNF, for short) if it
is in the form of P1 UNION P2 UNION . . . UNION Pn,
where each Pi (1 ≤ i ≤ n) is UNION-free.
A pattern in UNF is well designed if every Pi(1 ≤ i ≤ n)
is a UNION-free well-designed pattern. A pattern is non-
well-designed if it is not well-designed. Analogously, a query
is (non-)well-designed if its pattern is (non-)well-designed.
A query SELECTS(P ) is called well-designed if P is well-
designed.
Procedure of determining well-designed queriesNow,
we will present a procedure to determine whether a query is
well-designed in three steps:
Step 1 If a pattern contains the GRAPH operator or
FILTER conditions which are not build-in condition,
then it is not well-designed. In this case, there are
210,064/19.32% queries.
• If a pattern is not in the form of UNF then it is not
well-designed. In this case, there are 32,598/3.00%
queries.
• If a pattern is a UNF pattern, then turn to Step
2. In this case, there are 6,745/0.62% queries.
• If a pattern is a UNION-free pattern, then turn
to Step 3. In this case, there are 838,137/0.62%
queries.
Step 2 For every UNION-free subpattern of a UNF pat-
tern, using Step 3. If all the UNION-free subpat-
terns are well-designed, then the UNF pattern is well-
designed (where there are
6,745/0.62% queries); otherwise, it is not well-designed.
Step 3 If a pattern is a UNION-free well-designed pattern,
then it is well-designed (where there are 837,839/77.04%
queries); otherwise, it is not well-designed (where there
are 298/0.03% queries).
We can conclude the following results:
• 844,584/77.66% queries are well-designed and the re-
maining 242,960/22.34% queries are not well-designed;
• Over 3/4 practical queries are weak monotonicity ([5],
defined in Section 4) which provides a good support to
well-designed patterns;
• According to above result, we can find that over 62.83%
practical queries have query evaluation in PTIME while
14.83% practical queries have query evaluation in
NP-complete and 22.34% practical queries have query
evaluation in (possible) PSPACE-hard.
4. MONOTONICITY, WEAK MONOTONIC-
ITY AND NON-MONOTONICITY
In the statistics of well-designed patterns (see Section 3),
we can find further some interesting phenomena as follows:
• over 62.83% practical queries with query evaluation in
PTIME are monotonic;
• about 14.83% practical queries with query evaluation
in NP-complete are not monotonic but weakly mono-
tonic ([5], defined later);
• about 22.34% practical queries with query evaluation
in (possible) PSPACE-Complete are possibly neither
monotonic nor weakly monotonic.
In other words, three semantic features (i.e., monotonic-
ity, weak monotonicity, non-monotonicity) connect with the
complexity of query evaluation.
In this section, we look into the full distribution of mono-
tonicity, weak monotonicity and non-monotonicity among
our practical queries.
Monotonicity and weak monotonicity For every two
RDF graphs G1, G2 such that G1 ⊆ G2, a pattern P is
said to be monotonic if it holds that JP KG1 ⊆ JP KG2 . A
pattern P is said to be non-monotonic otherwise. Let µ1
and µ2 be two mappings. µ1 is subsumed in µ2 denoted by
µ1 ⊑ µ2 if dom(µ1) ⊆ dom(µ2) and µ1(?x) = µ2(?x) for
all ?x ∈ dom(µ1). Let Ω1 and Ω2 be two sets of mappings.
For any mapping µ1 ∈ Ω1, we use Ω1 ⊑ Ω2 if there exists
some mapping µ2 ∈ Ω2 such that µ1 ⊑ µ2. For any two
RDF graphs G1 and G2, a pattern P is weakly monotonic
if G1 ⊆ G2 implies JP KG1 ⊑ JP KG2 . Note that all mono-
tonic queries are weakly monotonic but not vice versa and
all weakly monotonic queries are non-monotonic but not vice
versa.
In the following of this paper, we mainly count weakly
monotonic queries by excluding monotonic queries, as is well
known, monotonic queries are weakly monotonic.
Determining monotonicity, weak monotonicity and
non-monotonicity Since GRAPHv(P ) and P FILTER C
have the same monotonicity (weak monotonicity or non-
monotonicity) as P [2], we can ignore the GRAPH oper-
ator and the difference between the non-build-in condition
and build-in condition. Moreover, queries in OPT-free frag-
ments are monotonic. Thus we can exclude these queries.
Main procedure The main procedure contains the follow-
ing steps:
Step 1 For every pattern, if it is not in UNF, we need to
rewrite it to its UNF according to [2, Lemma 3](where
there are 44,101/4.06%).
Step 2 For every pattern in UNF, if all the UNION-free
sub-patterns in it are OPT-free or OPT-monotonic
then it is monotonic. In this case, there are
713,532/65.61% queries. Otherwise, if all the UNION-
free sub-patterns are UNION-free well-designed sub-
patterns then the pattern is weakly monotonic [2]. In
this case, there are 330,389/30.38% queries.
A UNION-free pattern P is OPT-monotonic if vars(P2) ⊆
vars(P1) for every subpattern Q = P1 OPT P2 of P .
Immediately, we can conclude the following proposition.
Proposition 4.1. Let P be a UNION-free pattern. If P
is OPT-monotonic then P is monotonic.
Exceptions of determining procedure In the first step
of main procedure, not all patterns can be logically trans-
lated into their UNION normal form due to the distribu-
tive law on P1 OPT (P2 UNION P3) disabled (about
20,361/1.87% queries), where there are four cases: (1) (?x, p, ?y)OPT
((?x, q, ?z) UNION (?x, r, ?u) UNION (?x, s, ?v))
(18,466/1.70%) (weakly monotonic); (2) (?x, p, a) OPT ((b,
q, ?y) UNION (c, r, ?y)) (1,494/0.14%) (weakly monotonic);
(3) (?x, p, a) OPT ((?x, q, ?y) UNION (?z, r, b)) (388/0.04%)
(weakly monotonic); and (4) ((?x, p, q) OPT (?y, q, a)) OPT
((?y, q, b) UNION (?z, r, c)) (13/0.00%) (non-monotonic).
Finally, among these queries which can be rewritten into
their UNION normal forms, there still exist 23,262/2.14%
SPARQL queries that are neither well-designed nor can be
rewritten to well-designed queries.
The remaining unknown SPARQL queries contain the fol-
lowing five cases: (1) ((?x, p, a) OPT (?x, q, ?y)) FILTER
(langMatches(lang(?y),′ en′)) (22,848/2.10%) (montone); (2)
(()OPT(?x, p, a))OPT(?x, q, b) (77/0.01%) (non-monotonic);
(3) ((?x, a, b)OPT(?x, c, ?y))FILTER¬bound(?y) (213/0.02%
) (non-monotonic); (4) ((?x, a, b)OPT(?y, c, d))OPT(?y, d, e)
(120/0.01%) (non-monotonic); and (5) ((?x, p, ?y) OPT
(?y, q, ?z))FILTER(¬bound(?z))∨(?x = a) (1/0.00%) (non-
monotonic).
At last, there are three SPARQL queries which are not
safe. Since the queries are not safe, they are not satisfiable
[24] (discussed in Section 5). So, by default, these queries
are monotonic.
Statistical resultsWe can show the result in the following:
• It is a surprise that over 713,548/65.61% queries are
monotonic and about 373,578/34.35% queries are weakly
monotonic while only 418/0.04% queries are non-monotonic.
In other words, over 99.96% queries are weakly mono-
tonic.
• In the weakly monotonic fragment(1,087,126 queries),
there are 844,584/77.69% queries are well-designed pat-
terns. Moreover, there are about 242,542/22.31% weakly
monotonic queries which are not well-designed pat-
terns.
• In the non-well-designed fragment(242,996 queries), ov-
er 222,194/91.45% queries which are not well-designed
can be logically translated into equivalent well-designed
patterns and about 20,348/8.38% queries which are
neither well-designed patterns nor can be rewritten to
well-designed patterns but are still weakly monotonic.
Otherwise, there are 418/0.17% queries which are non-
monotonic.
5. SATISFIABILITY OF QUERIES
Although the satisfiable problem of well-designed patterns
is decidable, this problem of the full SPARQL is undecid-
able [24]. Base on this, we are interested to know how many
queries are satisfiable. Note that a query is called satisfi-
able if there exists an RDF graph under which the pattern
evaluates to a nonempty set of mappings.
Procedure of determining satisfiability The main pro-
cedure of determining whether a query is satisfiable consists
of six steps as follows:
Step 1 If JP KG 6= ∅ for some RDF graphs in existing dataset
then P must be satisfiable, otherwise turn to Step 2.
In this pre-processing step, we can process
635,704/58.46% queries.
Step 2 If P is a filter-free pattern then it is satisfiable [24],
otherwise turn to Step 3. In this step, we can handle
further 372753/34.28% queries.
Step 3 If P contains negated bound constraint then put it
into a pool to be determined at last (about 84 queries);
otherwise enter Step 4.
Step 4 If P is well-designed or can be rewritten to a well-
designed pattern then turn to Step 5; otherwise again
put it into a pool to be determined last (about 13,630/1.25%
queries).
Step 5 Using Algorithm 1 to determine its satisfiability of
the remaining queries (about 65,373/6.01%).
Since the satisfiability of a well-designed pattern is equiv-
alent to an OPT-free pattern [24, Proposition 1], we mainly
consider the satisfiability of OPT-free patterns in the follow-
ing of this section. To determine the satisfiability of well-
designed AF-queries, we need the following three sub-steps
of Step 6:
Step 6.1 Rewrite constraints exhaustively by applying all
inference rules in Table 1.
Step 6.2 Translate all patterns into its strong UNION nor-
mal form (strong UNF, for short) where a pattern is
of the form Q1 UNION . . . UNION Qm, where each
Qi (1 ≤ i ≤ m) is an AF-pattern and all constraints
occurring in Qi are atomic.
Step 6.3 Determining the closeness of the closure (i.e., col-
lection) which includes all atomic constraints. If it
is close then return “unsatisfiable ”; otherwise return
“satisfiable”. A set of constraints is close if it subsumes
a conflict of the form {α,¬α} for an atomic constraint
α.
Proposition 5.1. Let C be a constraint. For any pattern
P , P FILTER C ≡ P FILTER C′ where C′ is obtained
from C by using inference rules in Table 1. Note that, all
the atomic constraints can infer itself, we omit the inference
from it to itself.
By Proposition 5.1, we can conclude that all OPT-free
patterns can be logically translated into its strong UNION
normal form.
Proposition 5.2. Let P be an OPT-free pattern. There
exists some Q in strong UNF such that P ≡ Q.
Now, we conclude that Algorithm 1 is sound and complete.
Theorem 5.1. Let P be an AF-pattern. If P is in strong
UNION normal form then P is satisfiable iff the closure of
P obtained in Algorithm 1 is not close.
At last, the remaining queries (about 13,630/1.25%), which
are neither well-designed patterns nor able to be logically
translated to equivalent well-designed queries, contains the
following cases: (1) ((?x, a, b)OPT(?y, c, d))FILTER¬bound
(?y) (84/0.01%) (unsatisfiable); (2) (P1OPTP2OPT ...OPT
Pn) (13,488/(1.24%)) (as the same as P1); and (3) (?x, a, b)
FILTER bound(?y) (58/0.00%) (satisfiable).
As we excepted, over 99.99% of practical queries are sat-
isfiable, that is, the meaningless queries written by users are
few in our practical world.
Zhang and Van den bussche[24] presented a determina-
tion method of satisfiability for well-designed patterns. In
this paper, we implement an algorithm to determine the sat-
isfiability of practical queries.
Algorithm 1 Determining the satisfiability of well-designed
pattern
Input: Well-designed pattern P in strong UNION normal
form
Output: Determining the satisfiability of P
1: P = (Q1 UNIONQ2 UNION ... UNIONQm)
2: for every Qj(1 ≤ j ≤ m) in P do
3: S = {C1, C2, ..., Ck}, (1 ≤ j ≤ k,Cj is constraint in
Qj)
4: L = {S}
5: repeat
6: for every Si in L do
7: if isChangedi = false then
8: continue;
9: else
10: isChangedi = false
11: end if
12: for every Cj in Si do
13: if Cj −→ D and D /∈ Si then
14: Si = Si ∪D, isChangedi = true
15: end if
16: end for
17: if Cj = C1 ∧ C2 then
18: if {C1, C2} 6⊆ Si then
19: Si = Si ∪ {C1, C2}, isChangedi = true
20: end if
21: end if
22: if Cj = C1 ∨ C2 then
23: if {C1, C2} ∩ Si = then
24: Si = Si ∪ {C1}, S
′
i = Si ∪ {C2}, L =
L ∪ {S
′
i}, isChangedi = true
25: end if
26: end if
27: end for
28: until every isChangedi is false
29: L = {S1, S2, ..., Sl}
30: if there exists Si(1 ≤ i ≤ l) is consistent then
31: return P is satisfiable.
32: end if
33: end for
34: return P is unsatisfiable.
6. CONCLUSIONS
In this paper, we have presented comprehensive statistics
of seven basic features of a log of SPARQL 1.0 queries in
LSQ. We think that these statistical results could provide
some useful observation for researchers and engineers who
are interested in what practical SPARQL queries look like.
In the future, we are going to analyze other interesting fea-
tures of SPARQL 1.0 queries.
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Table 1: Inference Rules
Atomic Inferred
constraints constraints
?x = c bound(?x)
?x 6= c bound(?x)
?x =?y bound(?x) ∧ bound(?y)
?x 6=?y bound(?x) ∧ bound(?y)
?x > c ((?x ≥ c) ∧ (?x 6= c)) ∧ isLiteral(?x)
∧(¬ isBlank (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
?x ≤ c ((?x < c) ∨ (?x = c)) ∧ isLiteral(?x)
∧(¬ isBlank (?x)) ∧ ¬ isIRI (?x))
∧ bound (?x)
?x < c ((?x ≤ c) ∧ (?x 6= c)) ∧ isLiteral(?x)
∧(¬ isBlank (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
?x ≥ c ∧((?x > c) ∨ (?x = c)) ∧ isLiteral(?x)
∧(¬ isBlank (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
isLiteral(?x) (¬ isBlank (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
¬ isLiteral (?x) (isBlank(?x) ∨ isIRI(?x))
∧ bound (?x)
isBlank(?x) (¬ isLiteral (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
¬ isBlank (?x) (isLiteral(?x) ∨ isIRI(?x))
∧ bound (?x)
isIRI(?x) (¬ isBlank (?x) ∧ ¬ isLiteral (?x))
∧ bound (?x)
¬ isIRI (?x) (isLiteral(?x) ∨ isBlank(?x))
∧ bound (?x)
str(?x) = c (isLiteral(?x) ∨ isIRI(?x))
∧¬ isBlank (?x) ∧ bound(?x)
str(?x) 6= c (isLiteral(?x) ∨ isIRI(?x))
∧¬ isBlank (?x) ∧ bound(?x)
lang(?x) = c langMatches(lang(?x), c)∧
isLiteral(?x) ∧ (¬ isBlank (?x)∧
¬ isIRI (?x)) ∧ bound(?x)
lang(?x) 6= c ¬ langMatches (lang(?x), c)∧
isLiteral(?x) ∧ (¬ isBlank (?x)∧
¬ isIRI (?x)) ∧ bound(?x)
langMatches lang(?x) = c ∧ isLiteral(?x)∧
(lang(?x), c) (¬ isBlank (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
¬langMatches (lang(?x) 6= c) ∧ isLiteral(?x)∧
(lang(?x), c) (¬ isBlank (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
Regex (isLiteral(?x) ∨ isIRI(?x))∧
(str(?x), r) ¬ isBlank (?x) ∧ bound(?x)
¬Regex (isLiteral(?x) ∨ isIRI(?x))
(str(?x), r) ∧ bound (?x) ∧ ¬ isBlank (?x)
Regex(?x, r) Regex(str(?x), r) ∧ isLiteral(?x)
∧(¬ isBlank (?x) ∧ isIRI(?x))
∧ bound (?x)
¬Regex (?x, r) (¬Regex (str(?x), r) ∧ isLiteral(?x)
∧(¬ isBlank (?x) ∧ ¬ isIRI (?x))
∧ bound (?x)
