Abstract. In this paper, the Choquard equation with an inverse-square potential and both focusing and defocusing nonlinearities in the energy-subcritical regime is investigated. For all the cases, the local well-posedness result in H 1 (R N ) is established. Moreover, the global existence result for arbitrary initial values is proved in the defocusing case while a global existence/blowup dichotomy below the ground state is established in the focusing case.
Introduction and main results
In this paper, we consider the Cauchy problem for the Choquard equation with an inverse-square potential with Γ denoting the Gamma function (see [21] ), a = 1 (focusing case) or −1 (defocusing case), and L b is an inverse-square potential. More precisely, The choice of the Friedrichs extension is natural from a physical point of view; furthermore, when b = 0, L b reduces to the standard Laplacian −∆. For more details, see for example [13] . The restriction on b guarantees the positivity of L b . In fact, by using the sharp Hardy inequality (1.1) (N − 2) This gives the critical Sobolev exponent
The mass-critical case corresponds to γ b = 0 (or p = p b := 1 + (2 + α)/N ); The energy-critical case corresponds to γ b = 1 (or p = p b := (N + α)/(N − 2)); And the inter-critical case corresponds to γ b ∈ (0, 1) (or p ∈ (p b , p b )). Equation (CH b ) is a nonlocal counterpart of the Schrödinger equation
which has been studied extensively, see [8] and [17] and the references therein. 2 /4 < b ≤ 0 is a radial ground state to the elliptic equation
We summarize parts of the results for (NLS b ) in the following theorem. Theorem A( [8, 20] ). Let N ≥ 3, b > −(N − 2) 2 /4, a = ±1 and u 0 ∈ H 1 (R N ). for any t in the existence time.
For equation (CH b ), when b = 0, (CH 0 ) is space-translation invariant. When p = 2, (CH 0 ) is called the Hartree equation. In this case, the local well-posedness and asymptotic behavior of the solutions were established in [5] and [11] . The global well-posedness and scattering for the defocusing energy-critical problem were discussed by Miao et al. [18] . The dynamics of the blowup solutions with minimal mass for the focusing mass-critical problem were investigated by Miao et al. [19] . When N ≥ 3, α = 2, 2 ≤ p < (N + α)/(N − 2), Genev and Venkov [10] studied the local and global well-posedness, the existence of standing waves, the existence of blowup solutions, and the dynamics of the blowup solutions in the mass-critical case. For the general case 0 < α < N and 2 ≤ p < (N + α)/(N − 2), Chen and Guo [6] studied the existence of blowup solutions and the strong instability of standing waves. Bonanno et al. [1] investigated the soliton dynamics. Feng and Yuan [9] studied the local and global well-posedness, finite time blowup and the dynamics of blowup solutions. More precisely, [9] obtained the following result. Theorem B. Let N ≥ 3, (N − 4) + < α < N , 2 ≤ p < (N + α)/(N − 2), a = ±1 and u 0 ∈ H 1 (R N ). 
and one of the following cases hold,
Then the solution to (CH 0 ) blows up in finite time.
When b = 0, equation (CH b ) is not space-translation invariant anymore. It is known thatẆ
is not equivalent toẆ γ,q (R N ) for general γ and q (see [15] ), which restricts the application of Strichartz estimates on the study of the local well-posedness and scattering of global solutions (see [17] for the study of the Schrödinger equation with an inverse-square potential). Fortunately, Okazawa et al. [20] formulated an improved energy method to treat equation with an inversesquare potential. Based of the abstract theorem established in [20] , there has been great progress for equation (CH b ) with p = 2. For example, Okazawa et al. [20] obtained the local well-posedness result when (N − 4) + ≤ α < N and a = ±1, and further the global existence result when a = −1 or a = 1 and α ≥ (N − 2) + . Suzuki studied the scattering of the global solution when a = −1 and α ∈ (N − 2, N − 1) in [24] and the blowup result for initial value u 0 ∈ H 1 (R N ) with xu 0 ∈ L 2 (R N ) and E b (u 0 ) < 0 in [23] . To our knowledge, there are not any results for (CH b ) with general exponent p = 2.
By comparing the results for (CH b ) and (NLS b ), we see that the whole picture of (CH b ) is far to be completed, even in the case b = 0. For example, the sharp global existence/blowup dichotomy in the inter-critical case and the blowup result for radial initial values remain open. So in this paper, we study the local wellposedness, global existence and blowup dichotomy for equation (CH b ) with general p and α, and expect to obtain similar results to (NLS b ).
Before stating our main results, we make some notations. Define
2 /4 < b ≤ 0 is the radial ground state to the elliptic equation
and Q b,rad with b > 0 is the radial solution to (1.4) obtained in Section 4. We begin by defining solutions to (CH b ).
, we call it a solution to (CH b ). We call I the lifespan of u. We call u a maximal-lifespan solution if it cannot be extended to a strictly larger interval. We call u global if I = R and blowup in finite time if I = R.
The main results of this paper are as follows.
where M and E b are defined in (1.2) and (1.3) , respectively.
If one of the following conditions hold: (i) a = −1 and 2 ≤ p < p b ; (ii) a = 1 and 2 ≤ p < p b ; Then u exists globally and sup t∈R u H 1 < ∞.
, then u blows up in finite time.
Remark 1.5.
(1). The condition E b (u 0 ) < 0 in Theorem 1.4 (ii) is a sufficient but not necessary condition, see the proof in Section 5.
(2). Since we can not estimate the nonlocal nonlinearity in the local virial identity, the case E b (u 0 ) < 0 and
is a solution to (CH b ) which blows up at time T and
. In the case b > 0, in view of the radial sharp Gagliardo-Nirenberg inequality, similarly to the proof of Theorem 1.4 (i), we can show that if u 0 ∈ H 1 r (R N ) and u 0 L 2 < Q b,rad L 2 , then the solution to (CH b ) exists globally. Moreover, it is easy to show that
case, we further assume that p <
2N +6
N +1 ), then u blows up in finite time and
is added for the following reason: Roughly speaking, the nonlocal nonlinearity is of order |u| 2p , so it can be controlled by u In view of the radial sharp Gagliardo-Nirenberg inequality, similarly to the proof of Theorem 1.6, we obtain the following result.
N +1 , then u blows up in finite time and Our arguments parallel those of [8] , where the Schrödinger equation with an inverse-square potential was considered. New technical obstructions appear in our arguments, due to the nonlocal nonlinearity and the fast decay of the potential. The first difficulty we face is the local well-posedness. The usual ways to show the local well-posedness in H 1 (R N ) are the Kato's method and the energy method. In the presence of the singular potential b|x| −2 , for the homogeneous Sobolev spaceṡ W 
4
. Moreover, Okazawa-Suzuki-Yokota [20] pointed out that the energy method developed by Cazenave is not enough to study (CH b ) in the energy space. So they formulated an improved energy method to treat equation with an inverse-square potential and established an abstract theorem. Based of which, [22] studied a nonlocal equation, taking (CH b ) with p = 2 as a special example. Motivated by [20] and [22] , in this paper, we further use this method to study (CH b ) with general p, which needs much more complicated calculations and an important inequality from [4] . The global existence is a direct result of the local well-posedness and the sharp Gagliardo-Nirenberg inequality. To show the blowup phenomenon the virial identity plays an important role, which has not been proved in the presence of the fast decay potential. This is the second difficulty we encounter. By examining the proof of the virial identity in Proposition 6.5.1 in [5] , the H 2 (R N ) regularity of the solution is important. However, we only have obtained the H 1 (R N ) solution by using the improved energy method. In order to improve the regularity, the equivalence ofẆ 
. So this method is not effective. Motivated by [23] , we consider a proximation problem (CH δ b ) of (CH b ). By using the results and the methods of [5] , we can obtain the virial identity for the solution u δ to (CH δ b ), and then by letting δ → 0, we obtain the virial identity for the solution u to (CH b ) avoiding the H 2 regularity of u. We should point that the proof in [23] depends heavily on p = 2. Our proof is a modification of the methods of [5] and [23] . This paper is organized as follows. In Section 2, we recall some preliminary results related to equation (CH b ). In Section 3, we study the local well-posedness for equation (CH b ) in the energy-subcritical case. In Section 4, we first study the sharp Gagliardo-Nirenberg inequality by variational methods, and then, based of which, we give the proofs of global existence results. In Section 5, we establish the virial identities and prove the blowup results.
Notations. The notation A B means that A ≤ CB for some constant C > 0. If A B A, we write A ∼ B. We write A ∧ B = min{A, B}, A ∨ B = max{A, B}. We use C, C 1 , C 2 , · · · to denote various constant which may change from line to line. We use L q (I, L r (R N )) time-space norms defined via
for any time-space slab I × R N . We make the usual modifications when q or r equals to ∞. We also abbreviate
To shorten formulas, we often omit R N or I × R N . For r ∈ [1, ∞], we let r ′ denote the Hölder dual, i.e., the solution to 1/r + 1/r ′ = 1. We define Sobolev spaces in terms of L b via
We abbreviateḢ
. We abbreviate
Preliminaries
The following well-known Hardy-Littlewood-Sobolev inequality can be found in [16] .
Then there exists a sharp constant C(N, α, p), independent of u and v, such that
Remark 2.2. (1). By the Hardy-Littlewood-Sobolev inequality above, for any
where C > 0 is a constant depending only on N, α and s. (2) . By the Hardy-Littlewood-Sobolev inequality above and the Sobolev embedding theorem, we obtain
, where C > 0 is a constant depending only on N, α and p.
Proof. By the Rellich theorem, w n → w strongly in L r loc (R N ) with r ∈ [1, 2 * ). By using the Hardy-Littlewood-Sobolev inequality, for any
, we complete the proof.
We recall the following radial Sobolev embedding, see [7] .
.
Moreover, the above inequality also holds for N ≥ 3 and s = 1.
We recall the Strichartz estimates for the Schrödinger operator with an inversesquare potential (see [2] and [3] ). We begin by introducing the notion of admissible pair.
Definition 2.5. We say that a pair (p, q) is Schrödinger admissible, for short (p,
Then for any (p, q), (a, b) ∈ S, the following inequalities hold:
Here, (a, a ′ ) and (b, b ′ ) are Hölder dual pairs.
We recall the convergence of the operators {L n b } ∞ n=1 defined below arising from the lack of translation symmetry for L b .
The operator L ∞ b appears as a limit of the operators L n b in the following senses, see [14] .
Furthermore, for any (p, q) ∈ S with p = 2,
Local well-posedness
In this section, we study the local well-posedness for equation (CH b ) by using the abstract theory established in [20] by using an improved energy method.
3.1. Abstract theory of nonlinear Schrödinger equations. Let S be a nonnegative selfadjoint operator in a complex Hilbert space X. Set X S := D(S 1/2 ). Then we have the usual triplet:
S , where * denotes conjugate space. Under this setting S can be extended to a nonnegative selfadjoint operator in X * S with domain X S . Now consider
where g : X S → X * S is a nonlinear operator satisfying the following conditions. (G1) Existence of energy functional: there exists G ∈ C 1 (X S ; R) such that G ′ = g, that is, given u ∈ X S , for any ǫ > 0 there exists δ = δ(u, ǫ) > 0 such that
(G2) Local Lipschitz continuity: for any M > 0 there exists C(M ) > 0 such that
Hölder-like continuity of energy functional: given M > 0, for any δ > 0 there exists a constant C δ (M ) > 0 such that
,XS = 0; (G5) Closedness type condition: let I ⊂ R be a bounded open interval and {w n } ∞ n=1 be any bounded sequence in L ∞ (I; X S ) such that
Under the above assumptions on g, the authors in [20] established the following local well-posedness result for (3.1).
Moreover, u ∈ C w (I M , X S ) and u(t) X = u 0 X for any t ∈ I M . Further assume the uniqueness of local weak solutions to (3.1) . Then
, and the conservation law holds:
where E is the energy of equation (3.1) defined by
Local well-posedness to (CH b ).
In this subsection, we use Theorem 3.1 to prove Theorem 1.2. To this end, we first give some lemmas.
Then the operator defined by
Proof. Applying Lemma 3.2 with ρ 1 = γ ′ 1 and by using the Hölder inequality, we obtain that
which completes the proof.
and
Then g and G satisfy conditions (G1)-(G5) as in subsection 3.1 with
Proof. When p = 2, the lemma is proved in [22] . So in the following, we assume that p > 2. By the definition of g, (G4) holds. We verify (G1). By using the following inequality from [4] ||ã +b|
and the Young inequalityã
we have, for p/2 ≥ 2,
and for 1 < p/2 < 2,
Note that we can write h(u, v) in a uniform form for all p > 2, h(u, v) = |u| p−r |v| r + |v| p for some 1 < r < p.
By using (3.4), (3.5), the Hardy-Littlewood-Sobolev inequality, the Young inequality, the Hölder inequality, the Sobolev imbedding theorem, and the equality
, we obtain that
We verify (G2). By using the following inequalities
the Hardy-Littlewood-Sobolev inequality, the Hölder inequality and the Sobolev imbedding theorem, we have, for any ϕ ∈ H 1 (R N ),
We verify (G3). Firstly, we define k(x, y) := A |x−y| N −α and for any R > 0, define
It is easy to see that the following facts hold:
For any given M > 0, and any
In the following, we calculate I and II. Since p < N +α
For such choice of α 1 , we define
For any δ > 0, we use Lemma 3.3 and the Sobolev imbedding theorem to have
by choosing ǫ > 0 small enough, where θ is defined by
Inserting (3.8) and (3.10) into (3.7), we complete the proof of (G3). We verify (G5).
We will show that f (t) = g(w(t)), and thus (G5) follows in view of (G4). It follows from (3.11) that {g(w n )} is bounded in L ∞ (I, H −1 (R N )). Hence, there exists C > 0 such that (3.12) g(w n (t)) H −1 ≤ C for almost all t ∈ I and any n ∈ N.
Consequently, for almost all t ∈ I, there exists a subsequence g(w nj (t) (t)) and
By (3.11), (3.13), Lemma 2.3 and the uniqueness of limit, we havef (t) = g(w(t)). Hence, (3.14) g(w n (t)) → g(w(t)) weakly in H −1 (R N ) for almost all t ∈ I.
For any ϕ(t) ∈ L 1 (I, H 1 (R N )), we have ϕ(t) ∈ H 1 (R N ) for almost all t ∈ I. Hence, by (3.14),
By (3.12), we have
Thus, the Lebesgue's dominated convergence theorem implies that
. Hence, f (t) = g(w(t)). The proof of (G5) is complete.
Proof. It follows from the integral expressions of u j (j = 1, 2)
For any (p 2 , q 2 ) ∈ S and T 0 ∈ (0, T ], it follows from Proposition 2.6, the Hölder inequality and (3.16) that
By (3.15), (3.17) and Proposition 2.6, we obtain that
where
we obtain from (3.18) that
and from (3.18) again that
Extending the interval for finite steps, similarly to the above arguments, we obtain that
for any (p 2 , q 2 ) ∈ S. The proof is complete.
Proof of Theorem 1.2. It is a direct result of Theorem 3.1, Lemmas 3.4 and 3.5.
Sharp Gagliardo-Nirenberg inequality and global existence
In this section, we derive the sharp Gagliardo-Nirenberg inequality and some useful identities with respect to problem (CH b ). Based of which and the local wellposedness result established in Section 3, we prove the global existence results in various cases.
4.1. Sharp Gagliardo-Nirenberg inequality. We consider the sharp GagliardoNirenberg inequality (4.1)
where the sharp constant C GN (b) is defined by
We also consider the sharp radial Gagliardo-Nirenberg inequality
where the sharp constant C GN (b, rad) is defined by
By combining the proofs of Theorem 4.1 in [8] and Theorem 2.3 in [9] , we obtain the following result. For the completeness, we give the proof here.
the equality in (4.1) is attained by a nontrivial radial ground state
and 
4). Moreover, the same identities as in (4.6)-(4.8) hold true with
Proof. The case b = 0 is already considered in [9] , so we assume that b = 0. By using the Hardy-Littlewood-Sobolev inequality, the interpolation inequality, the Sobolev imbedding theorem and the equivalence of · Ḣ1 b and · Ḣ1 , for any u ∈ H 1 b (R N ), we obtain that
Denote by u * n the Schwartz symmetrization of u n . From Chapter 3 in [16] , we have
The above inequalities and b < 0 imply that
Hence, we may assume that {u n } ∞ n=1 is radial. Direct calculation shows that J b is invariant under the scaling u λ,µ (x) = λu(µx), λ, µ > 0, that is, J b (u λ,µ ) = J b (u). For the sake, we set v n = λ n u n (µ n x) with
which combine with the Hardy-Littlewood-Sobolev inequality and the lower semicontinuity of the norm imply that
Hence,
Consequently, v satisfies the elliptic equation
Multiplying (1.4) by Q b and x · ∇Q b and integrating on R N , respectively, we obtain that
which implies (4.7) and (4.8). Since C −1
, we obtain (4.6). The functional of (1.4) is defined bŷ
which implies that Q b is a ground state of (1.4). Case 2 (b > 0). Choose a sequence {x n } ∞ n=1 ⊂ R N with |x n | → ∞. Let Q 0 be a positive radial ground state to
Then by Lemma 2.8,
. The inequality (4.9) also implies that the equality in (4.1) is never attained.
If we only consider radial functions, the result follows exactly as case 1. The proof is complete. 
(2). Similarly, when b > 0, the same identities as in (4.10) 
) be the weak solution obtained in Theorem 1.2 with initial value u 0 (x) ∈ H 1 (R N ). In view of the conservation laws, we just need to bound u(t) Ḣ1 b for any t ∈ I. It is trivial for the defocusing case a = −1 from the conservation laws. In the following, we consider the focusing case a = 1.
Case 1 (2 ≤ p < 1 + (2 + α)/N ). By using the sharp Gagliardo-Nirenberg inequality and the conservation laws, we obtain that u(t)
Since p < 1 + (2 + α)/N , we have N p − N − α < 2 and thus, by using the Young inequality, u(t) Ḣ1 b is bounded for any t ∈ I. This proves the global existence result in Theorem 1.3.
Case 2 (p = 1 + (2 + α)/N ). In this case, we have
Similarly to case 1, we obtain that
is bounded for any t ∈ I. This proves the global existence result (i) in Theorem 1.4. N p−N −α−2 and by using the sharp GagliardoNirenberg inequality, we obtain that
Direct calculation shows that f has a unique critical point s * which corresponds to its maximum point, where
From Remark 4.2, we know
. By (4.12), the conservation laws, and the assumptions in Theorem 1.6, we know
This proves the global existence result (i) in Theorem 1.6.
Virial identities and blowup
In this section, we first establish the virial identities for the solution to (CH b ), and then, based of which, we prove the blowup results in the main theorems. So throughout this section, we assume a = 1 in (CH b ).
Virial identities.
For any δ > 0, we consider the following approximation problem of (CH b ):
holds. Moreover, by the Lebesgue dominated convergence theorem,
Hence, (CH δ b ) is a good approximation of (CH b ). For the Cauchy problem (CH δ b ), we have the following facts:
. Then for any δ > 0 and
, and the conservation laws hold:
See Theorem 4.3.1 in [5] . Moreover, the solution depends continuously on the initial value, that is, if u n0 → u 0 strongly in
In the following, for any δ > 0, we obtain the virial identity for the solution u δ to (CH δ b ), and then by letting δ → 0, we obtain the virial identity for the solution u to (CH b ). Let u be the solution to (CH δ b ) with δ ≥ 0 and w(x) = |x| 2 or w(x) = ϕ R (x), where ϕ R (x) is defined in (5.31). We define
Then we have the following virial identity.
for any t ∈ I.
Proof. We follow the proof of Proposition 6.5.1 in [5] . By Lemma 6.5.2 in [5] and Proposition 5.1, we obtain that w(x)u(t, x) ∈ C(I, L 2 (R N )), V w (t) ∈ C 1 (I, R) and (5.3) holds for all t ∈ I. It remains to show that V w (t) ∈ C 2 (I, R) and (5.4) holds. The proof we give below is based on two regularizations. Therefore, we proceed in two steps.
Step 1. The case
Then h ǫ ∈ C 1 (I, R) and
Here, we have used the Green's formula and equation (CH
, by using the Green's formula and elementary calculation, we know 10) where
Inserting (5.11) into (5.10), we obtain that
Inserting (5.6)-(5.9) and (5.12) into (5.5), we obtain that
(5.13)
Note that θ ǫ , ∂ i θ ǫ , ∂ ij θ ǫ are bounded with respect to both x and ǫ, and by the mean value theorem,
as ǫ → 0. On the other hand, for any t ∈ I, we have u(t) ∈ H 2 (R N ) and
, so by the choices of w(x) and θ ǫ (x) and by the Lebesgue dominated convergence theorem, we obtain from (5.13) that
we see that V w (t) ∈ C 2 (I, R) and (5.4) holds.
as n → ∞, and let u n be the corresponding solution to (CH δ b ) with initial value u n0 . Let Φ(t) denote the righthand side of (5.4) and let Φ n (t) denote the right-hand side of (5.4) corresponding to the solution u n . It follows from Step 1 that (5.14)
By the continuous dependence (Proposition 5.1) and Corollary 6.5.3 in [5] , we may let n → ∞ in (5.14) and obtain (5.15)
which implies (5.4).
Proof. Inspired by the proof of (3.1) in [23] , we prove this lemma in two steps. For
Step 1. We claim that there exists M 0 > 0 and T > 0 such that
Indeed, we define
If τ δ = ∞, the claim is proved. Thus, we assume τ δ < ∞.
It follows from the conservation laws, (G3) and (5.1) that
for any t ∈ [−τ δ , τ δ ] and ǫ > 0. On the other hand, in view of (G2) and the fact that u δ satisfies equation (CH δ b ), we know
Applying Lemma 3.3.6 in [5] , we obtain that
Inserting (5.20) with s = 0 into (5.18), we have
Letting t = τ δ or −τ δ and applying (5.17), we have
which implies that τ δ has a positive lower bound by choosing ǫ > 0 small enough. The proof of the claim is complete.
Step 2. In view of (5.16) and (5.19) , by Proposition 1.1.2 in [5] , there ex-
By ( 
(5.24)
By (G5), (5.21) and (5.24), we have
(5.25) By (5.24) and (5.25), we obtain the conservation of mass of v. Hence, it follows from (5.21), the conservation laws of u δj and u δj (0) = u 0 that
Hence we see from (5.21) and (5.26) that
which combines with (5.16) and the Sobolev imbedding theorem shows that 
On the other hand, there exists a unique weak solution to (5.28), see the proof of Theorem 1.2. Hence, v = u and u satisfies the conservation laws
By (5.27), (5.29), the conservation laws of u δj , we have
On the other hand, Lemma 6.5.2 in [5] implies
Thus Lemma 2.3 in [23] with (5.16) and (5.30) give that
Replacing u by u δ in (5.15) and letting δ → 0, we complete the proof.
Let w = |x| 2 in Lemma 5.3, then
Hence, we have the following standard virial identity.
Let ψ : [0, ∞) → [0, ∞) be a smooth function satisfying
For any R > 1, we define
By letting w(x) = ϕ R (x) in Lemma 5.3, we have the following local virial identity.
Proof. By Lemma 5.3, we have
By direct calculation, we have
The above estimates and the conservation laws imply that By the standard convexity arguments (see [12] ), we know that u blows up in finite time in both time directions.
Proof of the blowup part (ii) in Theorem 1.6. We proceed as in the proof of Theorem 1.6 (i). It follows from the assumption by choosing ǫ > 0 small enough and by choosing R > 1 large enough depending on ǫ. Hence, the solution u blows up in finite time.
Proof of (1) in Remark 1.5. Let E b > 0, we find initial value u 0 ∈ H 1 with E b (u 0 ) = E b such that the corresponding solution u blows up in finite time. We follow the standard argument (see Remark 6.5.8 in [5] ). Using the virial identity with p = p b , we have So we can solve µ and λ from (5.53) and (5.54). The proof is complete.
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