Abstract-We propose a novel technique to watermark sequential circuits by embedding a signature via state encoding. The proposed technique is a greedy heuristic for the sub-graph matching problem, which has two steps: (a) watermark graph construction and (b) watermark embedding in the State Transition Graph of the FSM. Due to combinatorial complexity, reverse engineering and erasing the watermark from the FSM is not feasible with finite resources/time. The signature can be extracted by applying a specific secret sequence which is generated by the embedding algorithm.
I. INTRODUCTION
As the complexity of electronics has grown leaps and bounds in the past decade, it has become common for design houses to purchase and use third party designs known as IP (Intellectual Property) cores. The business model is such that the IP core owner gets royalty on every unit sold. Thus, it is extremely important for IP owners to protect their designs from unauthorized use. One common way of achieving this is to embed a watermark in the design so it can be used to verify the ownership in case of litigation.
Digital watermarking first appeared as the " E lectronic Water Mark," to protect Intellectual Property (IP) by embedding an undetectable digital water mark into an image [1] . This idea of protecting one's IP through secret changes, known only to the IP's owner, was later extended to typography [2] due to the development of computer networks and electronic libraries [3] . Through seemingly invisible typographical manipulations of text within a document, an author can prove their ownership. These manipulations could simply be the shifting of a single word by a mere millimeter. This idea was later extended to field-programmable gate array (FPGA) technologies [4] , IC design [5] , and physical design method [6] . To the best of our knowledge, it was first applied to sequential circuits by Torunoglu and Charbon [7] with IO generated watermarks, such that the machine at hand will generate a predetermined output sequence for an input sequence which can be interpreted as a secret question/answer pair. In order to do so, the original machine is modified by appropriately augmenting with new inputs, outputs, states and/or state transitions.
In this work, we propose a novel technique to watermark sequential circuits by embedding a signature (an image, audio message, text message, etc.) via state encoding. Given a sequential circuit as a state transition graph and a watermark we determine the appropriate state encoding. The proposed scheme consists of two steps, namely, (1) Watermark graph construction; and (2) Watermark embedding.
Watermark graph construction: The binary representation of the watermark (for eg., GIF file) is serialized to obtain a binary string (W string ) which is processed to build a watermark graph (G w ). Given a block size b, we create 2 b nodes in G w , where each node represents one binary code. We read off two consecutive blocks at the beginning of W string , say with codes m and n. We insert a directed edge in G w from the node representing code m to that representing code n. We now shift right by b bits and read off the next pair and insert appropriate edge if it does not already exist. We repeat the above procedure until the entire W string is read. Finally we drop any edgeless nodes in the G w.
Watermark embedding: Let us say G FSM is the state transition graph of the candidate FSM. In this step, we would like to embed G w in G FSM . There are two possibilities: (a) some sub graph of G FSM is isomorphic to G w in which case the problem reduces to a sub graph isomorphism problem. (b) No sub graph of G FSM is isomorphic to G w . In this case, we would have to identify a sub graph of G FSM , that is most similar to G w so that by adding small number of extra edges to the sub graph, we can make it isomorphic to G w. The sub graph isomorphism problem is one of the first known NP-complete problems [30] . Therefore, we propose a greedy heuristic for the graph embedding based on the idea that in general, the highest degree nodes in G w must be embedded with minimal overhead. The details of the heuristic are discussed in Section III (b).
The rest of the paper is organized as follows: Section II briefly surveys FSM watermarking schemes reported in the literature. Section III presents the details of the proposed watermarking scheme. Section IV reports experimental results for ten benchmarks chosen from IWLS '93 Benchmark Suite [8] . Finally, we present our conclusions in Section V.
II. RELATED WORK
FSM watermarking schemes reported in the literature can be classified into two types:
x State Based Watermarking: Extra states and edges are Matthew Lewandowski, Richard Meana, Matthew Morrison, and Srinivas Katkoori Department of Computer Science and Engineering University of South Florida Tampa, Florida { mlewando, rmeana, mamorris, katkoori } @ mail.usf.edu added to the original FSM so that the watermark can be embedded in these additional states and edges.
x Edge Based Watermarking: In this type, the watermark graph is embedded in the original states of the machine. Extra transition edges are added, if necessary.
In the rest of this section, we will review the work that falls into the above two categories.
A. State Based Watermarking
After the owner designs the desired FSM, the owner would then create a password, a sequence of input combinations, which would represent the sequence required to enter the watermarked states. The final steps in the process are the addition of the watermark FSM; this is the machine that would be entered after the correct sequence has been entered, and this watermarked FSM. It is noted that through this method, the two FSMs, watermarked and original are two side-by-side machines, in which upon successfully entering the password will enter the watermarked FSM.
Oliveira [9] proposed a scheme that uses MD5 hashing of the watermark that is then implemented into the design. Chakraborty and Bhunia [10] proposed a method for obfuscating the original functionality until the proper sequence is entered. Subbaraman and Nandgawe [11] proposed using sequences to reach a hidden secondary state machine.
B. Edge Based Watermarking
Abdel-Hamid et al [12] proposed a method that uses the existing edges of the FSM and finds coinciding edges within the watermark that can be mapped into the original FSM. We note that in the worst case scenario, i.e., the original FSM is a completely specified finite state machine (CSFSM), where an edge that does not map is needed and new states must be created.
However, this is not the primary watermarking scheme; the main method is to take advantage of an incompletely specified finite state machine (ISFSM), or appropriately sized CSFSM, while mapping and/or creating edges of the watermark in the original FSM.
III. PROPOSED STATE ENCODING BASED
WATERMARKING SCHEME State encoding is the process of assigning a unique code to each state in an FSM. Researchers [16] - [26] have proposed state assignment based techniques to minimize area, power, and peak current as well as for creating self-checking FSMs. In this work, we propose a state encoding based watermarking scheme. The encoding of a state can represent a subsequence in the watermark. The design approach that was used is shown in Fig. 1 .
A. Watermark Graph Construction
In this preprocessing step, the watermark is processed and transformed into a directed graph. The watermark can be a text message, an audio message, or an image. The binary representation of the watermark (for eg., GIF file) is hashed to obtain a hex string (W string ) which is processed to build a watermark graph (G w ). Fig. 2 illustrates the Hash to FSM algorithm for building the watermarked FSM. Fig. 3 shows an example watermark logo of approximately 50 KB. This file was Hashed using RIPEMD160, and is illustrated by Fig. 4 . The graph is plotted with the Pajek [27] netlist format and Gephi [28] for visualization (tools used for modeling large networks). Note that for the sake of clarity, we did not show directivity of the edges. 
B. Watermark Embedding Algorithm
Let us say G FSM is the state transition graph in which we would like to embed G w . There are two possibilities: (a) some sub graph of G FSM is isomorphic to G w in which case the problem reduces to a sub graph isomorphism problem. (b) No sub graph of G FSM is isomorphic to G w . In this case, we would have to identify a sub graph of G FSM , that is most similar to G w so that by adding a small number of extra edges to the sub graph, we can make it isomorphic to G w. The sub graph isomorphism problem is one of the first known NP-complete problems the two machines begins. First, any node that was not matched has a random, unused state encoding assigned so that it will not interfere with any other states. Then the G FSM nodes that were mapped to G w states have their encoding set by the G w state encoding that they were merged with. Finally, any state transitions that exist in G W but not in G FSM are added, along with an extra bit, which acts as a "test" bit, only allowing the watermark transitions when it is held high. This algorithm iterates through all of the nodes in GW looking for the best cost match for the highest degree node in GFSM, which has a runtime of where N is the number of nodes in GW. Once this match is completed it repeats a process of using the matching with the highest degree that hasn't been through this process yet and attempts to match a node from GW that has an edge to the match to the highest degree unmatched node in GFSM. As the average degree of GFSM increases, this loop spends more time on each matched searching through its edges but less nodes get used as possible centers so that the runtime of this loop also ends up being Finally, it is important to point out that the algorithm expects the nodes to be listed in decreasing order of degree, so that the graph must be sorted, with a runtime of Ο(NlogN) . This leads to an overall runtime of 2*Ο(N)+Ο(NlogN), which is simply Ο(NlogN).
IV. EXPERIMENTAL RESULTS
We report the experimental results for eight benchmarks chosen from IWLS 93 benchmark suite. For these benchmarks, the proposed watermark embedding algorithm ran in less than 1 second. The embedding algorithm was coded in C++ and ran on Windows PC with 2GB RAM and P4 3.19 GHz processor. Table 1 summarizes the results. Columns 2-3 report the size of the FSM (states, and state transitions). Column 9 reports the additional LUTs added by the watermark embedding algorithm after Xilinx 13.2 Synthesis was run. The watermarked FSM is specified in behavioral VHDL, synthesized, and placed and routed using Xilinx 13.2 ISE tool suite. The target architecture is Virtex 5 (device XC5VLX110T-3FF1136). We observe that the percentage area overhead is in the range of -352% (improvement) to 55% (overhead) with an average of a 57.5% reduction. Column 5 and 7 report the clock speed as reported by Xilinx ISE timing analyzer. The difference of speed is given by column 8, and has an average of 67 MHz performance increase. For each benchmark, we added two extra inputs which are used in the watermark extraction mode.
We attribute the area overhead due to two factors: (a) the greedy nature of the algorithm resulting in poor sub graph matching; (b) as the watermark graph is usually dense (i.e., a complete sub graph), we cannot avoid adding extra edges. For ten out of the ten benchmarks, the speed difference has shown increase using our encoding scheme. We plan to investigate in the following directions to reduce the area overhead: (a) employ a better sub graph matching algorithms reported in the literature (for eg., SubGemini [32] ) and (b) the size of the watermark has significant impact on the added edges. Therefore, we will investigate what types of watermarks are better suited for this approach, such as alternative, collision free hashing algorithms.
V. CONCLUSIONS In this work, we have proposed a state encoding based watermarking scheme that can be used for sequential IP protection.
The scheme employs a near-linear sub graph embedding algorithm. The algorithm has considerable area overhead and reasonable speed overheads. The proposed scheme was implemented on the ten largest benchmarks from the IWLS 93 Logic Synthesis Benchmark suite. In each FSM, we embedded a hashed 50KB long watermark image. After embedding, we synthesized and implemented the FSM using Xilinx ISE tool suite (target device is Virtex-5 XC5VLX110T-3FF1136). Across all the benchmarks, the average area (LUT usage) is a reduction of 57.5% with a range of -352.4% --55.70%. From the experimentation, we can conclude that at the expense of area and speed overheads, we can embed complex watermarks in an FSM. 
