Random subgraphs of the 2D Hamming graph: the supercritical phase by van der Hofstad, Remco & Luczak, Malwina J.
ar
X
iv
:0
80
1.
16
07
v2
  [
ma
th.
PR
]  
15
 D
ec
 20
08
RANDOM SUBGRAPHS OF THE 2D HAMMING GRAPH:
THE SUPERCRITICAL PHASE
REMCO VAN DER HOFSTAD AND MALWINA J. LUCZAK
Abstract. We study random subgraphs of the 2-dimensional Hamming graph H(2, n), which is
the Cartesian product of two complete graphs on n vertices. Let p be the edge probability, and
write p = 1+ε2(n−1) for some ε ∈ R. In [4, 5], the size of the largest connected component was
estimated precisely for a large class of graphs including H(2, n) for ε ≤ ΛV −1/3, where Λ > 0 is
a constant and V = n2 denotes the number of vertices in H(2, n). Until now, no matching lower
bound on the size in the supercritical regime has been obtained.
In this paper we prove that, when ε≫ (logV )1/3V −1/3, then the largest connected component
has size close to 2εV with high probability. We thus obtain a law of large numbers for the largest
connected component size, and show that the corresponding values of p are supercritical. Barring
the factor (logV )1/3, this identifies the size of the largest connected component all the way down
to the critical p window.
1. Introduction
We study random subgraphs of the 2-dimensional Hamming graph H(2, n). The d-dimensional
Hamming graph is a graph on V = nd vertices, each corresponding to one of the nd distinct d-
vectors v = (v1, . . . , vd) ∈ {1, . . . , n}d. A pair of vertices are connected by an edge if and only
if these vertices differ in precisely one coordinate. (See for example [9] for more information on
the properties of Hamming graphs.) The 1-dimensional Hamming graph H(1, n) is the complete
graph; for d ≥ 2, the graph H(d, n) is the Cartesian product of d complete graphs on n vertices.
In particular, it is transitive and the degree of each vertex is Ω = d(n− 1).
We write Pp for the probability law of the random subgraph of G resulting when each edge is
occupied (or present) with probability p, and vacant (or absent) with probability 1−p, independently
of all the other edges. We write Ep for the expectation with respect to Pp. Also, Varp will denote
the variance under Pp.
Throughout we work with the 2-dimensional Hamming graph H(2, n) unless explicitly stated
otherwise, and we shall assume that p = 1+ε
2(n−1) =
1+ε
Ω
, where ε = ε(n) ∈ (0, 1) tends to 0 in a
certain way to be specified below. Our goal is to study properties of random subgraphs of H(2, n)
under Pp.
Random subgraphs of finite tori with various edge sets were studied in quite some generality in
[4, 5], and we now highlight the key results of these papers. Some of the theorems in [4, 5] apply
to a general finite transitive graph, which in what follows will be denoted by G. We also denote
the number of vertices or volume of G by V = |G| and the vertex degree by Ω. Given a vertex v
of G, we shall write C(v) for the connected component or cluster containing v, and |C(v)| for the
number of vertices in C(v). Further, we let χ(p) be the expected size of the cluster containing v,
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that is
χ(p) = Ep[|C(v)|]. (1.1)
(Note that, by transitivity, this is independent of the choice of v.) Then in [4, 5] the critical
threshold pc = pc(G, λ) of a finite transitive graph G is defined to be the unique solution to the
equation
χ(pc) = λV
1/3, (1.2)
where λ > 0 is a sufficiently small constant. (See [5] for details concerning the precise constraints
on the size of λ.)
In [4], cluster sizes were investigated for graphs G satisfying the so-called triangle condition. In
[5], the triangle condition was established for certain types of graphs G, including the Hamming
graph H(d, n) of a general dimension d ≥ 1. We shall now describe these results briefly in order
to set up our own scene.
Let Cmax denote a cluster of maximum size, where we may pick any such cluster if it is not
unique. Then |Cmax| is the maximum cluster size, that is
|Cmax| = max{|C(v)| : v ∈ G}. (1.3)
The main theorems in [4] concern the scaling of χ(p) and bounds on |Cmax| in graphs G satisfying
the triangle condition as |G| = V →∞. Specifically, it is shown in [4, 5] that, if pc is as in (1.2)
and
p = pc +
ε
Ω
, (1.4)
then, for all ε such that εV 1/3 → −∞, asymptotically the expected cluster size χ(p) satisfies
χ(p) =
1 +O(Ω−1) +O(V −1/3)
|ε| . (1.5)
With regard to the maximum cluster size, for all ω ≥ 1, as V →∞,
Pp
( χ2(p)
3600ω
≤ |Cmax| ≤ 2χ2(p) log(V/χ3(p))
)
≥ (1 + 36χ3(p)
ωV
)−1
−√e[2 log(V/χ3(p))]−3/2. (1.6)
The above describes the behaviour of the mean and maximum cluster sizes for subcritical p values,
which are p values satisfying εV 1/3 → −∞; in particular, the bounds apply to H(2, n).
For a constant Λ > 0, the critical window is defined as the interval of all p = pc +
ε
Ω
such that
|ε| ≤ ΛV −1/3. Theorem 1.3 in [4] shows that, for some constant b = b(Λ), the maximum cluster
size inside the critical window satisfies
Pp
(
ω−1V 2/3 ≤ |Cmax| ≤ ωV 2/3
)
≥ 1− b
ω
. (1.7)
The corresponding results in [4, 5] are significantly weaker in the case p = pc+
ε
Ω
where ε3V →∞
(that is, when p is above the critical window or supercritical). In particular, only upper bounds on
the maximum cluster size are established therein. More precisely, it is proved in [4] that, for all
ω ≥ 1,
Pp
(
|Cmax| ≥ ω(V 2/3 + εV )
)
≤ 21
ω
. (1.8)
The problem with this result is that it does not imply that pc as defined in (1.2) actually is the
critical value, and thus that p = pc+
ε
Ω
with ε3V →∞ really is above the critical window. Indeed,
to prove that this is the case, one additionally needs a lower bound on the maximum connected
component size. No such results are established in [4, 5], and we expect that the geometry of the
graphs under consideration plays a crucial role in lower bounding the largest cluster size.
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The aim of this paper is to establish the asymptotics of the maximum supercritical cluster for
the 2-dimensional Hamming graph H(2, n). Throughout our proofs we shall use the phrase “with
high probability” (abbreviated as “whp”) to mean “with probability tending to 1 as V →∞”.
Also, “with very high probability” (abbreviated as “wvhp”) will mean “with probability at least
1 − O(V −3) as V →∞”. All unspecified limits are as V →∞. Given an event E, I[E] will
denote the indicator of E. We write P(·) for a generic probability measure (for instance, the
probability measure corresponding to a sequence of i.i.d. binomial random variables), which may
vary from situation to situation. We use the Op and op notations in the standard way (see e.g.
Janson,  Luczak and Rucin´ski [18]). For example, if (Xn) is a sequence of random variables, then
Xn = Op(1) means “Xn is bounded in probability” and Xn = op(1) means that Xn converges
to zero in probability as n→∞. We shall also use the asymptotic o(), O(),Ω(),Θ() notations
(without the subscript “p”) in the standard way, and again referring to the regime where V →∞.
We write f(V ) ≫ g(V ) (resp. f(V ) ≪ g(V )) when g(V ) = o(f(V )) (resp. f(V ) = o(g(V ))) as
V →∞. Throughout, the symbol “∼” refers to, often heuristic, estimates of the leading order as
V →∞, with unspecified constants and thus uncontrolled error terms. Finally, we denote by C a
generic (unspecified) positive constant, which may change from line to line. We shall interchange
this use of C with the O() notation.
1.1. The model. We consider the Hamming graph H(d, n), and take the edge probability p =
(1+ ε)/Ω. We first argue that this agrees asymptotically with the choice of p in (1.4). Let us note
that [4, Theorem 1.5] establishes that, for a graph G satisfying the triangle condition,
1− χ(pc)−1 ≤ Ωpc ≤ 1− χ(pc)−1 +O(Ω−1). (1.9)
When G = H(d, n), then Ω = d(n − 1) and χ(pc) = λV 1/3 = λnd/3. Therefore, if ε = Θ(V −1/3),
then
p =
1 + ε
Ω
= pc +
ε
Ω
(1 +O(1)), (1.10)
while for p outside the critical window,
p =
1 + ε
Ω
= pc +
ε
Ω
(1 + o(1)). (1.11)
Since in the case d = 2, we have that Ω−2 = o(ε/Ω) for ε ≫ V −1/3, the critical value defined
in [4, 5] agrees asymptotically to leading order with the value 1/d(n − 1) = 1/Ω. In particular,
p = 1/d(n−1) is inside the critical window of [4, 5]. This shows that we are working in the correct
range of p values. For d ≥ 3, (1.10)–(1.11) may not necessarily be valid, and we shall discuss this
issue in more detail in Section 1.2.
From now on, we concentrate on the supercritical case, that is ε ≫ V −1/3 = n−d/3. Our main
result is the following:
Theorem 1.1 (The supercritical phase for H(2, n)). Consider the 2-dimensional Hamming graph
H(2, n). Let p = pc +
ε
Ω
and let V −1/3(log V )1/3 ≪ ε≪ 1. Then
|Cmax| = 2εn2(1 + op(1)). (1.12)
Theorem 1.1 shows that, when n−2/3(log n)1/3 ≪ ε≪ 1, the largest connected component satisfies
a law of large numbers. Barring the factor (log V )1/3 in the lower bound on ε, Theorem 1.1 identifies
the asymptotic size of the largest cluster all the way down to the critical threshold. Therefore,
our result demonstrates that pc =
1
2(n−1) really is the critical value for random subgraphs of the
2-dimensional Hamming graph. We believe that our proof can be adapted to deal with the case
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where ε > 0 is fixed. Here, the corresponding statement would be that |Cmax| ∼ ζ1+εV whp, where
ζλ is the survival probability of a Poisson branching process with mean offspring λ. Since the proof
of Theorem 1.1 is the most challenging for ε as close as possible to the critical window V −1/3, we
choose not to consider the case of constant ε in this paper.
Before giving a proof of Theorem 1.1, we discuss its statement in more detail in Section 1.2 below.
Therein we also include some conjectures concerning Hamming graphs of a general dimension d.
1.2. Discussion and heuristics. We first sketch an intuitive picture justifying the definition of
pc from [4, 5] given in (1.2). This picture relies on a branching process approximation for p < pc.
We expect random clusters in our model to exhibit behaviour similar to that of a subcritical
branching process. Therefore, from the theory of branching processes, if p = pc +
ε
Ω
is just below
the critical point (for instance, if ε < 0), then we should have (e.g., from the Otter-Dwass formula,
see Lemma 3.4 below)
Pp(|C(v)| ≥ k) ∼ 1√
k
e−
1
2
kε2(1+o(1)), (1.13)
which in turn implies that
χ(p) = Ep[|C(v)|] ∼
∫ ∞
0
x−1/2e−
1
2
xε2(1+o(1))dx ∼
∫ ε−2
0
x−1/2dx ∼ ε−1. (1.14)
Thus, in fact,
Pp(|C(v)| ≥ k) ∼ 1√
k
e
− k
χ2(p)
Ω(1)
, (1.15)
and hence for subcritical p (possibly up to logarithmic corrections)
|Cmax| ∼ χ(p)2 whp. (1.16)
On the other hand, in the case p > pc there should be a connected component dominating all
the others in size. One way to express this intuitive statement is to impose that
χ(p) = Ep[|C(v)|] ∼ Ep
[|C(v)|I[v ∈ Cmax]] = 1
V
Ep[|Cmax|2]. (1.17)
Naturally, the meaning of formula (1.17) is, in essence, that the main contribution to the expected
size of a cluster of any particular vertex v is from those configurations where this vertex lies in
the largest component.
Note that (1.17) could be taken as a defining property of supercritical behaviour. Then the
critical window can be defined as the interval of p values where the subcritical and supercritical
pictures coincide. In other words, if p lies within the critical window then both (1.16) and (1.17)
should be satisfied.
Assume further that a sufficient amount of the concentration of measure exhibited by |Cmax|
in the subcritical regime (as implied by (1.16)) carries through to the critical window, so that
Ep[|Cmax|2] ∼ χ(p)4. It then follows that, for p inside the critical window,
χ(p) ∼ 1
V
Ep[|Cmax|2] ∼ 1
V
χ(p)4; (1.18)
and hence, inside the critical window, we are led to
χ(p) ∼ V 1/3. (1.19)
This provides a rationale for the definition (1.2) of the critical threshold pc. In conclusion, the
above heuristic demonstrates that branching process approximations in the subcritical regime and
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the domination of the expected cluster size by the maximum cluster size in the supercritical regime
together imply that (1.2) is the “right” definition for pc.
At this point, we emphasise that subcritical branching process approximations are only likely
to be valid for a random graph that is sufficiently mean-field in character, in the sense that its
geometry is of little significance for the structure of its random subgraphs. This is the case for
sufficiently high-dimensional random graphs, but cannot be expected to hold for low-dimensional
random graphs, as indicated in [7, 8]. For random subgraphs of the torus with nearest-neighbour
bonds in a sufficiently high (but constant) dimension, as well as for the torus with sufficiently
spread-out bonds in dimensions greater than 6, it is shown in [12] that the largest critical con-
nected component is of order V 2/3, with logarithmic corrections in the lower bound. Accordingly,
assuming universality in high-dimensional finite-range percolation, one can expect classical ran-
dom graph asymptotics at criticality to be valid for random subgraphs of the torus when d > 6 for
general choices of finite-range edges. On the other hand, the results of [7, 8] suggest that random
graph asymptotics at the phase transition threshold are not valid for random subgraphs of the
d-dimensional torus when d < 6.
We close this section with a few comments and conjectures. The present paper verifies the
location of the critical window found in [4, 5] up to a factor (log V )1/3. The main barrier to
overcoming this separation with our approach is the fact that we require concentration of measure
for the number of vertices with either the first or second coordinate fixed in order for our estimates
to be sufficiently precise; this concentration property fails when ε is too small. Similar issues cause
problems with extensions of our approach to H(d, n) for d > 2, although we believe that it could
handle the d = 3 case. Let us mention at this point that the (log V )1/3 separation has since been
removed by Nachmias [22], using non-backtracking random walks. He also manages to nail down
the critical window from above in H(3, n), although he does not establish laws of large numbers
for the giant component for H(2, n) or H(3, n).
In the present paper we investigate the scaling of the largest connected component in supercrit-
ical percolation on the Hamming graph H(2, n). Many random graph models are well known to
satisfy what is sometimes referred to as a discrete duality principle (see for instance [1, Section
10.5]). This is the principle that the size of the second largest supercritical component is asymptot-
ically close in distribution to the size of the largest subcritical component for an appropriate choice
of subcritical edge probability. This notion of duality is closely related to the duality exhibited by
branching processes [2, 10, 11, 19], or [1, Section 10.4]. We expect the Hamming graph H(2, n)
to follow the discrete duality principle. More precisely, we expect that if we were to remove the
largest connected component when p = pc + ε/Ω with ε ≫ V −1/3, then the resulting connected
components would be like those of the Hamming graph with p = pc − ε/Ω. In particular, letting
|C(2)| be the size of the second largest component, we conjecture that
|C(2)| = 2ε−2 log(ε3V )(1 + op(1)). (1.20)
For the Hamming graph H(d, n) of an arbitrary dimension d, we conjecture that critical p values
are of the form
p =
⌈d/3⌉∑
i=1
ain
−i +
µ
n1+d/3
, (1.21)
where λ is an arbitrary constant, and the coefficients ai = ai(d) are independent of n. Note that
pc = 1/Ω = 1/d(n− 1) corresponds to ai = ai(d) = 1/d for all i ≥ 1, while
pc = 1/(Ω− 1) = 1/(d(n− 1)− 1), where d(n− 1)− 1 is the forward branching ratio of H(d, n),
corresponds to ai = ai(d) = (d + 1)
i/di+1 for all i ≥ 1. We believe that, when d is sufficiently
6 REMCO VAN DER HOFSTAD AND MALWINA J. LUCZAK
large, there exists an i such that ai(d) 6= 1/d and ai(d) 6= (d + 1)i/di+1. In particular, if this is
indeed true, then, for ε = Θ(V −1/3) and d sufficiently large, the edge probability p = pc + εΩ is not
the same as p = 1+ε
Ω
or p = 1+ε
Ω−1 . For d = 2, however, these choices do asymptotically agree, as
explained in (1.9)–(1.11).
To explain why we believe (1.21) to hold, we note that [4, 5] indeed gives that the critical window
consists of p values given by p = pc + µV
−1/3/Ω, that is p = pc + µn−1−d/3 on H(d, n). Thus,
(1.21) follows for all µ, as long as it holds for one particular value of p inside the critical window,
for example, for p = pc defined in (1.2), for any λ, for d fixed and n → ∞. Such asymptotic
expansions of critical values in terms of the vertex degree have been established for the n-cube
and for nearest-neighbour percolation on Zd in [13, 14]. These expansions arise since the value
pc satisfies an implicit equation in terms of certain “Feynman diagrams” occurring in the lace
expansion analysis, and these diagrams can be proved to obey asymptotic expansions that in turn
imply that pc has an asymptotic expansion. We expect that this part of the analysis in [13, 14]
can be extended to Hamming graphs, and will allow one to compute the numerical values of ai(d).
The proof of this conjecture would enable an extension to random subgraphs of H(d, n) of the
phase transition description available for the classical Erdo˝s-Re´nyi random graph.
For p inside the critical window, |Cmax| is of the order V 2/3 = n2d/3, as proved in [4, 5]. Below
the critical window, we expect that the average cluster size satisfies χ(p) ∼ [Ω(pc − p)]−1, while
the maximum cluster size satisfies
|Cmax| ∼ 2χ(p)2 log
(
V/χ(p)3
)
whp. (1.22)
Note that [4] establishes in full only the upper bound part of (1.22), the corresponding best lower
bound therein being |Cmax| ≥ χ(p)2/(3600ω) whp for ω large (cf. (1.6)). (It is the upper bound,
however, that is relevant for locating the phase transition window.) We anticipate that above the
critical window
|Cmax| ∼ 2εV whp, (1.23)
where ε = Ω(p − pc) ≫ V −1/3. Establishing the validity of the asymptotics in (1.23) in full
generality would strengthen Theorem 1.1 to all d ≥ 1 and all p above the critical window.
2. Overview of the proof of Theorem 1.1
This section contains an extensive overview of the proof of our main result, breaking it down
into a number of key propositions and lemmas. We start by describing the general philosophy of
the proof.
From now on, we shall assume that p = pc + ε/Ω, where ε ≥ 0. As in [4], the proof will be
centered on the investigation of the random variables
Z≥k =
∑
v∈H(2,n)
I[|C(v)| ≥ k], (2.1)
the number of vertices in clusters of size at least k, for appropriate values of k. In terms of these
random variables, we have that |Cmax| ≥ k holds if and only if Z≥k ≥ 1. By proving sufficient
concentration of measure for Z≥k, we are able to prove bounds on |Cmax|. The whole proof revolves
around finding the right scales of k to which we can apply our arguments.
Specifically, we need two different scales. The first scale is the smallest possible scale k for which
Pp(|C(v)| ≥ k) is very close to 2ε. If indeed the duality principle holds (see the discussion above
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(1.20)), then, by (1.15), we expect that
Pp(|C(v)| ≥ k) = Pp(|C(v)| ≥ k,v ∈ Cmax) + Pp(|C(v)| ≥ k,v 6∈ Cmax) ∼ 2ε+ 1√
k
e−kε
2/2. (2.2)
As a result, as soon as k ≫ ε−2, we are led to
Pp(|C(v)| ≥ k) ∼ 2ε, (2.3)
so that also Ep[Z≥k] = V Pp(|C(v)| ≥ k) ∼ 2εV. Equation (2.3) follows from Proposition 2.1 below.
Assuming sufficient concentration of measure for Z≥k, we then obtain that Z≥k ∼ 2εV whp, and,
since |Cmax| ≤ Z≥k for every k for which Z≥k ≥ 1, we obtain the required upper bound on |Cmax|.
Concentration estimates on Z≥k are stated in Proposition 2.2 below.
The lower bound on |Cmax| is slightly more involved. Here we need to find the largest possible k
for which we can prove that Z≥k is concentrated around its mean Ep[Z≥k] ∼ 2εV . To achieve this,
we perform a so-called two-round exposure. We first take p− < p such that p− = p + o(ε/Ω), and
compare clusters in percolation with parameter p− to suitable lower-bounding branching processes.
Note that such comparisons can only be applied when k ≪ εV , so these bounds are rather “weak”.
Subsequently, we “sprinkle” extra edges, so that the distribution of the final configuration is that
of percolation with parameter p. We prove that all the large connected components in the p−-
configuration are, in fact, whp, joined all together by the sprinkled edges. We now explain the
steps in this argument in more detail.
Since p− < p and satisfies p− = p + o(ε/Ω), all the concentration results for Z≥k hold also for
Z ′
≥k
, the number of vertices in connected components of size at least k in the p−−percolation
configuration. Furthermore, again using the fact that p− = p+ o(ε/Ω), we have that Pp−(|C(v)| ≥
k) ∼ 2ε, so that, by our concentration estimates, Z ′
≥k
∼ 2εV whp for all k ≪ εV . This establishes
the necessary “weak” bounds on connected components of size at least k ≪ εV .
The p-configuration can be coupled to the p−-configuration as follows. Let η > 0 be given
by p− + (1 − p−)η/Ω = p. Then, make each p−−vacant edge occupied with probability η/Ω,
independently of all other vacant edges. We show that, for appropriate choices of η (and thus p−)
and k ≪ εV , the sprinkling procedure whp connects all p−-clusters of size at least k into one. It
follows that |Cmax| ≥ Z ′≥k ∼ 2εV whp, establishing the lower bound. This part of the proof makes
crucial use of the fact that big components turn out to be quite “dense”, in the sense that they
contain many elements along most coordinate lines; details can be found in Proposition 2.4 below.
As explained above, the entire analysis revolves around a delicate choice of the two different
scales. We now present our precise results, formulated in Propositions 2.1, 2.2 and 2.4 below. We
then use these propositions to complete our proof of Theorem 1.1.
Proposition 2.1 (The cluster tail). Set p = pc +
ε
Ω
. Let V −1/3 ≪ ε ≪ 1 as V → ∞. Then, for
every η such that ε−2 ≪ ηV ≪ εV ,
Pp(|C(v)| ≥ ηV ) = 2ε(1 + o(1)). (2.4)
Proposition 2.1 consists of two parts, corresponding to the upper and lower bounds. These are
re-stated separately in Section 4.1 as Lemmas 4.2 and 4.3, and proved in Sections 4.1 and 4.3
respectively.
The following proposition shows concentration of measure for Z≥k for an appropriately chosen
k ≫ ε−2.
Proposition 2.2 (Concentration of the number of vertices in large components of certain sizes).
Set p = pc +
ε
Ω
and let V −1/3(log V )1/3 ≪ ε≪ 1. Then there exists ε0 satisfying ε0 ≪ ε such that,
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for every δ > 0,
Pp
(
|Z≥ε−2
0
− Ep[Z≥ε−2
0
]| ≥ δεV
)
= o(1). (2.5)
The proof of Proposition 2.2 makes use of a somewhat delicate second moment argument. We
start by upper bounding the variance of Z≥N and Z≥2N − Z≥N for specific values of N . These
bounds are then combined to prove that Z≥ε−2
0
is concentrated around its mean, provided that
V −1/3(log V )1/3 ≪ ε ≪ 1. The proof can be found in Section 5.2, where we also show that a
possible choice for ε0 is ε0 = V
−1/3, which indeed satisfies ε−20 = V
2/3 ≫ ε−2, since ε ≫ V −1/3.
For the remainder of this section, we only need to know that a suitable ε0 does indeed exist; its
precise value is irrelevant.
Armed with Propositions 2.1 and 2.2, we now prove the upper bound on |Cmax| in Theorem 1.1.
Proof of the upper bound part of Theorem 1.1. We shall show that whp, |Cmax| ≤ 2εV (1 + o(1)).
Choose ε0 as in Proposition 2.2. By Proposition 2.2, the random variable Z≥ε−20 is concentrated
around 2εV . In other words, the number of vertices in connected components of size at least ε−20
is close to 2εV whp. However, on the event {Z≥ε−20 ≥ 1}, we have that
|Cmax| ≤ Z≥ε−2
0
, (2.6)
and so it follows that
|Cmax| ≤ 2εV (1 + op(1)). (2.7)
The following result is an easy corollary to Proposition 2.2. It shows that, in fact, concentration
of measure holds for the number of vertices in clusters of size at least ηV , for all η ≪ ε such that
η3V ≫ 1. This will be required for the proof of the lower bound of Theorem 1.1, as discussed in
the proof overview above.
Corollary 2.3 (Concentration of the number of vertices in all large components). Set p = pc +
ε
Ω
and let V −1/3(log V )1/3 ≪ ε ≪ 1. Let η = η(n) satisfy η ≪ ε and η3V ≫ 1. Then, for every
δ > 0,
Pp
(
|Z≥ηV − Ep[Z≥ηV ]| ≥ δεV
)
= o(1). (2.8)
Corollary 2.3 allows us to use the concentration of Z≥ηV for any appropriate η, thus effectively
removing the delicate choice of η in Proposition 2.2. We shall see that Corollary 2.3 follows from
Propositions 2.1 and 2.2, combined with a simple first moment estimate.
Proof. Let us choose η satisfying both η ≪ ε and η3V ≫ 1, so that in particular ηV ≫ η−2 ≫ ε−2.
Choose further ε0 as given in Proposition 2.2. We shall assume that ε
−2
0 ≤ ηV ; the proof when
ε−20 > ηV is a simple adaptation of the argument below. By Proposition 2.1, for any fixed δ > 0,
Pp
(
|Z≥ηV − 2εV | ≥ δεV
)
≤ Pp
(
|Z≥ε−2
0
− Ep[Z≥ε−2
0
]| ≥ δεV/3
)
+ Pp
(
|Z≥ηV − Z≥ε−2
0
| ≥ δεV/3
)
, (2.9)
provided that V is large enough. More precisely, the volume V must be such that∣∣∣Ep[Z≥ε−2
0
]− 2εV
∣∣∣ ≤ δεV/3, (2.10)
or, equivalently (using transitivity),∣∣∣Pp(|C(v)| ≥ ε−20 )− 2ε∣∣∣ ≤ δε/3. (2.11)
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By Proposition 2.2,
Pp
(
|Z≥ε−2
0
− Ep[Z≥ε−2
0
]| ≥ δεV/3
)
= o(1). (2.12)
Further, since ε−20 ≫ ε−2, the Markov inequality, together with the fact that ε0 ≤ η, yields that,
for every δ > 0,
Pp
(
|Z≥ηV − Z≥ε−20 | ≥ δεV/3
)
≤ 3Ep[Z≥ε
−2
0
− Z≥ηV ]
δεV
(2.13)
=
3
δε
[
Pp(|C(v)| ≥ ε−20 )− Pp(|C(v)| ≥ ηV )
]
= o(1),
where the last equality follows from Proposition 2.1 together with the fact that ε−2 ≪ ηV ≪ εV
and ε−2 ≪ ε−20 ≪ εV . Equation (2.13) thus completes the proof. 
It remains to establish a matching lower bound for |Cmax|, and we shall do this via a “sprinkling”
argument. (Sprinkling is sometimes referred to as the “two-round exposure”, see [18, Chapter 1].)
This part of our proof is based on two results below. Before we state them, we need to introduce
some more notation.
For each i, the i-th horizontal line of H(2, n) is defined to be the set {(i, x) : x = 1, . . . , n} of
vertices with first coordinate i; similarly the set {(x, i) : x = 1, . . . , n} of vertices with the second
coordinate equal to i constitutes the i-th vertical line. A vertex belonging to a given line is said
to be an element of that line.
Proposition 2.4 (Lower bound on the number of line elements in a large cluster). Set p = pc+
ε
Ω
.
There exists a constant C > 0 such that the following holds. Fix ε, η satisfying V −1/3 ≪ ε ≪ 1,
η ≪ ε, ηV ≫ ε−2 and ηV/n ≥ C log n for n sufficiently large. Then whp for every cluster of size
at least ηV , there are at least 3n
4
horizontal lines each with at least ηV/(4n) elements contained in
the cluster.
The proof of Proposition 2.4 is deferred to Section 4.3. Assuming it holds, we now prove that
the second round exposure will join together every pair of large clusters formed during the first
round. In the following lemma, for a pair of sets of vertices S1, S2, we use the notation S1 ←→ S2
to denote the event that S1, S2 are joined together. We also write S1 ←→/ S2 to denote that S1, S2
are not joined together.
Lemma 2.5 (Sprinkling). Set p = pc +
ε
Ω
. Choose V −1/3 ≪ ε ≪ 1. Let η = √εV −1/6, and
let S1, S2 be disjoint sets of vertices both containing at least ηV/(4n) elements of at least 3n/4
horizontal lines (possibly different lines for S1 and S2). Then
Pη/Ω(S1 ←→ S2) ≥ 1− o
(V −1/3
ε
)
. (2.14)
Proof. Choose two disjoint vertex sets S1 and S2 each containing at least ηV/4 elements in at least
3n/4 horizontal lines. Then S1 and S2 must have at least n/2 such lines in common, that is both
S1 and S2 contain at least ηV/(4n) = ηn/4 elements of these lines. Note that, since ε ≫ V −1/3,
η =
√
εV −1/6 and V = n2, we have ηV/n =
√
εV 1/3 ≫ 1. Along the shared good lines, there are
at least (ηn)2/16 edges with one endpoint in S1 and the other in S2. All of these edges will be
occupied independently under Pη/Ω, so
Pη/Ω(S1 ←→/ S2) ≤
(
1− η
2(n− 1)
)n(ηn)2/32
. (2.15)
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Using the inequality 1− x ≤ e−x and the fact that ε≫ V −1/3,
Pη/Ω(S1 ←→/ S2) ≤ e−η3n2/64 = e−ε3/2V 1/2/64 ≪
(
εV 1/3
)−1
= o(1), (2.16)
which completes the proof. 
We can now do the lower bound part of Theorem 1.1.
Proof of the lower bound part of Theorem 1.1. We choose η =
√
εV −1/6, as in Lemma 2.5, and
note that the results in Proposition 2.4 apply to this choice of η. Indeed, since ε ≫ V −1/3, we
have that η = ε/(
√
εV 1/3)≪ ε and ηV = √εV 5/6 ≫ ε−2. Finally, once again using ε≫ V −1/3, we
have ηV/n =
√
εV 1/3 ≫ V 1/6 ≥ C logn for n sufficiently large.
We define p− by the relation
p− + (1− p−) η
Ω
= p. (2.17)
Note that every configuration with edge probability p can be obtained in a unique way as follows.
First construct a configuration by throwing in edges independently of one another with probability
p−; subsequently, “sprinkle” extra edges with probability
η
Ω
, independently of one another and of
the p− configuration. In the final configuration, an edge is occupied precisely when it is occupied
in either the p− configuration, or when it is an edge that is added during the sprinkling procedure.
Since η ≪ ε,
p− = p+ o
(
ε
n
)
. (2.18)
Let Z ′
≥ηV
denote the number of vertices in connected components of size at least ηV in the p−
configuration. Since δ in Corollary 2.3 is arbitrary, it implies that Z ′
≥ηV
= 2εV (1 + op(1)) after
the first round of exposure; and by Proposition 2.4 whp every cluster of size at least ηV includes
at least ηV/(4n) elements in at least 3n
4
lines. Thus, under the measure Pp−, whp there are at
most 2ε
η
(1 + o(1)) connected clusters of size at least ηV , and each of these connected components
contains at least ηV/(4n) elements in at least 3n
4
lines.
It now suffices to prove that whp the subsequent sprinkling procedure (second round of expo-
sure) joins together every pair of clusters of size at least ηV . Indeed, if this is the case, then after
the sprinkling we end up with a single connected component of size at least
Z ′≥ηV ≥ 2εV (1 + op(1)). (2.19)
Let v1 and v2 be two vertices such that C(v1) 6= C(v2), and |C(v1)| ≥ ηV and |C(v2)| ≥ ηV .
Let us take S1 = C(v1) and S2 = C(v2). By Proposition 2.4, we may assume that for both S1 and
S2 one can find at least
3n
4
lines (not necessarily the same ones for S1 and S2) each with at least
ηV/(4n) elements in S1 and S2. Then, by Lemma 2.5,
Pη/Ω(S1 ←→/ S2) = o
(V −1/3
ε
)
. (2.20)
But whp there are at most
(
2ε
η
)2
(1+ o(1)) = O(εV 1/3) distinct choices for C(v1) and C(v2) with
|C(v1)| ≥ ηV and |C(v2)| ≥ ηV , and so a simple union bound implies that after sprinkling whp
all connected components of size at least ηV are connected. By (2.19), this completes the proof.
The remainder of the paper is organised as follows. In Section 3 we prove auxiliary results
relating to the tails of the total progeny of binomial Galton-Watson processes. Section 4 contains
proofs of Propositions 2.1 and 2.4; therein we investigate the structure of percolation clusters
(cluster tails and the number of elements per coordinate line) by comparing them to binomial
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Galton-Watson processes. Finally, in Section 5, we establish concentration of measure for the
number of vertices in large clusters, thus proving Proposition 2.2.
3. Total progeny of a Galton-Watson process
This section brings together some useful results from the theory of branching processes, which
will play a key role at various stages in our proofs.
We consider a standard Galton-Watson process whose offspring distribution Z is a binomial
Bi(N, p), where N ∈ N and p ∈ [0, 1] is the Hamming graph edge probability. We assume that
with probability 1 the process begins with one individual. We write PN,p for the probability measure
corresponding to this process (implicitly assuming an underlying sample space and σ-field).
Let F be the total progeny or family size. Our aim is to prove the following three results con-
cerning the distribution of F . Proposition 3.1 compares the distribution of F under the measures
PN,p, PN˜,p for different values of N and N˜ . Proposition 3.2 estimates the probability that the value
of F is between ℓ and 2ℓ, for some (large) integer ℓ. Proposition 3.3 estimates the probability that
F takes a value at least ℓ for some large integer ℓ.
Proposition 3.1 (Tails of total progeny in two binomial branching processes). Let ℓ ∈ N. Suppose
that N ∈ N and N˜ = N˜(N) satisfy N ≥ N˜ . Further, assume that ε = Np− 1 is such that ε→ 0
and ε ≥ N−2/3; and that ε˜ = N˜p− 1 > 0 and |ε− ε˜| = o(ε) as N →∞. Then, for some constant
C > 0, as N →∞,
|PN,p(F ≥ ℓ)− PN˜,p(F ≥ ℓ)| ≤ C
(
|ε− ε˜|+ 1
Nℓ1/2
+
1
ℓ3
)
. (3.1)
Proposition 3.2 (Bounds on the total progeny distribution). Let N, ℓ ∈ N. Suppose that ε =
Np− 1 satisfies ε→ 0 and ε ≥ N−2/3 as N →∞. Then, for some constant C > 0, as N →∞,
PN,p(F ∈ [ℓ, 2ℓ]) ≤ C√
ℓ
. (3.2)
Proposition 3.3 (Tails of the total progeny near criticality). Let N, ℓ ∈ N. Suppose that ε =
Np− 1 satisfies ε→ 0 and ε ≥ N−2/3 as N →∞. Then, as N →∞,
PN,p(F ≥ ℓ) = 2ε+O(ε2) +O
( 1√
ℓ
)
. (3.3)
We note that with a little care and minor modifications, Propositions 3.1–3.3 could be extended
to the case where ε is a positive constant (i.e. strictly above the critical window). In the corre-
sponding statement, (3.3) would have ζ1+ε instead of 2ε, where, as before, ζλ denotes the survival
probability of a Poisson Galton-Watson process with mean family size λ.
Our proofs of Propositions 3.1 and 3.2 will make use of the well-known Otter-Dwass formula,
which describes the distribution of the total progeny of a branching process, see [11, 23]. We begin
by stating a special case of this formula (due to Otter) for a branching process starting with 1
individual. (The formula was later extended by Dwass to a process starting with r individuals, for
arbitrary r ∈ N, but we do not make use of the extension here.)
Lemma 3.4 (Otter-Dwass formula). Let Z1, Z2, Z3, . . . be i.i.d. random variables distributed as Z.
Let P denote the Galton-Watson process measure. For all k ∈ N,
P(F = k) =
1
k
P(
k∑
i=1
Zi = k − 1).
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We now prove each of Propositions 3.1–3.3 in turn.
Proof of Proposition 3.1. It will be convenient for us to introduce new parameters λ = pN and
λ˜ = pN˜ . By assumption λ, λ˜ > 1, so that both branching processes are supercritical. The total
progeny size in the Bi(N˜ , p) process will be denoted by F˜ .
By Lemma 3.4, for each k ∈ N,
PN,p(F = k) =
1
k
P(
k∑
i=1
Zi = k − 1), (3.4)
where the Zi are i.i.d. Bi(N, λ/N). We now investigate the asymptotics of the formula (3.4) as
N →∞, for large integers k = k(N). Our aim is to obtain estimates for PN,p(F = k) sharp enough
for the errors to be summable.
In outline, our calculation is as follows. First we demonstrate that, if k ≥ C0ε−2 log(1/ε) for a
sufficiently large constant C0, then
PN,p(k ≤ F <∞) ≤ k−4. (3.5)
Next we show that (3.5) implies an identical upper bound for PN˜,p(F˜ = k). Subsequently, we prove
that there exists a constant C˜ > 0 such that, if k ≤ C0ε−2 log(1/ε), then
|PN,p(F = k)− PN˜,p(F˜ = k)| ≤
C˜
k3/2
exp
(
− (k − 1)ε
2
4
)∣∣∣(1 + kε)|ε− ε˜|+ k
N3
+
ε
N
+
1
kN
∣∣∣, (3.6)
We can then sum the errors in (3.6) and (3.5) to show that, for any ℓ ∈ N,
|PN,p(ℓ ≤ F <∞)− PN˜,p(ℓ ≤ F˜ <∞)| ≤ C
(
|ε− ε˜|+ 1
Nℓ1/2
+
1
ℓ3
)
. (3.7)
Finally, since λ > 1, we need to estimate PN,p(F =∞) and PN˜,p(F˜ =∞); we shall show that∣∣PN,p(F =∞)− PN˜,p(F˜ =∞)∣∣ ≤ C|ε− ε˜|. (3.8)
Combining the last two estimates yields Proposition 3.1. As we shall see below, several steps of
our proof will also play a role in proving Propositions 3.2 and 3.3.
Let us make a start on the details. To show (3.5), we note that (3.4) implies
PN,p(F = k) ≤ 1
k
P(
k∑
i=1
Zi ≤ k), (3.9)
where
∑k
i=1 Zi ∼ Bi(kN, p). But if Z ∼ Bi(n, p), then (see for instance [16])
P(Z ≤ np− t) ≤ e−
t2
2(np+ t3 ) . (3.10)
Applying (3.10) with n = kN , p = 1+ε
N
and t = np− k = kε (and also using our assumption that
ε < 1), we obtain that
PN,p(F = k) ≤ 1
k
e
− kε2
2(1+ 4ε3 ) ≤ 1
k
e−
kε2
5 . (3.11)
But if k ≥ C0ε−2 log(1/ε) for a sufficiently large C0 > 0 then
1
k
e−
kε2
4 ≤ k−4, (3.12)
so (3.5) follows.
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We now show that (3.6) holds for k ≤ C0ε−2 log(1/ε). Clearly, (3.4) implies that, for each k ∈ N,
PN,p(F = k) =
1
k
(
kN
k − 1
)(
λ
N
)k−1(
1− λ
N
)kN−k+1
. (3.13)
By Stirling’s formula,
(m)r := m(m− 1) · · · (m− r + 1) = mr exp
(
− r
2
2m
− r
3
6m2
+O
( r4
m3
))
.
Applying the above approximation with m = kN and r = k − 1 (and noting that r4
m3
= O( k
N3
)),
we arrive at
PN,p(F = k) =
1
k
(kλ)k−1
(k − 1)! exp
(
− (k − 1)
2
2kN
− (k − 1)
3
6k2N2
+O
( k
N3
))(
1− λ
N
)kN−k+1
=
(kλ)k−1
k!
exp
(
− k
2N
+
1
N
− 1
2kN
− k
6N2
+O
( 1
N2
+
k
N3
))(
1− λ
N
)kN−k+1
.
Observe that(
1− λ
N
)kN−k+1
= exp
(
(kN − k + 1) log(1− λ
N
)
)
= exp
(
− λk + kλ
N
− λ
N
− λ
2k
2N
+
λ2k
2N2
− λ
3k
3N2
+O(
1
N2
+
k
N3
)
)
,
so that
PN,p(F = k) =
kk−1e−(k−1)e−λ
k!
exp((k − 1)f(λ)) exp
(
− k(λ− 1)
2
2N
+
1− λ
N
− 1
2kN
)
× exp
( k
N2
g(λ) +O
( k
N3
+
1
N2
))
, (3.14)
where
f(λ) = log λ− (λ− 1), g(λ) = −1
6
+
λ2
2
− λ
3
3
. (3.15)
The Taylor expansion for |λ− 1| small gives
f(λ) = −(λ− 1)
2
2
+O(|λ− 1|3). (3.16)
But λ − 1 = ε and k ≤ C0ε−2 log(1/ε), where N−2/3 ≪ ε = o(1), and so k|λ − 1|3 = o(1),
uniformly for all such k. The other error terms can be bounded similarly, and hence, uniformly
for k ≤ C0ε−2 log(1/ε),
PN,p(F = k) = (1 + o(1))
kk−1e−k
k!
exp
(
− 1
2
(k − 1)(λ− 1)2
)
. (3.17)
We now compare PN,p(F = k) to PN˜,p(F˜ = k) for k ≤ C0ε−2 log(1/ε). Write λ/N = λ˜/N˜ , where
λ˜ = N˜λ/N < λ. Then a calculation similar to the one above shows that
PN˜,p(F˜ = k) =
kk−1e−λ˜−(k−1)
k!
exp
(
(k − 1)f(λ˜)
)
× exp
(
− k(λ˜− 1)
2
2N˜
+
1− λ˜
N˜
− 1
2kN˜
+
k
N˜2
g(λ˜) +O
( k
N˜3
+
1
N˜2
)))
.
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By assumption, ε = λ− 1 > 0 and ε˜ = λ˜− 1 > 0. Further,
f(λ)− f(λ˜) = (ε˜− ε)f ′(1 + s), (3.18)
for some s ∈ (ε˜, ε), where
|f ′(1 + s)| = s
1 + s
≤ s, s ≥ 0, (3.19)
and so
f(λ)− f(λ˜) = O(ε|ε− ε˜|). (3.20)
We deduce that, for ε ≥ N−2/3 and all k ≤ C0ε−2 log(1/ε),
|PN,p(F = k)− PN˜,p(F˜ = k)| =
(k/e)k−1e−λ
k!
exp((k − 1)f(λ))∣∣ exp(x)− exp(y)∣∣ (3.21)
where
x = −kε
2
2N
+
k
N2
g(λ) +O
( k
N3
+
ε
N
+
1
kN
)
,
y = (ε− ε˜)− kε˜
2
2N˜
+
k
N˜2
g(λ˜) +O(kε|ε− ε˜|) +O
( k
N˜3
+
ε˜
N˜
+
1
kN˜
)
.
Since k ≤ C0ε−2 log(1/ε), N−2/3 ≪ ε = o(1) and ε˜ = o(ε), x = o(1) and also all contributions to
y are o(1), except possibly for the term kε|ε− ε˜|. Now, for some constant C,
| exp(x)− exp(y)| ≤ C|x− y|e|x|∨|y|, (3.22)
where, for u, v ∈ R, u∨ v = max{u, v}. Note that x = o(1) and, since |ε− ε˜| = o(ε), we have that
y = o(1) + o(kε2). As a result, we obtain that, for N sufficiently large,
| exp(x)− exp(y)| ≤ C|x− y|e(k−1)ε2/4. (3.23)
Since further N−2− N˜−2 = O(N−2|ε− ε˜|), the contribution to |x− y| due to the term g(λ)k/N2−
g(λ˜)k/N˜2 is O(kN−2|ε− ε˜|) = o(kε|ε− ε˜|), which gives
|x− y| ≤ C(1 + kε)|ε− ε˜|+O
( k
N3
+
ε
N
+
1
kN
)
. (3.24)
Hence, combining (3.21), (3.23), (3.16), for all k ≤ C0ε−2 log(1/ε3), we arrive at (3.6).
Summing the estimates (3.5) and (3.6) over k ≥ ℓ,
|PN,p(ℓ ≤ F <∞)− PN˜,p(ℓ ≤ F˜ <∞)|
≤ C
∑
k≥ℓ
(
(1 + kε)|ε− ε˜|+ k
N3
+
ε
N
+
1
kN
)exp(−(k − 1)ε2/4)
k3/2
+
∑
k≥ℓ
k−4.
The final contribution is O(ℓ−3); for the remaining terms observe that
∑
k≥ℓ
k−a exp(−(k − 1)ε2/4) ≤
{
Cℓ1−a for a > 1,
Cε−2−2a for a < 1,
(3.25)
which yields (with a suitably adjusted value of C)
|PN,p(ℓ ≤ F <∞)− PN˜,p(ℓ ≤ F˜ <∞)| ≤ C
(
|ε− ε˜|+ 1
εN3
+
ε
Nℓ1/2
+
1
ℓ3/2N
+
1
ℓ3
)
≤ C
(
|ε− ε˜|+ 1
Nℓ1/2
+
1
ℓ3
)
. (3.26)
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To prove (3.8), we need to estimate |a − a˜|, where a = PN,p(F < ∞) and a˜ = PN˜,p(F˜ < ∞).
The quantities a, a˜ respectively are the smallest positive roots of the equations
a = (1 +
λ
N
(a− 1))N , and a˜ = (1 + λ
N
(a˜− 1))N˜ . (3.27)
Using the convexity of probability generating functions and the supercriticality of the branching
processes in question, the equations in (3.27) each have precisely one root a and a˜ respectively in
the interval [0, 1).
The proof is divided into two main steps. In the first step, we prove that 1 − a = 2ε + O(ε2),
which also implies that |a− a˜| = o(ε) when |ε− ε˜| = o(ε), so that we may use a Taylor expansion.
In the second main step, we prove that |a− a˜| ≤ C|ε− ε˜|.
To prove that 1− a = 2ε+O(ε2), we expand the right hand side of (3.27) to obtain
a− 1 =
(
N
1
)
λ
N
(a− 1) +
(
N
2
)( λ
N
)2
(a− 1)2 +O(|a− 1|3)
1 = λ+
N − 1
2N
λ2(a− 1) +O(|a− 1|2)
1 = 1 + ε+
N − 1
2N
(1 + ε)2(a− 1) +O(|a− 1|2),
so that
(1− a)(1 + 2ε+ ε2 −N−1 − 2N−1ε+O(N−1ε2)) = 2ε+O(|1− a|2),
and so, again using that ε ≥ N−2/3,
1− a = 2ε+O(ε2). (3.28)
To prove that |a− a˜| ≤ C|ε− ε˜|, we use that
a−a˜ = (1+ λ
N
(a−1))N−(1+ λ
N
(a˜−1))N˜ = fN˜(a)−fN˜(a˜)+fN˜(a)
(
(1+
λ
N
(a−1))N−N˜−1
)
, (3.29)
where fN˜(x) = (1 +
λ
N
(x− 1))N˜ . Note first that
(1 +
λ
N
(a− 1))N−N˜ − 1 = O
(N − N˜
N
(1− a)
)
. (3.30)
Further, since |a− a˜| = o(|a− 1|), we have that fN˜(a) ≤ 2. Also,
f ′
N˜
(x) =
N˜λ
N
(
1 +
λ
N
(x− 1))N˜−1, (3.31)
f ′′
N˜
(x) =
N˜λ
N
(N˜ − 1)λ
N
(
1 +
λ
N
(x− 1))N˜−2, (3.32)
and it is not hard to see that f ′′
N˜
(x) = O(1) uniformly for x ∈ [a˜, a]. Hence
a− a˜ = (a− a˜)f ′
N˜
(a˜) +O
(N − N˜
N
(1− a)
)
+O
(
(a− a˜)2), (3.33)
so that
a− a˜ = O
((N − N˜)(1− a)
N |1− f ′
N˜
(a˜)|
)
+O
( (a− a˜)2
|1− f ′
N˜
(a˜)|
)
. (3.34)
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A closer inspection of f ′
N˜
(x) yields that f ′
N˜
(a˜)− 1 = ε+ o(ε), so that
|a− a˜| ≤ O
( |N − N˜ |
N
)
+O
((a− a˜)2
1− a
)
≤ C|ε− ε˜|. (3.35)
This completes the proof of Proposition 3.1.
Proof of Proposition 3.2. By (3.17), for all k ≤ C0ε−2 log(1/ε)
PN,p(F = k) = (1 + o(1))
(k/e)k−1e−λ
k!
exp
(
− 1
2
(k − 1)ε2
)
.
Also (provided C0 is large enough) for k ≥ C0ε−2 log(1/ε),
PN,p(F = k) ≤ k−4.
Summing over ℓ ≤ k ≤ 2ℓ we obtain
PN,p(ℓ ≤ F ≤ 2ℓ) ≤ C
∑
ℓ≤k≤2ℓ
( 1
k3/2
e−kε
2/2 + k−4
)
≤ C
ℓ1/2
,
where the constant C was adjusted within the final inequality.
Proof of Proposition 3.3. We have
PN,p(F ≥ ℓ) = 1− PN,p(F <∞) + PN,p(ℓ ≤ F <∞). (3.36)
By (3.28), the term 1 − PN,p(F < ∞) is 2ε+ O(ε2). Calculations similar to those in the proof of
Proposition 3.2 show that the final term is bounded by O(ℓ−1/2), which completes the proof.
4. Comparisons to branching processes
In this section, we use comparisons to branching processes and concentration of measure tech-
niques to study the cluster tail probabilities (cf. Proposition 2.1), as well as the cluster structure,
specifically, the number of vertices per line, of large clusters (cf. Proposition 2.4).
This section is organised as follows. In Section 4.1, we describe a cluster exploration procedure,
state key estimates for the tails of the cluster size distribution, and prove the upper bound part of
Proposition 2.1. In Section 4.2 we establish an upper bound on the number of elements per line
in a large cluster; this result is a crucial ingredient in the proof of Proposition 2.4. Section 4.3
contains a proof of the lower bound part of Proposition 2.1, as well as a proof of Proposition 2.4.
4.1. Component exploration and strategy of proof. We take an initial vertex v0 = (x0, y0)
and explore its cluster, C(v0), by exploring the vertices in that cluster successively one at a time,
in a breadth-first order. Exploring a vertex (x, y) means that we consider all the edges (x, j) for
j 6= y in the order of increasing j, and decide for each one in turn if it is open with probability p
or closed with probability 1− p; then we do the same for the edges (i, y) for i 6= x in the order of
increasing i. Note that, until the moment all available vertices in the cluster have been explored,
the number of explored vertices at time t is equal to t.
Let us introduce colours as follows. At time t, all vertices that have not yet been explored
and are not yet contained in C(v0) are white. All unexplored vertices connected to v0 (that is,
included in C(v0)) at time t are green. All explored vertices are red. (Thus, in particular, at time
0 all vertices are white except for v0, which is green.) In fact, we need to modify this exploration
process slightly as follows: when exploring a green vertex we only consider those of its edges where
the other endpoint of the edge is white. If such an edge is found to be open, then we colour its
other endpoint green.
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Let Ct(v0) be the set of vertices included in the cluster of v0 by the time t. Let also Gt(v0) be
the set of green vertices in the cluster at time t. Thus Ct(v0) consists of all green and red vertices
at time t, and Rt(v0) = Ct(v0) \ Gt(v0) is the set of red vertices at time t. All the remaining
vertices in the graph are white.
Let Tv0 denote the smallest time t when there are no green vertices remaining, that is Tv0 =
inf{t : |Gt(v0)| = 0}. Note that Tv0 = |C(v0)|, the size of the cluster of vertex v0, and |Rt(v0)| = t
for all t ≤ Tv0. Choose a parameter η = η(ε, V ) such that 0 < η ≪ ε and let
T = Tv0 ∧ ⌈ηV ⌉ (4.1)
be the minimum of Tv0 and ⌈ηV ⌉.
Given an integer i ∈ {1, . . . , n}, let Ct(v0, i) be the set of vertices (i, y) included in the cluster
at time t. (This is the collection of all the elements of the i-th horizontal line added by time
t during the exploration procedure.) Let also C(v0, i) be the set of all vertices (i, y) in C(v0),
that is, the collection of all the elements in the i-th horizontal line contained in C(v0). We
further denote the number of elements of the i-th horizontal line included in C(v0) until time T
by N(v0, i) = |CT (v0, i)|.
Similarly, let Cˆt(v0, i) be the set of vertices (x, i) included in the cluster at time t, that is all the
i-th vertical line elements added by time t during the exploration procedure.) Let Cˆ(v0, i) be the
set of all vertices (x, i) in C(v0); and, finally, denote the number of elements of the i-th vertical
line included in C(v0) until time T by Nˆ(v0, i) = |CˆT (v0, i)|.
We write (xt, yt) for the vertex that is explored at time t if such a vertex exists, that is, if t ≤ T .
We may identify the set of colours with the set {0, 1, 2}. The state of the exploration process
at time t is the list giving the colour of each vertex, in other words, an n-vector with values in
{0, 1, 2}n. This process defines a natural filtration ϕ0 ⊆ ϕ1 ⊆ . . . ⊆ ϕT , where ϕt is the smallest
σ-field with respect to which the state at time t is measurable. (Informally, ϕt corresponds to
“everything that has occurred until time t”.) We note that T is a stopping time with respect to
this filtration. We note also that, even on the event {T = ⌈ηV ⌉}, it is not necessarily the case
that CT (v0) = ⌈ηV ⌉, since the number of new vertices added at each exploration step is a random
variable, which can be smaller or greater than 1. We stop our process at time T , and we make
the convention that Ct(v0) = CT (v0) for all t ≥ T (and similarly for all other relevant random
variables). This is important when T = Tv0 < ηV , that is, when the process dies out before time
ηV .
Following the notation of Section 3, we let F denote the total population size of a Galton-Watson
process starting with one individual, where the offspring distribution is Bi(Ω, p); and further PΩ,p
denotes the probability measure corresponding to this branching process. Proposition 2.1 involves
upper and lower bounds on Pp(|C(v0)| ≥ ℓ) for appropriate choices of ℓ. These bounds are
formulated in Lemmas 4.1– 4.3 below.
Lemma 4.1 (Stochastic domination of cluster size by branching process progeny size). For every
ℓ ∈ N,
Pp(|C(v0)| ≥ ℓ) ≤ PΩ,p(F ≥ ℓ). (4.2)
The result in Lemma 4.1 is standard, and we will omit its proof. In essence, it follows since
in the cluster exploration, from each vertex being explored, at most Bi(Ω, p) new vertices can be
added to the cluster, independently of what has already been added. Thus the total cluster size
must be at most the total population size of the binomial Galton-Watson process, as claimed.
Lemma 4.2 below follows directly from Lemma 4.1 and Proposition 3.3, and establishes the
upper bound part of Proposition 2.1. It is also used in the proof of Lemma 5.2 in Section 5.
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Lemma 4.2. For every ℓ ∈ N, and for ε ≥ V −1/3,
Pp(|C(v0)| ≥ ℓ) ≤ 2ε+O(ε2) +O
( 1√
ℓ
)
.
In particular, if ε−2 ≪ ηV ≪ εV , then
Pp(|C(v0)| ≥ ηV ) ≤ 2ε(1 + o(1)). (4.3)
Proof. By Lemma 4.1, for every ℓ ∈ N,
Pp(|C(v0)| ≥ ℓ) ≤ PΩ,p(F ≥ ℓ).
Our choice of p = p(n) implies that Ωp = 1 + ε > 1, that is, the Bi(Ω, p) Galton-Watson process
is supercritical. By Proposition 3.3,
PΩ,p(F ≥ ℓ) = 2ε+O(ε2) +O
( 1√
ℓ
)
.
For ℓ = ηV , we have that ηV ≫ ε−2, and so 1/√ηV = o(ε), which completes the proof. 
Our next lemma establishes a lower bound on Pp(|C(v0)| ≥ ℓ), that is, the lower bound part of
Proposition 2.1.
Lemma 4.3 (Stochastic domination of cluster size over branching process progeny size). For every
ℓ≪ εV ,
Pp(|C(v0)| ≥ ℓ) ≥ PΩ˜,p(F ≥ ℓ) +O(V −3), (4.4)
where Ω˜ = Ω− 5
2
max{ℓn−1, C log n}.
Consequently, if ε≫ V −1/3, η ≪ ε and ε−2 ≪ ηV , then
Pp(|C(v0)| ≥ ηV ) ≥ 2ε(1 + o(1)). (4.5)
Lemma 4.3 is proved in Section 4.3, where we show that the cluster size stochastically dominates
the Bi(Ω˜, p) Galton-Watson process.
4.2. Upper bounds on the cluster size and structure. In this section we give an upper
bound on the number of elements of a large cluster that belong to a particular horizontal line. The
following proposition is crucial in the proofs of Proposition 2.4 and Lemma 4.3.
Proposition 4.4 (Upper bound on the number of elements per line in a large cluster). Let
ε = ε(n) ≥ 0 be such that ε = ε(n) ≤ 1/20 and choose η ≪ ε. Further, let N(v0, i) be the number
of elements of CT (v0) = C⌈ηV ⌉(v0) that belong to the horizontal line i. There exists a positive
constant c1 such that for every ν > 0
Pp
(
max
i=1,...,n
: N(v0, i) ≥ (1 + ν)11
9
ηn
)
≤ ne−c1νηn. (4.6)
Furthermore, there exist constants c2, c3, c4 > 0 such that the following holds:
(1) Let n ∈ N and η = η(n) be such that ηn ≥ c2 logn. If n is sufficiently large, then
Pp
(
max
i=1,...,n
: N(v0, i) ≥ 5
4
ηn
)
≤ c4V −3. (4.7)
(2) Let n ∈ N and η = η(n) be such that ηn/ logn < c2. If n is sufficiently large, then
Pp
(
max
i=1,...,n
: N(v0, i) ≥ c3 log n
)
≤ c4V −3. (4.8)
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Here is an informal outline of the proof. Whenever we explore a vertex not on the line i, we add
an element of line i with probability p. On the other hand, each vertex belonging to the line i has
n−1 neighbours on that line. Whenever such a vertex is explored, each one of its neighbours on the
line i is included with probability p (unless it is already in the cluster). It follows that the number
of new elements on line i resulting from exploring a vertex belonging to that line is stochastically
dominated by a Bi(n− 1, p) Galton-Watson process. Since p = 1+ε
2(n−1) and ε ≤ 1/2 < 1 for n large
enough, we have that (n−1)p < 1, so that the Galton-Watson process is subcritical. Hence, using
standard concentration of measure techniques, we are able to upper bound the number of elements
on line i that make it into a large cluster. We now make this argument precise.
Proof of Proposition 4.4. Let i ∈ {1, . . . , n} and, for each t = 1, . . . , T , let St(i) be the number of
times s such that (xs−1, ys−1), (i, ys−1) is open and xs−1 6= i. That is, for each time t ≤ T , St(i) is
the number of times we enter the horizontal line i until time t. We can write
St(i) =
t∑
s=1
Ys(i),
where Yt(i) is the indicator of the event that the edge between (xt−1, yt−1), (i, yt−1) is open, and
xt−1 6= i. For each time t,
Pp(Yt(i) = 1|ϕt−1) ≤ p,
and so known results (see for instance Lemma 2.2 in [20]) imply that St(i) is stochastically dom-
inated by a Bi(t, p) random variable. Consequently, for every u ≥ 0, the moment generating
function MSt(i)(u) is bounded above by (1 + p(e
u − 1))t.
For r = 1, 2, . . ., let Zr(i) be the number of vertices (i, x) added as a result of the r-th entry on
to horizontal line i. Given that vertex (i, x˜0) ∈ C(v0), the number of its neighbours (i, x) added to
C(v0) during its exploration (if it has occurred by the time ηV ) is easily seen to be stochastically
dominated by a random variable Bi(n− 1, p). Hence, for each r, Zr(i) is stochastically dominated
by the total progeny in a branching process with offspring distribution Bi(n−1, p) descending from
a single individual. Since p = (1 + ε)/2(n− 1) and ε < 1/2, this branching process is subcritical.
We deduce that, for u ≥ 0, the moment generating function MZr(i)(u) of Zr(i) is bounded above
by the moment generating function MZ(u) of an integer-valued, finite random variable Z, whose
distribution is given by the Otter-Dwass formula (Lemma 3.4). In other words, for each N ∈ N,
Pp(Z = N) =
P(ξ1 + . . .+ ξN = N − 1)
N
, (4.9)
where the ξr are i.i.d. Bi(n− 1, p). It follows that
MZ(u) =
∞∑
N=1
euN
N
P
(
Bi(N(n− 1), p) = N − 1)
=
∞∑
N=1
euN
N
(
N(n− 1)
N − 1
)
pN−1(1− p)N(n−1)−(N−1).
Our aim is to derive an upper bound for the above expression. Unlike the branching processes
considered in Section 3, which were (slightly) supercritical, we are now subcritical. Recall that the
expected total progeny of a Bi(m, p) Galton-Watson process is 1
1−mp ; using this fact with m = n−1
and p = 1+ε
2(n−1) , we see that E[Z] =
2
1−ε .
20 REMCO VAN DER HOFSTAD AND MALWINA J. LUCZAK
As N ! ≥ (N/e)N , we have
1
N
(
N(n− 1)
N − 1
)
≤ [N(n− 1)]
N−1
N !
≤ (n− 1)
N−1
N
eN , (4.10)
which in turn implies that
MZ(u) ≤
∞∑
N=1
euN
N
(n− 1)N−1eN
( 1 + ε
2(n− 1)
)N−1(
1− 1 + ε
2(n− 1)
)N(n−1)−(N−1)
.
Since 1− x ≤ e−x, we see that
MZ(u) ≤ 2
1 + ε
∞∑
N=1
1
N
(eu+1(1 + ε)e−(1+ε)/2
2
)N
e
(1+ε)(N−1)
2(n−1) , (4.11)
which is finite for 0 ≤ u < 1+ε
2
− 1− log 1+ε
2
and n large. Further, it is easily seen that for such u
and n the contribution due to terms with N > C logn is negligible, provided that C is a sufficiently
large constant.
Clearly, Ct(v0, i) is always bounded above by
∑St(i)
r=1 Zr(i). In particular,
∑ST (i)
r=1 Zr(i) is an upper
bound on CT (v0, i), which equals the number of vertices (i, x) included in the cluster of v0 from
time 0 to time ηV .
Let u0 =
1
2
(1+ε
2
− 1 − log 1+ε
2
). Since Z is non-negative, MZ(u) ≥ 1. It follows from the above
(using also the bound 1 + x ≤ ex) that for 0 ≤ u ≤ u0,
MN(v,i)(u) ≤ MSηV (i)(logMZ(u)) ≤ (1 + p(MZ(u)− 1))⌈ηV ⌉ (4.12)
≤ exp
(
⌈ηV ⌉p(MZ(u)− 1)
)
= (1 + o(1)) exp
(1
2
ηn(1 + ε)(MZ(u)− 1)
)
≤ (1 + o(1)) exp
([
ηn
1 + ε
1− εu+
1
2
ηn(1 + ε)u2M ′′
Z
(u0)
])
,
where the final inequality comes from a second order Taylor expansion. Also we have used the
fact that E[Z] = 2/(1− ε), and that the second derivative M ′′
Z
(u) is increasing in u for u ≤ u0.
Now we run a standard large deviations argument. For all k,
Pp(N(v, i) ≥ k) ≤
MN(v,i)(u)
euk
≤ (1 + o(1)) exp
((
ηn
1 + ε
1− ε − k
)
u+
1
2
ηn(1 + ε)u2M ′′
Z
(u0)
)
. (4.13)
The expression in (4.13) can be optimised with respect to u in the usual way, and one finds that
there exists a constant c1 > 0 such that for all ν > 0,
Pp
(
N(v, i) ≥ (1 + ν)ηn1 + ε
1− ε
)
≤ e−c1νηn,
which yields
Pp
(
max
i=1,...,n
N(v, i) ≥ (1 + ν)ηn1 + ε
1− ε
)
≤ ne−c1νηn.
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Since ε ≤ 1/20, we have (1+ ε)/(1− ε) ≤ 11/9; and therefore there exists a constant c˜1 such that,
for ν > 0,
Pp
(
max
i=1,...,n
N(v, i) ≥ 11
9
(1 + ν)ηn
) ≤ ne−2c˜1νηn, (4.14)
which proves the first statement of Proposition 4.4.
For the remainder, first suppose that ηn/ logn ≥ 176/c˜1; we may take ν = 1/44 in (4.14) to
deduce that
Pp
(
max
i=1,...,n
N(v, i) ≥ 5
4
ηn
)
≤ n−6 = V −3.
Now assume that ηn/ logn < 176/c˜1. Note that N(v, i) is stochastically dominated by
∑S˜
r=1 Zr(i),
where S˜ = Bi(⌈ηV ⌉, p). Since ηV < 176 lognn/c˜1, N(v, i) is stochastically dominated by a
Bi(⌈176c˜−11 n logn⌉, p) random variable. We can perform the moment generating function and
large deviations calculations as in (4.11)– (4.13) above, to find that
Pp
(
max
i=1,...,n
N(v, i) ≥ 220
c˜1
logn
)
≤ ne−8 logn(1+o(1)) = o(V −3).
Taking c2 = 176/c˜1, c3 = 220/c˜1 and c4 = 1 completes the proof of Proposition 4.4.
4.3. Lower bounds on the cluster size and structure. In this section we establish correspond-
ing lower bounds on the cluster size and structure. We first give a proof of Lemma 4.3, which will in
particular establish a lower bound on Pp(T = ⌈ηV ⌉), that is, a lower bound on Pp(|C(v0)| ≥ ηV ).
Our argument will rely on a coupling with a suitable lower bounding Galton-Watson process and
the estimates of Proposition 4.4.
Proof of Lemma 4.3. As in Sections 4.1 and 4.2, Ct(v0, i) denotes the set of vertices (i, y) (with
i ∈ {1, . . . , n} is fixed and y ∈ {1, . . . , n} varying) included in the exploration of cluster C(v0)
until time t; and Cˆt(v0, i) denotes the set of vertices (x, i) included until time t.
Let c1 be as in Proposition 4.4. Let m =
5
4
max{ηn, 176
c1
logn}. For each time t, let Et be the
event that |Ct(v0, i)| ≤ m and |Cˆt(v0, i)| ≤ m for all i = 1, . . . , n.
Define Ω˜ = Ω−2m = 2(n−1−m). Then, provided that the event Et occurs, conditionally on ϕt
(that is, given everything else that may have happened until time t), the number of vertices added
to Ct(v0) as a result of exploring (xt, yt) stochastically dominates a Bi(Ω˜, p) random variable. We
note that Ω− Ω˜ = O(ηn+ log n) = o(n), since η → 0 as n→∞.
We shall couple our exploration process with a Galton-Watson process starting with a single
individual, where the offspring distribution is Bi(Ω˜, p). The mean offspring size for this Galton-
Watson process is
Ω˜p := 1 + ε˜ =
(
1− m
n− 1
)
(1 + ε) = 1 + ε−O(η + n−1 logn) = 1 + ε(1 + o(1)),
where we have used the fact that η ≪ ε and n−2/3 ≪ ε. By Proposition 3.3, its survival probability
is 2ε+O(η + n−1 log n+ ε2) = 2ε(1 + o(1)).
Recall the exploration process and its corresponding colours as described in Section 4.1. Let
Ft be the population size of the Bi(Ω˜, p) Galton-Watson process and let F
′
t be the set of green
or active individuals in the Galton-Watson process at time t. Also, let F = supt Ft be the total
population size of the Galton-Watson process. Finally, recall that Ct(v0) is the set of red and
green vertices in the exploration of the cluster of v0, and Gt(v0) the set of green or active vertices
in the cluster exploration. By construction, Ct(v0) ⊆ C(v0) for every t ≥ 0.
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By the above, on the event Et intersected with the event that |Ct(v0)| ≥ Ft and |Gt(v0)| ≥ F ′t ,
given ϕt, we can couple the Galton-Watson process with the cluster exploration processes for
another step so that |Ct+1(v0)| ≥ Ft+1 and |Gt+1(v0)| ≥ F ′t+1.
It follows by induction that for each t the random variable |Ct(v0)|I[Et] is stochastically at least
FtI[Et]. Hence, for each k,
Pp(|Ct(v0)| ≥ k) ≥ Pp
(Et ∩ {|Ct(v0)| ≥ k}) ≥ PΩ,Ω˜,p(Et ∩ {Ft ≥ k})
≥ PΩ˜,p(Ft ≥ k)− Pp(E ct ),
where PΩ,Ω˜,p denotes the coupling measure. In the second inequality, we have used the fact that
for every pair of events A,B, we have Pp(A ∩ B) ≥ Pp(A)− Pp(Bc).
By Proposition 4.4, Pp(E ct ) = O(V −3), and so, for each t ≤ ηV , we obtain
Pp(|Ct(v0)| ≥ k) ≥ PΩ˜,p(Ft ≥ k) +O(V −3),
which establishes (4.4). Similarly, for each time t and non-negative integer k,
Pp(|Gt(v0)| ≥ k) ≥ PΩ˜,p(F ′t ≥ k)− Pp(E ct ),
and, in particular, for each t ≤ ηV ,
Pp(T ≥ t) = Pp(|Gt(v0)| ≥ 1) ≥ PΩ˜,p(F ′t ≥ 1) +O(V −3).
Notice that, for t ≤ ηV ,
PΩ˜,p(F
′
t = 0) ≤ PΩ˜,p(F ′⌈ηV ⌉ = 0) ≤ PΩ˜,p(F <∞).
In this way we arrive at
Pp(|Ct(v0)| ≥ k) ≥ PΩ˜,p(Ft ≥ k) +O(V −3)
≥ PΩ˜,p(Ft ≥ k, F ′t > 0) +O(V −3)
= PΩ˜,p(F
′
t > 0)− PΩ˜,p(F ′t > 0, Ft < k) +O(V −3)
≥ PΩ˜,p(F ′t > 0)− Pp(Bi(tΩ˜, p) < k) +O(V −3)
≥ PΩ˜,p(F =∞)− Pp(Bi(tΩ˜, p) < k) +O(V −3),
since on the event that the process is alive at time t and the event Et occurs, we can couple the
number of vertices added at all steps until t so that it is at least as large as a sum of t independent
binomials Bi(Ω˜, p).
Hence, also using the facts that p ≥ 1/Ω and |Ω− Ω˜| = o(Ω), for every constant δ ∈ (0, 1) there
is a constant α > 0 such that
Pp
(
|C(v0)| ≥ (1− δ)ηV
)
≥ Pp(|CηV (v0)| ≥ (1− δ)ηV ) (4.15)
≥ PΩ˜,p(F =∞)− Pp
(
Bi(ηV Ω˜, p) < (1− δ)ηV )+O(V −3)
= 2ε+O(η + n−1 log n+ ε2) + e−αηV +O(V −3).
But equally, we could run the exploration process until time (1 + δ)ηV to obtain a cluster of size
ηV whp, that is, we could use the above with η replaced by η/(1− δ) to obtain that
Pp(|C(v0)| ≥ ηV ) ≥ 2ε+O(η + n−1 logn + ε2) + e−αηV +O(V −3). (4.16)
This establishes (4.5), thus completing the proof of Lemma 4.3, and hence also the proof of
Proposition 2.1.
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Let us call a horizontal line good if it contains at least ηV/(4n) = ηn/4 elements in C(v0) along
that line, and bad otherwise. We shall now prove Proposition 2.4, thus establishing a lower bound
on the number of good lines.
Proof of Proposition 2.4. As earlier, for a vertex v0 and i ∈ {1, . . . , n}, the random variable
Ct(v0, i) denotes the number of elements of the i-th horizontal line contained in Ct(v0), the part
of C(v0) obtained by running the exploration process until time t. Also, C(v0, i) is the number of
elements of the i-th horizontal line in C(v0) and N(v0, i) is the number of such elements included
in C(v0) until time ⌈ηV ⌉.
Let c2 be as in Proposition 4.4, statement (1), and choose C = c2. By Proposition 4.4, state-
ment (1), we have
Pp
(
max
v0
max
i=1,...,n
: N(v0, i) ≤ 5
4
ηn
)
= O(V −3).
We select a vertex v0. Let A be the event that {maxi=1,...,nN(v0, i) ≤ 54ηn}. Let also B (“B”
for “bad”) be the event that fewer than 3n/4 lines are good for the cluster C(v0). On the event
that |C(v0)| ≥ ηV , we have |C⌈ηV ⌉(v0)| ≥ |R⌈ηV ⌉(v0)| = ⌈ηV ⌉. It follows that we only need to show
that
Pp
(B ∩ {|C(v0)| ≥ ηV }) = Pp (B ∩ {|C⌈ηV ⌉(v0)| ≥ ηV }) = o(V −1). (4.17)
Indeed, summing over all vertices v0 we may deduce from (4.17) that whp there is no v0 such
that |C(v0)| ≥ ηV and fewer than 3n/4 lines are good for C(v0). In order to establish (4.17), we
shall show that
Pp(B ∩ {|C⌈ηV ⌉(v0)| ≥ ηV }) ≤ Pp(Ac). (4.18)
Clearly, |C(v0, i)| ≥ N(v0, i) for every i. Let us write gv0 and bv0 respectively for the number of
good and bad lines in C⌈ηV ⌉(v0).
On the event A, the explored cluster C⌈ηV ⌉(v0) at time ηV contains at most 5ηn/4 elements of
every good line and at the same time has size at least ηV . Hence, using also that gv = n− bv0 , on
A ∩ {|C⌈ηV ⌉(v0)| ≥ ηV },
ηV ≤ |CηV (v0)| ≤ 5
4
ηngv0 +
1
4
ηnbv0 = ηngv0 +
1
4
ηV,
which gives
3
4
ηV ≤ ηngv0
and hence
gv0 ≥
3
4
n.
In other words, on A∩{|C⌈ηV ⌉(v0)| ≥ ηV }, the number of good lines is at least 3n/4, which means
that
Pp(B ∩A ∩ {|C⌈ηV ⌉(v0)| ≥ ηV }) = 0, (4.19)
and so establishes claim (4.18). Then, from Proposition 4.4, we see that
Pp(B ∩ {|C⌈ηV ⌉(v0)| ≥ ηV }) ≤ Pp(Ac) = O(V −3), (4.20)
as required. This completes the proof of Proposition 2.4.
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5. Concentration of measure for the number of vertices in large clusters
This section contains our proof of Proposition 2.2. In outline, the goal is to establish concentra-
tion of measure for Z≥α−2 , for an appropriate choice of α ≪ ε to be determined below. This will
be carried out by second moment methods, in a slightly unusual way, as we explain now.
For every ℓ, define the centered versions of the random variables Z≥ℓ by
Z¯≥ℓ = Z≥ℓ − Ep[Z≥ℓ]. (5.1)
The entire proof revolves around two scales of magnitude, denoted by N and N . The value N is
the large scale, and corresponds to ε−20 in Proposition 2.2. The value N is the smaller scale, and
will be determined below. The scales N and N are related through a positive integer I defined by
N = N2I . (5.2)
With this notation, proving Proposition 2.2 amounts to establishing that
Pp
(
|Z¯≥N | ≥ δεV
)
= o(1). (5.3)
We first observe that
|Z¯≥N | ≤ |Z¯≥N |+
I−1∑
i=0
|Z¯≥2i+1N − Z¯≥2iN |.
The goal is now to establish sufficient bounds on the variances of the above random variables, so
that we can prove that Z¯≥N is concentrated. For this, we choose a sequence {δi}I−1i=0 such that each
δi > 0 and
∑I−1
i=0 δi ≤ δ2 . If |Z¯≥N | ≥ δεV , then either |Z¯≥N | ≥ δεV/2, or |Z¯≥2i+1N − Z¯≥2iN | ≥ δiεV
for some 0 ≤ i ≤ I − 1. Consequently,
Pp
(
|Z¯≥N | ≥ δεV
)
≤ Pp
(|Z¯≥N | ≥ δεV/2)+ I−1∑
i=0
Pp
(
|Z¯≥2i+1N − Z¯≥2iN | ≥ δiεV
)
, (5.4)
and we are going to upper bound each term on the right hand side separately. Our argument
relies on estimating the variance of Z≥N and those of the differences Z≥2i+1N − Z≥2iN . This is
accomplished in Section 5.2 – see Lemmas 5.2 and Lemma 5.3. The variance estimates impose
various restrictions on N and N ; in Section 5.3 we show that these can be satisfied as long as
ε3V ≫ log n, which establishes Proposition 2.2. The key to the proof is to choose N , N and
{δi}I−1i=0 so as to ensure adequate concentration of measure.
The remainder of this section is organised as follows. In Section 5.1 we bound the cluster tail
bounds of the form Pp(|C(v0)| ∈ [ℓ, 2ℓ]); these are needed to estimate the distribution of the
random variables Z≥2i+1N − Z≥2iN . Here we shall make use of Galton-Watson processes estimates
and comparisons established in Sections 3–4. Then, in Section 5.2, we upper bound the variances
of Z≥N and Z≥2i+1N − Z≥2iN . Finally, in Section 5.3 we complete our proof of Proposition 2.2.
5.1. Key ingredients. As before, for a positive integer N and an edge probability p, PN,p denotes
the probability measure corresponding to the Galton-Watson process where the family size is a
Bi(N, p) random variable; also, F is the total progeny.
The remainder of this section is devoted to establishing a bound on the cluster tail crucial to
the arguments in Sections 5.2 and Section 5.3. Recall that Ω = 2(n− 1), choose a positive integer
ℓ, and suppose that Ω˜ = Ω˜(n) satisfies Ω − Ω˜ = O(logn + ℓ/n) for some ℓ = o(εV ). Suppose
further that ε = ε(n) = Ωp− 1→ 0 such that V −1/3 ≪ ε≪ 1 for V = n2 sufficiently large. Then
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|ε− ε˜| = p|Ω− Ω˜| = O(logn/n + ℓ/n2) = o(ε), since ℓ = o(εV ), and so we may use the results of
Proposition 3.1. Hence, as long as ℓ = o(εV ), we have, uniformly in n,
|PΩ,p(F ≥ ℓ)− PΩ˜,p(F ≥ ℓ)| ≤ C
(
p|Ω− Ω˜|+ 1
nℓ1/2
+
1
ℓ3
)
. (5.5)
We shall use inequality (5.5) in the following lemma to identify the cluster tail distribution more
precisely.
Lemma 5.1 (Bound on the cluster tail). Set p = pc +
ε
Ω
. Let V −1/3 ≪ ε ≪ 1, and let ℓ ∈ N
satisfy ℓ ≤ V 2/3 and ℓ≪ εV . Then there exists a constant C such that, for n sufficiently large,
Pp(|C(v0)| ∈ [ℓ, 2ℓ]) ≤ C√
ℓ
. (5.6)
Proof. By Lemma 4.1,
Pp(|C(v0)| ≥ ℓ) ≤ PΩ,p(F ≥ ℓ).
Further, by Lemma 4.3, C can be chosen large enough that
Pp(|C(v0)| ≥ 2ℓ) ≥ PΩ˜,p(F ≥ 2ℓ) +O(V −3),
where Ω˜ = Ω − 5
2
max{ℓn−1, C log n}. Let ε˜ = Ω˜p − 1 and note that |ε − ε˜| ≤ C
n2
(ℓ + n logn)
(after a suitable adjustment of C). Since ε ≥ V −1/3 = n−2/3, our assumptions on ℓ imply that
|ε− ε˜| = o(ε). By Propositions 3.1 and 3.2,
PΩ˜,p(F ≥ 2ℓ) ≥ PΩ,p(F ≥ 2ℓ) +O
(|ε− ε˜|+ 1
nℓ1/2
+
1
ℓ3
)
≥ PΩ,p(F ≥ ℓ) +O(|ε− ε˜|) +O(ℓ−1/2).
It follows that
Pp(|C(v0)| ≥ ℓ)− Pp(|C(v0)| ≥ 2ℓ) ≤ O(|ε− ε˜|) +O(ℓ−1/2),
and we only need to show that |ε− ε˜| is O(l−1/2). This is equivalent to showing that both ℓ
n2
and
logn
n
are O(l−1/2). The condition ℓ ≤ V 2/3 is equivalent to ℓ
n2
≤ ℓ−1/2. The bound logn
n
≤ ℓ−1/2
holds when ℓ ≤ n2/(log n)2; as ℓ ≤ V 2/3 = n4/3, this is also true for n sufficiently large.
5.2. Variance estimates. Lemmas 5.2 and 5.3 below contain variance estimates essential to our
proof of Proposition 2.2.
Lemma 5.2 (Variance of the number of vertices in moderate clusters). Set p = pc +
ε
Ω
. Suppose
that V −1/3 ≪ ε≪ 1. Choose N such that N = o(√V ) and N = o(ε2V ). Then
Varp(Z≥N) = o
(
(εV )2
)
. (5.7)
Proof. First note that Varp(Z≥N) = Varp(Z<N), where
Z<N = V − Z≥N =
∑
v
I[|C(v)| < N ].
We expand Varp(Z<N) as
Varp(Z<N) =
∑
v0,v1
[
Pp
(|C(v0)| < N, |C(v1)| < N) − Pp(|C(v0)| < N)2]. (5.8)
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We separate each term involving distinct v0 and v1 into two, according to whether or not v1 ∈
C(v0). We can then write
Varp(Z<N) = Sv0↔v1 + Sv0↔/ v1, (5.9)
where S
v0↔v1
= S
v0↔v1
(N), S
v0↔/ v1
= S
v0↔/ v1
(N) and
S
v0↔v1
=
∑
v0,v1
Pp(|C(v0)| < N,v1 ∈ C(v0)), (5.10)
S
v0↔/ v1
=
∑
v0,v1
[
Pp(|C(v0)| < N, |C(v1)| < N,v1 6∈ C(v0))− Pp(|C(v0)| < N)2
]
. (5.11)
It is easily seen that
S
v0↔v1
= V Ep
[|C(v0)|I[|C(v0)| < N ]], (5.12)
and we upper bound
Ep
[|C(v0)|I[|C(v0)| < N ]] = N∑
l=1
Pp(l ≤ |C(v0)| < N) ≤
N∑
l=1
Pp(|C(v0)| ≥ l)
≤ C
N∑
l=1
(
ε+
1√
l
)
, (5.13)
where the last inequality follows from Lemma 4.2. It follows that
S
v0↔v1
= O(VNε + V
√
N) = o(ε2V 2), (5.14)
provided N = o(εV ) and N = o(ε4V 2). When ε3V ≫ 1 then εV ≪ ε4V 2, so only the first
constraint on N is binding, i.e. S
v0↔v1
= o(ε2V 2) as long as N = o(εV ).
To upper bound S
v0↔/ v1
note that, by [4, inequality (9.7)],
S
v0↔/ v1
≤ p
∑
{u,v}
Ep
[
|C(u)||C(v)|I[|C(u)| < N, |C(v)| < N,v 6∈ C(u)]
]
, (5.15)
where the summation is over all edges {u,v} of H(2, n). We can estimate this similarly to S
v0↔v1
above, and find that
S
v0↔/ v1
≤ p
∑
(u,v)
N∑
l1,l2=1
Pp
(
l1 ≤ |C(u)| < N, l2 ≤ |C(v)| < N,v 6∈ C(u)
)
≤ p
∑
(u,v)
N∑
l1,l2=1
Pp
(
|C(u)| ≥ l1, |C(v)| ≥ l2,v 6∈ C(u)
)
. (5.16)
Since v 6∈ C(u), |C(u)| and |C(v)| are each independently of one another stochastically dominated
by the total progeny of a Bi(Ω, p) Galton-Watson process. (To see this in more detail, think of
first constructing the cluster of u, and subsequently construct the cluster of v in the smaller graph
with C(u) removed.) Using Lemma 4.2, we then see that, since Ωp is bounded above as n→∞,
S
v0↔/ v1
≤ CΩpV
N∑
l1,l2=1
(
ε+
1√
l1
)(
ε+
1√
l2
)
≤ CV (εN +√N)2 ≤ O(V ε2N2 + V N). (5.17)
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Thus, as long as N = o(
√
V ) and N = o(ε2V ),
S
v0↔/ v1
= o
(
(εV )2
)
, (5.18)
which completes the proof.
Lemma 5.3 (Variance of the number of vertices in intermediate clusters). Set p = pc+
ε
Ω
. Assume
that V −1/3 ≪ ε≪ 1, and take N ∈ N such that N ≤ V 2/3 and N ≪ εV . Then
Varp(Z≥N − Z≥2N) ≤ CV
2
√
N
( logn
n
∨ N
V
∨ 1
N3
)
. (5.19)
Proof. We have
Varp(Z≥N − Z≥2N) =
∑
v0,v1
Pp(|C(v0)| ∈ (N, 2N ], |C(v1)| ∈ (N, 2N ])− Pp(|C(v0)| ∈ (N, 2N ])2.
Once again we split the sum according to whether or not v1 ∈ C(v0), obtaining
Varp(Z≥N − Z≥2N) = Sv0↔v1 + Sv0↔/ v1 , (5.20)
where now
S
v0↔v1
=
∑
v0,v1
Pp
(
|C(v0)| ∈ (N, 2N ],v1 ∈ C(v0)
)
, (5.21)
S
v0↔/ v1
=
∑
v0,v1
[
Pp
(
|C(v0)|, |C(v1)| ∈ (N, 2N ],v1 6∈ C(v0)
)
− Pp
(
|C(v0)| ∈ (N, 2N ]
)2]
. (5.22)
Just as in the proof of Lemma 5.2,
S
v0↔v1
= V Ep
[|C(v0)|I[N < |C(v0)| ≤ 2N ]] ≤ CV√N. (5.23)
But
V
√
N ≤ V
2
√
N
( logn
n
∨ N
V
)
, (5.24)
and so S
v0↔v1
is bounded by the right hand side of (5.19).
Dealing with S
v0↔/ v1
requires more effort. Define
pv0,v1 := Pp
(
|C(v0)| ∈ (N, 2N ], |C(v1)| ∈ (N, 2N ],v1 6∈ C(v0)
)
−Pp
(|C(v0)| ∈ (N, 2N ])2, (5.25)
so that
S
v0↔/ v1
=
∑
v0,v1
pv0,v1 .
Now rewrite
pv0,v1
Pp(|C(v0)| ∈ (N, 2N ]) = Pp
(
|C(v1)| ∈ (N, 2N ],v1 6∈ C(v0)
∣∣|C(v0)| ∈ (N, 2N ])
− Pp
(|C(v1)| ∈ (N, 2N ]).
Recall that N(v, i) is the number of elements in the i-th horizontal line included in the cluster
until time ηn2. The proof of Proposition 4.4 implies that there is some constant C > 0 such that
wvhp every v such that |C(v)| ∈ (N, 2N ] satisfies
N(v, i) ≤ C
[
log n ∨ N
n
]
. (5.26)
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(To see this, think of running the exploration process with stopping time T as in (4.1), where η is
defined by 2N = ⌈ηV ⌉ (so in particular η ≪ ε). Since |C(v)| ∈ (N, 2N ], we have C(v) = CT (v).)
Letting
Ω˜ = Ω− 2C
[
log n ∨ N
n
]
, (5.27)
we can lower bound
Pp(|C(v0)| ∈ (N, 2N ]) ≥ PΩ˜,p(F ≥ N)− PΩ,p(F ≥ 2N) +O(V −3). (5.28)
Further, we can upper bound
Pp(|C(v1)| ∈ (N, 2N ],v1 6∈ C(v0)
∣∣|C(v0)| ∈ (N, 2N ])
= Pp(|C(v1)| ≥ N,v1 6∈ C(v0)
∣∣|C(v0)| ∈ (N, 2N ])
− Pp(|C(v1)| ≥ 2N,v1 6∈ C(v0)
∣∣|C(v0)| ∈ (N, 2N ])
≤ PΩ,p(F ≥ N)− PΩ˜,p(F ≥ 2N) +O(V −3). (5.29)
(Once again, to see this, think of first exploring the cluster of v0 and, after that, the cluster of v1
in H(2, n) with the cluster of v0 removed.)
Since N ≤ V 2/3 and N ≪ εV , we can use Lemma 5.1 to bound Pp
(|C(v0)| ∈ (N, 2N ]) and
obtain
pv0,v1 ≤
C√
N
(
PΩ,p(F ≥ N)− PΩ˜,p(F ≥ N) + PΩ,p(F ≥ 2N)− PΩ˜,p(F ≥ 2N)
)
+O(V −3). (5.30)
By (5.5), with ε = pΩ− 1 and ε˜ = pΩ˜− 1, for every ℓ ∈ N,
PΩ,p(F ≥ ℓ)− PΩ˜,p(F ≥ ℓ) ≤ C
(
|ε− ε˜|+ 1
nℓ1/2
+
1
ℓ3
)
. (5.31)
Note that, by (5.27),
|ε− ε˜| = C
[ log n
n
∨ N
n2
]
, (5.32)
so that we always have 1
nℓ1/2
= O(|ε− ε˜|).
Consequently (with the value of C adjusted between inequalities), for all vertex pairs v0,v1,
pv0,v1 ≤
C√
N
(
|ε− ε˜|+ 1
N3
)
. (5.33)
Summing over v0,v1,
S
v0↔/ v1
=
∑
v0,v1
pv0,v1 ≤
CV 2√
N
(
|ε− ε˜| ∨ 1
N3
)
=
CV 2√
N
( log n
n
∨ N
V
∨ 1
N3
)
, (5.34)
since |ε− ε˜| = O
(
logn
n
∨ N
n2
)
.
5.3. Proof of Proposition 2.2. We are now ready to complete the proof of Proposition 2.2. We
will make essential use of Lemmas 5.2 and 5.3. The choice ε0 in Proposition 2.2 will be given by
ε−20 = N , where N is determined below.
Let δ > 0, and, for i = 0, 1, . . . , I − 1, let
δi =
δ
4ζ(2)[(i+ 1) ∧ (I − i)]2 . (5.35)
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The reasons for our choice for {δi}I−1i=0 will become apparent shortly. For now let us note that
I−1∑
i=1
δi ≤ δ/2. (5.36)
Recall the definition of Z¯≥ℓ from (5.1) and the decomposition in (5.4). We will prove that the
right hand side of (5.4) is o(1) for suitable N and N ; the conditions that N and N must satisfy
are as follows:
N ≪ n, N ≪ ε2V, N ≫ (logn)
2
n2ε4
, N ≥
( n
logn
)1/3
, (5.37)
N ≪ εV, N ≤ V 2/3. (5.38)
Finally, Proposition 2.2 requires that N ≫ ε−2. As ε ≫ (log V )1/3V −1/3 = (log V )1/3n−2/3, the
choices N = nε1/2(log V )1/2 and N = V 2/3 = n4/3 clearly satisfy the bounds in (5.37)–(5.38); thus
we have proved that appropriate choices can be made.
Let us note that it is here that the condition ε ≫ (log n)1/3V −1/3 in Theorem 1.1 arises. We
need to show concentration of measure for clusters of size N , which satisfies the constraint N ≪ n;
for such clusters , we are unable to control very precisely the number of vertices per coordinate
line (see Proposition 4.4) – this then gives rise to the logn/n factor in Lemma 5.3, and hence at
this point in our proof.
We now prove that the concentration bound in Proposition 2.2 holds. By (5.37), N satisfies the
hypotheses of Lemma 5.2; hence, using the Chebyshev inequality,
Pp
(|Z¯≥N | ≥ δεV/2) ≤ 4Varp(Z≥N)
(δεV )2
= o(1). (5.39)
Denote Ni = 2
i+1N , and recall the relation between N and N in (5.2). Since Ni ≤ N , (5.38)
implies that Ni ≪ εV and Ni ≤ V 2/3 for each i. Therefore, applying Lemma 5.3 to Ni = 2i+1N
and using the Chebyshev inequality, we obtain
Pp
(
|Z¯≥2i+1N − Z¯≥2iN | ≥ δiεV
)
≤ (δiεV )−2Varp(Z≥2i+1N − Z≥2iN)
≤ (δiεV )−2[CV 2√
Ni
( logn
n
∨ Ni
V
∨ 1
N3i
)]
. (5.40)
It follows that under our assumptions
Pp
(|Z¯≥N | ≥ δεV ) ≤ o(1) + I−1∑
i=0
CV 2√
Ni
(
logn
n
∨
Ni
V
∨
1
N3i
)
(δiεV )2
. (5.41)
Each term here is given by
CV 2√
Ni
(
logn
n
∨
Ni
V
∨
1
N3i
)
(δiεV )2
=
C√
Ni
(
logn
n
∨
Ni
V
∨
1
N3i
)
δ2i ε
2
. (5.42)
By the last assumption in (5.37), for all i, logn
n
≥ 1
N3
≥ 1
N3i
, so that the last term is never equal to
the maximum. It follows that we need to upper bound
Pp
(|Z¯≥N | ≥ δεV ) ≤ o(1) + I−1∑
i=0
CV 2√
Ni
(
logn
n
∨
Ni
V
)
(δiεV )2
. (5.43)
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Letting m be the smallest i such that
log n
n
≤ Ni
V
, (5.44)
we can write
I−1∑
i=0
CV 2√
Ni
(
logn
n
∨
Ni
V
)
(δiεV )2
=
m∑
i=0
C√
Ni
logn
nδ2i ε
2
+
I−1∑
i=m+1
C
√
Ni
δ2i ε
2V
. (5.45)
Using our definition of δi in (5.35), we can upper bound
∑I−1
i=m+1
√
Ni
δ2i
by
I−1∑
i=m+1
√
Ni
δ2i
≤ 16ζ(2)
2
δ2
2I/2
√
N
I−1∑
i=1
2(i−I)/2(I − i)2
≤ 16ζ(2)
2
δ2
2I/2
√
N
∞∑
k=1
k22−k/2 ≤ C2I/2
√
N = C
√
N. (5.46)
Hence the second sum in (5.45) is at most
I−1∑
i=m+1
C
√
Ni
δ2i ε
2V
≤ C
√
N
ε2V
. (5.47)
We want the right hand side of (5.47) to be o(1), which forces
N = NI ≪ ε4V 2. (5.48)
The bound in (5.48) holds, since N = o(εV ), by the first constraint in (5.38), and since ε3V ≥ 1.
On the other hand, the first sum in (5.45) can be upper bounded by
m∑
i=0
C√
Ni
log n
nδ2i ε
2
≤ C log n
n
√
Nε2δ2
= o(1), (5.49)
since N ≫ (log n)2
n2ε4
by the third bound in (5.37). This proves the required concentration bound,
thus establishing Proposition 2.2 and Theorem 1.1. 
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