In the last years there is a growing demand of multimodal medical rendering systems able to visualize simultaneously data coming from different sources. This paper addresses the Direct Volume Rendering (DVR) of aligned multimodal data in medical applications. Specifically, it proposes a hierarchical representation of the multimodal data set based on the construction of a Fusion Decision Tree (FDT) that, together with a run-length encoding of the non-empty data, provides means of efficiently accessing to the data. Three different implementations of these structures are proposed. The simulations results show that the traversal of the data is fast and that the method is suitable when interactive modifications of the fusion parameters are required.
INTRODUCTION
Multimodal rendering is an important requirement of medical imaging systems, since the correlation of images from different modalities provides important clues on the presence of pathologies and dysfunctions.
Current multimodal rendering methods are mostly 2D and perform the merging on the basis of equivalent slices of the different modalities. 1 A major drawback of these methods is that they do not provide enough clues on the spatial relationships between the features shown in the different modalities. There are three main approaches of 3D multimodal rendering 2 : extracting isosurfaces from the different datasets and rendering them simultaneously; extracting isosurfaces from one or more modalities and performing a hybrid rendering of the surface models and volume data from another modality; simultaneous direct volume rendering of the datasets.
Although the two first approaches are faster, they present as a major drawback their lack of flexibility, since isosurfaces must be extracted first, in a pre-process. We herein focus on the latter approach.
The core of direct multimodal rendering is the fusion of the datasets. Fusion consists of merging data from the different datasets according to a given interpolation scheme. A special case of merging is when only one of the values is selected for each sample and used in the rendering pipeline. Another useful merging is a linear combination of the data. In addition, fusion can be done at different steps of the rendering pipeline: previous to the classification, using property values or property and gradient values (Property Fusion, or PF), post classification using material identifiers (Material Fusion or MF) or at the end of the rendering pipeline merging colors (Color Fusion or CF). Finally, fusion can be done at different levels depending on the sampling scheme of the rendering algorithm: (i) at points along viewing rays, in raycasting, (ii) at voxels, in projective approaches such as sorted traversal and splatting of the volume or shear-warp, and (iii) at pixels of color planes in rendering algorithms that slice the volume with planes perpendicular to the viewing direction. In a previous work of the authors, 3 these different fusion processes and rendering approaches have been analyzed and compared. In this work, it has been shown that the fusion based on property values (PF) provides a finer control on the results. Moreover, this modality is the fastest, because it detects and skips samples that do not match the fusion criteria early in the rendering pipeline. The main drawback of PF is that it is not very user-friendly, because it requires many parameters to be specified and thus, special interface widgets should be designed to make it fully useful. 4 Another important aspect of multimodal rendering is the alignment of datasets. When the datasets are not aligned, it is necessary to compute the geometrical transformations that reference the local coordinate systems of the different datasets in a common frame. This process is called registration 5 . 6 Moreover, after the registration, a resampling process may be necessary in order to set the different data in the same coordinate system and the same resolution. This resampling step may introduce errors and it may increase the size of the final data. However, it is necessary in many rendering strategies.
Ray casting 7 is particularly well suited for non-aligned data because the geometrical transformations from global to local coordinate systems can be applied locally for each sample, although at an extra CPU time cost. According to Meissner et al., 8 the expected performance of other methods such as splatting (for high pixel/voxel ratios), 3D texture mapping and shear-warp is higher. Besides, the key for multimodal rendering is the speed of the visualization, as physicians need to modify the fusion parameters interactively. Image-aligned splatting as well as 3D texturing and shear-warp can be done on non-aligned datasets by merging final color planes. However, this restricts the fusion to merging colors at the end of the pipeline, and thus reduces the exploratory capacities. Finally, sorted traversals of the voxel models, image-aligned splatting and shear-warp supporting any fusion type require the datasets to be aligned.
Synthesizing, the rendering algorithm that seem more suitable for fast interactive explorations of multimodal datasets based on fusion of properties are the shear-warp factorization for low pixel/voxel ratios and splatting for higher ratios. The goal of this paper is to provide a fast rendering method for multimodal datasets. We propose a data structure that accelerates the sorted traversal of the data and that allows interactive modifications of the fusion criteria. We assume that the different sets are originally aligned or have been aligned and resampled at the same resolution and orientation using existing methods. Figure 1 illustrates the Property Fusion (PF) rendering pipeline. Let n be the number of voxels of a multimodal dataset composed of m modalities. Let n i i = 1:::m be the number of non-empty voxels in each modality, and p i (x) the i-th property value at voxel x. Observe that if a voxel value is empty in one modality but not in another, the voxel can be rendered, and thus the number of m-tuples (p 1 (x) p 2 (x):: p m (x)) of property values that should be taken as input of the fusion process is nu such that 8(p 1 (x j ) p 2 (x j ):: p m (x j )) : 1 j nu : (9i : 1 i m : :empty(p i (x j ))). Finally, let n f be the number of m-tuples that match a fusion criterion, and thus are rendered. The cost of the pipeline can be expressed as:
DISCUSSION
where CA i and CG i are respectively the cost of accessing to the i-th property value and of computing its gradient, CF the cost of the fusion and CP the cost of the rest of the pipeline (classification, shading and composition).
Observe that in this pipeline, only n f voxels are actually rendered. Therefore, the ideal pipeline would be that which would directly access to these voxels:
2 SPIE-IS&T/Vol. 5295 Furthermore, the ratio of costs r between C2 and C1 (r = C2=C1) depends essentially on the ratios between n f and n, n f and nu and on the relative cost of CP in relation to CA i , CG i and CF. These relative costs depend on the type of property, of gradient computation methods, of shading model and on how complex the fusion function is.
Before developing the new proposed method exposed in Section 3, we have performed several simulations on different multimodal datasets in order to analyze the magnitude of ratio r in practical applications. Tables 1, 2 and Figure 2 show the results of these simulations for a 190*220*178 multimodal MR/LabeledMR/SPECT study of the brain. MR (Magnetic Resonance) data consists of 8-bits per voxel density values showing the patients's head, and more specifically the brain anatomy. The labeled MR set has been constructed from the MR set by segmenting and labelling the different regions of the brain. Finally, the SPECT (Single Positron Emission Tomography) set consists of 3*8-bits RGB values that show the activity of the brain. We have asked to several neurosurgeons which type of queries they usually do or would like to do on such a study. These queries can be roughly classified into three categories:
Q1: Show a weighted average between SPECT and MR values where the MR indicates the presence of brain and MR only everywhere else. This query shows the relationship between the brain anatomy and its activity.
Q2:
Show SPECT values inside specific anatomic regions. This query will show SPECT framed into the region.
Q3:
Show MR values where the SPECT intensity falls between a specific range (high values for instance). This query uses SPECT values as a segmentation filter of the MR. Tables 1, 2 and Figure 2 show, the results of five simulations on the multimodal dataset: one for query Q1, two for query Q2 selecting a large anatomic region (Q2a) (left cerebral exterior) and a small one (Q2b) (right vessel) and two for Q3, selecting a wide range of SPECT intensities (Q3a) and a narrow one (Q3b). The values of n, n i (i=1,..3) and nu are depicted in Table 1 along with the ranges of property selected. It can be observed that n i are quite smaller than n, although Magnetic Resonance data are not precisely of low occupancy in comparison to angiographic (MRA, Magnetic Resonance Angiography) studies. The number of non-empty m-tuples nu is obviously greater than the maximum value of the n i . The number of voxels that match the fusion criterion n f is shown in Table 2 . Simulation of Q1, Q2 and Q3 on a 190*220*178 multimodal MR/LabeledMR/SPECT study of the brain: number of voxels that match the fusion criterion and the ratio of costs C2=C1. along with the ratio of costs r = C2=C1. It can be observed that n f can be almost as large as n as it happens in query Q1, or dramatically smaller in query Q2 if the selected anatomical region is tiny. The ratio r varies accordingly to these relationships. However, even in the worst case (Q1), it still supposes a reduction of almost 30% of the computational cost. From this, we conclude that it is worth investigating rendering methods that approach the ideal cost C2.
There has been several attempts to accelerate the traversal of volume models. Hierarchical data structures used to skip empty space and to codify homogeneous regions include kd-trees 10 and octrees 711 . 12 They present two major drawbacks. First the tree traversal causes a cost overhead. Next, the error associated to the nodes is a global parameter, therefore, the data structure does not provide a local control of the error in a specific region. To overcome these drawbacks, other data structures have been proposed such as shells, 13 distance transforms 14 , 15 and run-length encoding 16 . 17 The shear-warp algorithm, based on a double run-length encoding of the voxel array and of the image scan-line is recognized as the fastest software rendering method. The RTVR system 18 uses an intermediate RenderList that stores the voxels that are relevant for rendering, which significantly speeds-up re-rendering. These previous works deal with monomodal datasets. They benefit from the fact that the ratio nu=n is low (being nu the number of non-empty voxels and n the number of voxels, according to the notation used in the previous section). We here extend the use of run-length encoding to multimodal rendering by exploiting the low ratio n f =n, being n f the number of non-empty voxels that match the fusion criteria.
THE HRLS (HIERARCHICAL RUNLENGTH STRUCTURE)

The Fusion Decision Tree
The specification of a property fusion consists of the description of sets of combinations of property value ranges (one for each dimension of each modality) and of the weights that shall be used in averaging the properties. Besides, the combinations of property ranges can be considered as feature vectors of a multidimensional feature space, in which the voxel values can be classified into semantic regions. In the context of fusion, each region corresponds to a different fusion criterion. The design of efficient classifiers is a classical subject in Information Theory. 19 Our work is inspired on the decision trees i.e. hierarchical partitioning of the feature spaces.
We propose to construct in a pre-process a Fusion Decision Tree (FDT) and to classify the voxel values according to the regions represented by the leaves of the tree. Then, during the rendering stage, the user specifies a fusion criterion which is interpreted as a path through the decision tree FDT and used to traverse it. The result of this traversal is the set of classes that must be rendered. In order to directly access to the voxels belonging to the selected classes, an intermediate data structure based on a run-length encoding scheme is computed that indexes the voxels according to the class to which they belong. These data structures are described with more details in the next section.
The Fusion Decision Tree is a specific n-dimensional range tree, whose keys are n-dimensional feature vectors (x 0 x 1 : : : x n ), where each coordinate x i is referred to as a feature criterion. Let v be a node of a Fusion Decision Tree, v is a d ; node if v has d children. A Fusion Decision Tree is a n-ary tree T that has the following properties:
Each internal node of T has at least two children.
Each internal node of T stores a set of intervals of the form x min i x max i ] such that the feature coordinate x i of the feature vector v can be classified inside or outside of this intervals.
Each internal node v of T defined to be the set of intervals x min i x max y ] implies that x min i is the smallest i-coordinate for any item stored in the subtree rooted at v (including v itself), and x max i is the largest i-coordinate for any item stored in the subtree rooted at v.
By default, the coordinates of the feature space that do not belong to any interval at a node v, are fitted in the intervals previously defined on the ancestors of the node. We assume that the root node of the tree contains the full domain of all features coordinates.
A rendering preproces builts the Fusion Decision Tree. The final user defines, with a graphical interface, the feature space and the possible set of combinations of property values ranges. This data is stored in the FDT using a top-down strategy in order to preserve the previous characterization of the tree.
Once the FDT is computed, as many rendering as desired can be carried out, varying the fusion criteria. However, it should be observed that the traversal of the tree requires the fusion criterion to have the same order as the FDT. Otherwise, the whole decision tree must be recomputed. This is a typical problem of hierarchical classifiers whose quality is reflected in the order of the implementation of the hierarchy. Figure 3 shows an example of FDT for the dataset used in Section 2: MR, 8 bits per voxel and RGB-SPECT (8 bits per channel) multimodal dataset. In this case, the feature space is 4-dimensional (1 dimension per channel) and the tree depth is 4. At the top level of the hierarchy, MR values subdivide the data into 3 classes. Next, at the second level, the partitioning is based on the red SPECT channel, at the third on the green channel, and finally at the fourth on the blue channel. Although it is the case in this example, in general, the number of features does not correspond to the dimension of the multimodal set. For instance, features can label the belonging to a given anatomic or functional structure, and thus one modality can be subdivided hierarchically into several levels. Another example of FDT is a binary tree that separates boundary voxels and interior voxels.
Search of the rendered classes in the FDT
The search of the classes of the voxels properties that must be fused, consists of recursively traversing the FDT and checking the node condition against the fusion criterion specified by the user. This checking consists essentially in an arithmetic operation on intervals: those that describe the fusion criterion and that which describe the node condition. Four possible cases may happen: (i) the intervals are disjoint, (ii) the intervals intersect, (iii) the fusion criterion is enclosed by the node condition, and (iv) the fusion criterion encloses the node condition. In the former case, the voxels classified by the node and its descendants do not fulfill the condition and can be skipped. Thus, the traversal does not proceed starting from the node. In the second and the third case, some but not all the voxels classified by the node fulfill the condition. Therefore, its descendants are recursively visited. When the node is a leaf, all the voxels belonging to its class should be traversed and the fusion criterion must be checked with their specific value. Finally, in the fourth case, all the voxels classified by the node fulfill the criterion and can be rendered directly without need of any further verification. Then, the classes of all the leaves descendant of the node are added to the list of selected nodes. This algorithm is summarized below. Observe that the selected classes are divided into two lists depending on if they require or not checking the specific voxels values with the fusion criterion. In Figure 3 , the dark labels indicate the paths followed when traversing the tree with the following fusion criterion:
Show MR values >= 11 for RGB-SPECT in [100, 145] the selected classes are the ones labeled as D (with checking) and I respectively (no checking).
According to the notation used in Section 2, being n the number of voxels, nu the number of non-empty ones and n f the number of voxels that actually fulfill the criterion, the number of visited nodes is nv such that n f nv nu. In the better case, the selected leaves of the FDT are such that their condition is enclosed by the fusion criterion. Therefore, n f = nv and the fusion process itself is simplified, since it is not necessary to check the specific voxel values with the fusion criterion but just proceed and actually perform the fusion. In the worst case, all the leaves condition intersect or enclose the fusion criterion. Thus, nv = nu and it is necessary for all the voxels to perform the specific checking of their property value.
The Run-Length encoding
In addition to the FDT described in the previous section, the proposed method uses two related data structures: the nonempty valued Voxels Arrays (VA), and the Run-Length (RL) codifications of the distribution of the voxel values according to the classes represented in the FDT.
The Voxels Arrays codify the non-empty values of all the properties. They are computed once, when property values corresponding to empty voxels are detected. There are as many voxel arrays as datasets, thus according to the notation used in Section 2, the occupancy of the voxels arrays is: ∑ n i=1 n i sizeo f (p i ). If surface-shading is applied, then the gradient vector is pre-computed and stored along with the voxel values. Then the occupancy increases to:
. Generally, gradient vectors can be efficiently codified using one byte. 20 It is necessary to store these vectors since the access to the neighbor voxels is not direct in a voxel array indexed by a run-length.
The run-length structures codify the distribution of the voxel array values according to the FDT. Furthermore, in order to allow sorted traversal of the arrays for any point of view, three run-length structures for each dataset must be computed. The run-length structure counts the number of successive voxels that belong to the same class of the FDT. We have designed three different implementations of the RL structure suitable for different distributions of the data values. 
Classical RL (CRL)
The simplest way for implementing the RL is an array of tuples composed of the code and the number of consecutive voxels that share this code. The code labels the classes of the FDT (see (a) in Figure 4 ).
With this implementation, the traversal of the RL must check for each code if it belongs to the list of selected classes as possibly or totally visible, and in the affirmative case, process its voxels. Therefore, the RL traversal cost itself (apart from the cost of rendering the selected voxels) can be computed as CCRL = nc1 C1, being nc1 the number of codes and C1 the cost of checking if the code belongs to the list of selected classes.
The occupancy of the classical RL is OCRL = nc1 (sizeof(code) + sizeo f (numberofvoxels)), where sizeo f (code) is generally 1 byte as the number of tree leaves (i.e. combinations) will rarely exceed 256. Besides, sizeo f (numberofvoxels)
can also be implemented as a byte, if the run-codes exceeding the length of 256 are subdivided to fit 1 byte.
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Pattern Repetition Based RL (PRRL)
As an alternative to the classical run-length, we propose a second implementation based on the repetition of all the codes sorted according to a fixed pattern. This structure stores only the number of voxels for each code, since its value can be deduced from its position in the run (see (b) in Figure 4) . Obviously, the number of voxels can be zero, by opposite to the classical RL.
The traversal of this structure accesses directly to the codes selected for rendering, since their position in the pattern is fixed. Its cost, a part from the rendering of the voxels, is thus: CPRRL = nc2 nsc C2, being nc2 the number of patterns of PRRL, nsc the number of selected codes and C2 the cost of an access to a selected code. Observe that, in comparison to the classical run-length, the number of patterns nc2 is at most nc1 (nc2 nc1), since in the worst case, the patterns are full of zeros except one code and thus, nc2 = nc1. In addition, accessing to nsl codes is of lower cost than searching a code in a list of nsl ones (C2 nsc C1). Thus, the traversing cost of the PRRL is lower than the traversal of the CRL (CRRL CCL).
In the example of Figure 4 (b), every pattern is composed of four values: the number of voxels for each of the three leaves of the FDT plus one for the empty space. Thus, the first code, for instance, represents 14 empty voxels, one light voxel, zero middle-dark voxels and zero dark voxels.
The width of each pattern is the number of leaves of FDT. Therefore, the occupancy of the Pattern Repetition RL (PRRL) can be measured in terms of the number of patterns nc2 and their width (nlea f ): OCPRRL = nc2 nlea f sizeo f (numberofvoxels). As for the CRL, sizeo f (numberofvoxels) can be implemented as an integer or a byte. The occupancy of the PRRL in comparison to the RL is nc2 nlea f =nc1 2. It depends on the number of zeros of the patterns and on their width.
Hierarchical Pattern Repetition Based RL
The main drawback of the PRRL is its potentially huge number of zeros. The presence of zeros is due to the fact that the PRRL codifies all the leaves of the tree. In order to reduce the occupancy of this representation, we propose a codification that takes into account the hierarchical nature of the patterns. The pattern codifies the intermediate levels of the FDT and clips the leaves of a node when the node has a zero value (see (c) in Figure 4 ).
In the example of Figure 4 (c), the first pattern of the HPRRL stores only the number of voxels of the first level of the hierarchy (14 empty voxels, one light voxel, and zero voxels of the internal node of the FDT). The HPRRL stores the next levels of the hierarchy, only if their total number of voxels in the current level is non-zero, as in the case of the third pattern.
With this implementation, the traversal of FDT outputs not only the selected codes but also their path in the tree. By opposite to the previous implementations, the selected codes do not need to be leaves of the tree but can be codes of intermediate nodes. Then, the traversal of the patterns of the RL is a recursive process that stops when a zero value is found in the pattern and continues otherwise until non-zero selected nodes are found.
The number of patterns of this implementation is the same as the PRRL (nc2) but the patterns have a variable width. In the better case, the width of the HPRRL is the number of nodes of each level in the shortest path to a leaf. In the worst case, all the leaves of a pattern have non-zero values and thus the width of a hierarchical pattern is the number of nodes (leaves + intermediate nodes) of the tree. The efficiency of this representation in comparison to the previous ones depends essentially on the structure of the FDT. If the tree is balanced, all the paths through its structure will likely have as many nodes as leaves the tree has, and thus this codification may have a larger occupancy than the previous ones. On the contrary, if the FDT is not balanced and has short branches classifying a large number of voxels, the patterns of the HPRL have a smaller width than the number of leaves.
The traversal cost depends on the number of codes and on their width, i.e. they vary according to the depth of the path through the FDT.
RESULTS
All the simulations have been carried out on a Sun Ultra 60 360MHz using our multimodal rendering software platform Hipo. 21 For all the simulations, we have first executed a non-optimized version of the traversal algorithm using the original voxel model without FDT and RL. This rendering serves us as the unit of CPU cost. All the CPU costs shown in the tables are relative to this unit cost in order to effectively measure the improvements provided by the proposed method.
The main goal of the proposed method is to accelerate the traversal of multimodal datasets. However, it can also be applied to monomodal sets by designing specific feature vectors for the modality. The first model is monomodal. It is the well known engine block. The FDT is a simple tree of depth 1 that subdivides the voxels into two regions depending on if they belong or not to its cover. The second dataset (sphere) is a phantom multimodal model that simulates an MR/SPECT study. The Phantom-MR data distribution consists of four almost homogeneous regions: two concentric spheres in the center of the model and two small spheres at the right and the left. The Phantom-SPECT is composed of two symmetrical regions that represent two activity hemispheres, plus two internal spherical regions that coincide with the Phantom-MR left and right spheres. The third model is a labeled (Label) representation of the brain subdivided into 35 anatomic regions and an aligned Magnetic Resonance Angiography (MRA) of the cerebral blood vessels. Finally, the fourth model is the label set and an RGB representation of the cerebral activity (SPECT). Table 3 characterizes these models. For each dataset, it shows (first row) its size and number of voxels values, the number of leaves and the depth of the FDT (2nd and 3rd rows), the occupancy of the run-length model (RL) and of the voxel arrays (VA). In rows 6 and 7, these two occupancies are divided by the occupancy of the original voxel models. Finally, row 8 shows the relative cost of the RL construction. The run-length implementation used in this table is the PRRL. The occupancy corresponds to the implementations that use one byte to codify the number of voxels, adding codes if necessary. From the table, we conclude that the occupancy of the proposed model, including the RL and the voxel arrays is low in comparison to the original models (between 14% and 34%). In particular, the overhead of memory due to the RL model is very small. In addition the cost of construction of the RL is in all cases less than 40% of the cost of a normal rendering. Table 3 . Data set characterization. Table 4 shows a comparison between the three RL implementations for the Label-Spect dataset (CRL or Classical Run-length, PRRL or Pattern Repetition based RL and HPRRL or Hierarchical Pattern Repetition based RL). In the three cases, two implementations have been performed, representing the number of voxels as an integer (A) or clipping it in order to use one byte (B). Three different FDT have been constructed in each case (FDT1, FDT2 and FDT3) , by varying the number of leaves and the depth of the tree. FDT1 corresponds to a small tree, FDT2 to a medium one and FDT3 to a large one. The three trees are balanced. The occupancies correspond to only one run-length and should be multiplied by three if the any viewing direction must be computed. It can be seen that the CRL is the more compact one and the HPPRL the less. However, as mentioned above the occupancy of these structures is still low in comparison to the voxel model. The representations that use integers to represent the number of voxels (CRL A, PRRL A and HPRRL A) are always larger than the one byte representations. This is because in these simulations, the number of consecutive voxels that share the same class is generally below 256. It can be seen that the more leaves has the tree, the smaller is the number of consecutive voxels belonging to the same class, and thus the better the single-byte representation is more efficient. We observe that the rendering cost (visual cost) is in all cases much lower than the normal rendering (between 22% and 68%). As expected the better performance is obtained with the PRRL implementation whose construction cost (about 50%) summed with the rendering cost (about 22%) is in all cases lower than a normal rendering. The creation cost of the CRL is similar to the PRRL but the visualization performance is lower (about 50%). Finally, the HPRRL performance is similar to the PRRL in the rendering but much lower in the creation. This is caused by the huge occupancy of this model which is not suitable for balanced trees. The cost of the creation of the models strongly depends on the complexity of the FDT but not the rendering, since the access to the selected classes is direct. FDT Figure 5 illustrates the evolution of the occupancy, the creation cost and the visualization cost of these implementations.
Synthesizing, the PRRL seems the more suitable implementation in terms of computational cost efficiency. Its memory occupancy is larger than the CRL but still low. The HPRRL is not convenient for balanced trees, because it has larger memory requirement and a slightly worse performance than PRRL. In a simulation aside, we have constructed an unbalanced FDT tree of an MR model that classifies the voxels into two branches depending on if they are or not boundary voxels and that subdivides hierarchically the interior voxels according to the anatomic region to which they belong (total depth 5, number of leaves 11). In this case, since almost 30% of the voxels are of the boundary, numerous hierarchical patterns have a width of 2, and thus the HPRRL is more compact than the PRRL, specifically we found an occupancy ratio HPRRL/PRRL of 42.4%. Table 5 shows examples of the rendering on the different data sets using three different fusion criteria: in the first column (full tree) all the classes of the FDT are selected for rendering, in the second column, about half of them and finally in the third, only a small number of classes are rendered. The number of selected voxels is shown along with the relative cost of the rendering and the sum of the relative cost and the construction cost. Obviously, the smaller is the number of selected classes, the better is the performance of the method. In the case of the MRA set, for instance, the rendering cost of a particular blood vessel is reduced to a 1% of the normal cost. The worst case is the rendering of the whole FDT in the Label-SPECT model, but it is still only a 43% of the normal cost. 
CONCLUSIONS
We propose a novel method for fast traversals of multimodal datasets, that can be used in different rendering strategies: object-order splatting and shear-warp. It is based on the construction of a decision tree (FDT) that classifies the features of the multimodal set. At the rendering stage, the fusion criteria specified by the user are checked against the tree and the classes that should be rendered are selected. The non-empty voxels arrays are indexed by a run-length codification of the classes represented in the FDT. Therefore, the rendering consists of traversing the run-length structure in order to access directly to the voxels that belong to the selected classes. Three implementations of the run-length codifications are designed.
The simulations have been performed on different types of monomodal and multimodal sets. The results show that the proposed method reduces considerably the rendering cost (ratios ranging from 0.4336 to 0.0981, depending on the size of the selected regions). The overhead cost of construction of the data structures is low, so that added to the rendering cost, it is still lower than the plain rendering cost. Moreover, the memory occupancy of the intermediate data structures is low in comparison to the reduction of memory storage caused by the removal of empty voxels in the voxel array.
The FDTs implemented in this work have been constructed manually, on the basis of physicians advice. In the future, we plan to compute them automatically using several multimodal sets of the same type and applying known decision tree design methods. Another open research subject is the design of user-friendly interfaces for the specification of the fusion criteria. Table 5 . Results and Color Plates for 4 datasets. Along with the images, the total number of voxels to be rendered, the ratio between the cost of the proposed rendering method and the non-optimized rendering (VisRL) and the ratio of between the sum of the rendering and constructing cost and the non-optimized rendering (ConstrRL+VisRL) are shown.
