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CHAPTER I 
INTRODUCTION 
1.1 Introductory Remarks 
The subject of this dissertation is a calculat%on 
algorithm for the p-q solution of the degenerate linear 
system 
where A is an mxn linear transformation matrix with Y 
and X elements of the real m-dimensional and 
n-dimensional normed linear spaces Vm and Vn with 
norms I I o I I m  and I I o I I n ,  respectively C49, p. 831. After  
Frame C131, the system is said to be d e g e n e r a t e  In that 
m # n or there is no exact solution X to (1.1) f c r  a 
given A and Y .  The p-q s o Z u t i g n  X of (1.1) Is 2 
special case of a best approximate solution of (1.1) 
when Vm and V are restricted, respectively, to the 
n 
finite dimensional normed linear spaces ~'(m) and tq(n) 
with norms 
and 
fo- 1 < P  < , 1 < q  < [121,  C49, pp. 87-88], where 
a best approximate  s o l u t i o n  i s  d e f i n e d  as f o l l o w s :  
D E S ' I N I T I O N  1.1 C393: A b e s t  approximate s o l u t i o n  of t h e  
- 
e q b a t i o n  f ( X )  = G i s  X o  i f  f o r  a22 X , e i t h e r  
T h i s  d e f i n i t i o n  i s  s imilar  t o  t h e  fundamenta l  d e f i n i t i o n s  
found  i n  r e f e r e n c e s  15 ,  p .  131 ,  [ 6 ,  p .  31, [29 ,  p .  1 6 1 ,  
C34, p .  11, C371, C50, p .  791. 
If we l e t  S ( A , Y )  b e  t h e  s e t  o f  a l l  b e s t  approximate  
solutions o f  t h e  e q u a t i o n  Y = AX , t h e n ,  f o r  a g i v e n  
o p e r a t o r  A , t h e  s e t - v a l u e d  o p e r a t o r  BA which maps 
P o n t o  S(Y,A) w i l l  be  c a l l e d  t h e  norm g e n e r a l i z e d  
i n v s r s e .  I f  we s p e c i a l i z e  Vm and V t o  kP(m) and 
n 
!Lq(n),  t h e n  we w i l l  c a l l  BA t h e  p-q g e n e r a l i z e d  i n v e r s e .  
3 
T h i s  g e n e r a l i z e d  i n v e r s e  w a s  s u g g e s t e d  by P .  L, 3 d e l 1 ,  
i n t r o d u c e d  by M. M e i c l e r  [ 3 0 ,  p .  391, and developef! b y  
M e i c l e r ,  O d e l l ,  and Newman [ 3 3 1 9  [ 3 6 ] ,  [37] .  
Some p r o p e r t i e s  of t h e  norm gene$ized i n v e r s e  ;C 
A a r e  g i v e n  i n  Chap te r  I1 as w e l l  as d e f i n i n g  a norm 
g e n e r a l i z e d  i n v e r s e  f o r  t h e  norm generalized i ~ v e r s e  
BA of A and examining some o f  i t s  p r o p e r t i e s .  The 
d e f i n i t i o n  and convergence  theorems f o r  an  a l g o r i t h a  t o  
c a l c u l a t e  t h e  p-q g e n e r a l i z e d  i n v e r s e  a r e  d e v e l ~ p e e  i n  
Chap te r  111. A b a s i c  d e f i n i t i o n  and some n o t a t i o n  
needed i n  t h e  subsequen t  c h a p t e r s  w i l l  be p r e s e n t e d  
n e x t .  
1 .2  A B a s i c  D e f i n i t i o n  and Some N o t a t i o n  
DEFINITION 2 .1 :  For any vxn m a t r i x  A and nxm m m t . a , i z  
B , c o n s i d e r  t h e  four e q u a t i o n s  
where i n d i c a t e s  m a t r i x  t r a n s p o s e .  If B sa-bCs f i e s  
a )  e q u a t i o n  I ,  t h e n  B i s  s a i d  t o  be  a 
i n v e r s e  of A and is denoted  b y  B = A' ; 
b )  e q u a t i o n s  1 and 2,  t h e n  B i s  s a i d  t o  be a  
")& 
- o f  A and i s  denoted  by 
c )  e q u a t i o n s  1, 2 ,  and 3 ,  t h e n  B i s  s a i d  t o  
b e  a -- Z e f t  weak generaZized  i n v e r s e  o f  A and i s  denoted  
by R = A" ; 
d) e q u a t i o n s  1, 2,  and 4 ,  t h e n  B i s  s a i d  t o  be 
a weak g e n e r a z i z e d  i n v e r s e  o f  A and i s  denoted  
e )  e q u a t i o n s  1, 2,  3 ,  and 4 ,  t h e n  B i s  s a i d  t o  
b e  a o f  A and i s  denoted  b y  B = A+ . 
The f o u r  e q u a t i o n s  were i n t r o d u c e d  by Penrose  [38] .  
His n o t a t i o n  i s  used  f o r  t h e  p s e u d o i n v e r s e .  The names 
f o r  t h e  i n v e r s e s  d e f i n e d  i n  s t a t e m e n t s  a ) ,  b ) ,  and e )  
and t h e  n o t a t i o n  f o r  a ) ,  b ) ,  and c )  a r e .  due t o  Rohde [47] .  
The name, weak g e n e r a l i z e d  i n v e r s e ,  o r i g i n a t e d  w i t h  
GaldrnaK and Zelen  [15] ,  b u t  t h e  l e f t  and r i g h t  des igna -  
tions a r e  due t o  C l i n e  [8] .  The n o t a t i o n  f o r  d )  i s  from 
Bouiiion and O d e l l  [3] .  
These  g e n e r a l i z e d  i n v e r s e s  w i l l  be  used  t h r o u g h o u t  
the p a p e r .  
Also used  t h r o u g h o u t  a r e  t h e  l e t t e r s  I and 4 
which are  t h e  i d e n t i t y  m a t r i x  and t h e  z e r o  v e c t o r  o r  
r n a ~ r l x  of  z e r o s .  Usage w i l l  i n d i c a t e  t h e  o r d e r  w i t h  
1- 
- and mk d e n o t i n g  t h e  kxk i d e n t i t y  and k x l  column k 
v e c t o r  o f  z e r o s  i f  n e c e s s a r y .  Also used  i s  f o r  
t h e  n u l l  o r  empty s e t .  Bo ld face  N and R are used  
f o r  t h e  n u l l  s e t  o f  t h e  o p e r a t o r  Q 
and t h e  r ange  s e t  of' t h e  o p e r a t o r  & 
The o p e r a t o r  Q i s  n o t  n e c e s s a r i l y  l i n e a r .  
The symbol @ w i l l  d e n o t e  t h e  d i r e c t  sum o f  two 
subspaces  117, p .  2 4 1 .  For  a m a t r i x  A . Ai will 
d e n o t e  t h e  i t h  row o f  A , 
A j  w i l l  d e n o t e  t h e  j t h  
column, and Ai t h e  e lement  i n  t h e  j t h  column, itk j 
row. S c a l a r s  a r e  r e a l  numbers and a r e  deno ted  b y  
lower  c a s e  Roman and Greek l e t t e r s .  F o r  t y p i n g  eon,- 
v e n i e n c e ,  t h e  Greek l e t t e r  e p s i l o n  ( E )  w i l l  be  used f o r  
t h e  s e t  t h e o r y  ' k l emen t  o f "  symbol C e x c e p t  where 
some c o n f u s i o n  may o c c u r  w i t h  an  e p s i l o n  used  i n  limit 
p r o o f s .  I n  t h e s e  c a s e s ,  t h e  symbol € w i l l  be  u sed  t o  
d e n o t e  "element  o f .  " 
When a  theorem o r  d e f i n i t i o n  i s  known i n  t h e  
l i t e r a t u r e ,  t h i s  f a c t  w i l l  be  no ted  by a  r e f e r e n c e  a f te2 -  
t h e  s t a t e m e n t  o f  t h e  theorem o r  d e f i n i t i o n .  If a knewn 
p roof  i s  i n c l u d e d  f o r  comple teness ,  t h e n  t h i s  f a c t  w i l l  
b e  noted by a reference after the identifier "Proof" or 
thz identifier of a subsection of the proof. 
CHAPTER I1 
THE NORM GENERALIZED INVERSE 
DEFINITION 1.1 [35]: L e t  V b e  a  r e a l  normed v e c t o r  
s p a c e  and M b e  a  s u b s e t .  For X i n  V , l e t  E,(X) 
d e n o t e  t h e  s e t  o f  n e a r e s t  p o i n t s  i n  M t o  X , i ,  a,, 
The  s e t - v a t u e d  mapping EM i s  c a l l e d  t h e  m e t r i c  
p r o j e c t i o n  o n t o  1 . L e t  M d e n o t e  t h e  s e t  o f  a l l  
m e t r i c  p r o j e c t i o n s  o n t o  s u b s p a c e s  o f  V . 
The concept  o f  a  m e t r i c  p r o j e c t i o n  has  been 
d i s c u s s e d  by s e v e r a l  a u t h o r s ,  among them B l a t t e u .  ar,d 
Morr i s  [2], Brown [ 4 ] ,  Cheney and Wulbert  [71, C Z ~ L " ,  
M o r r i s ,  and Wulbert  [ 24 ] ,  and o t h e r s  [25], [35] ,  [ k g ] ,  
C481, C531. 
The e x i s t e n c e  of  a  m e t r i c  p r o j e c t i o n  where E b f ( X :  
i s  unique  f o r  a l l  e lements  X i s  g iven  below. 
DEFINITION l s 2  [6, p ,  223: A normed L inear  v e c t o r  
8 
s p g c e  i s  s a i d  t o  be  s t r i c t 2 2  c o n v e x  i f  and o n l y  i f ,  f o r  
a l l  e l e m e n t s  o f  t h e  space  X and Y , 
I 1 = [ / Y / /  = Il(X + ~ ) / 2 1 1  = 1 i m p l i e s  X = Y . 
7- LALOREM r- 1 , 3  [6, P. 231: I n  a  s t r i c t l y  c o n v e x  normed 
-- 
Linear space  V a  nonempty  r e a l  f i n i t e  d i m e n s i o n a l  
sdbspn ce  M c o n t a i n s  a  u n i q u e  p o i n t  c l o s e s t  t o  any 
g i v e n  p o i n t  o f  V . 
'To p rove  t h e  theorem it i s  on ly  n e c e s s a r y  t h a t  M 
ke convex ,  c l o s e d ,  complete  and c o n t a i n e d  i n  a  f i n i t e  
d i n e n s t o n a l  subspace .  We can  s e e  t h i s  by  l e t t i n g  Y E V 
and d = i n f  I I X  - Y I  1 . I f  Y E M , Y i t s e l f  i s  t h e  
X E M  
untque p o i n t  c l o s e s t  t o  Y . So l e t  Y d M . Then f o r  
Z 3 CJL d e f i n e  
= i n f  f ( S )  
where f(X) = I I X  - Y /  ; sance ( d  2 f ( X >  Poi? 2 1 ~  
X E M) is unaffected by the requirement f ( X )  5 f ( 5 :  
when d 5 f(Z) . S is closed in M and thus in '7 
since M is closed. Also, S is bounded by f ( Z ) ,  
Since d = i n f  f(S) , there exists a monocane 
decreasing sequence of real numbers If 1 i 
such that lim fi = d . Now f. E f(S) implies ~ h - r e  
i+m a. 
are points X. E S such that f(X.) = f U s i n g  che 
I 1 i 
standard distance function p , calculate, ff n 2 m 
showing that i is a bounded sequen 
there exists a convergent subsequence 
limit, say Xo E M . Thus 
- 7 The uniqueness follows the proof by Cheney [6, p *  2 j ~ ,  
From the above remarks, notice that strict c o n v e x i t y  
was not required to prove existence, Uniqueness m a 3  be 
10 
2 lost w l t h o u t  strict convexity. For example, let V = R , 
j / X I  1 = max . Let Y = (0,l) . 
.. Liir.  problem is then to minimiz 
--> i t , i . , t .Emized -, .(> ! for all points -1 X 5 1 . 
TI iIO7IEM 1.4 [371 :  The foZZouing a r e  p r o p e r t i e s  o f  t h e  
f i s t ~ ~ ~  p r o j e c t i o n  mapping EM = E on a  subspace  M 
zcich norm I I * I I : 
a )  E(aX) = a E ( X )  , f o r  any s c a l a r  a ; 
b) F : ~  = E ; 
c )  E(X) = X i f  and o n l y  i f  X E M ; 
d ?  E(X + Y) = E ( X )  -k Y f o r  X  E V , Y E M ; 
a) E(X + E(Y)) = E ( X )  + E(Y) f o r  aZZ X,Y E V ; 
f) E(X - E(x)) = 4 f o r  a z t  x E v . 
I ,  1 :  I n  a  normed l i n e a r  space  V , Zet  Q  b e  
--- 
c x ~  ~ ? @ r a t ~ ~  from V i n t o  V and c o n s i d e r  t h e  p r o p e r t i e s :  
1. Q 2 = Q  
2. Q ( 0 )  = 4  
3. Q(Y - X) = Q(Y) - X  f o r  X,Y E V and 
Q(X) = X 
4. Q(Y + X) = Q(Y) + X f o r  X,Y E V and 
17,(:0 = X 
5 ,  Q(Y t aX) = Q ( Y )  + a X  f o r  X,Y E V and 
Q(X) = X and a any r e a l  scaZar  
I - 
It f o l l o w s  t h a t  
a) i f  p r o p e r t i e s  1, 2 ,  and 3 h o l d ,  t h e n  e a c h  f: E V 
can  b e  w r i t t e n  as  Y = X c Z , where & ( X I  = X 
and Q ( Z )  = 4 ; 
b )  i f  p r o p e r t i e s  1, 2 ,  and 4 h o l d ,  t h e n  a is 5 r l ~ e  
and X and Z a r e  a  u n i q u e  p a i r ;  
c )  if p r o p e r t i e s  1, 2 ,  and 5 h o l d ,  t h e n  b is 
t r u e  and 
X E V : Q ( X )  = X 
i s  a s u b s p a c e ;  
d )  i f  p r o p e r t i e s  1, 2 and 5 h o l d  and 
w = ( z  E V : Q ( Z )  = 41 
i s  a  s u b s p a c e ,  t h e n  Q i s  a l i n e a r  o p e r a t o r .  
P r o o f :  Le t  Y E V , X = &(Y) , Z = Y - X . 
a )  We need  o n l y  show t h a t  
and 
b) We need on ly  show uniqueness  s o  assume t h a t  
'i = x 
1 + Z1 a l s o ,  w i t h  X1 E U , Z1 E W . Then 
u s i n g  4. we f i n d  t h a t  
x = Q ( Y )  = Q ( X ,  + Z,) = Q(x,) + Q(Z,) = X, 
e )  Using p r o p e r t y  5 t w i c e ,  we f i n d  t h a t  
Q : ~ x ,  + BX,)  = Q ( ~ x ,  + 4 )  + BX2 = ax, + f3X2 f o r  any 
V X 
lb 1 3 - -2  z U and a,@ scalars. 
d) Let Y1,Y2  E V , X1 = Q ( y l )  , X 2  = Q ( Y 2 )  , 
s o  that Y1 - X1,Y2  - X 2  E W making 
a(Y, - X1) + B ( Y 2  - X 2 )  E W and 
snowing Q i s  a  l i n e a r  o p e r a t o r .  
CEFIWITION 1 . 6 :  a )  I f  Q i s  an o p e r a t o r  from t h e  
i?orhn?ed l i n e a r  space  V i n t o  i t s e l f ,  Q i s  c a l l e d  a  
p r o j e c t i o n  o p e r a t o r  i f  Q has  t h e  p r o p e r t i e s  Q L  = Q 
-- 
13 
and Q($) = $ . Let  P deno te  t h e  s e t  o f  p r o j e c t i o n s ,  
b )  If Q i s  a  p r o j e c t i o n  and 
Q(Y - X) = Q(Y) - X f o r  a l l  X,Y E V 8uch t h a t  
Q(X) = X , t h e n  Q i s  c a l l e d  a  
Le t  T deno te  t h e  s e t  o f  t r u e  p r o j e c t i o n s .  
c )  If Q i s  a p r o j e c t i o n  and 
Q(Y + X) = Q(Y) + X when Q(X) = X , t h e n  & is caZZed 
a  unique  p r o j e c t i o n  o p e r a t o r .  L e t  U deno te  ths s e t  o f  
un ique  p r o j e c t i o n s .  
d) I f  Q i s  a  p r o j e c t i o n  o p e r a t o r  and 
Q(Y + ax) = Q(Y) + aX when Q(X) = X and a is a 
s e a l a r ,  t h e n  Q i s  c a l l e d  a  
L e t  S deno te  t h e  s e t  of  s p a t i a l  p r o j e c t i o n s ,  
C o r o l l a r y  1 . 7  e s t a b l i s h e s  some r e l a t i o n s h i p s  be tween  
t h e  t y p e s  o f  p r o j e c t i o n  o p e r a t o r s  and t h e  p r o p e r t i e s  
of t h e  s e t s  t h e y  g e n e r a t e ;  
COROLLARY 1 . 7 :  Let  V be a  normed l i n e a r  space ,  & a 
p r o j e c t i o n  on V ,  Y E V ,  X = Q(Y) , Z = Y - X , 
X:Q(X) = X , and W = Z:Q(Z) = @ 
a) i f  Q E T , Z E W ;  
b )  i f  Q E U Z E W and t h e  pa i r  o f  v e c t o r s  
X,Z i s  un ique  for  any Y E V ; 
C )  i f  Q E S , Z E W and U i s  a subspace ; 
1 4  
d) Q i s  a  Z i n e a r  p r o j e c t i o n  i f  and o n l y  i f  
& ,  I - Q E S  making V = U $ W ;  
f) l e t t i n g  L d e n o t e  t h e  s e t  o f  l i n e a r  p r o j e c t i o n s ,  
Proof: P a r t s  a  th rough  e  a r e  r e f o r m u l a t i o n s  o f  
Theorem 1 . 5  u s i n g  t h e  n o t a t i o n  o f  D e f i n i t i o n  1 . 6 .  
f) M c S c U c T c P and L c S C U f o l l o w  
immedia te ly  from a  th rough  e .  To show L c M , l e t  
K E L . A norm must b e  found on V s o  t h a t  f o r  any 
1" E V ,  I I Y  - K Y I I  5 I I Y  - K X I /  f o r  any X E V .  
C ~ n s i d e r  t h e  we igh ted  s q u a r e  norm 
T h i s  i s  a  norm s i n c e  K ~ K  i s  p o s i t i v e  s e m i d e f i n i t e ,  and 
if Z Z 4 , t h e n  e i t h e r  KZ # @ o r  (I - K)Z # 4 
T T 
ntking e i t h e r  Z K KZ > 0 o r  zT(l - KIT(l - K)Z > 0 . 
Consequent ly we need  on ly  show t h a t  KY minimizes t h e  
ncrm f o r  M = {X:KX = X) = {X:KY = X,Y E V }  . T h i s  i s  
accompl ished  u t i l i z i n g  t h e  f o l l o w i n g  s t e p s  f o r  Y,X E V : 
T T T T 1, (Y - KY) K K(Y - KY) = YT(l - K) K K(I - K)Y 
T T 
= yT(l - K) K (K - K ~ ) Y  

T  T 
= ( Y  - K Y )  K  K ( Y  - K Y )  
T T 5 ( Y  - K X )  K  K ( Y  - K X )  
+ ( Y  - K X ) ~ ( I  - K ) ~ ( I  - K ) ( Y  - K X )  
= ( Y - K X ) ~  K ~ K  + (I - K ) ~ ( I  - K )  
* ( Y  - K X )  
One s e t  o f  i n t e r e s t i n g  l i n e a r  m e t r i c  p r o j e c t i o n s  i s  
defined on t h e  r ange  space  R ( A )  and n u l l  space  N(A) o f  
a linear o p e r a t o r  A  . These p r o j e c t i o n s  a r e  d e f i n e d  
i n  5erms of  t h e  g e n e r a l i z e d  i n v e r s e s  of  D e f i n i t i o n  2 . 1  
i n  Chap te r  I .  E a r l y  v e r s i o n s  o f  t h i s  theorem were 
p r o v e d  b y  Desoer  and Whalen [ l o ]  and by Ben- I s rae l  
and Charnes [l]. 
THEOREM 1 . 8  [3, p.  151:  L e t  A  and B b e  mxn and 
-- 
rxn m a t r i c e s ,  r e s p e c t i v e l y ,  w i t h  A mapping Vn i n t o  
V and B mapping Vm i n t o  Vn . Then 
nn 
a) if B i s  a  g e n e r a l i z e d  i n v e r s e  of A , t h e r e  
a r e  z i~z ique s u b s p a c e s  U and W s u c h  t h a t  
1" 
V = R ( A )  @ U and Vn = N(A) B W ; 
m 
b )  I f  B i s  a  r e f z e x i u e  g e n e r a l i z e d  i n v e r a e ,  then 
v = R ( A )  @ N ( B )  , vn 
m 
= R ( A )  43 N ( B )  ; 
c )  i f  B i s  a  Z e f t  weak g e n e r a z i z e d  i n v e r s e ,  &hen  
N(A) and R ( B )  a r e  o r t h o g o n a l ;  
d )  i f  B i s  a r i g h t  weak g e n e r a l i z e d  i n u e i - s o ,  *he?; 
R ( A )  and N ( B )  a r e  o r t h o g o n a Z ;  
e )  i f  B i s  t h e  p s e u d o i n v e r s e  o f  A , R ( M )  and  
N ( B )  a s  we22 a s  N ( A )  and R ( B )  a r e  o r t h o g o n a l .  
The n e x t  theorem o b t a i n s  t h e  m e t r i c  p r o j e c t i o n s  o n t o  
2 2 R ( A )  and N(A) when Vn = R ( n )  and V, = R (m) in 
te rms  o f  t h e  p s e u d o i n v e r s e  A+ o f  A . 
THEOREM 1.9 [373: L e t  A be an  mxn m a t r i x .  T h e n  
2 
a )  i f  V = R ( m )  , t h e  m e t r i c  p r o j e c t i o n  onzo 
m 
R ( A )  i s  AA': 
2 b )  i f  V = R ( n )  , t h e  m e t r i c  p r o j e c t i o n  o n t o  
n 
N ( A )  i s  (I  - A'A). 
Theorem 1 . 9  shows t h a t  t h e r e  a r e  some m e t r i c  p r o -  
j e c t i o n s  which a r e  a l s o  l i n e a r  p r o j e c t i o n s .  However, a13 
m e t r i c  p r o j e c t i o n s  a r e  n o t  l i n e a r  as can  be  s e e n  f r o r  
t h e  example which w a s  quo ted  by Newrnan and O d e i l  1371 
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and a t t r i b u t e d  t o  C h a r l e s  Anderson of S o u t h e r n  
Methodis t  U n i v e r s i t y :  
L e t  V = g P ( 3 )  w i t h  1 < p  < and 
?t - J X : X  4 = a ( l 1 )  , u a r e a l  s c a l a r )  . Suppose 
E , the m e t r i c  p r o j e c t i o n  on N i s  l i n e a r ;  t h e n  
l/ P 
E ( I , O , O )  = min 1 1  - a l p +  I c r l p +  l a l p  
01 
whlch i m p l i e s  
b y  Theorem 1 . 4  and t h e  l i n e a r i t y  of  E . T h e r e f o r e ,  
tile f u n c t i o n  f ( a )  = I l ( a  - 3 ) , a , a l l P  i s  minimized 
~ n P q u e l y  f o r  a  = 1 s i n c e  t h e  t P ( 3 )  norm i s  s t r i c t l y  
eorLvex f o r  1 < p  < , S i n c e  f ( a )  i s  d i f f e r e n t i a b l e  
for I < p  < a 3  i t  must be t r u e  t h a t  
3 = Pf(l) = -2p2P-2 + 2p  o r  t h a t  2P'2 = 1 which i s  
r r u e  i f  and on ly  i f  p  = 2 . T h e r e f o r e ,  E i s  l i n e a r  
i > n d  o n l y  i f  p  = 2 . T h i s  r e s u l t  s u g g e s t s  a  lemma 
an? a theorem. 
: ";
LEMMA 1 . 1 0  C373:  Le t  M be  a  hyperp lane  c o n t a i n e d  i n  
t h e  normed l i n e a r  v e c t o r  space  V o f  d imens ion  n , 
t h e n  t h e  m e t r i c  p r o j e c t i o n  E  o f  V , on M i s  a 
Zinear  t r a n s  fo rmat ion .  
THEOREM 1.11 [37!: Cons ider  t h e  spaces  JLP(n), 
1 < p  < w . For e v e r y  n o n - n u l l  subspuce M , t h e  
m e t r i c  p r o j e c t i o n  E  i s  l i n e a r  i f  and o n l y  i f  
n ~ 2  or  p = 2 .  
LEMMA 1 . 1 2  [ 4 ] :  For any m e t r i c  p r o j e c t i o n  E and an3 
sequence  such  t h a t  l i m  Xn = Y , i f  
n-tm 
z = l i m  E ( X n )  E R ( E )  t h e n  Z E E ( Y )  . 
n-tm 
Proof s i m i l a r  to that of Brown [ 4 ] :  
Now since E ( Y )  E R(E)  , 
20 
5 0  t h a t  
an3 s i n c e  I Ixn  - YII > 0 , 1 1 ~ ~ -  Z l l  > 0  and 
n 
E > O  L i z X  = Y ,  l i m Z n =  Z ,  t h e n g i v e n  E ~ ,  
ii -+a n- 
t ? e r e  i s  an N such t h a t  i f  n > N , 
and t h u s  
No-~ j  since t h e  above i s  t r u e  f o r  any E 1 3 E 2  > 0 t h e n  
v ~ h i e h  i m p l i e s  Z = E(Y) s i n c e  Z E R(E) . 
COROLLARY 1 . 1 3  [ 4 ] :  F O P  any m e t r i c  p r o j e c t i o n  E on a  
f i n i t e  d imensional  subspace M i n  a  s t r i c t l y  convex 
s ~ a c e  V , E ( x )  i s  a  con t inuous  f u n c t i o n  o f  X on V . 
2 . 2  Properties of t h e  Norm Genera l i zed  I n v e r s e  
E x i s t e n c e ,  u n i q u e n e s s ,  and p r o p e r t i e s  o f  the norm 
g e n e r a l i z e d  i n v e r s e  o f  a mxn m a t r i x  A w i l l  be 
developed i n  t e r m s  o f  t h e  me tp ic  p r o j e c t i o n s  on t h e  
c o r r e s p o n d i n g  s p a c e s  Vm and Vn . The norm generalized 
i n v e r s e  of  t h e  norm g e n e r a l i z e d  i n v e r s e  o f  A w i l l  b e  
d e f i n e d  and some p r o p e r t i e s  e s t a b l i s h e d .  
THEOREM 2 . 1  [37]:  For each Y E V and e v e r y  pair o f  
m 
s t r i c t l y  convex  norms, t h e r e  e x i s t s  a  un ique  b e s %  
approximate  s o  Zu t ion  Xo E V n  o f  t h e  s y s t e m  AX = Y . 
If E and F a r e  t h e  m e t r i c  p r o j e c t i o n s  o n t o  R(AX and 
N ( A ) ,  r e s p e c t i v e l y ,  B i s  t h e  norm g e n e r a l i z e d  i n v e r s e  
o f  A , and Ag i s  any g e n e r a l i z e d  i n v e r s e  of A , 
t h e n  t h e  s o Z u t i o n  can  be  w r i t t e n  symboZicaZly a s  
P r o o f :  We w i l l  show t h a t  X o  s a t i s f i e s  D e f i n i t i o n  1,1 
of Chapter  I ,  Le t  Y E V . Now s i n c e  A i s  a li!~izar 
m 
o p e r a t o r ,  R(A) i s  a subspace  o f  t h e  s t r i c t l y  convex 
space  Vm which i m p l i e s  t h e r e  e x i s t s  a m e t r i c  p r o J e c t i o n  
E o n t o  R ( A )  such  t h a t  E ( Y )  i s  unique  by a p p l y i n g  
Theorem 1 . 3 .  L e t  Yo = E ( Y )  E R(A) . L e t  A~ b e  a 
- - g e n e r a l i z e d  i n v e r s e  o f  A and c o n s i d e r  XI  = 5 Y 
n 
Observe t h a t  AX1 = AAgyo = Y o  , u s i n g  Theorem 1.8 a ) ,  
2 2  
so that X1 i s  a s o l u t i o n  t o  AX = Yo . If  we choose 
acocher  g e n e r a l i z e d  i n v e r s e  A: and l e t  X2 = A;Y~ , 
b ~ h o n  AX2 = Y o  . Now i f  X2 i s  such  t h a t  AX2 = Yo , 
%hen A(Xl - X2) = 
+m 
Consequent ly  t h e  d i f f e r e n c e  
betfleen any two s o l u t i o n s  and any two g e n e r a l i z e d  
i n v e r s e s  i s  an  e lement  o f  N(A), and t h e  s e t  S o f  X ' s  
satisfying AX = Yo i s  c h a r a c t e r i z e d  as 
"1s i s  t h e n  t h e  s e t  o f  a l l  p o i n t s  i n  Vn which can  b e  
best approximate  s o l u t i o n s  t o  AX = Y . We must now f i n d  
c h a t  s u b s e t  of  S , say  S 1  , o f  minimum norm i n  
- T  o r  in o t h e r  words,  t h o s e  Xo E S f  such  t h a t  
In 
1 -  I X  x f o r  a l l  X E S . Using t h e  N(A) 
c h a r a c t e r i z a t i o n ,  we must f i n d  t h o s e  Zo E N(A) such  
:rat I Ixl - zoI I n  - < I Jxl - z f o r  a l l  z E N(A) . 
k t  this i s  s imply f i n d i n g  t h e  m e t r i c  p r o j e c t i o n  F(X1) 
o r  N(A), which y i e l d s  a unique  Zo s i n c e  V i s  
n 
strictly convex and N(A) i s  a subspace  by Theorem 1 . 3 .  
T h e r e f o r e ,  t h e  b e s t  approximate  s o l u t i o n  i s  
C O R O L L A R Y  2 . 2  [37 ] :  I n  t h e  n o t a t i o n  o f  Theorem 2,1 t h e  
foZZowing p r o p e r t i e s  h o l d :  
a )  A F = O  - , t h e  z e r o  o r  nu22 o p e r a t o r  
d )  A A ~ E  = E 
e )  A B = E  
f )  B A  = ( I  - F ) A ~ A  
g )  ABA = A 
h) B A B  = B 
COROLLARY 2 . 3  [37]:  
a )  I f  Vn = R2(n)  , t h e n  B = A'E ; 
2 b )  I f  V = R (m) , t h e n  B = (I  - F)A+ ; .  
m 
2 2 + C )  ~f Vn = e ( n )  and Vm = 2 ( m )  , t h e n  B = A ; 
d) If t h e  rank o f  A i s  n  5 m , t h e n  F = 0 
- 
and B = A ~ E  . 
The r e s u l t  o f  p a r t  c was f i r s t  shown by 
Fenrose  [39] .  The dependence o f  t h e  l i n e a r i t y  o f  t h e  
norm g e n e r a l i z e d  i n v e r s e  B upon t h e  l i n e a r i t y  o f  t h e  
m e t r i c  p r o j e c t i o n s  E and F w i l l  b e  shown n e x t .  
THE3REM 2-4: The norm g e n e r a l i z e d  i n v e r s e  B o f  an 
- 
mxn matrix A i s  l i n e a r  i f  and o n l y  i f  t h e  m e t r i c  
projections F and E a re  Z inear  o v e r  Vn and Vm , 
respective Zy  . 
Proof: I f  F and E a r e  l i n e a r ,  t h e n  B i s  l i n e a r  
s i n c e  B = ( I  - F ) A ~ E  and A' i s  a  m a t r i x  and  t h e r e f o r e  
l i r e a r -  
If B i s  l i n e a r ,  t h e n  f o r  a,B s c a l a r s  and 
which becomes 
a f t e r  s u b s t i t u t i o n  and some a l g e b r a i c  m a n i p u l a t i o n ,  
Observing t h a t  E(aY1 + BY2) - uE(Y1) - BE(Y2) E R ( A )  
and t h a t  AF = - 0 by C o r o l l a r y  2.2 a ) ,  we f i n d  tha: 
m u l t i p l i c a t i o n  o f  (2.1) by  A produces 
showing t h a t  E i s  l i n e a r .  I n c l u d i n g  t h i s  r e s u l t  i n  
e q u a t i o n  (2.1), we o b t a i n  
showing t h a t  F i s  l i n e a r  o v e r  R ( A ' ) ,  f o r  a l l  
g e n e r a l i z e d  i n v e r s e s  of  A by Theorem 2.1. N o w  
c o n s i d e r  t h e  s e t  o f  m a t r i c e s  d e f i n e d  by 
H(Z) = A+ + (I - A*A)Z 
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where Z i s  an a r b i t r a r y  nxm ma t r ix  wi th  t h e  r e s t r i c -  
ticn t h a t  Z maps R(A) i n t o  N(A). Now AH(Z)A = A 
showing H(Z) i s  a  gene ra l i zed  i n v e r s e  of A s o  t h a t  
F i s  l i n e a r  over  R [ H ( z ) ]  f o r  a l l  Z . Since  Z i s  
an a r b i t r a r y  map from R(A) i n t o  N(A), t h e n  f o r  each 
Yo E R ( A )  and Xo E N(A) t h e r e  i s  some Z s o  t h a t  
A l l swing  Yo t o  vary over R(A), we see  t h a t  F i s  
linear over R ( A + )  @ N(A) = V . 
n 
CCR3LLARY 2 . 5  1371: L e t  Vn = !Lq(n) , Vm = !LP(m)  f o r  
m 2 3 , n  3  . Then B i s  l i n e a r  f o r  e v e r y  mxn 
m a t r i x  A i f  and o n l y  i f  p  = q = 2 . 
COROLLARY 2.6 [37]: If A i s  an ( n + l ) x n  m a t r i x  o f  
a ?  n , t h e n  t h e  norm g e n e r a l i z e d  i n v e r s e  B is 
Zineczr, 
One proper ty  of t h e  p-q gene ra l i zed  i n v e r s e  when 
p = q = 2 ( t h e  2-2g.i . )  i s  t h a t  t h e  q-p g . i .  of t h e  
+ 
p-.q g . i ,  is (A+) = A , a  proper ty  of t h e  symmetry 
of A and A+ . An i n t e r e s t i n g  problem i s  t o  d e f i n e  
a corm g . i .  C o f  a  norm g . i .  B of A and determine 
if C = A . I n  gene ra l ,  a s  was seen i n  Theorem 2 . 4  and 
C c r o l l a r y  2 . 5 ,  B i s  non l inea r .  
Observe t h a t  i n  t h e  fundamenta l  e x i s t e n c e  theorem,  
Theorem 2 .1 ,  t h e  l i n e a r i t y  o f  A  was roequ i red  t o  make 
N ( A )  and R ( A )  f i n i t e  d i m e n s i o n a l  s u b s p a c e s .  That N ( k )  an3  
R ( A )  b e  subspaces  was r e q u i r e d  t o  a s s o c i a t e  N(A) and RC S )  
w i t h  t h e  f i n i t e - d i m e n s i o n a l  subspace  M o f  the ore^ 1.3- 
By t h e  remark a f t e r  Theorem 1 . 3 ,  o b s e r v e  t h a t  t h e  e n l y  
p r o p e r t i e s  o f  M r e q u l r e d  a r e  t h a t  M b e  c l o s e d ,  
comple te ,  and convex (convex f o r  u n i q u e n e s s ) .  A more 
g e n e r a l  theorem i s  t h e r e f o r e  
For each Y E V and e v e r y  pa i r  o f  s t r i e t Z y  
m  
convex norms, t h e r e  e x i s t s  a  b e s t  approzirna~ke 
X o  E V  o f  A ( X )  = Y , i f  R ( A )  and N ( A )  
n 
are  cZosed and compZete s u b s e t s  o f  V m  and 
T r e s p e c t i v e Z y .  I f  R ( A )  and N ( A )  are  a l s o  
n 
convex,, Xo is un ique .  
Consequent ly , '  i n  o r d e r  t o  answer t h e  q u e s t i o n  posed  I.n 
t h i s  remark ,  i t  must be  de te rmined  whe the r  R ( B )  and 
N ( B )  e a c h  s a t i s f y  t h e  h y p o t h e s e s  o f  t h e  theorem.  
LEMMA 2 .6 :  For any norm g e n e r a l i z e d  i n v e r s e  B of 
P r o o f :  Le t  Y E V and B = ( I  - F)A'E . Then 
m 
E ( Y )  E R ( A )  s o  t h a t  E ( V m )  = R ( A )  , s i n c e  E(Y) = Y 
i f  Y E R ( A )  . T h e r e f o r e ,  l e t t i n g  Z = A ~ E ( Y )  - A'E(Y) 
and n o t i c i n g  aga in  t h a t  E ( Y )  E R ( A )  , 
s i n c e  AA' and AA' a r e  bo th  p r o j e c t i o n s  on to  R(A) by 
Theorem 1.8. Consequently,  
To show (I - F)R(A+) = N(F) , f i rs t  l e t  X c R(B) . 
Then t h e r e  i s  a  Z E R(A+) such t h a t  X = (I - F)Z and 
F(X) = F [(I - F)(z)] 
= (F - F2)(z) 
- 
- On 
ana therefore X E N(F) and N(B) C N(F) . 
Suppose X E N(F) . Then F(X) = @n and 
( 1  - F ) ( x )  = X . To show X E R(B) , it need only be 
shown t h a t  X E R ( A + )  . S i n c e  X E Vn , X ca,n be 
w r i t t e n  as X = Xl + X2 where XI E N(A) = R(F) and 
X 2  E R ( A + )  , by Theorem 1 .8  e ) .  I f  X = 0, , %her% 
X E R(A') and t h e  lemma i s  complete.  I f  X # 43, , 
t h e n  X g! R(F) , f o r  t h a t  would imply X F ( X )  = 971 . 
T h e r e f o r e ,  i n  e i t h e r  c a s e ,  XI = @n imply ing  that 
X = X, E R ( A + )  and t h a t  N(F) = R(B) . 
LEMMA 2 .7 :  For  any norm generalized inverse B of 
A ,  N ( B )  = N(E) . 
Proof :  Now N(B) = Z : ( I  - F)A'E(Z) = bm 
A g  i s  l i n e a r  and F(@,) = 4, , t h e n  N ( E )  c NCB) , 
Let  Z E N(B) . S i n c e  Z E V and E  i s  a m e t r i c -  
m 
p r o j e c t i o n ,  Z can be  w r i t t e n  as Z = Z O  + Z1 , where 
E(ZO) = 4, , E(Z1) = Z1 , by C o r o l l a r y  1 . 7  c ) .  
Thus 
30 
by  t h e  p r o p e r t i e s  o f  E and Equa t ion  ( 2 . 2 ) .  Now 
(I - F ) A * ( z ~ )  = $, , o r  FA+(z~) = A + Z1 is t r u e  if and 
cn ly  i f  A + Z ~  E N(A) i s  t r u e  s i n c e  F i s  a p r o j e c t i o n  
on M ( A ) .  But A + Z ~  E R ( A + )  s o  t h a t  A + Z ~  = 4, s i n c e  
V = N(A) @ R ( A * )  by Theorem 1 . 8  e ) .  
51. 
Since E i s  a  p r o j e c t i o n  on R(A) and E(Z1) = Z1 , 
+ 
- t h e n  Z1 E R(A) S O  t h a t  Z1 = A A  Z1 = A$, - $m , Thus 
Z = Z, + Z = Z, E N(E) . T h e r e f o r e ,  N(B) = N(E)  . 1 
TE-IEOREM 2 . 8 :  For any norm g e n e r a l i z e d  i n v e r s e  B o f  
- 
A , N(B) and R ( B )  are  c l o s e d  s e t s ,  
P r o o f :  Observe t h a t  
f rom Lemma 2 . 7  and 
f r o m  Lemma 2 . 6 .  Now E  and F a r e  b o t h  con t inuous  
5y C o r o l l a r y  1 .13 .  S ince  t h e  i n v e r s e  image of  a  c l o s e d  
s e t  1s c l o s e d  when t h e  f u n c t i o n  i s  con t inuous ,  N ( B )  
and R(B9 a r e  c l o s e d  s i n c e  E-I = N(B) and 
F - ~  -1 = N(B) , where d e n o t e s  a n  i n v e r s e  a p e r t o r  
These r e s u l t s  can  be  s u m a r i z e d  i n  
THEOREM 2 . 9 :  The norm generaZized  i n v e r s e  C o f  t6e 
norm g e n e r a l i z e d  i n v e r s e  B o f  a m a t r i x  A rnZwa9~ 
e x i s t s .  The s o l u t i o n  s e t  S i s  a  un ique  p o i n t  if 
p  = q  = 2 o r  n,m - < 2 o r  i f  A i s  an (n4-l)xn m a e r i z  
o f  rank n . f i e .  i f  B i s  l i n e a r ) .  
P r o o f :  By t h e  g e n e r a l i z e d  e x i s t e n c e  theorem a b e s t  
approx ima te  s o l u t i o n  Y o  t o  t h e  e q u a t i o n  
e x i s t s  f o r  each X E Vn i f  R(B) and N(B) a r e  closed.  
and complete  s u b s e t s  o f  Vn and Vm , r e s p e c t i v e l y ,  
By Theorem 2 . 8 ,  R(B)  and M (B) a r e  c l o s e d  s e t s  showing 
t h e  e x i s t e n c e  o f  t h e  norm g e n e r a l i z e d  i n v e r s e  C sf 
B d e f i n e d  by C(X) = Sx where Sx i s  t h e  s e t  o f  best 
approximate  s o l u t i o n s  Y o  t o  B(X) = Yo , f o r  e v e r y  
X E V * .  
By t h e  g e n e r a l i z e d  e x i s t e n c e  theorem,  Sx i s  a 
unique  p o i n t  f o r  eve ry  X i f  R(B) and N(B) are e o c v e x ,  
which i s  t r u e ,  i f  B i s  l i n e a r ,  which i s  t r u e  for all 
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A l r  and only if p = q = 2 (whenm,n > 3) or 
- 
n,m - < 2 by Corollary 2.5 or A is an (n+l)xn matrix 
of rank n by Corollary 2.6. 
For the norm generalized inverse C of the norm 
generalized inverse B of an mxn matrix A to equal 
A , then C must be expressible as a matrix and, as 
s ~ l c i ,  must have a unique image for each X E Vn . This 
is the case if and only if B is linear. 
C H A P T E R  I11 
C A L C U L A T I O N  O F  T H E  p-q G E N E R A L I Z E D  INVERSE 
F O R  kP AND 8' SPACES 
3.1  
P r i o r  t o  d e f i n i n g  and proving an a lgor i thm for t h e  
c a l c u l a t i o n  of t h e  p-q gene ra l i zed  i n v e r s e ,  which i s  
def ined  i n  S e c t i o n  1.1, s e v e r a l  p re l iminary  r e s u l t s  
a r e  neces sa ry ,  
THEOREM 1.1: Le t  Vll ,  V12, VZ1, and V 2 2  be r e a l  nxn, 
nxm, mxn, and mxm m a t r i c e s ,  r e s p e c t i v e  Zy. DefZne 
and let 
Then  R = V* if and o n l y  if 
* 
and  R = V+ if and o n l y  <f 
T 
5'. ~ ; ~ v ~ ~  
T 
= 9 
= 4 
which t h e n  i m p l i e s  
* 
Proof :  If a l l  e i g h t  c o n d i t i o n s  h o l d ,  t h e n  R = X by 
t h e  un iqueness  o f  V+ , g i v i n g  t h e  e q u a l i t i e s  1", 2", 
3", and 4" by e q u a t i n g  c o r r e s p o n d i n g  s u b m a t r i c e s  o f  
R and R* . Thus, it need  on ly  be shown t h a t  
a )  R = V+ i f  and o n l y  i f  I t ,  2l, 3 l ,  and 4' hold. 
b) R* = V+ i f  and o n l y  i f  5 ' ,  6 ' ,  7 ,  and 8' h c l d .  
But t h e  o n l y  d i f f e r e n c e  between t h e  d e f i n i t i o n s  o f  R 
and R*  and between t h e  conditions l 9  through  8" i s  an 
i n t e r c h a n g e  of t h e  symbols 1 and 2 s o  t h a t  u s i n g  a s g m e s -  
r i c a l  argument we need  on ly  prove  s t a t e m e n t  a )  above, 
36 
To prove a ) ,  i t t w i l l  be shown t h a t  t h e  f o u r  
Moore-Penrose equa t ions  o f  D e f i n i t i o n  2. le  i n  Chapter  I 
1, V R V = V  
2, RVR = R  
3. ( V R I ~  = VR 
4 (RV)~ = R V  
are satisfied. Therefore ,  cons ider  
S = VRV = 
and t h e r e f o r e  S p l  = V21 i f  and o n l y  if 
= 4 (i,e., t h a t  
If c o n d i t i o n s  1' and 3 '  a r e  used ,  obse rve  t h a t  
- s o  t h a t  c o n d i t i o n s  1' and 3 '  imply S21 - VZ1 
end therefore - s 1 2  - v 1 2  i f  and on ly  i f  
Using c o n d i t i o n s  2 '  and 4 ' ,  
which i m p l i e s  - S 1 2  - v 1 2  ' 
and t h e r e f o r e  S22 = V22 if and only if 
If cond i t i ons  l h n d  2 '  are used, then  
R1l R 1 2  R1l R 1 2  
S = RVR = . 
R 2 1  R 2 2  R 2 1  R 2 2  

Now 
Consequently S12 = ST1 i f  and only i f  
which i s  cond i t i on  2 F .  
and t h e r e f o r d  S22 = ST2 i f  and only i f  
Given cond i t i ons  2"nd Q 9 ,  
which imp l i e s  s~~ = s:~ . 

and t h e r e f o r e  S12 = S21 i f  and o n l y  i f  
which i s  c o n d i t i o n  1 a 
and t h e r e f o r e  S z 2  = sT2 i f  and only  if 
Given c o n d i t i o n s  1' and 4', 
which i m p l i e s  s~~ = s:? . 
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I n  each of t h e  above c a l c u l a t i o n s ,  i t  h a s  been shown 
that c o n d i t i o n s  I f 3  2 ' ,  3 ' ,  and 4 '  imply t h a t  R = V+ . 
Observe a l s o  t h a t  R = V+ e x p l i c i t l y  i m p l i e d  c o n d i t i o n  
1-n Penrose  e q u a t i o n  4 ,  and c o n d i t i o n  2-n Penrose  
e q u a t i o n  3. To show t h e  i m p l i c a t i o n  of 3 ' ,  f i r s t  
pi -ernwlt ip ly  1' by Va2 t o  o b t a i n  
This shows t h a t  i n  Penrose  e q u a t i o n  1, S21 = V21 i f  
and o n l y  lf 
which is 
or c o n d i t i o n  3 ' .  A l l  t h e  c o n d i t i o n s  i m p l i e d  by R = V+ 
a r e  s a t i s f i e d  s imul taneous ly  ( n o t e  t h a t  R = V+ i m p l i e s  
that c o n d i t i o n  1' does n o t  r e q u i r e  c o n d i t i o n  3-0 be  
s a t i s f i e d ) .  To show t h e  i m p l i c a t i o n  o f  4 ' ,  p o s t m u l t i p l y  
t h e  t r a n s p o s e  by V22 t o  o b t a i n  
4 7 
S O  t h a t  S12 = VI2 i n  Penrose  e q u a t i o n  1 if a n d  on:iji i f  
which i s  c o n d i t i o n  b V .  
DEFINITION 1.2 [ 22 ] :  A r e a l  nun m a t r i x  A i s  oattid EPr 
i f  and o n l y  i f  it s a t i s f i e s  t h e  c o n d i t i o n s :  
1. A has rank r . 
2. XiAi = O i f  and on ly  i f  X ~ A ~  = 0 
i=l ' i=l 
for a l l  r e a l  Xi where i s  t h e  i t h  row and Ai 
i s  t h e  i t h  column o f  A . 
Condi t ion  2 can be w r i t t e n  i n  m a t r i x  n o t a t i o n  as 
AX = 4 if and on ly  i f  A ~ X  = t$ 
o r  t h a t  
which i s  N ( A )  = N ( A ~ )  . I f  t h e  rank  i s  unders tood ,  
an  E P r  m a t r i x  w i l l  be  r e f e r r e d  t o  a s  an EP m a t r i x ,  
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LEMMA - - 1 .3 :  If V1, V 2 ,  and V3 a r e  s u b s p a c e s  o f  t h e  
n - d i m e n s i o n a l  r e a l  s p a c e  Vn such  t h a t  
V = V1 'B V2 = V1 @ V3 , and i f  V1 i s  o r t h o g o n a l  
n 
t o  bgzh V2 and V3 , t h e n  V2 - V3 e 
"roof: Suppose t h a t  t h e r e  i s  an X E V2 . S i n c e  
X c V a 9  and Vn = V1 B V3 t h e r e  are v e c t o r s  
v E V1 v E V3 s u c h  t h a t  X = v1 + v3 . L e t  %. 3  
b e  an  o r t h o g o n a l  b a s i s  f o r  V1 a n d  
be an o r t h o g o n a l  b a s i s  f o r  V3 . Then by t h e  o r thog-  
T 
o r a l i t y  h y p o t h e s i s ,  blib3 = 0 f o r  i = l , * * * , r  ;
j = I,** * , n - r  [17 ,  p .  2 4 ,  p .  341. T h e r e f o r e ,  t h e r e  
are c o n s t a n t s  s u c h  t h a t  
n - r  
X = al ibl i  + a3ib3i . 
i=l i=l 
T S i n c e  X E Vz and  Vn = V1 63 V2 , X vl = 0 f o r  a l l  
v E V1 S O  t h a t  f o r  j = 1 9 e e e , r 9  1 
r n- r  
= xa li b T . b  11 li + x a  3 i  b T . b  1 3  3 i  
i=l i=l' 
which i m p l i e s  
o r  t h a t  V2 C V3 . By exchanging V2 f o r  V3 and 
b a s i s  b2i  f o r  b j i  i n  t h e  above p r o o f ,  V3 C V 
2 
which i m p l i e s  Vz = V3 . 
THEOREM 1 . 4 :  A r e a l  nxn m a t r i x  A is EPr if and o x l y  
if A+ is EPr. Fur ther ,  A is EPr if and onZy i f  
R(A) = R(A~) . 
Proof :  Note . t h a t  
-
X:(I - AA+)Z = x f o r  some z 
x:(I - AA+)(I - AA+)Z = x , for some z 
X:(I - AA+)X = x 
+T T A A ) Z  = X ,  fwra:; Z 
= N(A~) . 
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S i m i l a r l y  by r e p l a c i n g  A+ wi th  and A w i t h  AT , 
t h e n  N ( A + ~ )  = N ( A )  . Therefore ,  N ( A )  = N ( A T )  i f  and 
only i f  N ( A + ~ )  = N ( A + )  , which i s  t o  say ,  A i s  EPr 
sf and only i f  A +  i s  EPr. 
F o r  t h e  second p a r t ,  no t e  t h a t  Vn , t h e  r e a l  
n--diaensional  v e c t o r  space ,  i s  t h e  d i r e c t  sum o f  
by Theorem 2,8e  i n  Chapter 11. Now A i s  EPr i f  and 
+T 
o n l y  i f  A+ i s  E P r  i f  and only i f  N ( A + )  = N(A ) 
;':hi& Impl ies  R(A) = R ( A T )  by Lemma 1 . 3  s i n c e  R(A) 
i s  or thogonal  t o  N ( A + )  and R ( A ~ )  i s  or thogonal  t o  
N ( A ' ~ ) .  Also by Lemma 1 . 3 ,  i f  R ( A )  = R ( A T )  , t hen  
~ ( 4 ~ " )  = N ( A ~ )  and A i s  EPr. 
COROLLARY 1 .5 :  Given V ,  R ,  and R* as i n  Theorem 1.1. 
-- 
a )  If V 2 2  i s  n o n s i n g u t a r ,  c o n d i t i o n s  1' and 2 '  
reduce to 3 ' a n d  4'. 
b) If vll i s  n o n s i n g u t a r ,  c o n d i t i o n s  5 '  and 6 '  
reduce  to 7 ?  and 8 ' .  
C )  If Rl1 and V 2 2  a r e  EP m a t r i c e s  and 
V = v ' ; ~  , c o n d i t i o n s  2' and 4' reduce  t o  1' and 3 ' .  P 2 
(3) If and Vll a r e  EP m a t r i c e s  and 
T 
v l ~  = ' c o n d i t i o n s  6' and 8t  reduce  t o  5 h a l d  T t  
e l  I f  Rll i s  n o n s i n g u l a r ,  c o n d i t i o n s  lB, Z F ,  
3" and 4"eduee t o  
= 9 
= 4 .  
f )  I f  ~f~ i s  n o n s i n g u l a r ,  c o n d i t i o n s  5', 6' ?p 
7" and 8 '  reduce  t o  
g) I f  a ) ,  c ) ,  and d )  h o l d ,  t h e n  t h e  e i g h t  c o n d i -  
t i o n ~  reduce  t o  3 l ,  5 ' ,  and 7 v .  
h )  I f  b ) ,  c ) ,  and d )  h o l d ,  t h e n  t h e  e i g h t  e o n d i -  
t i o n s  reduce  t o  l', 3 ' ,  and 7 ' *  
i) I f  a)  9 c ) ,  d ) ,  and f )  h o l d ,  t h e n  t h e  e i g h t  
c o n d i t i o n s  reduce  t o  3'  and 11'. 
3 )  If b ) ,  c ) ,  dl, and e )  h o l d ,  t h e n  t h e  e i g h t  
condi  t i o n s  reduce  t o  7 and 9 l .  
k )  I f  a ) ,  b ) ,  e l ,  and f) h o l d ,  no c o n d i t i o n s  
e x i s t ,  as  t h i s  i s  a  f u l l  rank c a s e .  
Proof :  The p r o o f s  o f  s t a t e m e n t s  b), d ) ,  f ) ,  h), and 
j) a r e  analogous  t o  t h e  p r o o f s  of  a ) ,  c ) ,  e ) ,  g ) ,  arid I), 
r e s p e c t i v e l y ,  by i n t e r c h a n g i n g  s u b s c r i p t s .  T h e r e f o r e ,  
o n l y  s t a t e m e n t s  a ) ,  c ) ,  e )  , g )  , i ) ,  and k )  w i l l  b e  
proven, 
+ 
3) If V22  i s  n o n s i n g u l a r ,  V2, = v;: and 
I - v  vS ( 22 2 2  = 4 s o  t h a t  c o n d i t i o n s  1' and 2 '  a r e  
s l n p l y  
P r e m u l t i p l y i n g  1' and p o s t m u l t i p l y i n g  2 '  by V 2 2  y i e l d  
3 '  and 4 ' ,  r e s p e c t i v e l y .  
c )  If c o n d i t i o n  3 '  i s  t r a n s p o s e d ,  t h e  c o n d i t i o n  
becon~es  
or t h a t  VI2  id N (R;~) = N(Rll) by t h e  EP h y p o t h e s i s  
on  Rgl . T h e r e f o r e ,  = which 
i s  c o n d i t i o n  4'. To show t h a t  1' and 2Qre  e q u i v a l e n t ,  
n o t e  t h a t  R(R;~) = R(Rll) s i n c e  
R1 1 i s  EP and 
there f o r e  
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S i n c e  V22 . From Theorem 1,8 
of  Chapter  11, when X E Vn , t h e n  X can be  w r i t t e n  
un ique ly  a s  X = U 9 W , where U E N 
W E R ( v ~ ~ )  = R by Theorem 1 . 4 .  
i s  a p r o j e c t i o n  o n t o  N 
j e c t i o n  on to  N 
f o r  a l l  X E V S O  t h a t  
n 
Cons ide r ing  2 '  and s u b s t i t u t i n g  i n  o f ,  
showing t h a t  R ( v ~ ~ R ~ ~ )  b. N ( V i 2 )  . From e q u a t i o n  ( 1 . 1 )  
v ~ ~ R T ~ )  d N (v:~) = N (v::) s o  t h a t  
which is c o n d i t i o n  l 9  if 3"s s u b s t i t u t e d .  
e )  I f  Rll i s  n o n s i n g u l a r ,  R i l  = R i l  s o  t h a t  
and t h e r e f o r e  c o n d i t i o n s  3 '  and 4'  a r e  a u t o m a t i c a l l y  
satisfied a l o n g  w i t h  t h e  ' l e f t  s i d e  o f  1' and r i g h t  s i d e  
o f  2', r e d u c i n g  l t  and 2 '  t o  t h e  c o n d i t i o n s  
which are c o n d i t i o n s  9 ' and 10  ' a f t e r  p r e m u l t i p l i c a t i o n  
o f  I t  and p o s t m u l t i p l i c a t i o n  o f  2 '  by R;: . 
g) If a)  h o l d s ,  t h e n l t ,  2 ' ,  3 ' ,  and 4 l a r e  
reduced t o  3 '  and 4 1  which a r e  f u r t h e r  r educed  t o  3 '  
i f  c )  h o l d s .  If d )  h o l d s  t h e n  5 ' ,  6 %  7 '  and 89 a r e  
reduced t o  5 Qnd 7 ' .  
i )  I f  a ) ,  c ) ,  and d )  h o l d ,  t h e n  l t ,  2" 3 3 ' ,  4" 
a r e  r educed  t o  3  9 y  g )  . I f  d )  h o l d s ,  t h e n  5 
7 ' ,  and 8' a r e  r educed  t o  5 '  and 7". I f  f )  holds, 
t h e n  5"s r educed  t o  11' and 7 '  i s  a u t o m a t i c a l l y  
s a t i s f i e d .  (See  e )  . )  
+ - ,. 7 k )  1, v12 = v;; , = v;; , R1l - Rli * * 
* + 
and Rz2 = R;' , t h e n  
which a u t o m a t i c a l l y  s a t i s f i e s  a l l  e i g h t  c o n d i t i o n s ,  
Note t h e n  t h a t  
which i s  t h e  " i n s i d e - o u t "  r u l e  [14,  pp.  45-49],  
[27 ,  pp.  24-26]> C43, p ,  291. 
The above c o r o l l a r y  can  b e  used  t o  o b t a i n  
Theorem 6 (iii) of  Lewis and Newman [26] .  
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LEMMA 1.6: If A i s  an nxn p o s i t i v e  s e m i d e f i n i t e  
- 
v~a-briz and B i s  mxn, t h e n  
?roof: 1f x E N(A + B ~ B )  t h e n  (A + BTB)X = @ 
or t h a t  
T T F u r t h e y  s i n c e  X B BX = (BX)~BX L 0 , 
T T T 
s o  that equa t ion  ( 1 . 2 )  becomes -X AX = X B BX which 
i s  t r u e  i f  and only i f  
xTAX = 0 
T T 
= X B B X  
= (BX)~BX 
T 
since A and B B a r e  p o s i t i v e  s e m i d e f i n i t e .  
7 - 
i^  / i I 
Consequen t ly ,  (A +- BTB)X = 4 i f  and o n l y  i f  EX = 13 s o  
t h a t  A X  = 4 from ( 1 . 2 ) .  T h e r e f o r e  X E M ( A )  and 
x E N ( B )  which is x E N ( A )  n N ( B )  . ~ f  
X t: N(A) n N(B) , t h e n  X E N(A + BTB) . 
LEMMA 1 . 7  [26]:  If A i s  p o s i t i v e  s e m i d e f i n i t e ,  then 
A i s  E P .  
COROLLARY 1 . 8  [26] :  If A i s  a  p o s i t i v e  semide , ja in i t s  
- 
nxn m a t r i x ,  C i s  an r x n  m a t r i x  and A = A + C ~ C  
t h e n  
T P r o o f :  Le t  VI1 = A ,  V21= C = V12 , and Vzz = -7" L e 
- 
N o t i c e  t h a t  R:' = A + C ~ C  = A i s  p o s i t i v e  sernldef l - i te  
by t h e  p roof  o f  Lemma 1 . 6 ,  e q u a t i o n  ( 1 . 3 )  and therefore 
- 
A i s  EP as i s  VI1 by Lemma 1 . 7 ,  imply ing  that Rrl 
i s  EP by Theorem 1 . 4 .  Now 
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Jr + T S i n c e  A i s  p o s i t i v e  s e m i d e f i n i t e ,  C A  C i s  p o s i t i v e  
s e m i d e f i n i t e .  L e t t i n g  C A C ~  b e  "A" and I b e  "B" o f  
Le~nxa 1+ 7 ,  we have 
r ( I  + C A C ~ )  = n  - dim N(1 + C A C ~ )  
= n  - dim N(I )  n N ( C A C ~ )  
C 
sho~wing t h a t  R;, i s  n o n s i n g u l a r  where 
r i - )  s t a n d s  f o r  t h e  r a n k  of  a  m a t r i x .  T h e r e f o r e ,  a l l  o f  
t h e  hypo theses  of C o r o l l a r y  1 . 5  i )  a r e  s a t i s f i e d  showing 
i f  and only if 3' and 11' h o l d ,  which a r e  
Now 3' h o l d s  if and on ly  i f  R [ I  - AA+] C N(C) . However, 
-9- I - A A  i s  t h e  p r o j e c t i o n  o n t o  N(K)  s o  t h a t  3 '  h o l d s  i f  
an? o n l y  if N(K)  c N ( C )  . But N(x) = N(A) n N ( C )  c N ( C )  
b y  Lemma 1 .6  s o  t h a t  3 8  w i l l  always ho ld ,  The o n l y  
remaining c o n d i t i o n  i s  llg which ho lds  i f  and o n l y  if 
c N ( C )  which i s  i f  and only  i f  N(A> C N ( C )  , 
DEFINITION 1.9:  For D a diagonal maLriz wiGh d i a g o n a l  
e l e m e n t s  dl ,  d,, a . a  8 dn P denoted by 
and any r e a l  numbsr 
r , l e t  
Dr = diag di ,d; ,e**,dA 
Observe t h a t  
D ~ D '  = d i a g  Dr+s 
wi th  e q u a l i t y  a l s o  ho ld ing  i f  di = 0 f o r  some i . 
I f  some d i agona l  e lements  a r e  z e ro ,  ambiguity occurs 
f o r  n e g a t i v e  r . To examine t h i s ,  suppose D i s  
an  nxn dimensional  d i agona l  m a t r i x  such t h a t  
D = diag d 1 9 - e s d m , 0 , * e a , 0  
s o  that D-' i s  r e a l l y  t h e  p s e u d o i n v e r s e  of  D and  
shoa:d p r o b a b l y  be  deno ted  by D+ . T h i s  makes f o r  
c l u ~ n s y  r i o t a t i o n ;  f o r  example,  
s o  that, with t h i s  q u a l i f i c a t i o n ,  Dr w i l l  b e  used  
forB a l l  r e a l  r whe the r  D i s  n o n s i n g u l a r  o r  n o t .  
F o r  t h e  n e x t  two theorems,  c o n s i d e r  t h e  l i n e a r  
rnodPl 
h 
and The weigh ted  l e a s t  s q u a r e s  s o l u t i o n  X which i s  
s u c h  t h a t  
Then b y  t h e  above d e f i n i t i o n ,  
* 
f o r  all other X and p o s i t i v e  s e m i d e f i n i t e  we igh t  
matrix W . S i n c e  t h e  weight  f u n c t i o n  on ly  w i l l  a p p e a r  
C 
D C 
i n  a  q u a d r a t f c  form, W can be  assumed t o  be s y u m ~ e t r i c ,  
wi thou t  l o s s  of  g e n e r a l i t y .  L e t t i n g  W = (P/"l TW"2 
be a f a c t o r i z a t i o n  o f  W [16, p.  41, t h e n  
and t h e  l e a s t  squa re s  s o l u t i o n  i s  
Cl61, C281, 1 4 2 1 ,  1431, C441. 
THEOREM 1 . 1 0 :  Suppose Y, A ,  and W are partitioned as 
w i t h  dimensions  o f  Y 1 3  A13 and W 1  as  w e l l  as  
Y,, A,, and W2 correspond ing .  Fur ther  suppose t h a t  
i s  f ions ingu lar .  Then i f  t h e  weigh.ted l e a s t  squares  
L 
A A A 
solution i s  such t h a t  Y2 - A2X = 4 , t h e n  X = X 1  , 
A 
wF.srde X1 i s  t h e  we igh ted  l e a s t  squares  s o l u t i o n  u s i n g  
t h e  mode2  Y 1  = AIX  and w e i g h t s  W 1  . 
T r a o f :  Observe  f i r s t  t h a t  
b y  Lemma 1 . 6 ,  s o  t ha t  C o r o l l a r y  1 . 8  w i l l  a p p l y  t o  
A"'WR, and 
s i n c e  W2 i s  nons ingula r  and t h e r e f o r e  ~ f ' *  i s  
nons ingula r  . 
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Cor:seq.uent ly ,  consider the condition 
h 
Therefore, since W 2  is nonsingular, Y2 - A2X1 = @ . 
Ts eonelude the theorem, calculate 

A A 6 6  
LEMMA 1.11: L e t  g = (Y - AX)/ (Y - AX) (Y - 
A 
where X i s  t h e  Zeas t  s q u a r e s  e s t i m a t e  f o r  a  nonweighted  
m o 2 e l  (W = I )  . Then 
c )  f o r  any h  such  t h a t  h  s a t i s f i e s  a )  and b), 
A + 
b) Observe t h a t  X = (ATA) ATY or t h a t  
+ (nTn)x = ATY s i n c e  ATy C R(A~) = R(A~A) and (ATA) ( A ~ A )  
i s  t h e  p r o j e c t i o n  on to  R(ATA). Then 
6 - 
C )  If ATh = $3 9 then h E N ( A ~ )  = N ( A + )  8 a 
t h a t  ( I  - AA' ) h  = h , and h  can  b e  w r i t t e n  a s  
( I - A A + ) Z ,  f o r  Z any e l emen t  o f  t h e  whole s p a c e .  if 
hTh = 1 , t h e n  h must be  i n  t h e  form 
The Cauchy-Schwartz i n e q u a l i t y  is 
So t h a t  w i t h  u  = (I  - A A + ) Y  and V = ( I  - AA')~ the 
i n e q u a l i t y  becomes 
which i s  
A 
s i n c e  A+Y = x . 
A A A 
A A 
= yT(y - AX) - X T ( A ~ Y  - A ~ A X )  
A 
= YT(Y - AX) . 
Theref ore, 
A 
A T 
A 1/2 
[(Y - AX) (Y - AX)] = (Y - AX)~(Y - AX) A 1/2 
(Y - AXIT(Y - AX)] 
A 
- 
YT(Y - AX) 
1/2 ' 
59 
LEMMA 1 . 1 2 :  (Holder  I n e q u a l i t y  i n  m a t r i x  t r a c e  n o t a $ i o n l :  
For r e a l  numbers ai 2 0 , bi 2 0 , i = l , ' * *  ,n end 
r and s  such  t h a t  1 + 1 = 1  then. i f  
D l  = d i a g ( a i )  , Di = d i a g ( b i )  , t h e n  
w i t h  e q u a l i t y  i f  and o n l y  i f  t h e r e  is a  r e a l  c o n s e a n t  
a such t h a t  
where t r (D)  = f: di f o r  any d iagona l  m a t r i x  D . 
i=l 
n 
P r o o f :  t r ( D l D 2 )  = z aibi 
i=l 
w i t h  e q u a l i t y  i f  and on ly  if t h e r e  i s  a r e a l  c o n s t a n t  
a such  t h a t  
70  
for i .=: 1,**. ,n , which i s  t r u e  i f  and on ly  i f  
by t h e  d i s c r e t e  Holder  I n e q u a l i t y  [18, pp .  21-26]. 
LZM9IB 1.13: - I f  a s e q u e n t i a l  p rocess  i s  d e f i n e d  b y  
X 
n + l  = F(y,) w i t h  F c o n t i n u o u s ,  t h e n  i f  
l i m  xn = x  ; l i m  yn = y 
n+O0 n+- 
t h z n  F ( y )  = x  . 
P r o o f :  F con t inuous ,  l i m  xn = x  , and l i m  yn = y 
imply that f o r  every  E > 0 t h e r e  a r e  c o n s t a n t s  
N13 N 2 3  and N 3  such t h a t  
3) i f  n  > N l  , INy , )  - F ( Y ) (  < ~ / 3  ,
b) if n >  N 2  , I X , + ~  - X I  n < ~ / 3 ,  
C )  i f  n  > N 3  , I x ,  - xl < ~ / 3  . 
P i c k  N = max 19'2 "31 s o  t h a t  f o r  n  > N , 
: L 
f o r  a l l  E s o  tha t  F ( y )  = x s i n c e  I ~ ( y ) - x /  is l c d e -  
penden t  o f  n  . 
LEMMA 1 . 1 4 :  .The  f u n c t i o n  
approaches ze ro  more r a p i d l y  t h a n  does  x  when r , 1 E 
and c  i s  a  p o s i t i v e  c o n s t a n t .  I n  f a c t  t h e  r a t e  i s  
xr-l  
Proof': F o r  x  c l o s e  t o  z e r o  and s i n c e  s 1 , t h e  
i n f i n i t e  b i n o m i a l  s e r i e s  f o r  F ( x )  converges  t o  y i e l d  
r- l  
+ S ( S  -- l ) ( x / c )  2 r - 1 / 2 !  * e * 
s o  t h a t  
l i m  F ( x ) / x  = l i m  r-1 + h ( x Z r - I )  
x-to x+O 
where h ( x  2r-1) a r e  h i g h e r  o r d e r  t e rms  o f  t h e  o r d e r  
X 2 r - P  o r  h i g h e r .  Consequent ly ,  F(x) approaches  z e r o  
more r a p i d l y  t h a n  x  and a t  a r a t e  o f  x r - l  
In t h i s  s e c t i o n  an  a l g o r i t h m  i s  p r e s e n t e d  t o  o b t a i n  
t h e  fiP approximat ions  t o  t h e  d e g e n e r a t e  sys tem , 
which i s  t h a t  v a l u e  ( o r  v a l u e s )  o f  t h e  n x l  d imens iona l  
vecccr  X , say  ];P , such t h a t  
* 
where X i s  any v a l u e  o f  X , and 
A 
The s o l u t i o n s  xP w i l l  b e  c h a r a c t e r i z e d  by 
selecting a w e i g h t i n g  m a t r i x  W = d i a g k i  2 0 1  , 
A 
t r [ ~ ]  = 1 s o  t h a t  XP i s  t h e  s o l u t i o n  o f  
f o r  a l l  X* . The s o l u t i o n s  t o  ( 2 . 1 )  a r e  l e a s t  sqiares 
s o l u t i o n s  t o  
which a r e  
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where Z i s  an  a r b i t r a r y  n x l  v e c t o r  [g ] ,  [27] ,  [ 4 1 1 ,  
[423, [ 441 
To i l l u s t r a t e  t h e  h e u r i s t i c s  b e h i n d  t h e  a l g o r i t h m ,  
conxLder t h e  f o l l o w i n g  theorem.  
A 
THEOREM 2 . 1 :  df xP i s  a  u e i g h t e d  8' approx ima t ion ,  
V P P  
thea C t  i s  a we igh ted  kr approx ima t ion  f o r  p , r  > 0 . 
Tsuocf: 2' i s  a we igh ted  8' approx ima t ion  i f  and only  
P - r  
i f  f a r  the w e i g h t s  W = diag[wi] , l e t  U = W S ( ~ P )  , 
so "chat 
* h 
f o r  all X , s o  t h a t  xP i s  t h e  we igh ted  gr approx i -  
mat ion  w i t h  w e i g h t s  U . N o t i c e  t h a t  i f  r > p  , U h a s  
i Ap p o i n t s  of  p o s s i b l e  s i n g u l a r i t y  a t  Yi-A X . If such  a 
singularity o c c u r s  f o r  some s u b s e t  Jz o f  { l , * e e , m } ,  
set U2 = @ . With U1 = WISl now r e s t r i c t e d  
t o  t h e  nonze ro  s u b s e t ,  t h e n  
r 
s i n c e  U2 = 4 = s2(Xp) i f  r > 0 , 
For  t h e  d i s c u s s i o n  i n  t h i s  paper ,  c o n s i d e r  only 
A' s p a c e s  f o r  1 < p < +w . Algori thms f o r  p = += 
can b e  found i n  r e f e r e n c e s  [ll], 1211, [23] ,  [31], and 
[321 and f o r  -w < p < 1 i n  [12] and f o r  p = 1 i n  
[ l l l  and [521. The a l g o r i t h m  d e f i n e d  below i s  f o r  
2 < p < w .  
DEFINITION 2.2 : Let W1 = d i a g  be a r b i $ r a r y  
except subject to t r  = 1 . Define 
A 
3 . where X: i s  t h e  w e i g h t e d  
l e a s t  squares  s o  Zu t ion  w i t h  w e i g h t s  Wk m i n i m i z i n g  
4, The aZgor i thm,  s t e p  b y  s t e p ,  i s  t h e n  t o  
a> CaZcuZate,  f o r  k  = 1 , 
- 
ii) n1 = tr 
iii) I f  q1 = 0 , t e r m i n a t e  t h e  
a l g o r i t h m ;  o t h e r w i s e  caZcuZate 
iv) .a 1 
b CaZcuZate, f o r  t h e  k t h  s t e p ,  k  > 1 
a lgor i thm;  o t h e r w i s e  e a Z c u Z ~ k e  
vi) If 10' - crk-'l < E a prede -  
te rmined c o n s t a n t ,  t e r m i n a t e  t h e  
a lgor i thm;  o t h e r w i s e  r e t ~ ~ r n  
t o  b l i ) .  
One v a l u e  f o r  W1 i s  d i a g { l / m 3 m 4 a 3 1 / m ~ .  Since t h e  
e lements  o f  t h e  two d i a g o n a l  m a t r i c e s  Wk an4 S 
a r e  nonzero ,  t h e n  i f  q k  = 0 , 
f o r  i = 1 , 2 , * * * , m  , and s i n c e  wi > 0 f o r  i E Jk , 
i "p t h e n  Yi - A Xk = 0 f o r  a l l  nonzero w e i g h t s .  Notice 
t h a t  i f  qk  f 0  , t h e n  ok i s  w e l l  d e f i n e d ,  and t h e r e  
i "p i s  a t  l e a s t  one t e rm wi lyi - A xk 1 nonzero imply ing  tha: 
W k + l  i s  w e l l  d e f i n e d .  Observe t h a t  i f  w:,~ = 0 f o r  
some i , t h e n  t h e  cor respond ing  t e rm 
i iAp (p-1)  / (p -2 )  w k l y i  - A X k l  i s  z e r o .  Th i s  f o r c e s  either 
i i "p wk = 0 o r  Iyi - A X k l  = 0 f o r  p  > 2 , impl ing  t l - t  
i i i f  wk = 0 t h e n  w ~ + ~  = 0 , The a l g o r i t h m  i s  chereTare 
a  we l l -de f ined  p rocedure .  It w i l l  be  shown t h a t  i f  
q I ' O  3 
3, l i m  Jk = J 
k+= 
where Xp i s  t h e  nonweighted kP s o l u t i o n  on J . I f  
J i ( i , a * *  ,m) , t h e n  a  procedure w i l l  be p r e sen t ed  t o  
increase J i n  a  f i n i t e  number of s t e p s  t o  i l , - * * , m ) .  
T h i s  a lgor i thm was developed from t h e  a lgor i thms  o f  
references [23] and 1461 and appears  i n  ano ther  ve r s ion  
for L~ spaces ,  p  even, i n  r e f e r e n c e  [21]. 
LEMMA 2.3: If q > 0 , then q k  > 0 , f o r  a t 2  k . 
--- 
Proof: By i nduc t ion ,  s i n c e  n1 > 0 i s  given,  assume 
i 
"caaC nlc > 0 which imp l i e s  t h a t  t h e r e  i s  a  wk > 0 
and t h e r e f o r e  Jk i s  nonempty. Two p o s s i b i l i t i e s  
occur: e i t h e r  Jktl  = Jk Or J k  - J k + l  i s  nonempty. 
The t h i r d  p o s s i b i l i t y  Jk+l - Jk nonempty impl ies  t h e r e  
i s  an i such t h a t  w l  = 0 , bu t  w k t l  > 0 , which ' 
1 
i s  impossible  from t h e  remarks a f t e r  D e f i n i t i o n  2.2. 
a) If Jk t l  = Jk , t hen  0"' = 0 imp l i e s  from 
t h e  remarks a f t e r  D e f i n i t i o n  2 . 2  t h a t  
7" 
i f o r  a l l  i , s o  t h a t  s i n c e  w ~ + ~  > O  f o r  I E J  
k7- i  ) 
Define t h e  submatr i  ces 
S1(X) = d i a g  - 
- Iyi(-j) 
- A i ( S l X l  
j , i ( J )  E Lk+ 
S2(X) = d i a g  = I Y .  - j 1 (j) X I  , uj) J 
w k + l , l  = w  
i (j I 
k + l  s i ( j )  E J k+ 
where i(l) i s  t h e  sma l l e s t  i n t e g e r  i n  t h e  s e t ,  i(n) i s  
t h e  n t h  s m a l l e s t  i n t e g e r  i n  t h e  s e t .  Then SL = $ i ,  
w k + l  ,2 = 4 , and s i n c e  Jk+l = Jk ' ' k , ~  = C$ a l s o ,  
making 
h 
Since  X: i s  t h e  l e a s t  squares  e s t i m a t e  w i t h  weights  
which c o n t r a d i c t s  t h e  assumpt ion  t h a t  i lk  > 0 . 
b) If Jk - Jk+l i s  nonempty and if 
i i i E J 
-- Jk+l , k t h e n  wk > 0 and w ~ + ~  = 0 . Define  
t h e  s u b m a t r i c e s  
f o r  i ( j )  & J, - J k + l  and i (j ) t h e  o r d e r i n g  as i n  p a r t  
a )  w i t h  nl t h e  number o f  i n d i c e s  n o t  i n  Jk - Jk+l . 
Define i n  a s i m i l a r  manner, f o r  i (  j ) E Jk - Jk+l , and 
nz :he number o f  i n d i c e s  i n  Jk - Jk+l , 
From t h e  remarks a f t e r  D e f i n i t i o n  2 . 2 ,  w:+~ = : "_~ i :p lSe~  
i ^ p t h a t  e i t h e r  w: = 0 o r  Iyi - A  xk = 0 s o  that :cr 
i ^ p i 
i E Jk - Jk+ l  3 I y i -   AX^^ = O s i n c e  wk o . 
Therefore  wi th  S1 and S2 p a r t i t i o n e d  compatible 
A 
wi th  Al and A 2  , Y 2  - A ~ X :  = 0 and 
S ince  t h e  d iagona l  elements of  W k t 2  a r e  p o s i t i v e ,  
Wk ,2 i s  nons ingula r  and t h e  system s a t i s f i e s  t h e  
A 
hypotheses of  Theorem 1 . 1 0  implying t h a t  X: i s  a l s o  
t h e  l e a s t  squares  e s t ima te  over t h e  reduced system 
Y l  = A? . Therefore ,  s imilar  t o  p a r t  a ) ,  

8 .? 
Lemma 2 . 3  imp l i e s  t h a t  t h e  Jk a r e  nes t ed ;  t h a t  is, 
t h a t  J1 2 J2 2 ' Jk  II J k c l  2 * * *  . Also, i t  was 
i ^p 
shown t h a t  i f  q k  = 0 , t h e n  Iyi - A xkl = 0 for a l l  
nonzero weights .  Th is  lemma t h e n  imp l i e s  t h a t  i f  t h s  
a lgo r i t hm does not  e x a c t l y  f i t  ( i n t e r p o l a t e )  t h e  ven+ b u ~ r  
X wi th  t h e  o r i g i n a l  weights ,  t h e  a lgor i thm w i l l  ncc 
e x a c t l y  f i t  X a t  any subsequent s t e p .  For t h e  f ~ l l  
rank case  ( r (A)  = m )  where every mxm submatrix i s  of 
rank m ( t h e  Haar Condi t ion [6, p. 7 4 ] ) ,  f~ Jk m u s t  
con t a in  a t  l e a s t  m + l  p o i n t s  s i n c e  any mxm submatr ix  of 
rank m w i l l  i n t e r p o l a t e  X . Since t h e  Jk are 
nes t ed  wi th  a  f i n i t e  number of  e lements ,  t hen  
s o  t h a t  
= l i m  num(Jg) 
R-tm 
where num(*) s t ands  f o r  t h e  number of  elements in t h e  
s e t .  There fore  t h e  l i m i t  must be a t t a i n e d .  The 
fo l lowing  lemma proves t h a t  ok > 0 i s  a  s t r i c t l y  
monotonically i n c r e a s i n g  sequence so  t h a t  nJk is 
nonempty, s i n c e  f7Jk empty imp l i e s  ilk = 0 , fo r -  
l a r g e  k . 
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LEMMA 2 . 4 :  - If W k + l  = Wk , t h e n  uk+' = uk . O t h e r w i s e  
a k + l  > k 
Proof: From equa t ion  (2 .1)  , i f  Wk = W k + l  , t h e n  t h e  
A 
v a l u e s  X: equa l  t h e  va lues  x:+~ . Consequently , from 
D e f i n i t i o n  2.2, uk = u k + l  . 
Suppose t hen  t h a t  Wk # W k + l  and cons ide r  
* 
- 
* \ 1/2 is 
where 
*k+l - W k + l  A k + l  
= w~(:A and Wk+' 
defined i n  D e f i n i t i o n  1 . 9 .  Note a l s o  t h a t  
s o  that t h e  va lues  X E + ~  a r e  t h e  l e a s t  squares  e s t i m a t e s  
* 
- 
* 
fol- Yk,l - A k + l X  * From Lemma 1.11 
4. 
s i n c e  Y k + l  * XP = w1/2  
- A k + l  k + l  so  that 
' i s  t h e  pseudoinverse of as W k + l  w1I2 by  t h e  remarks 
a f t e r  D e f i n i t i o n  1 . 9 .  
showing g i s  or thogonal  wi th  weight W k + l  t o  t h e  
space of  columns of A . 
C )  For any h  o r thogona l  w i th  weight W k + l  t o  
T t h e  columns of A and h  Wk+lh = 1 , t h e n  d e f i n i n g  
* - "Zh * 
h k i l  - Wk+l gk+1 = ~ 1 ' ~ ~  k + l  , we f i n d  
T b y  Lemma 1.11 s o  t h a t  g maximizes Y Wk+lh, f o r  
T hTw h = 1 and AWk+lh = @ . kal 
Now cons ider  
-1 
s i - c e  Wk+l i s  t h e  pseudoinverse  of W k + l  by  t h e  
remarks after D e f i n i t i o n  1 . 9 .  
b )  Using D e f i n i t i o n  1 . 9 ,  no t e  t h a t  t h e  i t h  
-I 1 d i a g o n a l  element of  Wk+lWk+l  i s  1, i f  w ~ + ~  > 0 
6' 
= 0 . Thus t h e  i t h  d i a g o n a l  elemen-: o f  and 0 i f  w ~ + ~  
WW1 W i s  e i t h e r  wi if w:+~ Wk+l k+& k > O o r  O i f  
w k+l = 0 . Then 
by Lemma 1.11 d ,  and s i n c e  t h e  i t h  e lement  o f  Wk 
i s  s imply  w:(yi - A ~ X ; ) ,  which i s  t h e  i t h  e lement  o f  
i w-' ( Y  - A?:) i f  w ~ + ~  i Wk+l k+l > 0 . If wk = 0 , then the 
c o r r e s p o n d i n g  e l emen t s  a r e  t r i v i a l l y  e q u a l  f o r  any 
i i ^ p i 
v a l u e  o f  w ~ + ~  as w:(yi - A xk) = o . ~f wk > o 
b u t  w:+~ = 0 , t h e n  by t h e  remarks a f t e r  
D e f i n i t i o n  2 .2 ,  Yi - A~];: = O s o  t h a t  t h e  corbresponding  
e l emen t s  a r e  e q u a l .  T h e r e f o r e  
making 
and 
T T s o  t h a t  Y Wk+lh 5 Y W k + l g  . 
Let 
and noting t h a t  1 + 1 = 1 , c a l c u l a t e  t h e  
f o l l o w i n g  e x p r e s s i o n s  u s i n g  t h e  d e f i n i t i o n  of Wk+l : 


by  Lemma 1 . 1 2  (Holder  I n e q u a l i t y  i n  m a t r i x  trace 
n o t a t i o n ) .  By t h e  same lemma, e q u a l i t y  h o l d s  i f  and 
only  i f  t h e r e  i s  an a such t h a t  
D; = a ~ i  
o r  t h a t  
But t h e n  
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s i n c e  
But e q u a l i t y  c o n t r a d i c t s  t h e  h y p o t h e s i s  o f  t h i s  c a s e  
which 
W k + l  # Wk . Consequent ly  t h e  i n e q u a l i t y  i s  
s trf ct , 
T h e r e f o r e ,  u s i n g  Lemma 1.11 d )  and t h e  above 
results, w e  have  
and u s i n g  c a l c u l a t i o n  c )  , 
LEMMA 2.5 :  L e t  Xp be t h e  b e s t  kP a p p r o + i m a t i o n  60 
X on A . Then 
h 
P r o o f :  S i n c e  X: i s  t h e  b e s t  l e a s t  s q u a r e s  approxi- 
mation w i t h  weights  Wk , t h e n  
L e t t i n g  
and noting t h a t  1 )  + 1 s  = 1 we f i n d  
k Since (a i s  bounded above and monotone, i t  has  
a Z L r n i t ,  Denote t h i s  by 
and since + 5 Wk 5 I , elementwise f o r  a l l  k , t h e  
sequence {Wk} i s  a l s o  bounded, s o  t h a t  t h e r e  e x i s t s  
a sub-sequence of {Wk}, say Uk(i) , which converges,  
say t o  Wo . Also t h e  sequence of  index s e t s  {Jk} i s  
monotonically dec reas ing  as I n  t h e  remarks prior t~ 
Lemma 2 . 4  and hence converges,  say t o  J0  . Note C a t  
Jo i s  no t  n u l l  s i n c e  t h e  sequence a' i s  m o c . o t o ~ i c a l l y  
* 
i n c r e a s i n g ,  and Jo n u l l  would imply a = 0 . 
Furthermore,  s i n c e  Jk 3 Jkc1 f o r  a l l  k , each 
convergent sub-sequence must have t h e  same I l m i t  i ~ g  
index s e t  JO . 
A 
LEMMA 2 . 6 :  L e t  X: be t h e  b e s t  l e a s t  squares  
approx imat ion  t o  X w i t h  w e i g h t s  W o  . Then 
oo > 0 and 
h A 
P l i m  X k ( . )  = X: 
k ( i  )+co 
Proof :  A s  was mentioned i n  t h e  remarks p r i o r  t o  
Lemma 2 . 4 ,  t h e r e  must e x i s t  a  number K such t h a t  f o r  
a l l  k > K , Jk = J 0  . Thus 
f o r  k > K , where r ( * )  i s  t h e  rank of t h e  m a t r i x ,  
4- 
commutes w i t h  (ATYA). Thus f o r  any 
i U such t h a t  { i : w  > 0 1  = Jo , and s i n c e  A ~ W A  i s  Ic 
d i f f e r e n t i a b l e  i n  each  wi , t h e n  ( A T Y A ) +  i s  a l s o  
+ 
dl C f e r e n t i a b  l e  showing ( A ~ W A  ) con t inuous  i n  t h e  
weights W [ l g ]  , Consequent ly ,  
c ~ n t i n u o u s  i n  t h e  we igh t s  f o r  k ( i )  > K and 
t h e r e f o r e  
4 s  con t inuous  i n  t h e  we igh t s  f o r  k ( i )  > K i m p l y i n g  
h 
e q u a t i o n  ( 2 . 6 ) .  Also ,  Y - i s  con t inuous  i n  t h e  
weights s o  t h a t  a k ( i )  i s  con t inuous  i n  t h e  w e i g h t s  
b y  D e f i n i t i o n  2 . 2 .  T h e r e f o r e  
- 
 l i m  a k ( i )  = 0 
k( i )+m 

which f u r t h e r  i m p l i e s  t h e  e q u a l i t y  c o n d i t i o n  
for a r e a l  c o n s t a n t  a , which i s  
1 / 2  l / ( p - 2 )  l i m  Wk = 4 
from e q u a t i o n  ( 2 . 4 ) .  Consequently r e c a l l i n g  t h a t  
triWkl = 1 , we o b t a i n  
= l i m  
= l i m  - Wk 
T h i s  i m p l i e s  t h a t  {Wk> i s  a  Cauchy sequence ,  and 
s i n c e  one sub-sequence converges t o  Wa , t h e n  
l i m  Wk = Wo . 
LEMMA 2 . 8 :  The l e a s t  s q u a r e s  e s t i m a t e  Xg i s  a l s o  
t h e  b e s t  kP approx imat ion  t o  X w i t h  i n d i c e s  i n  
Jo and 
where Ia = d i a g [ d  = 1 if i E Jo ; d = 0 o t h e r u i s e ]  . i i 
P r o o f :  Observe from Lemma 2 . 6  t h a t  o k+' i s  a corkt in--  
uous f u n c t i o n  of  t h e  we igh t s  Wk , and deno te  t h i s  f a c t  
by F(Wk) = o kf' . L e t  {Wk} cor respond  w i t h  f y v j  
,* 
and o k  w i t h  {xn} o f  Lemma 1 .13.  R e c a l l  that 
l i m  ok = o0 and l i r n  Wk = Wo S O  t h a t  F(Wo) = o o 
b y  Lemma 1 .13 .  
Now suppose  t h e  a l g o r i t h m  were r e s t a r t e d  w i t h  Wo 
as t h e  i n i t i a l  w e i g h t s .  Then and oa a r e  the 
e s t i m a t e s  f o r  t h e  we igh t s  Wo . For  t h e  f i r s t  a c t ~ a l  
i t e r a t i o n  u s i n g  t h e  w e i g h t s ,  
100 
6 
; n l . iQ&a 1eP 
l r 1  
and o1 corresponding t o  t h e s e  weights .  1 
Since t h e  func t ion  F r e l a t i n g  t h e  weights a t  i t e r a t i o n  
k w X " c h  k*l i s  t h e  same a s  f o r  t h e  f i r s t  sequence 
1 J k  then ol = F(Wo) = o 0 ' and t h e r e f o r e  
ivJ ?,I = Wo by Lemma 2 . 4 .  Consequently 
s o  that mul t ip ly ing  bo th  s i d e s  by  w-(P-~)/(P-~) 
n o t i n g  t h a t  
and u s i n g  t h e  remarks a f t e r  D e f i n i t i o n  1 .9 ,  we have 
A 
and s i n c e ,  by Lemma 1.11 d ) ,  X: i s  t h e  b e s t  l e a s t  
squares approximation w i t h  weights  Wo , t h e  normal 
equations f o r  any X a r e  
s o  t h a t  u s i n g  e q u a t i o n  ( 2 . 8 )  and m u l t i p l y i n g  o u t  the 
denominator ,  we o b t a i n  
102 
where s g n ( x )  = 1 i f  x 2 0  and -1 i f  x  < 0  i s  t h e  
A 
signum f u n c t i o n .  T h e r e f o r e  X: minimizes 
A 
and consequen t ly  X: i s  t h e  b e s t  eP e s t i m a t e  w i t h  
lndiees i n  Jo . 
To e s t a b l i s h  e q u a t i o n  (2 .71 ,  u s e  ( 2 . 8 )  and 
c a l c u l a t e  
It shou ld  be no ted  h e r e  t h a t  t h e  proof  i n  
r e f e r e n c e  [461 of Lemma 2.7 i s  i n c o r r e c t  and of  
Lema 2-8 i s  incomple te  and i n c o r r e c t  a s  s t a t e d ,  even 
f o ~  the c o n s i d e r a b l y  g r e a t e r  hypotheses  which t h e y  
impose upon t h e  model. Lemma 2.7 shows t h a t  t h e  
J 31 
convergen t  sub-sequence 
"k ~ i ,  3 i s  i n  r e a l i t y  t h e  
h 
whole sequence  s o  t h a t  Lemma 2 . 6  i m p l i e s  l i m  X: = xP . 0 
The lemmas and t h i s  f a c t  can be  summarized f o r  easy 
r e f e r e n c e  i n  t h e  theorem which f o l l o w s ,  
THEOREM 2.9 :  The a l g o r i t h m  d e f i n e d  i n  D e f i n i t i o n  2 - 2  
has t h e  f o l l o w i n g  p r o p e r t i e s :  
a )  Jk ' Jk+l f o r a l l  k and l i m J k = J a  
a nonempty s e t  
b )  l i m  Wk = Wo , tr  Wo = 1 
A h 
C )  l i m  X: = X: , t h e  b e s t  xP a p p r o s i m a ~ ~  b, 7.. '0 YL 
on t h e  s e t  of nonzero  w e i g h t s  
Jo 
Observe t h a t  t h e  above theorem mere ly  s t a t e s  that 
h 
X: i s  t h e  b e s t  tP e s t i m a t e  on J0 , n o t  
{1 ,2 , - . - ,m> = M . If Jo = M , t h e r e  i s  no diffi- 
c u l t y .  If JO + M , t h e n  Jo c M  , and o" < a 8 
P 
where a0 i s  t h e  v a l u e  o f  o f o r  t h e  a p p r o x i -  
P 
mat ion  on M , s i n c e  t h e  approx ima t ion  o v e r  a s u b m a t r i x  
of' A w i l l  have a s m a l l e r  e r r o r  t h a n  an a p p r o x l ~ ~ a t l o n  
o v e r  a l l  of A . T h i s  s u g g e s t s  r e s t a r t i n g  t h e  
a l g o r i t h m  w i t h  an i n d e x  s e t  Jl.l 3 Jo and a 
i * ^ P  LEMMA 2 . 1 0 :  I f  Yi,  = A X ( A )  f o r  some A  = X I  # 0 , l  , 
- 
then t h e  e q u a l i t y  h o l d s  f o r  a l l  h where  ?'(A) i s  t h e  
l e a s t  s q u a r e s  s o l u t i o n  t o  Y = AX w i t h  w e i g h t  m a t r i x  
* * 
w h e r e  U ( i  ) = d i a g  [Ui, = 1 for i E M - Jo  and z e r o  
o t h e r w i s e ] ,  
Proof: P a r t i t i o n  t h e  system of equa t ions  Y = AX i n t o  
two parts 
where the p a r t i t i o n s  Y ( l )  and A (I) do no t  i nc lude  
and Ai* yi+ , r e s p e c t i v e l y .  
This  new sys tem 
i s  now i n  t h e  p a r t i t i o n e d  form r e q u i r e d  i n  Theorem 1,10, 
Equa t ion  1 . 5  shows t h a t  Y ( Z )  - = $ if and o n l y  
h 
if - A ( 2 1 X 1  = 4 , where a i s  t h e  l e a s t  sgLiares 
A 
s o l u t i o n  over  t h e  complete sys tem and X1 i s  t h e  least 
s q u a r e s  s o l u t i o n  o v e r  (1) = A (I)x w i t h  we igh t s  \q1) * 
The on ly  requ i rement  i s  t h a t  W ( 2 )  i s  n o n s i n g u l a r  which 
i s  t r u e  i f  and on ly  i f  X P O . Now 
*^P i f  A # 1 . S i n c e  Yi, = A i  X ( A , )  , t h e n  
f o r  a l l  s o  t h a t  
f o r  a l l  A # 1 , O  . Observe a l s o  t h a t  W ( l )  = 4 when 
i* + A = 1 implying t h a t  2 = ( A  ) y 
i* i s  such  t h a t  
i"^ 
Yi* = A X . 
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THEOREM -- 2.11: I f  Jo i s  a  proper s u b s e t  o f  M , Zet 
* 
s h e r e  ~ ( i * )  = d iag  [Ui, = 1 f o r  i E M - Jo and z e r o  
o t h e r w i s e ] .  I f  i t  i s  t r u e  t h a t  
fc?? some XI> 0 < A l < 1 and ?'(A) t h e  t e a s t  squares  
* 
solution u s i n g  w e i g h t s  WI(A,i ) ,  t h e n  t h e  a l g o r i t h m  may 
be r e s t a r t e d  w i t h  t h e  w e i g h t s  W1 . For A1 i A 5 A. . 
* 
I* i equation (2.10) h o l d s  for  a t 2  i E M - JO , t h e n  t h e  
b e s t  kP approsirnat ion t o  X on M may be o b t a i n e d  
a f t e r  a f i n i t e  number o f  r e s t a r t s .  
^P 
P r o o f :  ----- Observe first that trlWoS(Xo) I is constant in 
X and that 
and is therefore bounded since fiP(X) is contlnmus in 
A say for o A < A ~f tr[~(i*)~(?;)~ 3 . 
111 
let b be this bound. If tr[~(i*)s(R:)~ = CI , tnrn 
restrict O A1 I A I A. and set 
Observe that since tr[~(i*)S(i~(X))] is nonzero for 
some A L  , O < XI I A. , then it is nonzero cver the 
whole interval by the contrapositive of Lemma 2-19, 
* 
Further since (ATwL(X,i ) A ) '  is continuous in h by 
the proof of Lemma 2.6; then, in turn, ?'(x), S(~~(A)) 
* 
and tr[U(i )S(~'(A))I are continuous in X implying 
that the infimum b(Al) over the closed interval [hl.hoj 
is attained and therefore b(Al) > O . 
By Lemma 1.14, if 
thefi F ( x )  approaches zero more rapidly than x r  , , or 
If x is sufficiently small, which is for 0 < A < h2 , 
say. Observe that equation (2.10) converges to zero 
slower than any positive power of x . Consequently, we 
can f i r i d  a X < X2 so that if 1 < X < min(Xo,X,) , 
equation ( 2 . 1 1 )  becomes 
0 A 
S O  t h a t  o' > o , s i n c e  X: i s  t h e  l e a s t  s q u a r e s  
s o l u t i o n  on W0 , and t h e r e f o r e  
f o r  t h e  t h i r d  i n e q u a l i t y .  The r e s t a r t e d  sequence 
ok i s  monoton ica l ly  i n c r e a s i n g  s o  t h a t  i t  cannot  
converge t o  o0 . It must t h e n  converge on a ssc  
J O ( A )  3 J0 S O  t h a t  i n  a  f i n i t e  number o f  r e s t a r t s  
t h e  b e s t  2' approximat ion  on M w i l l  be attained, 
Rice  [45]  s t a t e s  t h a t  examples when r e s t a r t s  aye 
r e q u i r e d  f o r  h i s  hypotheses  a r e  ve ry  d i f f i c u l t  t o  
c o n s t r u c t .  I f  a  r e s t a r t  i s  n e c e s s a r y ,  one can 
de te rmine  whether  a  s o l u t i o n  w i l l  occur  e i t h e r  b y  
r e a c h i n g  M a s  a nonzero  index  s e t  o r  by t h e  sequence 
ok d i v e r g i n g  s i n c e  it w i l l  no l o n g e r  be bounded ahove 
by gP of  Lemma 2 .5 .  
The c a s e  n o t  y e t  d i s c u s s e d  o c c u r s  when 
i * A p  
Y i *  = A X ( A )  
* f o r  some A Z 0 , l  and some i E M - Jo . T h i s  may 
o c c u r  when e i t h e r  
a )  t h e  b e s t  kP approximat ion  t o  X on b4 
o c c u r s  when e q u a t i o n  (2 .12)  h o l d s .  Now t h e  
best .tP approximation to X on M is a 
least squares approximation with appropriate 
weights. Without loss of' generality, since 
* (2.12) holds, let the i weight be nonzero. 
Therefore the weighted least square approximate 
(and therefore the best .tP approximate) is 
the weighted least squares approximate over 
* 
M - {i } by Theorem 1.10. Therefore, ?: 
is the best 2' approximation on M if equa- 
* 
tion (2.12) holds for all i E M - Jo . 
Otherwise restart until equation (2.12) holds 
for all non-zero weight indices. 
b) the approximate 2; is an local best 2' 
approximation. Recall that the weight matrices 
Wk are a function of the initial weights W1 . 
It may be true that an intermediate or local 
solution which satisfies equation (2.12) exists. 
The only known method is to restart the algo- 
rithm with completely new weights. A method of 
logically choosing these weights is unknown. 
Calculation of the p-q Generalized Inverse, 
> 2 
-
In this section an algorithm will be presented 
which calculates the p-q generalized inverse 
of a  ma t r ix  A , where E and F a r e  me t r i c  projec- 
t i o n s  onto  R ( A )  hnd N(A) ( s e e  Sec t ion  2 .31 ,  r e s p e c t i v e l y ,  
f o r  a  degenera te  l i n e a r  model ( s e e  S e c t i o n  ill) 
and where Y E Urn X E V ~ '  V = g9(n)  , 
n 
V = gP(m) , and p,q > 2 . The b e s t  approximate 
rn 
v e c t o r  B(Y) (un ique ,  s i n c e  A i s  l i n e a r  and tP 
spaces  a r e  s t r i c t l y  convex f o r  1 < p,q < from 
Theorem 2 . 1  i n  Chapter 11) s a t i s f i e s  
2 .  I f  t h e r e  I s  an X such t h a t  
t hen  
f o r  a l l  X E V and D(X) = diag  
n 
t h e  i t h  element 
of X] . 
A A 
LEMMA 3.1: E(Y) =  AX^ where xP i s  t h e  b e s t  RP 
approzimation to X . 
h 
1 1 2  
P r o o f :  If X' i s  t h e  b e s t  R P  approximation t o  X , 
* 
t h e n  f o r  any X E Vn , 
Now {Y:Y = A X ,  X E Vn} = R ( A )  , s o  t h e  above 
A 
i n e q u a l i t y  shows t h a t  t h e  v e c t o r  AX' i s  t h e  v e c t o r  
i n  Vm which minimizes t h e  !LP norm over a l l  
A 
vectors i n  R ( A ) .  Therefore  AX' i s  t h e  R P  o r  me t r i c  
p r o j e c t i o n  of Y on R ( A ) ,  and consequently 
A 
PzooS: Observe t h a t  s i n c e  AX' = E ( Y )  , 
*\ 
xP E (X:AX = E ( Y ) )  = P ( Y )  . If X e P ( Y )  , w r i t e  
A 
X = X" - N , t h e n  
e 3 
s o  t h a t  AN = 4 , and t h e r e f o r e  N E N ( A )  . No* if ;dc 
i s  t h e  d i a g o n a l  m a t r i x  o f  weights  and );P is the i i e i g h t e d  
l e a s t  s q u a r e s  approximat ion  a s  i n  S e c t i o n  3 , 2 ,  the17 
by e q u a t i o n  ( 2 . 2 )  where Z i s  an a r b i t r a r y  n x l  vecror, 
A 
L e t  Z = 4 ; t h e n   AX^ = E ( Y )  s t i l l ,  and t h e  proof 
above h o l d s  f o r  t h i s  c a s e .  
Observe from Theorem 2 . 1  i n  Chapter  I1 t h s t  t n e  
c a l c u l a t i o n  A'E(Y) i s  t o  o b t a i n  a n  element  X o f  V 
X 
+ T 
such t h a t  AX = E(Y) . C l e a r l y  ( A ~ W ~ A   way such a 
v e c t o r  w i t h  t h e  s e t  o f  a l l  p o s s i b l e  s o l u t i o n s  be ing  of 
+ T t h e  form ( A T w o A )  A WoY - N N e N ( A )  . 
LEMMA 3.3: If ~ ( N ( A ) )  = r , t h e n  t h e r e  e x i s t s  an  
nxp m a t r i x  C s u e h  t h a t  for any N E N ( A )  t h e r e  
i s  a Z E V s u e h  t h a t  N = C Z  . 
r 
p r o o f :  ~ e t  I b .  lr be a b a s i s  f o r  N ( A ) .  Them f o r  
i=l 
any N E N(A) , t h e r e  a r e  c o n s t a n t s  { Z .  jK such 
1 i=l 
t h a t  
Not*! Prom t h e  s e t  of a l l  p o s s i b l e  s o l u t i o n s ,  
WOY - CZ , Z E Vr , s e l e c t  t h a t  
WOY - c ; ~  such t h a t  
z% 
f o r  any Z E Vr . But t h i s  i s  simply t h e  !LP problem 
c a l c u l a t e d  i n  Sec t ion  3 . 2  w i th  q r e p l a c i n g  p  , 
C r e p l a c i n g  A , Z r e p l a c i n g  X , and 
4- 
A T w O y  r e p l a c i n g  Y . Consequently.  t h e  
a l g o r i t h m  developed i n  S e c t i o n  3 . 2  w i l l  work f o r  this 
A 
calculation y i e l d i n g  a  Z' s i n c e  !(c) = 4 
b e s t  kq e s t i m a t e  f o r  Z and t h e  b e s t  l e a s t  squ;res 
e s t i m a t e  w i t h  w e i g h t s ,  s a y  Uo . T h e r e f o r e  
and t h e  s o l u t i o n  
The above r e s u l t s  can be summarized i n  t h e  f o l l o w i n g  
theorem. 
THEOREM 3 .4 :  For C d e f i n e d  a s  above,  
+ T a )  E ( Y S  = A  A T w O A )  A  WOY , where Wo i s  the 
d iagona l  m a t r i x  o f  l e a s t  squares  w e i g h t s  a s s o c i a t e d  
w i t h  t h e  b e s t  kP approximat ion  o f  X i n  t h e  l i n e a r  
approx imat ion  Y = AX . 
+ 
b )  F ( X )  = C cTuox , where Uo is -he 
d iagona l  m a t r i x  o f  Zeas t  squares  w e i g h t s  assocCatec  
116 
with the .tq approximat ion  o f  Z i n  t h e  l i n e a r  
approximat ion  X = C Z  . 
c r )  The p - q  g e n e r a l i z e d  i n v e p s e  , B o f  A 5 s  
tshere W o  i s  as i n  a )  and Uo i s  as  i n  b )  w i t h  
IP s h o u l d  be observed h e r e  t h a t  B i s  n o t  n e c e s s a r i l y  
a linear o p e r a t o r  s i n c e  b o t h  Uo and Wo depend on 
t h e  v e c t o r  approximated.  I f  U o ( * )  and W o ( * )  denote  
this dependence, t h e n  equa t i on  (3.1) could  be w r i t t e n  
i n  f u n c t i o n a l  n o t a t i o n  a s  
It s h o u l d  a l s o  b e  observed t h a t  any t e chn iques  used t o  
c a l c u l a t e  t h e  2' and .tq approximations o f  Theorem 
3 - 1  a )  and b )  can be used t o  c a l c u l a t e  c ) .  I 
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