Abstract. Consider the differential forms A * (L) on a Lagrangian submanifold L ⊂ X. Following ideas of Fukaya-Oh-Ohta-Ono, we construct a family of cyclic unital curved A ∞ structures on A * (L), parameterized by the cohomology of X relative to L. The family of A ∞ structures satisfies properties analogous to the axioms of Gromov-Witten theory. Our construction is canonical up to A ∞ pseudo-isotopy. We assume moduli spaces and boundary evaluation maps are regular and thus we do not use the theory of the virtual fundamental class.
Introduction
In the beautiful series of papers [1, 2, [4] [5] [6] , Fukaya and Fukaya-Oh-Ohta-Ono reworked and extended in the language of differential forms the theory of A ∞ algebras associated to Lagrangian submanifolds from their book [3] . With the help of this new tool, they obtained many striking results in Floer theory and mirror symmetry. They work in a very general setting, and introduce fundamental new ideas in the theory of the virtual fundamental class to address the technical difficulties that arise.
The present paper uses differential forms to construct a family of cyclic unital curved A ∞ algebras associated to a Lagrangian submanifold. We assume the moduli spaces and boundary evaluation maps are regular, so virtual fundamental class techniques are not necessary.
Our family of A ∞ algebras is parameterized by the cohomology of X relative to L, as opposed to absolute cohomology of X as found in the literature. The family satisfies differential equations analogous to the fundamental class and divisor axioms of Gromov-Witten theory. Our definition of unitality is stronger than the standard one. The use of relative cohomology is of crucial importance for proving unitality and the divisor equation.
We use the framework developed here in [16, 17] to define open Gromov-Witten invariants and establish their properties. For this purpose, we also include a discussion of the operator m −1 as defined in [2] .
1.1. Setting. Consider a symplectic manifold (X, ω) of dim R X = 2n, and a connected, relatively-spin Lagrangian submanifold L. Let J be an ω-tame almost complex structure on X. Denote by µ : H 2 (X, L) → Z the Maslov index. Denote by A * (L) the algebra of differential forms on L with coefficients in R. Let Π be a quotient of H 2 (X, L; Z) by a possibly trivial subgroup contained in the kernel of the homomorphism ω ⊕ µ : H 2 (X, L; Z) → R ⊕ Z. Thus the homomorphisms ω, µ, descend to Π. Denote by β 0 the zero element of Π. We use a Novikov ring Λ which is a completion of a subring of the group ring of Π. The precise definition follows. Denote by T β the element of the group ring corresponding to β ∈ Π, so
A grading is defined on Λ by declaring T β to be of degree µ(β). For k ≥ −1, denote by M k+1,l (β) the moduli space of genus zero J-holomorphic open stable maps to (X, L) of degree β ∈ Π with one boundary component, k + 1 boundary marked points and l interior marked points. The boundary points are labeled according to their cyclic order. Denote by evb i : M k+1,l (β) → L, and evi j : M k+1,l (β) → X, the boundary and interior evaluation maps respectively, where i = 0, . . . , k, and j = 1, . . . , l. Assume that M k+1,l (β) is a smooth orbifold with corners. Then it carries a natural orientation induced by the relative spin structure on (X, L), as in [3, Chapter 8] . Assume in addition that evb 0 is a proper submersion. See Example 1.4 for a discussion and examples of when these assumptions hold. where ⊗ is understood as the completed tensor product. Write H * (X, L; Q) = H * (D). The gradings on C, D, and H * (X, L; Q), take into account the degrees of t j , T β , and the degree of differential forms.
Define a valuation ν : R −→ R,
The valuation ν induces a valuation on C and its tensor products, which we also denote by ν. Define I R := {α ∈ R | ν(α) > 0}. Then R := R/I R = R and C := C/(I R C) = A * (L).
Statement of results.
Let R be a differential graded algebra with valuation ς R and let C be a graded module over R with valuation ς C . Definition 1.
1. An n-dimensional (curved) cyclic unital A ∞ structure on C is a triple ({m k } k≥0 , ≺ , , e), where m k : C ⊗k → C[2−k] are R-linear operations, ≺ , : C⊗C → R[−n] is R-linear, and e ∈ C with deg C e = 0, satisfying the following properties.
(1) The A ∞ relations hold: 
Remark 1.2. Our definition differs from that of [1, 4, 5] in that m 0 is required to respect the unit e.
Equip R with the trivial differential d R = 0. Consider the R-module C. For γ ∈ D with dγ = 0 and deg D γ = 2, define maps
Denote by , the signed Poincaré pairing
Denote by 1 the constant function 1 ∈ A 0 (L).
The valuation ν induces valuations on R, C, and D, which we still denote by ν.
Definition 1.3. Let S 1 = (m, ≺ , , e) and S 2 = (m , ≺ , , e ) be cyclic unital A ∞ structures on C. A cyclic unital pseudo-isotopy from S 1 to S 2 is a cyclic unital A ∞ structure (m, , ,ẽ) on the R-module C such that for allα j ∈ C and all k ≥ 0,
, and
In Section 4 we also discuss pseudo-isotopies arising from varying J. By property (2), the maps m k descend to maps on the quotient
Then the operations m γ k satisfy the following properties.
(3) (Energy zero) The operations m γ k are deformations of the usual dg-algebra structure on differential forms. That is,
In Section 2.2, we also construct a distinguished element m γ −1 ∈ R following [2] . In the subsequent sections, we prove its properties along with the properties of m γ k for k ≥ 0. In Section 4 we constructmγ −1 , the analogous structure for a pseudo-isotopy. In Section 4.3 we reformulate the A ∞ structure equations of the pseudo-isotopy so that the structure equation formγ −1 fits more naturally. The reformulated A ∞ structure equations are used in [17] to prove the superpotential is invariant under pseudo-isotopy. Example 1.4. Suppose J is integrable and suppose there exists a Lie group G X that acts transitively on X by J-holomorphic diffeomorphisms. Furthermore, suppose there exists a subgroup G L ⊂ G X that preserves L and acts transitively on L. Then our assumptions that M k,l (β) is a smooth orbifold with corners and evb 0 is a submersion are satisfied.
Indeed, [12, Proposition 7.4.3] shows that all J-holomorphic genus zero stable maps to X without boundary are regular. A small modification of the argument there shows that J-holomorphic genus zero stable maps to (X, L) with one boundary component are also regular. For regularity of holomorphic disks, instead of Grothendieck's classification [7] , one uses Oh's work on the Riemann-Hilbert problem [13] . The argument applies equally well to maps that are not somewhere injective in the sense of [12, Section 2.5]. So, the fact that a J-holomorphic map from a domain with boundary need not factor through a somewhere injective map [10, 11] does not affect the argument. Once all stable maps are regular, one modifies the techniques of [15] to show that the moduli space is a smooth orbifold with corners. Since G L acts transitively on L, it follows that evb 0 is a submersion.
Thus, examples of (X, L) which satisfy our assumptions include (CP n , RP n ) with the standard complex and symplectic structures or, more generally, flag varieties, Grassmannians, and products thereof. Virtual fundamental class techniques should allow the extension of our results to general target manifolds.
1.3. Outline. In Section 2.1 we review orientation conventions and properties of the pushforward of differential forms. Sections 2.2-2.4 formulate and prove the A ∞ structure relations for the closed-open maps q k,l for k ≥ −1. In Section 3 we formulate and prove properties satisfied by the q operators. The section closes with the proofs of Theorems 1 and 3. Section 4 constructs pseudo-isotopies and uses them to prove Theorem 2. Section 4.3 reformulates the A ∞ structure relations in a way that incorporates m −1 more naturally. Denote by pt the map (from any space) to a point. Whenever a tensor product is written, we mean the completed tensor product. For example,
Similarly, A * (X; Q) and A * (X, L; Q) stand for A * (X) ⊗ Q and A * (X, L) ⊗ Q respectively. Given α, a homogeneous differential form with coefficients in R, denote by |α| the degree of the differential form, ignoring the grading of R.
For non-homogeneous α, denote by (α) j the form that is the part of degree j in α. In particular, |(α) j | = j.
Denote by A k (·) space of currents of cohomological degree k, i.e., the dual space of the differential forms A top−k (·). Differential forms are identified as a subspace of currents by
Accordingly, for a general current ζ, we may use the notation ζ(α) = ζ ∧ α. For a current ζ, denote by dζ the current that is characterized by dζ(α) = (−1)
2. Construction 2.1. Orientations and integration. This section deals with orientation conventions and properties of integration for oriented orbifolds with corners. We follow the conventions of [8] concerning manifolds with corners. Let M be an oriented orbifold with corners and let ι : ∂M → M denote the natural map. Our convention for the induced orientation on ∂M is this. Let p ∈ ∂M and let B be a basis for T p ∂M . Let N ∈ T ι(p) M be the outward-pointing normal at p. We say B is positive if (N, B) is a positive basis for T ι(p) M .
To orient fiber products, and in particular fibers, we use the following convention. Let f : M → N and g : P → N be submersions, and let (p, q) ∈ M × N P with f (p) = g(q) = x. Let B N be a positive basis of T x N. Let B 
where the direct sum of two lists is taken componentwise. For a submersion h : Q → S, and y ∈ S, we orient the fiber h −1 (y) by identifying it with the fiber product {y} × S Q. The preceding orientation conventions determine the signs in properties (2)-(4) below as well as Stokes' theorem, Proposition 2.2.
Let f : M → N be a proper submersion of relative dimension
the push-forward of forms along f , that is, integration over the fiber. We will need the following properties of f * formulated in [9, Section 3.1].
(1) Let f : M → pt and α ∈ A m (M ). Then
Properties (1), (3), and (4), uniquely determine f * . Furthermore, we have the following generalization of Stokes' theorem [9, Section 3.1]. 
where ∂M is understood as the fiberwise boundary with respect to f.
2.2.
Formulation. In this section, we construct a family of A ∞ structures following [1, 3, 6] . Denote by M k+1,l (β) = M k+1,l (β; J) the moduli space of genus zero J-holomorphic stable maps u : (Σ, ∂Σ) → (X, L) with one boundary component, of degree
with k + 1 boundary and l interior marked points. The boundary points are labeled according to their cyclic order. Thus, an element of M k+1,l (β) is an equivalence class under reparametrization of a triple,
where Σ is a genus-0 nodal Riemann surface with one boundary component. Reparametrization acts on triples (u, z, w) by
for all θ ∈ Aut(Σ). Therefore the space M k+1,l (β) carries well defined evaluation maps
The case q β 0,0 is understood as −(evb 
Lastly, define similar operations using spheres,
as follows. For β ∈ H 2 (X; Z) let M l+1 (β) be the moduli space of stable J-holomorphic spheres with l + 1 marked points indexed from 0 to l representing the class β, and let ev β j : M l+1 (β) → X be the evaluation maps. Assume that all the moduli spaces M l+1 (β) are smooth orbifolds and ev 0 is a submersion. Let :
and define
We have assumed evi 0 is a submersion. Equivalently, we could pick evi j for j > 0 to be a submersion. Then the input at the j-th place is allowed to be a current, and the resulting output is a current.
In dealing with the next result we will be using the following notation conventions. For a fundamental list of integers [k] := (1, . . . , k), an ordered 3-partition of [k] is a set {(1 : 3), (2 : 3), (3 : 3)} such that 
Proposition 2.5 (The q-relations). For any fixed
Remark 2.6. Since all elements of R have even degree, we have |α| ≡ deg C α (mod 2) and
In all computations below, we will be using these versions of ι.
A proof is given in Section 2.3 below. Fix a closed form γ ∈ I Q D with deg D γ = 2. Define maps on C by
Proof. Since we have assumed dγ = 0, this is a special case of Proposition 2.5.
2.3. Proof of the structure equations.
Proof of Proposition 2.5. Apply Proposition 2.2 to the case f = evb 0 , M = M k,l (β), and
Let us see how each of the elements in Stokes' theorem looks in terms of q.
be a partition of the interior labels such that |I| = l 1 and |J| = l 2 . Write
. Let B ⊂ ∂M be the boundary component where a disk bubbles off at the i-th boundary point, with k 2 of the boundary marked points and l 2 of the interior marked points. Then there exists a canonical diffeomorphism ϑ : M 1 evb
A computation similar to [3, Chapter 8] shows that the diffeomorphism ϑ changes orientation by the sign (−1)
We want to show that the contribution of B amounts to
We use the notation evb
(evb
Note thatξ = (−1)
Using properties (2)- (3) and equation (3),
Again by Lemma 2.3, the dimension of the fiber of evb β 0 | B is k (mod 2), and |ω| = |α| + |γ|. Therefore, the contribution of (f | B ) * ξ to Stokes' theorem comes with the sign (−1)
|α|+|γ|+k . We claim that
Changing variables in summations to obtain |α j | everywhere, we continue
=ι(α, γ; i, I).
Note that k 1 ≥ 1 since there is one boundary bubbling. Note also that stability of each of the bubbles implies that
So, the total contribution of the summand (−1) s+t+1 f ∂M * ξ in Stokes' theorem is (−1)
Deducing the equations. All that is left now is to plug the various expressions into Stokes' formula. Let us rewrite it first:
We showed that
Dividing by (−1) ε(α,γ) we get the desired equation.
2.4. The q −1 case. There also is a version of q-relation for q −1 . 
Proof. By the classical Stokes' theorem,
We have
, which comes from the degeneration of the boundary of the disk to a point. The other comes from boundary components arising from disk bubbling at a boundary point. Fix such a boundary component B. Let I J be the partition of J into ordered sublists such that I indexes the interior points lying on one disk and J indexing the points lying on the other. Set l 1 := |I|, l 2 := |J|, and let β 1 and β 2 be the degrees of the first and the second disk respectively. Then there is a diffeomorphism
The change of orientation under ϑ, given by equation (2) 
Then sum over β 1 + β 2 = β and divide the resulting equation by (−1) |γ|+n to obtain 0 =
The factor of 1/2 in the formula comes from choosing the order of the bubbles. We now return to proving (4). Let evi β i j and evb
Again we have the pull-back diagram
By properties (3)-(4) and Lemma 2.3 we compute
M 1 ×M 2ξ =pt * (ξ) =(−1) sgn(σ γ I∪J ) pt * p 2 * (p * 1 ξ 1 ∧ p * 2 ξ 2 ) =(−1) sgn(σ γ I∪J )+|ξ 1 ||ξ 2 | pt * p 2 * (p * 2 ξ 2 ∧ p * 1 ξ 1 ) =(−1) sgn(σ γ I∪J )+|ξ 1 ||ξ 2 |+|ξ 2 ||p 2 * p * 1 ξ 1 | pt * (p 2 * p * 1 ξ 1 ∧ ξ 2 ) =(−1) sgn(σ γ I∪J )+|γ I ||γ J |+|γ J ||(evb β 1 0 ) * ξ 1 | pt * ((evb β 2 0 ) * (evb β 1 0 ) * ξ 1 ∧ ξ 2 ) =(−1) sgn(σ γ I∪J )+|γ I ||γ J |+|γ J ||γ I | pt * (evb β 2 0 ) * ((evb β 2 0 ) * (evb β 1 0 ) * ξ 1 ∧ ξ 2 ) =(−1) sgn(σ γ I∪J ) pt * ((evb β 1 0 ) * ξ 1 ∧ (evb β 2 0 ) * ξ 2 ) =(−1) sgn(σ γ I∪J )+|q β 2 0,l 2 (γ J )|+ε(γ I )+ε(γ J ) q β 1 0,l 1 (γ I ), q β 2 0,l 2 (γ J ) =(−1) sgn(σ γ I∪J )+|γ J |+|γ I |+1+|γ J |+1 q β 1 0,l 1 (γ I ), q β 2 0,l 2 (γ J ) =(−1) sgn(σ γ I∪J )+|γ I | q β 1 0,l 1 (γ I ), q β 2 0,l 2 (γ J ) .
Properties

Unit of the algebra. We show that the constant form 1 ∈ A * (L; R) is a unit of the
. . , α k ∈ C, and γ 1 , . . . , γ l ∈ A * (X; Q). Then
In particular, 1 ∈ A 0 (L) is a strong unit for the A ∞ operations m γ :
Proof. The case (k + 1, l, β) = (1, 0, β 0 ) is true by definition. Let π : M k+2,l (β) → M k+1,l (β) be the map that forgets the i-th marked boundary point and stabilizes the resulting map. Thus, the map π is defined only when stabilization is possible, that is, when (k + 1, l, β) = (2, 0, β 0 ). Denote by evb ) the evaluation maps for M k+2,l (β) (resp. M k+1,l (β)). Set
Note that
Thus, writing g := (evb k+2 i ) * f, we have
whenever π is defined. Since π need not be a submersion, the push-forward π * takes forms to currents in general. However, in our case, since dim M k+2,l (β) > dim M k+1,l (β) and |g| = 0, we have |π * g| < 0. Therefore π * g = 0 and the right hand side of equation (5) vanishes.
Let us see what happens when (k + 1, l, β) = (2, 0, β 0 ). In that case, evb 0 = evb 1 = evb 2 . So,
Since β = β 0 , the evaluation map evb 0 induces an identification of the moduli space of maps with the moduli space of stable marked disks times L. Since k + 1 = 2 and l = 0, the space of stable disks is a point. Hence, evb 0 identifies the moduli space of maps with L. Note that the identification preserves orientation. Thus, q k+1,l (f, α) = f α and q k+1,l (α, f ) = (−1) |α| f α.
Cyclic structure. Recall the definition of the pairing (1). Note that
Proposition 3.2. For any α 1 , . . . , α k+1 ∈ C and γ 1 , . . . , γ l ∈ A * (X; Q),
In particular, (C, {m γ k } k≥0 ) is a cyclic A ∞ algebra for any γ.
Proof. Let pt be the map from L to a point. Then
To finish the proof, we express the formula on the preceding line in terms of q k,l and ·, · . This contributes k + |α k | to the sign, where k accounts for cyclic relabeling of the boundary marked points and |α k | comes from the definition of the pairing. Thus, we continue =(−1)
It remains to verify that d is also cyclic. Indeed,
Remark 3.3. Intuitively, pairing q k,l with α k+1 should be viewed as putting the constraint α k+1 on z 0 . The cyclic property then translates to a symmetry under cyclic relabeling of the boundary marked points.
3.3. Degree of structure maps.
Proof. It is enough to check that, for any β, the map
The special case q β 0 1,0 = d also aligns with the above formula, being of degree 1 = 2 − 1.
3.4. Symmetry.
Proof. First note that ε(α; γ) = ε(α; σ(γ)). Besides, changing the labeling of interior marked points does not affect the orientation of the moduli space. So, for k ≥ 0,
The case k = −1 is similar, with pt instead of evb β 0 everywhere. Furthermore,
Proof. Whenever defined, consider π : M k+1,l (β) → M k+1,l−1 (β), the forgetful map that forgets the first interior marked point. As in the proof of Proposition 3.1, we have
whenever π is defined. It is not defined only when forgetting the point will result in a non-stabilizable curve. This happens exactly when β = β 0 and (k, l) ∈ {(0, 1), (1, 1), (−1, 2)}. The case (k, l, β) = (1, 1, β 0 ) is treated as follows. Since the stable maps in M 2,1 (β 0 ) are constant, we have
But dim(fiber(evb 0 )) = n − 3 + µ(β 0 ) + k + 1 + 2l − n > 0, so (evb 0 ) * 1 = 0. The case (k, l, β) = (−1, 2, β 0 ) corresponds to the moduli space M 0,2 (β 0 ). Again
and
But dim(fiber(evb)) = n − 3 + µ(β 0 ) + 2l − n > 0, so evb * 1 = 0. The only case left is (0, 1, β 0 ), which corresponds to the moduli space M 1,1 (β 0 ). As in the proof of Proposition 3.1, the evaluation map evb 0 identifies the moduli space of maps with L, preserving orientation. Using this identification, we see that
3.6. Energy zero.
Proposition 3.7. For k ≥ 0,
Proof. The case q β 0 1,0 = d is true by definition. Let us consider the cases where q is defined by push-pull operations.
Since the stable maps in M k,l (β 0 ) are constant, we have
Thus, for k ≥ 0,
. In order for ev * 1 to be nonzero, we need 0 = dim(fiber(ev)) = n − 3 + µ(β 0 ) + k + 1 + 2l − n = k + 2l − 2.
∼ → L, and again by the computation above
Remark 3.8. Since q β 0 2,0 = ±∧, we think of m 2 as a deformation of the wedge product. 3.7. Divisors. Proposition 3.9. Assume γ 1 | L = 0, |γ 1 | = 2, and dγ 1 = 0. Then
The above also holds for the case k = −1 in the obvious sense.
The proof requires the following result, which will be proved after the main proposition.
Lemma 3.10. Let M be an orbifold with corners, and α a degree-0 current on M. Suppose there is a current f on ∂M such that for any η ∈ A top−1 (M ),
Then there is a constant κ ∈ R such that
Proof of Proposition 3.9. Denote by π : M k+1,l (β) → M k+1,l−1 (β) the map that forgets the first interior marked point and shifts the labels of the others down by one. Denote by evb l j , evi l j , the evaluation maps for M k+1,l (β), and denote by evb
Similarly, for
Since π is not generally a submersion, pushing forward a differential form along it results not in a differential form but rather a current. We claim that the current π * (evi l 1 ) * γ 1 acts as multiplication by γ 1 (β). To see this, decompose the codimension-1 boundary,
where ∂ hor M k+1,l (β) is the part of the boundary that does not require stabilization after forgetting w 1 , and ∂ vert M k+1,l (β) is where w 1 is located on a ghost bubble with one nodal boundary point and no other marked points. Elements of ∂ vert M k+1,l (β) are mapped by π to interior points of M k+1,l−1 (β), whereas ∂ hor M k+1,l (β) is mapped to ∂M k+1,l−1 (β). Thus, we have the following commutative diagram:
For short, write ζ := (evi
Note that ζ| ∂ vert M 1 = 0, because w 1 is located on a ghost bubble that maps entirely to L, and γ 1 | L = 0. So, the computation reads
By Lemma 3.10, there is a constant κ such that
To compute the value of κ, consider a point p = [u, z, w] ∈ M k+1,l−1 (β) that is a regular value of π. In a neighborhood of such p, we can calculate π * ζ as the push-forward of a differential form. To compute its value, denote by v : Σ → Σ the oriented real blowup of Σ at z 0 , . . . , z k .
As explained in the proof of [14, Lemma 4.5] , there exists a canonical orientation preserving isomorphism
Substituting this value in (8), we get
Similarly, substituting the value of κ in (9), we get
We return to the proof of the auxiliary lemma.
Proof of Lemma 3.10.
. This shows α(γ) depends only on the relative cohomology class of γ. On the other hand, by Poincaré duality, we have an isomorphism H top (M, ∂M ) → R given by integration over M. , be the evaluation maps for M k+1,l (β). Denote
On the other hand, if π :
is the map that forgets z 0 , and evb
In particular
Therefore, ξ = 0 and so ξ = 0.
3.9. Chain map. Write
This forms a complex with the inherited differential defined as follows.
The operators q ∅,l extend naturally to T (D) by
Proposition 3.12. The operator q ∅ is a chain map on T (D). That is,
Proof. Since fiber(evi 0 ) has no codimension-1 boundary, Stokes' theorem implies that (evi 0 ) * commutes with d.
Proofs of Theorems 1 and 3.
Proof of Theorem 1. Properties (2) and (3) are immediate from the definitions. Properties (1), (4), (5),and (6), follow respectively from Proposition 2.7, equation (6), Proposition 3.2, and Proposition 3.11. Property (8) follows directly from Proposition 3.1, while property (7) requires in addition Proposition 3.2.
Proof of Theorem 3. Properties (1), (2), and (3), follow from Propositions 3.6,3.9, and 3.7, respectively.
Pseudo-isotopies
4.1. Construction. We construct a family of A ∞ structures on C. Fix a family of ω-tame almost complex structures {J t } t∈I . For each β, k, l, set
The moduli space M k+1,l (β) comes with evaluation maps
As with the usual moduli spaces, we assume all M k+1,l (β) are smooth orbifolds with corners, and evb 0 is a proper submersion.
Example 4.1. In the special case when J t = J 0 for all t ∈ I, we have
The evaluation maps in this case are evb j = Id ×evb j and evi j = Id ×evi j . In particular, the smoothness assumptions for M k+1,l (β) follow from the assumptions for M k+1,l (β). Even in this special case, we will see below that the moduli space M k+1,l (β) allows one to prove that the A ∞ algebra (C, m γ k ) for a fixed J is determined up to pseudo-isotopy by the cohomology class of γ.
the sums over β:q
For j = 0, . . . , l, let 
This implies linearity ofq. In addition,
This gives linearity of the pairing.
For t ∈ I and M = pt, L, X, denote by j t : M → I × M the inclusion p → (t, p). Denote by q t k,l the q-operators associated to the complex structure J t . Lemma 4.3. For t ∈ I, we have
Proof. Consider the pull-back diagrams
By property (4) of integration, we have
The next result relates the cyclic structure , on C with , on C.
Proof. By Stokes' theorem, Proof. Since dγ = 0, this is a special case of Proposition 4.5.
4.2.
Properties. The properties formulated for the q-operators can be equally well formulated for theq-operators. Proof. For (k, l, β) = (1, 0, β 0 ) The proof is similar to that of Proposition 3.4. Proof. Note that dim(fiber(evi j )) = dim(fiber( evi j )) and dim(fiber(evb j )) = dim(fiber( evb j )) for any j. Therefore the proof of Proposition 3.7 is valid verbatim in our case, with q replaced byq everywhere. The proof is similar to that of Proposition 3.11. There are also analogs of Propositions 3.5, 3.6, and 3.9 forq. The proofs are again similar. 4.3. Uniform formulation of structure equations. Using the cyclic structure , , the A ∞ relations can be rephrased so the case k = −1 fits more uniformly. 
