Wireless smart sensor networks (WSSN) facilitate a new paradigm for structural health monitoring (SHM) of civil infrastructure. Conventionally, SHM systems employing wired sensors and centralized data acquisition have been used to characterize the state of a structure; however, widespread implementation has been limited due to high costs and difficulties in installation. WSSN offer a unique opportunity to overcome such difficulties. Recent developments have realized low-cost, smart sensors with on-board computation and wireless communication capabilities, making deployment of a dense array of sensors on large civil structures both economical and feasible. Wireless smart sensors (WSS) have shown their tremendous potential for SHM in recent full-scale bridge monitoring examples. However, structural damage identification using on-board computation capability in a WSSN, a primary objective of SHM, has yet to reach its full potential. This paper presents full-scale validation of a damage identification strategy using a decentralized network of Imote2 nodes on a historic steel truss bridge. A total of 24 WSS nodes with 144 sensor channels are deployed on the bridge to validate the developed damage identification software. The performance of this decentralized damage identification strategy is demonstrated on the WSSN by comparing its results with those from the traditional centralized approach, as well as visual inspection.
Introduction
Structural health monitoring (SHM) is rapidly emerging as an effective tool to assist the operation and maintenance of civil infrastructure. Indeed, substantial global research has been devoted to develop efficient SHM strategies and to realize SHM systems for large civil infrastructure. Notable examples of deployment of SHM systems include the Humber Bridge in the UK (Macdonald et al 1998) and Tsing Ma (Wong 2004 ) and the Stonecutter Bridge in Hong Kong (Ni et al 2011) . These bridges employed wired sensors with centralized data processing; such traditional systems have a high equipment cost, primarily associated with installation and cabling. Furthermore, an enormous quantity of data is generated, often resulting in data inundation. As a result, widespread deployment of dense arrays of wired sensors for monitoring complicated civil structures is challenging due to the cost and data management.
Recently, wireless smart sensor networks (WSSN) have drawn significant attention in SHM. Wireless smart sensors (WSS) are devices with integrated sensing, communication, and computing functionalities. The main merits of WSS are low cost, no need for complex cabling, easy installation, and real-time data processing using on-board microprocessors. Because of these features, WSS have gained attention as an attractive alternative to traditional SHM system to monitor large full-scale structures. To date, SHM systems using WSS have been deployed on a few full-scale bridges such as the Geumdang Bridge, Korea (Lynch et al 2006) , the Golden Gate Bridge, CA, USA (Pakzad 2008) , the Jindo Bridge, Korea , the Yeondae Bridge, Korea (Kim et al 2011) , and the Mahomet Bridge, IL, USA (Jang et al 2011) . However, most full-scale deployments were intended for data collection and modal identification; a primary objective of SHM, damage detection, has not been fully explored.
To date, numerous damage detection algorithms have been developed (Doebling et al 1996 , Sohn et al 2003 . Among these, flexibility-based damage detection algorithms have been shown to be sensitive to damage and robust to high frequency noise (Mottershead and Friswell 1993) . In particular, the damage locating vector (DLV) method was proposed (Bernal 2002) and verified experimentally by Gao et al (2007) for a laboratory truss structure. Subsequently, Bernal (2010) developed the stochastic dynamic DLV (SDDLV) method to achieve damage localization using output-only information and to provide richer information on structural damage employing dynamic flexibility matrices. The SDDLV method has strong potential to be implemented for field SHM, where the input excitation is difficult to measure. Recently, Jang et al (2012b) developed a decentralized damage identification algorithm based on the SDDLV method with new damage indices. The decentralized approach is crucial for damage detection in WSSNs due to the limited bandwidth of wireless communication. The decentralized damage identification algorithm was implemented on the WSSN based on MEMSIC's Imote2 sensor platform and validated in laboratory experiments.
This paper provides experimental verification of the decentralized damage identification software (Jang et al 2012b) on a historic truss bridge in Mahomet, IL, USA using the Imote2-based WSSN. This bridge has been used as a test bed for SHM technology since 2008 (Jang et al 2012a) . The bridge health monitoring system using the Imote2 sensor platform has been carefully prepared and deployed on the test bed with 24 sensor nodes, each having a tri-axial accelerometer and temperature, humidity, and light sensors. For validation of the developed method on this WSSN, the results of the damage detection method are compared with those of the traditional centralized approach. Additionally, the condition of bridge has been investigated visually for better understanding of the damage detection results.
Methodology: decentralized damage identification
This section presents the theoretical development and background of the decentralized damage identification method. For completeness, a brief summary of the receptancebased damage detection algorithm is presented. An overview of the implementation of the method on the Imote2 wireless sensor platform is then provided.
Receptance-based damage detection method
The receptance-based damage detection method was developed based on the DDLV and SDDLV methods (Jang et al 2012b) . The DDLV and SDDLV (Bernal 2010 ) methods assume the existence of a set of complex load vectors, l k , that induce identical complex displacement fields at a complex frequency s k in a structure before and after damage. These load vectors can be written as
The displacement fields induced by l k for the undamaged and damaged structures are given respectively by
where G u (s k ) and G d (s k ) are the receptance matrices of undamaged and damaged structures, respectively, at s k . Taking the difference between equations (2) and (3) yields
Because equation (4) must be satisfied for any t and s k , and exp(s k t) is nonzero, either G(s k ) = 0 or the vector l k is in the null space of G(s k ). Because G(s k ) = 0 implies no damage, the latter case provides the main focus of damage detection. The vectors such as l k , spanning the null space of G(s k ), are the DDLVs. These DDLVs are applied to a numerical model of the undamaged structure, and the resulting stress field is examined. The associated stress field, dynamic normalized accumulated stress (DNAS), is zero in the potentially damaged region. Note that the DDLV at s = 0 is the original DLV based on the residual flexibility matrix, which only has static characteristic of a structure. By considering a dynamic flexibility matrix, i.e. receptance, much richer information about the structure can be provided.
The SDDLV method extended the DDLV method to the case when the input is not measured (Bernal 2010) . For this case, a surrogate matrix for the receptance matrix is defined using the derivation in a relationship between the system matrices. Bernal (2010) found that the null space of the surrogate matrix is close to those of the receptance matrix. Considering that the DDLVs spanning the null space of the change in the receptance matrix are the damage locators, the surrogate matrix can also be used in the damage localization process. Therefore, the SDDLV method is applicable for output-only measurement cases.
For effective decisions on damage localization, two approaches have been proposed based on numerical simulation (Jang et al 2012b) . First, the DNAS of several frequencies is determined after conducting the SDDLV procedure. The maximum stress index (MSI) is defined as
where σ NA,j | ω i is a DNAS of the jth structural element evaluated at ω = ω i and n is the number of frequencies involved. The MSI is based on the fact that the stress level of the damaged element is zero, as discussed previously. By taking the maximum of the DNAS, the lower DNAS at undamaged elements (false positive detection) can be delineated. The average stress index (ASI) is also proposed, which is the average of DNAS at the frequencies where the MSI is calculated:
whereσ j | ω k is the DNAS at the jth element of the kth frequency. A candidate damage element (CDE) criterion is now defined as
where X j is jth element and tol is a tolerance level to determine the candidate damage location for ASI. That is, the CDEs are the elements of which ASI are less than a specified threshold value. The MSI is employed to prevent false positive detection. By simultaneously considering these two damage indices, MSI and ASI, a more informed and robust decision on damage locations can be made. Further theoretical development, numerical simulation, and experimental validation of this approach can be found in Jang et al (2012b).
Implementation of the receptance-based damage detection method on Imote2
The receptance-based damage detection method was implemented for a decentralized WSSN (Jang et al 2012b) .
The overall procedure for damage detection is in two tasks: output-only modal analysis and damage detection using the SDDLV method with the indices MSI and ASI. In the first step, the surrogate receptance matrices are determined based on the measured data before and after damage using the natural excitation technique (NExT) (James et al 1993) in conjunction with the eigensystem realization algorithm (ERA) (Juang and Pappa 1985, Farrar and James 1997) . The modal properties of subsets of the structure are calculated using the decentralized computing strategy (Gao and Spencer 2008) . Based on the determined modal properties, several sets of the surrogate matrices are calculated at specific frequencies. The next step is damage detection using the SDDLV method for each subset of the structure. Multiple sets of SDDLVs are determined from the difference in the identified surrogate matrices before and after damage at the chosen frequencies. Each SDDLV is applied to a finite element (FE) model of the target structure to calculate the stress of each element. The DNAS will be calculated by summation and normalization of the calculated element stresses. The DNAS are then used to calculate the MSI and ASI, which can indicate the candidate damaged elements. The developed decentralized damage identification method was implemented on WSSN (Jang et al 2012b) .
Deployment of a SHM system
A SHM system using the developed damage detection software has been deployed on a truss bridge built in 1912 and located in Mahomet, IL, USA (see figure 1 ). This historic bridge is a five-bay Pratt truss made of steel members and a wooden deck. The length of this bridge is 70 m with two continuous spans. The north span (right side in figure 1 ) is on the grass, and was selected as test bed due to easy accessibility. More details on this bridge can be found in Jang et al (2011) . The remainder of this section provides the hardware and software components of the Imote2-based WSSN system, and the description of the test bed and the sensor deployment.
Hardware components
The hardware components of the Imote2-based WSSN have been prepared for full-scale long-term SHM on the test bed. The main components are the base station and WSS nodes. The base station consists of an industrial grade PC connected to the internet with a secure power backup system and freeze-protection (see figure 2(a)). To ensure reliable radio communication, a high-gain directional patch antenna is used. The base station is installed on the north side of the bridge in a fiberglass weatherproof enclosure, shown in figure 2(b). The enclosure is a National Electrical Manufacturers Association Type 4, which is for either indoor or outdoor use to provide a degree of protection against access to hazardous parts, ingress of falling dirt and windblown dust, and water (RLH 2012) .
WSS nodes for a long-term SHM system have been prepared based on their usage and power options. A gateway node, which interfaces with the base station PC and leaf nodes, consists of an Imote2 and an interface board (MEMSIC 2012) , while the leaf node consists of an Imote2, battery board (MEMSIC 2012), SHM-A wireless multi-scale sensor board with six sensor channels (Rice and Spencer 2009), and power sources. Both the gateway and leaf nodes are housed in waterproof enclosures as shown in figure 3. The gateway node uses power supplied from the PC, and the leaf node is powered by three D-cell batteries. This power source is suitable for short-term deployments when the leaf nodes are deployed where battery replacement is convenient. The enclosure design for the Imote2 and SHM-A sensor board was already deployed in the Jindo Bridge tests, and it was suitable for more than 1 year of deployment .
For the leaf nodes installed where battery replacement is difficult, solar panels are employed for power harvesting. A new fiberglass triangular block is attached on the cover of the enclosure with an angle of 30 • (figure 4). With this inclination, the surface of the solar panel can be cleansed by rain, and the efficiency of solar power harvesting can be increased by facing the solar panel toward the sun.
Software components
The software system for the Imote2-based WSSN has been carefully configured for full-scale damage detection experiments. The system features three main functionalities of decentralized damage identification, centralized data acquisition, and long-term continuous monitoring, which correspond to software components of DecentralizedDamageIdentification, RemoteSensing, and AutoMonitor, respectively, provided by the Illinois SHM Project (ISHMP 2012) Services Toolsuite (http://shm.cs.uiuc.edu). DecentralizedDamageIdentification is the developed damage detection service, which measures acceleration data and sends damage indices after in-network computation. To validate the efficacy of DecentralizedDamageIdentification, traditional vibration tests are to be conducted on centralized data measurement as a comparison. For these tests, RemoteSensing (Rice and Spencer 2009 ) is employed to remotely measure synchronized data from leaf nodes. Thus, both DecentralizedDamageIdentification and RemoteSensing are installed on the leaf nodes. Before damage detection experiments, the ambient vibration level of the test bed was monitored continuously using AutoMonitor, which was installed on the gateway node. A more detailed explanation of AutoMonitor, RemoteSensing, and other software components can also be found in Rice and Spencer (2009) . 
Deployment on the test bed
The prepared WSSN with the hardware and software components has been deployed on the test bed. As shown in figure 5 , 12 solar-powered nodes, 11 battery-powered nodes, and one AC-powered node have been deployed. The solar-powered nodes have been installed along the top chord, where battery replacement is difficult due to the height. The battery-powered nodes have been installed along the lower chord where battery replacement is relatively convenient. The AC-power node, which could continuously measure vibration, has been included in the sensor network to trigger monitoring events for autonomous operation. The deployed sensors on the bridge are shown in figure 6. With this configuration, a total of 24 sensor nodes have been deployed on the test bed.
Full-scale monitoring of the test bed
Before damage detection experiments, a series of vibration experiments were conducted for preliminary performance evaluation and dynamic characterization using the deployed Imote2-based WSSN. First, the level of ambient vibration was captured by a short-term measurement. Next, the responses under forced vibration using a shaker were investigated. Based on the measured data under forced vibration, the first few natural frequencies and mode shapes were calculated using the NExT-ERA method.
Ambient vibration of the test bed
Firts, the ambient vibration of the bridge was considered. Figure 7 shows the acceleration time histories at sampling rate of 100 Hz. The range of the vibration was approximately ±1 mg for most of time, and the maximum is within ±3 mg. Although the vibration level was quite low, the time histories were successfully captured with the SHM-A sensor board, which has a resolution of 0.3 mg (Rice and Spencer 2009).
Design of forced vibration apparatus
Since the ambient vibration levels for this bridge are quite small, a forced excitation method was employed for generating a meaningful vibration level for damage identification. A small-scale uniaxial shaker was employed (see figure 8) as the exciter. The dimension of the moving platten is 45.72 cm on each side. The power supply unit is custom-designed to provide power to the shaker and amplify the output signal from the table. This power supply unit is connected to a Quanser MultiQ-E8 board to control the shaker (Quanser 2000). Wincon software provided by Quanser is used to connect the external command signal from Siglab SL20-42 unit (Spectral Dynamics 2010) to the shaker. A 20-lb steel plate is bolted on the moving platten to induce larger vibration responses.
The shaker is installed vertically at the bridge girder using brackets and U-bolts to ensure the transmission of force to the main structure, as shown in figure 9 . The system is designed to generate vertical vibration only. The shaker is installed off from the mid-span and the center of the deck to excite various modes as shown in figure 10. This shaker system was employed for both vibration tests in 2008 and 2010.
Full-scale modal analysis
The acceleration data were measured from the deployed sensor nodes when the bridge is subjected to the external loading generated using the vertically installed shaker. The input excitation is the band-limited white noise from 0 to 100 Hz. The accelerations in the longitudinal and vertical directions were measured from all nodes using the RemoteSensing application. The sampling frequency was 100 Hz with a cutoff frequency of 40 Hz. The measurement duration was 180 s. The level of the vertical vibration was within 150 mg, higher than the longitudinal direction (see figure 11 ). This level of vibration was sufficient to extract modal properties of the bridge, which will be shown in section 5. Therefore, a higher amplitude of vibration for damage detection has been achieved using the vertically installed shaker.
The measured acceleration data were processed to obtain modal properties using the NExt/ERA method. The mode shapes are calculated from the cross spectral density (CSD) functions of the measured vibration data. The number of FFT points is 1024, and the overlap is 50%. The first few mode shapes of the bridge are obtained in figure 12 , representing the first and second bending modes and the torsional mode. These mode shapes are corresponding to those from the updated FE model from a previous work (Jang et al 2012a) . Therefore, the mode shapes of this bridge were successfully determined.
The estimated mode shapes of the bridge from the measurements in this study are compared to those from the previous measurement in 2008 (Jang et al 2011) in table 1. In 2008, a series of full-scale dynamic tests were conducted using traditional wired accelerometers, and a refined finite element model was prepared using model updating based on the measured data (Jang et al 2012a) . All data were measured in similar temperature above freezing during the day time. The natural frequencies of the first and second bending modes and the second torsional mode were decreased by 1.96, 1.18, and 5.93%, respectively, while the frequency for the first torsional mode was slightly increased by 0.76%. The slight increase in the first torsional natural frequency could be due to uncertainties in humidity or other unknown factors. Even though the natural frequency of the first torsional mode increased, the fact that the rest of natural frequencies consistently decreased may indicate the possibility of overall degradation of the bridge. Therefore, damage identification has been applied to investigate the detailed damage status of the bridge by employing the data measured in this study and in 2008.
Validation of decentralized damage identification
A series of full-scale experiments were conducted on the test bed to validate the efficacy of the developed decentralized The deck elements and the elements between the east and west planes are not considered because they are not the primary load-carrying elements. This section provides the network optimization procedure for efficient communication of WSSN, the results of damage detection using the centralized network, and the final results of damage detection using the decentralized damage identification software on the Imote2 platform.
Network optimization
High quality wireless communication is the most important factor in a SHM system using WSSN. The basic conditions for uninterrupted wireless communication are that the antennas are all in parallel (co-linear), in a direct line of sight, and at the same elevation. However, these conditions are difficult to meet for the test bed structure due to steel member interference, moisture effects of surrounding trees and in the wooden planks of the deck, and the height of the upper chords, respectively. To address these challenges, network-related considerations have been made to optimize the network communication.
First of all, to increase the reduced communication range due to the interference of the steel members and the multi-path effect, a high-gain (14 dB) directional antenna is employed for the gateway node. Typical antennas for the leaf nodes and cluster head are 2.2 dB gain stick antennas. The antenna directions were aligned horizontally, because it was successfully used for deployment on the Jindo Bridge . With the same 2.2 dB gain stick antenna in the Jindo Bridge deployment, the communication range was more than 100 m because the Jindo Bridge has neither interference nor elevation issues. After changing the antenna, the number of responsive sensor nodes was increased from 68 to 84%. The drawback of this directional antenna is the high sensitivity of directions, which leads to 16% of sensor nodes being unresponsive even with the high-gain antenna.
For further improvement, network topology and antenna direction have been considered. The horizontal alignment has its limitation that it could not be line of sight with the gateway node, without steel interference. However, vertical alignment has the same problem if antennas are installed directing upward. Therefore, the antennas of the upper and lower nodes are aligned upward and downward, respectively.
The network topology is determined as shown in figure 13 for the decentralized damage identification method to be appropriately applied. The WSSN on the bridge has been divided into four groups, and each group consists of six nodes, including a cluster head and five leaf nodes. Using this topology, the leaf nodes are communicating with the cluster head within the group. After in-network communication within the local group, the cluster-heads communicate with the gate way node. The node and element numbers are shown in figure 14 . By using the high-gain antenna and vertical alignment with the network topology, 100% of sensor nodes were responsive, as well as successful running of the DecentralizedDamageIdentification application.
Decentralized damage identification using a centralized network
Damage localization using the decentralized damage identification method has been conducted using the measured data from a centralized network of WSSN. The goal of this section is to provide a reference result for damage detection before using DecentralizedDamageIdentification. To do that, an Imote2-based WSSN is used like wired sensors; that is, the raw acceleration data are transmitted to the base station one by one after synchronized sensing. Subsequent decentralized system identification using NExT-ERA and damage detection using the SDDLV method with the indices are conducted in a PC afterwards.
The measurement and processing parameters are selected based on the modal properties of the bridges in section 4.3. Hundred-hertz band-limited white noise is generated on the vertically installed shaker. Acceleration data in longitudinal and vertical directions are measured for 180 s at a 100 Hz sampling rate. The sampling frequency of 100 Hz and the cutoff frequency of 40 Hz are chosen so that important natural frequencies of the test structure can be captured. Decentralized system identification is conducted based on the network topology in figure 13 . The damage indices, ASI and MSI, are determined based on the constructed receptance matrices at frequencies of 0, 5, 10, 15, and 20 Hz. These frequencies are selected because they are not at zeros or at poles of the structure. More information on choosing the frequencies is shown in Jang et al (2012b) .
The final damage indices are calculated by maximizing ASI obtained from each group as shown in figure 15 . The O and X symbols along the x-axis in the plot denote that the nodes between the signed elements are measured or not: O is measured while X is not measured. Theoretically, the damage indices should be zero; however, the indices might not be exactly zero due to uncertainties. A preliminary threshold value for damage detection in this paper is set as 0.2, considering noises and uncertainties in the experiments. The threshold value for damage detection is difficult to set in the field due to the mentioned noises and uncertainties. A study on threshold value for the DLV method using a probabilistic approach was provided in Sim et al (2008) ; however, further investigation into threshold value for field condition is still on-going. The candidate damaged elements are selected as those for which damage indices are less than the threshold value. For convenient visualization, the damaged locations are indicated using thick broken lines in figure 16 . The elements which were not measured are not included in the candidate damage elements. The possible damaged locations include the central vertical and diagonal elements and the side vertical elements. Therefore, the reference damage detection results were successfully prepared.
Decentralized damage identification using on-board computation
Damage localization using the decentralized damage identification method has been conducted using on-board processing on a decentralized network of WSS. Excitation and measurement parameters are identical to the experiments on centralized data acquisition. Decentralized system identification and damage detection have been conducted within local communities independently, and are defined in figure 13 .
The parameters for DecentralizedDamageIdentification are selected for efficient wireless communication and on-board computation. A sampling rate of 100 Hz and a cutoff frequency of 40 Hz were used in this experiment. For the parameters for system identification using the ERA-NExT method the number of FFT points is selected as 1024 and the number of averages is 10. The Hanning window with 50% overlap is selected. The order of the system is chosen to be 8. These parameters were selected because these values are tested and validated in the lab-scale damage detection experiments (Jang et al 2012b) . DecentralizedDamageIdentification has been successfully running on the bridge indicating that the network parameters are well suited for the test bed.
Based on the damage indices transferred to the base station after the experiments, the final damage indices have been determined in figure 17 . The overall patterns of these final damage indices are quite similar to those in figure 15 . Identical candidate damage elements were determined using both the DecentralizedDamageIdentification software and post-processing of the centrally measured data. Therefore, the implementation of the DecentralizedDamageIdentification software is successfully demonstrated using WSSN for a full-scale bridge structure.
To provide operational considerations for the developed application, the time and power consumption of DecentralizedDamageIdentification is briefly investigated. The total run-time of DecentralizedDamageIdentification was approximately 10-12 min for a 24-node network based on the communication quality. Computing time was very short, far less than 1 min including NExT-ERA and damage detection on board, while most time was consumed in waiting mode (270-330 s) and sensing (180 s). The power consumption depends on the CPU of the Imote2 processor, the PXA271 (Rice and Spencer 2009) . DecentralizedDamageIdentification has a series of procedures including start-up, sensing, computing, and waiting (idle) modes. When the leaf node wakes up, 99 mA was consumed during start up. A CPU speed of 13 MHz was used for waiting or idle time. A CPU speed of 104 MHz was employed for computing, network communication, and printing. Note that the power consumption depends upon the quality of communication and network parameters. Based on the standard operating power mode of Imote2 (Rice and Spencer 2009 ), a typical current draw is 17.47 mAh for 12 min (see table 2). Therefore, the leaf nodes with both D-cell batteries with 20 500 mAh capacity (Energizer 2012), and the solar panel were appropriate.
Visual corrosion investigation
For better understanding of the damage detection results from DecentralizedDamageIdentification, the corrosion level of the test bed was subsequently investigated. The baseline visual corrosion investigation was conducted in 2008 as an initial monitoring effort. The test bed bridge had significant pitting corrosion over the whole structure at the time, and the extent of corrosion was measured (Jang et al 2012a) . The size of pitting corrosion of all sections in 2010 is overall similar to that in 2008, while the density of pitting was similar or slightly increased. Based on the similar degree of pitting corrosion during 2008-10, the reduction in structural stiffness might be minor.
However, severe corrosion was observed at the central vertical elements. Originally, the connections of the vertical elements were fractured and retrofitted in the 1990s (Jang et al 2012a) . Two plates were welded on the fractured section of the vertical element. The heat affected zone (HAZ) of the welded plates is a common place for accelerated pitting corrosion and crack initiation (Eid 1989) . In 2010, pitting corrosion was initiated at the welded plates as shown in figure 18 . Based on the size and density of the holes, the reduction in thickness due to pitting corrosion is 0.8 mm, which corresponds to a 19.52% reduction of the sectional area of the welded plates based on the ASTM corrosion estimation chart (ASTM 1988) . These corroded sections in elements 23, 25, 34, and 36 are included the candidate damage elements determined by DecentralizedDamageIdentification. Though the overall reduction in corrosion stiffness of the structure might be minor, the fact that the results of DecentralizedDamageIdentification included corrosion advancement indicates the potential possibility of this method to be used for field damage identification. Therefore, the damage detection performance of DecentralizedDamageIdentification on WSSN was successfully demonstrated on a historic truss bridge.
Conclusion
A SHM system using WSSN with the developed decentralized damage identification software was deployed and its performance successfully demonstrated on a full-scale historic steel truss bridge. A series of damage detection experiments were conducted to determine additional damage during 2008-10. The candidate damage elements were identified using centralized data acquisition, as well as DecentralizedDamageIdentification software. The results from DecentralizedDamageIdentification agreed well with the post-processing using the centrally measured data, indicating similar candidate damage elements, which showed the validity of the implemented software. The candidate damage elements included possible corrosion damage advancements found in the welded retrofitted plates. Therefore, the developed DecentralizedDamageIdentification software was successfully validated in its field performance on a full-scale historic truss bridge, showing strong potential for full-scale damage detection. Further study on threshold definition, network optimization, and incorporating environmental factors in the field are recommended for future study.
