An image processing system that incorporated some retinal properties was investigated for the processing of two dimensional images.
INTRODUCTION
Contours and boundaries of objects play an important role in the analysis of images. This is particularly true for automatic inspection and assembly of industrial products. In other cases such as mobile robots, detection of the boundaries of the path in which the robot is to move can provide valuable information to the control systems of the robot. One way to gather information about the boundaries of objects in an image is to find the discontinuities in that image. These discontinuities can then be related to edges in the image. The edges, however, can correspond to texture on the object, shadows of other objects or the physical boundaries of the object. It is therefore required to group these edges under some constraints and classify them as one of the above categories. The task of grouping of the edges can be a very slow process. There are methods of analysis that reduce the amount of computation, thereby increasing the speed of analysis. Variable resolution analysis is one such method, where approximate information about the target can first be obtained in low resolution and elaborated on in high resolution images. This method is thought to be utilized in the human visual system. The way this variable -resolution analysis of images is utilized, however, is somewhat different in the human due to the anatomical properties of the retina.
It is the aim of this paper to discuss some of the properties of the human eye and evaluate the computational cost of incorporating them in machine vision system for the task of boundary detection and analysis.
SELECTED ANATOMICAL PROPERTIES OF THE RETINA
Light intensity information transduced by retinal cones (rods are not considered here) are passed to a single neuron called a ganglion cell [1] . The function of ganglion cells can be related to filters in signal processing. The output of a ganglion cell is assumed to be a weighted sum of the signals from the corresponding cones. The weighting factors map onto a two dimensional profile which can be approximately represented by the Difference Of two Gaussian (DOG) function [2] . This is a spatial time -invariant distribution and has a differential property as well as smoothing.
There are certain anatomical properties associated with the cones and the ganglion cells. Some of these properties that are related to the objective of this paper are as follows [2] , [3] :
The physical size of the cones increases as a function of distance from the central regions of the retina (fovea). The spatial density of cones (i.e.; number of cones per square millimeter) is maximum in the foveal region and decreases towards the peripheral region (the outer corners of the retina). The area covered by all the cones connected to a ganglion cell is commonly referred to as the receptive field of that ganglion cell and the area of the ganglion receptive field increases towards the peripheral regions of retina. The ganglion cell density decreases as a function of distance from the fovea. The above four properties can be related to the frequency characteristics of the filters associated with the ganglion cells. These characteristics play an important role in the processing of images as explained in the following section.
SELECTED RETINAL IMAGE PROCESSING

Spatial Sampling by Cones
Retinal images are sampled by an array of cones distributed across the retina. The distribution is approximately hexagonal with decreasing sampling frequency towards the peripheral region [3] . As the size of the cones increases, the images are low pass filtered to a greater extent (Section 4.2). Therefore the reduction in the sampling frequency towards the peripheral region does not cause any additional aliasing effect. 
Spatial Filtering by Cones
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SELECTED RETINAL IMAGE PROCESSING
Spatial Sampling by Cones
Retinal images are sampled by an array of cones distributed across the retina. The distribution is approximately hexagonal with decreasing sampling frequency towards the peripheral region [3] . As the size of the cones increases, the images are low pass filtered to a greater extent (Section 4.2). Therefore the reduction in the sampling frequency towards the peripheral region does not cause any additional aliasing effect. The light absorbing surface of the cones has a three dimensional conical shape and the output signal from a cone is proportional to the cosine of the angle between the incident light and the normal to the surface [4] . By assuming a flat wave -front for the incident light, then the spatial sensitivity of the cones can be considered to have a conical profile. This spatial sensitivity profile corresponds to a Low Pass Filter (LPF) in the frequency domain [5] . As the size of a cone is increased, its spatial high frequency cutoff is reduced.
Spatial Filtering by Ganglion Cells
It was mentioned before that the output of a ganglion cell is proportional to the weighted sum of the outputs from the associated cones. The weighting factors map onto a quantized DOG function. The quantization has the effect of limiting the spatial extent of the DOG function. The shape of the DOG function resembles a Mexican hat with a positive central lobe and a negative side lobe [6] . The frequency response of a DOG function describes a Band Pass Filter (BPF), with its centre frequency determined by the ratio of the space -constants of the two Gaussian functions [7] . The space-constants of the Gaussians also determine the spatial area of the central lobe. As the area of the central lobe of the DOG function increases, the centre frequency of the filter is reduced thereby reducing its high frequency cut -off.
DOG function has differential properties, therefore enhancing spatial changes and suppressing uniform input profiles. The spatial changes are generally referred to as edges and therefore the ganglion cells can be referred to as edge detectors. As the area of the central lobe of the receptive field of a ganglion cell increases, it loses the capability of differentiating between closely spaced edges.
Convergence of Properties
If cones are considered as the image samples and the ganglion cells as the samples of the filtered image, it can then be seen (Section 3), that images are not only low pass filtered to a greater extent in the peripheral region, but also sampled at a lower rate simultaneously. This combined process of filtering and sampling can result in an appreciable reduction in the computational load of filtering images. and its value at any point is only a function of the radius at that point. 3 . The spatial position of a sample of the filtered image (i.e.; ganglion output) is at the geometrical centre of each DOG function. 4. The sample points of the filtered image are distributed on an inhomogeneous triangular grid. The inhomogeneity is associated with the foveocentric property of the model and emphasizes the fact that the distance between the sample points increases towards the peripheral regions of the image.
Cones and Ganglion cells
The two levels of filtering and sampling performed by the cones and the ganglion cells, taking a one dimensional line across the retina, can be represented by the two following equations [8] :
where and where c (n) = J f (T) .h (T -n.T) dr (1) n = individual cones T = spacing between the cones c (n) = out put signal from the cones h ( ) = spatial sensitivity of the cones f ( ) = optical image on the retina The light absorbing surface of the cones has a three dimensional conical shape and the output signal from a cone is proportional to the cosine of the angle between the incident light and the normal to the surface [4] . By assuming a flat wave-front for the incident light, then the spatial sensitivity of the cones can be considered to have a conical profile. This spatial sensitivity profile corresponds to a Low Pass Filter (LPF) in the frequency domain [5] , As the size of a cone is increased, its spatial high frequency cutoff is reduced.
Spatial Filtering by Ganglion Cells
It was mentioned before that the output of a ganglion cell is proportional to the weighted sum of the outputs from the associated cones. The weighting factors map onto a quantized DOG function. The quantization has the effect of limiting the spatial extent of the DOG function. The shape of the DOG function resembles a Mexican hat with a positive central lobe and a negative side lobe [6] . The frequency response of a DOG function describes a Band Pass Filter (BPF), with its centre frequency determined by the ratio of the space-constants of the two Gaussian functions [7] . The space-constants of the Gaussians also determine the spatial area of the central lobe. As the area of the central lobe of the DOG function increases, the centre frequency of the filter is reduced thereby reducing its high frequency cut-off.
Convergence of Properties
If cones are considered as the image samples and the ganglion cells as the samples of the filtered image, it can then be seen (Section 3), that images are not only low pass filtered to a greater extent in the peripheral region, but also sampled at a lower rate simultaneously. This combined process of filtering and sampling can result' in an appreciable reduction in the computational load of filtering images.
A MATHEMATICAL MODEL OF THE HUMAN RETINA
5.1 Properties of the proposed model 1. The model is foveocemtic. This means that the resolution is maximum at the geometrical centre of the image and decreases radially outward. 2. The impulse response of the filters are described by the Difference Of two Gaussians (DOG). The DOG function is circular-symmetric and its value at any point is only a function of the radius at that point. 3. The spatial position of a sample of the filtered image (i.e.; ganglion output) is at the geometrical centre of each DOG function. 4. The sample points of the filtered image are distributed on an inhomogeneous triangular grid. The inhomogeneity is associated with the foveocentric property of the model and emphasizes the fact that the distance between the sample points increases towards the peripheral regions of the image.
Cones and Ganglion cells
where n = individual cones T = spacing between the cones c (n) = out put signal from the cones h ( ) = spatial sensitivity of the cones / ( ) = optical image on the retina 2) only the integer part of the fraction Stc /12g is considered. It should be noted that no computation is carried out between the intervals of (SZcl12g)m. This means that the filtered image contains less sample points than the original image. In other words, the image is filtered and re-sampled at a lower rate simultaneously.
Processing grid
The image is partitioned into a number of overlapping circular areas. Each of these circular areas corresponds to a quantized DOG function (Section 4.3) and is referred to as the "processing area ". In order to take the foveocentric property of the model into account, the diameter of these processing areas are assumed to increase linearly towards the peripheral region. The distance between the centers of the processing areas also increases linearly towards the peripheral region (Section 5.1, Eqn. (2)). There is, however, a limit to the smallest size of the processing area allowable [9] , which constrains the linearity of this model. It is because of this constraint that the processing grid is divided into three regions described below.
Peripheral region
In this region both the size and the distance between the centres of the processing areas increase linearly away from the geometrical centre of the image.
In order to construct the above distribution, the region is partitioned into concentric circles of radii R(i), centred at the geometrical centre of the image. The circumference of each circle is the loci of equal size processing areas distributed at equal intervals around the circumference. Defining the position of these processing areas in a polar coordinate system with its origin at the geometrical centre of the image, then the angle between the neighbouring equal size processing areas is given by O. The next circumference, R(i + 1), consists of the same number of equal size processing areas but shifted by an angle O/2 with respect to those at R(i). The value of the constant "K" is determined by the number of equal size processing areas and the distance between them at each circumference. The linear increase of the processing areas away from the origin is shown by: r (i +1) = ß r (i) (4) From Eqn. (3) it follows R(i + 1) = ß R(i) (5) where [8] , ß = cos (0/2) + /(3K2 + cos2 (0/2) -1) (6) There is, however, a limit to the smallest size of the processing area allowable which in turn limits the extent of the peripheral region.
If the radius of the smallest allowable processing area is given by r(0), then R (0) = rK0) (7) R(0) defines the boundary between the peripheral and the semi -peripheral region.
Semi -peripheral region
This region consists of only the minimum size processing areas, distributed in the same configuration as the peripheral region. The distance between the centres of the processing areas, however, is still a function of the distance from the origin. The limiting factor here is no longer the size of the processing areas, but the distance between them. This distance cannot be less than the spacing of the sample points of the original image. The region in which the spacing of the centres of any two neighbouring processing areas is equal to the sampling distance of the original image, describes the boundary between the semi -peripheral and the foveal region.
Foveal region
This region consists of minimum size processing areas distributed at every sample point of the original image. It can be shown that there is no necessity for this type of distribution. It was however, desired to keep some form of convention in the system. In Eqn. (2) only the integer part of the fraction £lc/ttg is considered. It should be noted that no computation is carried out between the intervals of (Q,c/ttg)m. This means that the filtered image contains less sample points than the original image. In other words, the image is filtered and re-sampled at a lower rate simultaneously.
Processing grid
The image is partitioned into a number of overlapping circular areas. Each of these circular areas corresponds to a quantized DOG function (Section 4.3) and is referred to as the "processing area". In order to take the foveocentric property of the model into account, the diameter of these processing areas are assumed to increase linearly towards the peripheral region. The distance between the centers of the processing areas also increases linearly towards the peripheral region (Section 5.1, Eqn. (2)). There is, however, a limit to the smallest size of the processing area allowable [9] , which constrains the linearity of this model. It is because of this constraint that the processing grid is divided into three regions described below.
Peripheral region
In order to construct the above distribution, the region is partitioned into concentric circles of radii R(i), centred at the geometrical centre of the image. The circumference of each circle is the loci of equal size processing areas distributed at equal intervals around the circumference. Defining the position of these processing areas in a polar coordinate system with its origin at the geometrical centre of the image, then the angle between the neighbouring equal size processing areas is given by 0. The next circumference, R(i + 1), consists of the same number of equal size processing areas but shifted by an angle 0/2 with respect to those at R(i). It was mentioned before that each of the processing areas corresponds to a two dimensional DOG function. The intersections of the central lobe of neighbouring processing areas describe the vertices of a hexagon. This means that the centres of the processing areas have an inhomogeneous triangular distribution. The relation between the radii of the processing areas and their distance from the geometrical centre of the image is given by:
where i = index for each circumference R(i) = distance of the processing area from the origin r (i) = radius of the central lobe of the processing area K = constant The value of the constant "K" is determined by the number of equal size processing areas and the distance between them at each circumference. The linear increase of the processing areas away from the origin is shown by:
From Eqn. (3) it follows R(i + l) = pR(i)
where [8] ,
There is, however, a limit to the smallest size of the processing area allowable which in turn limits the extent of the peripheral region. If the radius of the smallest allowable processing area is given by r(0), then
R(Q) defines the boundary between the peripheral and the semi-peripheral region.
Semi-peripheral region
This region consists of only the minimum size processing areas, distributed in the same configuration as the peripheral region. The distance between the centres of the processing areas, however, is still a function of the distance from the origin. The limiting factor here is no longer the size of the processing areas, but the distance between them. This distance cannot be less than the spacing of the sample points of the original image. The region in which the spacing of the centres of any two neighbouring processing areas is equal to the sampling distance of the original image, describes the boundary between the semi-peripheral and the foveal region.
Foveal region
This region consists of minimum size processing areas distributed at every sample point of the original image. It can be shown that there is no necessity for this type of distribution. It was however, desired to keep some form of convention in the system. Figure 1 , shows the distribution of the centres of the processing areas, which in turn describe the distribution of the sample points of the filtered image. It should be noted that the distribution is indeed circular and only appears to be elliptical due to the aspect ratio of the monitor. The ratio of the space constants of the inhibitory and excitatory Gaussians is taken to be 1.6 [7] . The DOG function is not bandlimited in the space and frequency domain. In order to utilize this function in the model, a quantized form of the DOG function is used, where the spatial extent of the function is limited to twice the diameter of the central lobe. The only major effect of this quantization is the introduction of a DC level in the output of the filter [8] . This DC level can be reduced to zero by adjusting the value of the constant A.
EVALUATION OF THE RETINAL PROCESSING
Band Pass Filtering
Equation (2) (11), it is evident that the convolution intervals in the peripheral region were in fact well within the limits described above. Figure 2 shows the original image and Fig. 3 shows the results of filtering that image with the proposed model.
Edge detection
Convolution of the image with the DOG function produced a set of oriented zero-crossings corresponding to the edges in the image. The amplitude of the peak and ridge at the opposite sides of the zem-crossing (referred to as the strength of the zero-crossing) was taken to represent the amplitude of the edge. The orientation of the zero-crossings was defined by the direction of maximum slope from the positive side to the negative side of the zero-crossings. This orientation is parallel to the direction of the edge (or intensity change). The number of edges detected in the image were restricted by applying a threshold to the strength of the zero-crossings found in the filtered image. All the zero-crossings of strength less than the threshold were discarded as noise. The edges detected by the above algorithm are shown in Fig. 4. 
Boundary detection
Processing areas in the peripheral and the semi -peripheral regions were distributed on a triangular grid. This meant that each sample point of the filtered image was completely isolated by its six neighbouring samples. This local isolation made Dynamic Programming (DP) a suitable choice for the grouping of edges as segments of boundaries. The basic idea was to find the cost of taking a candidate edge as part of a boundary segment. The cost function is represented by: ratio of the monitor.
Spatial sensitivity profile of the processing areas
The Difference Of two Gaussian (DOG) function was chosen to represent the impulse response of the filters. The mathematical expression for the DOG function is given by:
where r = distance from the geometrical centre of the DOG function 6 = space constant of the inhibitory (negative) Gaussian A = constant
The ratio of the space constants of the inhibitory and excitatory Gaussians is taken to be 1.6 [7] , The DOG function is not bandlimited in the space and frequency domain. In order to utilize this function in the model, a quantized form of the DOG function is used, where the spatial extent of the function is limited to twice the diameter of the central lobe. The only major effect of this quantization is the introduction of a DC level in the output of the filter [8] . This DC level can be reduced to zero by adjusting the value of the constant A.
EVALUATION OF THE RETINAL PROCESSING
Band Pass Filtering
Equation (2) The spacing between the centres of the neighbouring processing areas is [8] :
(11) From Eqns. (10) and (11), it is evident that the convolution intervals in the peripheral region were in fact well within the limits described above. Figure 2 shows the original image and Fig. 3 shows the results of filtering that image with the proposed model.
Edge detection
Convolution of the image with the DOG function produced a set of oriented zero-crossings corresponding to the edges in the image. The amplitude of the peak and ridge at the opposite sides of the zero-crossing (referred to as the strength of the zero-crossing) was taken to represent the amplitude of the edge. The orientation of the zero-crossings was defined by the direction of maximum slope from the positive side to the negative side of the zero-crossings. This orientation is parallel to the direction of the edge (or intensity change). The number of edges detected in the image were restricted by applying a threshold to the strength of the zero-crossings found in the filtered image. All the zero-crossings of strength less than the threshold were discarded as noise. The edges detected by the above algorithm are shown in Fig. 4. 
Boundary detection
Processing areas in the peripheral and the semi-peripheral regions were distributed on a triangular grid. This meant that each sample point of the filtered image was completely isolated by its six neighbouring samples. This local isolation made Dynamic Programming (DP) a suitable choice for the grouping of edges as segments of boundaries. The basic idea was to find the cost of taking a candidate edge as part of a boundary segment. The cost function is represented by:
where i = candidate edge A (i) = strength of the candidate edge q (i, i -1) = the difference between the local orientation of the candidate edge and its previous edge li = weighting factor (or function) Segments with maximum cost function were considered as candidates for the actual boundaries of objects or shapes in the image. Each segment was defined by its first and last edges and its cost. All other edges in that segment were addressed by using a "Chain Rule" [10] , where each edge pointed to the next edge in the segment. Figure 5 shows these boundary segments.
Boundary following
The boundary segments were first connected to each other, using only their first or last edges. The connected segments were then represented by only one set of parameters: first edge, last edge and the total cost. Figure 5 can be considered to be a pseudo three dimensional scale -space map, with two of the dimensions representing the space and the third dimension representing the scale of filtering which increases radially from the edge of the periphery to the boundaries of the image. Following the same criterion as two dimensional scale -space maps [11] (commonly used for stereoscopic image processing), the boundary segment with the maximum cost was selected in the peripheral region and brought into the foveal region for detailed analysis. Once the segment was brought into the fovea, only the region which lay in the path of the segment was processed. The remaining part of the segment was then brought into the fovea for detailed analysis. Figure 6 shows the results of applying the above algorithm to the image of Fig. 5 .
Computational cost
A comparison can be made between the conventional and the retinal vision system by considering the number of mathematical multiplications that have to be carried out to obtain the results illustrated in Fig. 6 . It must be noted that the comparison is made under the assumption that the same algorithms are used in both systems for the purpose of the edge detection, edge grouping, boundary detection, etc.
The total number of multiplications required to obtain the results of Fig. 6 is 198,820 [8] . If the analysis for the conventional vision system is carried out only in high resolution (same resolution as the fovea in the retinal vision system), then 327,680 multiplications are required to perform the band pass filtering on an 256x256 -samples image. Evidently the proposed model results in (327, 680 -198, 820 ) /327, 680 = 39.3% reduction in the number of multiplications. It was mentioned, however, that the proposed model has taken advantage of variable resolution techniques which have not been considered in evaluating the number of multiplications for the conventional system. In the retinal image processing the image is filtered in at most three levels of resolution. If the same number of resolutions are used for the conventional system, then the number of multiplications increases to 1,376,256 and the resulting percentage reduction in the number of multiplications will be (1,376,256 -198, 820 ) /1,376,256 = 85.6% 7 . CONCLUDING REMARKS Images in many applications are low pass filtered to reduce noise and promote smoothness. For cases where the high frequency cut -off of the filter is much lower than half of the sampling frequency of the image, the filtered image is normally re-sampled at a lower rate to reduce the computation for further analysis. It was shown that the two processes of filtering and sub -sampling can be combined, thereby reducing the amount of computation for the filtering itself. Furthermore, for particular tasks such as tracking, retinal filtering presents a good method of reducing the computational load associated with the task. For the example discussed in this paper, it was shown that the retinal image processing system can result in up to 85% reduction in the number of multiplications compared with the conventional image processing system. Finally, the retinal image processing system provides the opportunity for parallel processing through its localized processing structure.
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