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Introduzione al
CALCOLO DELLE VARIAZIONI
Michele Carriero
Lucia De Luca
Dipartimento di Matematica “E. De Giorgi”
Universita` del Salento
Lecce
In sintesi, credo che il Calcolo delle Variazioni sia un settore
molto vasto e variegato [. . . ]; esso costituisce un’ottima “palestra”
per capire quali sono le radici etiche e culturali del metodo scien-
tifico.
Ennio De Giorgi1.
La tautocrona.
(fine XVII sec., Christian Huygens: la tautocrona (curva isocrona) e`
la cicloide)
1
Sul Calcolo delle Variazioni
In ricordo di Leonida Tonelli
(Pisa, 12 marzo 1996), pp.215-222,
in Ennio De Giorgi, Anche la scienza ha bisogno di sognare, a cura di F. Bassani, A.
Marino, C. Sbordone; Edizioni Plus, Universita` di Pisa (2001).
Prefazione
Questo Quaderno riproduce una versione ampliata delle lezioni tenute in an-
ni recenti da M. Carriero in Corsi sul Calcolo delle Variazioni, nell’ambito
del Dottorato di Ricerca in Matematica presso il Dipartimento di Matema-
tica “E. De Giorgi” dell’Universita` del Salento.
L’intento principale e` quello di introdurre gli studenti al Calcolo delle Va-
riazioni attraverso una trattazione-guida che renda piu` accessibile lo studio
e l’approfondimento successivo su testi avanzati esistenti in letteratura.
La presentazione riflette lo stile delle lezioni volte a presentare le idee,
sforzandosi di semplificare il piu` possibile le principali tecniche delle di-
mostrazioni.
Non vi e` la pretesa di aver esposto l’argomento in modo esaustivo ne´ origi-
nale, la trattazione essendo largamente ispirata ai testi [11], [16], [17],
[30], [34], [37], [51], con alcune differenze miranti, tra l’altro, ad eviden-
ziare casi modello significativi che pure motivano la presente pubblicazione.
Il primo autore ringrazia gli studenti per l’interesse dimostrato con la parte-
cipazione attiva, anche attraverso Seminari di approfondimento su specifici
argomenti.
Il secondo autore e` uno dei partecipanti al Corso tenuto nell’a.a. 2008-2009.
M.Carriero desidera, infine, ringraziare il dr. Antonio Farina per la batti-
tura in Latex di alcuni degli argomenti qui presentati e per la realizzazione
di alcune figure.
Michele Carriero
Lucia De Luca
Lecce, ottobre 2009
Gli autori ringraziano i due Referees per gli utili commenti.
v
vi M. Carriero, L. De Luca
Dedicato alla memoria di mio padre
M. Carriero
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Introduzione
Il Calcolo delle Variazioni e` l’ambito in cui la nozione di minimo (massi-
mo) per forme di energia trova un linguaggio preciso e una formulazione via
principi variazionali.
In questo Quaderno discutiamo dell’esistenza e della differenziabilita` (regolari-
ta`) dei punti di minimo di alcuni funzionali integrali del Calcolo delle
Variazioni. In particolare ci occupiamo di funzionali del tipo:
F [u] :=
ˆ
Ω
F (x, u(x),∇u(x)) dx (0.1)
dove Ω e` un aperto limitato di Rn, n ≥ 1, con frontiera lipschitziana;
u : Ω→ RN , N ≥ 1, e` una funzione vettoriale in Ω,
u(x) =
(
u1(x), u2(x), . . . , uN (x)
)
e il simbolo ∇u indica la matrice Jaco-
biana di u, ossia la matrice N × n (Dαui) i=1,2,...,N
α=1,2,...,n
ove Dα = ∂∂xα .
La funzione integranda in (0.1), F : Ω × RN × Rn×N → R, e` detta La-
grangiana e il funzionale (0.1) si dice regolare se F (x, u, p) e` convessa in
p =
(
piα
)
i=1,...,N
α=1,...,n
.
La u (sufficientemente regolare) si dice funzione ammissibile e l’insieme A
di tali funzioni (con prescritte condizioni di Dirichlet o altre condizioni)
prende il nome di classe delle funzioni ammissibili o in competizione.
Un integrale del tipo (0.1) rappresenta spesso un’energia e talvolta ha al-
tri significati fisici (tempo, resistenza, azione, . . . ) o significati geometrici
(lunghezza, area, . . . ). L’interesse verso questi tipi di funzionali e` giustifi-
cato dalle moltissime applicazioni in altri campi della Matematica, in molte
aree della Fisica, Economia, Biologia, in Elasticita` non lineare e Disegno
ottimo. . . [16].
Esempi di funzionali del tipo (0.1) (con N = 1) sono:
• l’integrale di Dirichlet
D [u] =
1
2
ˆ
Ω
|∇u(x)|2 dx
1
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• l’integrale dell’area (in forma non parametrica)
A [u] =
ˆ
Ω
√
1 + |∇u(x)|2 dx.
Vi e` una significativa differenza tra questi due funzionali, perche´ in D[·] la
Lagrangiana F (p) =
1
2
|p|2 ha una crescita di ordine due per |p| → +∞,
mentre la Lagrangiana F (p) =
√
1 + |p|2 in A[·] ha una crescita del primo
ordine.
Qusto comporta lo studio del problema di minimo per D[·] in uno spazio
di Sobolev riflessivo, e per A[·] nello spazio BV delle funzioni a variazione
limitata.
Il primo problema che vogliamo trattare e` quello dell’esistenza per il minimo
in spazi di Sobolev riflessivi W 1,m (Ω) (m > 1) per funzionali del tipo (0.1),
il cui modello e` l’integrale di Dirichlet D[·] 2.
Successivamente analizziamo la regolarita` delle soluzioni deboli.
I problemi XIX e XX di D. Hilbert [41].
Nel 1900 David Hilbert propose, nel corso del Congresso Internazionale di
Matematica svoltosi a Parigi, i seguenti due problemi dedicati al Calcolo
delle Variazioni (Hilbert considerava il caso n = 2 e N = 1):
Il 200 problema (esistenza): “Has not every regular variation problem a so-
lution, provided certain assumptions regarding the given boundary conditions
are satisfied, and provided also if need be that the notion of a solution shall
be suitably extended?”
Ossia “I problemi regolari del Calcolo delle Variazioni hanno sempre una
soluzione, [. . . ], quando si estenda, se necessario, la nozione di soluzione?”
Il 190 problema (regolarita`): “Are the solutions of regular problems in the
Calculus of Variations always necessarily analytic?”
Ossia “Le soluzioni dei problemi regolari del Calcolo delle Variazioni sono
sempre necessariamente delle funzioni analitiche?”.
Qui presentiamo alcuni dei metodi che sono stati studiati per affrontare i
due suddetti problemi.
Un primo approccio a questi problemi e` presentato nel cap. 2, nell’ambito
dei cosiddetti Metodi classici (indiretti) nel Calcolo delle Variazioni che si
basano sulla dimostrazione di condizioni necessarie di estremalita` (equazioni
di Eulero variazione prima e variazione seconda, teorema 2.1.1 (caso uni-
dimensionale) e teorema 2.2.1 (caso multidimensionale)) per funzionali di
tipo integrale (0.1).
2Altri importanti problemi (cfr. [10]), come quello delle superfici minime, richiedono lo
studio di spazi piu` generali e non sono qui trattati.
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Questi metodi assumono pero` una forte regolarita` del funzionale e dei punti
estremali (di cui e` supposta l’esistenza), regolarita` che in generale puo` non
essere verificata (osservazione 2.2.10).
Nel paragrafo 2.3 presentiamo due problemi variazionali classici (la brachi-
stocrona e la disuguaglianza isoperimetrica in dimensione due) anche allo
scopo di introdurre i Metodi diretti nel Calcolo delle Variazioni, a cui sono
dedicati i capp. 3, 4, 5, 6.
Una strategia ragionevole e` quella di considerare separatamente il problema
di esistenza dei minimi e quello della loro regolarita`.
L’approccio diretto al problema dell’esistenza e` stato sviluppato a partire dal
XX secolo da D. Hilbert ed H. Lebesgue in relazione alla dimostrazione del
Principio di Dirichlet e si basa sostanzialmente sul teorema di Weierstrass-
Fre´chet (teorema 3.1.1).
Si tratta di trovare delle successioni minimizzanti compatte (dalle quali sia
quindi possibile estrarre sottosuccessioni convergenti) e sfruttare poi la se-
quenziale semicontinuita` inferiore del funzionale, per concludere che i punti
limite sono di minimo.
E’ importante osservare che la semicontinuita` inferiore del funzionale e` fa-
vorita da una convergenza forte, mentre per la compattezza e` preferibile
una convergenza debole: in sintesi, semicontinuita` inferiore e compattezza
sono proprieta` topologicamente in competizione tra loro, per cui e` essenziale
bilanciare le due richieste.
I metodi utilizzati da D. Hilbert e da H. Lebesgue sono stati generalizzati
da L. Tonelli (teoremi 3.2.1 e 3.2.3) e da C. Morrey in spazi di Sobolev
(teoremi 3.3.1 e 3.3.2).
Le ipotesi di coercivita`, riflessivita` e convessita` nel teorema di esistenza 3.2.3
sono ottimali, come mostrano gli esempi 3.2.6, 3.2.7 e 3.2.8.
Nel cap. 4 studiamo risultati di sequenziale semicontinuita` inferiore per
funzionali regolari di una classe piu` generale, precisamente per funzionali
del tipo F [u, v] :=
ˆ
Ω
F (x, u(x), v(x)) dx, nella topologia
L1forte
(
Ω,RN
) × L1debole (Ω,Rν) con la Lagrangiana di Carathe´odory (defi-
nizione 4.1.1).
Questi funzionali si presentano in problemi di controllo ottimo, e natural-
mente i funzionali del tipo F [u] :=
ˆ
Ω
F (x, u(x),∇u(x)) dx si ottengono per
v(x) = ∇u(x) (teorema 4.3.4, corollario 4.3.6 e teorema 4.5.1).
Nel cap. 5 proviamo che nel caso vettoriale la convessita` della Lagrangiana
F (x, u, v) rispetto a v e` anche necessaria per la sequenziale semicontinuita`
inferiore di F [u, v] (teorema 5.1.1), mentre e` necessaria per la sequenziale
semicontinuita` inferiore di F [u] solo se n = 1 con N ≥ 1 o N = 1 con n ≥ 1.
Nel caso generale n > 1 e N > 1, per F [·] e` verificata una condizione stret-
tamente piu` debole della convessita`: la quasi-convessita` (nel senso di C.
Morrey, teoremi 5.1.4, 5.1.5).
La quasi-convessita` di una Lagrangiana F (definizione 5.1.6) e` espressa da
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una condizione in generale difficile da verificare, pertanto studiamo an-
che Lagrangiane policonvesse (definizione 5.1.13) e convesse di rango uno
(definizione 5.1.18), concetti rispettivamente piu` forte e piu` debole della
quasi-convessita`.
Le relazioni tra questi concetti, piu` deboli della convessita`, si possono cos`ı
sintetizzare:
F convessa ⇒
:
F policonvessa⇒
:
F quasi-convessa
⇒
:
F convessa di rango uno.
Tutti questi concetti risultano equivalenti tra loro se n = 1 oppure N = 1.
Nel paragrafo 5.2 presentiamo diversi risultati relativi a condizioni suffi-
cienti per la sequenziale debole semicontinuita` inferiore in ipotesi di quasi-
convessita` per la Lagrangiana (teoremi 5.2.1, 5.2.3 e 5.2.4). Il caso specifico
di particolari funzionali con Lagrangiana policonvessa e` approfondito nel
cap. 6 (teoremi 6.2.2 e 6.2.3), con una applicazione all’elasticita` non lineare
per corpi incomprimibili (con vincolo sul gradiente) (teorema 6.2.4).
A questi risultati premettiamo il concetto di Lagrangiana nulla (definizione
6.1.1) e il risultato relativo alle debole continuita` dei determinanti (teorema
6.2.1).
Il cap. 7, infine, e` dedicato alla regolarita` (interna) delle soluzioni deboli di
problemi di minimo negli spazi di Sobolev W 1,m (Ω) (m > 1).
Partendo da un risultato unidimensionale di regolarita` parziale dovuto a L.
Tonelli (teorema 7.2.1), trattiamo del fenomeno di Lavrentieff e ne analiz-
ziamo un esempio dovuto a B. Mania` (teorema 7.2.3).
Successivamente esaminiamo lo studio della regolarita` dei minimi deboli nel
caso modello (particolare, ma comunque significativo e utile ad identificare
le componenti fondamentali della dimostrazione) di funzionali quadratici,
piu` generali dell’integrale di Dirichlet.
Un primo passo verso la regolarita` e` ottenuto via il metodo dei quozienti
differenziali (di L. Nirenberg, teorema 7.3.4), conseguendo per l’estremale
una prima maggiore regolarita` negli spazi di Sobolev (teorema 7.3.5).
Pietra miliare per conseguire la regolarita` (teorema 7.5.15) e` il teorema
di regolarita` ho¨lderiana di E. De Giorgi-J. Nash-J. Moser (teorema 7.5.6),
concernente la regolarita` delle soluzioni di equazioni lineari ellittiche del
secondo ordine in forma di divergenza, a coefficienti limitati e misurabili.
Questo profondo risultato consente di iniziare un procedimento di boot-
strap, via il classico teorema di Schauder (teorema 7.5.1), che conduce all’a-
naliticita` dell’estremale se F e` analitica.
Del teorema 7.5.6 diamo due dimostrazioni: la prima (1957) dovuta a E. De
Giorgi, basata su un fine metodo iterativo e la successiva (1961) dovuta a
J. Moser, basata su una disuguagliaza di tipo Harnack (teorema 7.5.13) per
soluzioni deboli e positive di equazioni lineari ellittiche a coefficienti limitati
e misurabili in forma di divergenza.
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Della regolarita` (interna) per il caso particolare dell’integrale di Dirichlet
(teorema 7.4.1) presentiamo due altre dimostrazioni classiche, basate essen-
zialmente una sulla peculiare proprieta` di invarianza per rotazioni dell’o-
peratore di Laplace, e l’altra sulla proprieta` del valor medio per funzioni
armoniche.
L’estensione del teorema di E. De Giorgi-J. Nash-J. Moser al caso vettoriale
non ha in generale risposta affermativa: e` di E. De Giorgi (1968) il primo
esempio di estremale discontinua per un problema variazionale vettoriale di
tipo ellittico (teorema 7.8.1).
Quindi il XIX problema di Hilbert nel caso vettoriale (eccetto che in dimen-
sione n = 2) non ha in generale risposta affermativa. Molti e interessanti
sono tuttavia i risultati di regolarita` parziale conseguiti a partire dal 1968
per estremali vettoriali.
La presentazione di un risultato di regolarita` parziale in un caso semplice
(teorema 7.9.1) conclude l’esposizione, rinviando per approfondimenti su
quest’ultimo tema a [33], [34].
Punto di partenza dell’esposizione sono i Preliminari presentati nel cap.
1 (relativi a: teoria della misura, analisi funzionale e convessa, spazi di
Lebesgue Lm (Ω) e di Sobolev W k,m (Ω), convergenze deboli, funzioni ar-
moniche); essi hanno non solo lo scopo di rendere l’esposizione, per quanto
possibile, autosufficiente, ma anche quello di dare al lettore l’opportunita` di
poter seguire lo sviluppo di idee e di tecniche attraverso l’analisi dei progres-
si conseguiti nel tempo nell’ambito del Calcolo delle Variazioni, collegando
risultati moderni a quelli piu` propriamente classici.
Avvertenza.
Abbiamo indicato talvolta con c una generica costante che puo` cambiare
anche nel corso della stessa formula.
Quando abbiamo voluto evidenziare la dipendenza di una costante c da
alcuni parametri .,.,.,. abbiamo scritto c (., ., ., .).

CAPITOLO 1
Preliminari
In questo capitolo, allo scopo di fissare la notazione e rendere l’esposizione
autosufficiente, presentiamo alcuni dei risultati basilari della misura e inte-
grale di Lebesgue, della misura di Hausdorff, degli spazi di Lebesgue e di
Sobolev (in particolare dei risultati sulla convergenza debole in questi spazi),
delle funzioni convesse e delle principali proprieta` delle funzioni armoniche.
1.1. Alcuni risultati relativi alla misura e all’integrale di
Lebesgue.
Misura e dimensione di Hausdorff.
Definizione 1.1.1. Una famiglia M di sottoinsiemi di Rn si chiama σ-
algebra se
(i) ∅,Rn ∈M,
(ii) E ∈M⇒ Rn \ E ∈M,
(iii) se {Eh}h∈N ⊂M, allora
⋃
h∈N
Eh ∈M e
⋂
h∈N
Eh ∈M.
Il seguente teorema indica l’esistenza im Rn di una σ-algebra M e di una
misura su M.
Teorema 1.1.2. In Rn esiste una σ-algebra M e una misura
|·| :M→ [0,+∞]
con le seguenti proprieta`:
(i) ogni sottoinsieme aperto di Rn, e quindi ogni sottoinsieme chiuso di
Rn, appartiene a M;
(ii) se Ω ∈M e ha misura nulla, allora ogni sottoinsieme di Ω appartiene
a M e ha misura nulla;
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(iii) se Ω = {x ∈ Rn; ai < xi < bi, i = 1, 2, . . . , n}, allora
|Ω| =
n∏
i=1
(bi − ai);
(iv) se {Ωh}h∈N ⊂M e gli insiemi Ωh sono a due a due disgiunti, allora∣∣∣∣∣⋃
h∈N
Ωh
∣∣∣∣∣ =∑
h∈N
|Ωh| (σ-additivita` o additivita` numerabile).
Osservazione 1.1.3. Gli insiemi appartenenti alla σ-algebra M si chia-
mano insiemi misurabili secondo Lebesgue e la misura | · | si chiama
misura di Lebesgue n-dimensionale.
Vale la seguente caratterizzazione degli insiemi misurabili:
Ω ∈M ⇔ ∀ε > 0 ∃A aperto, ∃K compatto, K ⊂ Ω ⊂ A e
|A \K| < ε.
Osservazione 1.1.4. Si dice che una proprieta` vale quasi ovunque (q.o.)
in Ω ∈M se e` verificata in tutti i punti di Ω tranne che in un sottoinsieme
avente misura di Lebesgue nulla.
Definizione 1.1.5. Sia Ω ⊂ Rn misurabile. Una funzione u : Ω → R
si dice misurabile se u−1 (C) e` misurabile per ogni sottoinsieme chiuso
C ⊂ R.
Osservazione 1.1.6. Valgono le seguenti proprieta`:
(i) se u e` una funzione continua, allora e` misurabile;
(ii) somma e prodotto di funzioni misurabili sono misurabili;
(iii) massimo limite, minimo limite e limiti puntuali di successioni di fun-
zioni misurabili sono misurabili.
Definizione 1.1.7. Una funzione misurabile s : Ω ⊂ Rn → R si dice fun-
zione semplice se assume un numero finito di valori a1, a2, . . . , ak.
Se s e` una funzione semplice che assume i valori a1, a2, . . . , ak sugli insiemi
misurabili e a due a due disgiunti Ω1,Ω2, . . . ,Ωk contenuti in Ω, possiamo
scrivere
s =
k∑
i=1
aiχΩi .
Teorema 1.1.8. Se u : Ω→ R e` una funzione misurabile allora esiste una
successione {sh} di funzioni semplici convergente ad u in ogni punto di Ω.
Inoltre, se u e` non negativa, si puo` scegliere {sh} monotona crescente in Ω.
Introduciamo ora la definizione di integrale di Lebesgue per una funzione
misurabile
u : Ω ⊂ Rn → R
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con Ω insieme misurabile.
Per una funzione semplice s si definisce
ˆ
Ω
s(x) dx :=
k∑
i=1
ai |Ωi|
con la convenzione che se αi = 0 e |Ωi| = +∞, allora αi |Ωi| = 0.
Per u ≥ 0 misurabile, definiamoˆ
Ω
u(x) dx := sup
ˆ
Ω
s(x) dx
dove l’estremo superiore e` calcolato al variare di s tra tutte le funzioni
semplici minori o uguali a u su Ω.
In generale, per una funzione misurabile u, osservato che
u = u+ − u−
dove u+ = max {u, 0} e u− = max {−u, 0} sono rispettivamente la parte
positiva e negativa di u, si definisceˆ
Ω
u(x) dx :=
ˆ
Ω
u+(x) dx−
ˆ
Ω
u−(x) dx
con la condizione che almeno uno dei due integrali sia finito.
La funzione u e` detta sommabile in Ω se entrambi gli integrali sono finiti.
Si dice invece che u e` integrabile in Ω se u ha un integrale (che puo` essere
anche uguale a +∞ o −∞).
Segue dalla definizione che una funzione misurabile u e` sommabile se e solo
se |u| lo e`.
Teorema 1.1.9 (Beppo Levi o della convergenza monotona).
Sia {uh} una successione di funzioni misurabili, tali che
0 ≤ u1 ≤ u2 ≤ . . . uh ≤ uh+1 ≤ . . . .
Allora ˆ
Rn
lim
h→+∞
uh dx = lim
h→+∞
ˆ
Rn
uh dx.
Teorema 1.1.10 (Lemma di Fatou).
Sia {uh} una successione di funzioni non negative e sommabili. Allora 1ˆ
Rn
lim inf
h→+∞
uh dx ≤ lim inf
h→+∞
ˆ
Rn
uh dx.
1lim inf
h→∞
vh := sup
ν∈N
„
inf
h≥ν
vh
«
,
lim sup
h→∞
vh := inf
ν∈N
 
sup
h≥ν
vh
!
.
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Teorema 1.1.11 (Lebesgue o della convergenza dominata).
Sia {uh} una successione di funzioni integrabili con
uh → u q.o.,
e supponiamo inoltre che esista una funzione g sommabile tale che per ogni
h ∈ N
|uh| ≤ g q.o..
Allora
lim
h→+∞
ˆ
Rn
uh dx =
ˆ
Rn
u dx.
Teorema 1.1.12 (Fubini).
Siano
E1 = {x ∈ Rn : −∞ ≤ ai < xi < bi ≤ +∞, i = 1, 2, . . . , n}
e
E2 =
{
y ∈ RN : −∞ ≤ cj < yj < dj ≤ +∞, j = 1, 2, . . . , N
}
.
Sia u sommabile su E = E1 × E2 ⊂ Rn+N . Allora
(i) per quasi ogni x ∈ E1, la funzione u(x, ·) e` sommabile in E2;
(ii) la funzione
v(x) =
ˆ
E2
u(x, y) dy
e` sommabile in E1 e risultaˆ
E
u (x, y) dx dy =
ˆ
E1
(ˆ
E2
u (x, y) dy
)
dx.
Il teorema fondamentale del calcolo integrale si estende all’integrale di Lebesgue
nella forma seguente.
Teorema 1.1.13 (di differenziazione di Lebesgue).
Sia u : Rn → R localmente sommabile (u ∈ L1loc (Rn)).
Allora per q.o. x ∈ Rn 2
∃ lim
ρ→0+
1
ωnρn
ˆ
Bρ(x)
u(y) dy = lim
ρ→0+
1
|Bρ (x)|
ˆ
Bρ(x)
u(y) dy = u(x),
dove ωn e` la misura di Lebesgue della palla unitaria n-dimensionale
(tali x si chiamano punti di Lebesgue di u).
In particolare, se u e` sommabile in R
d
dx
ˆ x
a
u(t) dt = u(x) per q.o. x ∈ R.
2Sia Ω ⊆ Rn aperto connesso.
u ∈ L1loc(Ω)
def⇔ u ∈ L1(K) per ogni compatto K ⊂ Ω;
Bρ (x) indica la palla di centro x ∈ Rn e raggio ρ.
Introduzione al CALCOLO DELLE VARIAZIONI 11
Teorema 1.1.14 (Severini, 1910-Egorov, 1911).
Sia {uh} una successione di funzioni uh : Ω → R misurabili, dove Ω ⊂ Rn
e` misurabile con |Ω| <∞, tale che uh −→ u q.o. in Ω. Allora
(i) per ogni ε > 0 esiste Kε ⊂ Ω compatto tale che |Ω \Kε| < ε,
(ii) uh ⇒ u in Kε 3,
((i)+(ii)
def⇔ {uh} converge a u quasi-uniformemente).
Dim. Dall’ipotesi segue che la funzione u e` misurabile. Definiamo per ogni
m, h ∈ N fissati, l’insieme
Ωmh :=
⋂
i≥h
{
x ∈ Ω : |ui(x)− u(x)| < 1
m
}
e sia Ωm :=
⋃
h
Ωmh . Dalla definizione degli insiemi Ω
m
h risulta per m fissato
Ωm1 ⊂ Ωm2 ⊂ . . . ⊂ Ωmh ⊂ . . ..
Allora per ogni ε > 0 e per ogni h ∈ N esiste h0(m) ∈ N tale che∣∣∣Ωm \ Ωmh0(m)∣∣∣ < ε2m+1 .
Posto Aε :=
⋂
m
Ωmh0(m), valutiamo la misura di Ω\Aε. Per questo osserviamo
preliminarmente che |Ω \ Ωm| = 0 per ogni m (in virtu` della convergenza
q.o. in Ω della successione {uh} a u). Ne deriva che∣∣Ω \ Ωmh0∣∣ = ∣∣Ωm \ Ωmh0∣∣ < ε2m+1 .
Pertanto
|Ω \Aε| =
∣∣∣∣∣Ω \⋂
m
Ωmh0(m)
∣∣∣∣∣ =
∣∣∣∣∣⋃
m
(
Ω \ Ωmh0(m)
)∣∣∣∣∣
≤
∞∑
m=1
∣∣∣Ω \ Ωmh0(m)∣∣∣ < ∞∑
m=1
ε
2m+1
=
ε
2
.
Poiche´ Aε e` misurabile, esiste un compatto Kε ⊂ Aε tale che |Aε \Kε| < ε2 .
Ne segue (i). Se x ∈ Kε, per ogni m ∈ N abbiamo |ui(x)− u(x)| < 1/m per
i > h0(m) da cui segue (ii). 
Teorema 1.1.15 (Lusin, 1912).
Sia Ω ⊂ Rn aperto misurabile con |Ω| < ∞ e sia u : Ω → R una funzione
misurabile. Allora
3D’ora in avanti con la notazione vh ⇒ v indicheremo la convergenza uniforme di vh a v.
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(i) per ogni ε > 0 esiste Kε ⊂ Ω compatto tale che |Ω \Kε| < ε,
(ii) u e` continua in Kε,
((i)+(ii)
def⇔ u quasi-continua).
Dim. Per ogni intero positivo h consideriamo una famiglia numerabile di
boreliani disgiunti
{
Bjh
}
j
⊂ R tali che R =
⋃
j
Bjh e diamB
j
h < 1/h.
Definiamo Ωjh := u
−1
(
Bjh
)
∩ Ω.
Allora, per ogni h, j, Ωjh sono misurabili e Ω =
⋃
j
Ωjh per ogni h ∈ N.
Sia ε > 0; per la proprieta` di regolarita` della misura di Lebesgue, fissati
h, j interi positivi, esiste un compatto Kjh ⊂ Ωjh tale che
∣∣∣Ωjh \Kjh∣∣∣ < ε2h+j .
Pertanto ∣∣∣∣∣∣Ω \
⋃
j
Kjh
∣∣∣∣∣∣ =
∣∣∣∣∣∣
⋃
j
Ωjh \
⋃
j
Kjh
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
⋃
j
(
Ωjh \Kjh
)∣∣∣∣∣∣ < ε2h .
Poiche´ lim
m→∞
∣∣∣∣∣∣Ω \
m⋃
j=1
Kjh
∣∣∣∣∣∣ =
∣∣∣∣∣∣Ω \
∞⋃
j=1
Kjh
∣∣∣∣∣∣, esiste un intero m0(h) tale che∣∣∣∣∣∣Ω \
m0(h)⋃
j=1
Kjh
∣∣∣∣∣∣ < ε2h .
Posto Kh :=
m0(h)⋃
j=1
Kjh, abbiamo che Kh e` compatto.
Per ogni h, j fissiamo bjh ∈ Bjh e definiamo la funzione uh : Kh → R, po-
nendo uh(x) = b
j
h se x ∈ Kjh (j ≤ m0(h)).
Poiche´ K1h, . . . ,K
m0(h)
h sono compatti e disgiunti, le uh sono funzioni con-
tinue.
Posto Kε :=
⋂
h
Kh, abbiamo che Kε e` compatto e
|Ω \Kε| ≤
∞∑
h=1
|Ω \Kh| < ε.
Inoltre, poiche´ |u(x)− uh(x)| < 1/h per ogni x ∈ Kh, risulta che uh ⇒ u su
Kε e, in quanto limite uniforme di funzioni continue, u|Kε e` continua. 
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Il seguente teorema generalizza il precedente teorema di Lusin
Teorema 1.1.16 (Scorza Dragoni, 1948 [66]).
Siano Σ ⊂ Rn un insieme misurabile, con |Σ| < +∞, S ⊂ Rs e g(x, y)
una funzione reale definita in Σ × S, misurabile in x per ogni y ∈ S, e
uniformemente continua in S per q.o. x ∈ Σ 4.
Allora, per ogni δ > 0 esiste un compatto Kδ ⊂ Σ, tale che
(i) |Σ \Kδ| < δ
(ii) la restrizione di g(x, y) a Kδ × S e` continua.
Dim. Per ogni h ∈ N e per ogni x ∈ Σ, poniamo
wh(x) := sup
{
|g(x, y′)− g(x, y′′)|; y′, y′′ ∈ S, |y′ − y′′| < 1
h
}
.
Essendo per ipotesi g(x, ·) uniformemente continua in S per q.o. x ∈ Σ,
abbiamo
wh(x) −−−−−→
h→+∞
0 per q.o. x ∈ Σ.
Per il teorema di Severini-Egorov 1.1.14, in corrispondenza di un arbitrario
δ > 0 esiste un compatto K1,δ ⊂ Σ, con |Σ \K1,δ| < δ2 , tale che wh ⇒ 0 in
K1,δ. Cio` vuol dire, in altri termini, che, al variare di x ∈ K1,δ, g(x, ·) e`
una famiglia di funzioni equicontinue in S.
Sia ora S˜ = {y˜1, y˜2, . . . , y˜j , . . .} un insieme numerabile e denso in S e sia
{δj} una successione di numeri positivi, con
+∞∑
j=1
δj <
δ
2
.
Per il teorema di Lusin 1.1.15, in corrispondenza di ogni y˜j esiste un com-
patto K˜j ⊂ Σ tale che
∣∣∣Σ \ K˜j∣∣∣ < δj e g(·, y˜j) e` continua in K˜j .
Poniamo K2,δ :=
+∞⋂
j=1
K˜j ; in K2,δ tutte le funzioni g(·, y˜j) sono continue e
|Σ \K2,δ| =
∣∣∣∣∣∣Σ \
+∞⋂
j=1
K˜j
∣∣∣∣∣∣ =
∣∣∣∣∣∣
+∞⋃
j=1
(
Σ \ K˜j
)∣∣∣∣∣∣ ≤
+∞∑
j=1
∣∣∣Σ \ K˜j∣∣∣
<
+∞∑
j=1
δj <
δ
2
.
Posto Kδ := K1,δ ∩ K2,δ risulta |Σ \Kδ| < δ. Sia ora ({xh} , {yh}) una
successione in Kδ × S tale che xh → x ∈ Kδ e yh → y ∈ S. Abbiamo:
|g(xh, yh)− g(x, y)| ≤ |g(xh, yh)− g(xh, y)|+ |g(xh, y)− g(x, y)|. (1.2)
4anche, g : Σ× S → R funzione di Carathe´odory (cfr. definizione 4.1.1)
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Il primo termine a destra di (1.2) tende a zero, per h → +∞, dato che le
funzioni g(x, ·) sono equicontinue per x ∈ Kδ ⊂ K1,δ. Quanto al secondo
termine, abbiamo
|g(xh, y)− g(x, y)| ≤ |g(x, y˜)− g(x, y)| + |g(xh, y˜)− g(x, y˜)| (1.3)
+ |g(xh, y˜)− g(xh, y)|,
dove y˜ ∈ S˜ e` scelto in modo che per ogni x ∈ Kδ risulti
|g(x, y˜)− g(x, y)| < ε
2
(cio` e` possibile per la equicontinuita` delle funzioni g(x, ·) al variare di
x ∈ Kδ ⊂ K1,δ).
In questo modo il primo e il terzo termine nel secondo membro di (1.3)
risultano entrambi minori di
ε
2
, mentre il secondo termine tende a zero
per h→ +∞ (essendo g(·, y˜) continua in Kδ ⊂ K2,δ). Ne segue
lim sup
h→+∞
|g(xh, yh)− g(x, y)| < ε per ogni ε > 0
e dunque la tesi. 
La misura di Lebesgue non permette di distinguere tra loro insiemi di misura
nulla ne´ di assegnare a questi una dimensione. Per questo scopo sono state
introdotte numerose misure. Quella di Hausdorff si e` rivelata molto utile
nello studio delle equazioni alle derivate parziali.
Misura di Hausdorff k-dimensionale (1918).
Sia E ⊂ Rn e siano k intero positivo con 0 < k ≤ n e δ > 0; poniamo
Hkδ (E) := ωk2−k inf

+∞∑
j=1
(diamEj)
k ; E ⊂
+∞⋃
j=1
Ej , diamEj < δ
 ,
dove ωk e` la misura di Lebesgue della palla unitaria k-dimensionale.
Se δ decresce l’estremo inferiore e` fatto su una famiglia piu` piccola di rico-
primento di E, sicche´ Hkδ (E) cresce ( i.e. 0 < δ′ < δ ⇒ Hkδ′ (E) ≥ Hkδ (E),
quindi Hkδ (E) e` monotona non crescente rispetto a δ).
Allora
∃ lim
δ→0+
Hkδ (E) = sup
δ>0
Hkδ (E) := Hk (E) ;
Hk (E) e` la misura di Hausdorff k-dimensionale di E.
Si pone H0 (E) := cardinalita` di E.
La definizione di misura di Hausdorff si estende a ogni k numero reale po-
sitivo (la definizione di ωk e` estesa tramite la funzione gamma di Eulero
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Γ(t) =
ˆ +∞
0
st−1e−s ds (t > 0) : ωk := pik/2/Γ (k/2 + 1)).
Proprieta` delle misure di Hausdorff.
(i) Se E ⊂ Rn e` misurabile, si ha Hn (E) = Ln (E) (dove Ln (E) e` la
misura di Lebesgue n-dimensionale di E);
(ii)
0 < Hk (E) < +∞⇒
 H
m (E) = 0 ∀m > k
Hm (E) = +∞ ∀m < k;
(iii) Hk (E + x) = Hk (E) ∀x ∈ Rn (invarianza per traslazioni);
(iv) Hk (λE) = λkHk (E) ∀λ > 0 (Hk e` omogenea di grado k)
dove λE = {λx; x ∈ E}.
Alla luce della proprieta` (ii) ha senso porre la seguente definizione di di-
mensione di Hausdorff dell’insieme E
H− dim(E) := inf {k ≥ 0; Hk(E) = 0} .
Teorema 1.1.17 (della divergenza in Rn, Gauss-Green).
Sia Ω ⊂ Rn compatto con frontiera lipschitziana; sia u ∈ C1 (Ω;Rn) 5,
allora ˆ
Ω
divu(x) dLn(x) =
ˆ
∂Ω
u(ξ) · ν(ξ) dHn−1(ξ),
dove ν(ξ) e` il versore normale esterno applicato a ξ ∈ ∂Ω (ove definito).
Se u ∈ C1 (Ω):
ˆ
Ω
uxi(x) dLn(x) =
ˆ
∂Ω
u(ξ)νi(ξ) dHn−1(ξ) (i = 1, . . . , n) .
5
u ∈ Ck `Ω;Rm´ def⇔ u ∈ Ck (Ω;Rm) e ∀α ∈ NN0 , |α| ≤ k e ∀ξ ∈ ∂Ω
esiste lim
x→ξ
x∈Ω
Dαu(x) = Dαu(ξ).
Ricordiamo che
α = (α1, α2, . . . , αn) ∈ NN0 con αi numeri naturali (i = 1, . . . , n);
|α| = α1 + α2 + . . .+ αn, Dαu = ∂
|α|u
(∂x1)
α1 (∂x2)
α2 · · · (∂xn)αn
;
α! = (α1!) (α2!) . . . (αn!) ;
se x = (x1, x2, . . . , xn) ∈ Rn: xα = xα11 · xα22 · . . . xαnn .
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Teorema 1.1.18 (integrazione per parti).
Sia Ω ⊂ Rn compatto con frontiera lipschitziana; se u, v ∈ C1 (Ω), alloraˆ
Ω
uxi(x)v(x) dLn(x) = −
ˆ
Ω
u(x)vxi(x) dLn(x) +
ˆ
∂Ω
u(ξ)v(ξ)νi(ξ) dHn−1(ξ)
(i = 1, . . . , n) .
1.2. Spazi di Lebesgue Lm.
Definizione 1.2.1. Sia Ω ⊂ Rn aperto e sia 1 ≤ m ≤ ∞.
Una funzione misurabile u : Ω→ R appartiene a Lm(Ω) se
‖u‖Lm(Ω) :=

(ˆ
Ω
|u(x)|m dx
) 1
m
se 1 ≤ m <∞
inf {α : |u(x)| ≤ α q.o. in Ω} se m =∞.
e` finito.
Teorema 1.2.2 (Disuguaglianza di Chebyshev).
Sia u ∈ Lm(Ω) (1 ≤ m < ∞); posto Ut = {x ∈ Ω; |u(x)| > t}, si ha
|Ut| ≤ t−m ‖u‖mLm(Ω).
Dim. L’insieme Ut e` misurabile e risultaˆ
Ω
|u(x)|m dx ≥
ˆ
Ut
|u(x)|m dx ≥ tm |Ut| , da cui la tesi.

Nel seguente teorema elenchiamo le piu` importanti proprieta` degli spazi
Lm(Ω) che useremo in seguito.
Teorema 1.2.3. Sia Ω ⊂ Rn aperto e sia 1 ≤ m ≤ ∞. Valgono:
(i) ‖·‖Lm(Ω) e` una norma e Lm(Ω) munito di questa norma e` uno spazio di
Banach. Lo spazio L2(Ω) e` uno spazio di Hilbert con prodotto scalare
dato da
(u|v) =
ˆ
Ω
u(x)v(x) dx.
(ii) (immersione continua)
Se |Ω| <∞ e se m, q ∈ N con 1 ≤ m < q ≤ ∞, risulta:
Lq(Ω) ↪→ Lm(Ω) e ‖u‖Lm(Ω) ≤ |Ω|
1
m− 1q ‖u‖Lq(Ω) ∀u ∈ Lq(Ω).
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(iii) (interpolazione)
Se u ∈ Lm(Ω) ∩ Lq(Ω) con 1 ≤ m < q ≤ ∞, allora:
u ∈ Lr(Ω) ∀r ∈ R tale che m ≤ r ≤ q
e inoltre:
‖u‖Lr(Ω) ≤ ‖u‖θLm(Ω) · ‖u‖1−θLq(Ω) dove θ ∈ [0, 1] e
1
r
=
θ
m
+
1− θ
q
.
(iv) (Teorema di Riesz) 6
Lo spazio duale di Lm(Ω), indicato con (Lm(Ω))′ puo` essere identifi-
cato con Lm
′
(Ω), dove
1
m
+
1
m′
= 1, per 1 ≤ m <∞.
Questo significa che: se Φ ∈ (Lm(Ω))′ per 1 ≤ m <∞ esiste un’unica
u ∈ Lm′(Ω) tale che
(Φ|f) = Φ (f) =
ˆ
Ω
u(x)f(x) dx, ∀f ∈ Lm(Ω)
e inoltre
‖u‖Lm′ (Ω) = ‖Φ‖(Lm(Ω))′ .
Questo risultato e` falso per m =∞ (cioe` se m′ = 1).
(v) Lm(Ω) e` separabile per 1 ≤ m <∞ e riflessivo per 1 < m <∞.
(vi) Le funzioni di classe C∞0 (Ω) sono dense in L
m(Ω). Piu` precisamente:
∀u ∈ Lm(Ω)
∃ {uh} ⊂ C∞0 (Ω) tale che lim
h→∞
‖uh − u‖Lm(Ω) = 0.
Questo risultato e` falso per m =∞.
Osservazione 1.2.4. Utilizzando i precedenti risultati sulla dualita` abbia-
mo:
(Lm(Ω))′ = Lm
′
(Ω) se 1 < m <∞,(
L2(Ω)
)′
= L2(Ω),
(
L1(Ω)
)′
= L∞(Ω), L1(Ω) & (L∞(Ω))′ .
Riassumendo
6Sia
`
X, |·|X
´
un spazio di Banach.
Lo spazio duale topologico di X, indicato con X′, e` definito da
X′ :=
(
l : X → R; l lineare e ‖l‖X′ := sup
x6=0
|l(x)|
|x|X
< +∞
)
.
Lo spazio X si dice riflessivo se
`
X′
´′
= X.
Lo spazio X si dice separabile se X contiene un sottoinsieme numerabile denso.
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Spazio di Lebesgue Riflessivo Separabile Spazio Duale
Lm (Ω) 1 < m <∞ SI SI Lm′ (Ω)
L1 (Ω) NO SI L∞ (Ω)
L∞ (Ω) NO NO contiene strettamente L1 (Ω)
Introduciamo ora i concetti di convergenza forte e debole negli spazi
Lm(Ω).
Definizione 1.2.5. Sia Ω ⊂ Rn aperto e sia 1 ≤ m ≤ ∞.
(i) La successione {uh} converge fortemente a u in Lm(Ω) se
uh, u ∈ Lm(Ω) e se
lim
h→∞
‖uh − u‖Lm(Ω) = 0.
In questo caso scriviamo: uh → u in Lm(Ω).
(ii) Se 1 ≤ m <∞, la successione {uh} converge debolmente a u in Lm(Ω)
se uh, u ∈ Lm(Ω) e se
lim
h→∞
ˆ
Ω
[uh(x)− u(x)]w(x) dx = 0, ∀w ∈ Lm′(Ω).
In questo caso scriviamo: uh ⇀ u in Lm(Ω).
(iii) Se m = ∞, la successione {uh} converge debolmente* a u in L∞(Ω)
se uh, u ∈ L∞(Ω) e se
lim
h→∞
ˆ
Ω
[uh(x)− u(x)]w(x) dx = 0, ∀w ∈ L1(Ω).
In questo caso scriviamo: uh
∗
⇀ u in L∞(Ω).
Osservazione 1.2.6.
a. Parliamo di convergenza debole* in L∞(Ω) e non di convergenza debole
poiche´ L1(Ω) & (L∞(Ω))′, sebbene la convergenza debole in Lm(Ω) e
la convergenza debole* in L∞(Ω) abbiano la stessa forma.
b. Il limite (debole o forte) e` unico.
c. E’ ovvio che
uh → u in Lm(Ω)⇒

uh ⇀ u inLm(Ω) se 1 ≤ m <∞
uh
∗
⇀ u inL∞(Ω) se m =∞.
Teorema 1.2.7. Sia Ω ⊂ Rn aperto e limitato. Valgono:
(i) Se uh
∗
⇀ u in L∞(Ω), allora uh ⇀ u in Lm(Ω) 1 ≤ m <∞.
(ii) Se uh → u in Lm(Ω), allora ‖uh‖Lm(Ω) → ‖u‖Lm(Ω), 1 ≤ m ≤ ∞.
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(iii) Se 1 ≤ m <∞ e se uh ⇀ u in Lm(Ω), allora esiste una costante
c > 0 tale che ‖uh‖Lm(Ω) ≤ c ed inoltre ‖u‖Lm(Ω) ≤ lim inf
h→∞
‖uh‖Lm(Ω).
Questo risultato vale anche se m =∞ e se uh ∗⇀ u in L∞(Ω).
(iv) (compattezza debole in spazi di Lebesgue riflessivi)
Se 1 < m <∞ e se {uh} ⊂ Lm(Ω) e` limitata (cioe` esiste una costante
c > 0 tale che ‖uh‖Lm(Ω) ≤ c), allora esistono un’estratta
{
uhj
}
ed
una funzione u ∈ Lm(Ω) tali che uhj ⇀ u in Lm(Ω).
Questo risultato vale anche se m = ∞ (dunque avremo uhj ∗⇀ u in
L∞(Ω)).
(v) Se 1 ≤ m ≤ ∞ e se uh → u in Lm(Ω), allora esistono un’estratta{
uhj
}
ed una funzione g ∈ Lm(Ω) tali che uhj → u q.o. e
∣∣uhj ∣∣ ≤ g
q.o. in Ω.
Osservazione 1.2.8.
a. Confrontando (ii) e (iii) del teorema 1.2.7, osserviamo che la norma
e` semicontinua inferiormente rispetto alla convergenza debole, mentre
la norma e` continua rispetto alla convergenza forte.
b. La parte piu` interessante del teorema 1.2.7 e` (iv). Questa dice, in-
fatti, che come in Rn, per il teorema di Bolzano-Weierstrass, da ogni
successione limitata se ne puo` estrarre una convergente, cos`ı in Lm(Ω)
vale un risultato analogo a patto di sostituire la convergenza forte con
quella debole (il risultato non vale in Lm(Ω) con la convergenza forte).
c. Il risultato (iv) e` falso se m = 1 in quanto L1(Ω) non e` uno spazio
riflessivo.
Teorema 1.2.9 (Lemma fondamentale del Calcolo delle Varia-
zioni).
Sia Ω ⊂ Rn aperto e sia u ∈ L1loc(Ω) tale che
ˆ
Ω
u(x)ψ(x) dx = 0 per ogni ψ ∈ C∞0 (Ω).
Allora u = 0 q.o. in Ω.
Dim. Osservato che Ω e` unione numerabile di compatti, la tesi si riduce a
provare che fissato un arbitrario compatto K ⊂ Ω si ha u = 0 q.o. in K.
Definiamo
v(x) =
 segnou(x) se x ∈ K0 se x ∈ Rn \K
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dove
segnou(x) =

1 se u(x) > 0
0 se u(x) = 0
−1 se u(x) < 0.
Abbiamo che v ∈ L∞ (Rn) ed ha supporto compatto K ⊂ Ω. Dall’ipotesi e
dal teorema 1.2.3(vi) otteniamo facilmente che vale
0 =
ˆ
K
u(x)v(x) dx =
ˆ
K
|u(x)| dx
e quindi u = 0 q.o. in K. 
Corollario 1.2.10. Sia Ω ⊂ Rn aperto e sia u ∈ L1loc (Ω) tale cheˆ
Ω
u(x)ψ(x) dx = 0 per ogni ψ ∈ C∞0 (Ω) con
ˆ
Ω
ψ(x) dx = 0.
Allora u =costante q.o. in Ω.
Dim. Fissiamo una v ∈ C∞0 (Ω) con
´
Ω
v(x) dx = 1 e sia w ∈ C∞0 (Ω)
arbitraria; definiamo
ψ(x) := w(x)−
[ˆ
Ω
w(y) dy
]
v(x).
Allora ψ ∈ C∞0 (Ω) e
ˆ
Ω
ψ(x) dx = 0, pertanto per l’ipotesi
0 =
ˆ
Ω
u(x)ψ(x) dx
=
ˆ
Ω
u(x)w(x) dx−
ˆ
Ω
v(x)u(x) dx ·
ˆ
Ω
w(y) dy
=
ˆ
Ω
u(x)w(x) dx−
ˆ
Ω
v(y)u(y) dy ·
ˆ
Ω
w(x) dx
=
ˆ
Ω
[
u(x)−
ˆ
Ω
v(y)u(y) dy
]
w(x) dx.
Per il teorema 1.2.9 abbiamo
u(x) =
ˆ
Ω
v(y)u(y) dy = costante per q.o. x ∈ Ω.

Con Lm (Ω,Rν) indichiamo l’insieme delle u : Ω → Rν , u = (u1, . . . , uν)
con ui ∈ Lm (Ω) per ogni i = 1, . . . , ν.
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1.3. Spazi di Sobolev W 1,m.
Prima di definire gli spazi di Sobolev, diamo la il concetto di derivata debole.
Sia u ∈ L1loc (Ω), allora v ∈ L1loc (Ω) e` la derivata debole di u rispetto a xα
(α = 1, . . . , n) se e solo seˆ
Ω
v(x)ψ(x) dx = −
ˆ
Ω
u(x)Dαψ(x) dx per ogni ψ ∈ C∞0 (Ω).
Nel seguito scriveremo (con abuso di notazione) v = Dαu.
Per il teorema 1.2.9, se una derivata debole esiste essa e` unica (q.o.).
Definizione 1.3.1. Sia Ω ⊂ Rn aperto e sia 1 ≤ m ≤ ∞.
(i) Indichiamo con W 1,m(Ω) lo spazio vettoriale delle funzioni u : Ω→ R,
u ∈ Lm(Ω) aventi derivate parziali deboli Dαu ∈ Lm(Ω) per ogni
α = 1, . . . , n. Muniamo questo spazio della seguente norma
‖u‖W 1,m(Ω) :=
(
‖u‖mLm(Ω) + ‖∇u‖mLm(Ω,Rn)
) 1
m
se 1 ≤ m <∞
‖u‖W 1,∞(Ω) := max
{
‖u‖L∞(Ω) , ‖∇u‖L∞(Ω,Rn)
}
se m =∞.
Se Ω e` limitato e convesso W 1,∞(Ω) = C0,1(Ω) = Lip(Ω) (cfr. nota
7).
(ii) Indichiamo con W 1,m(Ω,Rν) l’insieme delle funzioni u : Ω → Rν ,
u = (u1, . . . , uν), con ui ∈W 1,m(Ω) per ogni i = 1, . . . , ν.
(iii) Se 1 ≤ m <∞, poniamo W 1,m0 (Ω) := C∞0 (Ω)
W 1,m(Ω)
. Se Ω e` limitato,
diciamo -con abuso di linguaggio- che se u ∈W 1,m0 (Ω), allora
u ∈W 1,m(Ω) e u = 0 su ∂Ω.
(iv) Scriviamo u ∈ u0+W 1,m0 (Ω) se u, u0 ∈W 1,m(Ω) e u−u0 ∈W 1,m0 (Ω).
(v) Poniamo W 1,∞0 (Ω) :=W
1,∞(Ω) ∩W 1,10 (Ω).
(vi) Se k ∈ N, indichiamo con W k,m(Ω) l’insieme delle funzioni u : Ω→ R
aventi deriate parziali deboli Dαu ∈ Lm(Ω) per ogni multi indice α
con |α| = j, 0 ≤ j ≤ k. Muniamo questo spazio della seguente norma
‖u‖Wk,m(Ω) =

( ∑
0≤|α|≤k
‖Dαu‖mLm(Ω)
) 1
m
se 1 ≤ m <∞
max
0≤|α|≤k
(‖Dαu‖L∞(Ω)) se m =∞.
(vii) Se 1 ≤ m <∞, poniamo W k,m0 (Ω) := C∞0 (Ω)
Wk,m(Ω)
e
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W k,∞0 (Ω) :=W
k,∞(Ω) ∩W k,10 (Ω).
(viii) W 1,m (Ω) e` separabile per 1 ≤ m <∞ e riflessivo per 1 < m <∞.
Teorema 1.3.2 (Rademacher).
Sia u localmente lipschitziana in Ω ⊂ Rn. Allora u e` differenziabile q.o. in
Ω.
Introduciamo i concetti di convergenza forte e debole in W 1,m(Ω).
Definizione 1.3.3. Sia Ω ⊂ Rn aperto e sia 1 ≤ m ≤ ∞.
(i) La successione {uh} converge fortemente a u in W 1,m(Ω) se
uh, u ∈W 1,m(Ω) e se
lim
h→∞
‖uh − u‖W 1,m(Ω) = 0.
(ii) Se 1 ≤ m < ∞, la successione {uh} converge debolmente a u in
W 1,m(Ω) se uh, u ∈W 1,m(Ω) e se
uh ⇀ u inLm(Ω) e ∇uh ⇀ ∇u inLm(Ω,Rn).
(iii) Se m =∞, la successione {uh} converge debolmente* a u in W 1,∞(Ω)
se uh, u ∈W 1,∞(Ω) e se
uh
∗
⇀ u inL∞(Ω) e ∇uh ∗⇀ ∇u inL∞(Ω,Rn).
In W 1,mloc (Ω) le precedenti definizioni di convergenza si intendono verificate
in ogni compatto K ⊂ Ω.
E’ evidente che l’estensione di una u ∈ W 1,m (Ω) a tutto Rn ponendo u =
0 in Rn \ Ω, non garantisce che essa sia in W 1,m (Rn). Questo perche´
l’estensione banale a tutto Rn puo` creare discontinuita` su ∂Ω tali che la
funzione estesa non abbia derivate parziali prime deboli in Lm (Rn).
Una corretta estensione di u ∈ W 1,m (Ω) che “preservi le derivate deboli
attraverso ∂Ω” e` data dal seguente teorema
Teorema 1.3.4 (di estensione, Caldero´n).
Sia Ω ⊂ Rn aperto limitato con frontiera lipschitziana. Sia 1 ≤ m ≤ ∞ e
sia V ⊂ Rn aperto limitato tale che Ω ⊂⊂ V . Allora esiste un operatore E
lineare e continuo:
E :W 1,m(Ω)→W 1,m(Rn)
tale che ∀u ∈W 1,m(Ω) risulta
(i) Eu = u q.o. in Ω
(ii) Eu ha supporto contenuto in V
(iii) ‖Eu‖W 1,m(Rn) ≤ c ‖u‖W 1,m(Ω), c = c(m,Ω, V ) > 0.
Teorema 1.3.5 (immersioni continue per W 1,m(Ω)).
Sia Ω ⊂ Rn aperto limitato con frontiera lipschitziana. Valgono:
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(i) Immersione continua di Sobolev-Gagliardo-Nirenberg
Se 1 ≤ m < n: W 1,m(Ω) ↪→ Lm∗(Ω), m∗ = nm
n−m
‖u‖Lm∗ (Ω) ≤ c ‖u‖W 1,m(Ω) ∀u ∈W 1,m(Ω)
con c = c(m,n,Ω) > 0.
(ii) Caso limite
Se m = n: W 1,n(Ω) ↪→ Lq(Ω), ∀q ∈ [1,+∞ [
‖u‖Lq(Ω) ≤ c ‖u‖W 1,n(Ω) ∀u ∈W 1,n(Ω)
con c > 0.
(iii) Immersione continua di Morrey 7
Se m > n: W 1,m(Ω) ↪→ C0,γ(Ω), γ = 1− n
m
‖u‖C0,γ(Ω) ≤ c ‖u‖W 1,m(Ω) ∀u ∈W 1,m(Ω)
con c = c(m,n,Ω) > 0, essendo
max
Ω
|u| ≤ c ‖u‖W 1,m(Ω) ,
|u(x)− u(y)| ≤ c |x− y|1− nm ‖∇u‖Lm(Ω,Rn) per ogni x, y ∈ Ω.
Osservazione 1.3.6. Se 1 ≤ m < n risulta:
W 1,m(Ω) ↪→ Lq(Ω), 1 ≤ q ≤ m∗.
L’immersione in (i) del teorema 1.3.5 e` tuttavia la migliore, poiche´
Lm
∗
(Ω) ↪→ Lq(Ω) per ogni 1 ≤ q ≤ m∗.
Proposizione 1.3.7 (Diseguaglianza di Poincare´ inW 1,m0 (Ω), 1 ≤ m <∞).
Sia Ω ⊂ Rn aperto limitato. Allora:
∃ c = c(n,m,Ω) > 0 tale che ‖u‖Lm(Ω) ≤ c ‖∇u‖Lm(Ω,Rn) ∀u ∈W 1,m0 (Ω) .
7Sia 0 < σ ≤ 1. Una funzione u : Ω → R e` ho¨lderiana con esponente σ (lipschitziana se
σ = 1) se la seminorma, detta coefficiente di Ho¨lder di u,
[u]σ,Ω := sup
x,y∈Ω
x6=y
|u(x)− u(y)|
|x− y|σ < +∞.
[u]σ,Ω non e` una norma perche´ e` zero per ogni funzione costante.
Scriveremo u ∈ C0,σ `Ω´ per indicare che u e` limitata ed ho¨lderiana in Ω.
Lo spazio C0,σ
`
Ω
´
e` di Banach munito della norma
‖u‖C0,σ(Ω) := ‖u‖L∞(Ω) + [u]σ,Ω
(per dimostrarlo usare il teorema di Ascoli-Arzela` 1.3.13).
Sia k ∈ N,
u ∈ Ck,σ `Ω´ def⇔ u e le sue derivate fino all’ordine k sono continue e limitate in Ω,
e Dαu ∈ C0,σ `Ω´ per ogni α con |α| = k.
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Proposizione 1.3.8 (Disuguaglianza di Poincare´ inW 1,m(Ω), 1 ≤ m <∞).
Sia Ω ⊂ Rn aperto limitato con frontiera lipschitziana. Allora:
∃ c = c(n,m,Ω) > 0 tale che
ˆ
Ω
∣∣∣∣u(x)−  
Ω
u(y) dy
∣∣∣∣m dx ≤ cˆ
Ω
|∇u|m dx ∀u ∈W 1,m (Ω) 8.
Inoltre, se m < n si ha∥∥∥∥u−  
Ω
u
∥∥∥∥
Lm∗ (Ω)
≤ c(n,m,Ω) ‖∇u‖Lm(Ω,Rn) ∀u ∈W 1,m (Ω) .
La proposizione successiva fornisce una disuguaglianza del tipo Poincare´-
Sobolev per le funzioni di W 1,m (Ω) (non necessariamente nulle su ∂Ω),
purche´ si annullino su un insieme di misura positiva.
Proposizione 1.3.9. Sia Ω ⊂ Rn aperto limitato con frontiera lipschitziana.
Se m < n, per ogni u ∈W 1,m (Ω) che si annulla su un insieme A di misura
positiva, risulta
‖u‖Lm∗ (Ω) ≤ c
( |Ω|
|A|
) 1
m∗
· ‖∇u‖Lm(Ω,Rn) .
Corollario 1.3.10. Sia Ω ⊂ Rn aperto con |Ω| < +∞; siano m, r ≥ 1 e
t =
1
r
− 1
m
+
1
n
≥ 0. Allora esiste c = c(n, r) tale che
‖u‖Lr(Ω) ≤ c ‖∇u‖Lm(Ω,Rn) |Ω|t per ogni u ∈W 1,m0 (Ω).
Dim. Poniamo
s =
{
1 se rn ≤ r + n
rn
r+n se rn > r + n
Allora
1 ≤ s ≤ m, s < n e s∗ ≥ r.
Dal teorema di immersione di Lebesgue 1.2.3(ii) e dal teorema di immersione
di Sobolev 1.3.5 otteniamo:
‖u‖Lr(Ω) ≤ ‖u‖Ls∗ (Ω) · |Ω|
1
r− 1s∗ = ‖u‖Ls∗ (Ω) |Ω|
1
r− 1s+ 1n
≤ c ‖∇u‖Lm(Ω,Rn) ‖Ω|
1
r− 1m+ 1n .

Affrontiamo il problema della “compattezza” in spazi funzionali che useremo
in seguito. Un primo teorema di compattezza e` dovuto a G. Ascoli (1884)
e C. Arzela` (1894/95).
8
 
Ω
v(x) dx :=
1
|Ω|
ˆ
Ω
v(x) dx = media integrale di v su Ω.
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Premettiamo le seguenti definizioni:
Sia uh : Ω→ R, h ∈ N una successione di funzioni.
Definizione 1.3.11.
{uh} equilimitata in Ω def⇔ ∃M > 0 tale che sup
x∈Ω
|uh(x)| ≤M ∀h ∈ N.
Definizione 1.3.12.
{uh} equicontinua in Ω def⇔
∀ε > 0 ∃δε > 0 tale che |x− y| < δε ⇒ |uh(x)− uh(y)| < ε
∀x, y ∈ Ω,∀h ∈ N.
Teorema 1.3.13 (Ascoli-Arzela`).
Sia Ω ⊂ Rn aperto limitato e sia {uh} una successione di funzioni
uh : Ω→ R, equilimitata ed equicontinua.
Allora esiste una sottosuccessione
{
uhj
}
di {uh} e una funzione continua
u, tale che
(i) uhj (x)→ u(x) per ogni x ∈ Ω;
(ii) uhj ⇒ u sui compatti contenuti in Ω.
Dim.
(i) Indichiamo conRΩ l’insieme dei punti di Ω aventi coordinate razionali.
RΩ e` numerabile e denso in Ω.
Sia x1 ∈ RΩ. Poiche´ la successione di numeri reali {uh(x1)} e` limita-
ta, per il teorema di Bolzano-Weierstrass esiste una sottosuccessione
{uh1(x1)} convergente a un numero reale u(x1).
Consideriamo ora la successione {uh1}, estratta di {uh}; sia x2 ∈ RΩ.
Poiche´ la successione di numeri reali {uh1(x2)} e` limitata, per il teo-
rema di Bolzano-Weierstrass esiste una sottosuccessione {uh2(x2)} →
u(x2).
Proseguendo il procedimento di estrazione successiva, costruiamo in-
finite successioni -la j-esima delle quali e` denotata con {uhj}- tali
che
– ogni successione e` estratta della precedente;
– per ogni j fissato, la successione di numeri reali {uhj(xj)} con-
verge a un numero reale u(xj);
– per ogni j fissato, uhj(xm)→ u(xm) per ogni m = 1, . . . , j − 1.
Consideriamo quindi la successione “diagonale” {ujj} avente al j-esimo
posto la j-esima funzione della j-esima successione.
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u11(x1) u21(x1) u31(x1) · · · uj1(x1) · · ·
↘
u12(x2) u22(x2) u32(x2) · · · uj2(x2) · · ·
↘
u13(x3) u23(x3) u33(x3) · · · uj3(x3) · · ·
...
...
... ↘ ...
u1j(xj) u2j(xj) u3j(xj) · · · ujj(xj) · · ·
...
...
...
... ↘
Osserviamo che {ujj} e` un’estratta della successione iniziale e {ujj(x)}
converge per ogni x ∈ RΩ.
Sia ora x ∈ Ω \ RΩ. Poiche´ RΩ e` denso in Ω, per ogni 0 < ε < 1
esiste xε ∈ RΩ tale che |x− xε| < ε. Pertanto, dalla disuguaglianza
triangolare e dall’ipotesi di equicontinuita`, segue:
|ujj(x)− ukk(x)| ≤ |ujj(x)− ujj(xε)|+ |ujj(xε)− ukk(xε)|
+ |ukk(xε)− ukk(x)|
< 2ε+ |ujj(xε)− ukk(xε)| .
Poiche´ xε ∈ RΩ e {ujj(xε)} e` convergente, esiste ν(xε) ∈ N sufficien-
temente grande tale che |ujj(xε)− ukk(xε)| < ε per ogni j, k > ν(xε).
Percio`, per ogni tale j e k abbiamo:
|ujj(x)− ukk(x)| < 2ε+ ε = 3ε.
Questo implica che, per ogni x ∈ Ω \ RΩ, {ujj(x)} e` una successione
(di numeri reali) di Cauchy, quindi convergente.
In definitiva esiste una funzione u : Ω→ R tale che ujj(x)→ u(x) per
ogni x ∈ Ω.
Inoltre, da |u(x)− u(y)| = lim
j→∞
|ujj(x)− ujj(y)|, per ogni x, y ∈ Ω,
e dall’equicontinuita` della successione {ujj} segue che per ogni ε > 0
esiste δε > 0 tale che
|x− y| < δε ⇒ |u(x)− u(y)| < ε per ogni x, y ∈ Ω.
(ii) Dimostriamo ora che la successione {ujj} converge uniformemente in
ogni compatto K di Ω.
Sia K ⊂ Ω compatto e fissiamo ε > 0. Ovviamente K ⊂
⋃
x∈Ω
Bε(x) e,
per compattezza, esistono x1, . . . , xk ∈ Ω tali che K ⊂
k⋃
i=1
Bε(xi).
Selezioniamo un ν(k) ∈ N sufficientemente grande tale che
|ujj(xi)− u(xi)| < ε per ogni j > ν(k), per ogni i = 1, . . . , k. Poiche´
per ogni x ∈ K esiste una palla Bε(xi) che lo contiene, dall’ipotesi di
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equicontinuita`, abbiamo:
|ujj(x)− u(x)| ≤ |ujj(x)− ujj(xi)|+
∣∣ujj(xi)− u(xi)∣∣
+ |u(xi)− u(x)|
< ε+ ε+ ε = 3ε.

Piu` in generale sussiste il seguente risultato.
Teorema 1.3.14 (compattezza in C0(X,Y ) 9).
Sia X uno spazio topologico separabile e sia (Y, d) uno spazio metrico com-
pleto. Sia U ⊂ C0(X,Y ) con U 6= ∅ tale che
(i) U e` equicontinuo in X;
(ii) per ogni x ∈ X la chiusura dell’insieme {u(x); u ∈ U} e` un sottoin-
sieme compatto di Y .
Allora ogni successione {uh} ⊂ U ammette un’estratta convergente -pun-
tualmente in X ed uniformemente sui compatti di X- ad una funzione u ∈
C0(X,Y ).
Ai risultati di immersione compatta per W 1,m(Ω) premettiamo
Definizione 1.3.15. Siano X e Y due spazi di Banach. Diciamo che X e`
immerso con compattezza in Y ( e scriviamo X ↪→↪→ Y ) se
(i) X ↪→ Y ossia ∃c > 0 tale che ‖x‖Y ≤ c ‖x‖X ∀x ∈ X
(ii) ogni successione limitata in X ammette un’estratta convergente in Y .
Teorema 1.3.16 (immersioni compatte per W 1,m(Ω), Rellich, 1930-
Kondrachov, 1945).
Sia Ω ⊂ Rn aperto limitato con frontiera lipschitziana. Valgono
(i) Se 1 ≤ m < n: W 1,m(Ω) ↪→↪→ Lq(Ω), ∀q ∈ [1,m∗ [ .
(ii) Se m = n: W 1,n(Ω) ↪→↪→ Lq(Ω), ∀q ∈ [1,+∞ [ .
(iii) Se m > n: W 1,m(Ω) ↪→↪→ C0(Ω).
Dim.
9v ∈ C0 (X,Y ) def⇔ v : X → Y continua.
Per ogni x ∈ X,
l’insieme U e` equicontinuo in x
def⇔
∀ε > 0 ∃V (x), intorno di x, tale che d(u(t), u(x)) < ε ∀t ∈ V (x) e ∀u ∈ U .
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(i) Sia 1 ≤ q < m∗.
1. Intanto, per l’immersione continua di Sobolev-Gagliardo-Nirenberg
1.3.5(i), W 1,m(Ω) ↪→ Lq(Ω), ossia ‖u‖Lq(Ω) ≤ c ‖u‖W 1,m(Ω).
2. Rimane allora da provare che se {uh} e` una successione limitata
di W 1,m(Ω) esiste un’estratta
{
uhj
}
di Cauchy in Lq(Ω). Per il
teorema di estensione 1.3.4 possiamo supporre Ω = Rn e uh a
supporto compatto in V ⊂ Rn aperto limitato. Possiamo inoltre
supporre
sup
h∈N
‖uh‖W 1,m(V ) < +∞. (1.4)
3. Studiamo dapprima le funzioni regolarizzate
uεh := ρε ∗ uh (ε > 0, h ∈ N)
dove ρε e` l’usuale mollificatore definito da
ρε(x) = ε−nρ
(x
ε
)
(suppρε ⊂ Bε(0)),
ρ(x) =
{
ce
1
|x|2−1 se |x| < 1
0 se |x| ≥ 1.
e c e` una costante tale che
´
Rn ρ(x) dx = 1. Possiamo supporre
anche che le uεh abbiano supporto contenuto in V .
4. Proviamo che
uεh → uh in Lq(V ) per ε→ 0+ (1.5)
uniformemente in h.
Consideriamo inizialmente il caso q = 1. Osserviamo preliminar-
mente che se uh ∈ C1(V ), allora
uεh(x)− uh(x) =
ˆ
B1(0)
ρ(y) [uh(x− εy)− uh(x)] dy
=
ˆ
B1(0)
ρ(y)
ˆ 1
0
d
dt
uh(x− εty) dt dy
= −ε
ˆ
B1(0)
ρ(y)
ˆ 1
0
Duh(x− εty) · y dt dy.
Pertanto ˆ
V
|uεh(x)− uh(x)| dx
≤ ε
ˆ
B1(0)
ρ(y)
ˆ 1
0
ˆ
V
|Duh(x− εty)| dx dt dy
≤ ε
ˆ
V
|Duh(z)| dz.
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Per densita` tale stima vale anche se uh ∈ W 1,m(V ). Essendo
V limitato, per il teorema di immersione continua negli spazi di
Lebesgue 1.2.3(ii), abbiamo
‖uεh − uh‖L1(V ) ≤ ε ‖Duh‖L1(V,Rn) ≤ εc ‖Duh‖Lm(V,Rn) .
Dall’ipotesi (1.4) segue
uεh → uh in L1(V ) per ε→ 0+ (1.6)
uniformemente in h.
Per estendere il risultato ad un arbitrario 1 ≤ q < m∗, utilizzando
la diseguaglianza di interpolazione 1.2.3(iii), otteniamo
‖uεh − uh‖Lq(V ) ≤ ‖uεh − uh‖θL1(V ) · ‖uεh − uh‖1−θLm∗ (V )
dove
1
q
= θ +
1− θ
m∗
, 0 < θ < 1.
Di conseguenza, dalla diseguaglianza di Sobolev-Gagliardo-Nirenberg
1.3.5(i) e da (1.4),
‖uεh − uh‖Lq(V ) ≤ c ‖uεh − uh‖θL1(V )
con la costante c che non dipende da ε; quindi l’asserto (1.5) segue
da (1.6).
5. Proviamo ora che per ogni ε > 0 (fissato) la successione {uεh} e`
equilimitata ed uniformemente equicontinua.
Infatti, se x ∈ Rn, allora
|uεh(x)| ≤
ˆ
Bε(x)
ρε(x− y) |uh(y)| dy ≤ ‖ρε‖L∞(Rn) · ‖uh‖L1(V )
≤ c
εn
< +∞
per ogni h ∈ N. Analogamente
|Duεh(x)| ≤ ‖Dρε‖L∞(Rn,Rn) · ‖uh‖L1(V ) ≤
c
εn+1
< +∞
per ogni h ∈ N. Pertanto {uεh} e` equicontinua perche´ equi-
lipschitziana.
6. Fissiamo ora δ > 0. Proviamo che esiste
{
uhj
}
estratta da {uh}
tale che
lim sup
j,k→∞
∥∥uhj − uhk∥∥Lq(V ) ≤ δ. (1.7)
Infatti per (1.5) scegliamo ε > 0 sufficientemente piccolo tale che
‖uεh − uh‖Lq(V ) ≤
δ
2
per ogni h ∈ N. (1.8)
Osservato che per il punto 2 le {uh}, e quindi le {uεh}, hanno sup-
porto nel fissato aperto limitato V e che per il punto 5 {uεh} e` uni-
formemente equicontinua, per il criterio di compattezza di Ascoli-
Arzela` 1.3.13, esiste
{
uεhj
}
convergente uniformemente su V .
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In particolare
lim sup
j,k→∞
∥∥∥uεhj − uεhk∥∥∥Lq(V ) = 0. (1.9)
Ma allora (1.8) e (1.9) implicano
lim sup
j,k→∞
∥∥uhj − uhk∥∥Lq(V ) ≤ δ
cioe` la (1.7).
7. Infine, usando la (1.7) con δ = 1,
1
2
,
1
3
, . . . e con un procedimento
diagonale, otteniamo un’estratta {uhl} che soddisfa:
lim sup
l,k→∞
‖uhl − uhk‖Lq(V ) = 0.
(ii) Poiche´ m∗ > m e m∗ → +∞ per m→ n, si ha
W 1,n(Ω) ↪→↪→ Lq(Ω)
per ogni q ∈ [1,+∞ [ .
(iii) segue dall’immersione di Morrey 1.3.5(iii) e dal criterio di compattezza
di Ascoli-Arzela` 1.3.13.

Osservazione 1.3.17. Poiche´ m∗ > m abbiamo in particolare
W 1,m(Ω) ↪→↪→ Lm(Ω)
per ogni 1 ≤ m ≤ +∞.
Non e` inutile osservare che
W 1,m0 (Ω) ↪→↪→ Lm(Ω)
anche se non si assume che la frontiera di Ω sia lipschitziana.
Osservazione 1.3.18. Per q = m∗ non si ha necessariamente l’immersione
compatta (per questo motivo m∗ e` chiamato esponente critico di Sobolev).
Basta a tal proposito considerare il seguente controesempio.
Sia n ≥ 3 e sia Ω ⊂ Rn aperto limitato. Consideriamo la successione di
palle aperte Bri(ai) a due a due disgiunte con Bri(ai) ⊂ Ω e 0 < ri ≤ 1.
Sia ρ ∈ C∞0 (B1(0)).
Poniamo, per ogni i, ρi(x) = r
1−n2
i ρ
(
x− ai
ri
)
, funzione ottenuta traslando
e dilatando ρ.
Evidentemente ρi ∈ C∞0 (Bri(ai)) per ogni i e
‖ρi‖Lm(Ω) = r
1−n2+ nm
i A
0
m,
‖Dρi‖Lm(Ω,Rn) = r
−n2+ nm
i A
1
m,
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dove
A0m = ‖ρ‖Lm(B1(0)) ,
A1m = ‖Dρ‖Lm(B1(0),Rn) .
Se consideriamo m = 2, si ha
‖ρi‖W 1,2(Ω) = r
1−n2+n2
i A
0
2 + r
−n2+n2
i A
1
2 ≤ A02 +A12 < +∞.
Quindi {ρi} e` lmitata in W 1,2(Ω).
D’altra parte per m = 2∗, si ha
‖ρi‖L2∗ (Ω) = r
1−n2+ n2∗
i A
0
2∗ = A
0
2∗
da cui segue, poiche´ le funzioni ρi hanno supporti disgiunti, che
‖ρi − ρj‖L2∗ (Ω) =
[
‖ρi‖2
∗
L2∗ (Bri (ai))
+ ‖ρj‖2
∗
L2∗ (Brj (aj))
] 1
2∗
= 2
1
2∗A02∗ > 0.
Pertanto la successione {ρi} non puo` avere un’estratta convergente in L2∗(Ω).
Osservazione 1.3.19. Una semplice estensione del teorema 1.3.16 mostra
che per W k,m(Ω) ( k intero positivo k ≥ 1) vale l’immersione compatta
W k,m(Ω) ↪→↪→ Lq(Ω) per km < n, 1 ≤ q < nm
n− km.
Il corollario successivo afferma che se una successione converge debolmente
in W 1,m (Ω), essa converge fortemente in Lm (Ω).
Corollario 1.3.20. Sia Ω ⊂ Rn aperto limitato con frontiera lipschitziana
e sia 1 ≤ m ≤ ∞.
(i) Se 1 ≤ m <∞:
uh ⇀ u in W 1,m(Ω) ⇒ uh → u in Lm(Ω).
(ii) Se m =∞:
uh
∗
⇀ u in W 1,∞(Ω) ⇒ uh → u in L∞(Ω).
Dim. Proviamo la (i).
La successione {uh} e` limitata in W 1,m (Ω) e quindi, per il teorema 1.3.16,
da ogni sua sottosuccessione possiamo estrarre una sottosuccessione conver-
gente in Lq (Ω) (q < m∗) a una funzione v.
Poiche´ d’altra parte uh ⇀ u in Lm (Ω), si ha v = u, e di conseguenza tut-
ta la successione converge a u fortemente in Lq (Ω) (q < m∗) e quindi in
Lm (Ω).
La (ii) si prova in modo analogo. 
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1.4. Funzioni assolutamente continue.
Definizione 1.4.1. Sia I un intervallo di R;
u ∈ AC(I) (u Assolutamente Continua in I, nel senso di Vitali) def⇔
∀ε > 0 ∃ δ = δε > 0 tale che
k∑
i=1
|u(bi)− u(ai)| < ε per ogni k intero posi-
tivo e per ogni famiglia di k-sottointervalli disgiunti [ai, bi] ⊂ I tali che la
somma delle loro ampiezze sia minore di δ.
Vale il seguente teorema:
Teorema 1.4.2. Se I e` un intervallo aperto di R, allora AC(I) =W 1,1(I)
e piu` precisamente:
(i) ogni u ∈ AC(I) ha derivata classica u′ q.o. (Teorema di Lebesgue
(1904)) che appartiene a L1(I) e, considerata come elemento di L1(I),
u′ e` la derivata debole di u;
(ii) ogni u ∈W 1,1(I), a meno di modifiche su un insieme di misura nulla,
e` una funzione assolutamente continua;
(iii) u ∈ AC(I)⇔ u e` q.o. derivabile in senso classico, u′ ∈ L1(I) e vale il
teorema fondamentale del calcolo integrale
u(x)− u(y) =
ˆ x
y
u′(t) dt ∀x, y ∈ I.
1.5. Funzioni convesse.
Definizione 1.5.1. Sia Ω ⊆ Rn convesso. Una funzione f : Ω → R e`
convessa se
per ogni x, y ∈ Ω e per ogni 0 ≤ t ≤ 1, vale:
f (tx+ (1− t)y) ≤ tf(x) + (1− t)f(y). (1.10)
Teorema 1.5.2 (Iperpiani di supporto).
Sia f : Ω→ R convessa. Allora per ogni x ∈ Ω esiste r ∈ Rn tale che
f(y) ≥ f(x) + r · (y − x) per ogni y ∈ Ω. (1.11)
Osservazione 1.5.3.
(i) L’applicazione y 7→ f(x) + r · (y − x) determina l’iperpiano di supprto
di f in x. La disuguaglianza (1.11) implica che il grafico di f si trova
“al di sopra” dell’iperpiano di supporto.
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Se f e` convessa in Ω, allora f e` localmente lipschitziana in Ω.
Se f e` differenziabile in x, risulta r = Df(x).
(ii) Se f ∈ C2 (Ω), allora f e` convessa se e solo se D2 f ≥ 0.
Se f ∈ C2 (Ω), f e` uniformemente convessa se D2 f ≥ θI con la
costante θ > 0, cioe`
n∑
α,β=1
fxαxβ (x)ξαξβ ≥ θ |ξ|2 (x ∈ Ω, ξ ∈ Rn) .
Teorema 1.5.4 (Disuguaglianza di Jensen).
Sia f : R → R convessa e sia Ω ⊂ Rn aperto e limitato. Sia u : Ω → R
sommabile. Vale:
f
( 
Ω
u(x) dx
)
≤
 
Ω
f(u(x)) dx. (1.12)
Dim. Poiche´ f e` convessa, per ogni p ∈ R esiste r ∈ R tale che
f(q) ≥ f(p) + r(q − p) per ogni q ∈ R.
Siano p =
 
Ω
u(x) dx, q = u(x), allora:
f(u(x)) ≥ f
( 
Ω
u(x) dx
)
+ r
(
u(x)−
 
Ω
u(x) dx
)
.
Integrando su Ω si ha la tesi. 
1.6. Compattezza debole in spazi riflessivi e teorema di Mazur.
Abbiamo gia` ricordato che gli spazi di Lebesgue Lm (Ω) e di SobolevW k,m (Ω)
sono spazi di Banach riflessivi per 1 < m <∞.
Il teorema 1.2.7(iv) e` contenuto nel seguente teorema generale:
Teorema 1.6.1 (compattezza debole in spazi riflessivi).
Sia X uno spazio di Banach riflessivo e sia {uh} ⊂ X limitata. Allora
esistono un’estratta
{
uhj
}
ed u ∈ X tale che uhj ⇀ u in X 10.
Definizione 1.6.2. Sia X uno spazio topologico. Una funzione G : X → R
si dice semicontinua inferiormente (nel seguito s.c.i.) se per ogni t ∈ R il
sottolivello
Gt = {u ∈ X : G [u] ≤ t}
e` chiuso.
10vh ⇀ v in X
def⇔ 〈w, vh〉X′,X → 〈w, v〉X′,X per ogni w ∈ X′
(dove X′ e` lo spazio duale topologico di X e 〈·, ·〉X′,X denota la dualita` tra Xe X′, cioe`
〈w, v〉X′,X indica il valore di w ∈ X′ in v ∈ X).
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Se X verifica il primo assioma di numerabilita`, nozioni topologiche ammet-
tono generalmente delle caratterizzazioni sequenziali. Diamo la definizione
di semicontinuita` inferiore in termini di successioni (sequenziale).
Definizione 1.6.3. Sia X uno spazio topologico verificante il primo assioma
di numerabilita`. Una funzione G : X → R si dice semicontinua inferior-
mente per successioni o sequenzialmente semicontinua inferiormente (nel
seguito seq. s.c.i.) in u ∈ X se per ogni successione {uh} convergente ad u
vale la seguente disuguaglianza
G [u] ≤ lim inf
h→∞
G [uh] .
Diremo che G e` seq. s.c.i. in X se G e` seq. s.c.i. in ogni u ∈ X.
Lemma 1.6.4. Sia X uno spazio metrico. Le condizioni seguenti sono equi-
valenti:
(i) G e` seq. s.c.i. in X;
(ii) per ogni t ∈ R il sottolivello Gt = {u ∈ X : G [u] ≤ t} e` chiuso.
Osservazione 1.6.5. Sia {Gα : α ∈ I} una famiglia di funzioni s.c.i. in X,
dove I e` un insieme arbitrario di indici, non necessariamente numerabile.
Allora il funzionale definito da
G [u] = sup
α∈I
Gα [u]
e` s.c.i. in X.
Dim. Per brevita` diamo la dimostrazione nel caso sequenziale.
Fissati u ∈ X e uh → u, si ha
Gα [u] ≤ lim inf
h→∞
Gα [uh] ≤ lim inf
h→∞
G [uh] .
Prendendo l’estremo superiore per α ∈ I risulta
G [u] ≤ lim inf
h→∞
G [uh] .

In particolare, l’estremo superiore di una famiglia di funzioni continue e`
s.c.i..
Teorema 1.6.6 (Mazur).
Sia X uno spazio di Banach e sia C ⊂ X. Allora:
(i) C debolmente chiuso ⇒
:
C fortemente chiuso;
(ii) C fortemente chiuso e convesso ⇒ C debolmente chiuso.
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Corollario 1.6.7. Siano X uno spazio di Banach e G : X → R convesso.
Allora
G debolmente s.c.i. ⇔ G fortemente s.c.i..
1.7. Proprieta` elementari delle funzioni armoniche.
Qui riportiamo alcune proprieta` elementari delle funzioni armoniche, limi-
tandoci a quelle che sono usate nei successivi capitoli 3 e 7.
Sia Ω ⊂ Rn aperto.
Definizione 1.7.1. Sia u : Ω→ R.
u armonica in Ω def⇔ u ∈ C2 (Ω) e ∆u =
n∑
α=1
∂2u
∂x2α
= 0 in Ω.
(equazione di Laplace)
Proposizione 1.7.2 (Funzioni armoniche che dipendono dalla di-
stanza da un punto fissato (soluzioni radiali dell’equazione di
Laplace)).
Fissiamo x0 =
(
x01, x
0
2, . . . , x
0
n
) ∈ Rn (n ≥ 2) e sia
0 < r =
∣∣x− x0∣∣ = ( n∑
i=1
(
xi − x0i
)2) 12
la distanza euclidea di x ∈ Rn \ {x0} da x0; sia
u
(∣∣x− x0∣∣) = ϕ (r)
e imponiamo che sia armonica in Rn \ {x0}. Poiche´
∂ju = ϕ′(r) · ∂jr = ϕ′(r) ·
xj − x0j
r
∂jju = ϕ′′(r) ·
(
xj − x0j
)2
r2
+ ϕ′(r) · r
2 − (xj − x0j)2
r3
(dove ϕ′(r) =
dϕ
dr
(r) e ϕ′′(r) =
d2ϕ
dr2
(r)) si ha
0 = ∆u = ϕ′′(r) +
n− 1
r
· ϕ′(r) = 1
rn−1
d
dr
(
rn−1 · ϕ′(r))
(i.e. il ∆ quando agisce su una funzione radiale ϕ = ϕ(r) si trasforma
nell’operatore
d2
dr2
+
n− 1
r
· d
dr
o equivalentemente nell’operatore
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1
rn−1
· d
dr
(
rn−1 · d
dr
)
).
Allora, poiche´ r ∈]0,+∞[,
rn−1 · ϕ′(r) = c.
Ne segue che
ϕ(r) =
{
a log r + b se n = 2
ar2−n + b se n ≥ 3
con a, b ∈ R, sono funzioni armoniche in Rn \ {x0}.
Teorema 1.7.3 (Uguaglianza del valor medio per funzioni ar-
moniche).
Sia u armonica in Ω; allora:
∀BR(y) ⊂ Ω si ha: u(y) = 1
nωnRn−1
ˆ
∂BR(y)
u(ξ) dHn−1 (ξ)(1.13)
o (equivalentemente)
u(y) =
1
ωnRn
ˆ
BR(y)
u(x) dx
(i.e. u verifica la proprieta` del valor medio).
Dim. Sia ρ ∈]0, R] e consideriamo Bρ(y). Osservato che u ∈ C2
(
Bρ(y)
)
e
che u e` armonica in Bρ(y), dall’identita`ˆ
∂Bρ(y)
∂u
∂ν
(ξ) dHn−1 (ξ) =
ˆ
Bρ(y)
∆u(x) dx = 0
otteniamo che
0 =
ˆ
∂Bρ(y)
∂u
∂ν
(ξ) dHn−1 (ξ) ,
e quindi, posto ω =
ξ − y
ρ
, dove ρ = |ξ − y|, abbiamo
dHn−1 (ξ) = dHn−1 (y + ρω) = ρn−1dHn−1 (ω) ,
pertanto
0 =
ˆ
|ω|=1
du
dρ
(y + ρω) dHn−1 (y + ρω)
= ρn−1
d
dρ
ˆ
|ω|=1
u (y + ρω) dHn−1 (ω)
= ρn−1
d
dρ
[
ρ1−n
ˆ
∂Bρ(y)
u (ξ) dHn−1 (ξ)
]
.
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Ne segue che la funzione Φ (ρ) := ρ1−n
ˆ
∂Bρ(y)
u (ξ) dHn−1 (ξ) e` costante in
] 0, R], quindi
ρ1−n
ˆ
∂Bρ(y)
u (ξ) dHn−1 (ξ) = R1−n
ˆ
∂BR(y)
u (ξ) dHn−1 (ξ)
e, passando al limite per ρ→ 0+, otteniamo la tesi.
D’altra parte, da
ρn−1u(y) =
1
nωn
ˆ
∂Bρ(y)
u (ξ) dHn−1 (ξ) ,
integrando rispetto a ρ tra 0 e R abbiamo
u(y) =
1
ωnRn
ˆ
BR(y)
u(x) dx.

Definizione 1.7.4. Sia u : Ω→ R.
u subarmonica
(superarmonica)
in Ω def⇔ u ∈ C0 (Ω) e ∀BR (y) ⊂ Ω :
u(y) ≤
(≥)
1
nωnRn−1
ˆ
∂BR(y)
u(ξ) dHn−1 (ξ) oppure
u(y) ≤
(≥)
1
ωnRn
ˆ
BR(y)
u(x) dx.
(i.e. u verifica una disuguaglianza del valor medio).
Osservazione 1.7.5.
u ∈ C2 (Ω) e ∆u ≥ 0 in Ω ⇒ u subarmonica in Ω.
Nel seguito indicheremo con σ (Ω) la classe delle funzioni subarmoniche in
Ω.
Osservazione 1.7.6.
u ∈ C2 (Ω) e ∆u ≤ 0 in Ω ⇒ u superarmonica in Ω.
Osservazione 1.7.7.
u subarmonica in Ω ⇒ −u superarmonica in Ω.
Nel seguito proveremo che se u ∈ C0 (Ω) e verifica la proprieta` del valor
medio, allora u e` armonica in Ω. Pertanto si ha
u armonica in Ω ⇒ u subarmonica e superarmonica in Ω.
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Teorema 1.7.8 (Principio del massimo forte per funzioni subar-
moniche).
Sia Ω ⊂ Rn aperto connesso e sia u ∈ σ (Ω). Se
∃ y ∈ Ω tale che u(y) = sup
Ω
u,
allora u e` costante in Ω.
Dim. Poniamo M := u(y) = supΩ u e ΩM := {x ∈ Ω ; u(x) =M}, osser-
viamo che, essendo ΩM 6= ∅ (y ∈ ΩM per ipotesi) e che, essendo
ΩM = u−1 ({M}), ΩM e` chiuso relativamente ad Ω.
D’altra parte, preso z ∈ ΩM (i.e. u(z) =M), per la disuguaglianza del valor
medio applicata alla funzione subarmonica u−M , abbiamo, per BR (z) ⊂ Ω,
0 = u(z)−M ≤ 1
ωnRn
ˆ
BR(z)
[u(x)−M ] dx ≤ 0
cioe` u(x) −M = 0 per ogni x ∈ BR(z), per cui BR(z) ⊂ ΩM . Allora ΩM
e` anche aperto relativamente ad Ω, che e` connesso, pertanto ΩM = Ω, cioe`
u(x) =M in Ω. 
Teorema 1.7.9 (Principio del minimo forte per funzioni superar-
moniche).
Sia Ω ⊂ Rn aperto e sia u superarmonica in Ω. Se
∃ y ∈ Ω tale che u(y) = inf
Ω
u,
allora u e` costante in Ω.
Dim. Per l’osservazione 1.7.7 la funzione −u e` subarmonica in Ω e, da
u(y) = infΩ u, abbiamo
−u(y) = − inf
Ω
u = sup
Ω
(−u) .
Applicando il teorema 1.7.8 a −u otteniamo la tesi. 
Teorema 1.7.10 (Principio del massimo debole per funzioni sub-
armoniche).
Sia Ω ⊂ Rn aperto limitato e sia u ∈ C0 (Ω) subarmonica in Ω. Allora
sup
Ω
u = sup
∂Ω
u.
Teorema 1.7.11 (Principio del minimo debole per funzioni super-
armoniche).
Sia Ω ⊂ Rn aperto limitato e sia u ∈ C0 (Ω) superarmonica in Ω. Allora
inf
Ω
u = inf
∂Ω
u.
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Teorema 1.7.12 (del massimo (per il) modulo).
Sia Ω ⊂ Rn aperto limitato e sia u ∈ C2 (Ω) ∩ C0 (Ω) armonica in Ω.
Allora
(i) inf
∂Ω
u ≤ u(x) ≤ sup
∂Ω
u ∀x ∈ Ω,
(ii) sup
Ω
|u| = sup
∂Ω
|u|.
Dim. (i) e` evidente per i teoremi 1.7.10 e 1.7.11.
Per provare (ii) e` sufficiente osservare che |u| = max {u,−u}, oppure che,
essendo u armonica (regolare) allora |u| e` subarmonica (regolare). 
Problema di Dirichlet per l’equazione di Poisson.
Sia Ω ⊂ Rn aperto limitato; assegnate f ∈ C0 (Ω) e ϕ ∈ C0 (∂Ω), risolvere
il Problema di Dirichlet per l’equazione di Poisson significa determinare, se
esiste, una funzione u ∈ C2 (Ω) ∩ C0 (Ω) tale che
{
∆u = f in Ω (equazione di Poisson)
u = ϕ su ∂Ω (condizione al contorno, di Dirichlet)
Teorema 1.7.13 (unicita`).
Se esiste una u ∈ C2 (Ω) ∩ C0 (Ω) soluzione del Problema di Dirichlet per
l’equazione di Poisson, essa e` unica.
Dim. Se u1, u2 ∈ C2 (Ω) ∩ C0
(
Ω
)
sono soluzioni dello stesso problema, la
funzione w = u1 − u2 ∈ C2 (Ω) ∩ C0
(
Ω
)
e verifica{
∆w = 0 in Ω
w = 0 su ∂Ω
Allora, essendo
0 = inf
∂Ω
w ≤ w(x) ≤ sup
∂Ω
w = 0 ∀x ∈ Ω,
abbiamo che w ≡ 0 in Ω, da cui u1 = u2 (oppure, dal teorema del massimo
modulo max
Ω
|w| = max
∂Ω
|w| = 0 ⇒ w = 0). 
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Teorema 1.7.14 (esistenza, unicita` e dipendenza continua del-
la soluzione dal dato ϕ per il Problema di Dirichlet per l’e-
quazione di Laplace in BR(0)).
Assegnata ϕ ∈ C0 (∂BR(0)), la funzione definita in BR(0) da:
u(x) =
R2 − |x|2
nωnRn
ˆ
∂BR(0)
ϕ(ξ)
|ξ − x|n dH
n−1 (ξ) ∀x ∈ BR(0)
e` armonica in BR(0); inoltre, per ogni ξ0 ∈ ∂BR(0)
∃ lim
x→ξ0
x∈BR(0)
u(x) = ϕ (ξ0) .
Pertanto
u ∈ C2 (BR(0)) ∩ C0
(
BR(0)
)
e u = ϕ su ∂BR(0).
Infine, per il teorema del massimo modulo:
sup
BR(0)
|u| = sup
∂BR(0)
|ϕ| .
“Caratterizzazione” delle funzioni armoniche.
Nel teorema 1.7.3 abbiamo provato che ogni funzione armonica soddisfa
l’uguaglianza del valor medio.
Viceversa, vale il seguente teorema
Teorema 1.7.15. Se u ∈ C0 (Ω) e verifica la proprieta` del valor medio,
allora u e` armonica in Ω.
Dim. E’ sufficiente provare che u e` armonica in ogni BR(y) tale che
BR(y) ⊂ Ω.
Fissata BR(y) ⊂ Ω, osserviamo che u ∈ C0 (∂BR(y)), pertanto il problema{
∆v = 0 in BR(y)
v = u su ∂BR(y)
ha, per il teorema 1.7.14, un’unica soluzione v ∈ C2 (BR(y)) ∩ C0
(
BR(y)
)
.
Consideriamo
w := v − u ∈ C0 (BR(y))
e osserviamo che w (e quindi anche −w) verifica la proprieta` del valor medio
(per la linearita` dell’integrale, in quanto v verifica (1.13) perche´ armonica
e u la verifica per ipotesi), pertanto, per il principio del massimo debole
1.7.10
sup
BR(y)
|w| = sup
∂BR(y)
|w| = 0;
ne segue che w = 0, cioe` u ≡ v in BR(y), quindi u e` armonica regolare in
BR(y). 
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Teorema 1.7.16. Una funzione armonica ha derivate di qualsiasi ordine,
e queste sono funzioni armoniche.
Teorema 1.7.17. Sia {uh} una successione di funzioni armoniche in Ω tale
che uh ⇒ u in Ω.
Allora u e` armonica in Ω.
Dim. In quanto limite uniforme di funzioni continue, u e` continua.
Inoltre,
∀h ∈ N e ∀BR(y) ⊂ Ω : uh(y) = 1
ωnRn
ˆ
BR(y)
uh(x) dx
e,passando al limite per h→ +∞, otteniamo
u(y) =
1
ωnRn
ˆ
BR(y)
u(x) dx.
Per il teorema 1.7.15, abbiamo la tesi. 
Proviamo ora le stime interne per le derivate di una funzione
armonica.
Lemma 1.7.18. Sia u ∈ C2(Ω) una funzione armonica e limitata in Ω e sia
sup
Ω
|u| ≤M . Allora
∀x0 ∈ Ω,∀BR(x0) ⊂ Ω e per i = 1, 2, . . . , n :∣∣∣∣ ∂u∂xi (x0)
∣∣∣∣ ≤ nRM. (1.14)
Dim.
∂u
∂xi
(in quanto derivata di u armonica) e` armonica in Ω per ogni
i = 1, . . . , n e, pertanto, soddisfa la proprieta` di uguaglianza del valor medio.
Applicando il teorema della divergenza 1.1.17:
∀x0 ∈ Ω,∀BR(x0) ⊂ Ω e per i = 1, 2, . . . , n :
∂u
∂xi
(x0) =
1
ωnRn
ˆ
∂BR(x0)
u(ξ)
ξi − x0i
|ξ − x0| dH
n−1(ξ); (1.15)
ne segue: ∣∣∣∣ ∂u∂xi (x0)
∣∣∣∣ ≤ nRM.

Tale stima e` un caso particolare del seguente
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Lemma 1.7.19. Sia u ∈ C2(Ω) armonica e limitata in Ω e sia sup
Ω
|u| ≤M .
Allora
∀x0 ∈ Ω, ∀BR(x0) ⊂ Ω e ∀α multi indice :∣∣Dαu(x0)∣∣ ≤ (ne
R
)|α| |α|!
e
M. (1.16)
Dim. Proviamo il teorema per induzione su |α|. Per |α| = 1, abbiamo
(1.14).
Sia (1.16) vera per α multi indice di lunghezza |α| e proviamo che essa vale
per i multi indici β di lunghezza |β| = |α|+ 1. Per tale β abbiamo che
Dβu =
∂
∂xi
Dαu per un i ∈ {1, . . . , n} .
Poiche´ Dβu e` armonica in Ω (in quanto derivata di u armonica), fissato
τ ∈ (0, 1), Dβu e` armonica nella palla BτR(x0); quindi, dalla proprie-
ta` di uguaglianza del valor medio e dal teorema della divergenza 1.1.17,
otteniamo:
Dβu(x0) =
1
ωnτnRn
ˆ
∂BτR(x0)
Dαu(ξ)
ξi − x0i
|ξ − x0| dH
n−1(ξ).
Per (1.16) applicata alla palla aperta di centro ξ ∈ ∂BτR(x0) e raggio
(1− τ)R
|Dαu(ξ)| ≤
(
ne
(1− τ)R
)|α| |α|!
e
M.
Quindi ∣∣Dβu(x0)∣∣ ≤ (ne
R
)|α|+1 1
(1− τ)|α|τ
|α|!
e2
M.
Scelto
τ =
1
|α|+ 1 =
1
|β|
abbiamo:
(1− τ)−|α| =
(
1− 1|β|
)−|β|+1
< e,
da cui la tesi. 
1.8. Disuguaglianza di Harnack per funzioni armoniche positive.
Proviamo infine la disuguaglianza di Harnack per funzioni armoniche posi-
tive.
Questa disuguaglianza esprime una notevole proprieta` delle funzioni ar-
moniche e positive in Ω, precisamente il fatto che il rapporto tra il loro
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estremo superiore e il loro estremo inferiore, calcolati in un arbitrario com-
patto e connesso Ω′ contenuto in Ω, e` limitato superiormente da una costante
che dipende dalla dimensione dello spazio euclideo, da Ω e da Ω′.
Proviamo dapprima la disuguaglianza di Harnack nal caso particolare in cui
Ω e` una palla di Rn.
Lemma 1.8.1. Siano y ∈ Rn, R > 0 e u una funzione armonica e positiva
in B4R(y).
Allora
sup
BR(y)
u ≤ 3n inf
BR(y)
u. (1.17)
Dim. Comunque si scelgano due punti x1, x2 ∈ BR(y) ⊆ B4R(y) applicando
il teorema del valor medio 1.7.3 si ottiene
u(x1) =
1
ωnRn
ˆ
BR(x1)
u(x) dx ≤ 1
ωnRn
ˆ
B2R(y)
u(x) dx
(poiche´ u ≥ 0 e BR
(
x1
) ⊂ B2R (y)), da cui
sup
BR(y)
u ≤ 1
ωnRn
ˆ
B2R(y)
u(x) dx.
Analogamente
u(x2) =
1
ωn3nRn
ˆ
B3R(x2)
u(x) dx ≥ 1
ωn3nRn
ˆ
B2R(y)
u(x) dx
(poiche´ u ≥ 0 e B2R (y) ⊂ B3R
(
x2
)
), da cui
inf
BR(y)
u ≥ 1
ωn3nRn
ˆ
B2R(y)
u(x) dx.
In definitiva
1
3n
sup
BR(y)
u ≤ 1
ωn3nRn
ˆ
B2R(y)
u(x) dx ≤ inf
BR(y)
u
e quindi
sup
BR(y)
u ≤ 3n inf
BR(y)
u.

Teorema 1.8.2 (Disuguaglianza di Harnack per funzioni armoniche
positive; 1887, nel caso n = 2).
Siano Ω ⊆ Rn aperto connesso e u una funzione armonica in Ω, u positiva.
Allora per ogni Ω′ connesso, Ω′ ⊂⊂ Ω11, esiste una costante c = c (n,Ω,Ω′)
tale che
sup
Ω′
u ≤ c inf
Ω′
u. (1.18)
11Ω′ ⊂⊂ Ω def⇔ la chiusura Ω′ e` compatta e contenuta in Ω.
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Dim. Il compatto e connesso Ω
′
puo` essere ricoperto con un numero finito di
palle BR
(
ωi
) ⊂ Ω, i = 1, . . . ,m, con centri in Ω′ (sia R < 1/4 dist (Ω′, ∂Ω)).
Siano x1, x2 ∈ Ω′: senza ledere la generalita`, x1 ∈ BR
(
ωk
)
e x2 ∈ BR
(
ωk+j
)
per qualche j ≥ 1, e le palle siano numerate in modo che risulti
BR
(
ωl
) ∩BR (ωl+1) 6= ∅ per l = k, . . . , k + j − 1.
Applichiamo la stima (1.17) alle palle BR
(
ωk
)
, BR
(
ωk+1
)
, . . . , BR
(
ωk+j
)
,
e, posto c1 := 3n, otteniamo
u(x1) ≤ sup
BR(ωk)
u ≤ c1 inf
BR(ωk)
u
≤ c1 sup
BR(ωk+1)
u (poiche´ BR
(
ωk
) ∩BR (ωk+1) 6= ∅)
≤ c21 inf
BR(ωk+1)
u ≤ . . .
≤ cj+11 inf
BR(ωk+j)
u ≤ cm+11 u
(
x2
)
(poiche´ j ≤ m).
Essendo x1 e x2 arbitrari, posto c := cm+11 , abbiamo in definitiva
sup
Ω′
u ≤ c inf
Ω′
u.

Una disuguaglianza di tipo Harnack per soluzioni deboli e positive di equazioni
in forma di divergenza, ellittiche e omogenee sara` discussa nel cap. 7.
CAPITOLO 2
Metodi classici (indiretti) nel Calcolo delle
Variazioni: variazione prima e variazione
seconda
I metodi classici (indiretti) nel Calcolo delle Variazioni (riconducibili a
prima del 1900) si basano sulla dimostrazione di condizioni necessarie di
estremalita` per funzionali di tipo integrale.
2.1. Metodi classici nel Calcolo delle Variazioni: caso
unidimensionale.
Nel 1744, Eulero dedusse la prima condizione necessaria che deve essere
soddisfatta da una funzione che minimizza un funzionale integrale.
Nel caso unidimensionale abbiamo i seguenti risultati.
Teorema 2.1.1. Sia F = F (x, u, p) ∈ C1([a, b]× R× R); consideriamo
F [u] :=
ˆ b
a
F (x, u(x), u′(x)) dx
e
A(α,β) =
{
u ∈ C1([a, b]);u(a) = α, u(b) = β} .
Valgono:
(i) (Variazione prima)
Se u e` minimo per F in A(α,β):
∀v ∈ C1([a, b]), v(a) = v(b) = 0
ˆ b
a
[Fp(x, u(x), u′(x))v′(x) + Fu(x, u(x), u′(x))v(x)] dx = 0. (2.19)
(Equazione di Eulero in forma debole)
(ii) Se F ∈ C2([a, b]× R× R) e u e` minimo per F in A(α,β) ∩ C2([a, b]):
− d
dx
Fp(x, u(x), u′(x)) + Fu(x, u(x), u′(x)) = 0 (2.20)
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o, equivalentemente,
Fpp(x, u(x), u′(x))u′′(x) + Fpu(x, u(x), u′(x))u′(x)
+ Fpx(x, u(x), u′(x))
− Fu(x, u(x), u′(x)) = 0 ∀x ∈ (a, b).
(Equazione di Eulero in forma forte)
(ii’) Se F ∈ C2([a, b] × R × R) e u e` minimo per F in A(α,β) ∩ C2([a, b]):
∀x ∈ (a, b)
d
dx
[F (x, u(x), u′(x))− u′(x)Fp(x, u(x), u′(x))] = Fx(x, u(x), u′(x)). (2.21)
Viceversa:
(iii) Se u soddisfa (2.20) e se (u, p) 7→ F (x, u, p) e` convessa per ogni
x ∈ [a, b], allora u e` minimo di F in A(α,β) ∩ C2 [a, b].
(iv) Se, inoltre, la funzione (u, p) 7→ F (x, u, p) e` strettamente convessa per
ogni x ∈ [a, b], allora il minimo di F in A(α,β) ∩C2([a, b]), se esiste, e`
unico.
(v) (Variazione seconda)
Se F ∈ C2([a, b]× R× R) e u ∈ A(α,β) e` minimo di F :
∀v ∈ C10 ([a, b])ˆ b
a
[Fpp(x, u(x), u′(x))v′2(x) + 2Fup(x, u(x), u′(x))v(x)v′(x)
+ Fuu(x, u(x), u′(x))v2(x)] dx ≥ 0
Dim.
(i) Poiche´ u e` minimo per F :
F [u] ≤ F [u+ tv] ∀t ∈ R e ∀v ∈ C1([a, b]), v(a) = v(b) = 0.
Poniamo φ(t) := F [u+ tv]. Allora φ ∈ C1(R) e φ(0) ≤ φ(t) ∀t ∈ R.
Pertanto
φ′(0) =
d
dt
F [u+ tv]|t=0 = 0, e quindi
ˆ b
a
[Fp(x, u(x), u′(x))v′(x) + Fu(x, u(x), u′(x))v(x)] dx = 0.
(ii) Integrando per parti la (2.19):
∀v ∈ C1([a, b]), v(a) = v(b) = 0 risultaˆ b
a
[− d
dx
Fp(x, u(x), u′(x))v(x) + Fu(x, u(x), u′(x))v(x)] dx = 0
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e quindi (per il lemma fondamentale del Calcolo delle Variazioni 1.2.9)
otteniamo la (2.20).
(ii’) Osserviamo dapprima che per ogni u ∈ C2([a, b]) si ha
d
dx
[F (x, u(x), u′(x))− u′(x)Fp(x, u(x), u′(x))]
= Fp(x, u(x), u′(x))u′′(x) + Fu(x, u(x), u′(x))u′(x) + Fx(x, u(x), u′(x))
− u′′(x)Fp(x, u(x), u′(x))− u′(x) d
dx
Fp(x, u(x), u′(x))
= Fx(x, u(x), u′(x)) + u′(x)[Fu(x, u(x), u′(x))− d
dx
Fp(x, u(x), u′(x))].
Per (2.20) si ha la tesi.
(iii) Essendo (u, p) 7→ F (x, u, p) convessa per ogni x ∈ [a, b]:
F (x, u(x), u′(x)) ≥ F (x, u(x), u′(x)) + Fu(x, u(x), u′(x))(u(x)− u(x))
+ Fp(x, u(x), u′(x))(u′(x)− u′(x))
per ogni u ∈ A(α,β) ∩ C2([a, b]). Integrando:ˆ b
a
F (x, u(x), u′(x)) dx ≥
ˆ b
a
F (x, u(x), u′(x) dx)
+
ˆ b
a
Fu(x, u(x), u′(x))(u(x)− u(x)) dx
+
ˆ b
a
Fp(x, u(x), u′(x))(u′(x)− u′(x)) dx
cioe`, integrando per parti il terzo integrale e tenuto presente che
u(a)− u(a) = 0 = u(b)− u(b),
F [u] ≥ F [u] +
ˆ b
a
[Fu(x, u(x), u′(x)− d
dx
Fp(x, u(x), u′(x)](u(x)− u(x)) dx.
Usando la (2.20) otteniamo
F [u] ≥ F [u] per ogni u ∈ A(α,β) ∩ C2([a, b]).
(iv) Siano u, v ∈ A(α,β) ∩ C2 ([a, b])minimi di F [·]; la funzione
w :=
1
2
u+
1
2
v ∈ A(α,β) ∩ C2 ([a, b]).
Per la convessita` di (u, p) 7→ F (x, u, p) abbiamo
1
2
F (x, u(x), u′(x)) +
1
2
F (x, v(x), v′(x)) ≥
F (x,
1
2
u(x) +
1
2
v(x),
1
2
u′(x) +
1
2
v′(x))
= F (x,w(x), w′(x))
e quindi, posto µ il valore del minimo di F in A(α,β) ∩ C2([a, b]):
µ =
1
2
F [u] + 1
2
F [v] ≥ F [w] ≥ µ.
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Pertantoˆ b
a
[
1
2
F (x, u(x), u′(x)) +
1
2
F (x, v(x), v′(x))− F (x,w(x), w′(x))] dx = 0.
Per l’ipotesi di stretta convessita`, l’integrando e` positivo a meno che
u = v e u′ = v′; quindi u = v.
(v) Poiche´ u e` minimo per F risulta, con la notazione introdotta in (i):
φ′′(0) ≥ 0 e con facili calcoli segue la tesi.

Osservazione 2.1.2. (2.21) e` detta equazione di DuBois-Reymond
(o seconda forma dell’equazione di Eulero), utile quando F non dipende
esplicitamente da x.
Osservazione 2.1.3. Se F ∈ C3([a, b] × R × R) e u e` minimo di F in
A(α,β)∩C2([a, b]), osservato che ∀v ∈ C10 ([a, b]) risulta 2vv′ = (v2)′ e v(a) =
v(b) = 0, da 2.1.1(v) abbiamoˆ b
a
[
Fpp(x, u(x), u′(x))v′2(x) +
(
Fuu(x, u(x), u′(x))
− d
dx
Fup(x, u(x), u′(x))
)
v2(x)
]
dx ≥ 0.
2.2. Metodi classici nel Calcolo delle Variazioni: caso
multidimensionale.
Sia Ω ⊂ Rn aperto limitato con frontiera lipschitziana.
Teorema 2.2.1 (Variazione prima).
Siano F = F (x, u, p) una funzione di classe C1(Ω× RN × RnN ),
ϕ ∈ C1 (Rn,RN) assegnata e indichiamo con
Aϕ =
{
u ∈ C1 (Ω,RN) ; u = ϕ su ∂Ω}
la classe delle funzioni ammissibili. Valgono:
(i) Se u e` minimo per F in Aϕ, allora:ˆ
Ω
[
Fpiα (x, u,∇u)Dαvi + Fui (x, u,∇u) vi
]
dx = 0 (2.22)
per ogni v ∈ C∞0
(
Ω,RN
)
1, (α = 1, . . . , n, i = 1, . . . , N e piα = Dαu
i).
1D’ora in poi useremo la convenzione che indici ripetuti sono sommati e i simboli di
sommatoria omessi.
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(ii) Se F ∈ C2(Ω× RN × RnN ) e u e` minimo per F in Aϕ ∩ C2(Ω,RN ):
−Dα Fpiα (x, u,∇u) + Fui (x, u,∇u) = 0 in Ω (2.23)
(i = 1, . . . , N), o, equivalentemente,
Fpiαp
j
β
(x, u,∇u) DαDβuj + Fpiαuj (x, u,∇u) Dα uj
+Fpiαxα (x, u,∇u)− Fui (x, u,∇u) = 0 (2.24)
in Ω (i = 1, . . . , N).
Dim.
(i) Siano t ∈ R e v ∈ C∞0
(
Ω,RN
)
. Consideriamo la funzione u + tv.
Tale funzione appartiene ancora ad Aϕ (per questo motivo tv prende
il nome di variazione ammissibile). Poiche´ u e` minimo per F deve
essere:
d
dt
F [u+ tv]|t=0 = 0.
Essendo
d
dt
ˆ
Ω
F (x, u+ tv,∇u+ t∇v) dx
=
ˆ
Ω
[
Fpiα (x, u+ tv,∇u+ t∇v)Dαvi + Fui (x, u+ tv,∇u+ t∇v) vi
]
dx,
abbiamo, per t = 0,ˆ
Ω
[
Fpiα (x, u,∇u)Dαvi + Fui (x, u,∇u) vi
]
dx = 0 ∀v ∈ C∞0
(
Ω,RN
)
(ii) Integrando per parti la (2.22), otteniamo:ˆ
Ω
[−DαFpiα (x, u,∇u) + Fui (x, u,∇u)] vi dx = 0 ∀v ∈ C∞0 (Ω,RN)
da cui (2.23) per il lemma fondamentale del Calcolo delle Variazioni
1.2.9.

Osservazione 2.2.2. L’ equazione (2.22) prende il nome di equazione di
Eulero (formulazione debole) di F in u. Il membro a sinistra di (2.22)
prende il nome di Variazione prima di F in u.
La (2.23) e` l’equazione di Eulero, formulazione forte, di F in u. Le
soluzioni di (2.23) sono chiamate estremali (termine introdotto da Kneser).
Osservazione 2.2.3. (2.24) costituisce un sistema di N equazioni alle
derivate parziali del secondo ordine in forma di divergenza, quasi lineare
perche´ e` lineare rispetto alle derivate seconde e non lineare rispetto alle
derivate prime e di ordine zero.
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Esempio 2.2.4. L’equazione di Eulero per l’integrale di Dirichlet, dove
F (x, u, p) =
1
2
|p|2, risulta
∆u = 0 in Ω (equazione di Laplace),
mentre l’equazione di Eulero per l’integrale dell’area, dove
F (x, u, p) =
(
1 + |p|2) 12 , e`
Dα
 uxα√
1 + |∇u|2
 = 0 (equazione delle superfici di area minima).
Ne segue, poiche´ il primo membro di questa espressione e` proporzionale alla
curvatura media della superficie {(x, u(x)) , x ∈ Ω}, che le superfici di area
minima hanno curvatura media nulla.
Osservazione 2.2.5. Nel dedurre l’equazione di Eulero per il funzionale
F abbiamo considerato il problema di Dirichlet, cioe` abbiamo scelto come
funzioni ammissibili le funzioni u ∈ C1 (Ω,RN) con valore prescritto ϕ su
∂Ω.
Assumiamo ora che u minimizzi il funzionale F tra tutte le funzioni
v ∈ C1 (Ω,RN). Allora tutte le funzioni v ∈ C1 (Ω,RN) sono variazioni
ammissibili; pertanto otteniamo le condizioni naturali:
ναFpiα (x, u,∇u) = 0 su ∂Ω (i = 1, 2, . . . , N).
dove ν = (ν1, ν2, . . . , νn) indica il versore normale (per convenzione esterno)
a ∂Ω.
Infatti, sia v ∈ C1 (Ω,RN), alloraˆ
Ω
[
Fpiα (x, u,∇u)Dαvi + Fui (x, u,∇u) vi
]
dx = 0.
Integrando per parti (teorema 1.1.18):ˆ
Ω
[−DαFpiα (x, u,∇u) + Fui (x, u,∇u)] vi dx (2.25)
+
ˆ
∂Ω
ναFpiα (x, u,∇u) vi dHn−1 = 0.
Poiche´ (2.25) vale anche per ogni v ∈ C∞0 (Ω,RN ), deduciamo che anche
(2.22) vale e pertantoˆ
∂Ω
ναFpiα (x, u,∇u) vi dHn−1 = 0 ∀v ∈ C1(Ω,RN ).
Dall’arbitrarieta` di v seguono le condizioni naturali.
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Esempio 2.2.6. Se u minimizza l’integrale di Dirichlet senza condizioni al
contorno, allora u e` soluzione del problema di Neumann omogeneo{
∆u = 0 in Ω
du
dν
= ναDαu = 0 su ∂Ω.
Osservazione 2.2.7. Consideriamo il problema
min
u∈K
F [u]
dove K e` il sottoinsieme convesso di C1 (Ω,RN) definito da
K = {u ∈ C1 (Ω,RN) ; u = ϕ su ∂Ω e ui ≥ hi in Ω, i = 1, . . . , N} .
Naturalmente assumiamo hi ≤ ϕi su ∂Ω affinche´ sia K 6= ∅. Tale problema
e` noto come problema con ostacolo unilaterale.
Se u e` un minimo di F , allora vale la seguente disequazione variazionaleˆ
Ω
[
Fpiα (x, u,∇u)Dα
(
vi − ui)+ Fui (x, u,∇u) (vi − ui)] dx ≥ 0
per ogni v ∈ K.
Infatti, poiche´ K e` convesso, per ogni v ∈ K e per ogni t ∈ [0, 1] abbiamo
tv + (1− t)u = u+ t(v − u) ∈ K
e quindi
F [u] ≤ F [u+ t(v − u)] ∀t ∈ [0, 1] ;
essendo, in questo caso,
d
dt
F [u+ t(v − u)]|t=0 ≥ 0
ne segue facilmente l’asserto.
Teorema 2.2.8 (Variazione seconda).
Sia F ∈ C2(Ω× RN × Rn×N ) e sia u minimo per F in Aϕ. Allora:
se N = 1, risulta
Fpαpβ (x, u(x),∇u(x)) ξα ξβ ≥ 0 ∀ξ ∈ Rn, ∀x ∈ Ω; (2.26)
se N > 1, risulta
Fpiαp
j
β
(x, u(x),∇u(x)) ξα ξβηi ηj ≥ 0 ∀ξ ∈ Rn, ∀η ∈ RN , ∀x ∈ Ω (2.27)
Dim. Per ogni v ∈ C∞0
(
Ω,RN
)
e per ogni t ∈ R risulta
d2
dt2
F [u+ tv]|t=0 ≥ 0.
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Nel caso scalare N = 1 abbiamo
d
dt
F [u+tv] =
ˆ
Ω
[Fpα (x, u+ tv,∇u+ t∇v)Dαv + Fu (x, u+ tv,∇u+ t∇v) v] dx,
e
d2
dt2
F [u+tv] =
ˆ
Ω
[
Fpαpβ (x, u+ tv,∇u+ t∇v)DαvDβv
+2Fpαu (x, u+ tv,∇u+ t∇v)Dαv v + Fuu (x, u+ tv,∇u+ t∇v) v2
]
dx.
Pertanto
0 ≤ d
2
dt2
F [u+ tv]|t=0 (2.28)
=
ˆ
Ω
[
Fpαpβ (x, u,∇u)DαvDβv + 2Fpαu (x, u,∇u)Dαv v + Fuu (x, u,∇u) v2
]
dx
per ogni v ∈ C∞0 (Ω). Deduciamo da questa la (2.26). Osserviamo dapprima
che, per il teorema di Rademacher 1.3.2, la (2.28) e` valida anche per ogni
funzione lipschitziana v nulla su ∂Ω. Fissiamo ora ξ ∈ Rn e definiamo una
siffatta funzione ponendo (per ogni ε > 0)
v(x) := ερ
(
x · ξ
ε
)
ζ(x) ∀x ∈ Ω (2.29)
dove ζ ∈ C∞0 (Ω), ρ : R→ R e` la funzione periodica cos`ı definita
ρ(t) =

t se 0 ≤ t ≤ 1
2
1− t se 1
2
≤ t ≤ 1,
ρ(t+ 1) = ρ(t) per ogni t numero reale; osserviamo che
|ρ′(t)| = 1 q.o. in R, (2.30)
Risulta
Dαv = ρ′
(
x · ξ
ε
)
ξα ζ(x) +O(ε),
pertanto, sostituendo la (2.29) in (2.28), otteniamo
0 ≤
ˆ
Ω
Fpαpβ (x, u,∇u) (ρ′)2 ξα ξβ ζ2(x) dx+O(ε).
Da cui, per ε→ 0+, tenuto conto della (2.30), segue:
0 ≤
ˆ
Ω
Fpαpβ (x, u,∇u) ξα ξβ ζ2(x) dx,
per ogni ζ ∈ C∞0 (Ω), e quindi
Fpαpβ (x, u(x),∇u(x)) ξα ξβ ≥ 0 ∀ξ ∈ Rn e ∀x ∈ Ω.
Per il caso vettoriale N > 1, rimandiamo alla dimostrazione della propo-
sizione 5.1.19 (a partire dalla (5.49) alla (5.51)). 
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Osservazione 2.2.9. La disequazione in (2.26) e` detta condizione di Legen-
dre (L). Tale condizione e` equivalente alla convessita` di F (x, u, p) rispetto
a p ed alla condizione di ellitticita` dell’equazione di Eulero.
La disequazione in (2.27) e` chiamata condizione di Legendre-Hadamard
(L-H).
Osservazione 2.2.10. Il problema minF [u] non ha necessariamente soluzione
di classe C1.
Infatti, sia F (p) = (p2 − 1)2 e consideriamo il problema
min
u∈A(0,0)
F [u] := min
ˆ 1
0
F (u′(x)) dx.
Posto µ := inf
u∈A(0,0)
F [u], proviamo che µ = 0.
Consideriamo la successione (h ≥ 2)
uh(x) =

x se x ∈ [0, 12 − 1h]
−2h2 (x− 12)3 − 4h (x− 12)2 − x+ 1 se x ∈ ( 12 − 1h , 12]
1− x se x ∈ ( 12 , 1]
Osserviamo che uh ∈ A(0,0) e si ha:
0 ≤ F [uh] =
ˆ 1
0
[
(u′h(x))
2 − 1]2 dx = ˆ 12
1
2− 1h
[
(u′h(x))
2 − 1]2 dx ≤ 4
h
h→+∞−→ 0.
Cio` implica che µ = 0.
La funzione u ≡ 0 ∈ A(0,0), e` soluzione dell’equazione di Eulero d
dx
[
u′((u′)2 − 1)] =
0, tuttavia essa non e` minimo per F poiche´ µ = 0 e F [0] = 1.
Inoltre, se esistesse u ∈ A(0,0) minimo di F , avremmo F [u] = 0 e questo
implicherebbe che |u′| = 1 q.o., condizione che nessuna funzione u ∈ A(0,0)
puo` soddisfare (in quanto per la continuita` della derivata avremmo u′ = 1
ovunque o u′ = −1 ovunque e questo e` incompatibile con le condizioni ai
limiti).
Infine, osserviamo, che se, invece della classe ammissibile A(0,0), consideria-
mo la classe piu` ampia di funzioni ammissibili
A˜(0,0) =
{
u ∈ C1[a, b] a tratti ;u(0) = u(1) = 0}
il problema di minimo per F in A˜(0,0) ha come soluzione la spezzata
u(x) =
{
x se x ∈ [0, 12]
1− x se x ∈ ( 12 , 1].
54 M. Carriero, L. De Luca
2.3. Due problemi variazionali classici: la brachistocrona e la
disuguaglianza isoperimetrica in dimensione n = 2.
La brachistocrona(dal greco brachistos(il piu` breve)+chronos(tempo)).
La data di nascita del Calcolo delle Variazioni e` fissata tradizionalmente
al 1696, quando Johan Bernoulli propose sugli Acta Eruditorum Lipsiae il
problema della brachistocrona (cioe` di tempo minimo).
Problema nuovo alla cui soluzione sono invitati i Matematici.
Dati in un piano verticale due punti A e B, trovare il profilo AMB tale che
un mobile M , che discende su di esso per gravita` a partire da A, giunga in
B nel minimo tempo possibile.
La soluzione fu data tra gli altri (Leibniz, Jackob Bernoulli, l’Hospital, New-
ton) dallo stesso J. Bernoulli nel 1697.
Se in un sistema di coordinate cartesiane, con gravita` che agisce nella di-
rezione negativa dell’asse y, A =
(
x1, y1
)
indica il punto iniziale e
B =
(
x2, y2
)
quello finale, con x1 < x2, y2 < y1 e se u :
[
x1, x2
] → R
e` una funzione della generica curva che li connette tale che u
(
x1
)
= y1 e
u
(
x2
)
= y2 e u(x) < y1 per x1 < x ≤ x2, nel punto A la velocita` e` nulla
e l’energia e` tutta potenziale, mentre in un punto di ascissa x avremo una
velocita` v che dovra` verificare la legge di conservazione dell’energia totale
mgy1 =
1
2
mv2(x) +mgu(x)
dove m e` la massa del punto materiale e g e` la costante di gravita`.
Troviamo quindi
v(x) =
√
2g (y1 − u(x))
da cui ricaviamo che per percorrere lungo la curva data uno spazio ds si
impiega un tempo
dt =
ds
v
=
√
1 + |u′(x)|2
2g (y1 − u(x))dx
dove l’ultima uguaglianza segue dalla relazione tra ascissa curvilinea e a-
scissa cartesiana
ds =
√
1 + |u′(x)|2dx.
Il tempo di percorrenza lungo la curva u(x) sara` dato dal’integrale
F [u] := 1√
2g
ˆ x2
x1
√
1 + |u′(x)|2
y1 − u(x) dx
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e il problema di minimo diviene
min
u∈A
F [u] dove A := {u ∈ C1 ([x1, x2]) ; u (x1) = y1, u (x2) = y2}.
L’equazione di DuBois-Reymond (2.21) e`
u′2
(1 + u′2)
1
2 (y1 − u) 12
−
(
1 + u′2
) 1
2
(y1 − u) 12
= c.
e questa, dopo alcuni calcoli, si riduce a
c2
(
1 + u′2(x)
) (
y1 − u(x)) = 1.
Conviene esprimere la sua soluzione in forma parametrica;
poiche´ e` evidente che u ≤ y1, possiamo scrivere u(t) = y1−k (1− cos t) dove
k denota un’opportuna costante positiva. L’equazione precedente diventa
allora
c2
(
1 +
k2 sin2 t
x˙2(t)
)
k (1− cos t) = 1
e con la scelta kc2 =
1
2
, otteniamo
x˙(t) = k (1− cos t) .
Pertanto la soluzione risulta essere una cicloide, che in forma parametrica
e` data da {
x(t) = x1 + k (t− sin t)
u(t) = y1 − k (1− cos t) , t ∈ [0, T ] ,
dove le costanti k e T sono determinate dalle condizioni
x (T ) = x2
u (T ) = y2.
La brachistocrona.
(1697, Johan Bernoulli: la brachistocrona e` la cicloide.)
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La disuguaglianza isoperimetrica in dimensione n = 2.
Tra tutte le curve semplici chiuse del piano di assegnata lunghezza L, la
circonferenza di lunghezza L racchiude l’area massima.
Questa proprieta` e` espressa sinteticamente nella disuguaglianza isoperime-
trica.
L2 ≥ 4piA, (2.31)
dove A e` l’area racchiusa da una curva semplice chiusa C di lunghezza L;
l’uguaglianza in (2.31) vale se e solo se C e` la circonferenza di lunghezza L.
Osservazione 2.3.1. Probabilmente questo problema (problema isoperi-
metrico) e` uno dei piu` antichi in matematica. Possiamo riscrivere (2.31)
come problema di minimo. Parametrizziamo la curva semplice chiusa C
(n = 1, N = 2)
C = {(u(x), v(x)) : x ∈ [a, b]}
e poniamo
L := L[u, v] =
ˆ b
a
√
[u′(x)]2 + [v′(x)]2 dx
e
A := A[u, v] =
ˆ b
a
u(x)v′(x) dx.
Allora il problema posto ha la seguente equivalente formulazione variazionale
(duale): min
u,v∈W 1,1((a,b))
u(a)=u(b), v(a)=v(b)
{L[u, v] : A[u, v] = 1} = 2√pi.
Qui diamo una dimostrazione classica (dovuta a Hurwitz [17], [63]) di
(2.31).
Posto A :=
{
u ∈W 1,2 ((−1, 1)) : u(−1) = u(1),
ˆ 1
−1
u(x) dx = 0
}
,
premettiamo due lemmi.
Lemma 2.3.2 (Disuguaglianza di Wirtinger).
Vale la disuguaglianzaˆ 1
−1
[u′(x)]2 dx ≥ pi2
ˆ 1
−1
[u(x)]2 dx ∀u ∈ A. (2.32)
Inoltre l’uguaglianza vale se e solo se
u(x) = a cos(pix) + b sin(pix) ∀a, b ∈ R.
Dim. E’ sufficiente provare la (2.32) per u ∈ A ∩ C2 ([−1, 1]). Questa re-
strizione puo` essere successivamente rimossa usando un argomento di den-
sita`.
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Sia u(x) =
+∞∑
ν=1
[aν cos(νpix) + bν sin(νpix)].
Osserviamo che il termine
a0
2
= 0 poiche´
ˆ 1
−1
u(x) dx = 0.
Risulta
u′(x) = pi
+∞∑
ν=1
[−νaν sin(νpix) + νbν cos(νpix)] .
Per la formula di Parseval otteniamoˆ 1
−1
[u(x)]2 dx =
+∞∑
ν=1
(
a2ν + b
2
ν
)
,
ˆ 1
−1
[u′(x)]2 dx = pi2
+∞∑
ν=1
(
a2ν + b
2
ν
)
ν2
da cui segue la disuguaglianza (2.32).
L’uguaglianza in (2.32) vale se e solo se aν = bν = 0 per ogni ν ≥ 2.
Di conseguenza l’uguaglianza in (2.32) vale se e solo se
u(x) = a cos(pix) + b sin(pix), per ogni a, b ∈ R.

Lemma 2.3.3. Per ogni (u, v) ∈ W 1,2 ((−1, 1),R2) con u(−1) = u(1) e
v(−1) = v(1), vale la disuguaglianzaˆ 1
−1
{
[u′(x)]2 + [v′(x)]2
}
dx ≥ 2pi
ˆ 1
−1
u(x)v′(x) dx. (2.33)
Inoltre l’uguaglianza vale se e solo se
[u(x)− r1]2 + [v(x)− r2]2 = r23 per ogni x ∈ [−1, 1] (2.34)
dove r1, r2, r3 ∈ R sono costanti.
Dim. La disuguaglianza (2.33) rimane valida se, posto r1 :=
1
2
ˆ 1
−1
u(x) dx
e r2 :=
1
2
ˆ 1
−1
v(x) dx, sostituiamo u con u − r1 e v con v − r2; pertanto,
possiamo assumere cheˆ 1
−1
u(x) dx =
ˆ 1
−1
v(x) dx = 0,
e quindi in defintiva che u, v ∈ A. Proviamo la (2.33) nella forma equivalenteˆ 1
−1
{
[u′(x)]2 + [v′(x)]2 − 2piu(x)v′(x)} dx
=
ˆ 1
−1
[v′(x)− piu(x)]2 dx+
ˆ 1
−1
{
[u′(x)]2 − [piu(x)]2} dx ≥ 0.
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La tesi e` provata osservato che il primo termine a destra dell’uguaglianza e`
ovviamente non negativo, e il secondo termine e` non negativo per il lemma
2.3.2 applicato a u ∈ A.
Per provare il caso dell’uguaglianza, osserviamo che questa vale se e solo se
v′(x) = piu(x) e
ˆ 1
−1
{
[u′(x)]2 − [piu(x)]2} dx = 0, che implica per il lemma
2.3.2
u(x) = a cos(pix) + b sin(pix) e
v(x) = a sin(pix)− b cos(pix).
Poiche´ possiamo sostituire u con u− r1 e v con v − r2, abbiamo (2.34) con
r3 =
√
a2 + b2. 
Proviamo ora la disuguaglianza isoperimetrica.
Teorema 2.3.4 (Disuguaglianza isoperimetrica).
Posto per ogni (u, v) ∈W 1,1 ((a, b),R2) con u(a) = u(b) e v(a) = v(b)
L := L[u, v] =
ˆ b
a
√
[u′(x)]2 + [v′(x)]2 dx,
A := A[u, v] =
ˆ b
a
u(x)v′(x) dx,
vale la (2.31) L2 ≥ 4piA
per ogni (u, v) ∈W 1,1 ((a, b),R2) con u(a) = u(b) e v(a) = v(b).
Inoltre, tra tutte le (u, v) ∈ C1 ([a, b],R2) con u(a) = u(b) e v(a) = v(b),
l’uguaglianza vale se e solo se
[u(x)− r1]2 + [v(x)− r2]2 = r23 per ogni x ∈ [a, b],
dove r1, r2, r3 ∈ R sono costanti.
Dim. Proviamo la tesi sotto le ulteriori restrizioni:
(u, v) ∈ C1 ([a, b],R2), u(a) = u(b), v(a) = v(b)
(questa restrizione puo` essere rimossa successivamente con un argomento di
densita`)
e supponiamo inoltre che 2
[u′(x)]2 + [v′(x)]2 > 0 per ogni x ∈ [a, b].
2Per brevita` rinviamo a [17] per l’eliminazione di questa restrizione.
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Allo scopo di eliminare la radice quadrata in L [u, v], riparametrizziamo la
curva con un multiplo della sua lunghezza d’arco, precisamente sia
y = θ(x) = −1 + 2
L[u, v]
ˆ x
a
√
[u′(t)]2 + [v′(t)]2 dt
ϕ(y) = u
(
θ−1(y)
)
e ψ(y) = v
(
θ−1(y)
)
.
Risulta che: (ϕ,ψ) ∈ C1 ([−1, 1],R2), ϕ(−1) = ϕ(1), ψ(−1) = ψ(1) e√
[ϕ′(y)]2 + [ψ′(y)]2 =
L[u, v]
2
per ogni y ∈ [−1, 1]
(quindi
√
[ϕ′(y)]2 + [ψ′(y)]2 e` costante per ogni y ∈ [−1, 1]).
Allora abbiamo
L[u, v] =
ˆ 1
−1
√
[ϕ′(y)]2 + [ψ′(y)]2 dy =
(
2
ˆ 1
−1
{
[ϕ′(y)]2 + [ψ′(y)]2
}
dy
) 1
2
A[u, v] =
ˆ 1
−1
ϕ(y)ψ′(y) dy.
Per il lemma 2.3.3 sappiamo cheˆ 1
−1
{
[ϕ′]2 + [ψ′]2
}
dx ≥ 2pi
ˆ 1
−1
ϕψ′ dx
per ogni (ϕ,ψ) ∈ W 1,2 ((−1, 1),R2) con ϕ(−1) = ϕ(1) e ψ(−1) = ψ(1), da
cui segue (L[u, v])2 − 4piA[u, v] ≥ 0 per ogni (u, v) ∈ C1 ([a, b],R2)
con u(a) = u(b) e v(a) = v(b).
L’unicita` nel caso dell’uguaglianza segue dal lemma 2.3.3. 
Osservazione 2.3.5. In particolare, abbiamo provato implicitamente che
la disuguaglianza isoperimetrica (2.31) e` equivalente alla disuguaglianza di
Wirtinger (2.32), grazie alle implicazioni
lemma 2.3.2⇒ lemma 2.3.3⇒ teorema 2.3.4⇒ lemma 2.3.2.
Osservazione 2.3.6. Il procedimento descritto nei due precedenti problemi
variazionali e` stato il seguente:
se esiste una soluzione del problema variazionale, allora essa ha la proprieta`
. . . ,
prescindendo dalla effettiva prova della esistenza.
In generale, il provare che un problema variazionale ha soluzione, e il de-
scriverne le proprieta` sono passi differenti e possono richiedere differenti
argomentazioni3.
3Dall’Introduzione in [14]:
“A new era in the history of mathematics opened when Gauss proved the fundamental
theorem of algebra. Abandoning the futile attempts of his predecessors to solve algebraic
equations of higher degree by root extraction, he took a step of general significance by
proving merely the existence of the roots in question. For the first time it was clearly
understood that the primary task in a mathematical problem is to prove the existence
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Nei capitoli successivi di questo Quaderno esponiamo i metodi diretti nel
Calcolo delle Variazioni il cui primo obiettivo e` appunto lo studio dell’e-
sistenza per problemi variazionali relativi a funzionali integrali.
of a solution. To find procedures by which the solution can be explicitly obtained is a
further question, distinct from that of existence. Since the beginning of the last century
this distinction has played a clarifying role contributing greatly to progress in all fields
of mathematics.
Among the existence proofs which dominated the mathematical thinking of this period,
the most celebrated and consequential were those based on extremum problems of the
calculus of variations and suggested by actual or imagined physical experiments.”
CAPITOLO 3
Metodi diretti nel Calcolo delle Variazioni
Nel caso di una sola variabile (n = 1, N = 1) si puo` risolvere un problema
di minimo tramite l’equazione differenziale (2.23), mentre nel caso di piu`
variabili (n ≥ 2, N = 1) la soluzione esplicita della corrispondente equazione
(2.23) e` molto piu` difficile da determinare, e anzi tale soluzione si puo` trovare
solo in casi estremamente rari.
Da qui l’idea di Riemann di rovesciare il punto di vista e di dimostrare
l’esistenza di una soluzione di (2.23) minimizzando il corrispondente fun-
zionale (0.1).
Volendo risolvere l’equazione di Laplace ∆u = 0, Riemann dice:
“L’insieme delle funzioni u forma un dominio connesso che contiene la sua
frontiera [...]. Per ogni funzione u (l’integrale di Dirichlet) D[u] prende un
valore finito che varia in maniera continua con u. Di conseguenza, per una
funzione u l’integrale D[u] prende il suo valore minimo.”
Questa funzione che minimizza D[u] sara` la soluzione dell’equazione di
Laplace ∆u = 0.
La versione di Riemann del Principio di Dirichlet puo` essere cos`ı for-
mulata:
Esiste un’unica funzione che minimizza l’integrale di Dirichlet
D[u] =
1
2
ˆ
Ω
|∇u(x)|2 dx, tra tutte le funzioni di classe C1 (Ω) ∩ C0 (Ω)
che assumono assegnato valore ϕ continuo sulla frontiera ∂Ω; inoltre, tale
funzione e` armonica in Ω.
Ma tale Principio necessitava di una legittimazione: infatti questa versione
del Principio di Dirichlet fu criticata in quanto, pur essendo l’integrale di
Dirichlet inferiormente limitato sulle funzioni ammissibili, non ne consegue
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che l’estremo inferiore sia assunto nella classe delle fuzioni ammissibili.
Un primo esempio di integrale unidimensionale del tipo (0.1) per il quale
non esiste alcuna funzione minimizzante fu dato da Weierstrass nel 1869;
un altro esempio di valori continui assegnati sulla circonferenza unitaria tali
che D[v] = +∞ per ogni v ammissibile avente quei valori sulla frontiera, fu
dato da Hadamard.
Prima obiezione (generale) al Principio di Dirichlet.
Il problema proposto consiste nel cercare il minimo del funzionale
F [v] :=
ˆ 1
−1
x2 |v′(x)|2 dx
nella classe delle funzioni v ∈ C1 ([−1, 1]) che soddisfano le condizioni agli
estremi v(−1) = −1 e v(1) = 1.
Osserviamo che su ognuna di queste funzioni ammissibili v si ha F [v] > 0, in
quanto, in caso contrario, si avrebbe v′(x) = 0 in [−1, 1] e, di conseguenza,
v sarebbe costante in [−1, 1], in contrasto con le condizioni agli estremi.
Dunque, se esistesse una soluzione v0 del problema, si avrebbe F [v0] > 0.
Ma, se consideriamo le funzioni ammissibili
vh (x) =
arctan (hx)
arctan (h)
, h ∈ N,
per le quali
F [vh] =
ˆ 1
−1
x2 |v′h (x)|2 dx =
1
h arctan2 (h)
(
arctan (h)− h
1 + h2
)
si ottiene F [vh]→ 0. Ne segue che per h sufficientemente grande vale la dis-
uguaglianza F [vh] < F [v0], e cio` contraddice il fatto che v0 e` minimo per F .
Seconda obiezione (specifica) al Principio di Dirichlet.
E’ noto che ogni funzione armonica nel cerchio unitario e` data in coordinate
polari (r, ϑ) dalla serie convergente (r < 1)
v (r, ϑ) =
a0
2
+
∞∑
ν=1
rν (aν cos (νϑ) + bν sin (νϑ)) (aν , bν costanti),
e che l’integrale di Dirichlet e`
D[v] =
pi
2
∞∑
ν=1
ν
(
a2ν + b
2
ν
)
.
L’obiezione specifica di Hadamard consiste nel fatto che:
esistono funzioni continue ϕ (ϑ) per le quali la serie
pi
2
∞∑
ν=1
ν
(
a2ν + b
2
ν
)
di-
verge, anche se e` noto che il relativo problema di Dirichlet per l’equazione di
Laplace e` risolubile (cfr. teorema 1.7.14) per ogni dato continuo assegnato
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sulla circonferenza unitaria.
Ad esempio, se consideriamo la funzione continua di ϑ ∈ [0, 2pi] (definita
dallo sviluppo di Fourier totalmente convergente)
ϕ (ϑ) =
+∞∑
µ=1
cos(µ4ϑ)
µ2
,
allora la funzione di r e ϑ
v (r, ϑ) =
+∞∑
µ=1
rµ
4 cos(µ4ϑ)
µ2
(serie uniformemente convergente)
e` armonica regolare sul cerchio unitario e ha traccia ϕ (ϑ) sulla circonferenza
unitaria.
Tuttavia D[v] =
pi
2
+∞∑
µ=1
µ4
(
1
µ2
)2
diverge1, essendo, in questo caso, bν ≡ 0
e
aν =
{ 1
µ2 se ν = µ
4
0 se ν 6= µ4 .
Osservazione 3.0.7. La soluzione del Principio di Dirichlet non puo` es-
sere quindi determinata per tutti i dati ϕ continui sulla frontiera. Per una
corretta formulazione del Principio di Dirichlet assumeremo che esista al-
meno una funzione ammissibile che abbia integrale di Dirichlet finito (questo
potendosi interpretare come una richiesta di “energia finita”).
Nascono cos`ı i metodi diretti nel Calcolo delle Variazioni, consistenti nel di-
mostrare l’esistenza del minimo del funzionale (0.1) senza passare attraverso
la sua equazione di Eulero, ma deducendola direttamente dalle proprieta` del
funzionale (0.1).
1Altro esempio: sia ϕ (ϑ) =
+∞X
µ=1
sin (µ!ϑ)
µ2
; risulta v (r, ϑ) =
+∞X
µ=1
rµ!
sin (µ!ϑ)
µ2
e
D[v] =
pi
2
+∞X
µ=1
µ!
„
1
µ2
«2
=
pi
2
+∞X
µ=1
µ!
1
µ4
= +∞,
essendo, in questo caso, aν ≡ 0 e
bν =
(
1
µ2
se ν = µ!
0 se ν 6= µ! .
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Evidentemente, problemi di esistenza per equazioni differenziali possono al-
tres`ı essere affrontati con metodi variazionali, qualora l’equazione in questio-
ne coincide con l’equazione di Eulero di un dato funzionale; in quest’ordine
di idee, un problema e` quello di determinare appunto il funzionale.
Nella seconda meta` dell’Ottocento si tenta di rendere rigoroso il ragiona-
mento di Riemann (Principio di Dirichlet) con C. Arzela` (1897) [3] prima,
successivamente con D. Hilbert (1900) [42] [43], J. Hadamard(1906) [39] e
H. Lebesgue (1907) [49]; una ricerca questa che avra` successo solo attorno
al 1940.
Ai primi del Novecento anche Leonida Tonelli studia problemi di questo
tipo. Egli riesce a dimostrare che la semicontinuita` inferiore e` una con-
dizione sufficiente per l’esistenza del minimo del funzionale (0.1) nel caso
unidimensionale, ma non riesce in generale a ’estendere’ questi risultati al
caso n ≥ 2.
La principale difficolta` proveniva essenzialmente dalla mancanza di oppor-
tuni spazi funzionali in cui ambientare i problemi di minimo, difficolta` che
era ancora piu` forte nel caso di integrali in due o piu` dimensioni.
3.1. Teorema di Weierstrass-Fre´chet.
Prima di passare ad esporre alcuni risultati di Tonelli, diamo un teorema
che e` una generalizzazione di quello classico di Weierstrass e su cui si basa
il metodo diretto nel Calcolo delle Variazioni.
Teorema 3.1.1 (Weierstrass-Fre´chet).
Siano X uno spazio topologico e G : X → R un funzionale. Supponiamo che
(i) G sia limitato inferiormente;
(ii) G sia seq. s.c.i. (cioe`, per ogni successione {uh} convergente a u in
X risulta G[u] ≤ lim inf
h→+∞
G[uh]);
(iii) X sia sequenzialmente compatto (cioe` da ogni successione {uh} ⊂ X
si puo` estrarre una sottosuccessione convergente in X).
Allora ∃min
u∈X
G[u].
Dim. Per (i) possiamo considerare una successione {uh} minimizzante, ossia
tale che:
{uh} ⊂ X e lim
h→+∞
G[uh] = inf
u∈X
G[u].
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Per (iii) esiste un’estratta
{
uhj
}
convergente in X ad un elemento u0. Per
(ii) abbiamo
G[u0] ≤ lim inf
j→+∞
G[uhj ] = lim
h→+∞
G[uh] = inf
u∈X
G[u].
Ne segue la tesi. 
Generalmente X non e` dotato a priori di una topologia. Pertanto il proble-
ma di minimo min
u∈X
G [u] puo` essere visto come il problema di introdurre una
topologia su X per cui X e` sequenzialmente compatto e G e` seq. s.c.i..
Osserviamo, pero`, che per garantire che G sia seq. s.c.i. occorre in generale
una topologia “ricca”, mentre per la sequenziale compattezza di X occorre
che la topologia non sia troppo “ricca”.
La scelta della topologia deve essere tale da soddisfare questi due requisiti
contrastanti.
Sara` allora opportuno avere dei risultati di semicontinuita` inferiore nella
topologia piu` debole possibile.
In linea di principio, tuttavia, la bonta` della scelta della topologia su X puo`
essere valutata solo a posteriori.
3.2. Semicontinuita` inferiore e teorema di esistenza per problemi
variazionali unidimensionali (n = 1): risultati di Tonelli.
Teorema 3.2.1 (semicontinuita` inferiore, Tonelli).
Sia I = (a, b) ⊂ R intervallo aperto limitato e sia F : I × R × R → R una
Lagrangiana soddisfacente le seguenti condizioni
(i) F (x, u, p) e Fp(x, u, p) sono continue in (x, u, p);
(ii) F (x, u, p) ≥ 0 per ogni (x, u, p);
(iii) p 7→ F (x, u, p) e` convessa per ogni (x, u).
Allora il funzionale
F [u] =
ˆ
I
F (x, u(x), u′(x)) dx
e` seq. deb. s.c.i. in W 1,m(I) per ogni m ≥ 1, cioe`: se {uh} converge
debolmente in W 1,m(I) a u, allora
F [u] ≤ lim inf
h→+∞
F [uh]. (3.35)
Dim. Osserviamo innanzitutto che per l’ipotesi (ii) il funzionale integrale F
e` ben definito (con il possibile valore +∞) per ogni u ∈ W 1,m(I), m ≥ 1
(cfr. lemma 4.1.2). Osserviamo inoltre che e` sufficiente considerare il caso
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m = 1, poiche´, se m > 1 e uh ⇀ u in W 1,m(I), allora uh ⇀ u in W 1,1(I).
Sia allora {uh} una successione convergente debolmente a u in W 1,1(I)
(quindi anche limitata in W 1,1(I)). Per il corollario 1.3.20 al teorema di
Rellich-Kondrachov possiamo assumere, a meno di successioni estratte, che
uh → u in L1(I) e anche uh → u q.o. in I. Supponiamo che F [u] < +∞.
Fissato ε > 0, per il teorema di Severini-Egorov 1.1.14, esiste un compatto
Kε ⊂ I tale che |I \ Kε| < ε e uh ⇒ u in Kε e, per il teorema di Lusin
1.1.15, u e u′ sono continue in Kε; 2 per il teorema di assoluta continuita`
dell’integrale di Lebesgue per funzioni sommabili:ˆ
Kε
F (x, u, u′) dx ≥
ˆ
I
F (x, u, u′) dx+O(ε)
(se F [u] = +∞, possiamo assumere che
ˆ
Kε
F (x, u, u′) dx >
1
ε
).
Poiche´ per l’ipotesi (iii) F e` convessa in p, abbiamo (cfr. osservazione 1.5.3)ˆ
Kε
F (x, uh, u′h) dx ≥
ˆ
Kε
F (x, uh, u′) dx+
ˆ
Kε
Fp(x, uh, u′) (u′h − u′) dx
=
ˆ
Kε
F (x, uh, u′) dx+
ˆ
Kε
Fp(x, u, u′)︸ ︷︷ ︸
limitata
(u′h − u′)︸ ︷︷ ︸
→0
dx
+
ˆ
Kε
[Fp(x, uh, u′)− Fp(x, u, u′)]︸ ︷︷ ︸
→0
(u′h − u′)︸ ︷︷ ︸
equilimtata
dx.
Il primo integrale a secondo membro per h→ +∞ tende a
ˆ
Kε
F (x, u, u′) dx
in virtu` della continuita` di F e del fatto che uh ⇒ u in Kε. Dall’ipotesi (i),
poiche´ u e u′ sono continue su Kε, risulta che Fp(x, u, u′) e` limitata su Kε,
pertanto il secondo integraleˆ
Kε
Fp(x, u, u′) (u′h − u′) dx→ 0 per h→ +∞.
Poiche´ {u′h − u′} e` equilimitata in norma L1(I) (in quanto uh ⇀ u in
W 1,1(I) e quindi anche in W 1,1(Kε)) e Fp(x, uh, u′)− Fp(x, u, u′) converge
uniformemente a zero su Kε per h → +∞ abbiamo che anche il terzo
integraleˆ
Kε
[Fp(x, uh, u′) − Fp(x, u, u′)] (u′h − u′) dx→ 0 per h→ +∞.
In definitiva:
lim inf
h→+∞
ˆ
Kε
F (x, uh, u′h) dx ≥
ˆ
Kε
F (x, u, u′) dx ≥
ˆ
I
F (x, u, u′) dx+O(ε).
2Fissato ε > 0, per il teorema di Severini-Egorov uh ⇒ u in Eε compatto con |I \ Eε| < ε.
Possiamo assumere Eε ⊂ Eε′ per 0 < ε < ε′. Per il teorema di Lusin u e u′ sono continue
in Lε compatto con |I \ Lε| < ε. Allora bastera` prendere Kε := Eε ∩ Lε.
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Dall’arbitrarieta` di ε > 0 e tenendo presente l’ipotesi (ii) segue la tesi. 
Osservazione 3.2.2. L’ipotesi (i) del teorema 3.2.1 puo` essere indebolita
richiedendo che
(i’) F (x, u, p) sia una funzione di Carathe´odory, cioe` F misurabile in x per
ogni (u, p), F continua in (u, p) per q.o. x (De Giorgi 1968 [23])),
o anche, piu` in generale, che
(i”) F (x, u, p) sia misurabile in x per ogni (u, p), e F sia s.c.i. in (u, p) per
q.o. x (Ioffe 1977 [45]).
Ulteriori generalizzazioni che indeboliscono l’ipotesi di semicontinuita` infe-
riore rispetto ad u sono dovute a De Giorgi-Buttazzo-Dal Maso (1983) (per
funzionali autonomi) e Ambrosio (1987) (per funzionali non autonomi).
Conseguenza immediata del teorema 3.2.1 e della compattezza debole in
spazi riflessivi e` il seguente risultato
Teorema 3.2.3 (esistenza per il problema ai limiti, Tonelli).
Sia I = (a, b) ⊂ R intervallo aperto limitato e sia F : I × R × R → R una
Lagrangiana soddisfacente le seguenti condizioni
(i) F (x, u, p) e Fp(x, u, p) sono continue in (x, u, p);
(ii) F (x, u, p) ≥ c |p|m (c > 0, m > 1) per ogni (x, u, p)
(cioe` F (x, u, p) ha crescita superlineare);
(iii) p 7→ F (x, u, p) e` convessa per ogni (x, u).
Allora esiste il minimo di
F [u] =
ˆ
I
F (x, u(x), u′(x)) dx
nella classe
A(α,β) =
{
u ∈W 1,m(I), u(a) = α, u(b) = β}
dove α e β sono numeri reali assegnati.
Dim. Per l’potesi (ii) il funzionale F e` limitato inferiormente. Sia {uh} una
successione minimizzante per F in A(α,β) , cioe`
lim
h→+∞
F [uh] = inf
u∈A(α,β)
F [u] < +∞.
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Allora per l’ipotesi (ii)
c
ˆ
I
|u′h(x)|m dx ≤ F [uh] ≤ costante (indipendente da h)
(F [uh] ≤ inf
u∈A(α,β)
F [u] + 1
h
).
Quindi la successione {u′h} e` equilimitata in Lm(I). D’altra parte, essendo
le uh assolutamente continue, vale (cfr. teorema 1.4.2)
uh(x) = uh(a) +
ˆ x
a
u′h(t) dt = uh(b)−
ˆ b
x
u′h(t) dt
da cui
uh(x) =
1
2
[uh(a) + uh(b)] +
1
2
ˆ b
a
u′h(t) segno(x− t) dt
e quindi
|uh(x)| ≤ 12 |α+ β|+
1
2
ˆ b
a
|u′h(t)| dt ≤
(ˆ b
a
|u′h(t)|m dt
) 1
m
· (b− a)1− 1m .
Pertanto la successione {uh} e` equilimitata in C0(I). La successione {uh} e`
anche equicontinua, anzi equiho¨lderiana con esponente 1− 1
m
, come risulta
da
|uh(x)− uh(y)| ≤
∣∣∣∣ˆ x
y
|u′h(t)| dt
∣∣∣∣ ≤ ||u′h||Lm(I) |˙x− y|1− 1m ∀x, y ∈ I.
Per il teorema di Ascoli-Arzela` 1.3.13 esiste un’estratta
{
uhj
}
tale che
uhj ⇒ u0. In conclusione∥∥uhj∥∥W 1,m(I) ≤ costante indipendente da j.
Poiche´ per m > 1 W 1,m(I) e` riflessivo, esiste un’estratta (che indichiamo
ancora con
{
uhj
}
) convergente debolmente a u0 in W 1,m(I). Inoltre
u0 ∈ A(α,β) (perche´ la successione
{
uhj
}
converge uniformemente a u0).
Per il teorema 3.2.1 di semicontinuita` di Tonelli abbiamo
F [u0] ≤ lim inf
j→+∞
F [uhj ] = lim
h→+∞
F [uh] = inf
u∈A(α,β)
F [u],
per cui
F [u0] = min
u∈A(α,β)
F [u].

Osservazione 3.2.4. I teoremi 3.2.1 e 3.2.3 si estendono senza difficolta` al
caso di Lagrangiane F : I × RN × RN → R (N ≥ 1).
Osservazione 3.2.5. Illustriamo con alcuni esempi il fatto che le condizioni
di coercivita` (ii), di riflessivita` (m > 1) e di convessita` (iii) nel teorema 3.2.3
sono ottimali.
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Esempio 3.2.6 (Weierstrass, I = (0, 1) (cfr. anche obiezione al Princi-
pio di Dirichlet all’inizio di questo capitolo)).
Sia F (x, p) = xp2. Indichiamo con
0 ≤ µ := inf
{
F [u] :=
ˆ 1
0
x [u′(x)]2 dx; u ∈W 1,2((0, 1)), u(0) = 1, u(1) = 0
}
.
Il problema
min
u∈A(1,0)
ˆ 1
0
x (u′(x))2 dx
con
A(1,0) =
{
u ∈W 1,2((0, 1)); u(0) = 1, u(1) = 0}
non ha soluzione.
Dim. Proviamo che µ = 0. Consideriamo, per ogni h ∈ N h ≥ 2 la
successione
uh(x) =

1 se x ∈
[
0,
1
h
)
− log x
log h
se x ∈
(
1
h
, 1
]
Risulta uh ∈W 1,∞((0, 1)), uh(0) = 1, uh(1) = 0 e
F [uh] =
ˆ 1
1
h
x [u′h(x)]
2
dx =
1
log h
→ 0 per h→ +∞,
sicche´ µ = 0. Se esistesse un minimo u ∈ A(1,0), allora dovrebbe risultare
F(u) = 0, cioe` u′ = 0 q.o. in (0, 1), e, poiche´ gli elementi di A(1,0) sono
continui, avremmo u = cost in [0, 1], incompatibile con le condizioni ai
limiti. 
Osserviamo che le ipotesi (i) e (iii) del teorema di esistenza 3.2.3 sono veri-
ficate, mentre non e` verificata la (ii), perche´ la Lagrangiana F (x, p) = xp2
si annulla per x = 0.
L’esempio che segue mostra l’importanza della riflessivita` dello spazio.
Esempio 3.2.7 (curve minimali, m = 1).
Dal punto di vista geometrico, il problema che presentiamo consiste nel cer-
care la curva di lunghezza minima tra quelle che congiungono il centro di una
circonferenza unitaria con un punto della circonferenza stessa. Le soluzioni
sono ovviamente i raggi, ma questi non rientrano nella classe delle funzioni
ammissibili che e` ristretta alle curve esprimibili (in coordinate polari) nella
forma ρ = u (θ). La lunghezza di una curva siffatta e` espressa dall’integraleˆ 2pi
0
√
[u (θ)]2 + [u′ (θ)]2 dθ.
Nell’esempio conserviamo la notazione F [u] :=
ˆ 1
0
F (x, u(x), u′(x)) dx.
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Sia F (x, u, p) :=
√
u2 + p2. Allora il funzionale associato
F [u] :=
ˆ 1
0
√
[u(x)]2 + [u′(x)]2 dx
e` convesso e coercivo (F [u] ≥
ˆ 1
0
|u′| dx e F [u] ≥
ˆ 1
0
|u| dx quindi
F [u] ≥ 1
2
‖u‖W 1,1((0,1))) sullo spazio di Banach non riflessivo W 1,1((0, 1)).
Il problema di minimo
min
u∈A(0,1)
F [u]
dove
A(0,1) =
{
u ∈W 1,1 ((0, 1)) ; u(0) = 0, u(1) = 1}
non ha soluzione.
Dim. Indicato con
µ := inf
u∈A(0,1)
F [u],
proviamo che µ = 1.
Osserviamo dapprima che µ ≥ 1, infatti
F [u] =
ˆ 1
0
√
[u(x)]2 + [u′(x)]2 dx ≥
ˆ 1
0
|u′(x)| dx
≥
ˆ 1
0
u′(x) dx = u(1)− u(0) = 1.
Se consideriamo la successione (h ∈ N)
uh(x) =

0 se x ∈
[
0, 1− 1
h
]
1 + h(x− 1) se x ∈
(
1− 1
h
, 1
]
abbiamo uh ∈W 1,1((0, 1)), uh(0) = 0, uh(1) = 1 e
1 ≤ F [uh] =
ˆ 1
1− 1h
√
[1 + h(x− 1)]2 + h2 dx ≤ 1
h
√
1 + h2 → 1.
per h→ +∞, sicche´ µ = 1.
Se esistesse una soluzione u del problema di minimo dovrebbe aversi
1 = F [u] =
ˆ 1
0
√
[u(x)]2 + [u′(x)]2 dx >
ˆ 1
0
|u′(x)| dx ≥
ˆ 1
0
u′(x) dx = 1.
quindi u = 0 q.o. in (0, 1). Poiche´ gli elementi di A(0,1) sono continui si ha
u ≡ 0 in [0, 1] e cio` e` incompatibile con le condizioni ai limiti. 
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L’ipotesi (iii) del teorema 3.2.3 non puo` essere eliminata.
Esempio 3.2.8 (Bolza).
Sia F (x, u, p) := (1− p2)2 + u2. Indichiamo con
0 ≤ µ := inf
{ˆ 1
0
{[
1− [u′(x)]2
]2
+ [u(x)]2
}
dx; u ∈W 1,4((0, 1)), u(0) = u(1) = 0
}
.
La Lagrangiana F e` chiaramente non convessa rispetto a p. Il problema
min
u∈A(0,0)
ˆ 1
0
{[
1− [u′(x)]2
]2
+ [u(x)]2
}
dx
con
A(0,0) =
{
u ∈W 1,4((0, 1)); u(0) = u(1) = 0} =W 1,40 ((0, 1))
non ha soluzione.
Dim. Proviamo innanzitutto che µ = 0. Per ogni h ∈ N e
0 ≤ k ≤ h− 1, definiamo
uh(x) =

x− k
h
se x ∈
[
2k
2h
,
2k + 1
2h
]
−x+ k + 1
h
se x ∈
(
2k + 1
2h
,
2k + 2
2h
]
.
Risulta uh ∈W 1,∞(0, 1) e
0 ≤ uh(x) ≤ 12h per ogni x ∈ (0, 1),
|u′h(x)| = 1 q.o. in (0, 1),
uh(0) = uh(1) = 0.
Pertanto,
0 ≤ µ ≤
ˆ 1
0
{[
1− [u′h(x)]2
]2
+ [uh(x)]
2
}
dx ≤ 1
4h2
e quindi, per h→ +∞, risulta µ = 0.
Tuttavia, non esiste alcuna funzione u ∈W 1,4((0, 1)) per cui u(0) = u(1) =
0 e tale che ˆ 1
0
{[
1− [u′(x)]2
]2
+ [u(x)]2
}
dx = 0.
Se una tale u esistesse, avremmo u′(x) = ±1 e u = 0 per q.o. x ∈ (0, 1);
poiche´ gli elementi di W 1,40 ((0, 1)) sono continui avremmo u = 0 e quindi
u′ = 0 in [0, 1],che e` incompatibile con u′(x) = ±1.
Pertanto il problema di Bolza non ha soluzione in W 1,40 ((0, 1)). 
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3.3. Estensione dei teoremi di Tonelli a integrali multipli (n ≥ 2)
del Calcolo delle Variazioni in spazi di Sobolev.
La ragione profonda per la limitazione del metodo di Tonelli fu evidenziata
nel 1938, con i lavori di Sobolev e Morrey, lavori relativi agli spazi di Sobolev
e alle loro proprieta` di immersione. In alcuni casi, e.g. quelli in cui il
metodo di Tonelli funziona, la regolarita` delle soluzioni deboli e` automatica
(cfr. teorema 1.3.5(iii)); in generale rimane pero` il difficile problema della
regolarizzazione (cfr. cap. 7).
Passiamo ora a trattare il caso multidimensionale.
Teorema 3.3.1 (semicontinuita` inferiore, Morrey [58]).
Sia Ω ⊂ Rn (n > 1) aperto limitato e sia F : Ω×RN ×Rn×N → R (N ≥ 1)
una Lagrangiana tale che
(i) F (x, u, p) e Fp(x, u, p) sono continue in (x, u, p);
(ii) F (x, u, p) ≥ 0 per ogni (x, u, p);
(iii) p 7→ F (x, u, p) e` convessa per ogni (x, u).
Allora il funzionale
F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx
e` seq. deb. s.c.i. in W 1,mloc (Ω,RN ) per ogni m ≥ 1 (cioe`, se {uh} converge
debolmente in W 1,mloc (Ω,RN ) a u, allora
F [u] ≤ lim inf
h→+∞
F [uh]).
Dim. E’ sufficiente considerare il caso m = 1.
Sia Ω′ ⊂⊂ Ω con ∂Ω′ lipschitziana.
Sia {uh} una successione convergente debolmente in W 1,1(Ω′,RN ) e quin-
di anche limitata in W 1,1(Ω′,RN ). Per il corollario 1.3.20 al teorema di
Rellich-Kondrachov, uh → u in L1(Ω′,RN ) e, per il teorema 1.2.7(v), a
meno di estratte, uh → u q.o. in Ω′.
Fissato ε > 0, esiste un compatto Kε ⊂ Ω′ tale che |Ω′ \ Kε| < ε e
uh ⇒ u in Kε (per il teorema di Severini-Egorov 1.1.14); u e ∇u sono
continue in Kε (per il teorema di Lusin 1.1.15) (cfr. nota 2 in 3.2); inoltre,
per il teorema di assoluta continuita` dell’integrale di Lebesgue (suppostoˆ
Ω′
F (x, u,∇u) dx <∞), abbiamo
ˆ
Kε
F (x, u,∇u) dx ≥
ˆ
Ω′
F (x, u,∇u) dx+O(ε).
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Per l’ipotesi (iii) di convessita` di F in p, abbiamoˆ
Kε
F (x, uh,∇uh) dx
≥
ˆ
Kε
F (x, uh,∇u) dx+
ˆ
Kε
Fpiα(x, uh,∇u) (Dαuih −Dαui) dx
=
ˆ
Kε
F (x, uh,∇u) dx+
ˆ
Kε
Fpiα(x, u,∇u)︸ ︷︷ ︸
limitata
(Dαuih −Dαui)︸ ︷︷ ︸
→0
dx
+
ˆ
Kε
[
Fpiα(x, uh,∇u)− Fpiα(x, u,∇u)
]︸ ︷︷ ︸
→0
(Dαuih −Dαui)︸ ︷︷ ︸
equilimitata
dx.
Il primo integrale a secondo membro per h→ +∞ tende a
ˆ
Kε
F (x, u,∇u) dx
in virtu` della continuita` di F e del fatto che uh ⇒ u in Kε.
Dall’ipotesi (i), poiche´ u e ∇u sono continue su Kε, risulta Fpiα(x, u,∇u)
limitata su Kε, pertanto il secondo integraleˆ
Kε
Fpiα(x, u,∇u) (Dαuih −Dαui) dx→ 0 per h→ +∞.
Poiche´
{
Dαu
i
h −Dαui
}
e` equilimitata in norma L1(Ω′) e, per la continuita`
di Fp,
Fpiα(x, uh,∇u) − Fpiα(x, u,∇u) converge uniformemente a zero su Kε per
h→ +∞, abbiamo che anche il terzo integraleˆ
Kε
[
Fpiα(x, uh,∇u)− Fpiα(x, u,∇u)
]
(Dαuih−Dαui) dx→ 0 per h→ +∞.
In definitiva:
lim inf
h→+∞
ˆ
Kε
F (x, uh,∇uh) dx ≥
ˆ
Kε
F (x, u,∇u) dx ≥
ˆ
Ω′
F (x, u,∇u) dx+O(ε).
Poiche´ F ≥ 0, essendo ε > 0 arbitrario, risulta:
lim inf
h→+∞
ˆ
Ω
F (x, uh,∇uh) dx ≥
ˆ
Ω′
F (x, u,∇u) dx.
Passando all’estremo superiore al variare di Ω′ ⊂⊂ Ω segue la tesi. 
Teorema 3.3.2 (esistenza per il problema di Dirichlet, Morrey).
Sia Ω ⊂ Rn (n > 1) aperto limitato e sia F : Ω × RN × Rn×N → R
(N ≥ 1) una Lagrangiana tale che
(i) F (x, u, p) e Fp(x, u, p) (cioe` Fpiα(x, u, p), i = 1, . . . , N , α = 1, . . . , n)
sono continue in (x, u, p);
(ii) F (x, u, p) ≥ c|p|m (c > 0, m > 1) per ogni (x, u, p) (cioe`, F (x, u, p)
ha crescita in p superlineare) ;
(iii) p 7→ F (x, u, p) e` convessa per ogni (x, u).
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Sia ϕ ∈W 1,m(Ω,RN ) con F [ϕ] < +∞. Allora esiste il minimo di
F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx
nella classe
Aϕ =
{
u ∈W 1,m(Ω,RN ), u− ϕ ∈W 1,m0 (Ω,RN )
}
.
Osservazione 3.3.3. Osserviamo che, per quanto riguarda il teorema 3.3.2
di esistenza nel caso di integrali multipli (n > 1), vi sono alcune precisazioni
da fare riguardo la topologia in W 1,m(Ω) rispetto alla quale si studia la
sequenziale compattezza della successione minimizzante.
Nel caso m > n si puo` dimostrare l’esistenza del minimo del funzionale F
come nel caso della dimensione n = 1, in virtu` dell’immersione di Morrey
(teorema 1.3.5(iii)) e utilizzando quindi il criterio di compattezza di Ascoli-
Arzela`.
Nel caso 1 < m ≤ n il teorema di Ascoli-Arzela` non e` piu` sufficiente; il
teorema basilare in questo ambito e` il teorema di compattezza di Rellich-
Kondrachov 1.3.16.
Dim. [teorema 3.3.2]
Per l’ipotesi (ii) il funzionale F e` limitato inferiormente. Sia {uh} una
successione di Aϕ minimizzante, cioe`
lim
h→+∞
F [uh] = inf
u∈Aϕ
F [u] < +∞.
Allora, per l’ipotesi (ii):
c ‖∇uh‖mLm(Ω,Rn×N ) ≤ F [uh] ≤ costante (indipendente da h).
D’altra parte, poiche´ uh − ϕ ∈ W 1,m0
(
Ω,RN
)
, per la disuguaglianza di
Poincare´ 1.3.7, abbiamo
‖uh‖Lm(Ω,RN ) ≤ ‖uh − ϕ‖Lm(Ω,RN ) + ‖ϕ‖Lm(Ω,RN )
≤ c
(
‖∇ (uh − ϕ)‖Lm(Ω,Rn×N ) + ‖ϕ‖Lm(Ω,RN )
)
≤ costante indipendente da h.
In conclusione
||uh||W 1,m(Ω,RN ) ≤ costante indipendente da h.
Poiche´ per m > 1 W 1,m(Ω,RN ) e` riflessivo, esiste una successione estratta{
uhj
}
convergente debolmente a u0 in W 1,m(Ω,RN ). Inoltre, poiche´ Aϕ
e` convesso e W 1,m0 (Ω,RN ) e` un sottospazio chiuso di W 1,m(Ω,RN ), per il
teorema di Mazur 1.6.6 u0 ∈ Aϕ. Per il teorema 3.3.1 di semicontinuita`
inferiore abbiamo
F [u0] ≤ lim inf
j→+∞
F [uhj ] = lim
h→+∞
F [uh] = inf
u∈Aϕ
F [u],
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sicche´ u0 e` minimo per F . 
Osservazione 3.3.4. Caso modello: Come immediata applicazione del
teorema precedente abbiamo la dimostrazione del Principio di Dirichlet
(N = 1) in W 1,2(Ω): il problema
min
u∈Aϕ
D[u]
(
= min
u∈Aϕ
1
2
ˆ
Ω
|∇u(x)|2 dx
)
dove Ω ⊂ Rn e` aperto limitato, ϕ ∈ W 1,2(Ω) e` una funzione assegna-
ta (evidentemente D[ϕ] < +∞), ha un’unica (teorema 4.5.4 successivo)
soluzione di classe W 1,2(Ω) in Aϕ.
Proveremo la regolarita` interna della soluzione (debole) del Principio di
Dirichlet in 7.4 (teoremi 7.4.1 e 7.4.5).

CAPITOLO 4
Semicontinuita` forte-debole su spazi prodotto
In questo capitolo dimostriamo risultati di semicontinuita` per funzionali del
tipo F [u, v] :=
ˆ
Ω
F (x, u(x), v(x)) dx con F : Ω ⊆ Rn×RN ×Rν → R, (cfr.
teoremi 4.3.4 e 4.4.1) particolarmente utili per dimostrare teoremi di esi-
stenza in teoria del controllo ottimale: in tale contesto F [u, v] rappresenta
il costo totale da minimizzare e si interpreta u come stato del sistema e v
come la funzione di controllo, usualmente legate da una equazione differen-
ziale.
Nei problemi classici del Calcolo delle Variazioni e` v = ∇u : Ω → Rν con
ν = n×N .
4.1. Risultati di De Giorgi e di Ioffe.
L’ipotesi (i) del teorema 3.3.1 di Morrey puo` essere indebolita. A tal fine
premettiamo la seguente definizione.
Definizione 4.1.1. Diciamo che una funzione g : Ω ⊆ Rn × Rk → R e` di
Carathe´odory se:
(i) g(x, y) e` misurabile in x per ogni y ∈ Rk;
(ii) g(x, y) e` continua in y per q.o. x ∈ Ω.
Il lemma che segue garantisce che i funzionali (integrali) variazionali che
considereremo nel seguito sono ben definiti sugli spazi di Sobolev.
Lemma 4.1.2.
Sia g : Ω ⊆ Rn × Rk → R una funzione di Carathe´odory. Allora, per ogni
funzione misurabile w : Ω→ Rk, la funzione composta
x 7−→ g(x,w(x))
e` misurabile in Ω.
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Dim. Poiche´ w e` misurabile esiste una successione di funzioni semplici sj
sj(x) =
lj∑
i=1
λiχAi(x)
dove λi (i = 1, . . . , lj) sono numeri reali e χAi sono le funzioni caratteristiche
di A1, A2, · · · , Alj insiemi misurabili e disgiunti con
lj⋃
i=1
Ai = Ω, tale che
lim
j→+∞
sj(x) = w(x) q.o. in Ω.
Osservato che per ogni a ∈ R l’insieme
{x ∈ Ω : g(x, sj(x)) > a} =
lj⋃
i=1
{x ∈ Ai : g(x, λi) > a}
e` misurabile (essendo g misurabile in x), deduciamo che g(x, sj(x)) e` misu-
rabile.
Poiche´ g e` continua rispetto alla seconda variabile risulta
lim
j→+∞
g(x, sj(x)) = g(x,w(x))
per q.o. x ∈ Ω. Ne segue che g(x,w(x)) e` misurabile (cfr. osservazione
1.1.6(iii)). 
4.2. Funzionali convessi e sequenziale debole semicontinuita`
inferiore.
Allo scopo di pervenire alla s.c.i. forte-debole in spazi prodotto (teorema
4.3.4) proviamo preliminarmente due proposizioni e facciamo delle conside-
razioni conseguenti (osservazione (4.2.3)).
Proposizione 4.2.1. Sia F : Ω× Rk → [0,+∞] una Lagrangiana tale che
(i) F (x, y) e` di Carathe´odory.
Sia {yh} una successione tale che yh → y in L1(Ω,Rk).
Allora ˆ
Ω
F (x, y(x)) dx ≤ lim inf
h→+∞
ˆ
Ω
F (x, yh(x)) dx.
(cioe`,
ˆ
Ω
F (x, y(x)) dx e` seq. fortemente s.c.i. in L1
(
Ω,Rk
)
).
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Dim. L’integrale
ˆ
Ω
F (x, y(x)) dx e` ben definito per il lemma 4.1.2. Sia{
yhj
}
una successione estratta da {yh} tale che
lim
j→+∞
ˆ
Ω
F (x, yhj (x)) dx = lim inf
h→+∞
ˆ
Ω
F (x, yh(x)) dx. (4.36)
Poiche´, ovviamente, yhj → y in L1(Ω,Rk) risulta, a meno di estratte,
yhj (x)→ y(x) per q.o. x ∈ Ω.
Per la continuita` di F (x, ·) si ha:
lim
j→+∞
F (x, yhj (x)) = F (x, y(x)) per q.o. x ∈ Ω. (4.37)
Allora, per il lemma di Fatou (teorema 1.1.10), risulta:ˆ
Ω
lim inf
j→+∞
F (x, yhj (x)) dx ≤ lim inf
j→+∞
ˆ
Ω
F (x, yhj (x)) dx
e quindi, da (4.37) e (4.36) segueˆ
Ω
F (x, y(x)) dx ≤ lim inf
h→+∞
ˆ
Ω
F (x, yh(x)) dx.

Proposizione 4.2.2. Sia F : Ω× Rk → [0,+∞] una Lagrangiana tale che
(i) F (x, y) e` di Carathe´odory;
(ii) y 7→ F (x, y) e` convessa per q.o. x ∈ Ω.
Sia {yh} una successione tale che yh ⇀ y in L1(Ω,Rk).
Allora ˆ
Ω
F (x, y(x)) dx ≤ lim inf
h→+∞
ˆ
Ω
F (x, yh(x)) dx.
(cioe`,
ˆ
Ω
F (x, y(x)) dx e` seq. deb. s.c.i. in L1(Ω,Rk)).
Dim. Basta applicare il corollario 1.6.7 tenendo conto della proposizione
4.2.1. 
Osservazione 4.2.3. Nella precedente proposizione 4.2.2 si vede il ruolo
svolto dalla convessita` nel passaggio dalla topologia forte, proposizione 4.2.1,
alla topologia debole.
Peraltro la convessita` di F (x, ·) si traduce, nel caso del funzionale
F [u, v] =
ˆ
Ω
F (x, u(x), v(x)) dx,
nella convessita` di F (x, u, v) nella coppia (u, v), che e` ancora un’ipotesi
troppo forte nelle applicazioni, per cui il risultato precedente e` significativo
nel caso in cui F = F (x, v), cioe` la Lagrangiana e` indipendente da u.
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D’altra parte, per il corollario 1.3.20 del teorema di compattezza di Rellich-
Kondrachov 1.3.16, la convergenza debole delle derivate implica la conver-
genza forte delle funzioni. Nel caso v = ∇u, questo suggerisce che mentre
da un lato, dovendo limitarci alla convergenza debole delle derivate, la con-
vessita` della Lagrangiana F (x, u, v) rispetto alla variabile v sia in qualche
modo essenziale per la semicontinuita`, dall’altro si possa usare la conver-
genza forte per le funzioni, e dunque limitarsi a supporre la sola continuita`
rispetto alla variabile u.
4.3. Teorema di semicontinuita` di De Giorgi.
Iniziamo con un primo risultato in cui la Lagrangiana F e` assunta molto
regolare.
Proposizione 4.3.1. Siano Ω ⊂ Rn (n ≥ 1) aperto limitato, M ⊆ RN
chiuso (N ≥ 1) e sia F : Ω×M × Rν → R (ν ≥ 1) una Lagrangiana tale
che
(i) F (x, u, v) e Fv(x, u, v) (cioe` Fvi(x, u, v), i = 1, . . . , ν) sono continue
in Ω×M × Rν ;
(ii) F (x, u, v) ≥ 0;
(iii) v 7→ F (x, u, v) e` convessa in Rν per q.o. x ∈ Ω e per ogni u ∈M .
Allora il funzionale F [u, v] e` per ogni Ω′ ⊂⊂ Ω seq. s.c.i. nello spazio
prodotto L1forte(Ω
′,M)× L1debole(Ω′,Rν).
Dim. Sia {uh} una successione di L1(Ω,M) 1, uh → u in L1(Ω,M), e {vh}
una successione di L1(Ω,Rν), vh ⇀ v in L1(Ω,Rν). Sia Ω′ ⊂ ⊂ Ω. Per i
teoremi di Severini-Egorov 1.1.14, di Lusin 1.1.15 e dell’assoluta continuita`
dell’integrale di Lebesgue, fissato ε > 0 esiste un compatto Kε ⊂ Ω′ con
|Ω′ \Kε| < ε tale che uh ⇒ u in Kε, u e v sono continue in Kε e
ˆ
Kε
F (x, u, v) dx ≥
ˆ
Ω′
F (x, u, v) dx+O(ε).
1u ∈ L1(Ω,M) significa che u ∈ L1(Ω,RN ) e u(x) ∈M per q.o. x ∈ Ω.
Introduzione al CALCOLO DELLE VARIAZIONI 81
Per l’ipotesi (iii) di convessita` di F in v, abbiamoˆ
Kε
F (x, uh, vh) dx ≥
ˆ
Kε
F (x, uh, v) dx+
ˆ
Kε
Fvi(x, uh, v) (vih − vi) dx
=
ˆ
Kε
F (x, uh, v) dx+
ˆ
Kε
Fvi(x, u, v)︸ ︷︷ ︸
limitata
(vih − vi) dx
+
ˆ
Kε
[Fvi(x, uh, v)− Fvi(x, u, v)]︸ ︷︷ ︸
→0
(vih − vi) dx.
Se si passa al limite per h → +∞, il primo integrale a secondo membro
tende a
ˆ
Kε
F (x, u, v) dx in virtu` della continuita` di F (x, ·, v) e del fatto che
uh ⇒ u in Kε.
Dall’ipotesi (i), poiche´ u e v sono continue suKε, risulta Fvi(x, u, v) limitata
su Kε, pertanto il secondo integraleˆ
Kε
Fvi(x, u, v) (vih − vi) dx→ 0 per h→ +∞.
Poiche´ le funzioni (vih − vi) sono equilimitate in norma L1(Ω′) e
Fvi(x, uh, v)− Fvi(x, u, v) converge uniformemente a zero su Kε per
h→ +∞, abbiamo che anche il terzo integraleˆ
Kε
[Fvi(x, uh, v)− Fvi(x, u, v)] (vih − vi) dx→ 0 per h→ +∞.
In definitiva abbiamo
lim inf
h→+∞
ˆ
Kε
F (x, uh, vh) dx ≥
ˆ
Kε
F (x, u, v) dx ≥
ˆ
Ω′
F (x, u, v) dx+O(ε).
Poiche´ F ≥ 0 ed essendo ε > 0 arbitrario, abbiamo
lim inf
h→+∞
ˆ
Ω
F (x, uh, vh) dx ≥
ˆ
Ω′
F (x, u, v) dx;
prendendo l’estremo superiore al variare di Ω′ ⊂⊂ Ω, otteniamo la tesi. 
Per indebolire l’ipotesi (i) di continuita` per F e Fv richiesta nella propo-
sizione 4.3.1, premettiamo i seguenti lemmi.
Lemma 4.3.2. Sia Σ ⊂ Rn aperto, con |Σ| < +∞, e sia {vh} una succes-
sione convergente debolmente in Lm(Σ) (m > 1) a una funzione v. Posto,
per L > 0,
vL :=
{
v se |v| ≤ L
0 altrimenti, ,
si ha che per ogni intero L esistono una sottosuccessione
{
vhj
}
e una fun-
zione zL tale che vLhj ⇀ z
L in L2(Σ). Inoltre, per L→ +∞, la successione{
zL
}
tende a v in L1(Σ).
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Dim. La successione
{
vLh
}
e` limitata, quindi lo e`, in particolare, in L2(Σ),
perche´
∣∣vLh ∣∣ ≤ L e |Σ| < +∞; allora da essa possiamo estrarre una sotto-
successione (che indichiamo per brevita` con
{
vLh
}
) debolmente convergente
ad una funzione zL ∈ L2(Σ). Questo e` possibile perche´ L2(Σ) e` uno spazio
di Hilbert, quindi riflessivo.
Sia ora ϕ ∈ L∞(Σ) e poniamo Σh,L := {x ∈ Σ : |vh(x)| > L}. Abbiamo:ˆ
Σ
(
vh − vLh
)
ϕdx =
ˆ
Σh,L
vhϕdx ≤ sup
Σ
|ϕ|
ˆ
Σh,L
|vh| dx. (4.38)
Per la disuguaglianza di Chebyshev 1.2.2 abbiamo:
|Σh,L| ≤
(‖vh‖Lm(Σ)
L
)m
≤ cL−m, essendo ‖vh‖mLm(Σ) ≤ c (indipendente da
h) poiche´ vh converge debolmente in Lm(Σ). Applicando la disuguaglianza
di Ho¨lder otteniamoˆ
Σh,L
|vh| dx ≤ |Σh,L|1−
1
m ‖vh‖Lm(Σ) .
In conclusione possiamo asserire che, fissato ε > 0, l’integrale
ˆ
Σh,L
|vh| dx
puo` essere reso minore di ε prendendo L sufficientemente grande ma in-
dipendente da h. A questo punto in (4.38) passiamo al limite per h→ +∞
e, tenendo conto che vh → v e che vLh → zL, otteniamoˆ
Σ
(
v − zL)ϕdx ≤ ε sup |ϕ|
per ogni ϕ ∈ L∞(Σ) e per L > L(ε).
Scelta ora ϕ = H
(
v − zL) dove H e` la funzione di Heaviside, risulta:
ˆ
Σ
∣∣v − zL∣∣ dx ≤ ε ∀L > L(ε).
Pertanto zL → v in L1 (Σ). 
Lemma 4.3.3. Siano K ⊂ Rn compatto,M ⊂ RN chiuso e sia F : K ×M × Rν → R
una Lagrangiana tale che
(i) F (x, u, v) e` continua in K ×M × Rν ;
(ii) F (x, u, v) ≥ 0;
(iii) v 7→ F (x, u, v) e` convessa in Rν per ogni (x, u) ∈ K ×M .
Se uh ⇒ u in K e vh ⇀ v in Lm(K,Rν), con m > 1, risultaˆ
K
F (x, u, v) dx ≤ lim inf
h→+∞
ˆ
K
F (x, uh, vh) dx.
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Dim. Possiamo supporre, passando eventualmente ad una sottosuccessione,
che la successione degli integrali
ˆ
K
F (x, uh, vh) dx abbia limite.
Sia sup
h
‖uh‖L∞(K,M) ≤ R e sia MR = M ∩ BR. Dalla proposizione 4.2.2 e
dal lemma 4.3.2 deduciamoˆ
K
F (x, u, v) dx ≤ lim inf
L→+∞
ˆ
K
F (x, u, zL) dx (4.39)
e ˆ
K
F (x, u, zL) dx ≤ lim inf
h→+∞
ˆ
K
F (x, u, vLh ) dx. (4.40)
D’altra parte, poiche´ F ≥ 0, abbiamoˆ
K
F (x, u, vLh ) dx =
ˆ
K
F (x, uh, vLh ) dx+
ˆ
K
[
F (x, u, vLh )− F (x, uh, vLh )
]
dx
=
ˆ
K\Kh,L
F (x, uh, vh) dx+
ˆ
Kh,L
F (x, uh, 0) dx
+
ˆ
K
[
F (x, u, vLh )− F (x, uh, vLh )
]
dx
≤
ˆ
K
F (x, uh, vh) dx+
ˆ
Kh,L
F (x, uh, 0) dx
+
ˆ
K
[
F (x, u, vLh )− F (x, uh, vLh )
]
dx (4.41)
dove Kh,L := {x ∈ K : |vh(x)| > L}.
Per h → +∞ il terzo integrale nell’ultimo membro di (4.41) tende a zero
poiche´ F e` uniformemente continua sul compatto K ×MR ×BνL e uh ⇒ u
in K.
Per il secondo integrale sempre nell’ultimo membro di (4.41) abbiamo la
maggiorazione indipendente da h:ˆ
Kh,L
F (x, uh, 0) dx ≤ sup
K×MR
F (x, u, 0) · |Kh,L| (4.42)
≤ sup
K×MR
F (x, u, 0) ·
 suph ‖vh‖Lm(K,Rν)
L
m ,
per la disuguaglianza di Chebyshev 1.2.2. In definitiva, da (4.40), (4.41) e
(4.42), otteniamoˆ
K
F (x, u, zL) dx ≤ lim inf
h→+∞
ˆ
K
F (x, uh, vh) dx
+ sup
K×MR
F (x, u, 0) ·
 suph ‖vh‖Lm(K,Rν)
L
m ,
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da cui la tesi per L→ +∞, tenuto conto di (4.39). 
A questo punto passiamo a dimostrare il teorema principale di questo capi-
tolo.
Teorema 4.3.4 (semicontinuita` inferiore, De Giorgi, 1968 [23]).
Siano Ω ⊂ Rn(n ≥ 1) aperto limitato, M ⊆ RN chiuso (N ≥ 1) e sia
F : Ω×M × Rν → R (ν ≥ 1) una Lagrangiana tale che
(i) F (x, u, v) e` di Carathe´odory (cioe` misurabile in x per ogni
(u, v) ∈M × Rν e continua in (u, v) per q.o. x ∈ Ω);
(ii) F (x, u, v) ≥ 0;
(iii) v 7→ F (x, u, v) e` convessa in Rν per q.o. x ∈ Ω e per ogni u ∈M .
Allora il funzionale
F [u, v] =
ˆ
Ω
F (x, u(x), v(x)) dx
e` seq. s.c.i. nello spazio prodotto L1(Ω,M) × L1(Ω,Rν) dove L1(Ω,M) e`
dotato della topologia forte e L1(Ω,Rν) e` dotato della topologia debole.
(i.e. se {uh} , u ∈ L1(Ω,M) e uh → u in L1loc(Ω,M) e se {vh} , v ∈
L1(Ω,Rν) e vh ⇀ v in L1loc(Ω,Rν), allora
F [u, v] =
ˆ
Ω
F (x, u(x), v(x)) dx
≤ lim inf
h→+∞
ˆ
Ω
F (x, uh(x), vh(x)) dx = lim inf
h→∞
F [uh, vh]).
Dim. Siano {uh} una successione di L1(Ω,M), uh → u in L1loc(Ω,M), e {vh}
una successione di L1(Ω,Rν), vh ⇀ v in L1loc(Ω,Rν). Possiamo supporre (a
meno di estratte) che esista
lim
h→+∞
ˆ
Ω
F (x, uh, vh) dx =: λ
e che uh → u q.o. in Ω.
Sia Ω′ ⊂ ⊂ Ω. Per l’assoluta continuita` dell’integrale di Lebesgue, fis-
sato ε > 0 esiste δε > 0 tale che se Σ ⊂ Ω′ e |Σ| < δε allora risulta 2ˆ
Σ
F (x, u, v) dx < ε.
2Se
ˆ
Ω′
F (x, u, v) dx = +∞,
ˆ
Ω′\Σ
F (x, u, v) dx >
1
ε
.
Introduzione al CALCOLO DELLE VARIAZIONI 85
Dai teoremi di Lusin 1.1.15 e di Severini-Egorov 1.1.14 e dal teorema di
Scorza Dragoni 1.1.16 abbiamo che esistono un compatto Kε ⊂ Ω′ e un
numero reale R > 0, tali che |Ω′ \Kε| < δε e
a. uh, u ∈ C0(Kε,M), sup
Kε
|u| ≤ R, sup
Kε
|uh| ≤ R;
b. uh ⇒ u in Kε;
c. F (x, u, v) ha restrizione continua in Kε ×M × Rν .
Dal lemma 4.3.3 otteniamoˆ
Kε
F (x, u, v) dx ≤ lim inf
h→+∞
ˆ
Kε
F (x, uh, vh) dx ≤ λ
e quindi 3 ˆ
Ω′
F (x, u, v) dx < λ+ ε
(infatti, poiche´ |Ω′ \Kε| < δε, risulta
´
Ω′\Kε F (x, u, v) dx < ε e quindiˆ
Ω′
F (x, u, v) dx =
ˆ
Ω′\Kε
F (x, u, v) dx+
ˆ
Kε
F (x, u, v) dx < ε+ λ ).
Cio` implica, poiche´ ε > 0 e` arbitrario, che
ˆ
Ω′
F (x, u, v) dx ≤ λ per ogni
Ω′ ⊂ ⊂ Ω, e dunque la tesi. 
Osservazione 4.3.5. Nel teorema 4.3.4 possiamo indebolire ulteriormente
l’ipotesi (i) richiedendo:
(i’) x 7→ F (x, u, v) e` misurabile per ogni (u, v) e
u 7→ F (x, u, v) e` continua per q.o. x ∈ Ω e per ogni v ∈ Rν ,
in quanto con l’ipotesi (iii) di convessita` in v, deduciamo che
(u, v) 7→ F (x, u, v) e` continua per q.o. x ∈ Ω 4.
In particolare dal teorema 4.3.4 segue il seguente risultato di debole semi-
continuita` inferiore per il funzionale F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx.
3Se
ˆ
Ω′
F (x, u, v) dx = +∞ risulta 1
ε
<
ˆ
Kε
F (x, u, v) dx ≤ λ e dunque λ = +∞.
4Lemma. Sia f(u, v) continua rispetto ad u ∈ RN per ogni v ∈ Rν e convessa rispetto a
v ∈ Rν per ogni u ∈ RN . Allora f e` continua in v uniformemente rispetto ad u e quindi
e` continua globalmente in (u, v) ∈ RN × Rν .
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Corollario 4.3.6 (semicontinuita` inferiore).
Siano Ω ⊂ Rn (n ≥ 1) aperto limitato e M ⊆ RN (N ≥ 1) chiuso e sia
F : Ω×M × Rn×N → R una Lagrangiana tale che
(i) F (x, u, p) e` di Carathe´odory;
(ii) F (x, u, p) ≥ 0;
(iii) p 7→ F (x, u, p) e` convessa in Rn×N per q.o. x ∈ Ω e per ogni u ∈M .
Allora il funzionale
F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx
e` seq. deb. s.c.i. in W 1,1loc (Ω,M).
Dim. Sia Ω′ ⊂⊂ Ω con ∂Ω′ lipschitziana e sia uh ⇀ u in W 1,1(Ω′,M).
Allora, per il corollario 1.3.20 del teorema di Rellich-Kondrachov, uh → u
in L1(Ω′,M). Scegliendo vh = ∇uh nel teorema 4.3.4, otteniamo la tesi. 
Osservazione 4.3.7. Se l’aperto Ω non e` limitato, il teorema 4.3.4 e il
corollario 4.3.6 continuano a sussistere, osservato che
lim inf
h→+∞
ˆ
Ω
F (x, uh, vh) dx ≥ lim inf
h→+∞
ˆ
Ω∩BR
F (x, uh, vh) dx
≥
ˆ
Ω∩BR
F (x, u, v) dx
e passando poi al limite per R→ +∞.
Osservazione 4.3.8. Usando la disuguaglianza di Ho¨lder e l’osservazione
4.3.7 segue che nel teorema 4.3.4 alla topologia
L1loc(Ω,M)forte × L1loc(Ω,Rν)debole si puo` sostituire quella di
Ltloc(Ω,M)forte × Lmloc(Ω,Rν)debole con t ≥ 1 ed m > 1 e supporre, al posto
della condizione (ii) F (x, u, v) ≥ 0, la condizione piu` generale
F (x, u, v) ≥ −c
(
|v|r + |u|t
)
− h(x)
con h ∈ L1(Ω), c > 0 ed 1 ≤ r < m.
4.4. Teorema di semicontinuita` di Ioffe.
Generalizzazione del precedente teorema 4.3.4 e` il seguente risultato che per
brevita` riportiamo senza dimostrazione (cfr. [45]).
Teorema 4.4.1 (semicontinuita` inferiore, Ioffe, 1977 [5] [6]).
Sia Ω ⊂ Rn (n ≥ 1) aperto e sia
F : Ω× RN × Rν → R (N, ν ≥ 1) una Lagrangiana tale che
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(i) F (x, u, v) e` M (Rn)⊗ B(RN )⊗ B(Rν)-misurabile 5 e
per Ln q.o. x ∈ Ω (u, v) 7→ F (x, u, v) e` s.c.i. in RN × Rν (cioe` F e`
una funzione normale);
(ii) F (x, u, v) ≥ 0;
(iii) v 7→ F (x, u, v) e` convessa in Rν per Ln q.o. x ∈ Ω e per ogni u ∈ RN .
Allora il funzionale
F [u, v] =
ˆ
Ω
F (x, u(x), v(x)) dx
e` seq. s.c.i. nello spazio prodotto L1(Ω,RN )×L1(Ω,Rν) dove L1(Ω, RN ) e`
dotato della topologia forte e L1(Ω,Rν) e` dotato della topologia debole
(i.e. se {uh} , u ∈ L1(Ω,RN ), uh → u in L1loc(Ω,RN )
e se {vh} , v ∈ L1(Ω,Rν), vh ⇀ v in L1loc(Ω,Rν), alloraˆ
Ω
F (x, u(x), v(x)) dx ≤ lim inf
h→+∞
ˆ
Ω
F (x, uh(x), vh(x)) dx ).
In [45] e` anche provato che la semicontinuita` di (u, v) 7→ F (x, u, v) e la
convessita` di v 7→ F (x, u, v) sono necessarie per la s.c.i..
Esempio 4.4.2 (Ioffe, 1977). Il teorema di semicontinuita` inferiore 4.3.4
esteso come espresso nell’osservazione 4.3.8, non sussiste per r = m, nem-
meno in dimensione uno.
Per dimostrare cio`, consideriamo il funzionale
F [u, v] =
ˆ 1
0
(∣∣∣u
x
∣∣∣m′ · 1
m′
+
u
x
v
)
dx,
e le successioni
uh(x) =

xh1/m
′
se 0 < x <
1
h
0 se
1
h
≤ x < 1,
vh(x) =

−h1/m se 0 < x < 1
h
0 se
1
h
≤ x < 1.,(
1
m
+
1
m′
= 1
)
.
Risulta F (x, u, v) ≥ −|v|
m
m
(in quanto per la disuguaglianza di Young
5M (Rn) indica la σ-algebra dei sottoinsiemi di Rn misurabili secondo Lebesgue;
B(Rk) indica la σ-algebra dei sottoinsiemi di Borel di Rk.
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|v|
∣∣∣u
x
∣∣∣ ≤ |v|m
m
+
∣∣∣u
x
∣∣∣m′ · 1
m′
), e inoltre uh ⇒ 0, e vh ⇀ 0 in Lm ((0, 1)).
D’altra parte F [0, 0] = 0, mentre F [uh, vh] = − 1
m
.
4.5. Teorema di esistenza e unicita` dei minimi per problemi
variazionali.
Vediamo come il corollario 4.3.6 di semicontinuita` inferiore per il funzionale
F [u] =
ˆ
Ω
F (x, u,∇u) dx con Lagrangiana F : Ω ×M × Rn×N → R puo`
essere utilizzato per dimostrare l’esistenza di minimi per F [·].
Per il teorema di Weierstrass-Fre´chet 3.1.1 sara` sufficiente provare che e-
siste una successione minimizzante che converge nella topologia debole di
W 1,1loc (Ω,M). Lo spazio W
1,1
loc (Ω) non e` riflessivo e quindi in generale poco
adatto allo scopo; tuttavia, poiche´ una successione che converge debolmente
in W 1,mloc (Ω,M) (m > 1) e` anche debolmente convergente in W
1,1
loc (Ω,M),
sara` sufficiente trovare una successione minimizzante che converge debol-
mente in W 1,mloc (Ω) per qualche m > 1. Poiche´ quest’ultimo e` uno spazio
riflessivo, bastera` trovare una successione minimizzante limitata inW 1,mloc (Ω)
per qualche m > 1.
Sussiste il seguente risultato (piu` generale del teorema 3.3.2).
Teorema 4.5.1 (esistenza per il problema di Dirichlet).
Siano Ω ⊂ Rn (n ≥ 1) aperto limitato, M ⊆ RN (N ≥ 1) chiuso e sia
F : Ω×M × Rn×N → R una Lagrangiana tale che il funzionale
F [u] =
ˆ
Ω
F (x, u,∇u) dx sia seq. deb. s.c.i. in W 1,mloc (Ω,M), m > 1 6.
Sia inoltre F (x, u, p) ≥ c|p|m (c = costante > 0,m > 1) per ogni (x, u, p)
(cioe` F (x, u, p) ha crescita superlineare per |p| → +∞).
Allora esiste il minimo di
F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx
nella classe
Aϕ =
{
u ∈W 1,m(Ω,M), u− ϕ ∈W 1,m0 (Ω,M)
}
assegnata ϕ ∈W 1,m(Ω,M) con F [ϕ] < +∞.
Dim. La dimostrazione e` analoga a quella del teorema 3.3.2. 
6Per questo e` sufficiente che la Lagrangiana soddisfi le condizioni (i), (ii) e (iii) del
corollario 4.3.6
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In generale si puo` richiedere di trovare il minimo del funzionale F [·] tra
tutte le funzioni che verificano opportune condizioni (non necessariamente
di tipo Dirichlet), o, se si vuole, che appartengono ad un sottoinsieme A
(in generale non sequenzialmente compatto) dello spazio W 1,m(Ω,M). A
dovra` essere chiuso nella topologia debole di W 1,m(Ω,M) se si vuole che il
limite di una successione di funzioni di A appartenga ad A, o in altre parole
che il limite verifichi le condizioni richieste.
Il metodo diretto nel Calcolo delle Variazioni e` basato sul seguente teorema.
Teorema 4.5.2 (esistenza).
Siano Ω ⊆ Rn (n ≥ 1) aperto, M ⊆ RN (N ≥ 1) chiuso e sia
F [u] =
ˆ
Ω
F (x, u,∇u) dx un funzionale seq. deb. s.c.i. in W 1,mloc (Ω,M),
m > 1. Sia A un sottoinsieme debolmente chiuso di W 1,m(Ω,M), e sup-
poniamo che
lim
‖u‖W1,m(Ω,M)→+∞
u∈A
F [u] = +∞
(cioe` F [·] sia coercivo in A).
Allora F [·] ammette minimo in A.
Osservazione 4.5.3. In sintesi, da quanto visto emerge che la convessita` e`
usata per dimostrare la debole semicontinuita` inferiore, mentre la coercivita`
garantisce la compattezza.
Possiamo schematizzare con le implicazioni
(convessita` + forte s.c.i.)
⇓
deb. s.c.i. + coercivita` ⇒ esistenza dei minimi.
⇓
(compattezza)
In generale possono esistere piu` minimi, pertanto per assicurare l’unicita`
richiediamo ulteriori ipotesi.
Sussiste il seguente risultato:
Teorema 4.5.4 (unicita` dei minimi).
Sia F : Ω×Rn×N → R una Lagrangiana tale che F = F (x, p) ∈ C2 (Ω× Rn×N)
(F non dipendente da u); supponiamo inoltre che p 7→ F (x, p) sia uniforme-
mente convessa per ogni x ∈ Ω. Allora se esiste un minimo u ∈ Aϕ di
F [u] =
ˆ
Ω
F (x,∇u(x)) dx esso e` unico.
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Dim. Siano u, u˜ entrambi minimi di F [·] in Aϕ. Allora v := u+ u˜2 ∈ Aϕ.
Per l’ipotesi di uniforme convessita` esiste θ > 0 tale che
Fpα pβ (x, p) ξα ξβ ≥ θ|ξ|2 (p, ξ ∈ Rn, x ∈ Ω),
pertanto
F (x, p) ≥ F (x, q) + Fp(x, q) · (p− q) + θ2 |p− q|
2 (p, q ∈ Rn, x ∈ Ω).
Posto q =
∇u+∇u˜
2
, p = ∇u, e integrando su Ω abbiamo
F [u] ≥ F [v]+
ˆ
Ω
Fp
(
x,
∇u+∇u˜
2
)
·
(∇u−∇u˜
2
)
dx+
θ
8
ˆ
Ω
|∇u−∇u˜|2 dx.
Analogamente, posto q =
∇u+∇u˜
2
, p = ∇u˜, otteniamo
F [u˜] ≥ F [v]+
ˆ
Ω
Fp
(
x,
∇u+∇u˜
2
)
·
(∇u˜−∇u
2
)
dx+
θ
8
ˆ
Ω
|∇u−∇u˜|2 dx.
Sommando e dividendo per 2, deduciamo che
F [u] + F [u˜]
2
≥ F [v] + θ
8
ˆ
Ω
|∇u−∇u˜|2 dx.
Poiche´ F [u] = F [u˜] = min
w∈Aϕ
F [w] ≤ F [v], deduciamo che ∇u = ∇u˜ q.o. in
Ω. Per la disuguaglianza di Poincare´ 1.3.7, segue che u = u˜ q.o. in Ω. 
4.6. Un risultato di esistenza nella teoria del controllo ottimo.
I Problemi di controllo ottimo (cfr. ad esempio [50]) sono problemi di mini-
mo che descrivono il comportamento di sistemi che possono essere modificati
dall’azione di un operatore; pertanto e` presente una coppia di variabili (u, v):
una, la variabile di stato u descrive lo stato del sistema e non puo` essere
modificata dall’azione diretta dell’operatore, invece l’altra, la variabile di
controllo v, e` sotto il controllo diretto dell’operatore che, per raggiungere
un fissato obiettivo, puo` scegliere la strategia tra quelle ammissibili, operan-
do sulla variabile di controllo attraverso una equazione di stato.
Lo scopo e` perseguito attraverso un problema di minimo di un funzionale
costo che dipende da (u, v).
Diamo qui un esempio di applicazione del teorema di s.c.i. 4.3.4 in teoria
dei controlli.
Esempio 4.6.1. Sia (il funzionale di costo totale)
F [u, v] :=
ˆ
Ω
|v(x)|2 dx+
ˆ
Ω
g (u(x)− U(x)) dx,
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dove Ω e` un aperto limitato di Rn con frontiera lipschitziana, U rappresenta
uno “stato obiettivo” e g ≥ 0 e` continua.
Supponiamo che per mezzo della funzione di controllo v, il conseguente stato
u sia governato dall’equazione di stato{
∆u = v in Ω
u = 0 su ∂Ω.
L’integrale
ˆ
Ω
|v(x)|2 dx puo` interpretarsi come il costo del controllo v,
mentre l’integrale
ˆ
Ω
g (u(x)− U(x)) dx rappresenta il prezzo da pagare se
non si raggiunge lo stato obiettivo U .
Consideriamo allora il problema
min
(u,v)∈W 2,2(Ω)×L2(Ω)
{F [u, v] ; ∆u = v in Ω, u = 0 su ∂Ω} .
Per il teorema 4.3.4 il funzionale F e` s.c.i. per la convergenza debole in v
e forte in u in L2 (Ω).
Sia {vh} una successione minimizzante di controlli e sia {uh} la corrispon-
dente successione degli stati.
Dalla teoria delle equazioni ellittiche (cfr. [37] cap. 10) {uh} ⊂ W 2,2 (Ω)
e
‖uh‖W 2,2(Ω) ≤ c ‖vh‖L2(Ω) per ogni h ∈ N.
Dalla limitatezza di {vh} in L2 (Ω) segue la limitatezza in W 2,2 (Ω) di {uh},
pertanto (passando eventualmente ad una sottosuccessione) possiamo sup-
porre che uh → u0 e vh ⇀ v0 in L2 (Ω). Per il teorema 4.3.4 (u0, v0) e` la
coppia minimizzante e v0 e` il controllo ottimale.

CAPITOLO 5
Caso vettoriale.
Funzioni quasi-convesse, policonvesse,
convesse di rango uno e loro relazioni
Il teorema 4.3.4 e il corollario 4.3.6 sono relativi anche al caso vettoriale
(cioe` le funzioni ammissibili sono definite in un aperto Ω di Rn a valori in
RN , con n ≥ 1, N ≥ 1). Possiamo schematizzare la relazione tra convessita`
e sequenziale semicontinuita` inferiore nel seguente modo:
sia F : Ω× RN × Rν → R una Lagrangiana,
F (x, u, v) convessa in v
teor. 4.3.4=⇒ F [u, v] =
ˆ
Ω
F (x, u(x), v(x)) dx seq. s.c.i. in
L1loc(Ω,RN )forte × L1loc(Ω,Rν)debole ?⇒ F (x, u, v) convessa in v;
sia F : Ω× RN × Rn×N → R una Lagrangiana,
F (x, u, p) convessa in p := ∇u
cor. 4.3.6=⇒ F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx seq. deb. s.c.i. in W 1,mloc (Ω,RN ),
m ≥ 1 ?=⇒ F (x, u, p) convessa in p.
La convessita` di F (x, u, v) rispetto a v e` anche necessaria per la semicon-
tinuita` inferiore di F [u, v] (vedi successivo teorema 5.1.1), mentre e` nec-
essaria per la semicontinuita` inferiore di F [u] solo se n = 1 con N ≥ 1 o
N = 1 con n ≥ 1. Nel caso generale n > 1 e N > 1 e` verificata per F [u]
la condizione naturale (strettamente piu` debole rispetto alla convessita`) di
“quasi-convessita`” (nel senso di Morrey, 1952).
Quindi nel caso n = 1 o N = 1 il corollario 4.3.6 e` ottimale, nel senso
che l’ipotesi di convessita` della Lagrangiana F (x, u, p) rispetto a p e` anche
necessaria per la semicontinuita` inferiore del funzionale
F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx rispetto alla convergenza debole in
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W 1,mloc (Ω,R
N ),m ≥ 1; nel caso n > 1 conN > 1 esistono funzionali integrali,
di notevole interesse nella teoria della elasticita` non-lineare (cfr. cap. 6),
che sono s.c.i. senza che la Lagrangiana sia convessa rispetto alla matrice
p =
(
piα
)
i=1,··· ,N
α=1,··· ,n
.
5.1. Condizioni necessarie per la semicontinuita` inferiore dei
funzionali
F [u, v] :=
ˆ
Ω
F (x, u(x), v(x)) dx e
F [u] :=
ˆ
Ω
F (x, u(x),∇u(x)) dx.
Cominciamo col dimostrare che la convessita` di F (x, u, v) rispetto a v e`
necessaria per la semicontinuita` inferiore di F [u, v].
Teorema 5.1.1. Siano Ω un aperto di Rn e F (x, u, v) una funzione di
Carathe´odory in Ω×RN ×Rν con F (·, u, v) localmente sommabile in Ω per
ogni (u, v). Se per ogni u ∈ RN il funzionale
Fu[v] =
ˆ
Ω
F (x, u, v(x)) dx
e` s.c.i. nella topologia debole* di L∞loc(Ω,Rν) rispetto alla variabile v, allora
F (x, u, ·) e` convessa per q.o. x ∈ Ω e per ogni u ∈ RN .
Dim. Sia x0 ∈ Ω e sia Y ⊂ Ω un cubo con centro in x0. Per ogni λ ∈ [0, 1]
si puo` trovare una successione χEh , di funzioni caratteristiche di insiemi
misurabili Eh ⊂ Y , tale che
χEh
∗
⇀ λχY .
Siano a, b ∈ Rν , u ∈ RN e poniamo
vh :=
 aχEh + b(1− χEh) in Y0 in Ω \ Y
e
v :=
 aλ+ b(1− λ) in Y0 in Ω \ Y .
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Abbiamo
Fu[vh]−Fu[v] =
ˆ
Y
[F (x, u, aχEh + b(1− χEh))− F (x, u, aλ+ b(1− λ))] dx
=
ˆ
Y
χEh F (x, u, a) dx+
ˆ
Y
(1− χEh) F (x, u, b) dx
−
ˆ
Y
F (x, u, aλ+ b(1− λ)) dx.
Nell’ultima uguaglianza abbiamo tenuto conto del fatto che le χEh sono
funzioni caratteristiche.
Quindi, tenuto conto dell’ipotesi di semicontinuita` inferiore per Fu[·] rispet-
to alla convergenza debole* di L∞loc(Ω,Rν), per h→ +∞:
0 ≤ lim inf
h→+∞
Fu[vh]−Fu[v]
= λ
ˆ
Y
F (x, u, a) dx+ (1− λ)
ˆ
Y
F (x, u, b) dx
−
ˆ
Y
F (x, u, aλ+ b(1− λ)) dx.
Allora, dividendo per |Y |, risulta
0 ≤ λ|Y |
ˆ
Y
F (x, u, a) dx +
(1− λ)
|Y |
ˆ
Y
F (x, u, b) dx
− 1|Y |
ˆ
Y
F (x, u, aλ+ b(1− λ)) dx,
e facendo tendere a zero il lato di Y , otteniamo (poiche´ F (·, u, v) e` local-
mente sommabile in Ω)
0 ≤ λF (x0, u, a) + (1− λ)F (x0, u, b)− F (x0, u, aλ+ b(1− λ))
per quasi ogni x0 ∈ Ω (x0 punto di Lebesgue di F (·, u, v)), ossia
F (x0, u, aλ+ b(1− λ)) ≤ λF (x0, u, a) + (1− λ)F (x0, u, b) (5.43)
per q.o. x0 ∈ Ω e per ogni u ∈ RN , che esprime la convessita` di F (x, u, ·).
A priori l’insieme (sottoinsieme di Ω) di misura nulla per il quale (5.43) non
sussiste puo` dipendere da λ ∈ [0, 1], u ∈ RN , a e b ∈ Rν .
Possiamo pero` trovare degli insiemi numerabili densi J ⊂ [0, 1], E ⊂ RN ,
A ⊂ Rν e un insieme Ω′ ⊂ Ω con |Ω′| = 0 tali che la (5.43) valga per ogni
λ ∈ J, u ∈ E, per ogni a, b ∈ A e per ogni x ∈ Ω \ Ω′.
Possiamo inoltre supporre F (x, ·, ·) continua per ogni x ∈ Ω\Ω′ (per ipotesi
F (x, u, v) e` una Lagrangiana di Carathe´odory).
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Possiamo ora approssimare ogni λ ∈ [0, 1], u ∈ RN , a e b ∈ Rν con succes-
sioni λh ∈ J , uh ∈ E, ah e bh ∈ A. Scrivendo la (5.43) per questi ultimi, e
passando al limite per h→ +∞ otteniamo la tesi. 
Osservazione 5.1.2. Osserviamo che la convergenza nella topologia de-
bole* di L∞loc(Ω,Rν) implica la convergenza nella topologia debole di
L1loc(Ω,Rν). Ne segue che il teorema 5.1.1, insieme al teorema 4.3.4, for-
niscono una condizione necessaria e sufficiente per la semicontinuita` inferiore
di funzionali del tipo
F [u, v] =
ˆ
Ω
F (x, u(x), v(x)) dx.
Osservazione 5.1.3. Nel teorema 5.1.1 le funzioni u(x)(≡ u) e v(x) sono
completamente indipendenti tra loro. Per i funzionali del tipo
F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx
risulta invece v(x) = ∇u(x). Se lasciamo inalterata la convergenza nella
topologia debole* di L∞loc(Ω,Rn×N ) per le funzioni vh(x) = ∇uh(x),
si avra` ||∇uh||L∞(Ω,Rn×N ) ≤ c, e di conseguenza non sara` restrittivo sup-
porre che la successione {uh} converga uniformemente, dato che qualsiasi
altra convergenza piu` debole si ridurrebbe a questa per il teorema di Ascoli-
Arzela`. In definitiva possiamo supporre che il funzionale F [u] sia s.c.i.
rispetto a successioni convergenti nella topologia debole* di
W 1,∞(Ω,RN ) = Lip(Ω,RN ) = C0,1(Ω,RN ).
D’altra parte il legame vh(x) = ∇uh(x) restringe la scelta delle possibili
vh ⇀ v (contrariamente a quanto visto nel teorema 5.1.1), e quindi la con-
vessita` in v, necessaria per F [u, v], potrebbe non esserlo piu` per il funzionale
F [u].
Osserviamo che, se Ω e` limitato,
uh
∗−→ u in W 1,∞(Ω,RN ) =⇒ uh ⇀ u in W 1,m(Ω,RN ) per ogni m ≥ 1.
Una condizione necessaria per la semicontinuita` inferiore di F [u] e` data dal
seguente teorema (in cui preliminarmente la Lagrangiana F dipende solo da
∇u)
Teorema 5.1.4. Siano Ω ⊂ Rn aperto limitato e F : Rn×N → R una
Lagrangiana continua, e supponiamo che il funzionale
F [u] =
ˆ
Ω
F (∇u(x)) dx
sia seq. s.c.i. nella topologia debole* di W 1,∞(Ω,RN ). Allora per ogni
funzione ϕ ∈ C10 (Ω,RN ) (anche ϕ ∈ W 1,∞0 (Ω,RN ), per la continuita` di F )
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e per ogni p0 ∈ Rn×N si ha
|Ω|F (p0) ≤
ˆ
Ω
F (p0 +∇ϕ(x)) dx. (5.44)
In particolare, se n = 1 ed N ≥ 1, oppure N = 1 ed n ≥ 1 la Lagrangiana
F (p) e` convessa in p.
Dim. Sia Y un cubo n-dimensionale che contiene Ω, e che a meno di cam-
biamento di variabili possiamo supporre essere il cubo unitario [0, 1]n. Sia
ϕ ∈ C10 (Ω,RN ); estendiamo la ϕ prima assegnandole il valore 0 in Y \ Ω,
e poi estendendola periodicamente in Rn con periodo uguale a uno in ogni
variabile
ϕ(x1, · · · , xn) = ϕ({x1}, · · · , {xn})
dove con {a} e` indicata la parte frazionaria di a.
Per ogni h ∈ N e per ogni x ∈ Rn poniamo
ϕh(x) =
1
h
ϕ(hx)
uh(x) = p0x+ ϕh(x), con p0 ∈ Rn×N .
Evidentemente uh
∗−→ p0x inW 1,∞
(
Ω,RN
)
(poiche´ da |ϕh(x)| ≤ 1
h
‖ϕ‖L∞(Rn,RN )
∀x ∈ Rn segue ϕh ⇒ 0, e ‖∇ϕh‖L∞(Rn,Rn×N ) = ‖∇ϕ‖L∞(Rn,Rn×N ) per o-
gni h ∈ N), e dunque per l’ipotesi di sequenziale semicontinuita` inferiore
rispetto alla debole∗-convergenza in W 1,∞
(
Ω,RN
)
, abbiamo:
|Y |F (p0) =
ˆ
Y
F (p0) dx ≤ lim inf
h→+∞
ˆ
Y
F (p0 +∇ϕh(x)) dx. (5.45)
Osservato che ∇ϕh(x) = ∇ϕ(hx), dopo il cambio di variabili y = hx,
otteniamo:ˆ
Y
F (p0 +∇ϕh(x)) dx = h−n
ˆ
hY=[0,h]n
F (p0 +∇ϕ(y)) dy
=
ˆ
Y
F (p0 +∇ϕ(x)) dx (5.46)
(perche´ essendo ϕ periodica di periodo 1, l’integrale su hY e` uguale ad hn
volte l’integrale su Y ).
Da (5.46) e da (5.45) segue la tesi, tenuto conto che il supporto di ϕ e`
contenuto in Ω.
Per completare la dimostrazione del teorema consideriamo il caso n = 1 ed
N ≥ 1.
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Sia allora Ω = (0, 1) e p0 = λp1 + (1 − λ)p2 con p1, p2 ∈ RN e λ ∈ (0, 1).
Sia u ∈W 1,∞ ((0, 1),RN) = Lip ((0, 1),RN) tale che
u′(x) =
{
p1 se x ∈ [0, λ]
p2 se x ∈ [λ, 1].
Ovviamente
u(1) = u(0) +
ˆ 1
0
u′(x) dx
= u(0) +
ˆ λ
0
p1 dx+
ˆ 1
λ
p2 dx
= u(0) + p0.
Percio`, se definiamo ϕ(x) := u(x)− u(0)− p0x, abbiamo ϕ(0) = ϕ(1) = 0 e
quindi ϕ ∈W 1,∞0
(
(0, 1),RN
)
.
Ne segue per la (5.44)
F (λp1 + (1− λ)p2) = F (p0) ≤
ˆ 1
0
F (u′(x)) dx
=
ˆ λ
0
F (p1) dx+
ˆ 1
λ
F (p2) dx
= λF (p1) + (1− λ)F (p2).
Un argomento simile vale se N = 1 ed n ≥ 1. 
Piu` in generale vale il seguente teorema:
Teorema 5.1.5 (Morrey, 1952).
Sia Ω ⊂ Rn aperto limitato, e sia F : Ω×RN×Rn×N → R una Lagrangiana
continua, e supponiamo che il funzionale
F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx
sia seq. s.c.i. nella topologia debole∗ di W 1,∞
(
Ω,RN
)
. Allora per ogni
funzione ϕ ∈ C10 (Ω,RN ) (anche ϕ ∈ W 1,∞0 (Ω,RN )) e per ogni x0 ∈ Ω,
u0 ∈ RN e p0 ∈ Rn×N si ha
|Ω|F (x0, u0, p0) ≤
ˆ
Ω
F (x0, u0, p0 +∇ϕ(x)) dx.
In particolare, se n = 1 ed N ≥ 1, oppure N = 1 ed n ≥ 1 la Lagrangiana
F (x, u, p) e` convessa in p per ogni fissato x0 ∈ Ω e u0 ∈ RN .
Alla luce del teorema precedente diamo la seguente definizione.
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Definizione 5.1.6. Una funzione F (x, u, p) continua e verificante la con-
dizione
|Ω|F (x0, u0, p0) ≤
ˆ
Ω
F (x0, u0, p0 +∇ϕ(x)) dx (5.47)
per ogni (x0, u0, p0) ∈ Ω × RN × Rn×N e per ogni ϕ ∈ C10 (Ω,RN ) (anche
ϕ ∈W 1,∞0
(
Ω,RN
)
, per la continuita` di F ) si dice quasi-convessa (nel senso
di Morrey).
Osservazione 5.1.7. Notiamo che x e u svolgono il ruolo di parametri
nella (5.47); pertanto talvolta ometteremo di indicare esplicitamente la
dipendenza da x e u e useremo per F quasi-convessa la notazione F = F (p).
Carattere variazionale della nozione di quasi-convessita`.
Sia u(x) = p0x+ ϕ(x) con ϕ ∈ C10
(
Ω,RN
)
, allora la (5.47) divieneˆ
Ω
F (∇u(x)) dx ≥
ˆ
Ω
F (p0) dx
per ogni p0 ∈ Rn×N , u ∈ C1(Ω,RN ) con u∣∣∂Ω = p0x.
Questo significa che
F quasi-convessa ⇔ min
{ˆ
Ω
F (∇u(x)) dx; u ∈ C1 (Ω,RN) , u∣∣∂Ω = p0x
}
e` assunto in u0(x) = p0x ∀p0 ∈ Rn×N .

Osservazione 5.1.8. Tramite dilatazioni dell’insieme, si riconosce che la
definizione di quasi-convessita` non dipende da Ω.
Osservazione 5.1.9. La quasi-convessita` e` strettamente piu` debole della
convessita`.
Sussiste infatti la seguente
Proposizione 5.1.10. Sia F = F (x, u, p) : Ω× RN × Rn×N → R. Allora
F (x, u, p) convessa in p ⇒ F (x, u, p) quasi-convessa
F (x, u, p) convessa in p : n > 1 e N > 1, F (x, u, p) quasi-convessa.
Dim. Usando la disuguaglianza di Jensen 1.5.4:
F (x0, u0, p0) = F
(
1
|Ω|
ˆ
Ω
(x0, u0, p0 +∇ϕ(x)) dx
)
≤ 1|Ω|
ˆ
Ω
F (x0, u0, p0 +∇ϕ(x)) dx
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per ogni x0 ∈ Ω, u0 ∈ RN , p0 ∈ Rn×N e ϕ ∈ C10 (Ω,RN ), dove la prima
uguaglianza e` ottenuta integrando per parti e sfruttando il fatto che ϕ e`
nulla sulla frontiera di Ω. 
Proviamo ora che la quasi-convessita` e` strettamente piu` debole della con-
vessita`.
Esempio 5.1.11. Sia n = N = 2 e sia F (p) = det p = p11p
2
2 − p12p21 dove
p =
(
p11 p
1
2
p21 p
2
2
)
.
Allora F (p) non e` convessa, ma e` quasi-convessa in p.
Infatti, siano
p =
(
1 0
0 0
)
, q =
(
0 0
0 1
)
,
allora
λF (p) + (1− λ)F (q) = 0 ∀λ ∈]0, 1[,
mentre
F (λp+ (1− λ)q) = λ(1− λ) > 0.
Pertanto F (p) non e` convessa.
Proviamo ora che F (p) e` quasi-convessa.
Infatti, per ogni u = (u1, u2) ∈ C2(Ω,R2) (∂Ω lipschitziana), essendo
∇u =
(
u1x1 u
1
x2
u2x1 u
2
x2
)
,
abbiamo l’identita`
F (∇u) = det∇u = u1x1 u2x2 − u1x2 u2x1 = (u1 u2x2)x1 − (u1 u2x1)x2
(cioe` il determinante della matrice gradiente puo` sciversi come una diver-
genza; in generale cfr. (6.59)).
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Allora, per il teorema della divergenza 1.1.17, otteniamo:
ˆ
Ω
det∇u(x) dx =
ˆ
Ω
[
u1x1(x)u
2
x2(x)− u1x2(x)u2x1(x)
]
dx
=
ˆ
Ω
[(
u1(x)u2x2(x)
)
x1
− (u1(x)u2x1(x))x2] dx
=
ˆ
∂Ω
(
u1(ξ)u2x2(ξ), −u1(ξ)ux1(ξ)
) · (ν1(ξ), ν2(ξ)) dH1(ξ)
=
ˆ
∂Ω
u1(ξ)
(
u2x2(ξ)ν1(ξ)− u2x1(ξ)ν2(ξ)
)
dH1(ξ)
=
ˆ
∂Ω
u1(ξ)
(
u2x1(ξ), u
2
x2(ξ)
) · (−ν2(ξ), ν1(ξ)) dH1(ξ)
=
ˆ
∂Ω
u1(ξ)∇u2(ξ) · τ(ξ) dH1(ξ)
=
ˆ
∂Ω
u1(ξ)
∂u2
∂τ
(ξ) dH1(ξ)
dove τ(ξ) = (−ν2(ξ), ν1(ξ)) e` il versore tangente alla frontiera di Ω (orientato
in maniera opportuna). Dunque il valore di
ˆ
Ω
det∇u(x) dx dipende solo
dai valori di u su ∂Ω. Se scegliamo u(x) = p0x + ϕ(x) con p0 ∈ R2×2 e
ϕ ∈ C20 (Ω,R2), abbiamo
ˆ
Ω
det(p0 +∇ϕ(x)) dx =
ˆ
Ω
det p0 dx = |Ω|det p0.
Questa uguaglianza puo` essere estesa per continuita` ad ogni ϕ ∈ C10 (Ω,R2),
e dunque F (p) e` quasi-convessa. 
Osservazione 5.1.12. In generale, se n = N , la Lagrangiana F (p) = det p
non e` convessa ma e` quasi-convessa, in quanto il valore del funzionale
F [u] = ´
Ω
det∇u(x) dx dipende solo dai valori al bordo di u. Lo stesso
risultato (senza che sia necessariamente n = N) vale se si sostituisce il
determinante con un qualsiasi minore della matrice ∇u. Lagrangiane di
questo tipo si dicono “Lagrangiane nulle”(cfr. cap. 6).
La quasi-convessita` di una funzione e` espressa con una condizione che non
e` puntuale come nel caso delle funzioni convesse, ma e` di tipo integrale,
pertanto in generale difficile da verificare perche´ coinvolge una stima su
tutto lo spazio W 1,∞0
(
Ω,RN
)
.
Una sottoclasse particolarmente interessante di funzioni quasi-convesse e`
costituita dalle funzioni policonvesse, intermedia tra le funzioni convesse e
le quasi-convesse.
102 M. Carriero, L. De Luca
Definizione 5.1.13 (Morrey, 1966; Ball, 1977 [5] [6]).
Sia p ∈ Rn×N e indichiamo con M(p) l’insieme dei minori (cioe` i determi-
nanti di tutte le sottomatrici quadrate di p) della matrice p =
(
piα
)
i=1,··· ,N
α=1,··· ,n
.
Se L(M(p)) e` una funzione convessa di M(p), la funzione F (p) = L(M(p))
si dice policonvessa.
Esempio 5.1.14. Se n = N = 2 e p =
(
p11 p
1
2
p21 p
2
2
)
, le funzioni policon-
vesse sono tutte e sole quelle del tipo
F (p) = L(p11, p
1
2, p
2
1, p
2
2,det p) con L funzione convessa.
Osservazione 5.1.15. La convessita` di F (x, u, p) in p ∈ Rn×N implica
la policonvessita` di F (x, u, p) rispetto a p (si possono considerare le singole
componenti del gradiente, p = ∇u =
(
∂ui
∂xα
)
i=1,··· ,N
α=1,··· ,n
, come minori di rango
uno).
Per provare che esistono funzioni policonvesse che non sono convesse, basta
pensare nel caso n = N al determinante di p, ovvero ad un minore della
matrice p ∈ Rn×n.
Proposizione 5.1.16. Una funzione F (p) policonvessa e` quasi-convessa in
p.
Dim. Sia F (p) = L(M(p)) con L convessa. Posto u(x) = p0x con p0 ∈
Rn×N , per ogni ϕ ∈ C10 (Ω,RN ) abbiamo, per la disuguaglianza di Jensen
1.5.4,
1
|Ω|
ˆ
Ω
L(M(p0 +∇ϕ(x))) dx
=
1
|Ω|
ˆ
Ω
L(M(∇u(x) +∇ϕ(x))) dx (5.48)
≥ L
(
1
|Ω|
ˆ
Ω
M(∇u(x) +∇ϕ(x)) dx
)
oss. 5.1.12= L
(
1
|Ω|
ˆ
Ω
M(∇u(x)) dx
)
= L(M(p0)),
da cui segue la tesi. 
Osservazione 5.1.17. Per un esempio di funzione quasi-convessa che non
e` policonvessa rinviamo a [69].
Un’ultima e piu` debole forma di convessita` e` la cosiddetta convessita` di
rango uno.
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Definizione 5.1.18. Una funzione F (x, u, p) definita in Ω × RN × Rn×N
si dice convessa di rango uno se per ogni (x0, u0, p0) ∈ Ω × RN × Rn×N la
funzione
g(ξ, η) = F (x0, u0, p0 + ξ ⊗ η) 1
e` convessa separatamente in ξ ∈ Rn ed η ∈ RN .
Proposizione 5.1.19. Una funzione F (x, u, p) quasi-convessa rispetto a p
e` convessa di rango uno.
Dim. Possiamo supporre F = F (p) e che (inizialmente) F ∈ C2(Rn×N ).
Poiche´ F e` quasi-convessa rispetto a p, le funzioni lineari minimizzano il
funzionale F [u] =
ˆ
Ω
F (∇u(x)) dx, pertanto prese
u(x) = p0x, p0 ∈ Rn×N , funzione lineare e ϕ ∈ C10 (Ω,RN ), la funzione
G(t) = F [u+ tϕ] =
ˆ
Ω
F (∇u(x) + t∇ϕ(x)) dx =
ˆ
Ω
F (p0 + t∇ϕ(x)) dx
ha un minimo per t = 0. Abbiamo allora G′(0) = 0 e G′′(0) ≥ 0 e dunqueˆ
Ω
Fpkα p
j
β
(p0)DαϕkDβϕj dx ≥ 0 ∀ϕ ∈ C10 (Ω,RN ). (5.49)
Se ora (permettiamo alla ϕ di assumere valori complessi)
ϕ(x) = λ(x) + iµ(x), otteniamo
Fpkα p
j
β
(p0)DαϕkDβϕj = Fpkα pjβ (p0)
[
Dαλ
kDβλ
j +DαµkDβµj
]
+Fpkα pjβ (p0)
{
i
[
Dαµ
kDβλ
j −DαλkDβµj
]}
e dunque per (5.49) risulta
Re
ˆ
Ω
Fpkα p
j
β
(p0)DαϕkDβϕj dx ≥ 0. (5.50)
Scegliamo ora ϕ(x) = ηeiτξ·x γ(x), dove τ > 0, ξ ∈ Rn, η ∈ RN e
γ ∈ C∞0 (Ω,R). Dalla (5.50),poiche´
Dαϕ
kDβϕj =
(
ηk · eiτξ·x · ξα iτγ(x) + ηk · eiτξ·xDαγ(x)
)
× (ηj · e−iτξ·xξβ(−iτ)γ(x) + ηje−iτξ·xDβγ(x)) ,
otteniamo ˆ
Ω
Fpkα p
j
β
(p0) ηkηj
[
τ2ξα ξβ γ
2 +DαγDβγ
]
dx ≥ 0.
1ricordato che una “matrice p ∈ Rn×N ha rango 1 se e solo se esistono ξ ∈ Rn, η ∈ RN
tali che p = ξ ⊗ η”, risulta piα = ξα ηi
“
i=1,··· ,N
α=1,··· ,n
”
.
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Dividendo per τ2 e facendo tendere τ all’infinito abbiamoˆ
Ω
Fpkα p
j
β
(p0) ξα ξβ ηk ηjγ2 dx ≥ 0
per ogni γ ∈ C∞0 (Ω,R), e quindi
(L−H) Fpkα pjβ (p0) ξα ξβ η
k ηj ≥ 0 (5.51)
per ogni ξ ∈ Rn ed η ∈ RN .
Quest’ultima disuguaglianza, che prende il nome di condizione di Legendre-
Hadamard (cfr. osservazione 2.2.9), implica la convessita` separata di
F ∈ C2(Rn×N ) in ξ ∈ Rn ed η ∈ RN .
Supponiamo ora che F = F (p) ∈ C0(Rn×N ) (cioe` F sia solo continua) e sia
(per ε > 0) Fε la regolarizzata di F , cioe`
Fε(p) := (F ∗ ρε) (p) =
ˆ
Rn×N
F (p− q)ρε(q) dq,
dove ρε(q) = ε−nN ρ
(q
ε
)
e ρ ∈ C∞0 (Rn×N ).
Siano p0 ∈ Rn×N , ϑ ∈ C10 (Ω,RN ); abbiamoˆ
Ω
Fε(p0 +∇ϑ(x)) dx =
ˆ
Rn×N
ρε(q)
(ˆ
Ω
F (p0 +∇ϑ(x)− q) dx
)
dq
≥
ˆ
Rn×N
ρε(q)|Ω|F (p0 − q) dq
= |Ω|Fε(p0),
ossia ˆ
Ω
Fε(p0 +∇ϑ(x)) dx ≥ |Ω|Fε(p0),
cioe` Fε = Fε(p) ∈ C∞(Rn×N ) e` quasi-convessa rispetto a p al pari di
F ∈ C0(Rn×N ). Per quanto gia` provato abbiamo allora che Fε e` convessa
di rango uno, e passando al limite per ε→ 0+ otteniamo che F e` convessa
di rango uno. 
Osservazione 5.1.20. Se F (p)
(
p =
(
piα
)
i=1,2,...,N
α=1,2,...,n
)
e` quasi-convessa, pos-
siamo scrivere F (p) = F (p1, p2, . . . , pn) dove pα =

p1α
p2α
...
pNα
 e` la α-esima
colonna di p.
Poiche´ F e` convessa di rango uno, le funzioni pα 7→ F (p1, . . . , pα, . . . , pn), in
quanto convesse, sono localmente lipschitziane rispetto a pα uniformemente
al variare di p1, . . . , pα−1, pα+1, . . . , pn su insiemi limitati.
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Ne concludiamo che una funzione quasi-convessa in p e` localmente lipschit-
ziana in p.
Osservazione 5.1.21. Sia F = F (p) ∈ C2(Rn×N ).
La convessita` di F (p) e` equivalente alla positivita` della matrice Hessiana
(condizione di Legendre)
(L) Fpiα pjβ (p) ζ
i
α ζ
j
β ≥ 0 ∀p ∈ Rn×N , ∀ζ ∈ Rn×N .
La convessita` di rango uno e` equivalente alla condizione di Legendre-
Hadamard
(L−H) Fpiα pjβ (p) ξα ξβη
i ηj ≥ 0 ∀p ∈ Rn×N ∀ξ ∈ Rn, ∀η ∈ RN ,
(che corrisponde alla scelta di ζ ∈ Rn×N , ζ = ξ ⊗ η nella (L)).
Chiaramente
(L)⇒ (L−H),
ma, se n > 1 ed N > 1, allora
(L−H); (L).
Infatti sia n = N = 2 e definiamo (per ε > 0)
Aijα β Dαu
iDβu
j := det(Dαui) + ε |∇u|2.
Allora
(L−H)⇐⇒ Aijα β ξα ξβ ηi ηj = ε|ξ|2 |η|2 ≥ 0 ∀ξ ∈ R2, η ∈ R2
(in quanto det(ξα ηi) = 0 per n = N = 2); inoltre
(L)⇐⇒ Aijα β ζiα ζjβ = det(ζiα) + ε|ζ|2.
Ora per 0 < ε < 1 esiste ζ ∈ R2×2 tale che det(ζiα) + ε|ζ|2 < 0.
(e.g. , sia ζ =
( −1 0
0 1
)
; abbiamo det ζ = −1, |ζ|2 = 2 per cui
det ζ + ε |ζ|2 = −1 + 2ε < 0
per 0 < ε <
1
2
).
Riassumendo abbiamo la seguente catena di implicazioni:
convessita`⇒ policonvessita`⇒ quasi-convessita`⇒ convessita` di
rango uno.
Osservazione 5.1.22. In generale, le implicazioni opposte non sussistono,
se non in situazioni particolari.
Comunque tutte le definizioni sono equivalenti se n = 1 oppure N = 1;
infatti, in questi casi la convessita` di rango uno implica la convessita` (dal-
la stessa definizione 5.1.18), e dunque tutte queste nozioni sono tra loro
equivalenti.
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Osservazione 5.1.23. Esistono funzioni convesse di rango uno che non sono
quasi-convesse [70].
Osservazione 5.1.24. Un altro caso nel quale la convessita` di rango uno
implica la quasi-convessita`, e` quello in cui la funzione F (p) e` quadratica in
p, cioe`
F (p) = Akjα β p
k
αp
j
β
con Akjα β = cost.
Infatti, se F (p) = Akjα β p
k
αp
j
β e` convessa di rango uno, posto p = ξ ⊗ η con
ξ ∈ Rn ed η ∈ RN , risulta (cfr. osservazione 5.1.21) Akjα β ξαξβ ηkηj ≥ 0.
Allora abbiamo:ˆ
Ω
F (p0 +∇ϕ(x)) dx =
ˆ
Ω
[
Akjα β (p0)
k
α(p0)
j
β +A
kj
α β Dαϕ
k(x)Dβϕj(x)
]
dx
≥ |Ω|F (p0)
per ogni p0 ∈ Rn×N , ϕ ∈ C10 (Ω,RN ), dato che per il lemma 5.1.25 successivo
risulta ˆ
Ω
Akjα β Dαϕ
k(x)Dβϕj(x) dx ≥ 0
per ogni ϕ ∈ C10 (Ω,RN ). Quindi una siffatta F (p) e` quasi-convessa. 
Piu` in generale, se invece della condizione
Akjα β ξα ξβη
kηj ≥ 0 per ogni ξ ∈ Rn, η ∈ RN
abbiamo
Akjα β ξα ξβη
kηj ≥ c|ξ|2 |η|2 per ogni ξ ∈ Rn, η ∈ RN con c ≥ 0,
sussiste il seguente risultato:
Lemma 5.1.25. Sia A ∈ Rn×N una matrice costante verificante la con-
dizione
Akjα β ξα ξβη
kηj ≥ c|ξ|2 |η|2 per ogni ξ ∈ Rn, η ∈ RN (5.52)
con c ≥ 0. Allora per ogni ϕ ∈W 1,20 (Ω,RN ) risultaˆ
Ω
Akjα βDαϕ
k(x)Dβϕj(x) dx ≥ c4pi2
ˆ
Ω
|∇ϕ(x)|2 dx.
Dim. Poiche´ W 1,20 (Ω,RN ) = C10 (Ω,RN )
W 1,2(Ω,RN)
e` sufficiente provare la
precedente disuguaglianza per ϕ ∈ C10 (Ω,RN ).
L’idea e` di usare la trasformata di Fourier definita da
ϕ̂(ξ) =
ˆ
Rn
e−2piix·ξ ϕ(x) dx, per cui D̂αϕ(ξ) = −2piiξαϕ̂(ξ).
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Risulta ˆ
Ω
Dαϕ
kDβϕ
j dx =
ˆ
Ω
Dαϕ
kDβϕj dx
=
ˆ
Ω
D̂αϕk D̂βϕj dξ
=
ˆ
Ω
(−2piiξα) ϕ̂k (−2piiξβ) ϕ̂j dξ
= 4pi2
ˆ
Ω
ξα ξβ ϕ̂k ϕ̂j dξ,
da cui, per α = β e k = j, ricaviamoˆ
Ω
|∇ϕ(x)|2 dx = 4pi2
ˆ
Ω
|ξ|2 |ϕ̂|2 dξ. (5.53)
D’altra parte, se nella (5.52) permettiamo al vettore η di assumere valori
complessi, ηk = ρk + iλk, abbiamo:
Akjα β ξα ξβη
kηj = Akjα β ξα ξβ
[
ρk ρj + λk λj + i(ρj λk − ρk λj)]
e dunque, per (5.52), essendo
Akjαβξαξβρ
kρj ≥ c |ξ|2 |ρ|2 ,
Akjαβξαξβλ
kλj ≥ c |ξ|2 |ρ|2 e
|η|2 = |ρ|2 + |λ|2
deduciamo che
Re Akjα β ξα ξβη
kηj ≥ c|ξ|2 |η|2.
Di conseguenzaˆ
Ω
Akjα β Dαϕ
kDβϕ
j dx = Re
ˆ
Ω
Akjα β ξα ξβ ϕ̂
k ϕ̂j dξ
≥ c
ˆ
Ω
|ξ|2 |ϕ̂|2 dξ
per (5.53)
=
c
4pi2
ˆ
Ω
|∇ϕ(x)|2 dx.

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5.2. Condizioni sufficienti per la debole semicontinuita` inferiore
in ipotesi di quasi-convessita`:
teoremi di Morrey, Marcellini, Acerbi-Fusco.
E’ naturale chiedersi se la quasi-convessita` (oltre che condizione necessaria,
cfr. teoremi 5.1.4 e 5.1.5) sia anche sufficiente per dimostrare la semiconti-
nuita` inferiore in una topologia abbastanza debole da garantire l’esistenza
di minimi.
Parte dell’interesse sulla quasi-convessita` risiede sui teoremi di debole se-
quenziale semicontinuita` inferiore dovuti a Morrey (1952) [57], Marcellini
(1985) [54], Acerbi-Fusco (1984) [1], in ipotesi sempre meno restrittive.
Nei prossimi teoremi supponiamo sempre che Ω sia un aperto limitato di
Rn (n ≥ 1). Sussistono i seguenti risultati.
Teorema 5.2.1 (Morrey, 1952 [57]).
Se F : Rn×N → R e` una Lagrangiana tale che
(i) F e` quasi-convessa in p,
allora il funzionale F [u] =
ˆ
Ω
F (∇u(x)) dx e` seq. s.c.i. nella topologia
debole∗ di W 1,∞(Ω,RN ).
Dim. Sia {uh} una successione di W 1,∞
(
Ω,RN
)
debolmente∗ convergente
ad una funzione u.
Non e` restrittivo supporre che F sia positiva. Infatti essendo F localmente
limitata (osservazione 5.1.20) esiste una costante c tale che c ≤ F (∇uh(x))
per q.o. x ∈ Ω e per ogni h. Basta allora sostituire F con max {F + c, 0}.
L’idea della dimostrazione e` di conseguire la tesi nel caso particolare u(x) =
up0(x) = p0x e poi di estendere il risultato al caso generale.
1. Allora, sia dapprima u(x) = up0(x) = p0x con p0 ∈ Rn×N , x ∈ Ω
e supponiamo anche che le funzioni ϕh(x) = uh(x) − up0(x) abbiano
supporto compatto in Ω. Dall’ipotesi di quasi-convessita` abbiamoˆ
Ω
F (p0 +∇ϕ(x)) dx ≥ |Ω|F (p0) ∀ϕ ∈ C10
(
Ω,RN
)
e anche, per la continuita` di F , per ogni ϕ ∈W 1,∞0
(
Ω,RN
)
.
Quindi
F [uh] = F [up0 + ϕh] =
ˆ
Ω
F (p0 +∇ϕh(x)) dx
≥ |Ω|F (p0) = F [up0 ] ,
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da cui segue la tesi.
2. In questo secondo passo supponiamo soltanto che u(x) = up0(x) = p0x
con p0 ∈ Rn×N , x ∈ Ω.
Sia Ω′ ⊂⊂ Ω e sia ψ una funzione di taglio, ψ ∈ C∞0 (Ω), 0 ≤ ψ ≤ 1 in
Ω, ψ = 1 in Ω′.
Definita la successione di funzioni
ϕh(x) = ψ(x)uh(x) + (1− ψ(x))up0(x),
abbiamo, per il passo 1.,
F [up0 ] ≤ F [ϕh] =
ˆ
Ω
F (ψ∇uh + (1− ψ)p0 + (uh − up0)∇ψ) dx
≤ F [uh] + c |Ω \ Ω′| ,
da cui otteniamo la tesi facendo tendere prima Ω′ ad Ω.
3. Sia infine u un’arbitraria funzione in W 1,∞
(
Ω,RN
)
e sia v una fun-
zione affine a tratti tale che ‖∇v −∇u‖L1(Ω,Rn×N ) ≤ ε.
Consideriamo la successione vh = uh − u + v che converge a v nella
topologia debole∗ di W 1,∞
(
Ω,RN
)
. Quindi, per quanto gia` provato
nel punto 2. (osservato che il risultato conseguito nei primi due passi
per funzioni lineari si estende al caso di funzioni affini a tratti),
F [v] ≤ lim inf
h→∞
F [vh].
Poiche´ F e` localmente lipschitziana (osservazione 5.1.20), abbiamo
|F [uh]−F [vh]| ≤
ˆ
Ω
|F (∇uh)− F (∇vh)| dx
≤ c
ˆ
Ω
|∇uh −∇vh| dx
= c
ˆ
Ω
|∇u−∇v| dx ≤ εc,
da cui segue la tesi. 
Osservazione 5.2.2. I teoremi 5.1.4 e 5.2.1 dimostrano che la debole∗ se-
quenziale semicontinuita` inferiore in W 1,∞(Ω,RN ) del funzionale
F [u] =
ˆ
Ω
F (∇u(x)) dx e` equivalente alla quasi-convessita` di F .
Per assicurare la debole semicontinuita` inferiore inW 1,m (1 ≤ m <∞) sono
necessarie aggiuntive condizioni di crescita su F oltre alla quasi-convessita`
[7].
Vale il seguente risultato, che si ottiene con alcune modifiche rispetto alla
dimostrazione del teorema 5.2.1.
Teorema 5.2.3 (Marcellini, 1985 [54]).
Se F : Rn×N → R e` una Lagrangiana tale che
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(i) F e` quasi-convessa in p;
(ii) −c (1 + |p|r) ≤ F (p) ≤ c (1 + |p|m)
per ogni p ∈ Rn×N con c > 0, 1 ≤ r < m <∞;
allora il funzionale F [u] =
ˆ
Ω
F (∇u(x)) dx e` seq. deb. s.c.i. inW 1,mloc (Ω,RN ).
Il teorema precedente continua a valere anche quando la Lagrangiana F
dipende da x e da u. I risultati di Morrey e Marcellini sono stati estesi
da Acerbi e Fusco a Lagrangiane discontinue in x. Precisamente, vale il
seguente teorema piu` generale.
Teorema 5.2.4 (Acerbi-Fusco, 1984 [1]).
Sia F : Ω× RN × Rn×N → R una Lagrangiana tale che
(i) F (x, u, p) e` di Carathe´odory;
(ii) per ogni (x, u, p) ∈ Ω× RN × Rn×N
−c
(
|p|r + |u|t
)
− h(x) ≤ F (x, u, p) ≤ g(x, u) (1 + |p|m)
con m > 1, 1 ≤ r < m (r = 1 se m∗ = 1), 1 ≤ t < m∗ = nm
n−m se
m < n, t ≥ 1 se m > n, c > 0, h ∈ L1(Ω) e g ≥ 0 di Carathe´odory in
Ω× RN ;
(iii) p 7→ F (x, u, p) e` quasi-convessa in Rn×N .
Allora il funzionale F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx e` seq. deb. s.c.i. in
W 1,mloc (Ω,RN ).
Una dimostrazione (pur sempre, non semplice) di questo teorema si basa
su piu` risultati preliminari, molti dei quali hanno un interesse in se´ e per
questo motivo li segnaliamo qui, rinviando per la dimostrazione del teorema
5.2.4 a [37] cap. 5 paragrafi 5.3, 5.4 e 5.5.
• Il primo ingrediente e` l’inviluppo quasi convesso di una funzione:
sia Ω ⊂ Rn aperto e sia G : Rn×N → [ 0, +∞); definiamo
γΩ(p)) := inf
{ 
Ω
G(p+∇ϕ(x)) dx; ϕ ∈W 1,m0
(
Ω,RN
)}
.
γΩ e` invariante per omotetie e non dipende da Ω; pertanto scriveremo
semplicemente γ(p) invece di γΩ(p). Sotto opportune ipotesi per G,
γ e` quasi-convessa.
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Lemma 5.2.5 ( [37]).
Sia ν |p|m ≤ G(p) ≤ c (1 + |p|m) (ν > 0) ed esista ω : R→ R continua
con ω(0) = 0 tale che
|G(p)−G(q)| ≤ (1 + |p|m + |q|m)ω (|p− q|)
per ogni p, q ∈ Rn×N ,
allora γ e` l’inviluppo quasi-convesso di G, cioe` la massima funzione
quasi-convessa che non supera G.
• Il secondo ingrediente e` il seguente risultato:
Teorema 5.2.6 (Principio Variazionale di Ekeland [27] [28] [29]).
Sia (V, d) uno spazio metrico completo. Sia G : V → [0,+∞] un
funzionale limitato inferiormente, s.c.i. nella topologia indotta dalla
metrica d che abbia in qualche punto valore finito.
Se per qualche v ∈ V ed η > 0 risulta
G[v] ≤ inf
V
G + η
allora esiste u ∈ V tale che
a. d(u, v) ≤ 1;
b. G[u] ≤ G[v];
c. G[u] ≤ G[w] + ηd(u,w) per ogni w ∈ V
(cioe`, u e` punto (unico) di minimo del funzionale
w 7→ G[w] + ηd(u,w)).
Osserviamo che, se introduciamo in V la nuova distanza d1 = η−
1
2 d,
lo spazio metrico (V, d1) e` completo, e G e` s.c.i..
Allora, dal Principio Variazionale di Ekeland segue che se G[v] ≤
inf
V
G + η, esiste u ∈ V (a priori diversa da quella di cui all’enunciato
del teorema 5.2.6) tale che
a’. d(u, v) ≤ η 12 ;
b’. G[u] ≤ G[v];
c’. G[u] ≤ G[w] + η 12 d(u,w) per ogni w ∈ V .
Ora, se {vh} ⊂ V e` una successione minimizzante per G, cioe` se
ηh := G[vh] − inf
V
G h→∞→ 0, la successione corrispondente {uh} ⊂ V
e` anch’essa successione minimizzante per G.
Inoltre
G[uh] ≤ G[w] + η
1
2
h d(uh, w)
per ogni w ∈ V .
• Ultimo e fondamentale ingrediente e` questo risultato di maggiore somma-
bilita`.
Lemma 5.2.7 ( [32] e lemma 3.2 in [53]).
Sia G : Ω× RN × Rn×N → R una Lagrangiana tale che
(i) G(x, u, p) e` di Carathe´odory;
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(ii) |p|m ≤ G(x, u, p) ≤ a1(x) + a2 |u|m + a3 |p|m con a1 ∈ Ltloc (Ω),
t > 1, m > 1, a2, a3 > 0.
Sia u ∈W 1,mloc
(
Ω,RN
)
tale che per ogni aperto Ω′ ⊂⊂ Ω:ˆ
Ω′
G (x, u(x),∇u(x)) dx ≤
ˆ
Ω′
G (x, v(x),∇v(x)) dx
+η
ˆ
Ω′
|∇v(x)−∇u(x)| dx
per ogni v ∈ u+W 1,m0
(
Ω′,RN
)
dove 0 ≤ η ≤ 1.
Allora esiste τ > 0 tale che u ∈W 1,m+τloc
(
Ω,RN
)
.
Osservazione 5.2.8. Il teorema di semicontinuita` 5.2.4 e` dovuto essenzial-
mente ad Acerbi e Fusco [1] che lo hanno ottenuto in ipotesi leggermente
meno generali.
Una prima importante differenza con il caso convesso e` la seguente: nel
teorema 4.3.6 il funzionale F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx e` seq. deb. s.c.i.
in W 1,1loc (Ω,M); invece il teorema 5.2.4 asserisce che il funzionale F [u] e` seq.
deb. s.c.i. in W 1,mloc (Ω,RN ), dove m e` l’esponente di crescita in (ii).
Una seconda differenza e` che nel teorema 4.3.6 (tenuto conto anche del-
l’osservazione 4.3.8) otteniamo la sequenziale debole semicontinuita` inferiore
richiedendo solo un controllo dal basso per la Lagrangiana F . Nel teorema
5.2.4 e` richiesto anche un controllo dall’alto.
Il teorema 5.2.4 non sussiste se r = m, ne´ se t = m∗ [37].
Come gia` visto (cfr. teorema 4.5.2), una volta dimostrata la semicontinuita`,
l’esistenza di minimi sotto opportune condizioni dipende in gran parte dalla
coercivita` del funzionale in esame. Per l’analisi di risultati di esistenza di
minimi nel caso in cui F (x, u, p) e` solo quasi-convessa o anche policonvessa
(ma non convessa) rinviamo al paragrafo 5.6 in [37].
Qui, rinviamo ai teoremi di esistenza 6.2.3 e 6.2.4 del successivo capitolo,
relativi al caso di funzionali con Lagrangiana policonvessa.
CAPITOLO 6
Lagrangiane nulle
In questo capitolo studiamo particolari sistemi di equazioni alle derivate
parziali non lineari per i quali ogni funzione regolare e` una soluzione.
6.1. Definizione e proprieta`.
Definizione 6.1.1. La funzione F (x, u(x),∇u(x)), F : Ω×RN ×Rn×N →
R, si dice Lagrangiana nulla se il sistema di equazioni di Eulero (2.23)
−Dα Fpiα (x, u(x),∇u(x)) + Fui (x, u(x),∇u(x)) = 0 in Ω (i = 1, . . . , N)
e` soddisfatto da ogni funzione u ∈ C2(Ω,RN ).
Osservazione 6.1.2. L’importanza delle Lagrangiane nulle risiede nel fatto
che la corrispondente energia F [u] =
ˆ
Ω
F (x, u(x),∇u(x)) dx dipende solo
dalle condizioni al contorno.
Teorema 6.1.3 (Lagrangiane nulle e condizioni al contorno).
Sia F una Lagrangiana nulla. Siano u e v ∈ C2(Ω,RN ) tali che u ≡ v su
∂Ω. Allora F [u] = F [v].
Dim. Poniamo G(τ) := F [τu+ (1− τ)v] con τ ∈ [0, 1] e
z := τu+ (1− τ)v. Risulta
G′(τ) =
ˆ
Ω
[
Fpiα(x, z,∇z)(uixα − vixα) + Fzi(x, z,∇z)(ui − vi)
]
dx
=
ˆ
Ω
[−DαFpiα(x, z,∇z) + Fzi(x, z,∇z)] (ui − vi) dx = 0.
L’ultima uguaglianza segue dal fatto che z e` soluzione del sistema di Eulero,
in quanto per ipotesi F e` una Lagrangiana nulla.
Osservato che G′(τ) = 0 con τ ∈ [0, 1] implica G(τ) = cost per ogni τ ∈ [0, 1]
e quindi, in particolare, G(1) = G(0), abbiamoˆ
Ω
F (x, u(x),∇u(x)) dx =
ˆ
Ω
F (x, v(x),∇v(x)) dx
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cioe` F [u] = F [v]. 
Nel caso scalare (N = 1) le sole Lagrangiane nulle sono quelle F (x, u, p)
lineari nella variabile p.
Nel caso dei sistemi (N > 1), tuttavia, ci sono esempi importanti.
Notazione: Sia p una matrice n × n; denotiamo con cof p la matrice dei
cofattori di p, il cui elemento (i, α)−esimo e` (cof p)iα = (−1)i+α det(p)iα,
dove det(p)iα e` il determinante della matrice (n − 1) × (n − 1) ottenuta da
p elimando la i−esima riga e la α−esima colonna.
Il lemma successivo esprime una proprieta` analitica dei cofattori della ma-
trice Jacobiana di una funzione regolare.
Lemma 6.1.4 (righe a divergenza nulla).
Sia u : Ω ⊂ Rn → Rn di classe C2 (Ω,Rn). Allora
Dα(cof ∇u)iα = 0 in Ω (i = 1, . . . , n). (6.54)
Dim.
1. Sia p ∈ Rn×n; risulta:
det p =
n∑
i=1
(−1)i+α piα det (p)iα =
n∑
i=1
piα (cof p)
i
α ,
e quindi
(det p) δαβ =
n∑
i=1
piα (cof p)
i
β (α, β = 1, . . . , n). (6.55)
Cos`ı in particolare
∂ det p
∂pij
= (cof p)ij (i, j = 1, . . . , n). (6.56)
2. Posto ora p = ∇u in (6.55), abbiamo
(det∇u) δαβ =
n∑
i=1
uixα (cof ∇u)iβ (α, β = 1, . . . , n) ;
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differenziamo rispetto a xβ ambo i membri:(
(det∇u) δαβ
)
xβ
=
n∑
i,j=1
(
(det∇u) δαβ
)
uixj
· uixj xβ
per (6.56)
=
n∑
i,j=1
(cof ∇u)ij uixj xβ δαβ
e(
n∑
i=1
uixα (cof ∇u)iβ
)
xβ
=
n∑
i=1
uixα xβ (cof ∇u)iβ +
n∑
i=1
uixα (cof ∇u)iβ,xβ .
Sommando su β = 1, . . . , n abbiamo
n∑
i,j,β=1
δαβ (cof ∇u)ij uixj xβ =
n∑
i,β=1
[
uixα xβ (cof ∇u)iβ + uixα (cof ∇u)iβ,xβ
]
per α = 1, . . . , n. Quindi
n∑
i=1
uixα
 n∑
β=1
(cof ∇u)iβ,xβ
 = 0 (α = 1, . . . , n). (6.57)
3. Se det∇u(x0) 6= 0, deduciamo da (6.57) che
n∑
β=1
(cof ∇u)iβ,xβ = 0 (i = 1, . . . , n) in x0.
Se invece det∇u(x0) = 0, sia ε > 0 sufficientemente piccolo tale che
det(∇u(x0) + εI) 6= 0, e applichiamo i passi 1.-3. a u := u + εx; poi
per ε→ 0+ segue la tesi. 
Teorema 6.1.5 (determinanti e Lagrangiane nulle).
La Lagrangiana (funzione determinante) F (p) = det p, con p ∈ Rn×n e` una
Lagrangiana nulla.
Dim. Proviamo che per ogni u ∈ C2(Ω,Rn) si ha
DαFpiα(∇u(x)) = 0 in Ω (i = 1, . . . , n).
Poiche´ Fpiα(p) = (cof p)
i
α (i, α = 1, . . . , n) (cfr. (6.56)), per il lemma 6.1.4
si ha
DαFpiα(∇u(x)) = Dα (cof ∇u(x))
i
α = 0 in Ω (i = 1, . . . , n) .

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6.2. Debole continuita` dei determinanti.
Applicazione a funzionali policonvessi.
Vi sono interessanti sistemi, sia dal punto di vista matematico sia fisico, che
vogliamo ora studiare nell’ambito del Calcolo delle Variazioni, e che hanno
come energia una Lagrangiana policonvessa.
Teorema 6.2.1 (debole continuita` dei determinanti).
Siano Ω ⊂ Rn aperto limitato con frontiera lipschitziana.
(i) Se n < m <∞,
uh ⇀ u in W 1,m(Ω,Rn) ⇒ det∇uh ⇀ det∇u in Lmn (Ω).
(ii) Se m =∞,
uh
∗
⇀ u in W 1,∞(Ω,Rn) ⇒ det∇uh ∗⇀ det∇u in L∞(Ω).
Dim. Ci limitiamo a provare il caso (i), poiche´ per il caso (ii) la dimostra-
zione e` analoga.
1. Ricordiamo innanzitutto che se p ∈ Rn×n vale
det p =
n∑
α=1
piα (cof p)
i
α (i = 1, · · · , n).
2. Sia ora w ∈ C∞(Ω,Rn), w = (w1, w2, · · · , wn). Allora
det∇w =
n∑
α=1
wixα (cof ∇w)iα (i = 1, · · · , n), (6.58)
e tenuto conto della (6.54) del lemma 6.1.4, (6.58) diventa
det∇w =
n∑
α=1
Dα
(
wi (cof ∇w)iα
)
(i = 1, · · · , n), (6.59)
cioe`, il determinante della matrice gradiente puo` scriversi come una
divergenza.
Allora, da (6.59), se ϕ ∈ C∞0 (Ω) si haˆ
Ω
ϕ det∇w dx = −
n∑
α=1
ˆ
Ω
ϕxα w
i (cof ∇w)iα dx (i = 1, · · · , n). (6.60)
3. Abbiamo stabilito l’identita` (6.60) per w ∈ C∞(Ω,Rn); allora, con un
procedimento di approssimazione abbiamo anche per ogni h ∈ N:
ˆ
Ω
ϕ det∇uh dx = −
n∑
α=1
ˆ
Ω
ϕxα u
i
h (cof ∇uh)iα dx (i = 1, · · · , n). (6.61)
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Ora poiche´ n < m e uh ⇀ u in W 1,m(Ω,Rn), la successione {uh}, per
l’immersione continua di Morrey 1.3.5(iii), risulta essere limitata in
C0,1−
n
m (Ω,Rn). Per il criterio di compattezza di Ascoli-Arzela` 1.3.13,
deduciamo che uh ⇒ u in Ω.
Dall’identita` (6.61) potremo concludere che
lim
h→+∞
ˆ
Ω
ϕ det∇uh dx = −
n∑
α=1
ˆ
Ω
ϕxα u
i (cof ∇u)iα dx (6.62)
=
ˆ
Ω
ϕ det∇u dx,
se proviamo che
lim
h→+∞
ˆ
Ω
ψ (cof ∇uh)iα dx =
ˆ
Ω
ψ (cof ∇u)iα dx (6.63)
per i, α = 1, · · · , n e per ogni ψ ∈ C∞0 (Ω).
Per questo basta osservare che (cof ∇uh)iα e` il determinante di una
matrice (n−1)× (n−1), che puo` essere analizzata come prima poten-
dosi scrivere come somma di determinanti di appropriate sottomatrici
(n − 2) × (n − 2), per fattori uniformemente convergenti. Possiamo
continuare e mostrare cos`ı l’ovvio fatto che gli elementi delle matrici
∇uh convergono debolmente ai corrispondenti elementi della matrice
∇u.
In questo modo e` verificata la (6.63), e quindi la validita` della (6.62).
4. Infine, poiche´ {uh} e` limitata in W 1,m(Ω,Rn) e |det∇uh| ≤ c |∇uh|n,
ne segue che la successione {det∇uh} e` limitata in Lmn (Ω).
Quindi ogni sottosuccessione ha una sottosuccessione debolmente con-
vergente in L
m
n (Ω), che, per la (6.62), puo` solo convergere al det∇u.

Utilizziamo il teorema 6.2.1 per provare un risultato di debole semicontinuita`
inferiore analogo al teorema 3.3.1, assumendo che la funzione F sia una
particolare Lagrangiana policonvessa (cfr. Definizione 5.1.13).
Sia n = N .
Teorema 6.2.2 (sequenziale debole semicontinuita` inferiore per
funzionali policonvessi).
Sia Ω ⊂ Rn aperto limitato. Sia n < m < ∞. Supponiamo che la
Lagrangiana L : Ω× Rn × Rn×n × R→ R sia tale che, posto r := det p,
(i) L(x, u, p, r), Lp(x, u, p, r) e Lr(x, u, p, r) sono continue;
(ii) L e` limitata inferiormente;
(iii) per ogni fissato x ∈ Ω, u ∈ Rn la funzione (p, r) 7→ L(x, u, p, r) e`
convessa (cioe` F (x, u, p) = L(x, u, p, r) e` policonvessa).
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Allora il funzionale
F [u] :=
ˆ
Ω
F (x, u(x),∇u(x)) dx =
ˆ
Ω
L(x, u(x),∇u(x),det∇u(x)) dx
e` seq. deb. s.c.i. in W 1,m(Ω,Rn).
Dim. Sia {uh} una successione tale che uh ⇀ u in W 1,m(Ω,Rn). Allora,
per il teorema 6.2.1(i), det∇uh ⇀ det∇u in Lmn (Ω).
Possiamo ora argomentare quasi esattamente come nella dimostrazione del
teorema 3.3.1.
Infatti sia Ω′ ⊂⊂ Ω con ∂Ω′ lipschitziana. Per il teorema di Rellich-
Kondrachov 1.3.16 possiamo assumere che, a meno di estratte, uh → u
in L1(Ω′,Rn) e quindi anche uh → u q.o. in Ω′.
Fissato ε > 0, esiste un compatto Kε ⊂ Ω′ tale che |Ω′ −Kε| < ε e uh ⇒ u
in Kε (per il teorema di Severini-Egorov 1.1.14), u e ∇u sono continue in Kε
(per il teorema di Lusin 1.1.15); inoltre, per il teorema di assoluta continuita`
dell’integrale di Lebesgue, segue cheˆ
Kε
L(x, u(x),∇u(x),det∇u(x)) dx ≥
ˆ
Ω′
L(x, u(x),∇u(x),det∇u(x)) dx−ε.
Inoltre per (iii)ˆ
Kε
L(x, uh(x),∇uh(x),det∇uh(x)) dx ≥
ˆ
Kε
L(x, uh(x),∇u(x),det∇u(x)) dx
+
ˆ
Kε
[Lp (x, uh(x),∇u(x),det∇u(x))] · (∇uh(x)−∇u(x)) dx
+
ˆ
Kε
[Lr (x, uh(x),∇u(x),det∇u(x))] · (det∇uh(x)− det∇u(x)) dx.
Ragionando come nella dimostrazione del teorema 3.3.1, da uh ⇀ u in
W 1,m(Ω,Rn) e det∇uh ⇀ det∇u in Lmn (Ω), deduciamo che il limite per
h→ +∞ degli ultimi due termini e` zero. Ne segue la tesi. 
Con argomentazioni simili a quelle del teorema 3.3.2 possiamo provare il
seguente risultato di esistenza.
Teorema 6.2.3 (Esistenza dei minimi per funzionali policonves-
si).
Sia n < m <∞; supponiamo che F [u] =
ˆ
Ω
L(x, u(x),∇u(x),det∇u(x)) dx
sia seq. deb. s.c.i. inW 1,m(Ω,Rn) e che la Lagrangiana F (x, u, p) = L(x, u, p, r)
(con r = det p) soddisfi la condizione di coercivita` (ii) del teorema 3.3.2.
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Allora esiste il minimo di
F [u] =
ˆ
Ω
L(x, u(x),∇u(x),det∇u(x)) dx
nella classe
Aϕ =
{
u ∈W 1,m(Ω,Rn), u− ϕ ∈W 1,m0 (Ω,Rn)
}
per ogni ϕ ∈W 1,m(Ω,Rn) con F [ϕ] < +∞.
Applicazione (Elasticita` non lineare per corpi incomprimibili).
Sia n = 3. Consideriamo un corpo elastico che ha inizialmente la configu-
razione di riferimento Ω.
Sia u(x) = (u1(x1, x2, x3), u2(x1, x2, x3), u3(x1, x2, x3)) lo spostamento di Ω
e supponiamo che il corpo elastico sia incomprimibile, cioe`
det∇u = 1.
Consideriamo il problema di minimizzare l’energia elastica
F [u] :=
ˆ
Ω
F (x,∇u(x)) dx =
ˆ
Ω
L(x,∇u(x),det∇u(x)) dx
nella classe
Aϕ =
{
u ∈W 1,m(Ω,R3), u− ϕ ∈W 1,m0 (Ω,R3), det∇u = 1 q.o.
}
per m > 3, assegnata ϕ ∈W 1,m(Ω,R3).
Teorema 6.2.4 (Minimi con vincolo sul determinante).
Supponiamo che la Lagrangiana F (x, p) = L(x, p, r) sia di classe C1 e
che per ogni fissato x ∈ Ω la funzione (p, r) 7→ L(x, p, r) sia convessa.
Supponiamo inoltre che L soddisfi la condizione di coercivita` (ii) di 3.3.2.
Allora esiste il minimo di F [u] =
ˆ
Ω
L(x,∇u(x),det∇u(x)) dx
nella classe Aϕ.
Dim. Selezioniamo una successione minimizzante in Aϕ con uhj ⇀ u in
W 1,m(Ω,R3). Poiche´, per il teorema 6.2.2,
F [u] ≤ lim inf
j→+∞
F [uhj ],
resta solo da provare che u ∈ Aϕ.
Per il teorema 6.2.1
det∇uhj ⇀ det∇u in L
m
3 (Ω);
ne deduciamo che det∇u = 1 q.o. . 

CAPITOLO 7
Metodi diretti: regolarita` interna
Dopo il 1900, il XIX problema di Hilbert veniva affrontato dapprima in
dimensione 2, ricorrendo a tecniche proprie dell’Analisi complessa:
• S. Bernstein (1904) ha dimostrato che ogni soluzione di classe C3(Ω)
dell’equazione di Eulero analitica
−Dα Fpα (x, u,∇u) + Fu (x, u,∇u) = 0 in Ω (7.64)
(n = 2, N = 1) e` analitica in Ω.
Successivamente
• L. Lichtenstein (1912) ha migliorato il risultato di Bernstein provan-
do che ogni soluzione di classe C2(Ω) dell’equazione di Eulero (7.64)
(sempre nel caso n = 2, N = 1) e` di classe C3(Ω) (e quindi analitica).
Qualche anno piu` tardi
• E. Hopf (1929) ha provato che ogni soluzione C1,σ(Ω) di (7.64) (n =
2, N = 1) e` di classe C3(Ω) (e quindi analitica).
Questi risultati sono stati estesi al caso generale n ≥ 2 con il contributo di
molti autori (per citarne alcuni: Leray-Schauder (1934), Petrowsky (1939),
Caccioppoli (1934, 1950-’51), Stampacchia (1952), Morrey (1958), . . . ).
Negli anni precedenti la seconda guerra mondiale venivano dimostrati risul-
tati di esistenza, relativi cioe` al XX problema di Hilbert. Pero` i metodi
diretti forniscono, come visto nei capitoli precedenti, una soluzione di un
problema regolare del Calcolo delle Variazioni (e quindi, come vedremo
dopo (cfr. teorema 7.3.1), una soluzione dell’equazione di Eulero, nella
formulazione debole,ˆ
Ω
[Fpα (x, u,∇u)Dαv + Fu (x, u,∇u) v] dx = 0 ∀v ∈ C∞0 (Ω)) (7.65)
in uno spazio di Sobolev W 1,m(Ω) per qualche m > 1.
A tali soluzioni non si poteva applicare il risultato di regolarita`, perche´ esse
in generale non sono nemmeno funzioni continue.
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Il processo di esistenza-regolarita` mostrava cos`ı una lacuna.
Per ottenere la regolarita` mancava infatti il passo seguente:
u ∈W 1,m, u soluzione =⇒ u ∈ C1,σ. (7.66)
Questo anello mancante e` stato ottenuto con due risultati fondamentali, in
ipotesi di “crescita naturale” dell’integrando (vedi (7.111) successivo).
I risultati sono dovuti a Morrey (1938) per n = 2 e N ≥ 1 (cioe` relati-
vamente anche a sistemi in due variabili), ed a De Giorgi (1957) e Nash
(1958) nel caso n ≥ 2 e N = 1 (cioe` per equazioni in un numero arbitrario
di variabili).
Il teorema di ho¨lderianita` di De Giorgi-Nash-Moser 7.5.6 e` ottenuto per
m = 2. Questo risultato e` stato poi ripreso e rivisto alla fine degli anni ’60
da molti autori, estendendolo anche per m ∈ (1,+∞): ricordiamo Morrey
(1966) [58], Stampacchia (1966) [68], Ladyzhenskaya-Ural’tseva (1968) [48],
Moser (1960) [59].
7.1. Regolarita`: il caso scalare.
Qui affrontiamo la prova dell’implicazione (7.66) nel caso scalare N = 1.
7.2. Un risultato unidimensionale di Tonelli e fenomeno di
Lavrentieff.
E’ di Tonelli (1915) il seguente celebre teorema di esistenza e regolarita`
parziale.
Teorema 7.2.1 (Esistenza e regolarita` parziale, Tonelli).
Sia F : [0, 1] × R × R → R una Lagrangiana soddisfacente le seguenti
condizioni:
(i) F ∈ C2([0, 1]× R× R);
(ii) Fpp(x, u, p) > 0 per ogni (x, u, p);
(iii) esistono c1 > 0, c2 > 0, m > 1 tali che
F (x, u, p) ≥ c1 |p|m − c2 per ogni (x, u, p).
Allora il problema di minimo
min
{ˆ 1
0
F (x, u(x), u′(x)) dx; u ∈W 1,1((0, 1)), u(0) = 0, u(1) = 1
}
(7.67)
ha almeno una soluzione u parzialmente regolare, nel senso che esiste un
insieme chiuso E ⊂ [0, 1] con |E| = 0 tale che u ∈W 1,∞ ((0, 1) \ E).
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Con questo risultato Tonelli stabiliva che, per ottenere l’esistenza di un
minimo, una appropriata classe di funzioni ammissibili e` un sottoinsieme
delle funzioni assolutamente continue.
Tonelli, tuttavia, non era riuscito a provare se il suo risultato era ottimale,
cioe` non era riuscito a dimostrare se E = ∅ o a dare un esempio in cui
E 6= ∅. Lo stesso Tonelli, durante una conferenza a Mosca, pose il problema
di trovare un esmpio in cui E 6= ∅.
In questo ambito, nel 1926 Lavrentieff osservo` che se E = ∅, allora sussiste
l’uguaglianza
inf
{ˆ 1
0
F (x, u(x), u′(x)) dx; u ∈W 1,1((0, 1)), u(0) = 0, u(1) = 1
}
= inf
{ˆ 1
0
F (x, u(x), u′(x)) dx; u ∈W 1,∞((0, 1)), u(0) = 0, u(1) = 1
}
(cio` vuol dire che il problema e` “insensibile” alla regolarita` richiesta alle
funzioni ammissibili), e che quindi per esibire un esempio in cui E 6= ∅ era
sufficiente trovare una Lagrangiana F per cui vale la stretta disuguaglianza
inf
{´ 1
0
F (x, u(x), u′(x)) dx; u ∈W 1,1((0, 1))u(0) = 0, u(1) = 1
}
(7.68)
< inf
{´ 1
0
F (x, u(x), u′(x)) dx; u ∈W 1,∞((0, 1))u(0) = 0, u(1) = 1
}
.
Il termine “fenomeno di Lavrentieff ” si riferisce al sorprendente risultato
dimostrato per la prima volta da M. Lavrentieff nel 1926. Egli dimostra
che l’integrale variazionale – seq. deb. s.c.i. nella classe delle funzioni am-
missibili W 1,1((0, 1)) – di un problema di Lagrange ai limiti puo` avere un
estremo inferiore in W 1,∞((0, 1)) strettamente maggiore del minimo su tut-
ta la classe ammissibile. In altri termini per opportune Lagrangiane
F = F (x, u(x), u′(x)) risulta la (7.68). Quindi nel passaggio da un problema
ad una sua formulazione debole e` doverosa la verifica che la formulazione
debole non alteri il valore minimo del problema nella sua formulazione
originale.
Osservazione 7.2.2. E’ interessante notare che se si utilizzano i metodi
degli elementi finiti (prendendo funzioni affini a tratti, che sono in
W 1,∞((0, 1))) il verificarsi della stretta diseguaglianza (7.68) impedisce il
raggiungimento del minimo. Quindi il fenomeno di Lavrentieff costituisce
un ostacolo serio per gli schemi numerici di minimizzazione.
Il fenomeno di Lavrentieff mostra in definitiva quanto sia delicata la scelta
della classe delle funzioni ammissibili.
Presentiamo ora un esempio (dovuto essenzialmente a B. Mania`, 1934 [52])
in cui si manifesta il fenomeno di Lavrentieff.
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Teorema 7.2.3 ( [16]). Sia F (x, u, p) =
(
x− u3)2 p6 e sia
F [u] :=
ˆ 1
0
F (x, u(x), u′(x)) dx. Siano 1
A1 = {u ∈W 1,1((0, 1)); u(0) = 0, u(1) = 1} ,
A∞ = {u ∈W 1,∞((0, 1)); u(0) = 0, u(1) = 1}
allora
inf {F [u] ; u ∈ A∞} ≥ 7
2 · 35
218 · 55 = c0 > 0 = inf
{F [u] ; u ∈ A1} .
Inoltre il minimo di F [·] su A1 e` dato da u(x) = x 13 .
Alla dimostrazione del precedente teorema premettiamo il seguente risulta-
to.
Lemma 7.2.4. Siano 0 < α < β < 1 e sia
A =
{
u ∈W 1,∞((α, β)); 1
4
x
1
3 ≤ u(x) ≤ 1
2
x
1
3 ∀x ∈ [α, β] , u(α) = 1
4
α
1
3 , u(β) =
1
2
β
1
3
}
.
Se F (x, u, p) :=
(
x− u3)2 p6 e G [u] := ˆ β
α
F (x, u(x), u′(x)) dx, allora
G [u] ≥ c0
β
per ogni u ∈ A, dove c0 = 7
2 · 35
218 · 55 .
Dim. Da u(x) ≤ 1
2
x
1
3 segue che
1− u
3(x)
x
≥ 1− 1
x
(
x
1
3
2
)3
=
7
23
per ogni x ∈ [α, β].
Allora risulta
G [u] =
ˆ β
α
x2
(
1− u
3(x)
x
)2
(u′(x))6 dx ≥ 7
2
26
ˆ β
α
x2 (u′(x))6 dx. (7.69)
Sia ora y = x
3
5 , allora u(x) = u(y) = u(x
3
5 ); pertanto
u′(x) = u′(y)
dy
dx
=
3
5
u′(y)x−
2
5 =
3
5
u′(y)y−
2
3 .
Sostituendo in (7.69) abbiamo
G [u] ≥ 7
2
26
ˆ β 35
α
3
5
y
10
3
(
3
5
u′(y)y−
2
3
)6
·
(
5
3
y
2
3
)
dy =
72 · 35
26 · 55
ˆ β 35
α
3
5
(u′(y))6 dy.
1A1 e` l’insieme delle funzioni u assolutamente continue in (0, 1) soddisfacenti u(0) = 0,
u(1) = 1, mentre A∞ e` l’insieme delle funzioni Lipschitziane in (0, 1) soddisfacenti le
stesse condizioni ai limiti.
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Applicando la disuguaglianza di Jensen (1.12) all’integrale a destra ottenia-
mo
G [u] ≥ 7
2 · 35
26 · 55 ·
(
u(β
3
5 )− u(α 35 )
)6
(
β
3
5 − α 35
)5 = 72 · 3526 · 55 ·
(
1
2β
1
3 − 14α
1
3
)6
(
β
3
5 − α 35
)5
=
72 · 35
212 · 55 ·
β2
β3
·
(
1− 12
(
α
β
) 1
3
)6
(
1−
(
α
β
) 3
5
)5 . (7.70)
Osserviamo infine che poiche´ 0 < α < β < 1, abbiamo(
1− 1
2
(
α
β
) 1
3
)6
≥
(
1
2
)6
e
(
1−
(
α
β
) 3
5
)−5
≥ 1. (7.71)
Da (7.70) e (7.71) segue la tesi. 
Dim. [teorema 7.2.3] Cominciamo col provare che se u ∈ A∞ allora esistono
0 < α < β < 1 tali che u ∈ A (A come nel lemma 7.2.4), cioe`
1
4
x
1
3 ≤ u(x) ≤ 1
2
x
1
3 per ogni x ∈ [α, β]
u(α) = 14α
1
3 , u(β) = 12β
1
3 .
(7.72)
1
1
0 α β
x1/31/2 ·
x1/31/4 ·
x1/3
u(x)
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Siano
A =
{
a ∈ (0, 1); u(a) = 1
4
a
1
3
}
B =
{
b ∈ (0, 1); u(b) = 1
2
b
1
3
}
.
Poiche´ u e` Lipschitziana, u(0) = 0 e u(1) = 1, necessariamente A 6= ∅ e
B 6= ∅.
Scegliamo per esempio
α = max {a; a ∈ A}
e
β = min {b; b ∈ B, b > α} .
Chiaramente α e β soddisfano le condizioni (7.72).
Allora, usando il lemma 7.2.4, deduciamo che per u ∈ A1:
F [u] =
ˆ 1
0
(
x− u3(x))2 (u′(x))6 dx ≥ ˆ β
α
(
x− u3(x))2 (u′(x))6 dx
≥ c0
β
> c0 > 0.
Infine che u(x) = x
1
3 sia il minimo di F [·] su A1 e` immediato, poiche´
F [u] ≥ 0 per ogni u ∈ A1 e F
[
x
1
3
]
= 0. 
Osservazione 7.2.5 ( [11]). La Lagrangiana F (x, u, p) :=
(
x− u3)2 p6 del
teorema 7.2.3 non e` genuinamente sopralineare e degenera per u(x) = x
1
3 .
Ma non e` questo che determina il fenomeno di Lavrentieff.
Infatti, osserviamo che se 1 < m <
3
2
allora x
1
3 ∈ W 1,m ((0, 1)), pertanto
esiste η > 0 tale che
η
ˆ 1
0
∣∣∣Dx 13 ∣∣∣m dx < c0 (c0 e` la costante definita nel teorema 7.2.3).
Sia F1 [u] :=
ˆ 1
0
[(
x− u3)2 u′6 + η |u′|m] dx; allora l’integrando F1 (x, u, p)
di F1 e` ora non degenere, convesso in p e soddisfa
η |p|m ≤ F1 (x, u, p) ≤ c1 |p|6 + c2.
Ovviamente F1 [u] > c0 per ogni u ∈ A∞, mentre F1 [u0] < c0 per
u0(x) = x
1
3 , cioe` vale la relazione
inf
{F1[u]; u ∈ A1} < inf {F1[u]; u ∈ A∞} .
Pertanto, anche in questa circostanza, si presenta il fenomeno di Lavrentieff.
Osservazione 7.2.6. Il fenomeno di Lavrentieff non e` raro, si presenta e.g.
anche nell’ambito della elasticita` non lineare, pertanto conviene inquadrare
questo fenomeno in termini generali.
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Sia Ω ⊂ Rn aperto limitato e siano F : Ω×RN ×Rn×N → R una assegnata
Lagrangiana e F :W 1,1 (Ω,RN)→ R il funzionale definito da
F [u] :=
ˆ
Ω
F (x, u(x),∇u(x)) dx.
Sia A un prescritto (da condizioni di Dirichlet o altre condizioni) sottoin-
sieme di W 1,1
(
Ω,RN
)
.
Per ogni m ∈ [1,+∞], definiamo la classe delle funzioni ammissibili
Am := A ∩W 1,m (Ω,RN) .
Evidentemente se m cresce le funzioni in Am risultano piu` regolari.
Considerato il problema
inf
u∈Am
F [u],
l’estremo inferiore e` non-decrescente rispetto ad m.
Per molti problemi l’estremo inferiore non e` influenzato dal valore di m.
Nel caso in cui
inf
u∈A1
F [u] < inf
u∈A∞
F [u],
cioe` se si verifica la dipendenza da m, allora diremo che il problema varia-
zionale presenta il fenomeno di Lavrentieff.
Questo fenomeno in definitiva e` ascrivibile alla “sensibilita`” dell’estremo
inferiore di un problema variazionale rispetto alla regolarita` richiesta alle
funzioni ammissibili.
7.3. Soluzioni deboli dell’equazione di Eulero e derivate seconde
per i minimi.
Per dare un’idea del problema della regolarita` (quindi della dimostrazione
dell’implicazione (7.66)) supponiamo, per semplicita`, che la Lagrangiana
F : Rn → R dipenda solo da p e sia di classe C2. Inoltre assumiamo che
il funzionale regolare F [u] :=
ˆ
Ω
F (∇u(x)) dx sia quadratico, cioe` tale che
per ogni p ∈ Rn
|F (p)| ≤ c0 |p|2 , (7.73)
|Fp(p)| ≤ c1 |p| , (7.74)
|Fpp(p)| ≤ c2, (7.75)
con c0, c1, c2 costanti positive.
In questo caso il teorema 4.5.1 da` il seguente risultato di esistenza per il
problema di Dirichlet.
Sia Ω un aperto limitato di Rn (n ≥ 1) e sia F : Rn → R una Lagrangiana
tale che il funzionale F [u] =
ˆ
Ω
F (∇u(x)) dx sia seq. deb. s.c.i. inW 1,2(Ω).
Sia inoltre F (p) ≥ c|p|2 (cioe` F (p) ha crescita superlineare per |p| → +∞).
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Allora, per ogni ϕ ∈W 1,2(Ω) con F [ϕ] < +∞, esiste il minimo di F [u] nella
classe
Aϕ =
{
v ∈W 1,2(Ω), v − ϕ ∈W 1,20 (Ω)
}
.
In realta` dimostreremo che per ogni minimo u ∈ Aϕ di F [·] abbiamo
(i) u e` una soluzione debole dell’equazione di Eulero
DαFpα(∇u(x)) = 0 in Ω (7.76)
cioe`ˆ
Ω
Fpα(∇u(x))Dαv(x) dx = 0 per ogni v ∈W 1,20 (Ω) (7.77)
(cfr. teorema 7.3.1 successivo);
inoltre (cfr. teorema 7.3.5 successivo)
(ii) u appartiene allo spazio W 2,2loc (Ω).
Teorema 7.3.1 (Soluzione debole dell’equazione di Eulero).
Supponiamo che F verifichi le condizioni di crescita (7.73) e (7.74) e che
u ∈ Aϕ soddisfi F [u] = min
w∈Aϕ
F [w]; allora u e` una soluzione debole dell’e-
quazione di Eulero
DαFpα(∇u(x)) = 0 in Ω, (7.78)
cioe` verificaˆ
Ω
Fpα(∇u(x))Dαv(x) dx = 0 per ogni v ∈W 1,20 (Ω). (7.79)
Dim. Procediamo come nella dimostrazione della proposizione 2.2.1 facendo
attenzione alla differeziazione sotto il segno di integrale.
Siano t ∈ R e v ∈W 1,20 (Ω). Consideriamo la funzione u+ tv ∈ Aϕ.
Per la (7.73) F [u+ tv] < +∞ per ogni t ∈ R. Sia t 6= 0 e consideriamo
F [u+ tv]−F [u]
t
=
ˆ
Ω
F (∇u(x) + t∇v(x))− F (∇u(x))
t
dx. (7.80)
Osserviamo che
lim
t→0
F (∇u(x) + t∇v(x))− F (∇u(x))
t
= Fpα(∇u(x))Dαv(x) (7.81)
per q.o. x ∈ Ω.
Inoltre
F (∇u(x) + t∇v(x))− F (∇u(x))
t
=
1
t
ˆ t
0
d
d s
F (∇u(x) + s∇v(x)) ds
=
1
t
ˆ t
0
Fpα(∇u(x) + s∇v(x))Dαv(x) ds.
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Poiche´ u, v ∈W 1,2(Ω), la (7.74) e la disuguaglianza a·b ≤ a
2
2
+
b2
2
implicano
che ∣∣∣∣F (∇u(x) + t∇v(x))− F (∇u(x))t
∣∣∣∣ ≤ c(|∇u|2 + |∇v|2) ∈ L1(Ω)
per ogni t 6= 0.
Di conseguenza, per il teorema della convergenza dominata 1.1.11 da (7.80)
e (7.81) concludiamo che
d
d t
F [u+ tv]∣∣t=0 esiste ed e` uguale aˆ
Ω
Fpα(∇u(x))Dαv(x) dx.
Ma allora, poiche´ F [u+ tv] ha minimo per t = 0, abbiamo
d
d t
F [u+ tv]∣∣t=0 = 0, e cos`ı u e` una soluzione debole di (7.78). 
Osserviamo che il risultato precedente non segue dalla proposizione 2.2.1
poiche´ non sappiamo che u e` regolare, ma soltanto che u ∈ W 1,2(Ω). Per
questo occorrono le condizioni (7.73) e (7.74) di crescita su F e sulle sue
derivate prime.
Osservazione 7.3.2. In generale, l’equazione di Eulero (7.79) puo` avere
altre soluzioni che non corrispondono a minimi di F [·]. Tuttavia:
Se p 7→ F (p) e` convessa allora ogni soluzione debole di (7.78) e` un minimo
di F [·].
Dim. Sia u ∈ Aϕ una soluzione debole di (7.78) e sia w ∈ Aϕ. Allora per
la convessita` di p 7→ F (p), abbiamo
F (q) ≥ F (p) + Fp(p)(q − p) ∀p, q ∈ Rn.
Sia p = ∇u(x) e q = ∇w(x) e integriamo su Ω, allora
F [w] ≥ F [u] +
ˆ
Ω
Fp(∇u(x))(∇w(x)−∇u(x)) dx.
Per la (7.79) risultaˆ
Ω
Fp(∇u(x))(∇w(x)−∇u(x)) dx = 0,
per cui F [u] ≤ F [w] per ogni w ∈ Aϕ. 
Osservazione 7.3.3. Nel caso dell’integrale di Dirichlet, l’equazione di
Eulero nella formulazione debole (7.79) e`ˆ
Ω
∇u(x) · ∇v(x) dx = 0 ∀v ∈W 1,20 (Ω) . (7.82)
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Introduciamo, ora, il metodo dei quozienti differenziali dovuto a Nirenberg,
che utilizzeremo per dimostrare un importante risultato (teorema 7.3.5).
Sia u : Ω→ R una funzione localmente sommabile e sia Ω′ ⊂ ⊂ Ω.
Definiamo rapporto incrementale (o quoziente differenziale) parziale di in-
cremento r rispetto a xγ
Drγu(x) :=
u(x+ r eγ)− u(x)
r
(γ = 1, . . . , n)
per x ∈ Ω′, 0 < |r| < dist (Ω′, ∂Ω) con eγ = (0, . . . , 0,
γ
↑
1 , 0, . . . , 0);
poniamo Dru = (Dr1u, . . . ,D
r
nu).
Sussiste il seguente risultato che caratterizza per 1 < m < ∞ lo spazio di
Sobolev W 1,m (Ω):
Teorema 7.3.4 (Rapporti incrementali e derivate deboli).
(i) Sia 1 ≤ m <∞ e sia u ∈W 1,m(Ω).
Allora
∀Ω′ ⊂ ⊂ Ω ‖Dru‖Lm(Ω′,Rn) ≤ c ‖∇u‖Lm(Ω,Rn) (c > 0)
per ogni 0 < |r| < 1
2
dist (Ω′, ∂Ω).
(ii) Sia 1 < m <∞, u ∈ Lm(Ω′), e supponiamo che esista una costante c
tale che ‖Dru‖Lm(Ω′,Rn) ≤ c per ogni 0 < |r| <
1
2
dist (Ω′, ∂Ω).
Allora u ∈W 1,m(Ω′) con ‖∇u‖Lm(Ω′,Rn) ≤ c.
Osserviamo che (ii) e` falsa per m = 1.
Dim.
(i) Sia 1 ≤ m < ∞ e supponiamo dapprima che u sia di classe C1(Ω).
Allora per ogni x ∈ Ω′, γ = 1, . . . , n e 0 < |r| < 1
2
dist (Ω′, ∂Ω),
abbiamo
u(x+ reγ)− u(x) =
ˆ 1
0
Dγu(x+ treγ) dt · reγ ;
sicche´
|u(x+ reγ)− u(x)| ≤ |r|
ˆ 1
0
|∇u(x+ treγ)| dt.
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Di conseguenza
ˆ
Ω′
|Dru(x)|m dx ≤ c
n∑
γ=1
ˆ
Ω′
(ˆ 1
0
|∇u(x+ treγ)|m dt
)
dx
= c
n∑
γ=1
ˆ 1
0
(ˆ
Ω′
|∇u(x+ treγ)|m dx
)
dt.
Pertanto ˆ
Ω′
|Dru(x)|m dx ≤ c
ˆ
Ω
|∇u(x)|m dx
cioe`
‖Dru‖Lm(Ω′,Rn) ≤ c ‖∇u‖Lm(Ω,Rn) .
Questa stima vale per u ∈ C1(Ω), e quindi e` valida, per approssi-
mazione, per u ∈W 1,m(Ω).
(ii) Supponiamo ora che valga
‖Dru‖Lm(Ω′,Rn) ≤ c (7.83)
per ogni 0 < |r| < 1
2
dist (Ω′, ∂Ω).
Sia γ = 1, . . . , n e ϕ ∈ C∞0 (Ω′); osserviamo che per r sufficientemente
piccolo
ˆ
Ω′
u(x)
[
ϕ(x+ reγ)− ϕ(x)
r
]
dx = −
ˆ
Ω′
[
u(x)− u(x− reγ)
r
]
ϕ(x) dx,
cioe`
ˆ
Ω′
u(x)
(
Drγϕ(x)
)
dx = −
ˆ
Ω′
(
D−rγ u(x)
)
ϕ(x) dx. (7.84)
Questa e` la formula “di integrazione per parti” per i rapporti incre-
mentali (quozienti differenziali).
L’ipotesi (7.83) implica
sup
r
||D−rγ u||Lm(Ω′) < +∞;
e, pertanto, poiche´ 1 < m < ∞, esiste una funzione vγ ∈ Lm(Ω′)
(spazio riflessivo) e una sottosuccessione rh → 0 tale che
D−rhγ u ⇀ vγ in L
m(Ω′). (7.85)
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Ma alloraˆ
Ω′
uDγϕdx =
ˆ
Ω
uDγϕdx
= lim
rh→0
ˆ
Ω
uDrhγ ϕdx
per (7.84)
= − lim
rh→0
ˆ
Ω′
D−rhγ uϕdx
= −
ˆ
Ω′
vγ ϕdx = −
ˆ
Ω
vγ ϕdx.
Pertanto vγ = Dγu in senso debole (γ = 1, . . . , n) e cos`ı
∇u ∈ Lm(Ω′,Rn). Poiche´ u ∈ Lm(Ω′), deduciamo che u ∈W 1,m(Ω′).
Infine osserviamo che
‖Dγu‖Lm(Ω′,Rn) ≤ lim infrh→0
∥∥D−rhγ u∥∥Lm(Ω′) ≤ cost.

Teorema 7.3.5 (Derivate seconde per i minimi).
Sia u ∈W 1,2(Ω) una soluzione debole di (7.78), con F che soddisfa la (7.75)
ed uniformemente convessa, cioe`
∃θ > 0 : Fpα pβ (p)ξα ξβ ≥ θ|ξ|2, (p, ξ ∈ Rn). (7.86)
Allora u ∈W 2,2loc (Ω) e fissato γ ∈ {1, . . . , n} e un aperto Ω′ ⊂⊂ Ω, u˜ := Dγu
e` una soluzione debole dell’equazione lineare, ellittica del secondo ordine in
forma di divergenza
Dα(Aαβ(x)Dβ u˜(x)) = 0 in Ω′ (7.87)
con
Aαβ := Fpα pβ (∇u) (α, β = 1, . . . , n). (7.88)
Dim. Fissiamo un aperto Ω′ ⊂ ⊂ Ω e sia Ω′′ un aperto tale che
Ω′ ⊂ ⊂ Ω′′ ⊂ ⊂ Ω. Sia ζ ∈ C∞ una funzione di taglio tale che ζ ≡ 1 su Ω
′
ζ ≡ 0 su Rn \ Ω′′
0 ≤ ζ ≤ 1 su Ω′′ \ Ω′.
Sia |r| > 0 sufficientemente piccolo, sia γ ∈ {1, . . . , n} e sostituiamo
v := D−rγ (ζ
2Drγu) nell’equazione (7.79).
Usando l’identita` ˆ
Ω
uD−rγ v dx = −
ˆ
Ω
v Drγu dx,
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e il fatto che il quoziente differenziale di una derivata e` la derivata del
quoziente differenziale (i.e. Drγ (Dαv) = Dα
(
Drγv
)
), deduciamo
ˆ
Ω
DrγFpα(∇u(x))Dα(ζ2Drγu) dx = 0. (7.89)
Ora
DrγFpα (∇u(x)) =
Fpα(∇u(x+ reγ))− Fpα(∇u(x))
r
(7.90)
=
1
r
ˆ 1
0
d
d s
Fpα(s∇u(x+ reγ) + (1− s)∇u(x)) ds
=
1
r
ˆ 1
0
[
Fpαpβ (s∇u(x+ reγ) + (1− s)∇u(x))
]
ds
· [Dβu(x+ reγ)−Dβu(x)]
= arα β(x)D
r
γDβu(x),
dove abbiamo posto
arαβ(x) :=
ˆ 1
0
[
Fpαpβ (s∇u(x+ reγ) + (1− s)∇u(x))
]
ds (7.91)
(α, β = 1, . . . , n).
Sostituendo (7.90) in (7.89), e tenuto conto che
Dα(ζ2Drγu) = ζ
2Drγ Dαu+ 2ζ Dαζ D
r
γu, abbiamo
A1 +A2 :=
ˆ
Ω
ζ2(x) arα β(x)D
r
γ (Dβu(x))D
r
γ (Dαu(x)) dx (7.92)
+
ˆ
Ω
2ζ(x) arαβ(x)Dαζ(x)D
r
γ (Dβu(x))D
r
γu(x) dx = 0.
Per l’ipotesi (7.86) di uniforme convessita` abbiamo
A1 ≥ θ
ˆ
Ω
ζ2(x)
∣∣Drγ∇u(x)∣∣2 dx. (7.93)
Inoltre per l’ipotesi (7.75) abbiamo, per ogni ε > 0,
|A2| ≤ c
ˆ
Ω′′
ζ(x)
∣∣Drγ∇u(x)∣∣ · ∣∣Drγu(x)∣∣ dx (7.94)
≤ ε
ˆ
Ω′′
ζ2(x) |Drγ∇u(x)|2 dx+
c
ε
ˆ
Ω′′
|Drγu(x)|2 dx.
Sia ε =
θ
4
; allora da (7.93) e (7.94) abbiamo
θ
ˆ
Ω
ζ2(x)
∣∣Drγ∇u(x)∣∣2 dx− θ4
ˆ
Ω′′
ζ2(x)
∣∣Drγ∇u(x)∣∣2 dx
−4c
θ
ˆ
Ω′′
|Drγu(x)|2 dx ≤ A1 +A2 = 0
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per (7.92), e quindiˆ
Ω
ζ2(x)
∣∣Drγ∇u(x)∣∣2 dx ≤ cˆ
Ω′′
∣∣Drγu(x)∣∣2 dx.
Poiche´ ζ ≡ 1 su Ω′ˆ
Ω′
∣∣Drγ∇u(x)∣∣2 dx ≤ cˆ
Ω′′
∣∣Drγu(x)∣∣2 dx ≤ cˆ
Ω
|∇u(x)|2 dx
per γ = 1, . . . , n e per ogni |r| > 0 sufficientemente piccolo (l’ultima disu-
guaglianza e` valida per il teorema 7.3.4(i)).
Di conseguenza il teorema 7.3.4(ii) implica ∇u ∈W 1,2(Ω′) e quindi
u ∈W 2,2(Ω′) per ogni Ω′ ⊂ ⊂ Ω; pertanto u ∈W 2,2loc (Ω).
Sia w ∈ C∞0 (Ω), fissiamo γ ∈ {1, . . . , n} e poniamo v = Dγw in (7.79).
Allora risulta ˆ
Ω
Fpα(∇u(x))DαDγw(x) dx = 0.
Poiche´ u ∈W 2,2loc (Ω), possiamo integrare per parti e ottenereˆ
Ω
Fpα pβ (∇u(x))Dβ(Dγu(x))Dαw(x) dx = 0. (7.95)
Poniamo
u˜ := Dγu, (7.96)
Aαβ := Fpα pβ (∇u) (α, β = 1, . . . , n), (7.97)
e fissiamo un aperto Ω′ ⊂ ⊂ Ω.
Allora, per densita`, da (7.95), (7.96) e (7.97) otteniamoˆ
Ω
Aαβ(x)Dβ u˜(x)Dαw(x) dx = 0 per ogni w ∈W 1,20 (Ω′), (7.98)
cioe` u˜ ∈W 1,2(Ω′) e` una soluzione debole dell’equazione lineare, ellittica del
secondo ordine in forma di divergenza
Dα(Aαβ(x)Dβu˜(x)) = 0 in Ω′. (7.99)

7.4. Caso modello multidimensionale: integrale di Dirichlet e
lemma di Caccioppoli-Weyl.
In questa sezione, sospendiamo lo studio della regolarita` posto in 7.3 per
illustrare il risultato classico relativo alla regolarita` interna della soluzione
debole del Principio di Dirichlet (cfr. osservazione 3.3.4).
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Come gia` visto nell’osservazione 7.3.3, per l’integale di Dirichlet
D [u] :=
1
2
ˆ
Ω
|∇u(x)|2 dx, il minimo u ∈ Aϕ soddisfa
ˆ
Ω
∇u(x) · ∇v(x) dx = 0 ∀v ∈ C∞0 (Ω). (7.100)
Proviamo che u ∈ C∞(Ω), e u soddisfa
∆u(x) = 0 ∀x ∈ Ω.
Sussiste il seguente risultato 2
Teorema 7.4.1 (Lemma di Caccioppoli, 1937 [12]- Weyl, 1940 [74]).
Sia Ω ⊂ Rn aperto e sia u ∈ L1loc(Ω) t.c.ˆ
Ω
u(x)∆v(x) dx = 0 ∀v ∈ C∞0 (Ω) (7.101)
Allora u e` (equivalente ad una funzione) armonica in Ω e u ∈ C∞(Ω).
Osservazione 7.4.2. Una soluzione della (7.100) soddisfa (7.101).
Dim. [del teorema 7.4.1 nell’ipotesi che u ∈ L1 (Ω)] Consideriamo la rego-
larizzata di u di parametro h ∈ N
uh(x) = hn
ˆ
Ω
ρ (h |x− y|)u(y) dy.
Fissata v ∈ C∞0 (Ω), scegliamo h sufficientemente grande da verificare
dist (suppv, ∂Ω) >
1
h
. Risulta:
ˆ
Ω
uh(x)∆v(x) dx =
ˆ
Ω
[
hn
ˆ
Ω
ρ (h |x− y|)u(y) dy
]
∆v(x) dx
=
ˆ
Ω
u(y)∆vh(y) dy
(7.102)
per il teorema di Fubini 1.1.12 (vh(y) = hn
ˆ
Ω
ρ (h |x− y|) v(x) dx).
Applicando l’ipotesi (7.101) a vh ∈ C∞0 (Ω) (per la scelta fatta su h):ˆ
Ω
uh(x)∆v(x) dx = 0. (7.103)
Allora uh ∈ C∞ (Ωh), Ωh :=
{
x ∈ Ω|dist (x, ∂Ω) > 1
h
}
e pertanto da
(7.103) risulta:
∆uh = 0 in Ωh.
2Nel lavoro [12] del 1937 e` dimostrato per la prima volta (cfr. [56] pag. 122) il teorema
sull’armonicita` delle funzioni ortogonali a tutti i laplaciani.
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Inoltre ˆ
Ωh
|uh(y)| dy ≤
ˆ
Ωh
[
hn
ˆ
Ω
ρ (h |x− y|) |u(x)| dx
]
dy
≤
ˆ
Ω
|u(x)| dx <∞
per il teorema di Fubini 1.1.12, usando
hn
ˆ
Ω
ρ (h |x− y|) dy = 1
e ricordando che u ∈ L1(Ω). Quindi, {uh} e` uniformemente limitata in L1.
In quanto armoniche le uh soddisfano la proprieta` di uguaglianza del valor
medio. Inoltre, poiche´ la {uh} e` limitata in L1, da
uh(x0) =
1
ωnRn
ˆ
BR(x0)
uh(x) dx
ricaviamo che uh(x0) e` limitata per R fissato tale che BR(x0) ⊂ Ωh. Per-
tanto {uh} e` uniformemente limitata in Ωh0 per h ≥ 2h0. Inoltre, dalla
proprieta` del valor medio 1.7.3 segue direttamente che, se BR(x′), BR(x′′) ⊂
Ωh0 :
|uh(x′)− uh(x′′)| ≤ c(R)
ˆ
{BR(x′)\BR(x′′)}∪{BR(x′′)\BR(x′)}
|uh(x)| dx.
≤ c(R) |x′ − x′′|
Pertanto {∇uh} e` uniformemente limitata in Ωh0 ; e, analogamente, tutte
le derivate di ogni ordine delle uh, in quanto funzioni armoniche, sono uni-
formemente limitate in Ωh0 (basta ripetere lo stesso procedimento usato per
le uh). Pertanto, per h → +∞, un’estratta di {uh} converge, con le sue
derivate, ad una funzione w ∈ C∞ (Ω). E, in quanto limite uniforme di
funzioni armoniche, anche w e` armonica. Ma {uh} converge a u in L1(Ω),
percio` u = w q.o., cioe` u ∈ C∞ (Ω) ed e` armonica in Ω. 
Osservazione 7.4.3. Nella dimostrazione si e` usato il fatto che ∆ commuta
con le regolarizzate, in altri termini che l’operatore di Laplace e` invariante
per rotazioni (e` questa la ragione per cui si sceglie ρ radiale). Proprio per
questo, pero`, la dimostrazione precedente non puo` essere estesa ad altri
problemi variazionali.
Piu` in generale, si prova che se u e` una distribuzione verificante ∆u = 0 in
Ω, allora u ∈ C∞ (Ω) (cfr. [65], pag. 216).
Diamo ora una seconda dimostrazione del teorema 7.4.1, basata essenzial-
mente sulla proprieta` del valor medio.
Dim. Sia x0 ∈ Ω e sia R > 0 tale che
BR
(
x0
)
=
{
x ∈ Rn : ∣∣x− x0∣∣ ≤ R} ⊂ Ω.
Introduzione al CALCOLO DELLE VARIAZIONI 137
Proviamo che se
u(x0) =
1
nωnRn−1
ˆ
∂BR(x0)
u (ξ) dHn−1 (ξ) , (7.104)
allora u e` indipendente da R, u ∈ C0 (Ω) e u = u q.o. in Ω.
Ne seguira` che u(x0) =
1
nωnRn−1
ˆ
∂BR(x0)
u (ξ) dHn−1 (ξ) con u ∈ C0 (Ω)
e quindi, per il teorema 1.7.15, ∆u = 0 in Ω e dunque u ∈ C∞ (Ω), da cui
la tesi.
Scegliamo opportunamente la funzione v in (7.100).
Assumiamo la (7.104) e sia ε ∈ (0, R) e ϕ ∈ C∞ (R) con suppϕ ⊂ (ε,R).
Definiamo
v (x) = ϕ
(∣∣x− x0∣∣)
e osserviamo che v ∈ C∞0
(
BR
(
x0
))
. Allora, posto r =
∣∣x− x0∣∣, si ha (cfr.
proposizione 1.7.2)
∆v = ϕ′′ (r) +
n− 1
r
ϕ′ (r) = r1−n
d
dr
[
rn−1ϕ′ (r)
]
.
Assumiamo n ≥ 2 (il caso n = 1 e` semplice).
Poniamo
ψ (r) :=
d
dr
[
rn−1ϕ′ (r)
]
. (7.105)
Osserviamo che ψ ∈ C∞0 ((ε,R)) eˆ R
ε
ψ (r) dr = 0 (7.106)
1. Sia ψ un’arbitraria funzione di classe C∞0 ((ε,R)) per cui valga (7.106).
Definiamo ϕ e v come sopra e usiamo questa v in (7.100). Poiche´ v ≡ 0
in Ω \BR
(
x0
)
, abbiamo
0 =
ˆ
Ω
u(x)∆v(x) dx =
ˆ
BR(x0)
u(x)∆v(x) dx
=
ˆ R
ε
ψ (r) r1−n
(ˆ
∂Br(x0)
u (ξ) dHn−1 (ξ)
)
dr
=
ˆ R
ε
ψ (r)w (r) dr
dove abbiamo posto
w (r) = r1−n
ˆ
∂Br(x0)
u (ξ) dHn−1 (ξ) .
Dal corollario 1.2.10 segue che
w (r) = c per q.o. r ∈ (ε,R).
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Poniamo c = nωnu
(
x0
)
; per l’arbitrarieta` di ε:
w(r) = nωnu
(
x0
)
per q.o. r ∈ (0, R). (7.107)
2. Osserviamo che (7.107) altro non e` che (7.104), con u indipendente da
R. Integrando ora (7.104):
u
(
x0
)
=
1
ωnRn
ˆ
BR(x0)
u(x) dx. (7.108)
Da (7.108) segue che u ∈ C0 (Ω). Infatti, siano x′, x′′ ∈ Ω e sia R
sufficientemente piccolo tale che BR (x′) ∪BR (x′′) ⊂ Ω, risulta
|u(x′)− u(x′′)| = 1
ωnRn
∣∣∣∣∣
ˆ
BR(x′)
u(x) dx−
ˆ
BR(x′′)
u(x) dx
∣∣∣∣∣
≤ 1
ωnRn
ˆ
{BR(x′)\BR(x′′)}∪{BR(x′′)\BR(x′)}
|u (x)| dx.
Poiche´ u ∈ L1 (BR (x′) ∪BR (x′′)), per l’assoluta continuita` dell’inte-
grale di Lebesgue per funzioni sommabili, u e` continua.
3. Rimane da provare che u = u q.o. in Ω. Questo segue dal teorema di
differenziazione di Lebesgue 1.1.13 e dal fatto che u ∈ L1loc (Ω) (basta
far tendere R a 0+ in (7.108)).

Osservazione 7.4.4. E’ evidente che del teorema 7.4.1 possiamo dare an-
che un’altra dimostrazione che usa i rapporti incrementali introdotti da
Nirenberg.
Proviamo ora un risultato di maggiore regolarita` interna: u e` analitica reale.
Teorema 7.4.5. Sia u armonica e limitata in Ω. Allora u e` analitica reale
in Ω.
Dim. Fissato x0 ∈ Ω, consideriamo R > 0 t.c.
(ne2n+1 + 1)R < min
{
dist (x0, ∂Ω); 1
}
.
Lo sviluppo di Taylor di u di centro x0 in BR(x0) e`:
∀k ∈ N e ∀x ∈ BR(x0)
u(x) =
∑
|α|≤k
Dαu(x0)
α!
(x− x0)α +
∑
|β|=k+1
Dβu(y)
β!
(x− x0)β, (7.109)
dove y ∈ BR(x0).
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Applicando (1.16) alla palla di centro y e raggio ne2n+1R e la disuguaglianza
|β|! ≤ en|β|β! 3, (7.109)
abbiamo:∣∣Dβu(y)∣∣
β!
∣∣(x− x0)β∣∣ ≤ en|β| ( ne
ne2n+1R
)|β|
R|β| sup
Ω
|u| = e−n|β| sup
Ω
|u| .
Poiche´ sup
Ω
|u| ≤M , abbiamo:∣∣∣∣∣∣
∑
|β|=k+1
Dβu(y)
β!
(x− x0)β
∣∣∣∣∣∣ ≤M
∑
|β|=k+1
e−n|β| ≤M (|β|+ 1)n e−n|β|.
Per |β| → +∞, otteniamo la tesi. 
Osservazione 7.4.6. In virtu` di questo risultato la soluzione debole u ∈ Aϕ
del Principio di Dirichlet e` analitica in Ω (regolarita` interna). Per quanto
concerne la condizione al contorno, questa e` stata acquisita nella forma
implicita u−ϕ ∈W 1,20 (Ω). Sotto opportune ipotesi di regolarita` per Ω e ϕ
si ha u ∈ C0 (Ω) e u = ϕ su ∂Ω (regolarita` fino alla frontiera).
3Sia β un multi indice n-dimensionale. Vale:
|β|! ≤ en|β|β!.
Dim. Siano xi ∈ R, per i = 1, . . . , n e sia k ∈ N. Se β denota un multi-indice n-
dimensionale di lunghezza k, dalla versione di Leibniz della formula di Newton, abbiamo: 
nX
i=1
xi
!k
=
X
|β|=k
k!
β!
nY
i=1
x
βi
i .
Considerando xi = 1, per i = 1, . . . , n:
n|β| =
X
|β|=k
|β|!
β!
⇒ |β|!
β!
≤
X
|β|=k
|β|!
β!
= n|β| ⇒ |β|! ≤ n|β|β! ≤ en|β|β!.

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7.5. Regolarita` ellittica: teoremi di Schauder e
di De Giorgi-Nash-Moser.
Il caso dei funzionali quadratici.
Riprendiamo ora il problema della regolarita`, posto in 7.3, per un minimo
debole di funzionali piu` generali (rispetto all’integrale di Dirichlet)
F [u] =
ˆ
Ω
F (∇u(x)) dx con F = F (p) quadratica in p.
La maggiore regolarita` di un minimo debole di F [·] e` conseguenza della
teoria della regolarita` delle equazioni lineari ellittiche.
Infatti, fondamentale per la regolarita` delle soluzioni deboli dell’equazione
di Eulero quasilineare (7.78)
DαFpα (∇u(x)) = 0 in Ω (Eq − quasilineare)
(dove i coefficienti dipendono dalla soluzione), e` lo studio della differenzia-
bilita` delle soluzioni deboli dell’equazione lineare
Dα (Aαβ(x)Dβu(x)) = 0. in Ω (Eq − lineare)
Vi sono due tipi di risultati di regolarita` ellittica per la (Eq-lineare).
Il primo (basato su un metodo perturbativo) assume regolarita` σ-ho¨lderi-
ana per i coefficienti Aαβ = Aαβ(x). Sotto tale ipotesi si confrontano le
soluzioni della (Eq-lineare) con le funzioni armoniche. La regolarita` delle
soluzioni dipende da quanto “vicine” esse sono alle funzioni armoniche.
Sussiste il seguente teorema classico (cfr. [64] [35] [34] [31]):
Teorema 7.5.1 (il caso dei coefficienti ho¨lderiani, Schauder,
1934 [64]).
Sia u ∈ W 1,2(Ω) una soluzione debole dell’equazione differenziale lineare
alle derivate parziali del secondo ordine in forma di divergenza
Dα(Aαβ(x)Dβu(x)) = 0 in Ω (7.110)
(ossia
ˆ
Ω
Aαβ(x)Dβu(x)Dαv(x) dx = 0 ∀v ∈ C10 (Ω)),
dove (Aαβ(x))α,β=1,...,n e` una matrice simmetrica a coefficienti
Aαβ(x) ∈ Ck,σloc (Ω) tale che
λ|ξ|2 ≤ Aαβ(x)ξα ξβ ≤ Λ|ξ|2 per q.o. x ∈ Ω,∀ξ ∈ Rn (7.111)
con Λ, λ costanti positive.
Allora u ∈ Ck+1,σloc (Ω) (0 < σ < 1).
Nel secondo tipo (basato su un metodo iterativo introdotto da De Giorgi)
la regolarita` relativa alla (Eq-lineare) e` dimostrata assumendo i coefficienti
Aαβ = Aαβ(x) discontinui (misurabili e limitati).
La dimostrazione e` basata su uno studio fine, al crescere del valore k , degli
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insiemi di sopra-livello della soluzione u ∈ W 1,2 (Ω) di cui si vuole provare
la regolarita`, e cioe` (fissato un punto x0 ∈ Ω) sullo studio degli insiemi
A (k, r) := Br
(
x0
) ∩ {x ∈ Ω : u(x) > k}
per ogni livello k.
Osserviamo che:
|A (k, r)| = ∣∣Br (x0)∣∣− |{x ∈ Ω : u(x) < k}| per q.o. k.
Proviamo dapprima la locale limitatezza delle soluzioni di (7.110), pun-
to nodale della successiva dimostrazione della regolarita`.
Lemma 7.5.2 (Disuguaglianza di tipo Caccioppoli).
Sia Ω ⊂ Rn (n ≥ 2) aperto limitato e sia N = 1. Sia u ∈ W 1,2(Ω)
una soluzione debole dell’equazione (7.110) dove (Aαβ(x))α,β=1,...,n e` una
matrice simmetrica a coefficienti Aαβ(x) ∈ L∞(Ω) verificante la condizione
(7.111).
Allora, esiste un costante c = c (n, λ,Λ) > 0 tale che
ˆ
Br(x0)
∣∣∣∇ (u− k)+∣∣∣2 dx ≤ c
(R− r)2
ˆ
BR(x0)
∣∣∣(u− k)+∣∣∣2 dx (7.112)
per ogni k ∈ R, 0 < r < R < +∞ e BR(x0) ⊂ Ω, quindi
ˆ
A(k,r)
|∇u(x)|2 dx ≤ c
(R− r)2
ˆ
A(k,R)
|u(x)− k|2 dx. (7.113)
Dim. Fissato x0 ∈ Ω, sia η ∈ C∞(Ω), con η ≡ 1 in Br
(
x0
)
η ≡ 0 in Ω \BR
(
x0
)
0 ≤ η ≤ 1 in BR
(
x0
) \Br (x0),
|∇η| ≤ c (R− r)−1, consideriamo in (7.110) la funzione test v := wη2 dove
w := (u− k)+.
Osserviamo che
w = u− k, ∇w = ∇u q.o. in {u > k} e
w ≡ 0, ∇w = 0 q.o. in {u ≤ k}.
Allora da (7.110) risulta:
ˆ
Ω
Aαβη
2DβuDαw dx = −2
ˆ
Ω
AαβηwDβuDαη dx.
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Da quest’ ultima relazione, dalla limitazione inferiore in (7.111), applicando
la disuguaglianza di Young abbiamo, per ogni ε > 0:
λ
ˆ
Ω
[
|∇w|2 η2
]
dx ≤ c ‖Aαβ‖L∞(Ω)
ˆ
Ω
[ηw |∇u| |∇η|] dx
≤ c ‖Aαβ‖L∞(Ω)
ˆ
Ω
[
ε2 |∇w|2 η2 + ε−2w2 |∇η|2
]
dx.
Scelto opportunamente ε, otteniamo la tesi. 
Teorema 7.5.3 (locale limitatezza).
Se u soddisfa (7.112), allora, fissato x0 ∈ Ω, risulta
sup
BR/2(x0)
u ≤ k0 + c
(
1
Rn
ˆ
A(k0,R)
|u− k0|2 dx
) 1
2 ( |A (k0, R)|
Rn
) 1
2σ
(7.114)
dove σ e` la soluzione positiva dell’equazione 2σ2 − n (σ + 1) = 0,
A (k0, R) := BR
(
x0
) ∩ {x ∈ Ω : u(x) > k0}
e
c = c (n, λ,Λ) > 0.
Dim. Siano 0 < r < R e poniamo r =
r +R
2
.
Fissato x0 ∈ Ω, sia η ∈ C∞0 (Rn), tale che η ≡ 1 in Br
(
x0
)
η ≡ 0 in Ω \BR
(
x0
)
0 ≤ η ≤ 1 in BR
(
x0
) \Br (x0)
e |∇η| ≤ c (R− r)−1; allora, posto w := (u− k)+, per il corollario 1.3.10,
abbiamo:
ˆ
Br(x0)
|ηw|2 dx ≤ c
(ˆ
Br(x0)
|∇ (ηw)| 2nn+2 dx
)n+2
n
, (7.115)
mentre per la disuguaglianza di Ho¨lder risulta 4(ˆ
Br(x0)
|∇ (ηw)| 2nn+2 dx
)n+2
n
≤ |A(k,R)| 2n
ˆ
Br(x0)
|∇ (ηw)|2 dx (7.117)
4De Giorgi consegue questa disuguaglianzaˆ
A(k,r)
|u(x)− k|2 dx ≤ c |A (k, r)| 2n ·
ˆ
A(k,r)
|∇u(x)|2 dx (7.116)
ricorrendo alle sue tecniche introdotte per lo studio della misura (n− 1)-dimensionale in
Rn (disuguaglianze isoperimetriche) [19] [20].
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inoltre per l’ipotesi
ˆ
Br(x0)
|∇ (ηw)|2 dx ≤ 2
[ˆ
Br(x0)
|∇w|2 η2 dx
+
ˆ
Br(x0)
|w|2 |∇η|2 dx
]
(7.112)
≤ c
(R− r)2
ˆ
BR(x0)
|w|2 dx.
Ne segue che
ˆ
A(k,r)
|u(x)− k|2 dx ≤ c |A(k,R)|
2
n
(R− r)2
ˆ
A(k,R)
|u(x)− k|2 dx (7.118)
Proviamo che, fissato k0, esiste d > 0 tale che
o
ˆ
A(k0+d,R/2)
|u(x)− k0|2 dx = 0 o |A (k0 + d,R/2)| = 0.
Posto
a (h, r) := |A (h, r)| , (7.119)
u (h, r) :=
ˆ
A(h,r)
|u(x)− h|2 dx, (7.120)
e osservato che per h > k abbiamo A (h, r) ⊂ A (k, r), quindi
a (h, r) ≤ a (k, r) e u (h, r) ≤ u (k, r), dalla (7.118) abbiamo
u (h, r) ≤ u (k, r) ≤ c
(R− r)2u (k,R) [a (k,R)]
2
n
dove h > k; inoltre, da (7.119) e (7.120), essendo
a (h, r) =
∣∣Br (x0) ∩ {u− k > h− k}∣∣ ,
applicando la disuguaglianza di Chebyshev 1.2.2, otteniamo
a (h, r) ≤ 1
(h− k)2u (k,R) ,
pertanto per σ > 0
[u (h, r)]σ a (h, r) ≤ c
σ
(R− r)2σ
1
(h− k)2 [u (k,R)]
σ+1 [a (k,R)]
2σ
n .
Posto
Φ (h, r) := [u (h, r)]σ a (h, r) , (7.121)
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e scelto per σ la soluzione positiva dell’equazione 2σ2−n (σ + 1) = 0 risulta
5
Φ (h, r) ≤ c
σ
(R− r)2σ (h− k)2 [Φ (k,R)]
1+ 1σ . (7.122)
A questo punto si innesca il procedimento iterativo.
Partendo da una coppia (k0, R), siano ora
rj :=
(
1 + 2−j
)
R/2 ({rj} decrescente),
kj := k0 + d− 2−jd = k0 + (1− 2−j)d ({kj} crescente)
Φj := Φ (kj , rj) ,
dove
d2 :=
22(1+σ)
2
cσ
(R/2)2σ
[Φ (k0, R)]
1
σ . (7.123)
Allora, applicando (7.122) con (h, r) = (kj , rj) e (k,R) = (kj−1, rj−1), si
ha:
Φj ≤ c
σ
[2−j−1R]2σ [2−jd]2
Φ1+
1
σ
j−1
per (7.123)
= 2
γ
σ (j−1−σ) [Φ (k0, R)]
− 1σ Φ1+
1
σ
j−1 dove γ = 2σ (σ + 1).
Per induzione:
Φj ≤ 2−γjΦ (k0, R) . (7.124)
Infatti:
se j = 1 abbiamo immediatamente
Φ1 ≤ 2−γΦ (k0, R) ;
Supponiamo la tesi vera per j − 1, allora
Φj ≤ 2
γ
σ (j−1−σ) [Φ (k0, R)]
− 1σ Φ1+
1
σ
j−1
≤ 2 γσ (j−1−σ) [Φ (k0, R)]−
1
σ
[
2−γ(j−1)Φ (k0, R)
]1+ 1σ
= 2−γjΦ (k0, R) .
Per j → +∞ da (7.124) e (7.121) risulta:
0 = Φ∞ (k0 + d,R/2) = [u (k0 + d,R/2)]
σ
a (k0 + d,R/2) .
Ne segue che o u (k0 + d,R/2) = 0 o a (k0 + d,R/2) = 0.
Cos`ı
u(x) ≤ k0 + d q.o. su BR/2
(
x0
)
e quindi
sup
BR/2(x0)
u ≤ k0 + d.
5A pag.45 in [13], L. Caffarelli scrive che si crea un “effetto non lineare” che favorisce
la convergenza del processo iterativo (citazione da [67]).
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e da (7.123) otteniamo la tesi. 
Osservazione 7.5.4. Ripetendo lo stesso procedimento per la funzione −u,
che pure verifica la (7.113), si dimostra anche la limitazione dal basso per
la u e in definitiva la locale (essenziale) limitatezza di u.
Proviamo ora la regolarita` ho¨lderiana delle soluzioni di (7.110).
Valutiamo dapprima la misura dell’insieme A (k,R), quando k e` vicino al
sup della u.
Lemma 7.5.5. Supponiamo che u soddisfi (7.112) per ogni k e, fissato
x0 ∈ Ω, poniamo
M (R) := sup
BR(x0)
u e m (R) := inf
BR(x0)
u.
Se |A (k0, R)| ≤ 12
∣∣BR (x0)∣∣ dove k0 := 12 [M (2R) +m (2R)], allora per
ogni ε > 0 esiste δ = δ (ε, n, λ,Λ) > 0 tale che
|A (kδ, R)| ≤ ε
∣∣B2R (x0)∣∣ , dove kδ =M (2R)− δ [M (2R)−m (2R)].
Dim. Per h > k > k0 poniamo
v(x) :=
 h− k se u(x) ≥ hu(x)− k se k < u(x) < h0 se u(x) ≤ k.
Allora ∣∣BR (x0) ∩ {v = 0}∣∣ = |{u < k}| ≥ |{u < k0}| ≥ 12 ∣∣BR (x0)∣∣ .
Per la disuguaglianza di Poincare´-Sobolev 1.3.9 risulta(ˆ
BR(x0)
[v(x)]
n
n−1 dx
)n−1
n
≤ c
ˆ
BR(x0)
|∇v(x)| dx
= c
ˆ
A(k,R)\A(h,R)
|∇u(x)| dx.
Abbiamo dunque(ˆ
A(h,R)
[v(x)]
n
n−1 dx
)n−1
n
= (h− k) |A (h,R)|n−1n
≤
(ˆ
BR(x0)
[v(x)]
n
n−1 dx
)n−1
n
(Ho¨lder)
≤ c |A (k,R) \A (h,R)| 12
(ˆ
A(k,R)
|∇u(x)|2 dx
) 1
2
,
146 M. Carriero, L. De Luca
da cui, per l’ipotesi (7.112), abbiamo
(h− k)2 |A (h,R)| 2n−2n ≤ c |A (k,R) \A (h,R)|
ˆ
A(k,R)\A(h,R)
|∇u(x)|2 dx
(7.112)
≤ c |A (k,R) \A (h,R)|R−2
ˆ
A(k,2R)
|u(x)− k|2 dx
≤ c |A (k,R) \A (h,R)|Rn−2 [M (2R)− k]2 .
Scrivendo la relazione precedente per i livelli h = ki :=M (2R)−2−i [M (2R)− k0]
e k = ki−1 (ki > ki−1), e osservato che
ki − ki−1 = 2−i [M(2R)− k0]
M(2R)− ki−1 = 2−i+1 [M(2R)− k0] ,
otteniamo(
2−i
)2
[M(2R)−k0]2 |A(ki, R)|
2n−2
n ≤ c [|A(ki−1, R)| − |A(ki, R)|]Rn−2 [M(2R)− ki−1]2 ,
da cui
|A (kl, R)|
2n−2
n ≤ |A (ki, R)|
2n−2
n ≤ 4cRn−2 [|A (ki−1, R)| − |A (ki, R)|]
per i = 1, 2, . . . , l. Sommando su i da 1 a l, otteniamo
l |A (kl, R)|
2n−2
n ≤ 4cRn−2 [|A (k0, R)| − |A (kl, R)|]
≤ 4cRn−2 |A (k0, R)|
≤ 4c ∣∣BR (x0)∣∣ 2n−2n ≤ c ∣∣B2R(x0)∣∣ 2n−2n ;
ne segue che
|A (kl, R)| ≤ c
l
n
2n−2
∣∣B2R(x0)∣∣ .
Fissato ε > 0, scegliamo l il piu` piccolo intero positivo maggiore di
(ε
c
) 2−2n
n
e poniamo δ = 2−l−1, allora
|A (kδ, R)| = |A (kl, R)| ≤ ε
∣∣B2R (x0)∣∣
dove kδ := kl =M (2R)− δ [M (2R)−m (2R)]. 
Siamo ora in grado di provare il seguente teorema fondamentale
Teorema 7.5.6 (di regolarita` ho¨lderiana, De Giorgi, 1957 [21]
[22] [25]). 6
6Poco tempo dopo l’articolo di De Giorgi, e` pubblicato in [62] il seguente Teorema di
Nash, 1958.
Ogni soluzione debole, limitata dell’ equazione parabolica
Dtu(x, t) = Dα
`
Aαβ(x, t)Dβu(x, t)
´
(7.125)
con coefficienti uniformemente ellittici, e` ho¨lderiana in (x, t).
La dimostrazione si basa su tecniche diverse da quelle introdotte da De Giorgi.
Se i coefficienti Aαβ non dipendono dal tempo t, fra le soluzioni dell’equazione (7.125)
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Sia Ω ⊂ Rn (n ≥ 2) aperto limitato e sia N = 1. Sia u ∈ W 1,2(Ω)
una soluzione debole dell’equazione (7.110) dove (Aαβ(x))α,β=1,...,n e` una
matrice simmetrica a coefficienti Aαβ(x) ∈ L∞(Ω) verificante la condizione
(7.111).
Allora u ∈ C0,σloc (Ω) (0 < σ = σ (n, λ,Λ) < 1).
Dim. Sia k0 :=
1
2
[M (2R) +m (2R)]. Possiamo assumere, senza perdita di
generalita`, che sia
|A (k0, R)| ≤ 12
∣∣BR (x0)∣∣ ,
perche´ in caso contrario risultera`∣∣{x ∈ BR (x0) : u(x) < k0}∣∣ = ∣∣BR (x0)∣∣− |A (k0, R)| ≤ 12 ∣∣BR (x0)∣∣
e bastera` scrivere −u al posto di u.
Fissiamo ε > 0 e applichiamo il teorema 7.5.3 con kδ al posto di k0, dove
kδ e` come nel lemma 7.5.5:
sup
BR/2(x0)
u =:M (R/2) ≤ kδ + c
(
R−n
ˆ
A(kδ,R)
|u− kδ|2 dx
) 1
2 ( |A (kδ, R)|
Rn
) 1
2σ
≤ kδ + c [M (2R)− kδ]
( |A (kδ, R)|
Rn
)σ+1
2σ
≤ kδ + 12 [M(2R)− kδ]
scelto δ > 0 sufficientemente piccolo in modo che risulti
c
( |A (kδ, R)|
Rn
)σ+1
2σ
<
1
2
.
Quindi
M (R/2) ≤ kδ + 12 [M (2R)− kδ] =M (2R)−
δ
2
[M (2R)−m (2R)]
= m (2R) +
(
1− δ
2
)
[M (2R)−m (2R)] .
Allora, posto ω(t) := oscBt(x0)u = sup
Bt(x0)
u − inf
Bt(x0)
u (oscillazione di u su
Bt
(
x0
)
) e posto γ := 1− δ
2
, l’oscillazione di u soddisfa
ω (R/2) ≤M (R/2)−m (2R) ≤ γ ω (2R) .
vi sono in particolare quelle stazionarie, u = u(x), che evidentemente risolvono la parte
ellittica dell’equazione.
Pertanto dal teorema di Nash segue quello di De Giorgi, limitatamente a quelle soluzioni
che sono a priori limitate (cfr. [67]).
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In definitiva:
ω (R/2) ≤ γ ω (2R) con 0 < γ < 1. (7.126)
(i.e. l’oscillazione di u, che e` limitata poiche´ lo e` la funzione u, si riduce di
una quantita` fissa, 0 < γ = γ (n, λ,Λ) < 1, passando da una palla di raggio
2R ad una concentrica di raggio R/2).
Sia ora Rj := 21−2jR j = 0, 1, 2, . . ..
Da (7.126), per induzione, risulta
ω (Rj) ≤ γj ω (2R) .
Osserviamo che γ−1 =
2
2− δ ∈ (1, 2).
Siano ora x, y ∈ Ω e sia j tale che Rj+1 < |x− y| ≤ Rj . Dalla stima
precedente otteniamo 7:
|u(x)− u(y)| ≤ ω (Rj) ≤ γjω(2R) = 2−j|log2 γ|ω(2R)
≤ ω(2R)
(
2
R
) |log2γ|
2
|x− y|
|log2γ|
2 .
Pertanto
|u(x)− u(y)| ≤ c |x− y|σ ,
con 0 < σ :=
|log2 γ|
2
=
log2 γ−1
2
= − log γ
2 log 2
<
1
2
. 
Osservazione 7.5.7. In sintesi, la dimostrazione del teorema di De Giorgi
7.5.6 si basa su due disuguaglianze in competizione aventi differenti omo-
geneita`:
la disuguaglianza (7.113)ˆ
A(k,r)
|∇u(x)|2 dx ≤ c
(R− r)2
ˆ
A(k,R)
|u(x)− k|2 dx
per ogni k, 0 < r < R,
e la disuguaglianza (Poincare´-Sobolev) (7.116)ˆ
A(k,r)
|u(x)− k|2 dx ≤ c |A (k, r)| 2n ·
ˆ
A(k,r)
|∇u(x)|2 dx.
Da queste due disuguaglianze ricaviamo la (7.118), da cui otteniamo la
disuguaglianza ricorsiva (7.122).
7Infatti:
21−2(j+1) <
|x− y|
R
< 21−2j ⇒ 2−2j < 2 |x− y|
R
⇒ −2j < log2
„
2 |x− y|
R
«
⇒ −j < 1
2
log2
„
2 |x− y|
R
«
,
allora
2−j < 2
1
2 log2
“
2|x−y|
R
”
=
„
2
R
« 1
2 |x− y| 12 .
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Per dimostrare che u, oltre ad essere localmente (essenzialmente) limitata,
e` anche localmente ho¨lderiana, De Giorgi prova la stima di decadimento
per l’oscillazione di u (7.126), da cui, iterando, ricava
oscBρ(x0)u ≤ cρσ per ogni ρ < R (0 < σ < 1).

Osservazione 7.5.8. Nel 1961 Moser [60] ha esteso a soluzioni deboli e
positive di equazioni lineari uniformemente ellittiche a coefficienti limitati in
forma di divergenza il classico risultato di Harnack per funzioni armoniche
e positive (cfr. teorema 1.8.2).
Definizione 7.5.9. w ∈W 1,2 (Ω) e` una sottosoluzione
(soprasoluzione)
debole diDα (Aαβ(x)Dβ)
seˆ
Ω
Dα (Aαβ(x)Dβw(x)) v(x) dx ≥ 0
(≤0)
∀v ∈W 1,20 (Ω) , v ≥ 0 q.o. in Ω,
cioe`, seˆ
Ω
Aαβ(x)Dβw(x)Dαv(x) dx ≤ 0
(≥0)
∀v ∈W 1,20 (Ω) , v ≥ 0 q.o. in Ω.
Lemma 7.5.10. Sia w ∈ W 1,2 (Ω) una sottosoluzione debole e positiva in
B4R
(
x0
) ⊂ Rn e sia m > 1.
Allora
sup
BR(x0)
w ≤ c1
(
n,
Λ
λ
)(
m
m− 1
) 2
m
( 
B2R(x0)
[w(x)]m dx
) 1
m
.
Lemma 7.5.11. Sia w ∈ W 1,2 (Ω) una soprasoluzione debole e positiva in
B4R
(
x0
) ⊂ Rn.
Per 0 < m <
n
n− 2 , e se n ≥ 3, allora( 
B2R(x0)
[w(x)]m dx
) 1
m
≤ c2
(
n, Λλ
)(
n
n−2 −m
)2 inf
BR(x0)
w.
Se n = 2 la stima precedente vale per ogni 0 < m < ∞, con c2
(
m,n,
Λ
λ
)
al posto di
c2
(
n, Λλ
)(
n
n−2 −m
)2 .
Intanto dai due precedenti lemmi deduciamo direttamente il seguente risul-
tato.
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Corollario 7.5.12. Sia w ∈ W 1,2 (Ω) una soluzione debole e positiva di
Dα (Aαβ(x)Dβw(x)) = 0 in B4R
(
x0
) ⊂ Rn. Allora
sup
BR(x0)
w ≤ c3
(
n,
Λ
λ
)
inf
BR(x0)
w.
Osserviamo che la costante c3
(
n,
Λ
λ
)
non dipende da R.
Per generici aperti Ω ⊆ Rn abbiamo infine il seguente risultato.
Teorema 7.5.13 (Disuguaglianza di Moser-Harnack).
Siano Ω ⊆ Rn aperto connesso e w ∈ W 1,2 (Ω) una soluzione debole e
positiva di Dα (Aαβ(x)Dβw(x)) = 0 ∀x ∈ Ω. Allora per ogni connesso Ω′,
Ω′ ⊂⊂ Ω, esiste una costante c = c
(
n,Ω,Ω′,
Λ
λ
)
> 0 tale che
sup
Ω′
w ≤ c inf
Ω′
w. (7.127)
Dim. La dimostrazione e` analoga a quella del teorema 1.8.2, utilizzando qui
il corollario 7.5.12. 
La disuguaglianza di Moser-Harnack (7.127) e` utile per dimostrare la locale
ho¨lderianita` di una soluzione debole u di Dα (Aαβ(x)Dβw(x)) = 0 ∀x ∈ Ω.
Richiamiamo l’enunciato del teorema di De Giorgi-Nash-Moser 7.5.6
Teorema 7.5.14. Sia Ω ⊂ Rn (n ≥ 2) aperto limitato e sia N = 1.
Sia u ∈W 1,2(Ω) una soluzione debole dell’equazione (7.110) dove
(Aαβ(x))α,β=1,...,n e` una matrice simmetrica a coefficienti Aαβ(x) ∈ L∞(Ω)
verificante la condizione (7.111).
Allora u ∈ C0,σloc (Ω) (0 < σ = σ (n, λ,Λ) < 1).
Dim. [Metodo di Moser]
La limitatezza locale di u segue dai lemmi 7.5.10 e 7.5.11.
Poniamo come prima M(R) := sup
BR(x0)
u e m(R) := inf
BR(x0)
u. Applichiamo
la disuguaglianza di Moser-Harnack (7.127) alle funzioni w := M(2R) − u
e w := u − m(2R) (positive in BR/2
(
x0
)
; altrimenti consideriamo wε :=
M(2R)−u+ ε e wε := u−m(2R)+ ε (ε > 0) e facciamo il limite per ε→ 0
dopo aver ottenuto la stima, essendo c indipendente da ε). Otteniamo
sup
BR/2(x0)
[M(2R)− u] ≤ c inf
BR/2(x0)
[M(2R)− u]
cioe`
M(2R)−m (R/2) ≤ c [M(2R)−M (R/2)] (7.128)
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e
sup
BR/2(x0)
[u−m(2R)] ≤ c inf
BR/2(x0)
[u−m(2R)]
cioe`
M (R/2)−m(2R) ≤ c [m (R/2)−m(2R)] . (7.129)
Sommando (7.128) e (7.129) abbiamo
(c+ 1) [M (R/2)−m (R/2)] ≤ (c− 1) [M (2R)−m (2R)] .
Posto, come in precedenza ω(t) :=M(t)−m(t) abbiamo che
ω (R/2) ≤ c− 1
c+ 1
ω(2R) = γ ω(2R) con γ < 1. (7.130)
A meno di scegliere c piu` grande in (7.127) (possiamo supporre c > 3)
risulta 0 < γ < 1 e γ−1 ∈ (1, 2). La (7.130) e` proprio la (7.126). Iterando
(come gia` visto in precedenza, a partire dalla (7.126)) si dimostra la locale
σ-ho¨lderianita` della funzione u. 
Ritornando ora al problema della regolarita` di una soluzione debole
u ∈ W 2,2loc (Ω) (cfr. teorema 7.3.5) della (Eq-quasilineare), e` decisivo il teo-
rema di De Giorgi 7.5.6 applicato con Aαβ(x) := Fpαpβ (∇u(x)) ∈ L∞ (Ω)
e u˜(x) := Dγu(x) ∈ W 1,2loc (Ω) (γ = 1, 2, . . . , n) (cfr. (7.133),(7.132),(7.131)
successivi) per dedurre che u˜ ∈ C0,σloc (Ω).
A partire da questo risultato fondamentale si inizia un procedimento di
“boot-strap” cioe` una reiterata applicazione del teorema di Schauder 7.5.1,
che conduce alla maggiore regolarita` di u in relazione alla (stessa) maggiore
regolarita` di F .
Precisamente sussiste il seguente risultato:
Teorema 7.5.15 (maggiore regolarita` interna).
Sia F : Rn → R una Lagrangiana di classe C∞ soddisfacente le condizioni
(7.73), (7.74), (7.75). Sia u ∈ W 1,2(Ω) una soluzione debole di (7.78).
Allora u ∈ C∞loc(Ω).
Inoltre, se F e` analitica reale, allora u e` analitica reale.
Dim. [procedimento di linearizzazione]
Nel teorema 7.3.5 abbiamo visto che, posto
u˜(x) := Dγu(x), (γ = 1, 2, . . . , n) (7.131)
Aαβ(x) := Fpα pβ (∇u(x)) (α, β = 1, . . . , n), (7.132)
e fissato un aperto Ω′ ⊂ ⊂ Ω, u˜ ∈ W 1,2(Ω′) e` una soluzione debole dell’e-
quazione lineare, ellittica del secondo ordine in forma di divergenza
Dα(Aαβ(x)Dβu˜(x)) = 0 in Ω′. (7.133)
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Dall’ipotesi (7.75) e da (7.132) segue che Aαβ ∈ L∞(Ω′) (α, β = 1, . . . , n) e
verificano (7.111).
Per il teorema di De Giorgi-Nash 7.5.6, abbiamo che u˜ ∈ C0,σ(Ω′′) per ogni
Ω′′ ⊂ ⊂ Ω′; pertanto, tenuto conto di (7.131),
u ∈ C1,σloc (Ω).
Ora, poiche´ F e` di classe C∞ e ∇u ∈ C0,σloc (Ω), dalla (7.132) segue che
Aαβ ∈ C0,σloc (Ω) (α, β = 1, . . . , n).
Dalla (7.133) e per il teorema 7.5.1 di Schauder segue che u˜ ∈ C1,σloc (Ω), e
quindi, tenuto conto di (7.131),
u ∈ C2,σloc (Ω).
Ma allora Aαβ ∈ C1,σloc (Ω) e quindi sempre da (7.133) e per il teorema 7.5.1
di Schauder segue che
u ∈ C3,σloc (Ω).
Possiamo continuare questo argomento detto “boot-strap”, per dedurre che
u ∈ Ck,σloc (Ω) per ogni k ∈ N, e quindi u ∈ C∞loc(Ω).
Se poi F e` analitica reale, l’analiticita` di u segue dai risultati classici di
Hopf [44] e Stampacchia [68]. 
7.6. Estensione del teorema di maggiore regolarita` a funzionali
non necessariamente quadratici.
Usando la versione di Moser del lavoro di De Giorgi, si puo` provare il
seguente risultato piu` generale del precedente (cfr. [58] pag. 27 e teorema
1.10.4(ii) ibidem).
Teorema 7.6.1. Sia Ω ⊂ Rn aperto limitato e sia F ∈ C∞ (Ω× R× Rn),
F = F (x, u, p) tale che per ogni (x, u, p) ∈ Ω× R× Rn e per ogni ξ ∈ Rn
(i) c1
(
1 + u2 + |p|2
)m
2 − c2 ≤ F (x, u, p) ≤ c3
(
1 + u2 + |p|2
)m
2
,
(ii) |Fu| , |Fp| , |Fxu| , |Fxp| ≤ c3
(
1 + u2 + |p|2
)m−1
2
,
|Fuu| , |Fup| ≤ c3
(
1 + u2 + |p|2
)m−2
2
,
(iii) c4
(
1 + u2 + |p|2
)m−2
2 |ξ|2 ≤ Fpαpβ (x, u, p) ξαξβ ≤ c5
(
1 + u2 + |p|2
)m−2
2 |ξ|2
dove m ≥ 2 e ci > 0 (i = 1, 2, 3, 4, 5) sono costanti.
Allora un minimo di F [v] :=
ˆ
Ω
F (x, v(x),∇v(x)) dx in
Aϕ =
{
v ∈W 1,m (Ω) ; u− ϕ ∈W 1,m0 (Ω)
}
e` di classe C∞loc (Ω).
Introduzione al CALCOLO DELLE VARIAZIONI 153
Osservazione 7.6.2. Per la regolarita` delle soluzioni fin sulla frontiera ∂Ω
rinviamo e.g. a [58], [48], [35], [37].
7.7. Regolarita`: il caso vettoriale.
Dal 1957 al 1968 altre dimostrazioni del teorema 7.5.6 di regolarita` ho¨deri-
ana di De Giorgi vengono date, anche con l’intento di estendere il risultato
ai sistemi, cioe` al caso N > 1. 8
Nessuna di queste dimostrazioni, pero`, risultava estendibile al caso N > 1:
il motivo non era tecnico, ma sostanziale.
Infatti, che il teorema di ho¨lderianita` di De Giorgi non valga in generale per
i sistemi e` dimostrato dallo stesso De Giorgi nel 1968 con un controesempio
(relativo al caso vettoriale, n = N ≥ 3) di un sistema con coefficienti L∞
che ha come soluzione una funzione vettoriale non continua e non limitata.
Successivamente E. Giusti e M. Miranda [38] mostrano, sempre nel caso
vettoriale n = N ≥ 3 e per un sistema ellittico quasi-lineare con coefficienti
analitici reali, l’esistenza di una soluzione che presenta singolarita`.
7.8. Esempio di estremale discontinua per un problema
variazionale di tipo ellittico (De Giorgi, 1968).
Teorema 7.8.1 ( [24]).
Sia B1(0) la palla unitaria di Rn, con centro l’origine.
Per n = N ≥ 3, la funzione vettoriale
u(x) =
x
|x|σ , con σ =
n
2
{
1− 1√
(2n− 2)2 + 1
}
> 1, (7.134)
appartiene a W 1,2(B1(0),Rn), non e` continua ne´ limitata nell’intorno del-
l’origine di Rn, ed e` l’unico minimo del funzionale
(7.135)
F [v] =
ˆ
B1(0)

(n− 2) n∑
j=1
Djv
j + n
n∑
i,j=1
xixj
|x|2 Div
j
2 + n∑
i,j=1
(
Div
j
)2︸ ︷︷ ︸
:=F (x,∇v)
dx
tra tutte le funzioni v ∈W 1,2(B1(0),Rn) tali che v(x) = x su ∂B1(0).
8Nel 1966, Morrey nel suo libro [58] a pag. 27 cos`ı si esprimeva:
“An unfortunate feature of the De Giorgi-Nash results is that they have been proved only
for N = 1”.
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Dim. Posto F [v] :=
ˆ
B1(0)
Ai jα βDαv
i(x)Dβvj(x) dx, i coefficienti
Aijα β(x) :=
[
(n− 2) δα i + nxα xi|x|2
]
·
[
(n− 2) δβ j + nxβ xj|x|2
]
+δαβδi j ∈ L∞(B1(0));
inoltre esistono due costanti 0 < λ ≤ Λ tali che
λ|ξ|2 ≤ Aijαβ(x)ξiα ξjβ ≤ Λ|ξ|2 per q.o. x ∈ B1(0) e per ogni ξ ∈ Rn×n.
Il funzionale F [·] e` convesso, e dunque u e` il minimo (unico) di F [·] se (e
solo se) u e` soluzione dell’equazione di Eulero (estremale) in forma debole
(cfr. osservazione 7.3.2)
ˆ
B1(0)
Aijαβ(x)Dαu
iDβϕ
j dx = 0 ∀ϕ ∈W 1,20 (B1(0),Rn). (7.136)
In B1(0) \ {0}, per (2.23)
n∑
i=1
∂
∂xi
[
Fpji
(x,∇v)
]
= 0 (j = 1, . . . , n) ,
pertanto le equazioni di Eulero relative all’integrale (7.135) in B1(0) \ {0}
sono
n∑
i=1
∂
∂xi
{[
(n− 2)
n∑
t=1
∂vt
∂xt
+ n
n∑
t,s=1
xtxs
|x|2
∂vt
∂xs
]
·
[
(n− 2) δji + nxjxi|x|2
]
+
∂vj
∂xi
}
= 0
(j = 1, . . . , n), da cui:
(n− 2) ∂
∂xj
[
(n− 2)
n∑
t=1
∂vt
∂xt
+ n
n∑
t,s=1
xt xs
|x|2
∂vt
∂xs
]
(7.137)
+ n
n∑
i=1
∂
∂xi
{
xj xi
|x|2
[
(n− 2)
n∑
t=1
∂vt
∂xt
+ n
n∑
t,s=1
xt xs
|x|2
∂vt
∂xs
]}
+ ∆vj = 0 (j = 1, . . . , n) in B1(0) \ {0}.
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Ora, per v(x) =
x
|x|σ , risulta:
∆vj =
(−σn+ σ2)xj |x|−σ−2 ;
n∑
t=1
∂vt
∂xt
= (n− σ) |x|−σ ;
n∑
t,s=1
xt xs
|x|2
∂vt
∂xs
= (−σ + 1) |x|−σ ;
∂
∂xj
|x|−σ = −σxj |x|−σ−2 ;
n∑
i=1
∂
∂xi
(
xj xi · |x|−σ−2
)
= (n− σ − 1)xj |x|−σ−2 .
Quindi le equazioni di Eulero (7.137) sono soddisfatte in senso forte in
B1(0) \ {0} non appena si ponga u(x) = x|x|σ e l’esponente σ verifichi
l’equazione
(2n− 2)2
(
−σ + n
2
)2
+
(−σn+ σ2) = 0.
In definitiva la (7.136) e` soddisfatta da (7.134) se ϕ ha supporto inB1(0) \ {0}.
Supponiamo ora che ϕ abbia supporto in B1(0), e sia ζ ∈ C∞(B1(0)), con ζ ≡ 1 in B1(0) \B2R(0) (0 < R <
1
2 )
ζ ≡ 0 in BR(0)
0 ≤ ζ ≤ 1 in B2R(0) \BR(0).
e |∇ζ| ≤ 2
R
.
La funzione ζ ϕj ha supporto in B1(0) \BR(0), e pertanto si ha
0 =
ˆ
B1(0)
Aijαβ(x)Dαu
iDβ(ζϕj) dx (7.138)
=
ˆ
B1(0)
ζ Aijαβ(x)Dαu
iDβϕ
j dx+
ˆ
B1(0)
ϕj Aijαβ(x)Dαu
iDβζ dx.
Osserviamo che per l’ultimo integrale vale la maggiorazione:
ˆ
B1(0)
∣∣∣ϕjAijαβ(x)DαuiDβζ∣∣∣ dx ≤ sup
B1(0)
|ϕ| · sup
B1(0)
∣∣∣Aijαβ∣∣∣ ·
(ˆ
B1(0)
|∇u(x)|2 dx
) 1
2
·
(ˆ
B2R(0)\BR(0)
|Dβζ|2 dx
) 1
2
≤ 2n2+1ω 12nRn2 · 2
R
(ˆ
B1(0)
|∇u(x)|2 dx
) 1
2
;
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pertanto possiamo maggiorare l’ultimo integrale della (7.138) con
c
(ˆ
B1(0)
|∇u|2 dx
) 1
2
·Rn−22
e questo, ricordando l’ipotesi n ≥ 3, e` infinitesimo per R→ 0+.
Passando al limite per R→ 0+ in (7.138), si ha allora la (7.136) per ogni
ϕ ∈ C∞0 (B1(0),Rn), e dunque per ogni ϕ ∈W 1,20 (B1(0),Rn). 
Osservazione 7.8.2. Il controesempio di De Giorgi mostra che non e` pos-
sibile provare la regolarita` delle soluzioni deboli di un problema variazionale
regolare di tipo vettoriale allo stesso modo seguito nel caso scalare.
Il XIX problema di Hilbert nel caso vettoriale non ha in generale risposta
affermativa per n ≥ 3.
Tuttavia, lo stesso controesempio di De Giorgi non chiude 9 il problema
della regolarita` nel caso vettoriale: eccetto che in dimensione n = 2 (come
gia` ricordato, risultati di Morrey), nel caso vettoriale e` raro, in generale,
ottenere minimi regolari ovunque; si dimostrano comunque risultati di rego-
larita` parziale (ogni soluzione debole u e` di classe C1,σ in un insieme aperto
Ω0 ⊂ Ω e l’insieme singolare Ω \ Ω0 e` di misura nulla).
9La scoperta di un controesempio che smentisce una congettura molto importante rap-
presenta un punto di svolta che apre alla scienza orizzonti piu` ampi ed affascinanti dei
precedenti.
Con una frase un po’ paradossale potremmo dire che la normale crescita della scienza
segue la logica dello “sfruttamento del successo” mentre le grandi svolte della scienza
obbediscono alla logica dello “sfruttamento dell’insuccesso”.
Ennio De Giorgi
pag. 124 in Quaderni dell’ Accademia Pontaniana (n. 18), Riflessioni su Matematica e
Sapienza, 1996.
E’ motivo di riflessione il fatto che in De Giorgi la fiducia nella capacita` dell’uomo di
ricercare la verita` si completa con una autentica visione sapienziale.
Per quanto ricchi possono essere i nostri schemi concettuali, essi non abbracciano mai
tutta la realta`.
Questa considerazione e` interessante per lo scienziato perche´ proprio il fatto che la realta`
e` molto piu` ampia delle nostre conoscenze ci induce a tentare sempre di allargare il
campo della nostra riflessione scientifica, ad ampliare l’angolo della realta` illuminato
dalle nostre teorie.
Nello stesso tempo dobbiamo riconoscere che comunque quest’angolo illuminato sara`
una piccola parte dell’enorme immensita` che rimane oscura.
Vi e` in fondo all’origine di ogni progresso scientifico questo atteggiamento sapienziale:
il riconoscimento di quanto grande sia la realta` che si trova fuori dall’angolo illuminato
delle nostre teorie.
Questo non ci deve portare a spegnere il riflettore, ma piuttosto a cercare di migliorarlo
ed ampliarlo.
Ennio De Giorgi
pag. 106 ibidem.
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7.9. Un caso di regolarita` parziale negli spazi di Ho¨lder.
Descrivere le idee nuove e le tecniche per affrontare le problematiche rela-
tive alla regolarita` parziale, supera ampiamente i limiti della presente trat-
tazione; per questo rinviamo a [33], [34].
Qui ci limitiamo a enunciare un risultato di regolarita` parziale in un caso
semplice.
Teorema 7.9.1. Sia Ω ⊂ Rn (n ≥ 3) aperto limitato e sia F : Rn×N → R
(N ≥ 2) una Lagrangiana tale che
(i) λ |p|2 ≤ F (p) ≤ Λ |p|2 ∀p ∈ Rn×N , con Λ, λ costanti positive,
(ii) F ∈ C2 (Rn×N), |Fpp| ≤ c1 (c1 > 0),
Fpiαp
j
β
(p)ζiαζ
j
β ≥ c2 |ζ|2 (c2 > 0) ∀p ∈ Rn×N , ∀ζ ∈ Rn×N .
Sia u ∈W 1,2 (Ω,RN) un minimo del funzionale F [u] := ˆ
Ω
F (∇u(x)) dx.
Allora esiste un aperto Ω0 ⊂ Ω, tale che u ∈ C1,σ
(
Ω0,RN
)
e per la dimen-
sione di Hausdorff dell’insieme singolare Ω \ Ω0 risulta
H− dim(Ω \ Ω0) ≤ n− 2.
Naturalmente i risultati di regolarita` parziale aprono nuovi interessanti
problemi riguardanti la natura topologica e analitica dell’insieme singolare:
per una loro formulazione rinviamo e.g. a [33] pag. 118.
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