Abstract-With the increasing trend in adoption of plug-in hybrid and plug-in electric vehicles, they will play a prominent role in the future electric energy market by acting as responsive loads to increase the grid stability and facilitate the integration of renewables. However, due to the large number of controllable devices in the future grid, central vehicle to grid (V2G) management would be challenging and vulnerable to single points of failure. This paper introduces a novel distributed approach for optimal management of unidirectional V2G considering multiple energy suppliers. Each charging station as well as each energy supplier is equipped with a local price regulator to control the price paid to the energy suppliers and the price paid by the vehicles through coordination with their neighbors. In response to the updated prices, the vehicles adjust their charging rates and energy suppliers adjust their production to maximize their benefit. The main advantages of the proposed approach are that it manages unidirectional V2G in a fully distributed way considering multiple energy suppliers and vehicles, and it converges to the global optimum despite the greedy behavior of the individuals.
process is not controlled, the peak electricity demand would be increased which can overload the local infrastructures in certain areas. On the other hand, due to the flexible nature of the charging load of the electric vehicles, they can be used for ancillary services (such as frequency regulation, smoothing the load curve, etc.) to the benefit of the grid [2] . This is mainly because the charging process has a high power rating as well as large ramp up/ramp down rates. The role of PHEVs/PEVs as ancillary service providers becomes especially important as larger number of renewables are integrated to the grid increasing the intermittency and fluctuations in the power profile [3] .
The enabling technology to mitigate the possible threats of PHEVs/PEVs to the grid, and to use them as potential service providers, is called the vehicle to grid (V2G) technology which allows interaction between the vehicle and the grid. V2G can be unidirectional, where the power flow is only from the grid to the PHEVs/PEVs and vehicles can regulate their charging power, or bidirectional where the connected PHEVs/PEVs can also discharge to the grid [4] . The focus of this paper is on optimal dispatch of PHEVs/PEVs using unidirectional V2G technology.
Most of the existing scheduling algorithms for charging of PHEVs/PEVs in the literature are centralized. The charging stations/vehicles are required to transmit data to a control center called aggregator. The control center performs the necessary computations and determines the optimal power allocation for each unit and transmits it to the charging stations/vehicles [5] , [6] .
The centralized approach works well for small-scale problems. However, as the number of PHEVs/PEVs increases and they spread over a wide geographical area, the centralized approach would not scale well and becomes fragile to single points of failure. The situation is aggravated when multiple distributed energy suppliers are also added to the grid, and the control center has to get data and coordinate with them as well. For this reason, many of researchers have proposed decentralized/distributed approaches to do the charge optimization of PHEVs/PEVs to relieve the computational burden from the control center [7] [8] [9] [10] [11] [12] [13] .
In [7] [8] [9] , the energy provider sends a central price/event signal to all the charging stations to manage the aggregate charging load. In [10] , [12] decentralized methods are introduced based on a multiagent framework in which central aggregator broadcasts signals to lower level aggregators, which send pricing signals to individual vehicles. Although the aforementioned works in [10] , [12] are decentralized, they are still vulnerable to single points of failures, because higher level agents broadcast real-time pricing signals to lower level nodes. In [13] , a fully distributed algorithm is introduced which does not require any control center, coordinator, or aggregator, and therefore it is not only scalable but also robust against single point of failures. However, this work considers a single energy provider. Some approaches based on noncooperative game theory which require minimum or no communication are also introduced in some papers such as [14] . Due to the noncooperative nature of these approaches, they converge to suboptimal (nearly optimal) solutions. Another game theory-based approach for price-based demand response is introduced in [15] in which the algorithm is proven to converge to a Nash equilibrium. However, Nash equilibriums are not necessarily the global optimum. In [16] , a cooperative game theory approach is introduced for scheduling of residential loads which converges to the global optimum, but it only considers a single energy provider.
In this paper, we propose a distributed real-time pricing control (DRPC) technology for energy management of large-scale electrical vehicles considering multiple energy providers and renewables. Fig. 1 shows the basic concept of the proposed approach: Each charging station, each individual energy supplier, and each demand is connected to a local price regulator with the communication capability. The price regulators control the price that each individual device is charged/paid for energy usage/production. There is one price regulator for each device. Price regulators coordinate with their neighbors and update the local energy price. In response to the updated prices, the vehicles adjust their charging rates to maximize their utility and energy suppliers adjust their production rate to maximize their own benefit. It is shown that by iteratively repeating this process, the entire system converges to the global optimum. The main advantages of this algorithm are as follows.
1) While most of the existing distributed charge scheduling algorithms assume only a single energy provider, this technology considers multiple heterogeneous energy providers. This assumption is more suited to the future of the smart-grid. 2) This technology is fully distributed, meaning that it requires no central coordinator/leader/aggregator. 3) It respects the privacy of individual units. No device has to share its preferences, energy generation/consumption, etc. with other units.
4)
Although each unit selfishly tries to choose the optimal local power consumption/generation to maximize its own benefit, the local price regulators adjust the prices such that the behavior of the overall system moves toward the global optimum. The paper is organized as follows. Section II formulates the unidirectional V2G management with multiple energy providers as a social welfare maximization problem [17] . Section III introduces the DRPC algorithm as a cooperative distributed solution to solve the formulated problem. Section IV brings numeric simulations to validate the proposed approach and the concluding remarks come in Section V.
II. PROBLEM FORMULATION
Unidirectional V2G energy management with multiple energy suppliers can be formulated as a social welfare maximization problem, which is an optimization problem. It consists of an objective function, and a series of constraints.
A. Objective Function
Social welfare maximization at time t is defined as maximizing the summation of welfares of all the generation and consumer units [18] Max
where EV is the set of indices of electric vehicles, D is the set of indices of constant loads, G is the set of indices of dispatchable generation units, R is the set of indices of renewable generation units, W i,j is the welfare function of the device with index i of type j, P i,j (t) is the power associated with the device with index i of type j, P (t) is the vector of powers of all generation and demand units, and p(t) is the price of energy at time t.
1) Welfare for Electric Vehicles: The welfare for electric vehicles is the utility they get for being charged minus the cost they pay for charging
where for all i ∈ EV, U i,EV (P i,EV (t)) is the utility of the vehicle with index i for getting a charging power of P i,EV (t).
We consider the utility function to be a differentiable concave function.
2) Welfare for Constant Loads: Similar to electric vehicles, the utility for constant demands is utility minus cost. However, from the optimization point of view, at time t, this utility is constant because the respective power cannot be changed by the optimization process
where for all i ∈ D, P i,D (t) =P i,D (t) is the constant power associated with the demand with index i at time t, and U i,D (P i,D (t)) is its respective utility.
3) Welfare for Dispatchable Generation Units: The welfare for the dispatchable generation unit with index i can be defined as the net profit
where for all i ∈ G, C i,G (P i,G (t)) is the cost of the dispatchable generation unit with index i for providing P i,G (t).
We consider the cost function to be a differentiable convex function.
4) Welfare for Renewable Generation Units:
The welfare for the renewable generation unit with index i is also the net profit, i.e., revenue minus cost. However, from the optimization point of view, at time t, this cost is constant because the respective power cannot be changed by the optimization process
where for all i ∈ R, P i,R (t) =P i,R (t) is the constant power associated with the nondispatchable generation unit with index i at time t, and C i,R (P i,R (t)) is its respective cost.
B. Constraints 1) Power Balance Constraint:
To ensure the stability of the power system, the summation of all the generated powers should equal the summation of all the consumed powers
(6) Note that in this paper, we do not consider the transmission losses.
2) Local Device Constraints: Generators and vehicles have power rating and cannot produce or consume more power than a certain limit
where P i,j max (t) is the maximum power that can be generated/consumed by the device with index i of type j at time t. Also, as we are considering unidirectional V2G the lower limit for charging power of electric vehicles is zero.
III. DRPC
In this section, the steps to derive the DRPC algorithm based on Karush-Kuhn-Tucker (KKT) multipliers and consensus networks are explained.
A. Simplifying the Objective Function
By replacing for welfare functions from (2)- (5) in (1), applying the power balance constraint, dropping the constant terms (as they have no effect on the optimization), and representing the problem as a minimization, the optimization problem would be
B. Augment the Objective Function With KKT Multipliers
To solve (8), first, the objective function is augmented by the constraints and KKT multipliers. The Lagrangian would be
where λ is the KKT multiplier for the power balance constraint. Note that we have not considered KKT multipliers for local device constraints, because those constraints can be handled by limiting the domain of each decision variable between its minimum and maximum.
C. Dual Decomposition
Rephrasing (9),
Using dual decomposition [19] , an iterative approach that moves in the direction of minimizing L in terms of the primal vector P and maximizing L in terms of the dual variable λ can converge to the optimal point ∀i ∈ EV :
∀i ∈ G :
where
and η > 0 is the updating step size for dual variable λ. The convergence/stability of this iterative approach depends on the value of the updating step size.
D. Distributed Observers to Estimate Global Information
The iterative procedure represented by (11)- (13) consists of local optimizations that can be done at each device (11) and (12) . However, these local optimizations require knowledge of the global variable λ k . Also, updating this global variable (13) requires knowledge of generation and demand powers of all the devices at the kth iteration. Therefore, in this section with the help of consensus networks [20] , a procedure is designed so that each node can estimate the value of the required global variables by collaboration with its neighbors. We introduce the following variables to serve as estimations of global variables: λ 
where N i is the set of indices of neighbors of node i, η > 0 is the updating step size for estimation of dual variable λ by node i, and w ij = w ji is the connectivity strength between node i and node j and is chosen such that
to ensure the convergence [20] . Remark 1: The assumptions for the communications graph of the consensus network used for the distributed observers in (15)- (17) are as follows.
1) The graph is connected.
2) The graph is undirected, i.e., any communication between any two nodes is bidirectional.
3) The graph is balanced, i.e., ∀i, j : w ij = w ji . Remark 2: In the scope of this paper, the communications among nodes is assumed to be perfect. However, in real-world implementation, the imperfections in communications such as delay and packet loss need to be considered. One approach to overcome the communications imperfections is to use gossip networks [21] instead of consensus networks as used in [22] . Developing a version of the algorithm that is more robust against communications imperfections would be considered in future publications.
In (15) and (16), each unit updates its estimation of the average power imbalance based on its coordination with its neighbors and its local information. In (17) , each unit updates its estimation of the dual variable through coordination with neighbors and its estimate of the average power imbalance.
Using the estimated values, each EV and each dispatchable generation unit will update their power consumption and generation as follows:
If we compare (18) , (19) with welfare definitions in Section II-A, we find thatλ k i can be interpreted as the price of energy offered to device i, at the kth iteration.
Remark 3: Asλ k i can be interpreted as the price of energy offered to device i at the kth iteration, we can see that the update (18), (19) are in accordance with the selfishness of electric vehicles and generators. Because update (18) means that, for the offered price the electric vehicle would decide for a consumption that maximizes its individual welfare, i.e., U i,EV (P i,EV ) −λ k i P i,EV , and the generator would decide for a power that maximizes its individual net benefit, i.e., λ
E. Smart Transformers as Communication Nodes Between Zones
Equations (15)- (19) , assume that the entire communication network among all generation and load devices forms a connected network. This can be realized among the devices inside each zone. However, it is not likely that devices located in different zones of the power network have the ability to exchange 
where T is the set of indices for transformers. (15)- (21) form the DRPC algorithm. The building blocks of this algorithm are shown in Fig. 2 . Each energy device is connected to a local price regulator. Local price regulators use distributed observer (15), (16) , and (20) to estimate the average imbalance of power. Based on the output of distributed observers and coordination with neighbors, the local price of energy offered to each device is updated. If the device is dispatchable resource or electric vehicle, it will respond to changes in the price by regulating its generation/consumption power in a greedy way (18) , (19) . If the device is nondispatchable resource or a constant load, it will not respond to the changes in price, but its generation/consumption information would be used as an input in the system. If the device is a transformer, its main role would be to propagate the pricing information to other zones (20) , (21) .
Remark 4: As shown in Fig. 2 , the entities that exchange information among themselves are not customers/suppliers, but the local price regulators shown by red dotted lines. In the real application, they can be designed to be independently operated so that they have no incentive to report false data. However, it is possible that these independent operators are attacked to report false data in favor of certain individuals. The issue of attack in consensus-based algorithms and how to mitigate its effects, has been extremely analyzed in multiple papers [23] , [24] . The techniques introduced in these papers can be added to the proposed technology to make it secure against such attacks, and will be considered in the future work of the authors.
Next, we provide a theorem that shows the fixed point of the DRPC algorithm satisfies KKT conditions of optimality. As the optimization problem is convex and all the constraints are affine, satisfaction of KKT conditions translates into global optimality.
Theorem 1: If the optimization problem (8) is feasible and the cost/utility functions are continuously differentiable convex/concave functions, then the fixed points of the iterative algorithm presented by (15)- (21) Proof: The proof is provided in the supplementary material uploaded with the paper.
Remark 5: Theorem 1 requires the algorithm to be triggered from an initially balanced state. In the power system, there are lower level controls (such as droop control [25] ), that try to balance the power generation and demand autonomously. Without intervention of any supervisory control, the system will be in a balanced state, but this state would not necessary be optimal. The technology proposed in this paper does not replace the local low level controllers that are already designed to maintain the balance of the power system. Rather, it provides a distributed way to change the set point of the low-level controllers so that the system can operate optimally. Therefore, it is a reasonable assumption that the algorithm can be initiated from an initially balanced state.
The following theorem states that the convergence of the DRPC algorithm depends on the parameter η of the algorithm.
Theorem 2: If the optimization problem (8) is feasible and the cost/utility functions for dispatchable generation units/EVs are continuously differentiable strictly convex/concave functions, there exist a positive value ε such that for all values of 0 < η < ε, the fixed points of the iterative algorithm presented by (15) - (21) is attractive.
Proof: The proof is provided in the supplementary material uploaded with the paper.
Theorem 3: The electricity price at the convergence point of the iterative algorithm presented by (15)- (21) is ensured to be greater than or equal to zero if the following conditions hold. 1) ∀λ < 0 : arg min
Remark 6: The conditions in Theorem 3 have certain physical meanings. The first assumption asserts that if the generator is charged for producing power, then it should choose to not produce any amount of power. The second assumption asserts that if EVs are paid for using power, then they should choose to use maximum charging power. The third assumption asserts that the aggregate load of constant demands and electric vehicles with maximum charging rate should exceed the power produced by the renewables.
Remark 7: The DRPC algorithm introduced in this paper has two basic pillars: dual decomposition and consensus networks. Dual decomposition is used to distribute the computations (and thus reduce the computational complexity) and consensus algorithms are used to distribute the communications (and thus remove the need for global communications). Without the consensus algorithms, dual decomposition would need a central coordinator to gather information from all the units and broadcast the updated Lagrange multipliers.
IV. NUMERICAL SIMULATION
In this section, we validate the performance of the DRPC algorithm through numerical simulations and benchmarking it against centralized optimization. We test the algorithm on a 5 bus system (Garver network). Fig. 3 shows the setup of the case study. It is a five-bus system with multiple energy devices such as EVs, thermal generation units, renewables and constant loads. The energy devices are scattered in five different zones. The devices inside each zone have the ability to exchange information with each other as well as with the transformer that isolates the zone from the rest of the network. On a higher level, the transformers have the ability to exchange information within themselves.
A. Case Study 1: Optimality of the Convergence Point
The parameters for dispatchable devices (i.e., thermal generation units and EVs) are shown in Table I . For thermal generation units, we have used quadratic convex cost functions [26] 
where a i , b i , and c i are predetermined constants. For EVs, we have used quadratic concave utility functions
where Cap i (kWh) is the energy capacity of the battery of the vehicle, SoC i (t) is the state of charge of the battery of the vehicle, and p i,max (cents/kWh) is the maximum price the vehicle with index i would like to pay for energy. Here, Δt (hours) is the length of the time step for optimization.
The maximum power for electric vehicles is considered to be 19.2 kW which is roughly the maximum power that can be provided in level 2 ac charging. The generated power by the solar generation unit and the consumed power by the constant loads are as shown in Table II . The optimization problem is how to regulate the generated powers of the dispatchable generation units and charging powers of the PHEVs/PEVs so that the social welfare of the entire system is maximized. Applying the DRPC algorithm to do the price negotiation among zones and inside each zone, the plots of Fig. 4 are resulted. It can be seen that as the algorithm proceeds, the prices inside zones and among zones converge to a unique value, and the power imbalance goes to zero. Fig. 4(a) shows that as the price evolves, EVs regulate their charging powers. The minimum charging power is allocated to the EV connected to node 3, which has the highest state of charge (SoC). The maximum charging power is allocated to the EV connected to node 4, which has relatively small SoC, and is willing to pay more than the EV connected to node 9 which has smaller SoC than it. Fig. 4(b) shows that on the generation side, dispatchable generation units also regulate their production in response to the evolution in the price.
To validate that the algorithm converged to the optimal point, the same optimization problem was solved using centralized quadratic programming (QP). Table III (Case Study1) shows the results. Comparing Fig. 4(a) and (b) with the table, we can see that the powers of the electric vehicles and dispatchable generation units using the DRPC algorithm converge to the same optimal values shown in Table III .
Remark 8: The problem considered in this paper is a single time step problem. However, similar to [13] the effect of time could be implicitly included within the parameters of the utility function using heuristic relationships. For instance, the parameter p i,max can be defined as a time-varying parameter and be assigned as where T tS i (t) is the amount of time the EV with index i at time t has before leaving the charging station (time to stay), and p i,max 0 and T tS i,max are two positive constants. In this assignment, as time passes, T tS i (t) would decrease and the vehicle would have a higher p i,max (t), and thus for the same value of the price, it would consume more power. In general, the problem can also be considered in a multiple time step framework, and the authors are working on the extended versions of this algorithm for future publications.
Remark 9: Theorem 3 states that under the provided conditions, the price at the convergence point would be greater than or equal to zero. But would the price be large enough to cover the expenses of the energy suppliers? Actually the algorithm would take care of this by noting that each supplier of energy defines its cost function based on the expenses that are involved in producing the energy. If the price of energy is below a certain threshold, such that any amount of production of energy has smaller revenue than cost, then that supplier will choose to produce zero amount of energy based on (19) . If at this price, other producers of energy still have benefit in generating power, and the generated power is enough to cover the demands, then the price of energy would remain low. However, if the generated power by other producers is not enough to cover the demand, then ΔP k > 0, and according to (13) , the price would increase until a point where the produced power equals the existing demand. For instance in case study 1, the price at the convergence point is around 1.4 cents/kWh, which is not beneficial for the generator located at node 7. Nevertheless, this price is still beneficial for the generator located at node 12. Therefore, the generator located at node 7 does not produce any amount of energy, and the energy produced by the generator located at node 12 covers the existing demand.
B. Case Study 2: Effect of Parameter η on the Convergence of the Algorithm
In Theorem 2, it was stated that the convergence of the algorithm depends on the choice of the parameter η. In this part, we show how different choices of η affects the behavior of the algorithm. Fig. 5 shows the development of the objective value for case study 1 for different choices of η. It can be seen that for the values of η ≤ 1.07e − 3 the algorithm is stable and the objective value converges to the optimal value. However, as we increase η by 1e − 5 beyond 1.07e − 3, the algorithm becomes unstable, and the objective value cannot converge. This behavior retains for larger values of η as well. These observations are in agreement with the statement of Theorem 2, that there exist a small positive threshold such that for all values of η smaller than this threshold, the global optimum point is stable.
Remark 10: Another observation from Fig. 5 is that the convergence speed of the algorithm is related to the value of the parameter η. While for η = 1e − 4 it takes around 2500 iterations for the algorithm to converge, when η = 1.07e − 3 the algorithm converges in about 600 iterations. However, increasing η beyond this value results in instability of the algorithm. Therefore, the proper choice of η is extremely important to ensure the stability of the algorithm and its proper convergence speed.
C. Case Study 3: Response of the Algorithm to Variations in Renewable and Load Forecast Information
Now consider the same case study, with the difference that while the algorithm is still running, information regarding power production of the solar unit and some of the constant loads is updated. At iteration 800 of the algorithm, solar production changes from 30 to 20 kW, and the load connected to node 2, changes from 15 to 40 kW. The results are shown in Fig. 6 . It can be seen that in response to these changes (decrease in the renewable generation and increase in constant load), the price among zones increases and as a result the generators increase their production and EVs decrease their consumption and the system converges to a new equilibrium point.
Similar to the previous case study, the optimization problem is also solved using centralized QP and the results are shown in Table III (Case Study3). Comparing Fig. 6(a) and (b) with the table, it can be seen that the DRPC convergence point is similar to the centralized QP solution. This shows that the algorithm has the capability of responding in real time to changes in the system conditions to track the optimal operating point.
D. Case Study 4: Scalability Analysis
Another important issue about the proposed algorithm is how its convergence rate changes by increasing the number of zones in the system. In this part, we provide a scalability analysis of the algorithm. To do this study, we increase the number of zones from 3 to 100. For each value of the number of zones, we have created 20 random scenarios and looked into the statistics of the required iterations by the algorithm to reach the vicinity of the global optimal. For each experiment, we stop the algorithm at iteration k once P k − P * ≤ 0.1 where P k is the vector of power decisions at the kth iteration of the algorithm, and P * is the vector of the optimal power decisions. Fig. 7 shows the maximum and average number of the required iterations as a function of number of zones. We can see that the there is no specific increasing pattern (such as exponential increase) in the number of the required iterations for convergence. As the number of the required computations on each device is directly related to the number of the iterations, this result suggests that the proposed technology is scalable with increasing the size of the system.
V. CONCLUSION
A novel DRPC for optimal management of unidirectional V2G was proposed which considers multiple energy suppliers. In this approach, each charging station as well as each individual energy supplier is equipped with a local price regulator which controls the local price of energy by coordinating with its neighbors and considering the balance of supply and demand. In response to the updated prices, the vehicles adjust their charging rates to maximize their utility while energy suppliers adjust their production rate to maximize their benefit. The main advantages of the proposed approach are that it solves V2G management problem in a fully distributed way considering the vehicle side and supplier side simultaneously, and it converges to the global optimum despite the greedy behavior of the individuals.
