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Finite state machines are widely used to model systems in diverse areas. Often, the modeling ma-
chines can be decomposed into smaller component machines and this decomposition can facilitate 
the system design, implementation and analysis. In this paper, principles of serial (cascade) de-
composition that is based on the closed partition of the internal states of the composite of the digi-
tal circuits by using properties of serial decomposition of machines. 
 
Приводиться метод синтезу дискретних пристроїв, якій грунтується на застосуванні по-
слідовної декомпозіції автоматних моделей пристроїв. Обгрунтовані необхідні та достатні 
умови, що забезпечують реалізацію послідовної декомпозіції составного автомата. Показана 
перевага приведеного методу синтезу перед відомими методами проектування цифрових 
пристроїв. 
 
Введение. Детерминированные конечные автоматы широко 
используются в качестве моделей систем различной природы, таких как 
дискретные устройства (ДУ) с элементами памяти, микропрограммные 
устройства управления, арифметические модули, программы 
лексического и синтаксического анализа, коммутационных протоколов и 
др. [1,2,3]. Однако, в большинстве случаев для описания реальных систем 
автоманые модели можно использовать лишь при условии значительного 
ограничения числа состояний, т.е. при условии разбиения или 
декомпозиции сложной системы на компоненты меньших размерностей. 
В [4] предложена элегантная алгебраическая теория понижения 
размерности функций возбуждений автоматных моделей, позволяющая 
осуществить последовательную и параллельную декомпозицию 
исходного автомата на автоматы с меньшим числом состояний. 
Декомпозиция и иерархическое описание (ДУ), основанное на 
использовании автоматных моделей, языков VHDL, Verilog, или 
Statecharts, позволяют эффективно решать проблемы проектирования, 
анализа и верификации сложных цифровых систем, микроконтроллерных 
устройств управления [5]. В [6] предложен метод обнаружения и 
исправления ошибок в коммуникационных протоколах, основанный на 
декомпозиции автоматных моделей. Однако применение 
декомпозиционных методов связано с необходимостью решения ряда 
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задач. Например, для заданного конечного автомата необходимо 
определить – допускает ли он декомпозицию? А если допускает, то 
какова структура или тип декомпозиции и удовлетворяют ли 
компонентные автоматы требованиям размерности и эффективной 
структурно-логической реализации? В [7] с единых позиций теории 
графов рассмотрены методы логического проектирования и синтеза 
автоматов на абстрактном и структурном уровнях. Предложены 
алгоритмы декомпозиции и направленного поиска решений, основанные 
на эвристических приемах и алгебраических операциях умножения, 
суммирования, супперпозиции и композиции графов, которые не дают 
минимальных вариантов реализаций последовательностных схем, но 
позволяют получить достаточно близкое приближение к ним. 
Предложенные в [7] методы декомпозиции автоматов на абстрактном и 
структурном уровне основаны на разложении графовых моделей 
автоматов по соответствующим алгебраическим операциям. Анализ 
примероров структурного синтеза автоматов декомпозиционными 
методами, предложенные автором, показывают, что имеет место 
тривиальная декомпозиция сложного автомата на одновременно 
функционирующие простые или стандартные автоматы с двумя 
состояниями и нахождению упрощенных выражений их функций 
возбуждения. В [1,2,4,7] показано, что возможность декомпозиции 
автомата выявляется путем анализа свойств функций переходов 
автоматных моделей. Средством этого анализа является алгебра 
разбиений состояний автомата. 
Полностью определенный детерминированный конечный автомат 
допускает декомпозицию на составляющие его автоматы, если 
существует замкнутая решетка разбиений его состояний или решетка 
разбиений состояний со свойствами подстановки. Все замкнутые 
разбиения состояний автомата образуют замкнутую решетку разбиений, 
по которой определяется тип декомпозиции и структура составляющих 
автоматов. Однако, большинство работ по декомпозиционным методам 
синтеза и логического проектирование ДУ является развитие 
алгебраической концепции и теории декомпозиции автоматов. 
Практически не исследованы алгоритмические аспекты этой теории, 
алгоритмическая и вычислительная сложность построения замкнутой 
решетки разбиения состояний автомата и его реализации 
декомпозиционным методом. Поэтому разработка эффективных 
алгоритмов декомпозиционных методов синтеза ДУ является актуальной 
проблемой. 
Основные определения и понятия. Автоматы, рассматриваемые в 
данной работе являются детерминированными, сильносвязными, 
полностью определенными моделями синхронных ДУ с конечным 
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числом состояний внутренней памяти. Автоматная модель Мили 
определяется пятеркой ),,,,( YZXA  , где },,...,,{ 21 mxxxX   – 
алфавит входных символов, },,...,,{ 21 nzzzZ  – конечное множество 
состояний, },,...,,{ 21 ryyyY   – алфавит выходных символов, ),( xz – 
функции переходов автомата, которая определяется как отображение 
ZXZ  )(: ; ),( xz  – функции выходов автомата, как отображение 
YXZ  )(: . Автомат задается либо таблицей переходов-выходов 
(ТПВ), либо автоматной диаграммой, представляющей собой 
ориентированный граф, вершины которого соответствуют состояниям 
автомата, а дуги – переходам состояний. Каждая дуга отмечается 
входным и выходным символами, которые связаны с соответствующим 
переходом состояний. 
Определение 1. Разбиением   множества Z  состояний автомата на-
зывают множество различных подмножеств },...,,{ 21 pBBB  множества 
состояний Z  таких, что объединение всех подмножеств iB  равно Z , а их 







, ji BB  , 
для ji  . Элементы iB  называют блоками разбиения  . Если два со-
стояния az  и bz  принадлежит одному блоку разбиения  , то они назы-
вают  -эквивалентными, что обозначается )(ba zz  . 
Определение 2. Разбиение   состояний автомата называют замкну-
тым, если для каждого входного символа Xxi   каждый блок разбиения 
  отображается либо в себя, либо в другой блок разбиения  , т.е. 
))(,(),(  ibia xzxz   для всех Xxi   и )(ba zz  . Замкнутые разбие-
ния в [2,4] называют разбиениями со свойствами подстановки. 
Разбиение   больше или равно разбиению   и обозначается 
   , если каждый блок   включен в блок  . 
Пример 1. Пусть на множестве },...,,{ 621 zzzZ   задано два 
разбиения },{ 643521 zzzzzz  и },,{ 643251 zzzzzz . Тогда разбие-
ние   и   можно упорядочить в виде    . 
Очевидно, что отношение   является отношением частичного по-
рядка, так как оно имеет свойства рефлексивности, антисимметричности 
и транзитивности. 
В соответствии с определением частичного порядка разбиений наи-
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меньшим разбиением является нулевое разбиение 
},,,,{)0( 654321 zzzzzz , в котором каждый блок включает только один 
элемент множества Z , а наибольшим разбиением является единичное 
разбиение },....,,{)1( 621 zzz , содержащее в одном блоке все элементы 
множества Z . 
Определение 3. Если 1  и 2  – разбиения множества Z , то произ-
ведение разбиений 21  p , полученное в результате пересечения 
каждого блока из 1  с каждым блоком из 2  образует разбиение p , 
которое является наибольшей нижней границей (НБНГ) разбиений 1  и 
2 . 
Пример 2. Пусть на множестве },...,,{ 621 zzzZ   задано два 
разбиения },,{ 5362411 zzzzzz  и },,{ 6425312 zzzzzz . 
Тогда в соответствии с Определением 2 НБНГ пары разбиений 1  и 
2  множества Z  является разбиение },,,,{ 64532121 zzzzzzp   . 
Определение 4. Если 1  и 2  разбиения множества Z , то суммой 
разбиений 21  s  является разбиение, полученное в результате 
объединения тех блоков 1  и 2 , которые имеют по меньшей мере один 
общий элемент и выполняется неравенство 1 s , 2 s . Разбиение 
s  является наименьшей верхней границей (НМВГ) разбиений 1  и 2 . 
Для разбиений 1  и 2  блоки с общими элементами объединяются 
в виде: 
}{}{}{ 53153642624253141 zzzzzzzzzzzzzzzzz   = 
= }{}{ 64254321 zzzzzzzz   = }{ 654321 zzzzzz  
Таким образом, )1(21  s  
Последовательная декомпозиция автоматов. На основе введенных 
выше определений, понятий и свойств замкнутых разбиений множества 
состояний автоматов определим структуру и свойства последовательной 
композиции двух конечных автоматов Мили. 
Определение 5. Последовательной композицией двух автоматов 
),,,,( 111111 YZXA  , у которого 11 YZ   и ji zz )( , и автомата 
),,,,( 222222 YZXA   есть автомат ),,,,( YZXA  , у которого 
1XX  ; 21 ZZZ  = ),(/{ 21 zzzz  , 11 Zz  , }Zz 22  ; 2YY  ; ),( ixz = 
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= ),(( 11 ixz , )]),(,[ 122 ixzz , где ),( 21 zzz  , Xxi  , 
)],([),( 122 ii xzzxz   . 
В соответствии с Определением 5 структура последовательной 
декомпозиции автомата А (рис.1, а) представляется последовательным 
соединением двух автоматов 1A  и 2A  (рис. 1, в). Информация о 
внутренних состояниях автомата 1A  поступает на вход автомата 2A . 
Первый автомат (ПА) 1A  называют ведущим автоматом, второй (ВА) 2A  
– ведомым. 
Декомпозиция автомата A  является, нетривиальной, если состав-
ляющие его автоматы 1A  и 2A  имеют меньшее число состояний, чем ав-
томат A  
Теорема 1. Конечный автомат Мили ),,,,( YZXA   допускает не-
тривиальную последовательную декомпозицию тогда и только тогда, ко-
гда существует нетривиальное замкнутое разбиение множества Z  со-
стояний автомата A . 
Доказательство. 
Необходимость. Предположим, что автомат A  представлен после-
довательной композицией двух автоматов ),,,,( 111111 YZXA   и 
),,,,( 222222 YZXA  . Тогда, 21 XY   и существует биективное отобра-
жение 21: ZZZ  . Отображение   индуцирует  -разбиение мно-
жества состояний Z  в виде: )(ba  , если )(ba  ; где Zba , ; 

















Рис. 1. Обобщенная структурная схема последовательной декомпозиции  
автомата A  
Y  X  
),,,,( 111111 YZXA   ),,,,( 222222 YZXA   
)(: 11 XZY   
),,Y,Z,X(A   X  Y  
а 
б 
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Из Определения 5 последовательной композиции двух автоматов 1A  












Если )(ba  , то 11 ba  , и следовательно, ),(),( 1111 xbxa   . Это 
означает, что ))(,(),(  xbxa   и разбиение   множества является 
замкнутым в соответствии с определением 2. 
Достаточность. Предположим, что существует замкнутое нетриви-
альное  -разбиение множества состояний Z . Пусть   имеет k  блоков, а 
максимальный блок состоит из m  элементов. Так как   – нетривиальное 
разбиение, то nk   и nm  , где n  – число состояний Z . Пусть   – раз-
биение множества Z , состоящее из m  блоков, которое не обязательно 
является замкнутым и вместе с разбиением   удовлетворяет условию 
Z . Построим разбиение  : отметим состояния каждого блока раз-
биения   индексами – метками )(...2,1 mrr ii   и разместим в каждом бло-
ке разбиения   состояния с одинаковыми индексными метками из раз-
личных блоков разбиения  . Блоки разбиений   и   идентифицируют 
состояния автоматов 1A  и 2A , соответственно. Так как Z , то мно-
жество состояний автоматов 1A  и 2A  биективно отображается на множе-
ство состояний автомата A , а функции возбуждения и выходов автома-
тов 1A  и 2A  соответствуют определению 5 и отображению 
1 2: Z Z Z   . 
В соответствии с теоремой 1 последовательная декомпозиция авто-
мата A  на два автомата 1A  и 2A  с меньшим числом состояний иллюст-
рируется структурной схемой на рис. 2.  
Пример 3. Методом последовательной декомпозиции синтезировать 
схему, модель которой представлена конечным автоматом Мили 
( , , , , )A X Z Y    (табл. 1). 
Автомат A  имеет замкнутое разбиение состояний 
1 6 2 5 3 4{ , ; , ; , }z z z z z z  . Тогда в соответствии с теоремой 1 выбираем 
разбиение состояний 1 2 3 4 5 6{ , , ; , , }z z z z z z  , которое обеспечивает вы-
полнение условия )0( .  
Воспользуемся обозначениями приведенными на рис. 2, построим 
таблицу переходов двух автоматов 1A  и 2A , образующих последова-


















Рис.2 Структурная схема последовательной декомпозиции автомата A  
 
Функции переходов автоматов 1A  и 2A  соответствуют ТПВ автома-
та A  (табл. 1), например: ),()),,(( 43061 zzxzz  , )),,,(( 0321 xzzz  = 
2654 ),,( bzzz  и т.д. 
Таблица 1 – ТПВ автомата A  
z(t+1), λ(t)              X 
 z(t) x0=0 x1=1 
z1 z4,0 z3,0 
z2 z6,0 z3,0 
z3 z5,0 z2,1 
z4 z2,0 z5,0 
z5 z1,0 z4,0 
z6 z3,0 z4,1  
Таблица 2 – Таблица переходов автомата 1A  
Z1(t+1)                    X 
 z(t) x0=0 x1=1 
a1(z1,z6) a3 a3 
a2(z2,z5) a1 a3 
a3(z3,z4) a2 a2 
Таблица 3 – Таблица переходов автомата 2A  
Z1(t+1)                       X 
 z(t) x0=0 x1=1 
b1(z1,z2,z3) b2 b1 
b2(z4,z5,z6) b1 b2  
В соответствии с определением 5 и структурной схемой рис. 2 мно-
жество входных символов автомата 2A  образуется декартовым произве-
дением },,{},{ 321102 aaaxxXX    =  
= )},(),,(),,(),,(),,(),,{( 312111302010 axaxaxaxaxax . 
С учетом этого ТПВ автомата 2A  имеет 6 столбцов, а декартово 
произведение двух разбиений },{},,{)( 21321 bbaaa  , определяет 
значения функций переходов и выходов автомата 2A  в виде 
13216111 )},,(),{()( zzzzzzba   . Из табл. 1 определяем: ),( 01 xz = 
XtX )(1  
)(1 tZ  
 )1(1 tZ  
 )1(2 tZ  





автомата 1А  
Генератор функции 
возбуждения 2А  и 
функции выходов 
Память  
автомата 2А  
)(2 tZ  
YtYtY  )()(2  
  23 
24 bz   0),( 001  yxz . Для )( 21 ba   = 665461 )},,(),{( zzzzzz  , 
ibzxz  306 ),( , 1),( 106  yxz . Выполнив аналогичные операции 
для всех столбцов, получим ТПВ автомата 2A  (табл. 4). 
Таблица 4 – ТПВ автомата 2A  
Z2(t+1), λ(t) = y2(t)            X 
Z2(t) x0, a1 x0, a2 x0, a3 x1, a1 x1, a2 x1, a3 
b1 b2, y0 b2, y0 b2, y0 b1, y0 b1, y1 b1, y1 
b2 b1, y1 b1, y1 b1, y0 b2, y1 b2, y0 b2, y0 
На следующем шаге синтеза схемы необходимо выполнить 
операцию кодирования таблиц переходов и выходов автоматов 1A  и 2A . 
Кодированные таблицы переходов автоматов 1A  и 2A  представлены 
табл. 5, 6. 
Таблица 5 – Кодированная таблица  
переходов автомата 1A  
(Q1,Q2) (t+1)                          X 
(Q1,Q2) (t) x0=0 x1=1 
a1:00 10 10 
a2:01 00 10 
a3:00 01 01  
Таблица 6 – Кодированная таблица 
переходов автомата 2A  
Q3(t+1)                  X 
Q3(t) x0=0 x1=1 
b1:0 1 0 
b:1 0 1  
Кодированная ТПВ автомата 2A , которая отображает табл. 4 в соот-
ветствии с кодами состояний автоматов 1A  и 2A  и кодами входных и вы-
ходных символов представлена табл. 7. 
Таблица 7 – Кодированная ТПВ автомата 2A  
Z2(t+1), λ(t) = y2(t)                  X 
Z2(t) 0,00 0,01 0,10 1,00 1,01 1,10 
b1 1,0 1,0 1,0 0,0 0,0 0,1 
b2 0,1 0,1 0,0 1,1 1,0 1,0 
Из табл. 7 находим МДНФ функции выходов автомата А в виде: 
)()( 231313132131 QxQQQxQQQxQQQQxQty    (1) 
Если в качестве элементов памяти схемы использовать D – триггеры, 













  (2) 
Минимальная схемная реализация автомата А методом 
последовательной декомпозиции в соответствии с уравнением (1) и (2) 
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представлена на рис. 3. 
 
Рис. 3. Схемная реализация автомата А методом последовательной декомпозиции 
 
Схемная реализация автомата А каноническим методом методом 
структурного синтеза для принятых кодов состояний: 000:1z , 001:2z , 
010:3z , 011:4z , 100:5z , 110:6z  позволяет получить из кодированной 
ТПВ автомата А (табл. 1) функции возбуждения D – триггеров и функцию 


















Для сравнительного анализа двух методов синтеза ДУ (декомпози-
ционного и канонического) выполним оценку аппаратурных затрат на 
схемную реализацию устройств, используя оценочную методику фирмы 
Synopsys Inc, которая была разработаны для КМОП технологии произ-
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используется 2-входовый И-НЕ (ИЛИ-НЕ) элемент. Аппаратурные затра-
ты оцениваются, исходя из технологических затрат на реализацию раз-
личных схемных элементов, представленных в вентильных эквивалентах 
(табл. 8). 
Таблица 8 – Методика оценки аппаратурных затрат Synopsys Inc 
2 – вх. И (ИЛИ) 1,3 в.э. 
2 – вх. ИСКЛ. – ИЛИ 2,0 в.э. 
2 на 1 мультиплексор 1,7 в.э. 
D – триггер 3,6 в.э. 
3 – вх. И – НЕ (ИЛИ – НЕ) 1,5 в.э. 
Инвертор 0,7 в.э. 
 
Аппаратурные затраты на реализацию схемы автомата A  составля-
ют: 
– декомпозиционные метод – 22,2 в.э., 19 внутренних соединений; 
– канонический метод – 40,3 в.э., 52 внутренних соединения. 
Таким образом, синтез ДУ методом последовательной декомпозиции 
позволяет вдвое сократить затраты на реализацию электронных элемен-
тов, значительно снизить трудоемкость процедур их размещения и топо-
логической трассировки схемы. 
Выводы. Были исследованы и обоснованы необходимые и 
достаточные условия, которые обеспечивают последовательную 
декомпозицию исходной автоматной модели ДУ на компонентные 
автоматы с меньшим числом внутренних состояний. Показано, что 
использование замкнутых разбиений состояний автомата позволяет 
осуществить схемную реализацию исходного автомата в виде 
последовательной композицией двух состовляющих автоматов с 
меньшим числом состояний, что снижает аппаратурные затраты на 
реализацию ДУ. 
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