Continuous non-Gaussian stationary processes of the OU-type are becoming increasingly popular given their flexibility in modelling stylized features of financial series such as asymmetry, heavy tails and jumps. The use of non-Gaussian marginal distributions makes likelihood analysis of these processes unfeasible for virtually all cases of interest. This paper exploits the self-decomposability of the marginal laws of OU processes to provide explicit expressions of the characteristic function which can be applied to several models as well as to develop efficient estimation techniques based on the empirical characteristic function. Extensions to OU-based stochastic volatility models are provided.
Introduction
A continuous stationary process {X(t), t ≥ 0} is defined to be of the Ornstein-Uhlenbeck type (OU for short) if it is the solution of the stochastic differential equation
dX(t) = −λX(t)dt + dZ(t);
(1.1)
here λ > 0 andZ(t) is a homogeneous Lévy process, commonly referred to as the background driving Lévy process (BDLP), for which E[log(1 + |Z(1)|)] < ∞. The modelling via the use of general Lévy processes, other than Brownian motion, allows to introduce specific non-Gaussian distributions for the marginal law of X(t) and has received considerable attention in recent literature in an attempt to accomodate features such as jumps, semi-heavy tails and asymmetry which are well evident in real phenomena and are a point of remarkable interest in fields of application such as finance and econometrics. Among recent contributions we find a completely new class of models, termed non-Gaussian Ornstein-Uhlenbeck models by which, stochastic processes with given correlation structure and (possibly non-Gaussian) marginal distribution are constructed; see Barndorff-Nielsen (1998 , Barndorff-Nielsen et Al. (1998) , Shephard (2001, 2003) , Barndorff-Nielsen obtained by such methods in the i.i.d. case; furthermore, they discuss the extension to dependent observations. Other references that are relevant to the subsequent development are those of Madan and Seneta (1987) , Feuerverger (1990) , Knight and Satchell (1997) and , Jiang and Knight (2002) which discuss in more depth empirical ch.f. estimation in a non i.i.d. setting. The contribution of this paper builds on previous literature in more ways: by implementing the procedure for a large variety of OU processes; by presenting a method that requires neither discretization nor simulation; by providing exact expressions for moments and ch.f. of OU processes; by comparing two approaches: one based on the bivariate ch.f of (1.1), the other based on the ch.f. of the 'error' term of the discretely observed process; this last approach may be seen as an attempt to substitue likelihood analisys of (1.1) based on i.i.d. observations. This paper is organized as follows. The next section will provide some background information and some results on ch.f. of OU processes needed for estimation purposes. In section 3 the estimators are defined and their asymptotic properties studied. Section 4 is devoted to applications with simulated and real data. Section 5 discusses an extension of the ch.f. technique to OU based stochastic volatility models. The appendix provides the proofs of the results presented in the previous sections.
Characteristic functions and OU processes
The present section reviews some known results; for further details and generalizations the reader is referred to Wolfe (1982) , Barndorff-Nielsen et Al. (1998) , Barndorff-Nielsen (2001) , Sato (1999) . Equation (1.1) has a strong solution of the form
where ε (λ) (t) is an error term, independent of X(0), which is given by
Define the ch.f. of X(t) and ε (λ) (t) as
Also, let the cumulant functions of X(t) andZ(1) be denoted by
If X(t) is to be stationary, its ch.f. must have the form φ(ζ) = φ(e −λt ζ)ϕ t (ζ) for all t ≥ 0, hence X(t) must be self-decomposable. The following result, due to Barndorff-Nielsen (1998) gives the exact relation between κ(·) andκ(·) in order to have a specified marginal distribution for X(t). It will be needed for estimation purposes. (Barndorff-Nielsen, 1998, Theorem 2.3) . Suppose that ζκ (ζ) is continuous at 0, then the choiceκ(ζ) = ζκ (ζ) implies that for any λ > 0: i) exp{λκ(ζ)} is an infinitely divisible ch.f.; ii) there is a processZ(t), sayZ (λ) (t), for whichZ (λ) (1) has ch.f. exp{λκ(ζ)} such that a stationary version of X(t) exists and has marginal distribution with ch.f. φ(ζ).
Recall that for the Lévy processZ(t) it holds that log E(e iζZ(t) ) = tκ(ζ), from the discussion above we also note thatZ (λ) (t) is equal in distribution toZ (1) (λt) hence, equation (1.1) is often rewritten by substituting dZ(t) with dZ(λt) so that it will turn out that whatever the value of λ, the marginal distribution of X(t) is unchanged.
The stationary process {X(t), t ≥ 0} can be extended to a stationary process on the whole real line by introducing an independent càdlàg version ofZ, sayZ * and, for t < 0, defineZ(t) =Z * (t) and let
The following formula is of fundamental importance for working with ch.f. of OU processes and their functionals, for a proof see Barndorff-Nielsen and Shephard (2001) .
Lemma 2. Barndorff-Nielsen and Shephard (2001) . For an integrable function with respect toZ we have
(2.7)
Lemma 1 and Lemma 2 can be exploited to easily obtain explicit expressions for the ch.f. of (1.1) and their mutual relations. First, a result of Jurek and Vervaat (1983) states that a random variable X is self-decomposable if and only if it has a representation of the form X = ∞ 0 e −t dZ(t); application of (2.7) yields at once that
The above relation and formula (2.7) can be exploited to obtain a relation between κ(ζ) and log ϕ t (ζ). The next two results will be needed in our estimation procedure, we present them in the form of propositions.
Proof. See the Appendix Note that from Proposition 1, by continuity, lim t→∞ ϕ t (ζ) = φ(ζ). There are a variety of relations of this flavour that can be obtained by exploiting formula (2.7) and the properties of OU processes. One that we will need, regards the joint ch.f. of X(t 1 ), . . . , X(t m ), t 1 , . . . t m ∈ IR; from BarndorffNielsen and it has the form
As it is, this result is of little practical use, in order to proceed with ch.f.-based estimation we need to give it explicit form. We specialize it to the case m = 2 and t 2 > t 1 , it will suffice for our purposes. We have Proposition 1 and Proposition 2 allow to easily obtain explicit forms for, respectively, ϕ t (ζ) and ψ(ζ 1 , ζ 2 ) if an explicit expression for φ(ζ) is available. This operational rule can be actually applied in several cases of interest and for models of wide applicability. Table (1) lists the cumulant function together with the parameter space and domain of some important examples by which OU processes with given marginal distribution can be constructed. Together with common distributions such as the Normal the t and the Gamma, we find some less known examples which find important applications in financial and econometric data: the Normal Inverse Gaussian and the Inverse Gaussian, see Barndorff-Nielsen (1997 , 1998 , Rydberg (1997) , Barndorff-Nielsen and Shephard (2001) ; the Tempered Stable, see Tweedie (1984) and Hougaard (1986) , of which the Inverse Gaussian is a special case when κ = 1/2; the Variance Gamma, discussed in Madan and Seneta (1990) and Seneta (2004) ; the Symmetric Gamma, for which the reader is referred to Dufresne (1997) , Kotz et Al. (2001, p. 179) and Steutel and van Harn (2004, p. 504) ; the Euler's Gamma, see Grigelionis (2003) ; the Meixner, for which one can consult Schoutens and Teugel (1998) and Grigelionis (1999) and the Generalized z, (Grigelionis, 2001 ) of which the Meixner can be seen as a special case. The elegant expression for the ch.f. of the t-distribution has been provided by Heyde and Leonenko (2005) . A general reference text on self-decomposable distributions and financial applications is Schoutens (2003) .
Estimation
To enter the estimation problem, suppose that the marginal law of X(t) is a member of a family of distributions indexed by a vector of parameters γ ∈ Γ ⊂ IR p−1 which is our estimation goal. More generally, we may consider estimating the parameter vector θ ∈ Θ ⊂ IR p with θ = (γ , λ) where λ > 0 is the auto-regression parameter of the OU process.
Suppose we observe the process at equispaced time points 0 < t 1 < · · · < . . . t n with ∆ = t j −t j−1 , j = 1, . . . n, t 0 = 0. In order to slightly simplify notation, denote the observation at time t j , X(t j ), by X j . It follows from the discussion in Wolfe (1982) that, for self-decomposable distributions, a discrete AR(1) process can be embedded into a continuous OU process. In our case, this amounts to say that the discretely observed OU process can be written as
where the ε
. random variables which are equal, in distribution, to the random variable ε (λ) (1), hence their ch.f. has the form exp{κ(ζ) − κ(ζe −λ∆ )}. Note that we will not be able to distinguish between ∆ and λ so that we will actually consider estimation of, say, λ = λ∆ hence, from now on it will be assumed that ∆ = 1. In this section we will slightly burden notation by introducing dependence on the parameters. So we will write φ γ (ζ) for E(e iζX ) and, suppressing dependence on t,
Name and Symbol log E(exp{iζX}) Constraints
The basic idea of the ch.f. estimation method is to minimize some (possibly weighted) distance function between an empirical estimator of the ch.f. and a model-based one. To enter in detail into the estimation problem, let us define first the empirical estimators of the ch.f. as
(3.14)
6
Note that ϕ n,λ (ζ) = ψ n (−e −λ ζ, ζ). Next define the quantities.
The estimators are defined as the quantities minimizing the quadratic functions Q 1 n (θ) or Q 2 n (θ), i.e.
S denotes the region of integration and for convenience, according to the case at hand, may indicate either a subset of IR or IR 2 . In the case of Q 2 n (θ) which is one-dimensional, we may restrict attention the the case S ⊂ IR + . W (ζ 1 , ζ 2 ) and W (ζ) are to be considered weighting functions which may serve different purposes and characterize the estimation procedure. If they are chosen to be step functions we turn into a discrete set up which is much easier to implement from the computational point of view. Usually one chooses a grid of points ζ 1 . . . ζ m at which the ch.f. are evaluated and then minimizes a sum instead of an integral. It is known that the choice of the grid of points has effect on the efficiency of the estimation procedure; Feuerverger and McDunnough (1981) show that, either in the i.i.d. or dependent case, using a weight given by the Fourier transform of the score and a grid sufficiently fine and extended the ch.f.-based estimation procedure is asymptotically equivalent to maximum likelihood estimation. In general the choice of an appropriate weight and grid may be impractical given the required quantities are seldom available explicitly and so one resorts to second best choices.
If we consider avoiding the choice of a grid and use a continuous version of Q 1 n (θ) and Q 2 n (θ), the choice of a proper weighting function is important in order to have a finite integral and for computational reasons since the procedure becomes cumbersome to implement. discuss the use of an exponential weight (consider here Q 2 n (θ) for simplicity), i.e. dW (ζ) = exp{−ζ 2 }dζ, Epps (2005), in the context of goodness of fit testing, suggests using dW
Both choices have the effect of damping out the persistent oscillations of |ϕ n,λ (ζ) − ϕ θ (ζ)|, as ζ → ∞ assuring finiteness of the integral but may not be optimal for efficiency considerations. Note that this last weighting scheme depends on θ, while our proposed weights do not. Under suitably regularity conditions estimation based on Q 1 n (θ) and Q 2 n (θ) is equivalent to an estimating equation approach with weights depending on θ, for further details on equivalent approaches, see and Jiang and Knight (2002) .
Before discussing some of the properties of the above estimators let us note some of their features. Q 1 n (θ) is the estimator based on the bivariate ch.f. discussed in Feuerverger and McDunnough (1981) and , here we specialize it to the case of OU processes and give explicit solution for several cases of interest by exploiting Proposition 2.
Q 2 n (θ) is an estimator based on the ch.f. of the unobserved error term ε (λ) instead of that of the observed X j . It exploits the peculiar relation between the ch.f. of X and that of ε (λ) and can be given explicit form by using Proposition 1, so it is applicable easily for all the models indicated in Table 1 . Note that the auto-regression parameter λ is inserted into the empirical ch.f. estimator. Given the uniqueness of the Fourier-Stieltjes transformation, the amount of information contained in the ch.f. and the distribution function is the same. So this approach can be seen as an attempt to substitute likelihood analysis on the sequence of i.i.d. errors ε (λ) which otherwise would be possible essentially only in the Normal case.
This procedure however may have some drawbacks. First of all it may have identifiability problems. Consider for example the case where the marginal distribution of X is N (0, σ 2 ), then φ(ζ) = exp{−σ 2 ζ 2 /2} and consequently, ϕ(ζ) = exp{−σ 2 (1 − e −2λ )ζ 2 /2} which is not identifiable for all possible values of σ 2 and λ. Next, the region of the λ values where Q 2 n is minimized may be quite large, note in fact that, for λ → ∞, we have that ϕ θ (ζ) = ψ θ (−e −λ ζ, ζ) → φ γ (ζ) and ϕ n,λ → (n − 1) −1 j exp iζX j and hence one can achieve very small values of Q 2 n even with possibly wrong values of λ, this may be a problem for numerical minimization routines, indeed some simulations we run indicated that in certain instances, the algorithm converges to large values of λ. Third, for large data set the minimization procedure is numerically cumbersome as it requires to evaluate ϕ n,λ (ζ) for each λ value in combination with each ζ value.
These features suggests that estimation of λ be undertaken exogenally; this makes the estimator considerably simpler to implement and computationally fast. We will then switch a little the problem, considering estimation of the marginal parameters of X by minimizing Q 2 n (γ,λ) wrt γ, whereλ is a square root-consistent estimator of λ. We define then the estimatorŝ
(3.18)
Note that this procedure exploits information on the structure of the process in order to estimate the marginal parameters and can lead to improved estimation procedures, as shown in Ghosh and Beran (2006) in the context of linear processes with long-range dependence. The asymptotic theory for the estimators obtained from Q 1 n (θ) can be straightforwardly obtained from , under identifiability and regularity conditions stated there. Let θ 0 = (γ 0 , λ 0 ) denote the true unknown parameter values. ),θ 1 is consistent for θ 0 and
Proposition 3. Under regularity conditions (see
where, for A n (θ) = 1 2
We need some more work to prove asymptotic results forγ, in particular we need to add the condition that EX 1+δ < ∞ for some δ > 0 in order to have convergence under exogenous estimation of λ.
Theorem 1. Under conditions A1 -A6 (see the Appendix),γ is consistent for
where, for
Remark 2. As we will see in the Appendix, computation of A (θ) does not require to consider covariance terms and hence turns out to be considerably simpler wrt A(θ).

Applications 4.1 The Normal Inverse Gaussian OU process
As a first example of application consider the NIG-OU process introduced by Barndorff-Nielsen (1998) . From Table 1 we see that the marginal law of the process is characterized by 4 parameters which makes it quite a flexible distribution. Here, δ is a scaling and µ a location parameter, whereas β is an asymmetry parameter and the quantities α ± β determine the heavyness of the tails. Here we consider the case with µ = 0. The law governing the BDLP of the NIG-OU process has been analitically derived by Barndorff-Nielsen (1998) , in particular the BDLP is composed by three independent Lévy processes. Using simulation-based techniques for this case may turn an unwieldly task since one needs to (approximately) simulate three separate Lévy processes with jumps. Instead, it turns out to be quite simple to apply the procedure discussed here. In fact, from the univariate ch.f. of Table 1 , for µ = 0, Proposition 1 and Proposition 2 obtain that
and
This example will be taken as an occasion to perform a small simulation study to compare the estimation procedures based on Q 1 n (θ), Q 2 n (γ,λ) and moment-based estimators; the computing equations for these in the NIG case can be found, for example in Karlis (2002). We will consider an OU process with λ = 1 and a N IG(α = 2, β = 1, δ = 1) marginal distribution. Several sample paths from such a process will be generated as suggested in Taufer and Leonenko (2008) ; it will be assumed that the sampling interval of the process is unity, i.e. ∆ = 1 and the case where dW (ζ) is a step function will be considered, turning in this way into a discrete estimation framework. The sampling intervals of the ch.f. will also be constant and set to ζ j − ζ j−1 = 0.05, j = 1, . . . m. The choice of the step size maybe quite important in order to minimize effectively the distance of the empirical ch.f. and the model one. Feuerverger and McDunnough (1981) discuss optimizing procedures in order to obtain, for fixed sampling size of the ch.f., either an optimal fixed step or optimal sampling points ζ 1 , . . . , ζ m . As far as the number m of the sampling points, it was found to be very effective the heuristic approach of plotting |φ(ζ)| 2 against ζ and choose m, given the step, which samples the empirical ch.f. until it is sensibly different from 0. According to different cases, some calibration would be desirable, however a large simulation study is out of purpose here. The results of the simulations are in line with those of Feurverger and McDunnough (1981) . Table ( 2) gives the sample mean and the mean square error (MSE) of the moment-based estimators, indicated as ME, those based on Q 1 n (θ) and those based on Q 2 n (γ,λ). The preliminary estimator of λ in the case of Q 2 n (γ,λ) is the standard auto-correlation estimator between X j and X j+1 which is connected with the maximum likelihood estimator of λ in the Normal case, this estimator has been used also in conjunction with ME. The results are based on 1000 replications of samples of sizes ranging from 500 to 10000. For each sample size, we reported in the line indicated with OV (overall variability), the algebric sum of the elements of the variance-covariance matrix of the estimators corrected by the bias terms; it is an attempt to give a measure of the overall performance of each method in terms of M SE. Placing attention on the results, we see that ME are highly unreliable for α and β for smaller sample sizes and the bias remains quite high even in large sample sizes. Estimation of δ and λ is much more reliable. Turning to the estimators based on the ch.f. we see both perform much better for all sample sizes, with very small bias even at smaller sample sizes. Overall it seems that the procedure based on Q 1 n (θ) is slightly superior even if differences are very small. At the level of single parameters Q 1 n (θ) is generally better for α and β whicle Q 2 n (γ,λ) is generally better for δ and λ. Evidence seems to indicate that estimation of λ may be better if taken exogenally.
GDP growth rates
As an application to real data we consider estimation of the sequence of quarterly US GDP growth rates. It is defined as the logarithm difference of the real (in 2000 constant dollars), seasonally adjusted US GDP sequence from the first quarter of 1947 to the second quarter of 2007 for a total of 241 observations. The same sequence, but up to 2000, has been studied by Chan et al. (2004) , together with other economic series with non-Normal errors. Chan et al. (2004) find that an AR(1) model fits well to the data although they decidedly show non-Normality, they provide bootstrap procedures for quarterly intervals forecasts. Here, without the pretention to fully analyze the data set, and building on Chan et al. (2004), we proceed by adapting a discretely observed OU process with NIG marginal distribution which seems a good candidate given its flexibility in modelling data with asymmetry and/or heavier tails than the Normal. A quick moment estimates of the data reveals a slight asymmetry with a coefficient of 0.14 and an excess kurtosis of 1.37. Figure 1a shows a Q-Q plot of the data against a NIG model with α = 0.3468, β = 0.0500, µ = 2.8950, δ = 5.5160, λ = 1.1110, the fit is remarkably good for experimental data, the parameter values have been determined by the two step Q 2 n procedure. Figure 1b shows the plot of |ϕ n,λ (ζ)| 2 and |ϕθ(ζ)| 2 against ζ. One can note that adherence of the ch.f. of is remarkably good in all cases. 
An extension to Stochastic volatility models
Consider the following asset return process with stochastic conditional volatility of the log-asset price
where X(t) is a non-negative OU process as defined in (1.1) and N (t) is a standard Brownian motion independent of X(t), µ is a drift and β is a risk premium parameter. This model was introduced in Barndorff-Nielsen and Shephard (2001) with the aim of modelling stylized features of financial markets while maintining analytical tractability. The positive OU process X(t), with no Gaussian component, moves entirely by jumps and decays exponentially between two jumps while S(t) remains continuous; to introduce discontinuities one can introduce a Lévy component in equation (5.23). Suppose we observe the process S(t) at fixed time instants t 0 < t 1 < · · · < t m and define ∆S(
ds is the integrated volatility; ∆x * (t j ) is termed actual volatility. The terms ∆S(t j )|∆x * (t j ) j = 1 . . . n are conditionally independent and we note that the distribution of ∆S(t j ) will be a location scale mixture of normals. By an appropriate design of the stochastic process for X(t) one can allow aggregate returns to be heavy tailed, skewed and exhibit volatility clustering. Following the discussion of Section 2, typical choices for the marginal distribution of X(t) are the Inverse Gaussian and Gamma distributions, alternatively one may model directly the BDLP of X(t) obtaining a variety of models which can adapt very well to practical situations. For further details on these models one can refer to Shephard (2001, 2003) .
Estimating the parameters of a continuous stochastic volatility model is difficult owing to the inability to compute the appropriate likelihood function. Model-based estimation approaches are based on MCMC methods and references to recent related works are those of Barndorff-Nielsen and Shephard (2001), Stephens (2006, 2007) Griffin and Steel (2006) . Alternatively one might consider non-model-based estimation approaches which exploits realized volatility, i.e. use the existence of high-frequency intraday data to directly estimate moments of integrated volatility, which was introduced by Barndorff-Nielsen and Shephard (2002) , for extensions on this approach and further references to recent works one can consult Woerner (2007) .
Here we sketch shortly how we could implement ch.f. based estimation. This can be done quite easily as explicit expressions may be derived with little work. Asimptotic properties of these estimators can be obtained by the method discussed in which has studied ch.f. based estimation of a stochastic volatility model based on a Gaussian volatility model.
Theorem 2 obtains the joint characteristic function of the increments of the stochastic volatility process in term of the cumulant generating function of the BDLPZ(1) of X(t), this exists in closed form for key cases such as the Inverse Gaussian and the Gamma and allows to obtain results in closed form solution.
Theorem 2. Let k(ζ) = log Ee −ζZ (1) , the joint characteristic function of ∆S(t 1 ), . . .
With ε λ (u, v) = 
Marginal models for X(t)
To get more specific in our modelling framework we present two important models for the marginal distribution of the volatility process which allow to obtain a variety of behaviours for the process S(t). The expressions for the ch.f. we have provided are in terms of k(ζ) = log E{exp(−ζZ(1))} hence one can model directly from the BDLP if has a direct expression for this. Alternatively if one prefers modelling by first specifying a marginal distribution for the process X(t) and exploiting the relatioǹ 5.27) and the fact that k(ζ) = κ(−iζ). A first important model for X is the Tempered Stable, see Table 1 , i.e. X ∼ T S (ν, δ, γ) . When ν = 1/2 we have the important sub-case of the Inverse Gaussian distribution. For the TS case, exploiting (5.27) we obtain
For this case, the ch.f. of ∆S(t 1 ), . . . , ∆S(t m ) can be given explicit form in terms of hypergeometric series. Here, to avoid large expressions we report the IG case for m = 1, let AT denote the ArcTanh function and t j − t j−1 = ∆, we have
. As we see, although cumbersome, the above function is straightforwardly applicable in numerical procedures.
Another important case is the Generalized Inverse Gaussian model, which we denote by X ∼ GIG (ν, δ, γ) , with δ ≥ 0, γ > 0 if ν > 0, δ > 0, γ > 0 if ν = 0 and δ > 0, γ ≥ 0 if ν < 0. For details see Eberlein (2001) and Barndorff-Nielsen and Shephard (2001b) ; this model has ch.f. GIG(ν,δ,γ) 
φ(ζ)
where K ν (x) denote the modified Bessel function of the third kind. The appropriate form of k(ζ) for the GIG model, not shown here, can be recovered by (5.27). Note that
In the limiting case ν > 0, δ = 0 it reduces to the density of a Gamma distribution Γ(γ 2 , ν/2); for ν < 0, γ = 0 one gets those of a reciprocal Gamma distribution. For the Gamma case we have the simple form
Notably the IG distribution is common either to the TS and to the GIG distribution, being
In the cases where an explicit form of the ch.f. of the process (5.23) cannot be obtained, it appears that (5.24) is well suited for numerical integration. Also, by using the same techniques discussed in Theorem 2 one can provide expressions for the ch.f. of stochastic volatility models with leverage and where superpositions of OU processes are used to model volatility. It appears that a thorough investigation of these models would require much additional work which seems suitable for a separate paper. Here we give a brief report on some results with simulated data by estimating the paramters for a series of lenght 2500 from model (5.23) with µ = β = 0 and where X(t) follows and IG(2, 1) OU process with λ = 0.01. Figure 2 provides the contour plots of the objective function based on Q 1 n (θ) obtained by using (5.24) with m = 2 and the empirical estimator ψ n (ζ 1 , ζ 2 ) with 400 pairs (ζ 1 , ζ 2 ) generated from two independent N (0, 3) distributions.
Although the plots represent a single simulation, it appears that the objective function has quite a regular behaviour with very low values in the neighborhood of the true values of the parameters. 14 6 Appendix: Proofs next use, as in Proposition 1, the relationκ(ζ) = ζκ (ζ) to formally integrate and obtaining the result.
The following technical result will be needed in the proof of Theorem 1. where ∂ ∂λ ϕ θ (ζ) = iζe −λ ϕ θ (ζ)E(X). Proof of Lemma 3. Denote by o p (1) a quantity converging in probability to 0 as n → ∞ and recall that |e iu | = 1. To prove i) we first prove that we can simply consider the empirical estimator of the ch.f. evaluated at λ instead of λ * . Note that
