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Abstract
We investigate a new 8-dimensional Riemannian geometry defined by a generic closed and coclosed
3-form with stabiliser PSU(3), and which arises as a critical point of Hitchin’s variational principle. We
give a Riemannian characterisation of this structure in terms of invariant spinor-valued 1-forms, which are
harmonic with respect to the twisted Dirac operator Ð on Δ⊗Λ1. We establish various obstructions to the
existence of topological reductions to PSU(3). For compact manifolds, we also give sufficient conditions
for topological PSU(3)-structures that can be lifted to topological SU(3)-structures. We also construct the
first known compact example of an integrable non-symmetric PSU(3)-structure. In the same vein, we give
a new Riemannian characterisation for topological quaternionic Kähler structures which are defined by an
Sp(1) · Sp(2)-invariant self-dual 4-form. Again, we show that this form is closed if and only if the corre-
sponding spinor-valued 1-form is harmonic for Ð and that these equivalent conditions produce constraints
on the Ricci tensor.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In the classical setting of Hitchin’s variational principle [9], two structures appear giving rise
to a Riemannian metric. In both cases, a critical point is defined by a 3-form ρ which is harmonic
with respect to the metric it induces, i.e.
dρ = 0, d ρ ρ = 0. (1)
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bundle, and (1) forces the holonomy of the metric to be contained in G2. In dimension 8, we get
a new type of geometry associated with the structure group PSU(3) = SU(3)/ker Ad ⊂ SO(8)
which, apart from the initial study in [9], has been largely unexplored so far.
The most basic example of an 8-manifold with a PSU(3)-structure is SU(3) with ρ(X,Y,Z) =
−B([X,Y ],Z) built out of the Ad-invariant Killing metric B . Here, SU(3) is a Riemannian
symmetric space and ρ is parallel with respect to the induced Levi-Civita connection. The
first problem we tackle is to answer Hitchin’s question [9,10] whether there exist any compact,
non-symmetric harmonic PSU(3)-manifolds (that is where (1) holds). In this case, the tangent
bundle must be associated with a principal PSU(3)-bundle with PSU(3) acting in its adjoint
representation, and we derive necessary conditions for such a reduction. Since the inclusion
PSU(3) ⊂ SO(8) lifts to Spin(8), any PSU(3)-bundle induces a canonical spin structure, so the
underlying manifold is spin. More importantly, half of the tangent bundle trivialises, that is,
there exist four pointwise linearly independent vector fields. It follows that any compact homo-
geneous Riemannian manifold G/H with G simple is diffeomorphic to SU(3) (Proposition 16).
The question of finding sufficient conditions for PSU(3)-bundles to exist on connected, com-
pact spin manifolds is, unlike the analogous question for G2, rather involved. To give at least
a partial answer, we restrict ourselves to PSU(3)-bundles with vanishing triality class (Theo-
rem 23). This class is the cohomological obstruction for lifting the structure group from PSU(3)
to SU(3), which can be thought of as the analogue of lifting an orthonormal frame bundle to a
spin structure. Over 4-dimensional manifolds, this issue has been addressed in [28] motivated by
the fact that the group SU(3) acting in its adjoint representation is the gauge group of quantum
chromodynamics [6]. As a result, we are left with rather severe restrictions on the topology of
the underlying manifold. In fact, all our examples of harmonic PSU(3)-structures have trivial
tangent bundle: We build a compact non-symmetric example out of a special 6-dimensional nil-
manifold times a 2-torus. We also find a family of local examples obtained from a 4-dimensional
hyperkähler manifold times flat Euclidean 4-space.
Motivated by the G2-case, we also approach PSU(3)-manifolds from a Riemannian point
of view and ask: What is the extra datum reducing the orthonormal frame bundle of a Rie-
mannian 8-manifold to a PSU(3)-bundle? For G2, this is a nonvanishing spinor field, and the
G2-structure is harmonic if and only if the corresponding spinor field is parallel with respect to
the Levi-Civita connection. In [9] Hitchin remarks that, for a PSU(3)-structure, there exist two in-
variant spinor-valued 1-forms σ± ∈ Δ± ⊗Λ1. He then shows (albeit with some minor mistakes,
cf. Remark 31) that under (1), these are harmonic with respect to the twisted Dirac operator
Ð± :Γ (Δ± ⊗Λ1) → Γ (Δ∓ ⊗Λ1), that is, Ð±(σ±) = 0. We prove the converse—this is where
triality comes in. The vector representation Λ1 and the two irreducible spin representations Δ+
and Δ− of Spin(8) are, though inequivalent as Spin(8)-modules, isomorphic as Euclidean vector
spaces. It is therefore sufficient to consider the set of isometries σ : Δ− → Δ+ such that σ lies
in an irreducible subspace of Δ+ ⊗Δ−. After working out the Spin(8)-orbit structure on this set
(Theorem 6), we see that one orbit is isomorphic to Spin(8)/(PSU(3)× Z2) and corresponds to
orientation-preserving isometries σ± :Λ1 → Δ± in kerμ± ⊂ Δ± ⊗ Λ1, the kernel of Clifford
multiplication. Further, harmonicity with respect to Ð enforces (1).
Surprisingly, another orbit of interest shows up: Spin(8)/Sp(1) · Sp(2), where Sp(1) · Sp(2)
stabilises an orientation-reversing isometry σ+ :Λ1 → Δ+ in kerμ+. This yields a new Rieman-
nian characterisation of Sp(1) · Sp(2)-structures which so far in the literature have been defined
in terms of an invariant self-dual 4-form Ω , following the higher-dimensional analogy with
Sp(1) · Sp(k)-structures on M4k . A Riemannian manifold M4k whose holonomy is contained
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for k  3, this is equivalent to dΩ = 0 [21], that is, (1) holds for ρ = Ω . However, there are
counterexamples for k = 2 [19]. Here, (1) holds if and only if Ð+(σ+) = 0. Although this does
not imply that the metric is Einstein, as we will show by using Salamon’s counterexample, we
nevertheless obtain non-trivial constraints on the Ricci tensor (Proposition 33).
Finally, we remark on the relationship with other distinguished Riemannian metrics. A third
characterisation of PSU(3)-structures is given in terms of a symmetric 3-tensor. This fits into
a series of special “nearly-integrable” Riemannian metrics which were investigated in [14]. Al-
though this integrability condition is in a way opposite to ours (cf. Theorem 30 and Remark 32),
it links PSU(3)-structures to SO(3)-structures in dimension 5 [3], matching the relationship be-
tween G2-manifolds in dimension 7 and hyperkähler manifolds in dimension 4. This does not
only indicate a way to construct further examples of harmonic PSU(3)-structures, but also pro-
vides evidence for a still unexplored, intrinsic relationship between these special Riemannian
geometries in low dimensions.
2. Triality and supersymmetric maps
In the presence of a metric, we can identify vectors in R8 with 1-forms in Λ1 = Λ1R8∗ and we
shall freely do so throughout this paper. The triality principle asserts that the vector representa-
tion π0 : Spin(8) → SO(Λ1) and the two chiral spin representations π± : Spin(8) → SO(Δ±) are
isomorphic as Euclidean vector spaces even though they are inequivalent as irreducible Spin(8)-
spaces. More precisely, the representations are related by π0 = π+ ◦ κ ◦ λ and π− = π+ ◦ λ2,
where κ and λ are two outer Spin(8)-automorphisms of order two and three. Morally, this means
that we can exchange any two of the representations Λ1, Δ+ and Δ− by an outer automorphism,
while the remaining third one is fixed. A convenient model for the underlying Euclidean vec-
tor space is provided by the octonions O. Here, Spin(8) acts as orientation preserving isometry
group of the inner product induced by the oriented orthonormal basis
1, i, j, k, e, e · i, e · j, e · k. (2)
If Ru denotes right multiplication by u ∈ O, the map
u ∈ O 	→
(
0 Ru
−Ru¯ 0
)
∈ End(O ⊕ O) (3)
extends to an isomorphism Cliff (O) ∼= End(O⊕O) where Δ = O⊕O is the (reducible) space of
spinors for Spin(8). These two summands can be distinguished by an orientation, since a volume
form acts on these by ±Id, which gives rise to the spin representations Δ+ and Δ−. The explicit
matrix representation (3) we will use throughout this paper is given in Appendix A. Moreover,
the inner product on O can be adopted as the Spin(8)-invariant inner product q on Δ±.
Definition 1. A supersymmetric map is an isometry between two of the three spaces Λ1, Δ+ or
Δ−, which lies in an irreducible Spin(8)-submodule of Λ1 ⊗Δ±, Δ± ⊗Λ1 or Δ± ⊗Δ∓.
Example 2. A unit spinor Ψ ∈ Δ+ induces a supersymmetric map X ∈ Λ1 	→ X · Ψ ∈ Δ−. As
an element in Δ− ⊗Λ1 ∼= Δ+ ⊕ kerμ−, where μ± :Δ± ⊗Λ1 → Δ∓ denotes Clifford multipli-
cation, it belongs to the irreducible subspace Δ+. One easily checks that Spin(8) acts transitively
F. Witt / Advances in Mathematics 219 (2008) 1972–2005 1975on the set of supersymmetric maps in Δ+, and that the orbit is isomorphic with Spin(8)/Spin(7).
In passing we remark that kerμ± ∼= Λ3Δ∓.
The jargon has its origin in particle physics where a supersymmetry is supposed to transform
bosons (particles which are elements in a vector representation of the spin group) into fermions
(particles which are elements in a spin representation of the spin group).
The case of supersymmetric maps which are induced by a 3-form over Λ1, Δ+ or Δ− is
more interesting, and we set out to give a complete classification. As we are only concerned
with the metric structure of these spaces, triality implies that we are free to consider the module
Δ+ ⊗ Δ− rather than Δ± ⊗ Λ1, and we subsequently do so for various reasons. As a Spin(8)-
module, Δ+ ⊗Δ− ∼= Λ1 ⊕Λ3, and we define
Ig =
{
ρ ∈ Λ3 ⊂ Δ+ ⊗Δ− | ρ :Δ− → Δ+ is a supersymmetric map
}
.
This set is acted on by Spin(8) and we exhibit the orbit structure based on the following
Theorem 3. If ρ ∈ Λ3 lies in Ig , then ρ is of unit length and there exists a Lie bracket [· , ·] on
Λ1 such that
ρ(x, y, z) = g([x, y], z). (4)
Consequently, the adjoint group of this Lie algebra acts as a group of isometries on Λ1.
Conversely, if there exists a Lie algebra structure on Λ1 whose adjoint group leaves g invari-
ant, the 3-form defined by (4) and divided by its norm belongs to Ig .
Proof. Because of the skew-symmetry of ρ, the metric g is necessarily invariant under the ad-
joint action of the induced Lie algebra, for
g
([x, y], z)= ρ(x, y, z) = −g([x, z], y).
Being an isometry inducing a Lie bracket through (4) and vice versa are both quadratic conditions
on the coefficients of ρ which we show to coincide. We define the linear map
Jac :Λ3 ⊗Λ3 → Λ4
by skew-symmetrising the contraction to Λ2 ⊗ Λ2. This is most suitably expressed in index
notation with respect to some orthonormal basis {ei}, namely
Jac(ρijkτlmn) = ρ[ij kτlm]k
= 1
6
(
ρij
kτlmk + ρilkτmjk + ρimkτjlk + ρjlkτimk + ρjmkτlik + ρlmkτijk
)
.
In particular,
Jac(ρijkρlmn) = 1
(
ρij
kρklm + ρlikρkjm + ρjlkρkim
)
. (5)3
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Jacobi identity holds, i.e. we have defined a Lie bracket, if and only if Jac(ρ ⊗ ρ) = 0.
Next we analyse the conditions for ρ to induce an isometry. For a p-form ρ we have
q(ρ · Ψ1,Ψ2) = (−1)p(p+1)/2q(Ψ1, ρ · Ψ2), so ρ defines an isometry Δ± → Δ∓ if and only
if for any pair of spinors of equal chirality, q(ρ · ρ ·Ψ1,Ψ2) = q(Ψ1,Ψ2) holds. Considering the
Spin(8)-equivariant maps
Γ± :ρ ⊗ τ ∈ Λ3 ⊗Λ3 	→ ρ · τ ∈ Cliff
(
Λ1
)∼= End(Δ) pr±	→ ρ · τ|Δ± ∈ Δ± ⊗Δ±,
this condition reads ρ ∈ Ig if and only if Γ±(ρ⊗ρ) = IdΔ± . Using the algorithm in [18] or a suit-
able computer programme, we decompose both the domain and the target space into irreducible
components,
Λ3 ⊗Λ3 ∼= 1 ⊕ 2Λ2 ⊕Λ4+ ⊕Λ4− ⊕ [1,4,3,3] ⊕ [2,4,2,3] ⊕ [2,4,3,2] ⊕ [2,4,2,2]
⊕ 2[2,3,2,2] ⊕ [2,2,1,1],
Δ± ⊗Δ± = Λ2Δ± ⊕ 2Δ± ∼= Λ2 ⊕ 1 ⊕Λ4±,
where we label irreducible representations by their highest weight (expressed in the basis of fun-
damental roots). The modules Λ4+ = [1,2,2,1] and Λ4− = [1,2,1,2] are the spaces of self-dual
and anti–self-dual 4-forms respectively. Note that Γ+(ρ ⊗ τ)tr = Γ−(τ ⊗ ρ) and so it suf-
fices to consider the map Γ+ only. Since the map induced by ρ is symmetric, it follows that
Γ±(ρ ⊗ ρ) ∈ 2Δ± = 1 ⊕ Λ4±. Moreover the image clearly contains Λ4±. As a result,
Γ±(ρ ⊗ ρ)⊙2
0 Δ±
= 0 is a necessary condition for ρ to lie in Ig .
Next we identify this obstruction in Λ4+ with Jac(ρ ⊗ ρ) by showing
Γ+(ρ ⊗ ρ)⊕ Γ−(ρ ⊗ ρ) = −3 Jac(ρ ⊗ ρ)Λ4+ + ‖ρ‖
2 Id . (6)
We first remark that Clifford multiplication induces a map
ρ ⊗ τ ∈ Λ3 ⊗Λ3 	→ ρ · τ ∈ Λ0 ⊕Λ2 ⊕Λ4 ⊕Λ6
if we regard the product ρ · τ as an element of Cliff (Λ1, g) ∼= Λ∗ under the natural isomorphism.
The various components of ρ · τ under this identification are accounted for by the “coinciding
pairs“ (c.p.) in the expression ρijkτlmneijklmn, i < j < l, l < m < n. For instance, having three
coinciding pairs implies i = l, j = m and k = n, hence eijklmn = 1. Then ρ =∑i<j<k cijkeijk
gets mapped to
ρ · ρ =
∑
i<j<k
l<m<n
ρijkρlmnelmnijk =
∑
i<j<k,
l<m<n,
3 c.p.
ρijkρlmnelmnijk +
∑
i<j<k,
l<m<n,
1 c.p.
ρijkρlmnelmnijk.
There is no contribution by the sum of two c.p. as ρ · ρ is symmetric. Now the first sum is just
‖ρ‖2 · 1 =
∑
ρ2ijk1
i<j<k
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indices of the two triples (i < j < k) and (l < m < n) coincide, the skew-symmetry of the cijk
and eijk allows us to rearrange and rename the indices in such a way that the second sum equals
∑
a
∑
j<k,m<n
j,k,m,n dist.
ρajkρamneamnajk = −
∑
a
∑
j<k,m<n
j,k,m,n dist.
ρajkρamnemnjk = −3 Jac(ρ ⊗ ρ).
This implies (6), hence the assertion of the theorem. 
Consequently, the 3-forms in Ig encode a Lie algebra structure whose adjoint action preserves
the metric on Λ1. We also say that the Lie structure is adapted to the metric g and write l if we
think of Λ1 as a Lie algebra. We classify the resulting Lie algebras next.
Let us recall some basic notions (see for instance [15]). A Lie algebra g is said to be simple if
it contains no non-trivial ideals. A semi-simple Lie algebra is a direct sum of simple ones which
is to say that it does not possess any non-trivial abelian ideal. Equivalently, g(1) = [g,g] = g.
On the other hand, if the derived series defined inductively by g(k) = [g(k−1),g(k−1)] becomes
trivial from some integer k on, then g is solvable. Any abelian Lie algebra is solvable and so
is any sub-algebra of a solvable one. Moreover, every Lie algebra contains a maximal solvable
ideal, the so-called radical r(g) of g. In particular, the centre z(g) is contained in r(g). If there
is equality, then g is said to be reductive. Reductive Lie algebras are a direct Lie algebra sum of
their centre and a semi-simple Lie algebra.
Proposition 4. An adapted Lie algebra l is reductive.
Proof. By the lemma below, r(g) is abelian which implies g([R1,X],R2) = −g(X, [R1,R2]) =
0 for any X ∈ l and R1, R2 ∈ r(g). Therefore [X,R1] ∈ r(g) ∩ r(g)⊥ = {0}, hence
r(g) = z(g). 
Lemma 5. Let s be a solvable Lie algebra which is adapted to some metric g. Then s is abelian.
Proof. We proceed by induction over n, the dimension of s. If n = 1, then s is abelian and
the assertion is trivial. Now assume that the assumption holds for all 1  m < n. Let a be a
non-trivial abelian ideal of s. This, of course, does exist, for otherwise s would be semi-simple.
The ad-invariance of g implies g([A,X], Y ) = 0 for all X,Y ∈ s and A ∈ a. For if X ∈ a, then
[A,X] = 0 and if X ∈ a⊥, then g([A,X], Y ) = −g(X, [A,Y ]) = 0 since [A,Y ] ∈ a. Hence
a ⊂ z(s). We can therefore split s = z⊕ h into a direct sum of vector spaces with h an orthogonal
complement to z of dimension strictly less than n. Now for all X ∈ s, Z ∈ z and H ∈ h we have
g([X,H ],Z) = −g(H, [X,Z]) = 0, so [X,H ] ∈ z⊥ = h, or equivalently, h is an ideal of s. As
such, it is adapted and solvable since s is adapted and solvable. Hence the induction hypothesis
applies and s is abelian. 
As a result, we are left to determine the semi-simple part of an adapted Lie algebra l of
dimension 8. Appealing to Cartan’s classification of simple Lie algebras, we obtain the following
possibilities (zp denoting the centre of dimension p):
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(2) l2 = su(2)⊕ su(2)⊕ z2,
(3) l3 = su(2)⊕ z5.
Hence there is a disjoint decomposition of Ig into the sets Ig1, Ig2 and Ig3 acted on by Spin(8)
and pooling together the forms which induce the Lie algebra structure l1, l2 or l3.
Theorem 6. The sets Ig1, Ig2 and Ig3 can be described as follows:
(1) Ig1 = Spin(8)/(PSU(3)× Z2),
(2) Ig2 = (0,1)× Spin(8)/(SU(2) · SU(2)×U(1)),
(3) Ig3 = Spin(8)/Sp(1) · Sp(2),
where SU(2) · SU(2) = SU(2) × SU(2)/Z2 and Sp(1) · Sp(2) = Sp(1) × Sp(2)/Z2 cover the
standard inclusions SO(3) × SO(3) ↪→ SO(8) and SO(3) × SO(5) ↪→ SO(8). Further, we have
the Spin(8)-invariant decomposition Ig = Ig+ ∪ Ig− into 3-forms whose induced isometry is
orientation-preserving or -reversing respectively. Then Ig− = Spin(8)/(PSU(3)× Z2) and Ig+
foliates over the circle S1 with principal orbits Spin(8)/(SU(2) · SU(2)×U(1)) over S1 − {pt}
and a degenerate orbit Spin(8)/Sp(1) · Sp(2) at {pt}.
Proof. We remark that the stabiliser of ρi ∈ Igi in SO(8) is SO(8) ∩ Aut(li ). Consider first
a 3-form ρ1 ∈ Ig1, that is, ρ1 induces an su(3)-structure on Λ1. Since the fixed Riemannian
metric g is ad-invariant it must coincide with the (negative definite) Killing form B(X,Y ) =
Tr(adX ◦ adY ) up to a negative constant c. It is well known (cf. for instance [6]) that there exists
an orthogonal basis e1, . . . , e8 such that the totally anti-symmetric structure constants cijk are
given by
c123 = 1, c147 = −c156 = c246 = c257 = c345 = −c367 = 12 , c458 = c678 =
√
3
2
and B(ei, ei) = −3. Hence fi = ei/
√−3c is g-orthonormal. The relation (4) and the requirement
to be of unit norm implies that
ρ1 = 1√−3cf123 +
1
2
√−3cf1(f47 − f56)+
1
2
√−3cf2(f46 + f57)+
1
2
√−3cf3(f45 − f67)
+ 1
2
√−cf8(f45 + f67)
= 1
2
f123 + 14f1(f47 − f56)+
1
4
f2(f46 + f57)+ 14f3(f45 − f67)+
√
3
4
f8(f45 + f67)
where as usual, the notation fijk will be shorthand for fi ∧ fj ∧ fk and vectors are identi-
fied with their dual in presence of a metric. Any 3-form of Ig1 being representable in this
way, it follows that SO(8) acts transitively on Ig1. The stabiliser of ρ1 in SO(8) is the adjoint
group SU(3)/Z3 = PSU(3). As π1(PSU(3)) = Z3, this is covered by PSU(3) × Z2 in Spin(8),
hence Ig1 = Spin(8)/(PSU(3) × Z2). Using the matrix representation of Cliff (Λ1) given in
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duced by ρ1 is
Aρ1 =
1
4
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
√
3 0 0 3 −√3 0 0 1
2 −√3 −1 0 2 −√3 −1 0
0 3 −√3 0 0 −1 −√3 0
−1 0 2 √3 1 0 −2 −√3
−√3 0 0 1 √3 0 0 3
−2 −√3 −1 0 −2 −√3 −1 0
0 −1 −√3 0 0 3 −√3 0
1 0 2 −√3 −1 0 −2 √3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (7)
hence det(Aρ1) = −1. Moreover, we have detπ±(a) = 1 for any a ∈ Spin(8) as the generators
ei · ej square to −Id and are therefore of determinant 1. The Spin(8)-equivariance of the embed-
ding Λ3 → Δ⊗Δ entails Aπ0(a)∗ρ1 = π+(a) ◦Aρ1 ◦ π−(a)−1, whence Ig1 ⊂ Ig−.
Next we turn to the Lie algebras l2 and l3 where the latter can be seen as a degeneration of
the former. So assume ρ2 to be an element of Ig2 inducing an su(2)⊕ su(2)⊕ z2-structure. The
restriction to g to any copy of su(2) must be as above a negative multiple of the Killing form
of su(2), so g = c1B1 ⊕ c2B2 ⊕ g|zp . There exists a basis ei of su(2) such that [ei, ej ] = ijkek
(where ijk is totally anti-symmetric) and B(ei, ei) = −2. Choosing such a basis for each copy
of su(2) and extending this to an orthonormal basis fi of Λ1 by normalising, the requirement on
ρ2 to be of unit norm implies
ρ2 = 1√−2c1 f123 +
1√−2c1 f456 =
1√−2c1 f123 +
√
2c1 + 1
2c1
f456,
where c1 = − sin(πα)/2, α ∈ (0,1) is the only SO(8)-invariant of ρ2. It follows that Ig2 foli-
ates in SO(8)-orbits over (0,1). The automorphism group is SU(2)/Z2 × SU(2)/Z2 × GL(2) =
SO(3) × SO(3) × GL(2) and since the Lie algebra structure is adapted to g, the stabiliser of ρ2
in SO(8) is given by SO(3)× SO(3)× SO(2). This is covered twice by SU(2) · SU(2)×U(1) ⊂
Spin(8) and we obtain Ig2 = (0,1) × Spin(8)/(SU(2) · SU(2) × U(1)). The induced isometry
Δ− → Δ+ is
Aρ2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0
√
2c1+1
2c1
1√−2c1 0 0 0 0
0 0 − 1√−2c1
√
2c1+1
2c1 0 0 0 0√
2c1+1
2c1
1√−2c1 0 0 0 0 0 0
− 1√−2c1
√
2c1+1
2c1 0 0 0 0 0 0
0 0 0 0 0 0
√
2c1+1
2c1
1√−2c1
0 0 0 0 0 0 − 1√−2c1
√
2c1+1
2c1
0 0 0 0
√
2c1+1
2c1
1√−2c1 0 0
0 0 0 0 − 1√
√
2c1+1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−2c1 2c1
1980 F. Witt / Advances in Mathematics 219 (2008) 1972–2005and thus of positive determinant. We conclude as above that Ig2 ⊂ Ig+.
We obtain the last case for c2 = 0, i.e. c1 = −1/2. Here the stabiliser in SO(8) is isomorphic to
SO(3)× SO(5) whose double cover to Spin(8) is Sp(1) · Sp(2) (using the isomorphisms between
SU(2) ∼= Sp(1) and Spin(5) ∼= Sp(2)). Moreover, Ig3 ⊂ Ig+, whence the theorem. 
By the triality principle, we can exchange Δ+ or Δ− with Λ1 while leaving Δ− or Δ+ fixed.
Hence we get an analogous orbit decomposition for Δ± ⊗Λ1 where the stabiliser subgroups sit
now in SO(Δ∓) and lift via π∓ to Spin(8). Note however that the characterisation of Ig± does
depend on the module under consideration as the outer triality morphisms reverse the orientation.
In any case, the covering group in Spin(8) acts on all three representations and we analyse now
this action in detail. Again it suffices to discuss the case where the stabiliser of the isometry lifts
via π0.
We start with the group PSU(3) × Z2 which projects to PSU(3) in SO(Λ1), SO(Δ+) and
SO(Δ−). Hence PSU(3) ⊂ SO(Λ1) also gives rise to PSU(3)-invariant isometries in Δ± ⊗ Λ1.
We immediately deduce that restricted to PSU(3) in Spin(8), the representation spaces Λ1, Δ+
and Δ− are equivalent. In particular, Clifford multiplication μ± :Λ1 ⊗ Δ± → Δ∓ induces an
orthogonal product
× :Λ1 ⊗Δ+ ∼= Λ1 ⊗Λ1 → Δ− ∼= Λ1, (8)
a fact previously noticed in [9].
Next we analyse the case of SU(2) · SU(2)×U(1). As before, we label irreducible represen-
tations by their highest weight expressed in the basis of fundamental roots. Recall that the irre-
ducible representations of SU(2) are given by the symmetric power σn = nC2 of the complex
vector representation C2 and are labeled by the half-integer l = n/2. They are real for n even and
quaternionic for n odd. Consequently, the irreducible representations of SU(2) · SU(2) × U(1)
can be labeled by (l1, l2,m) = (l1) ⊗ (l2) ⊗ (m), where the third factor denotes the irreducible
S1-representation Sm : θ(z) 	→ eimθ · z which is one-dimensional and complex. We will use, as
we already did in Theorem 4, the notation from [18] and denote a real module V by [n1, . . . , nl]
if its complexification V ⊗ C = (n1, . . . , nl) is self-dual (that is, V ⊗ C is complex irreducible).
Otherwise, we write n1, . . . , nl, which means that V ⊗ C = W ⊕ W with W an irreducible
complex module non-equivalent to W . By assumption, we have
Λ1 = su(2)⊕ su(2)⊕ R2 = [1,0,0] ⊕ [0,1,0] ⊕ 0,0,2.
Hence, SU(2) · SU(2) × U(1) acts with weights 0, α1, α2 and 2m, with α1 and α2 being the
fundamental roots of SU(2)× SU(2). The Spin(8)-weights on Δ± are (x1 ± · · · ± x4)/2 with an
even (respectively odd) number of minus signs, where the xj are the parameters of the standard
Cartan sub–algebra of Spin(8). Substituting
x1 = α1, x2 = α2, x3 = 2m, x4 = 0
shows that as an SU(2) · SU(2)×U(1)-space,
Δ+ = Δ− =

1
,
1
,1

= C2 ⊗ C2 ⊗ S1.2 2
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however that this structure does not reduce to SU(4) as the torus component acts non-trivially on
λ4,0Δ±. Permuting with the triality automorphisms yields a complex structure on Λ1 and Δ± if
the isometry is an element of Λ3Δ∓.
Finally we consider the group Sp(1) · Sp(2), that is
Λ1 = su(2)⊕ z5 = [1,0,0] ⊕ [0,2,−1].
Here the first component refers to the representation labeled by α, the fundamental root of
sp(1) ⊗ C = su(2) ⊗ C, while the last two indices (m1,m2) designate the irreducible Sp(2)-
representation with respect to the basis of fundamental roots β1 and β2. The weights of the
action on Λ1 are 0, α,β1 + 12β2, β1 + 32β2. Substituting as above, we obtain
Δ+ = Δ− = [1/2,1,1] =
[
C
2 ⊗ H2],
where the quaternionic space H2 serves as a model for the irreducible spin representation of
Sp(2) = Spin(5).
In this paper we will focus on geometric structures associated with the groups PSU(3) and
Sp(1) · Sp(2) stabilising a supersymmetric map σ± ∈ Λ3Δ± ⊂ Δ− ⊗Λ1, thus acting irreducibly
on Λ1. Before we continue, a thorough discussion of the linear algebra of these groups is in
order.
We begin with the group PSU(3) = SU(3)/kerAd whose (negative definite) Killing form we
denote by B . It is the identity component of the automorphism group of su(3) and therefore com-
pact and of dimension 8. In particular, the adjoint representation Ad : SU(3) → SO(8) descends
to an embedding PSU(3) ↪→ SO(8) ⊂ GL(8), so that Λ1 = su(3). The group PSU(3) arises as
the stabiliser of the 3-form
ρ(X,Y,Z) = −4
3
B
([X,Y ],Z)
inside GL+(8), the linear transformations of positive determinant. Further, the GL+(8)-orbit
of PSU(3)-invariant forms is open, i.e. they are stable following the language of [9], for
dim GL+(8)− dim PSU(3) = dimΛ3. As we have already used above, a PSU(3)-invariant form
ρ can be expressed in a PSU(3)-frame as
ρ = 1
2
e123 + 14e1(e47 − e56)+
1
4
e2(e46 + e57)+ 14e3(e45 − e67)+
√
3
4
e8(e45 + e67). (9)
When dealing with PSU(3), we always assume to work with such a frame unless otherwise
stated.
Next we will discuss some elements of the representation theory for PSU(3). The Lie algebra
of the stabiliser of ρ inside Λ2 is given by the vectors xρ, x ∈ Λ1. A maximal torus is spanned
by x3 = e3ρ and x8 = e8ρ with roots ±α1 = ±i(x3 +
√
3x8)/4, ±α2 = ±i(x3 −
√
3x8)/4 and
±(α1 +α2) = ±ix3/2 and root vectors xα1 = e4 − ie5, xα2 = e6 + ie7 and xα1+α2 = e1 − ie2. For
the exterior algebra we find the following decomposition, where Λpq represents a q-dimensional
irreducible subspace of Λp .
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(1) Λ1 = su(3) = [1,1] is irreducible.
(2) Λ2 = Λ28 ⊕Λ220 = [1,1] ⊕ 1,2.
(3) Λ3 = Λ31 ⊕Λ38 ⊕Λ320 ⊕Λ327 = 1 ⊕ [1,1] ⊕ 1,2⊕ [2,2].
(4) Λ4 = 2Λ48 ⊕ 2Λ427 = 2[1,1] ⊕ 2[2,2].
Note that the Hodge -operator equivariantly identifies Λp with Λ8−p . This decomposition
can be also understood from a cohomological point of view well-suited for later purposes. The
su(3)-structure on Λ1 induces a PSU(3)-invariant operator ck :Λk → Λk+1 by extension of
c1ei =
∑
j<k
cijkej ∧ ek
built out of the structure constants cijk of su(3). It is therefore just the exterior differential op-
erator restricted to the left-invariant differential forms of SU(3) with adjoint c∗ = d∗ = −  d.
The resulting elliptic complex is isomorphic to the de Rham cohomology H ∗(SU(3),R) which
is trivial except for the Betti numbers b0 = b3 = 1 = b5 = b8. Hence, Im ck = ker ck+1 for
k = 0,1,3,5,6 and Im ck = ker ck+1 ⊕ R for k = −1,2,4,7. Schematically, we have
Λ01 Λ
3
1 Λ
5
1 Λ
8
1
Λ18
c−→ Λ28 Λ38 c−→ Λ48 Λ68 c−→ Λ78
Λ48
c−→ Λ58
Λ220
c−→ Λ320 Λ520 c−→ Λ620
Λ327
c−→ Λ427
Λ427
c−→ Λ527
(10)
with an arrow indicating the non-trivial maps. In particular, we will use the more natural splitting
of Λ4 into Λ4o = ker c3 and Λ4i = Im c∗5 instead of the SO(8)-equivariant splitting into self- and
anti-self-dual forms. From this, we can also construct the projection operators for Λ2 ⊗C, which
will be useful in Section 4.
Proposition 8. For any α ∈ Λ2 we have c2(α) = −α∗ρ. Moreover, Λ28 = ker c2 and the projection
operator on the complement is π220(α) = 43c∗3c2(α). For the complexification, we find Λ220 ⊗C =
Λ210+ ⊕Λ210− = (1,2)⊕ (2,1), where
Λ210± =
{
α ∈ Λ2 ⊗ C ∣∣ (ρ ∧ α) = ±i√3α∗ρ}.
The projection operators are π210±(α) = 23c∗3c2(α)∓ 8
√
3
9 i  (c2(α)∧ ρ).
The proof can be readily verified by applying Schur’s Lemma with the sample vectors
xα2 ∧ xα1+α2 ∈ (1,2) and xα1 ∧ xα1+α2 ∈ (2,1).
The PSU(3)-invariant supersymmetric maps σ± in kerμ± ∼= Λ3Δ∓ are characterised (up to
a scalar) by the equations
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Their matrices with respect to a PSU(3)-frame and a fixed orthonormal basis of Δ± are given
in Appendix B. Note that their determinant is 1 since the outer triality morphisms reverse the
orientation.
We close our discussion of PSU(3) with a remark on special PSU(3)-orbits in the Grassman-
nians G˜3(Λ1) and G˜5(Λ1) of oriented 3- and 5-dimensional planes in Λ1. These orbits consist of
calibrated planes, a notion due to Harvey and Lawson [8] which we briefly recall. Let (V ,g, τ )
be an oriented (real) vector space with a Euclidean metric g and a k-form τ ∈ ΛkV ∗. We say
that τ defines a calibration if for every oriented k-plane ξ = f1 ∧ · · · ∧ fk in V given by some
orthonormal system f1, . . . , fk , the inequality τ(f1, . . . , fk)  1 holds and is met for at least
one k-plane. Such a plane is said to be calibrated by τ . A classical example is provided by the
imaginary octonions whose so-called associative and co-associative planes are calibrated by the
G2-invariant forms ϕ and ϕ respectively.
Proposition 9. Let ρ be the PSU(3)-invariant 3-form (9) and τ = 2ρ. Then τ(ξ) 1 with equal-
ity if and only if ξ = Ad(A)h for A ∈ SU(3), where h is a suitably oriented su(2)-subalgebra
associated with a highest root. Furthermore, τ(ξ)  1 with equality if and only if ξ is per-
pendicular to a 3-plane calibrated by τ . In particular, PSU(3) acts transitively on the set of
calibrated 3- and 5-planes.
Proof. We adapt the proof from [22]. Let e1, . . . , e8 be a PSU(3)-frame inducing the Euclidean
norm ‖ · ‖, and fix the Cartan subalgebra t spanned by e3 and e8. Let E1 = e5, F1 = −e4, E2 =
−e6,F2 = e7 and E3 = e1, F3 = e2, and put λ1 = (e3 +
√
3e8)/4, λ2 = (e3 −
√
3e8)/4 and
λ3 = λ1 + λ2 = e3/2. Then ‖λi‖ = 1/2 and we immediately verify the relations
[T ,Ei] = λi(T )Fi, [T ,Fi] = −λi(T )Ei and [Ei,Fi] = λi (11)
for T ∈ t and i = 1,2,3. Next let ξ ∈ G˜3(Λ1). Since t is a Cartan subalgebra, Ad(SU(3))X∩ t =
∅ for any 0 = X ∈ Λ1. Moreover, ρ is Ad-invariant, so we may assume that ξ ∩ t = ∅ up to the
action of an element in SU(3). Pick T ∈ ξ ∩ t and extend it to a positively oriented basis {T ,X,Y }
of ξ . Then
X = T0 +
3∑
i=1
siEi +
3∑
i=3
tiFi,
where T0 ∈ t. Hence ‖X‖2 = ‖T0‖2 +∑3i=1(s2i + t2i ) which implies
∥∥[T ,X]∥∥2 = ∥∥∥∥∥
3∑
i=1
siλi(T )Fi − tiλi(T )Ei
∥∥∥∥∥
2

3∑
i=1
(
s2i + t2i
)‖λi‖2‖T ‖2
 1‖T ‖2‖X‖2. (12)4
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so that τ(f1, f2, f3) 1 for any plane ξ = f1 ∧ f2 ∧ f3. Furthermore, equality holds for (13) if
and only if Y is a multiple of [T ,X] and τ(T ,X,Y ) > 0. For (12), equality holds if and only if
T ∈ Rλi and X ∈ 〈Ei,Fi〉 for an i ∈ {1,2,3}. Consequently, if ξ = 〈T ,X,Y 〉 is calibrated, then
Y ∈ 〈Ei,Fi〉 and because of (11), ξ is an su(2)-algebra.
Since (τ)|ξ⊥ = (τ|ξ ) any calibrated 5-plane is the orthogonal complement of an su(2)-
algebra. Moreover, any two subalgebras of highest root are conjugate. 
Remark 10. As for G2- or Spin(7)-structures, calibrations give rise to a natural type of subman-
ifolds for PSU(3)-structures, namely those whose tangent space at any point is calibrated. More
generally, Tasaki showed [22] that for any compact simple Lie group G with Killing form B and
Lie algebra g, the 3-form
τ(X,Y,Z) = − 1‖δ‖B
([X,Y ],Z),
where ‖δ‖ is the norm with respect to B of a highest root δ of g, defines a calibration on G. Fur-
thermore, any calibrated submanifold is a translate of a compact simple 3-dimensional subgroup
associated with δ.
Next we turn to the group Sp(1) · Sp(2). Here the vector representation of GL(8) restricted
to this group is Λ1 = [C2 ⊗ H2]. Elevating this to the fourth exterior power yields an invariant
4-form Ω . To describe Ω explicitly, think of Λ1 as a quaternionic vector space O ∼= H2. This
is acted on by Sp(2) which fixes the three Kähler 2-forms ωi , ωj and ωk given by ωi(x, y) =
g(x · i, y), etc. Then Ω = ωi ∧ωi +ωj ∧ωj +ωk ∧ωk is Sp(1) · Sp(2)-invariant [11]. In terms
of the orthonormal basis (2), we find ωi = e12 − e34 + e56 − e78, ωj = e13 + e24 + e57 + e68 and
ωk = e14 − e23 + e58 − e67, so that
1
2
Ω = −3e1234 + e1256 − e1278 + e1357 + e1368 + e1458 − e1467
− e2358 + e2367 + e2457 + e2468 − e3456 + e3478 − 3e5678. (14)
In analogy with the PSU(3)-case we refer to any orthonormal frame e1, . . . , e8 such that Ω/2 is
of the form (14) as an Sp(1) · Sp(2)-frame.
The invariant 4-form induces a splitting of so(8) into the Lie algebra of the stabiliser and its
orthogonal complement which we need to make explicit. If a∗Ω = 0 for∑i<j aij ei ∧ ej , where
a∗ denotes the usual action of gl(8) on exterior forms, then
a68 − a13 − a24 + a57 = 0, a46 − a17 = 0, a47 − a25 = 0,
a23 − a14 − a67 + a58 = 0, a35 + a17 = 0, a28 + a17 = 0,
a34 − a78 + a56 − a12 = 0, a45 + a18 = 0, a26 − a48 = 0,
a38 + a25 = 0, a16 + a25 = 0, a27 − a18 = 0,
a36 + a18 = 0, a15 − a48 = 0, a37 − a48 = 0.
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e56 + e78 and a3 = e12 + e34 − e56 − e78 with corresponding fundamental roots α = ia1, β1 =
2i(a2 − a3) and β2 = 2ia5. The weights of Λ1 = [C2 ⊗ H2] are
±1
2
(α + β1), ±12 (α − β1), ±
1
2
(α + β1)+ β2, ±12 (α − β1)− β2 (15)
and the weight vectors are given by x(α+β1)/2 = e5 − ie6, x(α−β1)/2 = e7 + ie8, x(α+β1)/2+β2 =
e1 − ie2 and x(α−β1)/2−β2 = e3 + ie4. A different characterisation of the decomposition Λ2 =
sp(1)⊕ sp(2)⊕ (sp(1)⊕ sp(2))⊥ is given by the equivariant map α 	→ αΩ . A straightforward
application of Schur’s Lemma yields
Proposition 11. We have sp(1) = {α ∈ Λ2 | (αΩ) = 5α}, sp(2) = {α ∈ Λ2 | (αΩ) = −3α}
and (sp(1) ⊕ sp(2))⊥ = {α ∈ Λ2 | (αΩ) = α}. Further, the projection operators onto these
modules are π23 (α) = (−3α+ 2αΩ + (αΩ)Ω)/32, π210(α) = (5α− 6αΩ + (αΩ)Ω)/32
and π215(α) = (15α + 2αΩ − (αΩ)Ω)/16 respectively.
The decomposition on the remaining exterior powers is this. If σ = (1/2) = C2 denotes as
above the vector representation of Sp(1) = SU(2) and H2 = [1/2,1] the vector representation of
Sp(2), we have a Clebsch–Gordan like decomposition [21]
Λr ∼= Λr[σ ⊗ H2]∼= [r/2]⊕
s=0
[
σ r−2s ⊗ V rs
]
, 0 r  8,
where the irreducible GL(2,H)-module V rs is the direct sum of the irreducible Sp(2)-modules
λrs =
(
r
2
,
[
3 + s
2
])
, 0 r − 2s  k
(note that our choice of a basis differs from [18]). In particular, λ10 = ( 12 ,1) = H2. Hence:
Proposition 12.
(1) Λ1 = [σ ⊗ λ10] = [ 12 , 12 ,1] is irreducible.
(2) Λ2 = [σ 2] ⊕ [λ21] ⊕ [σ 2 ⊗ λ21] = [1,0,0] ⊕ [0,1,2] ⊕ [1,1,1].
(3) Λ3 = [σ ⊗ λ10] ⊕ [σ ⊗ λ31] ⊕ [σ 3 ⊗ λ10] = [ 12 , 12 ,1] ⊕ [ 12 , 32 ,2] ⊕ [ 32 , 12 ,1].
(4) Λ4 = R ⊕ [λ20] ⊕ [λ42] ⊕ [σ 2 ⊗ λ20] ⊕ [σ 2 ⊗ λ21] ⊕ [σ 4] = [0,0,0] ⊕ [0,1,1] ⊕ [0,2,2] ⊕[1,1,1] ⊕ [1,1,2] ⊕ [2,0,0].
The Sp(1) · Sp(2)-invariant supersymmetric map σ+ in kerμ+ is determined (up to a scalar)
by the equation
a(σ+) = 12κ(a) · σ+ − σ+ ◦ a = 0, a ∈ sp(1)⊕ sp(2).
An explicit matrix representation is given in Appendix B. Its determinant is −1, in accordance
with Theorem 6 and the PSU(3)-case.
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proved
Proposition 13. Let Ω be the Sp(1) · Sp(2)-invariant 4-form (14) and τ = Ω/6. Then
τ(ξ)  1 with equality if and only if ξ is a suitably oriented Sp(1)-invariant 4-plane. In par-
ticular, Sp(1) · Sp(2) acts transitively on the set of calibrated 4-planes.
3. Topological reductions to PSU(3)
Definition 14. Let M8 be an 8-dimensional, smooth manifold. A topological PSU(3)- or
Sp(1) · Sp(2)-structure is a reduction from the frame bundle on M to a principal PSU(3)- or
Sp(1) · Sp(2)-fibre bundle.
A topological PSU(3)-structure is equivalent to the choice of an orientation and the existence
of a 3-form ρ with ρx ∈ Λ3T ∗x M lying in the orbit diffeomorphic to GL+(8)/PSU(3) for any
x ∈ M . Similarly, a topological Sp(1) · Sp(2)-structure is tantamount to endowing M with a 4-
form Ω such that Ωx ∈ Λ4T ∗x M lies in the orbit diffeomorphic to GL(8)/Sp(1) · Sp(2) for all
x ∈ M . In this section, we investigate necessary and sufficient criteria for a PSU(3)-reduction to
exist. For the Sp(1) · Sp(2)-case, one has the following result.
Theorem 15. (See [24].) Let M be an oriented closed connected spinnable manifold of dimen-
sion 8. If M carries an Sp(1) · Sp(2)-structure, then 8e + p21 − 4p2 = 0. Moreover, provided
that H 2(M,Z2) = 0, we have w6 = 0 and there exists an R ∈ H 4(M,Z) such that Sq2p2R = 0,
(Rp1 − 2R2)[M] ≡ 0 mod 16 and (R2 + Rp1 − e)[M] ≡ 0 mod 4, where [M] denotes the fun-
damental class of M . Conversely, these conditions are sufficient (regardless of H 2(M,Z2) = 0)
to ensure the existence of an Sp(1) · Sp(2)-structure.
Necessary conditions for a topological PSU(3)-structure to exist easily follow from a charac-
teristic class computation using the Borel–Hirzebruch formalism [4]. Let ±x1, . . . ,±x4 denote
the weights of the vector representation of SO(8). Formally, the total Pontrjagin class p and the
Euler class e of M are expressed as the product
p =
∏(
1 + x2i
)
, e =
∏
xi .
If the tangent space is associated with the adjoint representation of PSU(3), the SO(8)-weights
become the PSU(3)-roots under restriction. Substituting
x1 = α, x2 = β, x3 = α + β, x4 = 0,
a reduction to PSU(3) implies p1 = 2(α2 +αβ+β2) and p2 = α4 +2α3β+3α2β2 +2β3α+β4,
hence 4p2 = p21. Moreover, we obviously have e = 0. A first consequence is the following clas-
sification result.
Proposition 16. Let (G/H,g) be a compact Riemannian homogeneous space with G simple. If
M = G/H admits a topological reduction to PSU(3), then G/H is diffeomorphic to SU(3).
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G H up to a covering dim(H) rk(H)
A2 {1} 0 0
A3 A1 ×A1 × S1 7 3
A4 A3 × S1, G2 × S1 × S1, A2 ×A2 16 4
A5 A1 ×A4, A1 ×A1 ×B3, A1 ×A1 ×C3 27 5
B2 S1 × S1 2 2
B3 A1 ×B2 13 3
C3 A1 ×B2 13 3
D4 A1 ×A1 ×G2 20 4
G2 A1 ×A1 6 2
Proof. Since G sits inside the isometry group of (M,g), its dimension is less than or equal to
9 · 8/2 = 36. If we had equality, then M would be diffeomorphic to a torus or, up to a finite
covering, to an 8-sphere. While the first case is ruled out for G has to be simple, the second case
is excluded since e(S8) = 0. Hence G must be, up to a covering, a group of type A1, . . . ,A5,
B2,B3, C3, D4 or G2. As a closed subgroup of G, H is compact and hence reductive. Therefore
H is covered by a direct product of simple Lie groups and a torus, that is the Lie algebra of H is
isomorphic to h = g1 ⊕ · · · ⊕ gk ⊕ tl . If we denote by rk(G) the rank of the Lie group G, we get
the following necessary conditions:
k  rk(G),
l +
∑
rk(gi ) rk(G),
l +
∑
dim(gi ) = dim(G)− 8,
which yields the possibilities displayed in Table 1.
It follows that H is of maximal rank, that is rk(H) = rk(G), unless G = SU(3) and H = {1}.
But in the first case, [20] implies e(G/H) = 0, whence the assertion. 
Since π1(PSU(3)) = Z3, the inclusion PSU(3) ⊂ SO(8) lifts to Spin(8). In particular, any 8-
manifold admitting a topological PSU(3)-structure must be spinnable, hence the first and second
Stiefel–Whitney class w1 and w2 of M have to vanish. By a straightforward computation using
the definition of the Â-genus and the signature of M , sgn(M) = b+4 − b−4 , where (b+4 , b−4 ) is the
signature of the Poincaré pairing on H 4(M,Z), we derive the following
Lemma 17. If M is a compact spin manifold with p21 = 4p2, then sgn(M) = 16Â[M]. In partic-
ular, sgn(M) ≡ 0 mod 16.
Corollary 18. Let M be a compact simply-connected manifold whose frame bundle reduces to
PSU(3). If Â[M] = 0 (e.g. if there exists a metric with strictly positive scalar curvature), then
1 + b2 + b+4 = b3.
Example 19. As already stated in Section 2, the Betti numbers bq of SU(3) are either 0 or 1 for
q = 0, 3, 5 or 8, in accordance with the corollary.
As e = 0 and sgn(M) ≡ 0 mod 4, we can assert the existence of two linearly independent
vector fields [23]. The orthogonal product × in (8) produces a third one. In particular, w6 = 0.
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pendent vector fields.
Proposition 20. (See [25].) Let M be a closed connected smooth spin manifold of dimension 8.
If w6 = 0, e = 0 and {4p2 − p21}[M] ≡ 0 mod 128, and if there is a k ∈ Z such that 4p2 =
(2k − 1)2p21 and k(k + 2)p2[M] ≡ 0 mod 3, then M has four pointwise linearly independent
vector fields.
As a further consequence, w5 = 0.
Proposition 21. We have w24 = 0. In particular, all Stiefel–Whitney numbers vanish.
Proof. By Wu’s formula,
Sqk(wm) = wkwm +
(
k −m
1
)
wk−1wm+1 + · · · +
(
k −m
k
)
w0wm+k.
A further theorem of Wu asserts that
wk =
∑
i+j=k
Sqi (vj ),
where the elements vk ∈ Hk(M,Z2) are defined through the identity vk ∪ x[M] = Sqk(x)[M]
for x ∈ Hn−k(M,Z2). In particular, we have vi = 0 for i > 4. It follows that v1 = v2 = v3 = 0,
w4 = v4 and w8 = Sq4w4 = w24 = 0. 
We summarise our results in the following proposition.
Proposition 22. If a closed and oriented 8-manifold M carries a topological PSU(3)-structure,
then all Stiefel–Whitney classes vanish except w4, and w24 = 0. Moreover, we have e = 0 and
p21 = 4p2. There exist four linearly independent vector fields on M and all Stiefel–Whitney num-
bers vanish.
Finding sufficient conditions to ensure the existence of a topological PSU(3)-structure over
closed M occupies us next. This problem is considerably harder than the analogous problem for
topological G2-structures on 7-manifolds. Here, a reduction to G2 implies that the underlying
manifold is spin. Conversely, assuming that it is spin, we can pick a spin structure and consider
the associated spinor bundle Δ. This is a real bundle of rank 8 whose sphere bundle is associated
with Spin(7)/G2. The existence of a topological G2-structure is therefore equivalent to the exis-
tence of a nowhere vanishing spinor field, for which there is no obstruction since the Euler class
of Δ vanishes trivially on dimensional grounds. Similarly, we deduce from Proposition 22 and
the discussion in Section 2 that a topological PSU(3)-structure on a Riemannian 8-manifold can
be characterised by a spinor-valued 1-form. However, this must be a section of special algebraic
type and taking an arbitrary, nowhere vanishing section will in general not result in a topological
reduction to PSU(3).
Therefore we restrict ourselves to a special class of PSU(3)-structures for which the problem
of finding sufficient conditions becomes easier. Assume that M admits a principal SU(3)-fibre
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bundle. Then TM is naturally associated with the PSU(3)-structure P = P˜ /Z3 induced by the
exact sequence (where Z3 is central)
1 → Z3 → SU(3) p−→ PSU(3) → 1.
Clearly, not every PSU(3)-structure arises this way: The set PrinG(M) of principal G-fibre bun-
dles over M can be identified with H 1(M,G) (e.g. [12, Appendix A]). The sequence above gives
rise to the exact sequence
· · · → H 1(M,Z3) → PrinSU(3)(M) p∗−→ PrinPSU(3)(M) t−→ H 2(M,Z3).
Hence, a principal PSU(3)-bundle P is induced by an SU(3)-bundle if and only if the ob-
struction class t (P ) ∈ H 2(M,Z3) vanishes. Following [2], we call this class the triality class.
By the universal coefficients theorem this obstruction vanishes trivially if H 2(M,Z) = 0 and
H 3(M,Z) has no torsion elements of order divisible by three. If f :M → BPSU(3) is a clas-
sifying map for P , then t (P ) = f ∗t for the universal triality class t ∈ H 2(BPSU(3),Z3).
It is induced by c1(EU(3)), the first Chern class of the universal U(3)-bundle EU(3) [29].
Concretely, let p :U(3) → PU(3) denote the natural projection. The inclusion SU(3) ⊂ U(3)
induces an isomorphism between PSU(3) and PU(3) and therefore identifies BPSU(3) with
BPU(3). Since BPU(3) is simply-connected and π2(BU(3)) = Z → π2(BPU(3)) = Z3 is the
reduction mod 3 map ρ3 :Z → Z3, the Hurewicz isomorphism theorem and the universal co-
efficients theorem imply that Bp∗ :H 2(BPU(3),Z3) → H 2(BU(3),Z3) is an isomorphism and
H 2(BPU(3),Z3) = Z3. Then
t = (Bp∗)−1ρ3∗c1(EU(3)).
Finding conditions ensuring the existence of topological PSU(3)-structures with vanishing tri-
ality class therefore boils down to finding conditions for principal SU(3)-fibre bundles P˜ with
su(P˜ ) ∼= TM.
Theorem 23. Suppose that M is a connected and closed spin manifold of dimension 8. Then
TM ∼= su(P˜ ) for some principal SU(3)-bundle P˜ if and only if e = 0, 4p2 = p21 , w6 = 0, p1 is
divisible by 6 and p21[M] ∈ 216Z.
Proof. Let us start with the necessity of the conditions. Since su(3) ⊗ C = sl(3,C), the com-
plexification TM ⊗ C equals End0(E), the bundle of trace-free complex endomorphisms of
E = P˜ ×SU(3) C3. The Chern character of TM ⊗ C equals
ch(TM ⊗ C) = 8 + p1 + 112
(
p21 − 2p2
)
(see for instance [17]). On the other hand,
ch
(
End(E)
)= ch(E ⊗E) = 1 + ch(End0(E)).
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ch(E) = 3 − c2(E)+ 12c3(E)+
1
12
c2(E)
2
and ci(E) = (−1)ici(E), which implies
ch(E ⊗E) = ch(E)∪ ch(E) = 9 − 6c2(E)+ 32c2(E)
2.
As a consequence,
p1 = p1
(
su(E)
)= −6c2(E), p2 = p2(su(E))= 9c2(E)2. (16)
In particular, p1 is divisible by 6 and we also rederive the relation 4p2 = p21. Moreover, M is
spinnable, hence the spin index Â∪ ch(E)[M] is an integer. Since
Â = 1 − 1
24
p1 + 15760
(−4p2 + 7p21)= 1 − 124p1 + 1960p21,
it follows
Â∪ ch(E)[M] = 3Â[M] + 1
24
p1c2(E)+ 112c2(E)
2 = 3Â[M] − 1
216
p21[M] ∈ Z.
This means p21[M] ∈ 216Z, proving the necessity of the conditions.
For the converse I am indebted to ideas of M. Crabb. Let B ⊂ M be an embedded open disc
in M and consider the exact sequence of K-groups
K(M,M −B) → K(M) → K(M −B).
We have K(M,M −B) = K˜(S8) ∼= Z and the sequence is split by the spin index
x ∈ K(M) 	→ Â∪ ch(x)[M] ∈ Z,
which therefore classifies the stable extensions over M−B to M . The first step consists in finding
a stable complex vector bundle ξ over M − B such that the associated adjoint bundle su(ξ) is
stably equivalent to TM|M−B and c1(ξ) = 0. To that end, let [(M−B)+,BSU(∞)] ⊂ K(M−B)
denote the set of pointed homotopy classes, the subscript + indicating a disjoint basepoint. Let
(c2, c3) be the map which takes an equivalence class of [(M −B)+,BSU(∞)] to the second and
third Chern class of the associated bundle.
Lemma 24. The image of the map
(c2, c3) :
[
(M −B)+,BSU(∞)
]→ H 4(M,Z)⊕H 6(M,Z)
is the set {(u, v) | Sq2ρ2u = ρ2v}, where ρ2 :Z → Z2 is reduction mod 2.
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Sq2ρ2c2(ξ) = ρ2c3(ξ). (17)
Now if Wi denote the Stiefel–Whitney classes of the real vector bundle underlying ξ , this is
equivalent to Sq2W4 = W6. On the other hand, Wu’s formula implies
Sq2W4 = W2W4 +W6
and thus (17) since W2 = ρ2c1 = 0. Next let i :F ↪→ K(Z,4) × K(Z,6) denote the homotopy
fibre of the induced map
Sq2 ◦ ρ2 + ρ2 :K(Z,4)×K(Z,6) → K(Z2,6).
The relation (17) implies that the map (c2, c3) :BSU(∞) → K(Z,4) × K(Z,6) is null-
homotopic. Consequently, (c2, c3) lifts to a map k :BSU(∞) → F , thereby inducing an isomor-
phism of homotopy groups πi(BSU(∞)) → πi(F ) for i  7 and a surjection for i = 8. By the ex-
act homotopy sequence for fibrations we conclude on one hand side that π4(F ) = Z, π6(F ) = 2Z
and πi(F ) = 0 for i otherwise. On the other hand, the Chern class c2 :π4(BSU(∞)) ∼= K˜(S4) =
Z → π4(K(Z,4) × K(Z,6)) ∼= H 4(S4,Z) = Z is an isomorphism and c3 :π4(BSU(∞)) ∼=
K˜(S6) = Z → π6(K(Z,4)×K(Z,6)) ∼= H 6(S6,Z) = Z is multiplication by 2. Since M −B is
8-dimensional, it follows that the induced map k∗ : [(M − B)+,BSU(∞)] → [(M − B)+,F ] is
surjective. The horizontal row in the commutative diagram
[(M −B)+,F ] i∗ H 4(M,Z)⊕H 6(M,Z)
Sq2ρ2+ρ2
H 6(M,Z2)
[(M −B)+,BSU(∞)]
k∗
(c2,c3)
is exact, hence im(c2, c3) = im i∗ = ker(Sq2 ◦ ρ2 + ρ2). 
By assumption, p1 ∈ H 4(M,Z) is divisible by 6 and therefore we can write p1 = −6u for
u ∈ H 4(M,Z). On the other hand, p1 = 2q1, where q1 is the first spin characteristic class which
satisfies ρ2(q1) = w4. Hence Sq2ρ2(u) = Sq2w4 = w2w4 + w6 = 0, and the previous lemma
implies the existence of a stable complex vector bundle ξ such that c1(ξ) = 0, c2(ξ) = u and
c3(ξ) = 0. From (16) it follows that p1(su(ξ)) = p1, and since w2(su(ξ)) = 0, su(ξ) and TM are
stably equivalent over the 4-skeleton M(4) [28]. Then su(ξ) and TM are stably equivalent over
M −B as the restriction map KO(M −B) → KO(M(4)) is injective. This follows from the exact
sequence
KO
(
M(i+1),M(i)
)→ KO(M(i+1))→ KO(M(i)).
By definition KO(M(i+1),M(i)) = K˜O(M(i+1)/M(i)) and M(i+1)/M(i) is a disjoint union of
spheres Si+1. But K˜O(Si+1) = 0 for i = 4,5 and 6 and therefore the map KO(M(i+1)) →
KO(M(i)) is injective. Since M = M(8) is the disjoint union of M(7) and a finite number of
open embedded discs, the assertion follows. Next we extend ξ over B to a stable bundle on M .
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sociated with a principal SU(3)-bundle) is c4(ξ) = 0. As pointed out above, such a bundle exists
if the spin index
Â∪ ch(ξ)[M] = 3Â[M] + p1u/24 + u2/12
is an integer, but this holds by assumption. Next p2(su(ξ)) = 9u2 = p2 and as a consequence,
su(ξ) is stably isomorphic to TM [28]. Finally, two stably isomorphic oriented real vector bundles
of rank 8 are isomorphic as SO(8)-bundles if they have the same Euler class. Since e(su(ξ)) = 0,
we conclude TM ∼= su(ξ). 
Corollary 25. If M is closed and carries a PSU(3)-structure with vanishing triality class, then
Â[M] ∈ 40Z and sgn(M) ∈ 640Z.
4. The twisted Dirac equation
In view of Hitchin’s variational principle [9], we adopt the following integrability condition,
even if M is not compact.
Definition 26. A topological PSU(3)- or Sp(1) ·Sp(2)-structure is called harmonic, if the defining
3- or 4-form is closed and coclosed with respect to the metric it induces.
Remark 27. The group PSU(3) is the stabiliser of a totally symmetric 3-tensor. See [6] for an
explicit description in terms of a PSU(3)-frame. Thus a symmetric 3-tensor of the right alge-
braic type defines a topological PSU(3)-structure. Such structures, together with an integrability
condition in some sense opposite to ours (cf. Remark 32), were considered in [14].
Our goal is to reformulate Definition 26 in terms of the supersymmetric maps associated with
the topological PSU(3)- and Sp(1) · Sp(2)-structure. We show that the relevant 3- or 4-form is
harmonic if and only if the corresponding supersymmetric maps are in the kernel of the twisted
Dirac operators Ð± :Γ (Δ± ⊗Λ1) → Γ (Δ∓ ⊗Λ1). Locally, these are given by
Ð±(Ψ ⊗X) =
∑
ei ·Ψ ⊗ ∇eiX + ei · ∇eiΨ ⊗X,
where ∇ = ∇LC denotes the Levi-Civita connection as well as its lift to the spin bundle.
To begin with, we recall the notion of intrinsic torsion. Consider an orbit in some
SO(n)-representation space V of the form SO(n)/G. A topological reduction of the prin-
cipal frame bundle P to a principal G-fibre bundle is characterised by a section γ of
the fibre bundle P ×SO(n) SO(n)/G, of which we think as a section of the vector bundle
E = P ×SO(n) V . The Levi-Civita connection acts pointwise through so(n) ∼= Λ2 on any sec-
tion of E. In particular, since γ is acted on trivially by its stabiliser algebra g,
∇γ = T (γ ), (18)
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module. The tensor field T itself is referred to as the intrinsic torsion of the G-structure. If γ is
a p-form, this gives rise to the G-equivariant maps
d :X ⊗ a ∈ Λ1 ⊗ g⊥ 	→ X ∧ a(γ ) ∈ Λp+1, d∗ :X ⊗ a ∈ Λ1 ⊗ g⊥ 	→ Xa(γ ) ∈ Λp−1.
Since the differential operators d and d∗ are induced by skew-symmetrisation and minus
the contraction of the Levi-Civita connection, we deduce from (18) that d(T ) = dγ and
d∗(T ) = −d∗γ . Consequently, γ is harmonic if and only if T ∈ ker d ∩ ker d∗. On the other
hand, for γ a spinor-valued 1-form, we can consider the equivariant map
Ð :X ⊗ a ∈ Λ1 ⊗ g⊥ 	→ μ(a(γ )⊗X) ∈ Δ⊗Λ1.
Here, a acts via the induced action of so(n) on Δ± ⊗Λ1, i.e.
X ∧ Y(Ψ± ⊗Z) = 14 (X · Y − Y ·X) ·Ψ± ⊗Z +Ψ± ⊗
(
X(Z)Y − Y(Z)X),
and Clifford multiplication takes Ψ± ⊗ Z ⊗ X ∈ Δ± ⊗ Λ1 ⊗ Λ1 to X · Ψ± ⊗ Z ∈ Δ∓ ⊗ Λ1.
Hence Ð(T ) = Ðγ , and our task consists in showing that ker Ð = ker d ∩ ker d∗.
By equivariance, the kernels of Ð, d and d∗ can be computed using Schur’s Lemma and
G-representation theory. From a technical point of view, the Sp(1) · Sp(2)-case is a lot easier
to deal with, so we start with this one. Here, the invariant 4-form Ω is self-dual, so we only
need to show ker Ð = ker d. First, we decompose the torsion module Λ1 ⊗ (sp(1) ⊕ sp(2))⊥ =
[1,0,1] ⊗ [1,1,1] into Sp(1) · Sp(2)-irreducibles which yields
Λ1 ⊗ (sp(1)⊕ sp(2))⊥ = [1
2
,
1
2
,1
]
⊕
[
1
2
,
3
2
,2
]
⊕
[
3
2
,
1
2
,1
]
⊕
[
3
2
,
3
2
,2
]
.
On the other hand, we find for the target spaces of Ð and d (cf. Proposition 12)
Δ− ⊗Λ1 = 2
[
1
2
,
1
2
,1
]
⊕
[
1
2
,
3
2
,2
]
⊕
[
3
2
,
1
2
,1
]
,
Λ5 =
[
1
2
,
1
2
,1
]
⊕
[
1
2
,
3
2
,2
]
⊕
[
3
2
,
1
2
,1
]
.
Theorem 28. The topological Sp(1) ·Sp(2)-structure (M8,Ω) is harmonic if one of the following
equivalent statements holds.
(i) dΩ = 0.
(ii) If σ+ ∈ Γ (Δ+ ⊗Λ1) is the corresponding supersymmetric map, then Ð+(σ+) = 0.
(iii) The intrinsic torsion T takes values in [ 32 , 32 ,2].
Proof. By Schur’s Lemma, it is enough to evaluate the maps Ð and d for a sample vector
of a given module to check whether or not it maps non-trivially. The operator d is known to
be surjective [18] whence ker d = [ 3 , 3 ,2]. On the other hand, [ 3 , 3 ,2] ⊂ ker Ð and we are2 2 2 2
1994 F. Witt / Advances in Mathematics 219 (2008) 1972–2005left with showing that the remaining irreducible modules in Λ1 ⊗ (sp(1) ⊕ sp(2))⊥ map non-
trivially. To that end we consider the operator L :Λ3 → Λ3 built out of Ð, compounded with
id ⊗ σ+ and the projection Δ− ⊗Δ+ → Λ3 given by ∑q(Ψ−, eI ·Ψ+)eI with respect to some
Sp(1) · Sp(2)-frame. Since all the representations involved are of real type, L restricted to an
irreducible module of Λ3 is multiplication by a real scalar, possibly zero. To begin with, we
map the element 4e1Ω ∈ [ 12 , 12 ,1] into Λ1 ⊗ Λ2 in the natural way, namely x ∧ y ∧ z 	→
(x ⊗ y ∧ z + cyc. perm.)/3. Projecting the second factor onto [1,1,1] = (sp(1) ⊕ sp(2))⊥ by
means of the projection operator given in Proposition 11 yields the element
t1 = e2 ⊗ (e12 − e34 − e56 + e78)+ e3 ⊗ (e13 + e24 − e57 − e68)
+ e4 ⊗ (e14 − e23 − e58 + e67)+ e5 ⊗ (3e15 − e26 − e37 − e48)
+ e6 ⊗ (3e16 + e25 − e38 + e47)+ e7 ⊗ (3e17 + e28 + e35 − e46)
+ e8 ⊗ (3e18 − e27 + e36 + e45) ∈
[
1
2
,
1
2
,1
]
⊂ Λ1 ⊗ [1,1,1].
Using the matrix representation of σ+ in Appendix B, and evaluating L on t1 yields
L(t1) = −6e234 + 2e256 − 2e278 + 2e357 + 2e368 + 2e458 − 2e467 = 2t1.
In particular, t1 maps non-trivially under Ð. Next we turn to the module [ 32 , 12 ,1]. Using the
weight vectors provided in (15), the vector
x(α+β1)/2+β ∧ x(α−β1)/2 ∧ x(α+β1)/2 = e157 + ie158 − ie167 + e168 − ie257 + e258 − e267 − ie268
is of the highest weight occurring in Λ3 ⊗C. Hence it is actually the weight vector of ( 32 , 12 ,1) ⊂
Λ3 ⊗C. Proceeding as before yields the sample vector t2 ∈ ( 32 , 12 ,1) ⊂ Λ1 ⊗[1,1,1]⊗C which
is mapped to 20t2 under L. For the remaining module [ 12 , 32 ,2] we consider the vector −e134/3+
e178. Wedging with Ω yields zero, so it is necessarily contained in [ 12 , 32 ,2]⊕ [ 32 , 12 ,1]. Mapping
it into Λ1 ⊗ [1,1,1] gives the vector t3 whose projections on [ 12 , 32 ,2] and [ 32 , 12 ,1] we denote
by t3a and t3b . The image under L is
L(t3a + t3b) = c · t3a + 20 · t3b
= (−12e134 − 8e156 + 44e178 + 4e358 − 4e367 − 4e457 − 4e468)/3.
Since L(t3) − 20t3 = 0, we see that [ 12 , 32 ,2] also maps non-trivially (applying L again to
L(t3) − 20t3 shows that restricted to this module, L is actually multiplication by 12). Hence
ker Ð = [ 32 , 32 ,2] which proves the theorem. 
Corollary 29. Let σ = C2 be the vector representation of Sp(1) = SU(2) and λrs the class of
irreducible Sp(2)-representations introduced after Proposition 11. If L :Λ3 → Λ3 denotes the
Sp(1) · Sp(2)-invariant map defined in the proof of Theorem 28, the irreducible Sp(1) · Sp(2)-
modules can be characterised as follows:
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σ ⊗ λ10
]= [1
2
,
1
2
,1
]
= {α ∈ Λ3 ∣∣ L(α) = 2α},
[
σ ⊗ λ31
]= [1
2
,
3
2
,2
]
= {α ∈ Λ3 ∣∣ L(α) = 12α},
[
σ 3 ⊗ λ10
]= [3
2
,
1
2
,1
]
= {α ∈ Λ3 ∣∣ L(α) = 20α}.
Next we turn to PSU(3). The situation here is more involved not only because the defining
form ρ is not self-dual anymore, but also due to the presence of modules with multiplicities
greater than one.
Again we begin by decomposing the torsion module. Let ∧ : Λ1 ⊗ Λ220 → Λ3 denote the
natural skewing map. Then Λ1 ⊗ Λ220 ∼= ker∧ ⊕ ρ⊥, where ρ⊥ = [1,1] ⊕ 1,2⊕ [2,2] is the
orthogonal complement of ρ in Λ3. Moreover, the natural contraction map  : ker∧ ⊂ Λ1 ⊗
Λ220 → Λ1 splits ker∧ into a direct sum isomorphic to ker⊕Λ1, where ker∼= [2,2] ⊕ 2,3.
Consequently, the complexification of Λ1 ⊗Λ220 is the direct sum of
Λ1 ⊗ Λ210+ = (1,1)+ ⊕ (1,2)⊕ (2,2)+ ⊕ (2,3)
Λ1 ⊗Λ220 ⊗ C = ⊕
Λ1 ⊗ Λ210− = (1,1)− ⊕ (2,1)⊕ (2,2)− ⊕ (3,2).
The modules (1,1)± and (2,2)± have non-trivial projections to both ker∧ and ρ⊥. In particular,
they map non-trivially under ∧. With the decomposition of the target spaces of Ð± = Ð|Δ±⊗Λ1 ,
d and d∗, namely
Δ∓ ⊗Λ1 = 1 ⊕ 2[1,1] ⊕ 1,2⊕ [2,2], Λ4 = 2[1,1] ⊕ 2[2,2], Λ2 = [1,1] ⊕ 1,2,
we can now prove the analogue of Theorem 28.
Theorem 30. The topological PSU(3)-structure (M8, ρ) is harmonic if one of the following
equivalent statements holds.
(i) dρ = 0 and d ρ ρ = 0.
(ii) If σ± ∈ Γ (Δ± ⊗Λ1) are the corresponding supersymmetric maps, then Ð±(σ±) = 0.
(iii) The intrinsic torsion T takes values in 2,3.
Remark 31. The implication (i) ⇒ (ii) was already asserted in [9]. However, the proof is incon-
clusive. Firstly, some of the sample vectors provided in the proof are not contained in the right
module. For instance, xα1 ⊗ xα1 ∧ xα2 is not contained in (2,1) ⊂ Λ1 ⊗Λ210− as claimed: Using
the author’s notation, applying [xα1 , ·] yields xα1 ⊗ xα1 ∧ xα1+α2 from general properties of root
vectors. Moreover, due to the presence of modules with multiplicity two, the modules (1,1)±
and (2,2)± can map non-trivially under say d while ker d still contains a component isomorphic
to (1,1) or (2,2).
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termining the kernel of d∗. By Proposition 8, a±(ρ) = ±
√
3i  (a± ∧ ρ) for any a± ∈ Λ210±. It
follows from complexifying that restricted to the PSU(3)-invariant modules Λ1 ⊗Λ210±,
d∗
(∑
ej ⊗ a±j
)
= ∓√3i
∑
ej
(
a±j ∧ ρ
)= ±√3i∑(ej ∧ a±j ∧ ρ). (19)
In virtue of the remarks above, the kernel of the skewing map Λ1 ⊗ Λ2± is isomorphic to (2,3)
and (3,2). Hence, (19) vanishes if and only if ∑ ei ∧ a±i lies in 1 ⊕ [2,2], the kernel of the
map which wedges 3-forms with ρ. Invoking Schur’s Lemma, ker d∗ ∼= [1,1] ⊕ 2[2,2] ⊕ 2,3,
where the precise embedding of [1,1] will be of no importance to us.
Next we consider the operator d. If we can show that it is surjective, then ker d ∼= 1,2 ⊕2,3 and consequently, the kernels of d∗ and d intersect in 2,3. Let ιρ⊥ denote the injection
of ρ⊥ into Λ1 ⊗Λ220 obtained by projecting the natural embedding of Λ3 into Λ1 ⊗Λ2. We first
prove the relation (cf. Section 2 for the definition of cq )
c3(α) = 12d
(
ιρ⊥(α)
)
, α ∈ ρ⊥ ⊂ Λ3, (20)
which shows that ker c4 ⊂ Im d. By (10), the kernel of c3 is isomorphic to 1⊕ 1,2, so the claim
needs only to be verified for the module [1,1] ⊕ [2,2] in Λ3. A sample vector is obtained by
p3(e128) = α8 ⊕ α27 = 18 (5e128 +
√
3e345 +
√
3e367 − 2e458 + 2e678), (21)
where p3 = c∗4c3. That both components α8 and α27 are non-trivial can be seen as follows.
Restricting p3 to Λ38 and Λ
3
27 is multiplication by real scalars x1 and x2 since the modules are
representations of real type. If one, say x1, were to vanish, then p23(e128) = p3(α27) = x2 · α27.
However
p23(e128) =
1
64
(39e128 + 7
√
3e345 + 7
√
3e367 − 18e458 + 18e678)
which is not a multiple of (21). Moreover, we have indeed
c3p3(e128) = 132 (7
√
3e1245 + 7
√
3e1267 − 9e1468 − 9e1578 + 9e2478 − 9e2568)
= 1
2
d
(
ιρ⊥p3(e128)
)
which proves (20). For the inclusion Im c∗5 ⊂ Im d we consider the vector e1 ⊗ e18 in ker∧. Then
d(e1 ⊗ e18) = −e1238/2 − e1478/4 + e1568/4 takes values in both components of Im c∗5 ⊂ Λ4,
since c∗4d(e1 ⊗ e18) = 0 and otherwise
c∗5c4d(e1 ⊗ e18) =
1
(−10e1238 − 5e1478 + 5e1568 + 3e2468 + 3e2578 + 3e3458 − 3e3678)32
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(iii) is established.
Finally, we turn to the twisted Dirac equation. We have to prove that
ker Ð+ ∩ ker Ð− = 2,3= ker d ∩ ker d∗.
The intersection ker Ð+ ∩ ker Ð− contains at least the module 2,3. First we show that 1,2 is
not contained in this intersection by taking the vector
τ1,2 = id ⊗ π220
(
ιρ⊥c2(4e18)
)
= −√3e1 ⊗ e45 −
√
3e1 ⊗ e67 + 2e2 ⊗ e38 − 2e3 ⊗ e28 +
√
3e4 ⊗ e15
+ e4 ⊗ e78 −
√
3e5 ⊗ e14 − e5 ⊗ e68 +
√
3e6 ⊗ e17 + e6 ⊗ e58
− √3e7 ⊗ e16 − e7 ⊗ e48 + 2e8 ⊗ e23 + e8 ⊗ e47 − e8 ⊗ e56.
A straightforward, if tedious, computation shows Ð±(τ1,2) = 0. For the remainder of the proof,
it will again be convenient to complexify the torsion module Λ1 ⊗ Λ220 and to consider (1,1)±
and (2,2)±. The invariant 3-form ρ induces equivariant maps ρ∓ :Δ± → Δ∓ whose matrices
with respect to the choices made in (A.1) are given by (7) for ρ+, and by its transpose for ρ−.
Schur’s Lemma implies
Ð−
(
(2,2)+
)= z · ρ− ⊗ id ◦ Ð+((2,2)+) (22)
for a complex scalar z. Since the operators Ð± are real and (2,2)− is the complex conjugate of
(2,2)+, the same relation holds for (2,2)− with z¯. The vector τ0 = 6(e1 ⊗ e18 − e2 ⊗ e28) is
clearly in ker⊂ ker∧ and projecting the second factor to Λ210+ yields
id ⊗ π210+(τ0) = e1 ⊗ (3e18 + i
√
3e23 − i
√
3e47 + i
√
3e56)
+ e2 ⊗ (i
√
3e13 − 3e28 + i
√
3e46 + i
√
3e57).
Since any possible component in (2,3) gets killed under Ð±, we can plug this into (22) to find
z = (1 + i√3)/8. This shows that (2,2)± maps non-trivially under Ð. On dimensional grounds,
ker Ð± therefore contains the module (2,2) with multiplicity one. Their intersection, however,
is trivial, for suppose otherwise. Let (2,2)0 denote the corresponding copy in ker Ð+. It is the
graph of an isomorphism P : (2,2)+ → (2,2)− since it intersects (2,2)± trivially. Now if τ =
τ+ ⊕ Pτ+ ∈ (2,2)0 were in ker Ð−, then
Ð−(τ+ ⊕ Pτ+) = z · ρ ⊗ id ◦ Ð+(τ+)⊕ z¯ · ρ ⊗ id ◦ Ð+(P τ+)
= ρ ⊗ id ◦ Ð+(z · τ+ ⊕ z¯ · Pτ+)
= 0.
Consequently, z · τ+ ⊕ z¯ · Pτ+ ∈ ker Ð+, that is, z¯ · Pτ+ = Pz · τ+ or z¯ = z which is a contra-
diction. This shows that (a) the kernels of Ð± intersect at most in 2(1,1) ⊕ 2,3 and (b) the
conditions Ð+(σ+) = 0 or Ð−(σ−) = 0 on their own are not sufficient to guarantee the close-
1998 F. Witt / Advances in Mathematics 219 (2008) 1972–2005and cocloseness of ρ. The same argument also applies to (1,1)±. However, since (1,1) appears
twice in Δ± ⊗ Λ, we first need to project onto Δ∓ ∼= (1,1) via Clifford multiplication before
asserting the existence of a complex scalar z such that
μ+ ◦ Ð−
(
(1,1)+
)= z · ρ+(μ− ◦ Ð+((1,1)+)).
For the computation of z, we can use the vector
2
√
3ie1 ⊗ π210+(e18) = e1 ⊗ (
√
3ie18 − e23 + e47 − e56) ∈ (1,1)+ ⊕ (2,2)+ ⊕ (2,3),
as possible non-trivial components in (2,2)+ ⊕ (2,3) get killed under μ∓. We find z =
2(1 − √3i) which as above shows that (1,1) occurs with multiplicity at most one in ker Ð±,
and that it is not contained in their intersection. Consequently, ker Ð+ ∩ ker Ð− = 2,3, which
proves the equivalence between (ii) and (iii). 
Remark 32. (i) From (iii) it follows that our harmonicity condition on a topological PSU(3)-
structure can be seen as the extreme opposite of Nurowski’s notion of restricted nearly integrable
PSU(3)-structures, where T takes values in the remaining modules isomorphic to [1,1], 1,2
and [2,2] [14].
(ii) According to the decomposition Δ± ⊗ Λ1 = Δ∓ ⊕ kerμ±, the twisted Dirac operators
Ð± :Γ (Δ± ⊗Λ1) → Γ (Δ∓ ⊗Λ1) take the shape [26]
Ð± =
(− 34 ι± ◦D∓ ◦ ι−1∓ 2ι± ◦ d¯±
1
4P∓ ◦ ι−1∓ Q±
)
. (23)
Here, ι± :Γ (Δ±) → Γ (Δ∓ ⊗ Λ1) is the embedding given by ι±(Ψ±)(X) = −X · Ψ±/8,
and D± :Γ (Δ±) → Γ (Δ∓) and P± :Γ (Δ±) → kerμ± denote the usual Dirac- and Penrose-
operator. Further, d¯± :Δ± ⊗ Λ1 → Δ± is the twisted codifferential and Q : kerμ → kerμ the
Rarita–Schwinger operator. In particular, we see that the supersymmetric maps of a harmonic
PSU(3)- or Sp(1) · Sp(2)-structure define Rarita–Schwinger fields, spin 3/2 particles satisfying
the relativistic field equation Qσ = 0 in physicists’ language [16]. Further, if Ψ ∈ Γ (Δ+) ⊂
Γ (Δ− ⊗Λ1) denotes the invariant spinor coming from a topological Spin(7)-structure (M8,Ω)
with Spin(7)-invariant 4-form Ω , then Ð−(Ψ ) = 0 if and only if D+(Ψ ) = 0 and P+(Ψ ) = 0,
hence if and only if ∇Ψ = 0. This implies that the holonomy of the induced metric is con-
tained in Spin(7), which by [5] is equivalent to dΩ = 0. In this way, Sp(1) · Sp(2)-structures
appear on an equal footing with Spin(7)-manifolds. However, in contrast to these, closeness of
the Sp(1) · Sp(2)-invariant 4-form does not imply the holonomy to be contained in Sp(1) · Sp(2)
(cf. Salamon’s counterexample in [19] given in the next section), although this is true for
Sp(1) · Sp(k)-structures on M4k with k  3 [21].
Next we derive integrability conditions for harmonic PSU(3)- and Sp(1) · Sp(2)-structures on
the Ricci tensor: According to Proposition 2.8 in [26],
(D ◦ d¯ − d¯ ◦ Ð)(γ ) = 1p(γ ◦ Ric)
2
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p(σ ◦ Ric) =
∑
i,j
Ricij ei · σj = 0.
Hence, in our case Ric is in the kernel of the map
A ∈ 2 	→ p(A ◦ σ) =
∑
i,j
Aij eiσj ∈ Δ,
which is invariant under the stabiliser of σ . For a PSU(3)-structure, we have 2 = 1 ⊕ [1,1] ⊕
[2,2] and Δ± ∼= [1,1], so Ric vanishes on the module [1,1], a fact previously noted in [9]. For
an Sp(1) · Sp(2)-structure, σ = σ+ ∈ Δ+ ⊗ Λ, hence 2 = 1 ⊕ [0,1,1] ⊕ [1,1,2] and Δ− ∼=
[2,0,0] ⊕ [0,1,1]. Since this map is non-trivial, Ric vanishes on the module [0,1,1].
Proposition 33.
(i) If g is a metric induced by a harmonic PSU(3)-structure, then Ric vanishes on the (8-
dimensional) component [1,1].
(ii) If g is a metric induced by a harmonic Sp(1) · Sp(2)-structure, then Ric vanishes on the
(5-dimensional) component [0,1,1].
Remark 34. As shown by the examples in the next section there exist (compact) harmonic
PSU(3)- or Sp(1) · Sp(2)-structures whose Ricci tensor takes values in the remaining modules
(i.e. 1 and [2,2] for PSU(3) and 1 and [1,1,2] for Sp(1) · Sp(2)). In particular, unlike harmonic
G2- or Spin(7)-structures which are Ricci-flat, harmonic PSU(3)- or Sp(1) · Sp(2)-structures are
not necessarily Einstein (and a fortiori, not Ricci-flat).
5. Examples
Let B denote the Killing form of su(3). Then ρ(X,Y,Z) = −4B([X,Y ],Z)/3 pro-
vides su(3), the symmetric space SU(3) = SU(3) × SU(3)/SU(3) and its non-compact dual
SL(3,C)/SU(3) with topological PSU(3)-structures. Since ρ and ρ are bi-invariant, they are
closed and induce harmonic PSU(3)-metrics which are Einstein and respectively of zero, posi-
tive and negative scalar curvature. In fact, by standard symmetric space theory, the holonomy is
contained in PSU(3), whence ∇ρ = 0. Conversely, any irreducible PSU(3)-structure with paral-
lel 3-form is either locally symmetric or flat as follows from inspection of Berger’s list. In this
section, we construct examples with non-parallel 3-form.
Local examples. The first example is built out of a hyperkähler 4-manifold M4 with a triholo-
morphic vector field. Let θ be a 1-form on R3 and U ≡ U(x,y, z) be a strictly positive harmonic
function on some domain D ⊂ R3 with dU = dθ . By the Gibbons–Hawking ansatz [1,7], the
metric
h = U(dx2 + dy2 + dz2)+ 1
U
(dt + θ)2 (24)
on D × R is hyperkähler with associated Kähler forms given by
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ω−2 = Udx ∧ dy + dz∧ (dt + θ),
ω−3 = Udx ∧ dz− dy ∧ (dt + θ).
The vector field X = ∂
∂t
is triholomorphic, hence induces an infinitesimal transformation which
preserves each of the three complex structures associated with ω−1 , ω
−
2 or ω
−
3 . Conversely, a
hyperkähler metric on a 4-dimensional manifold which admits a triholomorphic vector field is
locally of the form (24).
Let us now define the 2-form ω+3 by changing the sign in ω
−
3 , that is
ω+3 = Udx ∧ dz+ dy ∧ (dt + θ).
This 2-form is closed if and only if U ≡ U(x, z), for dω+3 = 0 implies
d(Udx ∧ dz) = d(dy ∧ (dt + θ)), (25)
whence
dω+3 = 2d(Udx ∧ dz) = 2
∂U
∂y
dy ∧ dx ∧ dz.
Pick such a U and take the standard coordinates x1, . . . , x4 of the Euclidean space (R4, g0). Put
e1 = dx1, e2 = dx2, e3 = dx3, e8 = dx4,
e4 = √U dy, e5 = − 1√
U
(dt + θ), e6 = −√U dx, e7 = √U dz,
which we take as an orthonormal coframe on M4 ×R4. As before, we shall drop any distinction
between vector fields and 1-forms in the presence of a metric. Endowed with the orientation
defined by (e4, . . . , e7), the forms ω−i are anti-self-dual on M4, while the forms ω
+
1 = Udy ∧
dz− dx ∧ (dt + θ), ω+2 = Udx ∧ dy − dz∧ (dt + θ) and ω+3 are self-dual, so
ω±i ∧ω∓j = 0, ω±i ∧ω±j = ±2δij e4567. (26)
The 3-form
ρ = 1
2
e123 + 14e1 ∧ω
−
1 +
1
4
e2 ∧ω−2 +
1
4
e3 ∧ω−3 +
√
3
4
e8 ∧ω+3 (27)
defines a PSU(3)-structure which is closed by design. Moreover, the same holds for
ρ = 1
2
e45678 − 14ω
−
1 ∧ e238 +
1
4
ω−2 ∧ e138 −
1
4
ω−3 ∧ e128 +
√
3
4
ω+3 ∧ e123
= 1
2
U dx ∧ dz∧ dy ∧ (dt + θ)∧ dx4 − 14ω
−
1 ∧ dx2 ∧ dx3 ∧ dx4
+ 1ω−2 ∧ dx1 ∧ dx3 ∧ dx4 −
1
ω−3 ∧ dx1 ∧ dx2 ∧ dx44 4
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√
3
4
ω+3 ∧ dx1 ∧ dx2 ∧ dx3. (28)
To obtain an explicit example with non-trivial intrinsic torsion, we make the ansatz θ = y dz and
U(x,y, z) = x on {x > 0}. The metric is therefore
g = dx21 + dx22 + dx23 + dx24 + x dx2 + x dy2 +
(
x + y
2
x
)
dz2 + 1
x
dt2 + 2y
x
dzdt
with orthonormal frame
e1 = ∂x1 , e2 = ∂x2 , e3 = ∂x3 , e8 = ∂x4 ,
e4 = 1√x ∂y, e5 = −
√
x∂t , e6 = − 1√x ∂x, e7 = 1√x (∂z − y∂t ).
The only non-trivial brackets are
[e4, e6] = − 1
2
√
x
3 e4, [e5, e6] =
1
2
√
x
3 e5,
[e4, e7] = 1√
x
3 e5, [e6, e7] =
1
2
√
x
3 e7.
Since the anti-self-dual 2-forms ω1, ω2 and ω3 are the associated Kähler forms of the hyperkähler
structure on M , we have ∇ωi = 0. From this and Koszul’s formula
2g(∇ei ej , ek) = g
([ei, ej ], ek)+ g([ek, ei], ej )+ g([ek, ej ], ei)= cijk + ckij + ckji
we deduce
∇(e6 ∧ e7) = ∇(e4 ∧ e5) = − 112 ·
1√
x3
(
e4 ⊗ω+1 + e5 ⊗ω+2
)
,
whence
∇ρ = − 1
8
√
3
· 1√
x3
(
e4 ⊗ω+1 ∧ e8 + e5 ⊗ω+2 ∧ e8
)
.
Note that g is Ricci-flat (for (M4, h) is Ricci-flat) despite non-vanishing intrinsic torsion.
Compact examples. Consider the nilpotent Lie algebra g = 〈e2, . . . , e8〉 whose structure con-
stants are determined by
dei =
{
0, i = 2, . . . ,7,
e47 + e56 = ω+1 , i = 8. (29)
The only non-trivial structure constants are c478 = −c748 = c568 = −c658 = 1. Let G be the
associated simply-connected Lie group. The rationality of the structure constants guarantees the
existence of a lattice Γ for which N = Γ \G is compact [13]. We let M = T 2 × N with ei =
dti, i = 1,2 on the torus, hence dei = 0. We take the basis e1, . . . , e8 to be orthonormal on M
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3e8 ∧ ω+3 /4 defines a topological PSU(3)-structure whose invariant 5-form is given by (28).
Then (26) and (29) imply
dρ =
√
3
2
de8 ∧ω+3 =
√
3
2
ω+1 ∧ω+3 = 0
and
d  ρ = e4567 ∧ de8 − 12ω1− ∧ e23 ∧ de8 +
1
2
ω2− ∧ e13 ∧ de8 − 12ω3− ∧ e12 ∧ de8
= e4567 ∧ω1+ − 12ω1− ∧ e23 ∧ω1+ +
1
2
ω2− ∧ e13 ∧ω1+ − 12ω3− ∧ e12 ∧ω1+
= 0.
Hence the PSU(3)-structure is harmonic. To show that the intrinsic torsion is non-trivial, we
compute the covariant derivatives ∇ei , which are given by
∇ei =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, i = 1,2,3,
− 12 (e7 ⊗ e8 + e8 ⊗ e7), i = 4,
− 12 (e6 ⊗ e8 + e8 ⊗ e6), i = 5,
1
2 (e5 ⊗ e8 + e8 ⊗ e5), i = 6,
1
2 (e4 ⊗ e8 + e8 ⊗ e4), i = 7,
1
2 (−e4 ⊗ e7 + e7 ⊗ e4 − e5 ⊗ e6 + e6 ⊗ e5), i = 8.
Now ∇e4(e8 ∧ ω3+) = e457; since the coefficient of e8 ∧ ω+3 is irrational while all the remain-
ing ones are rational, we deduce ∇e4ρ = 0. Further, a straightforward computation shows the
diagonal of the Ricci-tensor Ricii =∑j g(∇[ei ,ej ]ei − [∇ei ,∇ej ]ei, ej ) to be given by
Ricii =
{
0, i = 1,2,3,8,
− 12 , i = 4,5,6,7.
In particular, it follows that (M,g) is of negative scalar curvature, but not Einstein, that is, Ric
has a non-trivial 1- and [2,2]-component.
A non-trivial compact example of a harmonic Sp(1) ·Sp(2)-structure was given in [19], where
Salamon constructed a compact topological quaternionic Kähler 8-manifold M whose structure
form Ω is closed, but not parallel. The example is of the form M = N6 × T 2, where N6 is a
compact nilmanifold associated with the Lie algebra given by
dei =
{0, i = 1,2,3,5,
e15, i = 4,
e13, i = 6.
F. Witt / Advances in Mathematics 219 (2008) 1972–2005 2003Therefore, the structure constants are trivial except for c154 = −c514 = c136 = −c316 = 1, which
implies
∇ei =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, i = 2,4,6,7,8,
− 12 (e3 ⊗ e6 + e4 ⊗ e5 + e5 ⊗ e4 + e6 ⊗ e3), i = 1,
1
2 (e1 ⊗ e6 + e6 ⊗ e1), i = 3,
1
2 (e1 ⊗ e4 + e4 ⊗ e1), i = 5.
It follows that
Ricii =
⎧⎨⎩
0, i = 2,4,6,7,8,
− 12 , i = 1,
− 14 , i = 3,5,
so (M,g) is of negative scalar curvature, but not Einstein, that is, Ric has a non-trivial 1- and
[1,1,2]-component. Summarising, we obtain the
Theorem 35. Compact harmonic PSU(3)- and Sp(1) · Sp(2)-structures with non-vanishing in-
trinsic torsion do exist. Further, they are not necessarily Einstein.
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Appendix A. A matrix representation of Cliff (R8,g0)
For a fixed orthonormal basis e1, . . . , e8 of (Λ1, g) ∼= (R8, g0) let Eij = ei ∧ ej denote the
basis of Λ2 which we identify with skew-symmetric matrices via
Eij =
⎛⎜⎜⎜⎝
0 . . . . . . . . . 0
. . . . . . . . . −1 . . .
. . . . . . . . . . . . . . .
. . . 1 . . . . . . . . .
0 . . . . . . . . . 0
⎞⎟⎟⎟⎠
. . . i
. . . j
.
...
...i j
2004 F. Witt / Advances in Mathematics 219 (2008) 1972–2005Then the matrix representation κ : Cliff (R8, g0) → End(Δ+ ⊕ Δ−) computed from (3) with re-
spect to the standard basis e1 = 1, e2 = i, e3 = j , e4 = k, e5 = e, e6 = e · i, e7 = e · j , e8 = e · k
of (O,‖ · ‖) is given by
κ(e1) = −E1,9 −E2,10 −E3,11 −E4,12 −E5,13 −E6,14 −E7,15 −E8,16,
κ(e2) = E1,10 −E2,9 −E3,12 +E4,11 −E5,14 +E6,13 +E7,16 −E8,15,
κ(e3) = E1,11 +E2,12 −E3,9 −E4,10 −E5,15 −E6,16 +E7,13 +E8,14,
κ(e4) = E1,12 −E2,11 +E3,10 −E4,9 −E5,16 +E6,15 −E7,14 +E8,13,
κ(e5) = E1,13 +E2,14 +E3,15 +E4,16 −E5,9 −E6,10 −E7,11 −E8,12,
κ(e6) = E1,14 −E2,13 +E3,16 −E4,15 +E5,10 −E6,9 +E7,12 −E8,11,
κ(e7) = E1,15 −E2,16 −E3,13 +E4,14 +E5,11 −E6,12 −E7,9 +E8,10,
κ(e8) = E1,16 +E2,15 −E3,14 −E4,13 +E5,12 +E6,11 −E7,10 −E8,9.
(A.1)
Appendix B. A matrix representation of the invariant supersymmetric maps
B.1. PSU(3)
With respect to a PSU(3)-frame and a fixed orthonormal basis of Δ±, the invariant supersym-
metric maps σ± :Λ1 → Δ± are given (up to a scalar) by
σ+ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 − 12 0 14 −
√
3
4 − 14
√
3
4
1
2
− 12 0 − 12 −
√
3
4 − 14 −
√
3
4 − 14 0
0 12 0
1
4 −
√
3
4
1
4 −
√
3
4
1
2
− 12 0 12
√
3
4
1
4 −
√
3
4 − 14 0
0 − 12 0 − 14
√
3
4
1
4 −
√
3
4
1
2
1
2 0
1
2 −
√
3
4 − 14 −
√
3
4 − 14 0
0 − 12 0 14 −
√
3
4
1
4 −
√
3
4 − 12
− 12 0 12 −
√
3
4 − 14
√
3
4
1
4 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
σ− =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
− 12 0 12
√
3
4 − 14 −
√
3
4
1
4 0
0 − 12 0 14
√
3
4
1
4
√
3
4
1
2
− 12 0 − 12 −
√
3
4
1
4 −
√
3
4
1
4 0
0 12 0
1
4
√
3
4 − 14 −
√
3
4
1
2
− 12 0 12 −
√
3
4
1
4
√
3
4 − 14 0
0 12 0
1
4
√
3
4
1
4
√
3
4 − 12
1
2 0
1
2 −
√
3
4
1
4 −
√
3
4
1
4 0
0 12 0 − 14 −
√
3
4
1
4
√
3
4
1
2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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With respect to an Sp(1) · Sp(2)-frame and a fixed orthonormal basis of Δ+, the invariant
supersymmetric map σ+ :Λ1 → Δ+ is given (up to a scalar) by
σ+ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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