Abstract. It is well known that there are close connections between nonintersecting processes in one dimension and random matrices, based on the reflection principle. There is a generalisation of the reflection principle for more general (e.g. planar) processes, due to S. Fomin, in which the nonintersection condition is replaced by a condition involving loop-erased paths. We show that in the context of independent Brownian motions in suitable planar domains, this also has close connections to random matrices. We also extend Fomin's identity to the affine setting and show that in this case, by considering independent Brownian motions in an annulus, one obtains a novel interpretation of the circular orthogonal ensemble.
Introduction
Non-intersecting processes in one dimension have long been an integral part of random matrix theory, at least since the pioneering work of Dyson [1] in the 1960's. For example, it is well-known that, if one considers n independent one-dimensional Brownian particles, started at the origin and conditioned not to intersect up to a fixed time T (in a sense which can be made precise, see section 4.1 below), then the locations of the particles at time T have the same distribution as the eigenvalues of a random real symmetric n × n matrix with independent centered Gaussian entries, with variance T on the diagonal and T /2 above the diagonal (this is known as the Gaussian Orthogonal Ensemble (GOE)). Similar statements hold for the circular ensembles, see for example [10] or section 5 below.
There is a generalisation of the reflection principle for more general processes, due to S. Fomin [2] , in which the non-intersection condition is replaced by one involving loop-erased paths. We will show that in the context of independent Brownian motions in suitable planar domains, this also has close connections to random matrices, specifically Cauchy-type ensembles. In order to consider the circular setting with periodic boundary conditions, we extend Fomin's identity to the affine setting; we show that in this case, by considering independent Brownian motions in an annulus, we obtain a novel interpretation of the circular orthogonal ensemble.
The outline of the paper is as follows. In the next section we give some background on the reflection principle and Fomin's generalisation for loop-erased walks. In section 3, we present the affine version of Fomin's identity. In section 4, we show that for suitable domains, some natural measures associated with Fomin's identity converge, in certain scaling limits, to some known ensembles of random matrix theory. In section 5 we consider again the affine setting and show that the natural measure we obtain in this case, in the context of independent Brownian motions in an annulus, converges in a suitable scaling limit to the circular orthogonal ensemble.
Acknowledgements. We gratefully acknowledge the support of the European Research Council (Advanced Grant number 669306) and CONACYT (PhD scholarship number 411059).
The reflection principle and Fomin's generalisation
Let Γ = (V, E, ω) be a directed graph with no multiple edges, countable vertex set V and edge set E ⊂ V × V . The graph Γ need not be acyclic, so multiple loops are allowed. The set ω is a family of numerical values {ω(e)} e∈E that we will call the weights of the edges. For the following definitions and theorem 2.1, the imposed restriction on edge multiplicity is not needed, however, most of the applications we have in mind share this condition.
Let us introduce the notation and terminology we will use through all the following sections. A directed edge e from vertex a ∈ V to vertex b ∈ V , will be denoted as a e → b, and, a path or walk P will mean a finite sequence of (directed) edges and vertices a 0 e1 → a 1 e2 → a 2 e3 → · · · en → a n . In this case, we say P is a path from a 0 to a n of length n. For any pair of vertices a, b ∈ V , we denote the set of all paths in Γ from a to b by H(a, b), and, if a = (a 1 , ..., a n ) and b = (b 1 , ..., b n ) are n-tuples of vertices, then H(a, b) will denote the set of all n-tuples of paths P = (P 1 , ..., P n ) with P i ∈ H(a i , b i ), for 1 ≤ i ≤ n. The weight ω(P ) of a path P is defined as the product of its edge weights
ω(e i ), if P is given as before. Analogously, the weight of an n-tuple P = (P 1 , ..., P n ) is the product of the corresponding path weights ω(P) = n i=1 ω(P i ). Two paths P 1 and P 2 intersect if they share at least one vertex in common and, P is self-avoinding or has no loops if does not visit the same vertex more than once, that is, if a i = a j in the vertex sequence of P , for all 0 ≤ i < j ≤ n.
2.1. Reflection principle for self-avoiding paths. The classical reflection principle has many variations, both in continuous and discrete settings; it is also known as the Karlin-McGregor formula, or Lindström-Gessel-Viennot lemma [5, 6, 9-11, 13, 21, 24] . If the graph Γ = (V, E, ω) is acyclic (no loops), the reflection principle relies upon the following property: consider two paths P 1 and P 2 in an acyclic directed graph Γ, and assume that the two paths intersect. Let A = {v α : α ∈ I} be the set of intersection vertices (which is finite) and fix a total ordering of this set; if v α0 denotes the minimal element with respect the given order, split the paths P 1 and P 2 at the vertex v α0 into the corresponding subpaths and then interchange the parts P ′′ 1 and P ′′ 2 . This procedure creates two new paths P 1 andP 2 given byP
The pathsP 1 andP 2 also intersect (in particular, v α0 is an intersection vertex) and, more importantly, the set of intersection vertices is again the original set A = {v α : α ∈ I}. This means the intersection vertices are invariant under the map (P 1 , P 2 ) → (P 1 ,P 2 ) and hence so is the minimum vertex v α0 ; therefore, if we perform the same procedure to the pathsP 1 andP 2 , we recover the original paths P 1 and P 2 . Moreover, the weights are invariant under this operation: ω(P 1 )ω(P 2 ) = ω(P 1 )ω(P 2 ).
Reflection principle for loop-erased walks and Fomin's identity.
If the graph Γ = (V, E, ω) is not acyclic, and the paths P 1 and P 2 intersect, then the invariance of intersection vertices under the mapping described in the previous paragraph 2.1 is no longer guaranteed, as an intersection vertex can be part of a loop. However, there is a modification of the reflection principle for general graphs, due to Fomin [2] , which we will now describe.
We briefly describe first the key concept of loop-erased walks introduced by Lawler in his PhD thesis [18] . For each path P in Γ = (V, E, ω) of the form
→ a n , the loop-erasure of P , denoted LE(P ), is the selfavoiding path obtained by chronological loop-erasure of P , as follows:
• if j k = n, then LE(P ) is the path a j0
This procedure erases loops in P in the order they appear, and the operation is iterated until no loops remain. Note in particular that LE(P ) is a subpath of the original path P , with the same starting and end points a 0 and a n , respectively.
Using the above procedure, Fomin [2] introduced the so-called loop-erased switching for paths that are allowed to self-intersect. The loop-erased switching is as follows (see proof of theorem 6.1 in [2] for more details): consider two paths P 1 : a 0 → ... → a n and P 2 : a ′ 0 → ... → a ′ m in the graph Γ, starting from different vertices a 0 = a ′ 0 , and assume P 2 and LE(P 1 ) intersect at least at one common vertex, we will write this as P 2 ∩ LE(P 1 ) = ∅. Among all such intersection vertices, let v = a ji be the one that is 'as close as possible' to a 0 , along the edge sequence definition of LE(P 1 ) in the last paragraph, and then split the path P 1 at the end of the edge a ji−1
−→ a n .
This partition ensures that P ′′ 1 (v) does not intersect the path LE(P ′ 1 (v)) at any vertex different from v. Now, if we split the path P 2 at its first visit to v
then, by construction of v, P 
Note that the new pathsP 2 and LE(P 1 ) also intersect,P 2 ∩ LE(P 1 ) = ∅. The map (P 1 , P 2 ) → (P 1 ,P 2 ) is an involution and the minimality of the intersection vertex v is preserved, exactly as in section 2.1. We also have ω(P 1 )ω(P 2 ) = ω(P 1 )ω(P 2 ).
The following theorem (theorem 7.1 in [2] ) is an application of the above looperased switching. Consider a subset ∂Γ ⊂ V of the vertex set V and a ∈ V , b ∈ ∂Γ. Denote by H + (a, b) ⊂ H(a, b) the set of all paths of positive length
such that all the internal vertices a 1 , ..., a n−1 lie in V \ ∂Γ. Analogously, define H + (a, b) for n-tuples of paths P = (P 1 , ..., P n ) as before and, for any σ ∈ S n , call
Theorem 2.1 (Fomin's identity). Let Γ = (V, E, ω) a directed graph and ∂Γ ⊂ V . Let A = {a 1 , ..., a n } and B = {b 1 , ..., b n } ⊂ ∂Γ be two labelled sets of vertices. Therefore
Corollary 2.2. Assume that Γ is planar and it is also embedded into a planar domain Ω in such a way the vertices in A and ∂Γ lie on the boundary ∂Ω. Moreover, whenever i > i ′ and j < j ′ , every path P ∈ H + (a i , b j ) intersects every path P ′ ∈ a n a n−1 a 1 Figure 2 . The graph Γ is embedded into Ω and the vertices a n , ..., a 1 , b 1 , ..., b n are ordered counterclockwise along ∂Ω. figure 2 ). In this case, the only allowable permutation in (2.1) is the identity permutation, and therefore
In particular, if the weight function ω is non-negative, then the right hand side of (2.2) is non-negative. 
are the hitting probabilities P a (X T = b, T < ∞), where T is the first exit time of X from V \ ∂Γ. The RHS of (2.2) is then equal to the probability that n independent trajectories X 1 , ..., X n of the Markov process X, starting at points a 1 , a 2 , ..., a n , respectively, will each hit the boundary ∂Γ for the first time at the points b 1 , b 2 , ..., b n , respectively and, moreover, for each 1 < j ≤ n, the trajectory X j will not intersect the loop-erased path LE(X j−1 ) at any vertex in V \ ∂Γ.
Affine version of Fomin's identity
In this section we extend Fomin's identity to the setting of the affine symmetric group (theorem 3.1) and consider its natural projection onto the cylindrical lattice (section 3.2). In the latter setting, families of 'non-intersecting' paths can also be studied as a direct application of Fomin's results (section 3.3) and the two approaches are closely related. Our main motivation is the 'application' in section 5 of corollary 3.2 in the continuous limit, where we consider a system of n independent planar Brownian motions constrained to live in an annulus on the complex plane.
3.1. Affine version of Fomin's identity. Consider the lattice strip G = (V, E, ω), given by the vertex set V = Z × {0, 1, ..., N } and connected by directed horizontal and vertical edges, in both positive and negative directions, we also assume that the weights {ω(e)} e∈E are invariant under horizontal translations by v = (M, 0), for some positive M ∈ Z. Let ∂Γ = {(i, N ) : i ∈ Z} be the upper a 1 a 2 a n−1 a n
: : :
Sb n Sa n Figure 3 . The lattice strip G with vertex set V = Z × {0, 1, ..., N }.
boundary of the lattice strip and consider the set H + (a, b) for a, b vectors of vertices, defined in section 2.2. We have the following.
Theorem 3.1. Consider integers i n < i n−1 < ... < i 1 < i n + M and j n < j n−1 < ... < j 1 < j n + M . Define the following two n-tuples of vertices in G
If S : G → G is the horizontal translation by (M, 0), the 2(n+1) vertices a n , ..., a 1 , Sa n , Sb n , b 1 , ..., b n are ordered counterclockwise along the topological boundary of the lattice strip G (see figure 3 ). Therefore
where
Remark. Note that, unlike identity (2.2), equality (3.1) has an extra repelling condition between the paths P 1 and P n , namely
Remark. Again, if the weights {ω(e)} e∈E are transition probabilities of a Markov chain X, the identity in theorem 3.1 says that the RHS of (3.1) is nonnegative, and furthermore, is equal to the probability that n independent trajectories X 1 , ..., X n of the Markov process X, starting at a 1 , ..., a n , respectively, will hit the boundary ∂Γ for the first time at the vertices b 1 , ..., b n , respectively, and the trajectories satisfy the non-intersection condition X j ∩LE(X j−1 ) = ∅, for all 1 < j ≤ n, and
Proof of theorem 3.1. We will give a sign-reversing involution on the set of summands on the right hand side of (3.1) which violate the condition P j ∩LE(P i ) = ∅, for all 1 ≤ i < j ≤ n, and (3.2)
Then, the sum of all of these terms will vanish and the sum of the remaining terms, the ones which satisfy (3.2), will be simplified to the desired expression.
The sign-reversing involution is as follows. For n ≥ 2, let σ ∈ S n and k i , 1 ≤ i ≤ n, integers such that k 1 + k 2 + ... + k n = 0. Consider then a family of paths P ∈ H(a, S k b σ ) violating the condition (3.2). We will construct a new family of pathsP ∈ H(a, Skbσ), withσ ∈ S n andk 1 +k 2 + ... +k n = 0, that also violates the condition (3.2), and satisfes ω(P) = ω(P) and sgn(σ) = −sgn(σ). The construction of the new familyP is an application of Fomin's loop-erased switching over the paths
Moreover, this construction will also ensure that the corresponding mapping from P toP is one-to-one, as desired.
To make the notation simpler, let us denote the vertex a 0 := Sa n and the corresponding path starting at Sa n by P 0 := SP n . As suggested in the proof of theorem 6.1 in [2] , choose indexes i ′ and j ′ as follows. Since the family P ∈ H(a, S k b σ ) violates (3.2), the set of indexes 0 ≤ i < j ≤ n such that P j ∩LE(P i ) = ∅ is not empty, therefore, let 0 ≤ i ′ < n the minimum among those indexes and consider the path LE(P i ′ ). Along the latter path, choose a vertex v ′ and index j ′ in the following way: -Along the vertex sequence of the path LE(P i ′ ), choose v ′ as the 'closest' intersection vertex to the starting vertex a i ′ .
-Now consider the set of indexes {j :
, and let j ′ the minimum of this set.
We have two different scenarios, depending on weather P i ′ is the path SP n or not. If i ′ = 0 (and P i ′ is not the path SP n ) let us perform the usual loop-erased switching over the paths P i ′ and P j ′ at the vertex v ′ , that is, we partition the latter according to the description in section 2.2, and create new paths
For the remaining paths
are the vector k and permutation σ with the entries i ′ and j ′ interchanged, respectively. Note that the sum of the entries ofk is zero as desired and sgn(σ) = −sgn(σ). Moreover, the familyP also violates the condition (3.2) since the pathsP i ′ andP j ′ share the vertex v ′ and the weights are preserved ω(P) = ω(P).
In the second case, when i ′ = 0, a more careful selection of paths is needed. Perform the loop-erase switching over the paths SP n and P j ′ according to Fomin's rules
: : : Figure 4 . Loop-erased switching over the paths P 1 and SP n .
and create the two new paths
(see figure 4) . The rest of the paths remain invariant,P i := P i for i / ∈ {n, j ′ }. Thus,
Note again that the sum of the entries ofk is zero and sgn(σ) = −sgn(σ), moreover, since the weight ω is invariant under horizontal translations, ω(P) = ω(P). We only need to show that the familyP violates the condition (3.2) as well, but this is clearly the case since the pathsP j ′ and LE(SP n ) intersect at the vertex v ′ , that is
In both cases, applying the loop-erased switching to the familyP, we recover the original family P, so the corresponding map from P toP is an involution on the set of paths that violate (3.2). Moreover, since sgn(σ)ω(P) = −sgn(σ)ω(P), the sum of all these terms vanish on the right hand side of (3.1), and the total sum is σ∈Sn ki∈Z k1+k2+...+kn=0
Finally, in the expression above, if a family P ∈ H + (a, S k b σ ) satisfies (3.2), the loop-erased parts LE(P j ), 1 ≤ j ≤ n, are pairwise disjoint and then σ must be the identity permutation and k 1 = k 2 = ... = k n = 0, as required. Then, the condition (3.2) can be simplified to the one in the left hand side of (3.1).
Projections onto the cylinder.
Corollary 3.2. In the context of theorem 3.1, by summing up in (3.1) over all the weights of all families of paths P = (P 1 , ..., P n ) starting at a = (a 1 , ..., a n ), and ending at all possible translations of b = (b 1 , ..., b n ) by S m , m ∈ Z, we obtain
4)
n is a complex root of unity, then the RHS can be expressed as the sum of n determinants:
Proof. Using the identity (3.1) and summing up over all the weights as indicated in the statement of the corollary, the left hand side of (3.4) takes the form m∈Z σ∈Sn ki∈Z k1+k2+...+kn=0
which, in turn, can be easily simplified to the desired expression. For the second part, note that if η = e i 2π n is a complex root of unity, then we can eliminate the condition n i=1 k i = 0 mod n by using the identity 1 n
Then, the RHS of (3.4) can be written as
and the latter as
which is (3.5). [ℓ](k) = k − ℓ, mod n, in {1, ..., n}; and let a = (a 1 , ..., a n ) and b = (b 1 , b 2 , ..., b n ) be the vectors of vertices of theorem 3.1. For each [ℓ] ∈ S n , ℓ = 0, ..., n − 1, define the n-tuple:
We have the following
In particular, if the weight function ω is nonnegative, then the above determinant is non-negative.
Proof. Let G(a, b) denote the left hand side of (3.4), for each ℓ = 0, ..., n − 1, a simple calculation shows that
is the complex root of unity of corollary 3.2. Therefore, the left hand side of (3.7) can be expressed as
which is a sum of n determinants. ℓ for all ℓ = 0, ..., n − 1 and
The above sum is 1 if and only if n 2 − u = 0 mod n, and zero otherwise. The only remaining determinant is then u = n 2 , and therefore ζ = η u = −1, which concludes the proof. ending atb = ([j], N ), for i, j ∈ {0, ..., M − 1}, and with all internal vertices lying inG \ ∂G, can be seen as the image of a path P in the strip
, and a unique k ∈ Z. The integer k is usually called the offset of the pathP (see figure 5) . As the weight function ω defined on the strip G is invariant under the translation S, the pathP inherits the weights ω(P ) := ω(P ), wheneverP is the projection of P ∈ H + (S ℓ a, S ℓ+k b). Let C + (ã,b) be the set of all paths in the cylinderG of positive length, starting atã ∈G and ending atb ∈ ∂G, with all internal vertices inG \ ∂G. Similarly, define C + (ã,b) for families of paths starting atã = (ã 1 , ...,ã n ) and ending at b = (b 1 , ...,b n ). Following [4] , for each pathP ∈ C + (ã,b) of offset k ∈ Z, define the new weights
where ζ is a formal variable andP the projection of P ∈ H + (S ℓ a, S ℓ+k b).
Theorem 3.4. As in theorem 3.1, consider integers 0 ≤ i n < i n−1 < ... < i 1 < M and 0 ≤ j n < j n−1 < ... < j 1 < M . Define two n-tuples of vertices in the cylinderG asã
For a family of pathsP = (P 1 ,P 2 , ...,P n ) inG, state the non-intersecting conditioñ (1) , ...,b σ(n) ) for σ ∈ S n , we have the following
, (3.9) Figure 6 . Hexagonal lattice
if n is even.
In particular, the determinant is non-negative if the weight function is non-negative.
Remark. If we write h(a, b) = P ∈H + (a,b) ω(P ), the right hand side of (3.9) can be written as the determinant
, (3.10) and we recover the right hand side of identity (3.7).
Proof of theorem 3.4. If the number of paths n is odd, then ω ζ =ω and the assertion in (3.9) is a direct application of Fomin's identity (theorem 2.1), according to the weight functionω.
If n is even, denote by σ = [ℓ] the cyclic permutation shifted by ℓ = 0, 1, ..., n−1, we see that sgn([ℓ]) = (−1)
ℓ . By Fomin's identity, we know that the right hand side of (3.9) is equal to σ cyclic sgn(σ)
Now, since ω ζ (P ) = (−1) kω (P ), where k is the offset of the pathP , the sum above can be expressed as
where k ′ is an integer (that depends onP). As n is even, the negative signs on the above sum cancel each other, and we are done.
More general lattices, Gessel-Zeilberger formula.
The results of this section were formulated for the square lattice but are of course equally valid for more general lattices with appropriate symmetry, for example the hexagonal lattice shown in figure 6 .
In the acyclic case, theorem 3.1 agrees with the Gessel-Zeilberger formula [7] . We note that in this context, the identities (3.9) and (3.7) give a direct connection between the Gessel-Zeilberger formula, for counting paths in alcoves, and the KarlinMcGregor formula [13] for counting non-intersecting paths on a discrete circle; this answers positively a question of Fulmek [4] , where the problem of finding such a direct connection was posed as an open question. Moreover, in the continuous case, it also shows that the Karlin-McGregor (for n odd) and Liechty-Wang (for n even) formulas [13, 20] for the transition probability density of n non-intersecting Brownian motions on the circle, can be obtained directly from the one of HobsonWerner [10] , which is a continuous version of the Gessel-Zeilberger formula (see section 5.1 below).
Finally, the remark after theorem 3.4 implies that the left hand sides of (3.9) and (3.7) are equal, which is not immediately obvious from the definitions. It would be interesting to have a direct combinatorial proof of this identity.
Connections to random matrix theory
If we take the weights {ω(e)} e∈E to be transition probabilities of a timehomogeneous Markov chain, then we can also consider diffusion scaling limits. The RHS in both corollary 2.2 and proposition 3.3 continues to make sense when h(x, y) is the hitting distribution of a diffusion in a suitable planar domain. This idea is discussed in [2] where some examples for planar Brownian motion are described in detail. (See also [15] [16] [17] and references therein.) In this section, we revisit these examples and point out some natural connections to random matrices. In section 5 we will consider a new example, which is based on the affine version of Fomin's identity, theorem 3.1, and show that this is also related in a natural way to random matrices.
As a warm up, we recall a well known connection between non-intersecting Brownian motions in one dimension and the Gaussian orthogonal ensemble (GOE).
Non-intersecting Brownian motions and the GOE.
Consider a system of n independent one-dimensional particles in Brownian motion conditioned not to collide up to time t > 0, starting at positions x n < x n−1 < ... < x 1 , respectively. This is the n-dimensional Brownian motion conditioned to stay in the Weyl chamber C = {x ∈ R n : x n < x n−1 < ... < x 1 } up to time t > 0, and whose (unnormalised) density at time t is given by [13] 
.
Note that (4.1) can also be seen as a continuous version of corollary 2.2 in the acyclic case, for the trace of n independent one-dimensional Brownian motions in the vertical strip Ω = {(x, y) ∈ R 2 : y ∈ R, 0 ≤ x ≤ t}, with p t (x i , y i ) the corresponding hitting probabilities. Let M t,x be the normalisation constant for (4.1) Positive quadrant a)
Half upper disk c) Strip b) Figure 7 . Domains.
Using lemma A.1, the asymptotics of this density, when x → 0 ∈ ∂C, are given by
This agrees with the joint density of the eigenvalues of an n × n GOE random matrix with variance parameter t [3, 22] .
4.2.
Brownian motion in the positive quadrant. Let us identify R 2 ∼ = C and consider the domain
This time, B will be a planar Brownian motion in Ω, with normal reflection on the positive x-axis and killed when it first hits the positive y-axis. For the Brownian motion B, starting at a positive x ∈ R at time t = 0, the density of the first hitting point y = iy, y ≥ 0, is given by the Cauchy density
, y ≥ 0.
Let us define
where D = {x ∈ R n : 0 < x n < x n−1 < ... < x 1 }.
We can think of H as the continuous analogue of (2.2). The function H is positive and a Cauchy determinant, and therefore
Regarded as a probability density on D, we can consider the normalised densitỹ
Fix a real number t > 0 and consider 0 < ε < t, we have that for all x ∈ D such that |x i − t| < ε, 1 ≤ i ≤ n, and for all y ∈ D
The function on the right hand side is integrable over D, which can be verified by using the relation
and the latter function is integrable over the compact domain (see section 4.4):
{θ ∈ R n : 0 < θ 1 < θ 2 < ... < θ n < π}.
Therefore, by the dominated converge theorem, when the n starting points x 1 , x 2 , ..., x n approach to the common point t > 0, along the x-half positive axis, the asymptotics ofH(x, y) can be easily computed from the expression (4.2):
where M t is the corresponding normalisation constant. In particular, when t = 1, the above density takes the form 1
which is a Cauchy-type ensemble on the positive half-line [3, 26] .
The positive quadrant Ω can be conformally mapped onto the domains
(see figure 7) . Since planar Brownian motion is invariant under conformal transformations, now we can consider a system of n planar Brownian motions in the domains Ω ′ and Ω ′′ ; the distribution of the n hitting points will now be supported in the real line and the upper half circle, respectively. We describe these examples below.
4.3. Brownian motion in a strip. As we explained before, planar Brownian motion in the positive quadrant Ω can be conformally mapped to the strip
The transformed path is again a planar Brownian motion now constrained to live in Ω ′ , starting at a point x ∈ R on the x-axis (which is reflecting) and stopped until it hits the boundary Im(z) = t. If the process starts at a point x, x ∈ R, and first hits the boundary at y := y + it, y ∈ R, then using the conformal invariance property of planar Brownian motion, standard computations give the formula for the hitting density
By analogy with corollary 2.2, define the function
It is well known that the function H t is positive, see [12] , moreover
Consider the normalised densitỹ
Let ε > 0, we have that for all x ∈ C such that |x i | < ε, 1 ≤ i ≤ n, and for all
where c = e πε/2t . As in the previous example, the function on the right hand side above is integrable over C, which can be verified by the mapping
Therefore, by the dominated convergence theorem, for any t > 0 and y ∈ C, it holds lim x∈C x→0H
where M t is the corresponding normalisation constant.
4.4.
Brownian motion in the half unit disk. The image of the positive quadrant Ω through the conformal map f (z) = z−1 z+1 gives the upper half unit disk Ω ′′ = {z ∈ C : |z| ≤ 1, Im(z) ≥ 0}.
The Brownian motion B in Ω ′′ reflects in the x-axis and stops once it reaches the boundary |z| = 1. The hitting density for this process, starting at a point x ∈ R, |x| < 1, and stopped until it hits the point z = e iθ , 0 < θ < π, is given by the well known formula
1 − 2x cos θ + x 2 , 0 < θ < π. As before, consider the function
The function H(x, θ) is positive and can be expressed as
Consequently, the normalised densitỹ
takes the formH
therefore, by the bounded convergence theorem, for any θ ∈ Θ, it holds lim x∈N x→0H
is the normalisation constant.
Circular ensembles
The main result of this section is proposition 5.1, where we consider the asymptotics of the 'conditioned' hitting measure for n independent Brownian motions constrained to live in an annulus centered at the origin. We will see that, in a certain limit, this is given by the pdf of the COE ensemble. As a warm up, let us describe first the case of n linear Brownian motions on the unit circle T, killed when any pair collide, as studied by Hobson and Werner [10] .
5.1. Brownian motion on the unit circle. Here, the Brownian motions on T are given by
where B 1 , B 2 , ..., B n are n independent Brownian motions on the real line. As pointed out by D. Hobson and W. Werner, the above problem can be approached by considering the exit time of the n-dimensional Brownian motion B = (B 1 , B 2 , ..., B n ) of the domainÃ n := {ν ∈ R n : ν n < ν n−1 < ... < ν 2 < ν 1 < ν n + 2π}.
The transition density of the Brownian motion B killed at its first exit fromÃ n , is given by (see [10] )
where θ = (θ 1 , ..., θ n ) ∈Ã n , ν = (ν 1 , ..., ν n ) ∈Ã n , and
is the normal density with mean x and variance t. By summing up in (5.1) over all the images of ν = (ν 1 , ..., ν n ) ∈Ã n under translations of 2π, we obtain the transition density of n Brownian motions on the circle, killed when any two of them collide:
where e iθ = (e iθ1 , ..., e iθn ) ∈ T n , e iν = (e iν1 , ..., e iνn ) ∈ T n , and θ, ν ∈ C =Ã n ∩ {ν ∈ R n : −π ≤ ν n < π}.
n is a complex root of unity, we can eliminate the condition k 1 + k 2 + ... + k n = 0, mod n, by using the identity
and therefore the function q * t (e iθ , e iν ) can be rewritten as
For each e iν ∈ T n , ν ∈ C, consider the n different cyclic permutations of the vector e iν , with arguments in C:
is the shift by ℓ = 0, 1, ..., n − 1, it holds that
Therefore, as in the proof of proposition 3.3, we obtain
In particular, we recover the Karlin-McGregor (for n odd) and Liechty-Wang (for n even) determinant formulas [13, 20] , for the transition density of n indistinguishable non-intersecting Brownian motions on the circle. Let H t (e iθ , e iν ) denote the transition density (5.3). We now consider the normalised densityH
Using the Poisson summation formula for each entry of H t (e iθ , e iν ), the latter can be expressed as
where k = (k 1 , ..., k n ) and
x = 0 if n is odd and x = 1/2 if n is even. Note that over all sequences of integers
and the minimum is attained uniquely at
where Q t (θ, ν) satisfies
and then, it is straightforward to check that Q t = o(1) uniformly in θ and ν, as t → ∞. Furthermore, the normalised densityH t (e iθ , e iν ) can be written as
For each fixed θ ∈ C,
, ∀ ν ∈ C, and, moreover, for all t > T , T large enough:
Therefore, by the bounded convergence theorem, for any θ, ν ∈ C, it holds that lim t→∞H t (e iθ , e iν ) = 1
where M is a normalisation constant; this is the eigenvalue density of the circular orthogonal ensemble (COE), defined on C. For the last equality, see [22, p208] . Consider the Brownian motion B in Ω, with normal reflection on the inner circle of radius r, and killed when it first hits the unit circle. The conformal invariance of Brownian motion in the plane allows us to see the trajectories of B as the conformal image of a Brownian motion β in the horizontal strip
with normal reflection on the real axis and absorbing boundary Im(z) = | log r|, see figure 8 . Using the formula (4.4), the distribution of the hitting point of the process β in Ω ′ , if started at θ ∈ R, has the density
For clarity, we will drop the suffix | log r| and simply write h = h | log r| . Let C =Ã n ∩ {ν ∈ R n : −π ≤ ν n < π},
as in the previous example, and let η = e i 2π n be the n th root of unity. By analogy with (3.7), define, for θ, ν ∈ C, if n is even. As the planar Brownian motion in Ω ′ can be approximated by simple random walk in the lattice strip of theorem 3.1, by proposition 3.3 and theorem 3.4 we expect the function H * r (e iθ , e iν ) to be positive; moreover, it can be interpreted (informally)
as the hitting density on the boundary |z| = 1 for a system of n independent planar Brownian motions in the annulus Ω, killed when they first hit the boundary |z| = 1, and constrained to satisfy
We remark that it is not straightforward to make this interpretation precise, but there are ways of doing so using the theory of SLE [17, 27] .
One can easily check that Q ′ t = o(1) uniformly in θ and ν, as r → 0. Then, as in section 5.1, the bounded convergence theorem implies that, for each θ, ν ∈ C lim r→0H a r (e iθ , e iν ) = 1
For the last identity, see [22, p208] ).
Appendix A. Lemma A.1. Let h i , 1 ≤ i ≤ n, be functions which are (complex) analytic at x. Let x = (x, ..., x) and y = (y 1 , . . . , y n ). Then , where C = n−1 j=1 1 j! . Proof. By the Weierstrass preparation theorem, it suffices to prove the statement for y = x ε with ε → 0, where x ε = x + εδ, ε > 0, δ = (n − 1, n − 2, ..., 0).
The statement now follows from arguments presented, for example, in [25] . This is given as follows. Define the difference operator D with increment ε by Note that the matrix in the middle is lower triangular, so its determinant is the product of its diagonal entries and therefore
= det (h j (x + (k − 1)ε)) n k,j=1 . As a consequence, we obtain the following identity: Therefore, applying the Poisson summation formula to the right hand side of (A.2), we obtain 1 2| log r| k∈Z e i2πxkf (k) = 1 2| log r| k∈Z f (x + k) = 1 2π k∈Z sech(| log r| (x + k))e −i(ν−θ)(x+k) .
