ABSTRACT DNA computing proposed by Adelman is new biotechnology which provides a new way to solve NP-hard problem. It has a promising future and successful results of various applications. DNA codes design is a significant step in DNA computing. Therefore, reliable DNA codes design not only can avoid non-specific hybridization between a code and its Watson-Crick complement but also can improve the efficiency of DNA computing. In this paper, a new algorithm is proposed to design reliable DNA codes. This algorithm combines the Bat algorithm and PSO algorithm. Fast nondominated sorting is used to assign a rank for codes. Thus, it is called BPSON for short. A bat algorithm is used to overcome PSO fall into the local optimal solution and enhance global search ability. In addition, for the purpose of verifying the effectiveness of our algorithm, the performance of BPSON is compared with the previous works. The experimental results show that codes obtained by our algorithm can avoid the appearance of secondary structure, which is beneficial to the specific hybridization among codes and has better thermodynamic properties. The results show that our algorithm can provide optimal codes for DNA computing.
I. INTRODUCTION
DNA computing is a parallel computing model based on DNA molecule. The core reaction of DNA computing is the hybridization reaction between DNA molecules. The accuracy of the reaction between molecules directly affects the results of DNA computing [1] , [2] . DNA computing has the main advantages of high parallelism, massive information storage and low energy consumption [3] . Usually, DNA computing mainly includes three steps: firstly, the problem to be solved is mapped to a set of DNA molecules; second, carry out various biochemical reaction such as hybridization, connection, extension to generate possible solution space; finally, using PCR reaction to separate and read solution.
DNA codes design is a minimum optimization problem. The purpose of codes problem research in DNA computing is to obtain lower value of measure standards. The smaller value of measure standards, the better quality of the codes.
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Therefore, it is optimal codes. Optimal codes can reduce the probability of false hybridization as much as possible in the biochemical reaction process and improve the efficiency and reliability of DNA computing. DNA codes design is a vital step in DNA computing and it has a wide range of applications in bioinformatics research, such as DNA nanotechnology [4] , DNA storage systems [5] , DNA images encryption [6] , DNA barcode [7] . Hybridization between a DNA code and its complement code is a significant step of DNA computing [8] . However, undesired hybridization often causes false computing. For this purpose, DNA codes need to be designed cautiously. In the next 10 years, although it is a promising computing model that can replace transistors and silicon-based computers, it has many technical shortcomings to overcome. In fact, when these technical problems are solved, it will become a significant area of computer engineering. Incorrect reactions are primarily false hybridizations. There are two types of false hybridization [9] , [10] . One is the false positive, that is, a DNA molecule that is not fully complementary hybridizes under appropriate conditions VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ to form a double-stranded molecule; the other is the false negative, that is, a completely complementary DNA molecule does not hybridize during the course of the reaction for various reasons. To solve these shortcomings, many people devoted to improve the validity of DNA computing. An effective way is to design reliable DNA codes. The aim of design DNA codes is to reduce the false hybridization of DNA computing.
In order to achieve this aim, different algorithms are used to design DNA codes. Deep Learning [11] is very popular today, but it is used less in this area. The mainstream method of designing DNA codes is mainly intelligent computing. The simplest and most representative algorithm is exhaustive methods and random search algorithms [12] , [13] , but they are not very efficient because of using a lot of computer resources. Template mapping strategies [14] , [15] were used to select dissimilar codes among numerous DNA codes. A directed graph is used by Feldkamp to design DNA codes [16] . In this method, graph nodes represent the basic chain, where each node has four chains, which can be shown as successors in a longer codes. Tanaka uses simulated annealing to generate DNA codes [17] . This method combined different constraints into a fitness function to find a reliable solution. Different from above algorithms, some evolutionary algorithms. [18] have been widely used recently. For example, genetic algorithms are often used to design DNA codes because of their simplicity [19] , [20] and the fitness function takes Hamming distance into account. Zhang proposed an iterative genetic search to design codes in a DNA computing environment [21] . Arita combines similarity, H-measure, Hamming distance, and GC content as constraints of genetic algorithms [22] . Shin proposed a multi-objective evolutionary algorithm based on six constraints and improved the algorithm [23] , [24] . The constraints are melting temperature and GC content, taking H-measure, continuity and Hairpin as the objective function. Other research work also considered different constraints, but they eventually turned the multiobjective problem into a single-objective problem by adding weights. Thus, Xu et al. [25] and Cui and Li [26] used a hybrid strategy to combine genetic algorithm and particle swarm optimization together as a solution to solve the multi-objective optimization problem of DNA codes design. Khalid et al. [27] uses PSO again to minimize the constraint H-measure. Kurniawan et al. [28] , [29] used the ant colony optimization system to solve the single objective problem. On the other side, Shin et al. [24] used a multiobjective NSGA-II algorithm, they took several constraints into account and the results were fairly well, so our study used it as a comparison. Wang et al. [30] proposed INSGA-II to design DNA codes according to the standard NSGA-II. This novel algorithm introduces a constraint in the process of non-dominated sorting, compared with other algorithmic performances. This algorithm performs better. In any case, the above related work confirms the applicability of evolutionary methods.
In this paper, a hybrid bat algorithm based on fast nondominated sorting was proposed to optimize DNA codes. The bat algorithm is a new bio-heuristic intelligent optimization algorithm proposed by Yang [31] . It simulates the echolocation behavior of bats in nature, constantly adjusting the search frequency during the search process, and speeding up the convergence speed of the algorithm. At the same time, the bat individual coordinates the exploration and mining of the algorithm by adjusting the variation of the acoustic pulse frequency and the impulse loudness, which enhances the search ability and robustness of the algorithm. Since its introduction, the bat algorithm has attracted the attention of many scholars. The standard bat algorithm has many advantages, such as simple and easy to implement model, potential parallelism and distributed, which can more flexibly balance the mining and exploration of the algorithm, and the convergence speed is fast. In our study, we use a hybrid strategy to mix the bat algorithm with the particle swarm optimization algorithm, and use the fast non-dominated sorting to calculate and rank the fitness of the codes. We make full use of the better global optimization ability of the bat algorithm to avoid the particle swarm optimization algorithm falling into the local optimal solution in the later stage, thus enhancing the diversity of the population and having strong global optimization ability. Our algorithm obtains a relatively stable melting temperature, and our algorithm obtains a small continuity, hairpin, similarity and free energy compared to the reference. In general, by comparison we can find that our proposed algorithm outperforms other algorithms.
The rest of the paper is structured as follows: In the second part, the constraints that DNA codes must be satisfied and the multi-objective formula are described. The third part describes the related heuristic optimization algorithm. The fourth part is the analysis of the results. The final part is the summary of this paper.
II. DNA CODES DESIGN
DNA codes design usually takes many constraints into account. So, it is a multi-objective optimization problem. The traditional way to deal with multi-objective problems is to assign different constraints to certain weights and then add them to a single objective problem. But this method is too subjective in the selection of weights. Therefore, this paper adopts the method of fast non-dominated sorting of classical algorithms for dealing with multi-objective problems. Generally speaking, the more constraints are considered, the more reliable the codes is obtained, but the inclusion of a large number of constraints is computationally impractical and some constraints overlap each other. Therefore, in this paper, we have selected six biochemical standards as constraints. They are continuity, hairpin structure, H-measure, similarity, melting temperature, GC content. Low Similarity and H-measure can avoid non-specific hybridization, low continuity and hairpin structure can avoid undesired secondary structure, fixed GC content and melting temperature can maintain stable thermodynamic properties [24] .
A. CONTINUITY
Continuity represents the same bases continuous appear in an oligonucleotide. This constraint usually given a threshold, if the number of continuous same bases bigger than given threshold, we take it for violating continuity constraints [32] . For instance, assume that 4 is the threshold, a code CCATTCGCTCCCCC, the third part with underline contains 5 bases C, violates the continuity threshold. The mathematical formula is:
Continuity
where i denotes a DNA code from DNA codes set and n is the number of codes in the DNA set . Letter t is the continuity threshold, l is the total number of bases in x.
B. HAIRPIN
In an oligonucleotide DNA molecule self-hybridization formed Hairpin structure. It mainly studies the probability that a DNA code can produce a secondary structure. We assumed that the hairpin has a loop and a stem, a loop contains at least R min bases and a stem contains P min bases pairs. The formula (3) and (4) consider that in a code x the hairpin stem having the r base loop and the p base pair is formed at the position i. The mathematical expression [32] is:
Hairpin
where n is the number of codes in the DNA set , pinlen (p, r, i) = min(p + i,l − r − i − p) indicates the number of possible bases required to form a hairpin at centre p + i + r/2. bp x p+i+j , x p+i+j+r is equal to 1 if x p+i+j and x p+i+j+r are complementary bases and 0 otherwise.
C. SIMILARITY
This constraint mainly refers to the similarity degree of two codes and the similarity degree of shift position of two given codes in the same direction. It primarily is aimed to make each code not similar with other code. It generally is divided into two aspects: Continuous and discontinuous similarities. For example, AGTGTAATGGGG andACGCCTATGGGA have the same continuity 5 from the 7th base to the 11th base is subcode ATGGG. The discontinuous similarity is 6. The mathematical definition of this measurement [33] is:
where i and j are parallel DNA codes in , n is the number of codes in the DNA set . In addition , Sim( i j ) is divided into two terms. One is for the overall discrete discontinuous similarity, and the other is the penalty for the continuous common subcode. Formula as following:
where shift indicates that the code y is offset by bases of i, and (-) represents a gap , 0 ≤ g ≤ −3, the code length represented by letter l and |i| ≤ l.
where the value of s disc is between 0 and 1; s cont is an integer between 1 and l; ceq(x, y, i) measures the length of a continuous common subcode starting from the ith base of code x. If x i = y i , eq(x i , y i ) is equal to 1, otherwise equal to 0. Finally, if i > j, T(i, j) is equal to i, otherwise is 0.
D. H-MEASURE
H-measure is used to avoid cross-hybridization between codes. It is a very important constraint. H-measure is used to calculate how many nucleotides are complementary between the codes in a set. The mathematical definition is described in Eq. (9) . (9) where i and j are anti-parallel codes. We use letter n to indicate the number of codes which are in the set . Moreover, there are two parts about H-measure. One is the penalty for the continuous complementary region and the other for the overall complementarily. The measure is:
where shift denotes a shift of i bases in a code y. Symbol (-) denotes a gap, |i| ≤ l, and 0 ≤ g ≤ l − 3.l denotes the length of codes. y(−) g y denotes g gaps between code y and its complement code.
In the above formula, H disc is a real value between 0 and 1; H cont is an integer between 1 and l; cbp(x, y, i) denotes the length of continuous base from the position of i of code x; bp(x i , y i ) is equal to 1 if x i =ȳ i and equal to 0 otherwise. Finally, if i>j T(i,j) = i and 0 otherwise.
E. GC CONTENT
This constraint study the percentage of bases C and G in an oligonucleotide. It is one of the thermodynamic properties. For example, code CC TTAGAACGTCTCGAGCTT the GC% is 50%. Since GC contains three hydrogen bonds and AT contains two hydrogen bonds, the base pair releases more energy when the GC is destroyed. Therefore, the level of GC indirectly affects the melting temperature.
F. MELTING TEMPERATURE
Melting temperature of a DNA is a significant parameter of Primer. During the denaturation of DNA molecules, the double-stranded DNA molecules undergo physical changes. The process of double-stranded into a single-strand will release the temperature, and the temperature released by half of the molecules will become the melting temperature. There are many ways to calculate the melting temperature, and GC% technology [34] and the nearest neighbor model [35] are widely used. In our research work, we use the nearest neighbor model to calculate the melting temperature.
G. FREE ENERGY
It is used to predict thermodynamic properties of DNA precisely for molecular biology experiments. Free energy constraint is mainly used to check stability of hybridization between two codes. In this paper, we used nearest neighbor model [35] to calculate Free energy for DNA codes. The formula of Free energy as following:
H. OTHER RECOMMENDATIONS
DNA codes design problem is a multiobjective optimization problem using our proposed BPSON Algorithm. It needs to consider four objects are similarities, H-measure, continuity and hairpin structure and two constraints (melting temperature and GC content).The formula is expressed as follows:
, where i {continuity, hairpin, H − measure, similarity} subject to the constraints : T m and GC content (14)
III. DESCRIPTION OF THE ALGORITHMS A. BAT ALGORITHM
The Bat Algorithm is a new intelligent optimization algorithm founded by Xin-she Yang in 2010. [31] . It simulates the echolocation behavior of bats in nature. They use echolocation methods to capture prey or avoid obstacles. Bats produce a very loud sound wave when flying, and constantly receive sound waves reflected from around the object. The pulse from the bat is related to the hunting strategy, which also depends on the species. Most bats emit a different frequency of sound waves while scanning, while others use only constant frequencies, and their sound frequency depends on the type of bat. The behavior of bats that emit sonic pulses can be defined as an optimized form of the objective function, inspired by this principle to produce the bat algorithm. It uses the ultrasonic features of the miniature bat to develop a new heuristic algorithm, the bat algorithm, which is based on the following ideal rules:
(1) All bats judge the difference between food and obstacles using the method of echolocation;
(2) Each bat at the position x i performs a random flight at the speed v i and takes a different wavelength (or frequency f i ) and a sound intensity A i to search for the prey. They automatically adjust the wavelength (or frequency) of the emitted pulse according to the degree of proximity to the target; (3) Although the pulse loudness varies differently in different forms, it is assumed here that the loudness decreases as the algebra increases, from the maximum value A max to the minimum value A min .
In addition to the above guidelines, for the sake of simplicity, some approximations are used in the bat algorithm, such as the range of the frequency f is [f min , f max ], and the range of the corresponding wavelength is [λ min , λ max ]. This adjusts the range of the search by adjusting the frequency to search for the area of interest. Let the definition domain be the D-dimensional search space. At t + 1, the speed and position update method of bat i is: respectively represent the location bat ith individual at t and t + 1; x * represents the global optimal position. The frequency f i is the pulse frequency of the bat individual i during the search, which is defined as follows:
where β is a number between [0, 1], f min is the lower and f max is the upper limits of the pulse frequency. In order to make the algorithm have better search performance, the bat algorithm designed the following local search methods:
where ε is a random number between [−1, 1] and A t is the average loudness of the bat at time t. It is known from the biological knowledge that the vocal pulse emitted by the bat in the early stage of searching for prey has a strong sound intensity and a high frequency, which can be searched in a large range. When the prey is found, the pulse intensity is reduced. Increase the pulse frequency to more accurately locate the prey position. (19) and (20) are used to simulate this search process.
where r 0 i is the maximum pulse frequency, r t+1 i is the pulse frequency of the bat at time t + 1; A t i , A t+1 i are the pulse sound strengths emitted at times t and t + 1, respectively; γ and α are the pulse frequency increase coefficient and the pulse loudness attenuation coefficient, respectively, which are constants greater than zero.
B. PARTICLE SWARM OPTIMIZATION ALGORITHM
Kennedy and Eberhart proposed PSO algorithm in 1995 [36] , [37] . The idea of this algorithm is inspired by the behavior of birds. By studying the collective behavior of birds, researchers find that there is an information sharing mechanism among bird populations, which is the basis for the formation of PSO algorithm. A particle is a solution to a solution space. The best position for each particle is the best solution for the particle. The best position of the entire population is the global optimal solution of the algorithm. We use pBest to represent the best solution for a particle and gBest to represent global optimal solution. Fitness function can be used to measure the quality of particles. Each particle generates a new generation of population by constantly updating pBeat and gBest. N is the population size, X i represents the position of ith (i = 1, 2, . . . , N) particle, and pBest [i] represents the best optimal solution of individual i. V i is the velocity. The index of the best particles in the group is represented by the symbol g, according to formula. [38] position and velocity is updated:
where the learning factors are c1 and c2; two random numbers respectively are represented by rand and Rand ; inertia weight is represented by the letter w. The formula consists of three parts. The first part is the current state of the particle, mainly previous speed. It can balance search ability between local and global search; We usually call the second part the cognitive part, it can avoid local optimal and enhance global optimization ability; The social part is the last part about information sharing. The three parts work together to achieve the best position.
C. FAST NON-DOMINATED SORT
It is currently considered to be the most efficient to deal with multi-objective problems is NSGA-II with elite strategy [39] . The core of the algorithm is the fast non-dominated sorting strategy. The algorithm reduces the problem to a fitness function by non-dominated classification. The basic idea of the algorithm is to randomly initialize a population with a size of N. After a series of genetic operations, the next generation of subpopulations is obtained, and the subpopulations are merged with the parent population, and the combined individuals are used as the second generation population. The population is once again subjected to fast non-dominated sorting, and the same sorted individuals in the fast non-dominated sorting are ranked by crowding degree. The next generation of individual is determined according to the sort order and the degree of crowding of the population.
The process of fast non-dominated sorting is elaborating as following: Each individual p needs to be defined with two attributes: the number of n p that dominates the individual p in the population P t and the set S p consisting of all individuals p dominated. Where p is a random integer that does not exceed the size of the population. First, initialize n p = 0, S p = ∅. Next, traverse all individuals in the population and calculate n p and S p for each individual. The specific calculation method is as follows: suppose p, q are any two individuals in the population. If p dominates q, then S P = S p ∪{q}, n q = n q +1; if q dominates p, then S q = S q ∪{p}, n p = n p + 1. Then, the n p and S p results obtained by the calculation are layered, the non-dominated layer number is initialized to 1. First, find all individuals with n p = 0 in the population, remove them from P t and divide them into the set of current non-dominated hierarchical on the non-dominated sorting hierarchy; then the n p value of the corresponding individual S p in these individuals is subtracted by 1 and the hierarchical ordinal number is recursively increased by 1. This is repeated until all individuals are divided into non-dominant sets.
This paper determines the pros and cons of individuals based on the division of non-dominated ranks, and assigns ranks to non-dominated solutions. Individuals with higher ranks are superior to individuals with lower ranks. In this paper, the Sigmoid activation function of artificial neural network [40] is used to assign fitness. The individual fitness formula is as follows:
where r(i) is the number of ranks the individual has assigned in the population and R is the maximum number of ranks of the current population.
D. BPSON ALGORITHM
This paper proposes a BPSON algorithm combined Bat algorithm and particle swarm optimization algorithm together, using fast non-dominated sorting to optimize DNA codes. The bat algorithm is more suitable for dealing with low-dimensional problems [41] . In order to make up for the shortcomings of this algorithm, this paper will combine the bat algorithm and the particle swarm algorithm together to make the bat algorithm able to deal with higher dimensional problems. However, parameters of a standard PSO decide its performance and it's easy to get caught up in local optimization [42] . The resulting solution also has some random features. Our proposed algorithm can avoid these problems. In the early, PSO was used to optimize the DNA codes obtained from the initial population, and then the VOLUME 7, 2019
bat algorithm was used to further optimize or abandon the codes that not satisfied continuity, hairpin, H-measure and similarity. The frequency adjustment mechanism of the bat algorithm can increase population diversity and have better global optimization ability. This algorithm firstly uses the particle swarm optimization algorithm to search the initial population to obtain the optimal codes set; Secondly, the fitness calculation and ordering of the optimal codes obtained by the particle swarm are performed by fast non-dominated sorting, it can assign rank for codes, and the lower-ranking codes are less likely to be excluded from the next generation, higher ranked codes will be saved and will continue to operate in the next generation; Then, the codes obtained after sorting is further optimized and adjusted by the bat algorithm. The bat algorithm adjusts the codes that is not satisfied the constraint obtained by the particle swarm optimization algorithm through the update of velocity and position, so that it evolves to the direction with the smallest fitness value, the bat algorithm will abandon some unqualified boundary values from the particle swarm algorithm and use the preservation strategy to retain the optimal value; Finally, the fitness of the codes are calculated by fast nondominated sort again and the codes with better quality are selected according to the fitness order. In this study, the mapping between numbers and bases is as follows: F0-C, 1-T, 2-A, 3-G.
The detailed steps are as follows:
Step1: Initialize the population and the parameters required by the algorithm;
Step2: Search the initial population with the particle swarm algorithm, the velocity and position of the particles are constantly updated through iteration, record the global optimal value and the individual extremum each time. By tracking these two extreme values, the particle swarm algorithm can search the Optimal solution;
Step3: The optimal codes set searched by the PSO is used as the input of the bat algorithm, and the bat algorithm is used for further optimization;
Step4: For each bat individual, generate a random number Rand1, determine the size of Rand1 and the pulse frequency r, if Rand1 is greater than the pulse frequency r, then perform step 5, otherwise perform step 6;
Step5: Re-disturbing the generation near the current optimal individual;
Step6: Calculate the fitness of bat individual at new position;
Step7: Determine the size of the random number Rand2 and the intensity A generated by each bat individual and the size of each individual fitness value and the global optimal value. If Rand2<A and the individual fitness value is less than the global optimal value, execute Step 8, otherwise perform step 9;
Step8: Take the current individual as the optimal solution, reduce the sound intensity, and increase the pulse transmission frequency;
Step9: Sort the fitness values to update the current optimal solution;
Step10: Determine whether the maximum number of iterations is reached, if step 11, otherwise, return to step 2;
Step11: Sort the results of the results, and output the sorted results. Fig.1 . is the flow chart of this algorithm. 
IV. RESULTS AND ANALYSIS

A. ALGORITHM PARAMETER
In this paper, the algorithm is simulated by MATLAB R2017a under Win7 Intel(R) CPU3.6GHz, 4.0GB RAM. All parameters in TABLE 1 affect the experimental result. We have performed 16 of experiments using 0.1 ∼ 0.9 as the value for last 4 parameters in TABLE 1. By comparing the results of each experiment, we only show the parameters setting that gives the optimal result of our proposed algorithm in TABLE 1. 
B. RESULTS AND ANALYSIS
This research problem can be seen as a minimum optimization problem. The lower the continuity, the hairpin structure, the similarity and the H-measure, the better [24] . The more stable the GC content and the melting temperature, the better. The smaller the free energy of the DNA codes, the better the hybridization reaction. Low continuity and hairpin structure can effectively avoid the generation of secondary structures that hinder DNA computing. Low similarity and H-measure can avoid non-specific hybridization between codes that control mismatch. For the thermodynamic properties of GC content and melting temperature, controlling it can make the experimental reaction more precise. Smaller free energy is fit to the occurrence of hybridization reactions.
In this part, we performed more than 50 simulations via development environment MATLAB. We compared our codes with the codes obtained by chaos particle swarm optimization algorithm [43] , the codes from shin used NSGA-II [24] which is classical literature in the field of codes optimization, the codes obtained by Xiao's proposed quantum chaotic particle swarm evolution algorithm [44] , the codes obtained by Invasive weed optimization algorithm [45] and the codes obtained by Dynamic membrane evolution algorithm [46] . All of the above comparisons use seven codes, 20 bases per code. In addition to, we use ten codes, 20 bases per code compared with the latest research results from Wang proposed improvement nondominated sort genetic algorithm-II [30] . We select seven or ten codes from our result through writing a MATLAB function. The codes for comparison is taken from the experimental results section of comparative literature. The range of Continuity and hairpin are from 0 to 9, most of the time it is 0. Occasionally, one or two other values appear. However, the range of H-measure and similarity are from 37 to 98. If we put continuity and hairpin as the priority, it is easy to obtain low values for four measure standards. If we put H-measure and similarity as the priority, it is not easy to ensure the H-measure and similarity are low meanwhile the continuity and hairpin are all 0 value. Therefore, ordering the Continuity/hairpin as the priority is helpful to make the whole four measure standards obtain low values. Table 2 is a comparison between the results obtained by our improved algorithm and those obtained by INSGA-II algorithm from six aspects: Continuity, Hairpin structure, H-measure, similarity, melting temperature and GC content. Both we and the comparison algorithm selected 10 codes, each code containing 20 bases. To ensure fairness in the experiment, biochemical restrictions need to be adjusted to make the parameters the same. Therefore, at least six base stems and six base loops are required to form a hairpin structure. The lower limit of H-measurement and similarity is 6 bases in the case of continuous, and 0.17 in the case of discontinuity. The threshold for continuity is 2. In addition, we recalculated the melting temperature and free energy using the nearest neighbor model with a DNA concentration of 10nM and a salt concentration of 1M. H-measure and similarity are measures calculated between two codes. To ensure that our results are consistent with our definitions in Section II. We write a MATLAB program according to definitions in Section II. So, in the result, each code has its own similarity and H-measure. It can be clearly seen from the bar charts of Fig.2 and Fig.3 that our algorithm achieves the lowest value 0 in terms of continuity and hairpin structure. In terms of continuity, the value both our algorithm and INSGA-II are 0. The value of the Hairpin structure obtained by our algorithm is far less than that obtained by INSGA-II algorithm. By comparison, we can conclude that our codes can prevent the generation of secondary structure. Meanwhile, codes obtained by our algorithm has a smaller Similarity value 78.4 compared to INSAGA-II. In general, our algorithm can avoid the occurrence of non-specific hybridization.
As Shown in Table 3 , the codes obtained by our algorithm is compared with the codes obtained by other intelligence optimization algorithm. In table 3 we took seven codes, each code contains 20 bases. It is found that the proposed algorithm achieves better results than CPSO, QCSEA, NACST/Seq, IWO and DMEA in both continuity and hairpin structure. This shows that our codes can effectively avoid secondary structure generation. In terms of similarity, our results are far superior to other algorithms, indicating that our algorithm can effectively control non-specific hybridization, but our algorithm performs the same as CPSO on H-measure, better than QCSEA, IWO, DMEA and slightly higher than NACST/Seq. Overall, non-specific hybridization between codes can be effectively avoided. The GC content was always maintained at 50%, indicating that the codes generated by the algorithm has more stable thermodynamic properties. Table 4 and 5 are comparison results of the melting temperature and free energy that required by biochemical reaction to proceed. In Table.4 and Table. 5, ''Var'' indicates the variance of melting temperature, '' G • 37 '' indicates the average free energy. In generally, biochemical reaction needs a relatively stable temperature and smaller free energy. The variance is usually used to measure the stability of a property, so we calculated the variance of melting temperature. As shown in Table 4 and 5, the variance of the codes obtained by the algorithm we proposed is smaller than all algorithms apart from CPSO and INSGA-II. It indicates that the melting temperature of the codes obtained by our algorithm is relatively stable, which is conducive to the accurate reaction of biochemical reaction.
In Table 4 and Table 5 , G
• 37 is the average free energy of codes in each generated code set. The free energy of each code is calculated by the code and its reverse complementary pair.
The value is a negative number, and a larger negative number indicates a smaller free energy. By comparison, it is found that the free energy of the codes obtained by our algorithm is better than INSGA-II and IWO, but a little higher than other algorithms. Free energy is calculated between two DNA codes for indicating the potential of their hybridization, the lower, the more possible. The minimum free energy (MFE) is widely used term calculated by one DNA code with its complementary pair. In Table 4 and  Table 5 , the lower value shows that the codes included in the set are easier to hybridize with their reverse complementary. Whether melting temperature, GC content or free energy, the codes obtained by our algorithm exhibits very good thermodynamic properties. 4 shows the average continuity and hairpin structure of seven strands containing 20 nucleotide strands obtained by our algorithm and other algorithms. The bar chart clearly shows that the codes obtained by our algorithm is superior to other algorithms in terms of continuity and hairpin structure, and the minimum value is obtained. Therefore, our algorithm can avoid the generation of secondary structure. 5 show the average fitness values of our algorithm and other algorithms for H-measure and similarity. The bar chart clearly shows that the codes obtained by our proposed algorithm have the lowest similarity 46.9. In addition, our algorithm and CPSO algorithm have the same performance on H-measure 61.7, which is better than the performance of other algorithm, but slightly higher than NASCT/Seq 48.28. Lower H-measure and similarity have bigger probability of hybridization between codes and its Watson-Crick complementary codes, thereby avoiding the occurrence of non-specific hybridization. Generally speaking, codes obtained by our algorithm are fit to specific hybridization.
V. CONCLUSION
In this paper, we proposed a BPSON algorithm based on nondominated sorting to design reliable DNA codes that can be used for molecular computing. The proposed algorithm combines the particle swarm optimization algorithm with the bat algorithm to make full use of the fast convergence and global search ability of the bat algorithm to avoid the late arrival of the particle swarm optimization algorithm into the local optimal solution. Thereby improving the global search ability of the algorithm and ensuring the diversity of the population. We use the classical algorithm NSGA-II dealing with multiobjective problems to perform fast non-dominated sorting of codes, which helps us find the optimal encoding. We compare the codes obtained with other research work to find the smallest similarity, continuity and hairpin structure. The melting temperature of our codes are also relatively stable, and the GC content is strictly controlled at 50% to obtain a stable DNA codes. In the future our research work will focus on reducing the value of H-measure, making our codes hybridization reactions more precise and avoiding undesired non-specific hybridization. Some neural-like computing models, see e.g. spiking neural networks [48] - [50] and parallel computing models [51] can be considered to design reliable DNA codes.
