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Short Abstract
The amount of in-car information systems has dramatically increased over the last few
years. These potentially mutually independent information systems presenting infor-
mation to the driver increase the risk of driver distraction. In a first step, orchestrating
these information systems using techniques from scheduling and presentation plan-
ning avoid conflicts when competing for scarce resources such as screen space. In a
second step, the cognitive capacity of the driver as another scarce resource has to be
considered.
For the first step, an algorithm fulfilling the requirements of this situation is presented
and evaluated. For the second step, I define the concept of System Situation Awareness
(SSA) as an extension of Endsley’s Situation Awareness (SA) model. I claim that not
only the driver needs to know what is happening in his environment, but also the sys-
tem, e.g., the car. In order to achieve SSA, two paths of research have to be followed:
(1) Assessment of cognitive load of the driver in an unobtrusive way. I propose to
estimate this value using a model based on environmental data.
(2) Developing model of cognitive complexity induced by messages presented by the
system.
Three experiments support the claims I make in my conceptual contribution to this
field. A prototypical implementation of the situation-aware presentation management




In den letzten Jahren hat die Menge der informationsanzeigenden Systeme im Auto
drastisch zugenommen. Da sie potenziell unabha¨ngig voneinander ablaufen, erho¨hen
sie die Gefahr, die Aufmerksamkeit des Fahrers abzulenken. Konflikte entstehen,
wenn zwei oder mehr Systeme zeitgleich auf limitierte Ressourcen wie z. B. den
Bildschirmplatz zugreifen. Ein erster Schritt, diese Konflikte zu vermeiden, ist die
Orchestrierung dieser Systeme mittels Techniken aus dem Bereich Scheduling und
Pra¨sentationsplanung. In einem zweiten Schritt sollte die kognitive Kapazita¨t des
Fahrers als ebenfalls limitierte Ressource beru¨cksichtigt werden.
Der Algorithmus, den ich zu Schritt 1 vorstelle und evaluiere, erfu¨llt alle diese
Anforderungen.
Zu Schritt 2 definiere ich das Konzept System Situation Awareness (SSA), basierend
auf Endsley’s Konzept der Situation Awareness (SA). Dadurch wird erreicht, dass
nicht nur der Fahrer sich seiner Umgebung bewusst ist, sondern auch das System (d.h.
das Auto). Zu diesem Zweck mu¨ssen zwei Bereiche untersucht werden:
(1) Die kognitive Belastbarkeit des Fahrers unaufdringlich ermitteln. Dazu schlage
ich ein Modell vor, das auf Umgebungsinformationen basiert.
(2) Ein weiteres Modell soll die Komplexita¨t der pra¨sentierten Informationen bestim-
men.
Drei Experimente stu¨tzen die Behauptungen in meinem konzeptuellen Beitrag.
Ein Prototyp des situationsbewussten Pra¨sentationsmanagement-Toolkits PresTK
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“...und ich, selbst ich komme aus dem Staunen nicht raus, dass es fast
keine Fortbewegung mehr ohne Computer gibt. Fußga¨nger, Radfahrer
nehmen wir mal aus, bis auf weiteres, aber sonst kommt doch kein Men-
sch mehr von Ort zu Ort ohne Computer, ob auf der Straße, der Schiene
oder in der Luft ...
Fu¨r Sie ist das banal, aber verstehen Sie, was da in mir vorgeht?” [Del11]
— (Konrad Zuse, 1910-1995)
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1.1 A Historical Perspective
I would like to start this thesis with two anecdotes from the history of motorized
vehicles.
On August 17th, 1896, the 44 year old Bridget Driscoll (cf. figure 1.1), accompanied
by her teenage daughter May, crossed the grounds of the Crystal Palace in London
and was struck by a Roger-Benz car belonging to a motoring exhibition. The car was
capable of driving 8 mp/h (13 km/h) but was deliberatly limited to 4 mp/h (6.4 km/h).
Eye-witness Florence Ashmore desribed the car as going at “a tremendous pace”. The
driver of the car, Arthur Edsell, rung the bell of his car and shouted, but Driscoll just
stood there “bewildered” on the road uncertain what to do. The driver, who back then
of course did not have a driver’s license yet, had no training how to react in such a
situation or any education on which side of the road to drive. As a result, Bridget
Driscoll became the first fatal pedestrian victim of a car accident. The coroner Percy
Morrison examind the case. There was no prosecution, but Morrison said he hoped
that “such a thing would never happen again”1.
But not only the hope for reducing car accidents has been around since the beginning
of automotive driving. In 1930s, Nicholas Trott wrote in the New York Times “A
grave problem that developed in New Hampshire, spread to Massachusetts, and crept
over to Albany, now has all the motor-vehicle commissioners of the eastern states in a
wax. It’s whether radios should be allowed on cars. Some states don’t want to permit
them at all-say they distract the driver and disturb the peace. The manufacturers claim
that the sound of Rudy Vallee’s voice is less disturbing than backseat conversation.
Massachusetts leans toward the middle of the road. The commissioner there thinks the
things should be shut off while you are driving, but that you should be allowed to take
culture with you into the wilderness. The whole problem is getting very complex,
but the upshot is that you’ll probably be allowed to take your radio anywhere, with
1www.bbc.co.uk/news/magazine-10987606
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Figure 1.1: Bridget Driscoll (†08/17/1896), first pedestrian victim of a car accident.
possibly some restriction on the times when you can play it.”2
By now, the use of radio and other entertainment systems in the car is legally possible,
despite the increasing complexity of their user interfaces which changed dramatically
since the 1930ies. Also, driver distraction and prevention of car accidents (especially
lethal car accidents) is still a growing concern.
In this thesis, I describe my concept of a situation-aware car as a small contribution
towards the overall goal of decreasing driver distraction and thus reduce casualties.
1.2 Short Problem Description
Complex information systems require carefully designed Human Machine Interfaces
(HMIs) for intelligently providing their operator with the right information at the right
moment and for a sufficiently long period of time for him to fully process the content
of the message. At the same time, the information system should be unintrusive and
not overwhelm the user with too much information. In a nutshell: timing, modal-
ity, and awareness of situation complexity each play an important role. I propose a
combination of research in the respective established research areas of scheduling,
presentation planning, and human factors as a foundation for designing intuitive com-
plex systems.
The results of this research effort are presented in the context of the automotive do-
main, which is a suitable test area due to its highly dynamic user environment and
2www.drivers.com/article/351/
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increasing complexity of information systems. This should however not be seen as a
limitation of the generality of the question answered in this thesis, which can be ap-
plied to any domain with similar demands.
1.3 Intelligent Mediation
Ovans and Havens coined the term “Intelligent Mediation” to solve the problem of
presenting information in real-time on limited resources with consideration to the lim-
ited attention of the operator: “Operator interfaces to supervisory-control systems are
often highly complex, cumbersome to extract information from, and overwhelmingly
verbose in the face of abnormal operating conditions” [OH93]. The authors propose
replacing the conventional operator interface with an intelligent interface. The aim is
to provide mediation of the control system output and present the operator with “in-
telligently formatted information”. They raise the question of how to design such a
system, as it is rather complex, requiring the real-time allocation of limited interface
resources. As a solution, the authors propose to use an expert system architecture and
methodology.
1.4 From Human Machine Interface (HMI) to Driver
Vehicle Interface (DVI)
The term Human Machine Interface (HMI) is traditionally used to describe the space
where interaction between a user/operator and a machine takes place. In computer
science, this encompasses typically classic command line interfaces (CLI), graphical
user interfaces (GUI), and tangible user interfaces (TUI).
For the communication between a driver and in-vehicle systems, the term HMI is not
quite appropriate anymore due to several reasons. The term machine has a connotation
of a worker operating large, stationary machinery in a factory or plant. The complex-
ity of a modern, distributed user interface in which the user is both requesting services
from the system as well as providing information to the system explicitly as well as
by unobtrusive detection is by far higher and more sophisticated.
A solution to the increasing dissatisfaction with this term in the automotive commu-
nity was offered at the AutomotiveUI’2012 conference where James Foley of Toy-
ota coined and fostered the term Driver Vehicle Interface (DVI), which immedeately
caught on. Although the word interface falsely has an undertone of a single point of
connection instead of a complex interaction environment, the term DVI is by far more
appropriate than HMI.
In this thesis, I will use the terms HMI and DVI synonymously, since the former has
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been widely used in literature for a long time already and cannot simply be relaced
everywhere, but I am referring to the more advanced concept described here.
1.5 Challenges in Automotive Information Presentation
The traditional automotive user interface was relatively simple, lever-, knob-, and dial-
based, and stayed mostly unchanged for many decades after its invention. Due to the
massive increase in the availability of computerized systems over the past two decades,
more and more information and communication systems have been included, provid-
ing additional information services related to both driving and navigation, as well as
to in-car entertainment. We can expect the upcoming availability of Car-2-Car and
Car-2-X communication to further boost this trend.
At the same time, the car as an intelligent environment imposes two resource restric-
tions on information systems. On one hand, space and availability of information
channels are limited. For instance, screen space in the view field of the driver is
limited, the auditory channel is not suitable for providing more than one piece of in-
formation at a time, etc. The second resource limitation is the driver himself: As a
human being, his cognitive capacities are limited (to a varying degree among different
subjects), and this limitation needs to be considered as well. Figure 1.2 shows the
dually restricted data processing flow in complex information systems.
[WT97] define three categories of resource-sensitive processes: (1) resource-adapted
processes are processes optimized for limited use of resources; (2) resource-adaptive
processes offer a fixed processing strategy, given the amount of available resources as
a parameter; and (3) resource-adapting processes dynamically adapt at runtime to the
available and potentially changing amount of resources (cf. [CS10]). For the problem
discussed here, we aim at a solution between resource-adaptive and resource-adapting.
Due to the usual mutual independence of information systems, two or more applica-
tions might simultaneously try to access the same limited communication channel, or
the overall combined complexity of presented information might overwhelm and dis-
tract the driver. Not displaying important information would be a critical decision as
well. A carefully balanced approach for this problem is the challenge we are facing
here. With increasing instrumentation, the problem will not only affect the driver, but
also the front- and back-seat passengers. The proposed solution can be used with mi-
nor modifications for all three parties.
































































Figure 1.2: Dual resource restriction in complex information systems.
1.6 simTD
The project simTD provides the background for this thesis. It was intended as a proof-
of-concept for communicating car technologies. In a joint effort between the automo-
tive industry, the state of Hessen and several academic institutes, results from auto-
motive research in the past decades have been put to practical application and tested
extensively.
A large-scale field test in the area of Frankfurt (Germany) in the second half of 2012
provides experience about the practical use of communicating cars technology: 120
cars collect data from 40.000 hours of driving “in real life”.
At DFKI, we worked on the Driver Vehicle Interface, and especially on orchestrating
incoming information. In this thesis, I cover my work in this project as well as exten-
sions based on lessons learned along the way. The project simTD is described in more
detail in chapter 4.
1.7 Objective
In the simTD project, our focus was on providing a solution which considers both the
temporal aspects of information presentation (scheduling) as well as the way in which
information is presented (presentation planning). The requirements of the project
could successfully be fulfilled, but experience during the project and trends in re-
cent literature implied that such a system should as well consider the current cognitive
state of the driver and adapt to it. This lead to the definition of the System Situation
Awareness concept. The aim of this thesis is to explore in-car presentation manage-
ment in the intersection of the research areas of scheduling, presentation planning and
situation awareness. It extends previous work and incorporates lessons learned from
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Figure 1.3: Topics of this thesis.
1.8 Key Research Questions
My research is guided by the following questions:
(1) What is the difference between cars and conventional ubiquitous intelligent envi-
ronments and how can the specific challenges with respect to presentation planning
arising from those differences be taken into account?
(2) To what extent are traditional presentation planning mechanisms applicable to the
domain and which changes have to be considered?
(3) How can the cognitive complexity of a presentation be estimated and used for pre-
sentation planning with context assessment?
(4) How can an explicit priority management be developed that takes into account
both the driving situation and the cognitive limitations of the driver?
(5) How can we define situation awareness on a system level?
(6) Which are the core components of a flexibly applicable system for situation-aware






Underlying Concepts in Computer
Science, Artificial Intelligence, and the
chosen Domain
The underlying concepts of this thesis are manifold, especially due to its interdisci-
plinary nature. In this chapter, I will briefly introduce some of the concepts stemming
from computer science, artificial intelligence, and the chosen domain of automotive
research. Presentation planning and situation awareness will be discussed in separate
chapters.
2.1 Intelligent Environments
In 1991, Mark Weiser wrote a landmark paper [Wei91] about his vision of “Ubiquitous
Computing” (ubicomp), which fostered the development of a whole research area.
Names and definitions for this paradigm, which is sometimes also called pervasive
computing or ambient intelligence vary, but the underlying idea remains: A post-
desktop model of human-computer interaction, in which everyday objects take care of
information processing in an intuitive way. In the ideal implementation of ubicomp,
the user will not even be aware anymore of using technology. Weiser describes this
concept in his own words:
“Ubiquitous computing names the third wave in computing, just now be-
ginning. First were mainframes, each shared by lots of people. Now we
are in the personal computing era, person and machine staring uneasily at
each other across the desktop. Next comes ubiquitous computing, or the
age of calm technology, when technology recedes into the background of
our lives.” (Mark Weiser, 1952–1999)
13
14 CHAPTER 2. UNDERLYING CONCEPTS
weiser proposes three different granularities of ubicomp devices: tabs (small de-
vices), pads (hand-held devices) and boards (interactive display devices). In the early
nineties, this may have sounded like a science fiction fantasy to most people, but over
the last two decades, a lot of Weiser’s vision has been realized. Smartphones, tablet
computers, and public information kiosks have become a part of our everyday life.
A closely related concept is intelligent environments, interactive spaces with embed-
ded systems that bring computation into the physical world. As with ubicomp, ter-
minology for this concept differs. In [EBM05], I distinguished between intelligent
environments, augmented reality, and distributed mobile systems, and argued that the
border between those concepts is not always clear. However, the principle can be
found in an increasing variety of installations nowadays, and in a variety of contexts.
One popular research trend is, for instance, ambient assisted living, support for elderly
people to stay independent for a longer time using assisting technology [Ale08].
At the same time, the description of an intelligent environment matches pretty closely
the interior of modern premium cars: A lot of assistance systems are integrated am-
biently in the driver’s or passenger’s environment, and the computing power hidden
“under the hood” increases constantly. The DFKI project SmartWeb [Wah04] pro-
vided groundbreaking work in including an intelligent dialog system in a car.
In consequence, I claim that cars should be considered intelligent environments as
well [EC10, EMM11], and research efforts should be combined in all involved re-
search areas to support this common goal (cf. figure 2.1).
Meanwhile, the automotive industry has taken an ad-hoc approach toward building
in-car interfaces. Internationally-recognized standards are few; “best practices” dom-
inate instead. At the same time, the introduction of Car-2-Car and Car-2-X commu-
nication as means for wireless communication between cars, or between a car and
the environment, respectively, widens the scope for in-car applications and assistance
systems. Furthermore, Car-2-X communication is, unlike Car-2-Car communication,
not limited to WLAN-based ad-hoc communication over short distances. The increase
in connectivity with high-speed communication technologies such as UMTS and LTE
connects the intelligent environment car to other intelligent environemnts in the life
of the driver, such as the instrumented home, the instrumented office, or the social
environment in form of social networks:
On the way to work in the morning, the driver can be presented with information about
his schedule, tasks, and meetings for the day. Some of his tasks might require addi-
tional information or preparation, such as reading additional documents for instance.
Upon request by the driver, the car can connect to the office and trigger the print-out
of necessary documents, so that they are readily available at his arrival at the office.
But the added connectivity can not only be used for increasing productivity; streamlin-
ing the entertainment program for the evening is possible as well. The GNAB1 system
for instance already offered download of music and videos from a mobile device to the
1http://www.golem.de/0503/37084.html
2.2. AUTOMOTIVE RESEARCH 15
entertainment system at home. The driver could select and request a movie he wishes
to watch at home, and the download starts immedeatly and is availabe upon arrival at
his home.
Also, social networks play an increasing role in the life of a growing number of people.
The urge to stay connected unfortunately sometimes leads to dangerous behaviour,
such as texting with a mobile device while driving. In previous research [EBM11],
we described and prototyped means to assist the driver here as well and provide more
safety. This approach was extended by determining the context of the user in order to
offer better assistance for the tasks at hand [BEM11].
Combining the research in driver assistance systems, multimodal interfaces, Car-2-X
communication and intelligent environments provides a powerful foundation.
With this thesis, I intend to realize a part of this interdisciplinary work.
Driver Assistance Systems Multimodal Interfaces 
Intelligent Environments Car-2-X Communication 
Intelligent 
Environment Car 
• Primary Task: Driving 
• Competing Presentation Goals 
• Changing Spatial Context 
• Dynamic Replanning  
• Presentation Languages 
• Fusion / Fission Concepts 
• Device Management 
• Distributed Output  
  (Screens, Audio,…) 
• External Infrastructure 
• Incoporating Other Cars 
• Connect to Home, Office, 
   Social Applications, etc. 
Figure 2.1: The car as an intelligent environment.
2.2 Automotive Research
For over a century now, the invention and development of the car has been inspiring
many companies, researchers, and most of all a large percentage of its immense and
increasing base of users. It is not surprising that a lot of research is centered around
this domain, ranging from safety aspects over performance and design considerations
up to details such as driver seat ergonomics. In my research, I work on the driver-
vehicle interface and the situational awareness of the machine. Figure 2.2 summarizes
the requirements for an advanced driver assistance system (ADAS).
Especially in the simTD project, we build on previous research results in this area and
center our work around a practical evaluation of proposed innovations. This does not
restrict the theoretical contribution in any way, as important questions arise in the
combination of previous results, fostering additional research.
As an introduction to this area, I will give a short summary of important work done
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Figure 2.2: Requirements for an improved Advanced Driver Assistance System (ADAS).
in automotive research which was relevant for my work in the simTD project. Further
and more recent literature in the automotive domain is discussed in the related work
chapter 6.
[Na˚b07] perform a user study to test the suitability of an in-car warning system, which
is implemented in several variations. The user study examines the reliability of the
warning message when no management system is active, with their rule-based Di-
WiTSA system active, and with the extended Super-DiWiTSA system active.
The rules for DiWiTSA are simple: When several active systems fire at the same
time, only the one with the higher priority is displayed. No lower priority message
interrupts a higher priority message, whereas a higher priority will interrupt a lower
priority. The same warning cannot be delivered twice in a given time frame. The
Super-DiWiTSA system is basically identical, with the extension of one more rule: If
a higher priority information will soon reach a critical value, a lower priority warning
will be suppressed and the one with higher priority issued instead. The overall results
of the study were favorable for the system, and the participants displayed a positive
attitude towards the use of such a system: Warnings did produce the appropriate and
desired driver responses, i.e., braking for Forward Collision Alert (FCA), steering for
Lane Departure Warning (LDW), and looking back on the road for Distraction Warn-
2.2. AUTOMOTIVE RESEARCH 17
ing (AttenD). The authors found no evidence that warning management influences the
reaction and response in comparison to no management in their setup: “A possible ex-
planation of the driver behaviour could be that drivers react on the warning by looking
back to the road, but respond based on their own assessment of the scenario (and not
on the interpretation of the warning).” The authors recommend to adapt the warning
to threat level, so that more crucial warnings are experienced as more relevant by the
driver.
[MMFM07] report on the WATCHOVER project which aims at the enhancement of
road safety. Consideration of vulnerable road users (VRU) such as pedestrians and bi-
cyclists is of special interest in that project. In this paper, a user requirements survey is
described and a resulting system design is presented. The system is based on commu-
nication modules enabling the information and warning exchange between cars and
VRUs. We extended this approach in our research, e.g., in [CEF+11].
[BEAM06] describes the Volvo concept of Intelligent Driver Information Systems
(IDIS). The Interaction Manager (IM) component is introduced. The purpose of the
IM is to resolve conflicts between different systems, or between systems and the cur-
rent driving situation. The envisioned key functions are:
• Allocation management of I/O resources
• Application adaptation
• Conflict resolution
– between applications with respect to their interaction with the driver
– between system initiated events and secondary tasks performed by the
driver
– between applications and the driving situation
The main component of the IM is a Driver Vehicle Environment Monitor (DVEM)
which is connected to an Application Coordinator (AC). A prototype of the system
has been implemented as proof-of-concept. No user study is presented; testing is
mentioned as “further possibility” in the conclusion.
[AAD+05] introduce the “intelligent core” principle of next generation driver vehi-
cle interaction systems, which is part of the COMMUNICAR project. The aim is to
facilitate the connection between the increasing number of on-board information sys-
tems and the user’s personal information systems. At the same time, driver distraction
should be minimized. The proposed information manager works like an expert system
with rule-based mechanisms implemented by human experts. Three classes of rules
are distinguished: “total level of risk (TLR)”-rules, priority rules, and output modality
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rules. The development of a continuous interaction flow between driver and vehicle is
envisioned. To a certain extent, the envisioned system considers situation awareness,
e.g., by not only evaluating how the driver is driving at the moment, but for how long
he has been driving already. Some interesting issues are discussed:
• Multiple use of a single device by reconfiguration, resulting in functions only
being available when needed.
• Configurability to the context and the driver’s preferences and driving style.
• Safe use of nomadic devices.
• Seamless connectivity to the driver’s personal information.
The overall goals of the COMMUNICAR project are similar to the ones followed in
the simTD project.
[APAB06] discuss the communication and interaction strategies in the AIDE
[GSB+04] and COMMUNICAR projects. Their research is centered around the
following five issues: (1) simultaneous use of one or more systems, (2) harmonizing a
huge volume of messages, (3) guaranteeing driver and vehicle safety, (4) optimizing
interaction between driver and vehicle, and (5) reducing the number and severity of
accidents while promoting mobility. The underlying system is the rule-based system
already discussed in the previous section. The extensions of the AIDE system over
the previous COMMUNICAR system include: addition of multimodal interaction
technologies, more intuitive use, simplification of the cockpit (extending the “reusing
device” approach), consideration of context, reconfiguration for different driver
preferences and characteristics.
[Kos04] describes a local danger warning system based on vehicle ad-hoc net-
works. The communication between the cars is based on single-hop dedicated short-
range communication (DSR). If the system is activated, the car listens for hazard mes-
sages, conditionally forwards them and checks whether they are relevant to the current
driving situation. If yes, the danger is shown as an icon on the screen. The system
described here and tested in a simulation was later refined and put to use in the simTD
project.
2.3 Anytime Algorithms
An anytime algorithm (sometimes also referred to as “interruptable algorithm”) is
commonly described as an algorithm that can return a valid solution to a problem
even if it is interrupted before the end of its runtime [Zil96]. This is the main char-
acteristic distinguishing it from normal algorithms which run until the completion of
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their runtime. The quality of the solution returned increases with more time given
to the algorithm. Reasons for using an anytime algorithm usually stem from scarce
resources such as computing power and/or time available until a solution is needed. A
performance profile is used to estimate the quality of the results depending on the in-
put and the amount of time available to the algorithm. The quality here can be defined
in different ways, usually in terms of certainty (probability of correctness), accuracy
(bounds of error), and specifity (amount of particulars).
The term anytime algorithm was coined by [DB88], who applied it to path finding
problems in time-dependent planning.
2.4 Scheduling
In this thesis, I will introduce a problem which is a variation of the Resource-
constrained Project Scheduling Problem (RCPSP). The problem is defined as
Resource-constrained Scheduling Problem (RCSP). Particularly, we apply the ap-
proach to the problem of scheduling a large number of driver warnings based on Car-
2-Car communication (also known as cooperative vehicles).
The resource-constrained project scheduling problem (RCPSP) is a combinatorial op-
timization problem [BLRK83]. Due to its high practical importance, it has been ana-
lyzed for several decades now.
[ADN08] describes RCPSP as considering “resources of limited availability and ac-
tivities of known durations and resource requests, linked by precedence relations”.
An example is given in figure 2.3: Different jobs with temporal dependencies need to
be scheduled on a limited number of machines and processed in the right order in a
timespan as minimal as possible [ADN08]
RCPSP is an extension of the job shop scheduling problem (JSP). [GJ79] provides the
following definition, which is used as a basis here.
Definition 1 (JSP). The job shop scheduling problem (JSP) consists of a set A of ac-
tivities each with a positive integer-valued duration, di. A is partitioned into projects
(jobs), and with each project is associated a total ordering on that set of activities.
Each activity specifies a resource on which it must execute without interruption. No
activities that require the same resource can overlap in their execution.
Finding a solution to this problem with minimal makespan (difference between mini-
mum start time and maximum end time) is NP-hard. RCPSP is more complicated than
JSP, since each task requires not only a processor but also additional scarce resources.
Since it can be reduced to the simpler JSP, it is NP-hard as well [GJ79, BLRK83].
I introduce the resource-constrained scheduling problem (RCSP), which is similar
but adds additional constraints to start- and endtime of activities. Unlike the original
RCPSP, it has a dynamic component from disruption management. [CLLH01] defines
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Figure 2.3: An example for the resource-constrained project scheduling problem (RCPSP).
.
a disruption as “a state during the execution of the current operation, where the de-
viation from plan is sufficiently large that the plan has to be changed substantially.”
In a similar manner, [KJF07] defines disruption management (DM) as “the process
of responding to an unforeseen disturbance occurring during the execution of planned
and scheduled operations.”. According to the author, DM aims at the selection of
appropriate repair actions to minimize the negative impact typically associated with
disruption.
In the automotive domain, particularly in the field of Advanced Driver Assistance Sys-
tems (ADAS), we face the challenge of scheduling a growing number of assistance
systems trying to communicate simultaneously with the driver over a limited amount
of communication channels. This differs from RCPSP in that scheduling priority lies
not on the order of activities but on preserving the requested presentation times as
closely as possible. Moreover, following [BBM07], we do not need only to be able
to distinguish between plans that satisfy goals and those that do not without providing
further means of discrimination between successful plans. For the application at hand,
we also need to have information about how “good” a plan is, thus “enabling the plan-
ner to distinguish between successful plans of differing quality” (ibid.). Furthermore,
the nature of the application demands for an anytime behavior. The desired algorithm
to solve the problem should be able to output a solution at any time, which should be
as close as possible to the optimal solution.
For RCPSP, several algorithms have been proposed, reaching back to the 1960’s
with a Branch-and-Bound approach by [Joh67], adopted later by [SDK78, CAVT87,
BKST98]. [PWW69, PR76] proposed Zero-One programming solutions, while more
recent approaches use Linear [BK00], Constraint [DAM05] and Genetic Programming
[KJF07].
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The Branch-and-Bound approach is closest to the solution I present. It is based on
graph search and effective bounding (e.g., pruning). Linear, Integer and Zero-One-
Programming are variations of a standard optimization problem. Genetic program-
ming is a search heuristic which mimics natural selection behavior.
It is important to keep in mind that the RCPSP and my RCSP are similar, but not in-
terchangeable, e.g., solutions for the original problem are not applicable to the newly
defined problem due to the different nature of the problems.
For solving RCSP in the given highly dynamic domain, we need an anytime algorithm
which finds a good (not necessarily perfect) solution very quickly. Both tree search
and genetic algorithms fulfill these requirements. In this thesis, I present a tree search
approach with effective pruning.
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Chapter 3
Presentation Planning
Presentation planning, i.e., the automation of Intelligent Multimedia Presentation Plan-
ning (IMMP), is a traditional research field in the area of artificial intelligence.
[BFF+97] emphasizes that “multimedia presentation design is not just merging out-
put fragments, but requires a fine grained coordination of communication media and
modalities.” Furthermore, the authors state that “a presentation system should be able
to flexibly generate various presentations for one and the same information content in
order to meet individual requirements of users and situations, resource limitations of
the computing system, and so forth.”
[vM99] summarizes the requirements of an IMMP in five issues:
1. Content selection Which pieces of information are to be presented? Are there
dependencies between them, and, if so, which piece of information has to be
presented before which other piece of information, i.e., how can we linearize
the information to be presented?
2. Media selection How should the selected information be presented? Several
constraints have to be taken into consideration, both from the system’s perspec-
tive and from the recipients perspective.
3. Medium specific generation How should the selected information be rendered
for the selected output medium?
4. Cross references For a coherent presentation, presented information in different
media or modalities should relate to each other, either implicitly or explicitly
(cf. [ES10]). References to previously presented information also support the
recipient in understanding the presentation.
5. Layout Where should the information be presented? Who is the recipient, and
where is his current focus of attention?
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To establish a common ground for discussion, I start with describing and delimiting
terms used in connection with presentation planning in accordance with and loosely
following the definitions in [BFF+97]:
A medium is a physical space in which to realize perceptible entities. Considering
the human sensory apparatus as recipient or “target system”, the medium is a physical
space in which perceptible entities are realized. Distinctions can be made between dif-
ferent perception channels (visible, audible, haptic, olfactory, gustatory) and further
refined, e.g., monochrome or colored, two dimensional or three dimensional, etc.
The term medium can also refer to a type of information and/or a representation for-
mat, which is basically just another perspective for the same concept. Instead of de-
scribing the space of realization, the (nowadays usually digital) representation entity
is used. The image bitmap represents the image on the physical screen, the audio file
represents the audio output on the speaker, etc.
Multimedia refers to the use of multiple media in either sense of the previous defini-
tions of media. The multimedia concept video-with-sound for instance can be com-
posed of the media audio and video.
The modality of an piece of information refers to the particular way it is encoded,
e.g., written or spoken language, 2D or 3D visualization, etc.
Multimodality refers to the use of multiple modalities to encode information, e.g., pre-
senting numerical data both with a table as well as with a graph. It is noteworthy that
one single medium can be used for different modalities, even simultaneously, for in-
stance spoken text and background music on the same audio channel.
Both medium and modality are used to communicate information to a recipient. A
presentation is a composition of media objects with the goal of conveying information
to the user of the system.
3.1 Multimodal Presentation Description Languages
In this section, I present description and classification of several multimodal presen-
tation description languages in a broader sense. The detailed classification can be
found in appendix A. The scope encompasses document, data and process markup lan-
guages, graphic description languages and interaction definition languages that could
be used for presenting information in different scopes and granularities. Figure 3.1
provides an overview and classification of the presented languages.
The aim of this survey is to take a look at existing approaches which will later in this
document be used to specify requirements for an automotive presentation markup lan-
guage compliant with the objectives of this thesis.
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Classification Sheet
Each language is introduced with a short classification sheet covering the basic as-
pects of the language. The year denotes the beginning of the development, the first
specification, and in some cases also the termination of development. The domain
refers to the intended usage of the language, such as web page or slide presentation,
for example. The target platform is the system which is generating, exchanging or
interpreting the code. The term origin refers to the company, organization, or person
developing or specifying the language. Since not all languages described here are on
the same level, the stage of development is listed separately, ranging from concept
over specification up to product or standard. Another important aspect is the license
under which the language is published. Compatibility is another important factor for
evaluating a language, as well as the available tools. The language structure is usually
a tag-based markup language; most of the languages in this section are XML-based.
It is beneficial if a language has a large community behind it and a certain impact. The
latter is rather difficult to assess objectively; we used Google Trends and expert opin-
ions as estimates. For different usages, different media support is necessary and thus
a criterion for classification. The web page of the language provides, where available,
further information.
Due to the wide range of languages discussed here, classification information beyond
the basic information is not provided in a table but in text form. Example code is also
provided, where available. Unless noted otherwise, example code is either taken from
official documentation or self-written.
Due to the high impact of standardization, languages with W3C support are especially
important, and marked in Figure 3.1.
Terms and Acronyms
Lua (Portuguese for “moon”, no acronym) is a cross-platform, lightweight multi-
paradigm scripting language with “extensible semantics” as its primary goal. It was
created 1993 by members of the Tecgraf group at the Pontifical Catholic University
of Rio de Janeiro, Brazil and made available under MIT License. Lua and its dialect
Metalua have become popular for lightweight scripting of interactions or animations
in combination with markup languages such as 3DMLW (see page 198).
OpenGL (Open Graphics Library) is a cross-language, multi-platform API for gen-
erating computer graphics (2D and 3D), mainly used for CAD and computer games.
It was originally developed by Silicon Graphics Inc. (SGI) in 1992 and is now man-
aged by the non-profit technology consortium Khronos Group.
WebGL is a Javascript API based on OpenGL and developed by the aforementioned
Khronos Group.
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Figure 3.1: An overview of presentation languages according to their main objective and the
extend of their impact.
The term Rich Internet Application (RIA) is not strictly defined. It usually refers to an
application with connection to a specific web page, either running as a browser plu-
gin or a stand-alone application. It shares many of the characteristics of a traditional
desktop application.
An Integrated Development Environment (IDE) is a software application for develop-
ers which aims at convenience in editing source code and facilitating the development
process. An IDE usually consists of editor, compiler, and debugger.
An Application Programming Interface (API) is a specification of an interface for
communication between software components.
Software Development Kit (SDK) is a set of software development tools.
A mobile device or hand-held device is a small, portable computer that fits in the
palm of a hand, and that usually uses a small touchscreen for interaction. Personal
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Digital Assistants (PDA) were popular mobile devices in the late 1990s/early 2000s,
but are nowadays replaced by cell phones and smart phones.
A tablet computer is a portable flat computer with a touchscreen, and differs from
a mobile device mainly by its bigger size. Tablet computers became popular in 2010
when Apple Computers introduced the iPad. The variety of hand-held and tablet de-
vices running similar applications (“apps”) imposes several restrictions on the devel-
opment and layout of user interfaces.
Classification of Languages
As mentioned previously, the extensive survey of almost thirty different presentation
languages and related markup languages can be found in appendix A; in this section I
would like to discuss some of these which are of special interest as being at the core
of specialized presentation languages (cf. figure 3.2).
In 1998, one of the earliest popular attempts to formalize presentation content in a
formal language was the Synchronized Multimedia Integration Language SMIL (cf.
page 213). I consider this the starting point of presentation languages. SMIL is rec-
ommended by the W3C and very popular for online lectures and interactive presen-
tations, since it defines all necessary elements such as markup for timing, layout,
animations, visual transitions, media embedding, etc. SMIL is also highly integrated
with other W3C languages; for example SMIL can be used as a means for animating
vector graphics in SVG or be integrated in VoiceXML, MusicXML or RSS.
The Extensible MultiModal Annotation markup language EMMA (cf. page 202) is
primarily used as a data interchange format between components of a multimodal sys-
tem. The content is usually machine-generated, not authored. The purpose of inter-
component data exchange distinguishes this language from the others discussed in this
section. EMMA is focused on semantic annotation of user input with automatically
extracted information.
SWEMMA (cf. page 215) is an extension of the EMMA standard developed at DFKI
in the context of the Smartweb project. In addition to EMMA, it provides tags for
wrapping the result of processed information, the status of a process monitoring an-
notation, out of vocabulary words, and a turn-ID associated with each element.
The MultiModal Markup Language M3L (cf. page 207) was developed in the
SmartKom project. The underlying idea is to cover all data interfaces belonging to a
complex dialog system in one single, coherent language. The language definition has
been decomposed in 40 different schema specifications in order to provide thematic
organization and make the specification process manageable. The data flow between
user input and system output continuously adds information to the M3L expression
and refines it. Important semantic aspects are encoded in specific element structures.
Complementing the language definition, an API has been developed as a lightweight


















Figure 3.2: Time line and connections of selected presentation languages.
programming interface.
The Presentation Markup Language PreML was developed at DFKI and is, like M3L,
used both for description of multimedia content and for small-footprint inner-system
communication protocol. It was developed in the context of the Theseus project
[HW11, Son10] but not limited to it. The expressiveness of the language ranges from
encoding presentation tasks from the system to be presented to the user up to transmit-
ting events like pointing gestures from the user back through the multimodal dialog
system. It is derived from an ontological representation of the presentation task.
Summary and Discussion
The previous section provides a survey of presentation representation and markup lan-
guages, ranging from document description over data transport means to sophisticated
interaction annotation. We can distinguish between interpreted and compiled descrip-
tions.
While most languages have been designed for a specific task, we can see some patterns
emerge. Figure 3.3 shows for instance the connection between user interface markup,
user interface logic, compiled user interface, and interaction at runtime. This pattern
can be found in Adobe Flash and in Microsoft Silverlight.
Other recurring themes can be found:
• The attempt to simplify development of the same GUI for different target plat-




















Figure 3.3: Patterns of combining markup languages.
forms or designs using renderers, e.g., AUIML, Android Drawable XML, or
also in HTML using style sheets.
• Using a language not only for annotation of a user interface but also for transport
of any interaction-related data through the system, e.g., PreML or M3L.
Furthermore, there is a strong trend towards XML-based languages. New languages
are usually defined based on XML; in the case of VRML, which is based on the pro-
prietary Open Inventor format, the successor X3D also changed syntax to XML.
Later in this thesis, I will describe how to use the lessons learned from existing lan-
guages to specify the requirements for an automotive presentation markup language
suitable for situation-aware presentation management, which have already been com-
municated in the collaboration of our automotive research group with the W3C.
3.2 Development of Presentation Planning
In this section, I describe the development of research in intelligent multimedia pre-
sentation planning. The goal is to provide a historical background to the work pre-
sented in this thesis. The research projects presented here are closely related to DFKI
for several reasons: 1. The research at DFKI shows prototypically the development of
the field, and 2. the contribution of DFKI to the body of research is significant. Figure
3.4 shows a timeline of selected projects and research topics.
WIP (1989–1993)
WIP1 is one of the earliest projects dealing with presentation planning. The under-
lying idea is the generation of personalized presentations based on information in a
knowledge base, taking into consideration various factors such as available time, pre-
vious knowledge of the user, user preferences, etc. The most popular example of the
WIP system was the user manual of a coffee maker.
According to [WAB+92], the WIP project started in May 1989 for a 4-year period and
was divided into three subgroups:
1WIP is an acronym for the german term Wissensbasierte Informationspra¨sentation (knowledge-
based information presentation)



















Timeline Selected Projects Trends and Research topics 
Emotional Characters 
Anticipation Feedback Loop 
Automotive Presentation Planning 
System Situation Awareness 
Knowledge-based presentation synthesis 
Automatic content generation and layouting 
Content selection using a planner 
Customization of presentations 
Personalization 
Coping with temporal constraints 
Animated Presenter (PPP Persona) 
Web-based Presentations 
Multimodal Dialog (adding interaction) 
Mixed initiative 
Multimodal fusion 
Ubiquitous computing / Device Management  
Scalable instrumented environments 
Smart 
Web 
Presentations in dynamic Environments 
Extended scope: Car2X communication 
New interaction modalities / paradigms 
CAR- 
MINA 
Speech-based in-car dialog system 
Figure 3.4: The development of Presentation Planning visualized using selected projects.
1. Presentation Planning: Focuses on problems of context-directed selection of con-
tent, automated graphics design, coordination of text and graphics, and constraint-
based layout.
2. Language Generation: Incremental and parallel generation of text using lexicalized
tree-adjoining grammars with feature unification.
3. Knowledge Representation: Extending the expressiveness of the terminological
logic used in WIP with regard to the representation of temporal relations, action struc-
tures, default values, and exceptions.
[AFG+93] state that the project most closely related to WIP is the COMET project
[FM91], as both projects focus on the coordination of text and graphics. However,
major differences exist (cf. table 3.1): Layout for instance is one of the latest stages
in the COMET system, in which previously generated text and graphics are com-
bined, while in WIP layout considerations are addressed at early stages of the plan-
ning process, based on the assumption that layout is an important carrier of meaning.
Accordingly, the WIP system follows a modular approach for its architecture, with
two parallel processing cascades for the incremental generation of text and graphics,
with various forms of interaction between them. A presentation planner is responsible
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WIP COMET
Layout early layouting late layouting
Planner operator-based schema-based
Table 3.1: Differences between the projects WIP and COMET.
for determining the contents and selecting an appropriate combination of presentation
modes. The result of this planning process is a hierarchically structured plan of the
document to be generated, with a more or less abstract presentation goal at the top and
specific tasks at the bottom. The planner is described in detail in [AR93].
More information on the WIP project can be found in [Wah92].
PPP (1994–1996)
PPP, short for Personalized Plan-based Presenter, was the follow-up project to WIP.
Instead of the generation of a static document explaining the use of a coffee ma-
chine, the example here was an animated explanation of the functionality of a modem.
By adding animation, i.e., a temporal component, the orchestration of different pre-
sentation parts according to temporal constraints became a new issue in the research
[AR96].
As a new feature, an animated character, the so called PPP Persona, was introduced
[Mu¨l00]. From an architectural perspective, the system can be divided into two main
parts: multimedia generation (generation of text, graphics, and gestures) and multi-
media display (layout manager and persona server), which are mediated by the PRE-
PLAN presentation planner [RAM97].
Previous related work to the PPP Persona exists; the most well known example is the
animated assistant used in Microsoft Office. But while previous work had focused on
an integrated one-purpose agent, the Persona approach aimed at developing a skilled
presentation agent independent of any particular application. Several requirements
had to be met by the Persona, e.g., it had to be conversant with a broad variety of
gestures and body postures, while at the same time adopting a lively behavior without
distracting the user. The actions performed by the Persona can be classified into five
groups: high level presentation acts, idle-time acts, reactive behavior, low-level navi-
gation acts, and basic postures/acts.
An evaluation of the Persona in comparison with other animated agents can be found
in [Lie10]. More information on PPP is available at [AMR97] and [And00].
PAN (1997–2000)
The project PAN, an acronym for Planning Assistant for the Net, was aimed at the
development of plan-based information assistants for Internet users. The main tasks
hereby involve the generation and execution of plans in dynamic environments, man-
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aging the underlying domain model, and the implementation of the cooperative and
adaptive behavior of the assistant.
Several important technologies were developed in PAN:
TrIAs - Trainable Information Assistants. The knowledge representation of TrIAs is
based on domain-specific ontologies. By defining concepts and their relationships,
a common representation for all system components as well as a means to integrate
previously unrelated information is provided. These ontologies are used in (a) the for-
malization of the domain planning operators, (b) the description of web sites, and (c)
the formulation of information requests [BD98b, BD99].
HyQL - The Hypertext Query Language. The main purpose of HyQL is the opera-
tionalization of basic information gathering processes. HyQl considers the web as a
computable dynamic graph structure where the nodes are static or dynamic documents
and the edges are links between them. Special focus in the design of the language was
on robustness, which was added by the use of context information. The language
structure resembles the database query language SQL [BDP01].
The Programming By Demonstration (PBD) paradigm. The PBD paradigm describes
an approach of generating HyQL code snippets by interactive selection of the desired
information by the user in a training dialog. This procedure is performed iteratively
until the desired result is achieved [BDP00].
The Infobeans concept. The result of the PBD training dialog are so-called info beans,
mainly consisting of HyQL code snippets [BD98a].
A popular demonstrator of the PAN project was the Personal Picture Finder [EMW99,
End99a], which was one of the first web-based image search engines. By massive
parallel web requests [End99b] and fast (heuristic) image analysis, this web-based
application was able to provide photos of a person by using the person’s first and last
name as sole input. Another example was an interactive travel agent which was able to
plan a complete trip for a user, including selection of hotel, train and flight schedules,
information on events and sightseeing, etc.
PEDRO (1999)
PEDRO is an extension of the previously discussed PPP system presented in the PhD
thesis of [vM99]. Due to the importance of the approach, it is presented separately
here.
The focus of the work is on resolving ambiguity in graphical user interfaces and on
the understanding of referring expressions. In order to achieve this goal, modeling of
decoding problems is discussed in detail. The user interface is evaluated by decom-
posing it into its components and analyzing these components separately, followed by
an overall evaluation and feedback to the system. The evaluation of the display part
covers:
Ambiguity of the meaning of symbols. The problem consists in ambiguous or unknown
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words, symbols or code. Important factors here are relative frequency of these items,
absolute frequency, and context.
Understanding referring expressions. The author distinguishes between anaphoric re-
ferring expressions, cross-media referring expressions, and multimedia referring ex-
pressions. The focus of her research is on anaphoric expressions. Important factors
are: relative perceptual salience, relative perceptual similarity, and the user’s domain
knowledge.
Locating information. The user searches the interface both top-down as well as bot-
tom up. Relevant factors include background knowledge (“where the information can
be expected”, e.g., the title of a slide is at the top) and the conspicuousness of the
information.
Identifying world referents. This problem is similar to identifying referring expres-
sions. Important factors are the salience of both the pictorial reference as well as of
the real world object. In the PEDRO system, a-priori values are used.
Recency. The more recently a depiction was used, the more likely the user will under-
stand it.
Speed of user’s references. “Slow inferences in general make more use of working
memory, which can be irritating or distracting”. In order to find a referenced object
quickly, the desired object must be highlighted in some form on the display, and at the
same time there should not be too many similar objects on the screen.
PEDRO uses a-priori information on the user, i.e., at system start the initial state is not
an empty user model, but a stereotype to be refined.
In the overall evaluation of the display, the results of the partial evaluation are com-
bined according to their relevance for the overall understanding of the system. This
information is in turn provided back to the system in a so called anticipation feedback
loop.
The advantage of this procedure is that a presentation to be shown to the user can be
analyzed beforehand in terms of how easy it would be for the user to decode it, and, if
problems are found, the presentation can be changed again.
The system was verified in two user studies on finding objects and decoding meaning.
SmartKom (1999–2003)
The SmartKom system adds symmetric multimodality, i.e., multimodal dialog, to the
previously discussed approaches by using an embodied conversational agent. It was
one of the most advanced dialog systems worldwide and is a landmark in the history
of intelligent user interfaces [Wah06].
The architecture is based on the MULTIPLATFORM testbed, previously used in the
VERBMOBIL project [Wah00], which consists of a sophisticated blackboard archi-
tecture to enable interprocess communication [HKM+03, HNM+04]. Communication
across the system platforms was based on the M3L presentation language.
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As a multimodal dialog system, SmartKom combines speech, gesture, and facial ex-
pressions for both user input and system output [WRB01]. Its aim is to provide an
anthropomorphic and affective user interface by personification of the animated char-
acter representing the interface. The underlying idea is to enable the user to delegate
tasks to the character, considering him as an assistant. The character attempts to rec-
ognize the goals of the user, perform the desired tasks, and present the results in an
adequate manner [Wah03].
The SmartKom project provided three prototypes at different scales [RAB+03]:
SmartKom Public. As a public installation, SmartKom Public is an advanced mul-
timodal information and communication kiosk for airports, train stations, or other
public places. It supports information seeking and assists in personal communication.
SmartKom Home. For in-home use, SmartKom offers this multimedia portal to infor-
mation services. It extends the kiosk by providing assistance in using and controlling
consumer electronics, such as TVs or VCRs. It is based on a portable pad computer
and has two different operation modes, lean-forward and lean-backward; the latter one
being restricted to verbal communication.
SmartKom Mobile. This version is based on a PDA front end and is similar in func-
tionality to modern smartphones.
Fluidum (2003–2008)
The FLUIDUM project (www.fluidum.org) was a junior research group (“Nachwuchs-
forschergruppe”) at Saarland University managed by Andreas Butz, who later contin-
ued the project at LMU in Munich. Its aim was to build instrumented environments
at three different scales (desk-, room-, and building-level) in order to investigate in-
teraction techniques for ubiquitous computing. Based on the Ubiquitous Computing
paradigm by Weiser [Wei91], the hardware was integrated as subtly as possible into
the environment. As one of the major challenges, the middleware between a large
heterogeneous set of different devices and the applications controlling them was de-
veloped [End03] as a foundation.
Research in FLUIDUM included the introduction of new interaction metaphors, un-
intrusive control of attention using ambient soundscapes [JB05], and the use of object
surfaces and walls as interaction space (e.g., [BSS04]).
Further information on FLUIDUM can be found by [HWTB07] and [BJ05].
SmartWeb (2004–2006)
SmartWeb was the follow-up project to SmartKom and headed in a similar direction,
building on the experience of the previous project [Wah07].
It was designed as a context-aware dialog system supporting its user everywhere and
at any time with information by providing access to the semantic web [Wah04]. The
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system is based on the W3C standards Resource Description Framework (RDF/S) and
the Web Ontology Language (OWL) [RBE+05].
Originally, it was realized as a mobile application on a PDA [SEH+07], but later on
extended as an in-car system.
Ideas4Games (2006–2007)
The aim of Ideas4Games was the “creation of interactive expressive characters with a
consistent behavior” which “comes with a whole range of challenges, such as interac-
tion design, emotion modeling, figure animation, and speech synthesis” [GSC+08]. It
is based on the emotion model ALMA introduced by [Geb07].
One of the goals was to demonstrate the advance of current research in artificial intelli-
gence over state-of-the-art industrial implementations of non-player characters (NPC).
The resulting prototype “AI Poker” consisted of an interactive poker table, where the
user could play with real, RFID-tagged cards against two animated talking virtual
characters [SGC+08]. Events occurring during the game, e.g., the human player deal-
ing cards too slowly, or the NPC having especially good or bad cards, were evaluated
by the system and resulted in emotional behaviors from the characters. The emotions
were most plainly perceivable by gestures and voice pitch of the characters, but also
more subtly included in things like the breathing frequency.
The interaction was scripted using the Scenemaker tool, which allows the developer to
model interaction by visual editing of a hierarchical finite state machine and by edit-
ing scenes in a text editor while at the same time annotating gestures to be performed
[GKKR03, GMK11].
simTD (2008–2013)
The simTD project, described in more detail in chapter 4, was intended as a proof-of-
concept for Car-2-Car and Car-2-X technologies, by building a prototype based on the
research in that area in the past decades and evaluating it in a large field test.
In terms of presentation planning, this project extended the traditional approaches in
a variety of ways:
Time-critical presentations: Unlike most of the data presented in former multimodal
systems, in-car warnings are not only time-critical, but also include potentially safety-
critical information.
Dynamic changing environment: Constant replanning becomes necessary in the driv-
ing context. For instance, if the system calculated that the driver has to be warned
about a traffic sign at a certain moment, then this plan may have to be changed in case
the driver accelerates or decelerates before reaching the position of the traffic sign.
Extension of presentation scope: Car-2-X communication extends the spatial scope
for presentation beyond the user’s environment, i.e., the interior of the car, by making
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it possible to trigger messages to be displayed in another car.
Carmina (2009–2011)
Project CARMINA is centered around multimodal interfaces for car passengers that
support the interaction (a) of the passengers with the car and mobile Internet services,
(b) between the passengers inside the car, and (c) between the passengers and the road
environment.
Support for combining different interaction modalities, such as speech, physical ma-
nipulation of haptic interfaces, and touch-free gestures [ESM11] was one of the main
goals. Additionally, the external context was taken into account [CEF+11] by building
ad-hoc multi-hop P2P networks based on top of Car-2-Car infrastructure [Kun11].
Research in CARMINA was guided by the following research questions:2
• How can the systems dialog behavior be synchronized with and adapted to a
rapidly changing physical and spatial context induced by the cars motion?
• How can the current multimodal fusion algorithms be generalized to support
multi-party interaction and tangible interfaces where new approaches to mutual
disambiguation of modalities are needed?
• How can the multimodal fission and media allocation algorithms be extended to
cope with a situation that involves many LED indicators, multiple screens, and
at least two audio output areas in premium cars of the future?
• However static the role allocation (driver, co-driver, passengers) during a single
ride might be: How can the dialog be adapted to multiple role modalities or
usage modes (e.g., chauffeur mode vs. family mode)?
SiAM (2012–2014)
The recently started project SiAM extends the research of both simTD as well as
Carmina. Its main goal is to provide the scientific and technological foundation for
situation-aware multimodal communication in modern cars. The perspective here is
more holistic than previous approaches: not only the individual car, but the entirety
of vehicles and their interconnection with each other and their environment is being
considered. It is assumed that in the future, the car will not only be considered as a
means of transportation, but rather a technology and communication hub: as a mobile
Internet hub, mobile sensor hub, and mobile computer server at the same time.
While of course the main purpose of the car will still be personal mobility, other goals
such as safety, increase of mental comfort, enabling mobile working, and improve-
ment of infotainment and entertainment become more and more important.
2cf. automotive.dfki.de
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Relation to this thesis
The work described in this thesis is a continuation of traditional presentation planning
research described here and can be considered a link between simTD and CARMINA
on one side by building on the experience gained in these projects, and SiAM on the
other side to which it contributes by adding situation awareness to the included dialog
system.
At the same time, limitations apply to the automotive environment in the form of
real-time requirements. From a practical point of view, this limits the applicability of
traditional plan-based presentation planning approches that have been used in the WIP
and PPP projects for example. The focus shifts depending of the urgency of the infor-
mation to be presented from real-time generation of presentation to real-time selection
and configuration of pre-defined presentation alternatives. For long-term presentation
goals, such as introducing the functionality of a new car to the driver, traditional plan-
ning methods can still be applied as an overlay to the more reactive system used in
critical situations. Section 11.1 describes the change between the planning mode and
the reactive mode of the system in more detail. On the spectrum ranging from fully
planned presentations to merely reactive planning, I position my system somewhere
in the middle between those two approaches.
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Chapter 4
The simTD Project: In-car Scheduling
and Presentation Planning
The work in the project simTD was the foundation of the research provided in this
thesis. The presentation management mechanism I developed for simTD is the prede-
cessor of the PRESTK system presented here. In numerous workshops at the testing
area in Friedberg, and also by evaluation in a large scale field test, valuable lessons
were learned, helping to refine theoretical concepts with practical experience on the
road. The basic information about simTD is presented here; further concepts and infor-
mation about the role of DFKI and especially my development in simTD are discussed
in chapter 8.
The name simTD is an acronym for Sichere Intelligente Mobilita¨t–Testfeld Deutsch-
land.1
The presentation manager developed for this project (cf. chapter 8) was aimed at a
single-screen HMI where the screen is partitioned into several areas. The original de-
sign was based completely on look-ahead planning, but exceptions had to be included
later on due to time-critical “real life” requirements on the road. A part of the content
of this chapter I have documented previously in the simTD working document W22.2
“HMI Handbuch” (HMI manual) in German [CEM+12].
4.1 General Description
Objectives and Timeline
According to the official webpage simtd.de, the project is pursues the following prin-
ciple objectives:
1Safe Intelligent Mobility–Testfield Germany
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• Increased road safety and improved efficiency of the existing traffic system
through the use of Car-2-X communication.
• Definition and validation of a roll-out scenario for the identified functions and
applications for scientific questions through practice-oriented experiments and
field-operational tests.
• Consolidation of Car-2-X functions from the categories of traffic efficiency,
driving and safety as well as value-added services.
• Definition, analysis, specification and documentation of those functions that are
to be developed and tested, as well as of the resulting requirements for the over-
all system for selected functions and tests.
• Development of test and validation metrics and methods in each phase of the
overall system development in order to allow measurement and evaluation of
the results.
• Consolidation and harmonization of requirements from the perspective of feasi-
bility and performance as well as their compatibility of requirements within the
sub-projects.
• Verification of functions and requirements within the context of individual mile-
stones.
Consortium
The consortium of the simTD project consits of major german automotive OEMs
(Original Equipment Manufacturers), suppliers, network operators, research institutes,
universities, and public institutions (cf. figure 4.1).
Relation to this Thesis
Involvement in the simTD project and development of a presentation management
component to be used in a car on the road, both on the testing area in the Ray Barracks
in Friedberg as well as in a large scale field test, was a necessary and important step
towards the development of the PRESTK system.
The algorithm developed for simTD covers both scheduling and selection of different
presentation strategies. It also uses a dynamic priority management approach.
During development and testing, important requirements for in-car presentation man-
agement could be identified. The PRESTK approach takes advantage of this valuable
information and can be considered the logical “next step” after simTD.
4.1. GENERAL DESCRIPTION 41
Figure 4.1: The consortium of the simTD project (source: simTD ).
Hardware setup
With multiple OEMs being involved, one focus of the simTD project was to ensure
interoperability and compatibility of the installed systems. After all, Car-2-Car com-
munication on a large scale only makes sense if it is manufacturer-independent.
There are two computers installed in each car, the Application Unit (AU) and the Car
Communication Unit (CCU). The AU is running the main part of the system and the
application logic, while the CCU is in charge of communication, GPS signal and sen-
sor information. An eight-inch display with a resolution of 800x480 pixels running a
custom-developed Flash GUI is installed in the middle console of the car. This screen
also provides touch functionality for user interaction.
Usability Rules
Usability rules ensure that presentation tasks are always presented in an ideal manner
for the driver to be notified with minimal distraction. Several objectives are pursued:
• A simple and intuitive usage, ensuring and supporting that the user has a simple
mental model of the system. There should never be two different pieces of
information simultaneously in the focus of the presentation, not even in two
different modalities.
• A consistent logic of usage on all screens.
• Minimized interruption of user-triggered dialogs.
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• Warnings are more important than hints, which are in turn more important than
information.
• Minimized annoyance through minimized use of audio channel.
• Sufficient time to process information; no time pressure unless necessary.
• Some information cannot be presented while driving.
• Possibility for the user to choose a function with low priority to be displayed on
the screen, even if there is a lot of information already displayed.
Software Infrastructure
To facilitate the development process between multiple parties involved, the OSGi
framework has been used. OSGi stands for Open Services Gateway initiative and is a
module system and service platform for the Java programming language that imple-
ments a complete and dynamic component model. By doing so, it extends the JavaVM
beyond its included features.
OSGi supports the remote control of so-called bundles, which can be installed, started,
stopped, updated and uninstalled without requiring a system reboot.
At DFKI, we developed the Human Machine Interface (HMI) bundle and the naviga-
tion bundle for the simTD project.
4.2 Presentation Tasks and Scheduling Requirements
The requirements for presentation task scheduling reflect the aims and the structure of
the simTD project. This encompasses the selection of information to be presented, the
information available in the system, and the selection and layout of the HMI commu-
nication channels.
The design and layout of the simTD HMI is guided by project constraints, e.g., a uni-
form HMI for all OEMs, ease of installation, and economical considerations. As a
result, the HMI communication channels are rather minimalistic, consisting of one
touch-screen and an audio channel for text-to-speech messages and short audio sig-
nals, such as warning tones.
From an HMI point of view, the information flow in the simTD system is a process
with four stages (see Figure 4.2). First, context information such as position, vehicle
status (current speed, etc.), and sensor data is acquired. Based on that information,
several mutually-independent functions decide whether or not a presentation needs to
be triggered. The mutual independence of these functions is an important factor in the
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Figure 4.2: Information flow in the simTD HMI.
occurrence of scheduling conflicts. Functions in simTD are grouped in three different
categories: traffic, driving and safety, and additional services. In the HMI bundle,
which is the component containing the logic of the HMI, these potentially conflicting
presentation tasks are stored and processed, while still being accessible for updates by
their respective functions. Once the scheduled time for the presentation is reached,
the presentation is triggered and sent to the HMI, which is in charge of rendering and
displaying the presentation.
Presentation Task Types
As mentioned previously, presentations in the simTD system fall into three different
categories, described as “main functions”. Category I, traffic, covers information on
traffic flow and traffic control. Category II, driving and safety, includes detailed infor-
mation on local danger warnings and information to assist the driver. In category III,
additional services, we find localized information and Internet-based services. Figure
4.3 shows a detailed overview of the relevant simTD functions.
Global and Local Priorities
The prioritization process in simTD takes place on two levels.
The global priority range of a function is agreed on between all parties involved. At
DFKI, a workshop was conducted to set a range for each function priority as a subset
of the overall range [0,100]. Three values were set: minimal priority, typical priority,
and maximal priority. The typical priority of safety-critical functions was set at a value
of 85.
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Figure 4.3: Relevant functions (source: simTD).
The local priority of the instance of a presentation is a value in the range [−100,100].
It is intended as a means for the function creating the presentation task to position a
specific instance in the global priority range. A value of 0 indicates that the typical
value of this range is appropriate, while a value of -100 or 100 respectively indicate the
lowest or highest value in the global priority range. Other values are linearly matched
to this range. The resulting priority is called global priority.
Presentation Task Lifecycle
There are several basic functions for the generation and control of presentation tasks.
Create presentation task: As soon as a function is aware that it wants to show a pre-
sentation on the HMI, a presentation task can be created. This is done by instantiating
a presentation model with at least a minimal set of parameters, which can be changed
again later on. Usually, the minimal set of parameters consists of start time, duration,
and relative priority.
Update presentation task: There are two different phases in which a presentation
task can be updated. Before its actual presentation, basically every parameter of the
presentation task can be updated, including its start time. Once it is on the screen, the
options for updating are slightly more limited. In some cases, updates while being
displayed are part of the presentation concept, e.g., progress bars while traversing a
construction site.
Cancel presentation task: Functions may cancel their presentation tasks at any time
during their lifecycle, either before they are presented or while they are already being
presented.
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Virtual Screen Concept
The simTD HMI uses the concept of virtual screens. The driver can at any time switch
between three different sceen-views on one physical touch-screen, by using the navi-
gation buttons to the left and right. Figure 4.4 visualizes this concept and the logical
order of the three screens:
Main Screen.
The main screen is the default view of the HMI if navigation is not used. Its logi-
cal position is in the middle of the three virtual screens. In its main area, complex
graphics, text and symbols (or a combination thereof) is displayed. The symbol area
(upper area) shows information that is relevant in the current context but not important
enough to be displayed on the main area of the screen. This symbol area is visible on
all virtual screens. The symbols can be used as buttons to obtain more information.
Navigation Screen.
This screen shows navigation information and an interactive area for selecting points
of interest (POIs) and additional information. The navigation screen is to the left of
the main screen.
Options Screen.
This screen is used for configuring system settings. Furthermore, the driver can report
obstacles on the road interactively here. The options screen is to the right of the main
screen.
Figure 4.4: The simTD concept of virtual screens.
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4.3 Field Test
The simTD system was tested and refined in multiple workshops over a span of two
years on the test area located in the Ray Barracks (abandoned U.S.Army casern, fa-
mous for stationing Elvis Presley) in Friedberg/Hessen, Germany. Predefined courses
and events in Car-2-Car and Car-2-X communication were tested using a fleet span-
ning about three dozens of cars from all major german car manufacturers. Special
infrastructure has been installed such as road side units (RSU) and a traffic light in-
stallation capable of Car-2-X communication.
The tests were aimed at ensuring the overall functionality of the simTD system. Build-
ing upon that, a large-scale field test on open roads started in the area of Frankfurt in
August 2012. It is the biggest Car-2-X communication field test worldwide. 120 cars
of different OEMs with identical HMIs built in (cf. figure 4.5) are testing functional-
ity, suitability for daily use, and efficiency of the simTD technology. The overall aim is
to have a working Car-2-X communication system as a proof of concept. 450 drivers
of ages 23 til 65 are involved. Special care is taken to consider non-technical experts
as drivers. Until the end of 2012, a total of 40.000 driving hours with the system is
planned.
Figure 4.5: Top: Cars of different OEMS with built-in simTD system (images: M. Leissl /




5.1 Definitions of Situation Awareness
The term Situation Awareness is used by many people, and with a variety of different
meanings. Its origin lies in the area of military aircrafts and pilot training, but it has
been extended since the 1990ies to a more general research of human factors in a vari-
ety of domains. [End95] mentions aircraft, air traffic control, large-system operations,
tactical and strategic operations, and others.
Another term frequently used is Situation Assessment. This term describes the pro-
cess of acquiring Situation Awareness, as opposed to Situation Awareness, which is
the result of that process (see Figure 5.1).
Many different definitions of Situation Awareness can be found in literature; they
mainly are more complex descriptions of the concept that Mica Endsley described
with “Most simply put, Situation Awareness is knowing what is going on around you.”
Here are two more examples:
Situation awareness is “adaptive, externally-directed consciousness that
has as its products knowledge about a dynamic task environment and di-
rected action within that environment” [SH95]
Vidulich emphasizes the fact that Situation Awareness is not static but rather continu-
ously changing:
Situation assessment (resulting in situation awareness) is “continuous ex-
traction of environmental information, integration of this information with
previous knowledge to form a coherent mental picture in directing further
perception and anticipating future events.” [VDVM94]
[Fla95] adds a few critical thoughts to the discussion of definitions:
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Figure 5.1: Connection between Situation, Situation Assessment, and Situation Awareness.
“Clearly, SA is an appropriately descriptive label for a real and important
behavioral phenomenon (Level 2 concept). The danger comes when re-
searchers slip into thinking of SA as an objective cause of anything (Level
3 concept). A statement that SA or loss of SA is the leading cause of hu-
man error in military aviation mishaps (e.g., [HSP91]; cited by [SPBS95],
this issue) might be criticized as circular reasoning: How does one know
that SA was lost? Because the human responded inappropriately. Why
did the human respond inappropriately? Because SA was lost. Is this
keen insight or muddled thinking?”
In other words: We have to be careful when using the concept of Situation Awareness,
and avoid getting carried away in cyclic reasoning or definitions.
Endsley’s definition [End87] of situation awareness is popular and widely used:
“Situation awareness is the perception of the elements in the environment
within a volume of time and space, the comprehension of their meaning,
and the projection of their status in the near future” (Mica R. Endsley)
One interesting aspect of this definition is that it does not specify the agent or recipient
of the perception. While it is commonly assumed to be the operators (pilot, air traffic
controller, etc.) perception, we might as well take the point of view of the system’s
perception of the elements in the environment. In this thesis, I use the term Situation
Awareness according to Endsley’s definition, but widen it to the system’s point of
view.
5.2 Endsley’s Model of Situation Awareness
Endsley’s model (cf. figure 5.2) shows situation awareness as part of a feedback loop,
where the state of the environment influences SA, which in turn influences decision
making, which in turn influences performance, which in turn closes the loop and in-
fluences the state of the environment.
Endsley distinguishes three levels of SA:
SA Level 1: Perception of the Elements in the Environment
































Figure 5.2: Endsley’s Model of Situation Awareness based on [End95]
As a first step in achieving SA, the relevant elements in the environment need to be
perceived in terms of their status, attributes, and dynamics. [End95]: “An automobile
driver needs to know where other vehicles and obstacles are, their dynamics, and the
status and dynamics of one’s own vehicle.”
SA Level 2: Comprehension of the Current Situation
The disjointed elements perceived in level 1 are synthesized to a holistic picture of the
environment, attributing their significance from the perspective of the operator’s goals.
SA Level 3: Projection of Future Status
As the third and highest level of SA, the future status of the environment and the ob-
jects therein are projected. It is achieved by combining knowledge of the current status
of objects with the knowledge about their dynamic, as obtained in levels one and two.
[End95]: “An automobile driver also needs to detect possible future collisions in order
to act efficiently.”
Time plays an important role in that model. SA is not necessarily acquired instan-
taneously, but accumulated over a period of time, e.g., depending on the history of
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perceptions. Space as well is crucial here; among other reasons because it can have an
impact on timing. Knowing the speed and distance of an object enables estimates of
its future position.
Five years later, [End00] extended the concept of SA with the concept of the Infor-
mation Gap, stating that more data does not necessarily mean more information, but
rather that the gap between the data produced and the information needed is getting
bigger, which results in a higher need for sorting and processing the data.
5.3 Basic Theories on Cognitive Load
5.3.1 Yerkes-Dodson Law
In 1908, Yerkes and Dodson [YD08] examined the effect of electrical shocks on the
learning behavior of laboratory mice. The mice were guided in a pathway with two
options, a black door and a white door, and using the black door was followed by
electrical shocks of different intensity.
Their results have become a basic law of performance, the Yerkes-Dodson Law (some-
times also referred to as Yerkes-Dodson Principle):
“Performance improves as arousal increases until a point at which time it
decreases.” (Yerkes-Dodson Law)
Accordingly, the connection between performance and arousal is curvilinear and looks
like an inverted U (cf. figure 5.3).
There are several problems with the experiments of Yerkes and Dodson, discussed for
instance by [Sta04]:
1. The methods of calibrating electrical shocks were rather crude, i.e., the measure-
ment was not exact.
2. There is an underlying assumption of a linear dependency between strength of the
stimulus (electrical shock) and level of arousal, which is neither explicitly stated nor
validated.
3. Although widely accepted, the transfer between behavior of laboratory mice and
human beings has not been validated.
On the other hand, Yerkes and Dodson were rather modest about their findings and
did not claim to have found a law of broad applicability, so it would be unfair to blame
them for any hasty conclusions other scientists made based on their results. The “law-
status” was raised almost half a century later by Broadhurst [Bro57], and the curvilin-
ear connection between arousal and performance, despite being sometimes disputed,
stays untouched in the scientific literature since [Sta04].
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Figure 5.3: The Yerkes-Dodson-Law as depicted in [CRM11] (courtesy of Bryan Reimer,
MIT.)
Other, competing theories evolved, such as the Hull-Spence drive theory, which pos-
tulates a linear connection between drive (synonymous for arousal) and a well-learned
response, and a decrease in performance if a task is not well learned. This theory did
not last long due to a lack of empirical support and even anecdotal evidence to the
contrary.
5.3.2 ALMA: A Layered Model of Affect
ALMA, a layered model of affect, was introduced by [Geb07]. It is based on the emo-
tion concept of cognitive psychology, which states that emotions are a reaction to the
evaluation of the environment. Emotions per se are not a part of this thesis, but the
concept of temporal decay of short-term emotions is relevant: It can serve as a refer-
ence for implementing the decay of cognitive demand of a presentation on a driver.
Figure 5.4 shows the emotion model of ALMA. For the generation of emotions, an
abstract evaluation language is used. This language serves as an interface between
the model and software systems accessing it. The calculation of emotions is based on
recent research in cognitive psychology. It is based on statistic knowledge of the per-
sonality and the results of dynamic evaluation. The underlying theories are the works
of Ortony, Clore, and Collins (“OCC”, [OCC90]) and the big five personality model
[BM91], also known as OCEAN-model after its five factors: openness, conscientious-
ness, extroversion, agreeableness, and neuroticism.
Emotions are, unlike personality, dynamic and decay in intensity over time. Their
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Figure 5.4: The layered ALMA model for calculation of emotions as described in [Geb07].
decay is usually modeled linearly over time, with the assumption that when an emo-
tion reaches the minimal intensity in the model, it is not there anymore. Of course,
other decay functions are important too. [Geb07] proposes three different implemen-
tations inspired by decay processes in nature as possible candidates for duplicating the
emotional decay process in an algorithm:
1. Linear decay. This model idealizes, for instance, the flow of a fluid from a jar
through a hole of fixed size, or the emptying of a battery. The loss per time unit
stays constant.
2. Exponential decay. The most common example here is radioactive decay.
3. Tangent hyperbolic decay. This function models for instance the flow of heat
from a body, or several growth or decay processes in nature.
All of these functions can be individually adapted and parametrized in the ALMA
implementation.
5.4 Cognitive Load Assessment
Although the definitions of Cognitive Load (CL, sometimes also called mental work-
load or cognitive workload) slightly differ from each other, they are typically similar
to Wicken’s definition as “the relationship between the cognitive demands of a task
and the cognitive resources of the user” [Wic02]. A more detailed definition is given
by [BJ99]: “the demands placed on a person’s working memory by (a) the main task
that she is currently performing, (b) any other task(s) she may be performing concur-
rently, and (c) distracting aspects of the situation in which she finds herself”. [Cai07]
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provides a survey of alternate definitions.
Traditionally, workload assessment techniques are divided into three groups: subjec-
tive measures (questionnaire based, self-reported), performance-based measures, and
physiological measures. By widening the scope of assessment beyond actual mea-
suring, we might add a fourth category of deducting cognitive workload from the
environment.
In this section, we discuss several methods for CL assessment with respect to their
usefulness in in-car applications and their feasibility for non-intrusive measurement
while driving.
5.4.1 Subjective Measures
A simple and reliable way to assess a subject’s workload is self-reporting, assum-
ing that the person is cooperative and capable of introspection and reporting their
perceived workload, either directly or by answering questions resulting in a mea-
sure. Commonly, questionnaires for self-reporting workload refer to a task already
performed. One of the most widely known methods here is the NASA Task Load In-
dex (NASA-TLX). Self-reporting of workload usually covers a single task and cannot
be used without extension or modification to report on a complex situation involving
several, potentially overlapping, tasks.
Applying questionnaires is an intrusive procedure (adding another task to the subject’s
working memory) and can only be done after the task has been performed.
Some of the tests are intended to be administered “online” right after performing the
task, but then the test may interfere with performance in subsequent tasks.
None of the online questionnaires are designed for real-time assessment.
[AID06] provides an extensive survey over the different methods. [RDMP04] com-
pares and evaluates three of these methods.
It is important to keep in mind that most of these questionnaires are not designed for
automotive applications, and not all of them measure the same dimensions–if they are
multidimensional at all.
In this section, a selection of subjective measures is presented and compared in terms
of their applicability to the automotive domain.
NASA Task Load Index (NASA-TLX)
The NASA Task Load Index (NASA-TLX), which was developed in a “multi-year
research effort aimed at empirically isolating the factors that are relevant to subjective
experiences of workload” [HS88], was originally intended for crew complement in the
aviation domain. Since its introduction in the mid-eighties, it has spread significantly
beyond the original application, focus and language [Har06]. It is designed as a short
questionnaire with 6 questions to be answered on a 21 point scale (cf. figure 5.5).
The result of the test after a complex evaluation, including weighting of the imposed
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Figure 5.5: The NASA Task Load Index (NASA TLX) as an example of questionnaire-based
self assessment of cognitive load.
workload and rating the magnitude of each factor for the test, is a multidimensional
numerical value on six subscales, only one of them being mental demand. The other
subscales are physical demand, temporal demand, own performance, effort, and frus-
tration.
Bedford Scale
The Bedford Scale [CSGB+89] uses a completely different approach. It is a uni-
dimensional rating scale designed to “identify operator’s spare mental capacity while
completing a task”. It uses a hierarchical decision tree guiding the user to a rating
scale value between one and ten (cf. figure 5.6). It is an obvious advantage of the pro-
cess that in each step of the decision tree, the symptoms of having exactly that level
of workload are verbally described. This prevents the user from a natural tendency to
avoid the extreme values of the scale, even if appropriate.
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Figure 5.6: The Bedford Scale as an example of decision-tree-based self assessment.
Subjective Workload Dominance
The Subjective WORkload Dominance (SWORD) technique, as another example, is
based on mutual comparison between tasks [VWS91]. As described in [AID06], the
user gets a list of all possible pairs of given tasks and has to rate the mutual compar-
ison between them on a 17-level scale. A judgment matrix is then calculated based
on this data. If this matrix is consistent, relative ratings of each task can be determined.
Method Type Result dimensions Reference
NASA-TLX linear questionnaire multi-dimensional [HS88]
Bedford Scale decision tree uni-dimensional [CSGB+89]
SWORD linear questionnaire uni-dimensional (task ranking) [VWS91]
Table 5.1: Subjective measures in comparison
5.4.2 Performance-Based Measures
Assuming that an increased CL diminishes human performance, we can use perfor-
mance measures as an indicator of actual workload. This assumption is backed by the
Yerkes-Dodson-Law [YD08] (see Section 5.3.1). The basic statement is–rephrased for
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our domain–that the driver’s performance is best at a medium level of arousal/work-
load, i.e., he should neither be bored nor overwhelmed. [HNE02] also examined the
impact of cognitive distraction and showed that it has a negative influence on driving
performance and safety, especially on the driver’s visual behavior.
Two approaches of performance measures are feasible in an automotive environment:
measuring the driving performance and measuring the reaction time to events such as
displayed information or events outside the car.
Driving performance
Recent literature on measuring the driver’s CL strongly emphasizes the role of speed
and steering wheel angle and their respective change over time. This is very conve-
nient, since this information is easily acquired using the car’s CAN-bus [Bos91].
[IKL11] built a prototype to estimate driver distraction in a simulator based on a Fast
Fourier Transformation (FFT) of the steering wheel angle.
[TWV11] use an artificial neural network (NN) to determine the driver’s current level
of distraction. Using a three-layered Multi-Layer-Perceptron, a single numerical value
as the level of distraction (ranging from one to five) is deducted from four input vari-
ables: speed, speed variation, steering wheel angle and steering wheel angle variation.
An adaptive system taking driver distraction into consideration was evaluated as being
superior in terms of perceived safety and usability to the non-adaptive version. Mod-
els based on neural networks have proven successful previously, e.g., [AA10].
[SP11] estimates CL complexity using both performance and physiological data in a
simulator. As performance measures, the lateral position variation and steering wheel
activity is observed. That data is then fed into a radial-basis probabilistic neural net-
work (RBPNN).
Reaction time and time perception
Reaction time is a convenient way of measuring performance. [ME09] clearly shows
a direct impact of driver and situational factors on brake reaction time (BRT) and ac-
celeration / deceleration reaction time (ADRT). [CWSS08] measured the impact of
distraction by mobile phones on the driver’s reaction time. Many other examples can
be found in literature.
As another interesting aspect, CL seems to directly influence the perception of time.
In a user study, [BBW09] measured the difference between time intervals produced by
a driver in different situations and compared the mean deviation from the actual time
with the CL of the driver measured by other means. Results show a direct connection,
i.e., perceived time correlates with actual cognitive workload.
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5.4.3 Physiological Measures
Although usually used in medical research and medical examination for obtaining in-
formation of state and performance of major organs, we can also use physiological
sensors for obtaining information about the state of the subject. Most suitable for our
purpose are–for obvious reasons–parameters which can not consciously be modified
by the subject. Some of the measures discussed in the following sections are de-
scribed in more detail in [DK10]. For our purpose, it is important to find a completely
non-intrusive method of measuring. Even small intrusions, like placing a sensor on a
finger, which are easily accepted in a user study, are unlikely to find acceptance by the
driver in every-day driving.
Heart Rate (HR) and Heart Rate Variability (HRV)
The heart rate (HR) is defined as the number of heart beats in a fixed time interval,
usually a minute. Heart rate variability (HRV) is concerned with the degree and pat-
tern of variation in a series of heart beats. The average heart frequency of a person is
individual and age-dependent. It is also dependent on the subject’s state of arousal. A
deviation from the usual HR or HRV of a subject can be used as a measurement for
stress or, in consequence, CL. There are no widely accepted standard values for HRV.
[RFA09] investigate the application of HRV analysis on electrocardiography (ECG)
data for assessing the arousal state of the driver. As a result, the presented measure
proved suitable for detecting arousal (not for emotion recognition).
Respiration
Respiration consists of inhaling and exhaling air. Respiration frequency is like, the
previously discussed heart frequency, age-, subject- and situation-dependent. While
babies usually breathe between 30 and 40 times per minute, the frequency lowers with
age to an average 8 to 20 times per minute for an adult. Table 5.2 provides a more
detailed survey. Various sources vary in the exact number.
The respiration rate can decrease in a relaxed state and increase in (usually physically)
demanding situations. A respiration belt can be used to measure the respiration rate.
Skin conductance (SC)
One of the fastest ways of physiologically measuring a human’s state is through Gal-
vanic Skin Response (GSR). It is also one of the oldest methods, dating back to the
19th century. The underlying principle is measuring the electrical resistance produced
by the skin, i.e., the epidermis (upper skin layers).
[SMR+02] details that when “an outgoing sympathetic nervous burst occurs to the
skin, the palmar and plantar sweat glands are filled up, and the SC increases before
the sweat is removed and the SC decreases. This creates a SC fluctuation.” In the same
article, the authors establish a correlation between both the number and the amplitude
of skin conductance fluctuation and the level of arousal. The context of their research
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Age min value max value
Newborns 30 60
Less Than 1 Year 20 40
1–3 Years 20 30
3–6 Years 20 30
6–12 Years 18 25
12–17 Years 15 20
Adults Over 18 12 20
Table 5.2: Average respiratory range by age in breaths per minute (sources: [LPTD09,
DeB04])
is monitoring the state of a patient during surgery.
Temperature
Body temperature, or rather change of body temperature, indicates (among individual
differences) the stress level of a person. Measuring body temperature is a relatively
easy procedure, and flexible in terms of location for measurement.
[MCT+10] showed the connection between warning messages or obstacles shown in
a driving simulator environment with the sudden change of body temperature.
Eye movement
Saccades are quick simultaneous movements of both eyes in the same direction.
[MMG02] conducted two experiments on the connection between reflexive saccades
and the subject’s working memory. Evidence for a connection was found. This can be
used for assessing CL. In a mobile environment–such as a car–the practical feasibility
on the other hand is somewhat limited. Neither attaching an eye-tracking device
to the driver’s head nor the fixation of the head are beneficial in terms of safety or
non-intrusiveness. But if the eye tracker is fixed to the dashboard, and the driver’s
head can move in the full range of normal driving activity, measuring eye movements
becomes difficult and error-prone.
Pupil diameter
Mean Pupil Diameter Change (MPDC) and Mean Pupil Diameter Change Rate
(MPDCR) are commonly used measures in pupil diameter analysis. [PKSH10] show
in a driving simulator experiment that a correspondence exists between MPDC and
driving performance under experimental conditions. Also, their results “indicate
that the MPDCR shows promise as a pupillometric measure of cognitive load”. It is
especially useful for measuring rapid changes in cognitive load, and their experiments
serve as proof-of-concept that reliable remote eye tracking in a car is possible.
On the other hand, [KPR12] showed empirically that size and luminance of objects
in the viewfield can influence pupillary light reflection (PLR) and may obscure
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cognitive-load related pupil diameter changes.
Voice analysis
[BJ99] discuss how CL is reflected in the user’s speech. Symptoms such as sentence
fragments and articulation rate are modeled into a Bayesian network for interpretation.
The authors showed that assessing CL via speech input is indeed feasible. [MGJ+01]
extends this approach and examines the effect of time pressure and CL on speech
empirically.
These concepts are very suitable for speech-based dialog systems; an IVIS on the
other hand does not necessarily require speech input from the driver, and forcing the
driver to speak might, especially in critical situations, add further distraction. Due to
potential and likely background noise, the automotive environment is also not well
suited for speech input.
Applicability of CL measures in an automotive context
As we discussed in this section, applying traditional CL measuring techniques is not
always desirable in our domain. Important features are real-time conduction, imme-
diate availability of results (e.g., results do not have to be entered manually in the
system), and unintrusiveness. Table 5.3 compares the advantages and disadvantages
of different approaches.
Measure Real-Time Immediate Intrusive
Subjective - - - - -
Performance ++ + ++
Physiological ++ ++ - -
Table 5.3: Suitability of cognitive load assessment for real time automotive applications is
limited.
5.4.4 Cognitive Load Estimation by Context
As shown in Figure 5.7, current CL might also be estimated using another path, i.e.,
by assessing the impact of the environment on the driver. Although the context might
not be sufficient for an exact estimate of the driver’s state, we can safely assume some
factors to be influential to his cognitive demands. Driving on the highway or in dense
city traffic is probably more demanding than driving on a quiet rural road. Driving
at a moderate speed is less stressful than driving at very high speed or being stuck in
a traffic jam. Also, environmental conditions such as noise level inside and outside
the car can be measured and considered. The car’s built-in information systems might
keep a history of information presented to the driver, from which we can conduct the
cognitive demand. A lot of information flooding the driver in a very short period of









Figure 5.7: Connection between situation, cognitive load and driving performance.
time is likely to raise his CL.
[Mu¨l05] used Dynamic Bayesian Networks (DBNs) and data obtained from the car
directly to generate a continuous estimate of the driver’s load. In a second step,
the DBNs were transformed into arithmetic circuits for efficiency reasons, especially
considering the usually limited computing power of a vehicle. This concept can be
adapted and extended to other information sources in order to increase the quality of
the estimate.
This topic will be discussed later on in part III of this thesis.
5.5 Information Complexity Estimation
Given this background, we will now take a closer look at methods found in literature
to analyze parts of a presentation and the effects of different parameters on cognitive
load, reaction time, and performance.
Imbeau et al. performed an extensive user study on that subject [IWWC89]. The
results of this study were analyzed again in more detail in [IWB93]. In a simulated
vehicle, forty subjects were asked to read aloud words presented in eight second in-
tervals on two displays which emulate written legends on an instrument panel while
driving in night time conditions.
The characteristics of the words presented were varied in four different dimensions
and combinations thereof. The variations include eight different chromaticities, two
brightness levels, four character sizes, and two levels of word complexity.1 The results
of this study are presented in table 5.4.
As an example, figure 5.8 shows the effect of age combined with inverse character
size on the glance time predicted by the model described in [IWB93]. The main goal
of their work was to “provide designers with integrated quantitative performance data
that will help them answer design questions and evaluate design alternatives.” Using
their model, user responses to various changes in parameters can be predicted “off-
line”, i.e., without the need of another user study.
[WK99] performed a study to determine whether different kinds of visual attention
1Imbeau et al. define word complexity by a combination of frequency of word occurrence in the
English language and the number of syllables.
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Dependent measures
Effect Glance Vocal Lane deviation
Age X X X
Character size X X X
Color X X
Brightness X X X
Word complexity X X
Age x character size X
Age x brightness X X
Character size x color X X
Character size x brightness X X X
Color x brightness X
Character size x word complexity X X
Age x character size x brightness X X X
Character size x brightness x color X
Table 5.4: The effect of age, character size, color, brightness, word complexity and combina-
tion thereof on glance time, vocal response time, and lane deviation [IWWC89].
rely on a common substrate, i.e., whether or not there is a common underlying mecha-
nism for visual attention. This question is important in the context of this thesis, since
a common mechanism would serve as a bottleneck in visual attention and explain
effects appearing when attempting to divide visual attention. Three different experi-
ments were performed, each comparing an attentionally demanding task with an easier
task using identical stimuli: (1) peripheral shifting, (2) object matching, and (3) a non-
spatial conjunction task. Functional magnetic resonance imaging (fMRI) was used to
determine activated brain areas. Two areas could be identified,2 which were activated
during these tasks, but not in a fourth experiment of comparing a difficult language
task with an easier control task. Hence, it can be assumed that the two involved brain
areas are required for visual attention and form a scarce cognitive resource.
[Wes99] performed two experiments of taxing selective attention processes on the ef-
ficiency of working memory processes in relation to normal aging. The results show
that the presence of task-irrelevant information disrupted the working memory pro-
cess, which could be measured to a greater extend in older than in younger adults.
The effect of distracting information in terms of a higher frequency of intrusion errors
could be observed in both younger and older adults. Memory-based errors were only
significant with older adults. In conclusion, it is suggested that distraction disrupts
the ability to maintain a coherent stream of goal-directed thought and action in gen-
2One of the areas is at the junction of intraparetial and traverse occipital sulci (IPTO), the other in
the anterior intraparietal sulcus (AIPS).
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Figure 5.8: The effect of age and inverse character size on glance time [IWB93].
eral. Additionally, the encoding and retention of relevant information in older adults
is affected. As a consequence, disruptions of information and presence of distracting
information should be avoided when designing a safety-critical user interface such as
an in-car HMI.
[LKLS99] performed a study aimed at investigating the driver’s ability to detect the
deceleration of the car ahead while executing a mobile-phone-related task. Partici-
pants were subjected to three situations: (1) looking at the car ahead (control), (2)
continuously dialing a series of three random integers (divided visual attention), and
(3) performing a memory and addition task (non-visual attention). Meanwhile, the car
in front was decelerating at 0.47m/s2. The impairment of the divided attention task in
comparison to the control task was about 0.5s in brake reaction time and 1s in terms of
time-to-collision. The performance while executing the non-visual task was slightly
but not significantly better. As a conclusion, the authors claim that neither hands-free
nor voice-controlled phone interfaces could significantly remove safety problems as-
sociated with the use of mobile phones in the car.
[BS01] investigate the effect of infrequent task-irrelevant deviations in the frequency
of a tone on the perception of tone duration and a corresponding visual distraction
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paradigm. Subjects were asked to distinguish between short- and long-duration stim-
uli and instructed to press a button to long stimuli. Short and long stimuli were pre-
sented with equal probability, and in addition, both stimuli could be in standard ver-
sion or two deviant versions. The deviant versions differed slightly in a task-irrelevant
dimension. The study revealed significantly longer reaction time in cases when the
distractor stimuli were present. Consequence for this thesis: It is not only important
to present information properly and sufficiently long for the recipient to process them;
it is equally important to avoid distraction in task-irrelevant dimensions as far as pos-
sible.3
[KMG+06] performed a study on the difference between vocal commands and vir-
tual sound cues while navigating. The effects were observed both with and without
cognitive load on the subject. Their hypothesis was that sound would cause less cog-
nitive load than spoken spatial commands. No significant difference was found in the
low-load condition, but significant difference in the high-load condition, where the
navigation task could be completed in less time when guided by audio cues instead
of spatial language. As a potential consequence to the field of automotive research,
navigation systems should switch from spoken commands to well-known sound cues
when the driver encounters high cognitive load.
Similar to the experiment of [LKLS99] on divided attention, [VAB11] investigated
the effects of divided hearing attention. Subjects were asked to interact with an audio
menu, while being exposed to another audio source. Options for distinguishing the
audio menu from the additional audio source were (a) spatial audio techniques or (b)
interrupting the additional audio stream. The additional audio stream was a podcast
for high cognitive load or classical music for low cognitive load. Results of the study
showed that, under low cognitive load, the spatial audio technique was preferred and
the interruption technique significantly less considered. Conversely on high cognitive
load, these preferences were reversed.
[DS11] describe an approach to speech-driven UIs for drivers. The authors discuss
the impact of linguistic complexity on cognitive load. This measure can be used for
estimating complexity of both written instructions and spoken information. This paper
will be presented in more detail in the following related work chapter.
The work of [FD12] does not immediately concern the complexity of presented in-
formation, but rather distractions caused by interior lighting. Participants in a study
were asked to perform two different tasks while sitting in a stationary car on a test
road at night: (1) detect pedestrians on the road ahead, and (2) rate the subjective
brightness of a reflected veiling on the windscreen. The results have implications on
3Of course not all possible distractions are under the control of the system.
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how car interiors should be lighted, as the reflection of the windshield has a significant
impact on the task of detecting pedestrians on the road ahead.
[RMW+12] reports first results on an exploratory study. The objective is to assess
the impact of typeface design on glance time on a multi-line menu display, which is
one of the aspects not yet considered by [IWWC89] and [IWB93]. Data from 42 par-
ticipants was collected. The results were consistent in terms of total glance time and
number of glances were consistent. The authors recommend optimization of type face
characteristcs as a low-cost method for reducing interface demand.
This survey shows that a substantial amount of research has been done on formal
parameters which influence the complexity of a presentation or the environmental
conditions affecting the driver’s perception. This provides us with a solid foundation
to build a situation-aware presentation toolkit. My own research in this area focuses
on the extension of this foundational work by adding a formal analysis of the display
layout and its complexity (cf. section 10.3).
Chapter 6
Related Work
In the previous chapters, literature in the respective fields of scheduling, presentation
planning, and situation awareness has been covered. Now, I will take a look at relevant
publications over the last few years covering these fields in combination.
Managing in-vehicle distractions–evidence from the Psychological Refractory
Period paradigm [HJC10]
In analogy to Endsley’s model (cf. sec. 5.2), human task performance can be de-
scribed as a linear sequence of three processing stages: (a) perception, (b) response
selection, and (c) response execution. The central bottleneck model of task perfor-
mance postulates that multitasking is possible in perception and response execution,
but not in processing: A central response selection stage is in charge of processing
and generates a bottleneck. If two tasks simultaneously access processing, one of
them has to wait until the other one completes this stage. The resulting delay in pro-
cessing the queuing task is called Psychological Refractory Period (PRP) effect (cf.
fig. 6.1). [HJC10] examine this effect for in-vehicle distractions in order to determine
the “task-free” interval required before a braking event to ensure safe braking: If an-
other task is currently being in the processing stage, braking would be delayed, which
results in severe security consequences. A study was performed with 48 subjects, i.e.,
drivers, who were split in six groups and were randomly assigned an in-vehicle task
defined by stimulus (three levels) and response modality. On close proximity, a lead
vehicle brakeing event occurred. The Stimulus Onset Asynchrony (SOA), i.e., the
time between secondary task and the braking of the lead vehicle, was varied in order
to determine the length of the PRP effect and the result in reaction time. As a result
of this study, the existence of dual-task interference could be demonstrated and the
necessary SOA could be determined as a 350ms interval.
In short: No secondary task should be executed 350ms before a brakeing event.
Although this paper offers some interesting results, practical implications are limited:
One of the goals in designing driver assistance systems is to warn as early as possible
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RT: Reaction Time; SOA: Stimulus Onset Asynchrony; PRP: Psychological Refractory Period 
Figure 6.1: The Psychological Refractory Period effect under dual-task conditions.
in case of imminent danger or an upcoming braking event. In such a situation, the
driver is informed immediately. No 350ms interval for planning ahead is available.
Enabling Micro-Entertainment in Vehicles Based on Context Information
[AKS+10]
There is a lot of idle time while drivers are stuck in a traffic jam or waiting in front
of red lights. These times could be used to entertain the driver, under the conditions
that (a) specially tailored content for short entertainment periods is available, and (b)
waiting times can be predicted reliably.
[AKS+10] performed an online survey assessing which forms of entertainment and
which types of content are accepted by the driver as useful for in-car entertainment.
127 people participated in this survey. The result for the forms of entertainment
showed a clear preference for audio content, followed by emails and audio and im-
ages. Videos, text and games were considered less suitable. Concerning the types of
content, a clear preference for news was given, followed by weather, cartoons, infor-
mation on nearby sites, and sports. Little interest was shown towards location-based
advertising, stock information, or advertisement in general.
In order to enable this so-called micro-entertainment according to the results of the
user study, the authors developed an algorithm for identifying traffic light zones (TLZ)
as shown in figure 6.2 and proposed a method for estimating waiting times.
Regarding the recent development in Car-2-X communication, the latter will become
obsolete over the next few years, as both cars and their environment, e.g., traffic lights,
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Figure 6.2: Algorithm proposed by Alt et.al. [AKS+10] for identifying traffic light zones
(TLZ).
will become increasingly equipped with Car-2-Car or Car-2-X communication infras-
tructure respectively, so the car will know exactly the remainder of the waiting time.
This paper covers the less noted “left half” of the Yerkes-Dodson law (cf. section
5.3.1). Entertaining the driver prevents him from getting bored, which is also a factor
decreasing driving performance. For the PRESTK system, I will introduce a similar
approach.
On Timing and Modality Choice with Local Danger Warnings for Drivers
[CCMM09]
Local danger warnings have to be delivered quiickly and efficiently to the driver. The
choice of modality can play an important role in doing so. [CCMM09] performed
an experimental study on the effectiveness of five different modality variants: speech,
text-only, icon-only, and two combinations of text and icons.
Ten subjects attended the study. They were given a primary, visually demanding task
as a substitute for the driving task. The task consisted in a “spot the differences” pic-
ture puzzle. Performance of this task was not evaluated, however, the subjects became
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Figure 6.3: Timing results in seconds for visual modality variants. (*) For speech, the mini-
mum presentation length is determined by utterance duration (source: [CCMM09]).
very engaged in this task.
While this primary task was performed, subjects got interrupted with warning mes-
sages in different modalities, consisting of three components: 1. type of obstacle, 2.
location, and 3. distance. Two seconds later, the warning was repeated in the same
modality, but with a 50:50 chance of being altered. Subjects were asked to select a
button indicating whether or not the message had been changed. Three buttons were
available for this task, labeled “same”, “different” and “not sure”. The short time
period between first and second presentation of the message did not require any long-
term memory; it was however sufficient to make sure that the subject knew what the
obstacle is, where it is and how far it is.
By varying the presentation duration, the authors determined the time necessary to
fully grasp all necessary details of the warning message. The results of this study are
shown in figure 6.3. Text-only required the most time, while icon-only was perceived
fastest. The two mixed versions are–not surprisingly–in between. For the speech
condition, the minimum presentation duration was determined by the length of the
utterance, but could be decoded reliably in nearly all cases.
This study presents us with essential information when building a presentation man-
agement system, as it provides numerical values for the minimal presentation duration
in different modalities.
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A Visual Programming Language for Designing Interactions Embedded in Web-
based Geographic Applications [LEMN12]
A Visual Programming Language (VPL) is, in accordance of the authors with pre-
vious definitions, “any graphical language that lets programmers create programs by
handling program elements graphically rather than textually.” [LEMN12] present a
VPL for designers to graphically describe human computer interactions with the aim
of generating the corresponding web-based application. The VPL described is not in-
tended for computer scientists or developers, but for a broader audience.
The focus of the VPL is on interaction, which is particularly interesting, since it is the
most complex part of a program to describe. The domain chosen by the authors lies
in the field of web-based geographic applications. The specified language is based on
UML.
As a starting point, the underlying model of the geographic application modeling is
described. It consists of three parts: 1. the content part, in which the geocontent is
described by structured information consisting of type, value and possible represen-
tations; 2. the application interface as the visualization layer allowing the content to
be visualized in various forms; 3. the interaction as communication between the user
and the system.
After that, the visual specification of interactions is specified, based on UML-like dia-
grams. Interactions that can be specified are user action, external system reaction, and
internal system reaction (such as projection, selection, or calculation).
The presented approach is put in context with the geocontent library WINDMash as
application.
Finally, the authors evaluate their VPL in a user study, which obtained overall positive
feedback as result.
Unlike the PRESTK system, the described VPL is not limited to presentation repre-
sentation but also covers interaction. In our group, we approach this in the recently
started SiAM project, and we include PRESTK as part of the dialog manager.
The Automotive Ontology: Managing Knowledge Inside the Vehicle and Sharing
it Between Cars [FM11]
In this paper, the authors detail the ideas previously presented in [FE10]. The under-
lying assumption is that cars are increasingly equipped with different systems which
meet the driver’s and passenger’s demand for safety, connectivity, and comfort. Per-
sonalization plays an important role in all of these systems, but acquiring information
on people should be unintrusive and done with as little redundancy as possible. Once
obtained, information should be available to different services, and it should persist
even if this person is located in another seat or even switches to a completely different
car. A central knowledge component can store all obtained information and provide
the necessary facts about the user to all on-board systems. In order to build such a
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component, the authors propose an Automotive Ontology and present a detailed user
model and a context model in this paper.
Design considerations are discussed, and the underlying concept and relation types
presented.
Four types of extensions are presented which play an important role in the automotive
context and need to be considered on such a fundamental level that they affect the
overall design of the ontology:
1. Temporal Aspects. For a qualified decision, it is important to know for each fact
in the database when it was recorded and for how long this information is valid. Es-
pecially physical context, as well as the state of the user, are subject to fast changes.
However, outdated information is not deleted, but instead labeled as “historical data”
and kept for future reference. Three reasons for doing so are given: (1) keeping track
of past events (e.g., draw a map of the car’s route), (2) extrapolate from previous data
(e.g., weather forecast), (3) learn typical behavior and state of the user.
2. Uncertain Knowledge and Reasoning. Much of the collected information in a car
can be uncertain for a variety of reasons, e.g., uncertain sensor data or inferences
drawn from uncertain data. Handling uncertainty is a traditional field in the area of
Artificial Intelligence and is no insurmountable problem. However, the ontology must
provide some means to annotate facts with uncertainty values, and reasoning based on
uncertain information must be handled carefully.
3. Dynamic Locations. Location modeling is obviously an important aspect in a dy-
namic environment such as a car. The ontology has to deal with that.
4. Privacy. In a shared knowledge base, privacy becomes a major concern. The au-
thors propose approaches to handle this problem.
The ontology design is still in research and needs to be tested further. In this thesis,
I propose an extension for modeling the driver’s cognitive load in several dimensions
(cf. section 9.4).
Multi-modal Presentation of Medical Histories [Hal08]
This paper deals with a problem similar to in-car information presentation, but in a
different field: The multimodal presentation of a potentially very extensive and very
complex medical history in such a way that the important information can be easily
perceived is a huge challenge. [Hal08] describes a visualization architecture which
uses graphical devices as well as natural language and is integrated into a coopera-
tive system for navigating through complex images. One of the goals is to show how
generated natural language can be used to improve the usability of the graphical user
interface, and, conversely, how the graphical user interface can be used to specify the
content of the medical reports.
The author identifies a list of seven general requirements of the users and six specific
requirements for the user interface which should be satisfied. A time-line based visual
navigator using so-called chronicles is presented. Furthermore, the proposed proce-
71
dure of content selection, document planning, and aggregation of text documents is
described. Finally, an approach to integrating text and graphics is presented.
As an outlook, the author describes upcoming work on handling incomplete data with-
out implying misleading information. The uncertainties in the underlying data have
to be marked as uncertain in the chronicle and displayed using different visualization
modalities.
Overall, this paper deals with an amount of information comparable to that in a car, or
even more, while at the same time the correct interpretation of this data has to be fast
and efficient, because it results in potentially safety-critical human decision making.
Some of the problems addressed here are also tackled by the Automotive Ontology
introduced by [FM11].
A Presentation Model for Multimedia Summaries of Behavior [MF08]
[MF08] introduce the Multimedia Summarizer of Behavior (MSB). Its goal is the
automatic generation of multimedia content which summarizes the behavior of a dy-
namic system at appropriate levels of abstraction. Additional information is included
in order to facilitate understanding of the presented summary.
The aim of this paper is to provide a presentation model for the MSB. It includes a
general strategy of discourse designed especially for the purpose of informing about
the behavior of the dynamic system. In order to do so, a discourse strategy that con-
nects informative components with rhetorical relations is developed.
The presentation model is the knowledge base of a hierarchical task network (HTN)
planner [EHN94]. It includes planning tasks, planning methods, preconditions and
operators. The planning tasks in the MSB are called communication goal, and the
planning methods are the discourse patterns. A pattern consists of sub-goals which
correspond to rhetorical relations. Hence, the whole discourse strategy becomes a hi-
erarchy of communication goals and discourse patterns. The planner selects the most
appropriate candidate from the discourse pattern and gathers additional information
according to the rhetorical relations. Eventually, the goals are refined with sub-goals.
A 3D viewer is used to visualize the information.
The authors apply this mechanism to the field of hydrology, for which it was devel-
oped, but explicitly state its applicability to road traffic networks.
For an in-car information system in the context of this thesis, the approach can be used
to summarize traffic and accident information in a range nearby or on the route taken
by a driver.
Generating Route Instructions with Varying Levels of Detail [ZHM+11]
Navigation systems provide driving instructions by notifying the driver of impending
lane or direction changes, which is called “turn-by-turn directions”. However, the ma-
jority of routes either start or end in familiar areas, and it has been shown previously
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that the need for navigation instructions decreases in a familiar area. To make things
worse, uncalled for navigation instructions disrupt and annoy the driver, taking his
attention away from the driving task.
[ZHM+11] propose a layered model of navigation instruction details, where the high-
est layer contains the original set of instructions as would be given by the navigation
system, and the lower layers successively contain less detailed information. An ap-
plication using these layers can at each point switch between layers and provide the
driver with the appropriate amount of information, according to his knowledge of the
area and information needs.
To evaluate the concept presented, the authors performed two user studies, one pre-
study on the road, and a main study online.
In the pre-study on the road, the layer of detail (LOD) required by drivers for partially
known routes was determined. 19 participants were asked to drive a distance between
20 and 50 kilometers, either starting or ending in a familiar area. Instead of using a
navigation system, directions were given by a fellow passenger acting as an instructor.
Instructions started at the most abstract level of pre-calculated directions, and, if not
sufficient, the instructor switched to a higher LOD. Results showed that in the three
sections of the drive (start, transition, destination), different LODs were requested by
the driver.
In the main study online, participants were shown instructions for randomly gener-
ated routes, based on their area of familiarity. Again, the routes were divided into
start, transition, and destination areas, and the LOD varied according to the familiar-
ity of the subject with the area. The participants had to (1) rate instructions for each
section, (2) compare the personalized instructions with Google Maps directions, and
(3) arrange the personalized instructions according to their needs.
Results of the study confirmed the assumption that personalized instructions are pre-
ferred over general instructions.
Although limited to driving instructions, the underlying mechanism here can be used
in a variety of other in-car systems and can be useful in identifying and reducing un-
necessary information. Being aware of the driver’s knowledge, for instance, can make
a warning about a traffic jam which he encounters every day on the commute to work
necessary, or might even lead to interesting new information not considered previ-
ously, e.g., to tell the driver there is no traffic jam today where he expects one to be.
This concept has also been elaborated by [Hor11] as the “surprise me” principle.
A Study on User Acceptance of Proactive In-Vehicle Recommender Systems
[BSW11]
There is a large amount of data which can be provided by modern in-vehicle systems,
but if every piece of information which might be of interest is presented to the driver,
the problem of information overload can become very serious. Especially, having to
choose from a large amount of points of interest (POI) can be difficult.
73
Proactive recommender systems are a promising approach to reduce the amount of
information.
The authors of this paper present a scenario for a gas station recommender and use the
Technology Acceptance Model (TAM) [Dav89] to evaluate their approach in a user
study.
A user interface is designed for the use on the central information display (CID) of the
car. The design follows three requirements:
(1) Unobtrusiveness. By choosing a two-stage approach, the driver is first presented
with the information in a subtle way (i.e., small icon) and only later on with a bigger
pop-up. This enables him to notice the important information by glancing at it, ac-
tively requesting more information at his convenience.
(2) Accessibility. All relevant information should be easy to access.
(3) Transparency. Since recommendations are given without being requested by the
user, the reason for the recommendation should be clear at all time.
The authors performed a user study with the gas station recommender system de-
veloped by these guidelines and evaluated it in terms of perceived usefulness, trust,
perceived ease of use, and attitude to use. The results are overall positive.
The design guidelines presented in this paper are similar to the ones we used in de-
veloping the simTD HMI. However, [BSW11] use only one type of information to be
presented in their study, while in realistic applications the combination of different
kinds of information poses a much more difficult challenge to the system design.
Support for Modeling Interaction with Automotive User Interfaces [SPKS11]
The aim of [SPKS11] is to provide both a model and tools for rapid prototyping and
evaluation of user interfaces in a car. Unlike the usual approach, to evaluate a user
interface with a user study, the authors propose an adapted version of the Keystroke-
Level Model (KLM), based on empirically collected data of typical in-car operations.
The KLM is a model aiming at predicting how long an expert would need to per-
form a certain task on a specific desktop system. It is based on decomposing the task
into low-level operations such as keystrokes or mouse-pointing, and adding up the as-
sumed completion times of the sub-tasks to get the overall task performance time. The
necessary operators (covering new, adapted, unchanged, and not applicable operators)
are shown in table 6.1.
The exact timing value for each operation was determined in a user study. Model and
values were combined in the MI-AUI software, which predicts the time necessary to
complete a specific task on a specific in-car user interface.
An interesting aspect of this paper is the consideration of mental preparation time as
part of task completion, as an additional perspective to the cognitive load topic.
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Operator Type Description
Turn (T) new Turn movement on rotary controls
Homing (H) adapted Change between steering wheel and interface
Finger Movement (F) adapted Movement between controls
Keystroke (K) adapted Button press
Attention Shift (AS) adapted Shift between different parts of the interface
Mental Preparation (M) adapted Mental preparation of the driver
Response Time (R) unchanged System latency
Pointing (P) N/A Mouse pointing
Drawing (D) N/A Interaction with pointing device
Button Press (B) N/A Mouse button press
Table 6.1: Adapted operators from the Keystroke-Level Model (KLM) for evaluation of in-car
systems.
The Impact of an Adaptive User Interface on Reducing Driver Distraction
[TWV11]
[TWV11] discuss the adaptive In-Car Communication System (ICCS) prototype
MIMI (Multimodal Interface for Mobile Info-communication) and its impact on driver
distraction. The authors claim that current ICCSs attempt to minimize manual and vi-
sual distraction, but more research needs to be done to reduce cognitive distraction,
where cognitive distraction is defined as including any thoughts that absorb the at-
tention of the driver. Furthermore, few ICCSs today consider the driver’s context.
Cognitive workload, user performance, and situation awareness can be used as trig-
gers in an adaptive user interface. In the MIMI prototype, the driver distraction level is
determined using an artificial neural network (NN) using speed, speed delta, steering
wheel angle and steering wheel angle delta as input parameters (cf. figure 6.4).
The parameters are obtained via the car’s controlled area network (CAN). The NASA
TLX questionnaire was used to measure the participants’ cognitive load.
A user study based on the Lane Change Test (LCT) was set up, with 30 participants,
comparing an adaptive version of MIMI with a non-adaptive version in terms of safety,
driver distraction and usability. Participants had to perform ten tasks while driving in
a simulator running on a PC. The display was projected at the wall and the participants
used a simple steering wheel and pedals to control the driving simulator. All ten tasks
were related to telephone or texting activities, such as dialing a number, confirming
an incoming message, etc.
Overall, the adaptive version of the MIMI prototype had better results in perceived
safety and usability.
Although the system in this paper is limited to communication functions, the general
results are applicable to other in-car systems as well.
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Figure 6.4: Determining distraction level using speed, angle, and variation thereof in a neural
network (source: [TWV11]).
A Dynamic Content Summarization System for Opportunistic Driver Infotain-
ment [RLH11]
[RLH11] present an approach to providing information to the driver at low-demand
times using an embedded natural language processing (NLP) system. Prediction of
low-demand times is based on previous work by other researchers, so the main focus
of this paper is to propose and implement an algorithm to summarize a given text to a
given length corresponding to the time length of the utterance by a speech synthesizer
(cf. figure 6.5). Additional flexibility is added by providing the possibility of adjusting
the speaking rate of the synthesizer.
As a result, the implemented algorithm was able to summarize given text accurately
for a given time slice.
Driver Distraction Analysis based on FFT of Steering Wheel Angle [IKL11]
In a work-in-progress paper, [IKL11] propose an approach to deducing driver distrac-
tion using Fast Fourier Transformation (FFT) on the steering wheel angle spectrum
over time. The steering wheel angle is a one-dimensional signal, with the advantage
of being represented in every car and easily accessible using the car’s CAN bus. Us-
ing three different distractions (telephoning, navigating, and inserting a CD in the CD
player), the assumed distraction level was compared to the result of the steering wheel
angle calculation, and a correlation was found. The correctness of these results will
be analyzed and verified in more detail in future research.
Linguistic Cognitive Load: Implications for Automotive UIs [DS11]
[DS11] propose in this position paper an approach to speech-driven user interfaces for
automotive drivers. The goal is the development of a speech interface that modulates
76 CHAPTER 6. RELATED WORK
Figure 6.5: Dynamic text summarization to a specific target utterance length as proposed by
[RLH11].
its complexity according to ongoing driving conditions by using psycholinguistic mea-
sures of language complexity. Their proposed research program includes three steps:
“(a) study of the relationship between divided attention and different levels of linguis-
tic representation (particularly semantic, syntactic, discourse); (b) design of a system
to mediate in-car synthetic speech prompt production; and (c) measurement of the ef-
fects of in-vehicle dialog system interaction.”
In the context of my thesis, two aspects of this paper are of special interest:
1. The literature overview of existing measures for cognitive load and the attempt to
integrate them. Linguistic complexity can be measured using surprisal [Lev08], i.e.,
the negative log-probability of a word in a given context [Hal01]. Another defining
measure is the accessibility of previous material when integrating it with new material
(dependency locality theory, DLT [Gib00]). In a previous paper, [DK09] integrated
these two approaches into a single model of sentence processing called “Prediction
Theory”.
2. The architecture proposed for a dialog complexity manager (cf. figure 6.6). An
interesting aspect here is that not only is the system’s linguistic complexity measured,
but that of the driver’s feedback as well. This approach integrates to a certain ex-
tent the model of Endsley (cf. chapter 5) of situation awareness with my proposed
extension of system situation awareness (cf. section 9.1).
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Figure 6.6: The dialog complexity manager architecture proposed by [DS11].
Utilizing Pupil Diameter to Estimate Cognitive Load Changes During Human
Dialog: A Preliminary Study [KMPH11]
[KMPH11] explore the use of pupil diameter for evaluation of the effects of different
dialog behaviors on the driver. Their claim is that less-structured verbal tasks are
more representative for HMIs of the future than highly structured tasks such as
question-answer tasks. In this paper, the authors present a study in which they test
whether or not pupil diameter can be used to detect major changes in the cognitive
load of the driver. For this test, participants are paired up, one being the driver and
the other one the other conversant. The driver is driving in a driving simulator, with
the primary task being to follow a lead car at 55 mph in daytime conditions on a road
with some curves. The additional task is to remotely play a game of Taboo with the
other conversant. The expectation is that, while performing the additional task, the
cognitive load of the driver is higher and will drop right after the end of the game.
Results of eye-tracking the driver during the study confirm this hypothesis.
Estimating Cognitive Load Complexity Using Performance and Physiological
Data in a Driving Simulator [SP11]
[SP11] suggest estimating the driver’s cognitive load using estimation models based
on radial basis probabilistic neural networks (RBPNN). The design of the model is
based on a user study where participants drove in a simulator and were asked to com-
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plete auditory recall tasks in order to raise their cognitive load. The input of the
RBPNN consisted of different combinations of four sources, two of them based on
driving performance and two on physiological measures: 1. standard deviation of lane
position (SDLP), 2. steering wheel reversal rate (SRR), 3. heart rate (HR), and 4. skin
conductance level (SCL).
The result of the study shows that the best results were obtained using SCL only, fol-
lowed by a combination of SCL and SDLP. The combination of SRR and HR scored
worst.
These results are relevant in the context of my thesis, as they both put recent work by
[IKL11] and [TWV11] in perspective and back my claim that a decent, unintrusive
assessment of drivers cognitive load is difficult, whereas cognitive load estimation by
context can and will be used as an alternative.
Enhancing Assessment of In-Vehicle Technology Attention Demands with Car-
diac Measures [LB10]
[LB10] discuss the difference between attention assessment based on driving perfor-
mance measures and attention assessment based on physiological measures, specifi-
cally heart rate measures in this case. While the authors agree that decrease in driving
performance is a result of divided attention, they argue that the absence of diminished
driving performance does not necessarily indicate that there are no attention costs in-
volved in the current task performance: “While it may mean that attention resources
are not shared between the two tasks, it may also mean that attention resources were
shared but not overtaxed.”
In conclusion, the authors support the use of additional cardiac measures in testing in-
vehicle systems in order to obtain a more detailed model of their induced distraction
level. However, they do not propose to use these measures in everyday driving.
Tell Me More, not just “More of the Same” [IBH10]
[IBH10] introduce the “Tell Me More” system, which, based on an online news story,
searches for additional information on the same news item. Unlike previous systems,
the classification of additional information is not just a binary classification (“new”
and “not new”), but instead analyzed further and classified as supplying additional
quotes, additional actors, additional figures, and additional information. The system
uses five core modules, i.e., processing steps:
1. Content Gathering. Additional content is gathered using search engines.
2. Content Filtering. Documents which are either exactly the same as the original
document or completely different are removed from the gathered content. Latent Se-
mantic Analysis (LSA) [LD97] is used.
3. Text Analytics. Using statistical and heuristic models, for each new article entities,
figures and quotes are detected. Also, a vector representation of each paragraph is
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computed.
4. Difference Metrics. New documents are compared with the original document.
5. Presentation. Based on the difference metrics, new information is ranked and pre-
sented.
Although this paper does not have a direct connection to the automotive domain, the
procedure presented here is relevant in the context of this thesis. By applying the
same approach to two different variations of a message to be presented to a driver, we
can compute the difference between the simpler variant and the more detailed variant.
This difference in turn can be used as a foundation for a measure of textual complex-
ity. This offers an extension or alternative to previous linguistic complexity measures
such as [DK09]. However, the amount of text presented to the driver is at the moment
rather small, but might not necessarily stay that way, if reliable methods for unintru-
sive delivery of longer messages to the driver can be found.
Local Danger Warnings for Drivers: The Effect of Modality and Level of Assis-
tance on Driver Reaction [CMC+10]
[CMC+10] present a user study aimed at selecting the most appropriate presenta-
tion factors when presenting in-car warnings of emergent road obstacles. Two factors
were investigated in this study: modality and level of assistance. Four variants for
the modality were used: speech, visual and speech, visual warning with blinking cue,
and visual warning with sound cue. For the level of assistance, two variants were
provided: with or without action suggestion. The study was performed in a driving
simulator and evaluated in terms of effectiveness, efficiency and satisfaction:
Effectiveness is the accuracy and completeness with which users achieve specified
goals.
Efficiency is the amount of temporal and cognitive resources expended to achieve the
goals.
Satisfaction is the user’s positive attitude towards the use of the interface.
32 persons participated in the study, which was conducted in a real car with a driving
simulation projected on the windshield and took about two hours. While driving, vi-
sual warning messages were presented on a display placed in the middle console of
the car. The driving speed could be controlled at two levels, 120 km/h and 60 km/h,
using the gas pedal and the brake pedal to switch between these two speed levels. The
basic requirement however was to drive at 120 km/h wherever possible. Participants
were asked to react to obstacles shown in a distance of between 800 and 1300 meters
by changing to the offside lane if the driver was on the nearside lane, and change back
after the obstacle, or to brake if the obstacle was on the offside lane or on the right
roadside, and accelerate again after passing the obstacle. Warnings were presented
before the obstacle became visible.
The study obtained detailed results and recommendations for the design of in-car
warning systems, e.g., purely auditory or purely visual modalities are both insufficient
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for presenting high-priority warnings, but the combination of both can be beneficial,
especially speech and visual messages. Speech messages should be kept short and the
critical information presented first.
Heart on the Road: HRV Analysis for Monitoring a Driver’s Affective State
[RFA09]
[RFA09] investigated the application of heart rate variability (HRV) analysis based on
electrocardiography data for identifying possible threads in a driving situation. They
recorded a “personal affective profile” of a driver by recording the same route at a
specific time of day several times, using both ECG data and GPS data. Two possible
fields of usage are proposed:
1. If, when driving the same route again at the same time of the day (varied slightly
by traffic jams or other delays), at any point the HRV value deviates significantly from
the previously recorded data, a warning could be issued to the driver, as this deviation
might be an indicator of imminent danger.
2. Road segments could be classified by a service provider according to the arousal
state of the drivers using these road segments.
The work presented in this paper adds another dimension to the discussion on driver
stress: As the subjects were not feeling stressed during the experiment, the measured
values can be used as an indicator for unconscious stress. Furthermore, higher arousal
states could be measured at higher traffic volume, which supports my hypothesis that
the state of the driver can–to a certain extent–be deduced by environmental factors (cf.
section 9.3).
An On-Road Assessment of the Impact of Cognitive Workload on Physiological
Arousal in Young Adult Drivers [RMC+09]
[RMC+09] present an on-road user study aiming at assessing the change in the driver’s
heart rate and skin conductance while the cognitive load is artificially increased using
an auditory delayed digital recall (n-back) task. 26 subjects participated in a 30-minute
drive and their data was recorded. As a result, the validity of using heart rate and skin
conductance for measuring cognitive load could be confirmed. While heart rate in-
creased almost linearly with the complexity of the secondary task, skin conductance
raised significantly at the lowest level and did not change much with subsequent in-
crease of difficulty. Results are shown in figure 6.7.
A Cognitive Schema Approach to Diagnose Intuitiveness: An Application to On-
board Computers [FII09]
Intuitive interaction is the result of unconscious application of prior knowledge to a
new task or a new environment. [FII09] investigated in a user study “whether match-
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Figure 6.7: Mean heart rate (bpm) change (left) and mean skin conductance (micromhos)
change (right) in different stages of the experiment as describes in [RMC+09].
ing all the states of an interface with a function (Inductive Group) in comparison to
a word (Perceptive Group) fosters schema induction and interacts with familiarity.”
Subjects were 43 students who were novices in the use of onboard computers. The
participants were instructed to read the target on an interface, press a “GO” button
and then read the achieved state and click “YES” or “NO” respectively, depending on
whether it matched the target or not. The results of the study suggested some inter-
esting design recommendations: Few errors for both the Perceptive and the Inductive
Groups indicate a transfer of prior schemas. More errors for the Perceptive compared
to the Inductive Group reflect a positive induction effect.
Predicting User Action from Skin Conductance [LN08]
[LN08] performed a user study using a simple arcade game, while recording physi-
ological data of the participants. They used a physiological measuring device called
ISAX, which is capable of recording heart rate (HR), heart period variability (HPV),
and skin conductance level (SCL). These data, along with information about the user’s
mouse clicks, were fed into a neural network. By using this neural network, predic-
tions could be made on user actions during the game. Especially SCL turned out to
be very useful, resulting in the network being able to predict the user action 2 seconds
before it happened. This could be–if further refined–very useful in designing in-car
warning systems, as predicting the driver’s actions can give us a temporal advantage in
the ability to warn or inform the driver of possible consequences. Or, to the contrary,
we could suppress a warning if an upcoming reaction has been determined already.
Exploring Differences in the Impact of Auditory and Visual Demands on Driver
Behavior [YRM+12]
The authors performed a study where the performance metrics of drivers carrying out
a visual-manipulative task were compared with the performance metrics of drivers
carrying out an auditory task in-vehicle while driving. These two types of secondary
tasks resulted in the same level of self-reported workload, however perfomance-based
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and physiological measures showed different results. Their findings are consistent
with Wickens’ Multiple Resource Theory [WSV83] and thus provide some support
for my classification of the driving task (cf. section 9.2.2).
Heart Rate Measures Reflect the Interaction of Low Mental Workload and Fa-
tigue During Driving Simulation [THS+12]
In this papers, the authors emphasize on the fact that heart rate measures can be used
both to assess mental workload as well as fatigue, i.e., special precautions are neces-
sary to distinguish these two concepts and obtain valuable results. In a study, mono-
tonic mental workload was assessed under changing conditions of driver fatigue in
a simulator setting. Using different cardiovascular measures, a distinction between
tracking task and driving task was attempted and succeeded. The authors provide
valuable information on the distinction of the several measures and advise which to
use when.
Situation-Aware Personalization of Automotive User Interfaces [Gar12]
A simulator-based prototype of an in-car personalization system is presented. In a first
step, user actions are recorded and associated with contextual parameters. Learned
user preferences can automatically be executed afterwards. These features resemble
the Programming By Demonstration (PBD paradigm in the PAN project (cf. section
3.2). In a second step, well-known personalized features such as navigational shortcuts
or other automated routines can be proposed in the form of a list for the driver to
choose from. The system is a prototype implementation which has not been evaluated
yet.
Data Synchronization for Cognitive Load Estimation in Driving Simulator-based
Experiments [MK12]
The growing trend to measure cognitive load during a user study and the heterogenous
sources and measuring devices result in an increasing need to carefully synchronize
data measured in an experiment. The authors of this paper propose an architecture
for orchestrating a driving simulator, an eye-tracker and one or more physiological
monitors. Both the hardware side (cf. figure 6.8) and the software side of the solution
is presented. The system was tested and overall allows for a sampling rate of 133Hz
of synchronized data measures during a study.
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Figure 6.8: Data Synchronization in a driving simulator proposed by [MK12]
Emotional Adaptive Vehicle User Interfaces: moderating negative effects of
failed technology interactions while driving [ALDG12]
This paper is located in the field of Natural User Interfaces (NUI) and explores the
possibilities of emotion recognition in spoken user input. The aim is to use this infor-
mation in their Voice User Help (VUH) in error recovery scenarios. By detecting neg-
ative emotions of the driver caused by system failures or suboptimal system behavior,
the response of the system can be adapted in an attempt to increase the user’s mood.
In order to achieve that, the authors present an emotional taxonomy for the VUH in
the two dimensions valence and arousal. Furthermore, the emotion recognizer tool
based on the Praat software [Boe02] and the weka data mining tool [HFH+09] is pre-
sented. The recognition rate of the presented tool depends on the number of test data
and ranges from 71% up to 90%.
It is by now still unclear which reaction of the system to an upset driver would be most
beneficial. While part of the literature indicates that adapting the systems emotional
state to the emotional state of the driver, others are in favour of counterbalancing the
drivers mood to a neutral or positive value.
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Summary
The table in figure 6.2 shows a classification of the previously discussed related work
according to and in perspective of the goals of this thesis. As most of the papers dis-
cussed are from relevant conferences in the automotive field and are also very recent,
we can observe current tendencies in automotive research here.
The most obvious trend is towards assessment of cognitive load, whereas the usage
of this acquired information in terms of cognitive load assessment is not always very
clear or has not been considered yet. Formalization mechanisms are few and far be-
tween. Concerns of standardizing an manufacturer-independent, in-car presentation
language are barely noticeable [EFM12b].
Scheduling plays a minor role in research, but is sometimes used in connection with
finding time windows for presenting tertiary task information and messages. Presenta-
tion planning is a topic of research, but still by far not as prominent as cognitive load.
In cognitive load assessment, physiological measures are used to a certain extend, but
mainly in an experimental setting, and a trend towards more unintrusive methods is
obvious. Questionnaire-based methods are mainly used as additional measures in user
studies. Perfomance based measures such as the unobtrusive measure and evaluation
of steering wheel angle and speed are discussed prominently in three of the papers
presented in this chapter.
The term “situation awareness” becomes increasingly important over the last few
years.
There is no system yet to my knowledge containing all the features necessary to com-
pletely fulfill my requirements for a flexibly applicable system for situation-aware in-
formation presentation. The increasing and strong efforts in this direction are mainly
aimed at cognitive load assessment and consideration while other parts for a compre-
hensive toolkit are usually neglected.
I will present my requirements in the following part III and describe my research to-





























































[HJC10]     (perf. based)   
[AKS+10]    () by context ()  
[CCMM09] () ()      
[LEMN12]    ()    ()
[FM11]        
[Hal08]    ()    ()
[MF08]        
[ZHM+11]     by context   
[BSW11]    ()    
[SPKS11]       () ()
[TWV11]     perf. based   
[RLH11]     by context   
[IKL11]     perf. based   
[DS11]        
[KMPH11]     physiological   
[SP11]     perf., physiol.   
[LB10]     physiol.   
[IBH10]    ()    
[CMC+10]        
[RFA09]     physiol.   
[RMC+09]     physiol.   ()
[FII09]        
[LN08] ()    physiol.   
[YRM+12]     all combined   
[THS+12]     physiol.   ()
[Gar12] () ()   (perf. based)   ()
[MK12]        ()
[ALDG12] () ()   perf. & context   
PresTK     by context   
Scheduling Pres. Planning Cognitive Load
legend:  present in paper; () implicitly present;  not present in paper
Table 6.2: Related Work
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Part III
Situation-Aware Presentation of





This section of the thesis details my contributions to automotive research.
After discussing the theoretical background and related work in the previous part,
chapter 7 starts by identifying the requirements for a system situation awareness in
a car. Chapter 8 documents the first approach in the simTD system and the concepts
developed for it. In extension, chapter 9 builds on the experience and lessons learned
and introduces a second approach, which additionally covers system situation aware-
ness. Both approaches are empirically evaluated in chapter 10. Finally, chapter 11
discusses some potential additions to the system presented and their prospects for suc-
cessful implementation.
To wrap up this conceptual part of the thesis, the requirements are revisited in chapter
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Conceptual Requirements for System
Situation Awareness
In the previous part of the thesis, various aspects of my work were described in terms
of theoretical background and related work. In this part, I discuss my contribution to
the research area, leading to the implementation of the presentation toolkit PRESTK,
which is described in part IV.
First, the requirements imposed on the system need to be clearly identified. The
requirements are partially given by the requirements of the simTD project, partially
“lessons learned” from practical work in the project and complemented with the wish
to go beyond simTD and add system situation awareness.
The basic problem is intelligent mediation as described in [OH93], adapted and ex-
tended to an in-car environment. Several, sometimes mutually independent infor-
mation systems attempt to communicate important information over a limited set of
communication channels to a recipient (i.e., driver) with a limited amount of cognitive
abilities. As the information to be mediated is changing in a highly dynamic driving
environment, and at the same time is potentially safety-critical, communication to the
driver has to be as efficient as possible.
The problem of presenting mutually independent information systems can be consid-
ered as a search problem in three dimensions (cf. figure 7.1):
1. Time: To avoid simultaneous presentation of information which cannot in fact
be processed simultaneously by the recipient, scheduling presented information
on a time axis is necessary.
2. Modality: As the availability of information channels is limited, both spatially
and technically, conflicts of two or more presentations occupying the same com-
munication channel need to be avoided.
3. Complexity: Since the cognitive resources of the recipient are limited also,
each piece of information has to be presented as simply as necessary and with
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Figure 7.1: Three dimensions of presenting information.
as much detail as possible to maximize the benefit provided by the system to the
driver.
Other factors also play an important role, e.g., the priority of the presented informa-
tion, which makes the problem more complex in reality.
The requirements of the envisioned presentation toolkit include:
• Extensibility. It should be possible to include requirements not yet formalized.
Not knowing what these requirements are, we can of course not be completely
certain of satisfying these requirements, but an open, component based archi-
tecture is a suitable foundation.
• Dynamic. The toolkit needs to react to a dynamically changing environment.
Information to be presented might change at any time due to the dynamic nature
of the context, and no parameter can be taken for granted.
• Anytime functionality. Also caused by the dynamic context, the time available
for decision making may vary and especially might be shorter than initially
assumed. The system needs to react at any time with the best possible solution
to a given problem.
• System Situation Awareness. In analogy to Endsley’s model, the system needs
to be aware of the current situation and react accordingly. This implies the
following three requirements:
– Cognitive Load Assessment. A suitable and sufficiently accurate model
of the current state of the user is required at any time.
– Presentation Complexity Estimation. The complexity of presented in-
formation for different presentation strategies needs to be estimated in or-
der to assess its impact on the driver and choose alternatives.
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– Cognitive Load Consideration. The system needs to adapt to the driver.
• Formalization of Acquired Information. Pursuant to the requirement of ex-
tensibility, information such as driver’s cognitive load needs to be formalized
in an open format and made available in a way that is easily accessible to other
systems.
In the next chapters, the conceptual background required for such a system is
presented.
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Chapter 8
Solution Provided for the simTD HMI
The Human Machine Interface (HMI) as described in [CEM+12] offers a central,
common user interface for all functions and their respective use-cases in the car. This
encompasses, on one hand, the visual and/or acoustic delivery of information and
warnings to the driver. On the other hand, the interface receives input from the driver
concerning the operation and configuration of the functions provided.
Input and Output Modalities
The simTD HMI incorporates the following modalities:
1. Complex graphics, such as the schematic depiction of a multi-lane street with
color annotations visualizing the traffic flow. The term “complex” refers here to
the composition of the graphic itself, not to the driver’s perception. The graphic
is composed in a way that it is quickly, easily, and unambiguously for the driver
to comprehended.
2. Symbols such as traffic signs and other pictograms. The symbols can be shown
in big (filling most of the display area) or in small versions in the symbol area
of the screen, where they will also be shown when the main display area is not
(or no longer) available (“priority management”).
3. Written text such as “Attention! Broken down vehicle in 400 meters!” (as a text
string on the screen).
4. Speech output via TTS, such as “Attention! Broken down vehicle in 400 me-
ters!” over the car speakers.
5. Audio signals, e.g., signal tones, to focus attention on the display of important
information or to deliver a warning message.
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6. A two-dimensional map with Points Of Interest (POI) and markers. Each POI on
the map may contain additional information that can be displayed as an overlay
on the screen.
7. Buttons for interaction.
8. Virtual keyboard for typing in information (while the vehicle is not being oper-
ated).
Presentation Models
Presentation models describe the manner in which given use-cases should be displayed
on the HMI. The presentation models contain both information on the use-case to be
displayed as well as at least one display strategy, covering the following aspects: How
should a given presentation task be displayed if all HMI resources are available (pre-
ferred or optimal strategy)? How should the use-case be presented in case the main
screen is already occupied by an active use-case or a use-case of higher priority (par-
allel presentation of information)? How and to what extent can important parameters
of the use-case be adapted at runtime to suit the given situation?
By this we ensure that our scope of action is not limited to the boolean option “task
can either be displayed or not”, but can consider several fall-back options which ide-
ally make use of the available resources. The presentation models (including graph-
ics) were developed at DFKI in cooperation with the respective function development
teams, based on their requirements.
Virtual Screens
The single display available to the driver in the simTD environment is split into three
virtual screens which can be switched using on-screen navigation buttons.
The main screen is the default view on the HMI. It is mainly used for displaying
warnings and travel information. It consists of a main area and a so-called symbol
area. The main area offers the possibility for displaying complex graphics, text, large
symbols, progress bars or a combination of these elements. The symbol area is suited
for up to six iconic depictions of information which is of immediate relevance in the
current context, but not as important in terms of priority as the content on the main
area. The symbol area is visible on all three virtual screens.
A navigation map is the main component of the navigation screen. This screen is not
the default view, but has to be selected manually by the driver. Additionally, warnings
and points of interest (POI), such as events, parking lots, traffic cameras, etc. can be
displayed. The navigation screen also shows the symbol area at the top.
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The option screen offers functionality to change relevant system settings and provide
feedback to the system.
Presentation Manager
The presentation manager is the core part of the system. Presentation requests are
received and managed here. The scheduler is located here as its main building block.
Via an interface to the system’s logging function, we ensure that all events occurring
in presentation management and scheduling are logged in a way that later evaluation
is possible.
HMI Allocation Tree
The HMI Allocation Tree is a tree structure encoding the structure of available output
channels as well as their current allocation (see Figure 8.1). The root of the tree is
labeled “HMI” and encompasses the complete set of all available output devices or
channels, which are its child nodes. In the case of the simTD HMI, these are the audio
channel (here called text-to-speech, TTS, according to its main usage), the main area
of the screen (MA) and the symbol area of the screen. The symbol area in turn has a
selection of symbol places as children, which are leaves and not further differentiated.
The main area is divided in several so-called logical screens, of which the main screen
again is divided in main screen left and main screen right.
In this way, the allocation tree not only provides well-defined information on its struc-
ture, but also allows for annotation of the leaves with current or intended usage. When
given a tree encoding the current state of the HMI allocation and a tree encoding a pre-
sentation strategy for a presentation task, the problem of detecting a potential conflict
in attempting to apply the display strategy to the current allocation can be reduced to
checking whether or not the set of annotated leaves is disjoint.
Resource-Constrained Scheduling Problem (RCSP)
RCSP consists of a set of tasks (activities) with fixed start times and durations, which
should be executed without interruption on a given (limited) resource. Thus, conflicts
occur when two or more tasks attempt to use the same resource simultaneously. The
objective is to resolve all conflicts while modifying the set of tasks as little as possible.
It is important to keep in mind that our problem, as presented here, differs significantly
from the original RCPSP and thus the approaches mentioned previously (cf. section
2.4) cannot simply be adopted.
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Figure 8.1: HMI Allocation Tree.
Presentation Task Scheduling Requirements in the Ap-
plication Domain
My approach is based on the requirements of the on-the-road simTD project, hence
tests and evaluation are performed in three different scenarios as close to reality as
possible: the rural road scenario (basic complexity), the motorway scenario (interme-
diate complexity), and the urban road scenario (high complexity). I argue that, due to
its run-time behavior, the graph-based approach is suitable for the particular applica-
tion domain at hand. Results are presented in terms of quality of the solution (conflict
resolution), runtime behavior and pruning effects to the size of the search tree. In
addition to the scenarios derived from the actual field test, a hyper-real stress test is
presented to demonstrate the performance of our solution.
I apply the RCSP approach to the problem of scheduling a large number of driver
warnings based on Car-2-Car communication (also known as cooperative vehicles).
As a reminder: The simTD test field is located in the Frankfurt-Rhine-Main area of
Hessen, Germany. With up to 120 vehicles and more than 100 roadside stations in-
stalled by the Hessian traffic centre (VZH) and the Integrated Traffic Management
Center Frankfurt (IGLZ), Car-2-X communication is tested under real conditions. The
Frankfurt-Rhine-Main area is an important German traffic hub with major traffic gen-
erators such as Frankfurt Airport, Frankfurt Trade Fair and the stadium. Large parts
of the area are characterized by high traffic density and therefore allow experiments
on all road safety and traffic efficiency functions under normal as well as high-load
conditions. Figure 8.2 shows a map of the test field. It is comprised of three scenar-
ios: I Rural road, II / III Motorway, and IV Urban road. The order of the scenarios
represents their increasing use of the limited HMI resources. These assumptions are
based on the number of applications active in the respective area, the traffic density
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and the density of road site stations (stationary wireless communication units) used in
the field test.
The Rural Road Scenario involves the federal rural roads B3 and B455, including
main through-roads and junctions to the A5 (E451) motorway. A large number of
traffic lights and road sections are equipped with roadside stations. The focus in this
scenario is on testing the systems local danger alerts and information about construc-
tion sites (see Figure 8.3).
The Motorway Scenario involves the A5 (E451) motorway between junctions Bad
Nauheim and Westkreuz Frankfurt as well as several motorways surrounding the city
of Frankfurt. The region is divided into two parts with different densities of roadside
stations (marked with II and III, respectively, in figure 8.2). The focus for the motor-
way scenario – apart from monitoring the traffic situation and identifying traffic events
– is on traffic forecasting. Applications comprise an information and micro-navigation
system for construction sites, end-of-traffic-jam alerts, traffic sign assistance, traffic
information, and route deviation management.
The Urban Road Scenario comprises an important part of the main roads through the
city of Frankfurt. This includes all relevant traffic generators, such as Frankfurt Trade
Fair, the main station, Commerzbank arena, Niederrad, and Frankfurt Airport. One
roadside station is placed at each major signalized intersection, mostly realizing dis-
tances of less than 500m. The focus of this scenario is – in addition to the general
traffic situation survey – on local traffic-actuated traffic light control, location infor-
mation services and testing of light phases and intersection / cross-traffic assistant
systems.
Figure 8.3 gives an overview on the complexity of the scenarios and specifies the role
of RCSP in the given application context. A large number of presentations try to ac-
cess (potentially) simultaneously a limited resource (the Human-Machine Interface,
HMI). Not all requests are equally important. Output channels are distributed over
different modalities: multiple visual channels (symbols and main screen), auditory
outputs, and text-to-speech (TTS). Hence, unlike traditional presentation planning,
we look at a highly dynamic scenario in which presentation requests come in at any
time during runtime. As indicated by the dashed triangle, a second resource limitation
has to be taken into account: the limited cognitive resources of the driver. Here, ques-
tions should be addressed like, for example, how long the minimal display time for
a piece of information should be, or whether or not overlapping presentations on dif-
ferent channels (TTS for one message and simultaneous display of another message)
is beneficial. However, this is beyond the scope of this thesis. I refer the interested
reader to [CCMM09, CMC+10, MCT+10].
Presentation requests are issued by the “functions” listed on the right side of Figure
8.3. Functions act as individual subsystems that have no knowledge of the available
resources or the activities of other functions. Presentation requests are issued (“an-
nounced”) as soon as the need for a warning becomes apparent. Hence, the sched-
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Figure 8.2: The simTD test field around Frankfurt/Main, Germany.
uler can allocate the HMI resources beforehand (planning time does not delay crucial
warning messages). Nevertheless, the scenario involves a multiplicity of presentations
and is highly dynamic.
Proposed Graph-Based Solution
In short, our problem is a dynamic set of tasks (presentation requests) simultaneously
trying to access a limited resource. Tasks have a start time, duration, a hard minimal
duration, a priority, and a desired resource (presentation strategy). We look for a solu-
tion which resolves resource conflicts while modifying the tasks as little as possible.
A more formal definition is given below.
I propose a two-step graph-based solution to the problem [EM12]. Step one is trans-
forming dynamic planning to static planning at runtime. Dynamic planning thus is by
construction equivalent to having a series of static planning problems. The main prob-
lem here is to identify subsets of the set of presentation tasks and the appropriate order
of resolving multiple different conflict sets. Identifying overlapping presentations is
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Figure 8.3: Complexity of the scenarios I – IV and the role of RCSP in the given application
context.
a straightforward task at first sight. However, since the solution to that conflict could
again cause other conflicts, the appropriate set of tasks to be included in the conflict
set is not always obvious. Here we have to solve the trade-off between scope of the
solution and runtime, which depends heavily on the number of tasks in the conflict
set.
Step two of our approach is transforming our problem into a tree search problem for
which well known algorithms can be applied.
Let T be a set of presentation tasks T = {t1, t2, ..., tM}. Let each presentation task ti
consist of a start time, an end time, a priority, and additional information about the
presentation, such as rendering information, distance to event, etc. which are not of
immediate relevance for the scheduling.
Definition 2 (Scheduling problem RCSP). The RCSP P is defined as:
P = < T C,M > where
• T C is a set of conflicting presentation tasks, T C = {tC1 , tC2 ,..., tCM}.
• M is a set of modifying actions (short: modifications) as conflict resolving
strategies, M = {m1,...,mN}
In our implementation, modifications are postponing, preponing, shortening (begin-
ning or end of task), switching resource (not considered here) and canceling a task.
Definition 3 (Search tree). We define a search tree S(P ) as follows:
• The root R of the tree contains the set of conflicting tasks T C
• Each edge e is a pair of a presentation task and a modification applied to it, e
= < tCi ,m j >
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5: while |N i|> 0 do
6: for all n ∈Ni do
7: for all m ∈M do
8: if applicable(m,n) then
9: n’← apply(m,n)
10: Ni+1← Ni+1 ∪ {n’}









• A cost function p(E), which defines a positive integer penalty for each edge,
based on the severity of the modification (see Definition 7).
• Each node is the result of the modification of the previous edge to the parent
node
• The penalty p(n) of a node n is the sum of the penalties of all edges on the branch
leading to it
• A node n containing a presentation task set T without conflicts is a leaf.
By design, the leaf with the lowest cost is the best solution to our problem. Using the
tree S(P ) described in Definition 3, we can now search the solution with the Breadth
First Search (BFS) Algorithm 1.
Pruning In order to reduce complexity and runtime, several pruning mechanisms
are applied in the algorithm: A branch with a total penalty bigger than the best solution
found so far minus the minimum action penalty will be pruned; a branch that encodes
a solution already encoded in another branch (maybe with permutated actions) will
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be pruned. Additional implicit pruning is achieved using the function applicable(a,n)
(see line 8 of Algorithm 1):
Definition 4 (applicable(m,n)). A modification m is applicable to a node n if and only
if:
• n is not a leaf
• applying m to n will not create another conflict
• m will not shorten any task below a given minimal display time
• p(n’) < minPenalty
• n’ /∈ N j, 0≤ j ≤ i+1
• m will not move any task completely out of its original scope
Anytime Behavior Our algorithm shows an “anytime” behavior, i.e., it incremen-
tally finds better plans [BBM07]. Once a solution is found, its metric value can be
used as a bound for future solutions.
Lemma 5. Algorithm 1 produces a result and terminates.
Proof. Any conflict set can be solved at high penalty by canceling all but one task.
By design, this solution will be found at depth M-1 when no better solution is found
before. Since no path is followed with a higher penalty than the current best solution,
the depth of the tree is limited and the search space finite. A tree search on a finite tree
will terminate by design.
Theorem 6. If Algorithm 1 terminates and a sound (or no) pruning has been used,
then the last solution found is optimal.
Proof. We have shown in Lemma 5 that the algorithm produces a result and termi-
nates. Since the algorithm does not prune any path with lower penalty than the current
solution (e.g., follows all paths possible bearing a better solution), the best solution
can never be pruned. Since the current best solution is always stored as result, the
result must be optimal.
The metric we use here is a penalty of the actions needed in order to modify the
conflict set to a conflict-free set. It is defined in more detail below.
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Conclusion
The Resource-constrained Scheduling Problem (RCSP) applied here is, just like the
well-known Resource-Constrained Project Scheduling Problem (RCPSP), a combina-
torial optimization problem. The automotive domain, in which we encountered this
problem, is highly dynamic and requires fast responses, e.g., an anytime behavior
of the algorithm tackling this problem. I presented a tree-search based solution for
the RCSP. I will analyze its runtime behavior, solution quality increase and space
consumption in section 10.1. Although the algorithm is space-consuming when run-
ning until termination, very good results are produced fast and the calculation can





In chapter 8, I described our work on simTD with emphasis on my own contribution:
the RSCP scheduling problem and a tree-search based solution to it, which fulfills the
requirements of presentation management in the in-car environment, i.e., providing
the best possible solution as quickly as necessary.
The solution provided solves the given problem in the area of scheduling and presen-
tation planning. As a next step, I go beyond that and add situation awareness.
Situation Awareness, according to Endsley (see chapter 5), means “knowing what is
going on around you.” Although Endsley’s definition primarily aims at the human
operator’s understanding of his surroundings, we can extend it to the system as well:
One of the contributions of this thesis is the introduction of “System Situation Aware-
ness,” which is based on Endsley’s model.
As the aim is to minimize distraction and thus to increase the performance and safety
of the driver, the parts of the situation the system needs to be aware of are twofold:
1. What is the current cognitive load of the driver? Which cognitive capacities are
available for him to process the next incoming information?
2. How complex, or to put it in another way, how cognitively demanding, is the in-
formation to be presented to the driver? How can it be modified to be either more
detailed or easier to understand (in terms of the previous question)?
In order to process this information, we also have to include some means of formal-
izing the results of these questions, e.g., by annotating the presentation representation
language used. Furthermore, information on the driver’s state needs to be formalized
as well and stored in the user model, e.g, we will have to extend the KAPcom de-
scribed in [FE10]. Finally, we will wrap up the results to achieve the system situation
awareness mentioned above. Figure 9.1 shows the two lines of research leading up to
achieving situation awareness. At the same time, it summarizes how the remainder of
this chapter is organized: The numbers on the left and right of the graph refer to the
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Figure 9.1: Paths leading to System Situation Awareness.
section where this part of the overall goal is achieved.
9.1 Defining System Situation Awareness
In chapter 5, I mentioned that Endsley’s definition of situation awareness, although ap-
plied specifically as the operator’s awareness of his environment, is sufficiently broad
to be applied to a system as well. Taking up on that thought, I introduce the concept
of system situation awareness, i.e., the awareness of the system of its environment or
rather the extend to which the environment and the user are represented in and con-
sidered by the system.
Figure 9.2 shows an adapted version of Endsley’s model. The three levels of situation
awareness (perception, comprehension, projection) are replaced by the three levels of
system situation awareness.
Level 1, assessment of user and context, in our case covers cognitive load assessment
and presentation complexity estimation. The acquisition of data is the system’s equiv-
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Figure 9.2: System Situation Awareness as a special case of Endsley’s model of Situation
Awareness.
alent to human perception.
Level 2 includes updating, storing, and annotating information obtained in level 1, in
analogy to human comprehension.
Level 3, comprehension in the original model, is replaced by impact estimation.
In consequence, we see that human decision-making actually is replaced by the con-
cept of intelligent mediation. Instead of performing actions, the presentation of the
selected information takes place and influences the state of the user, closing the circle,
as this is the state to be assessed by the system situation awareness.
The outer parts of the Endsley diagram stay mostly unchanged, except for removing
the connections from individual factors to intelligent mediation and presentation of
information, as these now are only indirect connections.
9.2 Formalizing Driver-Related Concepts
The key to processing information is an exact formal representation, especially when
dealing with real world phenomena. Before we get to cognitive load estimation, an
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approach for quantifying the underlying concepts has to be defined.
9.2.1 Formalizing Cognitive Load
It is important to keep in mind that whenever we reduce a complex concept such as
the cognitive state of a person or the effort required to steer a car to a single number,
we lose qualitative information. In consequence, formalizing concepts has to be ap-
proached with care in order to obtain a model, which resembles reality as closely as
possible.
As a start, I introduce a distinction between cognitive demand, cognitive load, and
cognitive capacity (cf. figure 9.3).
Cognitive Demand
Cognitive demand encompasses all states, events and information which are perceived
by a person and diminish his cognitive processing resources. Cognitive demand can be
caused by primary or secondary tasks, environment, or system interactions of different
information complexity. The task demands have a temporal dimension, and they can
have cognitive or perceptual parts. Factors from the environment include information
that it is either static or dynamic, i.e., changing more or less rapidly. Furthermore, the
environment can be familiar or unfamiliar, and haas a certain visual complexity.
The term cognitive demand is used here for sources of cognitive load, to distinguish
it from the aggregated cognitive load of the recipient. However, in literature, this
concept is sometimes referred to as cognitive load as well.
Cognitive Load
Cognitive load–in my definition–refers to the person and is the aggregation of all the
cognitive demands received by that person. Due to the complexity of human percep-
tion and its modeling, this aggregation should not be confused with a mathematical
sum. Cognitive load is an influential factor for driving performance and in turn poten-
tially critical, since it might affect passenger safety.
Cognitive Capacity
If we use a computer metaphor, the cognitive demand roughly corresponds with the
load caused by a single process, and cognitive load is the current overall load of the
machine. To further this metaphor, we might add that we do not know exactly how
many CPUs the given machine has or how its load balancing works, i.e., we can not
just simply add up the numbers of the cognitive demand to calculate the overall cog-
nitive load. We can (and will) however use the sum of the single cognitive demands
as an estimate for the upper bound of the cognitive load.
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Figure 9.3: Connection between cognitive demand, cognitive capacity and cognitive load.
Cognitive capacity now refers to another potentially unknown variable, e.g., at what
point of the scale the 100% load limit is reached. Due to individual differences, the
cognitive capacity varies across individuals and different factors to be discussed later.
Another important factor is the ability of human beings to adapt their performance
level in times of higher demands.
9.2.2 Elements of the Driving Task
To formalize the driving task, we need to decompose it into its elements and analyze
the single activities connected to it. [Sch93] derives five major elements of the driving
task as an analogy to the basic aircraft crew workload functions described in Federal
Aviation Regulation 25. These elements are vehicular guidance, navigation, commu-
nication and social skills, operating and monitoring systems, and command decisions.
In figure 9.4, I refine this concept to a more detailed level of sub-elements.
Vehicular guidance in essence is determined by visual tracking and motoric/haptic re-
action. During most of the driving time, maneuvering is performed, usually in lane
keeping or lane changing, but also in turning or parking. The frequency of speed ad-
justments depends on the driving environment. It occurs less often on a quiet rural
road than in busy urban traffic. Reaction to obstacles is also a part of maneuvering.
Navigation can achieve different levels of difficulty. In familiar areas, it becomes an
automatism and does not require many resources. In unfamiliar areas, however, the
complexity of navigation depends on the tools at hand, ranging from remembering a
verbal description over written instructions and paper maps up to a navigation sys-
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Figure 9.4: Elements of the driving task, cognitive resources required, and their connection.
tem. [Sch93] states that the glance time at a navigation display is significantly longer
than glancing on a printed map, which may also be attributed to the lower quality of
navigation systems 20 years ago and the driver being unaccustomed to such a device
[ADHW88].
Communication and social environment become increasingly important factors in the
driving task. While previously limited to conversations with co-driver and other pas-
sengers or to using the car’s entertainment system, over the last few years the use
of mobile phones, text-messaging and social networks has become a serious issue
[EBM11].
Operating and monitoring systems is the fourth component of the driving task. In both
cases, critical and uncritical systems are distinguished.
Finally, command decisions are also a part of the driving task, although in comparison
less prominent than for a military aircraft pilot. Examples here are passing maneuvers,
the decision to perform a U-turn, or selecting a route depending on the current traffic
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density or the time of the day.
[Bub03] provides a more common distinction, which is not detailed enough for our
purpose but due to its popularity nevertheless mentioned here. The author uses the
analogy of a driver assistant system with a human assistant and classifies the elements
of the driving task based on the specification of what one would consider as main- and
side-tasks of this human assistant or of a co-driver in a car race:
The primary driving task consists in the driving process itself.
The secondary driving task covers all activities which are caused by driving or the
traffic context but are not primarily aimed at keeping the car steady on the road. This
encompasses the use of blinkers, light switches, etc., but also the control of ACC sys-
tems or distance control systems.
Tertiary tasks, according to Bubb, are not related to driving itself, but serve the satis-
faction of the driver’s need for entertainment and information. This covers seat heat-
ing, air conditioning, car stereo, telephone, navigation device and in the near future an
increasing number of Internet services.
9.2.3 Processing Resources
[KSB87] defines mental workload as “the cost of performing a task in terms of a
reduction in the capacity to perform additional tasks that use the same processing re-
source.”
While early theories of human information processing assumed a single processing
channel, more recent theories are based on the concept of a pool of different types
of processing resources. In order to efficiently time-share two tasks, their required
processing resources need to differ. The more the required resources overlap, the less
efficient the attempted multitasking becomes.
Wickens [WH99] isolates three dimensions of processing resources:
1. Processing modalities: Auditory vs. visual perception, manual or vocal control,
etc. This dimension explains why it is easier to share a visual and an auditory task
than two visual tasks.
2. Processing codes: Verbal or spatial.
3. Processing stages: Beginning of task, in the middle of a task, almost finished.
In figure 9.4, I use a simplified model distinguishing eight processing resources, match-
ing them to the elements of the driving task. This model reflects my estimate of the
processing resources required for a driving task, and this view is likely to be shared
by many experts.
The processing resources used in the model are:
• Visual scanning, tracking, and monitoring
• Auditory tracking and monitoring
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• Motoric tracking and haptic interaction
• Decision making
• Information recall
• Information processing and reacting to information
• Spatial estimation and interpretation
• Linguistic processing
The same dimensions will later be used to define cognitive complexity and information
complexity.
9.2.4 Driver Distractions
Distraction is commonly defined as the divided attention of an individual or group
from the chosen object of attention onto the source of distraction. Causes for dis-
traction are (a) a lack of ability to pay attention, (b) lack of interest in the object of
attention, or (c) the intensity of the distracting object / event.
Causes (a) and (b) can be neglected in our context when assuming that a driver is both
capable and responsible, respectively. More interesting is cause c, since it may affect
any driver subconsciously.
To connect with the previous formalization, I define driver distraction as diversion of
one or more cognitive processing resources away from the primary task, with the effect
of diminishing the driver’s driving performance. Or, in short, distraction is a cognitive
demand which is not caused by the requirements of the primary task. Hence, we can
classify distractions, in analogy to figure 9.4, according to the processing resources
required, i.e., diminished.
Here, I introduce the four-dimensional POLI-classification as another point of view
on driver distractions:
• Perceptual channel: Distractions can be auditory, visual or actual physical
obstacles (change of flow).
• Origin: The origin of a distraction can be the driver himself, another person, a
controlled part of our system, a technical part not in control of our system, or an
event in the local context.
• Location: The distraction can be inside the car or outside the car.
• Intention: The distraction can be intended by the user or unintentional.
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As an example: Loud music from the car stereo would be a distraction in the dimen-
sion <audio, driver, inside, intended>. A traffic jam belongs to <obstacle, event,
outside, unintended>. A crying baby in the passenger seat is in the category <audio,
person, inside, unintended>. Similarly, a ringing cell phone is categorized as <audio,
person, inside, unintended>. Figure 9.5 shows a selection of distractions with their
respective POLI classifications, overall cognitive demand, and required processing re-
sources (i.e., cognitive demand).
Based on this classification, we can assign numerical levels to each distraction cate-
gory and determine the total level of distraction as the sum of all occurring distractions
in the implementation of PRESTK (see part IV).
Perceptual 







































































































































outgoing phone call auditory self inside intentional HIGH      
incoming phone call auditory person inside unintentional HIGH       
passenger conversation auditory person inside intentional MEDIUM      
crying baby auditory person inside unintentional HIGH   
honking car auditory person outside unintentional MEDIUM    
shouting pedestrian auditory person outside unintentional HIGH      
system message (beep) auditory system inside unintentional LOW    
car stereo auditory system inside intentional MEDIUM  
ambulance siren auditory context outside unintentional HIGH     
Billboard visual context outside unintentional LOW   
system message (text) visual system inside unintentional MEDIUM     
traffic light visual context outside unintentional MEDIUM     
bicyclist visual context outside unintentional MEDIUM      
ambulance visual context outside unintentional HIGH     
person on the street obstacles context outside unintentional MEDIUM     
traffic jam obstacles context outside unintentional MEDIUM     
construction site obstacles context outside unintentional HIGH      
deviation obstacles context outside unintentional HIGH     
































Figure 9.5: Selected distractions classified by POLI, overall cognitive demand, and required
processing resources.
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9.2.5 Individual Driver Differences
As with all skills, the ability for driving depends not only on the condition of the day
but also on individual differences between the drivers. In the previous section, I for-
malized the elements of the driving task in accordance with and extending Schlegel’s
analogy between the driving task and the description of the flying task in Federal Avi-
ation Regulation 25 [Sch93]. This analogy has its limits though. People who operate
an aircraft are highly trained and carefully selected professionals, while acquiring a
driver’s license is feasible for a vast majority of the population. As a result, individual
differences and skills vary more significantly.
The concepts stress and strain, originally used in the context of evaluating the quality
of physical material, provide a good metaphor for describing the individual differ-
ences in the impact on cognitive demand for the individual cognitive capacity: the
same level of stress does not result in the same level of strain for all drivers.
The age of the driver plays an important role. On one hand, we have young, unexperi-
enced drivers with a higher tendency for incautious behavior, which increases the risk
of ignoring safety precautions or warnings. On the other hand we have elderly drivers
with diminished reaction time, more problems adapting to modern in-car information
systems and potentially with limitations of hearing and eyesight [IWB93]. Even when
compensating for vision problems with glasses, new problems can be introduced such
as a slower change between far-sight and closely monitoring in-car systems while us-
ing bi-focal glasses. Overall, the expanding segment of elderly drivers is becoming a
growing concern: Car manufacturers aim their higher priced premium cars at a target
audience of 70+, 80+ or even older customers [EG10]. This is caused by the socio-
political development and the higher purchasing power of this demographic segment.
At the same time, the limitations of elder drivers have to be considered carefully. As
a result of a study with more than 300 senior cititens, [FRC+07] emphasize the de-
clining ability to multitask at an older age. A demanding visual-spatial task affects
motoric speed and reaction times. Another important factor is adult onset diabetes
and related cardiovascular problems and/or sudden loss of conciousness. Counter-
measures include an emergency assistant, as announced in 2009 by car manufacturer
BMW, which detects a health problem such as unconciousness of the driver, safely
parks the car at the side of the road and automatically calls an ambulance.
Fatigue affects reaction times and influences the ability to conduct a vehicle. While
professional drivers usually have a legal obligation to take breaks and rest regularly, it
is rather difficult to impose similar obligations on all drivers.
Drivers with disabilities have related differences, which have been a concern for sev-
eral decades already. In 1966, [Ysa66] emphasized on safety issues for physically
disabled drivers, and proposes measures aimed at “improving the compensatory tech-
nical modifications”. Furthermore, activities of the European Union are aiming at
“e-Inclusion”, which is defined as an effort “that no one is left behind in enjoying the
benefits of ICT. e-Inclusion means both inclusive ICT and the use of ICT to achieve
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wider inclusion objectives. It focuses on participation of all individuals and commu-
nities in all aspects of the information society. e-Inclusion policy, therefore, aims at
reducing gaps in ICT usage and promoting the use of ICT to overcome exclusion,
and improve economic performance, employment opportunities, quality of life, so-
cial participation and cohesion.”1. The e-Inclusion concept covers for instance speech
handicaps [VSLR08] or learning difficulties [Abb07].
On a more general level, individual drivers’ abilities also differ. Besides the obvious
fact that different people are differently skilled at the driving task, other individual
abilities or disabilities play an important role as well. This includes personal attention
span and ability to concentrate on the task at hand, but also physical conditions such
as color blindness.
While pilots meticulously keep track of their flight hours and regular practice, there
is no such requirement for individual drivers. Experience differs significantly among
drivers and is crucial for the driving performance.
The mood of the driver has also to be considered in detail. [JYW11] investigated
the effects of specific negative emotions on risk perception, driving performance, and
perceived workload. The authors argue that, for instance, an angry driver is not the
same as a fearful driver, although both anger and fear are negative emotions. Fearful
drivers for instance have a higher perceived workload than angry drivers. To consider
individual differences, it is important to look not only at short-term emotions, but also
at the general mood of the driver (“condition of the day”).
Finally, consumption of alcohol or drugs (both prescription and illegal) has a signifi-
cant impact on individual driving performance. Since this has been a well-known fact
for a long time already,2 legal regulations apply in most parts of the world.
Although the effects of the influence last only for a certain time, the tendency to con-
sume alcohol/drugs or the need for prescription drugs can be considered individual
properties of the driver.
9.3 Assessing Cognitive Load
In section 5.4, we discussed several ways known from literature to assess the cogni-
tive load of the driver. We distinguish between self-assessment, performance-based
measures, and physiological measures. Most of the known measures however are not
suitable for everyday use on the road, partially because the values cannot be measured
in real-time, and partially due to the intrusiveness of the method of measuring.
A potential alternative already mentioned previously is to refrain from measuring cog-
nitive load and turn to estimate cognitive load by context (see section 5.4.4), which
1ec.europa.eu/information society/activities/einclusion/index en.htm
2The first documented arrest of a drunk driver dates back to September 1897 in Great Britain, see
www1.wdr.de/themen/archiv/stichtag/stichtag2926.html
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partially covers System Situation Awareness Level 1 proposed in figure 9.2. This con-
nection is empirically evaluated in section 10.2. Figure 9.6 shows this correlation and
a selection of environmental selections.
Another contextual distraction is provided by the system itself: Each piece of infor-
mation presented itfelf adds a cognitive demand. We will see in section 9.6 how to
estimate the complexity of presentations.
Contextual 
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Visual objects in 
driver´s viewfield 
Current Speed of 
vehicle 
Reaction time 














Figure 9.6: Correlation between contextual complexity and reaction time.
By keeping a history of these cognitive demands and providing a model of the decay
of cognitive demand over time, the impact of system messages on the overall cognitive
load of the driver can be estimated. [Geb07] provides various models of the temporal
decay of emotions, which can also be applied to the decay of stress.
As with emotions, the temporal decay of cognitive demand is hard to predict; there is
no known model in the literature. To overcome this problem, we assume an approxi-
mation with linear decay. Figure 9.7 shows an example of the decay of the cognitive
demand of several consecutive presentations by the system. The overall distraction or
cognitive workload is approximated using the sum of the individual demands at each
point on the temporal axis as an upper bound. In a more detailed model, the overall
cognitive demand can be replaced by the eight processing resource dimensions iden-
tified previously. The overall mechanism stays unchanged.
Calculating the impact of presented information can be applied not only retrospec-
tively but also looking ahead to the effect planned presentations will have on the driver.
This is System Situation Awareness level 3 in my model.




Figure 9.7: Linear temporal decay of cognitive load caused by distractions.
9.4 Updating the KAPcom User Profile
The KAPcom Automotive Ontology
[FE10] claim that the Human-Machine Interface (HMI) in vehicles is currently under-
going an evolutionary change: “While the focus is still on functions supporting the
primary task, a new generation of more powerful interaction, service and entertain-
ment concepts, which extend beyond driving and also involve non-driver passengers,
is starting to surface.” These developments lead to a greater degree of context adapt-
ability and personalizability. To support this development, a new and open approach
for sharing, maintaining, and exchanging information is required: A knowledge base
to assemble important information on environment, vehicle, driver, passengers, and
context. The Knowledge And Personalization component KAPcom is our approach to
realizing this infrastructure.
In addition to this component, we also need a way to formalize this knowledge.
The KAPcom Automotive Ontology [FE10] was designed with the following benefits
in mind:
1) Functions can easily be made context-adaptive, e.g., dependent on vehicle speed,
traffic conditions or surroundings;
2) Applications can exchange knowledge and cooperate in new ways;
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3) User models can be shared between vehicles (e.g., car and motorcycle);
4) Privacy features allow a fine-grained control over what is shared over a Car-2-Car
channel.
KAPcom uses generic user properties and characteristics from [HSB+05] and supports
time-based reasoning based on the methods described in [Kri10] and thus supports dy-
namic change of information and keeping a history of previous values/states. Figure
9.8 shows a part of the GUMO [HSM+07]. Although concepts such as cognitive load
or physiological state are included, these conepts have not yet been defined in the
original ontology.
Extensions for the Automotive Ontology
The extendable Automotive Ontology proposed in [FE10] did not yet contain any
means for annotating the cognitive load of a person in detail. In this section we pro-
pose a way to extend it and include this information. As we have seen previously,
cognitive load can be modeled at different levels of complexity. We can use a single
value to annotate the overall complexity, or we can get in more detail into the different
processing resources required. Listing 9.1 shows a simple annotation.
Listing 9.1: Simple annotation of Cognitive Load in the KAPcom Automotive Ontology
<kapcom>
<u s e r i d =”m. f e l d ”>
<c o g n i t i v e l o a d>
<o v e r a l l v a l u e =” 0 . 3 ” />
</ c o g n i t i v e l o a d>
[ . . . ]
</ u s e r>
</ kapcom>
To model the current cognitive load of the user in more detail, we will come back to
the processing resources identified in section 9.2.3. Listing 9.2 shows an example.
Listing 9.2: Simple annotation of Cognitive Load in the KAPcom Automotive Ontology
<kapcom>
<u s e r i d =”m. f e l d ”>
<c o g n i t i v e l o a d>
<o v e r a l l v a l u e =” 0 . 3 ” method=”mean” />
<r e s o u r c e s>
<r e s o u r c e name=” v i s u a l ” v a l u e = ” 0 . 2 ”>
<r e s o u r c e name=” a u d i t o r y ” v a l u e = ” 0 . 3 ”>
<r e s o u r c e name=” m o t o r i c ” v a l u e = ” 0 . 4 ”>
<r e s o u r c e name=” d e c i d i n g ” v a l u e = ” 0 . 3 ”>
<r e s o u r c e name=” r e c a l l ” v a l u e = ” 0 . 1 ”>
<r e s o u r c e name=” r e a c t i n g ” v a l u e = ” 0 . 5 ”>
<r e s o u r c e name=” s p a t i a l ” v a l u e = ” 0 . 4 ”>
<r e s o u r c e name=” l i n g u i s t i c ” v a l u e = ” 0 . 2 ”>
</ r e s o u r c e s>
</ c o g n i t i v e l o a d>
[ . . . ]
</ u s e r>
</ kapcom>
This representation can answer questions both about single processing resources and
about the overall value of the cognitive load. Please note that by stating the statis-
tic mean of the values as a method for computing the overall value, we could have
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Figure 9.8: The GUMO ontology [HSM+07]
skipped the value field there and leave it up to the processing component, i.e., KAP-
com, to compute this value. Other methods for calculating the overall value are “min”
(the minimum of all the known values) or “max” (the maximum of all known values).
Furthermore, not all values for the processing resources have to be known. KAPcom
skips over unknown values when computing the overall value.
This approach further adds flexibility: in case inclusion of additional processing re-
sources is found to be necessary, no previously developed components have to be
changed.
Updating KAPcom corresponds to system situation awareness level 2.
9.5 Annotating Presentations with Estimated Complex-
ity Values
The presentation model concept in simTD, as described in detail in [Cas13], is based
on a hierarchical model of XML descriptions of the presentation task (see figure 9.9).
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The root is a general description of a presentation model (see listing 9.5). Descriptions
based on this model can either inherit or overwrite parts of the description.
The basic presentation model consists of three main parts: OSGi parameters, internal
parameters, and display strategies.
The OSGi parameters consist of general information on the presentation task, which
can be updated after the creation of the task. The start and end time specified here
are initial estimates which can be modified both by the application requesting the pre-
sentation and by the HMI bundle orchestrating the presentation tasks.3 Local prioriti-
zation is also given by the requesting application and part of the simTD prioritization
concept (see section 4.2).
Global prioritization on the other hand is part of the internal parameters and cannot
be changed by the application. It provides the general range of priority for this appli-
cation and was defined in a workshop with all application developers involved. This
range represents how important and safety-critical each type of information is for the
user from the perspective of the system designers. Further internal parameters define
whether or not a change to the presention screen is necessary or what the minimal
presentation span (and its tolerance in emergencies) is for a meaningful presentation
of this information.
The display strategies portion of the general presentation model description starts out
empty and filled by inheriting descriptions.
Listing 9.3: presentationModel.xml
<P r e s e n t a t i o n M o d e l name=” p r e s e n t a t i o n M o d e l ” appId =” 0 ” basedOn=” ”>
<O s g i P a r a m e t e r s>
<P a r a m e t e r name=” t i m e S t a r t ” t y p e =” long ” min=” 0 ” max=”max” d e f a u l t =” ” />
<P a r a m e t e r name=” t imeEnd ” t y p e =” long ” min=” 0 ” max=”max” d e f a u l t =” ” />
<P a r a m e t e r name=” c u r r e n t P r i o r i t i s a t i o n ” t y p e =” i n t ” min=”−100” max=” 100 ” d e f a u l t =” 0 ” />
<P a r a m e t e r name=” p r e s e n t a t i o n T y p e ” t y p e =”enum” v a l u e s =” 0 ” d e f a u l t =” 0 ” />
</ O s g i P a r a m e t e r s>
<I n t e r n a l P a r a m e t e r s>
<P a r a m e t e r name=” g l o b a l P r i o r i t i s a t i o n ” t y p e =” i n t ” min=” 0 ” max=” 100 ” d e f a u l t =” 0 ” />
<P a r a m e t e r name=” show ” t y p e =” i n t ” min=” 0 ” max=” 1 ” d e f a u l t =” 1 ” />
<P a r a m e t e r name=” pos ” t y p e =” s t r i n g ” v a l u e s =” ” d e f a u l t =” 0 , 1 , 2 , 3 , 4 , 5 ” />
<!−− t h e min imal t i m e i n m i l l i s e c o n d s a p r e s e n t a t i o n s h o u l d l a s t .
P r e s e n t a t i o n r e q u e s t below t h i s t i m e w i l l be r e j e c t e d −−>
<P a r a m e t e r name=” m i n i m a l P r e s e n t a t i o n T i m e ” t y p e =” i n t ” min=” 0 ” max=”max” d e f a u l t =” 4000 ” />
<!−− A t o l e r a n c e i n m i l l i s e c o n d s f o r t h e parame te r ” m i n i m a l P r e s e n t a t i o n T i m e ” −−>
<P a r a m e t e r name=” t o l e r a n c e T i m e ” t y p e =” i n t ” min=” 0 ” max=”max” d e f a u l t =” 500 ” />
</ I n t e r n a l P a r a m e t e r s>
<D i s p l a y S t r a t e g i e s>
</ D i s p l a y S t r a t e g i e s>
</ P r e s e n t a t i o n M o d e l>
To clarify the concept described here, we follow one path through the tree as an ex-
ample. In listing 9.4 we see the concept local danger warning as extension of the
presentation model. Of particular interest is the introduction of the parameters dis-
tanceToEvent, warningLevel and typeOfWarning as OSGi parameters, which refine
the required information for this kind of warning. Also, as an internal parameter, the
minimal presentation duration is set to 3 seconds.4
3Of course the start time cannot be modified after the presentation task started.
4Displaying information for too short a time, especially in potentially dangerous situations, would
confuse the driver and is counterproductive for the purpose at hand.
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Figure 9.9: The simTD presentation model concept as hierarchical model of XML descriptions.
Two common display strategies for the local danger warnings are also introduced
here. The preferred strategy (id=0) describes displaying the information both on the
main screen and in the symbol area, whereas the alternative strategy (id=1) is limited
to the symbol area. This strategy can be selected when more important information
has to be displayed on the main screen.
Listing 9.4: LocalDangerWarnings.xml
<? xml v e r s i o n =” 1 . 0 ” ?>
<P r e s e n t a t i o n M o d e l name=” l o c a l D a n g e r W a r n i n g s ” appId =” 21 ” basedOn=” p r e s e n t a t i o n M o d e l . xml ”>
<O s g i P a r a m e t e r s>
<P a r a m e t e r name=” d i s t a n c e T o E v e n t ” t y p e =” i n t ” min=” 0 ” max=”max” d e f a u l t =” 300 ” />
<!−−0 : p o s s i b l e , 1 : i n f o r m a t i o n , 2 : warning−−>
<P a r a m e t e r name=” p r e s e n t a t i o n T y p e ” t y p e =”enum” v a l u e s =” 0 ,1 ,2 ” d e f a u l t =” 0 ” />
<!−−0 : p o s s i b l e , 1 : i n f o r m a t i o n , 2 : warning−−>
<P a r a m e t e r name=” w a r n i n g L e v e l ” t y p e =”enum” v a l u e s =” 0 ,1 ,2 ” d e f a u l t =” 0 ” />
<P a r a m e t e r name=” typeOfWarning ” t y p e =”enum” v a l u e s =” 0 ” d e f a u l t =” 0 ” />
</ O s g i P a r a m e t e r s>
<I n t e r n a l P a r a m e t e r s>
<P a r a m e t e r name=” maxDis tance ” t y p e =” i n t ” min=” 0 ” max=”max” d e f a u l t =” 0 ” />
<P a r a m e t e r name=” m i n i m a l P r e s e n t a t i o n T i m e ” t y p e =” i n t ” min=” 0 ” max=”max” d e f a u l t =” 3000 ” />
</ I n t e r n a l P a r a m e t e r s>
<D i s p l a y S t r a t e g i e s>
<D i s p l a y S t r a t e g y i d =” 0 ”>
<d i s p l a y T a s k>
<c h a n n e l name=” mainScreen ”>
<l a y o u t name=”F$ appId $ ”>
<typeOfWarning>$ typeOfWarning $</ typeOfWarning>
<d i s t a n c e p r o g r e s s T y p e =” t o ”>$ d i s t a n c e T o E v e n t $</ d i s t a n c e>
<maxDis tance>$ maxDis tance $</ maxDis tance>
<w a r n i n g L e v e l>$ w a r n i n g L e v e l $</ w a r n i n g L e v e l>
</ l a y o u t>
<show>$show$</ show>
122 CHAPTER 9. INTRODUCING SYSTEM SITUATION AWARENESS
</ c h a n n e l>
<c h a n n e l name=” symbolArea ” pos=” $ pos $ ”>
<l a y o u t name=”F$ appId $ ”>
<w a r n i n g L e v e l>$ w a r n i n g L e v e l $</ w a r n i n g L e v e l>
<typeOfWarning>$ typeOfWarning $</ typeOfWarning>
</ l a y o u t>
</ c h a n n e l>
</ d i s p l a y T a s k>
</ D i s p l a y S t r a t e g y>
<D i s p l a y S t r a t e g y i d =” 1 ”>
<d i s p l a y T a s k>
<c h a n n e l name=” symbolArea ” pos=” $ pos $ ”>
<l a y o u t name=”F$ appId $ ”>
<w a r n i n g L e v e l>$ w a r n i n g L e v e l $</ w a r n i n g L e v e l>
<typeOfWarning>$ typeOfWarning $</ typeOfWarning>
</ l a y o u t>
</ c h a n n e l>
</ d i s p l a y T a s k>
</ D i s p l a y S t r a t e g y>
</ D i s p l a y S t r a t e g i e s>
</ P r e s e n t a t i o n M o d e l>
Finally, on the third level, we have a specific presentation task, an alert about obstacles
on the road. Most of the parameters are given already in the parent description, so we
only need to define the type of obstacle and redefine the global priority range. The
display strategies are inherited from the local danger warnings description and need
not be redefined. As a result, we have a very compact description of the presentation
task here.
Listing 9.5: obstaclesOnTheRoad.xml
<P r e s e n t a t i o n M o d e l name=” obs tac le sOnTheRoad ” appId =” 211 ” basedOn=” l o c a l D a n g e r W a r n i n g s . xml ”>
<O s g i P a r a m e t e r s>
<!−− 0 = L i e g e n g e b l . Fahrzeug
1 = B a u s t e l l e
2 = V e r l o r e n e Ladung
3 = W a n d e r b a u s t e l l e
4 = Fussgaenger
5 = T i e r e
6 = G e f a h r e n s t e l l e
7 = U n f a l l
8 = S t e h e n d e s E i n s a t z f a h r z e u g
−−>
<P a r a m e t e r name=” typeOfWarning ” t y p e =”enum” v a l u e s =” 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 ” d e f a u l t =” 0 ” />
</ O s g i P a r a m e t e r s>
<I n t e r n a l P a r a m e t e r s>
<P a r a m e t e r name=” g l o b a l P r i o r i t i s a t i o n ” t y p e =” i n t ” min=” 70 ” max=” 100 ” d e f a u l t =” 85 ” />
</ I n t e r n a l P a r a m e t e r s>
<D i s p l a y S t r a t e g i e s>
</ D i s p l a y S t r a t e g i e s>
</ P r e s e n t a t i o n M o d e l>
Please note that this XML representation is only used as a blueprint for validation of
the incoming presentation tasks. Due to performance reasons, internal processing of
instances of the presentation task as well as exchange of information between appli-
cations and the HMI bundle consists solely of efficiently coded Java objects.
In this representation defined by [Cas13], it would be easy to annotate (i.e., extend)
the different display strategies with a value for presentation complexity: The tag Dis-
playStrategy can be enriched with a parameter overall complexity containing a nu-
merical value to be considered by the presentation component. Alternatively, parts of
the display strategy such as the channel can be annotated with a value describing the
complexity of that part of the presentation to be aggregated on displayStrategy-level.
However, since the PRESTK implementation will not be using this annotation format
anymore, specific proposals are not necessary.
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9.6 Introducing ACE: Annotated Complexity Estima-
tion
In order to assess system-generated CL, we need to be aware of the impact of system-
generated presentations to the driver, i.e., we need to estimate presentation complexity.
Literature in this area has been discussed in detail in section 5.5.
Determining the complexity value depends on the availability of structured data. We
distinguish three different cases:
1. Structured information about possible presentations is available as a blueprint in
the system, or can be derived beforehand from unstructured presentation information.
2. The presentation is available at runtime and specified in a formal presentation
markup language.
3. We obtain an unstructured presentation in form of an image or an audio file, or
both.
In this section, all three cases are briefly discussed. However, I focus on case 2 in the
discussion and in the implementation of the PRESTK system.
Case 1 does not provide much of a scientific challenge and is of little interest here. It
merely reduces the question to an issue of solid design.
Case 3 is very hard to tackle at a level any better than by an educated guess. How-
ever, it is not completely impossible to reverse engineer the raw data received for
presentation and obtain structured data to be subjected to analysis that we perform on
structured data. [DSZ07] for instance used reverse engineering to transform existing
GUIs into a generic description in the language XIML, which could in turn be used
for rendering the same GUI on different platforms. The authors did however have the
advantage of having a GUI to analyze, and not just a picture to be presented. Analyz-
ing a picture of a presentation to obtain its structure is an interesting challenge, but out
of the scope of this thesis.
Case 2 is where I focus my attention. Structured data for alternative presentation
strategies of the same content can be encoded in the presentation container language
defined in section 9.7. Here, I introduce the Annotated Complexity Estimation proce-
dure ACE to formally analyze the complexity. Using this measure, we can provide a
value for the cognitive complexity of a presentation at runtime.
The literature review in section 5.5 indicates clearly that considerable work has been
put into analyzing parameters and conditions to streamline and improve the delivery
of information to the driver of a vehicle. Especially [IWWC89] and [IWB93] probed
every conceivable parameter of in-car display design very thoroughly and provided
display designers with a detailed model of their impact on the driver’s perception. At-
tempting to extend their work would not be of much avail.
On the other hand, their work is based on displays of the late eighties, and technolog-
ical progress did not stop there. While the emphasis back then was on font size, color,
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brightness, contrast and word complexity, we now also have to deal with sophisticated
layouts, background patterns, icons, etc. Also, the use of a touch screen and virtual
buttons on the screen was not considered then.
In this section, I will present my Annotated Complexity Estimation procedure ACE.
It is evaluated in section 10.3. A shorter version of this description was already pub-
lished in [EFM12a].
ACE
Layout is commonly defined as the part of graphic design that deals with the arrange-
ment and stylistic treatment of elements. We distinguish between grid-layout and the
more rigid template-layout. A programming interface for a user interface, such as for
instance Java Swing [ELW98], provides several layout managers for the developer to
choose from.
In defining the Annotated Complexity Estimation procedure ACE, I reverse the top-
down layout manager process to a bottom up aggregating model of complexities. Fig-
ure 9.10 shows a sample screen from the simTD system, and figure 9.11 provides a
schematic view on it.
The nested structure of a user interface can be represented as a tree structure, similar
to the HMI Allocation Tree concept introduced in chapter 8. The main layout manager
is located at the root of the tree. Other layout managers may be nested in it.
When analyzing the complexity of a layout, we start at the leaves of that tree and work
up to the top, accumulating the complexity until we reach the top of that tree.
The simplest leaf (or more precisely: component) we encounter is, for instance, a
label or an icon. A label has a text of a certain complexity, and it might contain an ad-
ditional small icon making it visibly more complex. These rudimentary components
can be grouped in a panel with identical or different elements. The panel has features
like the size, in terms of the number of elements it contains, or it might have a visual
boundary, such as a borderline, that makes it easier to perceive as a unit.
Panels again might be combined into a higher level panel. Following this combina-
tion of elements even further, we reach the root of the tree and the component that
fills the whole screen. We are interested in obtaining a numerical value that describes
the visual complexity of that root node. In figure 9.12, the structure of the HMI is
transformed into a component tree. In order to apply the ACE procedure, the leaves
of the tree have to be annotated with numerical values, and for all non-leaf nodes an
aggregation formula has to be specified. In order to automate the procedure, we trans-
form the tree into a machine-readable XML annotation. Listing 9.6 shows the XML
representation of the tree.
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Figure 9.10: Hierarchical panels in the options screen of the simTD HMI.
Listing 9.6: The structure of the simTD option screen in XML representation.
<ace name=” s i m t d o p t i o n s s c r e e n ”>
<r o o t>
<p a n e l t y p e =” i c o n ”>
<i c o n t y p e =” empty ” />
<i c o n t y p e =” empty ” />
<i c o n t y p e =” empty ” />
<i c o n t y p e =” empty ” />
<i c o n t y p e =” empty ” />
<i c o n t y p e =” empty ” />
<i c o n t y p e =” s t a t i c ” />
</ p a n e l>
<p a n e l t y p e =” l a b e l ” m e t a i n f o =” named ” d e c o r a t i o n =” framed ”>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” />
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” />
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” />
</ p a n e l>
<p a n e l t y p e =” l a b e l ” m e t a i n f o =” named ” d e c o r a t i o n =” framed ”>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” />
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” />
</ p a n e l>
<p a n e l t y p e =” l a b e l ” m e t a i n f o =” none ” d e c o r a t i o n =” framed ”>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” />
</ p a n e l>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” />
</ r o o t>
</ ace>
Component Values and Aggregation
An interim consent for the weights was achieved as shown in Table 9.1. It will be
the objective of further experiments to determine its validity or to learn more accurate
projections. The algorithm traverses the XML description, recursively assigning val-
ues to each component. The attribute cpx is used for annotation. In our example, this
results in annotated XML shown in listing 9.7.
The overall complexity calculated for this example is 9.3.
Please note that this is based only on structural complexity by design of the user inter-
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Figure 9.11: HMI structure as nested GUI components.
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Figure 9.12: HMI as component structure tree.
face. In a more refined approach, all the parameters identified in [IWWC89] have to
be considered as well.
Listing 9.7: Listing 9.6 with annotated complexity.
<ace name=” s i m t d o p t i o n s s c r e e n ” cpx=” 9 . 3 ”>
<r o o t>
<p a n e l t y p e =” i c o n ” cpx=” 0 . 8 ”>
<i c o n t y p e =” empty ” cpx=” 0 . 1 ” />
<i c o n t y p e =” empty ” cpx=” 0 . 1 ” />
<i c o n t y p e =” empty ” cpx=” 0 . 1 ” />
<i c o n t y p e =” empty ” cpx=” 0 . 1 ” />
<i c o n t y p e =” empty ” cpx=” 0 . 1 ” />
<i c o n t y p e =” empty ” cpx=” 0 . 1 ” />
<i c o n t y p e =” s t a t i c ” cpx=” 0 . 2 ” />
</ p a n e l>
<p a n e l t y p e =” l a b e l ” m e t a i n f o =” named ” d e c o r a t i o n =” framed ” cpx=” 3 . 4 ”>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” cpx=” 1 . 0 ” />
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” cpx=” 1 . 0 ” />
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” cpx=” 1 . 0 ” />
</ p a n e l>
<p a n e l t y p e =” l a b e l ” m e t a i n f o =” named ” d e c o r a t i o n =” framed ” cpx=” 2 . 4 ”>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” cpx=” 1 . 0 ” />
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” cpx=” 1 . 0 ” />
</ p a n e l>
<p a n e l t y p e =” l a b e l ” m e t a i n f o =” none ” d e c o r a t i o n =” framed ” cpx=” 1 . 7 ”>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” cpx=” 1 . 0 ” />
</ p a n e l>
<l a b e l t e x t =” t r u e ” i c o n =” t r u e ” cpx=” 1 . 0 ” />
</ r o o t>
</ ace>
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component basic complexity value feature added complexity
label 0.1 text=true +0.5
icon=true +0.4








Table 9.1: Calculating values for ACE evaluation
9.7 PTCL–The PRESTK Container-Language for Pre-
sentation Annotation
As shown in figure 9.1, we have discussed the driver-related contribution to situation
awareness and now will take a look at presentation-related information, i.e., presenta-
tion complexity. By doing this, we start again at system situation awareness level 1 in
our model.
In section 3.1 and appendix A, a broad survey of various presentation markup lan-
guages was presented. Despite standardization efforts, there is still a large amount
of available languages. Imposing a new, additional standard on top of existing ap-
proaches is not necessary.
As an alternative, I propose a wrapper language as a container format for existing
markups. Container languages are commonly defined as a meta file format whose
specification describes how different data elements and meta data coexist in a com-
puter file. The requirements for such a container language are simple:
1. It can contain different kinds of representation languages.
2. Meta-data on the presentation task necessary for the presentation toolkit can be
stored in it.
3. Different alternative display strategies can be encoded (following the example
of [Cas13]).
4. Each display strategy can be annotated with a metric for preference as well as
with a cognitive demand value, either as an overall value or in a more detailed
way.
As one of the results of the presentation language survey, a clear trend towards XML-
based languages was identified. In accordance with that, the proposed meta-format
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introduced here–PTCL for PRESTK Container Language–is also XML-based. A sim-
ple example is shown in listing 9.8.
Listing 9.8: A simple PTCL example wrapping two alternative display strategies of one pre-
sentation task.
<p t c l>
<meta>
<o v e r a l l P r i o r i t y v a l u e =70 m e t r i c =” p e r c e n t ” />
</ meta>
<d i s p l a y S t r a t e g i e s>
<s t r a t e g y>
<p r e f e r e n c e =1 />
<demand =0 .8 />
<r e p r e s e n t a t i o n l a n g u a g e =”XY”>
[ f i r s t v a r i a n t o f p r e s e n t a t i o n t a s k i n l a n g u a g e XY]
</ r e p r e s e n t a t i o n>
</ s t r a t e g y>
<s t r a t e g y>
<p r e f e r e n c e =2 />
<demand =0 .3 />
<r e p r e s e n t a t i o n l a n g u a g e =”XY”>
[ second v a r i a n t o f p r e s e n t a t i o n t a s k i n l a n g u a g e XY]
</ r e p r e s e n t a t i o n>
</ s t r a t e g y>
</ d i s p l a y S t r a t e g i e s>
</ p t c l>
This example can be extended in various ways. Meta-data of the presentation task may
also include minimal presentation duration or similar processing information speci-
fying whether or not the scheduler may prepone or postpone this presentation on the
temporal axis. The displayStrategies-block may define some variables for recurring
parts in more than one display strategy, and the strategies themselves can contain a
more detailed demand definition as defined in section 9.4.
Formalizing complexity values by annotating presentation corresponds to System Sit-
uation Awareness level 2.
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9.8 Implementing System Situation Awareness: Con-
sidering Cognitive Load and Presentation Complex-
ity
How can we adequately utilize the previously collected information? Figure 9.13
shows the impact of a presentation manager on the driver’s CL. By both assessing
information complexity and measuring CL, presentations can be modified such that
in high demand situations the additional cognitive workload is kept to a minimum.
Complex presentations can be avoided or replaced by presentations with a simplified
version of the same content, or, in cases of low priority, skipped altogether. If complex
presentations have to be presented, we can make sure that the time for processing
them is sufficiently long. If new and potentially difficult-to-grasp graphical concepts
are used in the HMI, we may consider introducing them at low demand times. They
































Figure 9.13: A situation-aware Presentation manager and its impact on driving performance.
Implementation
In chapter 8, the Resource-Constrained Scheduling Problem RCSP was introduced,
and a graph-based approach to solving it proposed. This solution, however, did not
include the system situation awareness I introduced in this chapter. Fortunately, the
algorithm is sufficiently generic that the modifications required to make it situation-
aware are possible.
The original tree-search algorithm introduced in chapter 8 constructs a tree with the
given problem as its root. The child nodes are possible modifications of this problem,
and the edges are labeled with the type of modification performed and the costs caused
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by it in terms of a penalty. A leaf is a conflict-free modification of the problem, i.e.,
a solution. Intelligent pruning removes duplicate solutions and all paths that are more
expensive than the best solution found so far. Figure 9.14 recapitulates the concept.
The implementation relies (among other things) on several problem-specific functions:
1. Each node can calculate which modifications are possible.
2. To each modification, a cost (penalty) can be assigned.
3. A node can determine whether it is a solution.
4. Each node knows its overall penalty.
5. Each node knows the series of modifications leading to it.
By modifying each of these points to include system situation awareness, or in some
cases realizing that no modifications are necessary, the concepts introduced in this

























• Contains all necessary modification 
• Cost is the cost of path leading here 
• Modification 
• Cost 
Figure 9.14: The underlying mechanism of the tree-search algorithm.
Possible Modifications
The possible modifications are encoded as constraints in the node implementation.
The previous implementation already had the “change display strategy” modification
included. This is sufficient for the system situation awareness as well.
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Modification Penalties
The penalties for modifications have been previously determined using the type of
modification, the extend of the modification, and the priority of the modified task. For
situation awareness, we have to consider the change of complexity estimation when
switching between different display strategies as an additional factor in the calculation.
Solution Detection
Detection of solution remains unchanged. A solution is a conflict-free modification of
the problem. Of course it might be inappropriate due to an overall too high cognitive
demand, but that is reflected in the penalty and the solution will be replaced by a better
one.
Overall Penalty
The overall penalty for a solution is the sum of all penalties aggregated on the path
leading to it. We have to add an additional criterion to the calculation here. As al-
ready described in section 9.3, consideration of the cognitive load induced by system
messages is applicable not only in retrospect, but also on level 3 of my System Situa-
tion Awareness theory as part of the impact estimation: The system-induced cognitive
demand from the proposed solution (cf. figure 9.7) has to be put in context with the
projected cognitive load. Although there is some amount of uncertainty in the pro-
jected cognitive load due to possible sudden changes, in most cases the projection
obtained using data from KAPcom will be sufficient.
Overall Modifications
The overall modifications are–as before–the modifications applied on the path from
the tree root to the current leaf. No change is necessary here.
Personalization
Also, by using personalization, knowledge about the driver, especially about his ex-
pertise of the system, can be utilized. One important factor for the understanding of
a presentation is the distinction between known and unknown, e.g., new, concepts ap-
pearing in it. In simTD for instance, concepts of the HMI design include symbol area,
virtual screens, progress bar before an event, progress bar during an event, different
audio signals, etc.
The list could be extended with other concepts, such as crossmodal referencing
[EMM11] for instance.
Whether or not it is advisable to introduce a new concept in a presentation depends
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mainly on two factors: The user’s familiarity with the system and the amount of dis-
tractions he is currently encountering (as shown in Figure 9.15).
Figure 9.15: Recommendations for complexity of presentations shown.
9.9 Summary
In this chapter, the concept of the simTD presentation manager was extended with the
newly introduced system situation awareness. In order to achieve system situation
awareness, two paths have been followed and eventually combined. The necessary
steps and achievements are summarized here.
1. Cognitive Load
Required concepts for an implementation were formalized. The concepts of
cognitive demand, cognitive load, and cognitive capacity were defined and ex-
plained. The driving task has been decomposed into its elements, in extension
of [Sch93]. An eight-dimensional model of processing sources was introduced,
defined and later on formalized to be used in the KAPcom component. The
connection between driving task and processing resources was examined and
defined. The POLI-classification for driver distractions was introduced and also
connected to the processing resources concept. Individual driver differences re-
sulting in varying levels of cognitive capacity were discussed. Endsley’s model
of situation awareness was adapted to the newly introduced concept of system
situation awareness.
Instead of using the cognitive load assessment techniques described in section
5.4, the approach of estimating cognitive load from context was followed and
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detailed for the automotive environment. Two contextual conditions, visual
complexity and speed, were picked for empirical evaluation in a simulator ex-
periment. A third condition, presentation history, has been modeled according
to the model of emotion decay in [Geb07].
2. Complexity Estimation
Three varieties of complexity estimation have been introduced and discussed:
Offline analysis, online analysis of structured data, and online analysis of un-
structured data. Using the example of hierarchical simTD presentation tasks, a
possible way to annotate those was shown. In a more general sense, the con-
tainer language PTCL is introduced which can be used to annotate any presen-
tation language for use with PRESTK .
By combining these two paths, system situation awareness is achieved. Modifications
to the previous tree-search algorithm to be implemented in the PRESTK system are
described.
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Chapter 10
Experiments
The previous chapters introduced three concepts which require empirical evaluation.
In chapter 8, I proposed a tree search algorithm as a solution to the Resource-Constrained
Scheduling Problem (RCSP) occurring when several mutually-independent informa-
tion sources attempt to access a scarce resource simultaneously. Using a data-driven
evaluation, the suitability of this approach will be shown in this chapter.
I postulated the connection between visual complexity of the environment and cogni-
tive load of the driver in section 9.3. This connection is verified in a user study here.
A short version of this evaluation was already published in [EMB12].
Finally, the Annotated Complexity Estimation (ACE) introduced in section 9.6 is eval-
uated here in a user study aimed both at verifying the general correctness of the pro-
cedure and at refining its parametrization.
10.1 Empirical Evaluation of the Tree-search Algorithm
In preparation of the simTD field test, applications are tested on the basis of pre-
recorded traces containing GPS positions, Car-2-Car communication messages, and
vehicle data (velocity, heading, gas pedal status, brake pedal status, index lights, etc.).
The scenarios lined-up at the X-axis in Figure 10.1 correspond to what we have seen
earlier in Figures 8.2 and 8.3. Additionally, a scenario with hyper-realistic complex-
ity was added (here denoted as Scenario V). Each scenario was further specified with
three concrete evaluation cases (I.1, I.2, I.3, .... V.3). The dashed black line corre-
sponds to the actual complexity of the evaluation cases:
Definition 7 (Complexity). The complexity of a conflict set TC is





ms · |T C| · |ol(tCi , tCj )| ·alloc(ms),
where ol is the temporal overlap of two conflicting tasks in milliseconds and alloc(ms)
is the percentage of the makespan allocated by the unmodified tasks.
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scenario 
IV Urban road 
scenario 
V Hyper-realistic 
scenario (I, II/III, IV) 
II / III Motorway 
Scenario 
complexity 




I.1 I.2 I.3 II.2 II.1 III.1 IV.1 IV.2 V.1 V.3 IV.3 V.2 
Figure 10.1: Result for test scenarios.
Figure 10.1 shows that the complexity of the test cases has a positive trend from left
to right (see solid black trend line), which appeals to our intuition. Nevertheless, there
is a significant case-specific complexity within each of the scenarios. We see, for
example, that the variance of complexity in Motorway scenario is higher than both
Rural road scenario and Urban road scenario. Note that the complexity of V.1 is
lower than those of I.3 and III.1. This is because V.1 is a hyper-real Rural road test
case, V.2 is hyper-real Motorway test case, and V.3 is a hyper-real Urban road test
case.
Both run-time and tree-depth differed significantly, which can be seen by regarding
the gray (square) solid lines, and, respectively, the dashed (triangle) lines. Runtime
relates to the time needed to find the optimal solution. It was measured on a regular
state-of-the-art desktop PC.
For each of the evaluation cases, a solution was found by the scheduling algorithm.
In order to be able to distinguish between successful solutions of different quality,
we define quality via a penalty for the modifying actions it involves: the fewer the
modifications, the better the solution.
Definition 8 (Penalty of a RCSP solution). Let M be a set of modifications, M =
{m1,...,mN} and t a task with given positive priority prio(t). The penalty p for m
applied to t is p(m, t) = d(m) · prio(t) ·∆, where d(m) defines the general desirability
10.1. EMPIRICAL EVALUATION OF THE TREE-SEARCH ALGORITHM 137
of an action as a positive integer value, with ∆ specifying the temporal aspect of the
modification (e.g., postponing or shortening).
The penalty of a solution is then defined as ∑ p(m, t) of all (m,t) contained in it.
The order of steps taken towards a certain solution is in our case not important. This is
respected by pruning duplicate and redundant solutions. As a side effect, the penalty
for a solution is well defined and independent of the way it was constructed.
Figure 10.2 shows the correlation between runtime and solution quality in terms of the
penalty we defined. As stated before, the automotive context demands fast response
times, so we need a good solution fast. Our algorithm provides a first solution typically
in the first few milliseconds and then finds increasingly better solutions quickly. After
50–100 ms, we are very close to, or in some cases already at, the optimal solution.
Note that the optimal solution is not at penalty zero, so the asymptotic behavior of
the graph is not aimed towards the X-axis. Interrupting the scheduling process at this
point leads to a satisfactory result. In Figure 10.3, the effects of pruning are depicted.
penalty (log) 
(see definition in the text)  



















Figure 10.2: Improvement of solution quality over time.
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The tree depth is correlated to the number of nodes calculated on that level using our
BFS tree search. If no pruning had been applied, the graph would be a straight line on
the logarithmic scale. Using the penalty of the best solution found so far (which drops
rather rapidly as we saw in Figure 10.2) as an upper bound enables us to severely prune
the tree quickly. The symbols correspond to the point at which the optimal solution
was found.
It is still not advisable to let the algorithm finish its search. It is still very space-
consuming and, in all our test cases, the optimal solution was found significantly
before the peak in the node-curve. If we look at those examples that had a significant
runtime (>2500 ms), we see that in all cases the best trade-off between runtime and
quality was reached after 7% of the runtime, usually even in less than 1%. The best
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Figure 10.3: Effects of pruning.
To put these numbers in perspective of the overall timing of the information flow
between calling function over processing in the HMI bundle to displaying the infor-
mation on the screen: The function preparing a presentation request is outside of our
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implementation and the implementation of the functions is done by different devel-
opers and with different complexity. An exact timing is not available her, but it can
be asumed that the proecess takes more than 25ms and less than 100ms. The connec-
tion between the function and the HMI Bundle is a function call, i.e., approximately
2ms at most. Processing the request in the bundle has been discussed in this section;
50-100ms are sufficient, however the anytime algorithm uses more time if available.
The timing for sending the information from the bundle to the HMI, including render-
ing and displaying the presentation task has been measured by my colleague Sandro
Castronovo. The values are usually under 16ms and always under 50ms.
10.2 Connection between Context and Cognitive Load
In section 9.3 I claimed that environmental factors correlate with driving performance,
e.g., reaction time, and thus also serve as an indicator for the current cognitive load of
the driver. In this section I will support this hypothesis with empirical data acquired
in a driving simulator test.
The Lane Change Test (LCT)
Real-life field studies for evaluating driver distraction (e.g., observing accident data)
are often inefficient or prohibitively intricate to accomplish. On the other hand, in-
direct laboratory methods measuring reaction times independent of the real driving
context can be of limited validity. To overcome these shortcomings, [Mat03] intro-
duced the Lane Change Test (LCT, cf. figure 10.4) as a measure of the influence of
the secondary task on the driving performance in a simple simulator task: “It is sought
to reach the reliability of a laboratory method while increasing the validity by making
the cognitive requirements as similar as possible to real driving.”
The original LCT consists of a simple driving simulation at a regular consumer PC
with steering wheel and foot pedals used for computer games. The subject is driving
on a straight three-lane road with traffic signs indicating which lane to use (cf. figure
10.5). These traffic signs are used as stimuli, and the corresponding maneuver of the
driver is the response. In between two responses, the subject still has to keep driving
and stay in his current lane, which we have identified previously as a main component
of the driving task. Hence, we have a significant advantage here over simple stim-
uli/response tests where the subject is idle in between two responses. In short: The
LCT combines the advantages of a laboratory setting with the benefit of a realistic
environment and task.
Three simulator runs of each subject were recorded to measure general driving perfor-
mance, which was subsequently compared with driving performance while conduct-
ing a secondary task such as looking up an address from an address book, unfolding a
Kleenex, tuning the radio, using a cell phone, etc.
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Figure 10.4: Screenshot from original Lane Change Test (LCT).
Figure 10.5: The comparison between the normative model and the driving data as a measure
for distraction.
As a measure for performance, only the parts of the drive where a lane change occurs
were considered. A comparison of the normative model and the driving data was con-
ducted, and the average deviation from the optimal performance was measured and
used as a measure of distraction. The difference between the average distraction with-
out a secondary task (i.e., the driver’s general performance level) and the distraction
while performing a secondary task is proposed as a measure of how distracting the
secondary task is.
The LCT was standardized as an ISO norm in 2008 [ISO08].
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Figure 10.6: LCT Kit 4.0, based on the original Lane Change Test (LCT).
LCT Kit 4
The LCT Kit has been developed since 2009 at the Leibniz Research Centre for Work-
ing Environment and Human Factors (IfADo1) based on the original Lane Change
Test (LCT). Its main purpose is to determine reaction times and also the connection
between driver reaction times and the placement of the stimulus in the left or right
visual half-field, such as [EBP+12].
In this simulation, the driver is placed in the middle lane of a straight road with a
seemingly infinite number of lanes to the left and right. Except for seeing his own
car interior, there are no visual distractions in the simulation (cf. figure 10.6). After a
prompt, a short instruction to change lanes (either one or two lanes to the left or right)
is displayed for 300 milliseconds on one side of the screen. This short time span is
sufficiently long to decode the information (after a short training) but short enough to
avoid saccades, which would add noise to the data to be observed. The reaction to the
stimulus is measured as the time span between stimulus and a steering wheel angle
outside of the ordinary lane keeping range. Furthermore, the task of changing the lane
has to be completed in a certain amount of time.
1official German name: “Leibniz Institut fu¨r Arbeitsforschung an der TU Dortmund”
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Open Drive Simulator OpenDS
OpenDS2 is an open source driving simulator software developed in our automotive
group at the German Research Center for Artificial Intelligence [MMMM12]. The
lead developer of the effort is my colleague Rafael Math, who coordinates the open
source project as part of the EU-project GetHomeSafe and with support of the Intelli-
gent Mobility and Transportation Systems action line of EIT3 ICT4 Labs.
The driving simulator is based on the open source game engine jMonkey Engine
(jME)5. jMonkeyEngine is an open-source game engine aimed at modern 3D game
development, and it makes extensive use of shader technology. The engine is written
in pure Java and supports OpenGL. It is released under the BSD6 license and used in
research/education as well as by commercial game studios.
The physics engine included in OpenDS is jME Physics 27, which is a wrapper for the
Open Dynamics Engine (ODE). It is used to calculate relevant physical properties of
the virtual world, such as velocity, acceleration, friction, etc.
The 3D models for OpenDS are generated using Blender,8 an open-source 3D model-
ing software distributed under the GNU General Public License GPL.
The driving simulator OpenDS provides: speedometer and rev meter panel, rear-view
mirror, and basic audio support for positional and directional sounds.
Going beyond game-like simulation, OpenDS provides not only an interface for game-
controllers, but also a CAN interface, which we use to connect a real car and read out
its state in real time, especially pedal states and steering wheel angle. In that way, a
more realistic simulation is provided.
Multiple screens are also supported for a projection of up to a 180 degree viewing
angle. Our current installation at the ZWM9 uses three projectors and a viewing angle
of 120 degrees (cf. figure 10.7).
OpenDs was developed with the intention of having a flexible driving simulation
which can perform the standard Lane Change Test (LCT), but can easily be extended
to other/similar/new testing tools beyond the possibilities of LCT, since the original
LCT is very restricted and not extensible. The ConTRe task [MFMM12] was the first
extension realized in OpenDS.
2www.gethomesafe-fp7.eu/index.php/menu-opends
3European Institute of Innovation and Technology, www.eit.europa.eu
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Figure 10.7: The OpenDS simulator lab at Saarland University.
Distraction Experiment
The LCT Kit used in training science was designed to measure the driver’s reaction
time to instructions shown briefly on either the right or left visual half field, short
enough to avoid saccades, and to measure the difference in reaction time between in-
formation shown on the left or on the right.
As part of our collaboration, we ported this task to OpenDS, and we use it in our
driving simulator installation. In order to use it here for the task at hand, some modifi-
cations have been made. Figure 10.8 shows the connection between the original Lane
Change Test, the LCT Kit, our OpenDS simulator and the distraction experiment de-
scribed here.
Objectives
As the aim is to show the correlation between contextual complexity and cognitive
load, we change the parameters speed and visual complexity.
Visual Complexity. The original experiment uses infinite lanes and offers no visual
distraction for the subject. In a first step, we reduce the number of lanes to a necessary
minimum of five and fill the remainder of the visible plane with monochrome shad-
ing. To avoid predictability (e.g., the subject knows the next instruction must be left
because he is on the far right lane), the driver is automatically centered again on the
middle of 5 lanes by adding or removing lanes on the respective sides.
Now, we introduce visual complexity by adding objects to both sides of the street.
To keep different experimental runs comparable, all objects are of the same size and
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Origin: Daimler 
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Figure 10.8: Connection between the distraction experiment and related software tools.
visual complexity. i.e., identical models. The hypothesis to be verified in the experi-
ment is a positive correlation between visible objects in the subjects view field and the
reaction time during the experiment.
Vehicle Speed. The second assumption to be verified here is the correlation between
vehicle speed and reaction time. We extend the original experiment and run it at dif-
ferent speeds. This assumption is closely related to the previous assumption, as the
higher vehicle speed results in faster changes to the visually perceived environment.
Setup
We used three variants of visual complexity (no distractions, some billboards on the
side of the road, many billboards on the side of the road) and two different speeds
(40 km/h and 120 km/h). The test took place in a real car positioned in front of three
projection walls covering a visual range of 120 degrees.
Experiment
In the experiment (cf. figure 10.9), five subjects drove in the simulation under varying
conditions. Their task was to react as quickly as possible to lane change commands
displayed on the screen. In order to observe whether or not any training effect in get-
ting used to our simulator occurred, three of the subjects were asked to perform the
test twice in a row.
The results clearly confirmed our two hypotheses: (1) The average reaction time in-
creases with increasing speed. (2) The average reaction time increases with the num-
ber of distracting objects (billboards) on the roadside. A more detailed look at the data
is shown in table 10.1.
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Figure 10.9: Experiment based on the Open source Driving Dimulator (OpenDS).
An interesting effect can be found when looking at the reaction time under both vary-
ing speed and varying number of distractions: While at high speed the reaction time
increases with the number of distractions, the exact opposite can be observed at slow
speed. Our first assumption that this can be attributed to training could not be con-
firmed, since the effect prevailed when considering only the three test runs of subjects
performing the test for a second time.
slow driving fast driving
no distraction 1380 ms 1387 ms
medium distraction 1344 ms 1464 ms
high distraction 1126 ms 1783 ms
Table 10.1: Average reaction time in ms under varying conditions
Differences Between a Race Car Driver and the Average Driver
As a part of our collaboration with the institute of sports sciences, we started to inves-
tigate objective metrics for assessing the talent of aspiring race car drivers. Additional
data collected in this experiment provided some evidence for one of the hypotheses:
I claim that trained, professional drivers focus more on the task at hand, and get less
distracted by the environment. If a direct connection between the effect of distraction
to the driver on one hand and the qualification of a driver for race driving on the other
hand could be established, then this could be used as one component in a complex
evaluation process.
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Figure 10.10: Distraction experiment with young race car driver (courtesy of E. Messina).
Figure 10.11: Evidence for a measurable difference between drivers ans race car drivers.
To gain a first insight in this area, we invited kart race talent Chiara Messina (cf. figure
10.10) to partake in the experiment. The results of this preliminary test are shown in
figure 10.11: While the effect of higher speed levels to the reaction time is visible, the
impact of the different levels of distraction is barely noticeable. It is however impor-
tant to keep in mind that this is only first evidence and not sufficient yet for a scientific
theory.
Resulting Model
The PRESTK implementation is based on a more detailed collection of data in the
same setup. Using the eyeBox system developed in our group, the environment of the
car can be assessed and the amount of visual distraction estimated. The current speed
of the car is assessed using the car’s CAN bus. These two data sources serve as the
foundation of an extensible model to estimate the cognitive load of the driver in real
time.
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10.3 Annotated Complexity Estimation ACE
In section 9.6, the Annotated Complexity Estimation (ACE) procedure [EFM12a] has
been introduced, but the empirical verification was yet pending. The aim of the ACE
procedure is to provide a metric for the complexity of a presentation by assigning
a numerical value based on the layout and the elements of the presentation. Under
the assumption that the perceived complexity of a piece of information can be judged
objectively by the recipient, I designed an online study attempting to verify the val-
ues calculated by ACE. In this study, 30 screenshots of the actual simTD system with
varying complexity are presented to the participant in random order. The task is to
assign a numerical value of complexity in a range from zero to ten to each screenshot
(cf. figure 10.12). The average value assigned to a screen is used as ground truth and
compared with the value calculated by ACE.
We distinguish two phases here, the development phase and the evaluation phase.
After the experiment, the screens are sorted by average user rating and devided into
development data set and control data set. For the control data set, 10 evenly dis-
tributed screens are selected and set aside. The remaining 20 screens are used for
development. In this first phase, these 20 screens are used to fine tune the values
used by ACE. They are annotated according to the ACE notation and their complexity
values are calculated using the parameters shown in table 9.1. These values are an
interim consent and the aim of this experiment is to refine them. We first compare the
results of the interim ACE parametrization to our ground truth given by the average
user rating. Results are shown in figure 10.13 in the upper left graph. On the x-axis,
the average user rating is displayed, and on the y-axis the calculated values.
Tweaking the ACE parameters for the development data set is achieved by optimizing
the correlation coefficient (sometimes also called cross-correlation coefficient) of the
two data sets X = {xi, i ∈ {1, ..,n}} of complexity values based on user opinion and
Y = {yi, i ∈ {1, ..,n}} of values calculated by ACE, whereas n is 20 in this case10.
The correlation coefficient is a value which describes the quality of the least square
fitting of the scatterplot to the covariance.
In order to define the correlation coefficient, we first calculate the unnormalized forms
of variances and covariance of X and Y as the sum of squared values:















10More information on the theory of statistics described here can be found in numerous textbooks,
cf. for instance [Bor85], or online at mathworld.wolfram.com/CorrelationCoefficient.html
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Figure 10.12: Online study.




Optimizing the parameters defined in table 9.1 can now be reduced to maximizing
r with the aim of getting as close as possible to 1.0. In case of the optimal value of
1.0, all data points would be on the same line. As we can see, this is not the case, but
the scatter plot is not completely random: it tends toward a line, and the correlation
coefficient already reaches a value of 0.828. This is a high value, but it is reasonable
to believe that the weights based on expert opinion still can be improved. I use a cus-
tom implemented genetic algorithm for optimizing the parameters, which is adapted
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Figure 10.13: Comparison of the development data set with the values calculated.
to solve the problem at hand quickly (cf. algorithm 2).
In lines 8-10, each weight is consecutively modified by a given stepwidth. The modify-
function (not shown here) calculates the correlation coefficient for the given weights,
and also for two modified versions: in one, the weigth at position idx is increased by
step, in the other version, the same parameter is decreased by step. The version with
the highest correlation coefficient is returned. Meanwhile, the number of changes
while modifying the weights is counted and the procedure repeated until no changes
occur anymore (lines 5,6,11). After that, we go even deeper into finetuning and switch
to half the stepsize repeatedly until we are below a certain treshhold (lines 4,12,13).
As a result, we obtain a new set of weights for the ACE procedure. These weights are
shown in table 10.2 . The changes compared to the initial values shown in table 9.1
(also in parentheses in table 10.2) are minimal, with one exception: our estimate of
the weight of framed and unframed panels were reversed.
Using these refined values, the correlation coefficient can be increased to 0.9, and the
resulting change in the scatterplot in figure 10.13 on the upper right diagram are an
obvious improvement.
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4: while step > 0.0001 do
5: (static) changes← 1
6: while changes > 0 do
7: changes← 0






To show the general applicability of the newly obtained weights, we take a look at the
control data set (cf. bottom graphs in figure 10.13). As this set is half the size of our
development set, the correlation coefficient is not as high as in our development set,
however we are still able to see a significant improvement between the initial and the
weightsrefined by development data, which increases the correlation coefficient from
0.782 up to 0.822. This shows that we did not optimize any effects on the development
data set but found a broadly applicable solution.
component basic complexity value feature added complexity
label 0.1 (0.1) text=true +0.425 (0.5)
icon=true +0.400 (0.4)








Table 10.2: Empirical values for ACE evaluation based on online study.
Overall, we have shown that the ACE procedure yields values that are comparable to
the subjective perception of the average user.
Now that I closed the remaining gaps in the theoretical contribution through exper-
imental evaluation here, I will discuss some additional features in the next chapter.
Chapter 11
Discussion of Additional Features
The extensions of the presentation manager and the lessons learned from simTD are not
limited to adding system situation awareness as a new feature as proposed in chapter
9. In this chapter, I briefly present three other system extensions and discuss their
applicability. While some are based on practical experience in the testing area and
should be included, others are theoretical concepts developed beforehand that turned
out not to be useful.
11.1 Reactive Scheduling
The longest and most vivid discussion I had during the simTD project with developers
of the several information functions was about the question of how far in advance a
function should announce its request to be presented on the screen. Being responsi-
ble for the presentation management, my point of view was very firmly that–unless
there is an emergency–the pre-announcement window of time should be the minimal
presentation duration of a presentation that might just have been started (usually four
seconds) plus some time for scheduling the new presentation. To be on the safe side,
I assumed one second, although as shown in section 10.1 less time is needed. The
resulting rule in the HMI bundle was: every function which is not safety-critical needs
to announce a request for presentation five seconds beforehand.
It turned out that this requirement was impossible to fulfill for almost every function.
In consequence, one of the main challenges in designing an HMI and its underlying
logic is the presentation of spontaneously incoming warning messages without delay,
while at the same time disrupting the current state as little as possible. Also, incon-
sistencies in the visualization and irritation of the driver have to be avoided. This
is not always possible, for instance an incoming warning of high importance might
need to override a presentation on the screen which just started half a second before.
This causes an effect of “flickering”, which is in the described case unfortunately in-
evitable. Still, the safety of the driver has priority over potential esthetical qualms.
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But if the lack of advance notice becomes the standard case instead of the exception
in critical situations, some ways to handle it need to be introduced.
I have already described in section 9.8 that the tree-search algorithm I am using is very
flexible, and emphasized how easy it is to modify it to include new functionality. We
can apply this here as well:
If sufficient time for planning ahead is not available, the planning process changes
from looking at an interval of time in the future and resolving potential conflicts there
to a reactive decision, regarding what to do with an incoming presentation request of
a certain priority with some options for modification under the given condition, which
is the current state of the display and its history. Formally, we have to change two
things:
1. the problem definition, and
2. the calculation of possible modifications.
I will describe the necessary adaptations for both and thus provide the necessary foun-
dation for adjusting the implementation.
Problem Definition
The tree search algorithm starts with the problem description as its root and succes-
sively makes all possible changes to all parts of the problem in order to find a modified
version of the problem without a conflict, e.g., a solution. By evaluating the quality of
the solution and successively replacing less optimal solutions with better ones, any-
time functionality is achieved.
In the original implementation, the problem consisted of a set of potentially over-
lapping presentation tasks to be presented on one or more scarce resources, i.e., the
screen. The possible modifications included temporal adjustments, change of display
strategy, and canceling a task.
Here, the situation is different. We have an incoming presentation task requesting im-
mediate presentation, and a current state of the screen (cf. HMIstate), along with its
recent history.
The HMIState needs to keep references to the presentation task objects which are
presented on its leaves, so that information such as when a currently displayed pre-
sentation started and how long its minimal presentation duration is can be accessed.
Fortunately, this is already the case in the simTD system, so very little additional in-
formation has to be included, e.g., the timestamp of the last user interaction. Figure
11.1 shows the extended HMI state.
Possible Modifications
The set of available modification possibilities is guided by usability rules:
A minimal presentation duration, adjusted to the importance and complexity of the
contained message is stored in the system for each function (cf. section 9.5). This
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Extended HMI State 
HMI Tree Presentation  
Task Database 
Task 12 - Priority 
- Start time 
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Task 17 - Priority 




… User Information 
- Timestamp of last interaction 
Figure 11.1: Extended version of HMI state for reactive planning.
prevents the driver from being irritated or distracted by a short message flashing up:
The presentation of a piece of information for a time period too short for processing
it should be avoided due to its possible negative impact on the driver’s focus. How-
ever, even if a presentation task is accepted by the HMI as it fulfills the criterion of a
sufficiently long presentation duration, the requesting function is still able to cancel it
too early while on the screen. This also results in an undesired flickering, which is out
of the scope of the HMI. In the simTD testing area, we displayed warning messages
against undesired use of the HMI, in order to bring this problem to the attention of the
function developers.
User interactions are respected by the HMI and only interrupted in emergencies. If
the user selects a presentation task from the symbol area to be presented on the main
screen, no interruption will take place for the next three seconds by an incoming pre-
sentation task of lower priority. If the incoming task requests the use of the main
screen, it will still be moved to the symbol area only. If the incoming presentation
task however has higher priority and is a warning message, the user interaction is ig-
nored and the incoming message is shown on the main screen.
By considering these rules in the implementation of the possible modifications of a
conflict set, reactive planning is realized.
11.2 Conflict Detection
The task to be solved by the presentation manager is a conflict-free positioning of po-
tentially overlapping tasks on a timeline in a dynamic manner. In order to facilitate
the example to discuss here, we assume only one resource, so that every overlap in the
timeline is a conflict. Also, the presentation manager is assumed not to be situation-
aware (as the example stems from the simTD development). The possible actions for
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the tree search algorithm are also from the original simTD planner, i.e., presentations
can only be shortened at the beginning or the end, moved forward or backward, or be
skipped altogether.
As an example, we consider 8 presentation tasks of four seconds length in a 30 sec-
ond interval starting 10 seconds in the future. Priorities of the tasks differ. Table 11.1
shows start time, end time, and priority of the tasks.
# start time end time priority
1 10 14 40
2 14 18 40
3 18 22 40
4 22 26 40
5 26 30 80
6 26 30 80
7 33 37 60
8 38 42 80
Table 11.1: Scheduling problem example
Figure 11.2 shows the tasks on a timeline in the upper part. The different priorities of
the tasks are encoded by the use of different colors.
The question arising here is: Which of these tasks are part of my problem, i.e., which
tasks potentially need to be modified, and which ones definitely do not? As our
approach to solving the problem is a tree-search algorithm with a underlying data-
structure growing at the beginning exponentially by the number of tasks involved, it
is advisable to avoid unnecessary inclusion of unrelated tasks.
It seems trivial at first, since, looking at the timeline, it is plainly visible that postpon-
ing task seven one second will suffice to make room for either task five or task six
to be postponed by four seconds, which results in a conflict-free schedule. Thus, our
problem set consists of tasks five, six, and seven.
However, if the solution had included preponing either tasks five or six, things would
have gotten more complex, involving presentation tasks one to four as well.
I propose a heuristic to solve this problem.
In a first step, temporal areas of conflict are identified and the conflict level calculated.
An area of conflict here is a section of the timeline where two or more tasks overlap.
The conflict level is defined as the sum of the priorities of the overlapping tasks. The
conflict level graph in this case is simple: We have an overlap of tasks five and six at
[26,30] with a constant conflict level of 160, while everywhere else the conflict level
is zero.
In the next step, a gauss curve (or in more complex cases: one gauss curve per con-
flict area) is fitted to the graph so that it covers the conflict area. This corresponds to
the assumption that the probability of a task being involved in a conflict is 1.0 in the
middle of a conflict region and declining according to a standard distribution with the
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distance to the conflict. As a second graph, the time available for solving the conflict
is applied. It consists of a straight line representing the identity function: The time
remaining to solve the problem is identical to the time left until the conflict.
The intersections of this line with the gauss curve(s) determine the start and endpoint
of the conflict. Presentations contained (even partially) are considered part of that
conflict.
This provides a first approach for solving this problem, which needs to be refined and
parametrized further. The gauss curve, for instance, can be flat or high (an alternative
version is shown in the graph).
It turned out however that this problem is purely of academic interest in the given
domain, since (a) usually not much time to plan ahead is available in real-life ap-
plications and (b) the density of tasks occurring in real-life is not anywhere close to
requiring this solution.
0 5 10 15 20 25 30 35 40 time 
0 5 10 15 20 25 30 35 40 time 
conflict 
0 5 10 15 20 25 30 35 40 time 
conflict 
I. Conflict 
II. Conflict Level Calculation 









Figure 11.2: Conflict Detection Approach.
11.3 Low Cognitive Load Consideration
The Yerkes-Dodson-Law (cf. section 5.3.1) implies that individual performance is im-
paired both in case of high arousal and in case of low arousal. While the former case
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is covered by the PRESTK system described in this thesis, the latter has not yet been
considered.
[DHM98] for instance reviewed the effect that too much automation in the car can
lead to a significant performance decrease in case of a sudden system failure. The au-
thors conclude that cognitve workload does not necessarily decrease with automation,
since it is beyond a certain level likely to induce fatigue and decrease task motivation.
[HHMK00] classified existing fatigue detection techniques and discussed the means
to evaluate their effectiveness.
The method of estimating cognitive load proposed in this thesis entails a focus on the
context/situation, e.g., things that occur or happen. The “left side” of the Yerkes Dod-
son Law however is concerned with the lack of things happening, which might induce
boredom in the driver and result in decrease of performance.
While this might be seen as a drawback in my approach, I claim that it can also been
regarded as an advantage: If we consider only the cognitive demands of the context,
it becomes very easy to detect critically low demand times. A combination of a lack
of social interaction (i.e., no co-driver or passengers), a high level of automation re-
sulting in limited system interactions, and a quiet driving situation lead to a situation
where the driver’s lack of arousal could significantly impair his ability to handle a
sudden system failure or unexpected event.
Counteracting measures proposed by [DHM98] imply that a limited need for system
control can be balanced with an option for increased system monitoring: If not much
is happening while driving, we can provide system information on the screen giv-
ing feedback on driving style, fuel consumption, or compliance with an ecological
life style. [EMB10] for instance implemented a prototype of the youldeco1-system to
make eco driving an entertaining and competitive game in a social network (cf. fig-
ure 11.3). The precondition for this is the availability of low cognitive demand times,
which matches our given problem here very well.
But there are also other approaches to providing entertainment for the driver. Litera-
ture discussed in chapter 6 includes more approaches:
[AKS+10] conducted a survey to determine which kinds of entertainment are most
desirable for low demand times, and proposed an algorithm to detect such time win-
dows. Their example was the detection of standing phases at red lights. Using the
context evaluation described in this thesis, this could be extended to a more general
approach for entertainment in low demand times. [TWV11] propose a speech-based
system, which can be used for driver entertainment as well. [DS11] investigate the
cognitive impact of linguistic complexity in dialog systems. This as well can be used
as a foundation for an entertainment system.
In short: A lot of information which is contained in the various systems of the car, or
can be obtained by communication means (e.g., news streams), can be put to use to
prevent a driver from getting bored when driving alone on a uneventful drive.
1youldeco is an acronym for You’ll drive eco-friendly.
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Figure 11.3: The youldeco approach for eco-friendly driving and avoiding performance de-
crease.
11.4 Summary
In this chapter, I proposed three extensions to the situation-aware approach presented
previously:
Reactive scheduling is an important modification of the scheduler and is in part already
included in the PRESTK system.
Conflict Detection, or rather, the detection of the subset of given tasks included in a
problem, can get very complex. I propose a heuristic, which is not included in the
implementation, since in real applications reactive scheduling is required instead of
planning ahead with a large number of tasks on a timeline.
Preventing boredom is important since boredom decreases the performance of the
driver. Countermeasures are discussed.
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Chapter 12
Conceptual Achievements
I started this section by identifying the conceptual requirements for system situation
awareness. I then presented the solution provided for the simTD project in chapter 8,
and introduced system situation awareness for the more advanced PRESTK system in
9. Experiments in chapter 10 supported the claims I made. Some more features for
PRESTK were discussed in 11.
Before I begin with the description of the implementation, I will go back to the be-
ginning and take a look at the requirements formulated and describe what has been
achieved. Evaluation of the single pieces will be summarized, and ways to demon-
strate the achievements presented.
12.1 Revisiting Requirements
The main requirement formulated in chapter 7 concerns solving the search problem in
the three dimensions time, modality, and complexity:
1. Time: By formulating the Resource-Constrained Scheduling Problem (RCSP)
and the tree-search approach as a solution in the simTD project, management
of presentations on the temporal axis has been achieved. Additional require-
ments regarding whether, to what extent, and how a task can be modified are
considered.
2. Modality: Choice of modality is implicitly achieved as well by the tree-search
solution by defining so-called display strategies.
3. Complexity: By using the Annotated Complexity Estimation (ACE) procedure
defined in section 9.6 and modifying the algorithm according to section 9.8,
presnetation complexity is taken into consideration.
Further requirements for the proposed presentation toolkit were:
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• Extensibility. The claim of a system’s extensibility to yet unknown features
cannot be easily verified. It has been shown twice however, that the original tree
search algorithm can be extended to new situations (system situation awareness
in section 9.8 and reactive scheduling in section 11.1). Additionally, the model
for how to obtain cognitive load from context information is open to inclusion
of new parameters. By using the KAPcom database, data exchange with addi-
tional new systems is also possible. And furthermore, the ACE procedure for
presentation complexity calculation is explicitly designed for being extended,
both in the number of possible elements and in feature evaluation.
• Dynamic. Already in the first implementation for the simTD system, it was
possible to change presentation time, duration or any other parameter of a pre-
sentation even after the presentation task was created. The only exceptions are
obvious and inevitable, e.g., that the start time of a presentation can’t be changed
after the presentation has already started.
• Anytime Functionality. An anytime algorithm is commonly defined as an al-
gorithm that can return a valid solution to a problem even if it’s interrupted at
any time before it ends. The algorithm is expected to find better and better so-
lutions the more time it keeps running. The empirical evaluation in section 10.1
shows that a good solution to a problem can be found very quickly, and by it-
eratively refining it, the algorithm can be stopped at any time after the first few
milliseconds and produce a reasonably good result.
• System Situation Awareness. In chapter 9, I defined system situation aware-
ness (SSA) according to Endsley’s model. By following the three levels of SSA
both for the driver and for the information to be presented, an overall concept of
how to implement this feature has been presented.
• Cognitive Load (CL) Assessment. I claimed that most CL assessment meth-
ods, despite being very useful for user studies and development of concepts,
are in most cases not really desirable for everyday driving. An exception is,
for instance, steering wheel angle observation, which can be performed unintru-
sively, but according to [SP11] produces suboptimal results. As an alternative,
I propose deducing CL from contextual parameters. In a user study (cf. section
10.2), the general applicability of that approach has been shown for two selected
parameters.
• Presentation Complexity Estimation. The Annotated Complexity Estimation
(ACE) principle has been introduced in section 9.6 and empirically verified in
section 10.3. Further refinement is possible and planned for the SiAM project.
• Cognitive Load Consideration. A method for considering the cognitive load
of the driver is achieved by modifying the tree-search algorithm according to
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section 9.8.
• Formalization of acquired information. While defining and achieving system
situation awareness, required concepts have been formalized. On the driver side,
this includes cognitive load, elements of the driving task, processing resources,
and possible distractions. The latter two concepts have been thoroughly clas-
sified in figure 9.4 and 9.5 respectively. The Automotive Ontology of KAP-
com was extended to store required information about the cognitive state of the
driver. On the presentation side, the container language PTCL was introduced,
which can serve as a wrapper for a variety of formats and at the same time
handle detailed complexity annotations.
12.2 New Concepts
The following concepts have been newly introduced and are part of my contribution
to the research field:
• The Resource-Constrained Scheduling Problem (RCSP).
• A tree-search algorithm to solve the RCSP.
• System Situation Awareness, based on Endsley’s model for Situation Aware-
ness, including a description of how to implement it.
• Classification of the driving task, based on [Sch93].
• Classification of processing resources, based on [Sch93] as well.
• The connection between driving task and processing resources.
• The POLI classification for driver distractions.
• A model for cognitive load at different levels of detail for the Automotive On-
tology used in KAPcom.
• The Annotated Complexity Estimation (ACE) principle for determining presen-
tation complexity.
• The container language PTCL, which can handle complexity annotations in dif-
ferent presentation languages.
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12.3 Overall Evaluation and Demonstration
The single parts of the PRESTK approach have been empirically evaluated in chapter
10. What is missing now is the overall evaluation of the single parts working together.
Building a demonstrator for an empirical user experience is an appropriate means to
do so.
In this section, I describe two demonstrators for PRESTK.
12.3.1 Demonstrator 1: Displaying the driver’s state in the Simu-
lator
The first demonstrator is based on the experiment described in section 10.2 and re-
verses the acquired model. In the experiment, I varied the number of visual distrac-
tions and the speed of the car, and measured the reaction time, which can be used as
an indicator for cognitive load. In the demonstrator described here, the driver uses the
simulator and drives on the same road as in the experiment, with a random and vary-
ing number of visual distractions, and is able to adjust the speed. On the screen in the
car the current speed, number of distractions, and estimated reaction time is displayed
continuously.
The model derived from the user study can be described with the following formula:
reactionTime = 1380+(numBillboards∗ ((1.625∗ speed)−115))
Like the user study, the demonstrator is implemented using the OpenDS simulator
developped in our automotive lab. Figure 12.1 shows a photo of the running demon-
strator (left) and a screenshot of the screen displaying the driver’s estimated reaction
time based on speed and visual distractions (right).
Figure 12.1: Reaction time estimated by speed and visual distraction displayed in the car.
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12.3.2 Demonstrator 2: Adaptive system on the road
The second demonstrator uses the EyeBox system [MM12, MFM12, Mon11] and ex-
tends it with PRESTK and especially the techniques shown in the first demonstrator
towards situation-aware information presentation.
The demonstrator uses our test carrier vehicle BMW 535i with a built-in PC and two
additional screens on the dashboard. The chosen location is the Saarland University
campus site in Saarbru¨cken (cf. figure 12.2).
Figure 12.2: Route for the demo on campus site of Saarland University (source: Google Earth).
The overall architecture is shown in figure 12.3. The components involved are de-
scribed below.
The cars built-in GPS module continuously provides information about the current
position of the vehicle during several rounds on the campus. This information is fed
into the EyeBox system.
EyeBox was originally developed for multimodal reference resolution and used as a
proof of concept for mobile spatial interaction in urban environments.1 Using data
from an eyetracker along with information about the current location of the car and
a detailed 3D-model of the surrounding, the EyeBox system is able to answer ques-
tions by the driver of the type “What is this building/object?”, referring to his current
glance position. Even more sophisitcated: the position of the car and the direction of
1Please note: The quoted references [MM12, MFM12, Mon11] describe the EyeBox system without
mentioning its name because they were published before the system was named.
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Figure 12.3: Adaptive system for second demonstrator
the driver’s glance at the moment the question was uttered can be reconstructed after-
wards. The desired information is then selected from a database and displayed on the
screen.
In the demonstrator described here, the task of the EyeBox component is threefold:
(1) provide current position of the car using GPS data and refine it using mapmatch-
ing techniques, (2) provide current speed based on the improved position data, and (3)
constantly count the buildings in the viewfield of the driver. In analogy to demonstra-
tor 1, we now use buildings as measure for visual distraction instead of billboards.
The Traffic Information System and the Tourist Information System are two in-
dependently running information sources generating conflicting presentation tasks.
While the Traffic Information System uses important driving related presentation tasks
from the simTD system such as construction site information or warnings about obsta-
cles on the road, the Tourist Information System provides edutainment information
about objects in the viewfield, such as the sculpture “Torque” by the famous american
minimalist sculptor Richard Serra2, which was errected on the campus in 1992. The
system remembers which information has already been presented to avoid annoying
the driver with repetitive presentations.
PRESTK uses the information received from EyeBox via remote procedure call (rpc)
2www.moma.org/serra
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to orchestrate these two information systems. The driver’s cognitive load is estimated
based on the current speed, the amount of distractions in the viewfield, and a history of
previously presented information and their complexity. For the cognitive load induced
by the latter, a linear decay is assumed, while for the other two sources of distrac-
tion the momentary state is used as input to the calculation. Using this information,
the presentation manager choses the appropriate information to present to the driver,
based on information complexity and the driver’s current cognitive state.
The output of the demonstrator is now used in three ways:
(1) The primary screen on the driver side shows the orchestrated presentation tasks.
(2) The secondary screen facing at the codriver’s seat shows information about current
position, calculated speed, number of buildings in the viewfield, estimated cognitive
load of the driver, and status of currently shown (or canceled) presentations.
(3) Whenever the calculated estimation of the driver’s cognitive load changes, the user
modeling database KAPcom is updated with the current value.
KAPcom is used in this demo solely as information storage. To fully use the poten-
tial of this component, the demo could be extended to use personalized information
about the driver to determine which of the over 50 presentations of building or object
information might be of interest. At the moment, no such modeling of the driver is
available as it is out of the scope of the concepts to be demonstrated here.
Figure 12.4: Demonstrator 2 inside the BMW.
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Part IV







The requirements for the implementation of the presentation toolkit PRESTK can
be summarized as “extensible prototype of a component-based presentation planner
toolkit realizing the concepts defined in the previous part.” To be more precise, the
reference implementation of PRESTK presented here contains:
• A selection of presentation managers. Different technologies, such as rule-
based approaches or genetic programming were implemented and tested. Due
to requirements such as anytime behavior, the tree search scheduler became the
most advanced and most detailed tested scheduler for the toolkit. It exists in
two different versions, one for planning ahead, and one for reactive planning, as
described in section 11.1.
• The default tree-search presentation manager features anytime behavior, intelli-
gent pruning, as well as dynamic replanning.
• PRESTK takes into consideration the complexity of presentations. As we have
seen previously, three types of complexity assessment are possible: beforehand,
at runtime using structured data, and at runtime using unstructured data. The
first case does not require any implementation, since the presentations can be
annotated beforehand by experts using the PTCL language defined in section
9.7. The third case is rather complex and out of the scope of this thesis. This
leaves us with the annotating of structured data at runtime. An implementation
of ACE is included in PRESTK in order to assess the complexity of a presenta-
tion at runtime.
• PRESTK takes into consideration the cognitive load of the driver. Based on the
model derived from the user study in section 10.2, an extensible version of a
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component for estimating cognitive load from contextual parameters is imple-
mented (as demonstrated in section 12.3).
• A presentation manager is a highly complex concept that requires extensive
monitoring and supervision during the implementation phase. A simulation en-
vironment with visualization of the inner workings of the system as well as
extensive logging possibilities is added to the PRESTK implementation.
In the next sections, I will describe the implementation of the PRESTK toolkit in more
detail.
13.2 The Simulation Environment
A simulation environment is necessary during the development phase of a complex
system such as a presentation manager. Since several components are working in
parallel and the overall system behavior is working in real time, debugging becomes
a real challenge. In this section, I will describe the PRESTK simulation environment,
which is based on the simulation environment I implemented for the development
phase of the simTD presentation manager.
Separation between Simulation and Application
The aim of the simulation is to facilitate and streamline the development and testing
of the PRESTK toolkit. At the same time, the simulation should be cleanly separated
from the system and not interfere with its inner workings. PRESTK is used but not
modified (cf. figure 13.1). The simulation environment uses the prestk.jar implemen-
tation as an unmodified library.
The simulation has three tasks to perform:
(1) Simulate events and create/update/cancel presentations. This simulation can be
performed manually or scripted. The aim is to get as close as possible to the mecha-
nisms occurring in real usage.
(2) Monitor the processes inside PRESTK . Monitoring involves inspection of the pre-
sentation task database or visualizing the logging on a console window.
(3) Visualize the output of the presentation toolkit. Ideally, the GUI used inside the
car is displayed.
As a result of these requirements, we obtain a GUI containing a large set of simulation,
monitoring, and visualization components. As an interaction paradigm for the user, I
chose the concept of a full-screen application frame containing separately selectable
inner frames for each component (cf. figure 13.2).
In the next section, we will take a look at the single components of the simulation
environment.
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Figure 13.1: Clean separation of code base between simulation environment and PresTK sys-
tem.
Components
A selection of the important components in the simulation environment is presented
here.
Timer
The simulation environment has a class clock implemented as a public singleton,
equipped with a listener interface. By that, we ensure that all components in the sim-
ulation listen to the same time. The advantage of this is that it can be easily replaced
with a slowed down or sped up version without changing anything else in the code.
Console
The PRESTK system implements a logging interface. By providing an implementa-
tion of this interface to PRESTK, we can hook into the logging and visualize it in real
time. The logging console is also realized as an internal frame, with scroll bars and a
configurable scroll size. If necessary, logging can be not only shown but also stored
in a logfile for persistance.
Presentation Task List Editor
This editor provides the option of generating a list of tasks by selecting a task type
from a menu, and specifying its local priority, start time, and duration. The task can
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Figure 13.2: Screenshot of simulation environment, originally implemented for simTD system.
then be added to a task list. Task lists can be stored in a file and reloaded if necessary.
In this way, test scripts can be generated and re-run under reproducible conditions.
Parametrization
The tree-search scheduler uses parameters based on an interim understanding of op-
timal configuration. These parameters include, among other things, the penalties for
different actions. For debugging, an option to adjust these parameters is useful. A
special configuration window is available for that.
Presentation Task Database Monitor
The task monitor is a time-line based visualization window split into two parts. On
the upper part, the incoming presentation tasks with potential conflicts are shown on
a timeline. On the lower part, the orchestrated conflict-free presentations are shown.
The working of the scheduling process can be observed in real time.
Flash GUI Player
As mentioned previously, the best possible visualization is the user interface actually
used with the system. For the simTD system, we included the Flash GUI used in the
car. For displaying it inside a Java JInternalFrame, the free JFlashPlayer API1 is used.
1Unfortunately the JFlashPlayer API is not supported anymore.
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After looking at the simulation environment, we will discuss the PRESTK system
implementation in the next section.
13.3 Workflow and Architecture
Workflow
From a workflow point of view (cf. figure 13.3), PRESTK is a layer or middleware
between the user and applications attempting to present information. We assume a
context in which different, sometimes mutually independent applications are generat-
ing information to be presented. This information comes in the form of presentation
tasks. The minimal information contained in a presentation task is start time, end time
(or duration), a numerical priority value, information to be presented and one or more
presentation strategies. These presentation tasks are stored for further processing in
the presentation task database. Due to the mutual independence of the applications,
the presentation tasks might be in conflict. We consider a conflict the attempt of two
or more applications to simultaneously access a limited resource. Several components
can access and modify the content of the presentation task database:
• The presentation complexity estimation component analyzes incoming presen-
tation tasks and for each presentation strategy involved calculates a numerical
value describing the cognitive complexity resulting from presenting the given
information in the specified way.
• The conflict detection component checks whether or not incoming presentation
tasks cause conflicts with existing presentation tasks and triggers rescheduling,
if necessary.
• The dynamic replanning assistant checks whether or not rescheduling is neces-
sary for reasons not covered by the conflict detection component.
A scheduler ensures that conflictinging presentation tasks are modified in a way that
the conflicts are resolved. After this resolution of technical limitations, the cognitive
bottleneck of the user is addressed by the context and situation module, and the filtered
(and possibly modified) presentation tasks are presented to the user.
Architecture
The architectural perspective (cf. figure 13.4) differs slightly. We still have the appli-
cation layer sending presentation tasks to the presentation task database. The presen-
tation complexity estimation component ACE (cf. section 9.6) picks incoming tasks
from the database, analyzes, and modifies them. The dynamic conflict detection com-
ponent checks for conflicts in the database and triggers rescheduling. Scheduling can
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Figure 13.3: Workflow Perspective on PRESTK .
be performed by a selected manager; several choices are available. By default, tree-
search is used. The manager takes presentation complexity and the user context into
consideration. The user context is assessed by looking up the user’s current assumed
cognitive load from the user modeling database KAPcom. At the same time, PRESTK
feeds back information about assumed cognitive load induced to the user through the
presented information and the way it is presented. Finally, conflict-free information is
presented to the user in accord with his current cogntive state.
13.4 Elements of the Toolkit
The architecture of PRESTK is based on connected components (cf. figure 13.5),
which can be configured and adapted to the application requirements. At the current
state of development, adaptation of the toolkit has to be done “manually”, i.e., adapt-
ing the code is necessary for most but not all changes. Parametrization of the scheduler
for instance can be achieved using the simulation environment.
Not all components are mandatory; for some we have a choice of different technolo-
gies. The basic functionality of all components is described in this section.
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Figure 13.4: Architectural Perspective on PRESTK .
Core components
Presentation Task Database
The presentation task database is a non-optional core component of PRESTK . In-
coming presentation tasks are stored here, and interfaces are provided for components
working on the database. Access can be triggered by events such as arrival or modifi-
cation of a presentation task, or performed asynchronously, e.g., triggered by a timer.
Dynamic Conflict Detection Component
A conflict occurs when two or more applications simultaneously attempt to access
a limited resource. This can happen the moment a presentation task is created or
updated. It can also occur when a presentation task is modified by another component,
e.g., by the manager itself. A change in timing (start time, end time, duration) or
display strategy might introduce a new conflict. A separate component is used to
check, when necessary, whether or not the presentation task database is conflict free.
Selection of Presentation Managers
The advantage of a toolkit is that to a certain extent component redundancy is possible.
Especially for presentation management, a choice of different techniques is available.
We tested and evaluated several, as described here.
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Figure 13.5: Elements of PresTK
Tree-search Presentation Manager: Planning ahead
In the simTD project, a tree search scheduler was developed and evaluated in a real life
application, i.e., on the road. Based on the requirements of the project, this scheduler
has a focus on a single screen setup. This scheduler was used as the foundation for
the first PRESTK presentation manager. It is, along with the modifications described
in section 9.8, included in the PRESTK implementation.
Reactive Tree-search Presentation Manager
Based on our experience with automotive OEMs, we learned that “in real life” the re-
quirements for a scheduler can differ quite significantly from the theoretical approach.
One main difference is the timing aspect. A lot of information is available only at
the last moment, i.e., right at presentation time, which makes look-ahead scheduling
impossible. With that in mind, I modified the tree scheduler such that it can deal with
reactive decisions. The modifications are described in section 11.1.
Additional presentation managers such as a genetic version and a rule-based version
[Mau11] were implemented and tested, but not included in the toolkit as they offered
no advantage over the tree-search approach.
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Additional Components
ACE Complexity Estimation
When a new presentation task is entered in the presentation task database, the presen-
tation complexity estimation component is informed by an event listener. If the presen-
tation task does not contain complexity estimations for all its presentation strategies,
an analysis is started using the ACE complexity estimation procedure and the result-
ing complexity is added to the presentation task description, for further processing by
the presentation management. The process of estimating a presentation complexity is
described in more detail in 9.8.
Distraction Decay Calculation
The experiment described in section 10.2 no detailed information about the eye move-
ment of the driver was used, and basically all visual distractions in his viewfield were
considered. Using an eye-tracker, we are able to obtain more information about the
glance time towards a distraction and can use a more detailed model of short-term dis-
tractions and their decaying effect on the driver. Decay functions are discussed in sec-
tion 9.3. The current protoype of the decay function implementation uses parametriz-
able linear decay and does not yet consider the glance time but only the moment of
glance and the amount of distractions in the viewfield.
13.5 Toolkit Adaptivity
The question arising immedeately from the word toolkit is how and to which extend
it can be adapted to different applications. If we stay with the mobility context, other
vehicles come to mind and should be discussed here.
Aircraft. The situation in an aircraft differs from a driving situation. While start and
landing are very intense situations for the pilot, the main part of the flight is usually
rather uneventful. Traffic is less dense, there are less distractions, more automation is
available, there are two or more pilots on redundant controls, the training is by far more
extensive than for an ordinary drivers license, and constant training is required. Due
to higher travelling speed, changes in direction are preformed over a longer distance.
For military aircraft, there might be additional tasks during the flight.
Ship. The travelling speed of a ship is comperatively slow, and due to the inertia
caused by the water, steering is more complicated and more time-consuming than in a
car. The effects of slow steering maneuvers have to be assessed carefully and planned
with a longer time-to-effect. As with aircrafts, traffic is usually sparse (unless if in
close proximity to a harbour) and many operations can be automated.
Motorcycle. The situation of a motorcycle is mostly comparable with a car, at least in
terms of traffic density and driver training. The average travelling speed tends to be a
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bit higher, and the driver belongs to the group of vulnerable road users with increased
demand to cognitive ability and reaction time.
Motorsports. The situation in motorsports is similar to the motorcycle context, as far
as speed and reaction time is concerned. Training of drivers however is here also very
meticulous and there are usually no “seasonal drivers”. The demands in car sports and
motorcycle sports differ again in terms os of cognitive demand.
Agricultural machinery and heavy construction equipment. When operating heavy
equipment, the aim is usually not at driving as a means of transportation, but at the
additional task to be performed. Depending on the point of view, one can argue that the
driver has an additional primary task, or, taking that thought a bit further, that driving
becomes a secondary task while operating and supervising the machine becomes the
primary task, which may even add constraints to driving and route planning, e.g., when
the filling level of a combine harvester forces the operator to be a a certain position for
emptying. Additional demands such as hillside leveling could be used as an argument
against considering driving a secondary task here.
Although all these different settings have different features and demands, in the end it
is all just a matter of parametrizing and configuring: Operations need to be triggered
earlier or reactions need to be faster, different information have to be displayed, less
distraction is required, etc.
Using PRESTK in these different settings with slight modifications is feasible2.
13.6 Connection to Other Systems
One of the aims when designing the PRESTK system was to keep the overall picture
in mind and make it blend in smoothly with other research work at the same group as
described in this section.
PADE
C2X PADE (Car-2-X Platform for Application Development and Evaluation) consists
of several components simulating and executing the process of Car-2-Car and Car-2-X
communication end-to-end, from low level communication protocols up to high level
in-car presentations.
The software platform C2X PADE is the integration of research results of [Cas13] in
order to systematically examine the applications and their mutual interdependencies
both in a laboratory setting and on the road. C2X PADE supports the development
of so-called Car-2-X pull services while considering human factors, and at the same
time introduces work flow processes into the application development. C2X PADE
consists of four main modules:
2The aim of the research presented here is to provide safety in traffic and to potentially save lives.
The use of these concepts in a military context is neither intended nor supported by the author.
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• Communication and Simulation Module: for the simulation of applications in a
controlled laboratory setting.
• Presentation Module: for the optimal use of scarce output channel resources.
One option of the system is to use PRESTK here.
• Interaction Module: for optimal and intuitive interaction with applications in
every driving context.
• Evaluation Module: for evaluating the application before going on the road.
Overall, C2X PADE enables an easy transfer of applications from the laboratory to
the road.
KAPcom
KAPcom (Knowledge management, Adaptation and Personalization component) is
a central database for user modeling, designed in the automotive context. PRESTK
connects to this database to look up and refine information about the current state of
the user.
KAPcom and the necessary extensions for PRESTK are described in section 9.4. It is
mainly used as a central storage facility for user related information.
SiAM
The dialog manager of the SiAM project (cf. figure 13.6) has a different view on
presentation management than the simTD system: The case of multiple functions as-
sessing a scarce output component is rare; the usual mode of operation consists of turn
taking in input processing and output generation. Scheduling plays a less important
role, but the presentation planning itself is of core interest. Presentation planning in
SiAM is twofold: A preprocessor transforms abstract presentation descriptions into a
set of meaningful alternatives, and the PRESTK system selects the most appropriate
one.
13.7 Design features
Implementing algorithms which have been specified already in detail is mainly a
straightforward engineering task. This does not imply that it is trivial, especially since
the implementation has to be reliable and stable, and furthermore because the author
takes special pride in writing high quality code. Nevertheless, transferring the proce-
dures and algorithms described in chapter 8, section 9.8, section 9.6, and chapter 11
into code does not hold a lot of surprises for an experienced software engineer. In



















Figure 13.6: A simplified version of the SiAM architecture by M. Feld.
this section, I will detail only a few implementational features which I consider worth
mentioning.
Minimizing memory requirements
Tree-search algorithms are very useful for solving problems with a large search space,
but also come with some disadvantages: (1) extensive use of recursion is necessary
which requires careful implementation, (2) trees have the inherent property of growing
exponetially, (3) efficient pruning and effective termination conditions are necessary.
Overall, special care has to be taken in memory management, even more so in an en-
vironment such as a car where computing resources usually are more scarce than on a
high-end consumer PC.
In implementing the simTD system (and later on with PRESTK as well), I used the
“small footprint”-paradigm: In order to minmize memory usage, the rather large
“PrestentationTask” objects are transferred into “TaskDummy” objects containing only
the most basic information about the presentation task and a reference back to the
original object. This offers two advantages: On one hand, memory usage is kept to a
minimum, which is important as the objects have to be cloned extensively while con-
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structing the tree. On the other hand, replicating the objects can be preformed faster,
as less information has to be copied. Once a solution is found, the dummy-object
calls its referenced presentation task and writes back all information necessary for the
solution.
Efficient pruning still plays a vital role; it is described in chapter 8 and evaluated in
section 10.1.
Resource Allocation
The tree-search algorithm is a recursive implementation which by design is a long
series of short atomic calculations. Also, if not interrupted, calculation may take a
while. If this algorithm is implemented “greedy”, i.e., taking up all the available
resources, no other system thread would be able to function properly. By adding short
calls to the Java sleep()-method, we offer a chance to other processes to get a share
of the processing resources. By parametrizing the sleep-calls, it is possible to manage
the amount of CPU resources used by the tree-search.
Duplicating the environment
The original simTD system runs on an OSGi platform, which is a very suitable environ-
ment for a system with multiple input sources that can dynamically sign on or sign off
without interrupting the overall performance. In a testing environment however, the
situation is a bit leaner as the incoming information is not actually triggered by com-
plex mechanisms but instead manufactured or scripted based on empirical data. Set-
ting up a complete OSGi environment for the simulation would be over-dimensioned.
In designing the simTD HMI bundle, I introduced an abstract HMIController class,
which can be instantiated with either the OSGIController object or a GenericCon-
troller object. For the rest of the system, this decision has no effects on implementa-
tion, and the controller can be used as a “black box” without further consideration of
the implementational details. Special features of the OSGi environment, such as log-
ging, thread management, system listener, etc. are implemented with the same API,
but depending on the selected environment either passed to OSGi or the generic imple-
mentation. By using this coding tweak, the simulation runs under the same conditions
as the real system, and the produced bundle for OSGi is simply used as a library for
the simulation environment.
Testing
The implementation is tested using JUnit tests. JUnit is a unit testing framework for
test-driven development in the Java programming language. It is linked as a .jar file
at runtime. In test-driven development, a testing method and the expected result is
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specified. The tests can run autonomously, e.g., before an automated nightly build of
a bundle, and a report is generated. If the result of the test method differs from the
specified value, a warning is issued.
For developing the HMI bundle, the JUnit tests were used twofold: On one hand, the
correct behaviour of the code can be tested automatically. On a more detailed level,
the tester can visually confirm that the behaviour of the GUI matches the specified
design.
13.8 Code Metrics
The amount of classes in object-oriented code as well as the lines of code are a metric
for the size of a programming project. For the latter, we distinguish between lines of
code (LOC), source lines of code (SLOC), and logical lines of code (LLOC). For ease
of counting, the LOC measure is the most convenient. The measure is not undisputed,
since it makes no statement about the efficiency of coding or the quality of the code, as
large numbers can indicate both a large system as well as inefficient coding. However,
lacking a better metric, it is customary to mention these numbers in a thesis. I use a
(classes/LOC) annotation here.
The simTD HMIBundle (148/18085) provided the foundation for the PRESTK imple-
mentation.3 It contains the core components and the tree-search presentation manage-
ment. The simulationm environment (55/4810) uses this bundle as a .jar library. The
extensions for situation awareness and its demonstrators described in section 12.3 add
another (37/2117). The underlying OpenDS and EyeBox systems are under constant
development and rapidly changing in size.
13.9 Summary
In this chapter, I have described the PRESTK implementation which is based on the
theoretical contributions of this thesis. It is a small, prototypical implementation with
room for further extension or added convenience such as adaptation based on con-
figuration instead of code changes. Some parts, such as the tree-search presentation
manager implemented for simTD have been tested extensively, while other parts are
still in a more experimental state.









The advance of technology has gradually transformed the car into a sophisticated in-
formation hub. Additional information is helpful for the driver to make informed
decisions. On the downside, too much information leads to a cognitive overload of the
driver. Filtering and processing information is necessary in order to achieve meaning-
ful assistance instead of an information avalanche.
In this thesis, I introduced my ideas for a situation-aware presentation toolkit in an
in-car environment. In order to achieve system situation awareness, three research ar-
eas have to be combined: scheduling, presentation planning, and situation awareness
theory.
A presentation manager combining scheduling and presentation planning has been in-
troduced and evaluated in the context of the simTD system. As a next step, I introduced
my concept of system situation awareness (SSA), based on Endsley’s model. Achiev-
ing SSA is a problem that needs to be approached from two sides:
(1) The current cognitive load of the driver needs to be assessed. I argue that most
approaches for assessing cognitive load are either of limited use for everyday driving
or not sufficiently accurate (cf. [SP11] for instance). As an alternative, I propose the
estimation of the driver’s cognitive load using contextual parameters. As an example
I examine the parameters of speed and visual distraction to verify the existence of an
impact on the cognitive load of the driver.
(2) Information to be presented needs to be annotated with a complexity value. For
cognitively demanding situations, a detailed model of the impact of a given piece of
information on the cognitive state of the driver helps to choose between presentation
alternatives.
Having provided these two foundations for system situation awareness, I explain how
to extend the simTD presentation manager accordingly.
Finally, I describe the implementation of the extensible presentation toolkit PRESTK.
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Key Research Questions
In the first chapter of this thesis, I introduced my research questions. At this point, I
would like to get back to that point and shortly summarize the answers given in this
thesis.
(1) What is the difference between cars and conventional ubiquitous intelligent
environments and how can the specific challenges with respect to presentation
planning arising from those differences be taken into account?
The car is in my opinion an intelligent environment and should be considered as such
[EC10, EMM11]. At the same time, it is a moving environment with dynamically
changing context which has to be taken into consideration. Presentation planning be-
comes time-critical and subject to dynamic changes. Information with high priority
can turn up unexpectedly at any time. The car is, unlike traditional intelligent envi-
ronments, not a closed system. Communication with other cars and even remote other
environments such as the intelligent home, the intelligent office, and the social context
is fostered by the advent of Car-2-Car and Car-2-X technology with increasing band-
width and increasing possibilities. When implementing information management in a
car, constant replanning has to be possible.
Furthermore, the management mechanism has to behave according to the paradigm
of anytime algorithms, being interruptable and provide a usefull result even before
terminating its calculation. In this thesis, I introduced a tree-search approach for man-
aging potentially conflicting presentation requests based on the anytime paradigm (cf.
chapter 8). The quality of the solution has been positively verified in a data-driven
evaluation (cf. section 10.1).
(2) To what extent are traditional presentation planning mechanisms applicable
to the domain and which changes have to be considered?
When driving a car, we usually distinguish between three prioritized types of tasks
for the driver. The primary task is driving itself, the secondary tasks covers activities
related to the driving context, and the teritiary task activities of the driver not directly
related to driving (cf. section 9.2.2). The driving task has the highest relevance for
the driver, in which his performance is extremely safety-critical. Decisions have to be
achieved fast, and sometimes crucial information comes in literally at the last moment.
We distinguish here between planning ahead and reactive planning. While planning
ahead is the more desirable approach, in real life reactive planning plays an important
role as well. The planning mechnisms presented in chapter 8 are taken up again in
section 11.1, where reactive planning for emergency cases is discussed.
The dynamics of the driving context do not always leave room for meticulous prepa-
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ration and fusion of presentation content at runtime. Presentation planning is usually
achieved here by providing alternative presentation strategies beforehand and select-
ing the most appropriate presentation type at runtime.
(3) How can the cognitive complexity of a presentation be estimated and used
for presentation planning with context assessment?
According to the Yerkes-Dodson law, performance of a task is best at a medium level
of arousal and decreases in both directions of deviation. For in-car presentation man-
agement, it is advisable to keep the driver always at the peak of his driving perfor-
mance. In order to do so, the impact of presented information to its cognitive state
must be predicted. In this thesis, I present ACE, a layout-based estimation of pre-
sentation complexity (cf. section 9.6), which builds upon previous work, especially
[IWB93], and combines it to an up-to-date approach for estimating the complexity of
information on a display with a complex layout.
Empirical evaluation of the ACE procedure (cf. section 10.3) shows that the calcu-
lated results match the users’ opinion to a very high degree. Further finetuning of the
parameters in the algorithm by genetic programming improved the results even more.
ACE provides a solid base for further refinement, inclusion of interaction items, and
formalizing of the single elements of the GUI according to results known from litera-
ture.
Using this approach, the complexity of a GUI can be evaluated automatically, which
minimizes the amount of required user studies.
(4) How can an explicit priority management be developed that takes into ac-
count both the driving situation and the cognitive limitations of the driver?
For the simTD system, I implemented an information management system which takes
information priority and available resources in terms of output channels into account
(cf. chapter 8). In this thesis, I propose to extend this approach with consideration of
the cognitive load of the driver and the complexity of the information to be presented.
The tree-search algorithm used for the simTD system is sufficiently flexible to be ex-
tended for it (cf. section 9.8). This leaves us with the problem of assessing the com-
plexity of information to be presented and to constantly monitor the current cognitive
load of the driver. For the former, I presented the Annotated Complexity Estimation
(ACE) procedure. For the latter, I propose to deviate from traditional methods in lit-
erature: Most of them are unsuitable for everyday driving due to their obtrusiveness1.
My approach is to build a model based on environmental parameters such as visual
complexity, current speed, strain produced by the complexity of previously presented
1There are exceptions such as the use of steering wheel angle, which is completely unintrusive, but
unfortunately also not very reliable according to [SP11]
188 CHAPTER 14. CONCLUSION AND OUTLOOK
messages, etc.
This approach is presented in section 9.3, evaluated in section 10.2 and demonstrated
in section 12.3.2.
(5) How can we define situation awareness on a system level?
In this thesis, I claim that the concept of situation awareness according to Endsley
needs to be extended in automotive research: Not only the driver has to be aware of
its surroundings, but also the car, e.g., the system. Although Endsley’s definition (cf.
section 5.2) does not explicitly preclude this interpretation of situation awareness, her
model is usually used solely for the situation awareness of the driver (or user, in a
broader sense). I define the concept of system situation awareness (cf. section 9.1) in
close analogy to Endsley’s model. In the core part, the three levels of system situation
awareness are: (1) assessment of user and context, (2) updating information sources,
and (3) impact estimation.
How to achieve these three levels is discussed and described in detail in chapter 9:
In a twofold approach, we assess the driver’s current cognitive load on one hand (cf.
research question 4) and the cognitive complexity of information to be presented on
the other hand (cf. research question 3). Using these two pieces of information, the
planning mechanism introduced in chapter 8 is refined in chapter 9 to a situation aware
presentation system.
(6) Which are the core components of a flexibly applicable system for situation-
aware information presentation and how can they be combined into a compre-
hensive toolkit?
In this thesis, several concepts were introduced that can be represented in code and
assembled towards achieving the overall goal of system situation awareness. In part
IV, the implementation of the presentation toolkit PRESTK is described. A choice
of two presentation managers is included, and two experimental versions shortly dis-
cussed. As underlying tools, the mandatory modules “dynamic conflict detection” and
the “presentation task database” are included already in the first version implemented
for the simTD project.
For PRESTK, additional modules for situation awareness have been implemented:
The ACE complexity estimation component can assess the cognitive demand of in-
formation being presented or to be presented. Furthermore, the “distraction decay
component” calculates the impact of environmental factors on the cognitive load of
the driver and its change over time.
The combination of these techniques already discussed in the previous research ques-
tions has been demonstrated successfully in section 12.3. Implementational details
can be found in chapter 13.
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Collaborations and Interdisciplinary Research
The literature discussed in this thesis is not limited to computer science and artificial
intelligence papers only. Publications from other disciplines, especially psychology,
but also medicine and training science are included. The origins of this work can be
traced back to military aviation, but it has been adapted to automotive research gradu-
ally over the past two decades.
Another indicator for the interdisciplinary nature of this thesis is the choice of the
examiners, Wolfgang Wahlster as expert for Artificial Intelligence, Stefan Panzer as
expert for sports and training sciences, and Albrecht Schmidt as a second computer
scientist and expert for Interactive Systems and Human Computer Interaction (HCI).
In collaboration with the institute of training science, the chair of construction sci-
ences, and car racing talent Chiara Messina, a new line of research aimed at objective
evaluation for young race drivers has been triggered.
With the World Wide Web Consortium (W3C), and most notably HTML architect
Dave Raggett, ideas for an automotive presentation language have been discussed and
requirements defined [EFM12b].
The first prototype of this thesis stems from the simTD project, a joint effort of all
major players in the German automotive industry. The results of this thesis, especially
the PRESTK system and the PTCL language, will become a foundation of the SiAM
system to be developed at DFKI.
Main contributions of this thesis
The main contributions of my thesis are summarized in table 14.1. For the three main
areas, as well as for underlying research, the following information is given:
- Theoretical concepts discussed,
- Own contribution to the theory in that field,
- Practical implementation,
- Own publications on the subject,
- Evaluation,
- Demonstration, and
- Connection to the research questions.
In the theoretical part (Part II), a survey of the literature is given and important
concepts are discussed and described. My contribution to the theory is described
in part III, mainly in chapters 8 and 9. The implementation is described in part
IV. As the most important own publications in connection to this thesis, the pa-
pers [EFM12b], [EMB12], [EFM12a], [End12], [EM12], [EC10], [FE10], [EBM05],
[KKE03], [End03], and [WKE03] are listed. My other publication on new in-car
interaction modalities [EB10, ED10, ESM11, EBM11, MESM11], and automotive re-
search in general [EFSM10, FE10, CME10, CE10, ES10, SCE10, EMB10, CEF+11]
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Table 14.1: Summary of the main contributions by this thesis
influenced this thesis as well. Evaluation was presented in chapter 10. Demonstrations
of the concepts developed in this thesis are described in section 12.3. The last column
assigns the research questions asked at the beginning and summarized in this chapter
to the individual parts.
Research question 6 is not mentioned explicitly as it is implicitly included in all rows.
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Conclusions and Outlook
I started the introduction of this thesis with the events of Bridget Driscoll’s dead and
the wish of coroner Percy Morrison that “such a thing would never happen again”.
A lot of effort has been made towards that goal over the past 116 years, and a single
thesis can of course only have a humble impact and will not solve all the problems
of car accidents and driver distractions. At the end of this document, I would like to
summarize what has been achieved and which further steps are necessary in my opin-
ion.
The definition analysis of System Situation Awareness (cf. chapter 9) and the imple-
mentation of PRESTK (cf. chapter 13) respectively fill a gap that is currently notice-
able in the body of automotive research literature. In spite of the numerous efforts
to assess the cognitive state of the driver, a hollistic approach how to integrate that
information into an in-car system is still missing. Furthermore, the efforts in auto-
mated estimation using the newly defined ACE procedure were very successfull and
unprecedented in literature.
To my knowledge, this thesis presents the first approach of combining scheduling, pre-
sentation planning, and situation awareness in an in-car context. Chapter 12 summa-
rizes how the formulated requirements were achieved. The presentation management
was formulated in the three dimensions time, modality, and complexity. The solu-
tion provided is adapted to the specific nature of the driving context; its features are:
extensible, dynamic, anytime, situation-aware, assessment and consideration of cog-
nitive load and presentation complexity, and formalization of all concepts involved.
The ideas for an in-car presentation language have been discussed with the automo-
tive research section of the World Wide Web Consortium (W3C).
A data-driven evaluation (cf. section 10.1) supports the claim that tree-search is an ap-
propriate mechanism for the presentation management problem in an automotive envi-
ronment. Two empirical studies (cf. section 10.2 and 10.3) verify the methodology of
cognitive load estimation from the driving context and the layout-based estimation of
presentation complexity respectively. The overall functionality is demonstrated both
in a driving simulator (cf. section 12.3.1) as well as on the road (cf. section 12.3.2).
What are the next steps?
First of all, the PRESTK approach was developped after the presentation management
system for the simTD project, and the changes and additions made towards situation
awareness were not subjected to a field test. The European FOT-Net (Field Opera-
tional Test) initiative2 emphasizes the importance of field tests as an essential step
towards deploying ITS solutions. They define Field Operational Tests as “large-scale
testing programmes aiming at a comprehensive assessment of the efficiency, quality,
robustness and acceptance of ICT solutions used for smarter, safer, cleaner, and more
comfortable transport solutions, such as navigation and traffic information, and ad-
2fot.net.eu
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vanced driver assistance.”3. This definition covers both stand-alone systems in the car
as well as Car-2-X or similar cooperative systems.
Designing and conducting a large-scale field test is of course out of both the scope as
well as the budget of a thesis. Nevertheless, the requirements for such a test should be
discussed here.
Unlike the simTD field test, a test for PRESTK would need a strong focus on informa-
tion presentation. I propose a test scenario in two parts: First, real-life traffic situations
would have to be recorded and logged. Interesting traffic situations, i.e., situations
with non-trivial conflicts, need to be identified and the system behaviour analyzed. In
order to determine the quality of the solution provided by the system, expert opinions
have to be collected as a ground truth in a second phase. As an expert in this context
I would consider somebody who is driving professionally, e.g., a taxi driver or some-
body travelling a lot by car on business. These experts could analyze the collected data
and provide the desired solution to be compared with the actual solution. However,
technical constraints have to be considered: The ground truth given by experts has to
be feasible, e.g., it can not be expected for the system to provide information before it
has been transmitted or detected by the sensors.
The availability of a large body of such data could be used to fine tune the presentation
management system.
Another aspect that should be considered in future work is the inclusion of new output
modalities. Recent efforts towards reducing driver distraction tend towards the inclu-
sion of other communication channels to the driver. [AB10] for instance examined
the use of tactile information transmitted by vibrating devices in the driver’s seat for
providing navigation instructions. These and similar upcoming communication means
have not been considered in my thesis.
The focus of PRESTK is on information output. In order to achieve interaction, in-
put modalities, their complexity and their distraction potential need to be examined
as well. By including the PRESTK system and especially also extending the ACE
procedure in the dialog manager of the SiAM [MM12], an important step towards a
situation-aware dialog manager will be taken.
Interfacing with the KAPcom system provides more benefits than have been used yet.
Taking advantage of a given user model for the driver extends the possibilities of an
in-car information system. As I emphasized before, the requirements for obtaining
a driver’s license do not require very hard or intense training, and in result the skills
of drivers on the road vary noticeably. A personalized mode for each driver could be
established in terms of system configuration parameters and stored in the user profile.
Especially for people who just started to learn how to drive, the system could provide
the digital equivalent of the learner sign (“L”) used in the United States (and similar
in other countries).
But even experienced drivers sometimes can not drive at the peak of their skill-level,
3Official FOT-Net brochure.
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especially when changing to a new car model. It might be easier for some people who
frequently use rental cars, but a driver used solely to his own car for several years
and buying a new and more advanced car can easily get overwhelmed. Here, two
approaches could be used to make things easier: First of all, a more advanced mode
of assistance could be used, similar to the learner mode described above. Secondly,
the car could “introduce itself”, which brings us back to the beginning of presentation
planning research and the project WIP described in section 3.2. I stated previously
that the presentation planning aspect in PRESTK does not include full presentation
planning as the early systems with content generation and combination, but rather se-
lects predefined presentation startegies. This system could be overlayed with a full
presentation planner with a long term goal, i.e., introducing the driver to the full func-
tionality of his new car. A simple version of how this could be done was shown in the
second demonstrator, using the concept of the tourist information system, which has a
similar objective.
I hope that this thesis will foster further work and discussion and proves to be a suit-
able foundation for follow-up research.
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3DMLW - 3D Markup Language for Web
Table A.1: Classification sheet for 3DMLW
3DMLW - 3D Markup Language for Web
Year: 2008–2011
Domain: Web (2D and 3D)
Target Platform: 3DMLW platform (Windows, Mac, Linux)
Origin: 3D Technologies R&D
Stage of Development: stable release
License: Gnu Public License (GPL)
Compatibility: 3rd party XML editors
Tools: own scripting language (LUA)
Language structure: XML 1.0 based
Community/Impact: Sourceforge
Media support: 3D Models (.3ds, .obj, .an8, .blend)
Webpage: www.3dmlw.com, wiki.3dmlw.org
The term 3DMLW refers to both an open source platform and to the accompanying
markup language. According to 3D Technologies R&D, the technology consists of
five parts: The markup language, scripting support, style sheets, browser plug-ins,
and model viewer for the supported media formats. The advantage of the technology
is the combination of 2D and 3D content. The rendering engine uses OpenGL (Open
Graphics Library). The solution is cross-platform and can be extended through plu-
gins. 2D and 3D content is handled independently from each other, but they are free
to overlap. For animating 3D scenes and handling different events a Lua scripting
facility is provided. The developers stopped developing this technology, “as there are
other commercial 3D rendering engines for browsers and probably WebGL will also
remove the need for this kind of 3D browser plug-ins”1. Components of 3DMLW are
still used in other projects of the company, such as 3D Wayfinder, a digital building
directory that helps visitors find their way in large public buildings2.
Listing A.1 shows an example of combining 2D and 3D content in 3DMLW.
Listing A.1: 3DWML example code
<? xml v e r s i o n = ’ 1 . 0 ’ s t a n d a l o n e = ’ no ’ ?>
<document>
<c o n t e n t 2 d>
<a r e a wid th = ’ 200 ’ h e i g h t = ’ 100 ’ c o l o r = ’ #C0C0C0FF ’ t e x t u r e = ’ f l o w e r . png ’ />
</ c o n t e n t 2 d>
<c o n t e n t 3 d i d = ’ c o n t e n t ’ camera= ’ {#cam} ’>
<camera i d = ’cam ’ c l a s s = ’ c a m r o t a t i o n ’ y= ’ 10 ’ z= ’ 40 ’ viewy= ’ 10 ’ />
<box name= ’ ground ’ wid th = ’ 100 ’ h e i g h t = ’ 2 ’ d e p t h = ’ 100 ’ c o l o r = ’ g r e e n ’ c l a s s = ’ ground ’ />
<box name= ’ dynamic ’ y= ’ 20 ’ wid th = ’ 10 ’ h e i g h t = ’ 10 ’ d e p t h = ’ 10 ’ c o l o r = ’ b l u e ’ />
</ c o n t e n t 3 d>
</ document>








Target Platform: Android Operating System
Origin: Google Inc.
Stage of Development: product
License: open
Compatibility:
Tools: Eclipse, any text editor, etc.
Language structure: XML 1.0 based
Community/Impact: Google
Media support: Graphics, audio, video
Webpage: android.com
Android OS is a Linux-based popular operating system for smartphones, tablet com-
puters, and other mobile devices. It was originally developed by Android Inc., a com-
pany which was bought by Google Inc. in 2005. Applications (“Apps”) for Android
OS are written in Java. Although it is possible to implement the user interface purely
in Java code, the usual way for Android applications is to specify the user interface
using a XML-based layout description, which is placed in the res/layout folder of the
programming project and called in the onCreate() method of the respective Java class
[Mur08].
Android Drawable is used in connection with Android SDK and compiled into the ap-
plication. The layout is adapted automatically to the screen size of the target device.
Listing A.2 shows a “Hello world!” example in Android Drawable XML.
Listing A.2: Android Drawable XML code example
<? xml v e r s i o n =” 1 . 0 ” e n c o d i n g =” u t f −8” ?>
<L i n e a r L a y o u t x m l n s : a n d r o i d =” h t t p : / / schemas . a n d r o i d . com / apk / r e s / a n d r o i d ” a n d r o i d : l a y o u t w i d t h =” m a t c h p a r e n t ”
a n d r o i d : l a y o u t h e i g h t =” m a t c h p a r e n t ”>
<TextView a n d r o i d : t e x t =” H e l l o World ! ” a n d r o i d : i d =”@+ i d / t ex tV iew1 ” a n d r o i d : l a y o u t w i d t h =” w r a p c o n t e n t ”
a n d r o i d : l a y o u t h e i g h t =” w r a p c o n t e n t ”>
</ TextView>
</ L i n e a r L a y o u t>
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AUIML - Abstract User Interface Markup Language
Table A.3: Classification sheet for AUIML
AUIML - Abstract User Interface Markup Language
Year: 2004
Domain: GUI and web development
Target Platform: Browser, Stand-alone Java Swing application
Origin: IBM alphaworks group
Stage of Development: abandoned
License:
Compatibility:
Tools: AUIML Toolkit, Eclipse plugins
Language structure: XML based plus properties file
Community/Impact: abandoned language
Media support: Java GUI elements
Webpage: www.alphaworks.ibm.com/tech/auiml
AUIML was developed by IBM alphaworks as an attempt to facilitate rapid GUI de-
velopment. The idea was to code one abstract description of a User Interface using
the AUIML Toolkit and then export it for different target platforms. The GUI could
be coded by editing the AUIML code or by using a visual builder.
Initially, two renderers were included: the HTML and the Java Swing renderer. AUIML
code could be transformed for the target platform without any changes in the code.
The development environment was Eclipse with several plugins, such as the respec-
tive renderers and the Visual Builder plugin.
Several other renderers were planned but not realized. By now, the development is
abandoned.




Table A.4: Classification sheet for DisplayML
DisplayML
Year: 2005 (webpage registered)
Domain: Display information encoding language
Target Platform:
Origin: Swarco Mizar3







Webpage: DisplayML.org (dead), alternatively: en.wikipedia.org/wiki/DisplayML
The information available on DisplayML unfortunately is somewhat sparse, and the
project’s webpage is not available anymore. It is safe to assume that development
has been discontinued. According to the limited information available on Wikipedia4,
DisplayML is “open, free-to-use protocol for encoding display information for display
devices. It is based upon XML messages with a Request/Response model where the
display device works as the server”. The protocol supports file transfer, so that fonts,
images or software can be transmitted to a display.
3http://www.swarco.se/?menu=3668&id=756
4I am aware that wikipedia is not the preferred source for a scientific publication. However, lacking
alternatives, I prefer to gather the limited information I can get over excluding this language from the
survey.
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EMMA - Extensible MultiModal Annotation markup language
Table A.5: Classification sheet for EMMA
EMMA - Extensible MultiModal Annotation markup language
Year: 2005; W3C specification 2009
Domain: Dialog management, multimodal interaction annotation
Target Platform:
Origin: Multimodal Interaction Working Group, W3C








EMMA is a markup primarily used as a data interchange format between components
of a multimodal system. The content is usually machine generated, not authored. The
purpose of inter-component data exchange distinguishes this language from the oth-
ers discussed in this section. EMMA is focused on semantic annotation of user input
with automatically extracted information. According to the specification5, an EMMA
document holds three types of data: instance data, data model and meta data.
Listing A.3 shows an example of EMMA code with three levels of input data interpre-
tation, labeled raw, better and best.
EMMA was extended at DFKI in the Smartweb project to SWEMMA - SmartWeb
EMMA (see page 215).
Listing A.3: EMMA code example
<emma:emma v e r s i o n =” 1 . 0 ” xmlns:emma:= h t t p : / /www. w3 . org / 2 0 0 3 / 0 4 / emma
x m l n s : x s i =” h t t p : / /www. w3 . org / 2 0 0 1 / XMLSchema−i n s t a n c e ”
x s i : s c h e m a L o c a t i o n =” h t t p : / /www. w3 . org / 2 0 0 3 / 0 4 / emma h t t p : / /www. w3 . org / TR / emma / emma10 . xsd ”
xmlns=” h t t p : / /www. example . com / example ”>
<e m m a : d e r i v a t i o n>
<e m m a : i n t e r p r e t a t i o n i d =” raw ”>
<answer>From Boston t o Denver tomorrow</ answer>
</ e m m a : i n t e r p r e t a t i o n>
<e m m a : i n t e r p r e t a t i o n i d =” b e t t e r ”>
<emma:der ived−from r e s o u r c e =” # raw ” c o m p o s i t e =” f a l s e ” />
<o r i g i n>Boston</ o r i g i n>
<d e s t i n a t i o n>Denver</ d e s t i n a t i o n>
<d a t e>tomorrow</ d a t e>
</ e m m a : i n t e r p r e t a t i o n>
</ e m m a : d e r i v a t i o n>
<e m m a : i n t e r p r e t a t i o n i d =” b e s t ”>
<emma:der ived−from r e s o u r c e =” # b e t t e r ” c o m p o s i t e =” f a l s e ” />
<o r i g i n>Boston</ o r i g i n>
<d e s t i n a t i o n>Denver</ d e s t i n a t i o n>
<d a t e>20030315</ d a t e>




Flash SWF - Adobe Flash
Table A.6: Classification sheet for Flash SWF
Flash SWF - Adobe Flash
Year: 1996 (FutureSplash)
Domain: Interactive Web-Applications
Target Platform: Stand-alone applications (Windows, Mac, Linux), Browser (support for
mobile browsers ends 2012), mobile devices
Origin: FutureWave software, macromedia, Adobe
Stage of Development: product
License: specification partially available under restrictive license
Compatibility: none
Tools: Adobe Flash, Flashbuilder, Flashdevelop
Language structure: compiled format, using scripting language (actionscript), edited visually
on an IDE
Community/Impact: OpenSource community, tools both commercial and open source
Media support: vector graphics, 3D graphics (with hardware accelaration), audio, video
Webpage: http://www.adobe.com/de/products/flex.html
SWF is an Adobe Flash file format used for both multimedia and interaction script-
ing. Originally, it was limited to showing sequences of images and vector graphics.
Audio was introduced in version 3, video in version 6, and it now supports a broad
range of multimedia formats. SWF files can be played in a player (either inside a
webbrowser or a player application) or be encapsulated with the player as a so-called
“projector”. Several players under GNU GPL are available, such as Gnash (GPL) or
SWFdec (LGPL). SWF enables rapid prototyping and generation of interactive anima-
tions by providing an easy collaboration between designers and programmers. Code
and graphics can be edited separately, using a visual editor (see Figure A.1). Using
Adobe Air Runtime (AIR), swf enables the creation of sophisticated desktop applica-
tions. Multitouch and gestures are supported.
Figure A.1: Hello World in Flash SWF
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FXML (ActionScript)
Table A.7: Classification sheet for FXML (Actionscript)
FXML (ActionScript) - FlashXML
Year: 2009
Domain: Interactive web-applications; possibly used for rich Internet applications
Target Platform: Flash
Origin: Jordan Doczy (initiator)
Stage of Development: release
License: open source
Compatibility: works only with ActionScript 3 and a special .swf to be incorporated
within the GUI declaration
Tools: Adobe Flash / Flashbuilder / Flashdevelop
Language structure: XML-based
Community/Impact: Open source community
Media support: possible due to Actionscript 3 and extensions
Webpage: www.fxml.org/
As mentioned previously (see page 203), it is difficult to change a .swf file once it is
compiled. The idea of FXML is to introduce a scripting language which changes given
parameters of an animation at runtime. The elements of the selected user interface can
be accessed directly on a tree structure (similar to DOM traversing). Unlike the older
FXML (JavaFX), it is a pure command language without any graphical elements.
Listing A.4 shows how to set the String “Hello World” in a given Textbox on a Flash
GUI.
Listing A.4: Hello World in FXML
<d a t a>
<a d d C h i l d>
<c h i l d c l a s s =” f l a s h . t e x t . T e x t F i e l d ”>
<t e x t>H e l l o World !</ t e x t>
</ c h i l d>
</ a d d Ch i l d>
</ d a t a>
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FXML (JavaFX)
Table A.8: Classification sheet for FXML (JavaFX)
FXML (JavaFX)
Year: 2007 (first announcement)
Domain: Java FX application / Desktop
Target Platform: Stand-alone applications (Windows, Mac, Linux)
Origin: Sun Microsystems, Oracle




Language structure: XML 1.0 based
Community/Impact:
Media support: graphics, audio, video
Webpage: www.oracle.com/technetwork/java/javafx/overview/
JavaFX is a software platform for creating cross-platform Rich Internet Applications
(RIA) intended to run on a variety of devices. It currently supports applications for
desktop, browser and mobile devices. JavaFX uses Java FX Script as a scripting lan-
guage and FXML for modeling the user interface. This separation between design
and logic is convenient for web developers, since it enables easy collaboration be-
tween graphic designers and software developers. FXML does not have a schema,
but a basic predefined structure. The expressiveness of FXML and the construction
of the scene graph depends on the design and the API of the underlying Java objects.
Most JavaFX classes can be used as elements. FXML is not a compiled language;
changes in the code are immedeately visible, which supports rapid prototyping. Un-
like FXML (ActionScript) it is really a GUI description language. The underlying
philosophy of FXML can later be found in Android Drawable XML (see page 199).
Listing A.6 shows a “Hello World!” example in FXML, referring to the Java objects
in the codesnippet of Listing A.5.
Listing A.5: Java code snippet referenced in Listing A.6
BorderPane b o r d e r = new BorderPane ( ) ;
Labe l t o p p a n e t e x t = new Labe l ( ” Page T i t l e ” ) ;
b o r d e r . s e tT op ( t o p p a n e t e x t ) ;
Labe l c e n t e r p a n e t e x t = new Labe l ( ”Some d a t a h e r e ” ) ;
b o r d e r . s e t C e n t e r ( c e n t e r p a n e t e x t ) ;
Listing A.6: FXML (JavaFX) code example, referring to the Java code in Listing A.5
<BorderPane>
<t o p>
<Labe l t e x t =” Page T i t l e ” />
</ t o p>
<c e n t e r>
<Labe l t e x t =”Some d a t a h e r e ” />
</ c e n t e r>
</ BorderPane>
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HTML - HyperText Markup Language
Table A.9: Classification sheet for HTML
HTML - HyperText Markup Language
Year: 1991 (first specification)
Domain: Hypertext documents / Web pages
Target Platform:
Origin: CERN, Tim Berners-Lee
Stage of Development: W3C standard
License: open
Compatibility:
Tools: HTML editors (open source or commercial)
Language structure: tag-based
Community/Impact: international community, very popular
Media support: vector graphics, audio, video
Webpage: http://www.w3.org/html/
The Hypertext Markup Language HTML was developped in an effort of Tim Berners-
Lee at CERN to develop a hypertext system that can be used over the internet. Initially,
his specification6 consisted of 18 elements for a relatively simple design of documents;
11 of those proposed elements are still part of HTML.
The focus of HTML shifted later on from simple annotation of documents for render-
ing using a default renderer included in a browser to very sophisiticated design pos-
sibilities including Cascading Style Sheets (CSS) for rendering and script languages
like JavaScript for interaction with HTML elements (directly accessible).
Due to conflicts between competing browser developers, the definition of HTML is
managed by the World Wide Web Consortium (W3C) with input from commercial
software vendors.
Listing A.7 shows a “Hello world!”-webppage written in HTML.
Listing A.7: HTML code example
<!DOCTYPE HTML PUBLIC ” − / /W3C / / DTD HTML 4 . 0 1 T r a n s i t i o n a l / / EN” ” h t t p : / /www. w3 . org / TR / html4 / l o o s e . d t d ”>
<html>
<head>
< t i t l e>H e l l o World</ t i t l e>
</ head>
<body>





M3L - MultiModal Markup Language
Table A.10: Classification sheet for M3L
M3L - MultiModal Markup Language
Year: 2003–2006
Domain: abstract multimodal presentations
Target Platform: SmartKom presentation module
Origin: German Research Center for Artificial Intelligence (DFKI GmbH)
Stage of Development: finalized
License: internal use only
Compatibility: N/A
Tools: OIL2XSD [GPS+03], M3L API, any XML or text editor
Language structure: XML based
Community/Impact: internal use only
Media support: N/A (abstract description only)
Webpage: smartkom.org
M3L was developed in the Smartkom project. The underlying idea is to cover all
data interfaces in a complex dialog system in one single, coherent language. The lan-
guage definition has been decomposed in 40 different schema specifications in order
to provide thematic organization and make the specification process manageable. The
data flow between user input and system output continuously adds information to the
M3L expression and refines it. Important semantic aspects are encoded in specific ele-
ment structures. Complementing the language definition, an API has been developped
as a lightweight programming interface. The basic structure and underlying idea of
M3L resemble PreML (see page 209). Listing A.8 shows a partial M3L structure
from [HKM+03] as an example. The shown intention lattice represents the interpre-
tation result for a multimodal user input. More detailed information on M3L and the
SMARTKOM project can be found in [HKM+03, Wah06].
Listing A.8: M3L code example
<i n t e n t i o n L a t t i c e>
[ ]
<h y p o t h e s i s S e q u e n c e s>
<h y p o t h e s i s S e q u e n c e>
<s c o r e>
<s o u r c e> a c o u s t i c </ s o u r c e>
<v a l u e> 0 .96448 </ v a l u e>
</ s c o r e>
<s c o r e>
<s o u r c e> u n d e r s t a n d i n g </ s o u r c e>
<v a l u e> 0 .91667 </ v a l u e>
</ s c o r e>
<h y p o t h e s i s>
<d i s c o u r s e S t a t u s>
<d i s c o u r s e A c t i o n> s e t </ d i s c o u r s e A c t i o n>
<d i s c o u r s e T o p i c><g o a l> e p g i n f o </ g o a l></ d i s c o u r s e T o p i c>
[ ]
[ ]
</ h y p o t h e s i s S e q u e n c e>
[ ]
</ h y p o t h e s i s S e q u e n c e s>
</ i n t e n t i o n L a t t i c e>
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MXML
Table A.11: Classification sheet for MXML
MXML (inofficial backronym: Magic eXtensible Markup Language)
Year: 2004
Domain: Web (2D and 3D), rich internet applications, User Interface, Business
Logic, mobile devices
Target Platform: Web and Rich internet applications
Origin: Macromedia, Adobe
Stage of Development: product
License: open source
Compatibility: none (proprietary)
Tools: Flex Server, Adobe Flash Builder, PHP PEAR
Language structure: XML based plus scriptlanguage (actionscript)
Community/Impact: Open source community, tools bot commercial and open source
Media support: Vector graphics, audio, video
Webpage: www.adobe.com/de/products/
MXML was initially developed by Macromedia. It is an XML-based markup language
for declarative layouting the user interfaces. It is used in connection with Actionscript,
which adds the application logic to the user interface. In combination, they are used
to develop rich internet applications (RIA). The Actionscript parts can be directly in-
cluded in the MXML code. MXML can be coded using a graphical editor or manually
by editing the source code.
MXML can be used in connection with Flex Server, which dynamically compiles it
into standard binary SWF files. There are also several alternatives, such as the Adobe
Flash Builder IDE and a free Flex SDK which can also compile MXML into SWF.
MXML can also be compiled in Adobe AIR format using Adobe Integrated Runtime.
MXML is–similar to XAML (see page 222)–considered a propriertary format. It is
tightly integrated in Adobe technologies and no converters into other user interface
languages exist.
Listing A.9 shows a “Hello World!”-example in MXML.
Listing A.9: MXML code example
<? xml v e r s i o n =” 1 . 0 ” e n c o d i n g =” u t f −8” ?>
<s : W i n d o w e d A p p l i c a t i o n x m l n s : f x =” h t t p : / / ns . adobe . com / mxml /2009 ”
x m l n s : s =” l i b r a r y : / / ns . adobe . com / f l e x / s p a r k ”
xmlns:mx=” l i b r a r y : / / ns . adobe . com / f l e x / mx”>
<s : L a b e l x=” 40 ” y=” 20 ” t e x t =” H e l l o World ! ” />
</ s : W i n d o w e d A p p l i c a t i o n>
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PreML -Presentation Markup Language
Table A.12: Classification sheet for PreML
PreML - Presentation Markup Language
Year: 2007
Domain: Web, rich internet applications
Target Platform: desktop and mobile touch surfaces
Origin: German Research Center for Artificial Intelligence (DFKI GmbH)
Stage of Development: internal support / usage for DFKI multimodal dialog system and semantic
output representation framework
License: (no official release)
Compatibility:
Tools: editable with any text/xml editor, in combination with a dialog shell and
workbench.
Language structure: XML based
Community/Impact: internal use only
Media support: (abstract presentation only)
Webpage: no official page; references in THESEUS project [HW11, Son10]
The Presentation Markup language PreML was developed at DFKI and is–like M3L–
used for description of multimedia content as well as for small-footprint inner-system
communication protocol. It was developped in the context of the Theseus project
[Son10] but not limited to it. Although not officially stated, it can be considered the
successor of M3L (see page 207).
The expressivness of the language ranges from encoding presentation tasks from the
system to be presented to the user up to transmitting events like pointing gestures from
the user back through the multimodal dialog system. It is derived from an ontological
representation of the presentation task.
Listing A.10 shows a “Hello World!”-example in PreML. More information on PreML
can be found in [BNP+07].
Listing A.10: PreML example code
<preml>
<p r e m l d a t a>
<s p o t l e t>
<t e x t>H e l l o World !</ t e x t>
</ s p o t l e t>
</ p r e m l d a t a>
</ p reml>
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S5 - Simple Standards-Based Slide Show System
Table A.13: Classification sheet for S5













The Simple Standards-Based Slide Show System S5 was developped by Eric Meyer as
a browser-based alternative to commercial slide-show programs. It is based entirely
on XHTML, CSS, and JavaScript and should run in any browser. Additionally, it
provides a printer friendly version. Meyer describes it on his webpage: “The markup
used for the slides is very simple, highly semantic, and completely accessible. Anyone
with even a smidgen of familiarity with HTML or XHTML can look at the markup
and figure out how to adapt it to their particular needs. Anyone familiar with CSS
can create their own slide show theme. It’s totally simple, and it’s totally standards-
driven.”
Listing A.11 shows a “Hello World!”-slide written in S5.
Listing A.11: S5 code example
<!DOCTYPE html PUBLIC ” − / /W3C / / DTD XHTML 1 . 0 S t r i c t / / EN” ” h t t p : / /www. w3 . org / TR / xhtml1 /DTD/ xhtml1− s t r i c t . d t d ”>
<html xmlns=” h t t p : / /www. w3 . org / 1 9 9 9 / xhtml ”>
<head>
< t i t l e>H e l l o World s l i d e</ t i t l e>
<meta name=” v e r s i o n ” c o n t e n t =” S5 1 . 0 ” />
<l i n k r e l =” s t y l e s h e e t ” h r e f =” u i / s l i d e s . c s s ” t y p e =” t e x t / c s s ” media=” p r o j e c t i o n ” i d =” s l i d e P r o j ” />
<l i n k r e l =” s t y l e s h e e t ” h r e f =” u i / o p e r a . c s s ” t y p e =” t e x t / c s s ” media=” p r o j e c t i o n ” i d =” o p e r a F i x ” />
<l i n k r e l =” s t y l e s h e e t ” h r e f =” u i / p r i n t . c s s ” t y p e =” t e x t / c s s ” media=” p r i n t ” i d =” s l i d e P r i n t ” />
<s c r i p t s r c =” u i / s l i d e s . j s ” t y p e =” t e x t / j a v a s c r i p t ”></ s c r i p t>
</ head>
<body>
<d i v c l a s s =” l a y o u t ”>
<d i v i d =” c u r r e n t S l i d e ”></ d i v>
<d i v i d =” h e a d e r ”></ d i v>
<d i v i d =” f o o t e r ”>
<d i v i d =” c o n t r o l s ”></ d i v>
</ d i v>
</ d i v>
<d i v c l a s s =” p r e s e n t a t i o n ”>
<d i v c l a s s =” s l i d e ”>
<h1>H e l l o World !</ h1>
</ d i v>




SCORM - Shareable Content Object Reference Model
Table A.14: Classification sheet for SCROM
SCORM - Shareable Content Object Reference Model
Year: 1996
Domain: web-based e-learning
Target Platform: Learning Management Systems (LMS)
Origin: Advanced Distributed Learning (ADL) initiative (U.S. Secretary of De-
fence)
Stage of Development: de-facto industry standard
License:
Compatibility:
Tools: Several SCORM products





The Shareable Content Object Reference Model SCORM is a collection of standards
for interchanging content between e-learning programs. Especially, it governs the
communication between online learning content and Learning Management Systems
(LMS). SCORM also defines the packaging of content in transferable archive (zip)
files as so called “package interchange format”. The XML-based format basically
describes constraints in the order in which a learner can work trough the presented
material, with possibilities to set bookmarks, etc. Listing A.12 shows an seqeuncing
example from the SCORM webpage7: “In this example, Module 1 is an activity with
three child activities (each represented by an item). In the sequencing for Module
1, the limit condition restricts this activity to two attempts. ” [BSSW02] critically
discusses the advantages and shortcomings of the approach.
Listing A.12: SCORM example code
<i t em i d e n t i f i e r = ITEM−1? i d e n t i f i e r r e f = RES−1?>
< t i t l e>Module 1</ t i t l e>
<i t em i d e n t i f i e r = ITEM−2? i d e n t i f i e r r e f = RES−2?>
<i t em i d e n t i f i e r = ITEM−3? i d e n t i f i e r r e f = RES−3?>
<i t em i d e n t i f i e r = ITEM−4? i d e n t i f i e r r e f = RES−4?>
<i m s s s : s e q u e n c i n g>
<i m s s s : l i m i t C o n d i t i o n s a t t e m p t L i m i t = 2 ? />
<i m s s s : r o l l u p R u l e s>
<i m s s s : r o l l u p R u l e minimumCount= 1 ?>
<i m s s s : r o l l u p C o n d i t i o n s>
<i m s s s : r o l l u p C o n d i t i o n c o n d i t i o n = s a t i s f i e d />
</ i m s s s : r o l l u p C o n d i t i o n s>
<i m s s s : r o l l u p A c t i o n a c t i o n = c o m p l e t e d />
</ i m s s s : r o l l u p R u l e>
</ i m s s s : r o l l u p R u l e s>
<i m s s s : r a n d o m i z a t i o n C o n t r o l s s e l e c t C o u n t = 1 ? r a n d o m i z a t i o n T i m i n g = o n E a c h N e w A t t e m p t />
</ i m s s s : s e q u e n c i n g>
</ i t em>
7scorm.com/scorm-explained/technical-scorm/scorm-2004-overview-for-developers/
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Silverlight (Microsoft Silverlight)




Target Platform: rich internet applications
Origin: Microsoft Corporation
Stage of Development: stable release
License: freeware
Compatibility:
Tools: several, e.g., Microsoft Expression Blend
Language structure:
Community/Impact:
Media support: graphics, audio, video
Webpage: silverlight.net
Microsoft Silverlight is an application framework with objectives similar to Adobe
Flash. It’s runtime is provided as plug-in for webbrowsers under Microsoft Windows
and Mac OS X. It is also one of the application development platforms for Windows
Phone. The free implementation Moonlight, developped by Novell in cooperation
with Microsoft, is availabe to bring Silverlight to Linux, FreeBSd and other platforms.
The user interface in Silverlight is described using XAML (see page 222) and can be
programmed using a subset of the .NET platform. It supports a wide range of multi-
media file formats.
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SMIL - Synchronized Multimedia Integration Language
Table A.16: Classification sheet for SMIL
SMIL - Synchronized Multimedia Integration Language
Year: 1998
Domain: Multimedia presentations, Online speech / lectures
Target Platform: SMIL-Player, e.g., RealPlayer
Origin: W3C





Community/Impact: decreasing, still in use for online lectures
Media support: Vector graphics (svg), VoiceXML, MusicXML
Webpage: www.w3.org/AudioVideo/
The Synchronized Multimedia Integration Language SMIL is one of the earliest at-
tempts to formalize presentation content in a language. It dates back to 1998.
[RHVO99] discusses its suitability as multimedia language for the web.
SMIL is recommended by the W3C and very popular for online lectures and interac-
tive presentations, since it defines all necessary elements such as markup for timing,
layout, animations, visual transitions, and media embedding, etc. SMIL is also highly
integrated with other W3C languages; for example SMIL can be used as a means
for animating vectorgraphics in SVG (see page 214). It can also be integrated in
VoiceXML, MusicXML or RSS.
Listing A.13 shows a “Hello World!” example in SMIL8.
Listing A.13: SMIL code example
<s m i l>
<head>
<l a y o u t><!−C r e a t e t h e c an va s and two d i s p l a y r e g i o n s −>
<r o o t−l a y o u t wid th =” 248 ” h e i g h t =” 300 ” background−c o l o r =” b l u e ” />
<r e g i o n i d =” a ” t o p =” 20 ” l e f t =” 64 ” />
<r e g i o n i d =” b ” t o p =” 120 ” l e f t =” 20 ” />




<img s r c =” h t t p : / /www. c o n t e n t−n e t w o r k i n g . com / s m i l / h e l l o . j p g ”
r e g i o n =” a ”
b e g i n =” 0 s ”
dur =” 6 s ” /><!−D i s p l a y ” H e l l o ” image now f o r 6 s e c o n d s −>
<img s r c =” h t t p : / /www. c o n t e n t−n e t w o r k i n g . com / s m i l / e a r t h r i s e . j p g ”
r e g i o n =” b ”
b e g i n =” 2 s ”
end=” 8 s ” /><!−D i s p l a y t h e ” World ” image a f t e r 2 s e c o n d s −>
<a u d i o s r c =” h t t p : / /www. c o n t e n t−n e t w o r k i n g . com / s m i l / h e l l o . wav”
b e g i n =” 4 s ” /><!− Begin t h e a u d i o a f t e r 4 s e c o n d s −>
</ p a r>
</ body>
</ s m i l>
8cited from [HB05], chapter 4, page 93
214 APPENDIX A. PRESENTATION LANGUAGES
SVG - Scalable Vector Graphics
Table A.17: Classification sheet for SVG
SVG - Scalable Vector Graphics
Year: 2001
Domain: Vector graphics
Target Platform: Browser, graphic programs
Origin: W3C
Stage of Development: standard
License: open source
Compatibility: converters available





The Scalable Vector Graphics SVG format is developped by the W3C as an open
standard since 1999. It can describe both static and animated vector graphics.
The XML based format can be edited using various graphic editors, such as Inkscape
or Adobe Illustrator. The format is supported natively in the current version of all
major browsers.
Listing A.14 shows a “Hello World!” example in XML.
Listing A.14: SVG code example
<!DOCTYPE svg PUBLIC ” − / /W3C / / DTD SVG 1 . 0 / / EN” ” h t t p : / /www. w3 . org / TR/ 2 0 0 1 /REC−SVG−20010904/DTD/ svg10 . d t d ”>
<svg xmlns=” h t t p : / /www. w3 . org / 2 0 0 0 / svg ” x m l n s : x l i n k =” h t t p : / /www. w3 . org / 1 9 9 9 / x l i n k ” wid th = ’ 250 px ’ h e i g h t = ’ 250 px ’>
< t i t l e>H e l l o World</ t i t l e>
<t e x t x= ’ 60 ’ y= ’ 100 ’ f i l l = ’ b l a c k ’>H e l l o World !</ t e x t>
</ svg>
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SWEMMA - SmartWeb EMMA
Table A.18: Classification sheet for SWEMMA
SWEMMA - SmartWeb EMMA
Year: 2004
Domain: Dialog management, multimodal interaction annotation
Target Platform:









SWEMMA is an extension of the EMMA standard developped at DFKI in the context
of the Smartweb project. In addition to EMMA, it provides tags for wrapping the
result of processed information, the status of a process monitoring annotation, out of
vocabulary words, and a turn-id associated with an element.
Listing A.15 shows an example of SWEMMA code.
Listing A.15: SWEMMA code example
<emma:emma v e r s i o n =” 1 . 0 ”>
<swemma: r e su l t emma:id=”DIA123” emma:process =”DIA#42 ” emma:turn−i d =” 42 ” emma:lang=” de ”
e m m a : s t a r t =” 1087995961542 ” emma:end=” 1087995963542 ” emma:mode=” sp ee ch ”>
<swemma: r e su l t emma:conf idence =” 1 . 0 ”>
<emma:der ived−from emma: re source =” # s p i n 1 ” />
<speak v e r s i o n =” 1 . 0 ” x s i : s c h e m a L o c a t i o n =”www. w3c . o rg / . . . . xsd ” xml: lang =” de ”>
1990 war D e u t s c h l a n d F u s s b a l l w e l t m e i s t e r .
</ speak>
</ swemma: r e su l t>
</ swemma: r e su l t>
</ emma:emma>
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sXBL - SVG’s XML Binding Language
Table A.19: Classification sheet for sXBL
sXBL - SVG’s XML Binding Language








Language structure: XML based
Community/Impact: W3C
Media support: vector graphics
Webpage: www.w3.org/TR/sXBL
The SVG’s XML Binding Language is a mechanism for defining the presentation and
interactive behavior of elements described in a namespace other than SVG’s. The idea
is to enable user interaction in SVG graphics such as an interactive flow chart. The
approach seems abandoned; the last version of a working draft dated august 2005 and
has not been updated since.
Listing A.16 shows a “Hello World!”-example in SVG using sXBL.
Listing A.16: sXBL example code
<svg wid th =” 10cm” h e i g h t =” 3cm” viewBox=” 0 0 200 60 ” xmlns=” h t t p : / /www. w3 . org / 2 0 0 0 / svg ” v e r s i o n =” 1 . 2 ”>
< t i t l e>Example xbl01−e q u i v a l e n t . svg − e q u i v a l e n t r e n d e r i n g f o r ” h e l l o wor ld ” sample f i l e</ t i t l e>
<r e c t x=” 1 ” y=” 1 ” wid th =” 198 ” h e i g h t =” 58 ” f i l l =” none ” s t r o k e =” b l u e ” />
<g f o n t−s i z e =” 14 ” f o n t−f a m i l y =” Verdana ” t r a n s f o r m =” t r a n s l a t e ( 1 0 , 3 5 ) ”>
<g>





UIML - User Interface Markup Language
Table A.20: Classification sheet for UIML
UIML - User Interface Markup Language
Year: 1997
Domain: User Interface meta language
Target Platform: cross platform
Origin: User Interface Markup Language Technical Committee (UIMLTC) of the
Organization for the Advancement of Structured Information Standards
(OASIS)
Stage of Development: Commitee draft of Version 4.0 availabe
License: open
Compatibility: using converters / rendering engines
Tools: several rendering engines
Language structure: XML based
Community/Impact: probably abandoned (webpage dead)
Media support:
Webpage: uiml.org
According to its specification, the “design objective of the User Interface Markup
Language (UIML) is to provide a vendor-neutral, canonical representation of any user
interface (UI) suitable for mapping to existing languages” [HSL+08]. The method of
describing a user interface in UIML is device independent, and the UIML code can
be transformed to a target platform using specialized rendering engines. The devel-
opment of the language was guided by the following questions: What are the parts
comprising the UI? What is the presentation used for the parts? What is the content
used in the UI? What is the behavior of the UI? What is the mapping of the parts to
UI controls? What is the API of the connected business logic? While the approach
aimed at reducing the effort of implementing user interfaces for different platforms
by decleratively describing the desired outcome is quite useful, it has limitations in
practice due to the different capabilities and resulting incompatibilities of the target
devices. Listing A.17 shows a “Hello World!” example in UIML.
Listing A.17: UIML code example
<? xml v e r s i o n =” 1 . 0 ” ?>
<!DOCTYPE uiml PUBLIC ” − / /OASIS / / DTD UIML 3 . 1 D r a f t / / EN” ” h t t p : / / u iml . o rg / d t d s / UIML4 0a . d t d ”>
<uiml>
<i n t e r f a c e>
<s t r u c t u r e>
<p a r t i d =” TopHel lo ”>
<p a r t i d =” h e l l o ” c l a s s =” h e l l o C ” />
</ p a r t>
</ s t r u c t u r e>
<s t y l e>
<p r o p e r t y p a r t−name=” TopHel lo ” name=” r e n d e r i n g ”>C o n t a i n e r</ p r o p e r t y>
<p r o p e r t y p a r t−name=” TopHel lo ” name=” c o n t e n t ”>H e l l o</ p r o p e r t y>
<p r o p e r t y p a r t−c l a s s =” h e l l o C ” name=” r e n d e r i n g ”>Text</ p r o p e r t y>
<p r o p e r t y p a r t−name=” h e l l o ” name=” c o n t e n t ”>H e l l o World !</ p r o p e r t y>
</ s t y l e>
</ i n t e r f a c e>
<p e e r s> . . . </ p e e r s>
</ u iml>
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VRML - Virtual Reality Modeling Language
Table A.21: Classification sheet for VRML
VRML - Virtual Reality Modeling Language
Year: 1994
Domain: Interactive vector graphics / Virtual Reality “Worlds”
Target Platform: Web
Origin: Web3D consortium




Language structure: based on Open Inventor (proprietary format of Silicon Graphics9)
Community/Impact: declining but still in use
Media support:
Webpage: web3d.org/x3d/vrml/
The Virtual Reality Modeling Language (VRML) is a file format for describing so
called “worlds”, i.e., interactive 3D visualizationsn with integrated multimedia con-
tent. It was the first standardized major VR modelling language. The development is
goverened by the Web3D consortium, which was founded for this purpose.
VRML is a text file format, unlike most of the other formats described in this section
not XML-based, which can specify 3D polygon worlds along with color, textures,
lighting, transparency and so on. URLs for web content can be attached to elements
of the world, so that fetching a web page can be triggered by interacting with a compo-
nent in the 3D world. The VRML specification also enables shared worlds to be used
by several users simultaneously. VRML is supported by a wide variety of platforms.
The specification follows six design criteria: authorability, composability, extensibil-
ity, be capable of implementation, performance, and scalability.
VRML is still in use but is in large parts replaced by its successor X3D (see page 221).
Listing A.18 shows a “Hello World!” example in VRML.
Listing A.18: VRML code example
Shape {
a p p e a r a n c e Appearance {
m a t e r i a l M a t e r i a l {
d i f f u s e C o l o r 0 . 6 0 . 4 0 . 0
}
} geomet ry Text {





VXML - Voice XML
Table A.22: Classification sheet for Voice XML
VXML - Voice XML
Year: 1997
Domain: Interactive voice dialog specification, voice input annotation
Target Platform:
Origin: AT&T, IBM, Lucent, and Motorola







Webpage: voicexml.org (forum), vxml.org (tutorials)
VoiceXML was developped by a consortium of four companies as a markup language
for voice browsers. In analogy to HTML running in a webbrowser, VoiceXML sup-
ports presenting voice documents and reacting appropriately with a user. One of the
main areas of usage is automated telephone systems.
The scope of VoiceXML encompasses: spoken prompts (synthetic speech), output of
audio files and streams, recognition of spoken words and phrases, recognition of touch
tone (DTMF) key presses, recording of spoken input, control of dialog flow, telephony
control (call transfer and hangup) [Rag01].
VoiceXML is standardized since version 2.0 and makes it easy for developpers to
rapidly build new applications without getting into low-level implementation details.
Listing A.19 shows a “Hello World!” example in VoiceXML.
Listing A.19: Voice XML code example
<vxml v e r s i o n =” 2 . 0 ” xmlns=” h t t p : / /www. w3 . org / 2 0 0 1 / vxml ”>
<form>
<b l o c k>
<prompt>
H e l l o wor ld !
</ prompt>
</ b l o c k>
</ form>
</ vxml>
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W3C MMI - W3C Multimodal Interaction Language
Table A.23: Classification sheet for W3C MMI
W3C MMI - W3C Multimodal Interaction Language
Year: 2002
Domain: Multimodal interaction annotation
Target Platform: web applications
Origin: W3C
Stage of Development: candidate recommendation
License: open
Compatibility: to other W3C standards
Tools: any XML editor




The Multimodal Interaction Language MMI is an effort of W3C to provide means for
annotating interaction, formalizing the interaction event lifecycle and to support mul-
timodal interaction scenarios on the web. So far, a general framework for interaction
has been produced, along with a set of use cases and core requirements. Other W3C
languages in more advanced state already cover part of the requirements, e.g., EMMA
(see page 202), InkML10, or EmotionML11.
Listing A.20
Listing A.20: MMI code example
<mmi:mmi xmlns:mmi=” h t t p : / /www. w3 . org / 2 0 0 8 / 0 4 / mmi−a r c h ” v e r s i o n =” 1 . 0 ” xmlns :vxml =” h t t p : / /www. w3 . org / 2 0 0 1 / vxml ”>
<m m i : p r e p a r e R e q u e s t mmi : source =”someURI” m m i : t a r g e t =” someOtherURI ”
m m i : c o n t e x t =”URI−1” mmi : r eques t ID =” r e q u e s t −1” >
<m m i : c o n t e n t>
<vxml:vxml v e r s i o n =” 2 . 0 ”>
<vxml : form>
<v x m l : b l o c k>H e l l o World !</ v x m l : b l o c k>
</ vxml : form>
</ vxml:vxml>
</ m m i : c o n t e n t>






Table A.24: Classification sheet for X3D
X3D
Year: 1999
Domain: Interactive vector graphics / Virtual Reality “Worlds”
Target Platform: Web
Origin: Web3D consortium
Stage of Development: ISO standard, W3C liaison
License: open






X3D is an open-standard extension of VRML (Section A). Unlike the Open Inventor-
like VRML language, it is based on XML. It provides a system for the storage, re-
trieval and playback of real time graphics content embedded in applications in an
open architecture. Due to its large variety of features it can be customized for a large
range of usages, including CAD, medical visualizations, training, simulation. enter-
tainment, education, and more.
X3D is more refined than its predecessor VRML.
Listing A.21 shows a “Hello World!” example in X3D.
Listing A.21: X3D code example
<? xml v e r s i o n =” 1 . 0 ” e n c o d i n g =”UTF−8” ?>
<!DOCTYPE X3D PUBLIC ” ISO / / Web3D / / DTD X3D 3 . 0 / / EN” ” h t t p : / /www. web3d . o rg / s p e c i f i c a t i o n s / x3d −3 .0 . d t d ”>
<X3D p r o f i l e = ’ Immers ive ’ v e r s i o n = ’ 3 . 0 ’ x m l n s : x s d = ’ h t t p : / /www. w3 . org / 2 0 0 1 / XMLSchema−i n s t a n c e ’







<M a t e r i a l d i f f u s e C o l o r = ’ 0 0 . 5 ’ />
</ Appearance>
<Text s t r i n g = ’ ” H e l l o World ! ” ’ s o l i d = ’ f a l s e ’>
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XAML - eXtensible Application Markup Language
Table A.25: Classification sheet for XAML
XAML - eXtensible Application Markup Language
Year: 2009
Domain: Web, rich internet applications, stand-alone applications
Target Platform: Windows Applications (WPF / .Net) / Web (Silverlight)
Origin: Microsoft Corporation
Stage of Development: product
License: open (“Microsoft Open Specification Promise”)
Compatibility:




Media support: graphics (2D, 3D)
Webpage:
Microsofts Extensible Application Markup Language XAML is a declarative XML-
based language. It is not limited to describing user interfaces but can be used more
generally for initalizing any kind of structured values and objects. XAML is used in
a variety of Microsoft products and frameworks, such as .NET, Silverlight (see page
212, or Windows Presentation Framework (WPF).
One of the design objectives of XAML is the reduction of complexity, i.e., designing
code in XAML is easier than coding the same application in another language like C#
for instance.
XAML files can be compiled into a Binary Application Markup Language (BAML),
which can be used as a resource in a .NET Framework assembly.
Listing A.22 shows a “Hello World!” example in XAML.
Listing A.22: XAML code example
<Canvas xmlns :x =” h t t p : / / schemas . m i c r o s o f t . com / winfx / 2 0 0 6 / xaml ” Width=” 640 ” H e ig h t =” 480 ” Background=” White ”>
<TextBlock x:Name=” txtHW” Width=” 72 ” He ig h t =” 24 ” Canvas . L e f t =” 136 ” Canvas . Top=” 336 ”




Table A.26: Classification sheet for XForms
XForms
Year: 2003 (first specification)
Domain: data processing / forms
Target Platform: browser (via plugins) / standalone user interfaces
Origin: W3C
Stage of Development: stable / W3C recommendation
License: open
Compatibility:
Tools: XML editors / text editors




XForms was developped as an extension/improvement over HTML Forms. It is by de-
sign easy to understand for HTML developers, and offers advantages, e.g., being sim-
pler and allowing beforehand checking of form entries and thus avoiding uneccessary
requests to a webserver. In the official documentation12, several primary benefits are
mentioned, such as device-independence, ability to handle input in XML form, com-
bining existing techniologies, being accessible, and internationalization. To be more
precise, there are several features included in XForms that are not availbale in HTML
forms. Data can be checked while being typed in, required fields can be indicated,
the same form can be submitted to different servers, or values can be automatically
calclated from other entered values, just to name a few. So far, not major browser
supports XForms natively, but plugins or client-side extensions are available. XForms
is also supported by LibreOffice13. Listing A.23 shows how to include an XForm for
entering and submitting a search request into an HTML page.
Listing A.23: XForms code example
<html xmlns=” h t t p : / /www. w3 . org / 1 9 9 9 / xhtml ” x m l n s : f =” h t t p : / /www. w3 . org / 2 0 0 2 / xforms ”>
<head>
< t i t l e>Se a rc h</ t i t l e>
<f : m o d e l>
<f : s u b m i s s i o n a c t i o n =” h t t p : / / example . com / s e a r c h ” method=” g e t ” i d =” s ” />




<f : i n p u t r e f =” q ”><f : l a b e l>Find</ f : l a b e l></ f : i n p u t>





13wiki.services.openoffice.org/wiki/Documentation/OOoAuthors User Manual/Writer Guide/XForms
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XIML - eXtensible Interface Markup Language
Table A.27: Classification sheet for XIML









Language structure: XML based
Community/Impact:
Media support:
Webpage: ximl.org (no longer available)
XIML is a markup language describing both the user interface and its interactions. It
has been introduced in [PE02], but it seems that development has discontinued. The
authors of that paper describe the requirements on which XIML is based on as: central
repository of data, comprehensive lifecycle support, support for abstract and concrete
elements, relational support, and that the underlying technology is based on industry
standards such as XML and does not impose any particular methodologies on design,
operation, and evaluation.
[DSZ07] used XIML in the process of reverse engineering existing GUIs to a generic








Target Platform: Mozilla Webbrowser / Chromium
Origin: DFKI, Fraunhofer IGD and the Web3D Consortium.
Stage of Development: under development
License:






XML is introduced by [SKR+10] and described as an addition to existing web tech-
nologies to support 3D graphics in web browsers with a “minimum set of additions
that fully support interactive 3D content as an integral part of mixed 2D/3DWeb doc-
uments.”. This approach is fully integrated in HTML, CSS, DOM and JavaScript,
which distinguishes it from X3D (see page 221).
Listing A.24 shows an XML 3D example of a rectangular mesh with texture coordi-
nates.
Listing A.24: XML 3D code example
<xml3d i d =”MyXml3d” s t y l e =” w i d t h : 150 px ; h e i g h t : 100 px ; b o r d e r : 1px s o l i d g ray ”
xmlns=” h t t p : / /www. xml3d . o rg / 2 0 0 9 / xml3d ”>
<mesh t y p e =” t r i a n g l e s ”>
<i n t name=” i n d e x ”>0 1 2 1 2 3</ i n t>
<f l o a t 3 name=” p o s i t i o n ”>−1 −1 −5 1 −1 −5 −1 1 −5 1 1 −5</ f l o a t 3>
<f l o a t 3 name=” normal ”>0 0 1 0 0 1 0 0 1 0 0 1</ f l o a t 3>
<f l o a t 2 name=” t e x c o o r d ”>0 . 0 0 . 0 1 . 0 0 . 0 0 . 0 1 . 0 1 . 0 1 . 0</ f l o a t 2>
</ mesh>
</ xml3d>
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XUL - XML User-Interface Language
Table A.29: Classification sheet for XUL
XUL - XML User-Interface Language
Year:
Domain: Web, Mozilla-based applications










The XML User Interface Language XUL is a language developped by Mozilla with
the aim of building “feature-rich cross platform applications that can run connected or
disconnected from the Internet.”14 One of the advantages is the easy customization,
localization, and branding of these applications with alternate text and design.
Listing A.25 shows a “Hello World!”-example in XUL.
Listing A.25: XUL code example
<? xml v e r s i o n =” 1 . 0 ” ?>
<?xml−s t y l e s h e e t h r e f =” chrome: / / g l o b a l / s k i n / ” t y p e =” t e x t / c s s ” ?>
<window i d =” main ” t i t l e =” H e l l o World ” wid th =” 300 ” h e i g h t =” 300 ”
xmlns=” h t t p : / /www. m o z i l l a . o rg / k e y m a s t e r / g a t e k e e p e r / t h e r e . i s . on ly . x u l ”>
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