The IEEE 802.11p is a standard in a vehicular communication system, known as Wireless Access in Vehicular Environment (WAVE). An implementation of that standard as the MAC Protocol in a high-density of nodes in Vehicular Ad-Hoc Networks (VANETs) may create a performance drawback, in particular for packet loss and delay whenever collisions happen. Introducing Time Division Multiple Access (TDMA) schemes can improve the performance. However, TDMA scheduling is difficult to manage the case of high-density of traffic, the high mobility of vehicles, and dynamic network topology. This journal proposes a clustered-based TDMA by traffic priority in VANETs. The clustered traffic is defined as high and low traffic priority and embedded in TDMA MAC Header. The evaluation result obtained through NS3 Simulator shows that the proposed approach performed better in a high-density of nodes.
Introduction
The current rapid development of wireless technology leads to higher wireless communications standards for Intelligent Transportation System (ITS). Those standards are mainly defined to be used in traffic safety and non-safety applica- In another hand, TDMA is a scheduled-protocol which is highly sensitive to the network topology. Any change in network topology will require a reconfiguration of the TDMA frame. These changes are necessary to reduce the produced latency when the assignation of the time slots to the users is wrong in distributed systems. The advantage of scheduled based protocol is the reduced number of collisions.
To improve the transmission efficiency as the number of nodes is increased, recently cluster-based TDMA is proposed so that the disadvantages of TDMA This journal proposed a new scheme to increase the TDMA performance using scheduling that assigned priority to different types of traffic that separated it into two categories: high and low priority traffic. TDMA System will provide time slots based on traffic priority on a cluster-based communications. The priority information is embedded in the TDMA MAC header. The system will process high priority traffic until it reaches the threshold. After that the low priority traffic will be processed. A new scheme to perform inter-cluster communications also proposed with reserving some part of the TDMA time slots for doing the forwarding between vehicle coordinators (VCs). Inter-cluster communications will use intra-cluster communication for forwarding its packet to its coordinator before forwarded again to another cluster coordinator until the destination reached. Simulation has been performed to observe the impact of giving priority into the TDMA header of packet data comparing to WAVE. Table 1 shows the abbreviations list of the terminology to be used in this journal. [5] . Midya et al. [6] purposed a novel vertical handoff scheme by using RSU.
Related Work

Vehicular Ad-Hoc Network (VANET)
The fundamental channel access mechanism of WAVE using Enhanced Distributed Channel Access (EDCA) techniques can increase the successful probability of accessing channels. Chang et al. [7] propose a novel channel access scheme, called Earliest Deadline First based Carrier Sense Multiple Access (EDF-CSMA). Guo et al. [8] purposed a communication scheduling and control with platoon modeling and Xu et al. [9] proposed an FF-based performance model to study the time-varying behavior of vehicular networks by using numerical-method-based queuing analysis. However, an unpredictable delay could occur due to the characteristics of random access.
To support the high priority safety application in VANET, the Medium Access Control (MAC) protocol is designed to provide efficient broadcast services. For instance, HER-MAC [10] provided a reliable broadcast mechanism of safety message by utilizing service channel in a hybrid scheme using TDMA and CSMA. Other hybrid scheme improved time slots acquisition [11] and provided strict priority for QoS flows compared to best-effort flows [12] . However, unpredictable delay still could occur due to the characteristics of CSMA.
Time Division Multiple Access (TDMA)
Time division multiple access (TDMA) is a channel access method for shared medium networks. It allows several users to share the same frequency channel by dividing the signal into different time slots. The users transmit in rapid succession, one after the other, each using its own time slot. This allows multiple stations to share the same transmission medium (e.g. radio frequency channel) while using only a part of its channel capacity. Properties of VANET are variable network density, large-scale networks, a predictable mobility model and rapid topology changes.
Non cluster-based TDMA called Self-organized TDMA purposed by Rezazade et al. [13] . E-VeMAC [14] solved the parallel transmission problem in the Ve-MAC protocol [15] then modified by adding a collision flag [16] . Cooperative communications are one of many solutions to perform non cluster-based TDMA [17] [18]. Peng et al. [19] purposed a cooperative and opportunistic TDMA transmission. In two-ways traffic can be decreased with Prediction-based TDMA MAC protocol (PTMAC) [20] . However, each node manages its time slot by itself and if it takes very long time to schedule, it will not only introduce additional delay in the data transfer but also consume more energy.
Almalag et al. [21] proposed a TDMA Cluster-based MAC for VANETs (TC-MAC) that integrates the advantage of clustering and the TDMA slot reservation scheme thus efficiently avoid collisions and decrease the packet drop ratio. However, it only considered the one hop intra-cluster communication.
The scheme proposed in [21] has extended by modifying the length of TDMA frames as presented in [22] , where multi-hop intra-cluster communication is also discussed. For a multichannel network, Enhanced TDMA Cluster-based MAC (ETCM) [23] is purposed.
Since the role of Vehicle Coordinator (VC) is important in a cluster, many cluster algorithms for MANET and VANET are proposed [24] . The clustering algorithms need to be refined to take into account of nodes location, direction, and speed as well to enhance the stability.
Cluster-Based Communications
The cluster-based concept uses the location as a parameter to make a cluster. A cluster head needs to be selected to serve as the network coordinator in cluster-based TDMA. Wang et al. [25] purposed a VANET modeling and clustering design under practical traffic, channel and mobility conditions. Farooq et al. [26] purposed a cluster-based multicast routing protocol for military vehicle and the other hand a cluster can be formed by using RSU as a center [27] [28]. Employing clustering techniques in IEEE 802.11p collides when the number of nodes increases in a cluster. To improve the transmission efficiency as the number of nodes is increased, recently cluster-based TDMA (CBT) is proposed, such as in [29] . In intra-cluster communications, a VC (VANET Coordinator) is not pre-assigned, but it is elected through a simple transmit-and-listen scheme. The elected VC is responsible for allocating time slots for data exchange among its Vehicle Nodes (VNs). When two clusters are approaching, the CBT can quickly resolve the collisions by reassigning time slots in one of the clusters.
When the VN increases, the waiting time to elect VC is less than IEEE 802.11p. A TDMA time structure and MAC-frame format in slot 0 are depicted in Figure 1 . Nguyen et al. [30] [31] proposed a new scheme to elect VC inherited the time division in TDMA frame and MAC-frame format [29] by modifying SAM using two time slots shown in Figure 2 .
Cluster Based TDMA System
Architecture
Cluster-Based TDMA has two kinds of communication, intra-cluster and inter-cluster communications. Intra-Cluster is communications established be- 
TDMA Header
In this TDMA system, MAC frame format according to Sheu et al. [11] is used.
The MAC frame format modified by adding 1 bit of priority field and 6 bits VC MAC address to the MAC header is shown in Figure 5 . Priority field has two values, 0 indicate the high priority packet and 1 indicates low priority packet.
Six bits VC MAC address contains the coordinator's address to perform packet forwarding. In intra-cluster communication, packet forwarding occurs when the destination is out of range but still within the cluster, so the packet needs to be forwarded to the coordinator first before sent to the destination. In inter-cluster communication, packet forwarding occurs when clusters communicate.
In this situation, 6 bits VC MAC address will contains next hop address.
Pre-Emption in Cluster-Based TDMA
Intra-cluster and inter-cluster communications have a different pre-emptive algorithm. Each communication process consists of three phases which are the initiation, pre-emption, and transmission.
Priority
To perform the simulation, we need to set the priority and the composition of the nodes that have high priority and low priority. In intra-cluster communications, half of the nodes will have the high priority (0) and the other half is low priority (1). In inter-cluster communications, the composition of the nodes is shown in Figure 6 .
Sort
Intra-cluster and inter-cluster communications have a different pre-emptive algorithm. Each communication process consists of three phases which are the initiation, pre-emption, and transmission. In the pre-emptive algorithm, quicksort algorithm is used for sorting time slot request from VN according to its priority at request queue. Highest priority will be placed at the front of the queue and the lower priority will be done sequentially.
Reverse Sort function for sorting the request of VN according to its priority in reverse at request queue uses quicksort algorithm. Lowest priority will be placed at the front of the queue, and the lower priority will be done sequentially.
Accommodating
After the request queue sorted by sort function, ten forefront request will get the time slots. This function is to flush the request queue to accommodate the new request later. This function used to remove the redundant request from the new request and unserved request from the previous frame. After the request queue accommodated by this function, it will be sorted by sort function.
Intra-Cluster
Initiation phase in intra-cluster begins by gathering information from every node (i.e. node id and its priorities). The information collected together and placed consecutively within a time slot array. In this phase, the counter will be given 0 as an initial value and pre-emption threshold is set to 2 and 5.
On pre-emption phase, every VN sends a request for a time slot and all requests accommodated in the queue. At this time, the counter will be checked whether it is less than pre-emption threshold or not. If it so, sort function used to sort the nodes in request queue according to its priority. Sort function will put the higher priority on the front of the queue and then increment the counter.
Otherwise, reverse sort function is used to sort the nodes in the request queue.
Reverse sort function will put the lower priority on the front of the queue and then reset the counter to 0. First 10 in the queue will be assigned to the intra-cluster time slots and make it into one TDMA frame.
On transmission phase, based on pre-emption threshold, the first TDMA frame transmitted is the highest priority frame and will be consecutively transmitted until the counter has the same value with pre-emption threshold. The lowest priority frame will be transmitted once before it starts to transmit the highest priority frame again shown in Figure 7 .
Inter-Cluster
Initiation phase of inter-cluster begins with gathering information from every node such as node id and its priorities, and then putting that information together with time slot array of order. In this phase, the counter will be given 0 as Figure 7 . Intra-cluster frame scheduling.
an initial value, and pre-emption threshold is set 2 and 5.
In pre-emption phase, the nodes that do intra-cluster and inter-cluster communication will send a request for a time slot and accommodated in the request queue. Inter-cluster communications will use intra-cluster communication for
forwarding its packet to its coordinator before forwarded again to another cluster coordinator to deliver it. At this time, counter value will be checked whether less than pre-emption threshold or not. If so, sort function is used to sort the nodes in request queue based on its priority and put the highest priority on the front of the queue and increment the counter. Otherwise, reverse sort function is used to sort the nodes in request queue based on its priority and put the lowest priority on the front side of the queue and then reset the counter to 0. First 10 in the queue will be assigned to intra-cluster time slot to make one TDMA frame.
Every cluster did this process before continuing to pre-emption phase for inter-cluster communications.
There are two steps in pre-emption phase for inter-cluster communication.
The first step, VC buffer will be checked, whether there are packets to be sent to another cluster or not. At this time, the counter value will be checked again, whether less than pre-emption threshold or not. If so, sort function is used to sort the packets in VC's buffer according to its priority and put the highest priority on the front side of the buffer then increment the counter. If the counter is same or more than pre-emption threshold, reverse sort function used to sort the packets in VC's buffer according to its priority and put the lowest priority on the front of the buffer. First 6 of the VC's buffer will be recorded and request to Super VC will be sent. Super VC is a VC act as coordinator of VC. Super VC will check inter-cluster requests from all VCs.
The second step, Super VC will check the request queue for inter-cluster communications. Super VC will assign total 6 TDMA time slots for every VC to do inter-cluster communications. Super VC assigns the time slots for high priority request first. If the request has the same priority, time slots assignment will be in a round-robin manner.
After inter-cluster time slots formed, it needs to be combined with intracluster time slots to make TDMA frame. Total 16 TDMA time slots in one TDMA frame in the inter-cluster model consist of 10 intra-cluster slots at first and 6 inter-cluster time slots after that.
In transmitting phase, according to pre-emption threshold, the first TDMA frame transmitted will be the highest priority frame and consecutively transmit until the counter value is same or more than the pre-emption threshold. The lower priority frame will be transmitted once before it is starting to transmit the highest priority frame again shown in Figure 8 .
Simulation and Result
Simulation Program Architecture
In intra-cluster communications, there are two kinds of communication will be performed. VN is able to communicate with another VN in the same cluster in direct communication or using VC to forward the data to another VN.
In inter-cluster communications, VN is able to communicate with another VN in another cluster. In this simulation, the packet from source VN will be forwarded to the VC of its cluster. VC will forward the packet to another VC of another cluster, then forward again to the destination VN. After the first TDMA frame sent, the module will call the Frame () function shown in Figure 9 to prepare and send the next TDMA frame. In Frame () func- tion, the new request in IntraReq1 () function will be compared with the old request in Copy () function, and then accommodate all the request by calling Paste1() function. After that, the request will be sorted again by Sort () function and take the first ten on the list to send. In Frame () function, the threshold will be checked. If the counter is less than the threshold, the counter will add the value by 1 or the counter value will be reset to 0.
Intra-Cluster
Inter-Cluster
In inter-cluster communications, TdmaHelper (), TdmaHelper2 () and TdmaHelper3 () function is an initiate function to send the first frame of TDMA for each cluster, just like intra-cluster communications. In this function IntraReq1 () (cluster 1) and IntraReq2 () (cluster 2) function is called to check the communications request that sent by VN to the VC. Allocate2D () (cluster 1) and AllocateArray () (cluster 2) function is to put that request into an array and then sorted according to its priority by Sort () (cluster 1) and Sort2 () (cluster 2) function and take the first ten on the list to send. Copy () (cluster 1) and Copy2 () (cluster; 2) function called to store the request list temporary, later this list will be compared with the new request list in the next TDMA frame to know whether there are a new VN or some VN left the cluster.
When TdmaHelper () function in process, it will call TdmaHelper2 () function to process the other cluster. AllocateCombine () function is to allocate an array to put the time slots order from all the cluster together. SetCombine () function will combine the time slots order.
After the first TDMA frame sent, the module will call the Frame () function shown in Figure 10 to prepare and send the next TDMA frame. At this stage, the process is similar to intra-cluster communication. The difference is in inter-cluster communication it will process two different clusters and in the end, it will combine together. In Frame () function, the threshold will be checked. If the counter is less than the threshold, the counter will add the value by 1 or the counter value will be reset to 0.
Simulation Parameter and Result
This section explains about two simulations used by using Network Simulation 3 (NS3). The inter-cluster simulation will perform both intra-cluster and intercluster communications. This simulation used to evaluate intra-cluster and inter-cluster performance using parameters as shown in Table 2 .
To perform intra-cluster and inter-cluster communications, we consider the scenario as a segment of one-way highway traffic. Each vehicle communicates within its communication range by sending UDP packets. The number of vehicles on the highway remains constant during the simulation time. In this section, we set all VN inside VC's transmission range.
Intra-Cluster Simulation
In this intra-cluster model, half of the nodes sent high priority packets and the other half sent low priority packets. In this simulation also perform simulation Figure 10 . Intra-cluster frame function. Figure 11 illustrates the average queue length of the simulation result. The length of the queue increases as the number of nodes increases, especially in WAVE. In WAVE the rapidly increasing of the queue length caused by random back off time of CSMA/CA mechanism. In TDMA, the average queue length of low priority nodes increased when the threshold is increased (high threshold).
In another hand the average queue length of the high priority nodes is decreased. The increasing of the threshold will raise the number of high priority time slots to be processed. This will make the queue of high priority nodes emptied faster but will make the queue of low priority nodes slower.
The result in Figure 12 shows that the average queuing delay increases along with increasing the number of nodes. According to the result, the delay of the high priority communications that use high threshold is lower than high priority communications that use low threshold. And the other hand, the delay of the low priority communications that using high threshold is higher than low priority communications that using low threshold. This is happened because of the increasing of the threshold will raise the number of high priority time slots will be processed by sacrificing the low priority time slots.
As shown in Figure 13 , the packet loss is increased because of congestion as the number of nodes increased. WAVE performance falls on highest packet loss in a higher number of nodes. High priority TDMA showed the best performance by lowest packet loss, but the low priority TDMA experienced higher packet loss. This is happened because the low priority TDMA been sacrificed for better performance of the high priority TDMA.
The result in Figure 14 illustrates that the throughput decreases as the number of nodes increase. The performance of TDMA surpasses the WAVE starts from 40 nodes, but the performance of high priority TDMA surpasses all of the access methods start from 30 nodes. On the other side, the low priority TDMA surpasses the WAVE performance start from 50 nodes.
Inter-Cluster Simulation
In inter-cluster communication simulation, the number of nodes is divided into three clusters. 50% nodes in each cluster will do the intra-cluster communica-tion. Half of it sends high priority packets while the others send low priority packets. Another 50% nodes in each cluster will do inter-cluster communication.
Half of it sends high priority packets while others send low priority packets.
Average queue length of the simulation results shown in Figure 15 . The length of the queue increases as the number of nodes increases. Even the low priority that been sacrificed for better performance of high priority is still has a Figure 14 . Throughput of intra-cluster communications. The result in Figure 17 illustrates that the average queuing delay increases as the number of nodes increase. WAVE suffers the longest delay from back off time that makes it cannot surpass the TDMA delay. WAVE even cannot outperform the low priority TDMA that been sacrificed for better performance of high priority TDMA. Figure 18 illustrates the average delay of the queue from every cluster in the high threshold of the simulation result. Cluster 2 has a higher average delay compare with the other cluster in both of high priority and low priority simulations. The packet forwarding process experienced by the coordinator of the cluster 2 causes this. Member of cluster 2 needs to wait longer to get a turn to send packets.
As shown in Figure 19 , packet loss increases as the number of nodes increase.
WAVE performance falls on highest packet loss in a high number of nodes. In the low number of nodes, WAVE surpasses the total packet loss of TDMA but the packet loss increases rapidly along with increasing the number of nodes because of congestion. High priority TDMA showed the best performance by lowest packet loss, but the low priority TDMA experienced higher packet loss and has better result comparing to WAVE when the number of nodes reaches 75. This is happened because the low priority TDMA been sacrificed for better performance of the high priority TDMA.
The result in Figure 20 illustrates that the throughput decreases as the number of nodes increase. The performance of TDMA with high priority surpasses the number of nodes. The TDMA throughput decreases slowly along with the increasing of the number of nodes and approaching stationary condition. In the other hand, the WAVE throughput decreases from node 30 to 75. Inter-cluster communication has lower average queue length and delay comparing to inter-cluster simulation result. This happened because of intra-cluster communication occurs more intense. If a node wants to do inter-cluster communication, the node needs to reserve a time slot of intra-cluster to send the packets to the coordinator before the coordinator forward it to the destination.
Conclusions
This journal proposed a new scheme to increase the TDMA performance using scheduling that assigned priority to the different types of traffic that separated it into two categories: high and low priority traffic. TDMA System will provide time slots based on traffic priority on a cluster-based communications. A new scheme to perform inter-cluster communications also proposed with reserving some part of the TDMA time slots for doing the forwarding between vehicle coordinator (VC). By giving priorities could significantly improve the performance of the traffic that considered as essential/important to be processed.
In intra-cluster communication, the proposed scheme has better performance compared to WAVE when the number of nodes is high. In inter-cluster communication, the proposed scheme has better performance compared to WAVE in queue length, delay, and throughput. In packet loss, when the number of nodes is low, WAVE surpasses the total packet loss of TDMA but the packet loss increases rapidly along with increasing the number of nodes.
