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Motivation
In the last the fast growing of the amount of information, such as online data bases with millions of images or documents, has leaded to the unfeasibility to process this information in a fast and effective way. Machine learning algorithms, like matrix factorization (MF), have demonstrated their effectiveness in tasks as dimensionality reduction, manifold learning, dictionary learning and clustering. There are different approaches to perform MF, which include principal component analysis (PCA), non-negative matrix factorization (NMF) [13] , singular value decomposition (SVD), and independent component analysis (ICA) [11] . However, most of these methods are linear, so the non-linear patterns among the data are not well extracted. Furthermore, kernel methods are very useful in data analysis and machine learning tasks, given their properties and advantages. Particularly, kernel methods allow to model non-linear patterns by means of mapping data to higher-dimensional spaces, allow a better representation of different kinds of data using specialized kernels and promote a more modular scheme that separates algorithms from data representation. An intuitive step is to extend matrix factorization with kernels in such a way matrix factorization methods become able to recognize nonlinear patterns among data, this kind of methods are known as kernel matrix factorization (KFM). KMF methods such as kernel matrix factorization (KMF) [27, 7] , kernel PCA (KPCA) [21] , kernel SVD (KSVD) [23] , have demonstrated their capability extracting non-linear patterns, translated in better a performance when compared to their linear counterparts.
Problem
KMF methods have high computational cost, the time and space required to compute kernel matrices is quadratic in terms of the number of examples. This leads to the impossibility of directly using these methods when the number of samples is large.The challenge is to devise effective and efficient mechanisms to perform matrix factorization in high dimensional feature spaces implicitly defined by kernels.
Objectives
This challenge guided the main objective of this investigative work.
To design, implement and evaluate a new KMF method that is able to compute an kernel-induced feature space factorization to a large-scale volume of data.
The specific objectives of this investigative work were:
To adapt a matrix factorization algorithm to work in a feature space implicitly defined by a kernel function.
To design and implement an algorithm which calculates a kernel matrix factorization using a budget restriction.
To extend the in-a-budget kernel matrix factorization algorithm to do online learning.
To evaluate the proposed algorithms in a particular task that involves kernel matrix factorization.
Contributions

Design of a new KMF algorithm, called online kernel matrix factorization (OKMF).
2. Efficient implementation of OKMF using CPU.
3. Efficient implementation of OKMF using GPU. Chapter 3 Online Kernel Matrix Factorization: on this chapter a description of the proposed KMF method, the factorization, optimization problem, optimization problem solution with SGD, OKMF algorithm and OKMF properties. OKMF is an algorithm that is able to handle the matrix factorization in a kernel-induced feature space to a large volume of data, under a reasonable amount of time and memory resources. OKMF addresses the memory problem imposing a budget restriction, this is, restricting the number of samples needed to represent the feature space base. This set of samples is called budget, which is a set of representative points of size p n, where n is the total number of instances. With respect to the computation time, OKMF uses a stochastic gradient descent (SGD) strategy for optimizing its cost function [3] , allowing OKMF to scale linearly with respect the number of samples.
Chapter 4 Experimentation: this chapter displays the experimentation. It describes the task, data sets, performance measure, compared algorithms, parameter tuning and results and discussion. To evaluate OKMF, a clustering task was proposed. This clustering task was carried out over 5 data sets, that range from medium to large-scale. We compared OKMF with other kernel and large-scale clustering methods, such as kernel k-means [6] , kernel convex non-negative matrix factorization (CNMF) [7] and online k-means [22] . This experiments were aimed to test the performance of OKMF in this task and stand out the scalability OKMF provides.
Chapter 5 Conclusions: this chapter displays the conclusions of the investigative work recorded in this thesis.
State of the Art
This chapter is intended to provide a frame of reference to a special kind of kernel method, known as kernel matrix factorization.
Kernel methods
Kernels are functions that map from a space named input or problem space to a higher dimension space, named feature space. The only condition that this kind of function must follow is the feature space must be an inner-product vector space. These kinds of functions are useful given that the patterns found in the input space usually are not linear, but in the feature space these patterns usually are linear [23, 1] . The following equation shows the notation for the map from input to feature space.
As said before, the patterns found in the input space usually are nonlinear, and many very well studied and robust methods are incapable of discovering nonlinear patterns. To solve this problem an intuitive step is to use these methods in the very-high dimensional spaces that are mapped by the kernels. However, calculating the explicit map from the input space to the feature space is expensive, and given the feature space is a very-high dimensional space is not practical to do so [1, 2] . Despite of this, many algorithms use information that can be extracted from the inner product of the vectors instead of using them. Because of this, is useful to have some functions that taking two vectors from the input space can calculate the values of the inner product of the corresponding vectors in the feature space. These functions are named kernel functions [23, 1] .
A natural way to store the values of the inner products in the feature space is the use of a matrix, such an element i,j has the value of the inner product of the vectors i,j. This kind of matrix is commonly named as Gram matrix, in the case of storing the values of the Kernel mapping from problem to feature space [23] inner products of a kernel is named kernel matrix. This matrix is square and its order is the cardinality of the set of vectors that constitute the input space [23] . The use of kernels in machine learning is very broad, given their capability of linearization of nonlinear patterns. As mentioned before, many algorithms can use information from the inner product, so they can use as input the kernel matrix containing the pairwise inner products of the vectors in the feature space. This procedure is known as kernel trick [23, 1] . This enhances algorithm's behavior, making the nonlinear patterns linear. Also, the use of kernels promotes a modular approach that differentiates the representation of data from the algorithm [23] . There are many methods that can use kernels and benefit from them. The most known method that uses kernels is the Support Vector Machines (SVM), this method uses the kernels to find the vectors that lay on the edge of the classes and find a hyperplane that separate the classes. 
Matrix factorization
The matrix factorization is a widely studied problem in linear algebra and there are many methods to accomplish this. Nowadays matrix factorization is commonly used in machine learning because it allows doing dimensional reduction and is capable of finding the principal components, hidden concepts, prominent features, or latent variables of the data [25] . Given the data is commonly represented as a matrix, the most common approach to accomplish the previously mentioned items is to model the data as a linear combinational model, this is decompose the matrix in other matrices with a lower rank.
There are many well studied algorithms which can be used to do dimensional reduction, finding principal components, hidden concepts, prominent features and latent variables. We can mention methods like Principal Component Analysis (PCA), singular value decomposition (SVD), Linear Discriminant Analysis (LDA), Independent Component Analysis (ICA) [11] , among others [25, 23] . Some problems that arise from using this kind of methods is that the subtractive combination is allowed, this causes that this kind of models are very difficult to analyze and interpret [25] . One of the most used methods of matrix factorization is the Non-Negative Matrix Factorization (NMF). This family of methods tries to factorize a matrix in two matrices with a lower rank such none of the matrices have negative values [25, 8] . Many of these methods are linear so many of the nonlinear patterns are not extracted [25, 27] . Additionally, these methods usually are applied to input spaces, where is very common to have nonlinear patterns. Also these methods are equivalent to other methods like k-means, a clustering method [8] .
Kernel matrix factorization
Given the linearity of the matrix factorization methods is intuitive to use these methods over kernel matrices. Here we present related work in the area of kernel matrices factorization (KMF). There is some work on this topic with promising results that surpass the performance of the previously mentioned of matrix factorization [27] . In this work the approximation used to do the matrix factorization on the kernel matrix is not viable to work with large data sets given that the factorization is computed over the entire matrix. This work also shows some experimental results showing the improvement of the method of factorization on kernel matrices over the classical non-negative matrix factorization. The method considers a factorization of the form φ(X) T φ(X) = φ(X) T W φ H, this method uses a modification of the multiplicative rules proposed by Lee et al. [13] . Another of the seminal works in the field of KMF is the method proposed by Ding et al. [7] , this method uses a factorization of the form Φ(X) = Φ(X)W G T . The method was evaluated in a clustering task and is compared against k-means. This method, called CNMF, performs better than k-means, when using a linear kernel. Xia et al. propose on [26] a different method to compute a kernel matrix factorization based on the standard non-negative matrix factorization of [7] . They use a different norm to solve the problem and compare their results with the standard non-negative matrix factorization and k-means in a clustering task with many data sets. The authors conclude that their kernel matrix factorization method performs better than the other methods with all data sets. Also there are kernel extensions of standard matrix factorization methods, where we can find kernel PCA (KPCA) and kernel SVD (KSVD) [21, 23] used in task as feature extraction for pattern recognition and novelty detection [10] . Other work on the topic of KMF is the work presented by An et al. [2] , in this article the authors present an algorithm called Multiple Kernel Non-negative Matrix Factorization (MKNMF) that perform the kernel matrix factorization over a set of kernels, choosing the best kernel for the task on an unsupervised manner. They evaluate their algorithm in a task of feature extraction for face classification. The article presented by Pan et al. [19] present an algorithm that deals with the problem of finding non-negative bases and coefficients in feature space, given that the previous work do not have a non-negativity restriction for the bases in feature space. The proposed algorithm is called Mercer Kernel Non-negative Matrix Factorization (mkNMF) and this algorithm has non-negativity constraints on both the bases and coefficients. They present experimental results showing better performances over state-of-the-art methods for face and facial expression recognition. The work of Li et al. [16] present an adaptation of NMF with kernels, they named it algorithm kernel high-order non-negative matrix factorization (KHONMF). KHONMF provides some modifications to classical KMF [7, 27] in order to simplify the calculations. The authors proposed the algorithm aiming to do feature extraction and classification of microarray data. They conclude KHONMF generally performs better than NMF and other KMF algorithms. Liang et al. [17] present an NMF algorithm in feature space called kernel discriminant nonnegative matrix factorization (KDNMF). This algorithm uses an objective function restricted with non-negativity constraints and discriminant constraints. The KDNMF algorithm uses geometrical structure and seeks a trade-off between the reconstruction error and the geometrical structure. The paper of Lee et al. [14] presents an application of KNMF to extract spectral features of time-frequency representation of electroencephalogram. They evaluated their method using a linear kernel and show that KNMF has a better performance than the standard NMF. The paper titled "Online-Updating Regularized Kernel Matrix Factorization Models for Large-Scale Recommender Systems" by Rendle et al. [20] present an extension of regularized matrix factorization using kernels named kernel regularized matrix factorization (KRMF). The algorithm proposed in this article computes the factorization using an online approach. This algorithm is evaluated using a task of recommendation. Jun et al. [12] proposed two methods, P-NMF and KP-NMF, which are projective variations of NMF [13] and KMF [27] . These methods were compared with NMF and PCA in a classification task using 1-nearest-neighbor scheme in several face data bases. The authors claim that P-NMF and KP-NMF extract more useful features hidden in the original data using a non-linear kernel induced mapping, also KP-NMF outperforms NMF and PCA in the classification task. The article presented by Li et al. [15] uses a similar approach to Ding et al., but constructs a new kernel that represent, in a non-supervised approach, the manifold of the feature space, this method is called Manifold Kernel Concept Factorization. The evaluation of MKCF was in a clustering task of four data sets, two of text and two of images. They compared MKCF with clustering methods likek-means, spectral clustering and concept based clustering. The authors conclude that MKCF results have a better interpretable results and show better clustering results than other clustering algorithms. Two works that aim to improve the factorization resource requirements, the first one is the work presented by Zhu et al. [28] . It proposes an approximate algorithm for kernel matrix factorization, the advantage of the proposed method is a reduction of the required memory used storing the kernel matrix, instead of using an amount of memory proportional to the square of the number of samples, uses an amount proportional to the number of samples and inverse to the number of processors used in the computation. Another remark of this approach is the parallelization of the algorithm. The evaluation of this method was the time required to compute the factorization and in a classification task. Other work that approaches to improve the factorization resource requirements is the work of Wang et al. This work proposed ECKF a KMF method [24] . ECKF is an algorithm that aims to solve the evolutionary clustering problem, this is, clustering a large stream of instances. This algorithm uses a low-rank matrix approximation to perform the factorization and scale to a large amount of data. To evaluate ECKF a evolutionary clustering task was used. Clustering is the most common evaluation task to evaluate the KMF methods, being classification and feature extraction other common tasks. Almost every work on KMF uses a complete kernel matrix to calculate the factorization, leading to the impossibility of applying this methods to large amounts of data.
This section is dedicated to describe the details of online kernel matrix factorization (OKMF), including the proposed factorization, the optimization problem, the optimization using stochastic gradient descent (SGD) [3, 4] . OKMF is a effective and efficient method to compute a kernel-induced feature space factorization. In the following discussion we assume a kernel function k : X × X → R, which induces a mapping Φ : X → F from the problem space, X , to a feature space, F. For simplicity's sake, we assume X = R m and F = R n . Also, a set of l samples in the problem space is noted as X corresponding to a matrix in R m×l , and a subset, called a budget, is noted as B ∈ R m×p .
Factorization
To understand OKMF, let's consider a factorization of the feature space into a product of a linear combination of feature space vectors and a low-dimensional latent space representation. This factorization has three terms, the first is the mapping of the budget into the feature space, the second is a weight matrix and, the third matrix is the latent space representation of every point in feature space. Equation 3-1 shows this factorization.
Φ(X) = Φ(B)WH (3-1)
where Φ(X) ∈ R n×l is the mapping of problem space into feature space , Φ(B) ∈ R n×p is the mapping of the budget B into the feature space and B satisfies the budget restriction, i.e, |B| |X|. W ∈ R p×r is a weight matrix. Finally, H ∈ R r×l is the latent space representation for every element of Φ(X).
Optimization problem
With the factorization in equation 3-1 we state the following loss function J(W, H). The closest the factorization is to the original matrix, the lower this loss function would be.
where · 2 F denotes the squared Frobenius Norm.
In order to find the proper W and H we need to minimize the loss function, this leads us to the following optimization problem
SGD optimization
This problem can be solved by using common optimization techniques like gradient descent (GD) or stochastic gradient descent (SGD). Our choice is SGD given its advantages in time and memory required. To solve the problem in equation 3-3, we need to express it in terms of a single point of X,
To get the update rules for the terms W and h i , the partial derivatives of J(W, h i ) with respect W and h i must be calculated
In the previous equations we can replace Φ(B) T Φ(B) by the matrix k(B, B) ∈ R p×p defined as k(B, B) = {k(b i , b j )} i,j , where b i ∈ R m corresponds to the i-th column of B. In the same way we can replace Φ(B)
T Φ(x i ) by k(B, x i ) defined in a similar way. This means that we can avoid computing the explicit mapping of data into feature space and use the more common approach of kernel trick, leading us to the following equations
With the equations 3-7 and 3-8 we can construct the rules to update rules for the terms W and h i . Given SGD evaluates the gradient one sample at the time, each h i it's going to be used only once, this leads us to optimize h i for the current W by equating equation 3-7 to 0 and solving h i . The found solution for h i is the update rule for this term
The update rule for the term W is a standard SGD rule
(3-10)
Algorithm
The OKMF algorithm takes as inputs the problem space X, the budget matrix, the learning rate γ, regularization parameters λ and α and the number of epochs and use the rules found in equations 3-9 and 3-10 alternatively to compute the kernel-induced feature space factorization. The output correspond to the matrices W and H. The algorithm 1 presents the OKMF algorithm in pseudocode.
Algorithm 1 Online kernel matrix factorization 1: procedure OKMF(X, budget, W, γ, λ, α, epochs)
2:
KB ← k(budget, budget)
3:
for e ← 1, epochs do
4:
for all x i ∈ X do 5:
end for for all x i ∈ X do 11:
12:
end for 14: return W and H 15: end procedure
Considerations
Using a budget leads to two main advantages, the first is the memory saving, given it is not necessary to store the complete kernel matrix of size n × n, but a smaller kernel matrix of the budget of size p × p, which is a significant reduction if p n. This also implies reduction in the time for computing the matrix products that involve this matrix. However, this leads to two problems, the budget size selection and the selection of the budget itself. The first problem can be solved by the exploration of the budget size in order to minimize the reconstruction error. To solve the second problem, we studied two ways, the first is randomly pick p instances of the original data, the second is applying k-means fixing k to the budget size. Using SGD as the method to optimize also implies a memory saving when performing the KMF, instead of keeping in memory a kernel matrix of the budget against all the data with a size of p × n, OKMF only needs a kernel vector of the budget against the current instance of size p. This is specially practical when the amount of data is in the order of millions. In any moment OKMF needs in memory two matrices and a vector, the kernel matrix of the budget, of size p × p, the matrix W, of size p × r, and the kernel vector of the budget against the current instance, of size p. This means the amount of memory OKMF requires is O(p 2 + pr + p). This memory required is a lot less than the standard KMF methods, that require O(n 2 ).
Experimentation
Task
To evaluate the performance of OKMF a clustering task was selected, given it's one of the applications of matrix factorization. In the OKMF factorization the columns of the factors matrix, Φ(B)W, can be viewed as a set of cluster centers in the kernel-induced feature space. In turn, the latent space representation matrix H contains the information of the membership of each element to each cluster.
Data sets
Two kinds of data sets were selected in the experiments, medium and large-scale data sets. Five data sets were used, these range from 4177 to 581012 instances, from 2 to 7 classes and from 8 to 54 attributes, table 4-1 has the characteristics of the data sets used. The selected data sets are the following:
1. UCI's Abalone [18] : This data set has 4177 instances, 3 classes and 8 attributes. This data set was built with the objective of predicting the age of an abalone from physical measurements.
2. UCI's Wine Quality [18, 5] : This data set has 4898 instances, 3 classes and 11 attributes. This data set was intended to use in a classification or regression of the quality of Portuguese "Vihno Verde" from physicochemical properties.
3. Seismic [9] : This data set consists of 98528 instances, 3 classes and 50 attributes. This data set was initially built for the task of classifying the types of moving vehicles in a distributed, wireless sensor network.
4. UCI's Covertype [18] : This data set consists of 581012 instances, 7 classes and 54 attributes. The data set initially intended for the prediction of forest cover type from cartographic variables.
5. Synthetic: This data set was created for this work. It consists of 5000 instances, 2 classes and 2 attributes. Each instance is a 2D point. This data set has a non-linear separable pattern, which is two concentric disk-like point cloud. The figure 4-1 shows this data set. 
Performance measure
The selected performance measure is the clustering accuracy. The clustering accuracy measures the ratio between the number of correctly clustered instances and the total number of instances, showed in the equation 4-1.
where cf i is the found label and c i the ground truth, N the number of data points. δ(·) is 1 when the found label cf i matches c i . map(·) is the best match of the found clusters and the ground truth computed using the Hungarian Algorithm.
Compared algorithms
Given the evaluation task is clustering, we compared OKMF with clustering and kernel matrix factorization algorithms. All algorithms were implemented in Python using Anaconda's MKL Extension. Also, the experiments were executed on a computer with Intel Core i5 with four cores at 3.30GHz and 8GB of memory. The selected algorithms are the following:
1. Kernel k-means [6] : this is a kernel variation of k-means.
2. Kernel convex non-negative matrix factorization (CNMF) [7] : this is a kernel matrix factorization algorithm.
3. Online k-means [22] : this a online version of k-means.
4. Online kernel matrix factorization: the proposed method, two variants were used, OKMF-R and OKMF-K. OKMF-R is OKMF with a budget that is a randomly picked sample of the complete data set. OKMF-K is OKMF with a budget that is a set of cluster centers calculated with k-means.
The kernels used with the kernel methods are the linear kernel (equation 4-2) and the Gaussian kernel (equation 4-3).
Parameter tuning
Both the OKMF parameters, learning rate γ, regularization parameters λ and α, and Gaussian kernel parameter σ were tuned in order to minimize the average OKMF loss of 10 runs. For kernel k-means and kernel CNMF the Gaussian kernel σ parameter was tuned to maximize the average accuracy of 10 runs. The budget size parameter of OKMF was fixed to 500, this budget size roughly 10 % of the smaller data set and is less than the 1 % of the biggest data set.
Results and discussion
The experiments consists of 30 runs, the average clustering accuracy and average clustering time are reported. Also, given the kernel matrices require O(n 2 ) memory space to be stored, the corresponding experiments for kernel k-means and kernel CNMF on the Seismic and Covertype data sets were not performed. Table 4 -3: Average clustering time of 30 runs. Results for CNMF and Kernel k-means are not reported for the larger data sets, since it was not possible to evaluate them on the whole data set.
The table 4-2, shows OKMF has a competitive performance compared to other clustering and kernel methods. In three of the five data sets clustered, OKMF surpasses in average the other methods. In the synthetic data set, the performance of OKMF is not comparable with other kernel methods. The algorithms that use the Gaussian kernel have higher performance that the linear methods, in the Wine Quality data set, CNMF with Gaussian kernel surpasses greatly the linear methods and kernel methods using the linear kernel. Also, in the Seismic data set, OKMF with Gaussian kernel have better performance than online k-means, a linearlarge-scale clustering algorithm. OKMF can take advantage of the performance boost when using kernels, with a low memory consumption. It's also notable that the performance of OKMF using a budget randomly selected and OKMF using a budget selected using k-means cluster centers are comparable and the budget selection scheme doesn't greatly affects the average clustering accuracy. In the table 4-3, online k-means is the fastest algorithm, however, in all cases, OKMF with the Gaussian kernel outperforms it with the average clustering accuracy. When comparing OKMF with CNMF, another KMF algorithm, OKMF is faster. In the case of the Synthetic data set, with 5000 samples, OKMF is 13.55 times faster than CNMF when using the Gaussian kernel. The figure 4-5, shows a comparison between the factorization time CNMF and OKMF takes, when using a linear kernel, the behavior of CNMF is quadratic whilst OKMF have a linear behavior with respect the number of instances. Another important aspect of OKMF regarding the factorization time, is the number of epochs it takes to converge. OKMF being a SGD algorithm, doesn't have to process all instances many times, the figure 4-2 is a graphic of the OKMF loss versus the number of epochs, the empirical evidence shows OKMF needs 2 to 5 epochs to converge to a minimum, this translates in lower factorization times with respect batch algorithms, like CNMF. Figures 4-3 and 4-4 presents some graphics of the impact of budget size on the average It's visible that with a small budget it's possible to achieve good results and increasing the budget size can deteriorate the performance. Also, the time is affected when varying the budget size, it shows a quadratic-like behavior when increasing the budget size. However, this is not as important than the factorization time behavior when increasing the number of instances, given the budget is intended to be a smaller set. The main contribution of this investigative work was the design, implementation and evaluation of OKMF , a new KMF method. This method has a budget restriction, which is a set of representative points of size p n, where n is the total number of instances. Having this budget translates in an important memory saving when using kernels, given OKMF only needs matrices k(B, B), W and the vector k(B, x), having a memory requirement O(p 2 + pr + p). Also, OKMF, being an SGD algorithm, can scale linearly with respect the number of instances, allowing to use OKMF with large number of instances. Despite of having tested OKMF in a clustering task, the factorization scheme is general and can be applied to any other MF application. Experimental results shows OKMF has a competitive performance compared to other kernel factorization methods, without their high computational cost. Also, this experimentation confirms that OKMF can scale linearly with respect the number of instances. Another experimentation result is the two budget selection schemes tested are equivalent, so the additional computation cost regarding the cluster centers computation with k-means is not necessary.
