In this paper we give a geometrical interpretation of all the second elliptic integrable systems associated to 4-symmetric spaces. We first show that a 4symmetric space G/G 0 can be embedded into the twistor space of the corresponding symmetric space G/H. Then we prove that the second elliptic system is equivalent to the vertical harmonicity of an admissible twistor lift J taking values in G/G 0 ֒→ Σ(G/H). We begin the paper with an example: G/H = R 4 . We also study the structure of 4-symmetric bundles over Riemannian symmetric spaces. MSC: 53C21; 53C28; 53C35; 53C43; 53C30
Introduction
The first example of second elliptic integrable system associated to a 4-symmetric space was given in [7] : the authors showed that the Hamiltonian stationary Lagrangian surfaces in C 2 are solutions of one such integrable system. Later they generalized their result to complex two-dimensional Hermitian symmetric spaces, [9] . In [12] , we presented a new class of geometric problems for surfaces in the Euclidean space of dimension 8 by identifying R 8 with the set of octonions O, and we proved that these problems are solutions of a second elliptic integrable system. Using the left multiplication in O by the vectors of the canonical basis of Im O we defined a family {ω i , 1 ≤ i ≤ 7} of canonical symplectic forms in O. This allowed us to define the notion of ω I -isotropic surfaces, for I {1, ..., 7}. Using the cross-product in O we defined a map ρ : Gr 2 (O) → S 6 from the Grassmannian of planes in O to S 6 . This allowed us to associate to each surface Σ in O a function ρ Σ : Σ → S 6 . In the case of ω I -isotropic surfaces, ρ Σ takes values in a subsphere S I = S(⊕ i / ∈I,i>0 Re i ) ≃ S 6−|I| . We showed that the surfaces in O such that ρ Σ is harmonic (ρ-harmonic surfaces) are solutions of a completely integrable system S. More generally we showed that the ω Iisotropic ρ-harmonic surfaces are solutions of a completely integrable system S I . Hence we built a family (S I ) indexed by I, of set of surfaces solutions of an integrable system, all included in S = S ∅ , such that I ⊂ J implies S J ⊂ S I . Each S I is a second elliptic integrable system (in the sense of C.L. Terng) . This means that the equations of this system are equivalent to the zero curvature equation :
for all λ ∈ C * , and where α λ = λ −2 α ′ 2 + λ −1 α −1 + α 0 + λα 1 + λ 2 α ′′ 2 . By restriction to the quaternions H ⊂ O of our theory we obtain a new class of surfaces: the ω I -isotropic ρ-harmonic surfaces in H. Then ρ(Gr 2 (H)) = S 2 and |I| = 0, 1 or 2. For |I| = 1 we obtain the Hamiltonian Stationary Lagrangian surfaces in R 4 and for |I| = 2, the special Lagrangian surfaces. By restriction to Im H, we obtain the CMC surfaces of R 3 . Besides, in [13] , we found a supersymmetric interpretation of all the second elliptic integrable systems associated to 4-symmetric spaces in terms of super harmonic maps into symmetric spaces. This led us to conjecture that this system has a geometric interpretation in terms of surfaces with values in a symmetric space, such that a certain associated map is harmonic as this is the case for Hamiltonian stationary Lagrangian surfaces in Hermitian symmetric spaces or for ρ -harmonic surfaces of O.
In this paper we give the answer to this conjecture. More precisely, we give a geometric interpretation -in terms of vertical harmonic twistor lifts -of all the second elliptic integrable systems associated to 4-symmetric spaces. Indeed given a 4-symmetric space G/G 0 , and its order four automorphism τ : G → G, then the involution σ = τ 2 gives rise to the symmetric space G/H, with H = G σ . Then we prove that the second elliptic integrable system associated to the 4symmetric space G/G 0 is exactly the equation of vertical harmonicity for an admissible twistor lift in G/H. More precisely, given a 4-symmetric space G/G 0 , and its associated symmetric space G/H, then G/G 0 is a subbundle of the twistor space Σ(G/H). We prove that the second elliptic integrable systems associated to G/G 0 , is the system of equations for maps J : C → G/G 0 ⊂ Σ(G/H) such that J is compatible with the Gauss map of X : C → G/H, the projection of J into G/H, i.e. X is J-holomorphic (admissible twistor lift), and such that J is vertically harmonic. We prove also that an admissible twistor lift J : C → G/G 0 is harmonic if and only if it is vertically harmonic and X : C → G/H is harmonic. We begin the paper with an example: R 4 . This case was just mentioned briefly at the end of [12] as a restriction of the difficult problem in O. In this paper we study this problem independently and in detail. However, we also present a formulation of this problem in terms of twistor lifts which seems to be the appropriate formulation. Besides, in dimension 4 we have unicity of the twistor lift (in Σ + (G/H) and Σ − (G/H) respectively) so we are in this case in the presence of a theory of surfaces (and not, as in the general case, a theory of twistor lift). Hence we can speak about ρ-harmonic surfaces in this dimension (which are exactly the solutions of the second elliptic integrable system). In our work we are led to prove some theorems on the structure of 4-symmetric bundles. Indeed we want to answer the following questions. Given a Riemannian symmetric space, do there exist 4-symmetric bundles over it? In other words, does its twistor bundle contain 4-symmetric subbundles, and if yes, how can we characterize these 4-symmetric components? are they isomorphic? How are they distributed in the twistor space ? Do they form a partition of the twistor space? The 4-symmetric spaces have been classified (at least in the compact case, see [11, 16] ). However, our point of view is different: we want to keep an intrinsic point of view as long as possible, therefore we deal with the Riemannian symmetric space and a (locally) 4-symmetric bundle defined over it, and we try to forget as much as possible the order four automorphism of the Lie algebra. Our aim is to give a formulation of our problem which is as general and intrinsic as possible. For example, our definition of vertical harmonicity holds for any Riemannian manifold. Moreover we prove the following characterization: to define a (locally) 4-symmetric bundle over M is equivalent to give ourself J 0 ∈ Σ(T p0 M ), an (orthogonal) almost complex structure in T p0 M , which leaves invariant the curvature. We obtain the following picture: the submanifold of the twistor bundle leaving invariant the curvature is the disjoint union of all the maximal (locally) 4-symmetric subbundle, which are orbits (under the action of some subgroups of Is(M )). Each isomorphism class of orbits defines a different second elliptic integrable system. Our paper is organized as follows. In Section 1 we deal with the ρ-harmonic surfaces in R 4 . Section 2 contains our main result: the interpretation of the second elliptic integrable systems associated to a 4-symmetric space in terms of vertical harmonicity of an admissible twistor lift. Then Sections 3 and 4 are devoted to the study of the structure of 4-symmetric bundles over symmetric spaces. The last Section presents some examples of 4-symmetric bundles.
1 ρ-harmonic surfaces in H 1.1 Cross product, complex structure and Grassmannian of planes in H
We consider the space R 4 = H with its canonical basis (1, i, j, k) (which we denote also by (e i ) 0≤i≤3 ). Let P = q ∧ q ′ be an oriented plane of H (itself oriented by its canonical basis) then there exists an unique positive complex structure 1 I P ∈ Σ + (P ) on the plane P . It is defined by I P (q) = q ′ , I P (q ′ ) = −q if (q, q ′ ) is orthogonal. Next, we can extend it in an unique way to a positive (resp. negative) complex structure in H = P ⊕ P ⊥ , J + P (resp. J − P ) given by
(P ⊥ is oriented so that = P ⊕ P ⊥ is positively oriented). Hence we obtain a surjective map:
Gr 2 (H) being the Grassmannian of oriented planes in H, and in the same way a surjective map J − : Gr 2 (H) → Σ − (H). Besides, we have
where q× L q ′ = −Im (q · q ′ ) = Im (q ′ · q) is the left cross product (it is a bilinear skew map from H × H to Im H). Indeed, if (q, q ′ ) is orthonormal then q× L q ′ = −q · q ′ ∈ S(Im H) so L q× L q ′ is a complex structure in H and it is positive
Thus we obtain a diffeomorphism:
Under this identification, the map (2) becomes
We can do the same for Σ − (H). We obtain that
is the right cross product (it is a bilinear skew map from H × H to Im H). Then we have the same identification between Σ − (H) and S 2 , as in (3) . Under this identification J − becomes ρ − :
Action of SO(4)
Recall the following 2-sheeted covering of SO(4):
We have the two following representations of Spin(3) ε :
Then the map ρ ε is Spin(3)-equivariant: for all q, q ′ ∈ H, g = L a R b ∈ SO(4),
Hence we have ∀g ∈ SO(4),
(where we have extended χ ε to SO(4) in an obvious way:
The action of Spin(3) + = SU (R 4 , R e ) (resp. Spin(3) − = SU (R 4 , L e )) on Σ − (H) (resp. Σ + (H)) is trivial. Hence SO(4) acts on Σ ε (H) only by its component Spin(3) ε (in the same way it acts on S 2 ε only by its component Spin(3) ε via χ ε ). In fact, the equality gJ + q∧q ′ g −1 = J + g(q∧q ′ ) results immediately from the definition of J + q∧q ′ and the fact that g is a positive isometry. This natural equality which is equivalent to what we called the fundamental property in [12] :
, is characteristic of dimension 4: in this case it is possible to associate in a natural way (which depends only on the metric and the orientation) to each plane a complex structure, which is not possible in higher dimension. In dimension 8, we must choose an octonionic structure in R 8 to do that (see [12] ).
The Grassmannian Gr 2 (H) is a product of spheres
is a diffeomorphism.
Hence, since SO(4) acts transitively on Gr 2 (H), we have proved that ρ + × ρ − is injective and that (in the previous sequence of implications, the last proposition implies the first one so all the propositions are equivalent). This completes the proof.
As it is the case in [12] , it is useful here to introduce a functionρ ε on Spin(3) ε corresponding to ρ ε : we defineρ εe : Spin(3) ε → S 2 byρ εe (g) = χ ε g (e) (where e ∈ S(Im H) = S 2 ), i.e. under the identification Spin(3) ε = S 3 we haveρ εe (a) = int a (e) = aea −1 , which is nothing but the Hopf fibration S 3 → S 3 /S 1 (e). If ρ ε (e 1 ∧ e 2 ) = e thenρ εe (g) = ρ ε (g(e 1 ∧ e 2 )). In the following, we will forget the index e. Hence, if we take e 1 ∧ e 2 such that ρ ε (e 1 ∧ e 2 ) = e for ε = ±1 (i.e. e 1 ∧ e 2 = (1 ∧ e) ⊥ which means also that (e, e 1 , e 2 ) is a direct orthonormal basis of Im H) then we have the following commutative diagram:
Let us now consider the restriction to Im H = R 3 of this diagram. First the universal covering (4), which gives the covering (a, a) → int a .
Then supposing in addition that e 1 , e 2 ∈ Im H, the restriction to
Finally the restriction to ∆ 3 ofρ + ×ρ − gives the Hopf fibrationρ : a ∈ S 3 → aea −1 ∈ S 2 . So by restriction to R 3 , we obtain the classical commutative diagram:
Remark 1 Besides if we use Σ ε (H) instead of the sphere S 2 the Hopf fibratioñ
where (e i ) 1≤i≤3 = (i, j, k) and ω ε i = ·, J ε 1∧ei · (i.e. ω + i = ·, L ei · , ω − i = ·, R ei · ). Let us set, for I {1, 2, 3},
then Q ∅ = Gr 2 (H), Q {k} = {P ∈ Gr 2 (H), Lagrangian for ω ε k }, and Q ε {k,l} is the set of special Lagrangian planes (more precisely the ω ε k -Lagrangian planes P such that det C 2 (P ) = ±i under the identification:
is the circle of positive complex structures which anticommute with L ei ; and for I = {i, j} ⊂ {1, 2, 3},
We denote by G ε I the subgroup of Spin(3) ε which conserves ω ε i , for all i ∈ I; this is the subgroup of Spin(3) ε which commutes with L ei , for all i ∈ I. Then G ε I = S 3 , S 1 , {±1} for |I| = 0, 1, 2 respectively. We can also consider instead of Spin(3) ε the group SO(4) (which is equivalent to add the component Spin(3) −ε which is useless), then we have G ε I = SO(4), U (2, J ε 1∧ei ), SU (2, J ε 1∧ei ) for |I| = 0, 1, 2 respectively. Let e ∈ S( i / ∈I Re i ). The inner automorphism, IntJ ε 1∧e , defines on G ε I an involution which gives rise to the symmetric space S I = G ε I /G ε I∪{k} and in the Lie algebra of G ε I , g ε I , to the eigenspace decomposition of AdJ ε 1∧e : g ε I = g ε 0 (I) ⊕ g ε 2 (I) with g ε 0 (I) = ker(AdJ + 1∧e − Id), g ε 2 (I) = ker(AdJ ε 1∧e + Id). Let us introduce G ε I = G ε I ⋉ R 4 the group of affine isometries of which the linear part is in G ε I , and its Lie algebra: g ε (I) = g ε I ⊕ R 4 . Consider the automorphism of the group G ε I : τ ε e = Int(−εJ ε 1∧e , 0) with e ∈ S( i / ∈I Re i ). This is an order four automorphism which gives us an eigenspace decomposition of g ε (I) C :
We fix a value of ε = ±1. Then let us define as in [12] :
surfaces are the Hamiltonian stationary Lagrangian surfaces in C 2 , and for |I| = 2, these are the special Lagrangian surfaces in C 2 (see above for the identification R 4 ≃ C 2 ). If it could be an ambiguity as concerned the value of ε = ±1, we will use the qualificatifs "left" and "right" respectively to design these two values. A lifted conformal left (resp. right) ω I -isotropic immersion -LCω I -(if I = ∅ we will say a lifted conformal immersion or simply a lift) is a map U = (F, X) :
We have obtained the following result in [12] : 
Let us recall the proof given in [12] .
Proof. To fix ideas, we take ε = 1. α is a Maurer-Cartan form if and only if it satisfies the Maurer-Cartan equation. In this case, it can be integrated by U = (F, X) :
, q 0 , q ′ 0 = 0 and ρ(q 0 , q ′ 0 ) = e. Thus we have (α ′′ −1 = 0 and α ′ −1 = 0) ⇐⇒ dX = e f (qdu + q ′ dv) with f ∈ C ∞ (Ω, R), (q, q ′ ) orthonormal and ρ(q, q ′ ) =ρ e (F ) i.e. ρ X =ρ e (F ). This proves the first point. Hence we have the decomposition
Furthermore, using the commutation relations [g k (I),g l (I)] ⊂g k+l (I),
the coefficients of λ −1 , λ 0 , λ are respectively the projections of dα + α ∧ α on g −1 , g 0 , g 1 respectively so they vanish and hence
is the extended Maurer-Cartan form of β = F −1 .dF , the Maurer-Cartan form of the lift F ∈ G I of ρ X ∈ S I . According to [6] , we know that ρ X is harmonic if and only if dβ λ + β λ ∧ β λ = 0, ∀λ ∈ C * . This proves the second point and completes the proof.
Remark 3
The restriction to Im H = R 3 of the left (or right) cross product gives us the usual cross product in R 3 . Hence a surface in Im H is left (resp. right) ρ-harmonic if and only if it is a constant mean curvature surface. In the same way, it is easy to see that a surface in S 3 is left (resp. right) ρ-harmonic if and only if it is a constant mean curvature surface.
Remark 4
We can apply now the Dorfmeister-Pedit-Wu method (DPW) to obtain a Weierstrass representation of ρ-harmonic surfaces (see [6, 7, 9, 12, 13] ). There are non-trivial technical difficulties in establishing DPW, such as proving loop group splittings ( [6, 14] ).
Second Elliptic Integrable Systems

4-symmetric spaces and twistor spaces
Definition 2 Let M be a Riemannian symmetric space. We will say that a Lie group G acts symmetrically on M or that M is a G-symmetric space if G acts transitively and isometrically on M and if there exists an involutive automorphism of G, σ, such that H the isotropy subgroup at a fixed point p 0 ∈ M , satisfies (G σ ) 0 ⊂ H ⊂ G σ . We will say also that G/H is a symmetric realisation of M . We will say that a G-homogeneous space N = G/G 0 is a 4-symmetric bundle over the G-symmetric space M if there exists an order four automorphism τ of G, such that (G τ ) 0 ⊂ G 0 ⊂ G τ , and (G, τ ) gives rise to the symmetric space M , i.e. σ = τ 2 and G 0 ⊂ H. A G-homogeneous space N = G/G 0 is a locally 4-symmetric space if there exists an order four automorphism of the Lie algebra g = Lie G, τ : g → g such that g τ = Lie G 0 . We will say that G/G 0 is a locally 4-symmetric bundle over the G-symmetric space M if τ 2 = σ (and G 0 ⊂ H).
Let us consider M a G-symmetric space with τ : g → g an order four automorphism such that τ 2 = σ. The automorphism τ gives us an eigenspace decomposition of g C :
k whereg k is the e ikπ/2 -eigenspace of τ . We have clearlyg 0 = g C 0 ,g k =g −k and [g k ,g l ] ⊂g k+l . We define g 2 , m and g 1 bỹ
it is possible becauseg 2 =g 2 andg −1 =g 1 . Let us set g −1 =g −1 , g 1 =g 1 (i.e. we forget the "˜"), h = g 0 ⊕ g 2 . Then
is the eigenspace decomposition of the involutive automorphism σ, h is the Lie algebra of H, the isotropy subgroup of G at a reference point p 0 , and m is identified to the tangent space T p0 M . Besides we remark that τ |m ∈ Σ(m) (since τ |m C = −iId g−1 ⊕ iId g1 ) 4 , which gives us the following theorem (proved in section 3.2). 
is an injective immersion and a morphism of bundle. Moreover, if the image of G in Is(M ) (the group of isometry of M ) is closed, then i is an embedding.
The second elliptic integrable system associated to a 4-symmetric space
We give ourself M a Riemannian G-symmetric space with τ : g → g an order four automorphism such that τ 2 = σ, and N = G/G 0 the associated locally 4-symmetric space given by theorem 3. We use the same notations as in Section 2.1. Then let us recall what is a second elliptic system according to C.L. Terng (see [15] ).
It is equivalent to say that the 1-form
satisfies the zero curvature equation:
for all λ ∈ C * . We will speak about the (G, τ )-system (τ is an automorphism of Lie G = g) when we will look for solutions of the (g, τ )-system in G, i.e. maps U : C → G such that their Maurer-Cartan form is solution of the (g, τ )-system, in other words when we integrate the zero curvature equation (6) in G. We will call (geometric) solution of the second elliptic integrable system associated to the locally (4) .
Hence the additional condition added to the Maurer-Cartan equation by the zero curvature equation (6) is
The first example of second elliptic system was given by F. Hélein and P. Romon (see [7, 9] ): they showed that the equations for Hamiltonian stationary Lagrangian surfaces in 4-dimension Hermitian symmetric spaces are exactly the second elliptic system associated to certain 4-symmetric spaces. Then in [12] , we found another example in O: the ρ-harmonic surfaces in O, which by restriction to H gave us the ρ-harmonic surfaces in H (studied in section 1) which generalize the Hamiltonian stationary Lagrangian surfaces in C 2 .
Definition 4 Let M be a Riemannian manifold and ∇ its Levi-Civita connection which induces a connection on End(T M ). Let us define for each
is a vector subspace of End(T p M ) and we can consider the orthogonal projection on this subspace). Given L a Riemannian surface and J : L → Σ(M ) we set
where Tr is the trace with respect to the metric on L (in fact, we take the vertical part of the rough Laplacian) . We will say that J is vertically harmonic if ∆J = 0. This notion depends only on the conformal structure on L.
Definition 5 Let (L, j) be a Riemann surface, M an oriented manifold and X : L → M an immersion. Let J : L → X * (Σ(M )) be an almost complex structure on the vector bundle X * (T M ). Then we will say that J is an admissible twistor lift of X if one of the following equivalent statements holds:
J is an extension of the complex structure on the oriented tangent plane P = X * (T L) induced by j, the complex structure of L, or equivalently J induces the complex structure j in L.
(iii) X is a conformal immersion and J stabilizes the tangent plane X * (T L), i.e. for all z ∈ L, J z stabilizes X * (T z L) and induces on it the same orientation, which we will denote by J X * (T L) (iv) X is a conformal immersion and J is an extension of the unique positive complex structure I P of the tangent plan P = X * (T L).
Finally, we will say that a map J : L → Σ(M ) is an admissible twistor lift if its projection X = pr M • J : L → M is an immersion and J is an admissible twistor lift of it.
Theorem 4 Let L be a simply connected Riemann surface and (G, τ ) a locally 4-symmetric bundle over a symmetric space M = G/H. Let J 0 ∈ Σ(T p0 M ) be the complex structure corresponding to −τ |m (see Section 2.1). Let be J X :
Then the two following statements are equivalent:
• J X is an admissible twistor lift.
Furthermore, under these statements, J X :
Proof. For the first point, let us make F −1 acting on the equation 
Now, let us compute the connection X * ∇ on X * (End(T M )), in terms of the Lie algebra setting. Let A be a section of X * (End(T M )) and Y a section of
In particular, 6 ∇ ∂ ∂z J X = −2AdF (ad m α ′ 2 • τ |m ) (because ad m g 0 commutes with τ |m whereas ad m g 2 anticommutes with it) and thus
Hence, since ad m is injective 7
This completes the proof. 6 In all the proof, we will merge
z is a local holomorphic coordinate in L. 7 We can do this hypothesis without loss of generality, see section 3.1.
Remark 6
The equivalence (7) holds for any map J X : L → i(G/G 0 ). Indeed, we have not used the fact that J X is an admissible twistor lift to prove this equivalence.
and using α ′′ −1 = α ′ 1 = 0, we obtain
This completes the proof.
3 Structure of 4-symmetric bundles over symmetric spaces
4-symmetric spaces
Let G be a Lie group with Lie algebra g, τ : G → G an order four automorphism with the fixed point subgroup G τ , and the corresponding Lie algebra
The automorphism τ gives us an eigenspace decomposition of g C for which we use the notation of section 2.1. Then g = h⊕m is the eigenspace decomposition of the involutive automorphism σ = τ 2 . Let H be a subgroup of G such that (G σ ) 0 ⊂ H ⊂ G σ then Lie H = h and G/H is a symmetric space. We will often suppose that G 0 and H are chosen such that
Under this identification the canonical G-invariant connection of M is just the flat differentiation in M × g followed by the projection on [m] along [h] (which is defined in the same way as m) (see [4] ). For the homogeneous space N = G/G 0 we have the following reductive decomposition
As for the symmetric space G/H, we can identify the tangent bundle T N with the subbundle [g 1 ] of the trivial bundle N × g, with fibre Adg(g 1 ) over the point y = g.G 0 ∈ N . The symmetric space M = G/H is Riemannian if it admits a G-invariant metric, which is equivalent to say that m admits an Ad(H)-invariant inner product or equivalently, that Ad m (H) be relatively compact 9 . We remark that the Levi-Civita connection coincides with the previous canonical G-invariant connection and in particular is independent of the G-invariant metric chosen. We will always suppose that the symmetric spaces M which we consider are Riemannian. We will in addition to that suppose that the Ad(H)-invariant inner product in m is also invariant by τ |m (such an inner product always exists when Ad m (H) is relatively compact, see the appendix). We will also suppose that M is connected, then G 0 acts transitively on M and so we can suppose that G is connected. We want to study the Riemannian symmetric spaces M such that there exists a 4-symmetric space (G, τ ) which gives rise to M in the same way as above. For that, let us recall the following theorem:
(a) The group Is(M ) of all the isometries of M is a Lie group and acts differentiably on M . 
First convenient hypothesis.
There may be more than one Lie group G acting symmetrically on a Riemannian symmetric space M . Besides, we have a convenient way to work on Riemannian symmetric spaces: it is to consider that G is a subgroup of the group of isometries of M , Is(M ), which is equivalent to suppose that G acts effectively on M , i.e. H, the isotropy subgroup at a fixed point p 0 does not contain non-trivial normal subgroup of G (see [2] ). It is always possible because the kernel K of the natural morphism φ H : G → Is(M ) is the maximal normal subgroup of G contained in H 10 , and G ′ = G/K acts transitively and effectively on M = G/H with isotropy subgroup H ′ = H/K. Thus M = G ′ /H ′ and since K ⊂ H ⊂ G σ , then σ gives rise to an involutive morphism σ ′ :
Now, let us suppose that there exists an order four automorphism τ : G → G such that σ = τ 2 . Then it gives rise to an isomorphism τ ′ : G/K → G/τ (K). We would like that τ (K) = K. It is the case if τ (H) = H: K and τ (K) are respectively the maximal normal subgroups of G contained in H and τ (H) respectively, and so if τ (H) = H then K = τ (K).
Let us suppose that τ (K) = K, then τ gives rise to an order four automorphism τ ′ :
Let us come back to the general case (i.e. we do not suppose that τ (K) = K). Since τ (h) = h, we have τ (H 0 ) = H 0 and thus denoting by K 0 the maximal normal subgroup of G contained in H 0 (we have K 0 ⊂ K 0 ⊂ K ∩ H 0 ), then τ (K 0 ) = K 0 for the same reason as above (in particular, if K 0 = K i.e. K ⊂ H 0 , then we are in the previous case: τ (K) = K). Hence τ gives rise to an order four automorphismτ : G/K 0 → G/K 0 and we are in the case considered above if we consider the symmetric spaceM = G/H 0 (instead of M ). Let us precise this point. IndeedM is a (G/K 0 )-symmetric space andG = G/K 0 acts effectively on it (the isotropy subgroupH = H 0 /K 0 does not contain non-trivial normal subgroup of G/K 0 ): as above σ gives rise to an involutive automorphismσ ofG = G/K 0 such thatH = (Gσ) 0 andτ is an order four automorphism of G/K 0 such thatτ 2 =σ. Finally, as above we obtain a family of 4-symmetric bundlesÑ =G/G 0 overM whenG 0 describes the set of all possible choices: (Gτ ) 0 ⊂G 0 ⊂Gτ ∩H. Moreover, the involutionσ of G/K 0 gives rise also to the G/K 0 -symmetric space M (i.e. (Gσ) 0 ⊂ H/K 0 ⊂Gσ or equivalently M belongs to the family of G/K 0symmetric spaces defined byσ (of whichM is a discrete covering)). In the same way, we have τ (G σ ) = G σ and thus we can do the same as above for the symmetric space
Nevertheless, in general, it is possible that τ (K) = K and then τ does not give rise to an order four automorphism of G ′ = G/K but only to the isomorphism τ ′ : G/K → G/τ (K). However, the tangent map T e τ ′ = T eτ is an order four automorphism of the Lie algebra Lie(G/K) = Lie(G/τ (K)) = Lie(G/K 0 ) = g/k, and we have (T e τ ′ ) 2 = T e σ ′ , thus N/K = (G/K)/π K (G 0 K) is a locally 4-symmetric bundle over M (Lie π K (G 0 K) = g Teτ ′ ).
Hence we have two good settings to study the Riemannian symmetric spaces M over which a 4-symmetric bundle can be defined, if we want to work only with subgroups of Is(M ).
The first possibility is to consider that we begin by giving ourself an order four automorphism τ : G → G and that we always choose the Riemannian symmetric spaceM = G/H with H = (G τ 2 ) 0 (respectively M min = G/H with H = G τ 2 ). In other words, in the family of G-symmetric space corresponding to σ = τ 2 (i.e. (G σ ) 0 ⊂ H ⊂ G σ ), we choose the "maximal" oneM = G/(G σ ) 0 , which is a discrete covering of all the others (respectively the "minimal" one M min = G/G σ , of which all the others are discrete coverings). Then according to what precedes, we can always suppose that G is a subgroup of Is(M ) (respectively of Is(M min )).
The second possibility is to work with locally 4-symmetric spaces. In other words we begin by a Riemannian symmetric space over which there exists a locally 4-symmetric bundle. It means that we work with the following setting: a Riemannian symmetric spaces M with G a subgroup of Is(M ) acting symmetrically on M and an order four automorphism τ : g → g, such that τ 2 = σ. To define the locally 4-symmetric space N in this setting, we must tell how we define G 0 . We will set
First, we have to verify that if τ can be integrated by an automorphism of G, also denoted by τ , then we have
• τ = τ and since AdH stabilizes m, we have Ad m g • τ |m • Ad m g −1 = τ |m by taking the restriction to m of the preceding equation. Conversely, suppose that g ∈ H and Ad m g • τ |m • Ad m g −1 = τ |m , then Ad(g.τ (g) −1 ) • τ |m = τ |m so since τ |m is surjective, Ad(g.τ (g) −1 ) |m = Id m and since the adjoint representation of H on m is injective (because we suppose that G is a subgroup of Is(M ), and thus H is a subgroup of Is p0 (M )) it follows that g.τ (g) −1 = 1. Finally, g ∈ G τ ∩ H. Thus our definition (11) is coherent with our convention which holds when τ can be integrated by an automorphism of G.
Besides, it is easy to see that
Further, let π :G → G be the universal covering of G, and D = ker π. Then τ can be integrated byτ :G → G. Setσ =τ 2 , then σ • π = π •σ and T 1 σ = T 1σ = (T 1τ ) 2 .G acts almost effectively on M with isotropy subgroup H = π −1 (H) and almost effectively onM =G/H 0 which is the universal covering of M (see [10] ). Besides, ifG does not act effectively onM , then we take D 0 the maximal normal subgroup ofG included inH 0 , and then we quotient by it, so that we obtain an effective action ofG/D 0 onM andτ gives rise to an automorphism ofG/D 0 , according to above. Thus we are in the first possibility. Besides it is easy to see that ∀g ∈G, Adg = Adπ(g) (more precisely T 1 π • Adg = Adπ(g) • T 1 π and we identifyg and g so that T 1 π = Id). Thus
. Hence the 4-symmetric spaceG/G 0 is a discrete covering of the locally 4-symmetric space G/G 0 and we have the following commutative diagram:
In conclusion, the two possibilities are equivalent, but we will use the second one because it works with any symmetric space M , whereas the first one needs that we choose a certain covering of M (for example its universal covering).
Remark 7
We see that in the preceding reasoning (this using the universal coveringG) we need only the automorphism of Lie algebra τ (and not the symmetric space M ). Hence, we can consider that we work in the Lie algebra setting and give ourself an order four automorphism τ of g. Remark 8 Let us consider M a G-symmetric space, G ⊂ Is(M ), and τ : g → g an order four automorphism such that τ 2 = σ. Then we have τ |m ∈ Σ(m) (τ |m C = −iId g−1 ⊕ iId g1 ) and it is easy to see that
In other words, under the identification h ≃ ad m h ⊂ so(m), τ |h is the restriction to h of Ad(τ |m ) : so(m) → so(m). Hence τ is determined by τ |m . Besides τ |h is the tangent map of the isomorphism τ H :
for g ∈ H 0 (and more generally for g ∈ Ad 
is the Lie subalgebra of so(m) which (acting by derivation) leaves invariant ad m ([·, ·] |m×m ) ∈ (Λ 2 m * ) ⊗ so(m).
Theorem 7 Let M be a G-symmetric space, G ⊂ Is(M ), and τ : g → g an order four automorphism such that τ 2 = σ. Then τ |m ∈ Aut(m) and τ can be extended in an unique way to the Lie algebra Der(m) ⊕ m endowed with the Lie bracket Proof. First τ |m ∈ Aut(m): that follows from the fact that τ is an automorphism, so τ • ada • τ −1 = adτ (a) , ∀a ∈ g. Second, Der(m) ⊕ m is a Lie subalgebra . We have to check that the Jacobi identity is satisfied. It is a straightforward computation (see [10] ). Then we have to check that τ is an automorphism if and only if τ m ∈ Aut(m). If τ m ∈ Aut(m) then
Finally τ is an automorphism and the unique extension of τ (because it is determined by τ |m , see remark 8).
Conversely if τ is an automorphism of Lie algebra then
Thus τ m ∈ Aut(m). The last assertion of the theorem follows from what precedes. This completes the proof. 
And obviously, if these two conditions are satisfied then we have τ h = τ |h (where τ = τ g is given by the theorem 7). 
Second convenient hypothesis.
An other convenient hypothesis on G is to consider that it is a closed subgroup of Is(M ) (and not only an immersed subgroup). It is always possible to work with this hypothesis. Let us make precise this point. Let σ p0 be the symmetry of 
(see [10, 2] ). The result of this is that σ : G → G is the restriction of σ Is(M) to G ⊂ Is(M ) (they induce σ p0 on M = G/H and the identity on H, thus, since G is locally isomorphic to M × H, they are identical, see also [10] ). Moreover there exists an unique subgroupḠ of Diff(M ) such that for any G-invariant Riemannian metric b on M , the groupḠ is the closure of G in Is(M, b): Is(M, b) is closed in Diff(M ) and so the closure of G in Is(M, b) is its closure in Diff(M ) and thus it does not depend on b (see [2, 10] ). Then σ extends in an unique way to an involutive morphismσ :Ḡ →Ḡ, which is the restriction of σ Is(M) toḠ. Hence denoting byĤ the isotropy subgroup ofḠ at p 0 ,Ĥ = Is p0 (M ) ∩Ḡ, we have according to (14) , (Ḡσ) 0 ⊂Ĥ ⊂Ḡσ. Besidesσ gives rise to the symmetric decomposition LieḠ = LieĤ ⊕ m. In addition to that, we haveĤ =H. Indeed, let Φ : U × Is p0 (M ) → Is(M ) be a local trivialisation of Is(M ) → M , such that Φ(p 0 , h) = h, and Φ(U × H) = Φ(U × Is p0 (M )) ∩ G (take Φ(p, h) = φ(p).h, with φ : U → G a local section such that φ(p 0 ) = 1). Further, if g ∈ Is p0 (M ) ∩Ḡ and (g n ) is a sequence of G ∩ Φ(U × Is p0 (M )) such that g n → g, then Φ −1 (g n ) = (u n , h n ) ∈ U × H converges to Φ −1 (g) = (p 0 , g), thus h n → g so g ∈H. Moreover,H is a closed subgroup of Is p0 (M ), thus it is compact. Hence, we have the symmetric realisation M =Ḡ/H and Ad m (H) is compact: we have showed that the hypothesis "Ad m (H) relatively compact" and "Ad m (H) compact" give the same symmetric spaces. Moreover, by using the preceding reasoning (to proveĤ =H) it is easy to see that if Ad m (H) is compact then G is closed in Is(M ) (see also [10] ) so that the hypothesis "Ad m (H) is compact" and "G is closed in Is(M )" are in fact equivalent. Besides, the closure of G is the same in Is(M ) and in Is(M ) withM = G/H 0 : since M andM are complete (a Riemannian homogeneous space is complete) then Is(M ) and Is(M ) are complete (see [10] ), and thus the closure of G in one of this group is the completed of G. Now, let us suppose that we have a locally 4-symmetric bundle over M . Then denoting byτ := τ |LieḠ the extension of τ to LieḠ (given by theorem 7), the subgroup fixed byτ (defined by (11) ) is the closure of G 0 : 
Remark 11
In particular, if we suppose that we have an order four automorphism τ of G, such that τ 2 = σ, then since τ is uniformly continuous, it extends into an order four automorphismτ :Ḡ →Ḡ (because Is(M ) is complete) and obviouslyτ 2 =σ.
The following theorem precises the link between the Lie algebra setting and the one of the Riemannian symmetric space M (first point of theorem 9), which will allow us (in theorem 10) to translate the theorem 7 in terms of the setting of M . The two last points (of theorem 9) characterize the "satisfying cases": any element in Aut(m) defines an automorphism in Is(M ) (an example of "unsatisfactory" case is given by M = R 2n−r × T r , see section 4.2).
Theorem 9 Let us consider M a Riemannian symmetric space andM its universal covering.
• The curvature operator (in M ) is given by R p0 (·, ·) = −ad m ([·, ·] |m×m ) and thus 12 Der Let us consider M a G-symmetric space with G ⊂ Is(M ) and τ : g → g an order four automorphism such that τ 2 = σ. Then the extension τ of τ , given by theorem 7 defines a maximal locally 4symmetric bundle over M . Indeed let g be the maximal subalgebra of Is(M ) invariant by τ , and G the subgroup of Is(M ) generated by it. Then G is a closed subgroup of Is(M ) acting symmetrically on M : since G is connected, it is invariant by σ Is(M) (and it contains G) thus it acts symmetrically on M , then G is closed as an immediate consequence of the maximality and theorem 8. Therefore, τ |g defines a maximal locally 4-symmetric bundle over M , with the realisation M = G/H. We can also define a minimal locally 4-symmetric bundle over M , by considering the subalgebra g ′ ⊕ m 0 (where g ′ is the semisimple part of Is(M ) and m 0 the Euclidean part of m). Using the notation of remark 10, we have, sinceH is compact, s(H) = s(H), hence using the same method as forĤ, we can easily show thatĜ 0 := s −1 (τ |m )∩ H =Ḡ 0 and thus s(H) =H/Ḡ 0 . Finally, the new locally 4-symmetric space is G/Ḡ 0 . This completes the proof. Proof of theorem 9 For the first point see [10] . For the following points, see sections 4.1 and 4.2. Proof of theorem 10 The first assertions are nothing but the translation of theorem 7, using theorem 9. Then, we have to prove thatḠ/Ḡ 0 is the closurē N of N = G/G 0 in G/G 0 . Let π J0 : G → G/G 0 be the projection map, then we have π J0 (G) = G/G 0 ∩ G = G/G 0 (according to definition (11) ) and thus π J0 (Ḡ) ⊂ π J0 (G) =N but π J0 (Ḡ) =Ḡ/G 0 ∩Ḡ =Ḡ/Ḡ 0 (according to definition (11) andĜ 0 =Ḡ 0 ). HenceḠ/Ḡ 0 ⊂N . These are together subbundle (over M ) of N and using a trivialisation of N = G/Ḡ 0 → M (same reasoning as for H) it is easy to see that the fibre ofN (over p 0 ) isH/Ḡ 0 which implies that G/Ḡ 0 =N . This completes the proof.
Theorem 10 In conclusion, given any (even-dimensional) Riemannian symmetric space M , to define over it a locally 4-symmetric bundle is equivalent to
Remark 12 According to the definition (11), τ |m and −τ |m give rise to the same group G 0 . Moreover τ |m = (τ −1 ) |m and in particular if τ integrates in G then From now, we will always suppose that G is a closed subgroup of Is(M ) 0 . The result of this is that the isotropy subgroup of G at the point p 0 , H = Stab G (p 0 ) is compact and can be identified (via the adjoint representation on m, resp. via the linear isotropy representation) to a closed subgroup of O(m) (resp. of O(T p0 M )). Then according to theorem 10, to study the case of non-closed subgroup of Is(M ) 0 (or equivalently the non-closed locally 4-symmetric bundle over M ), we have just to consider the non-closed subgroups of our closed group G, acting symmetrically on M , and whose Lie algebra is invariant by τ .
Twistor subbundle
We give ourself a locally 4-symmetric bundle N = G/G 0 (defined by an order four automorphism τ and by (11) ) over a symmetric space M = G/H. We will show that G/G 0 is a subbundle of the twistor bundle Σ(G/H) . Under the isomorphism between T M and [m] = {(g.p 0 , Adg(ξ)), ξ ∈ m, g ∈ G}, T p0 M is identified to m: ξ ∈ m → ξ.p 0 ∈ T p0 M is an isomorphism of vector spaces. Then to τ |m ∈ Σ(m) (resp. to −τ |m = τ −1 |m ∈ Σ(m)) corresponds J 0 ∈ Σ(T p0 M ), and more generally to Adg • τ |m • Adg −1 ∈ Σ(Adg(m)) (resp. Adg • τ −1 |m • Adg −1 ) corresponds gJ 0 g −1 ∈ Σ(T g.p0 M ). Thus we have defined a map
which according to the definition (11) of G 0 gives rise under quotient to the injective map:
Moreover, i is an embedding. Indeed, G acts smoothly on the manifolds Σ(M ) and so the map g ∈ G → gJ 0 g −1 ∈ Σ(M ) is of constant rank. Thus i : G/G 0 → Σ(M ) is an injective map of constant rank and so it is an injective immersion. We can add that i : G/Stab G (J 0 ) → G.J 0 is an homeomorphism if the orbit G.J 0 is locally closed in Σ(M ) (see [5] ). We will show directly that i(G/G 0 ) = G.J 0 is a subbundle of Σ(M ). First, let us precise the fibration G/G 0 → G/H . We have the isomorphism of bundle: G/G 0 ∼ = G × H H/G 0 . In particular, the fibre type of G/G 0 is H/G 0 . Besides i is a morphism of bundle (over M ). Since i is also an injective immersion, we can identify the fibres of G/G 0 and i(G/G 0 ) respectively over the point g.p 0 ∈ M . The fibre of i(G/G 0 ) over p = g.p 0 is Let us recapitulate what precedes:
is an embedding and a morphism of bundle from G/G 0 into Σ(M ). Besides the fibre of i(G/G 0 ) over the point p = g.p 0 is gS 0 g −1 , with S 0 = Int(H)(J 0 ) and J 0 ∈ Σ(T p0 M ) corresponding to τ |m ∈ Σ(m) (resp. to τ −1 |m ) . (11), then i is not injective in general: to obtain an injective map i, we must consider the locally 4-symmetric space G/π −1 K (G ′ 0 ) = (G/K)/G ′ 0 where K = ker Ad m and G ′ 0 is the subgroup of H ′ = H/K defined by (11) . In particular, we see that in general a 4-symmetric space G/G 0 is not a submanifold of a twistor space (see section 5). Moreover, we can see the aim of our definition (11) (and in particular of our convention G 0 = G τ ∩ H): it is to obtain an injective map i.
Remark 15
For any covering π :G → G,G acting symmetrically on M , we haveρ J0 (G) = ρ J0 (G) = i J0 (G/G 0 ) : the locally 4-symmetric subbundle of Σ(M ), i J0 (G/G 0 ) does not depend on the choice of the group G (we have chosen for G, the subgroup of Is(M ) generated by g).
Moreover, ρ J0 (G) = i J0 (N ) is a maximal locally 4-symmetric subbundle in Σ(M ). Now, suppose that we work with a non-closed subgroup G ′ ⊂ Is(M ),
In others words, taking the closure of G ′ in Is(M ) is equivalent to take the closure of N ′ in N according to theorem 10 which is equivalent to take the closure of i J0 (N ′ ) in i J0 (N ). 
where π 0 :G/G 0 → G/G 0 is given by (12) . 15 In fact, hS 0 h −1 means obviously T h.p 0 π • (hS 0 h −1 ) • T h.p 0 π −1 . π Σ allows to consider the fibres Σ(TxM ) as included in the fibre Σ(TxM ), with x = π(x). with π 0 :G/G 0 → G/G 0 the morphism of bundle (over π :M → M ) given by (12) . Then given any solution α of the (g, τ )-system (6), let us integrate it iñ G and G respectively,Ũ : L →G, U : L → G withŨ(0) = 1, U (0) = 1 (0 is a reference point in L), we haveπ •Ũ = U . Then let us project these lifts inG/G 0 and G/G 0 respectively: we obtain the geometric solutionsJ : L →G/G 0 and J : L → G/G 0 respectively and we have π 0 •J = J. Then let us embed these into the twistor spaces Σ(M ) and Σ(M ) to obtain the admissible twistor lifts JX : L → iJ 0 (G/G 0 ) and J X : L → i J0 (G/G 0 ) respectively which are related by π Σ •JX = J X , and in particular π •X = X.
Splitting of M into the 3 types of symmetric spaces
In the following theorems and corollaries, we study the behaviour of the automorphism τ with respect to the de Rham decomposition of M . 16 as usual, we suppose that G is connected Theorem 13 Let us consider the decomposition of (g, σ) into the sum of orthogonal (for the Killing form) ideals of the compact, non-compact and Euclidean types respectively: g = l 0 ⊕ l − ⊕ l + and let l α = h α ⊕ m α be the eigenspace decomposition of the involution σ |lα . Suppose now that we have an order four automorphism τ : g → g with τ 2 = σ. Then τ (l α ) = l α , τ (h α ) = h α , τ (m α ) = m α for α = 0, −, +. Hence τ m = ⊕ α τ mα , with τ mα ∈ Σ(m α ), and τ |lα is the automorphism of l α defined by τ mα according to theorem 7 and we have τ 2 |lα = σ |lα . Moreover, we have Aut(m) = α Aut(m α ).
Corollary 1 Let M be a G-symmetric space, G ⊂ Is(M ) and τ : g → g an order four automorphism with τ 2 = σ. LetM be its universal covering, which has a symmetric realisationM =G/H 0 , with π :G → G a covering of G, H = π −1 (H) andG ⊂ Is(M ), such that τ integrates intoτ :G →G. Then the decomposition of g into 3 ideals of different types gives rise to the following decomposition ofG:G = L 0 × L − × L + which induces the following decompositions ofH 0 andG 0 =H 0 ∩Gτ , corresponding also to the decompositions h = ⊕ α h α and g 0 = ⊕ α (g 0 ) α :
Besidesσ andτ admit the decompositionsσ = ασ α and τ = ατ α , and
Theorem 14 Let us consider the decomposition of (g, σ) into the sum of orthogonal (for the Killing form) ideals:
with g 0 abelian and (g i , σ |gi ) irreducible, and let g i = h i ⊕ m i be the eigenspace decomposition of σ |gi . Suppose now that we have an order four automorphism τ : g → g such that τ 2 = σ.
There exists an unique decomposition of g:
is the automorphism of g ′ i defined by τ m ′ i according to theorem 7 and we have τ 2
Corollary 2 Let M be a G-symmetric space, G ⊂ Is(M ) and τ : g → g an order four automorphism with τ 2 = σ. Let M be its universal covering, which has a symmetric realisationM =G/H 0 , with π :G → G a covering of G, H = π −1 (H) andG ⊂ Is(M ), such that τ integrates intoτ :G →G. Then the decomposition of g,(18), gives rise to the following decomposition ofG:
which induces the following decomposition ofH 0 , corresponding also to the de-
Thenσ admits the decompositionσ = r i=0σ i (withσ i involution of L i ) and H i = (Lσ i i ) 0 . Moreover there exists an unique decomposition ofG:
Proofs of theorems 13,14 and corollaries 1,2 Use the fact that τ m leaves invariant the metric in m and the restriction to m of the Killing form. . Moreover we have the following obvious theorem (see also [11] ):
The semisimple case
Theorem 16 Let (g, σ) be an orthogonal symmetric Lie algebra. Then set g * = h ⊕ im and σ * = Id h ⊕ −Id im . Then (g * , σ * ) is an orthogonal symmetric Lie algebra. If (g, σ) is of the compact type then (g * , σ * ) is of the non-compact type and conversely. Now, for τ m ∈ End(m), set τ * m : iv ∈ im → iτ m (v). Then
and τ m ∈ Σ(m) if and only if τ * m ∈ Σ(im). In this case (τ m ∈ Aut(m) ∩ Σ(m)) let τ (resp. τ * ) be the automorphism of g (resp. g * ) defined by τ m (resp. τ * m ) and denoting by Proof. By duality, it is enough to prove the assertion for the compact type.
In this case letM be the universal covering of M , we haveM = H × H/∆(H) andσ : (a, b) ∈ G × G → (b, a). Then an automorphism τ : g → g must send g 1 = h ⊕ {0} either on g 1 or on g 2 = {0} ⊕ h and idem for g 2 , and thus for any automorphism we have τ 2 (g i ) = g i and hence we cannot have τ 2 = σ. This completes the proof. Remark 21 We can use the second elliptic integrable system in the Euclidean case to "modelize" this system in the general case. Indeed, let us consider M a Riemannian symmetric space of the semisimple type (then its isotropy subgroup H = Is p0 (M ) is essentially its holonomy group, i.e. they have the same identity component) with τ : g → g an order four automorphism such that τ 2 = σ. Then we can associate to the corresponding locally 4-symmetric bundle N over M , the 4-symmetric bundle over M 0 = m = H ⋉m/H : N 0 = H ⋉m/G 0 = S 0 ×m ⊂ Σ(m) × m, and to the second elliptic integrable system in N , its "linearized" in N 0 . We conjecture that the "concrete" geometrical interpretation (i.e. in terms of the second fundamental form of the surface X etc...) is the same for the linearized and the initial system. This is what happens in dimension 4.
The Euclidean case
(Σ(E 2l )×{J 0 |E 2l ⊥ })×M , where E 2l is the (unique) maximal subspace in R 2p invariant by J 0 . In partic- ular, Aut * (M ) ∩ Σ(M ) = Σ(R 2p ) × Σ(R 2q ) × M . Proof. Letπ :G → G
Remark 22
The second elliptic integrable system can be viewed as "a couplage" between the harmonic map equation in S 0 = H/G 0 and a kind of Dirac equation in g −1 : ∂zu 1 + [ū 0 , u 1 ] + [ū 1 , u 2 ] = 0. In the Euclidean case, the projection on the "group part", g = h ⋉ m → h, of the second elliptic system is only the harmonic map equation in H/G 0 . In other words, the second elliptic integrable system is only the harmonic map equation in H/G 0 and a kind of Dirac equation in C n ( ∼ = (g −1 , J 0 )). In particular, if we apply any method of integrable systems theory using loop groups (DPW, Dressing action etc..) or something else (spectral curves) to the second elliptic system in G/G 0 and then project in the group part (pr : H ⋉ m → H), we obtain the same method applied to the first elliptic integrable system in H/G 0 i.e. the harmonic map equation in H/G 0 . For example, if we apply the DPW method: given µ = (µ h , µ m ) a holomorphic potential, we have pr(W G/G0 (µ)) = W H/G0 (µ h ) where W G/G0 , W H/G0 are the Weierstrass representations for each elliptic system. Hence to solve the second elliptic system, we can first solve the harmonic map equation in H/G 0 , by using any method of integrable systems theory which gives us a lift h in H of a harmonic map in H/G 0 , and then we have to solve the Dirac equation with parameters u 0 , u 2 given by the lift : h −1 ∂ z h = u 0 + u 2 following h = g 0 ⊕ g 2 (see [12] ). However, the Dirac equation is not intrinsic since it depends on the lift h of the harmonic map (see [12] ). In the particular case where S 0 is a group and H = G 0 ⋊ S 0 , (for example S 0 = G 0 × G 0 /G 0 ), then we have a canonical lift and then the Dirac equation becomes intrinsic (see [12] ). It is in particular what happens for Hamiltonian stationary Lagrangian surfaces : in C 2 we have an intrinsic Dirac equation whereas in the others Hermitian symmetric spaces this equation does not exist (see [7, 8, 9] ). It is also what happens in [12] when we take for S 0 the subsphere S 3 ⊂ S 6 (S 6 embeds in Σ + (R 8 ) by the left multiplication in O).
Examples of 4-symmetric bundles
We use the notations of section 3.1.
The sphere
Let us consider M = S 2n = SO(2n + 1)/SO(2n) with G = SO(2n + 1), H = SO(2n) and the involution σ = Int(diag (Id 2n , −1) ). Then G σ = SO(2n) O − (2n)× {−1}. Hence H = (H σ ) 0 , M min = RP 2n and M max = S 2n . 18 We have also 
Real Grassmannian
More generally, let p, q ∈ N * such that pq is even and let us consider M = SO(p + q)/SO(p) × SO(q) = Gr p (R p+q ) (oriented p-planes in R p+q ). Since p and q play symmetric roles, we will suppose that p is even and that it has the biggest divisor in the form 2 r . We have dim M = pq and the following setting 
Then the associated order four automorphism is τ = Int(diag(J 1 , J 2 )). In particular, τ (H) = H and τ H = IntJ 1 ×IntJ 2 . Besides, Aut(m)∩Σ(m) has respectively 2(p+ q + 2) or 2(q + 1) connected components if q is even or q is odd respectively. Each connected component is an Ad m H-orbit and corresponds to the fibre of a different maximal 4-symmetric bundle over M . Moreover to fix ideas let us suppose that we have
Now let us compute G 0 according to (11) 
The existence of solutions of this last equation depends on p, q and r (we remark that if h 1 is a solution then the set of solutions is h 1 G τ ). One finds that the equation τ (h) = −h (q is even) has a solution in G σ if and only if dim E 1 = dim E 2 = q/2 and that this solution is in H if p/2 is even and in O − (p) × O − (q) (the other component of G σ ) if p/2 is odd. Hence, if p is divisible by 4, q is even and r = q/2 (i.e. J 0 ∈ χ(Σ(R p ) × OS q/2 (R q ))), we have G 0 = G τ h 1 G τ . In all the other cases we have G 0 = G τ . In conclusion, let us denote by N L (r, ε) := N (J 0 ) (resp. N R (r, ε)) the maximal 4-symmetric bundle over M corresponding to
if p is not divisible by 4 or q is odd, N α (r, ε) is given by (21), for all (α, r, ε), where P (Σ ε (x) × OS r (x ⊥ )) = Σ ε (x) × OS r (x ⊥ )/{±Id}. In the cases described by (22), G/G τ is not a submanifold of Σ(M ).
Complex Grassmannian
Let us consider M = SU (p + q)/S(U (p) × U (q)) = Gr p,C (C p+q ). We have dim M = 2pq and the following setting It is well known that the group of automorphisms of SU (p + q) has two components (the C-linear one and the anti-C-linear one) and is generated by the inner automorphisms and the complex conjugation: g ∈ SU (p + q) →ḡ ∈ SU (p + q). Lemma 1 Let J ∈ U (n), then J 2 = −Id (resp. J 2 = Id) if and only if there exists h ∈ U (n) such that hJh −1 = diag(iId l , −iId n−l ) for some l ∈ {0, . . . , n} (resp. hJh −1 = diag(Id r , −Id n−r ) for some r ∈ {0, . . . , n}).
Then the order four automorphism corresponding to J 0 is τ = Int(diag(J 1 , J 2 )), with 20 J 1 ∈ AdU (p)(iI l,p−l ) ∼ = iGr l,C (C p ), J 2 ∈ AdU (q)(I r,q−r ) ∼ = Gr r,C (C q ). Hence G τ = S(U (l) × U (p − l) × U (r) × U (q − r)); the fibre of the 4-symmetric space G/G τ is H/G τ = Gr l,C (C p ) × Gr r,C (C q ), and G/G τ = {(x, J), x ∈ Gr p,C (C p+q ), J ∈ Gr l,C (x) × Gr r,C (x ⊥ )}.
Further, G 0 is defined by: Ad m τ (h) = h, h ∈ H, i.e. (J 1 AJ −1 1 , J 2 CJ −1 2 ) = λ(A, C) for some λ ∈ K. But it is easy to see that we must have λ 2 = 1 and thus τ (h) = ±h. One finds that τ (h) = −h has solutions if and only if p, q are even and l = p/2, r = q/2. Finally, in the C-linear case, the maximal 4-symmetric bundle N = G/G 0 is given by 
Lemma 2
Let E ⊂ C n be a Lagrangian n-plan, i.e. E ⊥ ⊕ iE = C n and let b E be the associated conjugation: v + iw → v − iw for v, w ∈ E. Then U (n).b E = b E .U (n) does not depend on E and is the set of anti-C-linear isometries in C n (the elements in O(R 2n ) which anticommute with the complex structure I = iId). Moreover for any J in this set there exists a Lagrangian n-plane E such that J = J E .b E = b E .J E with J E ∈ O(E). Besides J ∈ Σ(R 2n ) (resp. OS(R 2n )) if and only if J E ∈ Σ(E) (resp. OS(E)). In particular Σ(R 2n ) ∩ (U (n).b E ) = ∅ only if n is even, moreover Σ(R 2n ) ∩ (U (n).b E ) ⊂ Σ + (R 2n ). Then given any J 1 ∈ Σ(R n ) (resp. OS(R n )) there exists h ∈ U (n) such that h.E = R n , hJ E h −1 = J 1 and thus hJh −1 = J 1 .b R n .
Then the order four automorphism corresponding to J 0 is τ = Int(diag(J 1 , J 2 )) with J 1 ∈ AdU (p)(J It is easy to define det C on Lag(C q ); and for Σ + (C p ) − , we set det C (J) = det C (E) for E any Lagrangian n-plane invariant by J (definition independent on the choice of E). Then Then G ′ /G ′ 0 = G/G 0 = U (p+q)/(U (1)(Sp(p/2)×O(q))) = P SU (p+q)/P (Sp(p/2)× O(q)) hence N = G/G 0 is equal to (G/G τ )/Z p+q if q is odd and to (G/G τ )/Z 2(p+q) if q is even.
Appendix
Theorem 20 Let G be a connected Lie group with an involution σ. If Ad m (G σ ) 0 is compact (resp. relatively compact) then Ad m H is compact (resp. relatively compact) for any H such that (G σ ) 0 ⊂ H ⊂ G σ .
Proof. According to [1] (lemma 2.7), (G σ )/(G σ ) 0 is finite hence H/(G σ ) 0 is finite and the theorem follows.
Corollary 3
We give ourself the same setting and notations as in remark 7. IfH = (Gσ) 0 satisfies: Ad mH is compact (resp. relatively compact), then for any symmetric pair (G, H), Ad m H is compact (resp. relatively compact). In other words if one symmetric pair (associated to (g, σ)) is Riemannian then all the others are also.
Proof. SinceG is simply connected, it is the universal covering of G and we have a covering π :G → G. Then Ad mH = Ad m H 0 (there are connected with the same Lie algebra) hence Ad m H 0 is compact and then according to the previous theorem, Ad m H is compact.
Corollary 4 Let (G, H) be a symmetric pair with involution σ and τ : G → G an order four automorphism such that τ 2 = σ. Then if Ad m H is compact (resp. relatively compact) then the subgroup generated by Ad m H and τ |m , Gr(Ad m H, τ |m ) is compact (resp. relatively compact).
Proof. We have only to proveH =Gσ, which follows from [1] (lemma 2.7). All the rest is an adaptation of [10] (Ch. VII, thm 9.1) using what precedes. This completes the proof.
