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Abstract 
This paper shows how the simultaneous consideration 
of multiple Kriging models can lead to useful metrics for 
the selection of design vectors in constrained multi-
objective optimization. The savings in computational 
cost with such methods make them particularly useful 
for optimal electromagnetic design. 
1 Introduction 
The constrained multi-objective optimization problem 
(CMOOP) may be phrased as: 
 
Minimize   fi (x)   i = 1, …, M 
subject to   gi (x) ≤ 0  i = 1, …, J 
     hi (x) = 0  i = 1, …, K 
where     xi
l ≤ xi ≤ xi
u   i = 1, …, d  
 
where the design vector x = [ x1,x2,…,xd ]
T. If a design 
vector satisfies all the constraints, it is feasible; 
otherwise it is infeasible. For any two feasible design 
vectors x
a and x
b, if fi (x
a
 ) ≤ fi (x
b
 ) ∀i, and∃j such that  
fj (x
a
 ) < fj (x
b
 ), then x
a is said to dominate x
b; otherwise 
x
a is said to be non-dominated by x
b. If x
a is non-
dominated by x
b and x
b is non-dominated by x
a then x
a 
and x
b are said to be equivalent. All infeasible design 
vectors are deemed to be equivalent, and dominated by 
each of the feasible design vectors. The solution to (1) 
is the set of feasible design vectors which are non-
dominated over the entire search space, known as the 
Pareto-optimal set.  
 
In single-objective optimization, a single Kriging surface 
[7] may be constructed modelling the behaviour (with 
respect to the design variables) of the objective function 
in question. In [3], a variety of selection criteria are 
proposed for utilizing statistical information from a single 
Kriging model, for the purpose of selecting a design 
vector (or multiple design vectors) to evaluate in the 
search for the minimum. Methods also exist for 
incorporating constraint handling into these selection 
criteria, e.g. [9]. 
 
In multi-objective optimization, the multiple objectives 
may be combined into a single objective using a 
scalarizing method [8], and a method from single-
objective optimization used for selecting design vectors, 
e.g. [1, 6]. Alternatively, each objective may be 
modelled by its own individual Kriging surface; this 
allows the uncertainty in each objective to be modelled 
separately. The simultaneous consideration of these 
uncertainties then allows useful metrics for selecting 
design vectors to be constructed [2, 5], which do not 
suffer from the loss of information which inevitably 
occurs when using scalarizing methods. This paper 
proposes a method of extending the handling of non-
linear constraints into such metrics.  
 
2  Probability of Improvement with Constraints 
Suppose that after sampling the design variable space 
(preferably using a space-filling experimental design, 
such as a Hammersley Sequence [4]), a set S of Npar 
non-dominated solutions exist (each of these solutions 
are both feasible, and non-dominated by the solutions 
not in S). Then it is desirable when sampling again to 
select a design vector which either dominates at least 
one (preferably more) solution in S whilst being feasible, 
or at the very least augments the set S (i.e. is equivalent 
to each solution in S and is feasible). In either case such 
a selection could be said to yield an improvement, as 
our solution set has improved. In unconstrained multi-
objective optimization, by constructing Kriging surfaces 
for each objective individually, not only may the 
probability of an unevaluated design vector dominating 
at least one solution in S be calculated [5], but the 
probability of it dominating a particular number of 
solutions in S (representing a specific level of 
improvement), may also be determined [2]. This is 
illustrated schematically in Figure 1 for the case of a 
two-objective problem with Npar=5 non-dominated 
solutions. In the presence of constraints however, it is 
crucial to also ensure the feasibility of the design 
vectors being selected. 
 
As can be seen from Figure 1, for an improvement level 
n (achieving a level n improvement means that a design 
vector dominates n solutions in S, with a level 0 
improvement meaning that it is equivalent to each 
solution in S), a design vector may map to Npar−n+1 
regions of objective function space. Denote by P( I
n(x) ) 
the probability that an unknown design vector x will yield 
a level of improvement n (i.e. it will dominate exactly n 
(1) Figure 1: Levels of improvement for a two-objective 
problem with 5 non-dominated solutions. 
 
existing non-dominated solutions and be feasible), and 
Pi  (  I
n(x)  ) as the probability that design vector x will 
dominate the n non-dominated solutions Si+1, Si+2, … , 
Si+n (these sub-regions are labelled in Figure 1) and be 
feasible. Define 
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where  () ⋅ p f ˆ  and  () ⋅ p s  are the Kriging prediction and 
standard error for each objective ( p=1,2 ), and 
i S
p f is the 
value of objective p for non-dominated solution Si. Then 
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where  () ⋅ i g ˆ  ( i = 1,…J ) and  () ⋅ i h ˆ  ( i=1,…,K ) are the 
Kriging predictions for each of the individual constraint 
functions, 
i g s and 
i h s are their standard errors, and  i ε    
(  i=1,…,K  ) are small tolerances chosen to transform 
each equality constraint into two inequality constraints.  
 
In words, the design vector which maximizes the 
expression in (7) is that which is most likely to dominate 
n of the current non-dominated solutions, and be 
feasible. In total this gives Npar+1 different levels of 
improvement to maximize at each iteration; by grouping 
the design vectors which maximize each of these levels 
of improvement into clusters (using, e.g. the method 
proposed in [3]), and selecting a representative design 
vector from each cluster, a robust method (which is 
easily parallelized) – using the probability of 
improvement method – is made available for 
constrained multi-objective optimization. Although the 
description given here is for two-objective problems, the 
method is extensible to higher numbers of objectives. 
3 Conclusions 
A novel utility function, which is easily parallelized and 
which does not require normalization of the objective 
functions, has been proposed for computationally 
expensive constrained multi-objective optimization. It is 
ideally suited for applications such as electromagnetic 
design.  
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