We study the multiple specialization of logic programs based on abstract interpretation. 
A good number of optimizations can be seen as special cases of partial evaluation [6, 22] . The main objective of partial evaluation is to automatically overcome losses in performance which are due to general purpose algorithms by specializing the program for known values of the inputs. In the case of logic programs partial evaluation takes the form of partial deduction [24, 23] , which has recently been found to be closely related to other techniques used in functional languages such as "driving" [14] . Much work has been done in logic program partial deduction and specialization of logic programs(see e.g. [11, 12, 19] ). It is often the case that the set of possible input values is unknown, or this set is infinite. However, a form of Permission to copy without fee all or patt of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copyin is by permission of This is attractive in that it avoids the "spurious" specializations of the previous solutions (and thus reduces code size), but is also dangerous as such runtime tests themselves imply a cost which may be in unfavorable cases higher than the gains obtained due to multiple specialization.
Another problem, which will be discussed in more depth later, is that it is not straightforward to decide the optimum number of versions for each predicate.
In general, the more versions generated, the more optimizations 
Example
We will try to clarify the ideas presented with an example. Consider the following program, where the predicate plus/3 is defined as before and go\2 is known to be always called with both arguments bound to integers go(A,B) :-
, write(' is ' ) , write(X)
, write(' + ' ) , write(Y), nl. The first field is the predicate to which the or-record belongs, the second is the number that identifies the or-record, and the third is the ancestor information.
It is a list of pairs (literal, or-record).
A The number of versions in the multiply specialized program introduced in Section 2 does not depend on the possible optimization but rather on the number of versions generated during analysis.
Even if no benefit is obtained, the program may have several versions of predicates.
In this section we address the issue of finding the minimal program that allows the same set of optimizations.
In order to do that we collapse into the same version those or-records that are equivalent. This is why the algorithm consists of two phases. In the first one all the or-records for the same predicate that allow the same set of optimizations are joined in a single version.
In the second phase those that use different versions of a predicate for the same literal are split into different versions.
Note that each time versions are split it is possible that other versions may also need to be split. This process goes on until no more splitting is needed (a fixpoint is reached).
The ) and minimal. However, it is not feasible in general. This is the purpose of phase 2 of the algorithm.
We now introduce the concept of restriction It will be used during phase 2 to split versions that are not feasible. It allows expressing in a compact way the fact that several orrecords for the same predicate must be in different versions. For example {{l}, {2, 3}, {4}} can be interpreted as: 1 must be in a different version than 2, 3, and 4. Or-records 2 and 3 cannot be in the same version as 4 (2 and 3 can, however, be in the same version). 
We now apply the minimizing algorithm to the example program in Section 2.2. As was mentioned before, the algorithm also needs to know the set of possible optimizations in each or-record.
We will add this information to the or-record registers.
The input to the algorithm is as follows:
U Pred id ancestors optimizations
We will not go into the details of the set of optimization, because as mentioned before, the multiple specialization technique presented is independent of the type of optimization performed.
In any caae, the set of optimizations is empty in the or-record for go/2 and in the two or-records for p/3. It has three elements in the or-records for plus/3 that indicate the value that the test int will take in execution. The only thing to note here is that the set of optimizations is different in these two or-records for plus/3. Phase 1 starts with each or-record in a different version (Programo).
We represent each or-record only by its identifier:
Programo:
The two or-records for p/3 have the same optimizations (none) and can be joined.
At the end of phase 1 we are in the following situation:
Prooram,:
Now we execute phase 2. Only plus/3 can produce restrictions.
The other two predicates only have one version. The only restriction will be 'Rp/3/1/l,plu./3 = {{2}, {4}}.
The intuition behind this restriction is that or-record number 2 must be in a different version than or-record number 4. The restriction does not hold and thus {2, 4}xV{{2}, {4}} = {2}, {4}. NOW we must check if this splitting has introduced new restrictions.
No new restriction appears because there is no literal that belongs to the ancestor information of both or-record 2 and or-record 4. Thus, the result of the algorithm will be:
-r--@ Each multiply specialized version receives a unique name (predicate/arity, thestring /$sp/being used toavoidcollidingwith user-defined names, and the version number). Figure 2showsthe lattice forthe example program. The node marked with a cross (B) is infeasible.
That is why during phese 2 we move down in the lattice and returnto programO.
We can use Figure 2 to However, it also remains to be studied whether this is more profitable when execution time is also taken into account.
We also plan on extending our studies to other forms of optimization in program parallelization and also to optimizations beyond this application. 
