some algorithmic result for the class. Bodlaender et al. [3] proved that λ 2,1 (G) ≤ 5∆ − 2 for any permutation graph, where ∆ is the maximum degree of G, and such labeling is calculated by a polynomial time greedy algorithm.
We consider the L(p, q)-labeling problem for bipartite permutation graphs. We present a linear time approximation algorithm for computing an L(p, q)-labeling. More precisely, the maximum value assigned for vertices is at most (2p − 1) + q(bc(G) − 2), where bc(G) is the biclique number. Since any bipartite graph G satisfies λ p,q (G) ≥ p + q(bc(G) − 2), our algorithm computes an L(p, q)-labeling f such that max v∈V f ≤ λ p,q (G) + (p − 1) which is close to the optimal value.
Preliminaries
Let G = (V , E) be a graph with vertex set V and edge set E. The neighborhood of a vertex u is N G (u) = {v | uv ∈ E}. The degree of a vertex u is deg G u = |N G (u)|. The distance between two vertices u and v, denoted by dist(u, v), is the number of edges of a shortest path between u and v. A graph G = (V , E) is bipartite if V can be partitioned into two subsets X and Y such that every edge joins a vertex in X and another vertex in Y . A partition X ∪ Y of V is called bipartition. A bipartite graph with bipartition X ∪ Y is denoted by G = (X, Y , E). A bipartite graph G = (X, Y , E) is complete if each vertex in X is adjacent to every vertices in Y . For a bipartite graph, a subset of vertices is biclique if it induces a complete bipartite subgraph. The biclique number of a bipartite graph G is the number of vertices in a maximum biclique of G and it is denoted by bc(G).
A graph G = (V , E) with V = {v 1 , v 2 , . . . , v n } is called a permutation graph if there is a permutation π over {1, 2, . . . , n} such that v i v j ∈ E if and only if (i − j)(π −1 (i) − π −1 (j)) < 0. When a permutation graph is bipartite, it is said to be a bipartite permutation graph.
Intuitively, for a permutation π = (π 1 , π 2 , . . . , π n ) on {1, 2, . . . , n}, a permutation graph can be constructed in the following visual manner. Line up the numbers 1 to n horizontally on a line L 1 . On the line below it, line up the corresponding permutation so that π i is below i on a line L 2 . Then connect each i and π In the permutation diagram of a bipartite permutation graph G = (X, Y , E), we can order line segments x 1 , x 2 , . . . , x m in X from left to right (these are drawn by solid lines in Fig. 1 ). We also order vertices y 1 , y 2 , . . . , y n in Y from left to right (these are dotted lines in Fig. 1) . From now on, we suppose that vertices in X = {x 1 , x 2 , . . . , x m } and Y = {y 1 , y 2 , . . . , y n } are sorted such that the corresponding lines are arranged from left to right in the permutation diagram. It should be noted that Spinrad et al. [16] developed an O(|V |+|E|) time algorithm for recognizing whether a given graph is a bipartite permutation graph and producing such orderings of the vertices if so.
A bipartite graph G = (X, Y , E) is a chain graph if vertices can be ordered by inclusion: that is, there is an ordering of vertices x 1 , x 2 , . . . , x m in X and y 1 
. It is known that any chain graph is a bipartite permutation graph [18] . Lemma 2.1 (Uehara, Valiente [18] ). Let 
Labeling of chain graphs
In this section, we show that an optimal L(p, q)-labeling of chain graph can be solved in linear time. For simplicity, we may assume that the given graph is connected. The following is easily obtained.
Proof. Let X = {x 1 , x 2 , . . . , x m } and Y = {y 1 , y 2 , . . . , y n }. Define the labeling f as follows.
It is easy to verify that the labeling f is an L(p, q)-labeling of G and the maximum value of this labeling is f (
Since G is a complete bipartite graph, every vertex receives distinct labels and |g( 
we obtain a lower bound of λ p,q (G) for any bipartite graph G from Lemma 3.1.
Proof. Since every vertex in X (or Y ) receives q-distant labels, every pair of vertices distance two apart have q-distant labels.
Then we show that cl(
On the other hand, the set of (m
Proof. This can be derived easily from the fact that
We present an algorithm for computing the biclique number and an optimal labeling for a chain graph in Algorithm 1 and 2. Clearly, these algorithms run in linear time.
Theorem 3.5. An optimal L(p, q)-labeling of a chain graph
An example of the L(2, 1)-labeling cl obtained by LABELING_CHAIN(G) is illustrated in Fig. 3 . The chain graph G with |X| = 7 and |Y | = 6 has the biclique number bc(G) = max y j ∈Y {j + deg G y j } = 3 + deg G y 3 = 9 (in fact, the set {x 2 , . . . , x 7 } ∪ {y 1 , y 2 , y 3 } forms the maximum biclique).
Algorithm 2: LABELING_CHAIN(G, p, q)
Input: A chain graph G = (X, Y , E) with X = {x 1 , . . . , x m } and Y = {y 1 , . . . , y n }, and two integers p and q such that 
Labeling of bipartite permutation graphs
In this section, we present a polynomial time algorithm for calculating an L(p, q)-labeling f for a bipartite permutation graph G so that max f (v) ≤ (2p − 1) + q(bc(G) − 2). Our algorithm does not always compute an optimal labeling. But the maximum label obtained by the algorithm is at most p − 1 far from the optimal.
where y l is the maximum neighbor of x k .
Proof. It is easy to see that the vertices in G j are arranged such that x i < x i+1 < · · · < x k < y j < y j+1 < · · · < y l on L 1 of the permutation diagram, and y j < x i and y l < x k on L 2 . By Lemma 2.1, the lemma holds.
For example, the chain graph G 4 for y 4 in the bipartite permutation graph of Fig. 1 is shown in Fig. 4 . We can see that, in the corresponding permutation diagram, the six vertices in G 4 are ordered as x 3 < x 4 < x 5 < y 4 < y 5 < y 6 on L 1 .
Algorithm
The outline of our algorithm for a bipartite permutation graph G is as follows:
1. Visit y r ∈ Y starting from r = 1 until r = n consecutively. 2. After the assignment label are determined for all vertices, calculate f = label(v) mod (2p + q(bc(G) − 2)), and output the resulting labeling f .
Algorithm 3: LABELING_BIPARTITE_PERMUTATION(G, p, q)
The detail of the algorithm is described in Algorithm 3.
It should be noted that the biclique number of G is calculated in the subroutine LABELING_CHAIN(G r , p, q) for some r. So we obtain the biclique number of G by holding the maximum value of bc(G r ) calculated so far in line 5. Every maximal biclique of G is contained in G r for some y r . Hence bc(G) = max y r ∈Y bc(G r ). Let y r 1 , y r 2 ∈ Y such that r 1 < r 2 and the common maximum neighbor of the two vertices is x t ∈ X . Then, we can prove easily that the chain graph G r 2 is a proper subgraph of G r 1 . For example, in Fig. 4, y 3 and y 4 has the common maximum neighbor x 5 , and the chain graph G 4 is a subgraph of G 3 .
Thus a maximum biclique of G is contained in some chain graph G r such that y r is adjacent to x t and there is no y s , s < r, that is adjacent to x t . In the repeat loop of Algorithm 3, a chain graph G r is constructed for for y r such that either r = 1 or y r has a neighbor x t+1 that is not adjacent to y s for s < r. Hence we obtain bc(G) = max y r ∈R bc(G r ), where R is the set of y r 's that are chosen in the repeat loop of the algorithm. So the biclique number bc(G) is guaranteed to be calculated in LABELING_CHAIN(G r , p, q) for some r in line 5.
Example of our algorithm
An example of the behavior of Algorithm 3 is presented in Figs. 5-9 which give an L(2, 1)-labeling for the bipartite permutation graph G of Fig. 1. Fig. 7 . G 3 and its labeling cl (left). In this case, s = max{0, label(x 2 ) − cl(x 2 ), label(y 3 )} = max{0, 4 − 1, 2} = 2. Thus label(v) = cl(v) + 2 for v ∈ {x 3 , x 4 , x 5 , y 4 , y 5 , y 6 }. 
Fig. 8. G 6 and its labeling cl (left). In this case
, s = max{0, label(x 5 )−cl(x 5 ), label(y 6 )} = max{0, 8−2, 5} = 6. Since s = 6 = label(x 5 )−cl(x 5 ) > label(y 6 ), label(v) = cl(v) + 6 for v ∈ {x 6 , x 7 , y 6 , y 7 , y 8 }.
Correctness

For two vertices
In Algorithm 3, we choose a vertex y r ∈ Y and construct the chain graph G r = (X r , Y r , E r ) in each loop. Let y r 1 , y r 2 , . . . , y r N be the sequence of the chosen y r 's. For k = 1, 2, . . . , let t k , m k and n k be indices such that x t k = max N(y r k ), x m k = min N(y r k ), and y n k = max N(x t k ). Hence the chain graph G r k for y r k is induced by [y r k , y n k ] ∪ [x m k , x t k ]. By the algorithm, 1 = r 1 < r 2 < · · · < r N ≤ n, 1 ≤ t 1 < t 2 < · · · , t N = m, and r k ≤ n k−1 . Fig. 10 illustrates these indices. The constructed chain graph G r k is denoted by G k for simplicity.
The next two facts can be seen easily from the algorithm. 
Fact 4.4. For every k, label(x
For example, in Fig. 6 , bc(G 2 ) = 6 = label(x 4 ) − label(y 2 ) holds (p = 2 and q = 1 in the example).
In our Algorithm 3, values label(x t k ) − cl k (x t k ) and label(y r k ) are compared in line 6, where cl k is the optimal labeling of G k calculated in line 5. Then s is defined as the larger value of them. We can characterize for the value s in terms of the biclique number.
Lemma 4.5. For the value s determined in line 6 of Algorithm 3, the following statements hold for k > 1.
Proof. By Fact 4.3, the labels of vertices in [r k−1 , r k ] forms an arithmetic sequence with difference q. Thus
By Fact 4.4,
In the labeling cl k of the chain graph G k , the labels of vertices in [x t k−1 , x t k ] forms an arithmetic sequence with difference q,
Assume that the equation label(y r k ) = label(
holds. By substituting Eqs. (2)- (4) to this equation, we obtain bc(
. The other two inequality can be obtained similarly. 
Proof. By Lemma 4.5, we have
From Eqs. (6) and (5), we obtain
Hence y j is in a maximum biclique of G k .
Lemma 4.7. Suppose that y r k is contained in a maximum biclique of
Proof. Let y j be a vertex such that
(Lemma 3.4). Since y r k is contained in a maximum biclique of G k−1 , r k ≤ j holds. Since y r k is adjacent to vertices in [x t k−1 , x t k ] and y j is adjacent to x t k−1 , the vertex y j is also adjacent to vertices in [
From Eqs. (7) and (8), we obtain
By Lemma 4.5, we complete the proof.
Proof. First we consider when k = k + 1. By Lemma 4.6, the vertex y r k+1 is contained in a maximum biclique of G k . Hence, by Lemma 4.7,
By Lemma 4.5, the inequality label(y r k ) ≥ label(
, then y r k+2 is in a maximum biclique of G k+1 . If it is true, the lemma can be shown inductively.
As in the proof of Lemma 4.6, for y j ∈ [y r k , y n k−1 ], the following inequality holds.
Let
Hence y j is in a maximum biclique of G k+1 . Thus y r k+2 is also in a maximum biclique of
Now we show that the labeling label calculated in the algorithm is an L(p, q)-labeling of G. This is guaranteed by the following two lemmas.
Proof. By the algorithm, if x i and y j are in G k , then label(
Next we have to show that, for x i y j ∈ E,
We prove (12) by induction. For r = r 1 , it is true by Theorem 3.3. We assume that (12) holds for x i and y j that are assigned labels after the loop for r = r k−1 finished. We consider the behavior of Algorithm 3 when r = r k . 
. In this case, by Lemma 4.8, for every k < k such that r k < r k < n k , the condition label(y r k ) > label(x t k −1 ) − cl k (x t k −1 ) does not occur when r = r k . This implies that the labels of vertices in [x m k , x t k−1 ] form an arithmetic sequence with difference q. Hence, after the loop for r = r k , we can show that label(
From the above discussion, the inequality (12) holds after the loop for r = r k finished. Hence we complete the proof of the lemma.
Lemma 4.10. The labeling label satisfies the following inequalities:
Proof. Suppose that dist(x i , x k ) = 2 and i < k. Clearly label(x i ) < label(x k ). Let y be a common neighbor of x i and x k , and a = label(y). By Lemma 4.9, we have label(
Similarly, suppose that dist(y j , y l ) = 2 and j < l. Clearly label(y j ) < label(y l ). Let x be a common neighbor of y j and y l , and b = label(x). By Lemma 4.9, we have label( 
Let xy ∈ E, where x ∈ X and y ∈ Y . Then, by Lemma 4.
As mentioned in Section 4.1, the maximum biclique of G is a subgraph of some chain graph G r . Hence the biclique number 
Conclusion
In this paper, we investigated the L(p, q)-labeling problem for bipartite permutation graphs. We showed that an optimal L(p, q)-labeling of a chain graph, a special class of bipartite permutation graphs, can be computed in linear time. We also present a linear time algorithm for computing L(p, q)-labeling of a bipartite permutation graph such that the maximum label is at most (2p − 1) + q(bc(G) − 2). Since λ(G) ≥ p + q(bc(G) − 2) for any bipartite graph G, our algorithm computes a nearly optimal solution. It is known that the computation of λ p,q (G) is a difficult problem even for relatively simple graph classes. Hence algorithmic results even for chain graphs and bipartite permutation graphs deserve attention.
We conclude this paper by presenting two open problems.
From Corollary 4.14, any bipartite permutation graph G satisfies either λ 2,1 (G) = bc(G) or bc(G) + 1. It should be noted that there exists a bipartite permutation graph G such that λ 2,1 (G) = bc(G) + 1. For example, the bipartite permutation graph G in Fig. 11 has bc(G) = 6 and λ(G) = 7.
Open Problem 1. Characterize bipartite permutation graph G with λ 2,1 (G) = bc(G).
Our algorithm does not guarantee that the resulting labeling is optimal. For example, for the graph in Fig. 12 , our algorithm computes an L(2, 1)-labeling shown in (a) in which the maximum label is 7. However, an optimal solution is shown in (b), hence λ 2,1 (G) = 6. The complexity of the L(p, q)-labeling problem for bipartite permutation graphs is still open.
Open Problem 2. Develop a polynomial time algorithm for computing an optimal L(p, q)-labeling of a bipartite permutation graph, or prove NP-completeness of the problem for bipartite permutation graphs.
There is a variation of the L(p, q)-labeling by using a different measurement, which is called the circular labeling problem [19] . In this measurement, we suppose that the largest and the smallest labels are adjacent. Considering the circular labeling problem for bipartite permutation graphs is another interesting problem.
