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Abstract:
In this paper, a robust adaptive self-organizing control system based on a novel wavelet
fuzzy cerebellar model articulation controller (WFCMAC) is developed for an n-link
robot manipulator to achieve the high-precision position tracking. This proposed con-
troller consists of two parts: one is the WFCMAC approach which is implemented
to cope with nonlinearities, due to the novel WFCMAC not only incorporates the
wavelet decomposition property with fuzzy CMAC fast learning ability but also it
will be self-organized; that is, the layers of WFCMAC will grow or prune systemati-
cally. Therefore, dimension of WFCMAC can be simpliﬁed. The second is the order
which is the adaptive robust controller which is designed to achieve robust tracking
performance of the system. The adaptive tuning laws of WFCMAC parameters and
error estimation of adaptive robust controller are derived through the Lyapunov func-
tion so that the stability of the system can be guaranteed. Finally, the simulation
and experimental results of novel three-link deicing robot manipulator are applied to
verify the eﬀectiveness of the proposed control methodology.
Keywords: Wavelet, CMAC, Deicing robot manipulator.
1 Introduction
In general, robotic manipulators have to face various uncertainties in their dynamics, such
as friction and external disturbance. It is diﬃcult to establish an exactly mathematical model
for the design of a model-based control system. In order to deal with this problem, the fuzzy
logic control (FLC) has found extensive applications for complex and ill-deﬁned plants [1-2], and
is suitable for simple second order plants. However, in case of complex higher order plants, all
process states are required as fuzzy input variables to implement state feedback FLCs. All the
state variables must be used to represent contents of the rule antecedent. Therefore, it requires
a huge number of control rules and much eﬀort to create them. The neural networks (NNs) are
a model-free approach, which can approximate a nonlinear function to arbitrary accuracy [3–4].
However, the learning speed of the NNs is slow, since all the weights are updated during each
learning cycle. In addition, the fully connected NNs are sensitive to training data. Therefore,
the ability of function approximation of a general multiplayer NN is restricted to requiring online
learning.
Based on the advantages of fuzzy and neural networks, the fuzzy neural network (FNN) which
incorporates advantages of fuzzy inference and neuron-learning has been developed and its ef-
fectiveness is demonstrated in solving control problems [5–6]. Recently, many applications have
been implemented quite successfully based on wavelet neural networks (WNNs) which combine
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the learning ability of network and capability of wavelet decomposition property [7–8]. Diﬀerent
from conventional NNs, the membership functions of WNN are spatially localized wavelet func-
tions; and therefore, the WNNs are capable of learning more eﬃciently than conventional NNs
for control and system identiﬁcation as has been demonstrated in [7]. As a result, WNNs have
been used to deal with uncertainties and nonlinearity in [8].
To overcome the disadvantages of NNs, cerebellar model articulation controller (CMAC) was
proposed by Albus in 1975 [9] for the identiﬁcation and control of complex dynamical systems,
due to its advantage of fast learning property, good generalization capability and ease of im-
plementation by hardware [10–11]. Conventional CMACs are regarded as nonfully connected
perceptron-like associative memory network with overlapping receptive ﬁelds which used con-
stant binary or triangular functions. The disadvantage is that their derivative information is not
preserved. To acquire the derivative information of input and output variables, Chiang and Lin
[12] developed a CMAC network with a diﬀerentiable Gaussian receptive-ﬁeld basis function and
provided the convergence analysis for this network. The advantages of using CMAC over neural
network in many applications were well documented [13–14]. However, in the above CMAC stud-
ies, the structure of CMAC are not merited of the high-level human knowledge representation
and thinking of fuzzy theory.
In this paper, we propose a novel robust adaptive self-organizing wavelet fuzzy CMAC (RA-
SOWFCM) control system for three-link deicing robot manipulator to achieve the high-precision
position tracking. This control system combines the advantages of fuzzy inference system with
CMAC and wavelet decomposition capability and it does not require prior knowledge of a certain
amount of memory space, and a self-organizing approach of this control system demonstrates the
properties of generating and pruning the input layers automatically The developed self-organizing
rule of WFCMAC is clearly and easily used for real-time systems and the adaptive robust con-
troller which are designed to achieve robust tracking performance of the system. This is the
ﬁrst contribution of this paper. The second contribution is that it proposes novel architecture
and mathematical model of deicing robot which can be eﬀective in practical applications. The
adaptive tuning laws of WFCMAC parameters and error estimation are derived in Lyapunov
method.
This paper is organized as follows: system description is given in Section 2. The structure
of self-organizing WFCMAC and RASOWFCM control system are presented in Sections 3 and
4. Numerical simulation and experimental results of a three-link deicing robot manipulator
under the possible occurrence of uncertainties are provided to demonstrate the tracking control
performance of the proposed RASOWFCM system in Section 5. Finally, conclusions are drawn
in Section 6.
2 System description
2.1 Robotic dynamic model
In general, the dynamics of an n-link robot manipulator may be expressed in the following
Lagrange form:
M(q)q + V (q; _q) _q +G(q) + F ( _q) + d = ; (1)
where q; _q; q 2 Rn are the joint position, velocity and acceleration vectors, respectively, M(q) 2
Rnn denotes the inertia matrix, V (q; _q) 2 Rnn expresses the matrix of centripetal and Coriolis
forces, G(q) 2 Rn1 is the gravity vector, d 2 Rn1, F ( _q) represents the vector of external
disturbance, friction term, respectively, and  2 Rm1 is the torque vectors exerting on joints.
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In this paper, a novel three-link deicing robot manipulator, as shown in Fig.1, is utilized to verify
dynamic properties which are given in Section 5.
In our controller design, the following properties will be used [15].
Property 1: The inertia matrixM(q) is symmetric and positive deﬁnite. It is also bounded
as a function of q : m1I 6M(q) 6 m2I;m1;m2 > 0.
Property 2: _M(q) 2V (q; _q) is a skew symmetric matrix. Therefore, yT[ _M(q) 2V (q; _q)]y =
0, where y is a n 1 nonzero vector. The control problem is to force q(t) 2 Rn to track a given
bounded reference input signal qd(t) 2 Rn. we have the tracking error as follows:
e = qd(t)  q(t); (2)
and the ﬁltered system tracking error vector is deﬁned as
r = _e+ e; (3)
where  = T > 0, by the diﬀerentiating r(t) with respect to e and using (1), the arm dynamics
can be written in terms of the ﬁltered tracking error vector as follows:
M(q) _r =  V (q; _q)r    +M(q)(qd +  _e) + V (q; _q)( _qd + e) + F ( _q) +G(q) + d
=  V (q; _q)r    + f(x); (4)
where the nonlinear function f(x) is deﬁned as follows:
f(x) = M(q)(qd +  _e) + V (q; _q)( _qd + e) +G(q) + F ( _q) + d; (5)
where x , [eT _eT qTd _qTd qTd ] denotes the variables of the nonlinear function.
Figure 1: Architecture of three-link de-
icing robot manipulator.
Figure 2: Block diagram of RASOWFCM control system.
2.2 Deﬁned control law
Now, we deﬁne a control input torque as follows:
0 = f^(x) +Kvr (6)
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with f^(x) an estimate of f(x) and a gain matrix Kv = KvT > 0. From (4), the closed-loop
system becomes
M(q) _r =  (Kv + V (q; _q)) r + ~f(x); (7)
where functional estimated error is given by
~f(x) = f(x)  f^(x): (8)
This is a system error wherein ﬁltered tracking error is driven by this estimated error function.
The control 0 incorporates a proportional plus derivative (PD) term inKvr = Kv( _e+e). In the
remainder of the paper we shall use (7) to focus on selecting WFCMAC weight tuning algorithms
that guarantee the stability of the ﬁltered tracking error r(t). Then, since (3), with the input
considered as r(t) and the output as e(t), describes a stable system, standard techniques [16]
guarantee that e(t) exhibits stable behaviour. In fact, kek2 6 krk2=min(), kek2 6 krk2 with
min() the minimum singular value of . Generally,  is diagonal so that min() is the smallest
element of .
3 Structure of WFCMAC
3.1 Brief of the WFCMAC
The main diﬀerence between the FCMAC and the original CMAC is that the association
layer in the FCMAC is the rule layer which is represented as follows:
R : if x1 is 1k; and x2 is 2k; : : : ; xi is ik;Then oij = wij (9)
for k = 1; 2; : : : ; nk; i = 1; 2; : : : ; n;  = 1; 2; : : : ; n and j = 1; 2; : : : ;mj ;
where n is the input dimension, nk is the number of layers for each input dimension, the number
of rules n equals the number of layers and mj is the output dimension, ik is the fuzzy set for
the ith input, the kth layer, and wjk is the output weight in the consequent part. Based on [17],
a novel WFCMAC is represented and shown in Fig.4. It is combined a wavelet function with the
FCMAC consists of input, association memory, receptive ﬁeld, and output spaces, is proposed
to implement the WFCMAC estimate in RASOWFCM control system which is shown in Fig.2.
The signal propagation is introduced according to functional mapping as follows:
1. The ﬁrst mapping X: X ! A we assume that each input state variable x =
[ x1 x2    xn ] can be quantized into ne discrete states and that the information of a quan-
tized state is regarded as a wavelet receptive-ﬁeld basic function for each layer. The mother
wavelet is a family of wavelets. The ﬁrst derivative of basic Gaussian function for each layer is
given here as the mother wavelet which can be represented as follows:
ik(xi) =  xi  mik
ik
exp [ (xi  mik)
2
22ik
]; i = 1; 2;    ; n ; k = 1; 2;    ; nk; (10)
where ik represents the kth layer of the input with mik is a translation parameter and ik is
dilation.
2. The second mapping A: A ! R the information ik of each kth layer relates to each
location of receptive ﬁeld space. Fig.4 illustrates a structure of two-dimension WFCMAC with
wavelet basic function and ne = 7 case. Areas of receptive ﬁeld space are formed by multiple-
input regions are called hypercube; i.e in the fuzzy rules in (9), the product is used as the “and"
computation in the consequent part. The ﬁring of each state in each layer can obtain the weight
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Figure 3: Two-dimension WFCMAC with
wavelet function and ne = 7. Figure 4: Block diagram of WFCMAC.
of each corresponding layer. Assuming that in 2-D WFCMAC case shown in Fig.3, input state
vector is (6,3), the content of kth hypercube can be obtained as follows:
bk(x; mk; k) =
nQ
i=1
ik(xi): (11)
3. Output mapping O: The WFCMAC output is an algebraic sum of activated weighs
with hybercube elements. The jth output mathematic form can be expressed as follows:
Oj = [ wj1 wj2    wjnk ]
266664
b1(x)
b2(x)
...
bnk(x)
377775 =
nkP
k=1
wjk
nQ
i=1
ik(xi) j = 1; 2;    ; mj : (12)
The block diagram shows in Fig.2, in which the WFCMAC plays a major role in the nonlinear
function estimation. Because, there is a trade-oﬀ between a designed performance and a tedious
computation so we must choose a reasonable number of layers. However, if the number of layers
chosen is too small, the learning process may be insuﬃcient to achieve a desired performance.
Otherwise, if the number of layers chosen is too large, the calculation burden becomes too heavy,
so it is not suitable for real-time applications. To deal with this problem, a self-organizing
WFCMAC is proposed includes structure and parameter learning.
3.2 Self-organizing WFCMAC
In this section, It is necessary to determine a structure learning in order to add a new layer
whether to add a new layer in membership layers depends on the ﬁring strength bk 2 Rnk of each
layer for each incoming data xi. If the ﬁring strength bk 2 Rnk of each layer for new input data
xi falls outside the bounds of the threshold, then, the WFCMAC approach will generate a new
layer. The self-organizing WFCMAC can be also summarized based on [17] as follows:
1. Calculate a distance of mean MDk, k = 1; 2;    ; nk in association memory A as follows:
MDk(x) = kx  jmkjk2 Where mk = [ m1k m2k    mnk ] (13)
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2. Using Max-Min method is proposed for layer growing. Find
k^ = arg min
16k6nk
MDk(x); k = 1; 2;    nkm; if max
i
MDk^(x) > Kg; (14)
Here Kg is a threshold value of adaptation with 0 < Kg 6 1 . In our case Kg = 0:1 and
a new layer is generated. This means that for a new input data, the exciting value of existing
basic function is too small. In this case, number of layers increased as follows:
nk(t+ 1) = nk(t) + 1; (15)
Where nk is the number of layers at time t. Thus, a new layer will be generated and then the
corresponding parameters in the new layer such as the initial mean and variance of Gaussian
basic function in association memory space and the weight memory space will be deﬁned as
mink = xi; ink = k^; wink = 0: (16)
Another self-organizing learning process is considered to determine whether to delete existing
layer, which is inappropriate. A Max-Min method is proposed for layer pruning.
Considering the jth output of WFCMAC in (12), the ratio of the kth component to jth
output is deﬁned as
MMjk =
vjk
Oj
; k = 1; 2;    ; nk: (17)
Where vjk = wjkbk(x), Then, the minimum ratio of the kth component is deﬁned as follows:
~k = arg min
16k6nk
max
16j6m
MMjk; if MM~k 6 Kc: (18)
Here Kc is a predeﬁned deleting threshold. In our case Kc = 0:03 and the ~kth layer will be
deleted. This means that for an output data, if the minimum contribution of a layer is less than
the deleting threshold, then this layer will be deleted.
4 RASOWFCM Design
In the RASOWFCM scheme is shown in Fig.2, the WFCMAC is used to estimate an un-
modelled nonlinear function, Moreover, the RASOWFCM law and adaptive tuning algorithms
for WFCMAC are introduced from the stability analyses of the closed-loop system by using
Lyapunov method Input of the WFCMAC estimator are the elements in the ﬁltered error vector
and joint positions signal, Output of the WFCMAC estimator are nonlinear dynamic function
vectors in the local models.
Based on the powerful approximation ability [18], there exists an optimal WFCMAC estima-
tor to approximate the nonlinear dynamic function in (5) such that
f(x) =WTb(x) + "(x) (19)
With W the ideal weight matrix and the estimated error vector "(x) 2 Rn1 are assumed to be
given by
~W = arg min
W^2Mw
[ sup
x2Mx
k f(x)  W^Tb(x) k]; 0 6 k " k1 6 kf : (20)
In which kk is the Euclidean norm, Mx, Mw and kf are the predeﬁned compact sets of x and
W^ , and the positive constant
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Deﬁne the WFCMAC functional estimate by
f^(x) = W^Tb(x); (21)
With W^ being the current values of the WFCMAC weight provided by the tuning algorithm.
With the ideal weights required in (19) deﬁne the weight deviations or weight estimation errors
as
~W =W   W^ : (22)
With o deﬁned by (6), we design the control law as follow:
 = 0   r: (23)
Where 0 is the main controller in (6), which consists of two terms: one is the PD controller and
the other is WFCMAC controller is used to estimate the f(x) nonlinear function and the adaptive
robust controller r is utilized to compensate for the approximation error between uncertainly
model and WFCMAC approach.
We assume that the error bound is a constant during the observation. However, in practical
application it is diﬃcult to determine. Therefore, a bound estimation is developed to estimate
this error bound. The estimation of error bound is deﬁned as follows:
~kf = kf   k^f : (24)
Where k^f is the estimated value of kf . The adaptive robust controller is designed to compensate
for the eﬀect of the approximation error is selected as follows:
r =  k^f sgn(r): (25)
Substituting (23) into (4) and using (19), (21) and (25), then, the closed-loop ﬁltered error
dynamics becomes:
M _r =   (Kv + V (q; _q)) r + ~WTb(x) + "  k^f sgn(r): (26)
Theorem 1. Consider an n-link robot manipulator represented (1). If the control law of RA-
SOWFCM is designed as (23), and the weight update law of WFCMAC and the adaptive law of
the error bound are designed as (7), then the stability of the proposed RASOWFCM system can
be ensured
_^
W = F b(x) rT;
_~kf =   _^kf =  r k r k : (27)
Proof: Deﬁne a Lyapunov function candidate as
L(r(t); ~W ) =
1
2
rTMr +
1
2
Tr( ~WTF 1 ~W ) +
~k2f
2r
: (28)
Where F , r are the learning rate for the WFCMAC memory contents, error bound, respectively.
By diﬀerentiating (28) with respect to time and using (26), (27), and using properties of the robot
dynamics are introduced in Section 2, we can obtain.
_L = rTM _r + 12r
T _Mr +Tr( _~WTF 1 ~W ) +
~kf
_~kf
r
=  rTKvr + 12rT( _M   2V )r +Tr ~W (F 1 _~W T + brT) + rT("  k^f )sgn(r) +
~kf
_~kf
r
=  rTKvr + 12rT( _M   2V )r +Tr ~W (F 1 _~W T + brT) + " rT   k^f k r k   (kf   k^f ) k r k
=  rTKvr + " rT   kf k r k
6  rTKvr + k " k k r k   kf k r k =  rTKvr   (kf   k " k) k r k 6  rTKvr 6 0:
(29)
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Since _L(r(t); ~W; ~kf ) is a negative semi-deﬁnite function, i.e. _L(r(t); ~W (t); ~kf (t)) 6 _L(r(0);
~W (0); ~kf (0)), it implies that r, ~W and ~kf is bounded functions. Let function h  (kf   k"k)r 6
(kf   k"k) krk 6   _L(r; ~W; ~kf ) and integrate function h(t) with respect to time
Because _L(r(0); ~W (0); ~kf (0)) is a bounded function, and _L(r(t); ~W (t); ~kf (t)) is a nonincreas-
ing and bounded function, the following result can be achieved:
In addition, _h(t) is bounded; thus, by Barbalat’s lemma can be shown that lim
t!1h(t) = 0. It
can imply that r will be converging to zero as time tends to inﬁnity. 2
5 Simulation and experimental results
5.1 Simulation results
A three-link deicing robot manipulator as shown in Fig.1 is utilized in this paper to verify
the eﬀectiveness of the proposed control scheme. The detailed system parameters of this robot
manipulator are given as: link mass m1, m2, m3 (kg), lengths l1, l2 (m) angular positions q1, q2
(rad) and displacement position d3 (m).
The parameters for the equation of motion (1) can be represented as8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:
M (q) =
264 M11 M12 M13M21 M22 M23
M31 M32 M33
375 ; V ( _q) =
264 V11 V12 V13V21 V22 V23
V31 V32 V33
375 ;
V11 =  8m2l1l2c1s1 _q1 + ( 1=2m2s2c2l22 +m3( 2s2c2l22   2s2l1l2) _q2;
M11 = 9=4m1l1 +m(1=4c2l2 + l
2
1 + l2l1(c
2
1   s21)) +m3(c2l22 + l22 + 2c2l1l2);
M22 = 1=4m2l
2
2 +m3l
2
2 + 4=3m1l
2
1;M22 = 1=4m2l
2
2 +m3l
2
2 + 4=3m1l
2
1;
M33 = m3;M12 =M13 =M21 =M31 = 0;
V21 = ( 1=2m2s2c2l22 +m3( 2s2c2l22   2s2l1l2) _q1; V22 =  m3s2l2 _d3;
V23 =  2m3s2l2 _q2; V32 =  m3s2l2 _q2; V12 = V13 = V31 = V33 = 0;
G(q) =
264 (1=2c1c2l2 + c1l1)m2g( 1=2s1s2l2m2 + c2l2m3)g
m3g
375 :
(30)
Where q 2 R3 and the shorthand notations c1 = cos(q1), c2 = cos(q2), and c1 = sin(q1),
c2 = sin(q2) are used.
For convenience of simulation, nominal parameters of the robotic system are given as m1 =
3 (kg), m2 = 2 (kg), m3 = 2:5 (kg), l1 = 0:14 ( m), l2 = 0:32 ( m) and and the initial conditions
q1 (0) = 1, q2 (0) = 0, d3 (0) = 0, _q1 (0) = 0, _q2 (0) = 0, _d3 (0) = 0. The desired reference
trajectories are qd1(t) = sin(t), qd2(t) = cos(t), dd2(t) = cos(t), respectively.
For recording respective control performance, the mean-square-error of the position-tracking
response is deﬁned as:
MSEi =
1
T
TP
j=1
[ qdi(j)  qi(j) ]2; i = 1; 2; 3: (31)
Where T is the total sampling instant, and qi and qdi are the elements in the vector qi and qdi.
In this paper, the numerical simulation results carried out by using Matlab software.
For the proposed RASOWFCM control system, the parameters are chosen in the following:
 = diag f10; 10; 10g ;Kv = diag f50; 50; 50g ; F = 15; r = 0:2: (32)
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Figure 5: Simulated position responses,
MSEs and layer number of the RA-
SOWFCM control system at joints.
Figure 6: IIPC-based deicing robot position control
system a) Block diagram of three-link deicing robot
manipulator c) image of practical control system.
control system, b) Image of practical control system.
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and the initial values of system parameters are given as nk = 2, k^f = 1, the inputs of WFC-
MAC, the translation and dilation of wavelet functions are selected to cover the input space
f[ 1 1][ 1 1][ 1 1]g. The threshold value of Kg is set as 0.1; Kc is set as 0.01. The sim-
ulation results of the proposed RASOWFCM system, the responses of joint position MSE and
layer number are depicted in Fig.5(a), (b), (c); (d), (e), (f) and (g), respectively. The simulation
results show that the proposed RASOWFCM control system can achieve a favorable tracking
performance with self-organizing of WFCMAC, and the layers of WFCMAC will be converge to
three layers.
5.2 Experimental results
An image of a practical experiment control system for deicing robot consists of three manipu-
lators and is shown in Fig 6(b). The left and right manipulators have three links with two revolute
joints and a prismatic joint. End-eﬀectors of each manipulator have attached the motion struc-
ture to move the deicing robot on the power line and the deicing device. Under normal operating
conditions, the left and right manipulators are only in operation. The middle manipulator has
only two joints with a revolute joint and a prismatic joint. It only works when the deicing robot
voids obstacles on the power line. In general, the operation of deicing robot is very complex. In
this paper, we consider only the three-link deicing robot manipulator for proposed methodologies
while the other manipulator is the same. The hardware block diagram of the control system is
implemented to verify the eﬀectiveness of the proposed methodologies and is shown in Fig.6(a).
Each joint of manipulator is derived by the “EC**" type MAXON DC servo motors, and each
motor contains an encoder. Digital ﬁlter and frequency multiplied by circuits are built into the
encoder interface circuit to increase the precision of position feedback. The DCS303 is a digital
DC servo driver developed with DSP to control the DC servo motor. The DCS303 is a micro-size
brush DC servo drive. It is an ideal choice for this operating environment. Two DC servo motor
motion control cards are installed in the industrial personal computer, in which, a 6-axis DC
servo motion control card is used to control the joint motors and a 4-axis motion control card
is used to control the drive motors. Each card includes multi-channels of digital/analog and
encoder interface circuits. The model DMC2610 has a PCI interface connected to the IPC. The
DMC2610 implements and excutes the proposed program in the real time. Considering that the
control sampling rate Ts = 1ms is too demanding for the hardware implementation, Ts = 10ms
is thus chosen here. The experimental parameters of the proposed RASOWFCM control system
are selected as simulation: In this section, the control objective is to control each joint angle of a
three-link deicing robot manipulator to move periodically for a periodic step commands and ini-
tial conditions of the system are given as q1 (0) = 0 (rad), q2 (0) = 0(rad), d3 (0) = 0 (m). Finally,
the experimental position and tracking error response results of the proposed RASOWFCM con-
trol system are depicted in Fig.7 (a), (b) and (c). According to these experiment and simulation
results of proposed RASOWFCM control system due to sinusoidal and periodic step reference
commands indicate that the high-accuracy tracking position responses can be achieved by using
the proposed RASOWFCM control system for diﬀerence reference commands under a wide range
of external disturbance.
6 Conclusion
In this paper, a RASOWFCM control system is proposed to control the joint position of a
three-link deicing robot manipulator. In the proposed RASOWFCM system, dynamical system
is completely unknown in the control process. The adaptive tuning laws of WFCMAC parame-
ters and error estimation are derived according to Lyapunov function so that a stability of the
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Figure 7: Experimental position responses, tracking errors of the proposed RASOWFCM control
system at joints 1, 2 and 3
system can be guaranteed. This paper has not only successfully developed the RASOWFCM
control system for a three-link deicing robot manipulator based on the novel WFCMAC requires
low memory with online parameter tuning algorithm, but also provided novel architecture and
mathematical model of deicing robot, which is veriﬁed the eﬀectiveness through the practical ap-
plication. Simulation and experimental results of the proposed RASOWFCM system can achieve
favorable tracking performance for the proposed three-link deicing robot manipulator.
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