The multi-granular switching concept defined in Generalized Multiprotocol Label Switching (GMPLS) is expected to be a future-proof solution for mitigating the Optical Crossconnet scalability problems associated with the skyrocketing growth of traffic in optical transport networks. In this paper, we address the problem of planning the GMPLSbased (or multi-granular) transport network with color (or label) conversion and signal regeneration capabilities. The objective of the problem is to minimize the total weighted port count in the transport network. The novelty of this problem lies in the incorporation of the following for the first time: (1) considering all traffic granularities defined in GMPLS; (2) allowing wavelength, waveband, and fiber conversions; (3) considering the optical-reach limitation of optical signals; and (4) customizing the optical reach of alloptical paths. Due to the computational complexity of the problem, we propose various efficient heuristics that are capable of solving large-sized problems in a reasonable amount of time. In order to achieve the best possible solution to the planning problem, a comprehensive evaluation of different heuristic variations through illustrative examples and simulations is conducted. The results also provide valuable insights into many issues that can contribute to further research and development in this area.
Introduction
In order to satisfy the continuous growth in Internet traffic along with the dramatic increase in both the broadband applications and the bandwidth offered by the access network technologies, more efficient and cost-effective transport network technologies are required. Optical networking using Wavelength Division Multiplexing (WDM) has become a key technology for accommodating these rapidly expanding demands [1] . With advances in the WDM technology, WDM networks using wavelength routing by Optical Crossconnets (OXCs) have been widely recognized as the most feasible architectural solutions for transport networks [2, 3] .
To meet the demands of ever-increasing traffic, a large number of wavelengths (λs) will ultimately be required. However, increasing the number of wavelengths per fiber will result in (1) an increased number of OXC ports, (2) increased OXC footprint, (3) increased power consumption, (4) increased difficulty in managing wavelengths, and (5) more severe cross-talk requirements for WDM demultiplexers in OXCs [2, [4] [5] [6] [7] 9] . In order to overcome these drawbacks while maintaining high scalability, as well as to keep network complexity at a reasonable level and flexibility at a low cost, the number of ports in the switching fabric can be reduced by routing a group of wavelengths, called a waveband, together through a single port. Further port reduction is possible if these wavebands are grouped again into one fiber and routed through a single port. An OXC that uses this multi-granular switching concept is referred to as a Multi-Granular OXC (MG-OXC) [3, [5] [6] [7] [8] 10, 11] .
On the other hand, the idea of multi-granularity traffic flows, as shown in Fig. 1 , has led to Generalized Multiprotocol Label Switching (GMPLS) since the early 2000s [12] . GMPLS was extended from Multiprotocol Label Switching (MPLS) by the Internet Engineering Task Force (IETF) to support not only sub-wavelength switching but also wavelength, waveband, and fiber switching. GMPLS is equipped with the ability to provision multi-granularity flows and adds a suite of mechanisms that assigns a generalized label to these flows as follows and as illustrated in Fig. 1 . First, a sub-wavelength-switched path is labeled with its frame/cell/packet header or the serial number of the TDM time slot. Second, a wavelength-switched path is labeled and switched according to its wavelength number. Next, with the MG-OXC, the switching types and traffic granularities are no longer limited to sub-wavelength-and wavelengthswitched paths, but consecutive wavelengths can be grouped as a waveband-switched path that is labeled and switched as a whole according to its waveband number. Moreover, consecutive wavebands can be grouped as a fiber-switched path that is labeled and switched as an entity based on its fiber code (or fiber label/ID) on the unidirectional physical link [13, 14] .
One major challenge in WDM networks has been to develop efficient methods for solving the Routing and Wavelength Assignment (RWA) problem. It has been shown that the RWA problem is an NP-complete problem [15] . Accordingly, various fast, efficient design, and planning methods have been developed to solve this problem. However, once the multi-granular switching concept is taken into consideration, most of the existing RWA design and planning methods become functionally or economically infeasible [3, 7, 8, 16, 17] . Therefore, the efficient implementation of the GMPLS flow hierarchy has to be delivered by the appropriate routing, grouping, and color (or label) assignment of all flows [18] .
Although a significant amount of open research for developing both MG-OXC architectures and approaches for the design and planning of multi-granular optical transport networks has been carried out in [1] [2] [3] 7, 8, 11, 14, [18] [19] [20] [21] [22] [23] [24] , many unexplored issues still need to be addressed and investigated. Table 1 summarizes the related work by comparing the studies based on various issues considered in the design and planning problem. From the table and to the best of our knowledge, the following issues have not been mentioned or addressed in the literature: (1) considering the whole traffic hierarchy defined in GMPLS, (2) performing color conversions of the optical signal at all granularity levels, and (3) imposing a constraint on the length of the all-optical path in order to cope with the opticalreach limitation. Optical reach is the distance an optical signal can travel without the need for regeneration [25] . Addressing these issues will certainly pave the road to an efficient implementation of the GMPLS-based optical transport network.
In [26, 27] , we have incorporated the first issue in the planning problem for the first time. The new problem, called the Routing and Multi-Granular Paths Assignment (RMGPA) problem, was formulated as a Mixed Integer Linear Programming (MILP) model to obtain the optimum solution to the problem. The objective of the MILP model is to minimize the total weighted port count in the network. In [28] , we proposed an efficient and fast heuristic approach to solve sub-optimally the RMGPA problem. In [29] , a thorough investigation of the heuristic variations proposed in [28] was conducted via simulation. Moreover, the significance of bifurcation multigranularity traffic demands was investigated. Bifurcation is the act of allowing the units of a node pair traffic demand of the same granularity to use different routes. In [30] , a heuristic approach was developed to solve the RMGPA problem by allowing color conversion of the optical signal at all granularity levels. Also, the value of color conversion in multigranular optical network was investigated. In [31] , a preliminary heuristic approach was proposed to solve the RMGPA problem by considering the optical-reach constraint without the reach customization. Without the reach customization, all network transceivers must have same optical reach, whereas with the reach customization, the reach of each transceiver is decided based on the length of the all-optical path launched/terminated at the transceiver. In [32] , an MILP formulation was developed to solve optimally the same version of the RMGPA problem addressed in [31] . Accordingly, the objective of this paper is twofold: first to develop efficient heuristics that incorporate the aforementioned issues, with and without customizing the optical reach, in the planning problem; and second to study the significance of the optical-reach customization and to determine the best optical reach the system vendors need to target for GMPLS-based (or multi-granular) transport networks with and without customizing the optical reach. The rest of this paper is organized as follows. Section 2 describes the domain of the planning problem we are going to address in terms of the transport node architecture, path types, and (de)grouping strategies. Section 3 states the new proposed planning problems, presents our simplifying assumptions, and explains the optimization approach to be taken to solve the problem. In Sect. 4, numerical results and comments are presented. Finally, concluding remarks are given in Sect. 5.
The system

Node architecture
A GMPLS-based transport network consists of a group of nodes interconnected by fiber links. The proposed GMPLSbased node architecture [26] consists of an MG-OXC segment and an Electronic Crossconnect (EXC) segment, as shown in Fig. 2 . The MG-OXC segment is responsible for the grouping/degrouping and switching of optical flows (or lightpaths). The architecture proposed in [11] is chosen for the MG-OXC segment due to its desirable scalability features. The Fiber Crossconnect (FXC) can be implemented using a space switch. Both the Band Crossconnect (BXC) and Wavelength Crossconnect (WXC) can be implemented by various technologies such as liquid crystal and MicroElectro-Mechanical Systems (MEMS).
To perform the switching of sub-wavelength flows and grouping/degrouping of sub-wavelength flows into/from wavelengths, it is necessary to combine the EXC with the MG-OXC segment. The EXC consists of three parts: the switching matrix, line-side interfaces, and tributary-side interfaces. The switching matrix can be a GMPLS core router. A line-side interface consists of an optical transceiver with a certain optical reach capability. Line-side interfaces are interconnected with the MG-OXC segment through different types of GMPLS interfaces [13] . A FiberSwitch-Capable (FSC) interface is used to launch/terminate a fiber-switched path, while a Band-Switch-Capable (BSC) interface is used to launch/terminate a waveband-switched path and a Lambda-Switch-Capable (LSC) interface is used to launch/terminate a wavelength-switched path. On the other hand, tributary-side interfaces are used to interconnect the EXC with metro core (or regional), metro edge, or excess networks, which are the sources and sinks of the transport network traffic. Tributary-side interfaces can be any of the interfaces mentioned previously as well as any of the following sub-wavelength-type interfaces [13] Layer 2-Switch-Capable (L2SC) interfaces. However, tributary-side interfaces will not be included in our cost model. Since the EXC allows for Optical-Electronic-Optical (OEO) domain conversion with the use of back-to-back transceivers, there are two added-value benefits associated with its deployment: the 3R (Re-amplification, Reshaping, and Re-timing) regeneration and color conversion of optical signals at all granularities. The regeneration functionality of the EXC is needed to reduce impairments that accumulate along the all-optical path. With the EXC, the use of expensive dispersion compensators along network spans can be avoided. The color conversion functionality removes the color-continuity constraint, improves the resource utilization of the network, and ultimately decreases the fiber requirements, which consequently reduces the computational complexity of the GMPLS control plane. It is worth mentioning here that when the signal regeneration is needed it is also an opportunity to perform color conversion and vice versa. The cost-effective selection of OEO locations for performing the aforementioned functionalities will no doubt be part of the optimization process.
Path types
In this work, we consider the following path types between any source-destination (s-d) pair in the GMPLS-based optical transport network [31, 32] The CWS, CBS, and CFS paths whether they are used between s-d pairs or as a result of using UWS, UBS, and UFS paths are the virtual links of the multi-granular virtual topology, which decides on the port requirements of all nodes in the transport network.
Grouping and degrouping of paths
One of the main factors that play a major role in minimizing the port count in multi-granular transport networks is how the different types of paths are grouped and degrouped. There are three levels of grouping, and they are explained as follows. First, the fiber-level grouping (studied in the literature) groups waveband flows at a certain fiber. Second, the waveband-level grouping (studied extensively in the literature) groups wavelength flows at a certain waveband. Third, the wavelength-level grouping (a new contribution in the context of multi-granular networks) groups sub-wavelength flows at a certain wavelength. The consideration of all these levels and the interactions between them are part of the novelty of our work. In each grouping level, paths can be grouped in many different ways, such as the following. (1) First is the grouping of paths that have the same source and destination (or the end-to-end grouping). The fiber/waveband/wavelengthswitched path is a typical scenario of an end-to-end grouping of waveband/wavelength/sub-wavelength demands at the fiber/waveband/wavelength-level. Other forms of grouping include (2) the grouping of paths that have same source but different destinations, (3) the grouping of paths that have the same destination but different sources, and (4) the grouping of paths that have different sources and destinations (i.e. intermediate grouping).
On the other hand, the degrouping of a sub-wavelength/ wavelength/waveband-switched path from other path(s) at any transport node requires that all path types using the same incoming fiber enter finer switching stages. Although this process is necessary, it results in extra ports for pass-through paths that do not have to be degrouped at this node. Therefore, the questions of how and where paths should be degrouped are essential parts of the optimization process. Degrouping is needed for many reasons, and these are explained as follows: (1) to perform color conversion, because it is not possible for a particular path to continue grouping in the next route segment by using the same color utilized in the previous route segment; (2) to perform signal regeneration; (3) to drop a demand; and (4) to switch a path to a different route segment.
Solution of the planning problem
Problem statement
The problem of planning the GMPLS-based transport network with conversion and regeneration capabilities involves creating/adjusting multi-granularity demands, selecting their path types and the corresponding physical routes and color assignments, and (de)grouping paths. All of these elements have to be combined in ways that minimize the total weighted port count of the transport nodes and satisfy all demands at the same time. The total weighted port count in the transport network is summation of all used MG-OXC and EXC ports in the network, where all ports are weighted by a cost factor depending on the type of the switching stage. The problem is solved given the following: the network fiber layout, the raw/'multi-granularity' traffic demands between all node pairs, the wavelength capacity (C), the waveband size or the number of wavelengths per waveband (W ), the number of wavebands per fiber (B), the number of fibers per unidirectional physical link (F), the maximum optical reach (R max ) , and the cost weights of all port types. The RMGPA problem here has to exclude the color-continuity constraints and include the optical-reach constraints. In this paper, we will deal with two versions of the RMGPA problem that are explained as follows:
-RMGPA problem without customizing the optical reach of clear paths: In this version, all EXC ports, which launch and terminate clear paths, have the same optical reach, and the lengths of all clear paths must be within a given maximum optical reach. In other words, the cost ratio of an EXC port to an MG-OXC port (E/O ratio) here is the same for all EXC ports of the identical GMPLS interface type, and the ratio will be independent of the actual length of its clear path. The exact solution to this version of the problem requires formulating the problem as an MILP model and was presented in [32] . -RMGPA problem with customizing the optical reach of clear paths: In this version, the optical reach of each EXC port is customized based on the actual length of its clear path, although the lengths of all clear paths must still be within a given maximum optical reach value. In other words, the cost of the EXC port here will be a function of the actual length of its clear path. This version fits the planning problem in which the selection of the transponders at the transport node is possible based on a variety of fine optical reach values. Using the reach-customization notion, the exact solution to this version of the problem can be obtained by formulating the problem as a Non-Linear Programming (NLP) model.
Assumptions
To facilitate solving the RMGPA problem and make the problem more focused and tractable, our assumptions are explained as follows:
The network fiber-conduit layout already exists in which each conduit between a node pair consists of two unidirectional physical links (or spans) working at opposite directions. Each unidirectional physical link, as shown in Fig. 1 , is composed of a number of low-desperation dark fibers that can be lighted up as required. Each fiber is coded by its ID on a link and consists of uniform or fixed size wavebands, which in turn consist of a number of wavelengths and all wavelengths have the same capacity (i.e. they operate at the same bit rate).
-Traffic model: The traffic demand between any node pair represents the long-term average traffic demand. The demand can be of either a raw traffic or multi-granularity traffic type that can be expressed as a multidimensional demand in which each dimension represents a different traffic granularity. The sub-wavelength demand is always expressed in bit/s regardless of its origin (i.e. whether it is L2, TDM, or ATM traffic, etc.). -Coping with power losses and impairments: An optical signal may have to pass through a number of MG-OXCs and fiber segments. Therefore, while propagating through the network, the signal degrades in quality as it loses power due to such primary causes as fiber attenuations and insertion losses at the MG-OXC.
To compensate for these losses, we assume that each transport node is already equipped with automatic-gaincontrol postamplifiers and preamplifiers. Moreover, each unidirectional physical link is already equipped with automatic-gain-control Erbium-Doped Fiber Amplifiers (EDFAs). In addition to these losses, the optical signal is also affected by various serious physical impairments, such as Polarization Mode Dispersion (PMD) and Chromatic Dispersion (CD). These impairments accumulate over links within an all-optical path (or clear path).
How far an all-optical path can be routed optically without the need for signal regeneration using the EXC depends on how the impairments accumulate without exceeding predefined thresholds. This is the accurate definition of the so-called optical reach. -Cost model: The MG-OXC ports and EXC line-side interfaces (or ports) are included in our cost model. We assume that the input port and output port of the MG-OXC/EXC have the same cost weight. The cost of the EXC port depends on the type of interface used and the reach it can provide. Long-reach interfaces are more expensive than short-reach ones [25] . In addition, EXC ports are more expensive than MG-OXC ports [19] . The E/O ratio as a function of the optical reach is decided using the following equation [25] :
EXC port weight MG-OXC port weight = RATIO 1000
where R is the optical reach in km and RATIO 1000 is the E/O ratio at R = 1, 000 km. These differences in cost will be reflected in the weighting factors of all port types when the port count of transport nodes is minimized.
-Color (or label) conversion: A wavelength/waveband/ fiber-switched path can be assigned different labels along the entire path. The label in a wavelength-switched path corresponds to the wavelength used at a certain waveband of a certain fiber ID. The label in a wavebandswitched path corresponds to the waveband used at a certain fiber ID. The label in a fiber-switched path corresponds to the fiber ID used. Changing labels along the path is done electronically by switching the whole signal (data + label) into the EXC, where the label conversion is performed. -Protection: Protection techniques are not considered. In other words, our focus is only on the efficient allocation of the working traffic.
Heuristic approach
The computational complexity of the MILP and NLP models of both versions of the RMGPA problem calls for the use of heuristics to solve the problem sub-optimally in a reasonable amount of time. A high-level view of the approach to be taken to solve the two versions of the RMGPA problem heuristically is shown in Fig. 13 . The heuristic approach consists of three phases. Regardless of the optimization method to be used, the first task of the problem solution is to (1) create optimized multi-granularity traffic demands from the given raw demands, or (2) adjust the given multi-granularity demands. The task of the second phase is to build the multi-granular virtual topology. The tasks of the third phase, which we call the adjustment phase, are (1) to decrease the port count of the pass-through segments of the built virtual links and (2) Fig. 13 A high-level view of the heuristic approach proposed to solve the RMGPA problem customization is considered. The three phases are explained, respectively, as follows.
Adjusting traffic demands
The raw traffic demand between any s-d pair can be mapped over one or more of the following types of demand granularities: sub-wavelength, wavelength, waveband, and fiber demands. In addition, in the case if multi-granularity demands are given, the goal of the first subtask is then to increase the end-to-end grouping at the wavelength-, waveband-, and fiber-levels. In the sense that the volume of sub-wavelength demands that is equal to C is treated as one unit of the wavelength demand and has to follow the same physical route. Similarly, the number of wavelength demands that is equal to W is considered to be one unit of the waveband demand. Moreover, the number of waveband demands that is equal to B is considered to be one unit of the fiber demand. The Demand Adjustment algorithm works as follows [26] : • Set waveband demand = waveband demand -( waveband demand/B ) × B } Else waveband demand remains unchanged End.
Multi-granular virtual topology design
The objective of the second phase is to build a multigranular virtual topology that can accommodate all traffic demands with the lowest weighted port count. In this phase, clear and unclear paths will be assigned to fiber, waveband, wavelength, and sub-wavelength demands. The idea of this phase is to perform in an integrated manner the routing and color assignment for the largest granularity traffic (fiber demands) first, and then to work on those having smaller granularity traffic by using as much of the remaining resources as possible and so on until all granulations are served. However, prior to the routing and color assignment process, the requested demands of all s-d pairs have to be sorted out in some order. As the results will show, the order, in which demands are set up, can play a significant role in port count reduction. The order in which s-d pairs are served needs to follow a certain policy. Six sorting policies are considered in this work, and they are explained as follows. In Policy 1/2, s-d pairs are sorted in the decreasing/increasing order of their traffic demands. In Policy 3/4, s-d pairs are sorted in the decreasing/increasing order of their lowest physical hop requirement, which is obtained via Dijkstra's algorithm using the number of physical hops as a cost metric. In Policy 5/6, s-d pairs are sorted in the decreasing/increasing order of their shortest route lengths, which are obtained via Dijkstra's algorithm using the distance as a cost metric. Now, if demand bifurcation is allowed, then each unit of the served demand will undergo a separate routing and color assignment process; otherwise, the served demand will be treated as a whole entity. Three demand-bifurcation scenarios are considered throughout this paper: (1) bifurcation is not allowed at any traffic granularity, (2) bifurcation is allowed only at the fiber-traffic granularity, and (3) bifurcation is allowed at all traffic granularities. Heuristic variations are based on the sorting policy and demand-bifurcation scenario used. The multi-granular virtual topology is constructed using the following algorithm [31] : -For all nodes, mark all WXC/BXC/FXC add, drop, input, and output ports as unused; a WXC add/output port is designated as <wavelength k, waveband b, fiber f , next destination node>; a WXC drop/input port is designated as <wavelength k, waveband b, fiber f , arriving from node>; a BXC add/output port is designated as <waveband b, fiber f , next destination node>; a BXC drop/input port is designated as <waveband b, fiber f , arriving from node>; a FXC add/output port is designated as <fiber f , next destination node>; a FXC drop/input port is designated as <fiber f , arriving from node> -For all nodes, mark all EXC output and input ports as unused; a LSC output/input port is designated as <wavelength k, waveband b, fiber f , 'next destination'/'arriving from' node>; a BSC output/input port is designated as <waveband b, fiber f , 'next destination'/'arriving from' node>; a FSC output/input port is designated as <fiber f , 'next destination'/'arriving from' node> 2. Fiber/Waveband/Wavelength Routing and Color Assignment:
-Starting with fiber demands, then waveband, and after that wavelength demands perform the following steps. • For every eligible physical route, perform the following for every unit of the served demand: { • Try to choose the color (or label) that ensures color-continuity along the whole route using the First-Fit color assignment scheme. If a color that satisfies the color-continuity constraint exists, then check whether signal regeneration is required along the route. Signal regeneration is needed if the distance summation of consecutive route spans > R max . If regeneration is needed, then the unit of the served fiber/waveband/wavelength demand will use an UFS/UBS/UWS path that consists of a concatenation of CFS/ CBS/CWS paths; otherwise, the unit of the served demand will use a CFS/CBS/CWS path • If it is not possible to satisfy the color-continuity constraint, then the color assignment will be done at each route span using the First-Fit color assignment scheme. The need for color conversion means that the unit of the served demand will use an UFS/UBS/ UWS path that consists of a concatenation of CFS/CBS/CWS paths. Entering the OEO domain conversion process for the purpose of color conversion is an opportunity to refresh the reach of the optical signal. Also, check whether signal regeneration is required along the CFS/CBS/CWS paths that constitute the UFS/UBS/UWS path. If regeneration is required, then a CFS/CBS/CWS path will be broken into further CFS/CBS/CWS paths } • If there is no feasible route, then end the algorithm • Evaluate the incremental port count requirement for all feasible routes; the incremental port count for a feasible eligible route is the summation of all unused MG-OXC and EXC ports needed by all units of the served demand along the route, but these ports will not be marked as used at this step: For fiber demands, the incremental port count for a feasible eligible route is the summation of all unused FXC and EXC ports needed along the route For waveband demands, the worst incremental port count for a feasible eligible route is the summation of all unused FXC, BXC, and EXC ports needed along the route. The worst scenario is based on the fact that a waveband-switched path at an intermediate node can be (1) switched at the FXC if the fiber utilization at both the incoming and outgoing links is zero and there are no further add/drop waveband/wavelength/sub-wavelength demands at this intermediate node, or (2) switched at the BXC otherwise (refer to the left part of Fig. 14) For wavelength demands, the worst incremental port count for a feasible eligible route is the summation of all unused FXC, BXC, WXC, and EXC ports needed along the route. The worst scenario is based on the fact that a wavelength-switched path at an intermediate node can be (1) switched at the FXC if the fiber and waveband utilization at both the incoming and outgoing links is zero and there are no further add/drop wavelength/sub-wavelength demands at this intermediate node, (2) switched at the BXC if the waveband utilization at both the incoming and outgoing links is zero and there are no further add/drop wavelength/subwavelength demands at this intermediate node, or (3) switched at the WXC otherwise (refer to the right part of Fig. 14) • Choose the candidate route that incurs the lowest incremental port count • Along the best route, update the residual fiber resources and mark the required MG-OXC and EXC ports as used { Try to choose the color that ensures color-continuity along the whole route using the First-Fit color assignment scheme. If a color that satisfies the color-continuity constraint exists and the optical-reach constraint is considered, then check whether signal regeneration is required along the route. If regeneration is needed, then the served demand will use an UWS path that consists of a concatenation of CWS paths; otherwise, the served demand will use a CWS path If it is not possible to satisfy the color-continuity constraint, then the color assignment will be done at each route span using the First-Fit color assignment scheme. The need for color conversion means that the served demand will use an UWS path that consists of a concatenation of CWS paths. If the optical-reach constraint is considered, then check whether signal regeneration is required along the CWS paths that constitute the UWS path. If regeneration is required, then a CWS path will be broken into further CWS paths } • If there is no feasible route, then end the algorithm • Evaluate the worst incremental port count requirement for all feasible routes; the incremental port count for a feasible eligible route is the summation of all unused FXC, BXC, WXC, and EXC ports needed along the route. The worst scenario for deciding the unused ports is based on the fact that a wavelength-switched path at an intermediate node can be (1) switched at the FXC if the fiber and waveband utilization at both the incoming and outgoing links is zero and there are no further add/drop sub-wavelength demands at this intermediate node, (2) switched at the BXC if the waveband utilization at both the incoming and outgoing links is zero and there are no further add/drop sub-wavelength demands at this intermediate node, or (3) switched at the WXC otherwise • Choose the candidate route that incurs the lowest incremental port count • Along the best route, update the residual wavelength and wavelength-capacity resources and mark the required FXC, BXC, WXC, and EXC ports as used • Create CWS-based virtual link(s) along the best route of the s-d pair served
If the resultant multi-granular virtual topology can handle all demands, then this virtual topology is both feasible and sub-optimum End. 
Adjustment phase
Running the previous heuristic phase alone can result in situations WHERE, at some nodes, many waveband-switched paths would have to be switched at the BXC stage instead of the FXC stage, as depicted at the left part of Fig. 14 . Similarly, wavelength-switched paths would have to be switched either at the BXC stage instead of the FXC stage or at the WXC stage rather than the BXC or FXC stage, as depicted at the right part of Fig. 14 . These can occur because the worst (de)grouping scenarios are assumed when these paths are originally allocated while building the multi-granular virtual topology. Therefore, the Pass-Through Adjustment algorithm is needed to minimize the port count of passthrough segments at all nodes. If the optical-reach customization is not considered, then the resultant weighted port count of the Pass-Through Adjustment algorithm will be the final weighted port count. Otherwise, the output of the algorithm will decide the final weighted port count of all MGOXCs, whereas the final weighted port count of all EXCs will be decided by customizing the optical reach of the EXC ports according to the length of their virtual links, which are launched and terminated at these EXC ports.
The Pass-Through Adjustment algorithm [28] 
For all assigned BXC output ports at all nodes, do the following: If the BXC output port has a CBS-based pass-through segment (i.e. INPUT < i, m, {waveband b, fiber f } > = OUTPUT < i, n, {waveband b, fiber f } >= n) { If 'other CWS/CBS-based pass-through segments arriving from different nodes', 'WXC/BXC add ports', or 'WXC/BXC drop ports' are sharing the same fiber f that is used by the BXC output port, then ports assignment remains unchanged Else (i.e. there is no sharing; therefore, the CBS path needs to be switched only at the FXC stage)
For all nodes, calculate the number of WB, BW, FB and BF ports: The ports needed to interconnect the three optical switching planes at node i (refer to Fig. 2 ) are calculated as follows 
Numerical results
Effects of maximum optical reach
This subsection demonstrates the effect of changing the value of the maximum optical reach on the planning solution. Here, we solve the RMGPA problem without customizing the optical reach. The input data and parameters used here are as follows: the physical topology used is that of the 8-node network, as shown in Fig. 15 ; the raw traffic demands are chosen randomly from the range (0,1500) Gb/s, as shown in Fig. 16 ; C = 10 Gb/s; W = 4; B = 4; F ≥ 1; 1000 ≤ R max ≤ 10, 000 km; all MG-OXC/EXC ports have the same Heuristic variations in this example are based on using Policies 1-6 and the no-bifurcation scenario. At a certain value of R max , the RMGPA problem is solved several times for different values of F starting from F= 1 until F = F sat , where beyond F sat the weighted port count becomes saturated or remains unchanged. The minimum F needed to obtain a feasible solution is called F min . Within the [F min , F sat ] range, the weighted port count can reach the minimal point. The corresponding F to the minimal weighted port count is denoted as F opt , where F min ≤ F opt ≤ F sat . The results of solving the RMGPA problem at F = F min and F opt are shown in Figs. 18, 19 and 20.
In comparing solutions at both F min and F opt and at a certain maximum optical reach value, we observe that the weighted port count at F opt can achieve greater savings at the expense of having a higher fiber requirement, as shown in Figs. 18 and 19 . This port count saving stems from the increase in the number of clear paths since the need for OEO conversions to perform color conversions vanishes as fiber resources become plentiful. The decrease in the number of color conversions can be implied from the decrease in the number of OEO conversions, as shown by the comparison of Fig. 20a, b (note that Fig. 20 shows the total number of OEO conversions regardless of whether they are originated from color conversions or signal regenerations).
Moreover, from Figs. 18, 19 and 20, it is quite clear that when the maximum optical reach value is close to 1,000 km, the fiber requirement, weighted port count, and number of OEO conversions are extremely high. This can be explained as follows. When the maximum optical reach value is less than the length of some physical spans and the network connectivity is low (note that the average physical connectivity of the 8-node network is 3.25, which is considered to be low), s-d pairs will have limited choices for route selection and some will be forced to use relatively long routes that duplicate resources unnecessarily. This situation leads to the continual usage of the same set of long routes; as a result, significantly more fiber resources, port count, and OEO conversions are required. In contrast, when the reach value exceeds the length of all physical spans, s-d pairs will have more choices for route selection. As a result, shorter and less congested routes are expected to require less fiber resources, port count, and OEO conversions.
However, increasing the maximum optical reach value raises the cost of the EXC port and reduces the number of OEO conversions. Accordingly, increasing the reach value leads to a crossover situation in which the minimal weighted port count occurs, as shown in Fig. 19 . Figure 19b clearly shows that the maximum optical reach of 3,000 km along with the use of Policy 6 is the most cost-effective combination for this case study, provided that fiber resources are plentiful. In addition, increasing the maximum optical reach decreases 18 Fiber requirements versus maximum optical reach for the case of the 8-node network and (0, 1,500) Gb/s range demands using heuristics with Policies 1-6 and the no-bifurcation scenario and without customizing the optical reach: a at F min ; b at F opt the fiber requirement until it becomes almost unchanged, as shown in Fig. 18 . This occurs because the number of OEO conversions due to signal regeneration completely vanishes as the maximum optical reach increases. After they vanish, the remaining OEO conversions will be due to color conversions, which are quite noticeable at F min as depicted in Fig. 20a . Now, with the consideration of the optical-reach constraints, deciding the best planning solution for a given range of the maximum optical reach values will be as follows. In the fiber-scarce situation, deciding the best combination in terms of the heuristic variation and maximum optical reach value used will be based on the following criteria. The best combination is the one that achieves the lowest F min . If more than one combination has the same F min , then the best combination will be the one that yields the lowest weighted port count (a) (b) Fig. 19 Weighted port count versus maximum optical reach for the case of the 8-node network and (0, 1,500) Gb/s range demands using heuristics with Policies 1-6 and the no-bifurcation scenario and without customizing the optical reach: a at F min ; b at F opt at F min . If we still have more than one winning combination, then the one with the lowest maximum optical reach value will be selected. Accordingly, Figs. 18a and 19a demonstrate that the use of Policy 4 with the maximum optical reach of 5,000 km is the most fiber-efficient combination for this case study. On the other hand, in the fiber-plentiful situation, the best combination is the one that realizes the lowest weighted port count at F opt . If more than one combination has the same weighted port count, then the best combination will be the one that achieves the lowest F opt . If still we have more than one winning combination, which is unlikely to occur, we will then choose the one with the lowest maximum optical reach value. Thus, as we have mentioned earlier, the use of Policy 6 with the maximum optical reach of 3,000 km is the most cost-efficient combination for this case study. This finding also shows that the best combination changes according to the fiber situation. For the rest of this paper, we will refer to the maximum optical reach value that leads to the best solution as the "best" maximum optical reach. 
Heuristics evaluation
In this subsection, a thorough investigation of the heuristic variations proposed to solve both versions of the RMGPA problem is conducted via simulation. The simulation results allow us to understand how different heuristic variations perform as the traffic pattern, physical topology, and maximum optical reach change. Thus, instead of trying all possible heuristic variations to obtain the best solution to the planning problem, the planning time can be significantly reduced if we use only the promising heuristic variations, which can be identified in simulation. Moreover, through simulation, many important questions that can contribute to further research and development in this area can be answered. Among them are (1) the significance of customizing the optical reach and (2) what maximum optical reach the system vendors need to target. Simulation is carried out on various traffic patterns and network topologies in both fiber-scarce and plentiful situations. Traffic patterns are generated as follows [34] :
• (100-FR)% of the raw traffic matrix elements is uniformly and randomly distributed over the range (0, IN), where IN is the maximum offered traffic intensity per s-d pair.
• FR% of elements is uniformly and randomly distributed over the range (0, IN/100). FR is a measure of traffic pattern density; increasing FR means that traffic density is decreasing and the traffic becomes more concentrated among a few s-d pairs, while decreasing FR means that the traffic density is increasing and the traffic thus becomes distributed more evenly among s-d pairs.
• Traffic patterns are generated based on the combination of the following parameters: FR = 0 and 80%; IN = 500 and 1500 Gb/s. If FR = 0%, then a uniform traffic pattern is generated; otherwise, a non-uniform traffic pattern is generated.
The physical topologies considered in our simulation are the 14-node NSF (National Science Foundation) network and Tables 2, 3 , 4 and 5 for the fiber-scarce and plentiful situations, respectively, based on the scheme adopted in Sect. 4.1, which is used to decide both the best heuristic variation and best maximum optical reach.
In the fiber-scarce situation, as shown in Tables 2 and 3 , the following observations can be extracted. First, it is clear that the best maximum optical reach needed to achieve the lowest F min varies according to the physical topology and traffic pattern, as well as whether the optical reach of all clear paths is customized. Second, by comparing Tables 2 and 3 , it is quite clear that, at a certain traffic pattern, the best R max is larger in the NSF network than the EON network. This finding is due to the fact that the average node-to-node distance is larger in the NSF network than the EON network. Third, even though customizing the optical reach leads to the same F min obtained without customizing the reach, it achieves a consistent saving in the weighted port count at F min . The saving is in the range of ≈ 6-13%, and it varies according to the traffic pattern and physical topology. Fourth, the best R max with the optical-reach customization is always equal to or greater than the best R max achieved without the reach customization. This occurs because, with the reach customization, increasing the reach further can be an opportunity for many s-d pairs to use (1) clear paths with a few long-reach expensive EXC ports rather than unclear paths with many shortreach less-expensive EXC ports, and/or (2) unclear paths with both a low virtual hop count and a few long-reach expensive EXC ports instead of unclear paths with both a greater virtual hop count and many short-reach less-expensive EXC ports. On the other hand, without the optical-reach customization, although increasing the reach reduces the number of unclear paths and decreases the virtual hop count of the remaining unclear paths, it is the fact that all EXC ports are assigned the same cost that increases the weighted port count beyond the best R max .
In comparing the winning heuristic variations with and without the optical-reach customization, the following remarks can be made. First, it is apparent that the winning bifurcation scenario/sorting policy changes according to the traffic pattern and physical topology. Second, the heuristics based on the no-and fiber-bifurcation scenarios outperform those based on the all-bifurcation scenario. This explanation is based on the fact that treating each bifurcated unit of the sub-wavelength demand separately increases the chance that these units will use separate EXC ports and wavelength and waveband (de)multiplexers (refer to Fig. 2) . Consequently, this increase in the number of EXC ports and (de)multiplexers will have a ripple effect in duplicating the ports of the next coarse-granular crossconnects. Because of the ripple effect, it is expected that more wavelength, waveband, and fiber resources will be consumed in order to achieve the minimum fiber requirement. Third, with traffic patterns in which fiber demands exist, which happens at IN = 1500 Gb/s, we can note that there is no clear winner between choosing not to bifurcate demands or to bifurcate fiber demands only. However, with the EON network, in which the physical connectivity is higher than the NSF network, the fiber-bifurcation-based heuristic tends to be more on the winning side. This is because increasing the physical connectivity increases the chance that the alternative routes to be used by the bifurcated units of the same fiber demand can have the same physical hop count. Fourth, there is no clear sorting policy winner. However, Policy 6, which is a distance-based sorting policy, turns out to be fiber-efficient for some traffic patterns in NSF network, in which the 'node-to-node distance'/'physical connectivity' is greater/lower than in the EON network. In contrast, Policy 5, which is also a distance-based policy, is clearly out of the contest in all cases tested. Moreover, Policy 3 is out of the contest in all traffic patterns tested with the NSF network. In the second part of this subsection, we analyze the results obtained in the fiber-plentiful situation. From Tables 4 and 5 , the same observations that have been made in the fiber-scarce situation regarding the best R max are generally applicable here. In addition, the following comments can be made. First, the best R max with the optical-reach customization in the EON network, where IN = 1500 Gb/s and FR = 0% (uniform traffic pattern with high intensity), surprisingly exceeds the corresponding best R max of other topologies. This exceptional scenario can be explained as follows. With the high physical connectivity of the EON network and the availability of fibers, some s-d pairs tend to select significantly longer unclear paths rather than short clear paths in order to maximize intermediate grouping with other s-d pairs. Here, the benefit of grouping offsets the cost associated with the resource duplication resulting from using long routes instead of short routes. In other words, the choice of short clear paths here would be more expensive because grouping opportunities are limited. Second, the range of savings obtained with the optical-reach customization is ≈ 10-14%, which is slightly higher than what has been achieved in the fiberscarce situation.
In comparing the winning heuristic variations with and without customizing the optical reach, the first three observations that have been made in this regard in the fiber-scarce situation are also valid here. Furthermore, the following comments can be made. First, the winning heuristic variation with the reach customization is not necessarily also the best without the reach customization. Second, in comparing Tables 2 and 3 with Tables 4 and 5 , it is quite clear that the winning sets of heuristic variations are different in both fiber situations. Third, it is interesting to see Policy 5, which is a distance-based sorting policy, as a cost-effective sorting policy for one of the traffic patterns in the EON network when the optical reach is customized. Fourth, Policy 1, which is a traffic-based sorting policy, becomes a major contender in the EON network, which has a higher physical connectivity and a lower node-to-node distance. Conversely, Policy 6, which is a distance-based sorting policy, becomes a major contender in the NSF network, which has a lower physical connectivity and higher node-to-node distance than the EON network. Fifth, Policies 2 and 3 are out of the contest in all cases tested, which is consistent with our finding in [29] .
Conclusions
We have proposed a novel three-phase-based heuristic approach that can be used to plan sub-optimally large-sized GMPLS-based optical transport networks with color conversion and signal regeneration capabilities and that is with and without the customization of the optical reach. Moreover, we have demonstrated that a careful choice of the maximum optical reach can lead to a better planning solution. Furthermore, a thorough investigation of the heuristic variations proposed for the two versions of the RMGPA problem has been conducted via simulation using different physical topologies, traffic patterns, and maximum optical reach values.
The analysis and simulation results have provided valuable insights into many issues in both fiber-scarce and fiber-plentiful situations. Among these issues are the definitions of the best heuristic variation and maximum optical reach as well as the significance of customizing the optical reach. The findings of this investigation suggest the following. First, heuristics based on the bifurcation of demands at all traffic granularity levels offer no advantage over not bifurcating demands or bifurcating only fiber demands; therefore, these heuristics can be excluded from the planning process. Second, with the existence of fiber demands, there is no clear winner between the heuristic based on the bifurcation of fiber demands and the one that does not bifurcate. However, the likelihood that the latter outperforms the former increases in the case when the network physical connectivity is low. Third, if the planning time is an issue, Policy 5/'Policies 2 and 3' can be excluded from the planning process in the fiberscarce-/plentiful-situation. Fourth, the best maximum optical reach is a function of the physical topology and traffic pattern, whether the optical-reach customization is considered, and whether fiber resources are scarce or plentiful. Fifth, customizing the optical reach always brings a consistent saving (up to ≈ 14%) in the weighted port count. Sixth, although at the same maximum optical reach, the saving is always achieved by customizing the optical reach, further savings can be realized by increasing the maximum optical reach. Some of these savings are achieved by increasing the maximum optical reach value up to 10,000 km compared with 5,000 km, which is feasible nowadays, if the reach is not customized. Now, assuming that the NSF and EON network cases are representative long-haul network references and given the fact that a lot of research is being conducted in order to extend the optical reach to thousands of kms, this saving will justify the need for system vendors to target an optical reach around 10,000 km.
Finally, the future work will include examining different combinations of parameters C, W , and B as well as conducting a sensitivity analysis of the cost weight of all MG-OXC and EXC port types using up-to-date cost models. The objective of this investigation is to see how changing these parameters and cost points will alter our findings in this work. Also, more efforts can be directed toward improving the optimization approach used to solve the two versions of the RMGPA problem sub-optimally while satisfying the planning speed requirement at the same time. This improvement can be made by (1) developing new sorting policies and multi-granular virtual topology design approaches and (2) using other optimization techniques such as genetic programming and tabu search methods. Our heuristics can be used as a benchmark for the newly developed optimization approaches.
