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Abstrak 
Community question answering(CQA), seperti qatar living forum telah menjadi salah satu tempat bagi pengguna in- 
ternet untuk mendapatkan informasi. Satu pertanyaan pada CQA dapat memiliki banyak jawaban, namun pengguna 
harus memilih jawaban yang paling sesuai dengan pertanyaannya secara manual yang membutuhkan waktu cukup 
lama.Permasalahan ini dapat diatasi dengan membangun sistem pemeringkatan jawaban dari list jawaban yang telah 
ada dimana jawaban yang sesuai dengan pertanyaan diatas jawaban yang tidak sesuai dengan pertanyaan. Proses per- 
tama yang akan dilakukan dalam penelitian yaitu teks preprocessing.Setelah data teks menjadi lebih teratur dilakukan 
ekstraksi fitur , dimana fitur yang akan digunakan adalah tekstual fitur dan pemodelan topik .Tekstual fitur adalah 
mengidentifikasi ciri ciri sebuah jawaban yang Good dan bad dengan melihat elemen-elemen teksnya seperti melihat 
apakah sebuah jawaban mengandung tanda tanya(?), emotikon,link atau kata-kata tertentu.Pemodelan topik meru- 
pakan pemodelan data tekstual yang bertujuan menemukan variabel tersembunyi.  Dalam Penelitian ini akan fokus 
pada penggunaan pemodelan topik untuk mencari kemiripan antar pertanyaan dan jawaban. Hasil ekstraksi fitur ini 
akan dijadikan inputan untuk classfier untuk membuat model yang akan digunakan oleh data uji. Pada pengerjaan tu- 
gas akhir ini mengunakan Support Vector Machine (SVM) dan logistic regression untuk mendapatkan score klasifikasi 
dimana score ini yang menentukan peringkat sebuah jawaban untuk setiap pertanyaan. Berdasarkan hasil evaluasi dari 
penelitian yang dilakukan penulis didapatkan bahwa sistem pemeringkatan yang dibuat memiliki nilai mean avarage 
precision sebesar 71.9. Hasil ini didapatkan mengunakan logistic regression sebagai classifiernya. Jika dibandingkan 
dengan hasil peserta SemEval 2016 task 3 hasil yang didapatkan dalam penelitian ini berada di rangking 8 dari 13 
peserta. 
Kata Kunci: community question answering,tekstual fitur, pemodelan topik,ekstraksi fitur,Peringkat 
 
Abstract 
Community question answering (CQA), like qatar living forum has become a place for Internet users to get informa- 
tion. One question on the CQA can have many answers, but the user must choose the most appropriate answer manually 
which takes a long time. This problem can be overcome by establishing a answer ranking system from list of answer. 
The appropriate answers to the questions above answers are not in accordance with a question. The first step is text 
preprocessing. After the text data become more structured next process is feature extraction where the feature is textual 
features and topic modelling . Textual features are identifying features of an answer Good and bad to see the elements 
of the text as to see if an answer contains a question mark (?), Emoticons, links or special words .Topic modelling 
is textual data modeling aimed at finding hidden variables. In this research will focus on the use of topic modelling 
to find similarity between questions and answers. This feature extraction results will be used as input to classfier to 
create a model that will be used by the data testing.  In this final project using Support Vector Machine (SVM) and 
logistic regression to get a score classification where these score would rank the answers to every question. Based on 
the evaluation of research by the author found that the rating system that is made has a mean avarage precision value 
of 74.8 . The results obtained using logistic regression as classifier. if compared with the results of SemEval 2016 the 
results obtained in this study was ranked eighth from 13 participant. 




1    Pendahuluan 
 
Saat ini perkembangan teknologi sangatlah pesat terutama teknologi internet. Pengguna Internet dapat men- 
gunakan mesin pencari untuk mencari informasi namun kelemahan mesin pencari adalah saat penggunanya mengin-
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putkan pertanyaan maka mesin pencari akan mencari dokumen yang relavan dengan pertanyaan tersebut tatapi tidak 
dapat memberikan jawaban secara langsung. Saat ini banyak komunitas tanya-jawab (Community Question Answer- 
ing) seperti qatar living forum . CQA memegang peran penting untuk membantu penggunanya mendapatkan informasi 
yang diinginkan. Pengguna dapat memuat pertanyaan mereka pada website cQA,Pengguna yang lain bebas memuat 
jawaban mereka terhadap pertanyaan tersebut. Sehingga satu pertanyaan dapat memiliki list jawaban yang banyak dan 
beragam. Jawaban tersebut dapat memuat informasi yang relavan atau tidak relavan sama sekali dengan pertanyaan 
sehingga dibutuhkan waktu untuk memilih jawaban yang paling sesuai dengan pertanyaannya maka dibutuhkan sistem 
yang secara otomatis memberikan peringkat pada list jawaban tersebut. 
Berdasarkan hal tersebut, penelitian ini akan membuat suatu aplikasi yang dapat memberikan peringkat 
pada jawaban terhadap suatu pertanyaan. Fitur yang digunakan untuk klasifikasi dan pemeringkatan jawaban adalah 
tekstual fitur dan pemodelan topik yang dijelaskan pada bab ekstraksi fitur. Klasifikasi dan pemeringkatan jawaban 
akan mengunakan metode support vektor mesin(SVM) dan logistic regression.  Sistem ini diharapkan dapat mem- 
berikan peringkat pada jawaban sesuai dengan kualitas jawaban tersebut terhadap pertanyaannya. Serta dapat melihat 
fitur-fitur apa saja yang baik dalam pemberian peringkat pada jawaban. 
 
 
2    Dasar  Teori dan Perancangan Sistem 
 
2.1   Dataset 
 
Dataset yang digunakan dalampenelitian ini adalah dataset dari Qatar Living forum yang telah disediakan di 
Pada Semeval 2016 task 3 1 dalam bentuk file xml. Terdapat dua dataset yang digunakan yaitu data latih dan data uji. 
Data yang akan digunakan pada penelitian ini yaitu data pada related question dan pasangan jawabannya (comment). 
Setiap related questions(pertanyaan) memiliki masing-masing 10 comments(jawaban).  Rincian dari masing masing 
dataset dapat dilhat pda tabel 1 
 
Tabel 1: Statistik Dataset 
 


















2.2   Ekstraksi Fitur 
 
Ekstraksi fitur merupakan suatu pengambilan ciri / feature dari suatu bentuk yang nantinya nilai yang di- 
dapatkan akan dianalisis untuk proses selanjutnya. Fitur merupakan karakteristik unik dari suatu objek, dimana objek 
dalam penelitian berupa teks [3].Fitur yang menjadi fokus utama penelitian ini yaitu Tekstual dan pemodelan topik 
yang diambil dari tim JAIST. 
 
2.2.1   Tekstual Fitur 
 
Fitur ini akan mengindentifikasi semua aspek teks yang dapat menunjukan kualitas sebuah jawaban. Fitur ini terdiri 
atas. 
 
1. Cosine Similarity 
Cosine Similarity menghitung nilai kosinus sudut antara dua vektor .Cosine semilariry dapat dihitung 
dengan persamaan 1. 
 
            Pn     
ui × vi  







2  × i=1 (vi )
2
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Dimana u dan v adalah vektor dari pertanyaan dan jawaban, isinya adalah jumlah kemunculan kata(Term 
frequency) . n merupakan ukuran dari vektor u dan v. [8]. 
 
2. Tanda Tanya(?) 
Fitur ini akan mengidentifikasi konten jawaban apakah mengandung tanda tanya(?).Jika ditemukan tanda 
tanya pada teks jawaban dapat diartikan bahwa jawaban mengarah pada pertanyaan baru bukan menjawab per- 
tanyaan sehingga dapat diartikan jawaban tersebut memiliki kualitas buruk(bad) [8]. 
 
3. Emotikon 
Fitur ini akan mengidentifikasi konten jawaban apakah mengandung token tertentu. Token khusus terse- 
but yaitu simbol tertawa. Jika ditemukan simbol tertawa dapat diartikan bahwa jawaban tersebut tidak serius, 
sehingga dapat diartikan jawaban tersebut memiliki kualitas buruk(bad) [8]. 
 
4. Kata-kata khusus(Special Words) 
Pada feature ini akan mengindentifikasi apakah konten dari jawaban mengandung beberapa kata yang 
khusus untuk menunjukan kualitas jawaban(good,bad). Jawaban yang baik biasanya berisi kata-kata yang men- 
gandung makna mengajak,oleh karena itu penulis secara manual memasukan beberapa list kata dari data training 
yaitu suggest, recommend,advise, try, call, you may, maybe, you could [8]. 
 
5. Link 
Pada feature ini akan mengindentifikasi apakan konten pada jawaban mengandung link/tautan.  Secara 
dasar jika jawaban itu mengandung tautan maka jawaban tersebut tidak menjawab langsung pertanyaan tapi 
mengalihkan ke halaman lain.  Dimana link yang diberikan dapat membantu menjawab pertanyaan sehingga 
dapat diartikan jawaban tersebut memiliki kwalitas baik(good) [4] . 
 
Fitur tanda tanya, emotikon,kata-kata khusus(special words),link akan mengembalikan nilai biner yaitu 0 jika tidak 
ditemukan fitur tersebut dan 1 jika ditemukan fitur tersebut. 
 
2.2.2   Pemodelan Topik 
 
Pemodelan topik mencakup pemodelan data tekstual yang bertujuan menemukan variabel tersembunyi yaitu se- 
buah topik.Data tekstual pada penelitian ini berupa kumpulan pertanyaan dan jawaban kemudian diolah menggunakan 
pemodelan topik. Berdasarkan Penelitian Blei dkk. [1] dan Griffiths dan Steyvers [6], penelitian ini akan mengunakan 
model LDA dan algoritma dari MCMC (Markov Chain Monte Carlo) yaitu Gibbs sampling untuk estimasi parameter 
dari model LDA. 
 
Latent  Dirichlet Allocation (LDA) 
 
1. Proses Generatif 
Diasumsikan topik telah dispesifikasikan sebelum didapatkan dokumen. Lalu untuk setiap dokumen di 
dalam koleksi dilakukan ekstraksi kata-kata dengan 2 tahap: 
 
(a) Secara acak dipilih distribusi atas topik, 
(b) Untuk setiap kata dalam dokumen: 
•  Secara acak dipilih sebuah topik dari distribusi atas topik pada langkah 1, 
•  Secara acak dipilih sebuah kata dari distribusi yang sesuai, atas kosakata. 
 
2. Collapsed Gibbs Sampling 
Dalam prakteknya kita tidak dapat menemukan variabel yang tersembunyi dengan model generatif LDA. 
Untuk menemukan variabel tersembunyi ini digunakan Collapsed Gibbs Sampling   [2].   Direpresentasikan 
kumpulan dokumen sebagai koleksi dari kata dengan index wi  dan dokumen dengan index di  , untuk setiap 
token kata i.  Prosedur Gibbs Sampling menganggap setiap token kata dalam kumpulan dokumen mempunyai 
giliran untuk diproses, untuk mengestimasi probabilitas dalam menetapkan tiap kata ke dalam suatu topik. Dari 
distribusi kondisional ini, sebuah topik dijadikan sample dan disimpan sebagai penetapan topik yang baru untuk 
sebuah token kata. Distribusi kondisional ini ditulis dengan P (zi = j|zi, wi, di, · · ·), dimana zi = j merepre- 
sentasikan penetapan topik dari token dn ke topik j, Z merepresentasikan penetapan topik untuk semua token
ISSN : 2355-9365 e-Proceeding of Engineering : Vol.3, No.2 Agustus 2016 | Page 3559
i,j 
d  j 
T 
kata, dan .  merupakan semua informasi yang sudah terobservasi seperti kata wi  dan dokumen, Griffths dan 
Stevyers (2004) menuliskan perhitungan ini sebagai: 
 
C W T                                      DT
 
              i,j    + β             Cdi j  + α  P (zi = j|zi , wi , di · · ·) = PW
 
ij    + W β 
P  










Variabel C W T  dan C DT  merupakan matrix jumlah dengan dimensi W × T dan D × T , dimana C W T 
berisi berapa kali kata w ditetapkan ke topik j danC DT  berisi berapa kali topik j ditetapkan ke sebuah token 
i 
kata pada dokumen d. Algoritma Gibbs Sampling dimulai dengan menetapkan setiap token kata ke sebuah topik 
secara random  [7]. Untuk setiap token kata, jumlah dari C W T  dan C DT  dikurangi satu untuk tiap entri yang 
berkorespondensi ke topik yang ditetapkan saat ini.  Lalu, topik baru ditetapkan sesuai dengan persamaan 2 
dan jumlah dari C W T  dan C DT  dinaikkan satu sesuai dengan topik yang baru. Setiap Gibbs sample terdapat 
penetapan topik untuk semua token kata dalam kumpulan dokumen yang didapat dengan melakukan iterasi ke 
semua kata dalam dokumen. 
 
2.3   Evaluasi Performansi Sistem 
 
2.3.1   Evaluasi Klasifikasi 
 
Dalam klasifikasi terdapat empat pengukuran performansi yaituu akurasi,precision,recall,f1-measure. 
 





True                            False 
True 
False 
True Positive(TP)      False Positive(FP) 
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|T P + F N | 
p.r 
F 1 − M easure(F 1) = 2. 




2.3.2   Evaluasi sistem pemeringkatan 
 
Evaluasi sistem pemeringkatan yang digunakan adalah mean avarage precision(MAP).Mean Average Precision 
hanya akan mempehitungkan dokumen yang relevan saja, dengan menggunakan Mean Average Precision level recall 
tidak ditetapkan secara baku.  Mean Average Precision untuk sebuah koleksi dokumen merupakan rata-rata preci- 
sion untuk sebuah kebutuhan informasi. Misal himpunan jawaban yang relevan terhadap pertanyaan pj   ∈ Q adalah 
j1 , j2 , · · · , jmj , dan Rjk adalah himpunan hasil jawaban yang diranking dari atas sampai ke dokumen dk, maka [9]: 
 
1   
|Q|  mj
M AP  = 
 
 
dimana P @Rjk  adalah Precision dari Rjk , yaitu 
X X 




P @Rjk  = 
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2.4   Perancangan Sistem 
 





Gambar 1: Gambaran Umum Sistem 
 
 
Berdasarkan dari Gambar 1 , maka alur atau gambaran umum dari sistem ini adalah sebagai berikut : 
 
1. Sistem menerima masukan dataset berupa dokumen xml, dimana dataset ini merupakan data kumpulan per- 
tanyaan dan jawaban,dimana satu pertanyaan mempunyai 10 jawaban, 
 
2. setelah dataset didapat, dilakukan preprocessing, 
 
3. data hasil preprocessing akan diekstrak fiturnya dengan tekstual fitur dan pemodelan topik, 
 
4. data hasil ekstraksi fitur yang didapatkan digunakan untuk proses klasifikasi dan pemberian peringkat pada jawa- 
ban, 
 
5. Setelah didapatkan peringkat jawaban pada masing masing pertanyaan dilakukan visualisasi. 
 
 
3    Pembahasan 
 
3.1   Implementasi Fitur 
 
3.1.1   Tekstual Fitur 
 




Gambar 2: Cosine Similarity Data Latih                               Gambar 3: Cosine Similarity Data Uji
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Dari data pada Gambar 2 dan Gambar 3 menunjukkan bahwa kelas Bad banyak memiliki nilai cosine 
similarity antara angka 0 sampai 0,1, Sedangkan pada nilai yang lebih besar frekuensi kelas Bad sedikit dan 
frekuensi kelas Good lebih banyak. Hal ini menunjukan bahwa cosine similarity dapat digunakan untuk menun- 
jukan kualitas jawaban dimana jawaban dengan nilai cosine similarity yang kecil dapat digolongkan pada kelas 
Bad dan jawaban dengan nilai yang besar dapat digolongkan pada kelas Good. 
 
2. Tanda Tanya 
 




Data Latih Data Uji 




367                 229                1523 
3546               1391               2944 
9.4                   14                   34 
123                  78                 449 
1206                378                986 
10.2                  17                 33.6 
 
 
Dari Tabel 3 dapat dilihat bahwa kelas Bad memiliki lebih banyak tanda tanya sehingga dapat disimpulkan 








Data Latih Data Uji 




249                 122                 474 
3664               1498               3993 
6.4                  7.5                 10.6 
90                   27                  150 
1239                429                1335 
6.8                  5.9                  10 
 
 
Dari tabel 4 dapat dilihat bahwa kelas Bad memiliki lebih banyak emotikon sehingga dapat disimpulkan 
bahwa Emotikon dapat menunjukan jawaban yang tergolong pada kelas Bad. 
 
4. Kata-kata khusus(Special Words) 
 




Data Latih Data Uji 




887                 329                 442 
3026               1291               4025 
22.7                20.3                 9.9 
214                  71                  114 
1115                385                1341 
16.2                15.6                 9.7 
 
 
Dari Tabel 5 terlihat bahwa kelas Good memiliki lebih banyak Special Words sehingga dapat disimpulkan 








Data Latih Data Uji 




156                 102                  95 
3757               1518               4372 
4                    6.3                  2.1 
45                   40                   27 
1284                416                1458 
3.4                  8.8                  1.8 
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Dari tabel 6 dapat dilihat bahwa kelas PotentiallyUseful memiliki lebih banyak link sehingga dapat dis- 
impulkan link dapat menunjukan jawaban dengan kelas PotentiallyUseful. 
 





Gambar 4: Hasil LDA Data Latih                                          Gambar 5: Hasil LDA Data Uji 
 
 
Dari Gambar 4 dan Gambar 5 menunjukkan bahwa kelas Bad banyak memiliki nilai cosine similarity antara 
angka 0 sampai 0,01. Sebaliknya frekuensi kelas Good pada nilai yang lebih besar lebih banyak dibandingkan pada 
nilai yang lebih kecil.  Hal ini menunjukan bahwa cosine similarity berdasarkan pemodelan topik dapat digunakan 
untuk menunjukan kualitas jawaban dimana jawaban dengan nilai cosine similarity yang kecil dapat digolongkan pada 
kelas Bad dan jawaban dengan nilai yang besar dapat digolongkan pada kelas Good. 
 
3.2   Hasil Klasifikasi dan Pemeringkatan Jawaban 
 
Berdasarkan hasil analisis terhadap penggunaan logistic regression dan SVM dalam proses klasifikasi dan 
pemberian peringkat jawaban didapatkan bahwa nilai evalusi yang dihasilkan (MAP dan F-measure ) oleh classifier 
logistic regression lebih baik dibandingkan nilai yang dihasilkan SVM classfier. Hal ini dapat dilihat pada tabel 7 yang 
memperlihatkan perbandingan hasil klasifikasi menggunakan logistic regresion dan SVM 
 
Tabel 7: Perbandingan Hasil Logistic Regressian dengan SVM 
 














Berdasarkan hasil analisis ini, maka classifier yang akan digunakan untuk menganalisi pengaruh fitur ter- 
hadap proses klasifikasi dan pemeringkatan jawaban adalah logistic regression . 
 
3.3   Analisis Pengaruh fitur 
 
 
Tabel 8: Daftar dan hasil Kombinasi fitur 
 









Pemodelan Topik + Cosine Similarity 
Pemodelan Topik + Tanda Tanya 
Pemodelan Topik + Emotikon 
Pemodelan Topik + Link 
Pemodelan Topik + Spesial Words 
Cosine Similarity + Tanda Tanya + Spesial Words + Pemodelan Topik 
Cosine Similarity + Tanda Tanya + Emotikon + Link + Spesial Words 
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Berdasarkan data pada tabel 8 dapat dilihat bahwa fitur yang paling berpengaruh pada proses klasifikasi 
dan pemberian peringkat pada jawaban adalah fitur pemodelan topik, cosine similarity dan tanda tanya.  Sedangkan 
untuk link, emotikon dan special word kurang perpengaruh karena seperti dapat dilihat pada analisis implementasi fitur 
jumlah data jawaban yang memiliki fitur link dan emotikon sedikit sehingga susah diidentifikasi pada proses klasifikasi. 
 
 
4    Kesimpulan 
 
Berdasarkan analisis dan pengujian yang telah dilakukan , maka kesimpulan yang dapat diambil adalah sebagai 
berikut : 
 
1. Tekstual Fitur dan pemodelan topik cukup berhasil digunakan untuk membantu proses klasifikasi pemeringkatan 
jawaban. Dimana Proses klasifikasi dan pemberian peringkat paling bagus adalah menggunakan Logistic Re- 
gressionn yang menghasilkan MAP sebesar 71.9 dan F-measure Sebesar 52.6%. 
 
2. Fitur yang memiliki pengaruh paling besar adalah pemodelan topik, cosine similarity dan tanda tanya, dimana 
kombinasi ketiga fitur ini menghasilkan map sebesar 72.7%. Sedangkan untuk link dan emotikon kurang berpen- 
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