Abstract. Stable basis algebras were introduced by Fountain and Gould and developed in a series of articles. They form a class of universal algebras, extending that of independence algebras. If a stable basis algebra B of finite rank satisfies the distributivity condition (a condition satisfied by all the previously known examples), it is a reduct of an independence algebra A. Our first aim is to give an example of an independence algebra not satisfying the distributivity condition.
Introduction and Preliminaries
The second author introduced the study of the endomorphism monoids of a class of universal algebras called v * -algebras, which she named independence algebras. These appear first in an article of Narkiewicz [24] and were inspired by Marczewski's study of notions of independence, initiated in [22] (see [16] and the survey article [26] ). Such algebras may be defined via properties of the closure operator − which takes a subset of an algebra to the subalgebra it generates. In an independence algebra, − must satisfy the exchange property, which guarantees that we have a well behaved notion of rank for subalgebras and hence for endomorphisms, generalising that of the dimension of a vector space. Further, independence algebras are relatively free. Precise definitions and further details may be found in [13] . We remark that sets, vector spaces and free acts over any group are examples of independence algebras. A full classification, which we will draw upon for this article, is given by Urbanik in [26] .
The study of endomorphism monoids of independence algebras has flourished over the last twenty years (see, for example, [1, 2, 10, 11, 18] ), since they provide the framework for understanding the common behaviours of several fundamental examples of monoids, including full transformation monoids and matrix rings over division rings. We denote the monoid of endomorphisms of an algebra A by End(A). If A is an independence algebra of finite rank n, then the set Sing(A) of endomorphisms of rank strictly less than n forms an idempotent generated ideal [10] . We remark that idempotent generated semigroups are ubiquitous, since every (finite) semigroup embeds into a (finite) idempotent generated semigroup [17] .
The endomorphism monoid of an independence algebra A is regular. Surprisingly, regularity of End(A) is not necessary for the above results concerning idempotent generation. For example, the results of Laffey [20] show that if A is a free module of finite rank n over a Euclidean domain, then the set of non-identity idempotents of End(A) generates the subsemigroup of endomorphisms of rank strictly less than n. Fountain and the second author introduced in [7] a class of algebras called stable basis algebras that generalise free modules over Euclidean domains, in an attempt to put the results of Laffey, and later work of Fountain [5] and Ruitenberg [25] , into a more general setting, an aim achieved in [9] . Stable basis algebras are in particular relatively free algebras in which the closure operator PC (pure closure) satisfies the exchange property. Certainly independence algebras are stable basis algebras. Finitely generated free left modules over left Ore Bezout domains and finitely generated free left T acts over any cancellative monoid T such that finitely generated left ideals of T are principal, are examples of stable basis algebras. We recall that a Bezout domain is an integral domain (not necessarily commutative) in which all finitely generated left and right ideals are principal. As for independence algebras, rank is well defined for subalgebras and endomorphisms of basis algebras, where now the rank is defined via the operator PC We give requisite definitions as we proceed through this article.
If A and B are algebras such that the universe (that is, the underlying set) B of B is contained in the universe of A of A, then B is a reduct of A if every basic operation of B is the restriction to B of a basic operation of A. Theorem 4.14 of [15] shows that if B is a stable basis algebra satisfying the distributivity condition, then B is a reduct of an independence algebra A, having the same rank as B. The distributivity condition is stated precisely in Section 2: essentially it says that unary operations distribute over basic n-ary operations, for n ≥ 1, and is satisfied for all previously known examples of basis algebras. The main aim of Section 2 is to prove:
Result 1. Not all independence algebras satisfy the distributivity condition.
Classical ring theory tells us that if R is a left Ore domain with division ring of quotients D, then for any n ∈ N the n × n matrix ring M n (R) has ring of left quotients M n (D), that is, M n (R) is a left order in M n (D). The endomorphism monoid of an arbitrary algebra, indeed of an arbitrary independence algebra A, need not be a ring. We therefore use the following notion of order, due originally to Fountain and Petrich [12] ; here a ♯ denotes the inverse of a in a (any) subgroup. Definition 1.1. Let S be a subsemigroup of a semigroup Q. Then S is a left (right) order in Q and Q is a semigroup of left (right) quotients of S if every q ∈ Q can be written as q = a ♯ b (q = ba ♯ ) where a, b ∈ S, and every square-cancellable element of S lies in a subgroup of Q. We say that S is an order in Q and Q is a semigroup of quotients of S if S is both a left and a right order in Q.
In case S is a left order in Q and a, b can be chosen above such that a and b generate the same principal right ideals in Q, then we say that S is a straight left order in Q, with corresponding definitions for straight right order and straight order.
We do not need here the precise definition of being square-cancellable, referring the reader to [6] -it is a strong necessary condition for an element to lie in a subgroup of an oversemigroup. From Theorems 3.4 and 3.11 of [6] , if R is a subring of a ring Q with identity, and provided Q satisfies some weak conditions, certainly held by matrix rings over division rings, then R is a left order in Q in the sense of ring theory if and only if it is a left order in the sense of Definition 1.1. Theorem 5.3 of [15] states that if B is a finite rank stable basis algebra satisfying the distributivity condition and A is the independence algebra constructed of which it is a reduct, then End(B) is a left order in End(A). Moreover, End(B) is a straight left order in End(A) if and only if the monoid T of non-constant unary term operations of B acts by bijections on the constant subalgebra and (in the case rank B is at least 2) is both left and right Ore. The second aim of this paper, achieved in Section 3, is to complete the picture by proving a series of results which certainly imply the following:
Result 2. Let B be a stable basis algebra of finite rank n ≥ 2 and let A be the independence algebra from [15] of which it is a reduct, so that End(B) is a left order in End(A). Then
End(B) is an order in End(A) if and only if it is a straight left order in End(A).
We remark that, on the surface, being a straight left order has nothing to do with being a (two-sided) order.
With B and A as in the above theorem, End(B) sits inside End(A) in a particularly nice way, known as being fully stratified (see Section 3). In Section 4 we briefly address the question of an infinite rank stable basis algebra B. Fountain and the second author showed, by directly checking a list of criteria from [14] , that the semigroup of endomorphisms End f (B) of finite rank was a fully stratified straight left order (without specifying the semigroup of left quotients). However, they were assuming that End(B) is idempotent connected, which followed from the incorrect Proposition II 2.6 of [21] . Without assuming that End(B) is idempotent connected, we have a longer list of conditions to check. We restrict ourselves to a special case in order to do so.
Result 3. Let B be a stable basis algebra that satisfies the distributivity condition, has no constants, and is such that T is commutative. Then End f (B) is a fully stratified straight left order.
We conclude the paper in Section 5 with a number of open questions. As we proceed through the article we give the necessary background; further specialist details may be found in [7, 8, 9, 13, 15, 26] . For standard notions from semigroup theory, we refer the reader to [3] and [19] and for universal algebra to [23] .
The distributivity condition for independence algebras
If B is a stable basis algebra, then the monoid of non-constant unary term operations will be denoted by T. It was shown in [8] that T is left Ore (also known as right reversible), which means that for any a, b ∈ T there exist u, v ∈ T such that ua = vb. Definition 2.1. A basis algebra B satisfies the distributivity condition if the clone of B contains a generating set of basic operations such that for all a ∈ T and n-ary basic term operations t, where n ≥ 2, we have a(t(x 1 , . . . , x n )) = t(a(x 1 ), . . . , a(x n )).
Note that Definition 2.1 is stated here more precisely than in [15] , since to show B does not satisfy the distributivity condition, we wish to show it is impossible to choose any generating set for the clone that witnesses this.
Certainly free modules over rings, and acts over monoids, hence our canonical examples of stable basis algebras, satisfy this condition. We have observed that all independence algebras are stable basis algebras. Independence algebras, under the original name of v * -algebras, were completely determined in the 1960's; we refer the reader to the survey article of Urbanik [26] for the details. As explained at the beginning of Section 4 of [15] , all independence algebras can be shown to satisfy the distributivity condition, with the possible exceptions of the S-homogeneous algebras or Q-homogeneous algebras, where S is a monoid and Q a quasifield.
2.1. All Q-homogeneous independence algebras have the distributivity property. A quasifield Q is a set Q with at least two elements, together with two binary operations denoted by juxtaposition, and −, such that the multiplicative operation has a zero 0, the non-zero elements form a group under multiplication, and four further axioms hold (see 4.3 of [26] ). In a Q-homogeneous independence algebra A over a quasifield Q, all fundamental k-ary operations f satisfy
for all a, b 1 , . . . , b k ∈ Q, where subtraction and multiplication are the operations from Q. Setting b = 0 and a i = a for 1 ≤ i ≤ k, we obtain that f (a, . . . , a) = a. An inductive argument gives that the identity is the only unary term operation of A. The distributivity property now follows trivially.
2.2.
Not all S-homogeneous independence algebras have the distributivity condition. Let S be a monoid such that all the non-invertible elements are left zeros. A good example is a group, which is exactly what we will take below. An n-ary operation on S is said to be S-homogeneous if for all s, s 1 , . . . , s n ∈ S we have f (s 1 , . . . , s n )s = f (s 1 s, . . . , s n s).
Since S is a monoid, the operations f (x) = sx (s ∈ S) are the only 1-homogeneous operations. A S-homogeneous independence algebra has underlying set S and the basic operations form a set F of n-homogeneous operations on S containing all the 1-homogeneous operations. The aim of this subsection is to show that with a careful choice of S and F , the resulting independence algebra A does not satisfy the distributivity condition.
Let Z = {z 1 , z 2 , . . . } be a countably infinite set and let E = {z 2 , z 4 , . . . }. Let FG = FG(Z) be the free group over Z with identity 1 and underlying set which we denote for brevity by F = F G(Z). In the following, concatenation will always refer to the group operation of FG.
Let F + ⊆ F be the set of all non-identity elements of F whose normal form does not include any negative exponents, so that F + is the underlying set of the copy of the free semigroup FS on Z sitting inside FG.
Since F and E are both countably infinite we may choose a function h : F → E, where w → h w , satisfying the following conditions:
A where: 
Lemma 2.2. The algebra A is a monoid independence algebra with underlying monoid FG.
Proof. We first remark that as FG is a group, it has no non-invertible elements, and so is a suitable monoid from which to build a monoid independence algebra. We have remarked that F -homogeneous unary operations are left translations and by construction, all left translations ν A c , c ∈ F are fundamental in A. Finally, for all w 1 , w 2 , w ′ ∈ F , we have
so that g A is F -homogeneous and hence A is a monoid independence algebra.
In order to show that A does not have the distributivity property, we need to examine the clone of A. We let L = {{ν c } c∈F , g}, be the language of A, X = {x 1 , x 2 , . . . , } a countably infinite set of variables (which we may think of as being linearly ordered according to their subscripts), and T the set of terms in the language L over X. The elements of the clone are obtained from the interpretation in A of elements in T .
For i, j ∈ N with i ≤ j let π
is the projection to the first i coordinates.
For each term t ∈ T , let a(t) be the largest n such that the variable x n occurs in t and we define a functiont : F a(t) → F by structural induction, as we now describe. We remark that t will essentially be the term function associated with t and usually denoted by t A . However, our definition oft is needed due to some minor technicalities involving the arities of term functions.
For
which is well-defined, as a(t) ≥ a(t 1 ), a(t 2 ). With some abuse of terminology, we will refer to all functions of the formt as term functions. Given a term t ∈ T , let ν(t) to be the set of c ∈ F such that ν c appears in t. We define the content of t, denoted C t , by
{z i ∈ Z : z i appears in the normal form of c}.
Note that C t ⊆ Z and is finite.
For each t ∈ T , we define t * ∈ N by structural induction as follows: if t = x i for some i,
, and if t = g(t 1 , t 2 ) for some t 1 , t 2 ∈ T , we set t * = t * 2 . It is easy to see that t * is the index of the variable that appears syntactically in the "right-most" position of t and clearly, t * ≤ a(t). The following lemma characterizes behaviour of the functions of the formt, by connecting them to the group structure on the underlying set F of A. This will be essential to our later arguments.
Lemma 2.3. Let t ∈ T such that a(t) = n. Then one of the following holds:
In addition, there are sequences z j 1 , z j 2 , . . . on Z, and
′ , and (b) z j i appears in the normal form of f ( µ i ) with a positive exponent.
Proof. We remark that if f is as in Condition (2), then, in particular, the image of f is infinite, indeed, the image of f restricted to (F + ) n is infinite. We prove the lemma by induction over the structure of t. If t = x i for some i, then n = a(t) = t * = i andt( y) =x i (y 1 , . . . , y i ) = y i = 1y t * and the result holds with w = 1 in Condition (1) .
Assume for induction that the result holds for any proper subterm of t. Case (i) Suppose first that t = ν σ (t 1 ) for some term t 1 , so that t * = t * 1 . Then n = a(t) = a(t 1 ) and by induction, t 1 satisfies the conditions of the lemma.
where C σ is the set of generators that appear in the normal form of σ. Hencet( y) satisfies Condition (1) .
For each i ∈ N let w i = f 1 ( µ i ) and put σw i =: τ i . The normal form of w i contains z j i with a positive exponent, so the normal form of τ i will do so as well, unless z j i cancels against a z −1 j i . But, considering σ, there are only finitely many indices i for which z −1 j i appears in the normal form of σ. It follows that for infinitely many values i, the element τ i ∈ F contains z j i in its normal form with a positive exponent.
Define f :
By the assumption on f 1 , and as
. We obtain thatt( y) = f ( y)y t * . It is easy to see thatt satisfies Condition (2), with the sequences (z j i ) i∈N and ( µ i ) i∈N obtained from the corresponding sequences fort 1 by removing finitely many elements. Case (ii) We now consider the case that t = g(t 1 , t 2 ) for some terms t 1 , t 2 . By induction the lemma holds for t 1 and t 2 . Let n 1 = a(t 1 ), n 2 = a(t 2 ), so that n is the maximum of n 1 and n 2 , and t
, such that there are sequences (z j i ) i∈N and ( µ i ) i∈N as in (2) .
Since t * = t * 2 we havē t( y) = ht
We have thatt( y) = f ( y)y t * , as required. Moreover, f : F n → F G(E ∪C t ), by the conditions on f 2 and since the image of h lies in E. Let µ ′ i ∈ F n + be obtained by extending µ i to arity n with n − n 2 arbitrary elements from F + . By Condition (2) for t 2 , we have that z j i appears in the normal form of f 2 ( µ i ) = w i with a positive exponent. Now
By definition of h, the first factor is just an element of E, so in particular an element of F + . It follows that the generator z j i in w i cannot cancel, and hence appears in the normal form of f ( µ ′ i ). Thust satisfies Condition (2) with f and the sequences ( µ ′ i ) i∈N and (z j i ) i∈N . Case (ii)(b) For our final case we assume thatt 2 π n n 2 ( y) = w 2 y t * 2 , for some w 2 ∈ F G(E∪C t 2 ). We make four further case distinctions.
(1)t 1 satisfies Condition (1) and t * 1 = t * 2 . We have for u ∈ F n 1 that t 1 ( u) = w 1 u t * 1 for some w 1 , and then for y ∈ F n we see thatt 1 π n n 1 ( y) = w 1 y t *
1
, and
Thust also satisfies Condition (1), as h w 1 w
We claim thatt satisfies Condition (2). Let f be given by
Then f : F n → F G(E∪C t ) by the same argument as above, so it remains to construct appropriate sequences ( µ i ) i∈N and (z j i ) i∈N .
By the remark at the beginning of this proof, f 1 π n n 1 F n + is infinite and hence so is
2 . The function h is injective and maps into E, so it follows that h f 1 (π n n 1 ( x))w −1 2 takes on infinitely many values z j i in E as x runs over F n + . Only finitely many of these values can cancel against a generator in the normal form of w 2 . The existence of ( µ i ) i∈N and (z j i ) i∈N follows. (3)t 1 satisfies Condition (1) and t * 1 = t * 2 . In this case we have thatt 1 ( y) = w 1 y t * 1 for some w 1 ∈ F G(E ∪ C t 1 ), for all y ∈ F n 1 , and thus
Consider the set P ⊂ Z 2 of pairs (u 1 , u 2 ) for which u 1 = u 2 , and neither u 1 , u 2 nor their inverses appear in the normal forms of w 1 or w 2 ; clearly P is infinite. For any (u 1 , u 2 ) ∈ P , the normal form of w 1 u 1 u also takes on infinitely many values from E as (u 1 , u 2 ) runs through P . Only finitely many of those values can cancel against generators from the normal form of w 2 . Removing the corresponding pairs from P we see thatt satisfies Condition (2) with respect to f :
with the µ i ∈ F n + being chosen so that µ i (t *
By structural induction, the lemma holds for all terms t ∈ T .
We are ready show our main result. Proof. By way of contradiction, assume that W is set of functions that generate the clone of A and witness the distributivity property. The clone of A contains the function g A . By the first three conditions of our choice of h, calculation shows that g(z 1 , z 2 ) = z 6 z 2 , g(z 3 , z 2 ) = z 8 z 2 , and g(z 1 , z 4 ) = z 10 z 4 . Combined, these results show that g depends on both of its arguments.
It follows that W must contain an operation v that depends on more than one argument, for otherwise the entire clone of A would consist of functions that are essentially unary. As v is in the clone of A, it is a composition of A-operations and projections, and it is easy to see that such v must have the formt • π n m for some t ∈ T . Moreover, W \ {v} ∪ {t} also generates the clone of A and witnesses the distributivity property. Thus, we may assume that v =t for a term t ∈ T ; since v depends on at least two variables, so doest.
Such at must satisfy one of the two conditions from Lemma 2.3. As the first condition implies thatt only depends on one variable, we must have instead thatt( y) = f ( y)y t * , where f is as in Condition (2) of Lemma 2.3. Let ( µ i ) i∈N and (z j i ) i∈N be the sequences associated to f satisfying (a) and (b) of Lemma 2.3, and set w 1 = f ( µ 1 ).
We have thatt( µ 1 ) = f ( µ 1 )µ * 1 -where µ * 1 is the t * -th entry of µ 1 . Choose a ∈ Z \ (E ∪ C t ). As we assume that A satisfies the distributivity property, and W is a witness of it, we have that ν a (t( µ 1 )) =t(ν a ( µ 1 )), where, with abuse of notation, ν a ( µ 1 ) = a µ 1 is the element of F n obtained by multiplying every coordinate of µ 1 by a on the left. Hence af ( µ 1 )µ * 1 = f (a µ 1 )aµ * 1 and so af ( µ 1 ) = f (a µ 1 )a. Now, f (a µ 1 ) is in the image of f which is contained in F G(E ∪ C t ) by Lemma 2.3. As a / ∈ F G(E ∪ C t ), the normal form of f (a µ 1 )a, and hence the normal form of af ( µ 1 ), will end with a. However, f ( µ 1 ) is also an element of F G(E ∪ C t ), and so its normal form does not contain a. It follows that f ( µ 1 ) = 1. However, by Lemma 2.3, the normal form of f ( µ 1 ) contains the generator z j 1 , a contradiction.
Conditions for End B to be a right order in End A
Throughout this section, let B be a stable basis algebra of finite rank n satisfying the distributivity condition, with basis {b 1 , . . . , b n }. As pointed out at the beginning of Section 2, the monoid T of non-constant unary term operations is cancellative and left Ore. It therefore has a group of left quotients G by [3, Theorem 1.24] In [15] we construct an independence algebra A such that B is a reduct of A, and such that End(B) is a left order in End(A). For convenience we gather here some essential information concerning the construction of A from B. Further details may be found in [15] .
Let Σ = T × B and define a relation ∼ on Σ by the rule that
Then ∼ is an equivalence relation and A = Σ/ ∼ is the underlying set of an independence algebra A. The relations ≤ R and ≤ L above are the pre-orders associated with Green's relations R and L; ≤ R * and ≤ L * above are the pre-orders associated with the larger relations R * and L * . We give further details as and when we use them; the reader may consult [14] . These relations are important for the study of End(B) due to the following result, in which PC(U) denotes the pure closure of a subset of a basis algebra (see [7] ). We remark that for any a ∈ T ,
is a one-one map since B is torsion-free. 
is onto, hence an isomorphism of the constant subalgebra ∅ B of B.
We introduced (CI) for the following purpose.
Theorem 3.5. [15] Let B be a stable basis algebra of finite rank satisfying the distributivity condition. Then End(B) is a straight left order in End(A) if and only if B satisfies (CI) and (if n ≥ 2), T is right Ore.
From [3, Theorem 1.24], if T is right Ore, then it has a group of right quotients and it is easy to see in this case that G is a group of (two-sided) quotients. The paper [15] leaves open the question of whether the fact that G is a group of quotients of T forces End(B) to be a right and hence (two-sided) order in End(A). The aim of this section is to determine the conditions under which End(B) is a right order in End(A), thus answering the question posed.
We will now restrict to B with positive rank. Note however that if the rank n of B is 0, then we take A = B = ∅ and so End(A) = {I A } = End(B) is a one element group, and our results hold trivially. In fact, we will show slightly more, demonstrating that in the right quotient decomposition α =γβ # ,β can be chosen as an automorphism of A.
Lemma 3.7. Suppose T is left reversible and satisfies (CI)
. Let {s 1 , . . . , s k } be a finite non-empty set of n-ary terms in the language of B and let a ∈ T . Then there exists an endomorphism θ a of B and u i ∈ B such that s
Proof. We have remarked that under these hypotheses G is the group of quotients of T.
Let m be the number of basic, non-nullary term operations appearing in the terms s 1 , . . . , s k , counted with multiplicity. We prove the lemma by induction on m.
If m = 0 then all s i are either projections or constants. Say t of them are projections, then we may assume without loss of generality that
for some constants e i . By (CI), a acts as an isomorphism on ∅ B , and so e i = a(f i ), for some f i ∈ ∅ B .
Define θ a by b i θ a = a(b i ), then
Now suppose that 0 < m, and that the result holds for all m ′ with 0 ≤ m ′ < m. We may reorder the s i such that for some integers k 1 , k 2 , k 3 Since T is left reversible, by applying the common denominator theorem in the group G to the elements a −1 a i , k 1 + 1 ≤ i ≤ k 2 , we may find p i , u ∈ T , such that in G, a −1 a i = p i u −1 , and hence in T, we have a i u = ap i . Again from left reversibility of T, there are p, v ∈ T for which up = av.
We now apply our induction hypothesis to the terms h i j and h i with av in place of a. If follows that there exists φ av ∈ End(B) and z i j , z i ∈ B, for which h
where the last equality follows from the distributivity condition. It follows that s
, and hence φ av also satisfies the conditions of the theorem for k 1 +1 ≤ i ≤ k 2 , with u i = p i p(z i ). Finally, in the remaining cases, for
so that by the same argument used for m = 0, we can choose u i ∈ ∅ B such that a(u i ) = g i . We have remarked that φ av (b ℓ ) = avr ′ (b ℓ )) for some r ′ ∈ T and 1 ≤ ℓ ≤ n. Hence the result holds with θ a = φ av and r = vr ′ .
Theorem 3.8. If T is left reversible, and (CI) holds, then End(B) is a right order in End(A).
Moreover every α ∈ End(A) may be written in the form α =γβ −1 for some γ, β ∈ End(B) withβ ∈ Aut A.
Proof. From [15] , End(B) is a left order in End(A), so that certainly every square-cancellable element of End(B) lies in a subgroup of End(A). Let α ∈ End(A). It remains to find β, γ ∈ End(B) such that α =γβ # . By Proposition 3.1 we have that
Consider the elements µ
By the common denominator theorem, there exists µ, ν i ∈ T such that µ
It follows that µ = ν i µ i , and thus from the definition of ∼, we have
Now let t 1 , . . . , t n be n-ary terms such that c i = t
. . , b n ). By Lemma 3.7, there exists an endomorphism θ µ of B, z i ∈ B and r ∈ T such that t
It follows that αβ =γ. Moreover, as b i β = µ(r(b i )), the elements b i β are directly independent. It follows that β has rank n, and hence so hasβ. But then Imβ = A, which means thatβ is a unit of A by [13, Proposition 3.2] , and thereforeβ # =β −1 . Hence α =γβ −1 , as required.
Lemma 3.9. Suppose that End(B) is a right order in End(A). Then (CI) holds in B.
Proof. Let a ∈ T and c ∈ ∅ B . We need to show that c is in the image of a.
Note .
By potentially replacing γ and β with γβ and β 2 , respectively, we may assume thatγ ≤ Lβ in End(A) and, with this assumption, we obtainγ = αβ. Proof. Let µ, ν ∈ T . Define α ∈ End(A) by [1, 
By [15, Lemma 4.10] the rank of α is 1. Since End(B) is a right order in End(A), there are γ, β ∈ End(B) such that α =γβ # . As in the proof of Lemma 3.9, we may assume that αβ =γ. Hence for i = 1, . . . , n,
Hence, there exist a, b ∈ T such that aµ = b and aν(b 1 β) = b(b i γ), giving aν(b 1 β) = aµ(b i γ). By injectivity of a, we obtain ν(b 1 β) = µ(b i γ).
Let u = b 1 β, v i = b i γ. It follows that ν(u) = µ(v i ) and so {u} and all {v i } have the same PC-closure W . Being 1-generated, rank(W ) is either 1 or 0. We claim that it is in fact 1.
As it is an element of a basis, we have that [ . Thus W has rank 1. It follows that W has a one-element basis, so W = w 1 B for some w 1 ∈ B. Hence there are h, k ∈ T , such that h(w 1 ) = u, k(w 1 ) = v, where v = v 1 , and so νh(w 1 ) = µk(w 1 ). Note that {w 1 } can be extended to a basis of B. It follows that for any b ′ ∈ B, there is an endomorphism τ with w 1 τ = b ′ . Clearly then νh = µk and the result follows.
Theorem 3.6 now follows directly from Theorem 3.8, Lemma 3.9, and Theorem 3.10.
Fully stratified straight left orders
In [8, Theorem 6.2], it was claimed that for any stable basis algebra B, End f (B) is a fully stratified straight left order in some regular semigroup. However, the proof of this result depends on the invalid Proposition II.2.6 in [21] . In this section, we show that we can still obtain that End f (B) a fully stratified straight left order under certain conditions, closely related to those in Section 3. We remark first that if B has finite rank, then End f (B) = End(B) is a fully stratified straight left order in End(A) (where A is constructed as in Section 3) if and only if B satisfies (i) the distributivity condition, (ii) condition (CI) and (iii) if rank B ≥ 2, then the monoid T is both left and right reversible. In the general case of arbitrary rank, where we have no construction of A to hand, we assume rather stronger conditions on B in order to find sufficient conditions for End f (B) to be a fully stratified straight left order. Our approach is to check the list of conditions for a semigroup to be a fully stratified straight left order given in [14, Proposition 3.2] . In fact, we are left with just two conditions to check, and for the first, we need make no additional assumptions. . Let PC(Im α) = x 1 , . . . , x m , where the x i are PC-independent. First, if m = 0, then Im α = ∅ , so that α = αβ and so the lemma holds with γ = α. We suppose therefore that m ∈ N.
There exists a p ∈ N and, for j = 1, . . . , m, p-ary term functions t j and u j ∈ T with u j (x j ) = t j (v 1 , . . . , v p ) (where we allow ourselves the freedom to relabel the b i and hence v i , as convenient).
Define γ ∈ End B by b j γ = t j (b 1 , . . . , b p ) for j = 1, . . . , m, and b j γ = b 1 γ else. Then γ ∈ End f (B) and
for 1 ≤ j ≤ m. Moreover, for j / ∈ {1, . . . , p} we have b j γβ = b 1 γβ = u 1 (x 1 ). We deduce
Hence α L * γβ, as required. 
Since m is finite, we may find n ∈ N and n-ary term functions s i , such that p(u i ) = s i (c 1 , . . . , c n ) for 1 ≤ i ≤ m (with, as earlier, some relabelling).
We put b = (b 1 , . . . , b n ), and use corresponding notation for other tuples. Extend {u 1 , . . . , u m } to a PC-basis {u i : i ∈ I} of B, and define γ ∈ End(B) by
for 1 ≤ j ≤ m, and u j γ = u 1 γ where j / ∈ {1, . . . , m}. Clearly γ ∈ End f (B). Let w be an arbitrary k-ary term function, where without loss of generality we assume t 1 (s 1 , . . . , s m ) , . . . , t k (s 1 , . . . , s m ))) (c 1 , . . . , c n )
Here the fourth equation follows inductively from the distributivity condition, the fact that T is commutative, and that B has no constants. This means that Proof. In [14, Proposition 3.2], conditions are given for a semigroup to be a fully stratified straight left order. In the case of End f (B), and with notation adopted accordingly, the following conditions need to be satisfied: (Ei) L * • R * = R * • L * (Eii)(l) For all α, β ∈ End(B), α ≤ L * β if and only if α L * γβ for some γ ∈ End(B). (Eiii)(l) Every L * -class contains a square-cancellable endomorphism. (Evi)(l) For all square-cancellable α ∈ End(B), and all β, γ ∈ End(B), if β, γ ≤ L * α and βα = γα, then β = γ. (Evii)(r) For all square-cancellable α ∈ End(B), and all β, γ ∈ End(B), if β, γ ≤ R * α and αβR * αγ, then βR * γ. (Gii) If α ∈ End(B) is square-cancellable, then H * α is right reversible, as well as the left-right duals (Eii)(r),(Eiii)(r),(Evi)(r), of (Eii)(l), (Eiii)(l), (Evi)(l), respectively.
As pointed out at the beginning of [14, Section 4], (Eiii)(l) and (r) hold in any abundant semigroup, such as End(B) [8, Theorem 4.9] . In [8] , it is shown that (Ei), (Evi)(l), (Evii)(r), (Evii)(r), and (Gii) hold in End(B), namely in Corollary 6.3, Lemma 6.9, Lemma 6.10, Lemma 6.11, and Corollary 6.6, respectively. These results do not depend on the incorrect [21, Proposition II.2.6], although note that another statement in Corollary 6.3 does.
It remains to establish the two version of (Eii), which is done in Lemma 4.1 for condition (Eii)(l) and in Lemma 4.2 for Condition (Eii)(r). The result follows.
Open questions
The main aim of this article was to show that not all stable basis algebras satisfy the distributivity condition, achieved in Section 2, and to complete the investigation of the left order End(B) in End(A) constructed in [13] . However, achieving our objectives here, and the discovery of the knock-on effects of the error in [21] , has prompted a number of further questions which we would like to pose.
Open Question 5.1. Is every stable basis algebra B a reduct of an independence algebra?
It would make sense to consider the special cases where B has finite rank, or satisfies the distributivity condition. Of course, where both conditions hold, then the result is known in the affirmative. 
