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Complex networks encountered in biology are often characterized by significant structural di-
versity. Whether it be differences in the three-dimensional structure of allosteric proteins, or the
variation among the micro-scale structures of organisms’ cerebral vasculature systems, identifying
relationships between structure and function often poses a difficult challenge. Here we showcase
an approach to characterizing structure-function relationships in complex networks applied in the
context of flow networks tuned to perform specific functions. Using persistent homology, we analyze
flow networks tuned to perform complex multifunctional tasks, answering the question of how local
changes in the network structure coordinate to create functionality at at the scale of the entire
network. We find that the response of such networks encodes hidden topological features - sectors
of uniform pressure - that are not apparent in the underlying network architectures, Regardless of
differences in local connectivity, these features provide a universal topological description for all
networks that perform these types of functions. We show that these features correlate strongly with
the tuned response, providing a clear topological relationship between structure and function and
structural insight into the limits of multifunctionality.
I. INTRODUCTION
“Tuning by pruning” [1–3] has recently been demon-
strated to provide an efficient means of designing sys-
tems that exhibit various complex behaviors observed in
biological networks. For example, by simply removing
and/or adding small numbers of edges, mechanical net-
works can be tuned to exhibit responses reminiscent of al-
lostery in proteins [4–8]. Similarly, flow networks can be
tuned to direct enhanced flow to specified regions [9]. In-
deed, mechanical and flow networks have been shown to
be remarkably tunable, with the ability to support highly
complex, multifunctional tasks [9]. The cerebral vascu-
lature provides the most striking inspiration for tuning
multifunctional flow networks: by dynamically contract-
ing and dilating blood vessels, the brain actively con-
trols blood flow to support local neuronal activity on
demand [10, 11]. The impairment of this ability has
been linked to various neurological diseases [12], includ-
ing Alzheimer’s disease in particular [13]. More gener-
ally, the ability to tune the conductances of edges or lo-
cally restructure connectivity enables animals [14, 15],
plants [16, 17], fungi [18], and slime molds [19] to con-
trol the spatial distribution of water, nutrients, oxygen,
or metabolic byproducts.
Understanding how proteins accomplish allostery or
how vascular networks redirect flow–or more precisely,
understanding how the underlying network structure en-
ables function–remains unclear. The observation that
networks with different structures can be tuned to per-
form the same function makes it particularly apparent
that we do not yet understand how local changes to the
network in the form of altered edge properties can com-
bine to produce functionality. For protein allostery or
vascular flow, the task is even more difficult due to the
limited supply of experimental data and the difficulty of
acquiring data of sufficiently high quality. The develop-
ment of general theories has additionally been impeded
by broad structural variation encountered in such sys-
tems, whether it be structural differences among differ-
ent allosteric proteins [20], or variation in the micro-scale
vasculature of the brain [21].
The ability to easily design functional systems, at least
on the computer and in the lab at a macroscopic scale [4],
raises the possibility of using large statistical ensembles
of such systems to rigorously explore the relationship be-
tween structure and function. Even with access to large
amounts of data, however, there is an additional hurdle.
It has not been clear precisely how to connect microscopic
information about network structure (node connectivity
and edge stiffness/conductance in mechanical/flow net-
works) to the collective phenomenon that is the function
–the ability to direct a desired strain or pressure drop to
a given local region or regions. To connect microscopic
structure to macroscopic function, the immense amount
of data available from designed ensembles of networks
must be reduced to a form that can be used to quan-
titatively and usefully compare different structures that
perform analogous functions.
Here we focus on flow networks as the simplest type
of network that can be tuned to perform functions. We
present a set of techniques derived from topological data
analysis, specifically persistent homology, that allow for
a systematic and physically interpretable characteriza-
tion of multifunctional flow networks. We find that the
structure-function relationship is topologically encoded in
the response [22]. As we will demonstrate here in de-
tail, a multifunctional response can be achieved by par-
titioning the network into several distinct sectors of rel-
atively uniform pressure, even as the underlying network
architecture remains highly interconnected. It is the con-
nectivity, or topology, of these sectors that determines
the function, rather than that of the actual nodes. De-
spite its simplicity, this interpretation provides a unifying
topological description of all networks tuned for the same
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2function, regardless of the underlying network architec-
ture, along with a quantitative means to compare func-
tional or multifunctional networks. We demonstrate that
this description is robust even for very modest tuned re-
sponses and allows us to place an approximate analytical
bound on the limits of task complexity.
The outline of this work is as follows: In Sec. II, we
start by describing the process we use to create func-
tional flow networks. In Sec. III, we observe that net-
works tuned to extreme limits (e.g. ∆ = 1 for single-
function networks) display a clear relationship between
structure and function mediated via the response. Based
on this insight, Sec. IV describes in detail how persistent
homology can be applied to characterize of the response
of such networks. Using this analysis, we provide ev-
idence that features analogous to the sectors observed
the extreme ∆ = 1 case also exist when ∆ < 1. Next,
in Sec. V we describe a topological coarse-graining pro-
cedure which we then use to extract the sectors identify
by the persistence analysis. Finally, in Sec. VI we exploit
our ability to tune ensembles of networks to exhibit the
same function or functions to show that the differences
between the median node pressures in the sectors, identi-
fied for each network in our ensemble, correspond to the
tuned pressure differences at the target edges. This result
shows unambiguously that the topological relationships
(connectivities) of the sectors identified by our analysis
capture the relationship between structure and function.
II. DESIGN OF FUNCTIONAL FLOW
NETWORKS
To reveal the structure-function relationship of tuned
flow networks, we start by designing ensembles of such
networks that each perform a given function, varying in
complexity from the response of a single site to the col-
lective response of several sites within a single network.
We first create a collection of randomly-generated net-
works and then tune each to perform a specific task by
adjusting the conductances of its edges.
More specifically, we consider flow networks (or equiv-
alently, resistor networks) in which edges between nodes
represent pipes (linear resistors). In this framework, the
response of a network to external stimuli, described by a
set of pressures (voltages) on the nodes, is governed by a
discrete version of Laplace’s equation equivalent to Kirch-
hoff’s equations. We derive our flow networks from the
contact networks of randomly-generated two and three-
dimensional configurations of soft spheres with periodic
boundary conditions, created using standard jamming al-
gorithms. Flow networks are extracted from these con-
figurations by placing nodes at the centers of each sphere
and edges – with associated fluid conductances (inverse
resistance) – between nodes corresponding to spheres
that overlap. We assign a conductance value to each
edge, chosen randomly from the range 0.1 to 1.0 in dis-
crete increments of 0.1. We choose this ensemble be-
(A) ∆ = 0.20 (B) ∆ = 0.20
(C) ∆ = 0.20 (D) ∆ = 0.20
FIG. 1. (A), (B) Comparison of two flow networks with
different initial and final structures tuned to perform the same
function. In both examples, when a unit pressure difference
is applied across the source nodes (shown in red), a single
target composed of a pair of nodes (shown in green) responds
with a pressure difference of ∆ = 0.2. The relative positions
of the source and target have also been chosen to be similar.
(C), (D) A similar comparison of two flow networks tuned
to perform the same function, but with six targets tuned to
∆ = 0.2. In all cases, the pressures on the nodes are shown
in black where the symbol denotes the sign of the pressure
and the size denotes the magnitude. The thickness of the
edges corresponds to the conductance. Edges that are shown
as thick dashed blue lines have been entirely removed (set to
zero conductance) in the process of tuning.
cause it provides initial networks reminiscent of those
seen in biological venation networks: at small length-
scales, many natural flow networks are disordered [21],
have high numbers of closed loops [23], and are highly
interconnected [24].
Next, we tune each flow network to perform a specific
function. In the simplest case, the response is described
by a single function; we tune the pressure difference of a
specified “target” edge to respond by at least an amount
∆ (chosen to be non-negative) when a unit pressure dif-
ference is applied across a separate specified “source”
edge. A multifunctional task consists of a number of
specified target edges, labeled by the index i, tuned to
respond with a pressure difference of at least ∆i when a
unit pressure difference is applied across the source edge.
In this paper, we focus on the case where ∆i = ∆ is the
same for each target edge. For each network in the en-
semble, the source and target edges are chosen at random
such that they do not share any node. To achieve the de-
sired target pressure difference of at least ∆ across the
3(A1) ∆ = 1.00 (B1) ∆ = 1.00 (C1) ∆ = 0.50 (D1) ∆ = 0.33
(A2) (B2) (C2) (D2)
10-3 10-2 10-1 100
Pressure Difference ∆p
FIG. 2. (A), (B) The flow networks from Fig. 1(A) and (B) tuned to the maximum possible pressure difference of ∆ = 1.0.
In the ∆ = 1.0 limit, the networks clearly splits into two components of uniform node pressure, separated by a boundary of
pressure difference equal to one. (C), (D) The flow networks from Fig. 1(C) and (D) tuned to target pressure differences of
∆ = 0.5 and 0.33, respectively. In these cases, the networks divide into more than two sectors of almost perfectly uniform node
pressures. (First Row) The pressures on the nodes are shown in black where the symbol denotes the sign of the pressure and
the size denotes the magnitude. The thickness of the edges corresponds to the conductance. Edges that are shown as thick
dashed blue lines have been removed in the process of tuning. (Second Row) The absolute value of the pressure differences are
shown on a log-scale from white to blue.
target edges, we use a greedy algorithm: in each step we
increase or decrease the conductance of a single edge by
0.1 (staying within the range 0 to 1, inclusively), mod-
ifying the edge conductance that best optimizes the to-
tal response at that step (for further details concerning
network generation and tuning, see the Appendix, along
with Ref. [9] and similar work on mechanical networks in
Ref. [4]).
Even for these simple functions, the discrepancy
between structure and function is readily apparent.
Figs. 1(A) and (B) show examples of two different net-
works that have been tuned to perform the same func-
tion, namely to have a single target edge with the same
target pressure difference of ∆ = 0.2 relative to the source
(The relative positions of the source and target have been
chosen to be the same for visual clarity, although this is
not required for two networks to be defined to perform
the same function). The spatial distributions of edge con-
ductances and pressures in the networks are noticeably
different while it is unclear whether the underlying archi-
tectures of the two networks share anything in common.
This disconnect is even more apparent when comparing
Figs. 1(C) and (D). In these cases, each network has six
separate target edges that have each been tuned to dis-
play a target pressure difference of at least ∆ = 0.2.
III. MAXIMUM TUNING LIMIT
It is illuminating to first examine networks tuned for a
single function, where the pressure difference at the sin-
gle target edge reaches the extreme limit where ∆ = 1,
the maximum achievable pressure difference. Figs. 2(A)
and (B) show the networks from Figs. 1(A) and (B), re-
spectively, but instead tuned to ∆ = 1. In both cases the
networks clearly separate into two distinct sectors of per-
fectly uniform node pressure, connected only by a single
edge between the source nodes. These two regions are
separated by a crack-like structure with pressure differ-
ences of precisely 1.0 along edges that have been removed
during the tuning process. Figs. 2(A) and (B) reveal that
the structural changes in the network architecture are
purely topological in terms of the connected components:
all edges connecting the two sectors are removed (exclud-
ing those connecting the source nodes, which could be
removed with no change in the response), increasing the
4number of connected components from one in the ini-
tial network to two in the functional network. Clearly,
the exact details of the local structure (which specific
edges are modified/removed) do not matter as long as
this partitioning takes place. In this extreme case, the
relationship between structure and function is obvious:
the existence of the two separate connected components
of the network, each associated with one source node and
one target node, allows the desired target pressure dif-
ference to be achieved. It is intuitively clear that this
description should extend to all networks tuned to this
same extreme limit, since adding any extra links between
the two sectors would allow current to flow between them
and necessarily decrease the pressure difference.
Similarly, Figs. 2(C) and (D) depict the multifunc-
tional networks from Figs. 1(C) and (D), now tuned to
exhibit larger pressure differences of ∆ = 0.5 and 0.33,
respectively. In Fig. 2(C), the network separates into
three sectors of almost perfectly uniform node pressure,
while in Fig. 2(D), the network splits into four sectors.
These cases are analogous to the extreme ∆ = 1 case for
single function networks as the pressure differences at the
targets cannot be increased in these networks without re-
ducing the number of sectors (we address this behavior in
more in Sec. VII). Any description we develop should also
be able to characterize multifunctional networks such as
these that separate into more than two sectors.
These results show that (i) it is not the structure of
the network that is important, but rather the structure
of the response of the network when a source pressure
drop is applied, and (ii) the aspect of the structure of
the response that relates to the function is a topological
one, namely the separation of the network into essentially
disconnected sectors.
The challenge arises when ∆ is less than its extreme
value (for example, ∆ < 1 for the case of a single target
edge, as in Figs. 1(A) and (B)). In these cases, the entire
network is highly interconnected so that effectively dis-
connected sectors do not exist, and it is unclear how to
apply the insight gained from the extreme ∆ = 1 case. In
the following sections, we show how persistent homology
can be used to analyze the response of these networks,
providing a means to extend the sector description to
networks tuned for any ∆.
IV. TOPOLOGICAL SIGNATURE OF TUNING
At its core, the process of tuning networks is local; it
involves modifying the conductances of individual edges.
However, the extreme examples of Fig. 2 show that coor-
dinated, large-scale topological changes in the structure
and response can arise from local edge tuning. To see if
remnants of these topological changes are present when
a network is still highly interconnected, we use persis-
tent homology, a technique that can detect and assign
significance to the topological features of geometrically
and/or topologically structured data [25, 26]. In this
case, our data consists of the pressure response of tuned
networks, along with the connectivities of the nodes and
edges. In general, the types of topological features the
persistence algorithm can detect include connected com-
ponents, loops, voids, etc. For flow networks, only the
first two feature types are relevant. Since the network
partitions into unconnected sectors in the extreme case
for ∆ = 1 (analogous cases for multi-target responses),
we focus only on the first class of topological features, the
connected components. In the past, the persistence algo-
rithm (or related techniques) has been used to study var-
ious topological aspects of flow networks [27, 28], along
with their higher-dimensional analogs, mechanical net-
works [29, 30]. However, these studies have focused on
the network structure, rather than the response of such
systems.
To apply the persistence algorithm, one needs an or-
dering of the network elements (vertices, edges) in terms
of a quantity defined on the particular elements that are
relevant to the tuned function. An obvious candidate
is the pressures on the nodes. However, the network
response obeys a discrete version of Laplace’s equation
with the effect that local minima and maxima in the
node pressures can only occur at the source. As a re-
sult, there can only be a single (global) minimum on one
of the source nodes, and a single (global) maximum at the
other source node. Since local extrema play an important
role in defining topological features, their absence means
that very few interesting features would be detected by
the persistence algorithm (in fact, we would only detect
a single connected component corresponding to the two
global extrema at the source nodes). We therefore define
our ordering on the edges instead of the nodes, sorting
each edge according to the absolute value of the differ-
ence in pressure between its nodes. Given a network with
NE edges, we label each edge with an integer i according
to this order, with 1 ≤ i ≤ NE , and denote its corre-
sponding pressure difference as ∆pi. Fig. 3(A) shows an
example of a small tuned network with the corresponding
ordering of its edges illustrated in Fig. 3(B).
We then proceed as follows: starting with an empty
network with no edges, we add each edge to the network
in order of its pressure difference, one at a time. With
each step i, we obtain a larger subset of our original net-
work, consisting of the first i edges. This sequence of
sub-networks corresponds to a filtration of the pressure
differences on our original network. In the “ascending fil-
tration,” we perform this process for each edge in order of
the absolute value of the pressure differences from small-
est to largest. Similarly, for the “descending filtration”
we proceed in order of decreasing pressure difference.
At each step in the filtration, the persistence algorithm
records any changes in the topological structure of the
evolving sub-network, i.e., any changes in the number of
connected components. When an edge is added, there
are three possibilities: (i) the new edge is not connected
to any of the pre-existing edges, increasing the number of
connected components by one, (ii) the new edge is shared
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FIG. 3. Example of the persistence algorithm carried out on
a toy flow network tuned for a pressure difference of ∆ = 0.5.
(A) Tuned network structure and node pressures. (B) Or-
dering of edges from smallest to largest pressure difference,
indicated by the index labels, defining the ascending filtra-
tion. The absolute value of the pressure differences are shown
on a log-scale from white to blue. (C) - (E) Birth of three
components at pressure differences ∆p1, ∆p2 and ∆p12, col-
ored green, orange and blue, respectively. (F),(G) Deaths of
the blue and orange components at pressure differences ∆p13
and ∆p18, respectively. (H) The resulting persistence pairs
of the ascending filtration (blue) and descending filtration
(red, algorithm not shown) plotted on a persistence diagram.
Points farther from the diagonal signify more important fea-
tures with larger persistence values τ .
between two of the pre-existing components, joining them
together and decreasing the number of connected compo-
nents by one, or (iii) the new edge is only connected to
a single pre-existing component, incurring no change in
the number of connected components. For the first case,
in which a new component appears, we say that it is
“born” and record the pressure difference at that step,
∆pb, as its “birth pressure difference.” The new edge is
the “birth edge.” In the second case, in which two com-
ponents merge, we say that the component in the pair
that was born most recently has “died,” and we record
the pressure difference, ∆pd, as its “death pressure differ-
ence.” The new edge is the “death edge.” In this way, each
connected component that appears during the filtration
is assigned a birth-death pair (∆pb,∆pd). By carrying
out the filtration in both ascending and descending or-
der, we collect two sets of birth-death pairs, one for each
filtration (the approach we have described here has been
simplified for the sake of discussion, but is a sufficient
version of the persistence algorithm. See the Appendix
and Ref. [25] for a detailed explanation of the complete
algorithm).
Figs. 3(C)-(G) illustrate this process for an example
network. New components are born in Figs. 3(C), (D),
and (E), colored green, orange, and blue, respectively,
with corresponding birth pressures of ∆p1, ∆p2, and
∆p12. Figs. 3(F) and (G) show the deaths of two of
the components. In Fig. 3(G), the blue component dies
with a death pressure of ∆p13, resulting in the birth-
death pair (∆p12,∆p13), while in Fig. 3(G), the orange
component dies with death pressure ∆p18, resulting in
the birth-death pair (∆p2,∆p18). The final component,
consisting of the entire network, never dies, so we do not
assign it a birth-death pair.
Once we have collected all birth-death pairs,
(∆pb,∆pd), we construct a persistence diagram, as in
Fig. 3(H). For the ascending filtration, the death pressure
difference exceeds the birth pressure difference in each
pair; these pairs are represented by points colored in blue.
For the descending filtration, the death pressure differ-
ence is always smaller than the birth pressure difference
in each pair; these pairs are represented by points col-
ored in red. The complete set of points characterizes the
topological structure of connected components in the net-
work. Points associated with the ascending/descending
filtration represent regions of the network with relatively
low/high pressure differences. Loosely speaking, if we
consider a network as a landscape whose height is locally
given by the pressure differences, the features identified
by the ascending filtration are analogous to basins sep-
arated by mountain ranges. The birth edge of a feature
corresponds to the local minimum of a basin, while the
death edge is the lowest mountain pass. Similarly,those
features identified by the descending filtration are anal-
ogous to the mountain ranges separated by basins; birth
edges are the peaks of mountains, while a death edge
correspond to the highest mountain pass separating a
mountain from its neighbors.
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FIG. 4. Average persistence diagram of (A) untuned flow networks and (B) networks tuned to a pressure difference of ∆ = 0.5.
Each bin is colored according to the average number of points found in that bin in the persistence diagrams for over 60000 flow
networks of 256 nodes. Points located above the diagonal correspond to the ascending filtration, while those located below the
diagonal correspond to the descending filtration. Features for which the birth and death pressure differences are exactly equal
are excluded from all persistence diagrams due to negligible topological significance (persistence τ = 0). (C) Evolution of the
average persistence diagram with tuning. The average persistence diagram is calculated for 11 values of target pressures ∆
ranging from 0 to 1 in steps of 0.1. Each bin is colored according to the value of ∆ whose average persistence diagram has the
largest number points in that bin.
Additionally, the vertical distance of a point from the
black diagonal line in Fig.3(H), along which ∆pb = ∆pd,
is called the “persistence”: τ = |∆pd −∆pb|. This mea-
sures the lifetime of a feature during the filtration pro-
cess, and provides a measure of its significance. In the
landscape analogy, the persistence is related to the depth
of the basins or height of the mountains relative to the
boundaries separating them from other basins or moun-
tains, respectively. Small fluctuations in pressure differ-
ences, for example, would yield birth-death pairs with
low persistence. In the example of Fig. 3, we see that
the point (∆p2,∆p18) has a large persistence value. This
means that the corresponding orange connected compo-
nent survives, or persists, for a large range of pressure
differences during the persistence algorithm. This high
persistence suggests that this feature is important for
characterizing the structure of the network. In contrast,
the point (∆p12,∆p13) has a small persistence, and could
be considered less important.
We have carried out the persistence analysis for en-
sembles of tuned and untuned networks and collected
the results for each ensemble into a persistence diagram.
Fig. 4(A) depicts a two-dimensional histogram represent-
ing the average persistence diagram of over 60000 un-
tuned networks, each composed of 256 nodes. For each
network, the source and target edges are selected ran-
domly. The histogram is calculated by dividing the per-
sistence diagram into bins in ∆pb and ∆pd (shown as indi-
vidual pixels) and counting the average number of points
(birth-death pairs) that fall within each bin across all of
the networks in the ensemble. We exclude any points for
which τ is exactly zero, as these features can be inter-
preted as having no topological significance. We observe
two different clusters of features for untuned networks,
both of which correspond to fluctuations in the response
due to the discrete nature of the initial networks. The
features clustered near the origin are typically located far
from the source edge where the pressure difference scale
is relatively low. The band of features below the diagonal
at birth pressure differences between about ∆pb = 0.35
and 0.6 typically correspond to small numbers of isolated
edges of relatively high pressure differences located near
the source. In the continuum limit of Laplace’s equa-
tion with infinite system size, both sets of features would
collapse towards a single point at the origin.
Fig. 4(B) shows the equivalent histogram for an ensem-
ble of networks tuned to a target pressure of ∆ = 0.5. A
comparison of Figs. 4(A) and (B) shows that the his-
togram of the persistence diagrams changes drastically
in two ways. First, a high concentration of features ap-
pears in the ascending diagram, located above the diago-
nal, concentrated in a thin vertical band at a birth pres-
sure of ∆pb = 0, with death pressures ranging from zero
to our tuned response of ∆ = 0.5. This indicates that
tuned networks tend to develop regions of almost per-
fectly uniform node pressure (zero pressure difference),
separated by boundaries of high pressure differences up
to the tuned pressure difference. Most of these features
are located far above the diagonal, indicating that they
are of high significance. Similarly, for the descending di-
agram, a vertical band appears for the tuned networks
that is absent for untuned networks. This band is con-
7centrated at a birth pressure equal to our tuned response
∆ = 0.5 with a death pressure ranging from zero to 0.5.
This band corroborates our observations of the ascending
filtration; it indicates that there are regions of pressure
differences equal to our tuned response. These likely cor-
respond to the boundaries between regions of uniform
node pressures. Again, many of these features are of
high significance because they are located far below the
diagonal.
To understand how persistence diagrams evolve in
more detail, we calculate the average persistence diagram
for 11 target pressures ranging from ∆ = 0.0 to 1.0. For
each bin we find the value of ∆ whose average persistence
diagram is most highly represented, with the largest av-
erage number of points in that bin compared to all ∆.
We color each bin according to this representative value
of ∆ as shown in Fig.4(C). We see that as networks are
tuned for larger and larger target pressures ∆, the aver-
age ascending persistence diagram is steadily populated
with points far above the diagonal in a band at ∆pb = 0
ranging from ∆pd = 0 to ∆, while the average descending
diagram develops features at the tuned target pressure,
in bands located at ∆pb = ∆. This confirms that the
trends we see in Figs. 4(A) to (B) generalize to all values
of ∆.
These results show that at all values of ∆, the re-
sponse of tuned flow networks encodes topologically sig-
nificant connected components as detected by the persis-
tence analysis. At the extreme limit ∆ = 1 these features
should correspond exactly with those we observed in the
previous section. For the case where ∆ < 1, these fea-
tures evidently correlate with the tuned function as the
value of ∆ can be read off from the persistence diagram.
In both cases, persistent homology is able to quantita-
tively capture a structural signature of the function. In
the next section, we demonstrate a process for extracting
these connected components from the persistence analy-
sis for any value of ∆, allowing us to determine the precise
relationship between these aspects of the structure and
the tuned function.
V. TOPOLOGICAL CHARACTERIZATION
Now that we have identified persistent features that
appear in the tuned network structures, namely the fea-
tures in the vertical bands that appear at ∆pb = 0 in
the ascending filtration and at ∆pb = ∆ in the descend-
ing filtration, we associate these features with the com-
ponents they actually represent in the tuned networks.
The obvious approach would be simply to identify the
connected components that define each point in the per-
sistence diagrams at either their birth or directly before
their death as shown in Fig. 3. However, components
can merge multiple times, forming a binary tree of com-
ponent mergers. This results in identified regions that
overlap with one another, with each node belonging to
many different components. Instead, for simplicity we
seek to divide the network into non-overlapping regions.
To accomplish this, we introduce a method of hierar-
chical clustering which utilizes the information uncovered
by the persistence algorithm. The result is a topologically
coarse-grained representation of our network composed of
the most significant features relevant to the tuned func-
tion. We start the process of coarse-graining by creating
a skeletonized tree representation of our network (shown
in Fig. 5(A) as thick solid and dashed lines), which we
term the sector skeleton, which both encodes the topo-
logical changes we see in our persistence algorithm and
also allows us to uniquely divide our network in distinct
components. To create this tree, we first perform the
ascending filtration we defined in the previous section,
keeping any edge which fits at least one of the following
criteria: (i) the edge creates a new connected component
12
2
13
18
(A)
12
2
13
18
(B)
12 13
Pair: (∆p12,∆p13) τ= 0.12
(C)
2
18
Pair: (∆p2,∆p18) τ= 1.00
(D)
FIG. 5. (A) The sector skeleton of the tuned network struc-
ture shown as thick gray lines, with boundary (death) edges
shown as thick dashed lines, overlaid on the absolute values
of the pressure differences shown on a log-scale from white
to blue. This tree encodes the topology (connectivity) of the
connected components of the network. The filtration index of
birth and death edges are shown with circular and rectangular
backgrounds, respectively. (B) Using the death edges as the
boundaries of components, three components shown in green,
orange and blue can be identified. (C), (D) Each boundary
(death) edge can be used to decompose the network into two
unique sectors shown in green and orange. The birth-death
pair associated with each boundary edge can be used to as-
sign a persistence value τ to each possible pair of sectors. In
(C) τ = 0.12, while in (D) τ = 1.0, the maximum possible
value, indicating the greatest possible topological significance.
To represent the network, the pair of sectors is chosen which
has the greatest value of τ and places each target node into a
separate region (in this case the sectors in (D)).
8(a birth edge), (ii) the edge merges two connected compo-
nents (a death edge), or (iii) the edge adds a new vertex
to the network. Alternatively, we could exclude any edge
that creates a cycle during the filtration.
Next, we record any edges that fit the second crite-
rion with a dashed line (marked as thick dashed lines
in Fig. 5). As these edges denote merging events in our
filtration, they naturally separate our network into differ-
ent components. Using these edges as the boundaries be-
tween regions in the sector skeleton, we partition the net-
work into different connected components, shown as the
green, orange and blue regions in Fig. 5(B). Each bound-
ary edge we identify corresponds to a death event and is
identical to one of the death edges identified by the per-
sistence algorithm, along with its associated birth-death
pair. The corresponding birth edge is always the edge
with the minimum filtration index for one of the sectors.
In Fig. 5, the boundary edge connecting the blue and
green sectors is associated with the pair (∆p12,∆p13),
while the edge connecting the orange and green sectors
is associated with the pair (∆p2,∆p18) (we note that al-
though each boundary edge in the example is located on
the boundary of the sector containing its corresponding
birth edge, this will generally not be guaranteed).
This process of decomposing the network into sectors
is analogous to the watershed transform often used in im-
age segmentation [31]. However, as is often the case when
performing watershed transforms on noisy data, naively
decomposing the sector skeleton into a maximal num-
ber of components results in rampant over-segmentation.
Each of the large number of points in our persistence di-
agram results in a new segment, no matter how small its
persistence value. The first column in Fig. 6 shows all of
the individual components corresponding to birth-death
pairs for the four networks from Fig. 1, along with the un-
derlying pressure differences. Each component is colored
arbitrarily in order to highlight individual regions. One
can see how each component effectively forms a basin in
the pressure difference landscape (see previous section for
further explanation of landscape analogy). The second
column in Fig. 6 depicts the sector skeleton associated
with each network. Clearly, all the networks are highly
segmented, and the many individual connected compo-
nents do not provide much structural intuition.
To remedy this, we draw insight from the highly par-
titioned networks in Fig. 2, especially from the ∆ = 1.0
limit, in order to coarse-grain the networks into the most
significant sectors. Since a tree by definition has no cy-
cles, each boundary edge divides a network into exactly
two sectors, as shown in Figs. 5(C) and (D). In general,
if we choose n boundary edges, the result will be a de-
composition of the network into n+1 sectors. In order to
choose which subset of these edges provides the most rele-
vant decomposition of the network, we examine the value
of the persistence τ for the birth-death pairs correspond-
ing to each boundary edge. For flow networks, the value
of τ providing a measure of the topological significance of
each possible pair of sectors, with 0 ≤ τ ≤ 1. As a result,
we give higher preference to boundary edges with larger
associated values of τ . For example, the boundary edge
and corresponding sectors in Fig. 5(C) have a persistence
of only τ = 0.12, while those in Fig. 5(D) have maximum
possible value of τ = 1.00, making it more preferable.
Although a large value of τ may indicate high signif-
icance, it does not guarantee relevance to the tuned re-
sponse on its own. Therefore, we apply an additional
physical criterion to choose the appropriate subset of
boundary edges. Since we tune each network to exhibit a
particular pressure differential between each pair of tar-
get nodes, we restrict ourselves to boundary edges which
result in each individual pair of target nodes being sepa-
rated into two different sectors. If more than one of these
boundary edges exist, we choose the one with the largest
value of τ . When there is only a single target, there will
be always be a unique choice of boundary edge when one
exists. For the example in Fig. 5 where there is a single
target, this would result in choosing the boundary edge
and pair of sectors in Fig. 5(D). In this case, the pair
of sectors which separate the target nodes coincides with
the overall most persistent birth-death pair.
When there are multiple targets, choosing the appro-
priate set of high-τ boundary edges is more complicated.
To begin, we treat each pair of target nodes indepen-
dently as in the single-target case, recording the bound-
ary edge of highest τ for each pair which places its nodes
into separate sectors. Using all of these recorded bound-
ary edges results in a partition of the network into a
number of sectors. While the pair of nodes comprising
each target are placed into separate sectors, nodes from
different targets are often grouped into the same sector.
However, this resulting partition of the network often
contains more sectors than are minimally necessary to
satisfy the target node separation constraint. It is pos-
sible for a boundary edge chosen to separate one pair
of target nodes to be redundant if a another boundary
edge chosen for a different pair of target nodes simul-
taneously separates both pairs. Since we initially chose
the boundary edges with the highest possible τ , if two
boundary edges are redundant, the edge with the small-
est τ must be irreplaceable, otherwise a higher τ edge
would have been chosen. Therefore, we eliminate some
of the higher τ boundary edges that are not necessary to
satisfy our target separation constraints. After recording
the highest-τ boundary edge for each target, we exam-
ine each target a second time, recording the boundary
edge of lowest τ within the initial list which satisfies the
constraint for that edge. The result is a second reduced
list of boundary edges allowing us to construct a simpler
partition of the network. Although this process still does
not guarantee the smallest possible number of sectors,
it does significantly reduce the number of sectors in a
unique manner while avoiding examining the combinato-
rially large number of possible decompositions.
Without choosing any arbitrary cutoffs, this process
enables us to uniquely decompose each tuned network
into a set of significant regions. Furthermore, the values
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FIG. 6. Comparison of the four flow networks in Fig. 1 both before and after topological coarse-graining. (First Row) Before
coarse-graining, each network shows a high degree of over-segmentation with its structure decomposing into a large number of
connected components. Each component is colored arbitrarily such that no two neighbors have the same color. The absolute
values of the pressure differences on the edges are shown on a log-scale from white to blue. (Second Row) The the sector
skeleton representing the topology (connectivity) of the components is shown with thick gray lines. Edges in the tree that
overlap two separate regions correspond to boundary (death) edges. (Third Row) After simplification, the number of connected
components is greatly reduced. In (A3) and (B3), we identify the two main components of highest persistence (shown in green
and orange), each associated with a single target node. In (C3) and (D3), we identify three and four components, respectively.
(Fourth Row) The correspondence between the resulting sectors and the pressure differences on the edges.
of τ for the chosen boundary edges give us a quantitative measure of the validity of our assumption that each pair
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of target nodes is divided into two sectors of differing
node pressures. If τ is measured to be zero for a bound-
ary edge, then it is not possible to separate the network
into an adequate number of components in this way. But
if τ is significantly larger than zero, then the resulting
sectors also correspond to topologically significant con-
nected components in the network. Thus, τ quantifies
the degree of confidence we can put into the sectors iden-
tified by the analysis.
The third column of Fig. 6 demonstrates the results
of this procedure for the networks shown in Fig. 1. Af-
ter coarse-graining via persistence, the topological struc-
ture of the networks in Figs. 6(A3) and (B3) has been
greatly simplified compared to the initial components
in Figs. 6(A2) and (B2), allowing us to identify two
main sectors (shown as green and orange), each asso-
ciated with a separate target node. Similarly, the multi-
functional networks in Figs. 6(C3) and (D3) simplify to
three and four sectors, respectively. The fourth row of
Figs. 6 depicts the association between the sectors and
the tuned pressure differences. These sectors allow us
to compare networks directly that have been tuned to
perform the same function (as in the first and second
columns), along with multifunctional networks (second
and third columns).
VI. STRUCTURE-FUNCTION RELATIONSHIP
Fig. 7 shows the dependence of the sectors on the mag-
nitude of the tuned response for a network with a sin-
gle target. In Figs. 7(A1) and (A2), we see that before
tuning, the sectors (highlighted as green and orange) do
not have any obvious correlation to the network struc-
ture nor the response. Fig. 7(A3) shows a histogram of
the pressures on the nodes, highlighting the regions of
the histogram associated with each sector. After tuning
to a target pressure of ∆ = 0.05, Figs. 7(B1) and (B2)
show that the network response has already segregated
into two sectors whose boundaries are partially defined by
large pressure differences that are a result of edges that
have been completely removed in that region. Examin-
ing the histogram in Fig. 7(B3), we see that the overlap
between the regions of the histogram associated with the
two sectors has started to decrease. For each sector, we
can measure the median node pressure p, shown as ver-
tical dashed lines in Fig. 7(B3). We can then measure
the absolute value of the difference in these median node
pressures as an effective pressure difference between the
two regions. We call this quantity the sector pressure
difference, ∆p. We find that ∆p = 0.16, roughly track-
ing the tuned pressure differences. Located above each
histogram is a schematic of the sector connectivity with
sectors represented as nodes, with source nodes in red.
The symbols (and approximate horizontal positions) rep-
resent sign and magnitude of the median node pressure
for each sector.
Further tuning to a target pressure of ∆ = 0.2 yields
Figs. 7(C1) and (C2), where the two sectors partition
the network even more clearly, even as the underlying
network architecture remains connected as a single com-
ponent. The areas of the histogram in Fig. 7(C3) as-
sociated with each sector now comprise separate peaks.
The nodes are almost completely partitioned into the
two sectors according to the sign of the node pressure.
The sector pressure difference between the two regions is
∆p = 0.30, continuing to roughly track the tuned pres-
sure difference. Finally, Figs. 7(D1) and (D2) show a
complete partitioning of the network according to node
pressure at a tuned pressure difference of ∆ = 1.0. The
histogram in Fig. 7(D3) confirms this, as it shows two
narrow peaks of node pressures with ∆p = 1.0. In addi-
tion, the schematic shows the two sectors are completely
disconnected.
Fig. 8 shows the same process for a multifunctional net-
work with six targets. Again, in Figs. 8(A1) and (A2),
we see that before tuning, the various colored sectors do
not have any obvious correlation with the network struc-
ture nor the response. As the network is tuned to larger
and larger pressure differences, it separates into three sec-
tors of relatively uniform node pressures until finally, the
network almost completely disconnects into these three
sectors at a target pressure difference of ∆ = 0.5, shown
in Figs. 8(D1) and (D2). In a manner similar to the
single target case, each sector corresponds to a separate
peak in the histogram of node pressures and the sector
pressure differences measured between neighboring peaks
approximates the tuned pressure difference. The sector
schematic shows that the final sectors are connected to
teh source nodes like a sequence of resistors in series.
In summary, Figs. 7 and 8 show that as the target
edges are tuned to larger and larger pressure differences,
the networks’ responses steadily partition the nodes into
distinct sectors, even as the underlying network architec-
ture remains a single connected component. The node
pressures within each sector are relatively uniform and
the difference between the median node pressures of the
sectors provide an approximation to the tuned target
pressure difference. This description holds even when
multiple targets are being tuned.
We have established the generality of these observa-
tions by tuning ensembles of networks with various num-
bers of nodes N and numbers of targets NT to a variety
of target pressure differences ∆. For each combination of
∆, N and NT , we attempt to tune 256 different networks,
averaging all resulting measurements only over those sys-
tems that were tuned successfully (the fraction that can
be tuned successfully for a given ∆, N and NT is the
focus of Ref. [9]). In each case, we follow our topologi-
cal coarse-graining procedure to obtain the sectors with
highest τ that separate the target nodes. For each sector
obtained this way, we calculate the median node pressure
p. Next, for each pair of target nodes, we measure the
sector pressure difference ∆p between their correspond-
ing sectors, along with the actual tuned pressure differ-
ence measured between that pair of target nodes ∆pT .
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FIG. 7. Evolution of the network structure and response with corresponding sector partitioning for a network with a single
target (A) before tuning and the same network tuned for target pressure differences of (B) ∆ = 0.05 (C) ∆ = 0.2, and (D)
∆ = 1.0. Each network is tuned directly from the same initial configuration in (A). (First Row) The coarse-grained sectors
characterizing the response are highlighted in green and orange. The source nodes are shown in red and the target nodes in
green. The pressures on the nodes are shown in black where the symbol denotes the sign of the pressure and the size denotes the
magnitude. The thickness of the edges corresponds to the conductance. Edges that are shown as thick dashed blue lines have
been fully removed in the process of tuning. (Second Row) Correspondence of the sectors and the pressure differences on the
edges. Edges are colored white-to-blue on a log-scale according to the absolute value of the pressure differences. (Third Row)
The associated histogram of node pressures with green and orange portions showing the contributions of nodes in the green and
orange sectors, respectively, shown in the first and second rows. The median node pressure in each sector p is shown as a black
vertical dashed line for the tuned networks, along with the sector pressure difference ∆p. Inset in each histogram is a schematic
depicting the connectivity between sectors, represented as nodes with source nodes in red. Edges indicate existence of edges
between sectors in tuned network. Symbols (and approximate horizontal position) denote sign and magnitude of median node
pressures.
For this analysis, we present results for two-dimensional
networks (results for three-dimensional networks are pre-
sented in Ref. [22]). Fig. 9(A) plots the correlation of
∆p and ∆pT for various system sizes N and target pres-
sure differences ∆ tuned for the case of a single target,
NT = 1. Similarly, Fig. 9(B) shows the same correlation,
but for multifunctional networks with various numbers
of targets NT at fixed system size N = 512. We see that
∆p closely tracks ∆pT for all system sizes, numbers of
targets, and target pressure differences, with almost per-
fect agreement on average for larger systems and larger
numbers of targets. We observe that standard deviation
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FIG. 8. Evolution of the network structure and response with corresponding sector partitioning for a multifunctional network
(A) before tuning and the same network tuned for target pressure differences of (B) ∆ = 0.05 (C) ∆ = 0.2, and (D) ∆ = 0.33.
Each network is tuned directly from the same initial configuration in (A). (First Row) The simplified sectors characterizing the
response are highlighted in various colors.. The source nodes are shown in red and the target nodes in green. The pressures
on the nodes are shown in black where the symbol denotes the sign of the pressure and the size denotes the magnitude. The
thickness of the edges corresponds to the conductance. Edges that are shown as thick dashed blue lines have been fully removed
in the process of tuning. (Second Row) Correspondence of the sectors and the pressure differences on the edges. Edges are
colored white-to-blue on a log-scale according to the absolute value of the pressure differences. (Third Row) The associated
histogram of node pressures with green and orange portions showing the contributions of nodes in the various colored sectors
shown in the first and second rows. The median node pressure in each sector p is shown as a black vertical dashed line for
tuned networks. The sector pressure difference ∆p between sectors with neighboring regions in the histograms are listed in the
same order as the regions. Inset in each histogram is a schematic depicting the connectivity between sectors, represented as
nodes with source nodes in red. Edges indicate existence of edges between sectors in tuned network. Symbols (and approximate
horizontal position) denote sign and magnitude of median node pressures.
of each point decreases for larger N and smaller NT with
both cases corresponding to larger average sector sizes.
This suggests that the spread in the relationship between
the measured and tuned response may be due to finite-
size effects.
For Fig. 10, we measure various properties related to
the topological significance of the sectors identified in
each network. Fig. 10(A) shows results for networks
tuned for a single target, while Fig. 10(B) shows results
for multifunctional networks. In Figs. 10(A1) and (B1),
we measure the average sector persistence τ versus the
tuned pressure difference ∆. We take τ as the smallest
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FIG. 9. Sector pressure difference ∆p versus tuned target
pressure difference ∆pT averaged over every pair of target
nodes for (A) a variety of system sizes of N nodes with a
single target NT = 1 and (B) at fixed system size N = 512 for
a variety of numbers of targets NT at various target pressure
differences ∆. For every target, the sector pressure difference
is measured between the two sectors that contain that pair
of target nodes. Each point is averaged over all successfully
tuned networks for a particular combination of ∆, N , and NT .
Error bars in both ∆p and ∆pT represent standard deviations.
persistence of the birth-death pairs associated with the
boundary (death) edges chosen to separate the sectors
in a network by the topological coarse-graining process.
We see that τ approaches a maximum value of one for
large tuning thresholds, indicating that the sectors corre-
spond to one of the most topologically significant features
for each network. To further validate this, Figs. 10(A2)
and (B2) show the average rank percentile of τ out of all
birth-death pairs with nonzero persistence within each
network. Each the boundary edge associated with each
birth-death pair represents an alternative partitioning of
the network into sectors. We see that in all cases, the
rank percentile rapidly approaches unity, indicating that
even if the sectors do not correspond to the feature with
highest persistence in a given network, they still corre-
spond to one of the most topologically significant fea-
tures.
We note that sometimes it is not possible to divide
a network into sectors that separate each pair of target
nodes. For a particular pair of target nodes, this can oc-
cur either because they are not separated by a boundary
edge or because the persistence algorithm does not pro-
duce any birth-death pairs for that network, indicating
no topological features were found during the filtration.
When this occurs for a particular target, we assign that
target a sector pressure difference of p = 0, as that pair
of target nodes are contained within the same sector. We
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FIG. 10. Statistical properties of the persistence τ for (A) a
variety of system sizes of N nodes and a single target NT = 1
and (B) at fixed system size N = 512 for a variety of numbers
of targets NT at various target pressure differences ∆. (A1),
(B1) Average minimum sector persistence τ of the sectors
resulting from topological coarse-graining as measured from
the birth-death pair associated with the boundary (death)
chosen during topological coarse-graining. A maximum value
of τ = 1 indicates maximum topological significance. (A2),
(B2) Average percentile rank of τ for the resulting pair of sec-
tors out of all possible boundary edges that could have been
chosen to partition the network into sectors. (A3), (B3) Frac-
tion of networks for which topological coarse-graining cannot
successfully separate each pair of target nodes into separate
sectors. This fraction vanishes rapidly with increased tuned
response ∆ and system size N . For all plots, each point is
averaged over all successfully tuned networks for a particular
combination of N , NT and ∆. Error bars in τ and the per-
centile rank represent standard deviations, while error bars
for the fraction of successfully coarse-grained networks are
shown as the Wilson score interval.
also assign that pair of target nodes a persistence of τ = 0
since they are not associated with any topologically sig-
nificant features. These assignments have allowed us to
include these systems in Figs. 9 and 9. In Figs. 10(A3)
and (B3), we measure the number of networks for which
topological coarse-graining cannot separate each pair of
target nodes. We see that this only occurs for small sys-
tem sizes or for larger systems when ∆ 1.
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FIG. 11. Statistical properties of the node pressure response
for (A) a variety of system sizes of N nodes with a single
target NT = 1 and (B) at fixed system size N = 512 for a
variety of numbers of targets NT at various target pressure
differences ∆. (A1), (B1) Average quality q of the approxi-
mation given by assigning each node in a sector the median
node pressure of that sector and comparing to the actual re-
sponse; see Eq. 1. The quality approaches one with increasing
∆ and NT . (A2), (B2) Average maximum pairwise overlap
of the node pressure distributions of the sectors within each
network. The overlap is calculated by taking one minus the
two-sample Kolmogorov-Smirnov statistic between each pair
of distributions of node pressures, with one indicating maxi-
mum overlap and zero indicating no overlap. The maximum
overlap quickly approaches zero for increasing ∆. Each point
is averaged over all succesfully tuned networks for a partic-
ular combination of N , NT and ∆. Error bars in q and the
maximum overlap represent standard deviations.
To measure the uniformity of node pressures within
the sectors, we calculate the overlap of the tuned net-
work response with an approximate response, in which
each node in a sector is assigned that sector’s median
node pressure p. Given a network with N nodes, we rep-
resent the response as a length N vector ~p where the
ith component is the pressure of the ith node. Similarly,
we define the approximate uniform response as the vec-
tor ~punf, where the pressure for each node i is equal to
the median node pressure within its sector. We measure
the similarity of these two responses using the following
measure of overlap, which we call the sector quality:
q =
~p · ~punf
p2 + p2unf
(1)
where p and punf are the norms of the two vectors. The
quality is q = 0 when the vectors are orthogonal and
q = 1 if both their directions and magnitudes are identi-
cal. In Figs. 11(A1) and (B1), we see that q steadily in-
creases to its maximum value of one for large ∆. Clearly,
q is substantially greater than 0 for all N , NT and
∆ > 0. We have included networks in this measurement
for which topological coarse-graining did not produce ad-
equate sectors that separate all pairs of target nodes.
We also measure the pairwise overlap of the distribu-
tions of node pressures in each sector. For each pair
of sectors in a network, we measure the two-sample
Kolmogorov-Smirnov (K-S) statistic between their node
pressure distributions (the colored regions of the his-
tograms in Figs. 7 and 8). Taking one minus this statistic,
we quantify the difference between the contributions to
the total node pressure histograms of each pair of sectors,
with a value of zero indicating no overlap between the two
sectors (as in Fig. 7(D3)) and one indicating that the two
sectors overlap significantly (as in Fig. 7(B3)). For each
network, we then record the maximum value of this over-
lap over all pairs of sectors. In Figs. 11(A2) and (B2), we
show the maximum pairwise sector response overlap av-
eraged over each networks. We see this quantity quickly
approaches zero with increasing ∆, especially for larger
N , indicating that the two sectors rapidly segregate into
regions with non-overlapping distributions of node pres-
sures. Here we have excluded networks where topological
coarse-graining failed to produce more than one sector.
VII. NUMBER OF SECTORS VS. TUNED
RESPONSE
Figs. 8(C) and (D) show that the number of sectors
Ns in a multifunctional network does not correspond di-
rectly to the number of targets NT . What sets the num-
ber of sectors in a tuned network? We can derive an
approximate upper bound on Ns as follows. We consider
a network tuned to perform a function with an arbitrary
number of targets, each with a pressure difference of at
least ∆. Suppose the network has partitioned into Ns
sectors arranged in series (like resistors) such that any
path in the network from one source node to the other
must enter each sector exactly once. Furthermore, we as-
sume that each pair of sectors that appears sequentially
along this path is necessary to separate a pair of target
nodes. This means that no two sectors with the same me-
dian node pressure p exist, as having such sectors would
require an unnecessary removal of edges. The pressure
difference between any pair of these neighboring sectors
must then be at least ∆p ≥ ∆. If the total pressure dif-
ference between the source nodes is ∆pS (equal to one in
our case), then the sum of pressure differences along the
path between the source nodes must also sum to ∆pS ,
such that ∆pS = (Ns − 1)∆p ≥ (Ns − 1)∆. Saturating
this inequality, we can solve this equation for the maxi-
mum number of sectors Lmaxs as a function of the tuned
response ∆,
Lmaxs = 1 +
∆pS
∆
. (2)
Fig. 12(A) shows the average number of sectors as
15
0
5
10
15
20
25
Nu
m
be
r o
f S
ec
to
rs
 N
s (A) Nodes N= 512
Lmaxs = 1 +
1
∆
Targets NT
1
2
4
8
16
32
64
128
0.0 0.2 0.4 0.6 0.8 1.0
Tuned Pressure Difference ∆pT
0
5
10
15
20
25
M
ax
 P
at
h 
Le
ng
th
 L
s
(B)
Ls = 4
FIG. 12. (A) Average number of coarse-grained sectors Ns
and (B) average maximum number of sectors in series Ls as a
function of ∆ for a system of size N = 512 with various num-
bers of targets NT . The estimated maximum number of sec-
tors Lmaxs from Eq. 2 is shown as a black dashed curve. While
Ns can exceed L
max
s for large numbers of targets, Ls does not
exceed this limit. Each point is averaged over all successfully
tuned networks for a particular combination of ∆ and NT . Er-
ror bars represent standard deviations. (B-Inset) Schematic
of connectivity between sectors for network in Figs. 1(D) and
6(D4) tuned for ∆ = 0.2. Nodes correspond to sectors and
edges indicate existence of edges between sectors in tuned
network, with source nodes in red. Symbols denote sign and
magnitude of median node pressures with nodes positioned
from left to right in order of increasing pressure. The max-
imum path length in terms of sectors is Ls = 4, measured
from positive to negative source node with monotonically in-
creasing pressure. This is the below the limit Lmaxs = 6 set
by ∆ = 0.2.
a function of ∆ for various numbers of targets. These
measurements are taken from the same multifunctional
networks as those shown in the previous section. As ∆
increases for fixed values of NT , the number of sectors
starts to decrease as Ns approaches L
max
s , approximately
following the black dashed curve given by Eq. 2. How-
ever, for larger values of NT , L
max
s under counts the max-
imum possible number of sectors on average. In these
large-NT cases, we observe that many sectors can form
in parallel, increasing the maximum possible number and
violating our assumption for Lmaxs that the sectors form
in series.
To refine this measurement, we look for the longest se-
quence of sectors connected in series in each network. We
represent each sector with a single node whose pressure
is the median of the nodes in that sector p. We charac-
terize the connectivity of the sectors by looking for edges
with nonzero conductance between each pair. If we find
at least one edge with nonzero conductance connecting
two sectors, we place an edge between them. Finally,
we find the longest sequence of sectors from the negative
to positive source nodes with monotonically increasing
node pressures, and record its length which we denote
Ls, the maximum number of sectors observed in series in
a given network. An example of this simplified network
is depicted in the inset of Fig. 12(B) for the network in
Figs. 1(D) and 6(D4) tuned for ∆ = 0.2. The longest
path of sectors in this network has length Ls = 4, below
the limit Lmaxx = 6 set by ∆ = 0.2.
Fig. 12(B) shows Ls averaged over the networks in
Fig. 12(A). We see that the number of sectors closely
tracks Lmaxs for large NT , only exceeding it at times by
a relatively small amount. Part of this small excess is
due to the fact that our topological coarse-graining pro-
cedure does not guarantee the smallest possible number
of sectors, but rather the ones with the largest values of
persistence. This means that at times a smaller number
of sectors would suffice, but would not be as topologically
significant. Additionally, the node pressures within each
sector are not perfectly uniform, creating an additional
source of noise in the analysis. Nonuniform node pres-
sures within each sector could allow a network to exceed
Lmaxs , while still obeying Kirchhoff’s law.
Our arguments suggest that the maximum number of
targets that can be successfully tuned is indirectly con-
trolled by the constraint that the number of sectors in
series cannot exceed Lmaxs . For certain combinations of
target edges, solutions with the required number of sec-
tors in series cannot be found, and the response of every
target edge cannot be satisfied.
VIII. DISCUSSION
A. Summary
In summary, we have established a quantitative char-
acterization of function in flow networks by analyzing
their responses using persistent homology. This analysis
reveals the topological means by which function is tuned
into these networks, providing a clear relationship be-
tween structure and function. As a network is tuned to
larger and larger pressure differences at the targets, local
changes in the network structure coordinate over larger
scales to partition the network into sectors of relatively
uniform pressure which characterize and correlate with
the tuned response. These sectors are a property of the
response of the network to external stimuli, rather than
solely the underlying graph structure (i.e., the node con-
nectivity and edge weights). Although the network does
not physically separate into topologically disconnected
components for ∆ < 1, the topology of the response
robustly sorts nodes into distinct sectors. In addition,
these sectors allow us to gain some insight into the limits
of multifunctionality, since the maximum number of pos-
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sible sectors sets a constraint on the types of functions
that can be achieved.
The sector description provides a unifying description
for all flow networks tuned to perform the class of func-
tions considered here, including networks with differ-
ent underlying network architectures tuned for the same
function (i.e., same ∆) and networks tuned to perform
complex multifunctional tasks. In analogy to the way
in which genus is used to classify manifolds with differ-
ent numbers of holes, independent of geometrical details
(e.g., the famous equivalence between a coffee cup and
a doughnut), the number of connected components (i.e.,
the 0th Betti number) encoded in the response allows us
to classify tuned networks.
Although the local node connectivity and geometrical
structure can differ between two networks tuned for the
same function, the commonality in structure of the net-
works becomes apparent when viewed through a topo-
logical lens. This leads us to propose a refinement of the
structure-function paradigm in the context of functional
flow networks. Since the process of tuning is inherently
topological, the aspect of structure that relates to func-
tion is also topological; it is the relationship between the
topological structure of the response and function that is
important. The vast number of possible configurations
of the local network structure that are able to perform a
specific function produce responses with the same over-
all topological structure. This strucure is encoded in the
connectivity of the sectors, rather than that of the in-
dividual nodes. The fact that the structure-function re-
lationship is topological contributes to the robustness of
our results even in the case of small ∆, when the struc-
tures relevant to the tuned function are not discernible
by eye.
Finally, we have demonstrated that the techniques pro-
vided by persistent homology – both the persistence al-
gorithm and our topological coarse-graining procedure –
are powerful tools for quantifying network structures in a
unique and threshold-independent manner. The persis-
tence algorithm allows us to identify the general physics
that distinguishes between systems (e.g., untuned ver-
sus tuned networks) by taking advantage of statistical
differences in topological structure. The persistence al-
gorithm alone, however, is unable to uncover the precise
features responsible. Topological coarse-graining allows
structures identified by the persistence algorithm to be
translated into concrete and unique features (in this case
connected components), even in the case of noisy data.
B. Experimental Implications and Application
The techniques we have demonstrated, along with the
resulting characterization of the tuning process, reveal
a path forward for understanding flow networks in bi-
ological systems such as vascular networks. Obtaining
an accurate and complete map of every single vessel of
an entire organ or organism poses a difficult experimen-
tal challenge, as vasculature networks frequently consist
of millions of nodes and span a range of length scales.
In addition, it is known that small errors in the connec-
tivity or conductances can be disastrous in determining
function [32]. In spite of these obstacles, experimental
researchers have tended to direct their efforts to fully
characterizing node connectivity and edge conductances
(vessel diameters) [33]. Our results show that such de-
tailed knowledge of the underlying network architecture
is not necessary.
Remarkably, our analysis does not require information
about the edge weights (conductances), nor the locations
of the source nodes. However, we do require informa-
tion about the node pressures, local node connectivity,
and locations of the target nodes. In practice, perfect
knowledge of these details will not always be available in
an experimental setting. Here we propose several varia-
tions of our analysis which may be useful for experimental
analyses.
First, perfect knowledge of node pressure and connec-
tivity is not necessary. In fact, as long as pressure can be
feasibly measured at enough locations with small enough
resolution to capture fluctuations at desired length scales,
a best-guess reconstruction of the network in which edges
are placed between nearest neighbors (e.g., as in a Delau-
nay triangulation) would suffice. This could potentially
eliminate the need for measurements of the vascular mi-
crostructure.
Second, Fig. 10 reveals that the sectors that best
separate the target nodes typically are separated by
the boundary edges with the highest topological signifi-
cances, that is, largest persistence values τ . If the scale
of the fluctuations in pressure differences relevant to net-
work function is approximately known, then all bound-
ary edges with persistence above some threshold could be
used to define the final sectors. Choosing boundary edges
using this criterion would alleviate the need to know the
locations of the targets. In the case of flow networks, this
approach should be almost identical to the persistence-
based simplification techniques that have been suggested
for use in image analysis [34, 35] (although the topologi-
cal coarse-graining procedure we provide is sufficient, we
provide instructions for how to directly apply persistence-
based simplification to flow networks in the Appendix).
Alternatively, identifying targets could be avoided by
choosing one or more boundary edges in order maximize
the sector quality q. We know from Figs. 11(A1) and
(B1) that q is often large for the final sectors. While
coarse-graining the network to eliminate features of low
persistence should eliminate noise from small fluctuations
in pressure, optimizing for large q could be useful for
eliminating larger fluctuations, as long as they only occur
at small length scales.
In summary, the alternative approaches we propose re-
duce experimental requirements of our analysis to solely
partial measurements of the node pressure at relatively
closely spaced intervals. Our persistence-based analysis
can be modified to avoid the need to determine the small-
17
scale microstructure of the underlying network, along
with the locations of source and target nodes. It should
also be robust to noise characterized by low-amplitude
fluctuations or by high-amplitude fluctuations on small
length scales, depending on the specifics of the imple-
mentation. We hope that our results will inspire ex-
perimentalists to characterize network structures using
a topologically-informed approach to uncover the under-
lying relationship between structure and function.
C. Relation of our analysis to other approaches
The persistence analysis we have introduced allows
us to detect the topological signatures of tuning us-
ing persistence diagrams, without making any assump-
tions about the underlying process. Topological coarse-
graining further enables us to identify a unique set of
sectors for each network corresponding to these signa-
tures in the persistence diagrams. Recently, persistent
homology was proposed as a means to perform spatial
clustering on point sets [36], as opposed to the networks
studied here. Our use of persistence as a means of simpli-
fying topological structures was inspired by recent work
using discrete Morse theory and persistence homology to
develop algorithms for characterizing important features
in gray-scale images [34, 35]. The sector skeletons we
create during topological coarse-graining are a subset of
the Morse skeleton obtained from these analyses. More
specifically, it is composed of the subset of edges in the
Morse skeleton that correspond to birth-death pairs with
finite persistence values. As mentioned above, we pro-
vide a more formal adaptation of these prior methods in
the Appendix.
We note that many procedures exist to decompose net-
works into local community structures and quantify mod-
ularity based on examining the node connectivities [37].
However, a procedure based solely on structure may fail
when networks are highly interconnected. By using a
clustering procedure which utilizes information about the
response, we able to identify structures that more directly
correlate with the tuned function. A benefit of using per-
sistence as a means of clustering is the ability to naturally
incorporate both the structure and the response of a net-
work simultaneously. In addition, such a procedure can
provide the guarantee that the resulting sectors uniquely
correspond to the topological features (birth-death pairs)
we observe in the persistence diagrams.
Many methods (such as divisive or agglomerative hi-
erarchical clustering algorithms [38]) make use of den-
drograms, trees in which each successive descending level
represents a partition of a graph’s nodes into smaller com-
munities. Although the sector skeletons of our networks
are not dendrograms, they do encode similar information
about the connectivity of communities at different scales
and could be used to construct a dendrogram. Persistent
homology provides a rigorous mathematical foundation
for analyzing this information.
Coarse-graining based on persistence also ensures that
the sectors we find are topologically significant. This is
important as edges located near the source nodes typi-
cally have very large pressure differences, creating small
sectors with large pressure difference boundaries that are
not necessarily relevant to the tuned function. A method
which relied on simply looking for boundaries with large
pressure differences may not be able to distinguish be-
tween these small sectors and those we have identified
in this analysis. However, such sectors often have small
persistence values (they contain small ranges of pressure
differences) and will be eliminated by our coarse-graining
procedure. In the case that these sectors do have rela-
tively large persistence values, constraining the target
nodes to be located in separate sectors further helps to
eliminate their influence. Alternatively, one might try to
simply choose a cutoff in node pressure to separate the
network into sectors. At large ∆ this is straightforward,
but it is difficult for smaller ∆. As seen in Figs. 7(B3)
and 8(B3), the sectors do not always cleanly separate into
distinct peaks in the histogram of node pressures.
In the past, algorithms have been proposed to detect
modular neighborhoods in networks by treating them as
resistor networks. To detect community structures, a
unit resistance is assigned to each edge and a voltage
is applied across a pair of source nodes. In one imple-
mentation, edges with large currents can be removed to
divide the network into community structures [39]. Al-
ternatively, if a network has a high degree of modularity,
it can be divided into regions separated by large pressure
differences [40]. However, if a network is not very mod-
ular, choosing an appropriate cutoff in pressure can be
difficult. Both of these approaches require testing every
possible pair of source nodes, or randomly sampling a suf-
ficiently large number of possible pairs, limiting these ap-
proaches to smaller networks in practice. Our approach
does not suffer from any of these drawbacks.
Another set of related methods focuses on detecting
bottlenecks, or minimum cuts, in general transportation
networks [41]. In the context of network flow optimiza-
tion (in which flows are more broadly construed to allow
for upper and lower bounds on edge currents and uni-
directional edge current constraints), an s − t cut is a
set of edges that when removed partitions the nodes of
a flow network into two components, one containing the
source node s (positive node pressure) and the other the
sink node t (negative node pressure). The max-flow min-
cut theorem states that the maximum possible value of
the flow (current) from a source node to a sink node
is given by the total sum of the edge weights (conduc-
tances) defining the minimum cut, the s− t cut with the
minimum possible sum of edge weights. Various algo-
rithms utilize this theorem to calculate maximum flows
and, by extension, minimum cuts [41]. While we expect
that the sectors we obtain are closely related to those
found by the minimum cut algorithms for networks with
a single target edge, we do expect some differences as
these algorithms generally require an upper bound on the
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maximum flow (capacity) through a sufficient number of
edges, while our flow networks lack these constraints. We
note that our approach is much more obviously general-
izable to multifunctional networks with multiple sources
and sinks. Developing a formal connection between these
two methods could provide further insight into the phys-
ical interpretation of the sectors we detect, along with
a deeper understanding of the topological properties of
more general transport networks.
In our tuned flow networks, crack-like structures
formed by edge removals partition the network into differ-
ent sectors. These crack-like defects in resistor networks
have been studied in some detail in the random resistor
network literature [42], but not in the context of tuning.
Cracks lead to bottlenecks between the sectors, inhibit-
ing the flow of current between the source nodes. When
tuning pressure differences, these bottlenecks are located
far from the target edge. However, if one were to tune
current through the target edge rather than the pressure
difference, we expect these bottlenecks to form at the
target. An analytical theory of tuning would likely re-
quire an understanding of the relationship between crack
structures, the segregation of the network into sectors,
and the tuned response. This work has provided an im-
portant step towards relating the latter two, but has not
explicitly explored the role of cracks.
D. Generality of the approach
The analysis introduced here is general. We have ap-
plied it to the problem of tuning the pressure differences
through a set of target edges as a good starting point.
However, the analysis could also be used on flow networks
tuned to perform other types of tasks, such as displaying
a specific current response or power loss through a target
edge, minimizing global power loss, etc.
Since our techniques do not depend on the local node
connectivity, we would also expect our results to be ro-
bust to the overall network topology before tuning (e.g.,
non-planar, non-local edge structures or network with
high degrees of modularity). As long as a function has
been successfully tuned into a network, we would expect
qualitatively similar results. In addition, in this work we
only explored the nature of connected components (0-
cycles), but the persistence algorithm can also be used to
identify significant cycles of edges (1-cycles) as well. Ex-
tending our analysis to quantify the loop (1-cycle) topol-
ogy may prove useful in understanding the effects of the
untuned network properties on the types of functions a
network can be tuned to perform, along with the robust-
ness of tuned networks to damage.
Biological flow networks employ a variety of mecha-
nisms over a wide range of time scales in order to regulate
local flow. On relatively short time scales, the vascula-
ture systems of animals – notably that of the brain –
and slime molds can dynamically control local flow by
constricting and dilating vessels in order to support local
activity. On longer time scales, animals, fungi, and slime
molds can control flow by restructuring the vasculature
network. All these systems also undergo evolution on
generational time scales to modify their network designs
depending on the needs of the system or environmental
changes. In all cases, our results suggest there may be a
topological basis for function that could be uncovered by
applying an analysis similar to the one introduced here.
Given that flow networks are mathematically equiva-
lent to one-dimensional mechanical networks [9], our re-
sults suggest that one could ask whether the structure-
function relationship is also topological in mechanical
networks that can perform mechanical functions, such
as motor proteins or allosteric proteins. Mechanical net-
works tuned to perform specific functions [4, 5, 7] also un-
dergo topological changes in structure during the process
of tuning, developing responses ranging from hinge-like
motions [6, 8] to more exotic “trumpet”-like responses [5].
The extreme case of a flow network segregated into two
components with ∆ = 1 is analogous to the notion of
a mechanical mechanism as defined in engineering; in
the flow network, the response requires no expenditure
of power and in the mechanical network, it requires no
energy as a soft mode. The role of soft modes in func-
tion has been studied in proteins [43]. Our analysis of
flow networks provides a generalization of this idea to
the case where the components are still connected with
∆ < 1. A similar analysis is therefore likely to be useful
in identifying the generalization of a mechanical mecha-
nism to the case where the deformation involved in the
function is not a soft mode.
E. Final remarks
Applications of persistent homology to networks, in-
cluding studies of flow networks in particular, tend to fo-
cus on the underlying network structure, not the response
of the network [27–30]. Here we have established that it
is not just the topology of the underlying network, but
more precisely the topology of the response that provides
the bridge between structure and function. Indeed, our
results suggest that the relation between the underlying
network structure and function is tenuous. Because only
the topological structure of the response matters, there
is a multiplicity of choices for sectors. For example, in
the extreme cases shown in Fig. 2A and B, it is clear that
many different choices of the removed bonds could have
the same effect of dividing the systems into two distinct
sectors. The multiplicity of possible sectors implies that
the correlation between the network structure and the set
of nodes in each sector is very weak. In addition, because
the sectors directly determine the function, the correla-
tion between microscopic network structure, in terms of
the connectivity of nodes and conductances of edges, and
the collective function must be weak.
We emphasize that correlation between microscopic
network structure and the macroscopic sectors is fun-
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damentally statistical in nature. In order to establish
the validity of our persistent homology analysis, we have
applied it to an ensemble of networks. This allows us
to show that the analysis identifies macroscopic sectors
that quantitatively capture the collective response (the
function). In systems that are in thermal equilibrium,
statistical mechanics allows us to connect microscopic
properties to collective response. In systems such as the
athermal ones studied here, statistical mechanics does
not apply. Our results show that at least in this case,
topological data analysis can provide the bridge between
microscopic physics and macroscopic phenomena that is
essential to true understanding.
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Appendix A: Network Tuning Protocol
For this work, we follow the tuning procedure detailed
in Ref. [9] with a small modification. Rather than tuning
the relative change in the response of the target, as shown
in Eq. 1 of Ref. [9], here we tune the value of the target
pressure difference directly. Given a network with NT
target edges, our goal is to satisfy the the following set
of constraints:
∆pT,α
∆pS
≥ ∆, α = 1, ..., NT (A1)
where ∆pT,α is the pressure difference of target the αth
target, ∆pS is the pressure difference applied at the
source edge (∆pS = 1 in our case), and ∆ is the de-
sired target pressure difference. The objective function
we attempt to minimize is then
F [{kij}] = 1
2
NT∑
α=1
r2αΘ(−rα) (A2)
where kij are the edge conductances between nodes i and
j, and rα is the residual given by
rα =
∆pT,α
∆pS
−∆. (A3)
In addition, the pressure difference on a given edge
is the difference between the pressures of the two nodes
connected by that edge, with a sign that is arbitrary be-
cause the nodes are not ordered. This means that the
sign of the target pressure difference before tuning can
be negative. In such a case, some amount of tuning is
necessary even when ∆ is zero.
Finally, we choose source and target edges such that
they do not share any nodes. This means that no node
is utilized more than once. Otherwise, we follow the rest
of the tuning protocol in Ref. [9] exactly.
Appendix B: Persistence Algorithm Details
In the main text, we describe simplified versions of
the persistence algorithm and topological coarse-graining
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procedure. Here we provide the additional details that
in conjunction with Refs. [25], [34], and [35], comprise
the full versions of these two algorithms. We will use the
language of the aforementioned references to facilitate
the merging of our approach with theirs.
We represent a network as a graph G = (V, E) which
is a tuple composed of a set of N vertices (nodes) V =
{v1, . . . , vN} and a set of NE edges E = {e1, . . . , eNE}.
On each edge i we define a function g(ei) = |∆pi| which
is the absolute value of the pressure difference on that
edge.
We model a graph G as a cell complex K(G) composed
of the collection of both the vertices (0-dimensional cells)
and edges (1-dimensional cells). When necessary, we de-
note the dimension of a p-dimensional cell (or p-cell for
short) by a superscript, e.g. α(p). We say a cell α(p) is
the face of another cell β(q) if p ≤ q and the vertices of
α(p) are a subset of the vertices of β(q). If p is strictly less
than q, we write this relationship as α(p) < β(q), while if
p ≤ q, we write α(p) ≤ β(q).
1. Network Filtration
To perform both the persistence and coarse-graining
algorithms, we need to formally define a filtration on our
cell complex K(G). This requires prescribing an ordering
on all cells, including both edges and vertices, with the
requirement that a cell must always be ordered after its
faces in the filtration. In analogy to Ref. [34], we de-
fine the upper costar of an edge x as the set of cells of
dimension 1 or lower it introduces into the cell complex,
U(x) = {α ∈ K | x ≥ α and g(x) = min
y≥α
g(y)} (B1)
These sets provide a unique non-overlapping partitioning
of K(G). Since we only have vertices and edges, these sets
can only be composed of (i) a single edge, (ii) an edge and
one of its vertices, or (iii) an edge and both of its vertices
(in Ref. [34], function values are defined on the vertices,
resulting in the use of lower stars. However, here we have
function values that are defined on the edges, resulting in
the use of upper costars). Now we can define level cuts
of our cell complex, composed of all cells in upper costars
whose defining edge has a function value less than t,
Kt(G) = {α ∈ K(G) | α ∈ U(x)
and g(x) ≤ t, ∀x ∈ E} (B2)
The resulting sequence of level cuts Kt(G) for increas-
ing values of t define the ascending filtration of g(x) on
K(G) used to perform the standard persistence algorithm,
which is described in detail in Ref. [25].
The result of using this filtration to perform the per-
sistence algorithm would be to assign a birth-death pair
to every edge that does not create a 1-dimensional cycle.
Each of edge of this type joins together a pair of ver-
tices comprising separate components and would there-
fore constitute a death edge. In case (i), as long as the
edge does not create a 1-cycle, it would combine two
connected components and be assigned a nonzero persis-
tence. In case (ii), a new component would be born with
the introduction of a vertex, but immediately die with
the corresponding edge. In case (iii), two new compo-
nents would be born with the two new vertices, but one
would immediately die with the introduction of the edge.
Therefore, edges associated with cases (ii) and (iii) would
be assigned a persistence of τ = 0 and be skipped when
finding a pair of sectors. However, edges from all three
cases that do not create 1-dimensional cycles would be
included in the sector skeleton representation of the net-
work used in the topological coarse-graining procedure.
2. Persistence-based Simplification
In the main text, we describe a persistence-based sim-
plification algorithm based on Refs. [34] and [35] as an
alternative to our topological coarse-graining procedure.
Although these two techniques are closely related, the
main difference is that persistence-based simplification
simplifies all features up to a given threshold. Here we
describe modifications one would make in order to di-
rectly adapt the techniques provided in the references to
our networks.
The first step in the simplification process is to com-
pute a discrete gradient vector field, V , composed of a
collection of pairs of cells (α(p) < β(p+1)) in Kt(G) such
that each cell is in at most one pair. Unpaired cells
are called “critical cells” and represent essential topolog-
ical features (analogous to critical points on a manifold).
This vector field encodes the topological structure and
is later used to determine which topological features to
eliminate. In Ref. [34], constructing V makes use of a
lower star filtration which requires function values de-
fined on the vertices. However, we define our function
values on the edges and use an upper costar filtration.
To accommodate this difference, we provide a new algo-
rithm, Algorithm 1: ProcessUpperCostars, which is es-
sentially the dual version of Algorithm 1: ProcessLower-
Stars in Ref. [34].
Similar to its counterpart, ProcessUpperCostars re-
quires an ordering of all cells within each upper costar.
Given a cell α ∈ U(x) with coface edges {x, yi1 , . . . , yik}
(for a vertex, this list is composed of all adjacent edges,
while for an edge it simply contains itself), define
G(α) = (g(x), g(yi1), . . . , g(yik))
where g(x) < g(yi1) < · · · < g(yik)
(B3)
Each cell is then ordered according to two criteria: (i)
cell dimension ordered from smallest to largest (the faces
of a cell must always appear before that cell) and (ii) the
lexicographic ordering of these sequences from largest to
smallest. All other functions or objects in ProcessUpper-
Costars that we do not explicitly define are identical to
those in Ref. [34] (or can be transparently inferred).
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Algorithm 1 ProcessUpperCostars(E , g)
Input E set of edges in network
Input g values on edges
Output C critical cells
Output V discrete vector field V [α(p)] = β(p+1)
1: for x ∈ E do
2: add all α ∈ U(x) to PQzero such that
num unpaired cofaces(α) = 0
3: add all α ∈ U(x) to PQone such that
num unpaired cofaces(α) = 1
4: while PQone 6= ∅ or PQzero 6= ∅ do
5: while PQone 6= ∅ do
6: α := PQone.pop front
7: if num unpaired cofaces(α) = 0 then
8: add α to PQzero
9: else
10: V [pair(α)] = α
11: remove pair(α) from PQzero
12: add all cells β ∈ U(x) to QPone such that
(β < α or β < pair(α)) and
num unpaired cofaces(β) = 1
13: end if
14: end while
15: if PQzero 6= ∅ then
16: γ := PQzero.pop front
17: add γ to C
18: add all cells α ∈ U(x) to PQone such that
α < γ and num unpaired cofaces(α) = 1
19: end if
20: end while
21: end for
