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ABSTRACT 
The first part of this paper presents an approach to a possible salvation of an 
idea advanced by papers of Bebiano, Merikoski, da Provid&ncia, and Virtanen for 
the solution of the Oliveira-Marcus determinantal conjecture. Let a,, . . . , a, 
and b,, . . . , b, be given complex numbers, and define the vertex points o(o) = 
fly= ,(a- + bucj,) E C for (+ a permutation. Let A and B be normal matrices with 
eigenv ai ues a,, . . ., a, and b,, . . . , b, respectively. The Ohveira-Marcus conjecture 
asks whether the complex number det( A + B) is necessarily in the convex hull of the 
n! vertex points. The authors mentioned above had hoped that for every unitary matrix 
U, the (;) x(L) nonnegative matrix with entries ldet V[ I, 111” might be repre- 
sentable as convex combinations of the subset of matrices stemming from permutation 
matrices. Unfortunately this turns out not to be the case. The second part shows how 
inequalities of Hadamard type can be used to further this program at least in the 
special case n = 4. The Oliveira-Marcus conjecture is reduced in case n = 4 to a 
geometrical problem relating only to the disposition of the vertex points. 
1. INTRODUCTION 
The material presented in this article was stimulated by attempts to find a 
solution to the determinantal conjecture of Marcus [12] and de Oliveira [14]. 
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THE OLIVEIRA-MARCUS CONJECTURE. Let A and B be normal n X n 
matrices with prescribed complex eigenvalues a,, . . . , a,, and b,, . . . , b, re- 
spectively. Then 
det( A + B) E co .7fil(aj + bgCj,): (T E S, 
where S, denotes the group of all permutations of (1, . . . , n} and co the 
convex hull taken in the complex plane. 
The conjecture has several equivalent forms. The quantity det( A + B) is 
invariant under simultaneous unitary similarity of A and B, so we may 
assume that A = diag(a,, . . . , a,) and B = Udiag(b,, . . . , b,)U* for some 
unitary matrix U. We may also normalize U, so that only unitary matrices U 
with determinant 1 need be considered. Then 
det( A + B) = det[diag(a,, . . . , a,,) + Udiag(b,, . . . , b,) U”] 
= det[diag(a, ,..., a,) U + Udiag(b, ,..., b,)] 
= det((a, + bj)uij) 
= c a,b,,luI,12. (14 
The last sum is taken over all subsets I and J of (1, . . . , n} with the same 
number of elements and where J’ denotes the complement of J. We have 
denoted a, = l-Ii, I a, and b I = ll I E I bj, and ur, denotes the correspond- 
ing minor of U. Furthermore the last step in (1.1) is nontrivial. The reader is 
referred to de Oliveira [I4 for details. 
This equality string prompted Merikoski and Virtanen [13, Problem 21 to 
pose the following question (now known to have a negative answer in 
general). 
MERIKOSKI-VIRTANEN CONJECTURE. Let U be an n x n unitary matrix. 
Does there necessarily exist a nonnegative function t on S, such that 
c t(m)=1 (1.2) 
a‘zs, 
lUI]12 = c t(+I]((+)? 
(TES” 
(1.3) 
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The notation P,,(a) is an extension of the usual permutation matrix 
notation 
C,(a) = 
1 if o(I) =J, 
o otherwise. 
The conjecture was introduced because Bebiano, Merikoski, and da 
ProvidGncia [3] had earlier used the famous theorem of Birkhoff [4] on doubly 
stochastic matrices to establish the OMC in the special case n = 3. At the 
time, this appealing conjecture, which has the OMC as an immediate 
consequence, was seen as a possible way of extending their ideas. 
Unfortunately, the Merikoski-Virtanen conjecture turns out to be false for 
n > 4 (see the counterexample in Drury [5]). The primary objective of this 
article is to discuss how a viable approach to the OMC might still be salvaged 
out of the debris left by this counterexample. 
2. VERTEX PROJECTIONS 
Let ul,. . . , a, and b,, . . . , 6, be given complex numbers. Then we define 
the OM vertices v(u) by 
(2.1) 
Let now 2 be a closed linear half-space in the complex plane containing all 
the OM vertices u(a), and define p(cr) to be the distance from UC(T) to the 
boundary of 2 Then p is a typical vertex projection. Vertex projections are 
nonnegative functions on S,. The rotation of an OM vertex set about the 
origin is easily seen to be again OM vertex set. Thus for every vertex 
projection p we can find a rotation {v(cT>}, E s, of the old vertex set and a 
real number (Y (possibly negative) such that p takes the form 
p(u) = a - n?v(fJ) (2.2) 
where the OM vertices satisfy ‘%~(a) < LY for all (T E S,. 
For U a unitary matrix of determinant 1, let us denote 
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Then the standard expansion of the determinant yields 
det((a, + b,)uij) = C ku(a)u(a), 
UE s, 
but it is also true (see Merikoski and Virtanen [I3, Theorem 11) that 
det((ai + bj)uij) = ,Fs ~u(~)u(~>~ (2.3) 
n 
where s,(a ) = 8 k,(a). Equations (2.21, (2.3) and the identity 
c su(u) =!RdetU= 1 
(TE s, 
lead to the following restatement of the OMC. In essence it states that the 
OM determinant should lie in every half space containing all the OM 
vertices. 
THE OM CONJECTURE FOR VERTEX PROJECTIONS. For U an n X n 
unitary matrix with determinant 1, and p a vertex prqjection, we have 
The appeal of this form of the OM conjecture is that two essential 
features of the problem have been isolated. The function su involves only the 
unitary matrix U, and the function p depends only on the points a,, . . . , a, 
and b,, . . . , b, and the geometry of OM vertices. 
The first and most basic example of a vertex projection is given by 
P(U) = p,,w, 
where I, J are fured subsets of 11, . . . , n} with the same number 1 of 
elements. To obtain this p as a vertex projection, it suffices to let w be a 
complex number satisfying W” = (- l)‘-’ and consider 
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and 
if k EJ, 
otherwise. 
It follows easily that 
The OM conjecture for vertex projections is verified for this example 
because 
for example by (2.3) ( or see Merikoski and Virtanen [13, Equation 161 for 
details). 
3. REPRESENTATIONS OF S, AND VERTEX PROJECTIONS 
Around the turn of the century, the representation theory of the symmet- 
ric group S, was worked out by Alfred Young. He proved that the irreducible 
representations of S, are in one to one correspondence with the partitions of 
n realized as Ferrer-s diagrams. We refer the reader to Sagan [IS], the only 
book we know that allows the nonspecialist easy access to this topic. 
The irreducible representations having a Ferrers diagram with at most 
two rows will be termed Sax1 representations. The notation rk stands for the 
Sax1 representation with n - k places in the first row and k places in 
the second row. This notation applies for 0 < k < [in]. Thus rra denotes the 
trivial representation. 
On the other hand the k-ply representation (0 < k 6 n) is given by 
where, on the right, the matrix is indexed by the subsets of (1,. . . , n) with k 
elements. It is not irreducible unless k = 0 or k = n and will be denoted 
rrck). Again 7~~‘) is just the trivial representation. 
Sax1 [19] worked out the way in which rr ck) breaks down into irreducible 
constituents 
k 
r(k) = @I Tj 
j=o 
(3.1) 
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for 0 < k < [in]. For the other values of k it is clear that rrck) and &n-k) 
are equivalent representations. The dimensions of the various Saxl represen- 
tations are calculated easily using (3.1) and the fact that dim(r’k’) = (;1). 
For n = 3, dim(&‘)) = 1 and dim(r(‘) = 3, from which we find that 
dim(T,) = 1 and dim(rr,) = 2. 
For n = 4 dirn(rr(‘) = 1, dim(rr(‘)) = 4, and dirn(Tc2)) = 6, from which 
we find that &m(r,,) = 1, dim(n,) = 3, and dim(r,) = 2. 
For n = 5, dim(r(‘)) = 1, dim(&‘)) = 5, and dim(rG2)) = 10, from 
which we find that dim(n,) = 1, dim(r,) = 4, and dim(r,) = 5. 
A feature of the symmetric group S, is that all the irreducible representa- 
tions possess matrix realizations in terms of real matrices and indeed real 
orthogonal matrices.’ An important consequence is that nonabelian harmonic 
analysis on S, can be carried out using only real-valued functions, rather than 
the complex-valued functions needed on a general finite (or compact) group. 
For questions concerning nonabelian harmonic analysis, we refer the reader 
to Dunk1 and Ramirez [8], particularly Chapter 7. 
By (2.2) an arbitrary vertex projection p may be written in the form 
Since CY is constant (and hence a coefficient function of the trivial representa- 
tion 7~~) and since P,,(cr > can be split up into coefficent functions of Sax1 
representations2 we see that every vertex projection can be written as a 
linear combination of coefficient functions of Sax1 representations. 
’ It follows from [la, Theorem 2.6.51 that every irreducible representation of S, possesses a 
realization (T --* 4~) in terms of real (not necessarily orthogonal) matrices r(v 1. For an 
orthogonal realization, define P = EC E s a(a)*dc~). Clearly P is a real positive definite 
matrix satisfying r(p)*Pdp) = P for ali p E S,. Now let Q be the (real) positive definite 
square root of P, and consider the representation v + Qn(cr)Q-‘. This representation, clearly 
equivalent to r, is both real and orthogonal. 
’ Indeed, it is a consequence of Sad’s theorem that for fixed k there exists an 
(9 xl:) 
matrix T such that TP(a)T-’ is the direct sum of the matrices GT&U) (j = 0, 1, , k). The 
latter matrices furnish the coefficient functions of the Saxl representations. So if we take one 
particular entry Pl,(o 1 of the matrix P(r), we see that it can be written as a linear combination 
of the said coefficent functions. 
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In other words, the nonabelian matrix-valued Fourier transform 1; of the 
arbitrary vertex projection p given (for rr an irreducible representation) by 
is carried by the Sax1 representations or equivalently 
c f(+Gr) = 0 (3.2) 
UE s,, 
for every real function f on S, with nonabelian Fourier transform vanishing 
on the Saxl representations. This is because of the orthogonality relations 
between coefficient functions of distinct irreducible representations [B, Theo- 
rem 7.2.81. We regard (3.2) as a linear constraint on vertex projections. 
Th e question arises as to whether there are other linear constraints on 
vertex projections: Let f be a function defined on S, such that (3.2) holds for 
every vertex projection p. Since PI, is itself a vertex projection, it now follows 
that 
f(WI,W = 0 
n 
for all subsets I and J with the same number of elements. But by (3.1) the 
functions P,,(o) span all coefficient functions of the Saxl representations. It 
follows that f^(rrk) = 0 for all k in the range 0 < k < [$I]. In other words, fA 
is carried by the non-Saxl representations and corresponds to a constraint 
(3.2) already discovered. Thus we have established the following. 
PROPOSITION 1. The real linear span of the set of OM vertex projections 
is exactly the space of real functions defined in S,, with nonabelian Fourier 
transform carried by the Sax1 representations. 
We denote this space of functions by 0,. Since the dimension of the 
space of coeffient functions of an irreducible representation is the square of 
the dimension of the representation, we obtain 
dim( D,,) = c dim(,)“, 
j=O 
giving dim( 0,) = 5, dim( D4) = 14, and dim( D,5) = 42. 
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Define 0,’ to be the cone of nonnegative functions in 0,. Then 0,’ 
contains all vertex projections. Does the OMC hold for Dz? That is, does 
(2.4) hold for arbitrary functions p E 0,' ? We establish an equivalent 
statement before discussing this question. 
PROPOSITION 2. Let U be a fixed unitary matrix of determinant one. 
Then the following two statements are equivalent 
(a) There exists a nonnegative function t such that (1.2) and (1.3) hold. 
(b) The inequality (2.4) holds for all functions p in 0,‘. 
Proof of Proposition 2. We show that (a) implies (b). Let t be the 
function of (1.3). Then for all subsets Z and J of 11,. . . , n) with the same 
number of elements, 
c [t< u) - S”( u>] P,J( a) = lu,,12 - lu412 = 0. 
UES, 
Since the linear span of the PI, is the whole of D,, it follows that for any 
function p in D,, we have 
c [t(o) - S”Wl PW = 0. 
(TE S” 
Consequently, if p is in D,‘, 
c s”WPW = c tWPW ao, 
OES” UE S” 
since both t and p are nonnegative functions. 
To establish the converse, suppose that statement (a) fails. Then by the 
separation theorem for convex sets (see for example Lay [ll, Q2.4]), we can 
infer the existence of real numbers cIJ, defined for all pairs of subsets Z and 
J of (1,. . . ) n} with the same number of elements, such that 
for all u in S,. 
generality that 
By changing the value of ~$4, we can assume without loss of 
c C~JIUIJ12 < 0, 
9 
(3.3) 
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But (3.4) defines a function p of 0,‘. Finally, by (3.4) a change in the order 
of summation, (2.9, and (3.3) we have 
(3.5) 
(TE S” 
so that statement (b) also fails. 
UE s, 11 . ’ 
= $ CZJ ,fs s”w~z,w (3.6) 
n 
= c c’I/uz112 (3.7) 
11 
-c 0, 
??
The proposition shows that the question “Does the OMC hold for D,‘?’ 
is exactly equivalent to the Merikoski-Virtanen conjecture by duality (polarity). 
It is known see [3] that the first statement of the proposition is true for 
72 Q 3, but false for n 2 4; see [5]. 
Let us discuss the issue in another light. When n = 3, one can find 
explicitly the extreme rays of the cone 0: and verify that they are given by 
the functions 
as i and j run over the nine pairs given by 1 Q i, j < 3. In fact, it can be 
shown that any base of the cone 0: 1s polar to the polytope of 3 X 3 doubly 
stochastic matrices, so that this fact is really equivalent to Birkhoffs theorem 
[4] for n = 3. 
Again for n = 4 we can find explicitly the extreme rays of the cone 0,’ 
using a computer program based on the gift-wrapping method [ 151. There are 
three separate types of extreme rays. Two rays p, and p, are isomorphic (or 
said to be isomorphs) if one can find pl, pz E S, and a constant c > 0 such 
that 
PI(a) = %A P,CP,) vu E S”. 
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There are 16 isomorphs Pi& a) (1 < i, j < 4) of the first type of extreme ray. 
The second type comprises the 18 isomorphs P1,( o ) as Z and J run over all 
two element subsets of {1,2,3,4}. One might think that there would be 36 
such isomorphs, but of course P,,(cr ) = P,,,~(a ). Finally the third type has 
72 isomorphs, of which a typical one is given by ~(2341) = 1, ~(3241) = 2, 
~(3421) = 1, ~(4321) = 0, ~(2431) = 1, ~(4231) = 1, ~(4312) = 0, 
~(3412) = 0, ~(3142) = 1, ~(1342) = 1, ~(4132) = 0, ~(1432) = 0, 
~(2413) = 0, ~(4213) = 1, ~(4123) = 0, ~(1423) = 0, ~(2143) = 0, 
~(1243) = 1, ~(2314) = 0, ~(3214) = 1, ~(3124) = 1, ~(1324) = 0, 
~(2134) = 0, and ~(1234) = 0. 
It turns out that the OMC fails for this last class of extreme functions. The 
proof of this is exactly dual (polar) to the counterexample presented in [5]. 
These extreme functions are in one to one correspondence with the facets of 
the third type of the polytope J? introduced there. 
While the failure of the Merikoski-Virtanen conjecture seems to offer no 
way forward, the failure of the question “Does the OMC hold for D,‘?” is 
not a total setback. Furthermore, it is clear that in order to make further 
progress on the OMC along these lines, it is the nonlinear constraints on 
vertex projections that will have to be exploited. There are clearly many such 
nonlinear constraints for large values of n. For instance, when n = 5, a 
vertex projection is specified by only 21 real numbers, and in fact the space of 
vertex projections undoubtedly has dimension somewhat smaller that this.3 
On the other hand, the space D, which embodies only the linear constraints 
has dimension 42. 
We propose the following conjecture, which underlines the importance of 
nonlinear constraints. 
EXTERNAL VERTICES CONJECTURE I. Let G?? be a closed linear half space 
in the complex plane not containing the origin. Suppose that all the OM 
vertices v(a) lie in X? Then the corresponding vertex projection p is a 
nonnegative linear combination of the PIJ where ( I, ] > runs over all pairs of 
subsets of (1,. . . , n} with the same number of elements. 
An immediate consequence is that the OM determinant lies in X An 
equivalent, more technical statement of the conjecture is as follows. 
3 The probable value is 17. In fact, we conjecture that for general n the dimension is 
min(dim( D,,), 4n - 3). If this is correct, then the value dim( 0,) is taken only for n Q 3. We also 
conjecture that every function in 0; is a vertex projection for n = 3. 
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EXTERNAL VERTICES CONJECTURE II. Suppose that the OM vertices 
V(U) = fi ('j + bg(jl) 
.j= 1 
satisfy %v(c~.) > 1 f 
such that 
or all u in S,. Then there exist nonnegative numbers cxll 
the sum being taken over all pairs of subsets I and J of 11, . . . , n) with the 
same number of elements. 
Computer testing with n = 4 has failed to provide a counterexample. The 
second statement of the conjecture is known to be true in case the aj and b, 
are all real [l]. 
4. A CONFIGURATION OF OM VERTICES 
While the set of vertex projections is clearly not in general a convex subset 
of D,, we may still consider its extreme points. It may well be the case that 
there are only finitely many of these. If this is the case, then the OMC can be 
tackled by identifying these extreme vertex projections and by establishing 
that they verify the OMC. In this section we introduce what we believe to be 
the “missing” extreme vertex projections for n = 4. 
Let us define 
6 l+i 
r=3+ “=-F 
and consider a, = -1, u2 = -ro, a3 = rw, a4 = 1, b, = i, b, = irw, 
b, = -irw, and b, = -i. This set of points leads to a remarkable set of OM 
vertices lying on an oblique lattice in the complex plane-see Figure 1. Note 
that there are, in fact, only eight distinct vertices. The convex hull of this set 
of OM vertices has five supporting lines, one of which (marked L in Figure 1) 
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gives rise to (a multiple of) the vertex projection 9 defined as follows: 
~$2341) = 1, q(3241) = 0, q(3421) = 0, ~~(4321) = 0, q(2431) = 2, 
~$4231) = 1, c&4312) = 0, q(3412) = 1, q(3142) = 0, ~(1342) = 0, 
q(4132) = 0, q(1432) = 1, q(2413) = 4, q(4213) = 2, q(4123) = 1, 
q(1423) = 2, q(2143) = 1, q(1243) = 0, q(2314) = 2, q(3214) = 1, 
q(3124) = 0, q(l324) = 1, q(2134) = 0, and q(l234) = 0. 
It can be shown that 9 has 144 isomorphs! In D4 let us consider the 
convex cone r generated by these 144 isomorphs together with the 16 
isomorphs P,j(rr> as 1 < i, j f 4, and the 18 isomorphs PI,(a) where 1 and 
J are 2 element subsets of (1,2,3,4). 
CONFIGURATION CONJECTURE-CASE rz = 4. Every OM vertex projec- 
tion for n = 4 lies in the convex cone r. 
We have tested this conjecture extensively with a computer search 
without finding a counterexample. We do not know how to state the 
configuration conjecture for n > 5. 
A major objective of this article is the following. 
THEOREM A. The vertex projection 9 defined above satisfies the OMC. 
Explicitly this means that 
c s,W9W a 0 (4.1) 
UE s, 
whenever U is a 4 X 4 unitary matrix of determinant 1. 
4 This was determined by computer calculation. Since there are potentially 576 = 24 X 24 
isomorphs, this corresponds to a stability subgroup of order 4. In retrospect, it is easy to identify 
this subgroup. In [2] it is shown that MGhius transformations acting on the ai and the -4 
preserve the OMC vertices up to a complex multiplication. The subgroup in question is the one 
generated by the two Mijbius transformations z + --z and z * rwz-I. 
5 We describe briefly the approach. First we calculated explicitly the facets of the cone r 
using the gift-wrapping method. There are three separate types of isomorph. One of these 
corresponds to the constraint f(u) > 0, which is satisfied by definition. Each of the two 
remaining types was then tested against a variety of vertex sets by using a random search strategy 
that attempts to home in on a counterexample. The process was repeated thousands of times for 
each of the two remaining isomorph types. In comparable situations where counterexamples have 
actually been found, they have always been found on the vev first try, The external vertices 
conjecture case n = 4 was tested in much the same way. 
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FIG. 1. A remarkable configuration of vertices. 
Equivalently, Theorem A states that for the vertex set of Figure 1, an 
OMC determinant must lie in the half space with boundary L indicated in 
Figure 1 by shading. 
Theorem A tells us that the vertex projection 9 satisfies (1) for all special 
unitary U. Consider an isomorph 9 ’ of 9 given 9 ‘(a) = 9( pIup,). It is not 
hard to see that by choosing suitable, possible signed permuation matrices 
P,, P, a special unitary matrix U’ = PIUP, can be constructed such that 
Thus since (4.1) holds for all special unitary U for a given vertex projection, 
then it will also hold for all isomorphs of 9 and all special unitary U. 
Next assume that the configuration conjecture holds-that is, that every 
vertex projection v(u) can be written as a convex and thus nonnegative 
combination of the 16 isomorphs of the Pij( a), the 18 isomorphs of P,,(a), 
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and the 144 isomorphs of the 9(o) of (4.1). Then it follows using also (3.5) 
that 
since this inequality is, as we have just seen, true for each of the 178 special 
referred vertex projections. Thus the configuration conjecture implies OMC 
for n = 4. 
5. INEQUALITIES OF HADAMARD TYPE 
There is a deep connection between the OMC and Hadamard’s inequal- 
ity. Our attention was first drawn to this connection by the work of Queiro 
and KovaEec. They used it to establish a bound for the absolute value of the 
OM determinant [16]. Their bound was subsequently improved in Drury [6]. 
Let 2 = ( zjk> be an n X n matrix with entries of absolute value 1. Then 
it follows from Hadamard’s inequality (see for example Horn and Johnson [9, 
$7.8.2, p. 4771) that 
where U 0 Z denotes the Hadamard product of U and Z. The philosophy of 
[6] is that the set of all such matrices Z forms a compact multiplicative ,. 
abelian group G under the Hadamard product. This group has a dual group 
(see Katznelson [lo] or Rudin [171 for all matters relating to group duality and 
abelian harmonic analysis) which can be identified with the discrete additive 
abelian group G of all R X n m$rices M with integer entries. The duality 
between the two groups G and G is given by 
(M,Z) = l--I zp. 
.i. k 
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It follows that 
ii "iv(j) = (p(a), z>, 
j=l 
allowing each permutation u in S, to be identified to an element $( (T ) of C 
by +(a ) = P(cr 1. Thus the set of permutations S, is identified as a subset of 
G by mapping each permutation to its permutation matrix. Harmonic analysis 
is then used as a tool to establish estimates for k,; via the spectral radius 
formula. The reader should note that there is no obvious connection between 
the group structure on S, and that on G in which it is embedded. 
In a subsequent paper [7], we went further with these ideas and obtained 
a Hadamard type inequality which relates to another group H. We need to 
use this inequality in the proof of Theorem A. While the related harmonic 
analysis was essential to its motivation, the proof can be understood without 
it. We shall comment later on the ideas behind the proof. 
Let us denote I, = (1,. . , k} for 0 < k < n. An n-chain g is a sequence 
ofsubsetsC1forO~1~nsuchthatCIcZ,forO~I~nandC,cC1*, 
for 0 < 1 < n. In particular, these conditions imply that C, has exactly 1 
elements. It will be observed that the set of n-chains is in l-l correspon- 
dence with S, by means of (T(Z~) = C,. 
Next we present a slight variant of the extension of Hadamard’s inequality 
and its corollary established in [7]. 
EXTENDED HADAMARD'S INEQUALITY. Let Uhean n X nunitanj matrix 
of determinant one, let (C,), be an n-chain, and let (2,) be a collection of 
complex numbers of absolute value 1 where] runs over a 1 nonempty subsets i 
of I,,. Then the inequalities 
hold. 
(5.1) 
(5.2) 
COROLLARY. Let U be a unitan) n x n matrix of determinant one, and 
let (C,), be an n-chain. Suppose that 0, are reals definedfor every non-empty 
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subset J of I,,. Then the inequalities 
hold. 
(5.3) 
(5.4) 
The reason that the corollary is of interest to us is that it takes a similar 
form to the OMC for vertex projections (2.4). It should be pointed out 
however that the function 
does not in general have a nonabelian Fourier transform that is carried by the 
Sax1 representations. 
Proof of Theorem A. We wish to prove (5.1) by means of (5.3) and (5.4). 
Recall that we are in the case n = 4. We define two sets of permutations by 
TR = {(2341), (2431), (42311, (34121, (14321, (24131, (4213), (4123), (21431, 
(3214), (1324)) and Tc = ((2340, (4230, (3412), (14321, (24131, (41231, 
(1423), (2143), (2314), (32141, (1324)). 
Note that supp(q) = TR U Tc. We define two real-valued functions qR 
and qc on S, satisfying 
2d4 = 4RW + e!(a) (5.5) 
and supp(qa) = TR and supp(qc) = TR in Table 1. 
It will be observed that all the values taken by qA and qc are perfect 
squares. This suggests that we use the corollary stated earlier. We choose a 
square root vA of qR as indicated in the table. It turns out that for certain 
chains @ = (C,) there exist reals eJ such that 
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TABLE 1 
VALUES OF q, qR, qc, AND vR 
u 9 qR %Z ‘R (+ 4 qR 4c %3 u 9 qR qC ‘R 
2341 1 1 1 1 3142 0 0 0 0 2143 1 1 1 1 
3241 0 0 0 0 1342 0 0 0 0 1243 0 0 0 0 
3421 0 0 0 0 4132 0 0 0 0 2314 2 0 4 0 
4321 0 0 0 0 1432 1 1 1 1 3214 1 1 1 1 
2431 2 4 0 2 2413 4 4 4 2 3124 0 0 0 0 
4231 1 1 1 1 4213 2 4 0 2 1324 1 1 1 - 1 
4312 0 0 0 0 4123 1 1 1 1 2134 0 0 0 0 
3412 1 1 1 1 1423 2 0 4 0 1234 0 0 0 0 
We remark that vR and its negative are the only two of the 2048 square roots 
of qR which admit such a representation.” 
The chains that can be used in (5.6) are (2341), (3241), (4132), (1432), 
(4123), (1423), (2314), and (3214). The notation (2341) corresponds to 
the chain C, = {2}, C, = {2,3}, C, = {2,3,4}, and C, = {1,2,3,4). For this 
particular chain the corresponding function 8 is given by 6((l)) = 0, 
@{2)) = 1, 0({12)) = 1, 0({3)) = 0, 8({13)) = 0, 8({23)) = 0, 8({123)) = 1, 
fI((4)> = 1, 8({14)) = 1, 8({24)) = 0, 0({124)) = 0, 0({34)) = 1, 0((134)) = 
1, 8({234}) = 0, and 8({1234)) = - 1. 
The corresponding application of the corollary using (5.3) and (5.6) gives 
and an exactly similar argument using (5.4) yields 
Finally, averaging (5.7) and (5.8) gr ‘ves the conclusion of Theorem A. ??
We comment on the role of harmonic analysis in the proof of Theorem A. 
There are in fact 48 groups-24 “row groups” and 24 “column groups”-that 
are available for use (corresponding to 24 possible chains), but we can 
fi This fact was determined with the help of computer calculation, as were the values of 0 
given below. 
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illustrate the crucial point with the group G, which is much easier to 
understand. Recall that 
is the natural embedding of S, into G. The corollary is in fact a special case 
of a more general result involving Fourier-Stieltjes transforms. The analogue 
of this result for the group G is the following. 
PROPOSITION. Let q be a real-valued Fourier-Stieltjes transform of norm 
1 on G, and U a special unitary n X n matrix. Then 
In this situation, the set (g : g E G, q(g) = 1) is easily seen to be a coset 
of G. Let p be a nonnegative function on S,. If we are to have any chance of 
proving an inequality of the type 
c srJ(o)p(a) 2 9 
UE s, 
(5.9) 
using the proposition, it must then be the case that the zero set of p has the 
form {a : cr E S,, $(a) E 2) for 2 some coset of G. This places very heavy 
restrictions on the function p. 
The definition of one of the row groups can be found in [7,400-4011. The 
row and column groups have more characters than does G when viewed as 
functions on S,. Hence they have more Fourier-Stieltjes transforms-they 
provide a more powerful vehicle for proving statements like (5.9). However, 
entirely analogous restrictions apply to the row and column group situation in 
order for the corollary to be applied. 
Unfortunately, the zero set of the function 4 does not extend to a coset in 
any of the 48 row and column groups. However, calculations show that there 
are eight row groups (respectively, column groups) for which the coset span 
of the zero set of g meets S, in the complement of TR (respectively, Tc). 
These calculations are the motivating force for (5.5). 
The author acknowledges the substantial contribution of the referee in 
improving the presentation of this paper-whole sections of his report have 
been included with only minor changes. The author however takes full 
responsibility for any remaining lack of clarity. 
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