Abstract. The aim of this paper is twofold. Firstly, we derive upper and lower nonGaussian bounds for the densities of the marginal laws of the solutions to backward stochastic differential equations (BSDEs) driven by fractional Brownian motions. Our arguments consist of utilising a relationship between fractional BSDEs and quasilinear partial differential equations of mixed type, together with the Nourdin-Viens formula. In the linear case, upper and lower Gaussian bounds for the densities and the tail probabilities of solutions are obtained with simple arguments by their explicit expressions in terms of the quasi-conditional expectation. Secondly, we are concerned with Gaussian estimates for the densities of a BSDE driven by a Gaussian process in the manner that the solution can be established via an auxiliary BSDE driven by a Brownian motion. Using the transfer theorem we succeed in deriving Gaussian estimates for the solutions. In addition, a representation theorem for this setting is also obtained.
Introduction
The problem of density estimates for solutions of stochastic equations has been extensively studied in recent years, see e.g. the monograph [32] and referecnes therein. Remarkably, the celebrated Bouleau-Hirsch criterion (see [32, Theorem 2.1.2]) provides a sufficient condition for a random variable possessing a density. Moreover, in [31] , Nourdin and Viens derive a formula for a Malliavin differentiable random variable to admit a density with lower and upper Gaussian estimates. These results have been further extended and applied to solutions of stochastic differential equations (SDEs) and stochastic partial differential equations (SPDEs), among which let us just mention, for examples, the works by Debussche and Romito [10] , Delarue, Menozzi and Nualart [12] , Millet and Sanz-Solé [28] , Mueller and Nualart [29] , Nualart and Quer-Sardanyons [33] , and the references therein. where η t = η 0 + t 0 b s ds + t 0 σ s dB H s with η 0 , b s and σ s being respectively a constant and deterministic functions, and B H is a fractional Brownian motion with Hurst parameter H ∈ (0, 1). Precise assumptions on the (deterministic and joint measurable) generator f : [0, T ] × R × R × R → R and h : R → R will be specified in later sections. Let us recall that, B H with Hurst parameter H ∈ (0, 1) is a center Gaussian process with covariance R H (t, s) := E B This implies that for each p ≥ 1, there holds E(|B H t − B H s | p ) = C(p)|t − s| pH . Then B H is (H − ǫ)-order Hölder continuous for any ǫ > 0 and is an H-self similar process. This, together with the fact that B 1/2 is a Brownian motion, converts fractional Brownian motion into a natural generalization of Brownian motion and leads to many applications in models of physical phenomena and finance.
We mention that there are several papers concerning the existence and uniqueness results of solutions for (1.2). Biagini, Hu, Øksendal and Sulem in [6] first study linear fractional BSDE with H ∈ (1/2, 1) which are based on fractional Clark-Ocone formula and the Girsanov transformation. In the spirit of the four step scheme introduced by Ma, Protter and Yong [24] for BSDEs perturbed by a standard Brownian motion, Bender [4] constructs an explicit solutions for a kind of linear factional BSDEs with H ∈ (0, 1) via the solution of some PDE and fractional Itô formula. In the case of nonlinear fractional BSDEs with H ∈ (1/2, 1), Hu and Peng [20] first prove the existence and uniqueness of the solution through the notion of quasi-conditional expectation introduced in [19] . Then, based on [20] , Maticiuc and Nie in [27] make some improvements of analysis and extend to the case of factional backward stochastic variational inequalities, and Fei, Xia and Zhang in [16] generalize the discussion to BSDEs driven by both standard and fractional Brownian motions. In a multivariate setting where each of the components is an independent fractional Brownian motion B
with H i ∈ (1/2, 1), Hu, Ocone and Song in [18] solve fractional BSDEs by using their relation to PDEs, and they further derive a comparison theorem.
In the present paper, with the help of the connection between the solution to BSDE (1.2) and the solution to its associated PDE of mixed type, we shall give some sufficient conditions to ensure the existence of densities for marginal laws of the solution (y, z) to BSDE (1.2). Moreover, we will derive non-Gaussian tail estimates of densities. Our proof combines the arguments in [26] and the Nourdin-Viens formula. When
i.e. BSDE (1.2) is linear, the Gaussian bounds for the densities and the tail probabilities of solutions will be derived with simple arguments by their explicit expressions in terms of the quasi-conditional expectation.
Our paper is also dedicated to obtaining Gaussian bounds for the densities of the solution to BSDE
where X is a centered Gaussian process with a strictly increasing continuous variance function V (t) = VarX t , the stochastic integral is the Wick-Itô integral defined via the Stransformation and the Wick product. When X is a Brownian motion, the above Wick-Itô integral coincides with the classical Itô integral. In [5] Bender shows the existence and uniqueness results and then obtains a strict comparison theorem for BSDE (1.3) using the transfer theorem which can transfer the concerned problems to an auxiliary BSDE driven by a Brownian motion. In [5] the author also compares this type of equations with other BSDEs driven by Gaussian non-semimartingales, especially BSDEs driven by fractional Brownian motion B H with H ∈ (1/2, 1). The final objective of the present paper is to deepen the investigation of BSDE (1.3). We first study the Gaussian bounds for marginal laws of the solution (y, z) to BSDE (1.3) via the transfer theorem. In addition to the Gaussian bounds, the representation theorem for this kind of BSDEs is also discussed.
The rest of our paper is structured as follows. Section 2, the next section, presents some basic elements of stochastic calculus w.r.t. fractional Brownian motion which are needed in later sections. We investigate the non-Gaussian bounds for the densities of the nonlinear fractional BSDEs in Section 3. Section 4 is devoted to the derivation of the Gaussian bounds for the densities and the tail probabilities of linear fractional BSDEs. Finally in Section 5, we provide the Gaussian bounds for the densities and the representation theorem of BSDEs driven by Gaussian processes.
Preliminaries
In this section, we shall give some basic elements of stochastic calculus w.r.t. fractional Brownian motion. For a deeper and detailed discussion, we refer the reader to [2, 7, 11] and [32] .
Let Ω be the canonical probability space C 0 ([0, T ], R), i.e., the Banach space of continuous functions on [0, T ] vanishing at time 0, equipped with the supremum norm, and F is taken to be the Borel σ-algebra. Let P be the unique probability measure on Ω such that the canonical process B H = (B H t ) t∈[0,T ] is a fractional Brownian motion with Hurst parameter H ∈ (0, 1). 
. For H ∈ (1/2, 1), we shall use the following representation of the inner product in H:
where C H := H(2H − 1).
Let S denote the totality of smooth and cylindrical random variables of the form
where n ≥ 1, f ∈ C ∞ b (R n ), the set of f and all its partial derivatives are bounded, φ i ∈ H, 1 ≤ i ≤ n. The Malliavin derivative of F , denoted by D H F , is defined as the H-valued random variable
For any p ≥ 1, we define the Sobolev space D
1,p
H as the completion of S w.r.t. the norm
Next, let F be in D 
where Φ θ F (B H ) := Φ F (e −θ B H + √ 1 − e −2θ B ′H ) with B ′H an independent copy of B H such that B H and B ′H are defined on the product probability space (Ω × Ω ′ , F × F ′ , P × P ′ ). Based on the above function g, Nourdin and Viens [31, Proposition 3.7] have obtained the following criterion for a Malliavin differentiable random variable to have a density with Gaussian bounds.
Proposition 2.1
The law of F has a density ρ F w.r.t the Lebesgue measure if and only if g F (F − EF ) > 0 a.s. In this case, Supp(ρ F ) is a closed interval of R and for all z ∈ Supp(ρ F ), there holds
Furthermore, if there exist constants c 1 , c 2 > 0 such that
then the law of F has a density ρ satisfying, for almost all x ∈ R,
Besides, by [31, 
BSDEs driven by fractional Brownian motions
The objective of this section is to study the non-Gaussian densities estimates for the solution of BSDE driven by fractional Brownian motion
Here η 0 is a given constant, b and σ are bounded deterministic functions such that σ(t) = 0 for all t ∈ [0, T ]. We begin with the assumption (H1) below
t. the third component and there exists a nonnegative constant
(ii) h : R → R is continuously differentiable and of polynomial growth.
Due to [18, Theorem 3.4] , the condition (H1) ensures that there exists a unique solution (y, z) to BSDE (3.1), which is given by y t = u(t, η t ) and v t = σ t u x (t, η t ) via some deterministic function u : [0, T ] × R → R, where u x (t, x) := f rac∂∂xu(t, x). The argument in [18] is based on a connection between this equation and a quasilinear PDE of mixed type. In the remaining part of this section, we assume (H1) holds and moreover the unique solution is of the above form. We aim to show the non-Gaussian densities estimates for the marginal laws of (y, z) at a fixed time t ∈ (0, T ). To this end, we let
and for each h ∈ L 0 (R), define
Clearly, the above h and h can describe the asymptotic growth of h in the neighborhood of +∞ and −∞.
Our main result of this section reads as follows
. Then, the law of y t = u(t, η t ) has a density ρ yt , and for any ǫ, δ > 0 there exist positive constants C ǫ,t and C δ,t depending on ǫ, t and δ, t, respectively, such that
Proof. By the fact that u(t, ·) is continuous and increasing, we easily verify that y t has a density ρ yt . In order to prove (3.2), we rely heavily on Proposition 2.1.
Hence, using (2.2) and (2.1) we deduce that for y ∈ R,
With the relation (3.3) in hand, we shall follow the strategy designed in [26] to obtain upper and lower bounds for g yt .
Upper bound. Since u(t, ·) ∈ (0, ∞), we know from [26, Lemma 5.2] that u −1 (t, ·) ∈ (0, ∞). Taking into account the definitions of u x (t, ·) and u −1 (t, ·), we have for each ǫ > 0 4) and for each δ > 0
where C ǫ,t and C δ,t are both constants depending on ǫ, t and δ, t respectively. For the convenience of the notation, we letǭ = u x (t, ·) + ǫ andδ = u −1 (t, ·) + δ. Then plugging the inequalities (3.4) and (3.5) and resorting to the C r -inequality, we have
where
Lower bound. Due to the condition on u x (t, ·), the C r -inequality and (3.5), we obtain
whereC(δ) =
Therefore, applying Proposition 2.1, together with (3.6) and (3.7), we complete the proof. 
As for the upper bound in Theorem 3.1, we get the following result.
Corollary 3.3
Under the assumptions in Theorem 3.1, there exists z 0 > 0 such that
holds for all |z| > z 0 .
Proof. We first observe that by Theorem 3.1 our problem can be reduced to show that the following inequality
holds for each |z| > z 0 . In order to prove (3.9), we start by noticing that 
Along the same lines as above, we can easily check the case z ≥ z 0 . This completes our proof.
Notice that z t = σ t u x (t, η t ) and then D H u z t = σ t u xx (t, η t )σ · , following exactly the same line as the proof of Theorem 3.1 then yields a result for z t , which we state as follows . Then the law of z t has a density ρ zt , and for any ǫ, δ > 0 there exists positive constants C 1 and C 2 such that
Similar to Remark 3.2 and Corollary 3.3, we have the following estimates.
Corollary 3.5 With the same preamble as in Theorem 3.4, then the density ρ zt fulfills the following bounds
with some positive constant z 0 .
Remark 3.6 Note that, by [18, Theorem 3.4] , u(t, x) fulfills the following PDE
With this equation in hand, we could show that under certain conditions on f, h and their derivatives up to second order, the assumptions in Theorem 3.1 and Theorem 3.4 are satisfied by following the method given in [26, Proposition 5.7] .
Linear BSDEs driven by fractional Brownian motions
In this section, we are concerned with the following linear BSDE 
It follows from the Novikov condition, i.e.
E exp 1 2
that (R t ) t∈[0,T ] is an exponential martingale and then the Girsanov theorem implies that (B H ) t∈[0,T ] is a fractional Brownian motion under the probability measure Q := R T dP. Let ρ t := exp t 0 β s ds . Applying the fractional integration by parts formula to ρ t y t yields that
Then, there is a unique solution for BSDE (4.1), and moreover
whereÊ stands for the quasi-conditional expectation. More details can be found in [20, Theorem 5 .1] or [36] .
Next, we want to show the existence of densities for the marginal laws of the solution (y, z) to BSDE (4.2) and then to derive the Gaussian bounds for them via the relation (4.4) and Proposition 2.1. To this end, let α t , β t , γ t be given continuous and deterministic functions and ξ = h(η T ), in which η is defined in the previous section. Put
2t , and further denote
We first state the following useful lemma concerning the representation of the quasiconditional expectation.
Lemma 4.1 Assume that g : R → R is a measurable function of polynomial growth, then the following holdsÊ 
Choosing t = T in the above equation and then taking the quasi-conditional expectation w.r.t. F t , we havê
By the semigroup property of P t , it is easy to verify that, for 0 ≤ s ≤ t ≤ T ,
Hence, this, together with (4.6) and (4.5), yields the desired result.
Frow now on, let us suppose the following (H2) h : R → R is twice differentiable and 0 < c ≤ h ′ ≤ C, 0 <c ≤ h ′′ ≤C, where c, C,c andC are constants. Besides, we set
Recall that ι t is defined in Section 3.
We are now in the position to state our main result of this section. Theorem 4.2 Assume that (H2) holds. Then, for each t ∈ (0, T ], y t and z t possess densities p yt and p zt , respectively. Moreover, for almost all x ∈ R, p yt and p zt satisfy, respectively, the following bounds
and
Proof. By (4.4), we obtain y t = e
In view of the proof of Theorem 4.2, one can derive the following tail estimates for the probability laws of y t and z t .
Corollary 4.4 Suppose (H2). Then there hold, for all x > 0, 16) and
Proof. Noticing first that g F (x) = g F −EF (x). Then the relation (4.16) follows by (4.11) and Proposition 2.2 with a 1 = 0 and a 2 = C 2 ϑ 2 (t). (4.17) can be verified similarly.
BSDEs driven by Gaussian processes
In this section, we consider the following BSDE driven by a centered Gaussian process
, is a strictly increasing, continuous function with V (0) = 0, the stochastic integral is the Wick-Itô integral defined by the S-transformation and the Wick product.
As stated in [5, Section 4.4] , BSDE (5.1) covers a wide class of Gaussian processes as driving processes including fractional Brownian motion with H ∈ (0, 1) and fractional Wiener integral and so on, wherein a comparison with BSDE (3.1) is also given. Moreover, we notice that Bender [5] shows the existence and uniqueness results for BSDE (5.1) under the Lipschitz or even superquadratic growth conditions via the transfer theorem which can transfer the concerned problems to an auxiliary BSDE driven by a Brownian motion. Recall that the auxiliary BSDE is of the following form
, is the inverse of V defined as
In this part, we aim to investigate the existence of densities and then derive their Gaussian estimates for the marginal laws of the solution (y, z) to BSDE (5.1). For this, we start by adopting the following set of conditions from [1, 5] (1) y t has a density ρ yt , and there exist two strictly positive constants c 1 < c 2 such that for any z ∈ R,
(2) if the generator f (t, x, y, z) has a linear dependence on the z component, z t possesses a density ρ zt , and furthermore if f only depends on the components (t, y), there exist two strictly positive constants c 3 < c 4 such that for any z ∈ R,
Proof. By (H3), it follows by [14, Theorem 4.1] that the auxiliary BSDE (5.2) admits a unique solution (ȳ,z) which has the following representation 2) has a unique solution (y, z) which can be written as
Therefore, taking into account the fact that VarX t = V (t) we deduce that the law of y t (resp. z t ) is the same as that ofȳ V (t) (resp.z V (t) ).
On the other hand, by [1, Theorem 3.3] it follows thatȳ V (t) possesses a density ρȳ V (t) , and moreover there exist some strictly positive constants c 1 < c 2 such that for all z ∈ R, 
where c 3 < c 4 are two strictly positive constants.
We therefore obtain the other assertion. On the other hand, resorting to the transfer theorem, we are able to show a representation theorem for the BSDE driven by Gaussian process, which extends the existing results (see, e.g. [15, 22] ). Now, given (t, y, z) ∈ [0, T ) × R × R and let 0 < ǫ < T − t, and denote by (y ǫ , z ǫ ) the unique solution of the following BSDE on [t, t + ǫ], Recall that by [5, Theorem 4.2] and the fact that t+ǫ t 1d ⋄ X s = X t+ǫ − X t , there exists a deterministic function φ ǫ : [0, T ] × R → R such that y ǫ t = φ ǫ (t, X t ). We have the following result. Proof. Note that the corresponding auxiliary BSDE of (5.9) is given bȳ On the other hand, in view of [5, the proof of Theorem 4.4], we conclude that the solution y ǫ V (t) of (5.10) can be written asȳ ǫ V (t) = φ ǫ (U (V (t)),W V (t) ) = φ ǫ (t,W V (t) ). Then, the law ofȳ ǫ V (t) − y ǫ = φ ǫ (t,W V (t) ) − y ǫ is the same as φ ǫ (t, X t ) − y ǫ = y ǫ t − y ǫ .
Consequently, we see that as ǫ goes to 0, by (5.11), there holds in L 2 (P)
The proof is now complete.
Remark 5.4
With the representation theorem above in hand, we can study the converse comparison theorem for BSDEs driven by Gaussian processes, which is the converse problem of comparison theorem. More precisely, if we can compare the solutions of two BSDEs with the same terminal condition, for all terminal conditions, can we compare the generators? Regarding the case of the BSDEs perturbed by Brownian motions, based on "g-expectation" and the representation theorem, Chen [9] and Briand et al. [8] have proved the converse comparison theorem, respectively. As for the comparison theorem for BSDE driven by fractional Brownian motion, Hu et al. [18] have obtained a (non-strict) comparison theorem via the relation to partial differential equation. By applying the transfer theorem, Bender [5, Theorem 4.6 (iii)] have derived a comparison theorem for BSDE (5.1).
