Spin models are the prime example of simplified many-body Hamiltonians used to model complex, strongly correlated realworld materials 1 . However, despite the simplified character of such models, their dynamics often cannot be simulated exactly on classical computers when the number of particles exceeds a few tens. For this reason, quantum simulation 2 of spin Hamiltonians using the tools of atomic and molecular physics has become a very active field over the past years, using ultracold atoms 3 or molecules 4 in optical lattices, or trapped ions
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. In this work, we use individual Rydberg atoms to realize quantum Ising magnets, with unprecedented flexibility in the geometry of the arrays. By shining on the atoms lasers that are resonant with the transition between the ground state |g〉 and a chosen Rydberg state |r〉 (Fig. 1a) , we implement the Ising-like Hamiltonian is the number of Rydberg excitations (0 or 1) on site i. The term V ij arises from the van der Waals interaction between atoms i and j when they are both in |r〉, and scales as C 6 (θ)|r i − r j | −6 with the separation between the atoms r i − r j . Moreover, for |r〉 = |nD 3/2 , m j = 3/2〉, the van der Waals coefficient C 6 is anisotropic 7, 11 , varying by ∼3 when the angle θ between the interatomic axis and the quantization axis ẑ changes from 0 to π/2 ( Fig. 1a 1 Laboratoire Charles Fabry, Institut d'Optique, CNRS, Université Paris Sud 11, 2 avenue Augustin Fresnel, 91127 Palaiseau Cedex, France. is inhibited. The use of nD 3/2 states for |r〉 gives rise, when the description of the atoms is reduced to a two-level model, to an anisotropic effective van der Waals potential C 6 (θ)/R 6 (see inset). b, For a value of R b comparable to the distance between adjacent atoms (top), the dynamics becomes richer. Configurations where two neighbouring atoms are excited are energetically forbidden (red crosses), yielding strong correlations between the Rydberg excitations in the allowed configurations (green ticks). c, An array of microtraps is created by imprinting an appropriate phase on a dipoletrap beam. Site-resolved fluorescence of the atoms, at 780 nm, is imaged on an electronmultiplying charge-coupled device (EMCCD) camera using a dichroic mirror (DM). Rydberg excitation beams at 795 and 475 nm are shone onto the atoms. Inset, measured light intensity for an array of N t = 19 traps.
Letter reSeArCH 6 6 8 | n A T u R e | V O L 5 3 4 | 3 0 j u n e 2 0 1 6 inset). The strong interactions between the Rydberg states induce correlations in the positions of the excitations (Fig. 1b) , as we study experimentally below.
Our set-up ( Fig. 1c ) has been described in refs 12 and 13. We trap cold (T ≈ 30 μK) single 87 Rb atoms in optical traps with a 1 μm waist from a magneto-optical trap (MOT). Using a spatial light modulator (SLM), we create arbitrary, two-dimensional arrays containing 1 ≤ N t ≤ 50 traps, separated by distances a > 3 μm. The atomic fluorescence at 780 nm is imaged onto a camera. We observe, in the single-atom regime 12 , that the level of fluorescence for each trap alternates randomly between two levels, corresponding to the presence of 0 or 1 atom. The analysis of these N t fluorescence traces allows us to record, with a time resolution of 50 ms, the current number N of single atoms in the array.
As soon as N exceeds a predefined threshold, we trigger the following experimental sequence. First, the loading of the array is stopped, and a fluorescence image is acquired to record the initial configuration of the atoms, that is, which traps are filled. A 6 G magnetic field is then switched on along the z axis and defines the quantization axis. After initializing all the atoms in |g〉 = |5S 1/2 , F = 2, m F = 2〉 by optical pumping, a two-photon Rydberg excitation pulse of duration τ is shone onto the atoms; the Rabi frequency (Ω ≈ 2π × 1 MHz) is uniform to within 10% over the array. We then acquire a fluorescence image of the final configuration by switching on the MOT beams. Atoms excited to |r〉 quickly escape the trapping region, and thus we observe only the atoms that were in |g〉 after excitation. The atoms that have been lost between the initial and final images are thus assigned to Rydberg states. This detection method has a high efficiency: it only gives a small number of 'false positives' , as an atom also has a probability ε ≈ (3 ± 1)% of being lost, independently of its internal state (Methods).
We first test our system in the conceptually simple situation of fully Rydberg-blockaded ensembles (that is, with at most one Rydberg excitation) containing up to N = 15 atoms. Figure 2a shows, for various arrays, the probability P 0 that all N atoms are in |g〉 at the end of the sequence. We observe high-contrast coherent oscillations, with a frequency enhanced by a factor N with respect to the single-atom case (Fig. 2b) . This characteristic collective oscillation is the hallmark of Rydberg blockade [14] [15] [16] [17] , where multiple excitations are inhibited within a blockaded volume (which, owing to the anisotropy, is close to an ellipsoid, with a major radius R b defined by ћΩ = | ( )|/ C R 0 6 b 6 , and a small 'flattening' 3 1/6 ≈ 1.2). This observation is a first step towards the creation of long-lived |W〉 entangled states (the symmetric combination of the N states with a single excitation) in the ground state 9 . The fully blockaded regime remains easy to describe theoretically as the blockade naturally truncates the size of the Hilbert space. In contrast, a more challenging regime corresponds to the Rydberg blockade being effective only between nearest neighbours, such that for long enough excitation times, the number of excitations becomes ∼N/2. It is therefore desirable to be able to vary the ratio α = R b /a of the blockade radius to the distance a between sites: for very small or large values of α, the dynamics is simple and the system can easily be compared to numerics, while, for intermediate values of α, the dynamics is challenging to calculate and experimental quantum simulation becomes relevant. Our set-up is particularly adapted to this goal, as we can vary easily both a (reconfiguring the SLM) and R b (changing the principal quantum number n, we tune C 6 which scales approximately as n
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). This versatility is illustrated in Fig. 3 , where we use a fully loaded ring-shaped array of N = 8 traps, thus realizing a small spin chain with periodic boundary conditions (PBC). By varying both a and n, we tune the system all the way from independent atoms α ( ) 1 , where each atom undergoes a Rabi oscillation at frequency Ω, resulting in a Rydberg fraction f R (defined as the average number of Rydberg excitations divided by N) periodically reaching ∼1 (Fig. 3a) , to a fully blockaded array (α 1, Fig. 3c ) characterized by collective oscillations at frequency Ω N and a maximum f R = 1/N. In between (Fig. 3b , where α ≈ 1.5), the evolution of f R (τ) shows oscillations resulting from the beating of the incommensurate eigenfrequencies of the many-body Hamiltonian, equation (1) . Our system allows us to detect the state of each atom, and thus to measure correlation functions. Figure 3d shows the dynamics of the Rydberg-Rydberg pair correlation function:
The averaging over all traps does not wash out correlations despite the fact that the system is not fully invariant by translation (Methods). We observe a strong suppression of g (2) (k) for k = 1 and k = 7, that is, a clear signature of nearest-neighbour blockade. For some times (see for example, Ωτ = 3.1), we observe an antiferromagnetic-like staggered correlation function, while the average density is uniform (Methods).
The solid lines in all panels of Fig. 3 are obtained by solving the Schrödinger equation governed by equation (1) using the independently measured experimental parameters, and then including the effects of the finite detection errors ε (Methods). One observes an overall agreement with the data, although some small discrepancies can clearly be noticed, especially at longer times. We attribute them to the Zeeman structure of Rydberg D states, which is not taken into account in our modelling by a spin-1/2: for θ ≠ 0, the van der Waals interaction couples |r〉 to other Zeeman states, leading to a slow increase in the number of excitations (Methods).
We now study two systems containing a larger number of atoms. We first consider a one-dimensional spin chain with PBC comprising N t = 30 traps and partially loaded with N = 20 ± 1.5 atoms ( Fig. 4a; we have checked that the 67% filling fraction does not change qualitatively the physics as compared to a perfect filling, see Methods). Its 'racetrack' shape was chosen to optimize homogeneity of the Rabi frequency over the array. We chose parameters such that α ≈ 4.3 (1) . The Rydberg fraction f R (τ) shows initial oscillations before reaching a steady state (Fig. 4b) due to the dephasing of the many incommensurate eigenfrequencies of equation (1) for this large value of N. The pair correlation function (shown in Fig. 4c for Ωτ ≈ 2.0) is strongly suppressed for k < α, as expected from blockade physics, before oscillating towards the asymptotic value ( )= (k)
g (2) (k)
g (2) (k) 0.1 Fig. 4b,c give the result of a full numerical simulation, without any adjustable parameters. Here the agreement with the spin-1/2 model is excellent, as many atom pairs are aligned along the quantization axis, thus making the effects of the anisotropy small. We included the finite value of ε, which has a strong effect on the pair correlations for k < α as g (2) (k) increases from 0 to 2ε/f R (Methods). As a final setting, we use a N t = 7 × 7 two-dimensional square array (Fig. 4d) , loaded with N = 28 ± 1.6 atoms (57% filling), for α = 2.6. The dynamics of f R now appears monotonous (Fig. 4e) , without the initial oscillations seen above for smaller systems (Figs 3b and 4b ). This suggests that with N ≈ 30 atoms, the behaviour of the system is already close to the many-body behaviour observed in large ensembles 21 , with a fast initial rise of the Rydberg fraction, before it saturates. The simulation captures the initial rise of f R well, but does not reproduce the slow increase observed at long times, which we attribute again to multilevel effects (that are indeed expected to be strong in this array where the internuclear axes of many pairs lie at a large θ). Figure 4f shows the two-dimensional Rydberg-Rydberg correlation function
where n i,j refers to the site with coordinates (ia, ja). Although the system has open boundaries and thus does not show translational invariance, the averaging over the traps in equation (3) does not wash out correlations as R b is small compared to the system size. We observe a depletion of the correlation function close to the origin due to blockade. The anisotropy of the interaction is visible, as the depletion region is elliptical, with a flattening close to the expected value 1.2. We observe, in the full time evolution of the correlation function (Methods), that blockade volumes become more densely packed with increasing time.
The wide tunability of geometry and interactions demonstrated here opens the way to investigating the physics of spin systems with tens of particles. Our platform, especially when combined with quasideterministic loading of optical tweezers as demonstrated recently 22, 23 , will be ideally suited for studying the transition from few-to manybody physics 24 , thermalization in strongly interacting closed quantum systems 25 , or the dynamical emergence of entanglement following a quantum quench 26 . Using resonant dipole-dipole interactions between different Rydberg states 27 , XY Hamiltonians with long-range couplings 28 could also be implemented. Finally, exploiting the Zeeman structure of Rydberg states holds the promise of implementing more complex Hamiltonians, to explore for instance the physics of higher spins 29 , or to realize topological insulators 30 .
Online Content Methods, along with any additional Extended Data display items and Source Data, are available in the online version of the paper; references unique to these sections appear only in the online paper. 
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Loading of trap arrays. In the single-atom loading regime of optical microtraps, the probability of having a given trap filled with a single atom is p ≈ 1/2. Therefore, when we monitor the number of loaded traps in view of triggering the experiment (Extended Data Fig. 1a) , N fluctuates in time around a mean value N t /2, with fluctuations ∼ N t .
When the number of traps is small, we can impose, as the triggering criterion, waiting until all traps are filled. The average triggering time T N then increases exponentially with N, as can be seen in Extended Data Fig. 1b . We used this 'full-loading mode' for the data of Fig. 1 (1 ≤ N ≤ 9) and Fig. 3 (N = 8) . This exponential scaling sets a practical limit of N ≈ 9 for fully loaded arrays. For N = 9, the experimental duty cycle already exceeds one minute.
Because of this, for larger N t we use partially-loaded arrays. We set the triggering threshold in the tail of the binomial distribution of N, that is, close to / + N N 2 t t . This allows us to keep a fast repetition rate for the experiment, of the order of 1 s , enabling fast data collection. Extended Data Fig. 1c shows the distribution of loaded traps for the 'racetrack' array with N t = 30 (resp. the N t = 7 × 7 square array), where we set the triggering condition to N = 20 (resp. N = 30). Using this triggering procedure, we thus end up with a narrow distribution of atom numbers N = 20 ± 1.5 (resp. N = 28 ± 1.6), corresponding to a filling fraction of 67% (resp. 57%), significantly above the average N t /2. These strongly subpoissonian distributions of atom numbers are such that the variation in N from experiment to experiment has a negligible effect on the physics studied in Fig. 4 ; moreover, as for each experiment the initial configuration image is saved, one can if needed post-select experiments where an exact number of atoms was involved (this is how the data in Fig. 2 for N ≥ 10 were obtained).
Recently, several experiments 22,23 demonstrated quasi-deterministic loading of single atoms in optical tweezers, reaching p ≈ 90% using modified light-assisted collisions that lead to the loss of only one of the colliding atoms instead of both. A preliminary implementation of these ideas on our set-up gave p ≈ 80% for a single trap. In future work, by using such loading in combination with the realtime triggering based on the measured number of loaded traps, it seems realistic to reach, even in large arrays, filling fractions in excess of 0.9, that is, approaching those obtained in quantum gas microscope experiments using Mott insulators. Experimental parameters. Extended Data Table 1 summarizes the various values of the parameters of the arrays of traps and of the Rydberg states used for the data presented in the main text, and the resulting values of the dimensionless parameter α. It illustrates the wide tunability offered by the system. Finite detection errors. Our way to detect that a given atom has been excited to a Rydberg state relies on the fact that we do not detect fluorescence from the corresponding trap in the final configuration image. There is however a small probability ε of losing an atom during the sequence, even if it was in the ground state, thus incorrectly inferring its excitation to a Rydberg state 11 . These 'false positive' detection events affect the measured populations of the N-atom system. One can show that, if P q is the observed probability of having q Rydberg excitations, and P p the actual probability of having p Rydberg excitations:
In principle, one can invert the above linear system relating the observed and actual probabilities 31 , to correct the experimental data for the detection errors. Here we have chosen on the contrary to show the uncorrected populations, and to include detection errors on the theoretical curves instead.
In order to determine the experimental value of ε, we use the initial data points (τ = 0) of the data of Fig. 2 . Since no Rydberg pulse is sent, we have = P 1 0 , and from equation (4) the observed probability P 0 (τ = 0) reads (1 − ε) N . Extended Data Fig. 2a shows the variation of P 0 (0) as a function of N, together with a fit which allows us to extract ε = (3 ± 1)%, the value we use for the theoretical curves in the main text (see below).
Extended Data Fig. 2b shows the effect of this finite value of ε on the probabilities P 0 , P 1 and P 2 in the full blockade regime, for atom numbers N = 3, 9 and 15, clearly illustrating that the 'false positive' detection events: first, yield non-zero (and increasing with N) double excitation probabilities (that oscillate in phase with P 1 ); second, multiply the amplitude of P 0 by a factor (1 − ε) N ; and third, reduce the contrast of the P 1 oscillations. Globally, the experimental data (see Extended Data Fig.  3 ) show these features, superimposed with other imperfections such as damping, not related to the finite value of ε.
Finally, we mention the effect of the detection errors on the correlation functions. In the fully blockaded region k < α, one ideally expects a vanishing g (2) for ε = 0. However, even for a small ε, this value is increased substantially (see, for example, Fig. 4c ) to 2ε/f R where f R is the Rydberg fraction. Indeed, g (2) (k = 1) is given by an average of quantities of the form 〈 〉 /(〈 〉〈 〉) + + n n n n i i i i 1 1 . For ε = 0, the numerator vanishes due to blockade; the only possibility of having a non-zero value comes from detection errors. To lowest order in ε, the probability of getting a nonzero value for n i n i+1 is that either atom i is in |r〉 (probability f R ) and atom i + 1 is lost (probability ε), or vice versa. This results in a value of 2εf R for the numerator, while for the denominator we can use the zeroth-order values 〈n i 〉 = 〈n i+1 〉 = f R , thus giving g 2 (1) ≈ 2ε/f R , which experimentally can be as large as 0.5. Fig. 3 shows additional data in the full blockade regime (Fig. 2) . In Extended Data Fig. 3a , the arrays of 1 to 9 traps are fully loaded, while in Extended Data Fig. 3b , the 19-trap triangular array is partially loaded with 10 to 15 atoms. In both panels, the left column shows the time evolution of the probability P 0 of recapturing all atoms at the end of the sequence, the middle column shows P 1 , and the right column shows P 2 . The points in Fig. 2a corresponding to N = 8 and N = 9 in partially loaded arrays were taken in a similar configuration as for N = 10 to 15, but the array contained only N t = 17 traps. The curves (not shown here) do not show any noticeable difference with other sets of data. We draw attention to the following.
Additional experimental data. Full Rydberg blockade. Extended Data
First, we recognize the effects of the finite detection errors ε ≠ 0 on the amplitude and contrast of the collective oscillations discussed above.
Second, the oscillations exhibit some damping, which seems to increase with N. To quantify this, we fit the data by the function
where a, b, c, γ and Ω N are adjustable parameters (solid lines). This functional form was chosen to account in a simple way for the asymmetry in the damping. Extended Data Fig. 3c shows the damping rates γ, extracted from the probabilities P 0 as a function of N. We observe an initial increase in the damping rates, which then saturates above N = 5. An increase with N of the damping rate was observed in other similar blockade experiments [14] [15] [16] . However, even for large number of atoms, the damping rates are small enough that the coherent dynamics dominates over the relevant experimental timescales. We therefore emphasize that in all the other figures of the paper (main text and methods), the theory curves are obtained by disregarding completely any damping, that is, by solving the Schrödinger equation, not a master equation.
Third, we observe that P 2 slowly increases over time for some specific values of N (see in particular N = 4, 6, 9, 13), corresponding to particular geometries.
We do not have a full understanding of these last two observations, but they may originate from the breaking of the blockade due to the Zeeman structure of the Rydberg states nD 3/2 (see discussion below). Eight-atom ring. Extended Data Fig. 4 shows that, within statistical fluctuations, the density of excitations on the eight-atom ring is homogeneous (this remains true at all times), and that the antiferromagnetic-like or crystal-like features obtained for some times, for example, for Ωτ = 3.1, can only be observed in the correlation functions. This illustrates the interest of our set-up, in which spin chains with PBC can be realized easily. On the contrary, in a one-dimensional chain with open boundary conditions, 'pinning' of the excitations at specific sites would occur due to edge effects. Racetrack-shaped array. Extended Data Fig. 5a shows the full evolution of the time correlation function for the data of Fig. 4a-c (R b = 4.3a) . Extended Data Fig. 5b corresponds to the same settings except for the fact that one now has R b = 2.4a. Square array of 7 × 7 traps. Extended Data Fig. 6 shows the full time evolution of the two-dimensional Rydberg-Rydberg correlation function g (2) (k, l) for the 7 × 7 square lattice of Fig. 4d-f . Note that the two-dimensional pair correlation function is calculated using equation (3), which implies that, due to the finite size of the array, the number of terms included in the sum decreases when k, l increase. The normalization takes this variation into account. arising from the interactions. In a system with open boundary conditions, this collective longitudinal field is inhomogeneous, and can have observable effects 32 . In an infinite lattice, or in a system with periodic boundary conditions as realized here in one dimension, the longitudinal field is Letter reSeArCH homogeneous and could be compensated for by applying a global detuning of the excitation laser. Anisotropy of the interaction. For a pair of atoms in a nD 3/2 Rydberg state with the internuclear axis not aligned with the quantization axis, the rigorous description of the van der Waals interaction requires the inclusion of all various Zeeman sublevels; the interaction then takes the form of a 16 × 16 matrix. To keep the description of a system of N atoms tractable, one can, in the blockade regime, define an effective, anisotropic van der Waals potential 7 reducing the previous matrix to a single scalar. For nD 3/2 states, the anisotropy reported in refs 7 and 11 is well reproduced by the simple expression with θ the angle between the quantization axis and the internuclear axis, giving a reduction by a factor of three in interaction strength when θ goes from 0 to π/2 (see inset of Fig. 1a) .
Owing to the anisotropy in equation (8), the shape of the blockade volume centred on a Rydberg atom is also anisotropic. However, because of the r .
Numerical simulation of the dynamics. Our theoretical description of the system is based on the mapping of its dynamics into a pseudo-spin 1/2 model with anisotropic long range interactions. We therefore neglect the rich Zeeman structure of the nD 3/2 states. The numerical calculations rest on the solution of the Schrödinger equation for the Hamiltonian of equation (1) of the main text in a reduced Hilbert space H. We first write the wavefunction |ψ〉 of the system with N atoms in terms of states with a fixed number of Rydberg excitations and ground state atoms, which correspond to the eigenstates of the Hamiltonian with vanishing Rabi frequency Ω (refs 17, 33) . Then the truncation procedure is based on two complementary steps: first we define the maximum number of Rydberg excitations N r max that we include in our basis, then second we eliminate those states which display excitations closer than a fixed distance R 0 . Both N r max and R 0 are adjusted to ensure the convergence of the dynamics. For small samples (Fig. 3) we performed simulations including all 256 basis states, whereas for the racetrack configurations we typically set R 0 smaller than the lattice constant but include up to square array with 30 atoms, we set R 0 = 1.3a (much smaller than the blockade radius R b = 2.6a), thus reducing the dimension of H to ∼3 × 10 6 (the full Hilbert space is of dimension 2 30 ≈ 10 9 , and using only the truncation criterion on the number of excitations would reduce it to about 5 × 10 7 , still intractably large). The Schrödinger equation within the truncated Hilbert space is then solved with a standard split-step method for the two non-commuting parts of the Hamiltonian of equation (1) . All these calculations were repeated for several realizations of the loading of the arrays (50 realizations for the squared 7 × 7 configurations and 200 realizations for the case with fewer traps), taking into account the anisotropic interparticle interaction of equation (8) . The comparison with experimental data of the average fraction of excitations
is done by including the "false positive" detection events as described by equation (4) . The calculation of the g (2) (k) correlation function in Figs 3d and 4c follows the definition of equation (2) . However, in contrast with the calculation of the average fraction of the excitations it is not possible to derive an analytical formula for g (2) (k) to properly take into account the detection efficiency of Rydberg excitations (unless k < α as described in section 'Finite detection errors'). Therefore we implement a standard Monte Carlo algorithm to perform the average of the correlation function over randomly generated configurations which are weighted in g (2) (k) with the initial (quantum) probability extracted from the real time dynamics of the Schrödinger equation. For example, the state |r i r j 〉 which contains N r = 2 Rydberg excitations and amplitude c i j (t) can wrongly be detected as the state |r i r j r q 〉 with probability P = ε(1 − ε) N−2 . If the latter state is generated from our sampling algorithm then its weight in the correlation function corresponds to |c i j (t)| 2 . Finally we average over several hundred randomly generated configurations to obtain well converged results for the correlation function. Effect of partial loading of large arrays on the observed dynamics. Using the simulations described above, we explore to what extent the partial loading of our larger arrays may change the observed dynamics as compared to the ideal case of full loading.
Extended Data Fig. 7 shows, for the 'racetrack' array of Fig. 4a-c , the results of simulations for the experimentally relevant case of partial loading (solid lines, filling fraction η ≈ 0.67) and for the ideal, full loading case (thin dashed lines):
First, Extended Data Fig. 7a also shows the time evolution of the Rydberg fraction f R . The dynamics is qualitatively similar in the two situations, with initial oscillations that rapidly get damped owing to the dephasing of the many incommensurate eigenenergies of the Hamiltonian. Quantitatively, the initial oscillations are faster in the fully loaded case: this is expected, as each blockade volume contains 1/η as many atoms, and thus, due to the scaling of the collective Rabi frequency with the number of atoms in a blockade volume, we expect an enhancement of the oscillation frequency by ∼η −1/2 ≈ 1.2, close to what we observe. In the same way, the asymptotic Rydberg fraction when τ → ∞ is reduced by a factor close to the expected factor η.
Second, Extended Data Fig. 7b shows the pair correlation function g (2) (k) for Ωτ ≈ 2.0. Here again, the changes are moderate, although the oscillations of the correlation function for k > α would be slightly more contrasted for the fully loaded array.
Simulations for the other large array settings give similar results, allowing us to safely conclude that the partial loading of our largest arrays does not affect significantly the observed dynamics. This conclusion would be different for other types of experiments, for instance the transport of a spin excitation in the case of resonant-dipole-dipole interactions. Approximate translational invariance. For the one-dimensional configurations of the main text (eight-atom ring of Fig. 3b and racetrack-shaped array of 30 traps of Fig. 4a ) we plot the spatially averaged pair correlation function
where the subscripts label sites. For a system invariant by translation, all terms in the sum are identical, and the averaging over i simply improves the signal to noise ratio. However, our systems are not translationally invariant, in particular because of the anisotropy of the interaction, and a natural question to address is whether the averaging reduces the contrast of the correlation functions. To answer this question, we have calculated the dynamics of the pair correlation function for the eight-atom ring, taking or not taking into account the anisotropy of the interaction (Extended Data Fig. 8 ). We observe that the contrast reduction due to averaging is very small, thereby validating our choice to perform it for the data shown in the main text. Effective loss mechanism arising from anisotropic interactions of D states. The agreement between our measurements and the results of the simulations is not perfect for the largest excitation times, in particular for some settings (for example, for some configurations in the full blockade regime, for the eight-atom ring in the partial blockade regime, and for the 7 × 7 square array), where we observe a gradual increase in the number of measured Rydberg excitations. These effects could be qualitatively reproduced if the detection errors ε would increase in time. However, the main reason for these losses is that the microtraps are switched off during the excitation (to avoid inhomogeneous light-shifts), and as they are off for a fixed amount of time (3 μs), independent of τ, we do not, at first sight, expect ε to increase in time. One could imagine however that the presence of the Rydberg excitation lasers may induce extra loss (due to off-resonant scattering for instance), and in this case one would end up having an ε increasing with τ. We have experimentally ruled out this possibility by measuring the recapture probability when shining the Rydberg excitation lasers, detuned from the Rydberg line by ∼100 MHz, for the full 3 μs, without measuring any detrimental effect.
A second possible reason would be the motion of the atoms. Owing to their finite temperature, the atoms move during free flight with a velocity ν ≈ 50 nm μs −1 . Now, strictly speaking, the terms corresponding to the laser coupling in equation (1) of the main text are not Ωσ x i , but Ω σ + . .
, where k is the sum of the wavevectors of the excitation lasers at 795 and 475 nm, and r i (t) the position of atom i. Thus, because of the motion, the phase factors of the couplings become time-dependent, which for example, yields a dephasing of the spin wave corresponding to |W〉 states. However, a numerical simulation of this effect shows that the induced dephasing rates are negligible for our parameters.
We thus believe that the cause of the observed extra losses lies in the large number of interacting Zeeman sublevels when two atoms are excited to nD 3/2 states: for θ ≠ 0, all 16 pair state Zeeman sublevels are coupled together by the van der Waals interaction. For a large number of atoms, this may lead to an effective loss rate from the targeted |r〉 states into a quasi-continuum comprising all other (weakly interacting) Zeeman states, and hence to a gradual increase of population of the Rydberg manifold. Qualitatively, this interpretation is corroborated by the fact that the observed increase in the number of excitations depends quite strongly on the array geometry: for instance, the data from the racetrack-shaped array (Fig. 4b) , for which a majority of interacting atom pairs are almost aligned along the quantization axis z, are well reproduced by the simulations even at long times, unlike in the case of the eight-atom ring or the 7 × 7 square array Letter reSeArCH (Figs 3b and 4e) , for which many interacting pairs have their internuclear axes strongly inclined with respect to z.
A full simulation of the dynamics of N atoms including the full Zeeman structure of nD 3/2 states is challenging (neglecting hyperfine structure, the dimension of the Hilbert space is 5 N , as we have 5 states per atom: the ground state and the four Zeeman sublevels of the Rydberg state), and is beyond the scope of this paper. However, in order to test the hypothesis described above, we have simulated the following minimal 'toy model' displaying the effect of a Zeeman structure: we consider a system of N = 6 atoms in a line, aligned either along the quantization axis z (θ = 0) or along y (θ = π/2), and excited to the Rydberg state nP 1/2 . The Hilbert space is then of size 3 6 , and we can perform exact diagonalization. The van der Waals Hamiltonian between two atoms (a 4 × 4 matrix which depends on θ) was taken from equations (4) and (5) The red solid lines in Extended Data Fig. 9 show the time evolution of the fraction of Rydberg atoms (whatever the Zeeman state) f R , calculated using this Hamiltonian with the full Zeeman structure. The black dotted lines show f R (t) when modelling the system by an assembly of spin-1/2 particles, with an interaction given by the effective potential analogous to equation (8) but calculated for nP 1/2 states following ref. 7 (for the parameters of the figure, the effective potential is four times as high when θ = π/2 as when θ = 0). As expected, for θ = 0, the two approaches give exactly the same results (Extended Data Fig. 9a ). However, for θ = π/2, we observe that the two simulations, while giving similar results at short times, disagree significantly at larger times, with the nP 1/2 structure yielding (as observed in some of our experiments, see for example, Fig. 4e ) an increased Rydberg fraction, as the population of the Zeeman state not directly coupled to |g〉 by the laser (blue dashed line) slowly increases. On the basis of this simulation, we can thus conclude that in some cases, the anisotropic character of the interaction and the complex Zeeman structure can lead to the observed discrepancy between our data and the modelling by spin-1/2 particles interacting via an effective potential.
We note however that this behaviour is not universal and that, for a given geometry and a given Rabi frequency, varying the value of n, as well as that of the magnetic field, affects the degree of agreement between the exact dynamics and the simplified spin-1/2 model. In Extended Data Fig. 9 , for instance, we chose n = 30, B = 0.2 G, and a spacing between the atoms of a = 2 or 1.6 μm, to display a behaviour qualitatively similar to that of Figs 3b and 4e. This non-universal character suggests that for nD 3/2 states also, a careful choice of parameters (n, spacing, B field) may allow a very good agreement between the observed dynamics and that of a spin-1/2 model with anisotropic interactions even in geometries where many pairs lie at a large angle from the quantization axis. A comprehensive study of those conditions, along the lines of refs 7, 8, 34 , is very important in view of quantum simulation applications, but it is however beyond the scope of this paper and will be the subject of future work. The column on the left shows the probability P 0 of recapturing all atoms, the centre column the probability P 1 of losing just one atom out of N, and the column on the right the probability P 2 of losing two atoms out of N. The solid lines are fits by equation (5) . Error bars, s.e.m. c, Damping rate γ extracted from the P 0 data as a function of the number of atoms in the array. Error bars, s.d.
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