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Simulating Ultrasonic Sensing with the Lattice Gas Model
Phillip John McKerrow, Shao-Min Zhu, and Stephen New
Abstract—People have difficulty understanding ultrasonic sensing be-
cause they cannot see sound. The purpose of simulation is to overcome
this problem by visualizing the scattering of ultrasonic waves off objects.
The lattice gas model calculates wave behavior with finite difference equa-
tions to produces data suitable for grayscale visualization. This visualiza-
tion is useful when designing ultrasonic sensing systems for navigating mo-
bile robots. Situations that result in the sensor failing to detect an object
can be studied with the simulator.
Index Terms—Lattice gas model, mobile robot, ultrasonic sensing, wave
simulation.
I. INTRODUCTION
Many mobile robots use ultrasonic sensors to detect objects for col-
lision avoidance and navigation. Most of these sensors detect the echo
from objects with simple threshold circuits. When the echo amplitude
is below the threshold, the object is not detected and the robot may col-
lide with it. The purpose of our research is to solve these problems by
understanding the physics of echolocation.
In ultrasonic sensing, high-frequency sound waves are emitted from
a transmitter, travel through the air, scatter off objects, and return to a
receiver. Signal loss in any of these stages can cause an object to be
undetected.
A transducer has a strong main lobe with weaker side lobes. The
width of the beam and the strength of the side lobes is one factor in
determining which objects produce detectable echoes. Increasing the
power of the transducer may result in the detection of an echo from
a side lobe. Increasing the beam angle will result in a larger field of
insonification and potentially the detection of more objects.
The main cause of signal loss is that the surfaces of the insonified
object may reflect most of the energy away from the receiver. An im-
portant goal of research into ultrasonic sensing is to determine whether
there are situations where no signal is reflected back to the receiver. In
these situations, ultrasonic sensing cannot detect the object. A second
goal is to develop algorithms to separate low amplitude echoes from
noise to produce a useful detection signal.
To achieve these goals, we need to study what happens to the waves
when they impact objects. This microscopic view is very difficult to
obtain with measurement, because a microphone may interfere with
the waves we are trying to measure, particularly when it is close to the
reflecting object.
Development of ultrasonic sensing has been slow because people
find ultrasonic sensing difficult to understand. As a consequence, sim-
ulation plays an important role because it enables us to visualize the
sound waves that we cannot see. As we watch waves propagate across
a screen and bounce off objects, we begin to grasp the nature of echolo-
cation.
Macroscopic simulations produce animated displays of the wave
front. McKerrow and Zhu [13], [14] use an arc model to visualise
wave propagation and reflection. Krose and Dondrop [10] and Kimoto
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Fig. 1. Grid of cells used in lattice gas model.
and Yuta [7] use ray models to visualise the path of an ultrasonic beam
as a mobile robot moves around a simulated environment.
Kuc and Siegel [12] simulated the echoes from specular walls, cor-
ners, and edges with impulse models. Vaatajaet l. [19] use the image
source method to compute the propagation paths of ultrasonic beams in
three-dimensional environments. In contrast, Teimoorzabeh [17] sim-
ulates the echolocation process of bats with biological models of the
bat’s brain.
Microscopic simulations model the waves and their physical inter-
action with objects with continuous or discrete mathematics [20], [21],
[22]. Continuous models give very accurate results but each wave mo-
tion phenomena is modeled separately and the results combined using
superposition.
Discrete models achieve more rapid computation, at the expense of
accuracy, by modeling the environment as a grid of cells and calcu-
lating the wave pressure in each cell using finite difference methods.
Also, the computation time is less dependent on the complexity of the
environment. However, they are limited to small regions of space be-
cause the computation time is proportional to the size of the grid.
Pomeroyet al. [16] developed a simulation using the transmission
line matrix (TLM) model. TLM is an electrical analogue that captures
all wave phenomena. Like TLM, the lattice gas model captures all wave
phenomena (propagation, interference, reflection, and diffraction), but
it is based on a physical model of wave motion.
The lattice gas model uses a grid to represent points in space. Values
of pressure are calculated at every grid cell at each time step of the
simulation. The pressure at a lattice point is affected by the recent trends
of changing pressure at that point and at neighboring lattice points. The
propagation of a wave through the lattice is analogous to Huygen’s
principle for the construction of wave fronts.
II. L ATTICE GAS MODEL
The lattice gas model was developed by Hardyet al. [6] to rapidly
calculate the Navier–Stokes equation in simulations of fluid flow.
Kadanoff and Swift were the first to apply it to modeling wave motion
[5]. They used a continuous-time model of particle motion between
cells in a grid [3]. Krutaret al. [11] extended this work to develop a
discrete time model of wave motion by combining groups of particles
into differential pressures that propagate through the network.
The environment is modeled as a network of cells (Fig. 1). In this
paper, we only consider cells connected in a square grid. A set of equa-
tions that represent the state of the environment at each cell is calculated
every iteration of the simulation. Possible states include sound source,
media[1 . . .n], media boundary, and simulation window edge.
The acoustic wave equation [(1)] relates the wave pressureP with
respect to time to the wave pressure with respect to the position of the
particles that move to propagate the wave (c is the speed of sound).
@2P
@2t
= c2r2P: (1)
The lattice gas model is a finite difference solution [(2)] of the
acoustic wave equation, which calculates the pressure at each cell
every time step of the simulation [4].
dP (x; t+ dt=2) = P (x; t+ dt)  P (x; t) (2a)
ddP (x; t) = dP (x; t+ dt=2)  dP (x; t  dt=2) (2b)
ddP (x; t) =
a
maP (x+ dxa; t) (2c)
whereP (x; t) is the pressure at timet and locationx, and is equivalent
to an integer number of particles,dt is the time step,a is a subscript
that represents one of the four directions in the grid: northn, souths,
easte, westw; at the cello (Fig. 1),ma is a weighted coefficient of the
pressure in the directiona, andm0 =  c2x, cx is the speed of sound at
cell x, anddP is the pressure difference as a function of time.
The discrete form of the wave equation [(2c)] is derived from the
continuous form as follows. First, define
mN = mS = mE = mW = c
2 and m0 =  c
2 (3)
wherec is the speed of sound in the medium.
Next, rewrite the summation in (2c) as
mEP (x+ dxE ; t) +mWP (x+ dxW ; t) + 2m0P (x+ dx0; t)
d2x
+
mNP (x+ dxN ; t) +mSP (x+ dxS ; t) + 2m0P (x+ dx0; t)
d2y
= c2
P (x+ dxE ; t) + P (x+ dxW ; t)  2P (x+ dx0; t)
d2x
+
P (x+ dxN ; t) + P (x+ dxS ; t)  2P (x+ dx0; t)
d2y
: (4)
With a Taylor series expansion, find the finite difference form of the
second-order partial derivative ofP with respect to(x; y)
@2P (x; y; t)
@2x
+
@2P (x; y; t)
@2y
=
P (x+ dx; y; t) + P (x  dx; y; t)  2P (x; y; t)
d2x
+
P (x; y + dy; t) + P (x; y   dy; t)  2P (x; y; t)
d2y
: (5)
Therefore, (4) can be rewritten as
mEP (x+ dxE ; t) +mWP (x+ dxW ; t) + 2m0P (x+ dx0; t)
d2x
+
mNP (x+ dxN ; t) +mSP (x+ dxS ; t) + 2m0P (x+ dx0; t)
d2y(2c)
= c
2 P (x+ dxa; t)
d2x
+
P (x+ dxa; t)
d2y
(6)
and the right-hand side of (2c) can be regarded as a discrete form of the
wave equation. From (2a), we obtain
dP (x; t  dt=2) = P (x; t)  P (x; t  dt): (7)
Substitute (2a) and (7) into the right-hand side of (2b) to get
ddP (x; t) =P (x; t+ dt)  P (x; t)  (P (x; t)  P (x; t  dt))
=P (x; t+ dt)  2P (x; t) + P (x; t  dt): (8)
Equate (2c) and (8), and rewrite as
P (x; t+ dt) = 2P (x; t)  P (x; t  dt) +
a
maP (x+ dxa; t):
(9)
Replacema [(3)] and derive its two-dimensional form
P0(t+ 1) = 2P0(t)  P0(t  1)  4c
2
s0P0(t)
+ c2swPw(t) + c
2
sePe(t) + c
2
snPn(t) + c
2
ssPs(t)
(10)
whereP0(t) is the wave pressure at locationx and timet, cs0 is the
simulation speed (cells propagated/simulation step) at locationx.
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Fig. 2. Visualization of a Polaroid sensor showing main beam and side lobes,
calculated on a 840 630 cell grid, with 20 cells/wavelength (6.8 mm). The
Polaroid transmitter is the line on the left—104 point source cells.
Equation (10) is a discrete form of the wave equation. It discards
higher-order terms in the Talyor series expansion so it does not imple-
ment it completely. As a result, some noise has been brought into the
results.
III. SIMULATION ALGORITHM
In the algorithm, we combined the three steps [(2a)–(2c)] of Krutar’s
model into one iterative formula [(10)]. The simulation uses a two-
dimensional cross grid topology. The maximum simulation speed is
0.707 cells/time step [11], which represents isotropic sound propaga-
tion at the slowest data flow speed limit along the diagonals of the grid
cells. The maximum speed of sound in any medium in the simulation
is equivalent to this rate.
Initially, the pressure in every cell is set to zero. The user specifies
the frequency(f), the spatial resolution (model scale) and the medium
used in the simulation. From this, the simulator calculates the simula-
tion rate, based on the maximum speed of sound(cmax) in any part of
the medium.
simulate rateR =
cmax  S
0:707
steps/second (11)
model scaleS =
m  f
cmax
cells/meter (12)
wherem is the number of cells/wavelength.
The image in Fig. 2 uses an 840 630 grid and 20 cells/wavelength.
At 50 kHz, the physical wavelength is 6.8 mm and the width of the
image is a distance of 286.5 mm.
IV. SIMULATING A TRANSMITTER
Ultrasonic transducers emit a spherical wave front but, the transducer
focuses the energy into a beam with side lobes (Fig. 2). The beam angle
(directivity function) is a function of the physical dimensions of the
transducer [8]. When emitting at 50 kHz, the beam angle of the Polaroid
transducer is 15 from the axis to the minimum between the main beam
and the first side lobe [1]. Also, the shape of the wave front is flat in
the near field and becomes spherical in the far field.
A transducer is modeled as a line of vibrating cells with length equal
to the diameter of the transducer. The lobe pattern in the far field is
clearly seen in the visualization in Fig. 2, where each source cell has
the same pressure amplitude. By weighting the pressure in the end cells,
the simulated lobe pattern can be adjusted to approximate the measured
lobe patterns. The aim of weighting is to move the minima to the cor-
rect angles and to adjust the amplitudes of the side lobes to the correct
Fig. 3. Wave front of main lobe in the near field of Polaroid sensor. Crosses
indicate the measured position of the wave front 16.5 mm from transducer.
Source cells at both ends of the transducer have been delayed by up to 18.
values. To achieve a close match to the measured response, it may be
necessary to change the diameter of the transducer in the simulation, as
the diameter of the vibrating portion of the transducer may be different
to the physical diameter.
The second parameter to be considered when simulating a transducer
is the shape of the wave front. We found that, in the near field, the sides
of the main lobe were further from the transducer in the simulation than
in our measurements (Fig. 3). This difference in wave shape can be cor-
rected in the simulation by giving the source cells at the sides of the
transducer a phase lag. Physically, this is equivalent to the elemental
vibrating cells at the periphery of the transducer having a higher ca-
pacitance than those in the middle.
V. IMPEDANCE CHANGES AT BOUNDARIES
The lattice gas model simulates wave propagation, interference, re-
flection, refraction, and diffraction. Refraction is of little interest be-
cause the high impedance difference between air and solid objects re-
sults in most of the energy being reflected. The wave equation models
propagation and interference. Diffraction is the gradual spreading out
of sound waves. It is simulated by the fact that each cell is a weighted
sum of its neighbors.
Reflection occurs when the impedance of the medium changes at
a boundary. At such a boundary, the speed of sound and the acoustic
impedance change. Equation (10) only models the change of speed. To
model the change of impedance, the boundary cell calculations must
include values for the reflection and transmission coefficients.
The amount of energy reflected at a boundary, and hence the amount
transmitted through the boundary, is a function of the relative imped-
ances of the two media and the incident angle. The pressure reflection
coefficientR12 for waves travelling from medium 1 to medium 2 is [2]
R12 =
Z2   Z1
Z2 + Z1
: (14)
whereZ1 is the impedance in the medium 1.
For example, the reflection coefficientR12 for the air to pine inter-
face is 0.9995. The pressure transmission coefficient for waves travel-
ling from medium 1 to medium 2 is
T12 =
2Z2
Z2 + Z1
= 1 +R12: (15)
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(a)
(b)
Fig. 4. Reflection, transmission and diffraction of waves at a specular surface.
(a) Surface modeled by setting the speed of sound in the object to zero. (b)
Surface modeled by settingR = 1 andT = 0 in (18).
The effects due to impedance changes at boundaries are modeled by
including these coefficients in the equations for the boundary cells. A
smooth boundary is modeled with a straight line between cells as shown
in Fig. 1. Such a boundary should cause specular reflection. Consider
cell 6 in Medium 1 next to the boundary. Applying the Lattice Gas
model [(10)] to this cell gives a pressure of:
P6(t+ 1) = 2P6(t)  P6(t  1)  4c
2
6P6(t) + c
2
2P2(t)
+ c25P5(t) + c
2
10P10(t) + c
2
7P7(t): (16)
The last term in (16),c27P7(t), is the component from the boundary.
One way of modeling a specular reflector is to set the speed of sound in
the surface [c7 in (16)] to zero [Fig. 4(a)], which causes all the energy
that impinges on the boundary to be absorbed. However, this does not
take into account the impedance of the two media. The component from
the boundary is composed of two parts: one transmitted from cell 7, and
the other reflected from cell 6 itself. This term is replaced by
c
2
6R12P6(t) + c
2
7T21P7(t): (17)
Substitute (17) into (16) to obtain the lattice gas model equation for
cell 6
P6(t+ 1) =2P6(t)  P6(t  1)  4c
2
6P6(t) + c
2
2P2(t)
+ c25P5(t) + c
2
10P10(t) + c
2
6R12P6(t) + c
2
7T21P7(t)
(18)
Fig. 5. Diffraction, reflection, and interference that occur when waves pass
through a small gap.
Similarly, the equation for the pressure at cell 7 is
P7(t+ 1) =2P7(t)  P7(t  1)  4c
2
7P7(t) + c
2
3P3(t)
+ c28P8(t) + c
2
11P11(t) + c
2
7R21P7(t) + c
2
6T12P6(t):
(19)
A physically correct method for modeling a specular surface that
reflects all the energy is to set the reflection coefficient to 1 and the
transmission coefficient to 0 in (18). As shown in Fig. 4(b), the visu-
alization appears the same as in Fig. 4(a), except that the phase of the
reflected waves has not been reversed. Also, the pressure amplitudes
are different, because (18) contains a term for the energy reflected from
the boundary, which reduces thec6 coefficient from 4 to 3.
When the impedance decreases at the boundary, phase reversal oc-
curs [(14)] and the reflection coefficient is negative, for example, at a
water to air interface. In contrast, when the impedance increases at the
boundary, the phase of the reflected wave is unchanged and the reflec-
tion coefficient is positive, for example, an air to object interface.
One advantage of the physically correct model [(18)] is that it can
be used within a medium by setting the transmission coefficient to 1
and the reflection coefficient to zero. As a result, (18) reduces to (10).
Thus, we have a general equation for cells within media and on media
boundaries.
When the complete lattice gas model [(18)] is used, all wave phe-
nomena can be simulated and visualized. Fig. 5 shows wave propaga-
tion, reflection, interference, and diffraction for waves passing through
a narrow opening.
VI. M ODEL VALIDATION
The usefulness of a simulation is determined by the approximations
used in its calculations, how well the model fits the physics, and the
clarity with which the visualization conveys the parameters of interest.
Errors in any of these three areas can reduce the quality of the simula-
tion.
The lattice gas model is a finite difference approximation of the wave
equation. Cole [4] analyzed the errors introduced into the wave equa-
tion by finite difference approximations. Solution errors can be reduced
by using finer spaced time sampling of the wave field at the cost of in-
creased computation, or with more complex equations.
We presented some measurements (Fig. 3) to show how the simula-
tion can be adjusted to accurately model the shape of the wave front
generated by a transducer. Other transducer parameters, including lobe
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(a)
(b)
Fig. 6. Waves reflecting from a concave corner at (a) the 1030th simulation
step and (b) the 1300th step.
pattern [1], angular frequency response, and transmitted wave shape
[18] were also measured with a microphone.
We have made measurements of the reflections from objects [18] at
points in the sound field. However, measuring images of sound fields
with a microphone for comparison to those generated by the simula-
tion is impossible. First, the simulations produce data for every cell
in an 840 630 grid. To obtain a similar image by measurement re-
quires placing a microphone in 529 200 positions. The second problem
is more significant: placing the microphone in many of the desirable
measurement positions results in the transmitted beam reflecting off it,
which changes the sound field, and invalidates the measurement, par-
ticularly near boundaries.
We validated the visualization by visually comparing it to images of
water waves in ripple tanks and real environments, and to images of
light and water waves in physics books. We have enjoyed many hours
watching waves on beaches and in harbors. Using this visual analog
to verify the visualization is validated by the photographs of sound
waves produced by Winston Kock [9]. He attached a light to a scanning
microphone and modulated its brilliance proportional to the measured
sound field. He recorded the intensity of the light with a time-lapse
camera as the microphone was scanned in a vertical plane.
VII. A PPLICATION TO ROBOTICS
In robotics, we wish to visualize reflections off common geometric
features when insonified by an ultrasonic transmitter. In Figs. 2 and 3,
the output of a Polaroid sensor is visualised, showing the beam both
(a)
(b)
Fig. 7. Reflection of beam from convex edge: (a) sharp edge and (b) rounded
edge.
Fig. 8. Reflection of beam from a stepped surface.
in the near and far fields. In the far field, the beam spreads to give a
conical field of audition.
Figs. 6–10 show visualizations of typical sensing situations that
occur in mobile robotics. Ultrasonic pulses 5 cycles long are trans-
mitted by a transducer situated at the left of the image.
Mobile robot’s that map environments with ultrasonic sensors have
to deal with the problem that the echo from a corner has similar char-
acteristics to an echo from a wall at the same range. Fig. 6 shows two
images from a time sequence of images for reflection from a convex
corner.
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Fig. 9. Beam pattern from a transmitter with a 5cone shaped horn 125 mm
in length.
Fig. 10. Reflection of ten cycles off a parabolic reflector with the transmitter
at the focal point.
Mobile robot’s that detect objects with ultrasonic sensors for colli-
sion avoidance have to deal with the problem that the echo from a sharp
edge is very small, and most of the energy is reflected away from the
sensor. Fig. 7 shows reflection from convex edges with different cur-
vature. Significantly more energy is reflected from the curved edge. In
indoor environments, the edges of most objects have enough curvature
to produce a significant reflection.
Mobile robot’s that follow walls with ultrasonic sensors have to de-
tect steps in a wall, such as a recess for a door. Fig. 8 shows the reflec-
tion from a stepped surface. Sufficient energy is reflected from both
surfaces for a sensor that detects multiple echoes to find the step.
It is common practice in robotics to use horns and reflectors to pro-
duce narrower beams. Fig. 9 shows the effect of a 5 cone 125 mm long
on the output of the transducer. In comparison to the sensor without a
cone (Fig. 2), the one with the cone produces a much narrower beam.
The ears of some bats focus the energy with a 20-dB gain. A parabola
can be used to achieve similar focussing. When the output of transducer
is reflected from a parabolic mirror, some defocusing occurs because
most of the transducer is not at the focal point of the parabola due to
the width of the transducer. By the principle of reciprocity, a similar
effect occurs on reception.
Figs. 6–10 were produced with the lattice gas model with 20
cells/wavelength. Surfaces were simulated by setting the speed of
sound in the obstacle to zero, which results in phase reversal of the
reflected waves. Every third cell is used in the rendering in order to
reduce the size of the image.
VIII. C ONCLUSION
The lattice gas model can be used for research into ultrasonic sensing
for mobile robot applications. It provides a method for simulating the
propagation of ultrasonic waves in air that
1) enables the visualization of wave phenomena of interest,
2) uses a finite difference method to calculate a continuous time
physical model,
3) models the impedance changes at boundaries,
4) produces data suitable for grayscale visualization, and
5) has a computation time that is independent of the complexity of
the environment being modeled.
The lattice gas model has the limitation that it does not model en-
vironment conditions. It assumes that the pressure in all media in the
simulation is initialized to zero. Also, it does not model attenuation due
to absorption in the medium. It may be possible to model attenuation
when calculating the pressure in a cell by weighting the contributions
of the four connected cells [(10)] to simulate the exponential decay
caused by the medium. For the simulations presented in this paper, the
attenuation is negligible.
The model is easy to understand and relatively simple to code. How-
ever, time and memory usage increases rapidly with the number of cells
per wavelength and the size of the grid. The lattice gas model is inher-
ently parallel and considerable speed up can be achieved on a parallel
computer [15]. Animation can be achieved by recording a sequence of
images and playing them back at the desired rate.
Simulation of situations that occur in mobile robot applications is a
useful tool for understanding ultrasonic sensing. The microscopic view
of wave motion that the lattice gas model provides enables a researcher
to study the effect of different geometric primitives on the echo. The un-
derstanding gained can be used to plan experiments to validate the sim-
ulation results and to design sensing systems to detect specific objects.
The researcher can simulate different sensor configurations and inves-
tigate suitable data analysis algorithms. Using the knowledge gained
through simulation, he can design new sensing strategies.
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Nonlinear Controllability and Stability Analysis of
Adaptive Image-Based Systems
Fabio Conticelli and Benedetto Allotta
Abstract—In this paper, a novel adaptive visual feedback scheme is pre-
sented to solve the problem of controlling the relative pose between a robot
camera and a rigid object of interest. By exploiting nonlinear controlla-
bility properties, uniform asymptotic stability in the large of the image ref-
erence set-point is proved using Lyapunov’s direct method. Moreover, uni-
form boundedness of the whole state vector is ensured by using an adap-
tive nonlinear control scheme, in case of unknown object depth. Experi-
mental results with a six-degree-of-freedom robot manipulator endowed
with a camera on its wrist validate the framework.
Index Terms—Controllability, experimental results, nonlinear depth
adaptation, nonlinear visual model, stability analysis.
I. INTRODUCTION
In this paper, the problem of camera-object relative positioning is ad-
dressed by nonlinear controllability analysis and adaptive image-based
visual servoing.
The advantages of the proposed framework can be summarized as
follows.
• The state space representation is fully defined in the image space
in terms of two-dimensional (2-D) points, system dynamics is
derived using full perspective projection, hence drawbacks (e.g.,
lack of global properties, ambiguities, image singularities) of lin-
earized camera models are avoided.
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• The visual model is characterized by a redundant numbern of
image points (i.e., the casen > 3 is considered), which permits
to achieve robust visual tracking, to eliminate bad features (e.g.,
points which are moving along its projection ray) and to guar-
antee full-rank of the interaction matrix.
• Stability in the large of camera-object visual interaction model
is formally proven as consequence of nonlinear controllability
results and Lyapunov’s direct method.
• Adaptive depth estimation from 2-D image information is based
on stable Lyapunov-based design, ultimate boundedness of the
whole state vector is guaranteed, and camera calibration proce-
dure is not required.
Experimental results, obtained with a robotic system consisting in a
PUMA 560 endowed with a camera on its wrist (eye-in-hand configura-
tion), show that the proposed approach is feasible in visual servoing ap-
plications (e.g., visuallyguided manipulation, assembly tasks, docking
operation), also in case of large change of orientation and translation
of the robot camera.
The paper is organized as follows. In Section I-A, works close to
our approach are briefly summarized, and differences are highlighted.
In Section II, the visual model is introduced, controllability analysis,
and consequent results are presented. In Section III, the adaptive non-
linear control system is designed and stability analysis is carried out.
Section IV reports real robotic experiments. Finally, in Section V the
major contribution of the paper is summarized.
Notations: AnB denotes subtraction between setsA and B,
B(x; r) = fx 2 <n : kxk  rg; r > 0; is a closed ball in<n,
In 2 <
nn denotes the identity matrix,0nm 2 <nm is a matrix
of zeros,diag(xi) 2 <nn is the diagonal matrix with the elements
of x = [x1 . . . xn]T 2 <n, so(3) denotes the vector space of the
skew-symmetric matrices of order 3, an element ofso(3) is indicated
with x^, wherex 2 <3. SE(3) = <3  SO(3) denotes the special
Euclidean group, whereSO(3) denotes the special orthogonal group.
Given a vector spaceV on the field<; 8v;w 2 V; hv;wi denotes
their Euclidean scalar product andk  k is the usual Euclidean norm.
 denotes the direct sum of vector spaces.
A. Related Work
In the last few years, several control schemes have been proposed
to solve the problem of robot positioning and tracking, with respect
to salient features in the environment, using visual information in the
control loop. Here, the works close to our approach are briefly sum-
marized, differences and drawbacks are highlighted. In [1], a general
image-based methodology is proposed in which the interaction ma-
trices of several primitives (points, lines, planes, circles, spheres) are
derived. The proposed control scheme is a particular case of the more
general framework presented in [2]. Three dimensional (3-D) param-
eters are usually unknown, the authors propose to fix these quantities
to constant values, i.e., a value corresponding to the desired pose or
to a generic estimate. Hence, asymptotic stability is ensured only in a
localneighborhood of the desired configuration. Global stability issues
are not investigated and depth parameters adaptation is not considered.
A series of works, done by the research group of Carnegie Mellon,
consider the same problem investigated in our framework. In [3], the
problem of real-time visual tracking is solved using an eye-in-hand
robot configuration. It turns out that simple PI controllers can be ap-
plied in case of accurate visual tracking, in the pole assignment scheme
the selection of closed-loop poles should be done carefully due to pos-
sible instabilities, LQG can be used to take into account inaccurate
measurements, but at the cost of noticeable increase of system com-
plexity. In [4] and [5], the same problem of [3] is considered, but in
1042–296X/01$10.00 © 2001 IEEE
