This paper presents a receding horizon controller (RHC) that can be used to design trajectories for an aerial vehicle operating in an environment with disturbances. Various constraints are imposed in the problem, such as turning rate limits and bounds on the vehicle speed, and target regions and no-fly zones are included in the environment. The proposed algorithm modifies these constraints to ensure that the on-line RHC optimization remains feasible even when the vehicle is acted upon by unknown, but bounded, disturbances. The approach uses a robust control invariant admissible set as a terminal set that does not need to be a target set of the overall guidance problem. This result extends previous work in two ways: the vehicle is guaranteed to remain safe under the influence of disturbances; and much longer robust trajectories can be constructed on-line. The full algorithm is demonstrated in several numerical simulations.
I. Introduction
M odel Predictive Control (MPC) or Receding Horizon Control (RHC) has recently drawn attention from a variety of fields because it can systematically handle constraints and multivariable systems.
1, 2 The basic approach is to use a model of the system to predict the future behavior and generate control inputs that meet the constraints and optimize the performance objectives. This optimization is repeated on-line as the vehicle maneuvers and new measurements about the vehicle states and the environment are obtained. A key point is that these optimization based controllers can operate close to the constraint boundaries 3 to obtain better performance than traditional approaches. However, as a result, small disturbances could drive the system into an infeasible region, so it is important to account for external disturbances or inherent discrepancies between the model and the real process in a systematic manner.
Several Robust MPC approaches have been proposed in the past decade to account for these disturbances. Min-max based approaches 4-6 minimize a performance index while guaranteeing constraint satisfaction under worst-case disturbance. The main disadvantage of this approach is that it is computationally intense, and it is not suitable for on-line optimization. Computationally tractable (i.e., solvable in polynomial time) approaches have been proposed using linear matrix inequalities (LMIs). [7] [8] [9] The stability and the robustness of these LMI-based controllers have been proven using convex optimization techniques. Robust optimization 10 is also used to ensure that the solution is robust to any uncertain data realization. The Constraint tightening approach proposed in Ref. [11] is based on the idea of increasing the robustness of the controller by retaining a margin in the constraints for future feedback action, which becomes available to the MPC optimization as time progresses. Constraint tightening typically uses invariant sets, and the set operation tools 13, 14 are particularly helpful. The approach has been recently extended to reduce the conservatism of the controller by using the maximal robust control invariant admissible set as a terminal set.
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An extension is required when applying this approach to a class of problems, called "target reach," that are of particular interest for the guidance of unmanned aerial vehicles and the trajectory/activity planning for autonomous rovers. For target reach problems, it is required that a terminal target set be reached by the trajectory while meeting various constraints on the way. The algorithm presented in Ref. [15] assumes that the target set is reachable over the planning horizon, but it may not be computationally tractable to solve the large optimization problem on-line that is necessary to design a long trajectory. One approach is to terminate the optimization when a time limit is reached. When the algorithm has a feasible candidate solution, the optimization could be stopped at any time, but this will degrade the performance of the closedloop system, and it is still necessary to find an initial feasible solution. If the controller is required to design a long trajectory from the initial states that are not known a priori, then finding this initial feasible solution on-line could be difficult.
This paper extends the constraint tightening approach 15 to address these computational issues. In particular, the new algorithm presented in this paper does not explicitly require that the system states be able to reach the target set over the planning horizon. Instead, the controller only requires that the states can be driven to a robust control invariant set, which can be updated as the system evolves. This approach also represents an extension of the concept of a basis state in which the system can safely remain for an indefinite period of time. [16] [17] [18] Note that the robust control invariant set used in this paper does not need to be associated directly with the target set, which allows for very short planning horizons. The approach is combined with a cost-to-go function, which can provide a good estimate of the path beyond the planning horizon to the goal. 21 As a result, the algorithm can be used to solve much longer robust paths than the approach in Ref. [15] .
The paper is organized as follows. Section II extends the algorithm presented in Ref. [15] so that the target set is not necessarily reached. Section III presents several simulation results, and final remarks are presented in Section IV.
II. Robust Constrained RHC Algorithm
This section presents a robust constrained RHC algorithm that is based on tightening constraints.
11, 15, 19
The problem of interest has the overall goal of reaching the target set while robustly maintaining feasibility. However, in order to maintain the feasibility, reaching the overall goal could be aborted. The algorithm relaxes the constraints that the target set must be reached in the planning horizon, allowing the controller to use a short planning horizon. The computational burden then becomes less severe even when the target set is far. A cost-to-go function provides a good estimate of the remainder of the path to reach the target, even in a complicated environment. Additional constraints are added that require that some robust control invariant admissible set R is reachable over the short planning horizon. This ensures that the feasibility of the optimization at time k implies the feasibility at the next time k + 1, resulting in the robust feasibility.
A. Problem Statement
The linear time invariant system dynamics are described as follows.
where x(k) ∈ R Nx is the state vector, u(k) ∈ R Nu is the input vector, and w(k) ∈ R Nx is the disturbance vector. The disturbance w(k) is random but lies in the bounded set W, which is assumed to be known. Eq. 2 captures the constraints on the states, the inputs, or combinations of both by using the general output vector y(k) ∈ R Ny . The general objective function takes the form
where l(·) is a stage cost function and X F is a target set into which the state x is to be driven. In the MPC framework, the optimization is performed over a finite horizon; then, the first control input is executed; the new state is measured and the new optimization is repeated until the system reaches the target set.
B. Algorithm
MPC solves the optimization problem on-line as the new information on the states becomes available. The control inputs are developed for a finite horizon of N steps, where the prediction of a value at time (k + j) made at time k is denoted by indices (k + j|k). The MPC optimization problem P(x(k), Y, W) at time k is defined as:
subject to
The following subsections elaborate the output constraints Y, the safety set S, and the terminal penalty f (·).
Output Constraints
The predicted output y(k + j|k) lies in a different set Y(j) at each prediction step j. This set Y(j) is constructed by tightening the original set Y in the following manner.
Also, the measurement of the disturbance realization w(k) is available. Assume the candidate solution to the problem P(x(k + 1), Y, W) takes the form
The control policy K(j) rejects the effect of the disturbance w(k). In order forx andû to satisfy the dynamics constraints Eq. 6,
Thus, it is required that
Likewise, in order to satisfy the output constraints Eq. 7
it is sufficient to tighten the constraint set as
where the operator ∼ denotes the Pontryagin difference that has the following property.
Safety Set
The set S(k) in Eq. 9 is an invariant set, and is called a safety set that meets the following conditions. At the terminal step, the candidate solution in Eq. 11 has a relation
Let R denote a robust control invariant admissible set, 13 i.e.,
Then,
Therefore, if we define the safety set S as
then, x * (k + N + 1|k) ∈ S at time k impliesx(k + N + 2|k + 1) ∈ S at time k + 1, satisfying the terminal state constraint Eq. 9.
As shown in Eq. 5, the set S itself is a decision variable that the on-line optimization solves for. Theoretically, using the maximal robust control invariant admissible set C ∞ as a terminal set, where C ∞ is the greatest feasible invariant set under any nonlinear feedback κ(x), provides a larger set of initial states from which the optimization has a feasible solution. However, the calculation of the maximal robust control invariant set could be very computationally intensive, even for off-line computation, unless the problem setup is very simple (e.g., double integrator with a few constraints). It is usually not feasible to precalculate the exact maximal robust control invariant admissible set and use it in the on-line MPC optimization. In such cases, finding a good robust control invariant set on-line is crucial to maintaining feasibility and achieving a good performance.
The proposed approach parameterizes the invariant set and solves for a simple robust control invariant admissible set R(k) in the optimization at time k. The invariant set could be parameterized in several ways, depending on the dynamics of the vehicle, and Section III addresses this issue in more detail. The safety constraint is written as
Note that x * (k + N + 1|k) ∈ S(k) at time k impliesx(k + N + 2|k + 1) ∈ S(k) at time k + 1, with the same argument.
Terminal Penalty
The algorithm uses the target set X F in the objective function, and there is no requirement that the target set is reached. The function f (·) is the terminal penalty that represents the distance from the safety set to the goal X F . Hence, minimization will tend to drive the system to the goal if possible. This function f (·) is called a cost-to-go function in the receding horizon framework, and one simple example is a twonorm distance between the safety set and the goal. However, choosing a good cost-to-go function could significantly enhance the performance of the planning system, 21 especially when the operating environment is complicated. Simulation results in Subsection B highlight the significance of this cost-to-go function.
Algorithm Summary
The algorithm is summarized as follows.
Robust Safe but Knowledgeable (RSBK) Algorithm:
0. Compute -the constraint sets Y(j) through Eqs. 12 and 13, -a cost map that can be used to evaluate the cost-to-go function f (·) + 1) , Y, W) at time k + 1 can be constructed from Eqs. 10 and 11. This candidate solution satisfies, under the bounded disturbance w(k) ∈ W, all the output constraints Y(j) at time k + 1, and the terminal statex(k + N + 2|k + 1) lies in the set S(k). Thus, feasibility at time k guarantees feasibility at time k + 1, and if the first optimization P(x(0), Y, W) is feasible, then all the future optimizations will be feasible.
D. Remarks
1. The algorithm does not require that the target region X F is reachable over the planning horizon N .
The horizon N could be very short, resulting in a computationally fast algorithm.
2. In order to recursively prove the robust feasibility, the algorithm requires the existence of the initial feasible solution. However, because the horizon length N is much shorter than in previous algorithms, this approach can find an initial feasible solution much faster.
3. In contrast to the nominal safety approach, 16 the algorithm presented here never fails to find a feasible solution under bounded disturbances.
Invariance of S(k)
does not mean that all the states over the planning horizon are in S(k): the system could be driven to S(k) in N steps. It is generally driven towards the target set X F by the cost function.
If the candidate control K(j)
is nilpotent so that L(N ) = 0, then the set R(k) = S(k) is a nominal control invariant set.
6. The number of control variables is the same as the nominal MPC algorithm. Furthermore, by overbounding the Pontryagin difference operation in Eqs. 13 and 14, the algorithm will have the same number of constraints.
7. This is an anytime algorithm, that is, the optimization can be stopped at anytime. This follows because a candidate feasible solution can be always constructed from the previous feasible (not necessarily optimal) solution.
III. Simulation Results
This section presents several simulation results that highlight the extensions in this new RHC algorithm. The simulation uses a rotorcraft UAV, but the algorithm easily extends to other vehicles, such as fixed-wing UAVs.
A. Dynamics model
The rotorcraft dynamics can be approximated by a double integrator with constraints on speed and acceleration. 
where r, v, and a are the position, velocity, and acceleration vector respectively. I 2 and O 2 express an identity matrix and a zero matrix of size 2 respectively. The disturbance n(k) enters as a disturbance on the acceleration, and can be written as
Output constraints
The general output constraints include the obstacle avoidance
where O ⊂ R 2 expresses no-fly zones that the vehicle is not allowed to enter, the maximum speed
and the maximum acceleration command
where v max and a max are the maximum speed and acceleration for the rotorcraft. Because the system (A, B) is a combination of two independent double integrators, a two-step nilpotent controller K for this system is analytically calculated from (A + BK) 2 = 0, which produces
Performing constraint tightening (Eq. 13) gives the following constraint set 15, 22 [
where
and the operator ⊕ denotes the Minkowski summation that is defined as follows.
A ⊕ B = {a + b | a ∈ A and b ∈ B} Note that Eq. 21 expands the no-fly zones to guarantee robust feasibility. These non-convex constraints are implemented using Mixed-integer Linear Programming. The coefficient √ 2 appears when performing the Pontryagin difference between a two-norm bounded set (Eq. 18 or 19) and the infinite-norm bounded disturbance set W (Eq. 17). This is because W has the maximum magnitude of the length √ 2w max in the diagonal directions.
Terminal constraints
In order to reduce the computation load of the on-line optimization, it is desirable that a simple set is used as S(k). For a rotorcraft UAV, we use hovering states 16 as a robust control invariant admissible set R(k):
Note that in this example, L(N ) = 0 when N ≥ 2, due to the nilpotency of the controller K. This allows us to use a nominal control invariant set as S(k) with a tightened constraint set, leading to a very simple parametrization. The tightened constraint set Y(N ) corresponds to α(N ), β(N ), γ(N ) in Eqs. 24. The invariance of the set S(k) is guaranteed by imposing the following hovering constraints in the optimization.
Fixed wing aircraft cannot use this hovering states as a terminal set due to its minimum speed bound. In such case, one simple parameterized invariant set that can be used to generate the terminal constraints is a loitering circle with the minimum turning radius.
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B. Results
The following values are used in the simulation.
• ∆t = 2.6 second • N = 6
• v max = 0.5 m/s • a max = 0.17 m/s 2 Figure 1 compares the two approaches that maintain feasibility of the MPC optimization by using an invariant set approach. The first approach uses nominal MPC with a nominal invariant set. 16 In this approach, a feasible solution to the optimization problem at time k + 1 is constructed by combining: 1) the trajectory portion constructed at time k that was not executed; and 2) an extra time step in the nominal invariant set in which the previous trajectory ends. However, the optimization could go infeasible if the vehicle does not reach the state that was predicted in the previous time step due to disturbance actions. Figure 1(a) shows a trajectory generated with the nominal safety approach. The fifth optimization generates a trajectory that lies near the obstacle boundary. At the next time step, the vehicle was pushed into the infeasible region, and the optimization cannot return a feasible solution.
Comparison with Nominal Safety Approach
This issue is successfully resolved by the robust approach presented in this paper. Figure 1(b) shows that the vehicle can reach the goal in spite of the disturbance acting on the system. The constraints were tightened in such a way that no matter where the vehicle reaches after one time step, the feedback correction is possible to maintain feasibility of the MPC optimizations.
Change in the Environment
The next example demonstrates the performance improvement achieved by the different choice of the terminal penalty function f (·). We have previously developed an algorithm 21, 23, 24 that uses an intelligent cost-to-go function that represents the future maneuver of the aircraft operated in an obstacle rich field. For UAV trajectory planning problems with no-fly zones, a cost-to-go evaluated at the terminal state is based on the estimate of the collision free path length from the terminal state to the target region as shown in Figure 2 .
The cost-to-go estimate is based on the best knowledge of the world, and the new information could become available beyond the detection range. The combination of the detailed trajectory over the planning horizon and the simple trajectory beyond it produced a computationally efficient trajectory optimization algorithm with near-optimal performance.
21
Figure 3 compares trajectories generated with different terminal penalty functions. The obstacle in the left is not initially known. The optimal route is to go through a narrow passage between the other two obstacles. The vehicle finds a new obstacle when it comes within the sensor detection range. The sensor detection range is 8 meters and is larger than the planning horizon (N = 5 in this example only). The safety set S(k) is not affected by the new information of the environment and hence is invariant after the obstacle discovery, as long as S(k) is within the detection range. Figure (a) shows that the vehicle remains safe against the pop-up obstacle under persistent disturbance. In this case, a simple two-norm distance to the goal is used as a cost-to-go function, and the vehicle is trapped in the concave region. In Figure (b) , an intelligent cost-to-go function brings the vehicle out of the entrapment successfully guiding it to the target.
Note that the algorithm maintains safety as long as S(k) is invariant at time (k + 1). Other applications include planning under moving obstacles and multi-vehicle collision avoidance problems.
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C. Long Trajectory Design
The last example demonstrates that the approach developed in this paper can design a very long trajectory without computational issues. In this example, the target region is far from the current vehicle location. In order for the plan to reach the target set, it is required to make a plan as long as ∼ 30 steps. Designing one long trajectory that reaches this target set is not computationally tractable for real-time applications. Figure 4 shows trajectories generated under three different disturbance levels.
• w max = 0
In all cases, the robust controller guided the vehicle to the target set, and the average computation time was less than 0.2 second. When the disturbance level is 10% of the control authority, the trajectory is similar to the one with no disturbance. However, when the disturbance level is raised to 20% of the control authority, the vehicle takes a different route because the passage in the middle of the figure used by the other plans is too narrow to pass through robustly. A cost-to-go calculation based on the robustified environment does not allow the vehicle to enter the narrow passage where the vehicle could violate the collision avoidance constraints due to a strong disturbance.
Note that the vehicle moves slowly when the disturbance is strong, as it is expected intuitively. Because more margin must be saved to reject a stronger disturbance, less control authority can be used when generating the trajectory. The hovering state used as a terminal invariant set requires the vehicle be able to stop at the end of each plan using the small control authority available in the prediction. Table 1 summarizes this result. The average speed becomes significantly smaller when the disturbance level is increased from 10% to 20%. The number of steps it takes to reach the target set is significantly longer with the 20% disturbance level, partly because of the longer route it chooses, but mainly due to the reduced speed. 
IV. Conclusions
This paper presented a computationally efficient robust constrained RHC algorithm. Our result extends previous algorithms to allow for much shorter plans that do not necessarily reach the target set. Instead, each plan segment is constrained to enter a robust control invariant admissible set that is constructed on-line. Simulation results for a rotorcraft showed that the proposed algorithm safely navigates the vehicle to the target under the action of an unknown but bounded disturbance. A good choice of the cost-to-go function was shown to significantly improve the performance while maintaining feasibility of the optimizations.
V. Acknowledgements
Research funded in part by AFOSR Grant # FA9550-04-1-0458.
