Abstract
A network has three layers of components, namely: application software, network software and network hardware. The application software consists of computer programs that interface with network users and permit the sharing of information such as files, graphics, videos and other resources such as printers and disks. A typical example of application software is clientserver. Client computers can send request for information or requests to use resources to other computers called servers that control data and applications. Network software consists of computer programs that establish protocols or rules for computers to communicate with one another. These protocols are carried out by sending and receiving formatted instructions of data called packets. Protocols make logical connections between network applications, direct the movement of packets through the physical network and minimize the possibility of collisions between packets sent at the same time. Network hardware is made up of the physical components that connect the computers. Two important components are the transmission media, that carry the computers signals, typically on wires or fibre -optic cables and the network adaptors, which address the physical media that link computers, receive packets from network software and transmit instructions and requests to other computers. Transmitted information is in the form of binary digits or bits, that is, 0s and 1s, which the computers electronic circuitry can process.
It is against this background that this paper attempts to describe the characteristics of network gateway technology, and how to make a network gateway redundancy available, effective and manageable. To achieve this ultimate goal, the paper is presented in a five-section structure and this includes: introduction; background of network gateway redundancy, which discusses brief overview of gate way redundancy in modern technology; redundancy configuration; management strategies and tools; and a conclusion that summarises the central arguments of the paper.
Background of network gateway redundancy
A gateway is a network point that acts as an entrance to another network. Both the computers of Internet users and the computers that serve pages to users are host nodes, while the nodes that connect the networks in between are gateways. For example, the computers that control traffic between company networks or the computers used by Internet Service Providers (ISPs) to connect users to the Internet are gateway nodes.
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In the network for an organisation, a computer server acting as a gateway node is often also acting as a proxy server and a firewall server. A gateway is often associated with both a router, which knows where to direct a given packet of data that arrives at the gateway, and a switch, which furnishes the actual path in and out of the gateway for a given packet.
In general, a gateway is an essential feature of most routers, although other devices such as personal computers or servers can function as a gateway. However, a computer running Microsoft Windows describes standard networking feature as Internet Connection Sharing (ICS), which will act as a gateway, offering a connection between the Internet and an internal network. Such a system might also act as a Dynamic Host Configuration Protocol (DHCP) server. DHCP is a Protocol used by networked devices (clients) to obtain various parameters necessary for the clients to operate in an Internet Protocol (IP) network.
Network gateway redundancy deals with the technology and protocols involved in providing high availability of access to multiple exit and entry points in a computer network. The relevance of network gateway redundancy is that it provides resilience and reliability for the network. That is, the ability of the network to react to network failure seamlessly so that from the perspective of the computer users or end users devices, it would seem as if nothing has happened and the network interruption or failure at the gateway never gets noticed by the user, except the network administrator who is required to go through the system logs periodically.
Network gateway redundancy eliminates the problem of a single point of failure when computer systems use the network gateway to connect to other parts of an Internet. That is, network gateway redundancy makes it possible for computer devices in a network to make use of several networking devices (gateways) to exit a network.
According to Institute of Electrical and Electronics Engineers (IEEE), network redundancy is involved mainly with two protocols, namely: Spanning Tree Protocol (STP) and Rapid Spanning Tree Protocol (RSTP). The STP allows networks to be wired in almost any topology and provides network recovery times from 30 -60 seconds. The RSTP is an updated form of STP and provides faster recovery times from 1 -2 seconds. Network recovery time is the time it takes to restore the network after a cable failure. Thus, the faster the recovery time the better.

Redundancy configuration
The network layering and configuration consist of three main network redundancy protocols, namely: Hot Standby Router Protocol (HSRP), Gateway Load Balancing Protocol (GLBP), and Virtual Router Redundancy Protocol (VRRP). The HSRP and GLBP are Cisco proprietary while VRRP is an open source standard. The major network devices used in network gateway redundancy configuration are the routers and multilayer switches. They are used as active and backup devices depending on the type of network topology. Whenever the active gateway fails, in the event of hardware failure, software problem, IP address issue, the backup gateway links in and takes over the responsibility of the active gateway, thus providing continuous network connectivity to the remote network branches.
Hot Standby Redundancy Protocol (HSRP)
Hot Standby Redundancy Protocol is for establishing a fault-tolerant default gateway. That is, reliable, fault-tolerant network devices for hardware and software reliability to automatically identify and overcome failures. This is to achieve high network availability to ensure no single point of failure and change control for optimum use of network devices and maintenance of documentation of changes.
The active router assumes and maintains its active role through the transmission of hello messages in the group. The standby router is to initialize and maintain the highest priority. It also monitors the operational status of the HSRP group and quickly assume packet forwarding responsibility if the active router becomes inoperable. It also transmits hello messages to inform all other routers in the group of its standby router role and status. The virtual router (switch in this case) presents a consistent available router (default gateway) to the host. This assigns its own IP and Virtual addresses.
When the active router fails, and the other HSRP routers stop receiving hello messages, the standby router assumes the role of the active router, thereby forwarding packets received to the virtual router. In a situation where both active and standby routers fail, all routers in the HSEP group contend for the active and standby router roles. Even when the former active router with the higher priority regains service in the network, the active router remains the forwarding router.
Indexed African Journals Online: www.ajol.info
Gateway Load Balancing Protocol (GLBP)
One outstanding feature of the GLBP is that the routers can support multiple MAC addresses on the physical interfaces. Gateway Load Balancing Protocol group has many member routers acting as IP default gateways known as Active Virtual Forwarders (AVFs). AVF determines the router that handles the forwarding and ensure that each station has a forwarding path in the event of failures to gateways or tracked interfaces.
Members of a GLBP group elect one gateway to be the Active Virtual Gateway (AVG) for the group. Other group members provide backup for the AVG in the event that the AVG becomes unavailable. The AVG assigns a virtual MAC address to each member of the group. Each gateway assumes responsibility for forwarding packets sent to the virtual MAC address assigned to it by the AVG. These gateways are known as Active Virtual Forwarders (AVFs) for their virtual MAC address.
In Figure 2 , Router A is the AVG for the GLBP group and is responsible for the virtual IP address and also the AVF for the virtual MAC address. Router B is a member of the group and is designated as AVF for the virtual MAC address. Client 1 has a default gateway IP address and a gateway MAC address while client 2 shares same default gateway IP address but receives the gateway MAC address because Router B is sharing the traffic load with Router A.
If Router A becomes unavailable, client1 will not lose access to the WAN because Router B will assume responsibility for forwarding packets sent to the virtual MAC address of Router A and for responding to packets sent to its own virtual MAC address. It will also assume the role of the AVG for the entire GLBP group, hence communication for the group members continues despite the failure of a router in the group.
Virtual Router Redundancy Protocol
Like HSEP, Virtual Router Redundancy Protocol (VRRP) is a default gateway redundancy method and it has similar functionality to HSRP. The virtual router, representing a group of routers, is known as VRRP group.
Figure 3 depicts a VRRP configured LAN topology where Router A is default gateway for hosts 1 and 2 while Router B is default gateway for hosts 3 and 4. This acts as backup virtual routers to each other if either router fails. That is, if the master virtual router fails, the router configured with the higher priority will become the master virtual router and provide uninterrupted Indexed African Journals Online: www.ajol.info service for the LAN hosts. When Router A recovers, it becomes the master virtual router again.
For the advantage VRRP has over HSRP is that for the backup of VRRP, it does not send advertisements and VRRP master is not aware of the current backup router.
Implementation techniques
An attempt has been made for the illustration of the three main network redundancy protocols. This development is based on a computer network environment characterized by guidelines of the Institute of Electrical and Electronics Engineers ( IEEE).
It can take a short time to design a computer network, but only a few minutes to lose it. Network failures happen. Planning is essential. A well planned operation has few failures, and when they occur, recovery is far more controlled and timely.
Ease of configuration
Configuring routers in a networking system is hard work. Misconfigured routers can be hard to detect and can cause nearly untraceable performance problems. For example, bugs in the configuration of proxy ARP on routers manifest themselves only as a mysterious increase in network delay (Keshav, 2003) . But simple and intuitive abstractions of the underlying network functionality would go a long way in solving these problems.
Configuration becomes harder if the functionality, such as limiting the amount of multicast traffic in a network, requires the simultaneous configuration of more than one router in the network interaction between inconsistent configurations can cause network-wide problems and failures. It is not always possible to visually examine configuration files to discover mistakes and inconsistencies. However, the next generation of configuration tools will need rule-based and simulation-based sub-systems to test a configured router before installing it in the field.
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For effective implementation however, the one solution to software reliability may lie in adding features to protocol implementations, similar to the support for multicast trace route in mrouted, which allow users to detect and isolate problems.
Flow Identification
It is very useful to think of the set of packets travelling through the Internet between a given source and given destination, close together in time as constituting a flow. Flows last for a while, and so it is a useful optimization to pin resources, such as cache entries, associated with the set of current flows. Flows can also be associated with real -time performance guarantees. We can identify these flows by matching incoming packet headers with a set of pre-specified filters.
Classification needs to be done for each incoming packet, hence, we need fast classification algorithms. For instance, the most generic classifier is one that masks the source and destination IP addresses and parts and the protocol number, thus requiring a lookup on bits of the packet. Though this sort of classifier seems difficult to implement at high speed, coming up with a concise description of a classified and a way to match the best classifier among the several thousands that may be present at a router is advisable.
Conclusion
The essence of network gateway redundancy protocol is very crucial to the Internet. Network gateway redundancy makes it possible for computer devices to access to multiple exit and entry points in the network. For instance, routers and multilayer switches can function as network gateways and eliminate the problem of a single point failure in the network.
A good network system concentrates on the operational aspects and their success is dependent on the availability, accessibility and performance of the system. That is, the effective implementation of network gateway redundancy should ideally focus on these success factors and lie on ease of configuration, stability of large systems and flow identification.
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