Abstract. We consider a fully practical finite element approximation of the nonlinear degenerate parabolic system Here γ ∈ R >0 , α ∈ R ≥0 , Ψ is a non-smooth double well potential, and c(u) := 1+u, b(u) := 1−u 2 are degenerate coefficients. The degeneracy in b restricts u(·, ·) ∈ [−1, 1]. The above, in the limit γ → 0, models the evolution of voids by surface diffusion in an electrically conducting solid. In addition to showing stability bounds for our approximation; we prove convergence, and hence existence of a solution to this nonlinear degenerate parabolic system in two space dimensions. Furthermore, an iterative scheme for solving the resulting nonlinear discrete system is introduced and analysed. Finally, some numerical experiments are presented. 1. Introduction. Interconnect lines on microelectronic circuits usually contain small voids or cracks due to the extreme thermal stress that they are exposed to when cooled to room temperature during the production process. The applied electric field and interfacial tension cause surface diffusion; that is, atoms diffuse from one part of the void boundary to another. The void effectively "drifts" through the conductor, changing its shape as it does so. If the void becomes large enough to sever a line, it causes an open circuit. As producers try to reduce the dimensions of microchips further and further, these circuit failures become more and more frequent. Hence there is great interest in understanding the mechanism that leads to this phenomenon known as void electromigration. For further details, see e.g. [28, 12] and the references therein. As the height of interconnect lines are extremely thin compared to the dimensions of the base, voids fully penetrate in this vertical direction. Hence a two dimensional model in the plane suffices.
1. Introduction. Interconnect lines on microelectronic circuits usually contain small voids or cracks due to the extreme thermal stress that they are exposed to when cooled to room temperature during the production process. The applied electric field and interfacial tension cause surface diffusion; that is, atoms diffuse from one part of the void boundary to another. The void effectively "drifts" through the conductor, changing its shape as it does so. If the void becomes large enough to sever a line, it causes an open circuit. As producers try to reduce the dimensions of microchips further and further, these circuit failures become more and more frequent. Hence there is great interest in understanding the mechanism that leads to this phenomenon known as void electromigration. For further details, see e.g. [28, 12] and the references therein. As the height of interconnect lines are extremely thin compared to the dimensions of the base, voids fully penetrate in this vertical direction. Hence a two dimensional model in the plane suffices.
Let Ω := (−L 1 , L 1 )×(−L 2 , L 2 ) be the rectangular domain in R 2 , representing the interconnect line, with boundary ∂Ω. At any time t ∈ [0, T ], let the region occupied by the void be Ω − (t) ⊂⊂ Ω with boundary Γ(t). Then the electric field in the conducting region, Ω + (t) := Ω \ Ω − (t), is E = −∇φ, where the potential φ at any time t ∈ [0, T ] satisfies Δφ = 0 in Ω + (t), ∂φ ∂ν Γ(t) = 0 on Γ(t) , (1.1a) ∂φ ∂ν = 0 on ∂ 1 Ω, 2 ∂φ ∂ν + φ = g ± := x 1 ± 2 on ∂ ± 2 Ω ; (1.1b) ν Γ(t) being the unit normal to Γ(t) pointing into Ω − (t). In the above ∂Ω = ∂ 1 Ω∪ ∂ 2 Ω, where ∂ 1 Ω ∩ ∂ 2 Ω = ∅ and
and ν is the outward unit normal to ∂Ω; see the sketch below. Hence ∂ 1 Ω is the insulated boundary of Ω, whilst the Robin boundary conditions on the ends ∂ ± 2 Ω model a uniform parallel electric field, φ ≈ x 1 as L 1 → ∞. We note that one could alternatively model this with either (a) the Dirichlet condition φ = x 1 or (b) the Neumann condition ∂φ ∂ν = ±1 on ∂ ± 2 Ω. However, in deriving energy bounds it is convenient to have a Robin condition; see (1.8) below. The motion of the void boundary, Γ(t), then evolves according to the law
where V is the velocity of Γ(t) in the direction of ν Γ(t) , Δ s is the surface Laplacian ≡ ∂ 2 ∂s 2 , s being arc-length, and κ is the curvature of Γ(t) (positive where Ω − (t) is convex). Here α 1 ∈ R >0 and, without loss of generality, α 2 ∈ R ≥0 are given parameters depending on the conductor. The first term on the right hand side of (1.2) is surface diffusion due to interfacial tension, which models atoms moving around the boundary to positions of large curvature; whereas the second term is surface diffusion due to the electric field. The void electromigration model is then the coupled system (1.1a,b) and (1.2) .
If α 2 = 0, then a local existence result for the motion (1.2) can be found in [14] . Moreover, they showed that a global solution exists if the initial curve, Γ(0), is close to a circle and that it converges to a circle. For α 2 ≥ 0, the motion preserves the area enclosed by the closed curve Γ(t) since A circular void moving at a constant speed is a solution of (1.1a,b) and (1.2), in the case of an infinite conductor: that is, for any α i ∈ R ≥0 , R ∈ R >0 and z = (z 1 , z 2 ) ∈ R 2 , (1.3a) Γ(t) := {x ∈ R 2 : (x 1 − z 1 (t)) 2 + (x 2 − z 2 ) 2 = R 2 }, z 1 (t) := z 1 + 2 α2 R t with the corresponding electric potential (1.3b) φ(x, t) = [x 1 − z 1 (t)] 1 + R 2 (x1−z1(t)) 2 +(x2−z2) 2 solves (1.1a,b) and (1.2) with (1.3c) Ω in (1.1a) replaced by R 2 , and (1.1b) replaced by ∇φ → (1, 0) T as |x| → ∞.
Observe that (1.2) reduces to V = − 2 α2 R 2 [x 1 − z 1 (t)] on Γ(t). The explicit solution (1.3a,b) was first noted in [18] .
A number of authors, see e.g. [9, 19, 28] , have considered a direct finite element approximation of (1.1a,b) and (1.2) . This involves the explicit tracking of the approximate void boundary, approximating surface derivatives on it and the remeshing of the approximation to Ω + (t) in order to approximate φ. This direct approach breaks down at singularities, where there is a change in topology of the interface due to either the break up or the coalescence of voids. In this paper we will consider a diffuse interface/phase field model of the original "sharp interface" void electromigration model (1.1a,b) and (1.2) . The advantage of a phase field method is that the interface is implicitly embedded and is not tracked explicitly. Moreover, this approach can cope with the voids changing topology. One should also note that the phase field approach carries across unchanged to the three dimensional problem.
We introduce the interfacial parameter γ ∈ R >0 and the conserved order parameter u γ (·, t) ∈ K := [−1, 1] ⊂ R, where at any time t ∈ [0, T ] u γ (·, t) = −1 denotes the void and u γ (·, t) = +1 denotes the conductor, while the void boundary is approximated by the u γ (·, t) = 0 contour line inside the |u γ (·, t)| < 1 interfacial region. We introduce also the chemical potential w γ (·, t) and the electric potential φ γ (·, t). The sharp interface model, (1.1a,b) and (1.2), is then approximated by the following nonlinear degenerate parabolic system: (P γ is an obstacle free energy which restricts u γ (·, ·) ∈ K. In addition, we define the degenerate diffusion coefficients If α = 0, then (1.4a-d) collapses to (Q γ ), the degenerate Cahn-Hilliard equation. Existence of a solution to (Q γ ), which is a fourth order degenerate parabolic equation for u γ as b(u γ ) can take on zero values, can be found in [13] . Degenerate parabolic equations of higher order exhibit some new characteristic features which are fundamentally different to those for second order degenerate parabolic equations. The key point is that there is no maximum or comparison principle for parabolic equations of higher order. This drastically complicates the analysis since a lot of results which are known for second order equations are proven with the help of comparison techniques. Related to this is the fact that there is no uniqueness result known for (Q γ ). Although there is no comparison principle, one of the main features of (Q γ ) is the fact that one can show existence of a solution with |u γ | ≤ 1 if given initial data |u 0 γ | ≤ 1. This is in contrast to linear parabolic equations of fourth order.
Moreover, it is shown in [10] by using the techniques of formal asymptotic expansions that the zero level sets of u γ , the solution to (Q γ ) for a fixed γ > 0, converge as γ → 0 to an interface, Γ(t), evolving according to the geometric motion (1.2) with α 1 = π 2 16 and α 2 = 0. Furthermore, on the zero level sets of u γ the chemical potential w γ tends to the curvature κ of the limiting interface Γ(t). This limiting motion of surface diffusion is a purely local geometric motion for the interface and is in contrast to the non-local Mullins-Sekerka motion, which is the limiting motion of (Q γ ) with a constant diffusion term b in place of the degenerate b, (1.6). It is a straightforward matter to extend the technique of formal asymptotic expansions in [10] for (Q γ ) to (P γ ) and one obtains that the zero level sets of u γ , the solution to (P γ ) for a fixed γ > 0, converge as γ → 0 to an interface, Γ(t), evolving according to the modified motion (1.2) with α 1 = π 2 16 and α 2 = π α 4 ; see [23] for details. Hence the limiting sharp interface motion of (P γ ) is the void electromigration model, (1.1a,b) and (1.2), for a suitable choice of α and on rescaling time. Note that (1.4e,f) with the choice (1.6) is the natural diffuse interface approximation of (1.1a,b). We remark that for both (P γ ) and (Q γ ) the formal asymptotics yield that the interface thickness is approximately γ π.
A phase field approximation of (1.1a,b) and (1.2), which is very similar to (P γ ), has been considered in [8] . The only difference is in the choice of mobility b(s) = b 0 ∈ R >0 for |s| < 1 and b(s) = 0 otherwise. An alternative phase field approximation of (1.1a,b) and (1.2), where the diffusion coefficient b is non-degenerate and depends on |∇u| 2 as opposed to u itself, is considered in [22, 21] . Finally, an alternative fixed mesh approximation of (1.2-c) is considered in [20] and in [25] . Both are based on a local level set approach to approximate (1.2) and, for α > 0, a modified immersed interface method for approximating (1.1a,b) . The former requires approximating fourth order partial differential equations for the scalar level set variable.
We should stress that there is no analysis of any of the above numerical approaches to (1.1a,b) and (1.2) . In this paper we introduce and analyse a finite element approximation of the degenerate phase field model (P γ ), which approximates the sharp interface motion (1.1a,b) and (1.2) in the limit γ → 0. There is very little work on the numerical analysis of degenerate parabolic equations of fourth order: for work on the thin film equation see [2, 29, 17] , for thin film flows in the presence of surfactants see [5] ; and for work on degenerate Cahn-Hilliard systems see [3, 4, 1] . In all of these papers, although stability bounds were proved in space dimensions d = 1 and 2, the main convergence result was restricted to one space dimension. However, recently Grün, [16] , has proved convergence in two space dimensions of a finite element approximation to the thin film equation. This approach was extended in [7] to prove convergence in two space dimensions of a finite element approximation to the thin film equation in the presence of surfactants and repulsive van der Waals forces. It is the aim of this paper to adapt the techniques in [3, 4, 16] to propose and prove convergence of a finite element approximation of (P γ ), and hence prove existence of a solution to (P γ ).
The basic ingredients of our approach are some key energy estimates. First, we relate F to c and G to b by the identities
the energy estimates (1.8)-(1.11). In section 3 we prove convergence, and hence existence of a solution to the system (P) in two space dimensions. In section 4 we introduce and prove convergence of a "Gauss-Seidel type" iterative scheme for solving the nonlinear discrete system for the approximations of u and w at each time level. Finally, in section 5 we present some numerical experiments.
Notation and auxiliary results. For D ⊂ R d , d = 1 or 2, we adopt the standard notation for Sobolev spaces, denoting the norm of W m,q (D) (m ∈ N, q ∈ [1, ∞]) by · m,q,D and the semi-norm by | · | m,q,D . We extend these norms and semi-norms in the natural way to the corresponding spaces of vector and matrix valued functions. For q = 2, W m,2 (D) will be denoted by H m (D) with the associated norm and semi-norm written as, respectively, · m,D and | · | m,D . For notational convenience, we drop the domain subscript on the above norms and semi-norms in the case D ≡ Ω. Throughout (·, ·) denotes the standard L 2 inner product over Ω. In addition we define
For later purposes, we recall the following compactness results. Let X, Y and Z be Banach spaces with a compact embedding X → Y and a continuous embedding
are compact and a generalised version of (1.12a), where the time derivative is replaced by a time translation, holds. That is, any bounded and closed subset E of L 2 (0, T ; X) with [26] . It is convenient to introduce the "inverse Laplacian" operator G : Y → Z such that
where Y := z ∈ (H 1 (Ω)) : z, 1 = 0 and Z := {z ∈ H 1 (Ω) : (z, 1) = 0}. Here and throughout ·, · denotes the duality pairing between (H 1 (Ω)) and H 1 (Ω). The wellposedness of G follows from the generalised Lax-Milgram theorem and the Poincaré inequality (1.14)
We note also for future reference Young's inequality
Throughout C denotes a generic constant independent of h, τ and ε; the mesh and temporal discretization parameters and the regularization parameter. In addition C(a 1 , · · ·, a I ) denotes a constant depending on the arguments {a i } I i=1 . Furthermore · ( ) denotes an expression with or without the superscript . Finally, we define for any s ∈ R 2. Finite element approximation. We consider the finite element approximation of (P) under the following assumptions on the mesh: (A) Let Ω be a rectangular domain. Let {T h } h>0 be a quasi-uniform family of partitionings of Ω into disjoint open simplices σ with h σ := diam(σ) and h := max σ∈T h h σ , so that Ω = ∪ σ∈T h σ. In addition, it is assumed that all simplices σ ∈ T h are right-angled. We note that the right-angled simplices assumption is not a severe constraint, as there exist adaptive finite element codes that satisfy this requirement, see e.g. [24] .
Associated with T h is the finite element space
We introduce also
Let J be the set of nodes of T h and {p j } j∈J the coordinates of these nodes. Let {χ j } j∈J be the standard basis functions for S h ; that is χ j ∈ S h and χ j (p i ) = δ ij for all i, j ∈ J. The right angle constraint on the partitioning is required for our approximations of b(·) and c(·), see (2.12a,b) and (2.9a,b) below, but one consequence is that (2.1)
We introduce
where
We introduce also the
On recalling (1.6) and (1.7), we then define functions F and G such that
and, for computational purposes, we replace F, G for any ε ∈ (0, 1) by the regularized functions F ε , G ε : R → R such that
Hence F ε , G ε ∈ C 2,1 (R) with the first two derivatives of F ε given by
respectively. We note for later purposes that for all s ∈ K (2.8a)
and for all s 1 , s 2 ∈ K with s 1 = s 2 (2.8b)
Similarly to the approach in [29, 17] , we introduce
) is symmetric and positive semi-definite, (2.9a)
We now give the construction of Λ ε . Let {e i } 2 i=1 be the orthonormal vectors in R 2 , such that the j th component of e i is δ ij , i, j = 1 → 2. Given non-zero constants
, where p 0 is the origin and
, such that p j0 is the right-angled vertex, then there exists a rotation matrix R σ and non-zero constants
T , it easily follows that Λ ε (z h ) constructed in (2.10) and (2.11) satisfies (2.9a,b). It is this construction that requires the right angle constraint on the partitioning T h . In a similar fashion we introduce
) is symmetric and positive semi-definite, (2.12a)
We extend the construction (2.10) -(2.11) for Λ ε to Ξ ε .
In addition to T h , let 0 = t 0 < t 1 < . . . < t N−1 < t N = T be a partitioning of [0, T ] into possibly variable time steps τ n := t n − t n−1 , n = 1 → N . We set τ := max n=1→N τ n . For any given ε ∈ (0, 1), we then consider the following fully practical finite element approximation of (P):
where g as in (1.8) Below we recall some well-known results concerning
for any r ∈ [p, ∞] ; (2.15)
Finally, as we have a quasi-uniform family of partitionings, it holds that (2.21)
We define
We introduce the "discrete Laplacian" operator
We note for future reference, as we have a quasi-uniform family of partitionings and as Ω is convex, that for all
We introduce for all ε ∈ (0, 1), c ε :
Lemma 2.2. Let the assumptions (A) hold and let · denote the spectral norm on R 2×2 . Then for any given ε ∈ (0, 1) the functions
Proof. The desired results (2.26a-c) follow from the construction of Λ ε and Ξ ε , cf. (2.10) and (2.11), (2.25a,b) and (2.8a,b).
Lemma 2.3. Let the assumptions (A) hold. Then for any given ε ∈ (0, 1) the functions
where I is the 2 × 2 identity matrix.
Proof. Adopting the notation of (2.10), we have from (2.11), (2.25a), (1.6) and the Lipschitz continuity of c ε that
where we have noted that
Hence we obtain the desired result (2.27a). The desired result (2.27b) follows similarly to the above on noting the Lipschitz continuity of b ε , see (2.25b).
Lemma 2.4. Let the assumptions (A) hold and U n−1 ε ∈ K h . Then for all ε ∈ (0, 1) and for all h, τ n > 0 there exists a solution {Φ n ε , U n ε , W n ε } to the n-th step of (P
Furthermore, it holds that
h , it follows immediately from (2.26a) and a Friedrich's inequality that there exists a unique solution Φ n ε ∈ S h to (2.13a). In order to prove existence of a solution {U
It follows immediately from (2.26b) and (1.14) that G h q h is well-posed. It follows from (2.13b) and (2.32) that
where λ n ∈ R is a constant. Hence (2.13b,c) can be restated as:
There exists a unique
) solving (2.35) since, on noting (2.32), this is the Euler-Lagrange variational inequality of the strictly convex minimization problem
Existence of the Lagrange multiplier λ n in (2.34) then follows from standard optimisation theory, see e.g. [11] . Therefore we have existence of a solution {U
in (2.34) for δ > 0 sufficiently small yields uniqueness of λ n and, on noting (2.33), uniqueness of
The bound (2.28) follows immediately from choosing χ ≡ Φ n ε in (2.13a) and applying (1.15) 
)] in (2.13a), and noting (2.9b) and (2.28) yields that
and hence the desired result (2.29). Choosing χ ≡ W n ε in (2.13b) and χ ≡ U n−1 ε in (2.13c) yields that
On noting the elementary identity
it follows from (2.36a,b), (2.30b), (1.15) and (2.26c) that
(2.37)
Hence the desired result (2.30a) follows from (2.37) and (2.28).
)] in (2.13b), and noting (2.12b) yields that
We now apply an argument similar to that in [4,
From (2.23), (2.2) and (2.1) it follows for all j ∈ J that 
It follows from (2.38), (2.8a) and (2.41) that
and hence the desired result (2.31). Remark 2.5. We note that (2.28) -(2.31) are the discrete analogues of the energy estimates (1.8) -(1.11), respectively. Theorem 2.6. Let the assumptions (A) hold and U 0 ε ∈ K h . Then for all ε ∈ (0, 1), h > 0 and for all time partitions {τ n } N n=1 , the solution {Φ
The desired result (2.42) then follows from (2.45), (2.30b), (2.3), (2.18) and the fact that U n ε ∈ K h , n = 0 → N . From (1.13), (2.4), (2.13b), (2.26b,c) and (2.21) we obtain for any η ∈ H 1 (Ω) that
The first bound in (2.43) then follows from (2.46), (2.28) and (2.42). Moreover, we have from (1.13) that
The second bound in (2.43) then follows from the first and (2.42).
Finally, summing (2.31) from n = 1 → k and noting (2.3), (2.18) and (2.26b) yields for any k ≤ N that 
Proof. The desired result (2.48) follows immediately from (2.20), (2.21), (2.17), (2.7) and (2.6).
Remark 2.8. As an alternative to the approximation (P h,τ ε ) of (P) one could consider (P h,τ ε ), which is the same as (P
. This is more in line with the approximation of the thin film equation in [17] . This has the advantage that to prove the key energy bound (2.44) one can choose
] in the modified versions of (2.13a) and (2.13b), respectively. This would simplify the proof of (2.44) and in particular remove the term ε −1 τ 1 2 on the right hand side. The presence of this term for our chosen scheme (P h,τ ε ) leads to the constraint τ ≤ C ε 2 for our convergence results, see Lemma 3.1. However, the scheme (P h,τ ε ) has the severe disadvantage that the well-posedness and computation of {Φ n ε , U n ε , W n ε } is non-trivial, since they are coupled in a highly nonlinear system of equations.
Remark 2.9. Also in line with the approximation of the thin film equation in [17] , one could remove the inequality constraint in (2.13c) for either of the approximations in Remark 2.8 above. In particular, it follows from (2.7) that (2.49)
On combining (2.49) with the energy bound (2.44), which still holds, one has control, in terms of ε, on the overshoot of U n ε from K in | · | h . As the inequality constraint in (2.13c) does not lead to any theoretical or computational complications, we prefer to impose it so one can clearly identify the three computational regions: conductor U 
We note that the key identities, Λ ε (z h ) in (2.9a,b) replaced by Λ ε (z h ) and Ξ ε (z h ) in (2.12a,b) replaced by Ξ ε (z h ), still hold. We then introduce the approximation ( P h,τ ε ) of (P), which is the same as (P
We note for future reference that
where t + n := t n and t − n := t n−1 . We introduce also (3.3)τ (t) := τ n t ∈ (t n−1 , t n ] n ≥ 1.
Using the above notation, and introducing analogous notation for W 
Then
then u in addition to (3.5) satisfies
and there exists a subsequence of {Φ
Proof. Noting the definitions (3.1a,b), (3.3), the bounds in (2.28), (2.42) and (2.43) together with (1.14), (2.48) and our assumption (i) imply that
Furthermore, we deduce from (3.2) and (3.11) that (3.12)
Hence on noting (3.11), (3.12), U ε (·, t) ∈ K h , and (1.12a) we can choose a subsequence {Φ + ε , U ε , W + ε } h such that the convergence results (3.5), (3.6a,b) and (3.7a) hold. Then (3.5) and Theorem 2.6 yield, on noting (1.12b), assumption (i), (2.21) and (2.17) that the subsequence satisfies the additional initial and integral conditions. We now prove (3.7b). We have that
Noting the Lipschitz continuity of b on K, (2.27b), (2.15) and (3.11), we have that
It follows from (2.25b) and (1.6) that
Combining (3.13), (3.14), (3.15) and noting (3.7a) and our assumption (ii) on ε yields the desired result (3.7b). A similar argument to the above yields the desired result (3.7c).
We now prove the results (3.10a-c). It follows from (2.3), (2.18), (2.23), (2.16), our assumptions on u 0 and (2.14) that
Moreover, (2.44), (2.48), (3.16), (2.3), (2.18), (3.1a,b) and our assumption (ii) on
From (3.17), (2.23), (2.17), (2.19), (3.11) and (3.6a) we have for any
Combining (3.17), (3.18 ) and the denseness of L 2 (0, T ; W 1,q (Ω)) in L 2 (Ω T ) yields (3.10a) and, in particular, Δu ∈ L 2 (Ω T ). This together with elliptic regularity, as Ω is a rectangle, and (3.5) proves (3.9). Furthermore, it follows from (3.10a) and (2.24) that (3.10b) holds on extracting a further subsequence. Finally, (3.10c) follows from (3.10b), (3.6b), (1.12a) and the compact embedding
Remark 3.2. The conditions u 0 ∈ H 2 (Ω) with ∂u 0 ∂ν = 0 on ∂Ω for the results (3.10a-c) can be replaced by a restriction on τ 1 in terms of h, see [7, Lemma 3.1], but they are not particularly restrictive. The assumption (3.8) holds if U ε (x, t) = 1 for all x ∈ ∂ 2 Ω and t ∈ [0, T ], and this condition held in all our numerical experiments provided u 0 = 1 on ∂ 2 Ω and either L 1 is chosen sufficiently large or T is chosen sufficiently small. This can be made rigorous for the approximation ( P h,τ ε ), see Remark 2.10, as the degeneracy of Ξ ε leads to finite speed of propagation of the numerical interfacial region; at each time level it can move locally at most one mesh point, see [3] .
In addition to the above lemma, we need the following two lemmas in order to prove our main result, Theorem 3.6 below.
Lemma 3.3. Let all the assumptions of Lemma 3.1 hold. If in addition τ n = τ , n = 1 → N , then
Moreover, it holds that the subsequence of {Φ + ε , U ε , W + ε } h in Lemma 3.1 is such that for any β ∈ (0, 1)
and, on extracting a further subsequence, it holds for a.a. t ∈ (0, T ) that
Proof. 
Similarly to (2.46), we obtain from (3.21) and (2.26b,c) that Combining (3.23), (2.3), (2.18) and (3.1b) yields (3.19) for θ = l τ. For arbitrary θ ∈ (0, T ) with θ = μ τ, μ ∈ (0, N), we argue as follows. On recalling (1.16b), let l = μ , ϑ = μ − μ ∈ [0, 1) and m ∈ {0, . . . , N − l} be such that t ∈ (m τ, (m + 1) τ ]. Hence
and we obtain on noting (3.23) that
Combining (3.24), (2.3) and (2.18) yields (3.19) for all θ ∈ (0, T ). It follows from (3.10b) and (3.19), on noting (1.12c) and the compact embedding W 1,s (Ω) → C 0,β (Ω), that (3.20a) holds. Finally, the desired result (3.20b) follows immediately from (3.20a).
From (3.11), (2.26a,b), (2.25a,b), (1.6) and (3.20b) we see that we can only control ∇Φ + ε and ∇W + ε on the sets where Λ ε (U − ε ) and Ξ ε (U − ε ) are bounded below independently of ε, and hence h on noting (ii), i.e. on the sets where u > −1 and |u| < 1, respectively. Therefore in order to construct the appropriate limits as h → 0, we introduce the following open subsets of Ω. For any δ ∈ (0, 1), we define for a.a. t ∈ (0, T )
From (3.20b) we have that there exist positive constants C x (t) such that
As −u(·, t) = −u 0 ∈ (−1, 1) for a.a. t ∈ (0, T ), it follows that there exists a δ 0
It immediately follows from (3.25) and (3.26) for a.a. t ∈ (0, T ) and for any δ 1 , δ 2 ∈ (0, δ 0 ) with δ 1 > δ 2 that either y ∈ B δ1 (t) and z ∈ ∂B δ2 (t) or y ∈ D δ1 (t) and z ∈ ∂D δ2 (t) with z ∈ ∂Ω
where ∂B δ (t) and ∂D δ (t) are the boundaries of B δ (t) and D δ (t), respectively. This implies that for a.a. t ∈ (0, T ) and any δ ∈ (0, δ 0 ), there exists an h 0 (δ, t) such that for all h ≤ h 0 (δ, t) there exist collections of simplices
Clearly, we have from (3.25) that
For a.a. t ∈ (0, T ) and any fixed δ ∈ (0, δ 0 ), where δ 0 := min{δ 0 , 1 2 }, it follows from (3.25), (3.20b) and our assumption (ii) of Lemma 3.1 that there exists an h 0 (δ, t) ≤ h 0 (δ, t) such that for h ≤ h 0 (δ, t)
and (3.29) ε ≤ δ .
Lemma 3.4. Let all the assumptions of Lemma 3.3 hold. Then for a.a. t ∈ (0, T ) there exist functions
where {u(·, t) > −1} := {x ∈ Ω : u(x, t) > −1} and {|u(·, t)| < 1} := {x ∈ Ω : |u(x, t)| < 1}. Moreover, on assuming that
and extracting a further subsequence from the subsequence {Φ
where H {u>−1} and H {|u|<1} are the characteristic functions of the sets {u > −1} := {(x, t) ∈ Ω T : u(x, t) > −1} and {|u| < 1} := {(x, t) ∈ Ω T : |u(x, t)| < 1}, respectively.
Proof. It follows from (3.11) and (2.26a-c) that
Hence (3.33) implies that there exist functions z i ∈ L 2 (Ω T ), i = 1 → 3, and on extracting a further subsequence from the subsequence {Φ
We now identify the functions z i . First, we consider a fixed δ ∈ (0, δ 0 ). It follows from (1.6), (2.25a,b), (2.26a,b), (3.28a,b) and (3.11) that for a.a. t ∈ (0, T ) and for all h ≤ h 0 (δ, t)
From (3.35a,b), (3.27), (2.26a-c), (3.28a,b) and (3.29) we have for a.a. t ∈ (0, T ) and for all h ≤ h 0 (δ, t) 
, and on extracting a further subsequence, such that for a.a. t ∈ (0, T )
In order to show (3.32a) we proceed as follows. On recalling (3.20b) and (3.31
is a Lipschitz domain, Friedrich's inequality, (3.11) and a corresponding D ± L (t) version of (3.35a) yield that for a.a. t ∈ (0, T ) and for all h ≤ h 0 (δ, t)
Combining (3.38) and (3.37) yields that
Then we define the following elliptic operators
On noting that ∂
, we have from (3.37) and (3.39) for a.a. t ∈ (0, T ) and
Combining (3.11) and (3.40) yields the desired result (3.32a).
On noting (3.17) we have for a.a. t ∈ (0, T ) that
Similarly to (3.18) this yields for a.a. t ∈ (0, T ) that as h → 0
Combining (2.39), (2.23), (3.1b), (3.28a) and (3.27) yields for a.a. t ∈ (0, T ) and for all h ≤ h 0 (
It follows from (3.42), (3.41) and (3.20b) for a.a. t ∈ (0, T ) that as h → 0
This together with (3.35b) yields
Combining (3.34), (3.37), (3.43) and (3.7b,c) yields for a.a. t ∈ (0, T ) that as h → 0
Repeating (3.35a,b) -(3.37) and (3.42) -(3.44a-c) for all δ ∈ (0, δ 0 ) yields, on recalling (3.20b), that (3.30) holds and, on noting (3.36a-c) and (3.34), the desired results (3.32b-d).
Remark 3.5. The assumption (3.31) is similar to the assumption (3.8), see Remark 3.2.
Theorem 3.6. Let the assumptions of Lemma 3.4 hold. Then there exists a subsequence of {Φ
, and functions {φ, u, w} satisfying (3.5), (3.9) and (3.30). In addition, as h → 0 the following hold: (3.6a,b), (3.7a-c), (3.10a-c), (3.20a), (3.20b) for a.a. t ∈ (0, T ), and (3.32a-d). Furthermore, we have that {φ, u, w} fulfil u(
where w(·, t) ≡ −γ Δu(·, t) − γ −1 u(·, t) on the set {|u(·, t)| < 1} for a.a. t ∈ (0, T ).
Proof. For any η ∈ H 1 (0, T ; H 2 (Ω)) we choose χ ≡ π h η in (3.4a,b) and now analyse the subsequent terms. First, (2.19), the embedding
11) and (2.16) yield that
Furthermore, it follows from (1.13), (3.11) and (2.16) that
Combining (3.46), (3.47) and (3.6b) yields that
Moreover, it holds on noting (3.11), g as in (1.8), a trace inequality and (2.16) that
In view of (2.26a-c), (3.11) and (2.16) we deduce that
and similarly
It follows from (3.50a,b) and
Combining (3.4a,b), (3.48), (3.49), (3.32a), (3.51a-c) and the denseness of
yields the desired results (3.45a,b), on recalling (3.5) and (3.30).
Remark 3.7. We note that it is possible to prove rigorously that the formally derived energy estimates (1.8), (1.10) and (1.11) are satisfied by the weak solution {φ, u, w}. Using the techniques of the proof of Lemma 3.4, it is straightforward to derive from (3.11) and (3.7b,c) that as h → 0
Combining (3.52a), (3.32a) and (2.28) then yields that
Similarly, it follows from (3.52b), (3.6a), (3.20b), (2.30a) and (2.16) that for a.a. t ∈ (0, T )
We note that (3.53) and (3.54) correspond to the earlier formally derived energy estimates (1.8) and (1.10).
For the formally derived entropy estimate (1.11) we can argue as follows. First, it follows from (3.20b), (2.7) and assumption (ii) of Lemma 3.1 that for a.a. t ∈ (0, T ) as h → 0
Combining the convexity of G, (3.10a), (2.18), (2.44), (3.8), (3.55), (2.16) 
This clearly corresponds to the formally derived estimate (1.11). Remark 3.8. For our main convergence result, Theorem 3.6, we choose U 0 ε ≡ π h u 0 . Therefore we only require the quasi-uniformity assumption in order to obtain (a) (2.43) via (2.46) and (2.21) and (b) (3.10b) via (3.10a) and (2.24). However, in the case (a) we can replace the quasi uniformity with the far milder assumption that {T h } h>0 is a regular partitioning at the expense of a minimum constraint on the uniform time step, similar to the argument in [2] . On recalling (1.13) and (2.22) it is easily established from {T h } h>0 being a regular partitioning, elliptic regularity, as Ω is a rectangle, (1.14) and (2.19) that
Then choosing χ ≡ G h ∂Uε ∂t in (2.13b) we obtain, similarly to (2.46), that
Combining (3.56), (3.57) and noting (3.11), it follows that
if the mild time step constraint C h 4 ≤ τ is satisfied. As for the case (b), the obtained result U ε L 2 (0,T ;H 2 (Ω)) ≤ C is more than we need. For our main convergence result we really only need U ε L 2 (0,T ;W 1,s (Ω)) ≤ C, s > 2. However, it does not appear possible to derive this bound without using the stronger result and the quasi-uniformity assumption.
4. Solution of the discrete system. We now discuss algorithms for solving the resulting system of algebraic equations for {Φ 
where M, B and A n−1 are symmetric J × J matrices, J := #J, with entries
with A L and A D being the lower triangular and diagonal parts of the matrix A n−1 , similarly for B. We use this formulation in constructing our "Gauss-Seidel type" iterative method to solve (2.13b,c) .
Given {U
A similar iterative method is used in [15] to solve a related linear system. They prove convergence of this approach for their linear system by analysing the eigenvalues of the resultant iteration matrix. Below, we prove convergence of (4.3a,b) for our nonlinear system (2.13b,c) using an energy method.
Theorem 4.1. Let the assumptions (A) hold. Then for {U
n,k ε } k≥0 generated by the algorithm (4.3a,b) satisfies
ε . Now subtracting (4.3a) from (4.1a) and testing the resulting equation with Z n,k yields
Combining (4.5) and (4.6) yields that
We now split the diagonal matrix
where r(x) := ((
. Equation (5.1) represents a void with the shape of an ellipse with semiaxes a 1 R and a 2 R. In line with the asymptotics of the phase field approach, see section 1, the interfacial thickness is not less than γ π. For the initial data u 0 to (P) we chose either (i) one ellipse or (ii) two ellipses; that is,
In all the experiments below, the parameters above were chosen so that these ellipses lie in the interior of Ω; and hence the resulting u 0 satisfies all the assumptions of Lemma 3.1.
The
was partitioned uniformly into right-angled isosceles triangles. Throughout we chose the number of triangles such that there were at least 8 mesh points across the interface; that is 8 h ≤ γ π.
For the iterative algorithm (4.3a,b) we set, for n ≥ 1, {U
, and adopted the stopping criterion
Our first experiment is for α = 0 and shows the evolution of an ellipse to a circle due to surface diffusion. We chose the following parameters for (P
For the initial profile we chose (5.2)(i) with z = (0, 0), a = (10, 1), R = 0.075 and used ω = 1.4 for the iterative algorithm (4.13). We used a uniform 128 × 128 triangulation for each of the two unit squares. In Figure 5 .1 we plot the zero level sets for U ε (x, t) at times t = 0, 2 × 10 −4 , . . ., 3 × 10 −3 , T . We note the very good agreement with the direct finite element approximation of the sharp interface problem, (1.1a,b) and (1.2), in [28, Figure 3 ]. We repeated the above experiment for the scheme ( P h,τ ε ), see Remark 2.10, and obtained graphically indistinguishable results. However, the scheme ( P h,τ ε ) was 2.2 times faster than solving the original approximation (P h,τ ε ). Moreover, for ( P h,τ ε ) one knows a priori that U n ε (p j ) = U n−1 ε (p j ) for all j ∈ J with ( Ξ ε (U n−1 ε ), χ j ) = 0, the so called passive nodes. A natural approach to utilise this fact is to use a fine mesh in the "interfacial region" only, while employing a coarser mesh elsewhere. We note that for α = 0 this is equivalent to using a uniform fine mesh. However, for the above experiment the described adaptive mesh approach was 4.4 times faster than solving ( P h,τ ε ) on a uniform mesh. Hence, overall to solve for ( P h,τ ε ) took 10% of the time it took to solve (P h,τ ε ). Hence for all the remaining computations, we used an adaptive mesh to solve for the approximation ( P h,τ ε ). We should note that for α > 0 the adaptive mesh approach is not equivalent to solving ( P h,τ ε ) on a uniform mesh, since in the former case not all the active nodes with respect to Λ ε (U n−1 ε ), as opposed to Ξ ε (U n−1 ε ), are represented on the fine mesh. Hence the respective solutions Φ n ε can differ slightly in the interfacial region, yielding different solutions U n ε . But the electric potential is not rapidly varying away from the interfacial region and hence is well approximated by the coarse mesh, so there is no need for the more costly fine mesh. Furthermore we obtained virtually identical results in test runs, and hence we are satisfied that these differences are negligible.
In order to implement the desired mesh we used the adaptive finite element code Albert 1.0, see [24] . The code uses bisectioning, and its reversal, for refining and coarsening, respectively. Hence starting with an initial right-angled isosceles triangulation yields similar triangles throughout. We now describe our mesh refinement strategy for the physically relevant case of L 1 ≥ L 2 and further assume w.l.o.g. that L 1 is an integer multiple of L 2 .
Given the two parameters N c < N f we set h c := Nf , respectively. Throughout we choose our initial triangulation T 0 to be a uniform partitioning of Ω into triangles σ of diameter h σ = h f and fix the parameters δ f = tol × 10 −1 and
and a triangulation T n−1 , a triangle σ ∈ T n−1 is marked for refinement if it, or one of its neighbouring elements, satisfies
If a triangle that is marked for refinement satisfies h σ > h f , it is refined into two smaller triangles via a bisectioning of its longest edge. A triangle σ is marked for coarsening if it satisfies h σ < h c and η σ < δ c . A triangle that is marked for coarsening is coarsened only if all its neighbouring elements are marked for coarsening as well. This cycle is repeated until no triangle has been refined or coarsened. We note that the maximum number of cycles is Nf Nc
. However, apart from the case n = 1 the number of cycles required will be 1; due to the fact that the region of active nodes can advance one mesh point per time step only, see Remark 3.2. The above process ensures that all active nodes are always within the fine part of the adaptive mesh.
For the remaining experiments we adopted the following strategy. Given a γ > 0 we chose N f such that there were at least 8 mesh points across the interface, set N c := 1 8 N f and chose a suitable time step size τ . As the numerical interfacial region can only advance by one mesh point per time step one has to choose τ sufficiently small so that ( P h,τ ε ) is capable of approximating the speed of propagation of the void, cf. [3, §5.1]. On obtaining the desired experiment's solutions for these discretization parameters we halved γ, halved h f and quartered τ , while keeping ε = 10 −5 fixed throughout. In almost all instances we repeated the above procedure until the solutions for two consecutive choices of γ were graphically indistinguishable. Here we report on the converged experiments.
First we repeated the previous experiment for α = 0 for a smaller γ = 1 32π ; using a finer mesh. In particular we chose the following parameters for ( P
For the initial profile we chose (5.2)(i) with z = (0, 0), a = (10, 1), R = 0.075 and used ω = 1.5 for the iterative algorithm (4.13).
The refinement parameters were N f = 256 and N c = 32. The obtained results were virtually identical to the ones from our earlier computations, see Figure 5 .1. On the right hand side of this figure we plot the vertices of the adaptive mesh for the latter experiment at times t = 0, T .
In our first experiment for α > 0 we chose the radius of the initially circular void to be relatively large compared to the width of the conductor, 2 L 2 , in correspondence to [9, Figure 4 ]. We used the following parameters for ( P
As initial data we chose (5.2)(i) with z = (−0.5, 0), a = (1, 1), R = 0.375 and used ω = 1.9 for the iterative algorithm (4.13). The refinement parameters were N f = 256 and N c = 32. In Figure 5 .2 we plot the zero level sets for U ε (x, t) at times t = 0, 4 × 10 good agreement with the direct finite element approximation of the sharp interface problem, (1.1a,b) and (1.2), in [9, Figure 4 ].
The next experiment corresponds to [20, Figure 5 ] and [28, Figure 6 ]. We chose the following parameters for ( P
As initial data we chose (5.2)(i) with z = (−1.5, 0), a = (1, 1), R = 0.25 and used ω = 1.9 for the iterative algorithm (4.13). The refinement parameters were N f = 256 and N c = 32. In Figure 5 .3 we plot the zero level sets for U ε (x, t) at times t = 0, 1.25 ×10 −3
, . . . , T and the vertices of the adaptive mesh at time t = T . One can observe that the circular void, with a slightly flattened front, stably propagates through the conductor.
However, for larger α this is no longer the case. We repeated the above experiment for α = 120 π in correspondence to [28, Figure 7] . In particular, we chose L 1 = 2.5, L 2 = 0.5, γ = 1 64π , α = 120 π, T = 1.184 × 10 −3 , τ n = τ = 5 × 10 −8 . We used the same initial data as in Figure 5 .3 and chose ω = 1 for the iterative algorithm (4.13). The refinement parameters were N f = 512 and N c = 64. In Figure 5 .4 we plot the zero level sets for U ε (x, t) at times t = 0, 2.96 × 10 −4 , . . . , T and the vertices of the adaptive mesh at time t = T . We repeated the last experiment with the same parameters, but started with the initial void more to the left and integrated for a longer time; in particular we set z = (−2, 0) and T = 1.5 × 10 −3 . This allows the void to further change its shape, see Figure 5 .5. The above three experiments are very sensitive to the choice of γ and τ . Although our results show similarities with the cited ones, there is no strong agreement between these different types of simulations.
The next experiment corresponds to [20, Figure 9 ]. We chose the following parameters for ( P (4.13). The refinement parameters were N f = 256 and N c = 32. In Figure 5 .6 we plot the zero level sets for U ε (x, t) at times t = 0, 3.04 × 10 −5 , 3.8 × 10 −5 , 4.56 × 10 −5 , T and the vertices of the adaptive mesh at time t = T . We note that the time the two ellipses are merging is sensitive to the choice of γ.
The next experiment corresponds to [20, Figure 11 ]. We chose the following parameters for ( P , τ n = τ = 2.5×10 −8 . As initial data we chose (5.2)(i) with z = (−0.8, 0), a = (2, 1), R = 0.2 and used ω = 1.3 for the iterative algorithm (4.13). The refinement parameters were N f = 256 and N c = 32. In Figure 5 .7 we plot the zero level sets for U ε (x, t) at times t = 0, 8.75 × 10 −5 , 1.75 × 10 −4 , 2.625 × 10 −4 , T and the vertices of the adaptive mesh at time t = T .
Our final experiment corresponds to [20, Figure 10 ]. We chose the following parameters for ( P , . . . , T and the vertices of the adaptive mesh at time t = T . We note that for the last two experiments there is good agreement for different values of γ, but only partial agreement with the cited results in [20] . However, one should note that the fixed mesh for their level set approach of the sharp interface model, (1.1a,b) and (1.2), is rather coarse. 
