Abstract. A famous conjecture of Erdős and Sós states that every graph with average degree more than k − 1 contains all trees with k edges as subgraphs. Motivated by this problem, we propose two variants of this conjecture by imposing bounds on the minimum and the maximum degree of the host graph.
A tree on k + 1 vertices and two host graphs of the same size showing that there are graphs with ∆(G) = k and δ(G) ≥ k/2 that do not contain a tree on k + 1 edges. The example is taken from [13] .
While this local condition on the minimum and maximum degree of G, indeed, suffices both for these special cases, it already fails for trees of diameter four, as is demonstrated by the following example from [13] . Let T be a tree consisting of a vertex connected to centres of three stars on k/3 vertices and let G be a graph consisting of a vertex complete to either two cliques of size k/2, or K k/2,k/2 . Then ∆(G) ≥ k and δ(G) ≥ k/2, but T is not contained in G (see Figure 1 .1). This example shows that it would be naïve to try to prove the Erdős-Sós conjecture in the most general setting using only the local consequence of the bound on the average degree on the maximum and minimum degree of G. We will actually show in Section 2.1 that trees of diameter at most three and paths are special cases; with high probability, a random tree on k + 1 vertices cannot be embedded in the host graph with two cliques from Despite this fact, we devote this paper to this local approach to the Erdős-Sós conjecture, showing for example, that it can be used to prove an approximate version of the Erdős-Sós conjecture for trees such that their size is linear in the size of the host graph, while their maximum degree is sublinear. The idea to use only conditions on the minimum and maximum degree comes from the paper of Havet, Reed, Stein, and Wood [13] . We mention their results in the next section.
One advantage of the local approach is that we will be able to formulate a skew version of our main result, i.e, if we know that the size of one colour class of the tree is at most rk, the conditions that we impose on the host graph can be weakened. This is in the spirit of a paper of Klimošová, Piguet, and Rozhoň [16] , who apply the same idea to the similar Loebl-Komlós-Sós conjecture.
We are now ready to state the main result of this paper, Theorem 2.8. Roughly speaking, it states that one can embed a tree with k vertices and skew r in every large enough host graph with nontrivial number of vertices of degree roughly k and with minimum degree roughly rk. We have to further assume that the degree of the tree is sublinear.
Theorem 2.8. For any r, η > 0 there exists n 0 and γ > 0 such that the following holds. Let G be a graph of order n > n 0 and T a tree of order k with two colour classes T 1 , T 2 such that |T 1 | ≤ rk and ∆(T 2 ) ≤ γk. If δ(G) ≥ rk + ηn, and at least ηn vertices of G have degree at least k + ηn, then G contains T .
Note that the result is interesting only if k > ηn/2, otherwise we may embed T in G in a greedy manner. Hence we interpret this result as one for trees of size linear in the size of the host graph; for such a class of trees this result is nontrivial.
As we will see in Section 2.4, the assumptions that the maximum degree of T is sublinear and that the host graph contains nontrivial proportion of high degree vertices cannot be dropped. The error term ηn also cannot be completely dropped. A simple corollary of Theorem 2.8 is that the Erdős-Sós conjecture holds approximately (with error term linear in n) for trees with sublinear maximum degree. Theorem 2.10. For any η > 0 there exists n 0 and γ > 0 such that for every n > n 0 , any graph of order n with average degree deg(G) ≥ k + ηn contains every tree on k vertices with maximum degree ∆(T ) ≤ γk.
The theorem is again trivial if k ≤ ηn/2 and the only interesting case is thus when the size of the tree is linear in the size of the host graph. Although this theorem is only a special case of the announced result of Ajtai, Komlós, Simonovits, and Szemerédi [1, 3, 2] , we still believe that it is of interest, since its proof is relatively straightforward.
2. The local approach. Motivated by the fact that the two conditions δ(G) ≥ k/2 and ∆(G) ≥ k do not suffice to ensure that G contains every tree on k +1 vertices, we ask the following natural questions.
1. Which trees can be embedded in any host graph satisfying ∆(G) ≥ k and δ(G) ≥ k/2? 2. What is the smallest constant c 1 such that every graph with ∆(G) ≥ k and δ(G) ≥ c 1 k allows embedding of any tree with k + 1 vertices? Strictly speaking, the smallest constant may not exist. On the other hand, setting c 1 = 1 clearly suffices. 3. Is there a minimal c 2 such that every graph with ∆(G) ≥ c 2 k and δ(G) ≥ k/2 allows embedding of any tree with k + 1 vertices? 4. What is the minimal number of vertices of degree at least k that a graph G with δ(G) ≥ k/2 has to contain, so that it then allows embedding of any T on k + 1 vertices? We now discuss these questions. The second question was considered in the paper of Havet, Reed, Stein, and Wood [13] , and we only state their results.
2.1.
Restricting the class of embedded trees. We observe that the example graph with two cliques from Figure 1 .1 actually provides a large class of trees on k + 1 vertices that cannot be embedded in this graph.
Proposition 2.1 (Wagner, personal communication). For even k it holds that the probability that a random unlabelled tree of size k + 1 can be embedded in the graph G consisting of a vertex complete to two cliques of size k/2 is in O(k −1/2 ).
Proof. We at first classify trees on k + 1 vertices that can be embedded in G. A vertex u ∈ T is a centroid, if after removing it from T we obtain a family of trees such that each tree is of size at most k/2. Since the size of the graph is the same as the size of the tree that we embed, only a centroid of T can be embedded in the vertex of G complete to all other vertices. Since k + 1 is odd, the centroid of the tree is unique. Hence, T can be embedded if and only if the subtrees created after removing its centroid can be partitioned into two classes such that the number of vertices in each class is k/2. We call such trees balanced.
Let r k be the number of unlabelled rooted trees with k vertices. A formula of Otter (see e.g. page 481 of [11] ) states that r k = Θ(k −3/2 · B k ) for some positive constant B. Similarly, the number of unlabelled unrooted trees s k is in Θ(k −5/2 · B k ) for the same constant B (again page 481 of [11] ).
Note that the number of balanced trees of order k + 1 is at most r such tree can be decomposed into two rooted trees with k/2 + 1 vertices each. Hence the number of balanced trees is in O(k −3 B k ). Comparing this with the sequence s k , we conclude that the probability that a random unlabelled tree is balanced goes to 0 at a rate of at least k −1/2 .
2.2. Greater minimum degree. The second question was considered by Havet, Reed, Stein, and Wood in [13] . They conjectured the following: Conjecture 2.2 (Conjecture 1.1 in [13] ). If G is a graph such that δ(G) ≥ ⌊2k/3⌋ and ∆(G) ≥ k, then G contains any tree on k + 1 vertices.
As one can see from the example in Figure 1 .1, this is tight. As an evidence for their conjecture, they prove its two following weakened variants. The first variant relaxes the condition on the maximum degree: Theorem 2.3 (Theorem 1.2 in [13] ). There is a function g such that any graph G with δ(G) ≥ ⌊2k/3⌋ and ∆(G) ≥ g(k) contains any tree on k + 1 vertices.
The second weakening on the other hand shows that the constant c 1 from the second question is strictly smaller than 1.
Theorem 2.4 (Theorem 1.3 in [13] ). There is a constant ε > 0 such that if G is a graph with δ(G) ≥ (1 − ε)k and ∆(G) ≥ k, then G contains any tree on k + 1 vertices.
2.3.
Greater maximum degree. The third question seems to be similar to the previous one. The example in Figure 1 .1 shows that we have to take ∆(G) ≥ 4k/3. We conjecture that this is tight: If true, this conjecture would imply that the constant 2/3 from Theorem 2.3 can be improved to 1/2. We were able to verify the weakening of Conjecture 2.5 with ∆(G) ≥ 4k/3 replaced by ∆(G) ≥ g(k) for some function g for trees of diameter at most four. Theorem 2.6 ( [15] ). If G is a graph with δ(G) ≥ k/2 and ∆(G) ≥ 2k 7 , then G contains any tree from on k + 1 vertices of diameter at most four.
Note that the Erdős-Sós conjecture was also verified for trees of diameter four in [17] , but these two results are incomparable.
Many high degree vertices.
Finally we consider the question of how many vertices of degree k a graph G with δ(G) ≥ k/2 has to have so as to contain all trees on k + 1 vertices. We propose the following conjecture. vertices of degree at least k contains every tree of order k + 1.
Note that the fraction Let k be an odd square and T be a tree of order k + 1 consisting of a vertex connected to centres of √ k stars on √ k vertices. Let G be a graph consisting of two disjoint cliques of order k−1 2 and k+1 2 , and an independent set of √ k−1 2 vertices complete to both cliques. A simple calculation shows that the proportion of high degree vertices of G is
Note that for any c < 1 the left hand side is larger than
for sufficiently large k. One can check that G does not contain T . This shows that the expression
in the theorem cannot be strengthened to cn 2 √ k for any c < 1. We prove a weakened variant of Conjecture 2.7. Specifically, we show that it is asymptotically true if the number of high degree vertices of G as well as the size of the tree T is linear in the size of G and, moreover, the maximum degree of T is sublinear. As we have already mentioned, we state a finer version of this result for skewed trees. Specifically, if we know that the skew of the tree T is at most r, then G contains T even if its minimum degree is roughly rk.
Theorem 2.8. For any r, η > 0 there exist n 0 and γ > 0 such that the following holds. Let G be a graph of order n > n 0 and T a tree of order k with two colour classes T 1 , T 2 such that |T 1 | ≤ rk and ∆(T 2 ) ≤ γk. If δ(G) ≥ rk + ηn, and at least ηn vertices of G have degree at least k + ηn, then G contains T .
We postpone the proof of Theorem 2.8 to the last section of this chapter. As a special case for r = 1/2, we get the following weakening of Conjecture 2.7.
Corollary 2.9. For any η > 0 there exist n 0 and γ > 0 such that the following holds. Let G be a graph of order n > n 0 and T a tree of order k such that ∆(T ) ≤ γk. If δ(G) ≥ k/2 + ηn, and at least ηn vertices of G have degree at least k + ηn, then G contains T .
Finally, Corollary 2.9 yields an approximate version of the Erdős-Sós conjecture for trees with sublinear degree. Theorem 2.10. For any η > 0 there exist n 0 and γ > 0 such that for every n > n 0 , any graph of order n with average degree deg(G) ≥ k + ηn contains every tree on k vertices with maximum degree ∆(T ) ≤ γk.
Hence, we know that the size of G ′ is at least k + ηn ≥ ηn ≥ n 0,C2.9 . We claim that at least η ′ |G ′ | vertices of G ′ have degree at least k + η ′ n and hence we may apply Corollary 2.9. Otherwise, most of the vertices of G ′ have degree less than k + η ′ n and we may compute that
Let us state one more remark regarding Theorem 2.8. Although the result of Ajtai, Komlós, Simonovits, and Szemerédi [1, 3, 2] implies that the condition on the maximum degree ∆(T ) in Theorem 2.10 is only an imperfection, it cannot be ommited in the statement of Theorem 2.8. We show that the theorem is false if we omit this condition.
Specifically, we show that for all 0 < r < 1/3 there exists η > 0 such that the following is true. Let G be a graph on n vertices consisting of two disjoint copies of complete bipartite graphs with colour classes of sizes rk + ηn and k/2 + ηn. Moreover, Note that for fixed r the maximum degree of this smaller colour class of T is constant, though it is not true for the larger colour class, hence Theorem 2.8 does not apply. We claim that the tree T is not contained in G if we choose η sufficiently small. Suppose that there is an embedding of T in G. Since G is bipartite with one colour class of size at most 2rk + 3ηn < (1 − r)k if k is big enough and η sufficiently small, the vertex x must be embedded in the larger colour class. Out of (1 − r)k − 1 leaves at least
+ ηn have to be embedded in the same colour class as x, a contradiction.
Theorem 2.8 is thus an example of an asymptotic result that does not seem to have a natural exact strengthening. On the other hand, we believe that the assumption on the sublinear maximum degree in Corollary 2.9 can be dropped.
3. The regularity method. In this section we state several preparatory results that will be later used for the proof of Theorem 2.8. In the first subsection we introduce the notion of a regular pair and state the regularity lemma. In the following subsection we show, how one can split a tree in a controllable number of smaller trees. Finally, in the last section we propose two embedding lemmas. The first will enable us to embed a special subset of vertices of a tree in the host graph, while the second will enable us to embed a small tree in a regular pair.
3.1. The regularity lemma. We say that (X, Y ) is an ε-regular pair, if for every
We say that a partition
Each set of the partition is called cluster. We call the cluster V 0 the garbage set. We call a regular partition equitable if
Lemma 3.1 (Szemerédi's regularity lemma). For every ε > 0 there is n 0 and M such that every graph of size at least n 0 admits an ε-regular equitable partition {V 0 , . . . , V m } with 1/ε ≤ m ≤ M .
Given an ε-regular pair (X, Y ), we call a vertex x ∈ X typical with respect to a set
Note that from the definition of regularity it follows that all but at most ε|X| vertices of X are typical with respect to any subset of Y of size at least ε|Y |.
Partitioning trees.
Here we state a crucial lemma from [14] that allows us to partition the tree in controllable number of small subtrees that we also call microtrees. These trees are neighbouring with a set of vertices of bounded size consisting of vertices that we call seeds. Moreover, we need to work separately with seeds from different colour classes of T . In the following definition, the set W A ∪ W B is the set of seeds of T and the set D A ∪ D B is the set of its microtrees. 
We did not list all properties of ℓ-fine partition from [14] , only those we need.
Lemma 3.3. [14, Lemma 3.5] Let T be a tree on k+1 vertices and let ℓ ∈ N, ℓ < k. Then T has an ℓ-fine partition.
In the subsequent applications we are always working with ℓ = βk for some small β > 0.
Since we work with trees with sublinear degree, we may further constrain the ℓ-fine partition in such a way that all of its seeds are only from one colour class of T . We call this simpler structure one-sided ℓ-fine partition.
Definition 3.4. Let T ∈ T k+1 be a tree and T 1 , T 2 its colour classes. Let ∆ = max v∈T2 deg(v). A one-sided ℓ-fine partition of T is a pair (W, D), where W ⊆ V (T 1 ) and D is a family of subtrees of T such that 1. the two sets W and
′′ , in such a way that all trees from D ′ have at most two neighbours z 1 , z 2 ∈ W such that dist T (z 1 , z 2 ) ≥ 4, while all of at most 336k/ℓ trees from D ′′ are singletons with at most ∆ neighbours in W .
Lemma 3.5. Let T ∈ T k+1 and let ℓ ∈ N, ℓ < k. Then T has a one-sided ℓ-fine partition. 
Thus, all trees from D A satisfy the condition (5). Each tree from D B with two neighbours z 1 , z 2 ∈ W B was split into one tree with two neighbours in W , such that their distance in T is at least 4, and maybe several other trees with only one neighbour in W . All such trees also satisfy (5).
3.3. Embedding in regular pairs. In this section we present two embedding lemmas. The first will be used to embed the seeds of a one-sided partition, together with the set D ′′ , in vertices of two neighbouring clusters. Proof. Choose γ, k 0 > 0 such that
Note that in this case we have
Take an arbitrary vertex r ∈ D ′′ of T and root the tree at r. Order all vertices of W ∪ D ′′ according to an order, in which they are visited by a depth-first search starting at r. Let U ′ ⊆ v 1 ∪ v 2 be the set of vertices of v 1 not typical to v 2 together with vertices of v 2 not typical to v 1 . We will provide an algorithm that gradually defines a partial embedding ϕ of the vertices of
We iterate over the sequence x 1 , x 2 , x 3 , . . . of vertices from W ∪ D ′′ , where the vertices are ordered by the depth-first search. In the i-th step we deal with the vertex x = x i . At first we deal with the case x ∈ W .
Suppose that y ∈ D ′′ is the already embedded parent of x (if y ∈ D ′′ , our task is simpler). We want to embed x in an arbitrary neighbour of y in v 1 \(U ∪ϕ(W )∪U ′ ). To do so, it suffices to verify that N (y) \ (U ∪ ϕ(W ) ∪ U ′ ) is nonempty. This can be done with the help of the fact that ϕ(y) is typical to v 1 and together with our bound on |W |:
Similarly, suppose that x ∈ D ′′ . From the definition of D ′′ we know that its parent y is certainly in W and ϕ(y) is typical to v 2 . Now we similarly verify that
Next, we state a similar proposition that enables us to embed small trees from a fine partition of T in the regular pairs of the host graph. The proposition is a variation on a folklore result and is similar to e.g. Lemma 5 in [16] .
2 /100 there exists β > 0 such that the following holds.
Let v 1 , u, v be three clusters of vertices such that v 1 u and uv are ε-regular pairs of density at least d. Let v 1 , v 2 be two (not necessarily distinct) vertices of v 1 . Suppose that |v 1 | = |u| = |v| ≥ k/M L3.1 (ε). Let K be a tree of order at most βk and let x 1 , x 2 be its two vertices from the same colour class of K such that if v 1 = v 2 , then x 1 = x 2 . Let U be a subset of vertices of u ∪ v such that |u \ U | ≥ 4 √ ε|u| and |v \ U | ≥ 4 √ ε|v|. Moreover, suppose that either 1. the vertices v 1 , v 2 are typical to u and deg(
Moreover, ϕ(x 1 ) is a neighbour of v 1 and ϕ(x 2 ) is a neighbour of v 2 .
Proof. We show the proof for the harder case when v 1 = v 2 . Choose
From this we get
Note that u \ U contains at least 3ε|u| vertices, and similarly for v. Hence there are at most ε|u| vertices in u that are not typical to v \ U , and similarly for v. We will use only typical vertices for embedding, so let U ′ denote the set U together with vertices not typical to u \ U or v \ U , respectively. Observe that for each such vertex u ∈ u we have
and similar holds for any u ∈ v. This means that during embedding we may always find a neighbour of u in v \ U ′ that was not yet used for embedding. The same applies for both vertices v 1 , v 2 . In the case (1) the vertices v 1 , v 2 are typical to u and hence we have
while in the case (2) we have
We start by embedding the path t 1 = x 1 , t 2 , . . . , t ℓ = x 2 connecting x 1 with x 2 in K. Embed x 1 in an arbitrary vertex of u \ U ′ . For i going from 2 to ℓ − 2 we always map t i to a neighbour of ϕ(t i−1 ) not lying in U ′ . Now we observe that both
have sizes at least ε|v 1 |, thus there is an edge connecting those two neighbourhoods. Map t ℓ−1 and t ℓ in the two endpoints of the edge. The rest of the tree can be then embedded in the greedy manner.
Proof of Theorem 2.8.
In this section we prove Theorem 2.8. We split the proof into three parts. At first we preprocess the host graph by applying the regularity lemma and we partition the tree by applying Lemma 3.5. In the second part we find a suitable matching structure in the host graph. In the last part we embed the tree in the host graph.
Preprocessing the host graph and the tree. Fix η, r. Suppose that η < 1. Choose d, ε, β, n 0 such that
Let G be a fixed graph on n ≥ n 0 vertices with at least ηn vertices of degree k + ηn and with δ(G) ≥ rk + ηn. Suppose that k ≥ ηn/2, otherwise we embed the tree T greedily. We apply the regularity lemma (Lemma 3.1) on G with ε L3.1 = ε and obtain an ε-regular equitable partition V 0 , V 1 , . . . , V m with 1/ε ≤ m ≤ M L3.1 (ε) clusters. Each cluster has average degree at least rk + ηn.
Erase all edges within sets V i of the partition, between irregular pairs, and between pairs of density lower that d. We have erased at most m · n/m 2 ≤ n 2 m ≤ εn 2 edges withing the sets V i , at most εm 2 · (n/m) 2 = εn 2 edges in irregular pairs, and at most
edges in pairs of low density. Erase the garbage set V 0 and all of at most εn · n incident edges. Note that we have erased at most (3ε + d)n 2 edges. We abuse the notation and still call the resulting graph G.
Note that the quantity 1≤i≤m |V i |·deg(V i ) dropped down by at most (6ε+2d)n 2 .
Thus there are at most √ 6ε + 2d · m clusters such that their average degree dropped down by more than √ 6ε + 2d·n. Delete all such clusters and incident edges. We again call the resulting graph G. The average degree of each cluster of G that was not deleted at first dropped by at most √ 6ε + 2d·n. Then we erased at most √ 6ε + 2d·m clusters, so now it is at least rk + ηn − 2 · √ 6ε + 2d · n > rk + ηn/2. Moreover, G contains at least (η − ε − √ 6ε + 2d)n ≥ ηn/2 vertices of degree at least k + ηn − 2 · √ 6ε + 2d · n ≥ k + ηn/2. Hence, there exists a cluster, without loss of generality it is V 1 , such that the proportion of vertices of degree at least k + ηn/2 in that cluster is at least η/2 ≥ ε. If we denote by L this set of high degree vertices of V 1 , we thus we have
Moreover, if it is the case that deg(V 1 ) > 2k, we erase several regular pairs from neighbouring V 1 so as to achieve deg(V 1 ) ≤ 2k. After deletion the average degree of each cluster is still at least k + ηn/2 − n/m ≥ k + ηn/3.
The cluster graph G of G is a graph such that its vertex set are the clusters of G and there is an edge between two vertices of G if and only if there is a regular pair of density at least d between the corresponding two clusters in G. The weight of each edge uv is the average degree of u in v. We use boldface font to denote the vertices and sets of vertices of G. The vertex set of G is denoted v 1 , . . . , v m , where each v i corresponds to the cluster V i of G.
After preprocessing the host graph we turn our attention to the tree T . Let T 1 , T 2 be its colour classes such that |T 1 | ≤ rk and ∆(T 2 ) ≤ γk. We apply Lemma 3.5 with parameter ℓ L3.5 = βk and obtain its one-sided βk-fine
Structure of the host graph. We now find a suitable structure in the cluster graph G that will be used for the embedding of T . It suffices to look at the cluster v 1 , that will serve for the embedding of the seeds of T , and its neighbourhood.
Let M a maximal matching in N (v 1 ). We will denote by M both the graph and its underlying vertex set. Suppose that uv ∈ M. Note that from the condition on maximality we get that there cannot be two vertices x = y ∈ N (v 1 ) \ M such that both xu and yv are edges of G. Thus there are two possibilities for each edge uv; either only one of its endpoints have neighbours in N (v 1 ) \ M, or both of its endpoints have just one neighbour in N (v 1 ) \ M. We can get rid of the second special case as follows. For each vertex in N (v 1 ) \ M we either delete it if it is a common neighbour of at least ηm/40 matching pairs, or we delete all edges in at most 2 · ηm/40 regular pairs connecting the vertex with these matching pairs. In this way we delete at most 40/η clusters and the degree of all remaining clusters of G drops down by at most ηm/20 · |v 1 | + 40/η · |v 1 | ≤ (η/20 + 40ε/η) · n ≤ ηn/10. We abuse the notation and still call the resulting graph G. The degree of v 1 is at least k + ηn/3 − ηn/10 ≥ k + ηn/5 and the average degree of every cluster is similarly at least rk + ηn/5. The matching M is still maximal in N (v 1 ). Moreover, we can split embedding algorithm.
Overview. We gradually construct an injective mapping ϕ from T to G. In each step ϕ denotes the partial embedding that we already constructed. The idea behind the embedding process is very straightforward -we will try to embed microtrees of D inside the regular pairs in M and 'through' the vertices of O 1 . We will, however, have to overcome several technical difficulties.
One of the standard approaches of embedding trees, pursued, e.g., in [16] , is to start by embedding the seeds of T in vertices of two clusters (one for each colour class) such that the neighbourhood of these special clusters is sufficiently rich. Moreover, we embed the seeds in such vertices that are typical to almost all neighbouring clusters. We then split the microtrees in T into several subsets and embed each subset of microtrees in some part of the neighbourhood of the special clusters. Here we take a different approach. We start in the same way by embedding the seeds W of T in a high degree cluster of G that we call v 1 . We then propose an algorithm that iterates over clusters in the neighbourhood of v 1 , each time finding two clusters that can be used for embedding of a microtree.
There are two main technical difficulties that we have to overcome. Recall that each seed is embedded in a vertex that is typical to almost all clusters. This means that when we choose a pair of clusters that will be used for embedding, we have to find a microtree that has not yet been embedded such that its adjacent seeds are embedded in vertices typical to the first cluster from the pair. We can ensure that there will be such microtree, unless the number of vertices that remain to be embedded, is very small, specifically 4 
√
εk. To ensure that we can embed the whole tree T , we at first allocate a small fraction of vertices F ⊆ (M ∪ O) that we do not use for the embedding during the main embedding procedure. When only at most 4 
εk vertices remain to be embedded, we finally embed this small proportion of trees in the set F . The second technical problem is that we cannot ensure that all the microtrees have the same skew. This complicate the main embedding procedure that would have been simpler in the case of microtrees with uniform skew. During the embedding procedure we behave against intuition and sometimes redefine an embedding of some microtrees.
Preparations. Note that there there may be at most √ ε|v 1 | vertices of v 1 that are not typical to more than √ εm clusters. Indeed, otherwise there would be at least εm|v 1 | pairs of a cluster and a vertex not typical to it, which in turn implies existence of a cluster such that more than ε|v 1 | vertices are not typical to it, a contradiction with the ε-regularity. For each cluster v ∈ M 1 ∪ O 1 fix its arbitrary subset F v of size ⌊ηrd|v|/300⌋. By the same reasoning there are at most √ ε|v 1 | vertices of v 1 that are not typical to more than √ εm sets F vi .
We invoke Proposition 3.6 with parameters d P 3.6 = d, β P 3.6 = β, ε P 3.6 = ε. We also choose v 2,P 3.6 = v 2 to be any cluster from the neighbourhood of v 1,P 3.6 = v 1 . Finally, we define the set U P 3.6 to be the set of at most 2 √ ε|v 1 | vertices not typical to more than √ εm neighbouring clusters v i , or their subsets F v i . Note that due to our initial choice of constants all the conditions from the statement of the proposition are satisfied. Hence we embed the vertices of W in v 1 , while the vertices of D ′′ will be embedded in v 2 . Moreover, each vertex from W is embedded in a vertex typical to all but at most √ εm clusters v i and their fixed subsets F vi of size ⌊ηrd|v 1 |/300⌋. Note that each microtree K ∈ D ′ has at most two neighbours in W . We call a cluster u = v 1 nice with respect to K ∈ D ′ , if the at most two neighbours of K are embedded in vertices typical to u. Note that each vertex from W was mapped to a vertex that is typical to all but at most √ εm clusters, thus for each tree K there are at most 2 √ εm clusters that are not nice to K. We will now, yet again, employ a simple doublecounting argument. This time we doublecount pairs consisting of microtrees from D ′ and clusters that are not nice to them; each such connection is weighted by the size of the tree. We get that there are at most 2
4
√ εm clusters such that if we take all trees such that the cluster is not nice to them, then the union of all such trees contains more than 4 √ εk vertices. Delete all such clusters and if they are from M, delete also their neighbours in M. We also delete the cluster v 2 . Observe that the average degree of each cluster is still at least
Similarly, the degree of v 1 is still at least deg(v 1 ) ≥ k + ηn/20. We still call the new graph G. We also know for each u ∈ N (v 1 ) that the number of vertices in microtrees such that u is not nice to them is at most
Now we will define a small set F ⊆ (M ∪ O) that will be used at the end for embedding of several leftover microtrees with at most Our goal is now to show how to saturate the remaining edges of M. This may not be possible with current ϕ as it is defined right now, since it could have for example happened that after the first phase we completely filled one cluster from a matching pair, while the other cluster remained almost empty. We solve this problem by potentially redefining the embedding of several microtrees that were embedded in M 1 ∪ M 2 in Phase 1. Note that for each edge uv ∈ M, u ∈ M 1 , it is true that either u is saturated, or v is full at the end of Phase 1. We deal with the first case in part (a).
In the latter case we did not embed anything in v in Phase 2. We undefine embedding of all trees that were embedded in uv and saturate this edge in part (c).
(a) If u is saturated, we repeatedly embed trees in uv in such a way that for each K ∈ D ′ we have ϕ(K ∩ D 1 ) ⊆ v. We do this until either u is full, or v is saturated. In the latter case the whole edge is saturated. We deal with the first case in (b). (b) Suppose that u is full, but v is not saturated. Note that Claim 4.1 ensures that |F ∩u| = |F ∩v|. Hence it must be the case that ϕ(T ) ∩ u ≥ ϕ(T ) ∩ v . Moreover, in Phase 2 we did not embedded trees in u. This means that there exists a tree K ∈ D ′ that was embeded in the matching edge uv in such a way that ϕ(K) ∩ u ≥ ϕ(K) ∩ v . As long as it is true that |ϕ(T ) ∩ u| ≥ |ϕ(T ) ∩ v|, we find any tree K with this property and we undefine its embedding. When this procedure ends, we have ϕ(T ) ∩ u − ϕ(T ) ∩ v ≤ βk. We call this inequality a balancing condition. (c) Finally it suffices to show how to saturate an edge uv fulfilling the balancing condition (note that if ϕ(T ) ∩ uv = ∅, then the matching edge certainly fulfills the condition). We again embed the microtrees in uv one after another. Unless one of the clusters is saturated, we choose to embed K ∈ D ′ in such a way that the colour class of K with less vertices is embedded in the cluster such that more of its vertices were already used for embedding of T . In this way we ensure that the balancing condition still holds. After one cluster, say u, becomes saturated, we continue by embedding only in such a way that for each K ∈ D ′ we have ϕ(K ∩ D 1 ) ⊆ v. We do this until either v becomes saturated, or u is full. In the first case the whole edge uv is clearly saturated. In the other case note that we have
√ ε|u| − βk due to our balancing condition. Hence the matching edge is saturated. We described an algorithm that terminates when |dom(ϕ)| ≥ k − 4 √ εk, or all edges of M and all vertices of O are saturated. But the latter cannot happen due to Claim 4.4 (1). We finish by invoking Claim 4.1.
5.
Conclusion. This paper, as well as some similar results are part of the author's Bachelor's thesis [18] .
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