The global stability of a subsonic jet is investigated using a model base flow designed to fit experimental results for turbulent mean flows. Eigenmodes are computed for axisymmetric perturbations in order to investigate the nature of typically observed large-scale coherent oscillations ("preferred mode"). We do not find evidence that this preferred mode corresponds to the least damped global mode. Non-modal stability is also considered through the computation of optimal perturbations. Although non-axisymmetric perturbations (in particular for azimuthal wavenumber m = 1) are subject to larger transient growth, these reach their peak amplitude far downstream of the potential core, and therefore they are less likely to be observed.
Nomenclature
r, x, θ radial, axial and azimuthal cylindrical coordinates t time m azimuthal wave number u Velocity vector ρ, T, p, e, E, s density, temperature, pressure, internal energy, total energy and entropy c speed of sound Re, Ma, Pr, St, S Reynolds, Mach, Prandtl and Strouhal numbers, axis to infinity density ratio µ, C p , γ, κ viscosity, specific heat at constant pressure, adiabatic index and thermal conductivity R jet radius Θ momentum thickness Subscript r, x, θ radial, axial and azimuthal vector components (r), (i) real and imaginary parts of complex numbers 0, ∞ value on the axis and in the fluid at rest Superscript * dimensional value b base flow fields
I. Introduction
Aero-acoustic noise generation by subsonic jets may be attributed to two classes of source mechanisms. First, fine-scale turbulence radiates a broad band noise, radiating similarly in all directions with respect to the jet axis. Second, large-scale coherent structures are observed in turbulent jets over several jet diameters downstream of the nozzle, as first described by Crow & Champagne. 13 These structures reach a peak amplitude at a Strouhal number of the order of 0.2 − 0.5, based on the jet diameter. These coherent structures radiate most of the acoustic energy 9, 16 and constitute the subject of this study. The prefered mode is described as axisymmetric and interpreted as a slightly damped eigenmode. 13 In order to understand this phenomenon, linear stability studies have been performed, under the assumption of a parallel 5 and a slowly diverging 11, 29 base flow. These early results are in reasonably good agreement with experimental data, and discrepancies are attributed to non-parallel effects in particular due to the presence of the jet nozzle. More recently, Gudmundsson & Colonius 18 treated this problem using Parabolized Stability Equations (PSE). Within this approximation, it is assumed that information only propagates downstream and that the effect of non-parallelism is weak. This method therefore does not directly yield the acoustic field, although it can be recovered from an acoustic analogy. 10 Owing to the increasing computing power modal and non-modal studies of fully non-parallel flows have recently become accessible, in particular through the use of matrixfree methods. 7, 15, 17, 22, 27 In the present study, a modal stability analysis of axisymmetric perturbations is performed in order to elucidate the physical origin of the preferred mode. Isothermal jet flows have been found to be convectively unstable, 26 and such flows act as noise amplifiers. They are globally stable in the sense that all perturbations eventually decay in a linear framework. Perturbation can however be strongly amplified at finite time, which may lead to amplitude saturation in a non-linear setting. Non-modal growth is studied here in the framework of optimal perturbations, i.e. the perturbations that give rise to the largest energy growth over a finite time T .
In "global" instability studies, a steady laminar solution of the Navier-Stokes equations 23, 24 is often used as the base flow (a boundary layer approximation is sometimes used as a cheaper alternative 2, 28 ), so that the linear stability study rigorously describes the dynamics of infinitesimal perturbations in a laminar flow. This approach is however not expected to give realistic results when applied to jets, as turbulence plays a major role in the flow development; laminar steady states are in particular unable to reflect the typical size of the potential core, of the order of four to five jet diameters. Turbulence modeling should be added in order to fully capture the base flow development. Crouch et al. 12 considered the stability of a flow not described by the Navier-Stokes equations but by a RANS model. In the present paper, a composite approach is pursued. 
II. Flow configuration and dimensionless variables
We consider a jet issuing from of a semi-infinite cylindrical duct of radius R * , with a velocity U * 0 on the jet axis. The jet exits into fluid at rest, characterized by its density ρ * ∞ and its temperature T * ∞ . The fluid is assumed to be a perfect Newtonian gas; furthermore, its adiabatic index γ = 1.4, thermal conductivity κ * , specific heat at constant pressure C * p and viscosity µ * are assumed to be constant. Non-dimensional variables, denoted without asterisks, are defined with respect to R * , U * 0 , ρ * ∞ and T * ∞ as reference length, velocity, density and temperature scales. With this normalization, natural choices for the Reynolds, Mach and Prandtl numbers are
where c * ∞ = γr * T * ∞ denotes the ambient speed of sound. In terms of dimensionless variables, the equation of state becomes p = ρT γMa 2 and the internal energy e is given by
Entropy may be defined as
Frequencies f * can be non-dimensionalized either as a Strouhal number (based on the jet diameter) or as a dimensionless circular frequency ω, according to
The flow is described in cylindrical coordinates r, x, θ, x = 0 corresponding to the nozzle exit. Using the above non-dimensionalization, the compressible Navier-Stokes equations are given by Sandberg.
32 They are linearized in order to perform the stability studies described below.
III. Model jet flow
Neither boundary layer approximation nor steady-state solutions of the Navier-Stokes equations can reflect the rapid streamwise development observed in turbulent jets. For the purpose of this study, a parametric model of a turbulent jet is adapted from Sohn 35 (see also Monkewitz & Sohn 26 ) and schematically represented in figure 1 . The model is designed to match experimentally measured mean flows in the subsonic regime. As the original manuscript is not widely available, the free-jet model is reviewed in § III.A. Downstream of the nozzle, experimental studies indicate that the potential core typically extends over 8 jet radii, and that in this region the shear layer initially spreads linearly with x while the velocity on the axis remains approximately constant. Further downstream, velocity profiles approximated as being Gaussian, and they continue to spread radially.. The flow inside the inlet duct is considered to be parallel ( § III.B). A smooth transition between the pipe flow and the free jet is realized in a small matching region downstream of the nozzle ( § III.C). 
III.A. Free jet
The parametric model of a turbulent mean jet flow developed by Sohn 35 is used in this study. A family of profiles is described, characterized by the density ratio at the inlet
and the Mach number. A third parameter 0 , characterizing the shear layer thickness at the outlet is introduced in the present study. Explicit analytical formulas are given for the length of the potential core and the evolution of the jet axial velocity u x on the centerline. The shape of the axial velocity profile is also given up to a radial scale δ(x) that remains to be determined. At each axial position, the relationship between density and axial velocity profiles is also given as a function of the density on the jet axis S(x). δ and S are chosen such that momentum and energy flux are conserved throughout the jet.
Potential core The length of the potential core is prescribed as Axial velocity profile Axial velocity profiles are assumed to be of the form
The quantity U c (x) denotes the velocity on the jet center-line: in order to fit experimental measurements it is assumed to be given by
The parameter N (x) governs the smoothness of the profile: N → ∞ corresponds to a cylindrical vortex sheet, while N = 1 corresponds to a gaussian velocity distribution. The streamwise variation of N is given by
and U c and N are represented as functions of x in figure 2.
Pressure field Pressure is assumed to be constant,
Density / temperature distribution The relation between temperature and velocity is taken from Schlichting:
where the distribution of σ is given by
to match experiments.
Momentum and energy conservation
The streamwise development of δ and S is not prescribed: these are computed so that momentum and energy fluxes through sections perpendicular to the jet axis are constant:
These expressions can be rewritten as
The invariants M and E are determined by their values at x = 0, where δ(0) = 1 and S(0) = S 0 . The ratio M/E is a function of S(x) alone and can be solved numerically. This value is then used to obtain δ(x) from momentum and energy conservation.
Thickness of the shear layer The thickness of the shear layer can be estimated through the momentum thickness
which is related to the distribution of N (x). The variations of N in the potential core are such that:
• the shear layer thickness is of the order of 0.02 at the nozzle,
• the shear-layer spreading is approximately linear in the potential core,
• it matches a Gaussian distribution at x = 1.35L: N and its first derivative are continuous.
From a numerical point of view, the treatment of such a shear layer would be expensive. The only modification to the free jet model of Sohn reviewed above is to prescribe N of the form
The parameter 0 is chosen as 0 = 0.15, which gives Θ = 0.054 at x = 0 (this value is modified by the presence of the pipe flow as explained in in § III.B). The coefficients a and b are determined in order to ensure continuity of N and N at x = 1.35L. The new distribution of N is represented in figure 2 together with the one given by (4); they have similar behavior except for the value at x = 0.
III.B. Pipe flow
Parallel pipe flow The axial velocity profile in the pipe is assumed to be of the form
The parameter N 1 characterizes the maximum slope of the velocity profile. It should be of the order of
to continuously match (8) with the jet flow velocity distribution given by (2) . An adiabatic pipe is considered, therefore uniform temperature, density and pressure distribution are assumed inside and outside the pipe. The density is respectively equal to S 0 for r ≤ 1 and 1 for r > 1. This pipe flow profile defines the momentum and energy fluxes M and E to be conserved throughout the jet. The resulting distributions of δ and S are represented in figure 3. 
III.C. Matching
Matching of pipe and jet flow Let φ denote any of the flow fields, ρ, u x or T . If φ j (r, x) is the field in the jet (given in §III.A) and φ p (r) the same field in the pipe (given in §III.B), a continuous matching between both is achieved as follows. Given a transition length x t , φ b is defined in the entire domain as
where ψ is a smooth function so that ψ(0) = 0 and ψ(1) = 1. The values of x t and N 1 are chosen such that the evolution of the momentum thickness is continuous. The resulting axial velocity field is represented in figure 4 . Radial velocity: mass conservation Only momentum and energy fluxes across sections perpendicular to the jet axis are conserved. Mass conservation is imposed locally, in order to obtain a radial velocity field u 0,r from the previously computed axial velocity and density fields using local mass conservation:
IV. Linear stability analysis
IV.A. Assumptions
The model flow defined in section III is used as a base flow for a linear stability analysis, although it is not a steady solution of the Navier-Stokes equations. Let L be the Navier-Stokes operator linearized about this base state. The dynamics of small perturbations, characterized by the state vector q = (ρ, u, E) T , are assumed to be governed by dq dt = Lq
Given the axisymmetry of the base flow, perturbations are decomposed into azimuthal Fourier modes q(r, x, θ; t) = m q m (r, x; t) exp(imθ) which can be treated independently. Let their dynamics be governed by
IV.B. Discretization
Equation (11) is discretized on an orthogonal grid. For the present study, the domain −110 ≤ x ≤ 170, 0 ≤ r ≤ 170 was discretized using 384 × 768 points. Grid stretching is kept below 4% such that numerical dispersion remains limited. Explicit centered 5 th -order finite differences in combination with a spatial filtering scheme are used for the spatial derivatives (see Berland et al. 6 ). The role of the spatial filter is to suppress the numerical instabilities arising from the use of a centered finite-difference scheme. The choice of discretization scheme is dictated by the need to accurately represent acoustic wave propagation. Non-reflecting boundary conditions given by Bogey & Bailly 8 are used together with sponge regions, as indicated in figure 5 . Time stepping is performed using a 3 rd -order Runge-Kutta algorithm. For the optimization procedures described later, the adjoint operator is needed. A discrete adjoint, i.e. the Hermitian transpose of the direct discretized operator, is used. It is applied in a matrix-free framework, as described by Fosas de Pando et al. 
IV.C. Global modes
Method Global modes q are temporal eigenmodes of the linearized Navier-Stokes equations. They verify
where ω = ω (r) + iω (i) is the complex eigenfrequency. The classical local stability approach is based on the assumption of a parallel base flow, so that perturbations can be decomposed into independent Fourier modes in the azimuthal and radial directions. Only the radial direction is discretized. This results in eigenvalue problems of moderate sizes that can be solved directly. In the global framework, the base flow is no longer assumed to be parallel and boundary conditions are taken into account in both the streamwise and crossstream directions. This results in a two-dimensional eigenvalue problem. The dimension of such a problem is easily on the order of 10 6 degrees of freedom, making the use of direct methods impossible. A limited number of eigenvectors can however be computed using variants of the Arnoldi algorithm. 20, 21 This method extracts the dominant eigenvalues, i.e. those with the largest magnitude. If it were to be applied directly to the linearized Navier-Stokes operator, it would extract modes with either a large frequency or a large decay rate, all of these being numerical artifacts. Spectral transformations are therefore employed to transform the operator L m into another operator T (L m ) so that its largest amplitude modes are physically relevant.
Edwards et al. 15 introduced the time stepper technique in the field of flow analysis. By considering the propagator T (L m ) = exp(∆T L m ), this method allows to compute the least stable modes of L m by simply coupling a time stepper to an eigenvalue solver. In the present case of a globally stable flow (i.e. with only stable modes) in an unbounded domain, this method would only capture modes belonging to continuous acoustic and vortical branches with near-zero decay rates (see Schmid & Henningson 34 for details) . In order to focus on more specific regions of the spectrum, variants of the "shift-invert" spectral transformation 21 have been applied to flow stability analysis. 2, 24, 28 In these methods, the spectral transformation is of the form T (L m ) = (L m −σId) −1 . Systems of the form (L m −σId)x = b need to be solved repeatedly. This has been done by direct methods in dense 2 and sparse 3, 4, 24 frameworks, as well as by iterative methods.
22, 31
All these methods are computationally expensive (LU decomposition for direct solvers, preconditioners for iterative solvers ), in particular in terms of memory requirements. Furthermore, they require the explicit assembly of the matrix of the operator L m (or an approximation for preconditioning). Inspired by both these methods and Selective Frequency Damping, 1 originally introduced for unstable base flow computation, a new spectral transformation has been introduced. 17 First, the operator L m is relaxed in order to stabilize modes away from a shift frequency ω 0 . The resulting composite operator is
If the dimension of L m is N ×N , the dimension of F is therefore 2N ×2N . It can be shown that if Q is a mode of F(L m ), then its first N components form a mode q of L m . Furthermore, the relaxation procedure plays the expected role and modes with frequency outside a band of width τ centered around ω 0 are stabilized.
, to an eigenvalue solver therefore provides a way to compute selected eigenmodes in a matrix-free and scalable way, and with limited memory requirements.
Results Eigenmodes have been computed for 0.5 ≤ ω (r) ≤ 1.5 (0.15 ≤ St ≤ 0.5) for axisymmetric perturbations. Only m = 0 is considered here as the preferred mode has been described as being axisymmetric. The resulting eigenvalue spectrum is displayed in figure 6 . The decay rate of the modes −ω (i) increases with the real frequency ω (r) . For three particular modes, labeled 1 to 3 in figure 6 , the azimuthal vorticity field is displayed in figure 7 . The amplitude of the perturbations grows in the streamwise direction until they reach a maximum, after which they decay slowly. For the lowest frequencies computed, this maximum is reached inside the sponge layer, the limit of which is indicated by the dashed line. As the frequency decreases, the position of maximum intensity moves upstream and the carrier wavelength decreases. This is consistent with a phase velocity of the order of half the centerline velocity. For the modes of highest frequencies presented in figure 7 , vortical structures in the self-similar region are still correctly resolved throughout the entire domain. It is also interesting to notice that modes start to exhibit significant vorticity fields (about one tenth of the maximum intensity) in the shear layer immediately downstream of the nozzle. Figure 8 displays the dilatation field (∇ · u) associated with mode number 3 in figure 6 . This acoustic field is very strongly dependent on the boundary conditions, and it is likely to still be affected by spurious reflections. Indeed, the temporal decay of the modes translates into an exponential spatial growth of the acoustic amplitude away from the source region, which imposes severe accuracy requirements for the nonreflecting boundary conditions. In the absence of such outward exponential growth, as for instance in the optimal perturbation computations presented in the next section, the implemented boundary conditions let acoustic waves exit the computational domain with minimal reflection. Tests have shown that neither the 
IV.D. Optimal perturbations
In order to measure disturbances from the base flow profile, Hanifi et al. 19 introduced the norm
designed such that its contribution from compression work is zero. Equivalently, the norm can be expressed as
Using the above norm, optimal perturbations are computed (see Reddy & Henningson 30 for details). For an objective time T , these represent the initial condition of (10) which yields the maximum energy gain at time T :
In the above equations, N 2 should be a norm so that the objective function possesses a finite maximum. The norm N 1 by contrast does not need to be definite. In the present case, N 2 is the discretization of the norm introduced in (14) with Ω being the entire numerical domain. For N 1 , Ω only encompasses the physical domain, i.e. sponge layers do not contribute to the norm.
Numerical implementation Let M 1 and M 2 be matrices such that
and P be a discretization of the propagator exp(T L m ). In discrete form, (15) can be rewritten as q T,m max = arg max q to a vector is straightforward. The action of T is computed in a matrix-free framework 14 and coupled with the KrylovSchur solver in SLEPc (See Hernandez et al. 20 for details)
Results For azimuthal wave numbers m = 0, 1, 2, 3, optimal perturbations were computed for different time horizons 1 ≤ T ≤ 50. In nearly all cases (with the exception of m = 0 and T = 50 discussed later), the optimal perturbation takes the form of a vortical wave packet localized inside the duct near the nozzle exit. This wave packet experiences transient growth as it travels downstream. This convection is visualized in figure 9 in terms of the contribution to the norm of a position x,
The convection velocity is found to be near half the center-line velocity, and it decreases as the wave packet moves downstream. Figure 10 shows the velocity perturbation u x for m = 1 and T = 40 (most amplified case) at t = 0 and 40. In figure 11 , the time evolution of the norm of optimal perturbations is represented in dashed lines for each of the optimal initial conditions. The solid line represents the envelop function G m (T ) as a function of the time horizon.
Axisymmetric perturbations (figure 11a) display a different behavior than cases with m = 0. For m = 0, perturbations grow fast over a time interval of the order of the convection time across the potential core, as shown in figure 11a. They then decay quickly, much faster than the jet least damped eigenmode, which is characteristic of a non-modal behavior. For m = 0, perturbations decay much slower after reaching their maximum amplitude. The highest gain G m (T ) is achieved for m = 1 and T = 40, and this maximum occurs for t ≈ 35. At this instant, the wave-packet is far downstream of the potential core. This observation is consistent with local findings, i.e. Michalke, 25 that helical modes may be locally unstable even for bell-shaped velocity profiles.
For all time horizons, the largest gains are observed for m = 1, followed by m = 2 and m = 3. Axisymmetric perturbations are always the least amplified in our calculations. This dominance of helical perturbations suggests the importance of the lift-up mechanism.
The nature of the optimal perturbation for m = 0 and T = 50 is totally different: it consists of an incoming acoustic wave, which reaches the nozzle exit around t = 40 and gives rise to vortical perturbations in the shear layer, which are amplified as they travel downstream.
V. Conclusion
The effects of non-parallelism on the linear global stability of subsonic jets have been considered. Axisymmetric global modes provide some understanding of the nature of the preferred mode. It cannot be understood as the least damped eigenmode as the present results show that as far as shear layer modes are considered, the least damped modes are localized far downstream of the potential core, i.e in a region where coherent structures are not observed. However, as the frequency of the modes increases, vortical structure start to be present in the potential core. Although additional results are needed, this suggests that the preferred mode could be understood by considering both the mode decay rate and its streamwise localization.
The non-normal study has shown that perturbations with an azimuthal wave number m = 1 exhibit the largest transient growth. These perturbations are fully three dimensional, and different transient growth 
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