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Abstract
This work studies the direct and inverse fixed energy scattering problem for
the two-dimensional Schro¨dinger equation with rather general nonlinear index of
refraction. In particular, using the Born approximation we prove that all singulari-
ties of the unknown compactly supported potential from L2 space can be obtained
uniquely by the scattering data with fixed positive energy. The proof is based on
the new estimates for the Faddeev Green’s function in L∞(R2) space.
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1 Introduction
We consider the nonlinear generalized Schro¨dinger equation in R2
−∆u(x) + h(x, |u(x)|)u(x) = k2u(x), k ∈ R (1)
where k2 > 0 is fixed and the potential function h has some specific properties which we
will mention later.
In order to formulate the scattering data we consider scattering solutions of (1) of the
form
u(x, k, θ) = u0(x, k, θ) + usc(x, k, θ)
where u0(x, k, θ) = e
ik(x,θ) is the incident wave with direction θ ∈ S1 := {x ∈ R2 : |x| = 1}
and usc(x, k, θ) is the scattered wave. The scattered wave must satisfy the Sommerfeld
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radiation condition at infinity. These solutions are the unique solutions of the Lippmann–
Schwinger equation
u(x, k, θ) = eik(x,θ) −
∫
R2
G+k (|x− y|)h(y, |u|)u(y)dy, (2)
where G+k is the outgoing fundamental solution of the two dimension Helmholtz equation
and is defined as
G+k (|x|) =
i
4
H
(1)
0 (|k||x|),
where H
(1)
0 is the Hankel function of the first kind and zero order. Recall that the function
G+k is the kernel of the integral operator (−∆− k2 − i0)−1.
In [15] it was established the asymptotic form of the scattering solutions for fixed
k ≥ k0 > 0 and for all θ′, θ ∈ S1, which gives access to scattering data
u = u0 − 1 + i
4
√
pi
k−
1
2 |x|− 12 eik|x|A(k, θ′, θ) + o
( 1
|x| 12
)
, |x| → ∞,
where θ, θ′ = x
|x|
∈ S1 and the function A(k, θ′, θ) is called the scattering amplitude and
is defined as
A(k, θ′, θ) :=
∫
R2
e−ik(θ
′,y)h(y, |u|)u(y)dy,
where θ′ is called the direction of observation.
In two dimensions in the case of linear Schro¨dinger operator the first uniqueness and
reconstruction algorithm was proved by Nachman [9] via ∂¯-methods for potentials of
conductivity type. Note that Grinevich and Novikov [7] showed that in two dimensions
there are nonzero real potentials of the Schwartz class with zero amplitude at fixed energy.
Sun and Uhlmann [16] proved uniqueness for potentials satisfying nearness conditions to
each other. A global uniqueness result for the linear Schro¨dinger equation with fixed
energy was proved only in 2008 by Bukhgeim [3] for compactly supported potentials from
Lp, p > 2. Bukhgeim’s result has since been improved and extended to treat related
inverse problems (see for example [2, 8]). For the nonlinear two-dimensional Schro¨dinger
operator with very general nonlinear potential function h three very well-known inverse
scattering problems were successfully solved by Fotopoulos, Harju and Serov (see [15]
and [5]). They considered general scattering, backscattering and fixed angle scattering
problems. It turned out that (as we can see in this article) inverse fixed energy scattering
problem is much more difficult than the others. The result of the present work slightly
generalizes the linear case to special type of the nonlinearity.
It can be mentioned here that in [14] a nonlinear model (for fixed energy scattering
problem) was studied in a three-dimensional case.
This work is organized as follows. In section 2 we examine the direct scattering
problem and prove the existence and uniqueness of special type of solution, called complex
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geometrical optics (CGO solution ). Section 3 discusses the inverse scattering problem
where we apply the Born approximation method to recover the main singularities of the
unknown function.
We use the following definition for the two-dimensional Fourier transform and its
inverse
(Ff)(ξ) =
∫
R2
ei(x,ξ)f(x)dx
(F−1f)(x) = 1
4pi2
∫
R2
e−i(x,ξ)f(ξ)dξ.
The inner product in the Euclidean space R2 is (x, ξ) = x1ξ1 + x2ξ2 where x = (x1, x2)
and ξ = (ξ1, ξ2) ∈ R2.
2 The direct problem
In fixed energy scattering problems crucial role plays the Faddeev Green’s function
gz(x) :=
1
4pi2
∫
R2
e−i(x,ξ)
ξ2 + 2(z, ξ)
dξ,
where z ∈ C2 with (z, z) = 0. This function gz(x) is the fundamental solution of the
following operator with constant coefficients
−∆− 2i(z,∇).
The following basic result which is proved in [14] will be used in what follows. We assume
that Ω ⊂ R2 is a bounded domain and we extend f by zero outside of Ω.
Proposition 1. For any γ < 1 there exists constant cγ > 0 such that for any f ∈ L2(Ω)
and for |z| > 1,
‖gz ∗ f‖L∞(R2) ≤
cγ
|z|γ ‖f‖L2(Ω) ,
where the symbol ∗ denotes the convolution.
The estimate above allow us to prove the existence of complex geometrical optics
(CGO) solutions or sometimes also called exponentially growing solutions, for the homo-
geneous nonlinear Schro¨dinger equation
−∆u(x) + h(x, |u(x)|)u(x) = 0. (3)
Such type of solutions were first introduced by Faddeev in [4]. In order to define the CGO
solutions we introduce a complex parameter z and look for solutions of the form
u(x, z) = ei(x,z)
(
1 +R(x, z)
)
, (4)
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with (z, z) = 0 that satisfy the equation (3). In [9] Nachman proved that in the linear case
there exists a unique CGO solution for any z ∈ C2 \ {0} and satisfies some asymptotic
condition.
Let us discuss the construction of these solutions. Applying (4) to (3) we obtain
−∆R− 2i(z,∇)R + h(x, |ei(x,z)(1 +R)|)(1 +R) = 0 (5)
and using the Faddeev Green’s function we can write
R(x, z) = −
∫
R2
gz(x− y)h(y, |ei(y,z)(1 +R(y, z)|))(1 +R(y, z))dy. (6)
We are now in position to prove the existence and the uniqueness of CGO solution
for the equation (3). We assume that the potential function h is compactly supported in
Ω ⊂ R2 and has the following properties:
1. |h(x, s)| ≤ α(x), α ∈ L2(Ω), s ∈ R+.
2.
∣∣h(x, |ei(x,z)(1 +R1)|)− h(x, |ei(x,z)(1 +R2)|)∣∣ ≤ β(x)∣∣R1 − R2∣∣, β ∈ L2(Ω), for any
R1, R2 ∈ L∞(R2) and for any z ∈ C2.
We assume here also that ‖α‖L2(Ω) > 0 and ‖β‖L2(Ω) > 0.
Theorem 1. Under the above conditions for the potential function h there exists a con-
stant C0 > 0 such that for all |z| ≥ C0 the equation (6) has a unique solution in the space
L∞(R2) and this solution can be obtained as limj→∞Rj in L
∞(R2) with R0 = 0 and with
Rj(x, z) := −
∫
R2
gz(x− y)h(y, |ei(y,z)(1 +Rj−1(y, z)|))(1 +Rj−1(y, z))dy, j = 1, 2, ...
Moreover the following estimates hold
‖R‖L∞(R2) ≤
c
|z|γ , ‖R −Rj‖L∞(R2) ≤
c
|z|γ(j+1) , j = 0, 1, 2, ... (7)
with some constant c > 0 and with γ as in Proposition 1.
Proof. We consider the ball Bρ(0) := {R ∈ L∞(R2) : ‖R‖L∞(R2) ≤ ρ}, for some ρ > 0
(which will be defined later) and the operator T : Bρ(0)→ Bρ(0) by
T (R) := −
∫
R2
gz(x− y)h(y, |ei(y,z)(1 +R(y, z)|))(1 +R(y, z))dy.
Our aim is to apply Banach’s fixed point theorem for the operator T . Therefore we have
to show that T : Bρ(0) → Bρ(0) and also that T is a contraction. Firstly we will show
that T maps Bρ(0) into itself. Let R ∈ Bρ(0), applying Proposition 1 we obtain
‖T (R)‖L∞(R2) ≤ cγ|z|γ ‖α‖L2(Ω) (1 + ‖R‖L∞(R2))
≤ (1 + ρ) cγ|z|γ ‖α‖L2(Ω) .
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Since we want ‖T (R)‖L∞(R2) ≤ ρ, we require that
(1 + ρ)cγ ‖α‖L2(Ω)
|z|γ ≤ ρ ⇐⇒ ρ ≥
cγ ‖α‖L2(Ω)
|z|γ − cγ ‖α‖L2(Ω)
(8)
for |z|γ > cγ ‖α‖L2(Ω).
It remains to show that T is a contraction, i.e.
‖T (R1)− T (R2)‖L∞(R2) ≤ q‖R1 −R2‖L∞(R2), q < 1.
Let R1, R2 ∈ Bρ(0) then we obtain
‖T (R1)− T (R2)‖L∞(R2) ≤ cγ|z|γ ‖β‖L2(Ω) ‖R1 − R2‖L∞(R2)
+ ρ
cγ
|z|γ ‖β‖L2(Ω) ‖R1 −R2‖L∞(R2) +
cγ
|z|γ ‖α‖L2(Ω) ‖R1 − R2‖L∞(R2)
=
cγ
|z|γ
(
(ρ+ 1) ‖β‖L2(Ω) + ‖α‖L2(Ω)
)‖R1 − R2‖L∞(R2).
In order for T to be a contraction we require that
cγ
|z|γ
(
(ρ+ 1) ‖β‖L2(Ω) + ‖α‖L2(Ω)
)
< 1
or
ρ <
|z|γ − cγ(‖β‖L2(Ω) + ‖α‖L2(Ω))
cγ ‖β‖L2(Ω)
(9)
for |z|γ > cγ(‖β‖L2(Ω) + ‖α‖L2(Ω)). Let us choose now |z| and ρ as follows
|z| ≥
(
cγ(‖β‖L2(Ω) + 2 ‖α‖L2(Ω))
) 1
γ
:= C0, (10)
‖α‖L2(Ω)
‖β‖L2(Ω) + ‖α‖L2(Ω)
< ρ <
‖α‖L2(Ω)
‖β‖L2(Ω)
. (11)
It is not so hard to check that with this choice of ρ and |z| the conditions of (8) and (9)
are satisfied. Hence, due to Banach’s fixed point theorem (see, for example, [19]), in any
ball Bρ(0) ⊂ L∞(R2) with ρ from (11) and for all |z| which satisfies (10), equation (3) has
a unique CGO solution. Lastly, it’s easy to check that the estimates (7) hold.
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3 The inverse problem
Next we define what is called as the scattering transform of the potential function h,
first considered by Beals and Coifman [1] and Ablowitz and Nachman [10] for the linear
Schro¨dinger operator
Th(ξ) :=
∫
R2
ei(x,ξ)h(x, e0|(1 +R(x, z)|)(1 +R(x, z))dx, |ξ| ≥
√
2C0,
Th(ξ) := 0, |ξ| <
√
2C0,
where constant C0 from (10), e0 := |ei(x,z)| = e 12 (x1ξ2−x2ξ1), z = 12(ξ − iJξ) and J =(
0 1
−1 0
)
. We denote this new constant
√
2C0 (for simplicity) again by C0.
It can be obtained that
Th(ξ) = lim
j→∞
Th,j(ξ) = lim
j→∞
∫
R2
ei(x,ξ)h(x, e0|(1 +Rj(x, z))|)(1 +Rj(x, z))dx,
where the limit is uniform in ξ ∈ R2.
By following the same technique as in Gilbarg and Trudinger [6] (see theorems 11.4
and 11.8, pp. 281-288) we may prove that the Dirichlet boundary value problem for
equation (3) with the boundary condition f from Sobolev space W t2(∂Ω), t >
1
2
, has a
unique solution u from Sobolev space W s2 (Ω), s > 1. Thus, we may define the Dirichlet-to-
Neumann map by Λhf = ∂νu, where ν denotes the outward normal vector at the boundary
and ∂ν is the normal derivative. The main fact here is (we use the classical scheme as
it is in linear case): the scattering amplitude A(k0, ϑ
′, ϑ) with fixed k20 > 0 uniquely
determines the Dirichlet-to-Neumann map Λh−k2
0
(see[12], [17] and [18] for details) and
the Dirichlet-to-Neumann map in turn uniquely determines the scattering transform Th
as a function of ξ. This fact is proved in the following lemma.
Lemma 1. The scattering transform Th(ξ) depends only on boundary values of R and
∂R
∂ν
i.e. the Dirichlet-to-Neumann map determines the scattering transform uniquely.
Proof. Recalling (5) and denoting by r = |ei(·,z)(1 +R)| we have
∆R + 2i(z,∇)R = h(x, r)(R + 1)⇒∫
Ω
ei(x,ξ)∆R + ei(x,ξ)2i(z,∇)Rdx =
∫
Ω
ei(x,ξ)h(x, r)(R + 1)dx =: Th(ξ).
Making use of the formulas
∇(2izei(x,ξ)R) = R∆ei(x,ξ) + 2izei(x,ξ)∇R, 2(z, ξ) = (ξ, ξ)
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and the Green’s identity we derive
Th(ξ) =
∫
∂Ω
(
ei(x,ξ)
∂R
∂ν
− R∂e
i(x,ξ)
∂ν
+ 2i(z, ν)ei(x,ξ)R
)
dσ(x).
We are now in position to define the Born approximation of the potential function h.
Definition 1. The inverse fixed energy scattering Born approximation qfB(x) of the po-
tential function h is defined by
qfB(x) := F−1(Th(ξ))(x),
where F−1 is the inverse Fourier transform and where the equality is understood in the
sense of tempered distributions.
We write the inverse Born approximation as
qfB(x)− h0(x) = qfB(x)− qfB,1(x) + qfB,1(x)− h0(x),
where h0(x) is defined as
h0(x) := F−1
(
Th,0(ξ)
)
(x) = F−1
(∫
R2
ei(x,ξ)h(x, e0)dx
)
(x).
The main goal of this work to prove the following result.
Theorem 2. (Main theorem) Under the foregoing and subsequent conditions for the po-
tential function h
qfB(x)− h0(x) ∈ H t(R2),
for any t < 1 and modulo C∞(R2)-functions.
Remark 1. The embedding theorem for Sobolev spaces says that the difference qfB(x) −
h0(x) belongs to L
q(R2) for any q < ∞ by modulo C∞(R2)-functions. It means that all
singularities from Lploc(R
2), p < ∞, of unknown function h0 can be obtained exactly by
the Born approximation which corresponds to the inverse scattering problem with fixed
positive energy.
In what follows it will be required an explicit form of the term R1(x, z). In order to
obtain such a form we use the so-called ∂¯ approach to inverse scattering. If we choose z
as in Definition 1 and Lemma 1 then a straightforward computation shows that
2∂¯(2∂ + (ξ2 + iξ1))R1 = h(x, e0)
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where
∂¯ =
1
2
(
∂x1 + i∂x2
)
, ∂ =
1
2
(
∂x1 − i∂x2
)
.
This formula leads to
R1 =
1
2
(ξ2 + iξ1)
−1(∂¯−1h(x, e0)− e−i(x,ξ)∂−1(ei(x,ξ)∂∂¯−1h(x, e0))). (12)
The following results by Nirenberg and Walker [11] will be used.
Proposition 2. Let p > 1, δ ∈ R with −2
p
< δ < 1− 2
p
. Then
(∂¯−1)f(ξ) = −1
pi
∫
R2
f(η)
η − ξdη
defines a bounded operator from Lpδ+1(R
2) to W 1p,δ+1(R
2).
Proposition 3. Let p, δ as above.Then
(∂∂¯−1)f(ξ) = −1
pi
p.v.
∫
R2
f(η)
(η − ξ)2dη
defines a bounded operator from Lpδ+1(R
2) to Lpδ+1(R
2).
Lemma 2. Under the conditions for the potential function h as in Theorem 1, the differ-
ence qfB(x)− qfB,1(x) belongs to the Sobolev space H t(R2) for any t < 1.
Proof.
‖qfB(x)− qfB,1(x)‖2Ht(R2) = ‖(1 + |ξ|2)
t
2F(qfB(x)− qfB,1(x))(ξ)‖2L2(R2)
=
∫
|ξ|>C0
(1 + |ξ|2)t
∣∣∣
∫
R2
ei(x,ξ)(h(x, e0|1 +R|)(1 +R)− h(x, e0|1 +R1|)(1 +R1))dx
∣∣∣2dξ.
Denoting the inner integral by I we estimate
|I| ≤
∫
R2
(
|h(x, e0|1 +R|)− h(x, e0|1 +R1|)|+ |h(x, e0|1 +R|)− h(x, e0|1 +R1|)||R1|
+ |h(x, e0|1 +R|)||R− R1|
)
dx
≤‖β(x)‖L1(Ω)‖R− R1‖L∞(R2) + ‖β(x)‖L1(Ω)‖R1‖L∞(R2)‖R− R1‖L∞(R2)
+ ‖α(x)‖L1(Ω)‖R− R1‖L∞(R2)
≤ c|ξ|2γ ,
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where |ξ| > C0. Here we used the fact that a compact supported function from L2-space
belongs also to L1-space. So, we have
‖qfB(x)− qfB,1(x)‖2Ht(R2) ≤ c
∫
|ξ|>C0
(1 + |ξ|2)t
|ξ|4γ dξ.
The last integral converges for 4γ − 2t > 2 or t < 2γ − 1 and since γ < 1 we finally get
that qfB(x)− qfB,1(x) ∈ H t(R2) for t < 1.
In order to investigate the term qfB,1 − h0 from the Born approximation we assume a
little bit more about the potential function h. Namely, we assume formerly the following
Taylor expansion
h(x, e0(1 + s)) = h(x, e0) + ∂sh(x, e0(1 + s))|s=0s+O(β1(x)s2),
where |∂sh(x, e0(1 + s))|s=0| ≤ β1(x) and O(β1(x)s2) with β1(x) ∈ L2(Ω) and with small
s in the neighborhood of zero and where O is uniform in x ∈ Ω and such s.
Lemma 3. Under the above conditions for the potential function h the term qfB,1 − h0
belongs to H t(R2) for any t < 1 modulo C∞(R2).
Proof. Let us denote by s = |1 +R1(x, z)| − 1. Since R1(x, z)→ 0 as |z| → ∞ uniformly
in x ∈ R2 then s is small enough. Recalling that Th,1(ξ) = 0 for |ξ| < C0 and denoting by
χ(ξ) the characteristic function of the set {ξ ∈ R2 : |ξ| > C0} we obtain
qfB,1(x) = F−1
(
χ(ξ)
∫
R2
ei(x,ξ)h(x, e0|1 +R1|)(1 +R1)dx
)
(x)
= h0(x) + F−1
(
(χ(ξ)− 1)Th,0(ξ)
)
(x)
+ F−1
(
χ(ξ)
∫
R2
ei(x,ξ)
(
h(x, e0(1 + s))− h(x, e0)− ∂sh(x, e0(1 + s))|s=0s
)
dx
)
(x)
+ F−1
(
χ(ξ)
∫
R2
ei(x,ξ)
(
h(x, e0(1 + s))R1 + ∂sh(x, e0(1 + s))|s=0s
)
dx
)
(x)
= h0(x) + F−1
(
(χ(ξ)− 1)Th,0(ξ)
)
(x) + F−1
(
χ(ξ)
∫
R2
ei(x,ξ)O(β1(x)s2)dx
)
(x)
+ F−1
(
χ(ξ)
∫
R2
ei(x,ξ)
(
h(x, e0(1 + s))R1 + ∂sh(x, e0(1 + s))|s=0s
)
dx
)
(x)
=: h0(x) + I1 + I2 + I3.
The term I1 is the Fourier transform of compactly supported distribution and thus, it is
C∞-function in R2. Since s2 = O(|R1|2) then
|FI2| ≤ c|ξ|2γ , |ξ| > C0,
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and I2 can be estimated in the Sobolev space H
t(R2)as follows
‖I2‖2Ht(R2) = ‖(1 + |ξ|2)
t
2FI2‖2L2(R2) ≤ c
∫
|ξ|>C0
(1 + |ξ|2)t
|ξ|4γ dξ <∞
for any t < 1.
For the term I3 we have the representation
I3 = F−1
(
χ(ξ)
∫
R2
ei(x,ξ)
(
h(x, e0|1 +R1|)R1 + ∂sh(x, e0(1 + s))|s=0ReR1 +O(β1(x)|R1|2)
)
dx
)
(x)
=: I
′
3 + I
′′
3 + I
′′′
3 ,
where we have used that
s = |1 +R1| − 1 = 2ReR1 + |R1|
2
|1 +R1|+ 1 = ReR1 +O(|R1|
2).
The term I
′′′
3 belongs to the Sobolev space H
t(R2) for any t < 1. The proof is completely
the same as for the term I2. Substituting the representation (12) for R1 into I
′
3 we get
I
′
3 = F−1
(
χ(ξ)
∫
R2
ei(x,ξ)h(x, e0|1 +R1|)R1dx
)
(x)
= F−1
(
χ(ξ)
∫
R2
ei(x,ξ)h(x, e0|1 +R1|)1
2
(ξ2 + iξ1)
−1∂¯−1h(x, e0)
)
dx
− F−1
(
χ(ξ)
∫
R2
1
2
(ξ2 + iξ1)
−1h(x, e0|1 +R1|)∂−1(ei(x,ξ)∂∂¯−1h(x, e0))dx
)
(x)
=
c1
z¯
∗ F−1
(
χ(ξ)
∫
R2
ei(x,ξ)h(x, e0|1 +R1|)∂¯−1h(x, e0)dx
)
(x)
+
c2
z¯
∗ F−1
(
χ(ξ)
∫
R2
h(x, e0|1 +R1|)∂−1
(
ei(x,ξ)∂∂¯−1h(x, e0)
)
dx
)
(x)
=: w1 + w2,
where z = y1 + iy2, F(1z )(ξ) = 1iξ1−ξ2 and c1, c2 are some known constants.
We assume now in addition a little bit more about the nonlinearity h (mostly in order
to avoid the technical problems). Namely, we assume that for |ξ| > C0 the following
asymptotical representations hold:
h(x, e0) =
∞∑
j=0
αj(x)
|ξ|j and h(x, e0|1 +R1|) =
∞∑
j=0
αj(x)
|ξ|j ,
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where |αj(x)| ≤ α(x)/2 and |α˜j(x)| ≤ α(x)/2, where α is the same as in Theorem 1.
These assumptions can also be written as follows
h(x, e0) = α0(x) +
α(x)
|ξ| O(1) and
h(x, e0|1 +R1|) = α˜0(x) + α(x)|ξ| O(1),
where O(1) depends uniformly on x.
Substituting the above formulas into w1 yields
w1 =
c
z¯
∗ F−1
(
χ(ξ)
∫
R2
ei(x,ξ)
(
α˜0(x) +
α(x)
|ξ| O(1)
)
∂¯−1
(
α0(x) +
∞∑
j=1
αj(x)
|ξ|j
)
dx
)
(x)
=
c
z¯
∗ α˜0(x)∂¯−1α0(x) + c
z¯
∗ F−1(χ− 1) ∗ α˜0(x)∂¯−1α0(x)
+
c
z¯
∗ F−1
(χ(ξ)
|ξ|
∫
R2
ei(x,ξ)α˜0(x)∂¯
−1
∞∑
j=1
αj(x)
|ξ|j−1dx
)
(x)
+
c
z¯
∗ F−1
(χ(ξ)
|ξ|
∫
R2
ei(x,ξ)α(x)O(1)∂¯−1α0(x)dx
)
(x)
+
c
z¯
∗ F−1
(χ(ξ)
|ξ|2
∫
R2
ei(x,ξ)α(x)O(1)∂¯−1
∞∑
j=1
αj(x)
|ξ|j−1dx
)
(x).
Proposition 2 and the Sobolev embedding theorem provide that the product
α˜l(x)∂¯
−1αm(x), l, m = 0, 1, . . . belongs to
L2comp(R
2) ·W 12,δ+1(R2) ⊂ Ltcomp(R2)
for any 1 ≤ t < 2. Thus, by Proposition 2 the first term belongs to W 1t,δ+1(R2), t < 2.
Here 1+ δ can be chosen actually equal to 0 since t < 2. For the second term in this sum
we first remark that F−1(χ − 1) belongs to the weighted space L2σ(R2) with σ < 12 and
therefore it belongs to usual Lebesgue space Lp(R2) with 4
3
< p < 2. This fact implies
(due to Hausdorff-Young inequality for convolution) that
F−1(χ− 1) ∗ α˜0(x)∂¯−1α0(x) ∈ Lr(R2)
with any 4
3
< r < 2. Hence, application of Proposition 2 gives again that the second
term belongs to W 1t (R
2), 4
3
< t < 2. The rest terms belong to W 12,σ(R
2) with any σ > 0.
It follows from the fact that the integrand in the inverse Fourier transform belongs to
L2(R2). Then the application of the Hausdorff-Young inequality for Fourier transform
and Proposition 2 gives us that w1 ∈ W 1r (R2), r < 2.
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We now turn to the integral in w2 which can be investigated somehow by the same
manner as w1. Indeed, let us first write the integral in x as follows
∫
R2
(
α˜0(x) +
α(x)
|ξ| O(1)
)
∂−1
(
ei(x,ξ)∂∂¯−1
(
α0(x) +
∞∑
j=1
αj(x)
|ξ|j
))
dx
=
∫
R2
α˜0(x)∂
−1
(
ei(x,ξ)∂∂¯−1α0(x)
)
dx
+
1
|ξ|
∫
R2
α˜0(x)∂
−1
(
ei(x,ξ)∂∂¯−1
∞∑
j=1
αj(x)
|ξ|j−1
)
dx
+
1
|ξ|
∫
R2
α(x)O(1)∂−1(ei(x,ξ)∂∂¯−1α0(x))dx
+
1
|ξ|2
∫
R2
O(1)α(x)∂−1(ei(x,ξ)∂∂¯−1
∞∑
j=1
αj(x)
|ξ|j−1
)
dx.
Each integral above can be treated (as the first one) as follows. According to Propo-
sition 2 we have∫
R2
α˜0(x)∂
−1
(
ei(x,ξ)∂∂¯−1α0(x)
)
dx
= −1
pi
∫
R2
α˜0(x)
∫
R2
ei(η,ξ)∂∂¯−1α0(η)
η¯ − x¯ dηdx
= −1
pi
∫
R2
ei(η,ξ)∂∂¯−1α0(η)
∫
R2
α˜0(x)
η¯ − x¯dxdη
= −
∫
R2
ei(η,ξ)∂∂¯−1α0(η)∂
−1α˜0(η)dη
= −F
(
∂∂¯−1α0(x)∂
−1α˜0(x)
)
(ξ).
We used the Fubini’s theorem since
∫
R2
|α˜0(x)|
∫
R2
∣∣∣∂∂¯−1α0(η)
η¯ − x¯
∣∣∣dηdx <∞.
Hence,
12
w2 =
c
z¯
∗ ∂∂¯−1α0(x)∂−1α˜0(x) + c
z¯
∗ F−1(χ− 1) ∗ ∂∂¯−1α0(x)∂−1α˜0(x)
+
c
z¯
∗ F−1
(χ(ξ)
|ξ|
∫
R2
ei(x,ξ)∂∂¯−1
∞∑
j=1
αj(x)
|ξ|j−1∂
−1α˜0(x)dx
)
(x)
+
c
z¯
∗ F−1
(χ(ξ)
|ξ|
∫
R2
ei(x,ξ)∂∂¯−1α0(x)∂
−1
∞∑
j=1
α˜j(x)
|ξ|j−1dx
)
(x)
+
c
z¯
∗ F−1
(χ(ξ)
|ξ|2
∫
R2
ei(x,ξ)∂∂¯−1
∞∑
j=1
αj(x)
|ξ|j−1∂
−1
∞∑
j=1
α˜j(x)
|ξ|j−1dx
)
(x).
Now applying Proposition 2, Proposition 3 and Sobolev embedding theorem we have
that the product ∂∂¯−1αl(x)∂
−1α˜m(x), l, m = 0, 1, . . . belongs to L
q(R2) for any q < 2.
Further steps and the results are completely the same as for w1. The term I
′′
3 can be
estimated by the same manner as the term I
′
3 if we assume the same additional condition
for ∂sh(x, e0(1 + s))|s=0 as we have assumed for h(x, e0) (these two conditions are very
connected to each other). Thus,
qfB,1(x)− h0(x) ∈ C∞(R2) +H t(R2) +W 1r (R2)
with t < 1 and r < 2. But W 1r (R
2) for r < 2 is embedded in H t(R2) for t < 1, therefore
Lemma 3 is completely proved.
Now we are in the position to prove the main theorem, i.e. Theorem 2.
Proof. Since
qfB(x)− h0(x) = qfB(x)− qfB,1(x) + qfB,1(x)− h0(x)
then Lemma 2 and Lemma 3 imply that
qfB(x)− h0(x) ∈ H t(R2)
with any t < 1 by modulo C∞(R2)-functions. Thus, Theorem 2 is proved.
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