ABSTRACT An innovative multi-attribute decision making (MADM) approach is put forward in this paper, which is demonstrated to be more precise than other methods currently available, especially, when the evaluations given by the decision maker(s) involve the complexity of time dependent and interdependent data. As for dynamic MADM interval-valued intuitionistic fuzzy environments with the time and attribute weights completely unknown, the new approach achieves the precision improvement by overcoming the drawbacks, the traditional geometric average operator existing: these fail to consider the relationships of the integrated data as well as the influences of attribute weights and time preference factor. The new method is systematically defined in a seven step approach; steps within the approach consist of the definition of multiperiod power-weighted geometric average operators and relative optimization models to compute attribute weights and time weights. A case analysis on the option of a superior company about venture capital funding is provided to demonstrate the method proposed; validation studies present a quantitative cross-comparison study and a sensitivity analysis of the new approach.
I. INTRODUCTION
In economics, management science, and engineering, the theoretic analysis of multi-attribute decision making (MADM) has extensive applications of recent years [1] - [5] . In a decision-making process, a comprehensive analysis over a series of n alternatives, or standard, is made using pairwise comparisons. The decision maker(s) (DM) uses these results to make a choice, thereby establishing a decision mechanism to minimize risk or cost as much as possible. As the realworld decision-making problems are of inherent complexity and uncertainty, it cannot cover the satisfaction with DM to provide his/her judgment only relying on accurate numbers. To express and analyze this uncertainty and ambiguity, a body of work has been presented in the area of fuzzy sets. The initial work fuzzy sets (FSs) put forward by Zadeh [6] makes it easier to present fuzzy information with a membership function. Nevertheless, since there is just a membership function of FS, some ambiguous circumstances may be too sophisticated to character. For instance, consider an assessment issue involving a group of 10 people that are asked to indicate the degree to which they believe a statement is true. If eight of the participants respond, these values can be captured with the membership function. However, the non-respondents cannot be explicitly captured. Therefore, the intuitionistic fuzzy sets (IFSs) theory then was proposed by Atanassov [7] to improve the ability of describing some ambiguous circumstances. An IFS is a union of the functions of a membership and a non-membership. Apparently, the IFS has an advantage over the FS to give a detailed account of fuzzy information. Moreover, there are some MADM problems in practice that sometimes cannot be settled with quantitative analysis, yet can be addressed using intervals. Just as well, the IFSs thus were developed into the interval-valued intuitionistic fuzzy sets (IVIFSs) by Atanassov and Gargov [8] . As involving non-membership and hesitancy degree, DMs prefer IFSs and IVIFSs to deliver their satisfaction and disaffection degrees against accurate inputs, FSs, or linguistic variables [9] . Therefore, various studies about MADM problems in case of intuitionistic fuzzy (IF) or interval-valued intuitionistic fuzzy (IVIF) circumstances emerge [10] - [16] .
As one of the classical and proverbially used approaches in tackling MADM problems, the aggregation functions of operators have evolved from time [17] - [19] . Especially, the operators applied to IVIFS environment have drawn extensive attentions [20] - [27] . However, the commonly used aggregating operators often do not catch the intricately detailed nuances that the DM wants to convey in the data fusion. As a matter of fact, for certain real-life decision problems, particularly referring to interdependent data, the relationship bulks large between the variables being fused [28] . Taking the relevance to data being handled into consideration might be a great boon to these fusion processes of its additional intelligence [29] . Steps to further advance the state-of-the-art in this direction were reported by Yager [30] , where a new poweraverage (PA) operator was proposed as a carrier to supply more additional information about the relevance in the data fusion. Based on this, power-geometric (PG) operator and power-weighted geometric average (PWGA) operator were then proposed by Xu and Yager [31] , which were applied to the group MADM furthered. Compared with PA and PG operators, the PWGA operator can gain more comprehensive evaluations over different criteria. Thereby, for the sake of disposing the MADM problems with interdependent data on the basis of IVIFS, we elicit the PWGA operator operation mechanism under IVIF circumstances.
More often, once the MADM problems involve time dependent, the solution usually becomes sophisticated at the end. Yager [32] proposed a dynamic comprehensive evaluation method, which reflected the dynamic decision-making process from the perspective of time dimension of indicators. Chen [33] et al. presented a dynamic multi-attribute decision making method and applied it to a large-Scale Web service composition problem. Whereas Li et al. [34] introduced the time sequence preference to dynamic intuitionistic MADM. However, there is no literature by far doing research on the MADM problems, addressing the complexity of time dependent and interdependent IVIF data.
To return the final decision result, the weighting vector, representing the corresponding importance of certain criterion, cannot escape. The analytic hierarchy process (AHP) method developed by Satty is one of the most common used tool to gain the weighting vector and has been extensively applied to many fields [35] , [36] . Actually, often the weighting vectors in real life fail to be acquired. Consequently, to generate weights, some special and reasonable approaches are necessary in such cases. Thus, in this paper, in light of requirements of the proposed method, we give the relative solution of weighting vectors.
The analysis of this literature reveals a gap; this study developed a detailed aggregation process with the proposed multi-period IVIFS power-weighted geometric average operators, where two weighting vectors are in demand, one for the attributes and another for the time factor.
The main contributions this paper made are:
• The PWGA operator is extended to address dynamic MADM problems in terms of IVIF environment, in which two form PWGA operators, the static one and the dynamic one are proposed along with corresponding properties. Moreover, in view of the initial data given in the form of IVIFNs, we give a proof that the final aggregation values of both operators are still IVIFNs.
• A new maximum deviation optimization model is proposed to obtain attribute weights based on IVIF distance, which makes the attribute weights more accord with the fact. Meanwhile, the time preference is quantized for convenient calculation. Combined the quantized distinction of the alternatives to temporal data with the existing information entropy method, the time weights are then gathered.
• A new, seven steps method is defined. First, standardize the decision making information. Then, derive the attribute weights and the time weights with the nonlinear programming models. Moreover, the integrated aggregation values are derived from the dynamic PWGA operator by concentrating each period static aggregation value. The next step is to compute the score and accuracy values of each alternative with score and accuracy function of IVIFN. Ranking alternatives in line with the results of the fourth step is in the fifth step. The sixth and the last step are to choose the most appropriate option(s).
• As venture capital (VC) firms selection is a classical MADM problem which involves numerous decision information as well as dynamic characteristic, therefore we should consider the relationships of the integrated data as well as the influences of the attribute weights and time factor. Hence, the solution to it faces a radical shake-up. The new approach is applied to cope with this problem and demonstrate the precision itself according to sensitivity analysis of alternatives as well as the influences of weight set of the attributes and time, respectively. The structure of the remaining in this paper is as follows. Firstly, we shall survey briefly some required theoretical concepts of IFSs, and IVIFSs in Section II. In Section III, the overview of the new MADM method is then represented. In Section IV, a more detailed description of the new MADM method is developed, involving the extended PWGA operators with IVIFSs and the maximum deviations optimization model for attribute weights based on the IVIF distance. As well as that the solution to the time weights is also included in this section. As the approval degree of time weight can be fully embodied in the form of information quantity, VOLUME 6, 2018 we enable to obtain a reasonable time weight. Validation Studies are presented in Section V with a quantitative crosscomparison study to illustrate the precision of the new approach. The conclusion is in Section VI.
II. BACKGROUND
The following are theoretical backgrounds of IF sets and IVIF sets as subsidiaries for the subsequent discussion. First of all, Definition 1 defines the concept of IF sets proposed by Atanassov [7] .
Definition 1 [7] : Assume that a universe of discourse X has a generic parameter in X signified via x, thus, an intuitionistic fuzzy set (IFS) A in X is given as
where µ A (x) is the membership function, and υ A (x) represents the non-membership function. And it covers the con-
denotes the indeterminacy extent. And there is a rather obvious way of testing 0 ≤ π A (x) ≤ 1 for each x in X .
Actually, under some circumstances, it is insufficient to express µ A (x) and υ A (x) accurately with crisp numbers for the complicated and undefined practical situations. Nevertheless, intervals can address this problem readily. Therefore, the IVIF sets proposed by Atanassov and Gargov [8] appeared promptly in Definition 2.
Definition 2 [8] : Assume that a universe of discourse X has a generic parameter in X signified via x, thus, an IVIF setÃ in X is given bỹ
denote the interval membership function and the non-membership function, respectively. Each individual ofÃ is called an IVIFN or IVIF value [21] . As well as that the indeterminacy extent isπÃ
For a given element x, an IVIFN is expressed as the couple
]) to represent IVIFNs, where i = 1, 2, . . . , n; n ∈ N + , which makes IVIFNs more accessible. To make the calculation available, the operational principles of IVIFNs are defined by Definition 3 and Definition 4.
Definition 3 [16] :
]) are two IVIFNs; Then the normalized Hamming distance betweenã 1 andã 2 is defined by:
Definition 4 [27] :
]) are two IVIFNs; then the operation laws of IVIFNs are as follows:
III. OVERVIEW OF THE NEW MADM METHOD A. DESCRIPTION OF THE MADM PROBLEM: NOTATION FUNDAMENTALS
Suppose that 
And the attribute weighting vector of a certain period is w(
B. OVERVIEW OF THE STEPS IN THE NEW MADM METHOD
To make our paradigm more understandable, a framework is shown to represent the developed method in Figure 1 , which shows the aggregation process of the new method.
Step 1: To eliminate differences in dimensions and scales of attributes, thus, it is essential to standardize the decision making information with (10).
Step 2: As the weights of attribute and time are uncertain, then, calculate the attribute weights and the time weights, respectively, according to (14) and (15) .
Step 3: Exploit the SIIFPWGA operator
to get the general values r i (t ξ )(i = 1, 2, . . . , n, ξ = 1, 2, . . . , h) of concerned alternatives to different periods.
Step 4: Exploit the DIIFPWGA operator to derive all periods evaluative values r i (i = 1, 2, . . . , n) of each alternative.
Step 5: Exploit (27) and (28), figure out the score function S (r i ) and accuracy function H (r i ) of all r i (i = 1, 2, . . . , n).
Step 6: Sort the alternatives. Under the sorting criteria (29) , alternatives A = {A 1 , A 2 , . . . , A n } can form a sequence and then we can get the best one(s).
Step 7: End.
IV. A MORE DETAILED DESCRIPTION OF THE NEW MADM METHOD A. STEP 1 DETAILS
Reference [37] provides us a method to convert cost type attribute values into benefit ones, and we use R(t ξ ) = (r ij (t ξ )) n×m (i = 1, 2, . . . , n, j = 1, 2, . . . , m, ξ = 1, 2, . . . , h) to express the transformed decision matrices, where
whereā ij is the complementary set of theã ij , andā
B. STEP 2 DETAILS: NEW DECISION INFORMATION WEIGHTS GENERATION OVER TIME 1) SOLUTION TO THE ATTRIBUTE WEIGHTS
As the MADM problems have complexity and uncertainty, it is troublesome to require DMs to provide precise information about the attribute weights sometimes [37] - [39] . Thus, we come up with a novel solution to derive the attribute weight by introducing the IVIF distance between alternatives to deviation, i.e., maximize the deviations [40] , [41] obtained by the IVIF distance within alternatives over concerned attributes, which provides a new way to return justified attribute weights. From the view of prioritizing the alternatives, in case, the weight one attribute reassigned has a great deal with its relative importance which can be reflected by the deviations from alternatives, that is to say, small deviation matches with small weight and vice versa. Specifically, as for a given attribute, suppose all available alternatives score is equally, and thereby, it will be judged insignificant by most DMs, which means such an attribute occupies a minuscule portion of the whole weight. The details are as follows:
The normalized Hamming distance d ã i ,ã j is brought up to survey the differentiations between any two alternatives to the same attribute. Hence, we generate the completely unknown attribute weights with the following optimization goal programming model:
where d ã i ,ã j stands for the normalized Hamming distance betweenã i andã j , n indicates the amount of alternatives, and m represents the number of the criteria of attributes. To address (11) , the following Lagrange function can be constructed:
Let the partial derivatives of (12) be zero,
thereby
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When the attribute weights are partly known, we can add the addition restriction conditions to (11).
2) ACQUISITION OF TIME WEIGHTS
Time weighting vector λ (t) = (λ (t 1 ) , λ (t 2 ) , . . . , λ (t h )) T shows the importance of different periods. Generally, it is abstract to describe time weights due to their uncertainty; whereas the emergence of the information entropy changed the situation availably as it is defined to handle the variability. Consequently, the indeterminacy of time weight sequence can be minimized with the information entropy, and the less the entropy is, the higher the information is utilized. Therefore, in order to make the time weights more in line with the actual situation, it is certainly worth mining the decision information as much as possible. Moreover, refer to [32] , we can vary λ, the 'time scale', given by the DMs among different conditions, to involve the DMs' preference into the generation of time weights. Thus, we can acquire the time weighting vector. All of the above can be described with the following programming:
where h indicates the amount of the periods, λ t ξ is the time weight corresponding with each ξ , and λ represents the 'time scale' given by DMs, expressing the preference of DMs to different time periods.
Refer to the 1-9 principle of Saaty [35] , we quantized λ with specific values ranging from 0.1 to 0.9 in Table 1 . [27] :
]) is a series of IVIFNs, where i = 1, 2, . . . , n; n ∈ N + . Then the weighted geometric average operator of the interval valued intuitionistic fuzzy can be defined by: (16) where w = (ω 1 , ω 2 , . . . , ω n ) T denotes a weighting vector with relevant to f , fulfilling ω i ∈ [0, 1] and
function f is alluded to as a n-dimension IIFWGA operator. Apparently, once w = (1/n, 1/n, . . . , 1/n) T , the IIFWGA operator f is reverted to the IIFGA operator [27] .
Definition 6 [31] : Assume a i (i = 1, 2, . . . , n) ∈ R is a series of real numbers, the power-weighted geometric average (PWGA) operator is defined by:
where 
It is obvious that the PWGA operator is commutative, i.e., it does not rely on the indexing of the arguments. Where w = (ω 1 , ω 2 , . . . , ω n )
T is the weighting vector corresponding with each a i , fulfilling ω i ∈ [0, 1] and
Hereby, characteristic emblematically along with the averaging operator that is not generally contented by the PWGA operator is monotonicity. As we shall subsequently see, the geometric average operator is extended to the idea of support i.e., it can reflect the interrelationship between arguments with the aggregation process of the PWGA operator. Therefore, combined with these properties and the normalized Hamming distance, we can expand Sup a i , a j into a wide application range, which is applied to convey the relationships of the integrated IVIFNs. Here, we can get the support forã i fromã j as follows:
Definition 7:
]) is a series of IVIFNs, where i = 1, 2, . . . , n; n ∈ N + . Then the Interval-valued intuitionistic fuzzy power-weighted geometric average operator aggregating the individual period is defined by:
where w = (ω 1 , ω 2 , . . . , ω n ) T denotes a weighting vector relevant toP, fulfilling ω i ∈ [0, 1] and
is expressed as the support forã i fromã j ;d ã i ,ã j is the normalized Hamming distance betweenã i andã j . We callP a static interval-valued intuitionistic fuzzy power-weighted geometric average (SIIFPWGA) operator using in each single period.
Remark 1: As (19) can fuse IVIFNs, it is remarkably different from (17). According to Definition 4 and Definition 7, it is clear that after n IVIFNsã
]) handled with (19), the result is still an IVIFN. We can derive such conclusion thatP (ã 1 ,ã 2 , . . . ,ã n ) is an IVIFN from the following proof procedure with mathematical induction.
, when n = 2, refer to (5) as well as (7) in Definition 4, we can get:
(II) Assume (19) is valid when n = k, thereby:
(III) On the basis of (I) and (II), when n = k + 1,
That is (19) being established for any n value. And the conclusion thatP (ã 1 ,ã 2 , . . . ,ã n ) is an IVIFN is errorless. Let:
Herebyã − ≤P (ã 1 ,ã 2 , . . . ,ã n ) ≤ã + . Meanwhile, the above implies thatP is idempotent for any i, i.e., ifã
D. STEP 4 DETAILS: NEW OPERATOR: DYNAMIC INTERVAL-VALUED INTUITIONISTIC FUZZY SETS POWER-WEIGHTED GEOMETRIC AVERAGE OPERATOR
As the data preprocessed is time dependent, an operator aggregating the multi-period may be established as follows.
Definition 8: Supposeã j (t 1 ) ,ã j (t 2 ) , . . . ,ã j (t h ) are IVIFNs of the j th attribute (j = 1, 2, . . . , m) in the period of t 1 , t 2 , . . . , t h , respectively. Assume λ (t) = (λ (t 1 ) , λ (t 2 ) , . . . , λ (t h )) T is the time weighting vector of each period, satisfying λ t ξ ≥ 0, and h ξ =1 λ t ξ = 1, ξ = 1, 2, . . . , h, where m is attribute number and ξ is related to the time period. Then, the dynamic interval intuitionistic fuzzy power-weighted geometric average (DIIFPWGA) operator may be set up as the follows.
Remark 3: The form of (26) is identical to (19) , except for the definition of the weighting vector; this makes it a new operator.
E. STEP 5 DETAILS: SCORE AND ACCURACY FUNCTIONS
In practice, we often encounter IVIFN comparison or sorting in such decision making. This paper, we make use of score and accuracy functions to accomplish ranking procedure. The details are as these.
Definition 9 [27] :
is an IVIFN. Thus the score function S and the accuracy function H ofã can be expressed as:
and
According to Definition 2, we can get a conclusion that S (ã) ∈ [−1, 1] and H (ã) ∈ [0, 1] for arbitrary IVIFNã.
The difference of the certainty degree, one element belongs to the IVIFNã, can be reflected with S (ã).The larger the S (ã) is, the greater theã is. The sum of the certainty degree, one element does not belong to the IVIFNã, can be indicated with H (ã). The larger the H (ã) is, the more precise theã is.
In a conclusion, in the terms of statistics, the score function is just as the mean; while the accuracy function resembles to variance. Therefore, a comparison law between two IVIFNs can be set up via Definition 10. 
V. VALIDATION STUDIES
Apply the new method proposed in the previous section to solve the venture capital (VC) firm selection as an example, so as to illustrate the validity and practicability of the developed method. 
A. EXTENDED VENTURE CAPITAL (VC) FIRMS SELECTION PROBLEM
Assume an investment company plans to select an optimal industry, as the characterization in [43] and [44] . There are five potential alternatives to an excellent each way bet: that is to say A = {A 1 , A 2 , . . . , A n }, representing different companies. After a comprehensive processing of information obtained, the company selects four criteria: G 1 is the risk analysis; G 2 is the growth analysis; G 3 is the social political impact analysis; G 4 is the environmental impact analysis. Experts in this field provided their preferences for each alternative over different attributes via IVIFNs, giving the following evaluations listed in Tables 2-4 . The time weights and attribute weights are all unknown. Although the example provided here is for selecting a desirable investment company, the proposed model is not confined to this and can be applied to many different fields. Step 1: Standardize IVIF decision matrices. The appraisal values should be converted into benefit type with (10), in which except for the growth analysis G 2 , the others are all cost attributes, and hereby we can get Tables 5-7.
Step 2: As time went by, the attribute weights computed by (14) in each period are slightly different. And it is an undeniable fact that the DMs are prone to the recent statistics.
(We assume λ = 0.3 in (15), which is supposed with a compromise, and you can also have other options as long as they are accorded with our cognition, generally opting between 0.1 and 0.5). Hereby, we can get: Step 3: Compute r i t ξ (i = 1, 2, . . . , 5), the general values of each alternative over the T = (t 1 , t 2 , t 3 ) periods with SIIFPWGA operator in (19) , and we can get: Step 4: Obtain the final evaluations r i (i = 1, 2, . . . , 5) of each alternative by the DIIFPWGA operator in (26), and we get: Step 6: Sort the alternatives. With the score function S (r i ) (i = 1, 2, 3, 4, 5), we can give all the alternatives {A 1 , A 2 , . . . , A 5 } a sort shown as follows:
where''a b'' denotes ''a is superior to b''. Obviously, the best alternative is A 5 .
Step 7: End
B. CROSS-COMPARISON
In view of the numerical example of Section A, this section we will give a comparison for further explanation. The example of [15] is identical to [43] and [44] , except for the number of the periods. In [15] , there is only one period with the recent data in accord with t 3 in [43] and [44] . After comparison between different methods, we give the ranking orders for the proposed method and the methods of [15] , [43] , and [44] via Table 8 . From Table 8 , as far as [15] is concerned, the ranking order for the proposed method is in accordance with the method put forward in [15] , demonstrating the correctness of the proposed method. However, since the data in [15] is the same as the third period samples of [43] and [44] , over the range, the order of the two alternatives A 1 and A 3 is somewhat different with respect to the multi-period data. That is to say the time factor does have influence on the alternatives ranking. Compared with the results of [43] and [44] , the sorting is roughly identical. It is common knowledge that the results may differ as different approaches to the same problem may depend on diverse foci. In this paper, we are concentrated on the relationships of the values being fused which can capture the details of the decision process, and meanwhile, we integrate the weight set with the preference of the DMs, not only depend on the decision information itself. Accordingly, these make the conclusion more reasonable. Moreover, the overhead of the introduced approach is almost the same as [15] , [43] , and [44] when the proposed PWGA operator applied to them. Because the overhead of the PWGA operator is identical with the traditional geometric average operator, and the difference is, we added the overhead of the attribute weights and time weights calculation.
For further explaining the excellence of the proposed method, the dynamic change process of the attribute weights is given by Figure 2 , and the sorts in different periods are tabulated in Figure 3 .
As is shown in Figure 2 , the ordinate represents the attribute weights values, and the abscissa G 1 to G 4 represents the four attributes, respectively. We can see that the attribute weights of all periods are somewhat consistent with the methods in [43] , [44] , and [15] over different periods. And the two attribute weights, the growth analysis G 2 and the social political impact analysis G 3 , fluctuate as time goes by. It demonstrates that the attributes G 2 and G 3 are more sensitive to the time factor than the other two attributes. These results show that the time factor is of great significance in determining attribute weights in dynamic MADM problem with IVIFNs. As well as that the new method provides more exact and abundant decision information.
As is shown in Figure 3 , the ordinate represents the score degree of each alternative computed with the score function, and the abscissa A 1 to A 5 represents the five alternatives, respectively. When varying from t 1 to t 3 , the ranking of the alternatives in t 1 is similar to t 2 for their forward data, whereas the ranking in t 3 is somewhat different from the former two ones with its backward data. At the same time, the ranking of the alternatives in t 3 is almost the same as the ultimate sorting, which is in line with the cognition of the humans, illustrating the dynamic nature of the decision process. Moreover, it also manifests that the alternatives A 1 , A 3 and A 4 are more easily affected by the time factor. Therefore, we can draw a conclusion that once the MADM problems are time dependent, the effect of the time factor cannot be neglected.
C. SENSITIVITY ANALYSIS
Sensitivity analysis (SA) is the investigation of how potential changes of inputs affect rating error values and the final ranking order [45] . In this paper, some sensitivity analyses are conducted to investigate the impact on changing the membership and non-membership degrees in the rating value on the alternatives' ranking order. A slight variation in the original rating values evaluated by DMs is as follows:
where q = − σ l /h, . . . , −1, 0, 1, . . . , σ l /h, h is the step size, and − σ l , σ l (l = 1, 2, 3, 4) are the variation intervals of the membership and non-membership degrees over four attributes. As is shown in Figure 4 , the ordinate represents the score degree of each alternative, and the abscissa represents the fluctuation range, i.e., the member-ship and non-membership degrees vary from −0.05 to 0.05 with respect to the four attributes G 1 to G 4 , corresponding to (a) to (d). It shows the sorts of the alternatives remain constant approximately. But over the range, the sorts of the two alternatives A 3 and A 4 may be somewhat incongruent with the membership and non-membership degrees variation over the four attributes, demonstrating that the alternatives A 3 and A 4 are more sensitive than the other three alternatives.
VI. CONCLUSIONS
As the traditional geometric average operator fails to consider the relationships of the integrated data, and the time factor is often ignored in some situations involved time dependent MADM problems, a new approach is bound to appear to address both aspects, with the goal of improving the decision precision. Therefore, we introduce a new MADM method that consists of seven steps. These steps involve extending the PWGA operators of real numbers to IVIFNs. Hereby, we gave definitions of two types of power-weighted geometric average operators with IVIFNs (SIIFPWGA operator and DIIFPWGA operator) as well as their desired characteristics. To obtain the attribute weights, the steps involve applying maximum deviations metric from the view of IVIF distances. To obtain time weights, the steps involve applying the information entropy method within the quantized time periods preference.
The new method is illustrated step-by-step with a time dependent MADM problem example. The validation studies of the new method indicate it is more precise than other methods available. The superiorities of the proposed method can be credited to the followings: the power-weighted geometric average operators of the IVIFN embody the relationships of the argument values in the data fusion, which accounts for a very important part of the new proposed method. At the same time, using the new approach to derive the attribute weights can also reduce the influence of attributes weights reassigned irrationally, by which we can have a more reliable attribute weighting vector. Furthermore, we integrate the time weight set with the quantized preference of the DMs when it is uncertain. Accordingly, this makes the decision result more reasonable. In the future, we plan to apply our work to the recent framework ''intermediate data caching optimization for multi-stage and parallel big data frameworks'' to make it at full capacity. 
