We derive new estimates for the range where the distance distribution of a code is upperbounded by the corresponding normalized binomial distribution. The estimates depend on the code's dual distance.
Introduction
It is well-known (see, e.g. [12, p.287] ) that the expected number of codewords of weight i > 0 in a random linear code C of length n is n i jCj=2 n , i.e. is just the normalized binomial distribution. For the codes with the spectrum upperbounded by the binomial distribution, the exponent of error probability for the maximum likelihood decoding coincides with the random coding exponent [1, 2] . The accuracy of the binomial approximation to the distance distribution increases with the dual distance of code. Such estimates for the case of the dual distance being close to n=2 (for instance, this is the case for BCH codes) were derived in [5, 6, 7, 14, 15] . These results are based on estimates for values of Krawtchouk polynomials, and for d 0 , the dual distance, growing linearly in the code length n, yield nothing but weak bounds for several spectrum elements in a neighbourhood of n=2.
In [8] we demonstrated that actually every even code with relative dual distance 0 = d 0 =n in the interval ( In this paper we use the linear programming approach for further extending the range of "binomiality". It is shown is Section 2 that for d 0 growing linearly in n, the binomial upper bound is valid in the interval of indices of spectrum elements, ( that this bound is reminiscent to Tiet av ainen's bound [16] on the covering radius of codes with known dual distance. In Section 3 we develop a dual approach yielding for spectra of even codes binomiality in the range The Krawtchouk polynomials is dened as follows
For their properties consult [9, 10, 11, 12] . In the sequel n always stands for the length of the code, and is omitted in the notation for Krawtchouk polynomials. The following lemma is apparently due to Ph.Delsarte [3] Lemma 1 Let (x) = 
The rst estimate

2
We will also need a bound on r t , the smallest root of P t (j). For t growing linearly in n, and t = n (see e.g. [12] Taking logarithm on both sides, applying this recursively to P t (0) = n t , and approximating the sum by the integral we get the claim.
We will make use of the following multiplication rule for Krawtchouk polynomials, see e.g. [11, p.17] and [9] Lemma 3 For 0 x n
Now we are in the position to prove the next 
Notice, that the integral in Lemma 2 can be expressed explicitly [4] , namely, : Plugging in the value of I, after direct calculations we get (7). Moreover, observing that P 2 t (j), the coecient of B j in (5), is equal to P 2 t (n0 j), the coecient of B n0j , we conclude that (6) is valid also for B n0j . Therefore, the claim of the theorem holds also for j > n=2.
Notice, that the above proof actually shows that, although P t (j) tends to zero while j tends to r t , howbeit the RHS of (4) for ! t is 1=2(log 2 + H()0H( t )) 6 = 0. This surprizing phenomenon can be interpreted as follows. Consider the function f(j) = P t (j)=(r t 0 j). Clearly, (4) is still valid for f(j). However, f(r t ) is (asymptotically) greater than the absolute value of the rst local extremum of P t (j) (i.e. the extremum between the rst and the second roots of P t (j)). This extremum is obviously far from being zero. This is actually the reason why we are allowed substituting the limit value = 1=2 0 q (1 0 ) in the proof of the above theorem.
The dual estimate
Here we will employ polynomials which are, roughly speaking, dual to P 
Choosing the polynomial (x) as in [13] (see also [12, Theorem 35, ch .17]) we get the following lemma (see also [10] for other estimates). We will give the estimate for even codes, i.e. when the dual spectrum is symmetric with respect to n=2. We choose in Lemma 4 and n suciently large, 2i are positive.
Proof. Clearly, t+1 is positive. For i = t, t < n=2, t is also positive since where S(j) is dened by (11) . Now, we show that which completes the proof.
2
Comparison of the bounds in Theorems 1 and 2 shows that the rst bound is better for 0 < 0:164:::.
Conclusion
In the paper we have derived new upper bounds for spectral components. This approach provides a better estimate for the interval of binomiality in the spectra of codes. Notice, that similar results can be obtained for the case of d 0 is close to n=2, using a more accurate analysis. On the other hand, the approach proposed does not seem (at least for the authors) to give an easy way to establishing lower bounds for spectral components. In contrast to it, in our previous paper [8] , such estimates were derived, showing that, in a certain sense, the binomial upper bound is tight. Such estimates can be of importance in analysis of self-dual codes. For instance, if one could establish an existence of components achieving (asymptotically) the binomial upper bound in the interval guaranteed by Theorem 2, it would imply that for the self-dual codes 
