This work was conducted at the Experimental Farm of Nasser's Faculty of Agricultural Sciences in Lahej Governorate, Yemen, during three seasons 2003, 2004 and 2005. Five statistical procedures of relating yield components to yield; i.e., simple correlation coefficient, the path coefficient analysis, the stepwise regression, the multiple regressions and factor analysis were applied to seven yield contributing characters to determine their functional relationships to yield. Sixteen Maize genotypes were used in this study.
INTRODUCTION
Yield is a complex character determined by several variables. Hence, it is essential to detect the characters having the greatest influence on yield and their relative contributions to variation in yield. This is useful in designing and evaluating breeding programs particularly, for the newly introduced crops such as corn. So far, various procedures are in use to achieve this aim. These are: simple correlation coefficient, path coefficient analysis, multivariate regression analysis, factor analysis and stepwise regression analysis. Although these procedures are extensively used, yet none of them is free from drawbacks.
Mohamed and Sedhom (1993) concluded that grain yield/ant of corn was highly positively correlated with ear length, number of grains/row and 100-kernel weight but positively and significantly correlated with both of plant height and ear diameter. (1989) and Ashmawy and Mohamed (1998) in comparison between the full model regression and the stepwise regression procedure concluded that the coefficient of determination for full model regression and partial correlation were higher than stepwise regression. ElKalla and El-Rayes (1984), El-Rassas et al (1990) and Atia et al (2001) used factor analysis in maize and sorghum to determine the dependence relationship between yield and yield components. Ashmawy (2003) indicated that, factor analysis approach was more efficient than other procedures. It can help plant breeders to determine the nature and sequence of characters to be selected in breeding programs. El-Badawy (2006) found that using factor analysis by plant breeders has the potential of increasing the comprehension of causal relationships of variables and can help to determine the nature and sequence of traits to be selected in breeding programs. On the other hand, path coefficient analysis is used to determine the direct and indirect effect, while stepwise is used to determine the best prediction equation for yield.
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Hence, the purpose of this study was to compare among five procedures of relating several corn characteristics to yield in sixteen corn genotypes. 
MATERIALS AND METHODS

Statistical procedures
The combined data for the two experiments of yield and its components were subjected to following statistical procedures:
1-Basic statistics and simple correlation matrix: Arithmetic mean, standard deviation, standard error and simple correlation coefficient were calculated among the studied characters as described by Steel and
Torrie (1987).
2-Path coefficient analysis was used as applied by Dewey and Lu (1959) and Duarte and Adams (1972).
3-Stepwise linear regression, (Draper and Smith, 1966), to determine the appropriate variables responsible for most variation in yield. The relative contribution was calculated as (R 2 ).
4-The factor analysis by Cattell (1965).
5-Multiple linear regressions between seed yield and yield components so as to construct a prediction model for yield; coefficient of determination R 2 was estimated to evaluate the relative contribution (Snedecor and Cochran, 1967).
RESULTS AND DISCUSSION
The mean values, minimal and maximal values together with statistics associated with means are given in Table ( 1) for the seven characters evaluated in this study. The range in general shows that there was wide variability in each character evaluated.
Simple correlation coefficient
Data of simple correlation coefficient matrix are shown in Table ( 
Path coefficient analysis
Direct, indirect effects, coefficient of determination and relative importance of each variable to grain yield/h are presented in Table (3) .
From this table, it could be concluded that the most important sources of variation in grain yield/h were the direct effect of 1000-kernel weight followed by indirect effect of number of kernels/row through 1000-kernel weight followed by indirect effect ear length through 1000-kernel weight at the combined analysis. * and ** significant at 5% and 1% level of probability, respectively. Table ( 
Multiple linear regression
Data in
Stepwise multiple linear regression
The accepted and removed variables and their relative contributions in predicting grain yield/h are presented in Table ( accepted and 0.70% could be due to variables removed. The accepted variables were, 1000-kernel weight (X 6 ), number of kernels/row (X 5 ), number of rows/ear (X 4) and shelling% (X 7 ). Those variables were responsible for 82.2%, 2.9%, 2.3% and 1.5%, respectively of yield variance. Variables removed were ear height (X 2 ), ear length (X 3 ) and number of leaves/plant (X 1 ).
The major difference between multiple linear regression and stepwise multiple linear regression was that, in the latter, the variable added in each step was the one which made the greatest reduction in the error sum of squares. It was also the one having the highest relative contribution of determination with the dependent variable for fixed values of those variables added previously. Therefore, one concluded that the order which the variables added was significant. The previous results, revealed that:
1) The accepted variables have to be ranked the first in any breeding program for improving yield. 
Factor analysis
The factor analysis divided the 7 variables into two factors, which explained 70.42% of the total variability in the dependence structure in Table (6) . A summary of the composition of variables of the two factors with loadings is given in Table (7) . The first factor included the variables ear height, ear length, number of kernels/row, 1000-kernel weight and number of leaves/plant which accounted for 55.58% of the total variance. It had high loadings for three variables. These variables were of almost equal importance and communal with factor 1. Factor 2 consisted of number of rows/ear and shelling% which accounted for 14.84% of the total variability in the dependence structure. The factors 1 and 2 included the variables associated with ear parameters. The results indicated that the estimated whole communality was rather adequate to interpret the major portion of variations in the dependence structure in that the two factors altogether accounted for 70.42% of the total variation in the dependence structure (Table, 6 and 7). 
