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図1 : ニューラルネッ トワークの構成.
重要度やコンポーネントといったような分類データは,一般ユーザによって登録されたあとに修正され
るケースもあり,様々な登録者が存在しているため,誤ったデータが存在しているケースも少なくない.








1 , 2, , I;j=1 , 2, , J) を入力層と中間層の結合係数,また w_{J^{k}}^{2}(j=1, 2, , J_{\text{）}}\cdot k=1, 2, , K) は
中間層と出力層の結合係数とする.さらに, x_{i} (i=1,2, \cdots , I) は入力データを表し,ニューラルネッ ト









入力層,中間層,出力層におけるユニッ トの数を,それぞれ  I 個, J個,および K個とする.また,
各層のユニッ トを示すインデックスを i, j , および k とする.ここで,各層のユニットの出力を h_{J} , 翫 と
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すると,
h_{J}=f(\displaystyle \sum_{ $\iota$=1}^{I}w_{ij}^{1}x_{i}) , (1)
y_{k}=f (\displaystyle \sum_{j=1}^{J}w_{J^{k}}^{2}h_{j}) , (2)
となる.但し, f() はシグモイ ド型関数であり,
f(x)=\displaystyle \frac{1}{1+e^{- $\theta$ x}} , (3)
として表される.ここで,  $\theta$ はしきい値と呼ばれる定数である.ネッ トワークの学習を行うために,誤差
逆伝播法を用いる [5]. ニューラルネッ トワークの出力層における値を脈 (k=1,2, \cdots , K) とし,教師パ
ターンを砺 (k=1,2, \cdots , K) とすると,式(2) の鎌 は次式で評価される.
E=\displaystyle \frac{1}{2}\sum_{k=1}^{K}(y_{k}-d_{k})^{2} . (4)
ここで,教師パターン d_{k} (k=1,2, \cdots , K) には,信頼度成長傾向を表す成長係数砺 (k=1,2) を採用す






本論文におけるディープラーニングの構造を図2に示す.図2において, z_{l} (l = 1,2, \cdot L) および
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平均ソフトウエア故障時間間隔 (Mean Time between Software Failures, 以下MTBFを略す) は,ソ
フトウェアの故障発生頻度を表す有用な尺度として知られている.本論文では, k番目のソフトウェア故
障に対するMTBFを,
t_{k}=t_{k-1}+dl_{k-1} . SD_{k-1} , (5)
により定義する.ここで, dl_{k-1} はディープラーニングにより推定された k-1 番目の信頼度成長係数と
しての変動値を表す.例えば,変動値が1である場合は信頼度成長を,変動値が-1 である場合は信頼度




t_{l}^{m}=t_{l-1}^{m}+dl_{l-1}^{m}\cdot SD_{l-1} . (7)
















開発されており,世界中で多用されているApache HTTP サーバ [12] を例に取り上げる.Apache HTTP
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