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Abstract 
For helping traders to make decision on how to distribute investment into different 
items, many different static portfolio optimizations techniques were proposed by many 
economists. However, these techniques suffer from the problem that they cannot adap-
tive keep track ofthe temporal relationship between the financial market items. On the 
other hand, an trading system called Adaptive Supervised Learning Decision (ASLD) 
system based on neural network was proposed by Xu and Cheung [20]. However, it 
also suffer from the problem that it cannot distribute investment into different items 
in a reasonable way. This thesis aims at 
i. Further improve the existing static portfolio optimization techniques. 
ii. Further improve the existing ASLD system's performance in both foreign ex-
change market and stock market. 
iii. Combines the improved ASLD system with the improved static portfolio opti-
mization techniques to provide a new trading system. 
Firstly, we generalize the definition of Sharpe ratio [14] [15] from that for one 
asset to that for a portfolio. Then we improve the generalized Sharpe Ratio with 
the idea of "downside risk" proposed by Sortino and Meer [17], "upside volatility" and 
regularization proposed by us. We have also applied the soft-max technique and added 
an entropy-like term to the optimizations for further diversifying the investments. 
Moreover, we added the flexibility of satisfying conservative and aggressive investors 
to the Sharpe ratio maximization. For conservative investors, we modify it to control 
the expected return and minimize the downside risk at the same time. For aggressive 
investors, we modify it to control the expected downside risk and maximize the return 
i 
at the same time. A brief analysis of choice of values of the parameters in these 
optimizations are given out. 
Secondly, experiment of using ASLD to invest into one foreign exchange rate is per-
formed in the paper [20]. We have further verified that the ASLD system is a decision 
tool for portfolio management that can bring considerable benefits in foreign exchange 
market, by using it to invest into totally six foreign exchange rates. Furthermore, we 
have further improved the ASLD system's performance in stock market by introducing 
several heuristic strategies. 
Then, we have successfully combined the improved ASLD system with the improved 
static portfolio optimizations to provide a better trading system. 
In addition, we have developed an windows application for helping people to make 
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The objectives of this research are: 
1. Improve the existing static portfolio optimization techniques. 
2. Improve the performance of existing Adaptive Supervised Learning Decision 
(ASLD) system in both foreign exchange market and stock market. 
3. Combine the improved ASLD system with the improved static portfolio opti-
mization techniques to provide a new trading system. 
This trading system is used to generate the trading signals for helping the traders 
to invest in the financial markets. Experiments are conducted on the stock market to 
illustrate the performance of the proposed trading system. 
This chapter introduces the background and contributions of the research. Sec-
tion 1.1 and section 1.2 give brief introductions to both the static portfolio techniques 
a<nd the neural network approach. Section 1.3 and section 1.4 present the contribu-
tions and applications of the research respectively. The organization of this thesis is 
sketched in section 1.5. 
1.1 Static Portfolio Techniques 
Empirical and theoretical studies during the past two decades have raised questions 
regarding the philosophical ba^is of the traditional approach to investment decisions. 
These traditional approaches concentrate on selecting the "best" financial a^set to be 
invested in. However, it overlooks the correlations between the financial assets, which 
1 
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gives rise to the possibility of reducing risk through diversification, while maximiz-
ing the return. Modern portfolio theory concentrates on exploiting these correlations 
through the use of mathematical models, wherein the basic inputs are return and the 
volatility of these returns. 
In portfolio selection, the emphasis is on a collection of assets, and on how each 
part of the collection relates to the whole. When building an investment portfolio, 
therefore, one does not merely "purchase the best financial asset". The objective of 
financial diversification is risk reduction through diversification. 
At 1952, Markowitz [10] proposed the Standard Markowian Portfolio Optimization 
for calculating the optimal portfolio. Based on it, many different portfolio selection 
methods were proposed, such as the State-Dependent Asset Allocation proposed by 
Roger and Harindra [3], the Constrained Mean-variance Optimization proposed by 
David, Francis and Eric [4], the Capital Market Theory developed by Sharpe [16], 
Mossin [12] and Lintner [9] at the same time individually. In this thesis, only the Stan-
dard Markowian Portfolio Optimization proposed by Markowitz [10] and the Sharpe 
Ratio proposed by Sharpe [14] [15] are included. 
1.2 Neural Network Approach 
One widely used trading system consists of two modules: prediction module followed 
by trading module. However, this type of trading system is optimized to some pre-
diction criterion, which is not the ultimate goal of financial investment. It usually 
leads to sub-optimal performance on the profit obtained, as suggested by Xu and Che-
ung [20]. To solve this problem, efforts have been made along different directions. One 
is to use a prediction criterion more correlated with common trading strategies such 
as proposed in Caldwell [2]. The other direction is recently proposed by Bengio [1], 
Kang et al. [7] and Moody et al. [8] [11], in which the prediction module and the trad-
ing module are merged into one single system that optimizes the returns instead of 
the prediction criterion. Another choice is the Adaptive Supervised Learning Decision 
(ASLD) system suggested by Xu and Cheung [20], in which- a system is built to learn 
the desired past investment decision via an Extended Normalized Radial Basis Func-
tion (ENRBF) network learned by an EM-like learning algorithm, called Coordinated 
Competitive Learning (CCL) by Xu [18] [19]. The desired past investment decision 
for a day is obtained just after that day passed, and used as a teaching signal for a 
network to adaptively learn what decision should be made upon the corresponding 
input environment. The possibility of using this idea has also been discussed and 
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weeded out in [8] [11] with two major comments. One is that the forming of teaching 
signals (called labeling procedure in [8] [11]) and the training of network by supervised 
learning is a two-step process, which encounters difficulties in solving the structural 
and temporal credit assignment problems. The second comment is that most of the 
existing labeling procedures by a human expert or an automatic labeling algorithm 
ignore the input variable and do not consider the conditional distributions of price 
changes given the input variables, especially in the cases that actual transaction costs 
must be considered. 
However, for the decision based approach in [20], although we need to first get 
the desired past investment decision and then to learn it with a supervised learning 
network, we actually can still regard it as a single step process that the network makes 
a decision in one single step directly based on the current input, instead of making a 
prediction on prices and then deciding based on the predicted prices as in a two-step 
prediction based system. Also there is no difficulty in the so called structural and 
temporal credit assignment problems because the best past investment decision for a 
day can be easily and surely obtained after that day passed. Moreover, although the 
decision based ASLD net has not directly considered the conditional distributions of 
price changes given the input variables (as commented above), the ASLD considers the 
conditional distributions ofdecisions given the input variables and thus actually has not 
ignored the input variable, just similar to the return based systems [1] [7] [8] [11] which 
consider the conditional distributions of obtained returns given the input variables. 
1.3 Contributions of this Thesis 
This research studies both the static portfolio theories developed by economists and 
the Adaptive Supervised Learning Decision (ASLD) system making use of the neural 
network technology, proposed by Xu and Cheung [20]. Moreover, besides improving 
the static portfolio theories and the ASLD system, we successfully combine different 
static portfolio theories and the improved ASLD system to construct a new trading 
system. 
Firstly, we generalize the definition of Sharpe ratio [14] [15] from that for one 
asset to that for a portfolio. Then we improve the generalized Sharpe Ratio with 
the idea of "downside risk" proposed by Sortino and Meer [17], "upside volatility" and 
regularization proposed by us. We have also applied the soft-max technique and added 
an entropy-like term to the optimizations for further diversifying the investments. 
Moreover, we added the flexibility of satisfying conservative and aggressive investors 
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to the Sharpe ratio maximization. For conservative investors, we modify it to control 
the expected return and minimize the downside risk at the same time. For aggressive 
investors, we modify it to control the expected downside risk and maximize the return 
at the same time. 
Secondly, experiment of using ASLD to invest into one foreign exchange rate is per-
formed in the paper [20]. We have further verified that the ASLD system is a decision 
tool for portfolio management that can bring considerable benefits in foreign exchange 
market, by using it to invest into totally six foreign exchange rates. Furthermore, we 
have further improved the ASLD system's performance in stock market by introducing 
several heuristic strategies. 
Then, we have successfully combined the improved ASLD system with the im-
proved static portfolio optimizations to provide a better trading system with both the 
adaptability provided by the ASLD system and the stability of diversifying investment 
provided by the static portfolio theories. 
1.4 Application of this Research 
This research may be of special interest to economists and financial professionals. The 
results are very useful for financial analysis, modeling and decision strategies, which 
may help people to make the right decision on how to invest in the market. Besides, 
an window-based application is developed to help people to take the advantage of our 
proposed trading system without any background knowledge on neural network. 
1.5 Organization of this Thesis 
This thesis is divided into four parts. The first part (Chp. 3 to Chp. 4.3) concerns 
about the improvement and analysis of static portfolio optimization techniques. The 
second part (Chp. 5 and Chp. 6) concerns about the improvement ofthe ASLD system's 
performance. The third part (Chp. 7) concerns an new trading system we proposed by 
combining the improved ASLD system and different portfolio optimizations. The last 
part (Chp. 8) concerns about a window-based application we developed to implement 
the trading system we proposed. 
Chapter 2 reviews the literatures concerning the static portfolio optimization tech-
niques and the Adaptive Supervised Learning Decision (ASLD) system. Chapter 3 
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presents the modified version of the Sharpe ratio [14] [15]. Chapter 4.1 and chap-
ter 4.2 introduce the idea of applying the soft-max technique and entropy-like term 
to the Modified Sharpe Ratio Maximization. Chapter 4.3 gives a brief analysis of the 
parameters in the portfolio optimizations proposed in previous two sections. 
Chapter 5 and Chapter 6 improve the ASLD system's performance in both foreign 
exchange market and stock market. Chapter 7 new trading systems of combining the 
improved ASLD system stated in part II and different portfolio optimization tech-
niques stated in part I are presented. Chapter 8 describes the windows application we 
developed and chapter 9 concludes this paper. 
Chapter 2 
Literature Review 
A literature survey will be presented in this chapter. This survey is not exhaustive but 
most important works on the static portfolio optimization techniques and the ASLD 
system that are related to our research will be reviewed. Section 2.1 reviews some 
static portfolio optimization techniques. Section 2.2 presents the idea of "downside 
risk". Section 2.3 shows the method called augmented Lagrangian method used to solve 
both the equality constrained problem and inequality constrained problem. Section 2.4 
gives a brief review on the design of the ASLD system. 
2.1 Standard Markowian Portfolio Optimization (SMPO) 
and Sharpe Ratio 
Let Rpt be the return on a fund and Rst be the return on a benchmark portfolio or 
security in period t, over the historic period from t = 1 through M. The benchmark 
portfolio or security is one that an investor can reasonably safely put his/her money 
to and wait for return with negligible risk, and hence the real return should be the one 
in excess of the return from this benchmark portfolio or security. The expected return 
D is defined by: 
— 1 M ‘ 
D 三 j^ ^ Dt where Dt 三 Rpt — Rst (2.1) 
t=i 
Consider a strategy of investment on N funds, let 瓦 be the expected return of 
the risky asset i and W{ be the weight of asset i in the portfolio with Y1^_^ Wi � 1 and 
6 
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W{ > 0. Then the expected return on the portfolio, Z>, is: 
N 
W = ^ w^^i = w^R (2.2) 
i=i 
where w = [w1,w2,..., w^Y and R is the vector of return of all assets. 
The expected return of the portfolio measures the average gain of the strategy 
over the benchmark portfolio investment and is desired to be as great as possible. 
However, since the indices in stock market are fluctuating and hence risky, we cannot 
omit the consideration of portfolio risk for our investment. The relationship between 
the expected return and risk, illustrated in the book written by Fabozzi [5], is shown 
in figure 2.1. If we want to have a larger expected return, we have to suffer from larger 
risk in our investment. 
^ _ ^ ^ > ^ < < ^ 
c ^ - ^ ,# • - :�M 
I • 纖 
j I ( ^ ^ \ 
^ ^ ^ 5 _ i | ^ ' Feasible portfolio 
"^""•"•"^ ^^ *^^ •"ifci：^^ ^：^^  
Risk 
Figure 2.1: Relationship between expected return and risk. 
Harry Markowitz [10] quantified the concept of risk. He defined risk as the variance 
about an asset's return. For measuring a single asset i, the risk var(Di) is: 
1 M — 
^«^(A) = j ^ E ( ^ ^ ( t ) - W (2.3) 
t=i . 
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For a portfolio of N assets, according to Markowitz [10], the portfolio risk is: 
N N 
var{D^) = ^ ^ WiWjaij = w ^ S w (2.4) 
i=l j=l 
where ai,j is the covariance between the return for assets i and j and S is the covariance 
matrix of returr .^ 
For calculating the portfolio w, Harry Markowitz (1952) proposed the standard 
Markowian Portfolio Optimization (SMPO) [10], as follows: 
Maximize Sc = u x w ^ R - w ^ S w with respect to w, 
Subject to X]^i Wi = 1, with each W{ > 0, i = 1 , . . . , N " (2.5) 
where u is the risk level. 
The parameter u is used to measure the acceptable level of risk that the user prefers. 
With a larger value of it, the above optimization will put more effort in maximizing 
the expected return than in minimizing the expected risk. As a result, a portfolio w 
with higher expected return and expected risk will be obtained. Similarly, lower value 
of u will lead to a portfolio with lower expected return and expected risk. The first 
order solution for maximization (2.5) is (Ostermark [13]): 
w = C - ^ b 
- n r _  I - ^ 
2o"i,i • . . 2o"i^ ;v - 1 uDi � ^ 1 • 
； ； ； ‘ . 
where C = . . . , b = J _ ’ w = : (2.6) 
20"A^ ,l . . . 20"iv,Ar - 1 uDj^ WN 
- 1 … 1 0 j L 1 J L if . 
and lf = the Langrange coefficient of the maximization 
With the technique of SMPO, we can obtain an optimal portfolio with the above 
stated solution. Firstly, with a set of historical data for N assets, we can calculate the 
expected return for each index by eq. (2.1). Then the covariance matrix S can also be 
calculated. After that, with a user selected level of risk, u, we can calculate the optimal 
portfolio w by eq. (2.6). Different proportions of our capital are invested among the 
indices according to the portfolio w obtained. Then we keep these indices in our hand 
during the whole investment period. We call this the conventional method. 
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For ranking the goodness of an asset i, Sharpe proposed the idea of Sharpe Ra-
tio [14] [15] based on Markowitzs mean-variance paradigm. The definition of Sharpe 
Ratio for asset i, S{, is defined as: 
s ^ 7 ^ (2.7) 
He proposed calculating the Sharpe ratio for each asset and then select the asset with 
the greatest Sharpe ratio to invest. 
Basically, the objective function used in the SMPO is similar to the Sharpe ratio. 
The objective function in the SMPO tries to maximize the difference between the 
"expected portfolio return" and the "expected portfolio risk". On the other hand, 
for the assets choosing method proposed by Sharpe, we try to find out the asset with 
greatest ratio between the "expected return" and the "expected risk，，. Therefore, both 
of these two methods try to find out a portfolio of assets (SMPO) or an asset (Sharpe 
proposed method) with a good balance between the return and the risk. As suggested 
by Sharpe [15], we should design our portfolio based on the Sharpe ratio of each assets. 
Therefore, the Sharpe ratio can represent the goodness of an asset (portfolio) better 
than the SMPO's approach. 
2.2 Downside Risk 
According to Markowitz (1952),the risk is taken as the variance ofthe return. However, 
more and more academics and practitioners claim that the standard deviation is not 
a relevant measure of risk for many investment situations. Thus, Fishburn (1997) [6] 
proposed a more sophisticated measure of risk associated with below-target return. 
Then based on the measurement proposed by Fishburn [6], Sortino and Meer (1991) [17] 
proposed the idea of downside risk. Basically, the downside risk is the volatility of 
return below the minimal acceptable return, G. 
For an single asset, the definition of downside risk, downVa(G), is given as follows: 
downVa{G) = ( {G - x)^dF(x) with a > 0 (2.8) 
j—00 
where F(x) is the probability distribution function of the return of an asset x. 
In the above equation, a is supposed to reflect the decision makers' feelings about 
the relative consequences (personal, corporate, etc. ) of falling short of the minimal 
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acceptable return G by various amounts. The analysis by Fishburn [6] suggested the 
following choice of a: 
1. If the investor's main concern is the failure of meeting the target without partic-
ular regard to the amount, then a small value of a is appropriate. 
2. If small deviations below target are relatively harmless when compared to large 
deviations, then a larger value of a is indicated. 
3. a = 1 is the point which separates risk-seeking from risk-averse behavior with 
regard to returns below target. 
2.3 Augmented Lagrangian Method 
Two classical nonlinear programming problems are the equality constrained problem 
(ECP) 
minimize /(x) 
subject to h{x) = 0 (2.9) 
and its inequality constrained version (ICP) 
minimize /(x) 
subject to g{x) < 0 , ( 之 ’ 丄 ⑴ 
where f : R^ ~> R,h : R^ ^ R^,g : R^ ^ R' are given functions and m < n. 
An augmented Lagrangian method can be used for solving these two problems. In 
our research, we will need to solve the ECP problem and the nonlinear programming 
problem involving both equality and inequality constraints (NLP) 
minimize /(x) 
subject to | " W = 0 (2.11) 
1 ff(x) < 0 
. T h e reviews on making use of the augmented Lagrangian method to solve the ECP 
and NLP are shown below. 
For solving the ECP, the augmented Lagrangian function can be written as: 
^c(x,A) = f(x) + A^h(x) + ^c\h{x)f (2.12) 
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where A is a vector of Lagrange multipliers, c is the penalty parameter and |.| denotes 
Euclidean norm. Then, a sequence of minimizations of the form 
minimize Lc^  (x, A^) with respect to x 
subject to X e R^ (2.13) 
is performed where {ck} is a sequence of positive penalty parameters sequence satis-
fying 
0 < Ck < Ck+i VA:, 
, (2.14) Ck ~^  00 as k ~> 00. \ ‘ 
The multiplier sequence {Afc} is generated by the iteration 
Afc+i = Afc + CA:"(i) (2.15) 
where x is the solution of equation 2.13. The solution ofthe sequence of minimizations 
stated above is the solution of the ECP. Therefore, we can solve the ECP by the above 
mentioned method. 
On the other hand, for solving the NLP, we can convert it into an ECP by intro-
ducing a vector of additional variables z = [z^ . . . , Zr]. Then the NLP becomes 
minimize /(x) 
subject to I h,(^) = ..- = h^{^) = 0 (2.16) 
[fi^l(X) + 2:f = . - . = fiV(X) + 2v2 
where /ii,. • .,/i^ and g^,. • .,gr denotes the components of h and g respectively. 
Similar to solving the ECP, the above converted NLP can be solved by the aug-
mented Lagrangian method. The augmented Lagrangian function can be written as: 
^c(x, z, A, /i) = /(x) + A^/i(x) + ^c|/l(x)|2 ‘ 
+ E-=1 { ^ [ " , W + 兮 ]+ |c | " ,W + 兮|2} (2.17) 
where fi = [" i ’ . . . ,/iJ^. Then, the NLP can be solved by minimizing the augmented 
Lagrangian function with respect to (x, z) for various values of A, /x and c. 
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Consider the minimization of Lc{x, z, X,fx) with respect to z, 
mw^Zc(x,z,A, n) = /(x) + X^h{x) + ^c\h{x)\^ 
+ Ei=i ^in,^ S^|j,j Qj{x) + z] + (2.18) 
|c gj{x) + z] ^1 
Then the minimization with respect to Zj is equivalent to 
mi^u^>o {"j bj(x) + Uj] + ic \gj{x) + Wj|| • (2.19) 
where Uj = z^. The solution of it should be 
u] = max {o, - [ ( ^+5 f , ( x ) ] | (2.20) 
、 U C J y 
and we have 
9jM + w- = max | 5 r , ( x ) , - ^ } . (2.21) 
We define the following notations: 
"/(x’"j，c) = max {fifj(x), - ^ } , 
5fi+(x,"i,c) 
"+(x’/^ ，c) = ： . (2.22) 
.Pr+(X’/V，C) • 
Therefore, the augmented Lagrangian function in equation 2.17 can be written as: 
Le(x,A, fJ,) = /(x)+A^/l(x) + |c|/l(x)|2 
+ / i V ( x , M , c ) + ic|^+(x,Ax,c)|2 (2.23) 
Then, a sequence of minimization of the form 
minimize Lc(x, A^, /Ufc) with respect to x 
subject to X € W" (2.24) 
is performed. The multiplier sequences {A^} and {,j,k} are generated by the iteration 
Afc+i =Afc + CA;/i(x), 
A^ fc+i =fJ'ki-Ckg+{x,fik,Ck). (2.25) 
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where x is the solution of equation 2.24. The solution of the sequence of minimization 
mentioned above is the solution of the NLP. Therefore, we can solve the NLP by above 
mentioned method. 
2.4 Adaptive Supervised Learning Decision (ASLD) Sys-
tem 
Many trading systems are proposed by different methodologies and investment strate-
gies to help traders to obtain as much profit as possible in financial activities. One 
widely used class of trading systems is a combination of two modules: prediction mod-
ule followed by a trading module. The prediction module is used to give out one day 
ahead predicted values of assets in financial market. Then based on the predicted val-
ues, the trading module produces the trading signals for investor to buy or sell assets. 
However, since this type of trading system is optimized to a prediction criterion that 
is poorly correlated with profitability, it usually leads to sub-optimal performance as a 
trading system. A better trading system called Adaptive Supervised Learning Decision 
(ASLD) system was proposed by Xu and Cheung [20]. 
The ASLD system learns the desired investment decision signals via a supervised 
learning algorithm called Adaptive Extended Normalized Radial Basis Function (AEN-
RBF) [19] trained by Matched Competitive Learning algorithm proposed by Xu [19]. 
Below is a brief review of the ASLD system. Please refer to the original paper [20] for 
details. 
^ Given a portfolio of N assets z^  = [z}, zf,.. • ’ z f ] that includes one risk-free asset. 
We invest in the risk-free asset means that we hold our cash back. The trading signals 
generated by the system is in the following form: 
n = ia\ . I^t (2.26) 
It consists of two components. The first part is called allocating signal P\ . p \ = i 
means that the i^ ^ rate series should be invested. Then the constraint T^_, M = 1 
^ ^ Z-1 Z 
is imposed. That is, there is at most one rate series that can be invested at each day. 
The second part is called position signal 广“ with 
1, which means to take long position 
, < = < 0， which means to take neutral position (2.27) 
. - 1 , which means to take short position 
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At each time t + 1, the return due to yesterday's investment in index z, i.e. It is 
calculated by the following equation: 
rl+i = l i { z l + i - z D - \ l i - I U \ j (2.28) 
where 7 is the transaction cost rate. Then the preferred decision signal can be generated 
by the following equation: 
{ 1 , if i = argmax r^,^ 
^<k<N 
0, otherwise 
1, if 4+1 > zl (2.29) 
j P t = 0 ， i f zl^, = zi . 
� - 1 , if zi+i < zi 
A series of decision signals for all previous days is obtained by the above method. 
Then the following relationship is assumed: 
I< = f P t - i , z t , z t - i , . . . ,Zt-d+i] (2.30) 
where d is the number of previous indices inputed to the system and It = [//,. ..’/严. 
Then, an array of N AENRBF networks is used to learn this relationship. Each 
AENRBF network is used to generate one element of the output vector 1^ . The i^ ^ 
.network is shown in figure 2.2 and the output for the z'th network, l|, is shown below: 
. ^ .T g-0.5(x-m')^(E')-i(x-mp 
/ > X ( W ) X + C；.) -0.5(x-n.>)T(sp-Mx-m») _ 
j=l Z_^ j=l ^ ^ J 厂 
where x is the input vector of the network. 
The parameter set for the i^ ^ network is: 
0^  = { W ; , c ; , m ; , m j = l , . . . , k } ‘ (2.32) 
where k is the number of hidden units in hidden layer, W j and cj are the hidden 
parameters for the gating network and m j and S j are the hidden parameters for the 
hidden units. 
In the 'initial training' phase, the parameters of the neural networks are trained by 
a batch-way Coordinated Competitive Learning algorithm proposed by Xu [20] based 
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on the calculated training trading signals of a historic data set. The algorithm is shown 
below: 
E Step : Fix ^id，get 
/(j|x.) = I 1’ j = argmirir(xi - nv,S,(x!_ - m”)， 
1 0，otherwise. 
M Step : Update 
™new 一 IZi^ i ^(i|xt)xj 
m � . - E . i / O l x . ) ’ 
^ r = E f i ^ M ^ - 1 lWxJ[x!. - m r l [ x , - m — ] ^ , (2.33) 
E ” = ^M^ /(i|x,) ^ ^ 1 ^Ul^i)^i^ 
^xy =仏1,(加)Zf=l njM[^^ - EZj][x, - mf-]^, 
W f - = [Sf-l-iR,,, 
cfw = Ezj - (Wf")^mf^, 
pnew = Ei^i/(j|x,)[:,-(W?ew)T _c»^ewp,_(w^^x,-c”w]T 
3 _ E,^i/(i|x.) ~ ~ 
where M is the total number of data in training data set. The equations in E step and 
M step will be alternatively applied until the parameters converge to a fixed value. 
For the details of the training algorithm used, please refer to the original paper [20.. 
Figure 2.3 illustrates the training of the AENRBF network in the initial training phase. 
“ 广 other ^ 
(elements j ....••• ---., 
\^ o' 11 J ( Trained Parameter Set 
~~"^p"f^ 广 ~"~\ '••- wJ.Cj.mjXj\j='\.K. .N ./• 
f j i \ ""••--.. Output Layer 
^ i n ^ ) f t , _ . . . . . . . . . I 
Time Delay / < ...... \ / Gating Network 
n ~ ^ 乂 書 ^ ^ T T 
C O C y "' C y Hidden Layer 
^ ^ . 
• 't-t Z, … z^ ,^ lnputLayer 
Figure 2.2: Use of AENRBF neural network model in ASLD system. 
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^Ns^ f \ y / ^ a d i n g signals for t r a i n i n g ^ 
/ Maximum Re!um Index Selection Y the ASLD system ) 
I ~ / [ / ' ^ V (desiredoutput) J 
X ^ 
r=iA^~~^ f a 
Inifiai Tr.Mnn I s6tof Batctiway Normallze^ lal 
l_Traimng • ^^le Training Bas.R7ncfc. 
• indexes ( W 
y _ i n A 
1 ^ 7 f 
Figure 2.3: 'Initial training' phase for the ASLD system. 
After the initial training, we can start using the AENRBF network to generate 
trading signals. At each time interval, we input the previous trading signals and pre-
vious stock price for each index to obtain the current trading signals from the output 
of the network. According to the current trading signals, we buy the items, sell the 
items we hold or keep holding the items. For keeping track of the recent temporal re-
• lationship between items in financial market, an adaptive learning algorithm proposed 
by Xu [20] is applied to learn the relationship between the network inputs and the 
< 
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optimal trading signal just available. The algorithm is shown below: 
E Step: 
Calculate the /(j, x) as shown in eq. (2.33), 
Vj,i = ^o/(j|xi)/aj 
M Step: 
m f - = m f + 7y,i(Xi - m f ) , 
S � = (1 一 ^ , ) S f + 7y,,(x, - mf)(x, - m f y ’ (2.34) 
nr = {l-vj,i)vf^vj,. 
�new = ^ew/E�=l^ew. 
Ezr = Ezf + 7],^i(z, - E z f ) ’ 
Cyew = ^^new —评广了⑴广’ 
r”w 二 (1 一 r j j r f + 7j,4z, 一 wf\, — c—)(., - wf\一 c^)T, 
w f " = wf + ”幽 一 wf^x, - c--)x,. 
For each time step in the operation and adaptive training phase, the above equations 
will be applied once to tune the parameters. For the details of the adaptive training 
algorithm used, please refer to the original paper [20]. Figure 2.4 illustrates the use of 
AENRBF network in the 'operation and adaptive training' phase. 
TrainedASLDSyslem 
• Ma>_Rewn_S4_ V 他邮“^“^丨丨一 A , / \ .__ 
：[ J ^;^^^^^^a^: / \ ^ T = 
• 4 ^ 0 ^ ^ /^^\ |~\ ^^ — TateneiW 
, / , / 0«J«ng posion 
^ / n / signafe) I 1 
F = ^ A l … … “ A l —. o : vJm 
Operatkxiand <：_ pJ"^ ^^ J\J~^  p ^ i ^ • Tr>J^  '*»™5® • :ivAT— *囊,Time Tine …Time 吻 • � BaasF— . 
_wTrain<ng _ ^ _ j^p^ y May 一了 . g • 
^ …“ 
Figure 2.4: ‘Operation and adaptive training' phase for the ASLD system. 
Xu and Cheung [20] also claimed that the generalization ability ofthe ASLD system 
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can be improved by using the following formula as part of a simple heuristic soft-max 
technique: 
ei^Uih) 
, ” = 7 : j } ~ ~ r r r r (2.35) 
E ^ i e ( r “ i " ) 
Instead of obtaining the desired decision signal /^ _i by the hard maximization of 
equation 2.29, we got it by the above soft-max technique. We call the resulted signal 
as the soft-max decision. In [20], this soft-max technique is used for regularization 
to improve the generalization performance and the experiment on one exchange rate 
indicated it worked. 
4 
Part I 




Modified Portfolio Sharpe Ratio 
Maximization ( M P S R M ) 
Harry Markowitz [10] defined the risk as the variance about an asset's return. However, 
as suggested by Fishburn [6] and Sortino and Meer [17], the variance is not a good 
measure of risk for many investment situations as it treat both the gain and loss 
of an asset as the same. Therefore, minimization of risk means penalizes both gain 
and loss at the same time. To avoid the above problem, based on the sophisticated 
measure of risk associated with below-target return proposed by Fishburn [6], Sortino 
and Meer [17] proposed the idea of downside risk to replace the use of variance as risk. 
In the original definition of Sharpe ratio proposed by Sharpe [14] [15], variance of 
return is used to measure the risk. In this chapter, we firstly extend the definition of 
Sharpe ratio to a portfolio version, called Portfolio Sharpe Ratio. With this extended 
version, we improve it by replacing the variance risk term by the downside risk proposed 
by Sortino and Meer [17] and a new term called "upside volatility" proposed by us with 
the inspiration of downside risk. Moreover, for further diversifying the investment, a 
regularization term is added into the maximization. Lastly, the flexibility of satisfying 
conservative and aggressive investors is added to the maximization. For conservative 
investors, we modify it to control the expected return and minimize the downside 
risk at the same time. For aggressive investors, we modify it to control the expected 
downside risk and maximize the return at the same time. 
This chapter is organized as follows. Section 3.1 describes the assumptions about 
the transaction cost, buying and selling process and the initial money we made in the 
experiments. Section 3.2 studies the idea of "downside risk", proposed the idea of 
“upside volatility" as well as the improvement of performance over the original Sharpe 
ratio. Section 3.3 discusses a regularization technique used. Section 3.5 and section 3.6 
20 
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shows the flexibility of our Modified Sharpe Ratio Maximization to different investors. 
Section 3.4 gives a brief analysis of the Modified Sharpe Ratio Maximization. 
3.1 Experiment Setting 
We perform experiments by investing a portfolio of six different stock indices: 
• S&P 500 Composite - Price Index (USA) 
• Hang Seng Index (Hong Kong) 
• NIKKEI 255 Stock Average (Japan) . 
• Shanghai SE Composite - Price Index (China) 
• CAC 40 - Price Index (France) 
• Australia SE All Ordinary - Price Index (Australia) 
In the experiments, we make the following assumptions: 
1. The transaction cost rate is 3% of the amount of dollars involved in the transac-
tion. 
• 2. At any instance, we can only hold shares or cash. We cannot hold both shares 
and cash at the same time. 
3. Initially, the amount of money in our hand is $40,000 for all ofour experiments. 
4. The profit gain is calculated in US dollar. 
5. There is no benchmark portfolio, that is, RBt always equal to 0. 
6. For the equation of downside risk (eq. 3.3) and upside volatility (eq. 3.4), the 
parameter a and G are set to 1 and 0 respectively. ‘ 
The data used are from May 11’ 1992 to August 1, 1997, consisting of totally 1,365 
data points. The first 1,000 data points are used as the training data set while the 
remaining 365 data points are used in the testing stage. The size of training data set 
and testing data set is chosen randomly. Figure 3.1 shows the value of all these six 
indices. 
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Figure 3.1: The graph for all six indices (1,000 data points for training and 365 data 
points for testing) 
3.2 Downside Risk and Upside Volatility 
The original design of the calculation of Sharpe ratio (Sharpe [14] [15]) is for single 
asset only, as reviewed in section 2.1. Similarly, we extend it to the case for portfolio, 
called Portfolio Sharpe Ratio Sp (PSR), as follows: 
二 预 _ w^R 
^ = var(DP) 二 W ^ (3-1) 
Thus, the optimization for calculating the optimal portfolio w is given as: 
Maximize S^ 二 : / ^ with respect to w, 
Subject to E | I i ^i = 1^  with each Wi > 0, i = 1 , . . . , N (3.?) 
We call this optimization as the Portfolio Sharpe Ratio Maximization (PSRM). The 
augmented Lagrangian method is used for performing the optimization and is shown 
in appendix A. 
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The original design of the calculation of downside risk (eq. 2.8) is for single asset 
only. We extend it to the case for N-asset portfolio as follows: 
downVa{G) = J2^=i Sj=i WiWjdownVa{G, i,j) = w^Dw 
‘downVa(G, iJ) = J : f^JG - x,r(G 一 x,rdF(xi)dF(x,), 
�fi_nV^c^(G,l,l)…downVc(G,l,N) 1 (3.3) 
where 
D = ： ： 
‘ [downVc(G,N,l) ... downVc,(G,N,N) 
where Xi is the return of asset i, F is the probability distribution function, W{ is the 
weight for asset i in portfolio, a is the constant introduced in equation 2.8, and G is 
the target return. 
In addition to considering the variance of return below the target return, we also 
consider measuring the variance of return above the target return by introducing a 
new term called "upside volatility". Similar to the calculation of downside risk, the 
upside volatility for a N-asset portfolio is defined as: 
^PVa(G) = Ell Ef=l WiWjUpVa(G, iJ) = W^UW 
,upV,{G, iJ) = f^ f^(x, - cr(x, - GrdF(x,)dF(x,), 
� t ^ p K ^ ( G , l , l ) … u p V c , ( G , l , N ) 1 (3.4) 
where ‘ 
U = ： : 
• • 
. [upVa{G,N,l) ... upVa{G,N,N) _ 
We can consider the maximization of the upside volatility and minimization of the 
downside risk at the same time in calculating the optimal portfolio. We maximize an 
Improved Portfolio Sharpe Ratio (IPSR), S'�defined as: 
p , w ^ R + w ^ U w 
S = w ^ D w (3.5) 
Thus, the optimization for calculating the optimal portfolio w is given as: 
Maximize S' = w ^ : U w *ith respect to w, 
Subject to Ez^i ^i = 1, with each Wi > 0,i= l , . . . , i V (^.6) 
We call this optimization as the Improved Portfolio Sharpe Ratio Maximization 
(IPSRM). The augmented Lagrangian method is used for performing the optimization 
and the derived algorithm is shown in appendix B. 
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Figure 3.2: Profit gain by the SMPO (eq. 2.5) and the IPSRM (eq. 3.6) 
Shown in figure 3.2 is the experimental results by Improved Portfolio Sharpe Ra-
tio Maximization (3.6) (as shown in solid line) in comparison with the Standard 
Markowian Portfolio Optimization (2.5) and Portfolio Sharpe Ratio Maximization (3.2) 
(both as shown in dotted line). We can clearly see that by maximizing the Improved 
Portfolio Sharpe Ratio 5', the optimal portfolio can bring us a larger profit than other 
two methods. However, we also suffer from the problem of high volatility in the profit 
gain. The reason for such outcome is that the trading signals generated by the IPSRM 
always allocate most of our capital into a few number of indices (usually one or two 
indices). In the next section, a regularization technique will be used to diversify our 
investment into more indices, instead of just invests all of our money into one or two 
indices only. 
3.3 Investment Diversification 
4 
To avoid just investing into too few number of indices, besides maximizing the Im-
proved Portfolio Sharpe Ratio, we diversify our investment among more indices by 
adding an regularization term into the objective function of maximization. To achieve 
the purpose of diversifying our investment, the regularization term should have the 
following properties: 
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1. It has a minimum value when one of the weights of the portfolio is one and all 
other weights are zeros. 
2. It has a maximum value when all weights are equals, i.e. we equally distribute 
all of our capital into all indices. 
The following term is an example: 
y = wT ([i] - w) 
where "[1]" is a column vector of 1. • 
Appendix C provides a proof that the above y satisfy the mentioned properties. Thus, 
by adding the above term as a regularization term, the optimization for calculating 
the optimal portfolio w is given by: 
Maximize 5y^odified = " ^ ^ " J ^ " + ^w^ ([1] — w) 
with respect to w, (3.8) 
Subject to J 2 L i ^i = 1，with each Wi > 0’ i = 1 , . •. ’ N 
We call it as the Modified Portfolio Sharpe Ratio Maximization (MPSRM). The effect 
of the coefficients for the up-side volatility term H and regularization term B will 
be discussed in section 3.4. They are set to 1 in the experiments for this section, 
section 3.5 and section 3.6 preliminarily. The augmented Lagrangian method is used 
for performing the optimization and the derived algorithm is shown in appendix D. 
With equation 3.7’ we can measure the degree of diversification for a set of trans-
actions as the M-day average of the regularization term: 
Degree of diversification = ^ J ] g i w(^)^([l] - w(t)) 
"[1]" is a column vector of 1， 
where < w ( ” is the vector of portfolio for day t � (3.9) 
� M is the number of days. 
Figure 3.3 is the experimental comparison of MPSRM (with regularization term) 
(eq. 3.8) and IPSRM (without regularization term) (eq. 3.6). The statistics are shown 
in the table 3.1 and the trading signals generated are shown in table 3.2. We find that: 
1. With the regularizatioR term added, the degree of diversification for the trading 
signals generated is larger than that without regularization term added. 
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IPSRM MPSRM 
The number of index involved in the transactions 1 6 
Degree of diversification 0.000000~~0.558523 
Mean return 0.239269~~0.140452 
Risk 6.271089 1.937282 
IPSR 1.691675 1.675727 
Upside Volatility 0.980038 0.556159 
Downside Risk 0.720769 0.415707 
Table 3.1: Details of experimental comparison for Modified Portfolio Sharpe Ratio 
Maximization (with regularization) (eq. 3.8) and Improved Portfolio Sharpe Ratio 
Maximization (without regularization term) (eq. 3.6). 
IPSRM M P S R ^ 
S&P 500 Composite - Price Index 0.0000 0.2591 
Hang Seng Index 0.0000 0.1878 
NIKKEI 255 Stock Average 0.0000 0.1352 
Shanghai SE Composite - Price Index 1.0000 0.0672 
C A C 40 - Price Index 0.0000 0.1350 
Australia SE All Ordinary - Price Index 0.0000 0.2157 
Table 3.2: The trading signals generated by Improved Portfolio Sharpe Ratio Maxi-
mization (IPSRM) and Modified Portfolio Sharpe Ratio Maximization (MPSRM) 
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Figure 3.3: Profit gain for IPSRM (eq. 3.6) (without regularization term) and MP-
SRM (eq. 3.8) (with regularization term). 
2. With the regularization term added, the risk for our system is much lower than 
that without regularization term added. 
3. With the regularization term added, the return for our system is lower than that 
without regularization term added, as expected. 
3.4 Analysis of the Parameters H and B of MPSRM 
For the Modified Portfolio Sharpe Ratio Maximization (eq. 3.8), there are two param-
eters, H and B that will affect the performance. Parameter H represents the degree of 
importance of maximizing upside volatility in the optimization and parameter B rep-
resents the degree of importance of regularization in the optimization. For analyzing 
the effect of parameter H and B, we have performed the experiments of applying the 
MPSRM with their values varying from 0.0 to 2.0 with step'size equal to 0.1. 
Figure 3.4 shows the statistical information of the profit gains with the value of B 
varies from 0.0 to 2.0，when the value of H is set to 1.0. We discover the following 
properties empirically: 
1. When B increases, the optimal portfolio tends to diversify our investments into 
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Figure 3.4: The statistical information of the MPSRM's profit gains with the value 
of H fixed to 1.0 but B varies from 0.0 to 2.0. 
more indices. Therefore, the downside and upside risks and the mean return 
decrease. 
2. The rate of decrease of downside risk is larger than that of mean return plus 
upside volatility. Thus the Improved Portfolio Sharpe ratio increases. 
Figure 3.5 shows the statistical information of the profit gains with the value of H 
varies from 0.0 to 2.0, when the value of B is set to 1.0. We discover the following 
properties empirically: 
1. When H increases, the optimal portfolio tends to obtain more profit by investing 
in fewer indices at each instance. Therefore, both the mean return, upside and 
downside risks increase. 
2. The rate of increase of downside risk is larger than 'that of mean return plus 
upside volatility. Thus the Improved Portfolio Sharpe ratio decreases. 
Figure 3.6 shows the profit gain with parameter B and H being set from 0.0 to 2.0. 
With the above experimental result and analysis, we can make the following con-
clusion about the properties of the parameters H and B: 
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Figure 3.5: The statistical information of the MPSRM's profit gains with the value 
of B fixed to 1.0 but H varies from 0.0 to 2.0. 
• To obtain higher profit, we should have larger value of H. 
• To obtain smaller risk, we should have larger value of B. 
In the next two sections, two modifications of the MPSRM for controlling the 
expected return and expected downside risk are discussed. Even we can have the 
similar effect by tuning the parameters H and B in MPSRM, this approach have the 
following disadvantages. 
Firstly, although the purposes of the parameters H and B are to control the impor-
tance of maximizing the upside volatility and the degree ofimportance of regularization 
in the optimization, the values of them may have a nonlinear relationship with the 
return and risk of the portfolio generated. As a result, it is difficult for us to deter-
mine what value of parameters H and B should have to obtain certain level of return 
and risk. Moreover, for obtaining certain level of return and risk, the correct value of 
parameters H and B are dependent on the current state of the market. If the market's 
situation changes, the previous correct value of them may not be valid anymore. 
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to 2.0 
3.5 Risk Minimization with Control of Expected Return 
Some conservative investors are more concerned about risk than return. Therefore, a 
strategy that may satisfy them is to minimize the risk while controlling the expected 
return. The MPSRM (eq. 3.8) is modified and shown below. The expected return is 
set to be a constant specified by the investor and the optimization essentially becomes 
a minimization of downside risk and a maximization of upside risk and regularization 
with the expected return specified. 
Maximize 5fix_r = 叶 ^ ^ ， + B v J ( � — ^ ) with respect to w, 
Subjectto I E i I i ^i = 1, with each t/;^  > 0, % = 1 , . . . , iV, (3.10) 
1 w ^ R = r. 
where r is the expected return specified by the user. The augmented Lagrangian 
method is used for performing the optimization and is shown in appendix E. 
Figure 3.7 is the experimental results of the MPSRM with different expected returns 
(0.0617 and 0.1222 which are chosen randomly)(eq. 3.10). The statistics are shown in 
the table 3.3. We can see that: 
1. The higher the expected return specified, the higher the real return obtained and 
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Expected return Expected return 
二 0.0617 二 0.1222 
^ M e a n return 0.116681 0.137262 
Risk 0.383977 0.600026 
IPSR 2.227826 2.174846 
Upside Volatility 0.306742 0.370930 
Downside Risk 0.190061 0.233668 
Table 3.3: Profit gain for the MPSRM with different expected returns (eq. 3.10) 
vice versa; 
2. The smaller expected return specified, the smaller the risk obtained as expected. 
Therefore, the above scheme can minimize the risk in accordance to the level of return 
specified successfully. 
Fixed expected return 
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Figure 3.7: Profit gain for the Modified Portfolio Sharpe Ratio Maximization with 
different expected returns (eq. 3.10) , 
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Expected downside risk Expected downside risk 
= 0.3589 = 0.8308 
^ M e a n return 0.105243 0.131793 
Risk 0.319691 0.740731 
IPSR 2.193088 2.026825 
Upside Volatility 0.281666 0.388493 
Downside Risk 0.176422 0.256700 
Table 3.4: Profit gain for the MPSRM with different expected downside risks (eq. 3.11. 
3.6 Return Maximization with Control ofExpected Down-
side Risk 
Some aggressive investors are more concerned about return than risk. Therefore, a 
strategy that may satisfy them is to maximize the expected return while controlling 
the expected downside risk. The MPSRM (eq. 3.8) is modified and shown below. The 
expected downside risk is set to be a constant specified by the investor and the opti-
mization essentially becomes a maximization of return, upside risk and regularization 
with the expected downside risk specified. 
Maximize 5fix.v = w T R+，〜w + ^^T ( � _ ^ ) with respect to w, 
c i L . ‘丄 f E^- i ^i = 1' with each Wi > 0, i = 1 , . . . , iV, (3.11) 
Subject to < 广丄 
1 w^ Dw = V . 
where v is the expected downside risk specified by the user. The augmented Lagrangian 
method is used for performing the optimization and is shown in appendix F. 
Figure 3.8 shows the experimental results of MPSRM with different downside risks 
(0.3589 and 0.8308 which are chosen randomly)(eq. 3.11). The statistics are shown in 
the table 3.4. We can see that: 
1. The smaller the expected downside risk specified, the smaller the real downside 
risk obtained and vice versa; ‘ 
2. The larger expected downside risk specified, the larger the return obtained as 
expected. 
Therefore, the above scheme can maximize the return in accordance to the level of 
downside risk specified successfully. 
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Figure 3.8: Profit gain for the Modified Portfolio Sharpe Ratio Maximization with 
different expected downside risks (eq. 3.11) 
Chapter 4 
Variations of Modified Portfolio 
Sharpe Ratio Maximization 
In the previous section, we further improved the Portfolio Sharpe Ratio Maximization 
with with the idea of "downside risk" proposed by Sortino and Meer [17], "upside 
volatility" and regularization term proposed by us. Moreover, we added the flexibility 
of risk minimization with control of expected return and return maximization with 
control of expected downside risk. Since the augmented Lagrangian method is an time 
consuming and computational intensive algorithm, we try to treat the constraints in 
the Modified Sharpe Ratio Maximization (i.e. Wi > 0|z = 1 , . . .,N and w^ > 0|i = 
1 , . . . , iV) by applying the soft-max technique. With the soft-max technique, a simple 
gradient ascent method, instead of the complicated augmented Lagrangian method, can 
be used. Moreover, we try to replace the original diversification term "w^([l] - w)" 
with an entropy-like diversification term " -w^ ln(w)" for performing diversification. 
This chapter is organized as follows. Section 4.1 and section 4.2 introduce the idea 
of applying the soft-max technique and entropy-like term to the Modified Portfolio 
Sharpe Ratio Maximization. Section 4.3 gives a brief analysis of the parameters in the 
portfolio optimizations proposed in section 4.1 and section 4.2. 
i 
34 
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4.1 Soft-max Version of Modified Portfolio Sharpe Ratio 
Maximization (SMPSRM) 
4.1.1 Applying Soft-max Technique to Modified Portfolio Sharpe Ra-
tio Maximization ( S M P S R M ) 
We replace the portfolio vector w with the following soft-max term: 
w = ( J ^ 
‘ " [ l l " is a column vector of 1, 
’ (4 1) 
where a = [a1,a2,. ..,aiv]^ 
.[ea] = [ e a i , e a v . . , e a f 
With the above replacement, we have the following property : 
w^[l] = 1, 
uu > 0,i=l,...,N. (4.2) 
Therefore, the Modified Portfolio Sharpe Ratio Maximization (MPSRM) can be altered 
as shown below: 
Maximize ^ ^ ^ r p " J ^ " + Bw^([l] - w) with respect to a 
where w — 巧 (4.3) wiit3ie w -―[“广‘⑴ 
• Since no any constraint exists in the optimization, the simple gradient ascent method 
is used for performing the optimization. The algorithm is shown below: 
L = ^ ^ ^ ^ + Bw^([l]-w) 
—[e"]^[l]4e"1^R+i^[e»1^UfeN , ^ [ e ^ j ; _ . r . . � e « � 
— [e^J'D[e-] + ^ W r ( W “ I ^ W f ) 
一 [e-]^ [l]*[e-1^ R+H[e»1^ U[e^ ] , ^ p [e^ ]^ [e"1 
一 [e-fD[e^] + ^ - ^ O i ^ p ^ 
SL_ = [e"]^D[e"]*{([e»]^[l])(e°J^[R],)+([e«]^R)e"j+2H([Ufe"11,4e"1,)) 
K Qe^ ]-''D ea])2 
2([e^]^[l].[e"]^R+H[e-iyU[e-1)([D[e^]],4e"1,) 
([ea]"D[ea])2 • (A 4� 
2B{([e1^[l])([e-],..[e-],)-([e-lT[e«1)[e-1,) (4.4) 
([叫‘喻 
where [V]j is the f^ element of vector V. 
For each iteration, the value of a is updated by: 
a,{t+l)=^^(t) + e ^ 
where e is a small positive learning rate. 
Chapter 4 Variations of Modified Portfolio Sharpe Ratio Maximization 36 
MPSRM SMPSRM 
The number of index involved in the transactions 6 6 
Degree of diversification 0.558523~~0.571221 
Mean return 0.140452~~0.140014 
Risk 1.937282 1.921648 
IPSR 1.675727 1.662875 
Upside Volatility 0.556159 0.537373 
Downside Risk 0.415707 0.407359 
Table 4.1: Details of experimental comparison for Modified Portfolio Sharpe Ratio 
Maximization (MPSRM) and Soft-max version of it (SMPSRM) 
We call the above portfolio maximization method as Soft-max version of Modified 
Portfolio Sharpe Ratio Maximization (SMPSRM). 
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Figure 4.1: Profit gain for Original version of Modified Portfolio Sharpe Ratio Max-
imization (MPSRM) and Soft-max version of it (SMPSRM). 
Shown in figure 4.1 is the experimental results by SMPSRM (as shown in solid line) 
in comparison with the MPSRM (as shown in dotted line). The statistics are shown 
in table 4.1. We can clearly see that the result of soft-max version of the MPSRM 
is similar to that of original version. However, the degree of diversification of the 
portfolio vector w generated by the SMPSRM is larger than that of portfolio vector w 
generated by the MPSRM. 
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Expected return Expected return 
= 0.0617 = 0.1222 
" " M e a n return 0.084329 0.127960 
Risk 0.240396 1.161991 
IPSR 2.118570 1.811854 
Upside Volatility 0.235109 0.443140 
Downside Risk 0.150780 0.315180 
Table 4.2: Profit gain for the SMPSRM with different expected return (eq. 4.5) 
4.1.2 Risk Minimization with Control of Expected Return 
Similar to section 3.5, the SMPSRM (eq. 4.3) is modified in the way that we can 
minimize the risk while controlling the expected return, as shown below: 
Maximize 厂十^ ；^评 + Bw^([l] - w) with respect to a 
Subject to w ^ R = r 
where w = ^^^j (4.5) 
and r is the expected return specified by the user. 
The augmented Lagrangian method is used to treat the constraint and it is shown in 
appendix G. 
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Figure 4.2: Profit gain for the SMPSRM with different expected returns (eq. 4.5) 
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Expected downside risk Expected downside risk 
= 0.3589 = 0.8308 
^ M e a n return 0.074707 0.096400 
Risk 0.169343 0.414052 
IPSR 2.162375 2.005324 
Upside Volatility 0.203249 0.288179 
Downside Risk 0.128542 0.191779 
Table 4.3: Profit gain for the SMPSRM with different expected downside risk (eq. 4.6) 
Figure 4.2 is the experimental results of the SMPSRM with different expected 
returns (eq. 4.5). The statistics are shown in the table 4.2. Similar to the result in 
section 3.5，we can see that: 
1. The higher the expected return specified, the higher the real return obtained and 
vice versa; 
2. The smaller expected return specified, the smaller the risk obtained as expected. 
Therefore, the above scheme can minimize the risk in accordance to the level of return 
specified successfully. 
4.1.3 Return Maximization with Control of Expected Downside Risk 
Similar to section 3.6, the SMPSRM (eq. 4.3) is modified in the way that we can 
maximize the return while controlling the expected downside risk as shown below: 
Maximize w ^ R + H w ^ U w + B w ^ [ l ] - w) with respect to a 
Subject to w ^ D w = v 
where w = ^;|jjL (4.6) 
and V is the expected downside risk specified by the user. 
The augmented Lagrangian method is used to treat the constraint and it is shown in 
appendix H. 
t 
Figure 4.3 is the experimental results of SMPSRM with different downside risks 4.6. 
The statistics are shown in the table 4.3. Similar to the result in section 3.6，we can 
see that: 
1. The smaller the expected downside risk specified, the smaller the real downside 
risk obtained and vice versa; 
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Fixeed Expected Downside Risk (SMPSRM) 
40「 
\ , ,- V 
oc Expected downsjde rjsk = Q.3589 '* •；• '： .、j 、j 
>30 “ Expected downside risk = 0.8508 1 、 , i u 。 • 
30 - ,' 
r ：； ,' Z i"20- / , " . , / 
^ : 、 0 ^ 
w".”.,’ '.j'J^ 
5- j # A j V 
0 ； 
-5' ‘ " " 1 1 1 I I 
0 50 100 150 200 250 300 350 400 
Number of days 
Figure 4.3: Profit gain for the SMPSRM with different expected downside risks 
(eq. 4.6) 
2. The larger expected downside risk specified, the larger the return obtained as 
expected. 
Therefore, the above scheme can maximize the return in accordance to the level of 
downside risk specified successfully. 
4.2 Soft-max Version of MPSRM with Entropy-like Reg-
ularization Term (SMPSRM-E) 
4.2.1 Using Entropy-like Regularization term in Soft-max version of 
Modified Portfolio Sharpe Ratio Maximization ( S M P S R M - E ) 
With the replacement of the portfolio vector w with the soft-max term as shown in 
section 4.1.1, we can make sure that all elements of portfolio vector w should be 
greater than zero. Therefore, we can safely replace the original regularization term 
wT([l] — w) with the following entropy-like regularization term for further performing 
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the diversification: 
G = - w ^ ln(w) 
(4.7) 
where ln(w) = [ln(w;i),ln(it;2), • •.，ln(iUAr)]^ 
where ln(w) should always be defined as Wi > 0，i = 1，•.., N. Appendix I provides a 
proof that the above G satisfies the necessary properties stated in section 3.3. 
Therefore, the Soft-max version of Modified Portfolio Sharpe Ratio Maximization 
(SMPSRM) can be altered as shown below: 
Maximize w)j^wJ^Uw 一 ^ ^ T ! ^ ( w ) with respect to a 
where w = ^ ¾ (4.8) 
Since no any constraint exists in the optimization, the simple gradient ascent 
method is used for performing the optimization. The algorithm is shown below: 
L = w ^ r : U w _ ^ w T l n ( w ) 
_ [ea]T[l]*[ea]TR+j^[efUfea] „ [ e f [ e ^ ] � 
_ [e-]TD[e^ ~~ “ P m ^ F m ^ 
—[ea]T[l]*[ea]*R+F[ea]Tu[ea] o [e^ ]^ a , „ 1 /r alTrn\ 
— 1 J ^ ^ [e-]'^ 'D[ea ‘ ‘ ' - ^ I ^ % + ^ l M [ e W ] ) 
lL — [efD[eaH([ea]T[l])([ea],*[R],)+([ea]rR)[e»]，+2H([U[e%*[ea]，)^ 
Saj — ( [ e ^ p D e^])2 
2([ef[l]*[efR+tf[e»]Tu[ea])(D[ea]],*[e»]，） 
( [eap 'D[ea] ) 2 (A Q) 
o[e-]^[l]^([e1.+a.4e"].)-([e-]^a)4e-1. , o [e^ ] 卜 ） 
• “ ([e^ F[l]P + " [ ^ ^ 
where [V]j is the 产 element of vector V . 
For each iteration, the value of a is updated by: 
aj{t + l)=aj{t)^e^ 
where e is a small positive learning rate. 
We call the above portfolio maximization method as the Soft-max version with of 
Modified Portfolio Sharpe Ratio Maximization with Entropy-like Regularization term 
(SMPSRM-E). ‘ 
Shown in figure 4.4 is the experimental results by SMPSRM-E (as shown in solid 
line) in comparison with the SMPSRM (as shown in dotted line). The statistics 
are shown in table 4.4. With the replacement of the original term w^{[l] 一 w) by 
the entropy-like term ti;^ln(iu), we can see that the trading signals generated by the 
SMPSRM-E has larger degree of diversification than that generated by SMPSRM. 
Chapter 4 Variations of Modified Portfolio Sharpe Ratio Maximization 41 




3�- l^iMPim-E I l l i ^ 
专20- V.V� J 
I： M^ 
5-^ yw^ "^^ j^  
_C I I I I 1 1 1 1 
0 50 100 150 200 250 300 350 400 
Number of days 
Figure 4.4: Profit gain for Soft-max version of Modified Portfolio Sharpe Ratio Max-
imization (SMPSRM) and it with Entropy-like Regularization term (SMPSRM-E). 
4.2.2 Risk Minimization with Control of Expected Return 
Similar to the Soft-max version of Modified Portfolio Sharpe Ratio Maximization, 
equation 4.8 is modified in the way that we can minimize the risk while controlling the 
SMPSRM SMPSRM-E 
The number of index involved in the transactions 6 6 
Degree of diversification 0.571221 ^^0.684925~ 
Mean return 0.140014 0.122475~ 
Risk 1.921648 1.531316 
IPSR 1.662875 1.653843 
Upside Volatility 0.537373 0.497105 
Downside Risk 0.407359 0.374630 
Table 4.4: Details of experimental comparison for Soft-max version of Modified Port-
folio Sharpe Ratio Maximization (SMPSRM) and it with Entropy-like Regularization 
term (SMPSRM-E) 
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Expected return Expected return 
=0.0617 = 0.1222 
^ M e a n return 0.084343 0.127623 
Risk 0.240671 1.150782 
IPSR 2.118185 1.813803 
Upside Volatility 0.235200 0.441269 
Downside Risk 0.150857 0.313646 
Table 4.5: Profit gain for SMPSRM-E with different expected return (eq. 4.10) 
expected return, as shown below: 
Maximize 绅冗二…-Bw^ ln(w) with respect to a 
Subject to w ^ R = r . 
, _ j ^ ( 4 . 1 0 ) 
where w = [e^ ]T[i] 
and r is the expected return specified by the user. 
The augmented Lagrangian method is used for performing the optimization and is 
shown in appendix J. 
Fixed Expected Return (SMPSRM-E) 
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Figure 4.5: Profit gain for the SMPSRM-E with different expected returns (eq. 4.10) 
Figure 4.5 is the experimental results of the SMPSRM-E with different expected 
returns (eq. 4.10). The statistics are shown in the table 4.5. We can see that: 
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Expected downside risk Expected downside risk 
二 0.3589 = 0.8308 
^ M e a n return 0.074697 0.096399 
Risk 0.169347 0.414060 
IPSR 2.162174 2.005313 
Upside Volatility 0.203244 0.288178 
Downside Risk 0.128547 0.191779 
Table 4.6: Profit gain for SMPSRM-E with different expected downside risk (eq. 4.11) 
1. The higher the expected return specified, the higher the real return obtained and 
vice versa; 
2. The smaller expected return specified, the smaller the risk obtained as expected. 
Therefore, the above scheme can minimize the risk in accordance to the level of return 
specified successfully. 
4.2.3 Return Maximization with Control of Expected Downside Risk 
Similar to the Soft-max version of Modified Portfolio Sharpe Ratio Maximization, 
equation 4.8 is modified in the way that we can maximize the return while controlling 
the expected downside risk, as shown below: 
• Maximize w W ^ w W w _ ^ ^ T in(w) with respect to a 
Subject to w ^ D w = v 
, _ [ £ ! L ( 4 . 1 1 ) 
where w = j ^ i ^ 
and r is the expected return specified by the user. 
The augmented Lagrangian method is used for performing the optimization and is 
shown in appendix K. 
Figure 4.6 is the experimental results of the SMPSRM-E with different expected 
downside risks (eq. 4.11). The statistics are shown in the table 4.6. We can see that: 
1. The smaller the expected downside risk specified, the smaller the real downside 
risk obtained and vice versa; 
2. The larger expected 'downside risk specified, the larger the return obtained as 
expected. 
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Figure 4.6: Profit gain for the SMPSRM-E with different expected downside risks 
(eq. 4.11) 
Therefore, the above scheme can maximize the return in accordance to the level of 
downside risk specified successfully. 
4.3 Analysis of Parameters in SMPSRM and SMPSRM-
E 
Comparing with the original design of Modified Portfolio Sharpe Ratio Maximization 
(MPSRM), the Soft-max version of it (SMPSRM) and the Soft-max version of it with 
Entropy-like Regularization term (SMPSRM-E) have similar performance. Figure 4.7 
is the experimental comparison of the profit gain of them. The statistics are shown in 
table 4.7. We can see that: 
1. Both of the SMPSRM and the SMPSRM-E have less profit gain than the MP-
SRM. 
2. Applying the soft-max technique causes the system to generate trading signals 
distribute to more indices. 
3. Putting the entropy-like regularization term in the Soft-max version of MPSRM 
will further distribute the trading signals to more indices. 
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4. Both ofthe SMPSRM and the SMPSRM-E have less Improved Portfolio Sharpe 
Ratio than the MPSRM. If the Improved Portfolio Sharpe Ratio is used to rank 
performance, then the MPSRM should be chosen. 
MSRM VS SMSRM VS SMSRM-E 
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Figure 4.7: Comparison of profit gain of the Modified Portfolio Sharpe Ratio Max-
imization (MPSRM), the Soft-max version of Modified Portfolio Sharpe Ratio Max-
imization (SMPSRM) and the Soft-max version of Modified Portfolio Sharpe Ratio 
Maximization with Entropy-like Regularization term (SMPSRM-E) 
All three of them have the parameters H and B affecting the performance. In this 
chapter, we will analyze the effect of them by performing the experiments of applying 
the MPSRM, SMPSRM and SMPSRM-E with their values varying from 0.0 to 2.0 
with step equal to 0.1. 
When we set the value of B to 1.0, figure 4.8 shows the statistical informations of 
the profit gain for all three maximizations with the value of H varies from 0.0 to 2.0. 
From this figure, we find that: 
i 
1. When H increases, the portfolio trends to obtain more profit gain by investing in 
fewer indices at each instance, indicated by the decrement of the diversification. 
Therefore, both the mean return and upside and downside risks increase. 
2. The rate of increase of downside risks are larger than that of mean return plus 
upside volatility. Thus the Improved Portfolio Sharpe Ratio decreases. 
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MPSRM SMPSRM SMPSRM-E 
The number of index involved 6 6 6 
in the transactions 
Degree of diversification —0.558523 0.571221 ~~0^684925 
Mean return 0.140452~~0.140014 0.122475 
Risk 1.937282 1.921648 1.531316 
Improved Portfolio Sharpe ratio 1.675727 1.662875 1.653843 
Upside Volatility 0.556159 0.537373 0.497105 
Downside Risk 0.415707 0.407359 0.374630 
Table 4.7: Details of experimental comparison for the Modified Portfolio Sharpe Ra-
tio Maximization (MPSRM), the Soft-max version ofModified Portfolio Sharpe Ratio 
Maximization (SMPSRM) and the Soft-max version of it with Entropy-like Regular-
ization term (SMPSRM-E) 
When we set the value of H to 1.0, figure 4.9 shows the statistical informations of 
the profit gain for all three maximizations with the value of B varies from 0.0 to 2.0. 
From this figure, we find that: 
1. When B increases, the optimal portfolio trends to diversify our investments into 
more indices at each instance. Therefore, the upside and downside risks and the 
mean return decrease. 
2. The rate of decrease of downside risks are larger than that of mean return plus 
upside volatility. Thus the Improved Portfolio Sharpe Ratio increases. 
With the above experimental result and analysis, we can make the following con-
clusion: 
1. All three versions have same properties with the change of parameter H and _B's 
value. 
2. The trading signals generated by the entropy version have more degree of diver-
sification than other two versions. 
3. To obtain higher profit, we should have larger value of H. 
4. To obtain smaller risk, we should have larger value of B. 
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Neural Network Approach 
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Chap te r 5 
Investment on a Foreign 
Exchange Market using A S L D 
system 
For generating the optimal trading signals which leads to maximum expected profit, 
an Adaptive Supervised Learning Decision (ASLD) system was build by Xu and Che-
ung [20]. It can gain large profit in the foreign exchange market as shown in the 
paper [20]. In this chapter, we will further study the ASLD system under a new 
setting that a portfolio of six major foreign exchange rates is considered in empiri-
cal studies instead of only one exchange rate in [20]. Under this new setting, three 
empirical new findings are obtained. 
Introduced in section 5.1 is the first empirical new finding, which demonstrates that 
using the ASLD system on a portfolio brings considerable profit much more than that 
gained by using it on a single asset. In section 5.2, the other two interesting findings 
are introduced. First, in contrary to the previous empirical finding for portfolio man-
agement, the hard-cut decision is found better than the soft-max decision in forming 
the desired decision signal. Second, the use of the trading signal ofthe immediate past 
day as inputs to the ASLD system can help in getting more profit. 
t 
5.1 Investment on A Foreign Exchange Portfolio 
We consider a portfolio of the following six foreign exchange rates: 
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i. Australian Dollar (AUD) 
ii. Canadian Dollar (CAD) 
iii. German Deutschmark (DEM) 
iv. French Franc (FRN) 
V. Japanese Yen (JAP) 
vi. Swiss Franc (CHF) 
The data we used are from 26 Nov 1991 to 30 Aug 1995, totally 1，112 data. In 
our experiments, the first 1’ 000 data are used in our training phase while the rest 112 
data are used in our testing phase. 
We apply the ASLD network proposed in [20] directly with d = 3. The detailed 
description of the approach is omitted for simplicity. Please refer to section 2.4 or the 
original paper [20] for the details of the ASLD's algorithm. In our experiments, we 
assume that all the profit gains for each transaction are calculated based on US dollar 
only. The detailed definition for It and all the other setting are kept to be the same 
as in [20]. In our experiments, we make the following the assumptions: 
1. The available contract is either a long or short contract of USD to any currency 
at the value of 50,000 dollars, with deposit of US$6,500. 
2. At any instance, a trader can hold at most one long or short contract. 
3. The transaction cost rate is assumed to be 0.5% of the deposit, i.e. about US$40 
for each transaction of selling or buying a contract. Note that the transaction 
•‘ cost for switching between holding long contract and holding short contract is 
twice as those by switching from holding long contract to no contract. 
Shown in figure 5.1 is the profit gain by the ASLD system in the foreign exchange 
market. We got nearly 158% profit gain by making investments following the trading 
signal generated by our system. 
In comparison, we also divided the whole capital into six parts and used the same 
ASLD system to generate six sets of individual trading signal for separately investing 
in these six currencies. Shown in figure 5.2 is its total profit gain summed from the 
six currencies, in comparison with the one in figure 5.1 obtained from the portfolio. 
Obviously, the use of ASLD system for investment on a portfolio is significantly better 
than on each individual exchange rate. 
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Profit Gain by the ASLD System in Foreign Exchange Market 
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Figure 5.1: The profit gain of investment in foreign exchange market by the ASLD 
system 
5.2 Two Important Issues Revisited 
The first issue is about the hard-cut decision versus the so-called soft-max decision 
as reviewed in section 2.4. In [20], this soft-max technique is used for regularization 
to improve the generalization performance and the experiment on one exchange rate 
indicated it worked. However, by testing it on the portfolio of six exchange rates, 
we found that the situation changed to the other side. Shown in figure 5.3 is the 
comparison of the profit gain of investments in foreign exchange market by the Original 
ASLD system (hard-cut decision) and the soft-max version of it (soft-max decision), 
with 7 equaled to the cost of each transaction. Clearly we can see that the use of soft-
max technique reduces the total profit gain. This is because the soft-max technique 
will cause its decision to include investments into some currencies that does not bring 
us the best profit. 
The second issue is about the effect of the previous decision signal to the prediction 
of the current decision signal. Shown in the figure 5.4 are the profit gains obtained 
by the ASLD system without previous trading decision signal as input, with trading 
decision signal at the immediate past day only, and with trading signal on two im-
mediate previous days. We can observe that the performance drops if we omit the 
previous trading signals as the input to the net and that performance also drops if we 
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Profit Gain (%) of ALSD Vs Individual Investment 
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Figure 5.2: The profit gains from each of the six currencies individually versus the 
profit gain from the portfolio of the six currencies 
include too many previous trading decision signals as input, empirical results show 
that in order to obtain the optimum performance, i.e. the maximum amount of profit, 
we should take only the trading signal of the immediate past day as input. 
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Profit gain of investment in foreign exchange market by ASL D system 
160「 
Soft-max version of ASLD system 、. 
140 Original version of ASLD system 厂'、 
I 1 I 
1 2 0 - ‘ 
/ t 
100- r � � \ - ' v \ , ' 
一 ’ \ . / " 、 、 、 . / 〜 
i5 I �."�'.>_./ . " 
e 80- , 
a f 
I 60- I 
^ I 
4 0 - ^ N - . v ' 
- , j _ ^ 广 
0 , ^ V V V A V ^^^^""""""^^^-^^^^^^"""^^^^^^"^ 
7 
-20' 1 1~ 1 1 1 1 
0 20 40 60 80 100 120 
Number of days 
Figure 5.3: The comparison of the profit gain of investments in foreign exchange 
market by Original ASLD and Soft-max version of it 
160 Performance for different types of input for our ALSD syste m 
With previous trading signal at time t -1 only v \ ^ 
140- o Withoutprevioustradingsignalasinput f ^ 
., X With previous trading signal at time t -1 and t - 2 
12�- • 
1 � � - r H ^ ; M ^ ^ > x x 
^ 80- / <9 
I 60 - f o : o ‘ � O c » ^ 1 c ^ % M O % c O o ^ 
1 
^ 40 - f ^ ^ 6 i P 
o 
2 : \ ^ ^ y ^ � � ‘ 
- 2 0卵 ％ 歡 、 o 
« o , � 
-40 ' 1 1 1 1 I _| 
0 20 40 60 80 100 120 
Figure 5.4: The comparison of investment in foreign exchange market by the ASLD 
system with different number of previous trading decision signals as input 
Chap te r 6 
Investment on Stock market 
using A S L D System 
In the previous chapter, we verified that the ASLD system is a decision tool for port-
folio management that can bring considerable benefits in foreign exchange market. In 
this chapter, we studies the ASLD system on stock market data. In section 6.1, we 
investigate the original ASLD and several heuristic strategies on Hang Seng index in 
Hong Kong market. In section 6.2, a portfolio of indices from six major markets in the 
world is considered in the same way. 
6.1 Investment on Hong Kong Hang Seng Index 
6.1.1 Performance of the Original A S L D System 
The Hang Seng Index data we used are from January 1，1987 to September 24, 1997, 
totally 2,800 data. The first 1,000 data points are used in our training phase while the 
rest 1,800 data points are used in our testing phase. 
We apply the ASLD network proposed in [20] directly. Please refer to section 2.4 
or the original paper [20] for the details of the ASLD's algorithm. 
j 
In our experiments, we make the following assumptions: 
1. The transaction cost rate is assumed to be 3% of the amount of dollars involved 
in the transaction. 
2. For all buying or selling process, we will make use of the whole amount of cash 
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held in our hand to buy the Hang Seng Index, or sell all the Hang Seng Index to 
get back cash. 
3. Initially, the amount of money in our hand is $40,000 for all of our experiments. 
Shown in figure 6.1 is the profit gained by the original ASLD system. We got nearly 
30% profit gain by making investments following the trading signal generated by it. 
Profit Gain of Investment in Hang Seng Index by our ASLD sy stem 
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Figure 6.1: The profit gain of investment in Hang Seng Index by the original adaptive 
• ASLD. 
6.1.2 Performances After Adding Several Heuristic Strategies 
As reviewed in section 2.4, the original design of ASLD system will change the invest-
ment in the next period if the new one will have a larger profit gain than the original 
one. However, it overlooks the possible long period profit gain of index. High profit 
gain in the next period doesn't mean that it will bring us large profit gain in long 
period. Therefore, our idea is that we try to modify the ASLD system to change the 
investment only if the change can bring us a long period profit gain. For achieving this 
purpose, a heuristic strategy is applied in generating the training trading signals. The 
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design of the heuristic strategy is shown below: 
pric6t+x > pricet+x-i > ... > pricet+i > pricet 
Buy when and 
‘ (pricet+x — pricet) > pricet * 0.03 * y 
( 6 . 1 ) 
pric6t+x < pricet+x-i < ... < pricct+i < pricet 
Sell when and 
‘ (pricet - pric6t+x) > pricet * 0.03 * y 
where x and y are constants. The above strategy means that we will buy the share 
when we predict that the Hang Seng Index will keep increasing in the next x days and 
the total increment will be larger than y times of the transaction cost for buying it. 
On the other hand, we will sell the share when we predict that the Hang Seng Index 
will keep decreasing in the next x days and the total decrement will be larger than y 
times of the transaction cost for selling it. Figure 6.2 illustrates the idea of applying 
the above stated strategy. The system will follow the upper branch if no index is held 
at the instance. Otherwise, it will follow the lower branch if the Hang Seng Index is 
held at the instance. 
_ . -Applying Heuristic Strategy to Test the Hang Seng Index 
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F i g u r e 6.2: Applying the heuristic strategy to test the Hang Seng Index 
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Structure and Operation of the New System 
The training and operation of the improved ASLD system is similar to that of the 
original ASLD system proposed by Xu and Cheung [20], except that different heuristic 
strategies are used to consider whether the Hang Seng Index can be considered to be 
buy or sell in the next transaction before generating the trading signal with maximum 
profit. The detail is shown below: 
1. Apply the heuristic strategy, which would be introduced in the next section, to 
consider whether the Hang Seng Index can be considered to be buy or sell in the 
next transaction. 
‘2. After the heuristic strategy, if the Hang Seng Index can pass the heuristic strat-
egy, we determine whether we should buy or sell it for obtaining maximum profit. 
Otherwise, the trading signal is kept unchanged for the next transaction. 
After generating the trading signals, similar to the original design of ASLD system 
reviewed in section 2.4, we will then perform the initial batch-way training and adaptive 
training of the AENRBF network. 
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Figure 6.3: Idea of combining ASLD system with heuristic strategy [For Hang Seng 
Index Only] (Initial Training). 
Figure 6.3 illustrates the training of the AENRBF network in the initial training 
phase. Figure 6.4 and figure 6.5 show the use of AENRBF network in the operation 
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Figure 6.4: Idea of combining ASLD system with heuristic strategy [For Hang Seng 
Index Only] (Operation phase). 
and adaptive training phases respectively. In the operation phase, if the trading signal 
is changed in the next transaction, we will buy or sell the index indicated by the trading 
signal. 
Experimental Results 
We have tried totally four different strategies for generating the desired trading signals, 
given as follows: 
1. Strategy 0: 
pricet+2 > pricet+i > pricct 
Buy when and 
‘ {pricet+2 一 pricet) > pricet * 0.03 
‘ (6.2) 
pricet+2 < pricet+i < pricet 
Sell when and 
.{pricet - pricet+2) > pricet * 0.03 
For strategy 0, we will buy the share when we predict that the Hang Seng Index 
will keep increasing in the next two days and the total increment will be larger 
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Figure 6.5: Idea of combining ASLD system with heuristic strategy [For Hang Seng 
Index Only] (Adaptive training phase). 
than the transaction cost for buying it. On the other hand, we will sell the share 
when we predict that the Hang Seng Index will keep decreasing in the next two 
days and the total decrement will be larger than the transaction cost for selling 
it. 
2. Strategy 1: 
pricet+2 > pricet+i > pricet 
Buy when and 
‘ {pricet+2 - pricet) > pricet * 0.03 * 1.5 
(6.3) 
‘pricet+2 < pricet+i < pricet 
Sell when and 
.{pricet - pricet+2) > pricet * 0.03 * 1.5 
For strategy 1’ we will buy the share when we predict that the Hang Seng Index 
will keep increasing in the next two days and the total increment will be larger 
than 1.5 times of the transaction cost for buying it. On the other hand, we will 
sell the share when we predict that the Hang Seng Index will keep decreasing in 
the next two days and the total decrement will be larger than 1.5 times of the 
transaction cost for selling it. 
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3. Strategy 2: 
pricetJ^2> > pricet+2 > pricet+i > pricet 
Buy when and 
‘ (pricet+3 - pricet) > pricet * 0.03 * 2 
(6.4) 
pricet+3 < pricet^2 < pricet+i < pricet 
Sell when and 
‘ (pricet - pricet+s) > pricet * 0.03 * 2 
For strategy 2, we will buy the share when we predict that the Hang Seng Index 
will keep increasing in the next three days and the total increment will be larger 
than 2 times of the transaction cost for buying it. On the other hand, we will 
sell the share when we predict that the Hang Seng Index will keep decreasing in 
the next three days and the total decrement will be larger than 2 times of the 
transaction cost for selling it. 
4. Strategy 3: 
pricet+4 > pricet+3 > pricet+2 > pricet+i > pricet 
Buy when and 
‘ {pricet+4 - pricet) > pricet * 0.03 * 2 
(6.5) 
pricet+4 < pricet+3 < pricet+2 < pricet+i < pricet 
Sell when and 
‘ (pric6t - pricet+4) > pricet * 0.03 * 2 
For strategy 3, we will buy the share when we predict that the Hang Seng Index 
will keep increasing in the next four days and the total increment will be larger 
than 2 times of the transaction cost for buying it. On the other hand, we will 
sell the share when we predict that the Hang Seng Index will keep decreasing 
in the next four days and the total decrement will be larger than 2 times of the 
transaction cost for selling it. 
4 
Shown in figure 6.6 is the profit gain by ASLD generating the desired trading signal 
with different strategies. 
The profit gain increases when more longer period ahead predicted price (strategies 
0 to 2) are included in the strategy of generating desired trading signals, as shown in 
figure 6.6. However, the performance starts to drop (strategy 3) if too many predicted 
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Figure 6.6: Profit gain of applying strategies 0 to 3. 
prices are included in it. Therefore, for optimizing the profit gain, the strategy 2 is 
suggested to be used in generating the desired trading signals. 
The reason for the above interesting fact may be that when prices of many days 
ahead are included in the strategy of generating the desired trading signals, our system 
will avoid generating the signals that will buy or sell with too little expected profit 
or loss. On the other side of the coin, if prices of too many days ahead are included 
in the strategy, the signals generated cannot react to the increase or decrease of the 
market quickly. As a result, a suitable number of predicted price should be included 
in the strategy only. 
6.2 Investment on Six Different Stock Indexes 
This section tries to make use of our system to generate trading signals for investment 
on a portfolio of six different stock indices (same as those.in section 3.1): 
• S&P 500 Composite - Price Index (USA) 
• Hang Seng Index (Hong Kong) 
• NIKKEI 225 Stock Average (Japan) 
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• Shanghai SE Composite - Price Index (China) 
• CAC 40 - Price Index (France) 
參 Australia SE All Ordinary - Price Index (Australia) 
For the investment in stock market, the original ASLD system also face the similar 
problem as described in section 6.1. It also overlook the possible long profit gain of in-
dex. For solving this problem, we apply the similar method as described in section 6.1. 
The general form of the heuristic strategy is shown below: 
pricet+x > pricet+x-i > . •. > pricet+i > pricet 
Consider to buy when and 
�{pricet^x — pric6t) > pricet * 0.03 * y 
(6.6) 
pricet+x < pricet+x-i < ... < pricet+i < pricet 
Consider to sell when and 
‘ (pricet 一 pricet+x) > pricet * 0.03 * y 
where x and y are constants. The above strategy means that the index will be con-
sidered to buy in the next transaction if it will keep increasing in the next x days and 
the total increment will be larger than y times of the transaction cost for buying it. 
On the other hand, we will consider to sell the index we hold if we predict that it will 
keep decreasing in the next x days and the total decrement will be larger than y times 
of the transaction cost for selling it. 
Figure 6.7 illustrates the pre-choosing procedure's idea. The system will follow the 
upper branch if no index is held at the instance. Otherwise, it will follow the lower 
branch if some indices are held at the instance. After the pre-choosing procedure, a 
group of indices being considered to be involved in the next transaction is created. 
We call it as pre-choosing group. Among this group, we will choose the index with 
maximum expected return to buy or hold in the next transaction. 
6.2.1 Structure and Operation of the New System 
t 
The training and operation of the improved ASLD system is similar to that of the 
original ASLD system proposed by Xu and Cheung [20], except that different heuris-
tic strategies are used to choose a subset of available indices being considered to be 
involved in the next transaction before generating the trading signal with maximum 
profit. We call it as pre-choosing procedure. The detail is shown below: 
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Figure 6.7: Using heuristic strategy to choose a subset of available indices being 
considered to be involved in the next transaction 
1. Apply heuristic strategy in pre-choosing procedure for choosing a group of indices 
being considered to be involved in the next transaction. 
2. After the pre-choosing procedure, we choose one index with maximum profit gain 
to generate the trading signal. 
“ After generating the trading signals, similar to the original design of ASLD system 
reviewed in section 2.4，we will then perform the initial batch-way training and adaptive 
training of the AENRBF network. 
Figure 6.8 illustrates the training of the AENRBF network in the initial training 
phase. Figure 6.9 and figure 6.10 show the use of AENRBF network in the operation 
and adaptive training phases respectively. In the operation phase, if the trading signal 
is changed in the next transaction, we will buy or sell the index indicated by the trading 
signal. 
« 
6.2.2 Experimental Results 
The assumptions we made in the experiment are the same as the assumptions in the 
previous section, with two additional assumptions that: 
» 
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Figure 6.8: Idea of combining ASLD system with heuristic strategy [For Six Different 
Stock indices] (Initial Training). 
1. The profit gain is calculated in US dollar only. 
2. At any instance, we can hold only one index or hold cash money only. Therefore 
for each transactions, we will make use of the whole sum of money to buy one 
index or sell the whole index. 
The data we used for testing and training are from May 11, 1992 to August 1， 
1997. The first 1000 data points (i.e. from May 11, 1992 to March 10，1996) are used 
as training data set while the remaining 365 data points (i.e. from March 11，1996 to 
August) are used in testing stage. 
Similar to the previous section, we have tried many different strategies for our 
ASLD system and we find that the following strategy is the best one for our ASLD 
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Figure 6.9: Idea of combining ASLD system with heuristic strategy [For Six Different 
Stock indices] (Operation phase). 
system in doing investment among these indices. 
pricet+3 > pricet+2 > pricet+i > pricet 
Buy when and 
�(pricet+3 - pricet) > pricet * 0.03 * 2.5 
• (6.7) 
‘pricct+3 < pric6t+2 < pricet+i < pricet 
Sell when and 
‘ {pricet - pricet+3) > pricet * 0.03 * 2.5 
Figure 6.11 shows the profit gain we obtained in our experiment. At the time 
period of 300，we got nearly 100% profit gain by making investment following the 
trading signal generated by it. However, we suffer a great drop in the profit gain and 
at the end of the testing period, we obtain about 40% profit gain. 
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Figure 6.10: Idea of combining ASLD system with heuristic strategy [For Six Different 
Stock indices] (Adaptive training phase). 
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Figure 6.11: Profit gain of applying our ASLD system in investment among six 
indices for different countries. 
Part III 
Combination of Static Portfolio 
Optimization techniques with 
Neural Network Approach 
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Chap te r 7 
Combining the A S L D system 
with Different Portfolio 
Optimizations 
For helping traders to make better decision on how to distribute investment into differ-
ent items in financial market, different static portfolio optimizations are proposed by 
us in part 1. However, due to the fact that the portfolios generated by these portfolio 
optimizations on a historic data set are static, they cannot adaptively keep track of 
the temporal relationship between the financial market indices by making use of the 
data just available. 
„ On the other hand, many trading systems based on neural network are proposed, 
among which the Adaptive Supervised Learning Decision (ASLD) system proposed 
by Xu and Cheung [20] generates trading signals that directly maximize the expected 
return. It can empirically obtain large profit in foreign exchange market. Moreover, 
with further improvement as shown in part II, we have applied it to the stock market. 
In this chapter, we combined the improved ASLD system with different variants 
of the improved static portfolio optimization. This new system can take advantage 
of the ability of adaptively keeping track of the temporal relationship between indices 
(h = f(It-u Zt,而-i,..., zt-d+i)) and adaptively make use of the data just available, 
provided by the improved ASLD system, and the stability of diversifying investment, 
provided by different improved static portfolio optimizations. Experiments show that 
the adaptive portfolio can obtain more profit than static portfolio while the risk is still 
kept reasonably low. 
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7.1 Structure and Operation of the New System 
The training and operation of the improved ASLD system combined with different 
portfolio optimizations is similar to that of the improved ASLD system stated in chap-
ter 6, except that: 
1. the trading signals is modified in such a way that we can apply the portfolio 
optimization easily. 
2. the portfolio optimization is used to replace the maximum return index selection 
in the generation of training trading signals. 
The details of the trading signals we used is shown below: 
Given a portfolio of N index series z^  = [z],z^,. ..,zf^], the trading signals gener-
ated by the system is in the form of 1^  = [//，/?’ • •.，/f]. 1^  = 1 means the i*h index 
should be invested while 1} = 0 means the i^ ^ index should no longer be invested. 
The constraint ' \ J 2 t i � = l ) O R (/) = 0|i = 1，. . . , iV)" is imposed. The first part of 
constraint E j l i " = 1) means that there is at most one index that can be invested 
at each day. The another part (/| 二 0|i = 1，. . . , iV) is provided for the situation that 
no any share should bought or held and we hold cash only. 
With the above new design of trading signals, the details of the procedure for 
generating the desired trading signal (for supervised learning) is shown below: 
“ 1- Apply the pre-choosing procedure for choosing a group ofindices being considered 
to be involved in the next transaction. 
2. After the pre-choosing procedure, instead of choosing one index with maximum 
profit gain, we will apply the portfolio optimization to determine the proportion 
of our capital to be invested among the indices. The trading signal will be 
generated by the following equation: 
II = result of portfolio optimization 6 [0,1] (7.1) 
* 
Instead of being 0 or 1 only, the value of each trading signal // can be any real 
number from 0 to 1. 
After generating the desired trading signals, similar to the original design of ASLD 
system reviewed in section 2.4, we will then perform the initial batch-way training and 
adaptive training of the AENRBF network. 
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Figure 7.1: Idea of combining the improved ASLD system with portfolio optimization 
(Initial Training). 
Figure 7.1 illustrates the training of the AENRBF network in the initial training 
phase. Figure 7.2 and figure 7.3 show the use of AENRBF network in the operation 
and adaptive training phases respectively. In the operation phase, if the weight of 
index is changed in the next transaction, we buy or sell the index to match the new 
weight calculated by the optimization. 
“ We perform the same experiments by investing a portfolio of six different stock 
indices as shown in section 3.2. The assumptions we made in the experiments are the 
same as the assumptions in the section 3.2. 
7.2 Combined with the Standard Markowian Portfolio 
Optimization (SMPO) 
In this section, we combine the ASLD system with the Standard Markowian Portfolio 
Optimization (SMPO), i.e. the maximum return index selection is replaced by the 
SMPO. 
We have performed a comparison on the performances of: 
(a) applying the SMPO described in section 2.1 to obtain the (static) optimal port-
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Figure 7.2: Idea of combining the improved ASLD system with portfolio optimization 
(Operation phase). 
folio w. Then we follow the w to buy the shares and hold them until the end of 
the experiment period; 
(b) using the improved ASLD system with the maximum return index selection as 
described in section 6.2; and 
‘ (c) the improved ASLD system combined with the SMPO, as described in the pre-
vious section. 
The assumptions about the transaction cost, buying and selling process and the initial 
money in the experiments are the same as the assumption made in section 3.2, with 
one more additional assumption that the parameter u in the SMPO equals to 1. 
We show the comparison between (a)(dotted line) and (c)(solid line), in figure 7.4 
and the comparison between (b)(dotted line) and (c)(solid line) in figure 7.5. The 
curves of the results of the three cases are not put on the same graph because (a) and 
(c) would overlap each others and become not clear if the same scale for the three 
curves are used. 
Figure 7.4 shows that our new ASLD system approach can obtain more profit gain 
than that of using the SMPO only in the experiment. Since the financial market is 
changing frequently, the dynamic trading signal with the adaptability provided by 
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Figure 7.3: Idea of combining the improved ASLD system with portfolio optimization 
(Adaptive training phase). 
the ASLD system can keep track of the recent temporal relationship between the 
financial market indices and adaptively make use of the data just available. Therefore 
it outperforms the static portfolio optimization method. 
Figure 7.5 shows that by combining with the SMPO, the profit gain obtained by our 
new ASLD system is much more stable than the original one. The detailed statistics 
are shown in the table 7.1. However, from table 7.1 and figure 7.5, we can see that 
the volatility of the profit gain for the original design of improved ASLD system is 
large. On the other hand, as indicated in the table 7.1，more indices are invested by 
the improve ASLD system combined with SMPO in the experiment. Therefore, we 
can see that the volatility of the profit gain for (c) is much lower than that for (b). 
7.3 Combined with the Modified Portfolio Sharpe Ratio 
Maximization (MPSRM) 
In this section, we combine the ASLD system with the Modified Portfolio Sharpe 
Ratio Maximization (MPSRM) described in section 3.3, i.e. the maximum return index 
selection is replaced by the MPSRM. We have performed the experiment comparing 
the performance of: 
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Figure 7.4: Profit gain of Standard Markowian Portfolio Optimization (eq. 2.5) and 
combining that by improved ASLD system 
(a) Applying the Modified Portfolio Sharpe Ratio Maximization to obtain the opti-
mal portfolio w. Then we follow the portfolio w to buy the shares and hold them 
until the end of the experiment period; 
(b) the improved ASLD system combined with the Modified Portfolio Sharpe Ratio 
Maximization (eq. 3.8). 
The assumptions about the transaction cost, buying and selling process and the 
initial money in the experiments are the same as the assumption made in section 3.2, 
with the following additional assumptions: 
1. The parameters a and G in the equations of calculating the downside risk (eq. 3.3) 
and upside volatility (eq. 3.4) are set to 1 and 0 respectively. 
2. Both parameters H and B in the MPSRM (eq. 3.8) are set to 1. 
j 
Shown in figure 7.6 is the experimental result. From the figure, we find that with 
the adaptability of the ASLD system, our proposed approach can obtain more profit 
gain than the MPSRM (eq. 3.8) only. 
Chapter 7 Combining the ASLD system with Different Portfolio Optimizations 74 
Improved ASLD System VS Improved ASLD System with SMPO 
120「 
lm^ fov l ^ A§t;B i | ^ i t l m with SMPO J 
100- ，丨 
^i /•' i^ .,. 
80- , ' ' - ' � ,;.'f'/. 
r / L. V' I 
I 60- I； / ； 
I ；丨 / ‘ J 
I 4°- ,'.丨丨；1 ,' / V ^ -
.0- ,. /i>^ V^ ^^ ^^ K/ 
D C : ^ : " : f " ^ 
i 
_2o' 1 1 1 1 1 1 1 1 
0 50 100 150 200 250 300 350 400 
Number of days 
Figure 7.5: Profit gain for improved ASLD system with/without Standard Markowian 
Portfolio Optimization (eq. 2.5) 
7.4 Combined with the MPSRM — Risk Minimization 
with Control of Expected Return 
In this section, we combine the improved ASLD system with the MPSRM with control 
of expected return described in section 3.5. Shown is figure 7.7 is the experimental 
‘ result of two improved ASLD systems combined with equation 3.10 with different 
expected return. The statistics are shown in table 7.2. We can see that: 
1. The higher the expected return specified, the higher the resulting return obtained 
and vice versa; 
2. The smaller expected return specified, the smaller the resulting risk obtained as 
expected. 
Therefore, the use of risk minimization with control of' expected return on ASLD 
system has successful result as in the static portfolio. 
The use of improved ASLD system combined with the above equation can obtain 
more profit than static portfolio solution of equation 3.10. Figure 7.8 shows the ex-
perimental comparison with expected return equal to 0.0617 and figure 7.9 shows the 
experimental comparison with expected return equals to 0.1222. 
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Improved ASLD only Improved ASLD with SMPO 
Number of indices involved 
in the transactions 1 3 
Degree of diversification 0.000000 — 0.269739 
Mean return 0.137381 0.129929 
Risk 5.392964 0.904481 
IPSR 1.423862 1.882325 
Upside Volatility 0.785617 0.424443 
Downside Risk 0.648236 0.294515 
Table 7.1: Profit gains by improved ASLD system trained by return solely and trained 
by SMPO 
Expected return Expected return 
= 0.0617 = 0.1222 
^ M e a n return 0.164359 0.192099 
Risk 1.098276 1.356119 
IPSR 2.042503 2.121694 
Upside Volatility 0.479677 0.534615 
Downside Risk 0.315317 0.342516 
Table 7.2: Profit gain for improved ASLD system combmed with Modified Portfolio 
Sharpe Ratio Maximization with different expected return 
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Profit gain of MPSRM VS that of Improved ASLD with MPSRM 
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Figure 7.6: Profit gain for maximizing the Modified Portfolio Sharpe Ratio Maxi-
mization(eq. 3.8) and combined with improved ASLD system 
7.5 Combined with the MPSRM - Return Maximization 
with Control of Expected Downside Risk 
In this section, we combine the improved ASLD system and the MPSRM with control of 
expected return described in section 3.6. Shown is the figure 7.10 is the experimental 
result of two improved ASLD systems combined with equation 3.11 with different 
expected downside risks. The statistics are shown in the table 7.3. We can see that: 
1. The smaller the expected downside risk specified, the smaller the resulting down-
side risk obtained and vice versa; 
2. The larger expected downside risk specified, the larger the resulting return ob-
tained as expected. 
Therefore, the use of return maximization with control of expected downside risk on 
ASLD system has successful result as in the static portfolio. 
The use of improved ASLD system combined with the above equation can obtain 
more profit than static portfolio solution of equation 3.11. Figure 7.11 shows the 
experimental comparison with expected downside risk equal to 0.3589 and figure 7.12 
shows the experimental comparison with expected downside risk equals to 0.8308. 
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Figure 7.7: Profit gain for different controlled expected return of improved ASLD 
system combined with Modified Portfolio Sharpe Ratio Maximization (eq. 3.10). 
7.6 Combined with the Soft-max Version o f M P S R M (SMP-
SRM) 
In this section, we combine the ASLD system with the Soft-max version of Modified 
Portfolio Sharpe Ratio Maximization (SMPSRM) described in section 4.1.1，i.e. the 
maximum return index selection is replaced by the SMPSRM. 
We have performed the experiment comparing the performance of: 
(a) Applying the Soft-max version of Modified Portfolio Sharpe Ratio Maximization 
Expected downside risk Expected downside risk 
= 0.3589 = 0.8308 
Mean return 0.139793 ！~~0.182869 
Risk 1.089415 2.025615 
IPSR 1.863663 1.883308 
Upside Volatility 0.463514 0.596924 
Downside Risk 0.323721 0.414055 
Table 7.3: Profit gain for improved ASLD system combined with Modified Portfolio 
Sharpe Ratio Maximization with different expected downside risk 
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Fix expected return = 0.0617 
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Figure 7.8: Comparison of fixed expected return using improved ASLD system and 
Modified Portfolio Sharpe Ratio Maximization(eq. 3.10) [expected return = 0.0617] 
(SMPSRM) to obtain the optimal portfolio w. Then we follow the portfolio w 
to buy the shares and hold them until the end of the experiment period; 
(b) the improved ASLD system by combining with the Soft-max version of Modified 
Portfolio Sharpe ratio Maximization (SMPSRM) (eq. 4.3). 
The assumptions about the transaction cost, buying and selling process and the initial 
money in the experiments are the same as the assumption made in section 3.2, The 
assumptions about the transaction cost, buying and selling process, the initial money 
and the value of parameters H and B we made in the experiments are the same as the 
assumption made in the section 7.3. 
Shown in figure 7.13 is the experimental result of improved ASLD system combined 
with SMPSRM (eq. 4.3) (as shown in solid line) in comparison with the static portfolio 
by SMPSRM (eq. 4.3) only (as shown in dotted line). From the figute, we find that 
with the adaptability of the ASLD system, our proposed'approach can finally obtain 
more profit gain than the SMPSRM (eq. 4.3) only. 
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Figure 7.9: Comparison of fixed expected return using improved ASLD system and 
Modified Portfolio Sharpe Ratio Maximization(eq. 3.10) [expected return = 0.1222] 
7.7 Combined with the SMPSRM — Risk Minimization 
with Control of Expected Return 
In this section, we combine the improved ASLD system and the SMPSRM with control 
of expected return described in section 4.1.2. Shown is figure 7.14 is the experimen-
“ tal result of two improved ASLD systems combined with equation 4.5 with different 
expected return. The statistics are shown in the table 7.4. We can see that: 
1. The higher the expected return specified, the higher the resulting return obtained 
and vice versa; 
2. The smaller expected return specified, the smaller the resulting risk obtained as 
expected. 
Therefore, the use of risk minimization with control of expected return on ASLD 
system has successful result as in the static portfolio. 
The use of improved ASLD system combined with the above equation can obtain 
more profit than static portfolio solution of SMPSRM (eq. 4.5) finally (for small ex-
pected return) and in most time period (for large expected return). Figure 7.15 shows 
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Fixed expected downside risk (Improved ASLD with MPSRM) 
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Figure 7.10: Profit gain for different controlled expected downside risk of improved 
ASLD system combined with Modified Portfolio Sharpe Ratio Maximization (eq. 3.11). 
the experimental comparison with expected return equal to 0.0617 and figure 7.16 
shows the experimental comparison with expected return equals to 0.1222. 
7.8 Combined with the SMPSRM - Return Maximiza-
tion with Control of Expected Downside Risk 
In this section, we combine the improved ASLD system with the SMPSRM with con-
trol of expected return described in section 4.1.3. Shown in the figure 7.17 is the 
Expected return Expected return 
= 0.0617 = 0.1222 
~~Mean return 0.114741 0.120887 
Risk 0.969745 5.211531 
IPSR 1.750979 ‘1.339693 
Upside Volatility 0.420318 0.832629 
Downside Risk 0.305577 0.711742 
Table 7.4: Profit gain for improved ASLD system combined with Soft-max version of 
Modified Portfolio Sharpe Ratio Maximization with different expected return 
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Figure 7.11: Comparison of fixed expected downside risk using improved ASLD sys-
tem and Modified Portfolio Sharpe Ratio Maximization(eq. 3.11) [expected downside 
risk = 0.3589] 
experimental result of two improved ASLD systems combined with equation 4.6 with 
different expected downside risks. The statistics are shown in the table 7.5. We can 
see that: 
1. The smaller the expected downside risk specified, the smaller the resulting down-
side risk obtained and vice versa; 
2. The larger expected downside risk specified, the larger the resulting return ob-
tained as expected. 
Therefore, the use of return maximization with control of expected downside risk on 
ASLD system has successful result as in the static portfolio. 
The use of improved ASLD system combined with the above equation can obtain 
more profit than static portfolio solution of SMPSRM (eq. 4.6) finally (for small ex-
pected downside risk) and in most time period (for large expected downside risk). 
Figure 7.18 shows the experimental comparison with expected downside risk equal to 
0.3589 and figure 7.19 shows the experimental comparison with expected downside risk 
equals to 0.8308. 
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Fix expected downside risk = 0.8308 
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Figure 7.12: Comparison of fixed expected downside risk using improved ASLD sys-
tem and Modified Portfolio Sharpe Ratio Maximization(eq. 3.11) ) [expected downside 
risk = 0.8308] 
7.9 Combined with the Soft-max Version ofMPSRM with 
Entropy-like Regularization Term (SMPSRM-E) 
In this section, we combine the improved ASLD system with the Soft-max version of 
Modified Portfolio Sharpe Ratio Maximization with Entropy-like Regularization term 
(SMPSRM-E) described in section 4.2.1 , i.e. the maximum return index selection is 
replaced by the SMPSRM-E. 
We have performed the experiment comparing the performance of: 
Expected downside risk Expected downside risk 
= 0.3589 = 0.8308 
Mean return 0.112451 0.106645 
Risk 0.980225 ‘ 4.550405 
IPSR 1.727280 1.319417 
Upside Volatility 0.421688 0.774392 
Downside Risk 0.309237 0.667747 
Table 7.5: Profit gain for improved ASLD system combined with Soft-max version of 
Modified Portfolio Sharpe Ratio Maximization with different expected downside risk 
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Improved ASLD with SMSRM VS SMSRM only 
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Figure 7.13: Profit gain for maximizing the Soft-max version of Modified Portfolio 
Sharpe Ratio Maximization (eq. 4.3) and combined with improved ASLD system 
(a) Applying the Soft-max version of Modified Portfolio Sharpe Ratio Maximization 
with Entropy-like Regularization term (SMPSRM-E) to obtain the optimal port-
folio w. Then we follow the portfolio w to buy the shares and hold them until , 
the end of the experiment period; 
(b) the improved ASLD system by combining with the Soft-max version of Modi-
“ fied Portfolio Sharpe Ratio Maximization with Entropy-like Regularization term 
(SMPSRM-E) (eq. 4.8). 
The assumptions about the transaction cost, buying and selling process, the initial 
money and the value of parameters H and B we made in the experiments are the same 
as the assumption made in the section 7.3. 
Shown in figure 7.20 is the experimental results of improved ASLD system com-
bined with SMPSRM-E (eq. 4.8) (as shown in solid line) in comparison with the static 
portfolio by SMPSRM-E (eq. 4.8) only (as shown in dotted line). From the figure, we 
find that with the adaptability of the ASLD system, our proposed approach can finally 
obtain more profit gain than the SMPSRM-E (eq. 4.8) only. 
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Figure 7.14: Profit gain for different controlled expected return of improved ASLD 
system combined with Soft-max version of Modified Portfolio Sharpe Ratio Maximiza-
tion (SMPSRM) (eq. 4.5). 
7.10 Combined with the SMPSRM-E - Risk Minimiza-
tion with Control of Expected Return 
In this section, we combine the improved ASLD system with the SMPSRM-E with 
‘ control of expected return described in section 4.2.2. Shown is figure 7.21 is the 
experimental results of two improved ASLD systems combined with equation 4.10) 
with different expected return. The statistics are shown in the table 7.6. We can see 
that: 
1. The higher the expected return specified, the higher the resulting return obtained 
and vice versa; 
2. The smaller expected return specified, the smaller the resulting risk obtained as 
expected. , 
Therefore, the use of risk minimization with control of expected return on ASLD 
system has successful result as in the static portfolio. 
The use of improved ASLD system combined with the above equation can obtain 
more profit than static portfolio solution of SMPSRM-E (eq. 4.10) finally (for small 
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Fixed expected return (Improved ASLD with SMSRM VS SMSRM only) = 0. 061'. 
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Figure 7.15: Comparison of fixed expected return using improved ASLD system 
and Soft-max version of Modified Portfolio Sharpe Ratio Maximization (SMPSRM) 
(eq. 4.5) [expected return = 0.0617] 
expected return) and in most time period (for large expected return). Figure 7.22 shows 
the experimental comparison with expected return equal to 0.0617 and figure 7.23 
shows the experimental comparison with expected return equals to 0.1222. 
Expected return Expected return 
= 0.0617 = 0.1222 
~~Mean return 0.114763 0.120251 
Risk 0.969518 5.194686 
IPSR 1.751273 1.338320 
Upside Volatility 0.420279 0.831122 
Downside Risk 0.305516 0.710871 
Table 7.6: Profit gain for improved ASLD system combined with Soft-max version of 
Modified Portfolio Sharpe Ratio Maximization with Entropy-like Regularization term 
(SMPSRM-E) with different expected return ‘ 
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Fixed expected return (Improved ASLD with SMSRM VS SMSRM only) = 0. 122； 
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Figure 7.16: Comparison of fixed expected return using improved ASLD system 
and Soft-max version of Modified Portfolio Sharpe Ratio Maximization (SMPSRM) 
(eq. 4.5) [expected return = 0.1222] 
7.11 Combined with the SMPSRM-E - Return Maxi-
mization with Control of Expected Downside Risk 
In this section, we combine the improved ASLD system with the SMPSRM-E with 
. control of expected downside risk described in section 4.2.3. Shown is figure 7.24 is 
the experimental results of two improved ASLD systems combined with equation 4.11 
with different expected downside risks. The statistics are shown in the table 7.7. We 
can see that: 
1. The smaller the expected downside risk specified, the smaller the resulting down-
side risk obtained and vice versa; 
2. The larger expected downside risk specified, the larger the resulting return ob-
tained as expected. , 
Therefore, the use of return maximization with control of expected downside risk on 
ASLD system has successful result as in the static portfolio. 
The use of improved ASLD system combined with the above equation can obtain 
more profit than static portfolio solution of SMPSRM-E (eq. 4.11) finally (for small 
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Figure 7.17: Profit gain for different controlled expected downside risk of improved 
ASLD system combined with Soft-max version of Modified Portfolio Sharpe Ratio 
Maximization (SMPSRM) (eq. 4.6). 
expected downside risk) and in most time period (for large expected downside risk). 
Figure 7.25 shows the experimental comparison with expected downside risk equal to 
0.3589 and figure 7.26 shows the experimental comparison with expected downside risk 
equals to 0.8308. 
Expected downside risk Expected downside risk 
= 0.3589 = 0.8308 
Mean return 0.112447 0.106653 
Risk 0.980214 ‘ 4.552226 
IPSR 1.727262 ‘ 1.319374 
Upside Volatility 0.421681 0.774540 
Downside Risk 0.309234 0.667887 
Table 7.7: Profit gain for improved ASLD system combined with Soft-max version of 
Modified Portfolio Sharpe Ratio Maximization with Entropy-like Regularization term 
(SMPSRM-E) with different expected downside risk 
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Figure 7.18: Comparison of fixed expected downside risk using improved ASLD 
system and Soft-max version of Modified Portfolio Sharpe Ratio Maximization (SMP-
SRM) (eq. 4.6) [expected downside risk = 0.3589] 
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Figure 7.19: Comparison of fixed expected downside risk using improved ASLD 
system and Soft-max version of Modified Portfolio Sharpe Ratio Maximization (SMP-
SRM) (eq. 4.6) ) [expected downside risk = 0.8308] 
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Figure 7.20: Profit gain for maximizing the Soft-max version of Modified Portfo-
lio Sharpe Ratio Maximization with Entropy-like Regularization term (SMPSRM-
E)(eq. 4.8) and combined with improved ASLD system 
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Figure 7.21: Profit gain for different controlled expected return of improved ASLD 
system combined with Soft-max version of Modified Portfolio Sharpe Ratio Maximiza-
tion with Entropy-like Regularization term (SMPSRM-E) (eq. 4.10). 
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Figure 7.22: Comparison of fixed expected return using improved ASLD system and 
Soft-max version of Modified Portfolio Sharpe Ratio Maximization with Entropy-like 
Regularization term (SMPSRM-E) (eq. 4.10) [expected return = 0.0617] 
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Figure 7.23: Comparison of fixed expected return using improved ASLD system and 
Soft-max version of Modified Portfolio Sharpe Ratio Maximization with Entropy-like 
Regularization term (SMPSRM-E) (eq. 4.10) [expected return = 0.1222] 
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Figure 7.24: Profit gain for different controlled expected downside risk of improved 
ASLD system combined with Soft-max version of Modified Portfolio Sharpe Ratio 
Maximization with Entropy-like Regularization term (SMPSRM-E) (eq. 4.11) 
Fixeed Expected downside risk (Improved ASLD with SMPSRM-E VS SMPSRM-E only) = 0.3589 
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Figure 7.25: Comparison of fixed expected downside risk using improved ASLD 
system and Soft-max version of Modified Portfolio Sharpe Ratio Maximization with 
Entropy-like Regularization term (SMPSRM-E) (eq. 4.11) [expected downside risk = 
0.3589] -
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Figure 7.26: Comparison of fixed expected downside risk using improved ASLD 
system and Soft-max version of Modified Portfolio Sharpe Ratio Maximization with 








Windows Application Developed 
Nowadays, many people realize that just saving money in the bank is really not an 
good idea. To catch the blooming growth of inflation, people now start to invest their 
money in stock market and foreign exchange market. Therefore, many technologies, 
like different static portfolio optimizations and the ASLD system, are developed to 
help people make the best decision. However, even these technologies are helpful, it 
is too difficult for most people without any background knowledge to master them. 
As a result, we developed an windows application implementing our proposed system 
stated in part III. Without any knowledge concerning the ASLD system and the static 
portfolio optimization, people can obtain the benefit brought by our proposed trading 
system with our application. 
In this chapter, we introduce the windows application we developed, based on the 
‘ trading system proposed by us in part III. In section 8.1, we give a brief review on 
the platform we choose to develop our program. The system design of the windows 
application is given in section 8.2. In section 8.3, a brief description of the program's 
operations are given. 
8.1 Decision on Platform and Programming Language 
Before we start writing our program, we took a depth consideration on what platform 
our program should run on. The pros and cons for the "MS DOS", "Unix" and 
"Microsoft Windows 95" platforms are shown below: 
• Unix platform 
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Advantage: It is vary powerful in running time and resource 
management. 
Disadvantage: Many people do not have the experience of working in 
unix. 
• MS DOS platform 
Advantage: Require the least powerful machine and is the fastest 
operation system. 
Disadvantage: Most people no longer use it. 
It is only single tasking system. 
It doesn't provide any beautiful user interface. 
• Microsoft Windows 95 platform 
Advantage: The windows system provide a standard beautiful user 
interface. 
It is a multi-tasking multi-thread operating system. 
Disadvantage: It's speed is slow. 
It is not a very stable operating system. 
For helping people to make use of our system easily, we find that our system should 
have the following properties: 
1. It should provide a standard beautiful user interface for letting people to make 
use of it easily. 
2. Since training neural network model is time consuming, it should be able to let 
user issue other commands when a model is being trained. 
3. For further development purpose, converting it to client-server program should 
be easy. 
With the above stated requirement, we decide to develop our application on the Mi-
crosoft Windows 95 platform. 
For developing a software running in windows system, there are two different pro-
gramming ways. One is the functional C programming for Windows. For our program 
to be able to run inside the Windows system and make use of the facilities provided 
by the windows, we just call the Application Programming Interface (API) provided 
by the Windows system. 
The other one is with Object Oriented Programming for Windows. Nowadays, the 
most common way for writing object oriented windows program is to make use of the 
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objects provided by compilers, such as Borland C + + or Microsoft Visual C++. Instead 
of calling the Windows API directly, we make use of the objects provided. Borland 
C + + compiler provides the Object Window Library (OWL) and Visual C + + provides 
the Microsoft Foundation Class (MFC). Programming with them may seem to be easy. 
However, the speed for the program is slow. For performing the special functions, such 
as virtual function and polymorphism, compiler will add some additional code to our 
program and therefore the speed of it will be slow down. However, since the training 
of neural network model is time consuming, a fast program is a must for training a 
neural network model in a reasonable time. Therefore, we decide to implement our 
application in functional C programming language. 
8.2 System Design 
The whole program is consist of five models, as shown in figure 8.1. These models 
are called "Graphic User Interface Handler", "Kernel Part", "MPSRM neural network 
model", "MPSRM with control of expected return neural network model" and "MP-
SRM with control of expected downside risk neural network model". The functions of 
these models are described below. 
• Graphic User Interface Handler 
1. It is designed to handle the user interface of the application. With the aids of 
Multiple Document Interface (MDI) programming technique, it will display 
different windows showing different information inside the main window's 
area at the same time. 
2. It receives the command issued by the user and forwards them to the Kernel 
Part to handle them. 
3. It displays different windows for showing predictions and other messages 
requested by the Kernel Model. 
• Kernel Part 
1. It handles the user's commands collected by' the Graphic User Interface 
Handler. 
2. It creates the corresponding neural network models, with the help of the 
MPSRM neural network model and the MPSRM with control of expected 
return/downside risk neural network model. 
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3. With the benefit of multi-thread programming technique, it can train dif-
ferent neural network models at the same time. Moreover, it also need to 
take care of the synchronization between these models. 
• MPSRM neural network model and MPSRM with the control of expected re-
turn/downside risk neural network model 
1. It will create the corresponding neural network model requested by the 
Kernel Model. 
2. It handles the load and save of the parameters for the corresponding neural 
network model, as requested by the Kernel Model. 
/ N 
Graph ic User 





Kerne l Mode l 
L Y > 
� < > . � < > ) r < > , 
M P S R M n«ur«l M P S R M wi th cont ro l I ^ P S R M wi th con t ro l 
M P S R t ^ neura expec ted re turn of e x p e c t e d d o w n s i d e 
ne twork mode l «^ . c^^^ov^iou i o i u u . r isk neura l nstwork 
neura l ne twork mode l 哪 neura i ne iworK 
m o d e l 
V J V j V J 
Figure 8.1: System design of the windows application we developed 
8.3 Operation of our program 
An windows application is developed by us to help people make use of our proposed 
trading system stated in part III easily. Due to the limitation of time, only the models 
described in section 7.3 (i.e. improved ASLD combined with MPSRM), section 7.4 
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(i.e. improved ASLD combined with MPSRM with control of expected return version), 
and section 7.5 (i.e. improved ASLD combined with MPSRM with control of expected 
downside risk version) are implemented in our windows application. 
Once our program starts, it will produce a main window as shown in figure 8.2. 
With this main window, user can request to create a new system with or without 
expected return or expected downside risk being fixed. After creating the new system, 
user can use it to generate the trading signals file for user to train the ASLD network. 
Example of generating the trading signals file for a new ASLD network without any 
expected return and downside risk being fixed is shown in figure 8.3. 
^ ^ F ^ ^ ! 3 
^mnaam 
國 
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ m 
i ^ ^ ^ f f ^ ^ ^ ^ ^ ^ S ^ S B 
Figure 8.2: Start main window [Windows Application] 
With the trading signals file, user can train the specific neural network model 
as shown in figure 8.4. After training the neural network model, user can save the 
parameters for the trained model. Therefore, we can just load the parameter file 
without train the model every time we use. 
With the trained model, user can make use of it to generate trading signals by 
inputting the previous market data (figure 8.5 and figure 8.6. Besides making use of 
it, our program can also demonstrate the profit gain for the specific neural network 
model with some statistical information, as shown in figure 8.7. 
With the aids of Multiple Document Interface (MDI) programming technique, our 
program can create different windows showing different information inside the main 
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Figure 8.3: For generating trading signals file [Windows Application] 
window's area for user to compare the performance more easily, as shown in figure 8.8. 
Our program also provides a copy and paste function for user to copy the graph from 
a specific neural model and paste in other windows application. This function is very 
useful to users who need to include the performance graph in their reports. 
With the benefit of multi-thread programming technique, our program can train 
more than one neural network models at the same time, while displaying demonstra-
tions for different neural network models at the same screen. Therefore, user issues a 
sequence of commands to our system to ask it train different neural network models at 
the same time and thus we no longer need to wait for one neural network model to be 
trained before issue another command. Moreover, being implemented in multi-thread 
program, our system can be enhanced to become a server serving many clients at the 
same time easily. 
j 
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Figure 8.4: For training the specific neural network model [Windows Application] 
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F i g u r e 8.5: Preparing for real use of our system [Windows Application] 
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F i g u r e 8.7: Demonstration for showing the profit gain [Windows Application] 
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In this thesis, we first extend the definition of Sharpe ratio to a portfolio version, 
called Portfolio Sharpe Ratio. With this extended version, we enhanced it with the 
idea of "downside risk" proposed by Sortino and Meer [17], "upside volatility" and 
regularization term proposed by us. We call it as Modified Portfolio Sharpe Ratio 
Maximization (MPSRM). In our experiment, we find that these improvements are 
helpful for obtaining profit more stably. 
Moreover, we added the flexibility of satisfying conservative and aggressive investors 
to the Sharpe ratio maximization. For conservative investors, we modify it to control 
the expected return and minimize the downside risk at the same time. For aggressive 
investors, we modify it to control the expected downside risk and maximize the return 
at the same time. Experiments verify that these modifications can control the risk and 
‘ return successfully. Furthermore, a brief analysis about the properties of the parameter 
H and B in the new Sharpe ratio maximization in is given. We empirically find out 
the way to choose the values of them for obtaining higher profit and lower risk. 
The augmented Lagrangian method has been used to perform the MPSRM. How-
ever, it is an time consuming and computational intensive algorithm. Therefore, we 
treated the constraints in the MPSRM by applying the soft-max technique. We call 
it as Soft-max version of Modified Portfolio Sharpe Ratio Maximization (SMPSRM). 
Thus the simple gradient ascent method can be used instead of the augment Lagrangian 
method. Moreover, for performing the diversification； we tried two diversification 
terms. The first one is w^{[l] - w) used in MPSRM and SMPSRM. The other one 
is the entropy-like regularization term w^ln(w). The maximization with the entropy-
like regularization term is called Soft-max version of Modified Portfolio Sharpe Ratio 
Maximization with Entropy-like Regularization Term (SMPSRM-E). We have also de-
rived the algorithm for controlling the expected return and the expected downside risk 
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successfully. A brief analysis about the properties of parameters for these versions is 
given. Experiments showed that the SMPSRM and SMPSRM-E can further diversify 
the investments. 
With the previous mentioned static portfolio optimization techniques, we can calcu-
late the optimal portfolio based on the historical data. On the other hand, an Adaptive 
Supervised Learning Decision (ASLD) Network was built by Xu and Cheung [20]. 
From the experiments of investment in foreign exchange market, we empirically 
found that using the ASLD system is much suitable for a portfolio than a single 
currency. Moreover, the hard-cut decision is found better than the soft-max decision 
in forming the desired decision signals. We also found that the use of the trading 
signals of the immediate past day as inputs to the ASLD system can help in getting 
the profit gain. However, using the trading signals in more previous days not only has 
no help but also decreases the profit gain. 
From the experiments of investment in stock market, we found that we can further 
improve the performance of the ASLD system by applying several heuristic strategies 
as an index pre-choosing procedure. We call it as improved ASLD system. 
In addition, we have successfully developed a trading system by the combination 
of the improved ASLD system and the above developed static portfolio optimizations. 
Experiments verify that our system can obtain more profit gain than using static 
portfolio alone and is more stable than using the improved ASLD alone. Both return 
controlling and risk controlling are also successful. 
• Finally, an windows application, implementing the above proposed trading system, 
is developed for helping people to make use of the proposed trading system easily. 
With the Multiple Document Interface (MDI) programming technique, "cut and paste" 
function and multi-thread programming technique, our application provide a powerful 
tool for user to analyze the financial market and make investment decision. 
Appendix A 
Algorithm for Portfolio Sharpe 
Ratio Maximization ( P S R M ) 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 3.2 is shown below: 
Let g~{wj^ A j^jC) = min{wj^ ~ ^ } and ^f"(w, /z, c) be a column vector containing 
g~{wj^ fij, c), then we have: 
d g - ( w ^ , ^ c ) ^ ( l i f - . < - ^ a n d ^ ^ : i ^ ^ ^ ^ = O i f i b # (A.1) 
owj y 0 otherwise owk 
Then, the augmented Lagrangian is given by: 
L= ^ - A ( w ^ [ l ] - l ) - i c ( w ^ - l ) ^ 
- " T 5 ^ - ( w , M ’ c ) - | c " - ( w ’ p i ’ c , 5 r ( w ’ " , c ) ‘ 
t ] = ^ ^ ^ { ( w ^ S w ) [ R ] , - 2 ( w ^ ) [ S w ] , } 
- A - c ( w ^ [ l ] - l ) - / i ^ ^ q ^ ^ (A.3) 
- C - ( w , A ^ , c , ^ f ^ 】 
Then, the first-order multiplier iteration method is'used. For each iteration, the 
value of w, A, fj, and c are updated by: 
A ( i + 1 ) = A ( 0 + c(0 ( w ^ [ l ] - l ) 
/i(t + l ) =tj,{t)xg-(w,^i(t),c{t)) (A.4) 
c{t + 1) = |3 X c(t) where (3 is a constant greater than one 
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The variable Q is a penalty parameter for the optimization and it should be kept 
increasing during the optimization process. Then, we maximize the value of the aug-
mented Lagrangian L by: 
o r 
w(t + l ) = w ( t ) + e - (A.5) 
where e is a small positive learning rate. 
* 
Appendix B 
Algorithm for Improved Portfolio 
Sharpe Ratio Maximization 
(ISRM) 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 3.6 is shown below: 
Let g~(wjyfj,j, c) = min{wj, ~^} and ^~(w, /i, c) be a column vector containing 
g - [ W j , h , c y then we have: 
d g - [ . , , ^ c ) ^ ( l i f - , < - f - ^ _ ( ^ c ) = o i f f e h . (B.1) 
dwj [ 0 otherwise dwk ^ ^ 乂 ) 
Then, the augmented Lagrangian is given by: 
L= ^^-A(wm-l)]cK[l]-l)2 
-Ai^^-(w,/i,c) - 5Cfif-(w,p1,c)^^-(w,/x,c) ‘ 
錄 二 ^ ^ ^ ^ { ( w ^ D w ) [ R + 2Uw], - 2(wTR + w^Uw)[Dw],-} 
- A - c ( w ^ [ l ] - l ) - M ^ ^ q ^ (B.3) 
- C - ( w , , x , c ) ^ ^ f ^ ‘ ‘ 
Then, the first-order multiplier iteration method is used. For each iteration, the 
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value of iu, A, ^  and c are updated by: 
A(^+1) = A(0 + c{t) (w^[l] - 1) 
M^ + 1) = " ( t ) X 5 f - ( w , / i ( t ) , c ( 0 ) (B.4) 
c(t + 1) = j3 X c{t) where j3 is a constant greater than one 
The variable Ct is a penalty parameter for the optimization and it should be kept 
increasing during the optimization process. Then, we maximize the value of the aug-
mented Lagrangian L by: 
w(t + l ) = w ( t ) + 6 ^ (B.5) 
where e is a small positive learning rate. 
j 
Appendix A 
Proof of Regularization Term Y 
In this section, the proof of showing that the regularization term y in equation 3.7 
satisfies the requirement for smoothing our investment is shown below: 
Consider J2^=i ^i = 1 
^ _WN =l-El-,'m (C'1) 
Consider y = w^([l] — w) 
= ^ - i - . ( l - - . ) 
= Y l L ~ l ^ ^ t ( l - ^ i ) + ^ A ^ ( l - ^ 7 v ) 
= E f j i - . ( 1 - - . ) + ( i - E £ i - 0 ( E f j i - 0 
Then, \/k e { 1 , 2 , . . . , 7 V - 1 } , we have: 
^ = i - 2 - — i - E r = T i + E r = T � … � 
= 2 - 2 ^ , - 2 E f _ T ^ ^ ^ . ( ) 
For maximizing the value of y, we have: 
_ ^ 一 n dwk — u 
^ 2 - 2 w k - 2 Y ! ^ S ^ ' w i = 0 . 
^ ^k = i - : E & � . （C.4) 
<^ Wk = 1 - (1 - WN) 
^ Wk = WN 
Therefore, Vfc G { 1 , 2 ’ . . . ’ N - 1}, we have Wk = wj^. 
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With J2f-i Wi = 1 and w^ = w^, we have: 
V^7V 1 
I^i=l^!_ = 1 
^ Z l , N = 1 (C.5) 
<；=> WN = jj 
Also, consider the second derivative of y’ we have: 
d^ = a2(wT([l]-w)) 
a ^ — ~~ ~ ^ 
= % : 0 (C.6) 
= - 2 < 0 
Therefore, the regularization term y is maximum at wi = v02 = • •. = wj^ =务，which 
satisfies our first requirement. 
Moreover, since we have W{ > 0,Vi = 1 ,2 , . . .,iV, clearly y should be larger than 
zero for all value of w. Consider without lost of generality, say Wi = 1 with 1 < j < 
N and all remaining W{^  where i • j, are zeros, we have y = J2^=i ^i{^ 一 ^i)= 
0. Therefore, the regularization term y also has a minimum value when one of the 




Algorithm for Modified Portfolio 
Sharpe Ratio Maximization 
( M P S R M ) 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 3.8 is shown below: 
Let g~(wj,fj,j, c) = min{wj, - ^ } and ^~(w, fj,, c) be a column vector containing 
g~(wj^ fJLj^ c)^  then we have: 
' 厂 ( 严 ) = { 1 1 ' 切 � <一 ’ and a " - ( : ” " ” c ) = o 
^Wj [ 0 otherwise dwk ^ ^ ^ ) 
Then, the augmented Lagrangian is given by: 
L = w \ w ， + BwT ([1] _ w) - A (wT[l] 一 1) — i e (w^[l] - 1 ” 
- f j ,^g- (w, /x, c) - ^cg-(w, /^ , cfg-(w, /x, c) ( . ) 
t j = ^ ; ^ ^ { ( w ^ w ) [ R + 2 i fUw], 一 2 ( w ^ + / / w ^ U w ) [ D w ] , } 
+B(1 - 2wj) - A - c(wT[l] - 1) 一 ^ T M ^ (D.3) 
- c r ( w , / x , c ) ^ M ^ ^ 叫' 
Then, the first-order multiplier iteration method is used. For each iteration, the 
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value of w, A, ^ and c are updated by: 
A ( t + 1 ) = X(t) + c{t) (w^[l] - 1) 
A/(t + l) =^i{t)xg-{w,fi(t),c(t)) (D.4) 
c{t + 1) = P X c(t) where |3 is a constant greater than one 
The variable Ct is a penalty parameter for the optimization and it should be kept 
increasing during the optimization process. Then, we maximize the value of the aug-
mented Lagrangian L by: 
8L 
w(t + l ) = w ( t ) + e - (D.5) 
where e is a small positive learning rate. 
Appendix B 
Algorithm for M P S R M with 
Control of Expected Return 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 3.10 is shown below: 
Let g'{wj,fij,c) = min{wj, - ^ } and g'{w,|i, c) be a column vector containing 
g~{wj, |j,j^  c), then we have: 
彻 - ( : 摩 ) = { 1 i f ^ j . < - ’ a n d » ^ . O i f M i (E.1) 
owj 1^  0 otherwise dwk 乂 ， 
Then, the augmented Lagrangian is given by: 
L = ^ ^ + BwT ([l] - w) - Ai ( w ^ 一 r) _ 入2 ( w ] l ] - 1) 
4 c ( w ^ 一 r)2 - i c (w^[l] - 1)2 一 Z r ( w , A c) (E.2) 
- icf i f-(w,/i , c)^5f-(w,At,c) 
lf7 = ^ ; ; ; ^ { 2 i f ( w ^ w ) [ U w ] , 一 2(r + i/w^Uw)[Dw],} 
+B(1 -Jwj) - XiRj -入2 - c(w^R 一 r)Rj - c(w^[l] - 1) (E.3) 
— " T ^ q ^ - c , — ( w ， M T ^ q ^ ‘ 
Then, the first-order multiplier iteration method is used. For each iteration, the 
113 
Appendix E Algorithm for MPSRM with Control of Expected Return 114 
value of w, Ai, A2, /i and c are updated by: 
A i ( i + 1 ) - A i ( 0 + c(0 ( w ^ - r ) 
^2(^+1) =A2W + c ( 0 ( w T [ l ] - l ) 
K ^ + 1) = " W x f i T ( w , / i W , c ( o ) ( ‘ ) 
c{t + 1) = j3 X c(t) where |3 is a constant greater than one 
Then, we maximize the value of the augmented Lagrangian L by: 
8L 
w(t + l ) = w ( t ) + e - (E.5) 
where s is a small positive learning rate. 
Appendix B 
Algorithm for M P S R M with 
Control of Expected Downside 
Risk 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 3.11 is shown below: 
Let g - { w j , f i j , c ) = min{wj, - ^ } and ^f"(w,/x, c) be a column vector containing 
g~(wj^ i^j,c), then we have: 
彻 - ( 严 ) 二 { 1 \ � < - ¥ and " g - ’ H , c � = 0 , k # ] (F.1) 
dwj [ 0 otherwise dwk t J \ -^ ) 
Then, the augmented Lagrangian is given by: 
L = wTR+,Tuw + BwT ([1] 一 w) _ Ai (w^Dw - v) 
-^2 (w^[l] - 1) - |c (w^Dw 一 v)^ - i c (w^[l] 一 1)2 (F.2) 
-A4^5--(w,/x, c) - ^cg-(w,fi , c f g - { w , n , c ) 
l f 7 =字 + ^ [ U w ] , + B(l - 2切,)一 2Ai[Dw], - 2 A 2 
- 2 c ( w ^ D w — u)[Dw]j - c(w^[l] - 1) (F.3) 
- " r ^ f ^ - c r ( w ， / ^ ’ c , ^ ^ 
Then, the first-order multiplier iteration method is used. For each iteration, the 
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value of w, Ai, A2, t^ and c are updated by: 
A i ( i + 1 ) =X^{t)+c{t) ( w ^ w - i ; ) 
入2(力+1) = A 2 ( 0 + c ( 0 ( w ^ [ l ] - l ) 
Mt + 1) =f^(t)xg-{w,fi(t),c(t)) ( • ^ 
c{t + 1) = (3 X c(t) where (3 is a constant greater than one 
Then, we maximize the value of the augmented Lagrangian L by: 
8L 
w(t + l ) = w ( t ) + e - (F.5) 
where e is a small positive learning rate. 
4 
Appendix A 
Algorithm for S M P S R M with 
Control of Expected Return 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 4.5 is shown below: 
The augmented Lagrangian is given by: 
L = r ^ ? w + Bw^([i] 一 w) 一 A(w^R - r) - i c ( w ^ - � 
= ” 們 綱 - 「 〜 纖 . 端 ) 
- « - ) - H ^ - 0 ^ 
声=o[e-]^D[e-](r.[eini]*[e-1.+//[U[e-]1..[e-1.) 





I _x [e"]^R4e-].-[^^[l1.(fe-1.4Rl.) 
^ ([e-]'^ m^)2 
+。(|^-0[6”—吵丨丨;獨1严”,料） 
Then, the first-order multiplier iteration method is used. For each iteration, the value 
of A and c are updated by: 
A ( t + l ) = A(t) + c ( t ) ( w ^ R - r ) , , 
c(t + 1) = P X c(i)where |3 is a constant greater than one. (G.2) 
Then, we maximize the value of the augmented Lagrangian L by: 
c i A t + l ) = a j ( t ) + - e - (G.3) 
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Algorithm for S M P S R M with 
Control of Expected Downside 
Risk 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 4.6 is shown below: 
The augmented Lagrangian is given by: 
L = w^R+Hw^Uw + -T([1] _ w) - A(w^w - v) 
- | c ( w ^ w - u ) 2 
=[e-]^R*[e-1^[l]+H[eal^U[e-1 ^ [e^ .r.. [ e^]� 
V(^]5'[i]p + h i ^ ¥ m ( L i _ i ^ ¥ t i i ) 
W[e�D[ea] � 1 ,[ea]TD[e&l 口 
-A(heW])2 - …—2^ (ypW _ … 
f L = [e-]^[l]([e-]^[l].([e-],.[R],)-[ea]TR[ea]+2//([U[e-]],.[e^],)) (H.1) 
5a, ~i;([ea]r[i])3 
2H[e"]^ U[e" *[ea], 
v( eap.[l])3~ 
+9 p [eaneaHeay;:]J^^^ 
—efD[e»He(i ;� [e[��H[D[ealL4ai , ) 
； W W F ~ 
+ 2 c ( O T -力[6如[斗[。”，巧滥(降1們,) 
i 
Then, the first-order multiplier iteration method is used. For each iteration, the value 
of A and c are updated by: 
Ht + 1) = A(0 + c ( 0 ( w ^ w - v), 
c(t + 1) = P X c(i-)where /? is a constant greater than one. (H.2) 
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Then, we maximize the value of the augmented Lagrangian L by: 
a , ( t ^ l ) = a , [ t ) + e ^ (H.3) 
where e is a small positive learning rate. 
4 
Appendix A 
Proof of Entropy-like 
Regularization Term 
In this section, the proof of showing that the entropy-like term - w ^ l n ( w ) in equa-
tion 4.7 satisfies the requirement for smoothing our investment is shown below: 
Consider J2^=i ^i = 1 
^ _WN = 1 - E f = > , (I.1) 
Consider G = - w ^ l n ( w ) 
= - E z = i ^ f l n ( t / ; i ) 
= - Y ! i J i ^ w;tln(ii;i) - WNln{wM) (I.2) 
• = - El',' w, ln(t.,) 一 (1 — Ell' w,) ln ( l - j:ll' w,) 
Then, VAr e { 1 , 2 , . . . , A ^ - 1 } , we have: 
H = - l n 〜 , ） - l + l n ( l - E £ � , ) + l 
= - l n ( 0 + ln( l — ; E £ 、 ） （I.3) 
For maximizing the value of G�we have: 
m _ n ‘ 
dwk 一 u 
<=> - l n K ) + ln ( l - E ! l T ' ^ ^ ) = 0 
^ 1 — ) = l n ( l - E r = 7 ^ ) (I.4) 
^ \n{wi) = ln{w[sj) 
^ Wj = WN 
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Therefore, Mk e {1, 2 , . . . ’ N - 1}, we have Wk = WN. 
With J2^=i ^i = 1 and w^ = WN, we have: 
j : L m = 1 
^ T J L _ = 1 (I.5) 
^ WN = jj 
Also, consider the second derivative of 
d^G — a ^ ( - w ^ l n ( w ) ) 
^ — dw^ 
= - ' - ^ (I.6) 
= ^ < 0 (as we have W{ > 0) 
Therefore, the entropy-like term is maximum at wi = W2 = . . . = WN = ^ , which 
satisfies our first requirement. 
Moreover, since we have Wi > 0, Vi = 1 , 2 , . . . , N and ^)^^ Wi = 1’ clearly we have: 
Wi < l , V i = l , 2 , . . . , i V 
=> l n K ) < 0 , V i = l , 2 , . . . , i V (1.7) 
=>• - w ^ l n ( w ) > O,for all value of w 
Consider without lost of generality, say Wi = 1 with 1 < j < N and all remaining Wi, 
where i • j , are zeros, we have G = E^I^ t/;iln(?/;,) = 0. Therefore, the entropy-like 
term also has a minimum value when one of the weight of the portfolio is 1 and all 
other weights are zeros, which satisfies our second requirement. 
t 
Appendix A 
Algorithm for S M P S R M - E with 
Control of Expected Return 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 4.10 is shown below: 
The augmented Lagrangian is given by: 
L = ^+¾^^" - 5 w ^ ln(w) - A ( w ^ - r) - i c ( w ^ - r f 
二 《 ^ ； ^ ^ ^ — , 染 ( 输 ） 
端 一 … — 纖 ― 〒 
1^ - o[e-]^D[e"1(r4e-]^m.[e-1.+H[Ufe^]1..[ea1.) 
^ _ ^ ([e«]^ D[e«])2 (J.1) 
• H[ef[ll)2+i/[e«MTu[e«MWLDfeail,:4eaU 
( e + D e a ] ) 2 
_^ff[e-]^a.[e-].-H^[l]*([e-].+fe-1..a.) ^ fe^ l 
卞。 ^ {[e-F[i]y " + h^tprJij 
.丨\少作們,卞]^711剩,视) 
^ ([e-]'/'m)2 
+ C ( | ^ ^ - r f � 4 [ e ” , ( f f � f f : “ e ” , * _ 
Then, the first-order multiplier iteration method is used. For each iteration, the value 
of A and c are updated by: 
A ( i + l ) = A(0 + c ( 0 ( w ^ - r ) , . 
c(t + 1) = “ X c(^)where j3 is a constant greater than one. " . 2 ) 
Then, we maximize the value of the augmented Lagrangian L by: 
% ( f + l ) = % ( 0 + ' e @ (j.3) 
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Appendix A 
Algorithm for S M P S R M - E with 
Control of Expected Downside 
Risk 
In this section, with the augmented Lagrangian method, the algorithm for performing 
the optimization in equation 4.11 is shown below: 
The augmented Lagrangian is given by: 
L = w^R+^w^Uw 一 Bv/r in(w) 一 A ( w ^ w — v) 
-^c{w^Bw-v)^ 
-[e-]^R.[e^1^fl1+//[e-1^Ure^] p [ e f , " [ e ^ ] � , — y[#[i])2 _^i l^n(i^) 
y/[e"]^D[e"1 , ’� 1 ,[e-]^ D[e 1^ � 2 
_ V t e V i ¥ _ … - 2^(fe^nfe^ - … 
#L = [e"]^[l]([e-]^[l]*([e"],.[R],)-[e-]^R[e^]+2iJ([U[e-]],.[ea],n ( K l ) 
<^ a« 一 ~ t ; ( [ e 〒 [ l ] ) 3 L 、 . ) 
2//[ea]TU[ea]*[ea], 
^ ¥ W " ~ 
|^[eaj�*[e»l,-[ef[ll*([e»h+feal,*a,�, p J ^ 
卞 乃 ^ ([eaj '>[l ])2 ~ ~ ^ + 5 ^ ¾ ^ 
I o X [e-]^D[e-].[e-],-[e-]^[l1.([Dreal1,.feaLl � 
([e-] f^l])3 ~ ~ L 
+ 2 C ( ^ P 一 W l £ ! l ^ 2 m ^ : ; j : i [ ^ ( [ D [ e a � ] , f ] ” 
Then，the first-order multiplier iteration method is used. For each iteration, the value 
of A and c are updated by: 
A ( i + l ) = A(0 + c ( 0 ( w ^ w - i ; ) , 
c(t + 1) = (5 X c(i)where [3 is a constant greater than one. (K.2) 
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Then, we maximize the value of the augmented Lagrangian L by: 
a , ( t + l ) = a , { t ) + e j ^ ^ (K.3) 
where e is a small positive learning rate. 
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