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Die vorliegende Arbeit „Predictive Tools in Protein Chromatography: Extension and Optimi-
zation of a Molecular Modeling Approach“befasst sich mit der Erweiterung und Optimierung
eines prädiktiven Werkzeugs in der Proteinchromatographie. Sie wurde am Institut für Bio-
und Lebensmitteltechnik, im Bereich IV: Molekulare Aufarbeitung von Bioprodukten unter
der Leitung von Prof. Dr. Jürgen Hubbuch angefertigt.
Ziel der Arbeit war ein besseres Verständnis des Bindungsverhaltens von Biomolekülen auf
verschiedenen Adsorbern zu schaffen. Dieses Verständnis soll zur Vorhersage und Proble-
manalyse genutzt werden können. Die Herangehensweise war die Entwicklung eines Mole-
küldynamiksimulations-Tools, welches sowohl das Biomolekül, als auch die Ligandenober-
fläche auf atomarer Ebene realistisch darstellt und Interaktionsvorgänge zwischen beiden
abbilden kann. Simulationszeiten sollten ein Kompromiss zwischen Genauigkeit und Ge-
schwindigkeit sein. Hierbei wurde mit verschiedenen Software-Programmen gearbeitet und
die meisten Simulationen liefen auf dem Hochleistungscomputer des Karlsruher Instituts für
Technologie. Die Simulationsergebnisse wurden mittels entsprechenden Laborexperimen-
ten validiert.
Das Tool wurde nach der Entwicklung auf drei verschiedene Fragestellungen angewendet: In
der ersten Studie wurde die Vorhersagefähigkeit von Retentionszeiten mehrerer Proteine auf
einem Anionenaustauscher und einem Kationenaustauscher geprüft und mit experimentel-
len Ergebnissen abgeglichen. Das Retentionsverhalten wurde entsprechend den experimen-
tellen Ergebnissen vorhergesagt. Außerdem konnten die bindungsbeeinflussenden Amino-
säuren identifiziert werden. Auf dem Kationentaustauscher handelt es sich dabei größten-
teils um Arginine, während auf dem Anionenaustauscher Asparaginsäure die treibende Kraft
war. Dies deckt sich mit früheren experimentellen Ergebnissen aus der Literatur. Damit hat
sich das Tool als fähig erwiesen, die Protein-Ionenaustauscher-Interaktionen darzustellen
und Retentionsverhalten vorherzusagen. Außerdem konnte ein Einblick in das Bindungsver-
halten auf molekularer Ebene gewonnen werden.
v
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Ein weiterer wichtiger Einflussfaktor auf das Bindungsverhalten sind die Charakteristika des
Adsorbers. Um das Potenzial des entwickelten Tools zu ermitteln, wurde die wahrschein-
lich wichtigste Einflussgröße, die ionische Kapazität, untersucht. Die entsprechende Simu-
lationsgröße ist die Ligandendichte auf dem Adsorber, die variiert wurde. Analog wurden die
entsprechenden Versuche im Labor durchgeführt. Die Herausforderung war die Aufreinigung
eines Proteingemischs, bestehend aus 3 Modellproteinen auf Adsorbern des gleichen Typs
mit verschiedenen ionischen Kapazitäten. Die Simulationen ergaben einen starken Einfluss
der Ligandendichte auf das Retentionsverhalten, was auch in Experimenten beobachtet wur-
de. Die Simulationen haben das unterschiedliche Verhalten auf unterschiedlichen Adsorbern
beschreiben können und eignen sich daher zum Adsorberdesign welches spezifisch für ein
Aufreinigungsproblem ausgelegt ist. Das Tool bereitet den Weg für die schnelle Entwicklung
von maßgeschneiderten Adsorbern.
In der letzten Studie wurde eine Fallstudie mit speziellen Antikörpern, sogenannten Nano-
bodies, durchgeführt, bei denen unterschiedliche Prozessschritte untersucht wurden: Zum
einen ein Kationionenaustauscherschritt in der Aufreinigung und zum anderen die Couplin-
greaktion in der anschließenden Immobilisierung. Für die Simulationen wurden die Prote-
instrukturen von einem Industriepartner zur Verfügung gestellt. Entsprechende Experimen-
te wurden beim Industriepartner durchgeführt. Die Simulationen mit dem Affinitätscoup-
lingmedium ergab ein besseres Verständnis von potentiellen Couplingstellen unter der An-
nahme, dass energetisch favorisierte Orientierungen wahrscheinlicher die Couplingreaktion
eingehen werden. Aus den Kationenaustauschersimulationen konnten die "Hot-Spots"der
Bindung identifiziert und die Elutionsreihenfolge vorhergesagt werden. Dieses Ergebnis zeigt
einen weiteren Vorteil der in silico basierten Untersuchung auf: Strukturvarianten beziehungs-
weise deren Aufreinigung können vorerst auf molekularer Ebene untersucht werden. Ist die
Ursache identifiziert, beispielsweise eine besonders stark bindende Aminosäure, können ver-
schiedene Szenarien am Rechner untersucht werden bevor aufwändige Experimente durch-
geführt werden.
Die Entwicklung des Simulationstools konnte erfolgreich abgeschlossen werden. Die Funk-
tionalität wurde in mehreren Untersuchungen nachgewiesen.
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Abstract
This thesis titled “Predictive tools in protein chromatography: Extension and Optimization
of a Molecular Modeling Approach” deals with the extension and optimization of a predictive
tool in protein chromatography. It was carried out at the Institute of Process Engineering in
Life Sciences, in Section IV: Biomolecular Separation Engineering under the supervision of
Prof. Dr. Jürgen Hubbuch.
The aim of this study was to increase the understanding of the binding behavior of biomole-
cules on different adsorbents. This understanding ought to be used for prediction and prob-
lem analysis. The approach was to develop a molecular dynamics simulations tool, which
represents both: the biomolecule and the ligand surface at the atomic level and realistically
maps the interaction processes between them. Simulation times should be a compromise
between accuracy and speed. This was achieved with various software programs and most
simulations ran on the high-performance computing cluster at Karlsruhe Institute of Tech-
nology. Simulation results were validated by corresponding laboratory experiments.
After development, the tool was applied on three different issues: In the first study, the pre-
dictive capability of retention times of several proteins was tested on an anion and a cation
exchanger and compared with experimental results. The retention behavior was predicted
correctly. In addition, the binding influencing residues could be identified. On the cation ex-
changer these are mostly arginine, while on the anion exchanger aspartic acid was the driv-
ing force. This is consistent with previous experimental results from literature. The tool has
proven to be able to show the protein ion exchange interactions and predict retention behav-
ior. Furthermore, insight on the binding behavior at the molecular level was gained.
Other important factors influencing the binding behavior are the characteristics of the adsor-
bent. To determine the potential of the developed tools, the ionic strength, which is probably
the most important factor, was investigated. The corresponding simulation parameter is the
ligand density on the adsorber, which was varied. Analogously, corresponding experiments
were run in the laboratory. The challenge was the purification of a protein mixture consisting
vii
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of 3 model proteins on adsorbers of the same type with different ionic capacities. The sim-
ulations showed a strong influence of ligand density on the retention behavior, which was
also observed in experiments. The simulations were able to describe the different behavior
on different adsorbents and are therefore suitable for adsorber design, which is specific for
a purification problem. This tool is paving the way for the design of adsorbers for specific
purification problems.
A wide scale application of the developed tool was shown in a case study with special an-
tibodies called nanobodies, in which different process steps were investigated: once in the
purification of a cation exchanger step and in the subsequent immobilization of the coupling
reaction. For the simulations, the protein structures were provided by an industrial partner.
The simulations with the affinity coupling medium resulted in a better understanding of po-
tential coupling sites under the assumption that energetically favored orientations are more
likely to undergo the coupling reaction. From the cation exchanger simulations the binding
"hot spots" were identified and elution could be predicted. This result indicates a further ad-
vantage of the in silico analysis: problematic biomolecules or their purification can initially
be examined at the molecular level. Is the culprit identified, for example a particularly strong
binding residue, different scenarios could be investigated exclusively on the computer before
expensive experiments are conducted.
The development of the simulation tool was completed successfully. The functionality was




1.1. PROTEINS: STRUCTURES, PROPERTIES, AND FUNCTIONS
Proteins play a major role in all life processes since they translate the information contained
in DNA into cellular processes and structures. They regulate important functions such as
gene expression and metabolism, serve as transporter for small molecules, and act as recep-
tors or messengers. Structural proteins make up the framework of cells and stabilize entire
organisms. Also, proteins support the muscle contraction and movement of cells [1]. One of
the main tasks of proteins is to speed up biochemical reactions or run them: Enzymes act as
biocatalysts that engage in a reaction [2–4].
Despite this wide variety of tasks, all proteins are built on a simple principle. They consist
of up to 22 different units, the proteinogenic amino acids. The individual amino acids are
arranged like beads in a row and linked by a peptide bond (Figure 1.1) between the carboxyl
group of the first and the amino group of the next amino acid.
Proteins of the immune system, antibodies, are soluble glycoproteins in blood or extracellu-
lar fluid of the tissues. They are built by B cells and recognize specific epitopes. Through the
bonding of an antibody to its specific antigen, it is marked for phagocytosis by the scavenger
cells; simultaneously, an immune response is induced, leading to the formation of more an-
tibodies of the same type. Antibodies can be divided into five classes (IgG, IgA, IgM, IgD, IgE),
which differ in structural features.
1.1.1. PROTEIN STRUCTURE
The building blocks in a protein are the amino acids, which are covalently linked in a long
polypeptide chain (compare Figure 1.1). The protein structure divides into four levels: Pri-
mary, secondary, tertiary, and quaternary structure.
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Figure 1.1: Peptide bond formation between two amino acids
The primary structure refers to a sequence of the 22 proteinogenic amino acids.
The secondary structure describes the spatial arrangement of adjacent amino acids. The for-
mation of hydrogen bonds between the carbonyl oxygen and the nitrogen of the amino group
produces two secondary structures: the α-helix and β-sheet.
The tertiary structure refers to the spatial arrangement of the entire polypeptide chain. He-
lical sections may alternate with β-sheet structures. Also, sections in which the polypeptide
chain runs in loops occur.
Some proteins are made up of several polypeptide chains. The quaternary structure indi-
cates, which and how many of these subunits make up a protein, as these are oriented spa-
tially to one another and whether they are linked covalently or via hydrogen bridges.
1.1.2. PHYSICOCHEMICAL PROPERTIES OF BIOMOLECULES
Biomolecules are proteins, carbohydrates, lipids, and nucleic acids. These biomolecules dif-
fer in various physicochemical characteristics:
• molecular weight
• size and shape
• net charge
• hydrophobicity
The molecular weight of proteins ranges from 2 (Trp-Cage) to 3.000 kDa (Titin, a muscle pro-
tein) [5]. The most relevant proteins in biopharmaceutical production range from insulin
to antibodies, in terms of size. Another relevant property is the charge of proteins. Amino
acids, which form the protein can be positive, negative, or neutral in charge and together
form a protein’s total charge. Charge differences among proteins are considerable, which is a
strong parameter for use in separation processes. Hydrophobic amino acids, such as alanine,
2
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isoleucine, leucine, methionine, phenylalanine, tryptophan, and valine cluster in the core of
the protein and therewith not only influence the protein structure but also result in different
hydrophobicity values for different proteins.
All these properties are used in separation processes to separate the target molecule from the
contaminants, which ideally have completely different characteristics.
There is the possibility to change the properties of proteins in terms of molecular weight,
size, shape, charge, and hydrophobicity in some degree by PEGylation. This also extends
the possibilities for separation. In PEGylation, polyethylene glycol (PEG) polymer chains are
covalently bound to the protein. Through this change in characteristics, the purification of
the biomolecule can be eased.
CHARGE
The amino acids of proteins have different pK-values that describe the pH-value at which the
titratable groups are protonated and deprotonated in equal shares. The pK-value depends
on various factors: immediate surrounding amino acids, ionic strength of the surrounding
medium, and temperature, among others. The charge distribution and net charge of the
protein depends on the protonation and deprotonation of the amino acids (Figure 1.2).
The isoelectric point (pI) is the pH of an aqueous solution, in which case amino acids and
proteins balance positive and negative charges so that the net charge equals zero.
In practice, the pI can be used for precipitation from solution. The solubility of a protein is
strongly influenced by the surrounding pH and reaches a minimum at the isoelectric point.
Above or below the pI, all molecules have the same charge (positive or negative) and therefore
repel each other. An aggregation into insoluble aggregates is prevented by the repulsion of the
molecules and the protein remains in solution.
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Figure 1.2: Coherence of the average net charge znet and pH [6]
1.2. INDUSTRIAL APPLICATIONS AND SIGNIFICANCE OF BIOMOLECULES
Biomolecules are valuable tools in biotechnical and pharmaceutical applications: Enzymes
are used in food manufacturing (e.g., cheese), enzymology, and genetic engineering. Pro-
teins, such as insulin, are used as drug substances against multiple diseases, such as diabetes.
Monoclonal antibodies are used as a therapeutic agent for a wide range of purposes, e.g., as
vaccines. Also, they are used in biotechnology and pharmacology for analysis and purifica-
tion of therapeutics due to their high specificity towards a single antigen.
The separation of proteins and especially antibodies are of most interest in industrial down-
stream processing. Proteins operate as: catalysts in terms of enzymes, antibodies for specific
binding to pathogenic cells, signaling hormones such as insulin for the regulation of the sugar




Chromatography is a technique for the separation of mixtures. A distinction is made depend-
ing on the layout of the stationary phase: In planar chromatography, the stationary phase is
in or on a plane, e.g., paper. In column chromatography, the stationary phase is located in a
cylindrical tube. The packing material may fill the entire cavity of the tube (packed column),
or is applied merely as a thin layer on the inner surface (capillary column).
1.3.1. A BRIEF HISTORY
The initial mentioning of the word “chromatography” was by Mikhail Semenovich Tswett,
who first presented his work on the chromatographic technique at the meeting of the Biolog-
ical Section of the Warsaw Society of Natural Sciences in 1903 [7]. (The conference proceed-
ings were published in 1905 [8].) Tswett demonstrated the technique of chromatographic
separation of chlorophyll in his twin papers in 1906 [9, 10]. Since Tswett investigated over
one hundred inorganic and organic adsorbents, he derived a general law of adsorption, which
later proved to be universally valid [11].
Not until 35 years later, in 1941, Martin and Synge [12] presented the first chromatography
technique on partition chromatography. Ten years later, the first gas chromatograph was
demonstrated by James and Martin [13] on the 290th Meeting of the Biochemical Society in
London. Stahl and Vollmann [14] established thin-layer chromatography with their publica-
tion in 1965. Since the 1970s, a rapid development of multiple other techniques proceeded,
which continues to this day.
1.3.2. COLUMN CHROMATOGRAPHY
The basic structure divides into a mobile phase, which is a fluid (gas or liquid) and an immo-
bile stationary phase. The fluid flows through the column containing the stationary phase
and the single components of the (fluid) mixture interact differently with the immobile phase
depending on their physicochemical properties. Usually agarose beads or finely powdered
silica gel is used as stationary phase. The components elute according to their strength of
interaction. Separation can be accomplished by two mechanisms: either the biomolecule is
withheld because it is retained spatially (size exclusion chromatography) or the biomolecule
interacts through various mechanisms, such as electrostatics (ion exchange chromatogra-
phy), hydrophobicity (hydrophobic interaction chromatography), or affinity (affinity chro-
matography). Elution of the biomolecules is accomplished by weakening the interaction
5
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strength. This mode is called bind-elute. Another approach is the flow-through mode, in
which the biomolecule of interest does not interact with the immobile phase, but the con-
taminants do.
1.3.3. CHROMATOGRAPHIC PROCESS
In liquid chromatography, the stationary bed is made up of multiple (small) particles packed
tightly into a column. The liquid phase flows through the packed column (mostly under
pressure = positive flow). Since the liquid phase contains a mixture of components (see Fig-
ure 1.3), the interaction of the several components with the stationary phase depend on the
respective affinity of the component particles to the adsorbent particle. A higher affinity to
the stationary phase leads to slower movement through the column, and therefore to later
arrival at the column end. This delayed arrival results in a separation, when the eluent is col-
lected in fractions. This process is pictured in Figure 1.3 where component B has a higher
affinity towards the adsorbent and therefore elutes later from the column.
Figure 1.3: Adsorption chromatography from H. Schmidt-Traub: Preparative Chromatography of Fine Chemicals
and Pharmaceutical Agents. p. 12. 2005. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced
with permission.
1.3.4. MASS TRANSFER MECHANISMS
The functional principle of chromatography is based on the mechanism of mass transfer of
the molecules within the bulk phase and inside the adsorbent. The mass transfer phenomena
can be classified in four categories, which are depicted in Figure 1.4. The molecular move-
ment within the bulk phase is called convection and diffusion (1). Around the adsorbent par-
6
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Figure 1.4: Mass transfer mechanisms from H. Schmidt-Traub: Preparative Chromatography of Fine Chemicals
and Pharmaceutical Agents. p. 24. 2005. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced
with permission.
ticle is a thin boundary layer (film) that forms at the phase boundary between solid and liquid
phase. The diffusive mass transport through this film is called film diffusion (2). Movement
within the pore can take place by two different motions: the pore diffusion is the movement
in the free spaces inside the pores (3a). The second transfer mechanism inside the pore is sur-
face diffusion, which is defined as the movement along the pore surface (3b). The final step
is the adsorption onto a free adsorption site of the adsorbent (4). Bottlenecks of the transport
mechanism with regards to speed are the film diffusion (2) and transport inside the pores (3a,
3b), whereas convection in the bulk phase and adsorption are comparatively fast [15].
1.3.5. ADSORPTION
The adsorption process is based on the gathering of molecules on the immobile phase. The
immobile phase in liquid chromatography is defined as the adsorbent, whereas the molecule
is defined as the solute. The adsorption process is the arrangement of binding between the
surface of the adsorbent and the solute. These binding forces may differ in their nature and
therefore in their strength depending on surface and solute properties.
7
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1.3.6. VISUALIZATION OF SEPARATION: CHROMATOGRAM
The chronological chromatography process can be visualized by detecting a protein signal
at the column outlet via light absorption. The quantification of proteins based upon ab-
sorbance is a common method in biological science and clinical research. Proteins absorb
ultraviolet (UV) light at 280 nm. This characteristic can be used as a basis for the photomet-
ric quantification. The recording over time can be represented visually as a chromatogram.
An example of a chromatogram with three components is depicted in Figure 1.5. The peak
represents the concentration of the component as a function of time. The retention time tR
is directly proportional to the affinity of the components to the adsorbent and is calculated
from the peak maximum.
CHROMATOGRAM PARAMETERS
Retention Time tR ,i The total retention time is the time that passes from the sample in-
jection to reach the peak maximum of a component. The retention time of a compound is
characteristic when the chromatographic conditions are kept constant.
Total Dead Time tt ot al The total dead time is the time required by a non-delayed compo-
nent from sample injection until signal appearance in the detector. It demonstrates how long
a substance remains in a chromatographic system, if it has no interactions with the station-
ary phase. In practice, the aim is to keep this time as small as possible since a lengthy stay
results in back-mixing of the components and thus leads to peak broadening.
Net Retention Time tR ,i ,net The net retention time is the difference between the retention
and total dead time. It represents the residence time of the components, which exclusively
stay within the stationary phase (adsorbed).
Capacity Factor (Retention Factor) k ′ The capacity factor or retention factor k ′ is a mea-
sure for the rate of migration of a component in the chromatographic system. It is a more ap-
propriate parameter than the net retention time, since it is independent from column length
and flow rate.
k ′i =




1.4. MODELING OF PROTEIN RETENTION
Figure 1.5: Chromatogram of three components from H. Schmidt-Traub: Preparative Chromatography of Fine
Chemicals and Pharmaceutical Agents. p. 13. 2005. Copyright Wiley-VCH Verlag GmbH & Co. KGaA.
Reproduced with permission.
1.4. MODELING OF PROTEIN RETENTION
Chromatography is a widely used technique for the purification of biomolecules [16]. A pro-
found understanding of the basic mechanism of retention behavior and therewith the oppor-
tunity to model this mechanism would be of great advantage. Models range from very basic
charged surface approaches to highly detailed simulations of biomolecule and adsorbent.
1.4.1. MATHEMATICAL MODELS FOR ION-EXCHANGE CHROMATOGRAPHY
Ion exchange chromatography is one of, if not, the most widely used chromatography method
due to its advantage of keeping proteins in their native state, since it is based on electrostatic
interactions between protein and the charged stationary phase. Therefore, multiple mathe-
matical models have been developed to describe and predict retention behavior. A distinc-
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tion of different approaches can be made: some models are semi-empirical while others are
knowledge-based.
SEMI-EMPIRICAL MODELS
The stoichiometric displacement model implies that the retention of a protein is related to
the counter ion concentration under isocratic, linear conditions [17, 18]. An extension to lin-
ear gradient elution conditions was published by Yamamoto et al. [19] to describe protein
retention in a gradient. In 1992, Brooks and Cramer [20] published the theory on a steric
mass-action (SMA) model, that also takes the steric hindrance of counter ions into account.
The SMA model can consider non-linear conditions in isocratic and gradient chromatog-
raphy. Another approach is the available area model [21, 22] that uses the protein’s radius
to consider the geometric blocking on the adsorbent. This approach simplifies the protein
shape to a symmetrical sphere, which is a simplification that was overcome by Ladiwala et al.
[23] in 2005 who used the three-dimensional crystal structure of proteins and a mathematical
algorithm to derive properties and behavior based on the structure of the solute. This type of
modeling is called Quantitative Structure Property Relationship (QSPR), which initially was
developed for small molecules. Ladiwala et al. [23] used the developed model to predict ad-
sorption isotherm parameters. One year later, in 2006, Malmquist et al. [24] published a paper
on QSPR of gradient elution conditions.
KNOWLEDGE-BASED MODELS
Ståhlberg et al. [25, 26] presented in two sequential papers a model based on Gibbs free en-
ergy calculations of two oppositely charged planar surfaces with a salt solution in-between.
In their first publication, the authors took into account electrostatic interactions and in the
second paper additionally van der Waals forces. On knowledge-based approaches there is
a computational model that calculates electrostatic and van der Waals energies of interac-
tion between a protein molecule and a planar, charged surface [27]. A more complex ap-
proach is the modeling of adsorbent and solute as discrete molecules. This can be realized by
molecular dynamics simulations (Section 1.5.2): Noinville et al. [28] positioned a protein on a
charged surface and used the AMBER force field parameters to derive interaction energy val-
ues from the system. Ravichandran et al. [29] simulate a protein on an array of charges on a
planar surface at low and high salt concentrations. A more recent approach is the simulation
of a protein on a ligand surface with charged active groups [30].
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1.4.2. MATHEMATICAL MODELS FOR AFFINITY CHROMATOGRAPHY
Kavoosi et al. [31] presented a two-zone model (TZM), which describes solute binding to an
affinity adsorber. The model is divided into two sections: an inner protein-free center and
an outer zone where proteins bind. Kermani et al. [32] used support vector machine learn-
ing algorithms to model retention time of a peptide on a column with nickel based adsor-
bents based on the amino acid composition. Du et al. [33] also used a QSPR approach to
predict retention behavior of peptides on a nickel column. The most computationally in-
tense approach were molecular dynamics simulations of monoclonal antibodies on affinity
ligands [34].
1.5. MOLECULAR MODELING
1.5.1. A BRIEF HISTORY
In the history of molecular modeling, flat, two-dimensional molecular structures were at the
beginning, which then developed to precise calculations of molecular structure and inter-
molecular interactions on representations of the stereochemistry and 3D representations.
Physical models allow only for very limited number of statements about a structure, which
are mostly limited to size, outline, and stereochemistry. In addition, it can be difficult to cre-
ate models for larger molecules. Computer models, however, can easily generate large struc-
tures and allow the calculation of conformational energies or the exact position of atoms in a
molecule.
The first approaches in stereochemistry were made in the 19th century, when structural for-
mulas were introduced to represent the conformation of chemical compounds. In 1874,
van’t Hoff discovered the tetrahedral structure of carbon [35]. In 1953, Barton introduced
the conformation analysis. James Watson and Francis Crick presented the first 3D model of
DNA [36]. For this purpose, they used X-ray diffraction data from Rosalind Franklin and Mau-
rice Wilkins. In 1957, John Kendrew created the first 3D structure of a protein (myoglobin)
with X-ray crystallography at a resolution of 6 Å [37]. John Kendrew and Max Perutz received
the Nobel Prize in Chemistry for the 3D structure of myoglobin and hemoglobin in 1962. In
1959, the Dreiding stereomodel was developed [38]. In 1965, the Corey-Pauling-Koltun (CPK)




Figure 1.6: Sample PDB file of Lysozyme. The ATOM entries contain information on every atom: atom number,
atom name, residue, residue number, Cartesian coordinates, etc.
1.5.2. PROTEIN MODELING
3D COORDINATES
For simulations with peptides, the three-dimensional structure in Cartesian coordinates is
mandatory. There are multiple methods to obtain this 3D structure. Structure determination
is based on experimental methods like X-ray crystallography [41] or nuclear magnetic reso-
nance (NMR) spectroscopy [42]. A merely theoretical approach is the structure prediction in
bioinformatics, known as homology modeling. The structure information can then be saved
as a textual file, which is in human-readable format (see Figure 1.6). The most common file
format is protein data bank (PDB), which provides information on the atom coordinates, sec-
ondary structure sections and data about connectivity. To enable an open exchange between
research groups, a databank system, the Protein Data Bank was established and is freely ac-
cessible on the internet [43]. Other, less widely used file formats are macromolecular Crystal-




By calculating force fields in molecular mechanics, all bonds, angles, torsions and the contri-
bution of the non-covalent interactions are calculated and their energies are summed up ac-
cording to Hooke’s law (Equation 1.2). The interactions between atoms that are not covalently
bound, are described using Coulomb potential for electrostatic interactions and Lennard-
Jones potential for van der Waals interactions. An example of a force field file is depicted in
Figure 1.7.
First, each individual atom is classified in the molecule, since the atomic type is an important
parameter for the calculation. In a second step, the potential energy terms for the individual
atom bonds are calculated [44].
Et ot al =Ebond +Eang le +Edi hedr al +Evdw +Eelec (1.2)




kb (b −b0)2 (1.3)





the energy of the torsion angles
























Figure 1.7: Excerpt from the Amber03 force field. The force field file is in human readable format. The parameters
are specific for each atom type and are derived from fits, which are experimentally determined.
The constants b, θ, ϕ, and Ri j describe the molecular structure: bond lengths, bond angles,
dihedral angles and interatomic distances. The remaining terms are force field parameters
[45]. Common force fields in molecular mechanics are AMBER [46, 47] and GROMOS [48].
SEQUENCE AND STRUCTURE ALIGNMENT
A sequence alignment bears the possibility to arrange sequences of proteins to identify re-
gions of similarity that are a result of functional, structural, and evolutionary relationships
between the sequences [49]. Gaps are inserted so that identical or similar amino acids are
consecutive. There is pairwise and multiple sequence alignment. Pairwise alignment is used
to find the best agreeing regions of two sequences. Multiple sequence alignment integrates
multiple sequences to reveal similarities and differences of the sequences. The graphical rep-
resentation is usually conducted in phylogenetic trees, that visualize the similarity between
sequences and conclusions of evolutionary relationships can be drawn.
Structure alignment is the arrangement of two or more 3D structures based on their geometry
and three-dimensional conformation to evaluate the significant homology between them.
ENERGY MINIMIZATION
Energy minimization is based on the assumption that the calculated structure of a molecule
with the lowest potential energy corresponds to the native state.
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Therefore, an optimization of a molecular model can be achieved by calculating its poten-
tial energy. The geometry of the molecule is modified iteratively so that the energy of the
molecule is decreased until an energy minimum is reached. To solve this complex task, var-
ious mathematical algorithms are used in which the atomic positions can be varied either
simultaneously or sequentially.
MOLECULAR DYNAMICS SIMULATION
Molecules are dynamic structures and therefore rigid conformations are inaccurate replica
of the system. This is especially true for enzymes in which the dynamic characteristics are
often essential for the enzymatic reaction (e.g., induced-fit enzyme mechanism). The mo-
tion ranges from picoseconds (pss) for amino acids up to ms range for domains. Molecular
dynamic simulation methods enable the examination of these conformational changes over
a period of picoseconds up to nanoseconds.
In molecular dynamics, the Newtonian equations of motion are calculated based on a previ-
ously selected force field (cf. Section 1.5.2). During the molecular dynamics simulation, the
atomic positions and their velocity are calculated as a function of time to create a trajectory.
The disadvantage of this method is that the number of atoms and the simulation time is di-
rectly dependent on the available computing power. The larger the system, the longer the
simulation must run to observe the scrutinized behavior [44].
Charge Assignment An important aspect in simulations mainly influenced by strong elec-
trostatic interactions is the correct atom charge assignment prior to simulation. To calculate
the partial charges of the atoms, the pK-values can be calculated using several techniques.
Most software packages are freely available in the internet: Some approaches are based on
the Poisson-Boltzmann equation (PBE). The PBE is an alteration of Poisson’s equation that
integrates a description of the effect of solvent ions on the electrostatic field in the surround-
ing of a molecule. The web servers H++ [50–52], MCCE [53–55], and Karlsberg+ [56, 57] use
PBE to calculate the pK-values of the amino acids. PBE based methods calculate the differ-
ence of the pK-values of amino acids, when this side chain moves from a hypothetical fully
solvated state in solution to its actual position in the protein with surrounding amino acids.
To perform such a calculation, a theoretical method is needed that calculates the effects of
the protein’s inside on a pK-value, and the knowledge of the pK-value of amino acid side
chains in its fully solvated conditions [58–61]. Other pK-value calculation methods are based
on empirical methods, molecular dynamics, or calculations of free energy.
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1.5.3. MOLECULAR MODELS OF PROTEIN CHROMATOGRAPHY
Multiple molecular models of ion exchange chromatography have been published in litera-
ture: Noinville et al. [28] simulated alpha-lactalbumin and lysozyme on an anion exchanger
surface and studied their retention behavior. They found electrostatic patches, which dom-
inated the binding. Ravichandran et al. [29] investigated the initial stages of hen egg-white
lysozyme adsorption onto a charged solid interface using Brownian Dynamics simulation.
They found that, although lysozyme has a positive net charge, it adsorbs on positively charged
surfaces. Dismer and Hubbuch [30] developed a mechanistic model for the adsorption of
lysozyme onto a cation exchange surface based on molecular dynamic simulations and were
able to predict the retention of ribonuclease A.
Yarovsky et al. [62] simulated the interaction of peptides with reversed phase sorbents and
demonstrated the potential of molecular dynamics to support the interpretation of peptide
interactions with hydrophobic ligands.
Zamolo et al. [34] computationally investigated the design of affinity ligands through the
study of their interactions with monoclonal antibodies and a model support material. The
authors propose that the interaction between ligand and carrier material is an important pa-
rameter that should be taken into account in experimental design of ligands and that molec-
ular dynamics can assist in the selection of suitable candidates.
The growing possibilities for the simulation of larger biomolecules through the increase in
computational power makes it an interesting alternative to experimentally intense screen-
ings. Continually increasing computational power enables ever faster and more accurate de-
pictions of biomolecule behavior on the molecular level. As a result, molecular models not
only enhance knowledge of the behavior on atomistic level but also have the potential to re-
place experimentally intense screenings in downstream process development in the future.
This requires a versatile, easy to use, and expandable tool that enables quick gain in process
understanding and thus the possibility to design it.
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Biopharmaceutical products require purification after production to achieve a high degree
of purity. These high purities are mandatory for the approval in medical use. To purify the
product, the downstreaming process contains multiple purification stages, usually contain-
ing several chromatographic steps. In chromatography, various techniques allow for separa-
tion based on different physicochemical properties of the biomolecule and its contaminants
(cf. Section 1.1.2). The rising interest in understanding the mechanisms of attraction be-
tween a biomolecule and adsorbent material in chromatography led to several models (Sec-
tion 1.4).
In this study, the approach was to extend and optimize a previously developed tool, which
uses molecular dynamics simulations to model protein behavior on adsorbers. In the previ-
ous study, the model was solely applied to one protein and one cation exchanger. The tool
was extended to other chromatography techniques and used to optimize a system in this ap-
proach. The simulations were underpinned by corresponding laboratory experiments.
The aim was to increase understanding of adsorption behavior of biomolecules on adsor-
ber surfaces of various adsorbents. First, the transfer from a cation exchanger to an anion
exchanger needed to be accomplished, followed by a detailed investigation of binding con-
tributors. It was expected that negatively charged residue clusters contribute to binding be-
havior. Next, the tool was applied to a cation exchanger with varying ionic capacities to ex-
plore the influence on binding. By this approach, it was expected to determine an adsorber
with a specific capacity of being the optimal choice for a given separation challenge. Lastly, a
completely different chromatography technique was studied with the tool: affinity coupling
chromatography. This was the most challenging, since it was not clear if affinity coupling can
be simulated reliably. It was expected that the results indicate energetically favorable orien-





A Comprehensive Molecular Dynamics
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In downstream processing, the underlying adsorption mechanism of biomolecules to adsorbent
material are still subject of extensive research. One approach to more mechanistic understand-
ing is simulating this adsorption process and hereby the possibility to identify the parameters
with the strongest impact. So far this method was applied with all-atom molecular dynamics
simulations of two model proteins on one cation exchanger. In this work we developed a molec-
ular dynamics tool to simulate protein-adsorber-interaction for various proteins on an anion
exchanger and ran gradient elution experiments to relate the simulation results to experimen-
tal data. We were able to show that simulation results yield similar results as experimental
data regarding retention behavior as well as binding orientation. We could identify Arginines
in case of cation exchangers and Aspartic acids in case of anion exchangers as major contribu-
tors to binding.
published in Journal of Chromatography A, Volume 1381, 13 February 2015, Pages 184-193
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3.1. INTRODUCTION
Biopharmaceutical products need a purification process after product retrieval to achieve
a good degree of purity [1]. These high levels (usually 99.9 % or higher) are mandatory for
medical use. The downstreaming process contains many purification stages, usually contain-
ing chromatographic steps [2]. In chromatography, various techniques allow for separation
based on the different physicochemical properties of the biomolecule and its contaminants.
A separation method based on charge differences is ion exchange chromatography. The in-
teraction between charged molecule and immobile phase leads to separation.
The growing interest in understanding the basic mechanisms of attraction between a bio-
molecule and adsorbent material in the various chromatographic techniques led to many
mathematical models. Various semi-empirical and mechanistic models for the description of
protein interaction behavior on ion- exchangers were developed in the past. In 1992, Brooks
and Cramer [3] published a paper in which they described the SMA model, which accounts
for the steric hindrance of counter ions. Bosma and Wesselingh [4, 5] have developed the
available area model, which uses the protein’s radius to consider the geometric hindrance on
the adsorber. QSPR/Quantitative Structure Activity Relationship (QSAR) is another approach
in which descriptors of molecule characteristics correlate with experiments [6, 7]. The major
drawback of this approach is the need for a large data set for model training. Mechanistic
models are based on electrostatic calculations and van der Waals forces [8] or calculations of
Gibbs free energy [9, 10]. The downside of these approaches is that they simplify proteins to
rigid bodies. Yet, proteins are not static but rather dynamic molecules, that can have differ-
ent native conformations. This drawback was overcome by molecular dynamics (MD) sim-
ulations. With molecular dynamics, the adsorber and proteins can be represented either by
coarse-grained models, which is a simplification of the system and simultaneous reduction of
simulation time or by all-atom models, with higher precision at the cost of longer simulation
time. Molecular dynamic studies of adsorption on surfaces can be classified into three levels:
modeling and visualization, adsorption of small molecules, and protein adsorption [11]. The
protein-surface interaction influences adsorption behavior the most and therefore is sub-
ject to diverse studies: interactions between affinity ligands and monoclonal antibodies [12],
with two monoclonal antibodies and two different ligands, which resulted in comparable
binding behavior as on protein A. Also, interactions between proteins and self-assembled
monolayers (SAMs) [13–15] or a MgO surface [16], respectively, were studied. In all studies
the obtained adsorption energies correlated well with experimental results, though mostly
qualitative rather than quantitative [17–19].
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As mentioned previously, not only the protein-surface interaction is matter of investigation
but also the protein orientation. The orientation has a major influence on the adsorption
behavior since the protein has heterogeneous characteristics, such as hydrophobic and hy-
drophilic patches, but also charged areas. Depending on the characteristics of ligand and
matrix, the protein interaction is dominated by hydrophobicity or electrostatics. Therefore,
multiple studies examine protein orientation with MD tools: Noinville et al. [20] simulated
alpha-lactalbumin and lysozyme on a macromolecular surface and studied their retention
behavior. They found electrostatic patches, which dominated the binding. Ravichandran
et al. [21] studied lysozyme adsorbtion on a positively charged plane utilizing Brownian dy-
namics simulations and found that the orientation of the proteins was nonuniform, which
confirms the findings of Noinville et al. [20]. Agashe et al. [22] simulated a Fibrinogen γ-
Chain Fragment on SAMs and found that, if not restrained, the protein undergoes multiple
translations and rotations until reaching stable orientations.
A more recent approach using MD simulations to investigate protein-surface interaction and
simultaneously protein orientation was by Dismer and Hubbuch [23]. The authors showed a
correlation between simulated and experimental retention factors for two model proteins on
a cation exchanger surface. However, this approach is limited to one adsorber and biomol-
ecules without non-standard residues, presenting only a small fraction of potential target
molecules.
In this research project we developed a MD tool, which is capable to run simulations with
proteins also containing non-standard residues. With this tool we established a mechanistic
model for an anion exchange adsorber type. The tool is capable to predict retention behavior
as well as gain insights into the binding mechanism on molecular level. This work follows
a case-study design, with in-depth analysis of interaction behavior of various proteins with
two ion exchanger surfaces. With our tool, we simulated lysozyme on a SP Sepharose FF
surface to compare these results to previous experimental findings. We included all positively
charged residues, lysine, arginine, and histidine, in the analysis to determine their influence
on interaction. Also, various proteins were simulated on an anion exchanger surface. The
analysis of these simulations focuses on the negatively charged residues, glutamic acid and
aspartic acid, and their contribution to binding.
This study addresses the following research questions:
1. Do simulations yield similar results as experimental data?
2. Which residues are the major factors for the protein-adsorber interaction in ion ex-
change chromatography?
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Note: Throughout this paper, the terms SPFF and QFF will refer to SP Sepharose FF and Q
Sepharose FF, respectively.
3.2. MATERIAL AND METHODS
The proteins chosen for simulations and experiments were selected on the basis of pro-
tein size and isoelectric point. Protein size has a big influence on simulation duration, thus
smaller proteins were preferred for this MD tool development and case study. In the anion
exchanger experiments the protein was supposed to bind and so the isoelectric point of the
protein was crucial. Another requirement was that the proteins were in monomeric native
state, since the simulations were also run with monomers. Table 3.1 lists the chosen pro-
teins, the corresponding PDB ID, concentrations in experiments, and article number from
Sigma-Aldrich.
The first part of this section focuses on the experiments that were conducted and the second
part focuses on the setup, the actual simulations, and the data analysis.
Table 3.1: Proteins used in this study.
Protein PDB ID No. of residues Conc. [mM] Sigma no.
Alpha-lactalbumin 1F6R 123 0.6 L5385
Beta-lactoglobulin 4TLJ 162 0.6 L3908
Phospholipase A2 1BP2 123 0.6 P8913
Ribonuclease A 1KF8 124 1.2 83833
3.2.1. PROTEIN SIZE ANALYSIS
The protein size is a good indicator for the protein’s native state and aggregates. If it is too
large, either the protein is denatured or aggregated. The protein size was analyzed by dy-
namic light scattering (DLS) in a Zetasizer Nano ZSP from Malvern Instruments (Malvern,
Worcestershire, UK). The diffusion barrier method was used to prevent protein aggregation
during the measurement on the cell electrodes. The U-shaped capillary is filled with sample
buffer. Next, the protein sample is isolated from the electrodes by injecting it into the mea-
surement zone of the capillary. Alpha-lactalbumin and beta-lactoglobulin were measured
in 50 mM 1-Methylpiperazine titrated to pH 9.8, 50 mM 2-(N-morpholino)ethanesulfonic
acid (MES) titrated to pH 6.0, and 50 mM phosphate buffer titrated to pH 6.8. Phospholi-
pase A2 and Ribonuclease A were only measured in the pH 9.8 buffer because of their higher
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theoretical isoelectric point (6.1 for Phospholipase A2 and 8.64 for Ribonuclease A, as cal-
culated from pK values). The experimental pH values of 1-Methylpiperazine and MES were
too close-by for Phospholipase A2 and thus no protein size analysis was run. The gradient
elution runs were conducted with proteins whose pI is below the pH value of experiments.
Since Ribonuclease A has a theoretical pI of 8.64, it was not run with the two lower pH buffers
and correspondingly the protein size analysis was not run either. All buffer ingredients were
purchased from Sigma-Aldrich, St. Louis, MO, USA. Sample solutions were filtered through
a 0.2 µm cellulose-acetate membrane prior to measurement to ensure no aggregates were
present.
3.2.2. GRADIENT ELUTION EXPERIMENTS
The proteins that were used for the gradient elution experiments are enlisted in Table 3.1.
All proteins were purchased from Sigma-Aldrich, St. Louis, MO, USA. The proteins were dis-
solved in the buffers described in Section 3.2.1. The starting buffer was the same as the sol-
vate buffer. The elution buffer consisted of starting buffer plus 1 M NaCl purchased from
Merck (Darmstadt, Germany ). All buffers were filtered and deaerated in an ultrasound bath
for 15 minutes. The protein solution was filtered through 0.2 µm cellulose-acetate mem-
brane. An ÄKTApurifier system purchased from GE Healthcare (Little Chalfont, Bucking-
hamshire, United Kingdom) was used for gradient elution experiments with a 1 mL pre-
packed column HiTrap Q Sepharose Fast Flow (material and packing by GE Healthcare). The
column was equilibrated after storage by removing storage buffer with water for one column
volume (CV), followed by 5 CVs of starting buffer, 5 CVs of elution buffer, and henceforth
5 CVs of starting buffer at 100 cm/h. The gradient elution procedure was carried out by 2 CVs
equilibration with starting buffer, sample loading (25 µL sample), 5 CVs wash with starting
buffer, 15 CVs gradient up to 0.5 mM NaCl, 5 CVs high salt at 200 cm/h to speed up the
run, and 10 CVs regeneration also at higher flow rate. Unless stated otherwise, the flow
rate was 100 cm/h for all steps in the gradient run until the end of the gradient. The runs
were conducted in triplicates using the scouting function of Äkta’s UNICORN system control
software (version 5.3.1). After the scouting runs, the columns were flushed with water and
stored in 20% Ethanol/water at 4 ◦C. Retention volume and conductivity at maximum point
of elution was determined in UNICORN. Retention factor k’ was calculated in accordance
with Schmidt-Traub [24] by
k ′i =
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where tR ,i is the retention time of component i and t0 is the dead time of the column, deter-
mined with beta-lactoglobulin in high-salt buffer to hinder protein adsorption.
3.2.3. LIGAND DISTANCE CALCULATION
To position the ligands in the correct distance from each other, the assumption was made
that ionic capacity correlates with ligand density. We developed a script with which we can





dPar t i cle
(3.2)
where ATot al is the total area available for binding, ε and εP the extra-particle and intra-
particle porosity, dPore the pore diameter, and dPar t i cle is the particle diameter. Equation 3.2
is adapted from Carta and Jungbauer [25]. The total number of ligands per surface volume is
defined by




where NSur f ace is the number of ligands per surface unit, IC is the ionic capacity in mol /nm
3
and NA is the Avogadro constant. The ligand distance is calculated by





where dLi g and is the ligand distance and Auni t is the surface unit. Equation 3.2 follows the
single pore model [26], which simplifies the pore network to cylindrical pores. The resulting
pore size distribution can be described as one large pore, that is the sum of the cylindrical
pores (Figure 3.1). Since adsorber characteristics are subject to fluctuations due to manu-
facturing processes, we used Monte Carlo simulations with 10.000 repetitions applying the
fluctuation values from Table 3.2. All physical properties of the adsorber were assumed to
be Gaussian distributed. The range of variation for the ionic capacity specification were as-
sumed to be the twofold standard deviation. When not the range of variation but multiple
values were given in literature, the mean and standard deviation were used for Monte Carlo
simulations. The calculated result was taken as ligand distance in the simulation setup. The
Monte Carlo simulations were performed in Matlab version 8.1.0.604 (R2013a).
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Figure 3.1: Simplification of the complex agarose network (a): to a capillary pore distribution model (b); to a single
pore model (c). Adapted from [26]. Copyright 2004 American Institute of Chemical Engineers (AIChE).
Reprinted with permission.
Table 3.2: Values on adsorber characteristics for SP Sepharose FF and Q Sepharose FF used for Monte Carlo ex-
periments.
Physical quantity Value and reference Unit
Ionic capacity ICt ot al 180-250
a, 180-240b[27] μmol ×mL−1
Pore diameter dPore 30, 33.4, 38.6 [25], 32 [28] nm
Particle diameter dPar t i cle 45-165 [27] μm
Intraparticle porosity εp 0.76, 0.81, 0.85 [25], 0.9 [28] -
Extraparticle porosity ε 0.35 [28] -
a SP Sepharose FF
b Q Sepharose FF
3.2.4. MOLECULAR DYNAMICS SIMULATIONS
The molecular dynamics tool is a set of macros for Yasara and a post-simulation Matlab script
for graphical output. All simulations were run fully automated from energy minimization
to post-simulation analysis with simulation time ranging from two up to five days depend-
ing on the number of atoms. If not stated otherwise, all simulations were run with a cutoff
at 7.86 Å. Long-range Coulomb interactions were calculated using the Particle Mesh Ewald
(PME) algorithm [29] and boundaries were set to periodic. All MD simulations were run with
the software Yasara Structure 13.6.16 [30] on 8 processors on a distributed memory parallel
computer, running SUSE Linux Enterprise 11.
PROTEIN STRUCTURE PREPROCESSING
Most proteins contain heteroatoms or non-standard residues. Any residue of protein or nu-
cleic acid that is not included in the list of standard residues (20 standard amino acids, 12 stan-
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dard nucleotides) is considered non-standard. These residues must be parameterized prior
to simulation. We used the simulation software Yasara [30], which is capable of automatically
assign parameters to molecules, which are not described in the force field (in this case Cal-
cium and its bonds in alpha-lactalbumin) through an internal algorithm, AutoSMILES [31–
34]. This makes it very convenient to simulate many proteins in rather short time.
In a first step, we identified the correct UniProt ID [35] by protein name and organism to find
an appropriate PDB structure. The RCSB Protein Data Bank [36] was then searched for the
selected UniProt ID. Appropriate protein structure files were picked by two selection crite-
ria: closest number of residues and best resolution. Structures derived from X-ray diffraction
measurements were favored over NMR spectroscopy derived structures, since atomic infor-
mation provided by X-ray crystallography is more detailed. The PDB IDs for the proteins that
were used in lab experiments can be found in Table 3.1. Additionally, to this table, lysozyme
(PDB ID: 2VB1) was used for simulations to compare with experimental result from a previ-
ous study [37]. Once a suitable PDB ID was selected, the 3D coordinate file of the protein was
downloaded from the RCSB Protein Data Bank and saved. The atomic bonds and hydrogen
atoms were checked for integrity in Yasara [30] by comparing them to the UniProt entry. The
hydrogen bonds were corrected and optimized via an internal Yasara algorithm (for further
details see reference [38]).
To avoid atom collisions in the protein and correct the covalent geometry, the protein struc-
ture was energy minimized with the AMBER99 force field [39], using a 7.68 Å force cutoff.
Long-range electrostatic interactions were calculated with the Particle Mesh Ewald algorithm
[29] . After removal of conformational stress by a steepest descent minimization, the energy
minimization continued by simulated annealing (time step 2 fs, atom velocities scaled down
by 0.9 every 10th step) until convergence was reached, i.e., the energy improved by less than
0.25 kJ/mol per atom within 200 steps.
The energy minimized structure was saved in PDB format and uploaded to the H++-Tool
from Virginia Tech [40] to calculate a protonated protein structure depending on the selected
pH value. Confidential structures can be processed locally when installing the source code,
which is available upon request. The protonated PDB file was downloaded and checked again
for missing bonds (e.g., bonds to heteroatoms, such as Ca2+) and, if necessary, corrected.
The completed structure was then energy minimized by the same procedure as mentioned
before. If the protein structure contained non-standard residues such as a heme group or
metal bonds (alpha-lactalbumin) the procedure was slightly different: after the first energy
minimization, the non-standard residues were depleted from the protein structure in Yasara
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and saved off as an extra PDB file. After the protonation of the depleted protein structure in
H++, both PDB files were loaded into Yasara and bonds between the depleted protein and
the non-standard residues were rebuilt. The energy minimization was the same as described
above.
COMPLEX CONSTRUCTION
The 3D ligand structure was built in Yasara by using the information on chemical composi-
tion from the manufacturer’s website. The functional group of SP Sepharose FF is
CH2CH2CH2SO3−
and the functional group of Q Sepharose FF is
CH2N+(CH3)3 [41].
The ligands were replicated and placed equidistantly depending on the result of the calcu-
lated ligand distance (see Section 3.2.3) in XZ-plane spanning a quadratic surface. The ad-
sorber matrix onto which the ligands are bound was simplified by using a dummy C-atom
per ligand. The size of the plane was dependent on protein size to reduce computational cost
and give all proteins equal conditions for interaction.
The complex consists of the whole setup of protein on ligand surface and the surrounding
solvent molecules. The protein was rotated in 50 equidistantly distributed orientations to as-
sure impartiality. In the next step, the protein was positioned 5 Å above the ligand surface.
The distance is the minimum distance between the van der Waals radii of the ligands and
the protein. A distance of 5 Å was chosen because lower distances lead to unrealistic high
energies and consequently an explosion of the simulation cell. Also, parts of the protein were
supposed to be within the Debye screening length of the ligands, which in our case is ap-
prox. 7 Å. Therefore, 5 Å was chosen as protein-ligand distance. After complex construction,
the simulation box was defined depending on the ligand surface dimension. The cell was
extended by 10 Å on each side of the protein along the plane of the ligands.
(a) Ligand surface (b) Protein (c) Complex (here without sol-
vent)
Figure 3.2: Lysozyme on SPFF
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ENERGY MINIMIZATION
The simulation cell was filled with water molecules and counter ions (i.e., sodium and chlo-
ride ions) were placed at locations of extreme electrostatic potential until the cell was neu-
tralized. The electrostatic potential is naturally highest in regions close to charged molecules.
A short solvent simulation was run and afterwards water molecules were successively deleted
until the density matched 0.9966 g/cm3. The total system was then energy minimized follow-
ing the same EM protocol as for the protein alone, mentioned in Section 3.2.4.
EQUILIBRATION
In equilibration, the system is heated from 0 to 300 Kelvin, whereas the protein backbone
and bond length of hydrogen atoms are restrained to reduce computational cost. The adsor-
ber backbone is modeled by fixing the first three respectively two atoms of ligands in space
for SPFF respectively QFF. The QFF ligand is shorter, fixing the first three atoms would de-
crease the flexibility disproportionately compared to SPFF. The used force field was AMBER03
[42].
MOLECULAR DYNAMICS SIMULATION
The data production simulation was run for 50 ps at 300 K, utilizing a Berendsen thermo-
stat, which rescales atom velocities after calculating an average macroscopic temperature
and the corresponding atom velocities. Simulations were of NVT type, meaning the num-
ber of moles (N), volume (V) and temperature (T) are kept constant. A snapshot of the sys-
tem was saved each 5 ps. Time steps for calculation of intra- and intermolecular forces were
1.33 fs and 4 fs, respectively. The simulation was kept quite short since the backbone is re-
strained and larger conformational changes are therefore suppressed. Since no significant
energy leaps could be observed beyond the equilibration phase neither in a previous study
with longer simulation times [23] nor in this study, the simulations in this work were reduced
to a time span in which an energetical equilibrium was reached.
DATA ANALYSIS
Post-simulation data analysis was run in two steps: previously saved simulation snapshots
were opened in Yasara, energies (total, electrostatic, van der Waals, potential) were calculated
and tabulated over simulation time and saved for further processing for each orientation.
The interaction energy is the energy of the complex minus the energy of the separated com-
pounds and was calculated for all energy terms. The more negative the energy, the stronger
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is the interaction between protein and ligand surface. Also, an average protein structure over
each simulation run was calculated and energy minimized (analogous to Section 3.2.4).
In a second step, the result tables were loaded into Matlab and various calculations were run.
For each orientation average energies over time were calculated and Boltzmann weighted.
The Boltzmann statistic indicates the probability of a state of a system (in this case one state
represents one orientation), which is coupled to a temperature T in thermodynamic equi-
librium. We make two assumptions: 1. each orientation simulation is in thermodynamic
equilibrium, and 2. that the states ( numbered by j = 1,2, ... N) have the associated simulation














where kB is the Boltzmann constant and T the temperature. An interaction map (see Fig-
ure 3.3) for each protein is calculated by plotting the Boltzmann averaged energy values for
each orientation and interpolating with Sibson’s natural neighbor interpolation algorithm [43].
Protein orientations, which yield negative electrostatic interaction energy imply attraction
between protein and adsorber. Only the negative interaction energies were Boltzmann weight-
ed and averaged, since positive energies (i.e., repulsion of the protein) do not contribute to
binding and would lead to a rotation to a favorable orientation. The final average is the sum
of all 50 weighted electrostatic energies, and thus a distinct quantity of interaction for each
protein. This protein-specific average interaction energy is then used for the correlation with
experimental results.
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(a)
(b)
Figure 3.3: (a) Cylindrical projection of points from a protein; unwrapping and flattening out the cylinder results
in the (b) interaction map
3.3. RESULTS AND DISCUSSION
3.3.1. PROTEIN SIZE ANALYSIS BY DYNAMIC LIGHT SCATTERING
DLS measurements were conducted as described in Section 3.2.1 to determine the protein
size. The results from this analysis are presented in Table 3.3. It is apparent that all pro-
teins except Phospholipase A2 have radii of around 2 nm. Phospholipase A2 in 50 mM 1-
Methylpiperazine had a radius of 44 nm.
An extraordinary large protein radius can have several causes: denaturation or aggregation.
Phospholipase A2 has a theoretical radius of gyration of 1.45 nm, calculated in Yasara. The
instability index was calculated as 29.77 according to Guruprasad et al. [44], with values below
40 indicating stable proteins. Since it can withstand strong reagents according to the manu-
facturer, denaturation can be ruled out. This implies that Phospholipase A2 aggregates. Since
the experimental conditions result in aggregated protein, but MD simulations were run with
monomeric Phospholipase A2, the protein had to be rejected in the further course of this
work.
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The results suggest that analyzing protein stability is a crucial step, since aggregation can-
not be observed in retention experiments. In this way deviant on -column behavior can be
explained.
Table 3.3: Median of protein radii of proteins at multiple pH values, measurement in triplicates
Radius [nm]
Protein pH 6 pH 6.8 pH 9.8
Alpha-lactalbumin 2.21 2.17 1.89
Beta-lactoglobulin 3.44 3.15 2.04
Phospholipase A2 - - 44.06
Ribonuclease A - - 2.13
3.3.2. LIGAND DISTANCES FROM MONTE CARLO SIMULATIONS
Monte Carlo simulations were run as described in Section 3.2.3 to calculate ligand distances
that are valid equivalents to given ionic capacities. The one-sample Kolmogorov-Smirnov
test revealed that the ligand distance distributions (Figure 3.4) were not normally distributed.
Both distributions are slightly positively skewed and thus the median was calculated. The
ligand distances are 7.04 Å for SPFF and 7.11 Å for QFF. The findings of the Monte Carlo sim-
(a) (b)
Figure 3.4: Ligand distance histograms for (a) SP Sepharose FF and (b) Q Sepharose FF; the median is depicted as
a gray vertical line
ulations confirm the trend shown by Dismer and Hubbuch [23] who simulated SPFF with
ligand distances between 10 and 20 Å and empirically confirmed the best correlation with
experimental results at a ligand distance of 10 Å.
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Therefore, the Monte Carlo approach is an efficient tool for computing ligand distances of
adsorbent materials with known physical properties, which can be described by the single
pore model.
3.3.3. SP SEPHAROSE FF
MD simulations with lysozyme on SPFF at various pH values were run, as described in Sec-
tion 3.2.4. In the analysis step, all positively charged residues (arginines, lysines, and his-
tidines) were plotted into the interaction maps to determine their influence on the electro-
static interaction. The electrostatic interaction energy decreases with increasing pH with a
sharp decrease beyond pH values of 9. The simulation results with pH values of 5, 9, and 12
are presented in Figure 3.5. The net charge for these pH values are 9, 8, and 3, respectively,
which corresponds well with the electrostatic interaction energy course. The protein as seen
from the ligand’s point of view is depicted on the right-hand side. The lowest energy reflects
the highest interaction between protein and adsorber surface, this defines a hot spot. It is
apparent from Figure 3.5 that there are two sets of orientations that are favorable for binding:
orientations A and B. Orientation A in 3D depiction shows that the protein faces the ligands
with several arginines and lysines (Lys1, Lys33, and potentially Lys13). Only arginines (Arg45,
Arg61, Arg68, Arg73, Arg112, and Arg114) are in close range to orientation B. Orientation B
fades for the benefit of orientations C and A with increasing pH. Lys96 and Lys97 are both
close to the ligands in orientation C. Also, in orientation C Lys1 has no interaction with the
adsorber surface. With rising pH, the interaction of Lys116 with the ligands gains influence.
The results of this study will now be compared to the experimental findings of Dismer et al.
[37]. The authors conducted a study in which lysozyme was bound onto a cation exchanger
in batch binding experiments and then labeled the lysines. A difference in labeling efficiency
of lysines in lysozyme depending upon pH value was found by the authors. When looking
at orientation A, the orientation sterically hinders Lys1, Lys33 and potentially Lys13. Lys13
especially is hindered if high protein concentration conditions are run, which was the case in
the author’s experimental set-up. At pH 12, orientation C gains importance in which Lys96/97
blocked from labeling, which is again in good agreement with experimental data from Dismer
et al. [37].
Since the blocking of lysines could be shown in experiments as well as in simulations, we
suggest that our depiction of simulation results is capable of identifying residues that hin-
der labeling. Since our interaction maps integrate all charged residues, binding contributing
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residues can easily be identified. We determine not only lysine as a strong contributor but es-
pecially arginines having an important role in binding. A possible explanation for the strong
influence of arginines is their side-chain flexibility. arginines are flexible and hence can turn
towards the negatively charged ligand surface. arginines have a strong influence on the bind-
ing mechanism and with that comes a steric hindrance of residues that are close to the ligand
surface. This hypothesis is in good agreement with Fromm et al. [45] who showed that the
arginine-sulfate interaction is stronger than lysine-sulfate interaction.
3.3.4. Q SEPHAROSE FF
MD MODEL
This study related protein dynamics results with the biological adsorption mechanism. To re-
late the simulation results to the adsorption mechanism, the Boltzmann weighted, averaged
negative electrostatic interaction energy was the measure for attraction, which corresponds
to the retention volume in experiments.
The Boltzmann averaged electrostatic interaction energy, calculated as described in Section
3.2.4, was correlated with the retention factors for the experiments on QFF. Alpha-lactalbumin
at pH 6.8 showed a split peak in the gradient elution experiments. Since it was impossible to
determine the peaks without further assays, alpha-lactalbumin for pH 6.8 was removed from
linear regression.
The model for QFF obtained from the linear regression is presented in Figure 3.6. The coeffi-
cient of determination R2 is 0.96, which suggests a highly significant relationship. The mean
error of prediction is 1.26 mL as calculated via cross validation.
A mean error of prediction of 1.26 mL with a gradient length of 15 mL and 1 mL column
volume provides a high level of predictability for an unknown protein structure. Through the
cross validation the model is built with a training set and then testing against a set, which is
unknown to the system. This simulates the scenario of a new structure being passed into the
MD tool for which gradient experiments have never been conducted.
The slope in retention for beta-lactoglobulin indicates a slight overestimation of ligand dis-
tances in the simulation. Dismer and Hubbuch [23] showed decreasing slopes in a correla-
tion of retention factor to interaction energy with decreasing ligand distances. This is most
probably due to resin characterization based on values from different sources in literature
and can be avoided by characterizing the adsorbent batch in use. The negative correlation
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between retention factor and binding energy was expected, as a weaker interaction energy
(higher energy values) results in earlier desorption.
Figure 3.6: Retention model for Q Sepharose FF, linear fit, R2 = 0.96
INTERACTION MAPS
Aspartic acid and glutamic acid are both negatively charged at pH values above 4.3 and thus
interact with anion exchangers. At ph 9.8, free cysteines are also negatively charged and
would have been considered in the interaction maps, but all cysteines in the proteins ob-
served (alpha-lactalbumin and beta-lactoglobulin) formed disulfide bridges and therefore
not charged.
Alpha-lactalbumin Figure 3.7 compares the resulting interaction maps from alpha-lact-
albumin on QFF for pH values 6.0, 6.8, and 9.8. Two orientations, A and B, are subject to
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major changes with changing pH and were therefore chosen for the 3D analysis to the right-
hand side of the interaction maps. The two apparent hot spots that hit the eye (y = [-50, 0],
z = [-60, -80] and y = [100, 150], z = [-60, -80]) are in fact identical since the unwrapping of
the sphere from 3D to 2D causes the lower part of the map to represent the same orientation
(compare Figure 3.3a). The same is true for the upper part of the map. It is apparent from
Figure 3.7 that a slight change in pH from 6.0 to 6.8 leads to a small shift in orientation and a
detachment towards A. The pH change yields a net charge difference of 4 units from -1 to -5.
The shift from pH 6.8 to 9.8 only results in a difference of 3 units. This result is mirrored in
the weak change of interaction energy maxima from pH 6.8 to 9.8. The maximum interaction
energy was -9047.3 kJ/mol at pH 6.8, whereas -9876.8 kJ/mol at pH 9.8. Orientation B is also
subject to major changes, as the strongest interaction region at lower pH value moves towards
A for higher pH values.
Not the absolute shift in net charge is decisive, but the shift in the preferred orientation. Thus,
the net charge is only a rough indication to assess the interaction. The orientations A and B
are both influenced by aspartic acid, Asp46, Asp97, and Asp14.
Beta-lactoglobulin In the interaction map depicted in Figure 3.8, one binding orientation
(A) can be identified. The strongest interaction orientation hardly changes with increasing
pH. At pH 6.0 and 6.8 the net charge of beta-lactoglobulin was -1 and -2, respectively. The
net charge decreases to -4 at pH 9.8. When looking at the strongest interaction from ligand
point of view both charged residue types, aspartic acid and glutamic acid, are present but
the protein is tilted towards aspartic acids Asp96 and Asp98. Ding et al. [46] showed in salt
gradient elution runs on an anion-exchange column with the same functional ligand group
as QFF, quaternary ammonium, that glutamic acid elutes shortly before aspartic acid. This
finding confirms our suggestion of a stronger interaction between aspartic acid and the lig-
ands than glutamic acid. This means that proteins with a high fraction of aspartic acid will
bind stronger onto anion exchanger ligands. Not only the fraction but almost certainly also
the charged residue density has a strong impact on binding strength and binding orientation.
One aspartic acid on one side versus two glutamic acid residues on the other side will most
probably result in a preferential orientation of glutamic acids closest to the ligand surface.
Please note that all negative interaction energies mean binding behavior and only the ratio
of energies to one another give a sense of general binding preference. In case of high protein
concentration and low flow rate, the preferential binding orientation(s) will give way for more
proteins, potentially with less favorable binding orientations.
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Figure 3.5: Lysozyme on SPFF: Coulomb interaction maps (energy in kJ/mol) on the left-hand side; Orientations
A, B, and C on the right-hand side. Net charge for the pH values: 9, 8, and 3, respectively. Please
note that the energy scales are different for the different interaction maps (left-hand side), due to the
energetical differences within each interaction map. Positively charged residues were plotted into the
interaction maps by labeling the according orientation in which the residue is closest to the ligands.
The color of the labels only changes to achieve maximum readability and have no other indication.
The color differences of the labeled residues of the three orientations on the right-hand side are from
the ligand’s point of view. The residues colored in red are lysines and green are arginines. The depiction
is in perspective and therefore the labeling of the charged residues, which are further away from the
ligands is smaller.
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Figure 3.7: Alpha-lactalbumin on QFF: Coulomb interaction maps (energy in kJ/mol) on the left-hand side; Ori-
entations A and B on the right-hand side. Net charge for the pH values: -1, -5, and -8, respectively.
Please note that the energy scales are different for the different interaction maps (left-hand side), due
to the energetical differences within each interaction map. Negatively charged residues were plotted
into the interaction maps by labeling the according orientation in which the residue is closest to the
ligands. The color of the labels only changes to achieve maximum readability and have no other in-
dication. The color differences of the labeled residues of the two orientations on the right-hand side
are from the ligand’s point of view. The residues colored in red are aspartic acid and green are glu-
tamic acid. The depiction is in perspective and therefore the labeling of the charged residues, which
are further away from the ligands is smaller.
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Figure 3.8: Beta-lactoglobulin on QFF: Coulomb interaction maps (energy in kJ/mol) on the left-hand side; Ori-
entation A on the right-hand side. Net charge for the pH values: -1, -2, and -4, respectively. Please
note that the energy scales are different for the different interaction maps (left-hand side), due to the
energetical differences within each interaction map. Negatively charged residues were plotted into the
interaction maps by labeling the according orientation in which the residue is closest to the ligands.
The color of the labels only changes to achieve maximum readability and have no other indication.
The color differences of the labeled residues of the orientation on the right-hand side are from the
ligand’s point of view. The residues colored in red are aspartic acid and green are glutamic acid. The
depiction is in perspective and therefore the labeling of the charged residues, which are further away




We have developed a comprehensive MD tool, which is able to simulate a wide range of bio-
molecules on chromatographic surfaces. The main goal of the current study was to deter-
mine if the MD tool us is capable to represent on-column behavior and to explore the many
opportunities that come with this detailed view on molecular level: what influences bind-
ing. The tool was applied to anion and cation exchange adsorbers, namely Q Sepharose FF
and SP Sepharose FF. Found interactions between proteins and Q Sepharose FF had a high
correlation to experimental retention data. Preferred binding orientations for SP Sepharose
FF were in good agreement with experimental results for binding orientation analysis pre-
viously published. It can be concluded that simulations yield similar results with regard to
binding orientation and retention behavior as experimental results. Investigations on molec-
ular level revealed interaction areas mostly defined by arginines in case of cation exchangers
and aspartic acids in case of anion exchangers, which is also in good agreement with previ-
ous experimental results. Molecular dynamics reflects all influences on the binding, since the
simulations are at atomic level. The tool is capable of predicting interactions and therewith
retention behavior, as well as helping the user to gain insight into binding mechanisms on
molecular level.
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Custom-tailored Adsorbers: A Molecular
Dynamics Study on Optimal Design of Ion
Exchange Chromatography Material
Katharina M. H. Lang, Jörg Kittelmann, Florian Pilgram, Anna Osberghaus,
Jürgen Hubbuch
The performance of functionalized materials, e.g., ion exchange resins, depends on multiple
resin characteristics, such as type of ligand, ligand density, the pore accessibility for a molecule,
and backbone characteristics. Therefore, the screening and identification process for optimal
resin characteristics for separation is very time and material consuming. Previous studies on
the influence of resin characteristics have focused on an experimental approach and to a lesser
extent on the mechanistic understanding of the adsorption mechanism. In this in silico study,
a previously developed MD tool is used, which simulates any given biomolecule on resins with
varying ligand densities. We describe a set of simulations and experiments with four proteins
and six resins varying in ligand density, and show that simulations and experiments correlate
well in a wide range of ligand density. With this new approach simulations can be used as
pre-experimental screening for optimal adsorber characteristics, reducing the actual number
of screening experiments, which results in a faster and more knowledge-based development of
custom-tailored adsorbers.




Ion exchange chromatography of proteins is a standard technique in biotechnological pro-
cesses, e.g., antibody purification and analytical biochemistry. One of the main advantages
of this unit operation is that it maintains the biological activity of the bioproduct [1]. The un-
derlying principle of ion exchange chromatography is the electrostatic interaction of biomo-
lecules to a stationary phase on which charged ligands are grafted on. These ligands can vary
in their density on the surface, strongly influencing the selectivity of the chromatographic
material.
Various studies on the influence of ligand density on binding behavior have been conducted
in the past. Wu and Walters [2] found in a study on ion exchange isocratic elution experi-
ments with two proteins that the Z number, which describes the number of interaction bind-
ing sites of the protein with the ligand surface, increased as the ligand density increased.
This behavior is comprehensible from a molecular point of view, since much more bind-
ing sites of the protein are within the reach of (electrostatic) interaction with the ligands.
Hardin et al. [3] conducted experiments with a monoclonal antibody, which was eluted from
an agarose based strong cation exchanger with varying ligand densities. The authors showed
that the variation of the ligand densities only had subtle effects on the dynamic binding ca-
pacity, however, affected the critical conductivity. In contrast, Franke et al. [4] showed in
experiments with a strong cation exchanger resin with varying ligand densities that the lig-
and density has a significant effect on the dynamic binding capacity. The dynamic binding
capacity increased with increasing ligand density until a certain critical ligand density was
reached and decreased from there on. The decrease above the critical density is explained
by a high number of ligands that result in smaller pores. Similar results were obtained by
Fogle et al. [5] who showed that the dynamic binding capacity for three tested monoclonal
antibodies increased with ligand density. It has been shown that the relationship between
ligand density, retention, and resolution are affected by the protein’s characteristic charge
and surface charge distribution [5]. In a consecutive work by Fogle and Persson [6], the au-
thors claimed that the ligand density has the potential to affect protein elution profiles, which
lead to changes in purification efficiency.
Overall, these studies outline that the ligand density is a factor that strongly influences the
interaction between protein and adsorber surface. While some research has been carried
out experimentally, no studies are available, which investigate the influence of ligand density
on protein retention on a molecular level. To gain this understanding, we have conducted
several experiments - in a laboratory and simulational manner.
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In this study, a MD simulation tool, developed by our work group [7], was used to calculate
interaction energy profiles for model proteins on an adsorber surface with different ionic
capacities, corresponding to the various adsorber prototypes. The ionic capacity corresponds
to ligand density. For the simulation setup, the ligands were placed in a certain distance
towards each other. The ligand distances were determined based on ionic capacity values in
Monte Carlo calculations.
To correlate the MD data to experimental data, the laboratory experiments were carried out
as standard gradient elution experiments with adsorber prototypes with varying ionic ca-
pacities. Retention factors have been determined for model proteins on sulfopropyl based
adsorbers with agarose backbone featuring different ionic capacities.
Experimental results from column experiments could be correlated to MD simulation inter-
action energy profiles. It is shown that the developed MD tool can describe binding behavior
sensitive to the ligand distance. When using this method as a pre-experimental screening,
it provides the means to reduce experimental screening efforts and early stage sample con-
sumption in process design. Also, the in silico screening for optimal ligand densities for spe-
cific purification tasks makes way for tailor-made adsorbers, specific for the purification task
at hand. Please note that the ionic capacity of the adsorbent is proportional to the density of
the charged ligands and therefore will be handled as synonyms in this work.
4.2. MATERIAL AND METHODS
4.2.1. PROTEINS, RESINS, AND CHEMICALS
Proteins The proteins chosen for simulations and experiments were Cytochrome C, Lyso-
zyme, Ribonuclease A, and Thaumatin. All proteins were purchased from Sigma-Aldrich (St.
Louis, MO, USA). Table 4.1 lists the corresponding 3D structures in PDB format and Sigma-
Aldrich article numbers.
Table 4.1: Proteins with PDB ID
Protein PDB ID Sigma-Aldrich no. Net charge at pH 7
Lysozyme C 2VB1 [8] L6876 8
Cytochrome C 1HRC [9] 30398 8




Thaumatin-2 3AOK [12] 5
53
4. CUSTOM-TAILORED ADSORBERS
(a) Zoom in: The surface corresponds to Thaumatin-1,
Arginine from Thaumatin-2 clearly exceeds the sur-
face of Thaumatin-1
(b) Zoom Out: the residues are on a pole of the protein
and might have an influence on binding
Figure 4.1: Residue 63 for aligned Thaumatin-1 and Thaumatin-2: Arginine of Thaumatin- 2 is depicted in red;
Serine of Thaumatin-1 is depicted in green
Adsorber material Six prototypes with varying ionic capacities of sulfopropyl ligands on
a cross-linked agarose backbone were used (see Table 4.2). The adsorber prototypes were
variants of GE Healthcare’s SP SepharoseTM Fast Flow (FF) and therefore consisted of polymer
sepharose beads on which sulfopropyl ligands were grafted on. All adsorbent prototypes were
packed in Tricorn 5/20 columns purchased from GE Healthcare (Uppsala, Sweden).
Buffers Loading buffer for gradient elution experiments was 20 mM phosphate buffer ti-
trated to pH 7 and elution buffer consisted of loading buffer with 0.5 M NaCl added (all pur-
chased from Merck KGaA, Darmstadt, Germany). Buffer preparation was conducted at room
temperature.
4.2.2. COLUMN CHARACTERIZATION
DETERMINATION OF BED HEIGHTS
The bed heights of the packed columns were determined with a vernier caliper. The diameter
of the columns is specified by the manufacturer with 5 mm.
DETERMINATION OF POROSITIES AND DEAD VOLUME
Pulse experiments were conducted to determine the total porosity, the interstitial poros-
ity, and the particle porosity of the columns. As a non-binding but pore penetrating tracer,
1% acetone solution was used (purchased from Merck KGaA). The retention volume of ace-
tone corresponds to the total available volume. Dextran with a chain length of 2,000 kDa
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with a concentration of 1 mg/mL in loading buffer was used as a non-pore penetrating and
non-binding tracer (purchased from Sigma-Aldrich). The retention volume of Dextran corre-
sponds to the interstitial volume.
All experiments were performed on an ÄKTApurifierTM from GE Healthcare. The column
was equilibrated with loading buffer. Subsequently, 25 µL of acetone solution was injected
using an autosampler. The volume until the acetone peak reached its maximum was recorded
as the retention volume. A Dextran peak was recorded as well in the same manner. The
dead volume detection was run with the same experimental setup without a column. All
measurements were repeated in triplicates to assure reproducibility.
4.2.3. GRADIENT ELUTION EXPERIMENTS
The proteins were dissolved in loading buffer to a concentration of 0.2 mM.
The packed columns were equilibrated with loading buffer for 5 CVs. 25 µL of protein was
injected with an autosampler onto the column. Unadsorbed protein was washed off the resin
with 2 CVs of loading buffer. Adsorbed protein was eluted using a gradient length of 10 CVs
with elution buffer, followed by 5 CVs of 100 % elution buffer for regeneration of the resin.
Protein sample injection was performed with an autosampler A-905. The measurements of
absorbance and conductivity were carried out with an ÄKTA TM Monitor UV-900 and Monitor
pH/C-900. The post-experiment calculations were run with the UNICORNTM software (all
purchased from GE Healthcare).
Each experiment was run in triplicate to assure reproducibility and averages of the retention
values are reported. All experiments were performed at room temperature.
4.2.4. LIGAND DISTANCE CALCULATION FROM IONIC CAPACITY VALUES
The method to calculate the ligand distance for the MD simulations has been introduced in
a previous paper [7]. For the calculation, a 10,000 sample Monte Carlo (MC) analysis was
performed in MATLAB [13]. All physical properties of the adsorber beads were assumed to be
Gaussian distributed. Resulting ligand distances are shown in Table 4.2.
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4.2.5. MOLECULAR DYNAMICS SIMULATIONS
PROTEIN AND ADSORBER PREPARATION
The proteins’ UniProt ID were selected in the UniProtKB [14] by organism and revision sta-
tus. The protein length was looked up in the sequence annotation section of the UniPro-
tKB entry and subsequently a corresponding PDB ID was selected by (protein) completeness
and best resolution. The file with the highest Z-score was imported from the databases Re-
search Collaboratory for Structural Bioinformatics (RCSB) [15] and PDB_Redo [16] directly
into YASARA [17]. The Z-score describes the statistical significance relative to an alignment
of random structures, a widely established parameter for structure quality assessment.
The protein’s 3D structure was then cleaned (adding missing bonds, rebuilding side chains
with missing atoms) and crystal water was removed. The hydrogen bonding network was op-
timized and pH was set to 7. An energy minimization with a cutoff of 7.86 Å and the force
field AMBER99 [18] was run until the energy changed by less than 0.05 kJ/mol per atom dur-
ing 200 steps. Afterwards, a molecular dynamics simulation was run for 50 ps to equilibrate
the protein structure and all protons were deleted. The pH dependent protonation was cal-
culated online with the H++ tool [19] from VirginiaTech. For Cytochrome C, the heme group
was removed before processing in H++ and manually added afterwards because H++ is un-
able to process non- standard residues like a heme group.
Thaumatin from Sigma-Aldrich is a mixture of Thaumatin-1 and Thaumatin-2, which cor-
responds to two 3D structures (2VHK and 3AOK) for the simulations. Both proteins are 207
residues in length and are positively charged at pH 7 with a net charge of +5. The sequence
alignment program Clustal X version 2.0 [20] was used to identify sequence differences. The
two proteins differ in five residues at positions 46, 63, 68, 87, and 113 and therewith 97.58 %
of them is identical. The root mean square deviation is 0.335 Å, which is negligible. The
strongest deviation is residue 63 (depicted in Figure 4.1), where Thaumatin-1 has a Serine
whereas Thaumatin-2 has an Arginine, which is positively charged as opposed to Serine and
additionally a very flexible residue. As shown in a previous work [7], Arginine has a strong
influence on the binding behavior of the protein in anion exchange adsorption. This may
result in a different interaction with the adsorber and therefore needs particular attention in
the evaluation of the simulations.
The 3D ligand structure was built in YASARA based on the chemical composition of the lig-
and, taken from the GE Healthcare website. The ligands were replicated and placed at equal
intervals on the plane in accordance to the result of the calculated distance (see Section 4.3.1
and Table 4.2). The adsorbent matrix, to which the ligands are bound, has been simplified by
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using a dummy C atom per ligand. This has been shown to be a viable method to stabilize lig-
ands on constructed surfaces [7]. The size of the area depends on the largest dimension of the
protein to reduce computational effort and to give all proteins equal starting conditions.
EQUILIBRATION AND MOLECULAR DYNAMICS SIMULATIONS
Molecular dynamic simulations were carried out on 8 processors on the InstitutsCluster II
(IC2) system at Karlsruhe Institute of Technology, Germany, using the molecular dynam-
ics software YASARA version 13.2.2 [17]. The force fields used were GAFF [21] (for ligands),
Amber99 [18] (for protein minimization), and Amber03 [22] (for protein simulation). Cy-
tochrome C, Lysozyme C, Ribonuclease A, and both Thaumatin structures were simulated
on an adsorber surface, which was twice the size of the protein in its largest dimension. The
MD simulations were computed as described in a previous paper [7], by simulating 50 differ-
ent orientations of the protein on the ligand surface with a distance of 5 Å between protein
and ligands. Each orientation was heated up from 0 K to 300 K in increments of 1 K to reach
a stable state (equilibration step) and subsequently simulated at 300 K for 50 ps.
The calculated energies (total, bond, angle, dihedral, planarity, Coulomb, van der Waals) de-
rived from the simulation were each averaged and Boltzmann weighted over the entire sim-
ulation, starting at 5 ps to 50 ps. The median of the Boltzmann weighted average of all ori-
entations was calculated and used as the total energy of the ensemble (= protein + surface
+ solvent). Post-simulation calculations were performed with a YASARA analysis macro and
MATLAB.
4.2.6. REGRESSION MODEL
A linear regression model was developed to attain a correlation between simulation and ex-
perimental retention values using MATLAB. The input factors were the binding influencing
variables ionic capacity, protein net charge, and Coulomb interaction energy, which is the
simulation model response variable. The input variables’ values were centered to have a
mean of zero and scaled to have a standard deviation of one, since they deviate strongly
in magnitude. Analysis of coefficients of the regression model enables the analysis for the




Table 4.2: Ionic capacities of sulfopropyl prototypes
Adsorbers IC [µmol/ml] Mean ligand distance [Å] Particle porosity
PT1 254 6.51 0.79
PT2 169 7.98 0.82
PT3 131 9.06 0.86
PT4 107 10.00 0.86
PT5 84 11.30 0.89
PT6 73 12.14 0.85
4.3. RESULTS AND DISCUSSION
4.3.1. MONTE CARLO CALCULATIONS OF LIGAND DISTANCE FROM IONIC CAPACITY
To obtain ligand distances corresponding to the respective ionic capacity of the adsorbers,
MC simulations have been conducted, as described in Section 4.2.4. The Monte Carlo simu-
lations resulted in a distribution of ligand distances for each adsorber variant. An exemplary
histogram is depicted in Figure 4.2. The mean value of each adsorber variant was taken as
ligand distance for the simulations (see Table 4.2).
To illustrate the substantial difference in ligand density, Figure 4.3 shows Lysozyme C on two
different prototypes: on PT1 (Figure 4.3a) with a very high ionic capacity of 254 µmol/mL and
on PT6 with the lowest ionic capacity (73 µmol/mL) and therewith the lowest ligand density.
As a comparison: commercially available SP Sepharose FF from GE Healthcare has a spec-
ified ionic capacity range of 180–250 µmol/mL. It can be seen in Figure 4.3 that the protein
has much more ligands to interact with on an adsorber with a high ionic capacity and high
ligand density than on an adsorber with a lower ligand density. This leads to a stronger inter-
action between protein and ligands and consequently to more negative Coulomb interaction
energies, indicating stronger binding.
4.3.2. EXPERIMENTAL RESULTS
DETERMINATION OF POROSITY
To investigate the influence of ionic capacity on the adsorber’s porosity, the packed columns
were characterized as described in Section 4.2.2. The porosity was calculated with acetone
and Dextran retention values and the measured bed height of the individual columns. A
correlation of decreasing particle porosity with rising ionic capacity could be established
(see Figure4.4). More detailed interpretation of results should be conducted with care. All
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Figure 4.2: Histogram of Monte Carlo experiments to calculate the ligand distance for prototype PT1, vertical
mark: mean value in Å
columns were packed and compressed manually, thus column-to-column fluctuations are
self-evident.
These findings are consistent with those by Hardin et al. [3] and Franke et al. [4], who showed
that increasing the ionic capacity results in steric exclusion of molecules, which corresponds
to a lower porosity.
GRADIENT ELUTION EXPERIMENTS
To correlate experimental and simulation data, gradient elution experiments were conducted
as described in Section 4.2.3. A correlation between the retention of proteins and the ionic
capacity is plotted in Figure 4.5. The vertical lines in this figure represent the optimal ionic
capacity for separation of the proteins. The values next to the lines are the exact ionic capac-
ity, which is interpolated in-between points. Its position in y-dimension is in-between two
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(a) Ligand distance 6.51 Å, the total length in one di-
mension is 65.1 Å
(b) Ligand distance 12.14 Å, the total length in one di-
mension is 60.7 Å
Figure 4.3: Lysozyme on two different adsorber variants
neighboring eluting proteins, which are therefore critical for separation. A positive correla-
tion was found between the retention factor and ionic capacity for all proteins in the ionic
capacity range from 73 to 169 µmol/mL. After this point, a flattening of the retention factor
curve can be seen, suggesting that an increase of the ionic capacity (and ligand density) after
this point has no beneficial effect on the separation result. This is an advantageous outcome
for manufacturing, since a reduction in material consumption can be achieved while main-
taining the same separation effect. As presented in Section 4.3.2, the intraparticle porosity
decreases with increasing ionic capacity. This is a result of steric hindrance due to a high lig-
and density in the pores and clogging of the diffusive pores by ligands (compare References
[3] and [4]). Since Lysozyme C is the largest protein in our set with a radius of gyration of
29.75 Å (measured in YASARA), this could be an explanation for the decrease of its retention
factor above an ionic capacity of 169 µmol/mL. If the protein is too large for the clogged pore,
it cannot diffuse into the pore and therefore elutes early in the gradient. This suggests that
the curves of the other proteins show similar behavior at higher ionic capacities. An ionic
capacity of 287 µmol/mL (PT7) corresponds to a ligand distance of 6.12 Å and previous simu-
lation setups resulted in steric clashes for ligand distances below 5 Å, therefore a much higher
ionic capacity than 287 µmol/mL is impossible to reach theoretically. This needs to be subject
for further investigations. The results of Hardin et al. [3] suggested that increasing the ligand
density (i.e., ionic capacity) above a critical value will not improve resin binding capacity, as
the constant retention values for ionic capacities of 169 µmol/mL and above confirm.
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Figure 4.4: Intraparticle porosity vs. ionic capacity; bed height measurements of the columns were conducted in
10- fold replicates; the bars represent the measurement range
4.3.3. CORRELATION OF SIMULATION WITH EXPERIMENTS
The correlation was conducted to generate a model that describes protein retention based
upon simulation data. Figure 4.6a shows sloping curves of the retention factor as a function
of the Coulomb interaction energy for all proteins. The experimentally determined retention
behavior above 169 µmol/mL (compare Section 4.3.2) corresponds to the constant region
between the first and second data point for each curve in this figure. The constant region
is most probable a result of inaccessible pore volume above a critical ionic capacity, as dis-
cussed in Section 4.3.2. The region less than 169 µmol/mL shows increasing retention factors
with increasing ionic capacity and can be modeled well (see Figure 4.6b).
The linear regression of data for all proteins and adsorbers in the linear region produces a
regression coefficient of 0.97. The strongest influencing factors on the regression model are
the protein net charge with a coefficient weight value of 0.92 and Coulomb interaction en-
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Figure 4.5: Retention factor k’ vs. ionic capacity; the vertical dotted line represents the optimal ionic capacity for
the separation of Lysozyme C and Cytochrome C; the vertical solid line represents the optimal ionic
capacity for the separation of Ribonuclease A and Thau matin; the vertical dashed line represents the
optimal ionic capacity for the separation of Cytochrome C and Ribonuclease A
ergy with a coefficient weight value of -0.29 on the retention factor k’ as model response (Ta-
ble 4.3).
The coefficient weight quantities are comprehensible, since the net charge contributes strong-
ly to the electrostatic interaction and therefore influences the Coulomb energy. This result is
corroborated by the findings of Dismer and Hubbuch [23] who showed in a regression model
of protein retention that the net charge alone allows modeling of protein retention in the lim-
itation to one adsorber. MD simulation based refinement, which includes the electrostatic
interaction energy results in a better modeling result, but more importantly the simulations
allow for the evaluation of different ligand densities.
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(a) Retention factor k’ for the proteins plotted over the
Coulomb interaction energy
(b) Regression model of retention factor k’ grouped by
ionic capacity in µmol/mL; Regression coefficient
R2 = 0.97
Figure 4.6: Correlation of simulation with experiments
Table 4.3: Coefficient Weights of Regression Model Variables
Variable Coefficient weight
Ionic capacity 0.02
Protein net charge 0.92
Coulomb interaction energy −0.29
4.3.4. EXCURSUS: DIFFERENCES IN SIMULATION OF THAUMATIN VARIANTS
The differences between the two Thaumatin structures were elaborated in Section 4.2.1. The
3D structures of Thaumatin-1 and Thauma tin-2 differed in five residues and therefore were
simulated separately. Even though the net charge of both Thaumatins are identical, Argi-
nine 63 of Thaumatin-2 has a strong influence on the binding interaction [7]. Consequently,
the results of the MD simulations of both proteins were investigated particularly intensive
as presented in Figure 4.7. The adsorber on which the MD simulations of the two protein
structures generated the highest energy deviation from each other was investigated in de-
tail. This was PT5 with an ionic capacity of 84 µmol/mL. The Coulomb interaction energy
difference was 33 kJ/mol. The differences were modeled with the previously presented re-
gression model and plotted into the experimental chromatogram (Figure 4.7). It can be seen
that both, simulated and modeled, k’ deviate slightly from the actual peak maximum. The
peak is a sum signal of both Thaumatins. The modeled retention factors would lead to a peak
maximum, which is positioned 0.13 mL to the right of the actual experimental peak. These
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results highlight that the structural differences of the Thaumatin variants cannot be resolved
in experiments on this adsorber, as no peak separation can be detected under applied con-
ditions, while simulations can depict the slightest structural changes. Further investigations
with experiments on an analytical column with a higher resolution should be conducted.
Figure 4.7: Chromatogram of Thaumatin on PT5. The vertical lines represent the modeled retention volume of
Thauma tin-1 and Thaumatin-2 respectively. The dotted chromatogram is the modeled response data.
4.4. CONCLUSIONS
The main goal of the current study was to evaluate the potential of a previously developed
MD tool in modeling protein binding behavior on adsorbers with varying ligand densities.
This challenge was tackled with a twin-tracked strategy: laboratory gradient elution exper-
iments of proteins on adsorbers with varying ligand density and molecular dynamic simu-
lations thereof. This study has confirmed that the ligand density has a strong influence on
the binding behavior, which can be seen in MD simulations as well as in experiments. The
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following conclusions can be drawn from the present study: MD simulations are capable of
describing differing retention behavior due to varying ligand densities and can therefore be
used in customizing adsorbent material and troubleshooting challenging purification tasks.
The results of this research support the idea that other physical characteristics of the adsorber
apart from the ligand density (i.e., particle diameter, pore diameter, and available adsorber
area) also influence the retention behavior for high ligand densities. To achieve optimal re-
sults with the presented method a twin tracked strategy must be run of selected small scale
experiments to calibrate MD model, which subsequently identifies optimal adsorbent char-
acteristics in terms of ionic capacity.
ACKNOWLEDGEMENTS
We would like to thank GE Healthcare for kindly providing samples of cation exchange proto-
type adsorber material used in this study. Also, we would like to thank Jörg Kittelmann from
our work group for his helpful contribution to various sections of this work.
REFERENCES
[1] J. Ståhlberg. Retention models for ions in chromatography. J. Chromatogr. A, 855(1):
3–55, Sept. 1999.
[2] D. Wu and R. R. Walters. Effects of stationary phase ligand density on high-performance
ion-exchange chromatography of proteins. J. Chromatogr. A, 598(1):7–13, May 1992.
[3] A. M. Hardin, C. Harinarayan, G. Malmquist, A. Axén, and R. van Reis. Ion exchange
chromatography of monoclonal antibodies: effect of resin ligand density on dynamic
binding capacity. J. Chromatogr. A, 1216(20):4366–71, May 2009.
[4] A. Franke, N. Forrer, A. Butté, B. Cvijetić, M. Morbidelli, M. Jöhnck, and M. Schulte. Role
of the ligand density in cation exchange materials for the purification of proteins. J.
Chromatogr. A, 1217(15):2216–25, Apr. 2010.
[5] J. Fogle, N. Mohan, E. Cheung, and J. Persson. Effects of resin ligand density on yield
and impurity clearance in preparative cation exchange chromatography. i. mechanistic
evaluation. J. Chromatogr. A, 1225:62–9, Feb. 2012.
65
REFERENCES
[6] J. Fogle and J. Persson. Effects of resin ligand density on yield and impurity clearance
in preparative cation exchange chromatography. ii. process characterization. J. Chro-
matogr. A, 1225:70–8, Feb. 2012.
[7] K. M. H. Lang, J. Kittelmann, C. Dürr, A. Osberghaus, and J. Hubbuch. A comprehen-
sive molecular dynamics approach to protein retention modeling in ion exchange chro-
matography. J. Chromatogr. A, 1381:184–193, Feb. 2015.
[8] J. Wang, M. Dauter, R. Alkire, A. Joachimiak, and Z. Dauter. Triclinic lysozyme at 0.65 å
resolution. Acta Crystallogr., Sect. D: Biol. Crystallogr., 63(12):1254–1268, 2007.
[9] G. W. Bushnell, G. V. Louie, and G. D. Brayer. High-resolution three-dimensional struc-
ture of horse heart cytochrome c. J. Mol. Biol., 214(2):585–95, July 1990.
[10] R. Berisio, F. Sica, V. S. Lamzin, K. S. Wilson, A. Zagari, and L. Mazzarella. Atomic resolu-
tion structures of ribonuclease a at six pH values. Acta Crystallogr., Sect. D: Biol. Crystal-
logr., 58(3):441–450, Feb. 2002.
[11] N. Asherie, J. Jakoncic, C. Ginsberg, A. Greenbaum, V. Stojanoff, B. J. Hrnjez, S. Blass, and
J. Berger. Tartrate chirality determines thaumatin crystal habit. Cryst. Growth Des., 9(9):
4189–4198, Sept. 2009.
[12] T. Masuda, K. Ohta, F. Tani, B. Mikami, and N. Kitabatake. Crystal structure of the sweet-
tasting protein thaumatin II at 1.27 å. Biochem. Biophys. Res. Commun., 410(3):457–60,
July 2011.
[13] MATLAB. version 8.0.0.783 (R2012b), 2012.
[14] R. Apweiler, M. J. Martin, C. O’Donovan, et al. Reorganizing the protein space at the
Universal Protein Resource (UniProt). Nucleic Acids Res., 40(D1):71–75, 2012.
[15] H. M. Berman, J. Westbrook, Z. Feng, G. Gilliland, T. N. Bhat, H. Weissig, I. N. Shindyalov,
and P. E. Bourne. The protein data bank. Nucleic Acids Res., 28(1):235–42, Jan. 2000.
[16] R. P. Joosten, K. Joosten, G. N. Murshudov, and A. Perrakis. PDB_REDO: constructive
validation, more than just looking for errors. Acta Crystallogr., Sect. D: Biol. Crystallogr.,
68(Pt 4):484–96, Apr. 2012.
[17] E. Krieger, T. Darden, S. B. Nabuurs, A. Finkelstein, and G. Vriend. Making optimal use




[18] J. Wang, P. Cieplak, and P. A. Kollman. How well does a restrained electrostatic potential
(RESP) model perform in calculating conformational energies of organic and biological
molecules? J. Comput. Chem., 21(12):1049–1074, Sept. 2000.
[19] R. Anandakrishnan, B. Aguilar, and A. V. Onufriev. H++ 3.0: automating pK prediction
and the preparation of biomolecular structures for atomistic molecular modeling and
simulations. Nucleic Acids Res., 40(Web Server issue):537–41, July 2012.
[20] M. Larkin, G. Blackshields, N. Brown, R. Chenna, P. McGettigan, H. McWilliam,
F. Valentin, I. Wallace, A. Wilm, R. Lopez, J. Thompson, T. Gibson, and D. Higgins. Clustal
W and Clustal X version 2.0. Bioinformatics, 23(21):2947–2948, 2007.
[21] J. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman, and D. A. Case. Development and
testing of a general amber force field. J. Comput. Chem., 25(9):1157–74, July 2004.
[22] Y. Duan, C. Wu, S. Chowdhury, M. C. Lee, G. Xiong, W. Zhang, R. Yang, P. Cieplak, R. Luo,
T. Lee, J. Caldwell, J. Wang, and P. Kollman. A point-charge force field for molecular me-
chanics simulations of proteins based on condensed-phase quantum mechanical cal-
culations. J. Comput. Chem., 24(16):1999–2012, Dec. 2003.
[23] F. Dismer and J. Hubbuch. 3D structure-based protein retention prediction for ion-




A Theoretical Study on Binding Behavior of
Single Domain Antibodies to Affinity
Chromatography Media using Molecular
Dynamics Simulations
Katharina M. H. Lang, Esther M. Volz, Anna Osberghaus, Jürgen Hub-
buch
Single-domain antibodies (sdAbs) are promising candidates for biopharmaceutical and re-
search applications due to their advantageous physicochemical properties. An important ap-
plication in research is the usage as affinity ligands in chromatography and therefore the im-
mobilization of the single-domain antibodies on chromatography media is crucial. To gain a
better understanding and possibly even influence the coupling, we present a theoretical study
on potential coupling sites via an in silico approach. Four single-domain antibody structures
were simulated by MD simulations on a surface made up of N-hydroxysuccinimide (NHS) lig-
ands. Through the evaluation of energy profiles by means of interaction maps, energetically
most favored orientation states could be identified and a presumption on coupling orienta-
tion could be made. In one case, a problematic coupling reaction observed in experiments
was reproduced and the issue was identified. Our tool was capable to simulate the interaction
between single-domain antibodies and affinity coupling ligands through the use of MD simu-




5. A THEORETICAL STUDY ON BINDING BEHAVIOR OF SINGLE DOMAIN ANTIBODIES
5.1. INTRODUCTION
sdAbs, also referred to as Nanobodies® (term introduced by Ablynx) are antibody fragments
that are comprised of a single monomeric variable domain of an antibody (Figure 5.1a). They
are produced by specimen of the Camelid family [1] and cartilaginous fish, such as sharks [2].
sdAbs are the smallest antibody fragments with a molecular mass of about 12-15 kDa that are
capable of antigen recognition. Due to their low molecular weight and their special physico-
chemical properties, it is expected that sdAbs can be used as novel drugs for the treatment of
multiple diseases such as cancer [3], rheumatoid arthritis, inflammatory bowel disease [4],
and perhaps Alzheimer’s disease [5] in the future. The pharmacological and biophysical
properties are: heat- resistance up to 90 °C [6], stable towards detergents [7] and generally
towards pH extremes [3], highly soluble [3, 8], and easily clonable [3]. sdAbs are produced in
Escherichia coli [9, 10], Saccharomyces cerevisiae [11–13], or Pichia pastoris [14].
Due to their special properties, sdAbs are applicable in several domains: in research, thera-
peutics, diagnostics, and even in cosmetics (as shampoo additive). In therapeutics, the sdAbs
could be used as medication (e.g., against cancer [7]) and as vaccines for passive immuniza-
tion [4]. In research and diagnostics, the sdAbs are used as affinity ligands for the purification
of biomolecules [15]. For the immobilization of the sdAbs, they must be purified after cul-
tivation. Purification of regular monoclonal antibodies (mAbs) is usually conducted with a
protein A step (affinity chromatography) and a subsequent polishing step, commonly ion ex-
change chromatography (IEX) and/or hydrophobic interaction chromatography (HIC). The
key for the purification of mAbs is the high affinity of protein A for the Fc region of mono-
clonal antibodies. Since the Fc region is missing in sdAbs (Figure 5.1c), the purification strat-
egy is different: Purification with immobilized metal affinity chromatography (IMAC) and a
subsequent gel filtration step yields highly pure sdAbs [4, 16]. However, in some cases the
purification was conducted successfully with a protein A chromatography step [11].
In large-scale downstreaming, purification steps are usually conducted as platform processes
for a given class of biomolecules (e.g., antibodies), meaning a standard set of unit operations
are run successively. In early stage process development, even promising candidates that
cannot be purified to a satisfactory level in this platform process get rejected and are not
further pursued. We have developed and presented in previous studies [17, 18] an in silico
tool to evaluate (critical) purification steps on molecular level and make appropriate rec-
ommendations to improve purification efficiency (e.g., by adjusting the ionic capacity of the
adsorber). In a previous study we showed the application of the developed MD tool to an
anion exchanger, which we extend to affinity coupling chromatography media in this study.
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(a) Regular monoclonal antibody (b) Heavy chain antibody (c) Single do-
main anti-
body
Figure 5.1: Schematic depiction of a regular monoclonal antibody, a heavy chain antibody, and a single domain
antibody.
In previous laboratory experiments, problems were observed in a cation exchange step and
during affinity coupling step. To investigate this behavior, we simulate the 3D structure of
four similar nanobodies supplied by BAC B.V. (Naarden, Netherlands) with MD on an adsor-
ber surface of NHS ligands. The calculated interaction energies allow the thesis that potential
NHS-coupling sites of the nanobodies can be predicted with MD simulations. Additionally,
simulations with a cation exchanger were run.
5.2. MATERIAL AND METHODS
5.2.1. PROTEIN STRUCTURES
The structures of the four nanobodies (VHH3a, VHH3b, VHH5, VHH10), which were deter-
mined through homology modeling, were provided by BAC B.V. (Netherlands) in PDB file
format. VHH3a has 124 residues, VHH3b 123, VHH5 127, and VHH10 118. The PDB prepro-
cessing was performed as described in [18]. A structure analysis was performed to show the
differing sequence segments and their resulting tertiary structure that might lead to different
interaction behavior. The sequence alignment was run with ClustalX 2.1 [19]. The graphical
preparation was conducted in Jalview 2.8.2 [20] with a BLOSUM62 matrix [21] to generate a
phylogenetic tree that shows the similarities and differences based on their residue sequence.
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A subsequent structural alignment was performed in Yasara 14.12.2 [22] with a MUSTANG al-
gorithm [23].
5.2.2. LIGAND STRUCTURES
MD simulations were run with affinity coupling ligands equally distributed on a quadratic
surface. MC simulations to calculate the ligand distances were run with the input data from
Table 5.1 analogous to [18]. The ligand structure was obtained from the GE Healthcare man-
ual on affinity chromatography [24]. The chemical formula of GE Healthcare’s NHS-activated
Sepharose 4 Fast Flow (NHS) ligand is
−OCH2CH(OH)CNCH2CH2CH2CH2CH2C(= O)ONC4O2.
Additionally, simulations were run on a surface made up of Capto S ligands to determine
problematic interactions, which were observed in experiments. The chemical formula of GE
Healthcare’s Capto S ligand was obtained from [25] and is
−OCH2CHOHCH2OCH2CHOHCH2SO−3 .





Intraparticle porosity Pore diameter
NHS 16-23 0.35 0.76; 0.81; 0.85; 0.9 30; 32; 33.4; 38.6
Capto S 110-140 0.35 0.76; 0.81; 0.85; 0.9 30; 32; 33.4; 38.6
5.2.3. SIMULATION PARAMETERS AND SETUP
The simulation setup was analogous to [18].
The simulation parameters are listed in Table 5.2.
The nanobodies were structurally aligned prior to simulation to facilitate the post-simulation
evaluation in the interaction maps. With this approach, the interaction maps of the individ-
ual nanobodies can be compared directly.
5.2.4. MOLECULAR DYNAMICS SIMULATIONS
The MD simulations were run automatically with a set of macros in Yasara. The procedure
started with an energy minimization of the system, followed by a gradual heat-up from 0 to
300 K to slowly equilibrate it. Subsequently, the actual data producing main step was run:
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Table 5.2: Simulation parameters
Parameter Setting
Protein distance 5 Å
No. of orientations (states) 50
pH 8.3a; 4b; 5.5b
Salt concentration 2.92 % a; 0.90 % b; 2.87 % b
Temperature 300 K
Duration 100 ps
Interactions Bond, Angle, Dihedral, Planarity, Coulomb, VdW
Cutoff 7.86 Å
Longrange Coulomb
a NHS-activated Sepharose 4 Fast Flow
b Capto S
the MD simulation for 100 ps for every single one of the 50 states (orientations). Finally, the
analysis macro loads the previously saved simulation snapshots, calculates the interaction
energy terms and saves them in a text file in human- readable format.
The post-simulation evaluation was run in Matlab R2014b [28]. In this evaluation script, the
energies are imported from the text file, averaged and Boltzmann weighted over time from 5
to 100 ps, and the value of each state is plotted into the interaction map.
ION EXCHANGE CHROMATOGRAPHY SIMULATIONS
Simulations with a cation exchange adsorber ligand (Capto S) were run to identify strong
interaction sites and differences between the nanobodies. Simulations were run in two set-
tings analogous to the corresponding laboratory experiments: one with low salt concentra-
tion (0.9 % sodium chloride) and a pH of 4 and the other with a higher salt concentration
of 2.87 % and a pH of 5.5 to account for a point in the gradient and a high salt wash step,
respectively.
AFFINITY COUPLING SIMULATIONS
Simulations with an affinity coupling ligand (NHS) were run to identify strong interaction
sites and make a presumption on possible coupling sites. Simulations were run analogous
to the corresponding laboratory experiments: at pH 8.3 and a salt concentration of 2.92 %
sodium chloride.
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Figure 5.2: Phylogenetic tree of the sequence alignment with the VHHs. The branch length is proportional to
evolutionary change. It is apparent that VHH10 differs stronger from the other two VHHs than these
among themselves. The tree was calculated with a BLOSUM62 matrix [21] in Jalview 2.8.2 [20].
5.3. RESULTS AND DISCUSSION
In the following sections, the results of the structure analysis and MD simulations are pre-
sented. The structure analysis was conducted to detect deviations between structures, which
helps in the succeeding interpretation of MD simulation results.
5.3.1. SEQUENCE ALIGNMENT
The sequence alignment yielded a phylogenetic tree (Figure 5.2) that shows the similarities
and differences of the VHHs. VHH3a and VHH3b are very similar, VHH5 is a little further
away and VHH10 differentiates most to the others. From this sequential alignment no def-
inite behavior predictions can be made, since the behavior strongly depends on the spatial
arrangement of the residues.
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5.3.2. STRUCTURAL ALIGNMENT
The structural alignment between VHH3a and VHH3b had an RMSD of 1.399 Å over 100
aligned residues with 100 % sequence identity. The sequence identity is merely calculated
over closely matching residues and can therefore be higher even though the sequence align-
ment resulted in higher differences. This is an interesting result, since the two sequences only
differ in one residue, namely the first. However, the homology modeling yielded different
structural arrangements. The structural alignment between VHH3b and VHH5 has an RMSD
of 1.108 Å over 114 aligned residues with 75.44 % sequence identity. The alignment between
VHH3b and VHH10 has an RMSD of 1.297 Å over 102 aligned residues with 77.45 % sequence
identity. The structural alignment between VHH5 and VHH10 has an RMSD of 1.335 Å over
104 aligned residues with 75.96 % sequence identity.
Interestingly, the 3D structures of VHH3a and VHH3b differ stronger than VHH3a and VHH5,
although the sequence identity is much higher. The other structures differ mostly in the
lower left part of the nanobodies (see Figure 5.3). Even though the sequences differentiate
strongly, the resulting tertiary structure (beta-sheet and loop) is maintained. However, it can-
not be concluded, that the ligand interaction is therefore the same. The lower left part of the
nanobodies differ most in their structure and are more likely to lead to different interaction
behavior. We therefore expect the most different interaction behavior in this region.
Figure 5.3: Structural alignment of the VHHs. The colored regions indicate the strongest differences between the
sequences. VHH3a is colored blue, VHH3b is colored yellow, VHH5 is colored green, and VHH10 is
colored magenta. The colored region in the upper part of the nanobodies nicely depicts the difference
between sequential and structural alignment.
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5.3.3. ANTIGEN BINDING SITES
We propose the thesis that the antigen binding site (ABS) is the side on the nanobody that
contains a cluster of charged residues, since Absolom and van Oss [29] and van Oss et al. [30]
suggest that antigens bind to antibodies through noncovalent bonds driven by long-range
electrostatic interactions. The charged residues cluster for all nanobodies on the lower right
side (Figure 5.4, the ABS of VHH10 is highlighted in magenta). Since the nanobodies all have
the same ABS region, only VHH10 is depicted. The specific charged residues that make up
the ABS region are displayed in Table 5.3.
Figure 5.4: Antigen binding site of VHH10, determined by a cluster of charged residues.
Table 5.3: Antigen binding sites for the nanobodies. The binding site in each nanobody consists of three parts
that are spatially close together and form a gap (cf. Figure 5.4).
Nanobody Antigen binding site
VHH3a ARG38–GLU46 and ASP62–ARG67 and LYS87–ASP90
VHH3b ARG37–GLU45 and ASP61–ARG66 and LYS86–ASP89
VHH5 ARG38–ARG45 and ASP61–ARG66 and ASP84–ASP89
VHH10 ARG38–GLU46 and GLU61–ARG67 and LYS87–ASP90
5.3.4. ION EXCHANGE CHROMATOGRAPHY SIMULATIONS ANALYSIS
Simulations with Capto S ligands were run to identify strong interaction sites and differences
between the different nanobodies as this step caused problems in experiments. Two setups
were run to account for a point in the gradient and a high salt step, as described in Sec-
tion 5.2.4. The resulting interaction maps for each setup are pictured in Figures 5.5 and 5.6.
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ION EXCHANGE CHROMATOGRAPHY SIMULATIONS AT PH 4 AND 0.9 % SALT CONCENTRATION
Although VHH3a and VHH3b sequentially only differ in one residue, the interaction maps
differ severely. Considering the different 3D structure (cf. Section 5.3.2), this makes per-
fect sense and was expected. VHH3b shows stronger interaction states and the most present
charged residues in these states are LYS42 and ARG44, whereas they are LYS65 and ARG67 for
VHH3a. We assume that VHH3a will elute slightly earlier in the gradient. Since the elution
time probably does not differ significantly, the peaks may overlap partly and therefore may
be impossible to distinguish.
VHH5 shows the strongest interaction states compared to the other VHHs judging from the
interaction map (Figure 5.6c). It has multiple residues that show up in at least two of the
strong sites: ARG19, LYS43, ARG45, ARG57, LYS65, and ARG67.
VHH10 (Figure 5.6d) shows the least strongest interaction, but same preferential regions as
VHH3a. Most contributing residues are: ARG66, ARG71, and LYS86. The elution order due
to the averaging and Boltzmann weighting of all 50 states would be VHH3a, VHH3b, VHH10,
and at last VHH5, when optically differentiable.
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Figure 5.5: Interaction maps of the nanobody simulations on Capto S ligands at pH 4 and 0.9 % sodium chloride
concentration: Coulomb interaction energy [kJ/mol]. Residues that are close to the ligand surface and
are potential binding partners are labeled with residue name and number.
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ION EXCHANGE CHROMATOGRAPHY SIMULATIONS AT PH 5.5 AND 2.87 % SALT CONCENTRA-
TION
Again, VHH3a and VHH3b show different interaction behavior: VHH3a has its hot spots more
on the right side of the map, mostly influenced by ARG67, LYS65, and LYS87. VHH3b has its
hot spot in the lower part of the map, mostly influenced by ARG44 and LYS42. The averages of
the Boltzmann weighted energies of all 50 states differ by 60 kJ/mol, with VHH3a interacting
stronger.
From the averaged energy, VHH5 lies in between VHH3a and VHH3b. Most influencing residues
are ARG45, LYS65, and ARG101.
VHH10 shows the lightest interaction map with the same regions of interaction as VHH3a.
Most influencing are ARG33, ARG66, and ARG71.
Elution order would be VHH10, VHH3b, VHH5, and at last VHH3a.
Through the representation of the interaction maps in the same scaling, one can easily com-
pare the interaction behavior and since alignment also the changes in interaction hot spots.
Most binding contributing are arginines, which also has been published previously [18]. To
influence binding behavior, a possible approach could be to point mutate strongly contribut-
ing residue into uncharged residues but otherwise having similar properties.
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Figure 5.6: Interaction maps of the nanobody simulations on Capto S ligands at pH 5.5 and 2.87 % sodium chlo-
ride concentration: Coulomb interaction energy [kJ/mol]. Residues that are close to the ligand surface
and are potential binding partners are labeled with residue name and number.
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5.3.5. AFFINITY COUPLING SIMULATIONS ANALYSIS
Total interaction energies derived from simulations were Boltzmann weighted and averaged
over a period of 5 to 100 ps and plotted into interaction maps to visualize states with strong
total interaction. Values between the points were interpolated.
Although VHH3a and VHH3b differ in only one residue, the interaction maps (Figure 5.7)
differ significantly. VHH3a shows an interaction area with energies up to -300 kJ/mol and
four orientations that are located inside this area. When looking at the orientations in 3D, all
four have GLN1 close to the ligand surface, in three of four cases LYS76 is also nearby.
Following the theory of Boltzmann distribution, the probability of orientation in one of these
four orientations is higher compared to the other states. We postulate that the NHS coupling
will more likely happen in states that are energetically more probable due to their higher
likelihood of occurrence. In this study, we did not investigate the actual affinity coupling
mechanism and therefore cannot make a statement to the coupling mechanism itself or its
degree.
For VHH3b, LYS75 was closest to the ligands in 3 of 5 states and VAL1 in 2 of 5 states. For
VHH5, there was one distinct state with the lowest interaction energy and in this state GLN1
and LYS76 were closest to the ligands. For VHH10, two states were in the region of the highest
interaction and in both states GLN1 and LYS43 were closest to the ligands. In all four cases,
the N-terminus was close to the ligands in the favorable states. Additionally, for VHH3a,
VHH3b, and VHH5, lysine at 75th or 76th place, respectively, was also close to the ligands.
In case of VHH10, LYS43 was close to the ligands. Based on our assumption that these states
are more probable and therefore coupling will more likely happen with these residues, we hy-
pothesize that the N-terminus and LYS75 or LYS76, respectively, couple with the NHS ligand.
In case of VHH10, this would be LYS43.
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Figure 5.7: The nanobodies on NHS-activated Sepharose 4 FF: Total interaction energy maps (energy in kJ/mol).
Residues that are close to the ligand surface and are potential coupling partners are labeled with
residue name and number. The N-terminus, which can also be coupled to the NHS ligand, is not
labeled due to technical reasons.
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During certain coupling procedures an inactivation of VHH10 affinity was observed (personal
communication BAC B.V.). When looking at the states with the highest interactions, GLN1
is at the opposite end of the ABS, however LYS43 is part of it (Figure 5.8 compared to Fig-
ure 5.4). This explains why VHH10 is inactivated. The detailed analysis of interaction hot
spots demonstrates how our tool is capable of identifying difficulties in process results. Con-
sequently, the next step would be to work out a solution strategy, which at first could also be
done in silico by running multiple scenarios (e.g., point mutation, not part of this study).
Figure 5.8: VHH10 with the ABS colored magenta and LYS43, one residue that contributes two both states with
high interaction energy, colored green. This nicely depicts why VHH10 is inactivated after coupling.
The coupling reaction very likely takes place with GLN1 (on the opposite side of the nanobody) and
with LYS43. The ABS is sterically blocked. (cf. Figure 5.4)
5.4. CONCLUSIONS
We simulated four similar nanobodies on a cation exchanger and on an affinity coupling lig-
and surface. With the results of the simulations, we were able to investigate the binding con-
tributing residues in case of the cation exchanger and forecast the expected elution order. The
simulations on the NHS surface yielded a greater understanding of potential coupling sites
under the assumption that energetically more favorable orientations will more likely undergo
coupling reaction.
This makes way for different promising uses: if certain nanobodies cause problems during
processing, e.g., are inactivated after coupling, as was the case with one nanobody in this
work, this can be investigated on molecular level. Potential possibilities, e.g., point muta-
tions, could first be tried in silico without even running one single experiment. However, if
the simulation results look promising, they inevitably must be verified by experiments. An-
other potential application could be the preliminary analysis of potential coupling sites for a
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whole library of nanobody variants prior to experimental screening. The computational cost
can be minimized by running docking simulations prior to MD simulations and subsequently
screening only the most promising candidates in more detail.
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The major objective of this study was the extension and optimization of an MD tool to in-
crease the understanding of adsorption behavior of biomolecules on adsorber surfaces of
various adsorbents. For this purpose, an MD tool was developed and applied to various tasks.
The result is a versatile, easy to use, and expandable tool that quickly and automatically gen-
erates results and thus the user gains a first impression on the behavior of the biomolecule
on the adsorbent. The approach was a gradual development of the tool: In a first step the
tool was ported to a different software package and extended to include anion exchanger
simulations. Next, the influence of adsorber variables on the example of varying adsorber ca-
pacities was investigated. Finally, a case study was carried out to investigate multiple issues
in the downstream and immobilization process of single-domain antibodies.
The MD tool was able to simulate a wide range of biomolecules on chromatographic sur-
faces. The tool was applied to anion and cation exchange adsorbers. It can be concluded that
simulations yield similar results with regard to binding orientation and retention behavior as
experimental results. Investigations on molecular level revealed interaction areas mostly de-
fined by arginines in case of cation exchangers and aspartic acids in case of anion exchangers,
which is also in good agreement with previous experimental results. The tool was capable of
predicting ion exchanger interactions and therewith retention behavior, as well as helping
the user to gain insight into binding mechanisms on molecular level.
The simulations with varying ionic capacities confirmed that the ligand density has a strong
influence on the binding behavior, which could be seen in MD simulations as well as in ex-
periments. MD simulations were capable of describing differing retention behavior due to
varying ligand densities and can therefore be used in customizing adsorbent material and
troubleshooting challenging purification tasks. To achieve optimal results with the presented
method, a twin tracked strategy must be run of selected small scale experiments to calibrate
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the model. Subsequently, it is able to identify optimal adsorbent characteristics in terms of
ionic capacity and therefore gains predictive power.
The simulations of four nanobodies on an affinity coupling ligand (NHS) surface yielded a
greater understanding of potential coupling sites under the assumption that energetically
more favorable orientations will more likely undergo coupling reaction. With the results of
the simulations of four nanobodies on a cation exchanger surface, the binding contributing
residues could be identified and an expected elution order was forecast. This makes way for
different promising uses: problematic biomolecules in terms of processing can be investi-
gated on molecular level. Potential possibilities, e.g., point mutations, could first be tried in
silico without even running one single experiment. Another potential application could be
the preliminary analysis of potential coupling sites for a whole library of nanobody variants
prior to experimental screening.
The development of a versatile MD tool was completed successfully. It was proved of be-
ing functional in different studies. The user friendliness is ensured by a fully automatically
running script in which the parameters are defined in the beginning. The developed tool
is a good starting point but could be extended and optimized. Functional extensions to
other chromatographic techniques must be implemented. To make it aesthetically pleas-
ing and more intuitive, a graphical user interface ought to be designed and programmed.
Multiple other refinements could be: automatically more in-detail investigation in interac-
tion regions of interest, implementation of pH simulation preparations within the script, and
plotting of interaction energies directly onto the protein’s 3D surface additionally to the inter-
action maps, among others. In general terms it can be stated, that in silico calculations such
as molecular dynamics simulations, Monte Carlo simulations, and docking simulations are
highly promising pre-experimental techniques (screening and process design) due to their
increasing accuracy, decreasing computational cost, and savings potential of material and
manpower. However, not only as pre-experimental technique, they also serve as a powerful
tool in the fields of failure analysis. The successful implementation of MD simulations in
downstream processing strengthens the general development towards the use of computa-
tional techniques in process design application.
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