Abstract. We consider the following Gierer-Meinhardt system in R 1 :
Introduction
Since the work of Turing [26] in 1952, many models have been established and investigated to explore the so-called Turing instability [26] . One of the most famous models in biological pattern formation is the Gierer-Meinhardt system [11] , [16] , [17] , which in one dimension can be stated as follows: The existence proof is based on Liapunov-Schmidt reduction. Stability is proved by first separating the problem into the case of large eigenvalues which tend to a nonzero limit and the case of small eigenvalues which tend to zero in the limit → 0. Large eigenvalues are then explored by studying nonlocal eigenvalue problems using results of [35] and employing an idea of Dancer [5] . Small eigenvalues are calculated explicitly by an asymptotic analysis with rigorous error estimates.
A particular feature of the study of small eigenvalues is that one needs to expand the eigenfunction up to the order O( 2 ) term. This step is different from the single interior peak case [35] and the result is given in Lemma 9.4. We remark that a similar expansion is also needed in the study of small eigenvalues for single boundary spike solutions (see [4] and [34] ).
We believe that our approach here, combined with the techniques in [15] and [28] , can be very useful in the study of other reaction-diffusion systems as well. With our results we solve a conjecture which was raised in [18] .
It turns out that in the case of symmetric N -peaked solutions for increasing D the first instability always arises from the small eigenvalues in contrast to the multi-pulses on the real line [6] , [7] , [9] , where the first instability arises from the large eigenvalues.
In [14] the spectra of asymmetric solutions are studied near the point at which they bifurcate off a symmetric branch. It is confirmed that all such solutions are unstable in a neighborhood of the bifurcation point and an explicit expression for the leading order terms of the critical eigenvalues is derived.
A similar analysis for the Fitzhugh-Nagumo model has been carried out in [22] . We note also that in [27] , H. van der Ploeg used an alternative dynamical systems approach to study the stability of symmetric spikes.
Before we state our main results in Section 2, we introduce some notation. Let L In fact, it is easy to see that w(y) can be written explicitly (1.3) w(y) = p + 1 2
Let Ω = (−1, 1) and G D (x, z) be the Green's function of
We can calculate explicitly Since the 1−peaked interior solution has been well-understood in [15] , [21] , [35] we will assume throughout this paper that (1.8) N ≥ 2.
This paper has the following structure: In Section 2 we introduce our three main hypotheses, (H1) -(H3) and state our three main results, Theorem 2.1, Theorem 2.2 and Theorem 2.3. In Section 3 we study the spectra of a few nonlocal eigenvalue problems on the real line. In Section 4-6 we prove the existence of multiple-peaked solutions: In Section 4 we construct suitable approximate solutions, in Section 5 we use the Liapunov-Schmidt method to reduce the existence of solutions to (1.7) to a finite dimensional problem, in Section 6 we solve this finite-dimensional problem. In Section 7, we completely classify all possible N -peaked solutions, provided the N peaks are separated. In Section 8 we study the large eigenvalues of the linearized operator. In Section 9 we study the small eigenvalues of the linearized operator and give a complete description of their asymptotic behavior in Lemma 9.1. Finally, in the Appendix we compute the eigenvalues of the two main matrices explicitly in the case of symmetric N -peaked solutions. 1) and w be the unique solution of (1.2) . Put
We introduce several matrices for later use:
is a constant and we define
Similarly, we define
Now the derivatives of G are defined as follows:
We now have our first assumption: (H1) There exists a solution (ξ 
Next we introduce the following matrix
Our second assumption is the following: (H2) It holds that
where σ(B) is the set of eigenvalues of B. 
We define the following vector field:
where (2.10) 
T . Therefore if we denote the matrix (2.14)
We can compute M(t 0 ) by using (2.15): we note for i = j:
−s i
and hence
To simplify our notations, we introduce the following matrices (2.18)
Our first result can be stated as follows: 
In the case of symmetric N -peaked solutions, conditions (H2) and (H3) are not needed, as in the construction of solutions one can restrict the function space to the class of symmetric functions (see for example [25] ). Note that for small (and not only in the limit → 0) the peaks are placed equidistantly. Remark 2.3. Our results here can be applied to give a rigorous proof for the existence and stability of N −peaked solutions consisting of peaks with different heights.
In [28] , by using matched asymptotic analysis, Ward and the first author constructed such solutions and studied their stability. We now summarize their main ideas. First (1.7) is solved in a small interval (−l, l):
Then the single interior symmetric spike solution is considered which was constructed by I. Takagi [25] . By some simple computations based on (1.4), we have that
where c(D) is some positive constant depending on D only and the function b(z) is given by
.
The idea now is that we fix l and try to find anotherl = l such that the following holds 
For a solution l of (2.26) and (2.27) and j = 1, . . . , N we define
where the number of j's such that l j = l is N 1 (and consequently the number of j's such that l j =l is N 2 ). We call the small spike with l j = l type A and the large spike with l j =l type B.
Then we choose t 0 j such that |t
By using matched asymptotics, we now have N 1 type A and N 2 type B peaks. This ends our short review of the ideas in [28] . Let us now use Theorem 2.1 to give a rigorous proof of results of [28] . In order to apply Theorem 2.1, we have to check the three assumptions (H1), (H2) and (H3).
To this end, let us set
where
It is difficult to check (H1) directly. Instead we note that G
−1
D is a tridiagonal matrix. (See [15] and [28] .) More precisely, we calculate 
Verifying (2.5) amounts to checking the following identity
which is an easy exercise. It remains to verify (H2) and (H3).
To this end, we need to know the eigenvalues of B and M. In the same way as for the matrix G D , one can show that B −1 is a tridiagonal matrix. Even with this piece of information, it is almost impossible to obtain an explicit formula for the eigenvalues. Numerical software for solving eigenvalue problems of large matrices is indispensable. Then (H2) has to be checked explicitly. Numerical computations in [28] do suggest that assumption (H3) is always satisfied.
A natural question is the following: Are all N −peaked solutions generated by two types of peaks as the solutions which were constructed in [28] ?
Our next theorem gives an affirmative answer. It completely classifies all N -peaked solutions, provided that the N peaks are separated. 
and
Then necessarily, we have (2.26) and (2.27) with N 1 being the number of i's for which l i = l and N 2 being the number of i's for which l i =l (hence
Theorem 2.2 shows that an N −peaked solution must be generated by exactly two types of peaks -type A with shorter length l and type B with larger lengthl. This shows that the solutions constructed in [28] (1) (Stability) If
and furthermore
Remark 2.4. In the original Gierer-Meinhardt model, (p, q, r, s) = (2, 1, 2, 0) or (p, q, r, s) = (2, 4, 2, 0). This means that condition (2.37) is satisfied. In the general case, one has to study a nonlocal eigenvalue problem (Theorem 3.1), which is difficult since the operator is not self-adjoint. See [5] , [40] for progress in this direction. Remark 2.5. For the stability, we have to assume that 0 ≤ τ < τ 0 for some τ 0 > 0 which we do not know explicitly. Stability in the case where τ is large has been investigated in [29] and [30] for symmetric spikes. For the case of asymmetric spikes, the stability problem with respect to the large eigenvalues remains mainly open. It is expected that there is stability with respect to the large eigenvalues for some range for D > D N if D is sufficiently close to D N and τ is small enough.
We remark that stability in the case of large τ for the shadow system has been studied in [5] . Remark 2.6. By Theorem 2.1 and Theorem 2.3, the existence and stability of N −peaked solutions are completely determined by the two matrices B and M. They are related to the asymptotic behavior of large eigenvalues which tend to a nonzero limit and small eigenvalues which tend to zero as → 0, respectively. The computations of these two matrices are by no means easy. We refer to [15] and [28] for exact computations and numerics. For the reader's convenience, we include in the Appendix A a sketch of the computations of the eigenvalues of the matrices B and M in the symmetric N −peaked case. Combining the results here and the computations in [15] , the stability of symmetric N −peaked solutions is completely characterized and the following result is established rigorously.
Theorem 2.4. Let (A ,N , H ,N ) be the symmetric N −peaked solutions constructed by I. Takagi [25] . Assume that >> 1.
(a) (Stability) Assume that 0 < τ < τ 0 for some τ 0 small and that
where α is given by (2.25) , then the symmetric N -peaked solution is linearly stable.
where D N is given by (2.43), then the N -peaked solution is linearly unstable for all
The proof of Theorem 2.4 is given in Appendix A.
Some preliminaries
In this section, we consider a system of nonlocal linear operators. We first recall Theorem 3.1. Consider the following nonlocal eigenvalue problem
(1) (Appendix E of [15] .) If γ < 1, then there is a positive eigenvalue to (3.1) . (2) In our applications to the case when τ > 0, we have to deal with the situation when the coefficient γ is a function of τ α. Let γ = γ(τ α) be a complex function of τ α. Let us suppose that
where C is a generic constant independent of τ, α. A simple example of σ(τ α) satisfying (3.2) is
where √ 1 + τ α is the principal branch.
Now we have
Theorem 3.2. Consider the following nonlocal eigenvalue problem
where γ(τ α) satisfies (3.2) . Then there is a small number τ 0 > 0 such that for τ < τ 0 , 
Proof: Theorem 3.2 follows from Theorem 3.1 by a perturbation argument. To make sure that the perturbation argument works, we have to show that if α R ≥ 0 and 0 < τ < 1, then |α| ≤ C, where C is a generic constant (independent of τ ). In fact, multiplying (3.3) byφ -the conjugate of φ -and integrating by parts, we obtain that
From the imaginary part of (3.4), we obtain that
Taking the real part of (3.4) and noting that
we obtain that α R ≤ C 2 , where C 2 is a positive constant (independent of τ > 0). Therefore, |α| is uniformly bounded and hence a perturbation argument gives the desired conclusion.
Next, we consider the following system of linear operators
where B is given by (2.6) and
Then using Remark 2.1 the conjugate operator of L under the scalar product in
We obtain the following Lemma 3.3. Assume that assumption (H2) holds. Then
Proof: Let us first prove (3.8). Suppose
Let us diagonalize B such that P −1 BP = J, where P is an orthogonal matrix and by Remark 2.1 J has diagonal form, i.e.,
For l = 1, 2, . . . , N we look at the l-th equation of system (3.10):
By Theorem 3.1 (3), the last equation (3.11) tells us that (since by condition (H2) we know qr
Continuing in this way for l = 1, . . . , N , we have 
Multiplying (3.14) by w and integrating over the real line, we obtain
Thus all the nonlocal terms vanish and we have
This implies thatΨ l ∈ X 0 for l = 1, . . . , N .
As a consequence of Lemma 3.3, we have
is bounded.
Proof: This follows from the Fredholm Alternatives Theorem and Lemma 3.3.
Finally, we study the eigenvalue problem for L:
We have 
and the l-th equation of system (3.17) becomes
(i) By Theorem 3.1 (1) and the fact that qr p − 1
Since by assumption the eigenfunctions are non-vanishing the second alternative holds. (1) is proved.
(
, then the equation corresponding to σ l becomes
By Theorem 3.1 (2), we know that there exists an eigenvalue α 0 > 0 and an eigenfunction Φ 0 such that
Let us take Φ l = Φ 0 and Φ j = 0 for j = l. Then (Φ, α) satisfy (3.16) . (2) is proved. . We now construct an approximate solution to (1.7) which concentrates near these prescribed N points.
Study of the approximate solutions
Let
Let χ : R → [0, 1] be a smooth cut-off function such that χ(x) = 1 for |x| < 1 and χ(x) = 0 for |x| > 2. We now define our approximate solution
Then it is easy to see thatw j (x) satisfies 
From (4.7), we have (4.8) ).
Thus we have obtained the following system of equations:
Since the matrix
, by the implicit function theorem and assumption (H1) the equations (4.10) have a unique solution
Now let x = t i + y. We calculate for A = w ,t :
where (4.13)
Note that P i is an even function. Let us now define (4.14) 
For E 1 we calculate using (4.11)
Thus we have
For E 2 we calculate
This implies that 1 ) = O( ) The estimates derived in this section provide the main steps that will make our approach work in the rest of the paper.
The Liapunov-Schmidt Reduction Method
In this section, we use the Liapunov-Schmidt reduction method to solve the problem
) which is small in the corresponding norm, wherẽ w i is given by (4.4) and w ,t by (4.6).
To this end, we need to study the linearized operator
, and for a given φ ∈ L
2
(Ω) we introduce T [A]φ as the unique solution of
We define the approximate kernel and co-kernel, respectively, as follows:
Recall the definition of the following system of linear operators from (3.5):
By Lemma 3.3 we know that
N is invertible with a bounded inverse.
We will see that this system is a limit of the operatorL ,t as → 0. We also introduce the projection π 
Furthermore, the map
is surjective.
Proof of Theorem 5.1: This proof follows the method of Liapunov-Schmidt reduction which was also used in [3] , [4] , [12] , [13] , [10] , [23] , [24] , [33] and [36] .
Suppose (5.4) is false. Then there exist sequences
We define φ ,i , i = 1, 2, . . . , N and φ ,N +1 as follows:
At first (after rescaling) φ ,i are only defined on Ω . However, by a standard result they can be extended to R such that their norm in H 2 (R) is still bounded by a constant independent of and t for small enough. In the following we will study this extension. For simplicity of notation we keep the same notation for the extension. Since for i = 1, 2, . . . , N each sequence {φ 
By elliptic estimates we get
Therefore we conclude φ N +1 = 0 and φ
To complete the proof of Proposition 5.1 we just need to show that the operator which is conjugate to
The proof for L * ,t follows exactly along the same lines as the proof for L ,t and is therefore omitted. Now we are in a position to solve the equation
,t ) we can rewrite this as
and the operator M ,t is defined by (5.9) for φ ∈ H 2 (Ω ). We are going to show that the operator M ,t is a contraction on 
where λ > 0 is independent of δ > 0, > 0 and c(δ) → 0 as δ → 0. Similarly we show
where c(δ) → 0 as δ → 0. If we choose δ = α for α < 1 and small enough, then M ,t is a contraction on B ,δ . The existence of a fixed point φ ,t now follows from the standard contraction mapping principle and φ ,t is a solution of (5.9).
We have thus proved Lemma 5.2. There exist > 0 δ > 0 such that for every pair of , t with 0 < < and
Furthermore, we have the estimate
where α < 1.
Remark 5.1: By one more iteration, it can actually be shown that
The reduced problem
In this section we solve the reduced problem and prove our main existence result given by 
Then W (t) is a map which is continuous in t and our problem is reduced to finding a zero of the vector field W (t).
Let us now calculate W (t). We calculate:
where I 1 , I 2 and I 3 are defined by the last equality. The computation of I 3 is the easiest: note that by Taylor expansion for (5.10), the first term in the expansion of N is quadratic in φ ,t . So
We will now compute I 1 and I 2 . The result will be that I 1 is the leading term and I 2 = O( ). For I 1 , we have
where E 1 and E 2 were defined in (4.16) and (4.17), respectively, using that E 1 is an even function. We calculate by (4.20)
Thus we have (6.4)
For I 2 we calculate 
where F i (t) was defined in (2.10). By our assumption (H3), at t 
Classifying the N −peaked solutions: proof of Theorem 2.2
Let (A , H ) be a solution of (1.7) satisfying (2.33) and (2.34). We now show that (A , H ) is generated exactly by two types of peaks, that is, we prove Theorem 2.2. First we make the following scaling
where ξ is defined at (2.1). Hence (Â ,Ĥ ) satisfies
where c is defined in (4.8). Now (2.33) and (2.34) imply that
Letting → 0, we assume thatξ
In other words, we have
. . , N , we have from (7.4) that (ξ 0 1 , ...,ξ 0 N ) must satisfy the following identity:
This is the same as (2.5). DefineÃ
wherer 0 is a very small number. ThenÃ ,j is supported in the interval I j = (−r 0 + t j ,r 0 + t j ). We may chooser 0 so small that
Now we multiply the first equation in (7.1) byÃ ,j and integrate over (−1, 1). We obtain
By the equation forĤ , we have that
Substituting (7.7) into (7.6) and using (7.2), we obtain the following identity
which is the same as (2.12). Note that by the expression for h 0 in (7.4), (7.9) is equivalent to the following
Solving (7.10) and (7.11), we have that
.., N , we see that there exists a unique point
Since h 0 (−1) = 0, by using symmetry, we see that
with Neumann boundary conditions at both ends. Thus from (1.4) it is easy to see that
Since h 0 is continuous on (−1, 1), we have
Using (7.14) and (7.15), we see that (7.16) is equivalent to
where the function b was defined in (2.25). Suppose without loss of generality that l 1 ≤ l 2 , then we take l 1 = l and (7.17) implies that l 2 ∈ {l,l} and that l j ∈ {l,l} for j = 2, ..., N . Thus l must satisfy (2.26) and (2.27) . This finishes the proof of Theorem 2.2. 
Stability Analysis: Large Eigenvalues
In this section, we study the eigenvalues with λ → λ 0 = 0 as → 0 (or, more precisely, with nonzero accumulation points).
We need to analyze the following eigenvalue problem
where ψ satisfies
Here λ is some complex number, A = w ,t + φ ,t with t determined in Section 6. In this section, we study the large eigenvalues, i.e., we assume that there exists c > 0 with |λ | ≥ c > 0 for small. If Re(λ ) ≤ −c, we are done.(Since then λ is a stable large eigenvalue.) Therefore we may also assume that Re(λ ) ≥ −c.
We first present the analysis of (8.1), (8.2) for the case τ = 0. At the end, we shall explain how we proceed if τ > 0 and is small. By (8.2) we have
First of all, since we are concerned only with those eigenvalues such that Re(λ ) ≥ −c, we see that by following the same arguement as in the proof as (2) of Theorem 3.2, we have that |λ | ≤ C for some positive constant C (independent of > 0).
Recall the definition of φ ,j given in (5.7). From (8.1) and the facts that Re(λ ) ≥ −c and that w ,t has exponential decay, we have that
Then we extend φ ,j to a function defined on R 1 such that
Without loss of generality we may assume that φ = φ H 1 (Ω ) = 1. Then φ ,j ≤ C. By taking a subsequence of , we may also assume that φ ,j → φ j as → 0 in H 1 (R) for j = 1, . . . , K. Sending → 0 with λ → λ 0 , this implies (as in Section 5)
Then we have (8.4) .
(2) Let λ 0 = 0 with Re(λ 0 ) > 0 be an eigenvalue of the problem (NLEP) given in (8.4) . Then for sufficiently small, there is an eigenvalue λ of (8.1) and (8.2) with λ → λ 0 as → 0.
Proof:
(1) of Theorem 8.1 follows by asymptotic analysis similar to Section 5. To prove (2) of Theorem 8.1, we follow the argument given in Section 2 of [5] , where the following eigenvalue problem was studied:
where u is a solution of the single equation Dancer in [5] showed that if λ 0 = 0, Re(λ 0 ) > 0 is an unstable eigenvalue of (8.6), then there exists an eigenvalue λ of (8.5) such that λ → λ 0 .
We now follow his idea. Let λ 0 = 0 be an eigenvalue of problem (8.4) with Re(λ 0 ) > 0. We first note that from the equation for ψ , we can express ψ in terms of φ (as in (8.3) ). Now we rewrite (8.1) as follows:
where R (λ ) is the inverse of −∆ + (1 + λ ) in H (8.2) . The important thing is that R (λ ) is a compact operator if is sufficiently small. The rest of the argument follows in the same way as in [5] . For the sake of limited space, we omit the details here.
We now study the stability of (8.1), (8.2) for large eigenvalues explicitly and prove (2.38) σ > 1, and (2.37) is satisfied, then by Theorem 3.1 (2), we know that for any nonzero eigenvalue λ 0 of L we have Re(λ 0 ) < c 0 < 0 for some c 0 > 0. So by Theorem 8.1, for small enough all nonzero large eigenvalues of (8.1), (8.2) all have strictly negative real parts. We conclude that in this case all eigenvalues λ of (8.1), (8.2) , for which |λ | ≥ c > 0 holds, satisfy Re(λ ) ≤ −c < 0 for small enough. They are all stable.
Finally we comment that when τ = 0 and τ is small, we use Theorem 3.2 to conclude. In this case, the matrix B will have to be replaced by a matrix B τ λ which depends on τ λ . (In fact, one just replaces the Green's function G D by the following Green's function:
It is easy to check that the new matrix will have eigenvalues satisfying (3.2). The rest follows in the same way as before.
In conclusion, we have finished the study of large eigenvalues. It remains to study small eigenvalues only.
In the next section we shall study the eigenvalues λ which tend to zero as → 0.
Stability Analysis: Small Eigenvalues
We now study small eigenvalues for (8.1) and (8.2) . Namely, we assume that λ → 0 as → 0. Let
where t = (t 1 , . . . , t N ). After scaling, the eigenvalue problem (8.1), (8.2) becomes
Hs φ − sc
where c is given by (4.8) .
We take τ = 0 for simplicity. As τ λ << 1 the results in this section are also valid for τ finite. As we shall prove, the small eigenvalues are of the order O( 2 ). Unlike in the single interior peak case [35] , we need to expand the eigenfunction up to the order O( ) term. (Such an expansion is also needed in the study of boundary spikes for the shadow system (see [4] and [34] .)) Let us define
where χ(x) and r 0 are given in (4.3) and (4.4) . Similarly as in Section 5, we define
(Ω ). Then it is easy to see that Both (9.9) and (9.10) are solved with Neumann boundary conditions. Substituting the decompositions of φ and ψ into (9.2) we have
Let us first compute
We can rewrite I 4 as follows (9.12)
Let us also put
Multiplying both sides of (9.11) byw ,l and integrating over (−1, 1), we obtain
, where J i,l , i = 1, 2, 3 are defined by the last equality.
Equation (9.21) shows that the small eigenvalues λ of (9.2) are λ ∼ ) has a negative eigenvalue, then we can construct eigenfunctions and eigenvalues to make the system unstable.
This proves Theorem 2.3.
Solving the equations (9.23) and (9.24), we have (9.22).
Similar to Lemma 9.2, we have Lemma 9.3. We have
where q lk is defined at (2.16) .
We next study the asymptotic expansion of φ ⊥ . Let us first denote
Then we have Lemma 9.4. For sufficiently small, we have
Proof:
Before we prove Lemma 9.4, we first obtain a relation between ψ . By Lemma 9.2 and the fact thatL is invertible, we deduce that
Suppose that
On the other hand
Using (9.33) and (2.15), and comparing (9.34) and (9.35), we obtain (9.27).
From Lemma 9.4, we have that
and ψ
Finally we prove the key lemma -Lemma 9.1. Proof of Lemma 9.1:
The computation of J 2 follows from Lemma 9.3: In fact, sinceH = o(1),
which, by Lemma 9.2, proves (9.17).
(9.18) follows from Lemma 9.4 and the fact that at t j
It remains to prove (9.19):
. Now (9.19) follows from (9.33), (9.36) and (9.37).
10. Appendix A: Computation of the Eigenvalues of B and M and the proof of Theorem 2.4
In this appendix, we give a sketch of the computations of the eigenvalues of B and M in the case of symmetric N -peaked solutions. Then Theorem 2.4 follows from Theorem 2.3. For more detailed computations, we refer the reader to [15] and [28] .
We need to consider the three matrices G D , ∇G D and ∇ By definition, it is easy to compute 
