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Toeplitz-Kriterien für Klassen von Matrixabbildungen 
zwischen Räumen stark limitierbarer Folgen 
EBERHARD MALKOWSKY 
1. Allgemeine Sätze 
In [1] haben wir in Verbindung mit stark limitierbaren Folgen als Verallgemeine-
rung der Räume wp von MADDOX [ 2 ] die Räume [C] für alle A = > 0 defi-
niert, wobei [C] mit den Bezeichnungen von [1] für die folgenden Mengen ge-
schrieben worden ist: (0</><oo) 
[C.Y:= {x€s|Es gibt ein l£C mit (|(x - Ie)<»(a; />)!,).€ c0}, 
[CK ••= {^s | ( | |xW(a; iJ)||p)v€c0} und [Cj* := {*€» |(||*M(«; p)||p)veL}, 
versehen mit der p-Norm für 0 < p < l bzw. der Norm für l S ; « » 
IMI[C]:= ||(ll*(v)(a; jP)llP)v||~ für alle xe[€] 
(s. [1], Definition 2.1, Definition 2.2). 
Weiter haben wir in einigen Fällen Toeplitz-Kriterien für Klassen (X, ¥ ) 
unendlicher komplexer Matrizen erhalten, die den Folgenraum X in den Folgen-
raum Y abbilden, wobei entweder X—[C] oder Y=[€], 
Hier wollen wir Toeplitz-Kriterien für (X, Y) in dem Fall herleiten, in dem 
X=[C] und Y=[C], Wir benutzen dabei immer die in [1] eingeführten Bezeichnun-
gen. Es seien stets a, /?>0. 
ty Wir beweisen zunächst drei allgemeine Resultate, aus denen unter anderem die 
Toeplitz-Kriterien für die Klasse ([Cx]p, [CßY) folgen. 
Satz 1.1. Sei X ein vollständiger r-norrmerter Teilraum von s. Gilt X^czX*, 
so folgt: A£(X, [Ca]l)<*M(f, wobei 
i l f( t ,«) := sup {^rnax, ¡ { ( l / A ^ ) ^ ¿ST*1.-.«.»)!*} < « (« > 0). 
Eingegangen am 10. November 1983. 
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Beweis. Es gelte A£(X, Dann existiert A„(x):= 2 antxt für alle x£X 
und für alle «6 N, d .h . faAC** für alle N, und wegen X^czX* folgt A„£X* 
für alle «€N. Für alle /¿£N0 und für alle N^ c N ^ setzen wir 
'•= 2 Ax^'-nAa und b*Nk :=(l/^2c-i) 2 niN^ niN„ 
• .. • (k = 1,2, . . . ) . 
Sei N0 beliebig. Dann gilt für alle A^cAf0 0 und für alle x£Sx wegen BXN^X* 
I ^ . W I = l l ^ * * * ! ^ № J 
und daher » y ^ l l J J J I für alle NßcNw, also für alle /¿€N0: 
. i i^ .Air- - ^ m^w - mj\. 
Wegen Ä£(X, [C^U gilt für alle x£X 
Ilm | ^ ; ( x ) | S Ilm | |((4,(x))«(a; l)>,||i ^ • 
Mit dem Satz von Banach—Steinhaus (s. [3], Satz 12, S. 115, bzw. [2], S. 286) folgt 
sup WN'M = M(t, et) sup W 
Umgekehrt gelte M(f, a)<°°. 
Seien n£N und x£X beliebig. Dann gibt es ein fi„£N0 mit ndN("»\ Wähle 
Nß {«}. Wegen Af(f, a)<°° und der Definition von ¡| • H* existiert dann 
imd damit auch A„(x) für alle und für alle x£X. Sei x£X beliebig. Dann 
gilt für alle fi£N0 und für alle N ^ c N ^ 
- • S m^PM1» ^ =: M(ji)\\xf'r ' 
und damit für alle /¿£N0 mit einer bekannten Ungleichung (s. [4], S. 33) 
d.h. 
( i . i ) ||04„(*))nj|[C] = | |(l((4.(*))w(«; i))nili)J~ ^ ' 
sup 4 • M(/|) ix||1/r = 4 • M(t, a) • Ix!1 ' ' < "' 
/I€N0 
Damit ist der Satz bewiesen. 
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, Sa t z 1.2. Sei X ein vollständiger r-normierter Teilraum von s mit Basis (e(k))k. 
Dann gilt für alle a=-0 
AC(Y l n ^ J ® (Mft , «) wie in Satz 1.1) 
€ ( * ' I C ° ] ) t(ii) iaJn£[Cjfür alle k= 1 ,2 , . . . . 
Beweis. Wie im BeWeis von Satz 1.1 in [ 1] folgt XfaX*. Es gelte A£(X, [ C D -
Wegen [C^aiCjl folgt A£(X,[CJl) und daher (i) mit Satz 1.1. Weiter ist 
(4, (*))„? [ C l 1 für alle x£ X, d. h. insbesondere gilt für jedes x=eik)£X (k=l, 2, ...) 
(An(e{k%=(aMCj\ 
Umgekehrt seien (i) und (ii) erfüllt. Aus (i) folgt wie im Beweis von Satz 1.1 
die Existenz von A„(x):= 2 ankxk für alle x£X und für alle n£N. Wegen (ii) *=1 
gibt es zu jedem k= 1 ,2 , . . . ein ak£C mit 
0-2) KmJ((attk-ak)M(<x; 1 ) ) ^ = 0. 
Es gilt dann (ak)k£X^. Denn: Sei x= 21 xkem£X beliebig; sei e > 0 gegeben. a=I 
Wähle Ä:0£N so groß, daß für alle /, m>~k0 (m>l) mit 
• m 
2 x k e { k ) gilt i]x('-m»il < (e/(4 • Af(f, oc) + l))r. k=l 
Wähle nun fi0€N0, so daß für alle ti=Ho gilt 1 — l / A ^ ^ O . Dann gilt für 
m ,• • . 
alle /, m>k0 (m>/) und für alle n^Vo mit 5,,:= (a> O^llikkl) und k=l 
der Ungleichung aus [4], S. 33 
m S^ + '-l m 
(i - (1/^-0)12 = №t»-i) 2 12 akxk\ ^ 
n=W+l k=l 
m m 
^ I I O « * * * ) 0 1 ^ ; 1) ) B |M 2 | | ( ( ^ - 0 ( i , ) ( a ; i ) )„ | | ik l+ k=l k=l 
m 
+ 4 - max | ( 1 / A ^ - J 2 2 "kxk\ = 1Vm<=JV ... »>€iiM k=l 
d S,+4.Nm^ ¡{((l/A^) 2 A^-nak)k\\nx^l^ < Sß+z. 
Mit (1.2) erhalten wir lim Su=0, d. h. es gilt für alle /, m>k0 (m>l) 
m m 
1 2 = Hm (1 -(lIAU-d) 1 2 *kXk\ ^ k = l °° k = l 
C© . 
Also konvergiert 2akxk füf alle x£X, d . h . (ak)keX^. Wegen X^czX* gilt »=i 
128 Eberhard Malkowsky 
f£X* mit fa(x):= 2 akxk. Sei x = 2 xkew£X beliebig. Sei e > 0 gegeben. 4=1 *=1 
Wähle so groß, daß für r0(x):= 2 xkem gilt 
t=t0+1 
!koWll1/r< 2 ( 4 . M ( t , « ) + 2 | | / J ) + l ' 
Wähle N0, so daß für alle n^n^ 
||(( 1 l)>„||x - e/2 und lfAU-i < 1. 
k—1 
Dann gilt für alle mit der Ungleichung aus [4], S. 33: 
||((^(*)-/a(x))°<>(a; l»„j|i ^ ||(( 2 i f l ^ - a ^ x ^ i a ' , l))J|i + k=l 
+ (ro(x))Yß) (a; 1 ))„111+1(r0(x)))M (<x; 1 ) ) ^ < 
< e/2+(4 • M(t, a )+2 • ¡/a | |) | |r0(*)p/' < e, 
d. h. (A„ (*))„€ [C,]1 für alle x£X. Damit ist der Satz bewiesen. 
Man erhält sofort: 
K o r o l l a r 1.1. Sei X ein vollständiger r-normierter Teilraum von s mit Basis 
(em\. Dann gilt für alle a > 0 
^ y r ^ W ^ i ® 3 i ( t , a ) < o o (M(f ,a) wie in Satz 1.1) 
^ (a^töB für alle k = 1,2,.... 
2. Toeplitz-Kriterien für Matrizenklassen bei den Räumen [C\ 
Wir wenden nun die Ergebnisse aus Kapitel 1 an. Zur Vereinfachung der 
Bezeichnungen setzen wir: 
M(p; a) := sup ¡ ( ( l / ^ - ! ) ^ -^ -»a«»)»!«} für 0 </>=£«>, 
wobei 
(2.1) q:= 
°° für 0 < p S l 
p/(p-1) für l < / > < ° ° 
1 für p 
M(ct,p-, ß) := sup { max, [ ¡ ( ( l M ^ ) 2 ^ ¿ - » a ^ l l ^ j j . j t } 
für 0 < p < oo. 
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Wir erhalten Sätze, die für alle a=»0, /?>0 Toeplitz-Kriterien zwischen folgen-
den Räumen angeben: 
(a) aus Räumen absolut limitierbarer Folgen in Räume stark beschränkter bzw. 
stark limitierbarer Folgen: 
Satz 2.1. A£(lp,[Ca]l)<*M(p;<x)<~ für 0 < p S « . 
Und im weiteren stets für alle p mit 
Satz 2.2. i 4 € ( I , , [ < t t > ~ { S f ( f ' ' % T r- » t , , KP l(n) (a^etCJS für alle k= 1 ,2 , . . . . 
Satz 2.3. „ , , , p l(ii) (a^tCl1 für alle k= 1,2 
(b) aus Räumen stark beschränkter Folgen in Räume stark beschränkter 
Folgen: 
Satz 2.4. M(oc,p; ß) 
(c) aus Räumen stark limitierbarer Folgen in Räume stark beschränkter bzw. 
stark limitierbarer Folgen: 
Satz 2.5. ( № № - ) = ( № № > = ( № , № « ) • 
Satz 2.7. t . 1 > 2 
Satz 2.8. ¿ e a C j M ^ E ) ' 
Satz 2.9. AtaCj 'ACß] 1 )** 
(i) M(a,p;ß)~=oo 
(ü) für alle k= 1 ,2, . . . 
(iü) ( 2 k=1 
(i) M(a,p-
(ü) (Onil^]1 für alle k= 1 ,2, . . . 
(iü) ( ¡ S a ^ l C ß ] 1 -*=x 
(d) aus Räumen gewöhnlich limitierbarer Folgen in Räume stark limitierbarer 
Folgen: 
Satz 2.10. „ , , „ Vo " ° l(u) (a^UlOl für alle k = 1 ,2, . . . 
Satz 2.11. ^ . [ C j ^ f S » , i . • 
l(u) (O^lCl1 för alle k = 1,2,.... 
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(0 M( 1; a) < <» 
Sa tz 2.12. A£(c, [CJJ) <=> (ü) ("JntlCll für alle k = 1,2, 
(iü) 
4 = 1 
(0 Af( 1; a) < » 
Sa tz 2.13. A€(c, [Cj) o (ü) O u U f ö ]
1 für alle k = 1,2, 
oo 
(iii) (2ank)ni[Ca]\ 
4 = 1 
B e m e r k u n g . Satz 2.9 enthält im Fall oc=ß=l einen bekannten Satz von 
KUTTNER und THORPE [ 5 ] (Satz 1 ) . 
Beweis de r Sätze 2.1 bis 2.13. Wegen ( 0 m i t q wie in 
(2.1)) und /JLc/* folgt Satz 2.1 aus Satz 1.1, und da weiter (ew)k fü r 0 
eine Basis für lp ist, folgen die Sätze 2.2 bzw. 2.3 aus Korollar 1.1 bzw. Satz 1.2. 
Im folgenden sei stets 0</>-=«.. Wegen ( [ C X ^ f l ^ X ) * (s. [1], (3.1)) folgen 
die Sätze 2.4 und 2.5 aus Satz 1.1, und da ([£*]?)*=([£*]£)* (s. [1], Satz 3.1 (b)) und 
(e(i))k eine Basis für [€a]% ist (s. [1], Satz 2.1 (b)), folgen die Sätze 2.6 bzw. 2.7 aus 
Korollar 1.1 bzw. Satz 1.2. 
Die Notwendigkeit der Bedingungen der Sätze 2.8 und 2.9 ist klar. Die Hin-
länglichkeit der Bedingungen von Satz 2.9 ergibt sich wie folgt: Aus (ii) und (iii) 
folgt: zu jedem k=l, 2 , . . . gibt es ein ak£C mit 
(2.2) lim ¡ ( ( ( ^ - a * ) « ( ß ; 1 ) ^ = 0, 
und es gibt ein a^C mit 
(2.3) lim | j ( (a- J ank)^(ß- 1 ) ) ^ = 0. 
Aus (i) und (ii) folgt weiter 
(2.4) ( a J k t a C a y y , 
und es gibt ein AfgR mit 
( 1 5 ) H « 1 ^ - 0 J / ^ ' - ^ l l ü C ^ } ^ M. 
Für alle x€[Ca]p und für alle n£N schreiben wir 
(2.6) A„(x)-l(a- I AT)- F = 2 i f l ^ - a ^ - l ) + / ( J A ^ - f l ) , 
i=l 4=1 4=1 4=1 
wobei /€C mit lim ||(x-/e) (v)(a;/>)l|p=0, ak aus (2.2) (k=\,2,...) und a aus 
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(2.3). Wegen (i) existiert An(x) für alle n£N, wegen (iii) existiert 2 ank für alle *=i 
oo oo 
und es ist (2ank—o)„^[CB]o> un<* [wegen [(2.4) existieren 2 akxk und *=i *=i 
oo 
wegen le£[€ auch 2 ak- Nach Satz 2.6 gilt wegen (2.2), (2.5) und (i) mit 
*=i 
(änk)„ik := (ank - ak)n¡k: 
Aí([Cx]>0, [Cß]l). 
Da x — i s t , existiert Än(x—le)= 2 (a«k~ak)(xk—l) für alle M£N, imd es 
gilt (Ä„(x))n£[Cß]l Aus (2.6) folgt daher" ' 
(An(x)-{l(a- 2 «*)+ Í 
d . h . (A„(x)\£[Cßf. 
Die Hinlänglichkeit der Bedingungen von Satz 2.8 ergibt sich genau wie im 
Fall von Satz 2.9 mit ak=0 (Jt=l, 2, ...) und a=0. 
Da CQSíCQ = ¡ I und (e(k))k eine Basis für c0 ist, folgen die Sätze 2.10 bzw. 2.11 
aus Korollar 1.1 bzw. Satz 1.2. 
Die Notwendigkeit der Bedingungen der Sätze 2.12 und 2.13 ist klar. Die Hin-
länglichkeit der Bedingungen der Sätze 2.13 und 2.12 ergibt sich ähnlich wie im 
Fall der Sätze 2.9 und 2.8. 
Literatur 
[1] E. MALKOWSKY, Toeplitz-Kriterien für Matrizenklassen stark limitierbarer Folgen, Acta Sei. 
Math., 48 (1985), 297—313. 
[2] I. J. MADDOX, On Kuttner's Theorem, J. London Math. Soc., 43 (1968), 285—290. 
[3] I. J. MADDOX, Elements of Functional Analysis, Cambridge University Press (Cambridge, 1970). 
[4] A. PEYERIMHOFF, Über ein Lemma von Herrn H. C. Chow, J. London Math. Soc., 32 (1957), 
33—36. 
[5] B . KUTTNER, B . THORPE, Matrix Transformations of Strongly Summable Series, J. London 




«300 GIESSEN, B R D 
9» 
