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Abstract
The confinement of fast particles, present in a tokamak plasma as nuclear fu-
sion products and through external heating, will be essential for any future fusion
reactor. Fast particles can be expelled from the plasma through their interaction
with Alfve´n eigenmode (AE) instabilities. AEs can exist in gaps in the Alfve´n con-
tinuum created by plasma equilibrium non-uniformities. In the ASDEX Upgrade
tokamak, low-frequency modes in the frequency range from f ≈ 10 − 90kHz,
including beta-induced Alfve´n eigenmodes (BAEs) and lower frequency modes
with mixed Alfve´n and acoustic polarisations, have been observed. These exist in
gaps in the Alfve´n continuum opened up by geodesic curvature and finite plasma
compressibility.
In this thesis, a kinetic dispersion relation is solved numerically to investigate
the influence of thermal plasma profiles on the evolution of these low-frequency
modes during the sawtooth cycle. Using information gained from various experi-
mental sources to constrain the equilibrium reconstructions, realistic safety factor
profiles are obtained for the analysis using the CLISTE code. The results for the
continuum accumulation point evolution are then compared with experimental
results from ASDEX Upgrade during periods of ICRH only as well as for periods
with both ICRH and ECRH applied simultaneously. It is found that the dia-
magnetic frequency plays an important role in influencing the dynamics of BAEs
and low-frequency acoustic Alfve´n eigenmodes, primarily through the presence of
gradients in the thermal plasma profiles.
Different types of modes that are observed during discharges heated almost exclu-
sively by ECRH were also investigated. These include electron internal transport
barrier (eITB) driven modes, which are observed to coincide with the occurrence
of an eITB in the plasma during the low-density phase of the discharge. Also
observed are BAE-like modes and edge-TAEs, both of which occur during the
H-mode phase of the discharge.
ix

Chapter 1
Introduction
1.1 Nuclear fusion
Nuclear fusion is the process by which two light nuclei combine to form a nucleus
heavier than that of the original individual nuclei.
2
1D +
3
1T → 42He+ 10n+ 17.6MeV
2
1D +
2
1D → 31He+ 10n+ 3.27MeV
2
1D +
2
1D → 31T + 11H + 4.03MeV
2
1D +
3
2He→ 42He+ 11H + 18.3MeV (1.1.1)
The total mass of the resultant nuclear products is slightly less than the combined
mass of the two original nuclei. This mass deficit ∆m is converted into energy, in
accordance with the principle of mass-energy equivalence E = ∆mc2, where E is
the energy and c is the speed of light in a vacuum. This energy takes the form of
the kinetic energy imparted to the resultant nuclear products.
The primary goal of nuclear fusion research is the efficient harnessing of the energy
released during nuclear fusion reactions for the purpose of generating electricity in
a commercially viable power plant. Equation 1.1.1 presents a number of possible
fusion reactions, with the corresponding plots of the fusion reaction cross-sections
versus the relative energies of the reactants shown in figure 1.1. For the purpose of
fuelling an electrical power station the most promising of these reactions is that
between deuterium and tritium, both of which are isotopes of hydrogen. The
result of this reaction is a helium nucleus, known as an α-particle, and a neutron,
as well as 17.6MeV of energy. The majority of this energy, 14.1MeV, is imparted
to the neutron and the remaining 3.5MeV to the α-particle. This reaction is the
most favourable due to the fact that its maximum fusion cross-section occurs at
an energy of 100keV, which is accessible to particles in the high energy tail of the
distribution function for current fusion relevant machines [1].
Figure 1.1. Cross-sections of potential nuclear fusion reactions as a function of the relative
energies of the reactants [1].
1.2 Why is nuclear fusion important?
The population of the Earth has increased substantially since the middle of the
twentieth century, rising from approximately 2.5 billion in 1950 to nearly 7.2
billion in 2013. Employing a set of assumptions that lie between the most conser-
vative and the most extreme cases, the population is projected to rise to almost
11 billion by the end of the century [2]. A result of this growth has been a dra-
matic increase in the global demand for energy. Compounding the increase in
energy demand due to this population rise has been the increase in the energy
demand per person in developed nations as well as that resulting from the rapid
2
industrialisation of highly populous nations such as China. Currently, the ma-
jority of global energy is obtained through the burning of fossil fuels such as coal
and oil. The energy yield and expected lifetime of the global reserves of these
resources are shown in figure 1.2, with oil in particular expected to see currently
viable reserves depleted within the next 40 years.
Figure 1.2. Energy yield and expected lifetime of global reserves of fossil fuels, uranium
and lithium [1].
While it is true that improvements in technology and the adjustment of con-
sumer sentiment to accept higher energy prices could lead to an extension of
these estimates, several factors make the search for alternative sources of energy
of vital importance. These include the impact of the burning of fossil fuels on
the environment, possible interruption of supply due to political instability in
the nations that possess the greatest fossil fuel reserves, as well as the cost and
difficulty of locating and accessing as yet undiscovered reserves. Many potential
solutions to the problem of sustainable energy have been proposed, but each is
accompanied by a host of problems. Proponents of renewable energy technolo-
gies such as wind and solar power have found it difficult to implement schemes
sufficient to consistently generate energy on a large scale, while nuclear fission
is accompanied by the inherent risk of potentially devastating runaway nuclear
chain reactions, as well as the necessity of storing nuclear waste from the fission
process which has an extremely long half-life.
Nuclear fusion possesses many of the benefits of renewable energy technologies
3
but is not accompanied by the same degree of risk associated with nuclear fission.
The fuels for nuclear fusion are abundant and, after undergoing certain process-
ing techniques, readily available. Deuterium occurs naturally in seawater, with
a mean abundance of approximately 0.015% of the atoms per sample [1]. This
translates to a supply that is essentially limitless for all practical purposes, given
the vast volume of seawater constituting the Earth’s oceans. Tritium, while it
does not exist in nature, is obtainable through the reaction between a lithium
nucleus and a neutron. As can be seen in figure 1.2, lithium is itself extremely
abundant on Earth, and it is conceived that the tritium could be bred within a fu-
sion reactor using neutrons from fusion reactions. The radioactive waste material
from a nuclear fusion reactor would have a half life far shorter than that produced
by a fission reactor. The chance of an uncontrolled fusion reaction is also negated
by the fact that the amount of deuterium and tritium fuel in a reactor at any
given time is kept below potentially dangerous levels.
1.3 Harnessing energy from nuclear fusion
Sections 1.3 and 1.4 follow primarily the descriptions given in [1, 3]. At temper-
atures close to the atomic ionisation energy, atoms decompose into negatively
charged electrons and positively charged ions. While no longer bound, these par-
ticles are influenced by electromagnetic fields. This new arrangement, known as
a plasma, is characterised by the excitation of a wide variety of collective dy-
namical modes [3]. As such, when considering the behaviour of a plasma we
assume that it consists of an equal number of electrons and ions with charge −e
and +e respectively, where e is the elementary charge. The resulting state, in
which the plasma is macroscopically neutral, is called quasi-neutrality, meaning
that ne ≃ ni ≡ n, where ne and ni are the electron and ion number densities
respectively.
In order for a fusion reaction to occur, the mutual Coulomb repulsion between
the positively charged deuterium and tritium nuclei must be overcome. In fact,
the Coulomb barrier itself does not need to be fully surmounted. If sufficient
heating is provided particles in the high energy tail of the Maxwellian distribu-
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tion can overcome the repulsion at small distances through quantum mechanical
tunnelling.
At the predicted 10keV operational temperature of a fusion reactor, the deu-
terium and tritium fuels become fully ionised, forming a plasma. Initially, exter-
nal heating of the fuel must be provided so that the inevitable energy losses to the
surroundings during the fusion process can be compensated for. When the en-
ergy of the charged fusion products is confined to a sufficient degree, this external
heating can be removed. At this point the plasma heating becomes self-sustaining
as the fusion born α-particles impart much of their energy to the plasma through
collisions. A statement of the conditions necessary for this to occur is given by
the Lawson Criterion, which can be stated by the following equation
nˆTˆ τE > 5× 1021m−3skeV (1.3.1)
where nˆ and Tˆ are the peak density and temperature values, τE is the energy
confinement time, and temperatures of 10−20keV must be reached in conjunction
with the conditions laid out by equation 1.3.1 for the reaction to become self-
sustaining [1]. This attainment of a so-called “burning plasma” is known as
ignition.
1.4 The tokamak concept
The most promising design for a nuclear fusion power plant is based on the toka-
mak concept. The word “tokamak” is derived from the Russian words toroidalnaya
kamera and magnitnymi katushkami, meaning “toroidal chamber” and “mag-
netic coil” [1]. An example of the configuration of a typical tokamak is given in
figure 1.3. As suggested by the name, a tokamak consists of a toroidally shaped
vessel, with magnetic field coils surrounding it in the toroidal and poloidal di-
rections. A solenoid runs vertically through the centre of the vessel, and the
magnetic flux through this solenoid is varied in time. This induces a toroidal
electric field in the vessel, which in turn drives a toroidal current that ionises
the deuterium and tritium fuel through Ohmic heating, forming a plasma. Cur-
rent flowing through the toroidal field coils induces a toroidal magnetic field in
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the vessel, while the toroidal plasma current induces a smaller poloidal magnetic
field. These combine to form a magnetic field that twists through the vessel and
plasma.
Figure 1.3. Configuration of primary toroidal and poloidal field coils in a tokamak, as
well as the induced magnetic fields and current [4].
The plasma assumes a toroidal shape, resulting from the topology of the
magnetic field that confines its constituent particles, and is shown in pink in
figure 1.3.
Major radius R0 1.65m
Minor vertical/horizontal plasma radius b/a 0.8m/0.5m
Plasma volume Vp 14m
3
Maximum plasma current Ip 1.6MA
Maximum toroidal field B0 3.9T
Discharge duration t < 10s
Table 1.1. Main plasma parameters of ASDEX Upgrade [5, 6].
The results utilised during this work were obtained from measurements car-
ried out at the ASDEX Upgrade tokamak in Garching, Germany. ASDEX is
an acronym for Axial Symmetric Divertor EXperiment and the tokamak was
6
designed as a fusion experiment with a reactor relevant plasma cross section, di-
vertor and poloidal field coil arrangement [6]. The typical plasma parameters of
ASDEX Upgrade are presented in table 1.1.
Figure 1.4. Configuration of the main components of the ASDEX Upgrade tokamak [5].
1.5 Thesis outline
A tokamak plasma can play host to a myriad of instabilities that degrade the con-
finement of fusion born α-particles, and thus prevent the plasma from reaching
ignition. One family of instabilities is known as an Alfve´n eigenmode, which at the
most fundamental level arises from an oscillatory exchange of energy between the
plasma and the magnetic field. A detailed discussion of the properties of Alfve´n
eigenmodes is presented in chapter 3. These instabilities are important due to the
fact that energy can be transferred between them and energetic particles present
in the plasma, with the potential for a deleterious redistribution of the energetic
particle population. This can seriously degrade the energy confinement of the
plasma and even lead to the outer vessel being damaged if the α-particles are
expelled from the plasma with sufficient energy. Alfve´n eigenmodes can be sub-
divided into several different types, each resulting from a particular characteristic
of the plasma, such as its geometry or current profile. During the course of this
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thesis, the focus will primarily be on two particular types of Alfve´n eigenmode:
The beta-induced Alfve´n eigenmode (BAE) and the acoustic Alfve´n eigenmode.
These arise from the presence of finite plasma compressibility and geodesic cur-
vature in the plasma, as well as from the coupling between shear Alfve´n waves
and sound waves [7].
Chapter 2 introduces the fundamental concepts of plasma physics and the main
plasma instabilities of interest in the context of this work. It also presents the
primary diagnostics used for investigating a tokamak plasma and the methods by
which the plasma is heated. Chapter 3 gives an outline of the physics governing
Alfve´n eigenmode instabilities, starting with the ideal magnetohydrodynamics
description and progressing to the more complete kinetic description.
Chapter 4 details the experimental and numerical analysis procedure used in the
investigation of the Alfve´n eigenmodes. Chapter 5 presents results obtained from
the application of the analysis procedure described in chapter 4 to low-frequency
Alfve´n eigenmodes during the ICRH only phase of different discharges. Exper-
imental observations of the BAE and acoustic Alfve´n eigenmodes are analysed
and compared with the results from a numerical analysis of low-frequency Alfve´n
eigenmodes. Chapter 6 extends the analysis conducted in chapter 5 to modes ob-
served during periods of additional heating provided by ECRH. It also includes
a series of parameter sensitivity scans used to investigate the response of low-
frequency Alfve´n eigenmode activity to different parameter regimes. Chapter 7
investigates three different types of mode that exhibit characteristics similar to
Alfve´n eigenmode but that are observed during discharges heated almost exclu-
sively via ECRH. This is followed by the conclusion, outlook, and appendices.
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Chapter 2
Theoretical and experimental
overview of tokamak physics
2.1 Fundamentals of plasma physics
This chapter begins with a discussion of the basic concepts and parameters needed
to describe a fusion plasma. This is followed by an overview of charged particle
motion in a magnetic field, in particular the types of particle drift that occur.
Finally, the ideal magnetohydrodynamic (MHD) description of a plasma is in-
troduced. An understanding of ideal MHD is important as it provides the most
intuitive description of a fusion plasma. The treatment of the concepts in sections
2.1.1, 2.1.2 and 2.1.3 primarily follows those given in [1, 3, 8].
2.1.1 Basic concepts and parameters
The definition of a plasma has been given in chapter 1. In this section, the main
parameters characterising a plasma are presented. The kinetic temperature Ts of
a plasma species s is a measure of its average kinetic energy and is measured in
electron-volts (eV) [3]. The typical particle speed of a particular species, of mass
ms, is estimated by the thermal speed, defined as
vts =
√
2Ts/ms (2.1.1)
The plasma frequency ωps, is given by
ω2ps = nse
2/ǫ0ms (2.1.2)
for a species s, where ns is the number density of species s, ǫ0 is the vacuum
permittivity and e is the elementary charge. This describes an electrostatic os-
cillation frequency brought about in the plasma due to small amounts of local
charge separation. Clearly the electron plasma frequency is far greater than that
of the ions due to the much smaller mass of the electron, and in general when the
term plasma frequency is used it refers to the electron plasma frequency. Thus,
species subscripts will be suppressed in the remaining definitions in this section.
The plasma frequency in turn defines a fundamental time-scale for the plasma [3]
τp = 1/ωp (2.1.3)
as well as a corresponding fundamental length scale called the Debye length
λD ≡ τp
√
T/m =
√
ǫ0T/ne2 (2.1.4)
Phenomena occurring at time-scales faster than τp or at length scales shorter than
λD can no longer usefully be considered a plasma. Thus, two of the conditions
determining whether a system is a plasma can be summarised as follows
λD/L≪ 1 (2.1.5)
τp/τ ≪ 1 (2.1.6)
where L and τ represent the typical length and time-scales of the system under in-
vestigation [3]. A third fundamental parameter, known as the plasma parameter,
is defined as follows
Λ = 4πǫ
3/2
0 T
3/2/e3n1/2 (2.1.7)
and equals the typical number of particles within a Debye sphere. Λ ≪ 1 corre-
sponds to a cold, dense plasma which is said to be strongly coupled. Λ≫ 1 cor-
responds to a warm, diffuse plasma which is said to be weakly coupled. Plasmas
of fusion interest are weakly coupled and only these are treated in this work [3].
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While the parameters discussed thus far describe the essential conditions under
which a particular system can be considered a plasma, it is instructive to intro-
duce a number of further parameters that help to describe the characteristics of
a given plasma. The first is the collisionality of a plasma. The collision frequency
ν is defined as the inverse of the typical time needed for a particle to undergo
enough collisions to be scattered through a 90 degree angle. Following from this,
the mean free path of the particle can be defined as [3]
λmfp = vt/ν (2.1.8)
This defines the average distance travelled by the particle in a single scattering
time. A plasma can be said to be collisionless in the limit where λmfp ≫ L.
A plasma is said to be magnetised if the introduction of a magnetic field signifi-
cantly alters the particle trajectories. Particles in a magnetic field experience the
Lorentz force given by
F = qv×B (2.1.9)
As a result of this, the particles will stream freely in the direction of the magnetic
field while gyrating about it in a direction dependant on the sign of their charge.
The frequency at which this occurs is called the cyclotron frequency and is defined
as
Ωc = eB/m (2.1.10)
The corresponding radius of this motion is known as the gyro-radius or Larmor
radius and is given by
rL = vt/Ωc (2.1.11)
A measure of the magnetisation of a plasma is given by the magnetisation pa-
rameter
δ = rL/L (2.1.12)
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A plasma can be said to be strongly magnetised if δ ≪ 1, indicating that the
Larmor radius is much smaller than the typical length scale of the plasma [3].
The magnetisation parameter is the fundamental measure of the magnetic field’s
effect on the plasma.
One of the most important parameters describing a plasma is the plasma β. This
is defined as the ratio of the plasma kinetic pressure to the magnetic pressure.
For each species s it is defined as
βs = 2µ0ps/B
2 (2.1.13)
where ps is the scalar pressure for species s, µ0 the vacuum permeability, B the
magnetic field and where the total plasma β for all plasma species s is given by
β =
∑
s
βs (2.1.14)
2.1.2 Particle drifts and orbits
Particle drifts The macroscopic behaviour of a plasma is determined by the
motion of its constituent particles. Thus, before considering the plasma as a
whole, it is instructive to consider how these particles behave in the presence of
finite electro-magnetic fields. This is done by considering a magnetised, collision-
less plasma where the particles are confined to orbits about the magnetic field
and where this motion dominates that resulting from collisions. The dynamical
equations for an individual particle are given by
dr
dt
= v (2.1.15)
m
dv
dt
= e(E+ v×B) (2.1.16)
In a uniform electromagnetic field this motion takes the form of free-streaming
parallel to the magnetic field lines, gyration about the magnetic field with fre-
quency Ω = Ωc and a steady drift at velocity
vE =
E×B
B2
(2.1.17)
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This is termed the E-cross-B drift and is in the same direction for both electrons
and ions as it is independent of the sign of their charge. This drift can be
eliminated by transforming to an inertial frame with E⊥ = 0, which moves with
the velocity vE relative to the lab frame, and can be regarded as the rest frame
of the plasma. Note that the parallel electric field E‖ is very small or vanishing
for a plasma close to equilibrium [3]. The guiding centre is the gyrocentre of the
gyrating particle motion. This is shown in figure 2.1.
Figure 2.1. Relationship between guiding centre trajectory and actual trajectory of a
particle in the presence of a magnetic field [9].
We next consider particle trajectories in electric and magnetic fields that are
no longer spatially or temporally uniform. The magnetic field is assumed to not
vary much over a gyro-period or gyro-radius. This assumption can be stated as
follows
rL∇B ≪ B (2.1.18)
1
Ω
∂B
∂t
≪ B (2.1.19)
The electric field is assumed to be comparable to the magnetic field. The particle
position can be written in terms of its radius of gyration rL and guiding centre
radius xgc as
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x(t) = rL(t) + xgc(t) (2.1.20)
This rapid gyrating motion can be averaged out and only the motion of the
guiding centre considered. The velocity can be divided into the guiding centre
velocity U and gyration velocity u as v = U+ u. Taking the gyrophase average
of equation 2.1.16, the first order guiding centre equation of motion is recovered
m
dU0
dt
= eE‖b+ eU1 ×B− µ∇B (2.1.21)
where µ = mu2⊥/2B is the magnetic moment, which is found to be an invariant
of the system, and u⊥ is the perpendicular velocity of the particle. From this
equation the first order perpendicular drift velocity can be recovered. Thus, the
motion of a charged particle in spatially and temporally varying electric and
magnetic fields is found to consist of gyration about the guiding centre with
a velocity u⊥ determined by the magnetic moment, and a perpendicular drift
consisting of the E × B drift and a first order perpendicular drift. The E × B
drift and the magnetic drift component of the first order perpendicular drift are
demonstrated in figure 2.2 (a) and (b) respectively.
(a) (b)
Figure 2.2. (a) The perpendicular E×B drift originates from the alternating acceleration
and deceleration of particles in the presence of an electric field, resulting in a changing gyro-
radius. (b) The magnetic drift results from the variation of the gyro-radius in the presence
of a finite magnetic field gradient [10].
The parallel motion of the particle is determined by taking the parallel com-
ponent of the first order guiding centre equation of motion. The first order
perpendicular drift velocity takes the following form [3]
U1⊥ =
µ
mΩ
b×∇B + U0‖
Ω
b× db
dt
+
b
Ω
× dvE
dt
(2.1.22)
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This expression can be simplified and three physically distinct drifts identified.
The first is called the magnetic drift and has the following form
Umag =
µ
mΩ
b×∇B (2.1.23)
This results from the particle gyrating in a region with a finite magnetic field
gradient. As the particle moves into a region with a higher magnetic field, the
radius of gyration will decrease as rL ∝ 1/B.
Figure 2.3. The magnetic curvature drift originates from particles following curved mag-
netic field lines and experiencing a centrifugal force as a result [10].
Thus the orbit will not fully close and the particle guiding centre will drift in
a direction perpendicular to the magnetic field gradient and the local magnetic
field direction [3], as demonstrated in figure 2.2 (b). Upon simplification, the
most important contribution to the second term in equation 2.1.22 is found to be
Ucurv =
U20‖
Ω
b× (b · ∇)b (2.1.24)
This is called the magnetic curvature drift, as demonstrated in figure 2.3. This
nomenclature arises from the (b · ∇)b terms which can be identified as a vec-
tor, known as the radius of curvature, pointing towards the centre of a circle
approximated by the local magnetic field line, and with a magnitude inversely
proportional to the radius of this circle [3]. The centripetal acceleration caused
by the magnetic field curvature gives rise to a drift velocity perpendicular to the
radius of curvature and the direction of the local magnetic field. The final term
in equation 2.1.22 can be simplified to
Upolz =
1
Ω
d
dt
(
E⊥
B
) (2.1.25)
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This describes a drift due to a constant change in the polarisation of the plasma
caused by a continuous change in the perpendicular electric field in time, known
as the polarisation drift. This is independent of the parallel electric field and is
much greater for ions than for electrons due to the Ω−1 term preceding it [3].
Particle orbits In a tokamak, the magnetic field has a 1/R dependence, where
R is the plasma major radius. Particles with sufficient parallel velocity will be
able to circulate around the torus freely.
(a) (b)
Figure 2.4. (a) Parallel magnetic field gradient results in Lorentz force reducing υ‖
component of velocity, eventually reversing its sign at the reflection point. The magnetic
moment µ is conserved as magnetic field strength increases. (b) This velocity behaviour
leads to the mirror principle of magnetic confinement [10].
These are known as passing particles. Those with insufficient parallel velocity
will be trapped on the outer side of the torus as they are unable to overcome the
mirror force resulting from the poloidal variation of the magnetic field. These are
known as trapped particles and they will bounce between turning points [1], as
demonstrated in figures 2.4 and 2.5.
The magnetic moment µ = mv2⊥/2B is a constant of motion to the lowest order,
that is dµ/dt = 0. The mirror force that causes the particle trapping can be
thought of as a force F = −µ∇‖B on the magnetic moment and is demonstrated
in figures 2.4 (a) and (b). The minimum magnetic field Bmin experienced in
a particle orbit will occur at the median plane [1]. From the constancy of the
magnetic moment µ, the following is found to be true
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v2⊥
B
=
v2⊥0
Bmin
(2.1.26)
where v2⊥0 is the perpendicular velocity at the median plane. At the mirror point,
the trapped particle will have v‖ = 0. From the conservation of energy, this leads
to [10]
1
2
mv2 =
1
2
mv2‖0 +
1
2
mv2⊥0 ≤ µBmax (2.1.27)
The maximum magnetic field at the bounce point Bmax is recovered by combining
these two equations, and the trapping condition is given by [1]
v‖0
v⊥0
≤ (Bmax
Bmin
− 1)1/2 (2.1.28)
Thus, any particles at the median plane satisfying this condition will be trapped,
while the rest will pass unobstructed around the torus.
Figure 2.5. Demonstration of different components of particle motion in a tokamak
plasma, including bounce motion in the poloidal direction, drift toroidal motion and cy-
clotron motion. Passing particle orbits, as well as the dependence of the turning points
of the different types of trapped particle orbits on the toroidal magnetic field are also
shown [11].
2.1.3 Ideal magnetohydrodynamics (MHD)
It is desirable to work in a system that can describe the macroscopic behaviour of
a plasma. This is provided by ideal magnetohydrodynamics (MHD), in which the
plasma is treated as a perfectly conducting fluid which can be described by a few
local variables such as the mass density, kinetic temperature and fluid velocity [3].
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The evolution of these variables is governed by a set of equations similar to those of
hydrodynamics, but with the effects of electromagnetic forces included. The pre-
Maxwellian equations are also included in the set of ideal MHD equations 2.1.29-
2.1.35, which provides a single fluid, long-wavelength, low-frequency description
of the macroscopic plasma behaviour [8].
dρ
dt
= −ρ∇ · v (2.1.29)
ρ
dv
dt
= J×B−∇p (2.1.30)
dp
dt
= −γp∇ · v (2.1.31)
∇×B = µ0J (2.1.32)
∂B
∂t
= −∇×E (2.1.33)
E+ v×B = 0 (2.1.34)
∇ ·B = 0 (2.1.35)
Here, E and B are the electric and magnetic fields, J is the current density, ρ the
mass density, v is the fluid velocity, p is the pressure and γ is the ratio of specific
heats. d/dt = ∂/∂t + v · ∇ is the convective derivative.
Ideal MHD equilibrium The discussions in the following sections concern
the properties of ideal MHD equilibrium, the plasma safety factor and plasma
diamagnetism and follow primarily the discussions in [1, 3, 8, 12]. In order to
facilitate a sustained fusion reaction it is necessary that the plasma achieve a
stable, stationary configuration. This is to ensure that it does not come into
contact with the surrounding surfaces, leading to a disruption of the plasma.
These conditions are also necessary so that a large enough β value can be achieved
in order to output sufficient energy to operate a viable fusion power plant, while
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maintaining the stability of the plasma [8].
The subject of tokamak equilibrium can be divided into two main aspects. Firstly,
the pressure of the plasma and the forces due to the magnetic field must be
balanced. Secondly, the shape and position of the plasma must be controlled.
This is achieved via currents in the external coils surrounding the plasma, as has
been described in section 1.4. A stationary, perfectly conducting plasma can be
described by the following set of reduced ideal MHD equations
∇p = J×B (2.1.36)
∇×B = µ0J (2.1.37)
∇ ·B = 0 (2.1.38)
where p is the total scalar pressure, J is the current density, B is the magnetic
field and µ0 is the vacuum permeability. Assuming a right-handed, cylindrical
coordinate system, described by the coordinates R, φ, Z, with ∂/∂φ = 0 from
toroidal axisymmetry, an equation describing an axisymmetric toroidal plasma
equilibrium can be derived. This equation, known as the Grad-Shafranov equa-
tion (GSE) [13, 14], is a two-dimensional, non-linear, elliptic partial differential
equation, and is stated as follows
−(∂
2ψ
∂R2
− 1
R
∂ψ
∂R
+
∂2ψ
∂Z2
) = µ0R
2p′(ψ) + FF ′(ψ) = µ0Rjφ (2.1.39)
where jφ is the toroidal current density and ψ is the poloidal magnetic flux per
radian. F = RBφ = µ0Ipol/2π, where Ipol(ψ) is the poloidal current unique
to every point on the flux surface labelled by the poloidal flux value ψ [8, 12].
p′(ψ) = dp/dψ and FF ′(ψ) are arbitrary functions of ψ [12]. The left hand side
of the equation includes the elliptic operator −∆∗, and is given by [8]
−∆∗ψ = −(∂
2ψ
∂R2
− 1
R
∂ψ
∂R
+
∂2ψ
∂Z2
) (2.1.40)
which is almost identical to the Laplacian operator in cylindrical coordinates, save
for the minus sign before the 1/R term. The stability of ideal MHD equilibria is
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discussed in section 3.2.1 in the context of ideal MHD wave theory.
Safety factor The safety factor q is so called because of the role it plays in
determining plasma stability. In general, higher q values will lead to greater
stability. In an axisymmetric tokamak equilibrium, each magnetic field line has
a q value associated with it. This gives a measure of the helicity of the field line.
If at some toroidal angle φ the field line has a certain position in the poloidal
plane, it will return to that position in the poloidal plane after a change of ∆φ
in the toroidal angle. The q-value of this field line is then defined by [1]
q =
∆φ
2π
(2.1.41)
Rational values of q play an important role in stability, and their significance
in the context of the analysis conducted in this work will become clear in later
chapters. Again, following the description given in [1], if q = m/n, where m and
n are integers, then the magnetic field line will join up on itself after m toroidal
and n poloidal rotations around the torus. The radial q-profile usually has its
minimum value at, or close to, the magnetic axis and increases outwards. In the
case of a large aspect-ratio and circular cross section plasma, the behaviour of q
is simply determined by the toroidal current density profile j(r), where r is the
radius of the plasma [1]. From Ampe´re’s law, an expression for the q value at a
certain radial position in terms of the total current I(r) at that position and the
toroidal magnetic field Bφ is given by [1]
q(r) =
2πr2Bφ
µ0I(r)R
(2.1.42)
Plasma diamagnetism Upon considering the momentum equation 2.1.30 in
the drift limit, the perpendicular velocity for both the ions and electrons can be
written in terms of the E×B velocity vE and a second drift term vds resulting from
an additional, non-magnetic force on the particles. The perpendicular velocity is
given by
v⊥s = vE + vds (2.1.43)
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where vE = E × B/B2, vd = −∇p × B/nqB2 and s is the particle species. vd
is known as the diamagnetic drift velocity. As described in [3], this name stems
from the fact that the diamagnetic current
jd = −en(vde − vdi) = −
∇p×B
B2
(2.1.44)
generally acts to reduce the magnetic field inside the plasma. Physically, the drift
arises from the presence of gradients in the temperature and density.
Figure 2.6. Demonstration of the origin of the diamagnetic drift velocity vd in the
presence of finite density and temperature gradients [10].
At a given point on the plasma radius, the presence of a density gradient
means that a net particle flux will exist in a given direction, giving rise to a drift
velocity. This process is demonstrated in figure 2.6. It should be pointed out that
the diamagnetic flows represent fluid flows for which there is no corresponding
motion of the particle guiding centres but which nevertheless stem from real fluid
velocities. The ion and electron diamagnetic drifts will be of similar magnitudes
but in opposite directions [3].
2.2 Plasma heating
There are a number of plasma heating methods available at ASDEX Upgrade.
One of these is through Ohmic heating, which results from current flowing through
a plasma of finite resistivity. However, the plasma can also be heated via a num-
ber of external sources. These include injecting neutral ions into the plasma to
heat it through collisions, a method known as neutral beam injection (NBI), and
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the introduction of radio frequency waves into the plasma to heat it through res-
onant absorption, known as radio frequency (RF) heating. RF heating can be
sub-divided into ion cyclotron resonance heating (ICRH) and electron cyclotron
resonance heating (ECRH), that preferentially heat the ions and electrons respec-
tively. The basic theory and implementation of these systems is described in this
section, following the descriptions given in [1, 5, 6].
2.2.1 Ohmic heating
As has been described in section 1.3, the poloidal magnetic field in a tokamak
is induced by a toroidal plasma current, which is itself a result of the varying in
time of the magnetic flux through the central solenoid. The toroidal current will
result in the plasma being heated in the presence of finite resistivity, a results of
collisions between electrons and ions. This is known as Ohmic heating and its
heating power density is given by PΩ = ηj
2, where η is the plasma resistivity and
j is the current density [1]. As η ∝ T−3/2e , the efficiency of the Ohmic heating
power falls off rapidly with increasing Te. At ASDEX Upgrade approximately
1MW of Ohmic heating power is available. Thus, Ohmic heating alone is not
sufficient to achieve the temperatures necessary to reach ignition, motivating the
usage of external heating sources.
2.2.2 Ion cyclotron resonance heating (ICRH)
ICRH power can be launched into the plasma and be absorbed by either ions or
electrons, thereby heating the plasma. Direct absorption by the ions occurs at
specific locations R where the frequency ω matches the local cyclotron frequency
of the ions ωci, i.e. where ω = ωci(R). The resonance is subject to Doppler
broadening, resulting in a resonance width δx = (k‖υti/ωci)R, where k‖ is the
parallel wavenumber and υti is the thermal ion velocity. This resonance is achieved
by using a small concentration of the resonating species in a majority of non-
resonating ions, in a scenario known as minority heating. The wave can also be
absorbed at the harmonics of the cyclotron resonances of the ions, if their Larmor
radius is large enough [1, 6]. At ASDEX Upgrade, ICRH power can be launched
into the plasma by four antennas, as shown in figure 2.7 (a). These are powered
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by four generators, each with an output power of 2MW.
2.2.3 Electron cyclotron resonance heating (ECRH)
ECRH power is absorbed by electrons when ω = nωce, where n is an integer
and indicates the harmonic number. Since ωce ≥ ωpe, only electrons respond to
electron cyclotron waves and only they are heated directly. Up to 4MW of ECRH
power can be launched into the plasma at ASDEX Upgrade [1].
2.2.4 Neutral beam injection heating (NBI)
(a) (b)
Figure 2.7. (a) Direction of NBI beam sources and locations of ECRH/ICRH launchers
in toroidal plane. (b) Typical path of NBI beams in poloidal plane [5].
Neutral atoms injected into a tokamak plasma travel in straight lines as they
are unaffected by the magnetic field. The atoms become ionised through collisions
with the particles that form the plasma and the resulting ions and electrons are
subject to confinement by the magnetic field due to their charge. Since the ions
and electrons have the same velocity, the energy is carried almost entirely by
the more massive ions. Once ionised, the ions have orbits determined by their
energy, angle of injection and point of deposition. The energy of the injected
ions is gradually transferred to the plasma electrons and ions through Coulomb
collisions. Thus, the injected ions are initially slowed and eventually thermalised
[1].
At ASDEX upgrade, the NBI system consists of two injectors, each equipped with
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four ion sources. These are capable of injecting up to 20MW into the plasma.
The ion sources are arranged in a rectangle, with one pair of beams injecting
more normal and the other more tangential to the plasma [6]. The positioning of
these sources as well as those of the ECRH and ECRH systems is demonstrated
in figure 2.7.
2.3 Plasma diagnostics
An extensive suite of diagnostics is available at ASDEX Upgrade in order to
measure different plasma parameters. For this work, the most important diag-
nostics are those that measure the electron and ion temperatures and densities,
and those that provide information concerning the frequency and amplitude of
different types of mode activity. Measurements of the temperature and den-
sity are provided by the electron cyclotron emission (ECE), Thomson scattering,
interferometry, lithium beam (LIB) and charge exchange recombination spec-
troscopy (CXRS) diagnostics. Measurements of the mode activity are provided
by the Mirnov coil, soft x-ray (SXR) and 2D electron cyclotron emission imag-
ing (ECEI) diagnostics. A short description of each is presented in the follow-
ing sections. The discussions in sections 2.3.1-2.3.9 primarily follow those given
in [15–18], [1], [21, 22], [23] and [24].
2.3.1 Mirnov coils
Information about the characteristics of modes in a tokamak plasma can nor-
mally be obtained through observations of the magnetic field perturbations that
these modes cause. This information includes the frequency at which the modes
rotate, the poloidal and toroidal mode numbers, as well as the magnetic pertur-
bation amplitude. From Faraday’s law 2.3.1, it is known that a magnetic field
that changes in time induces an electric field
V =
∮
C
E · dl = − ∂
∂t
∫
S
B · dS (2.3.1)
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In the presence of a conducting loop, a voltage is induced in this loop due to the
magnetic field changing in time, as presented in equation 2.3.1 [15]. By measuring
the amplitude of this voltage, the degree to which the magnetic field changes in
time can be recovered. At ASDEX Upgrade many such coils, known as Mirnov
coils, are positioned about the plasma in both the poloidal and toroidal planes,
as demonstrated in figure 2.8. From these arrays of Mirnov coils, information
about magnetic perturbations resulting from modes can be obtained [15].
Ballooning
Coils
Ballooning 
Coils
(a) (b)
Figure 2.8. Mirnov coil arrays at ASDEX Upgrade in (a) poloidal and (b) toroidal
planes [6].
2.3.2 Soft X-ray (SXR)
Soft x-ray cameras are one of the main plasma diagnostics utilised in current
fusion research. The plasma temperature in tokamaks has its maximum in the
soft x-ray spectral region (100eV to 10keV). The detection of soft x-ray radia-
tion from a fusion plasma allows the investigation of various MHD instabilities
and provides information on equilibrium data [16]. The soft x-ray diagnostic at
ASDEX Upgrade provides 208 lines of sight of the plasma, 128 of which have
a fast sampling rate of 2MHz [16]. The orientations of these lines of sight are
demonstrated in figure 2.9 (a).
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Figure 2.9. (a) Lines of sight of soft x-ray cameras K, J, I, H, F and G at ASDEX
Upgrade. (b) Example of ECE channel positions at ASDEX Upgrade for discharge 25546
at t = 2.0s.
2.3.3 Electron cyclotron emission (ECE)
The electron cyclotron emission (ECE) diagnostic provides a measures of the elec-
tron temperature. In a hot, magnetised plasma, electrons gyrate around magnetic
field lines. Because of this accelerated motion they emit electromagnetic radia-
tion at discrete angular frequencies ω = nωce where n is the harmonic number
and the electron cyclotron resonance angular frequency is given by
ωce =
eB
me
(2.3.2)
Here, B is the total magnetic field, e is the elementary charge and me the elec-
tron mass in the laboratory frame, at low harmonics of the cyclotron frequency.
Radiometry of electron cyclotron emission (ECE) can be used to determine the
electron temperature of the plasma. In a toroidal configuration, the magnetic
field is inhomogeneous, so that the spectral resolution of ECE measurements
translates into spatial resolution. For example, in a tokamak the major magnetic
field component is the toroidal field Bt = Bt(R) ∝ 1/R generated by external
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coils, where R is the major radius. Spectrally resolved ECE measurements along
one single radial line of sight yield a radial Te profile [1, 17].
2.3.4 Electron cyclotron emission imaging (ECEI)
Figure 2.10. Schematic demonstrating operation of 2D ECEI system at ASDEX Upgrade
[18].
The principles governing the 1D ECE diagnostic have been described in sec-
tion 2.3.3. At ASDEX Upgrade, a 2D electron cyclotron emission imaging (ECEI)
system is available for the investigation of the 2D electron temperature dynamics
of reactor relevant instabilities. The same principles employed in the 1D ECE
diagnostic are used for 2D ECEI, except that multiple lines of sight are simulta-
neously quasioptically imaged onto a linear array of diode detectors. Each of the
lines of sight is treated as a 1D ECE radiometer. This gives direct 2D measure-
ments of the electron temperature, radially resolved due to the frequency resolved
measurement of the ECE intensity along each line of sight, vertically resolved due
to the multiple lines of sight corresponding to the detectors on the array [18]. A
schematic demonstrating the operation of the 2D ECEI system is shown in figure
2.10.
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2.3.5 Interferometry
The line integrated electron density at different radial locations can be obtained
at ASDEX Upgrade from the interferometry diagnostic. At frequencies that are
large compared to the plasma frequency, the change in the phase of a beam of
coherent radiation passing through a plasma compared to that of a reference beam
is proportional to the electron density integrated along the beam probing the
plasma. This phase difference can be measured by a Mach-Zehnder interferometer
arrangement which causes one of the beams to be shifted in frequency. Upon
recombining the reference beam with the frequency shifted radiation, a beat signal
at the difference frequency ∆ω0 is produced. From the variation in phase of the
probing beat signals with respect to the reference beat signals, the line integral
of the density may be deduced [1].
2.3.6 Thomson scattering
The electron temperature can be determined at ASDEX Upgrade using the Thom-
son scattering diagnostic which measures the scattering of light from free elec-
trons. The electron temperature is determined from the degree of broadening of
the spectrum of the scattered laser radiation [1].
2.3.7 Lithium beam
The lithium beam diagnostic provides a measure of the electron density in a
tokamak plasma. High energy Li atoms are injected into the plasma and from
observing the resonant line radiation of the injected Li-beam, it is possible to
deduce the electron density profile [21, 22].
2.3.8 Integrated data analysis (IDA)
In nuclear fusion, different measurement techniques for the same physical quantity
often provide complementary and redundant information. At ASDEX Upgrade,
the concept of integrated data analysis (IDA) within the framework of Bayesian
theory has been applied to the combined analysis of lithium beam emission spec-
troscopy (LIB), deuterium cyanide laser interferometry, electron cyclotron emis-
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sion (ECE), and Thomson scattering spectroscopy. These four heterogeneous
diagnostics enable the simultaneous estimation of the electron density and tem-
perature profiles with high spatial and temporal resolution [23].
2.3.9 Charge exchange recombination spectroscopy
(CXRS)
Ion temperature and rotation in a plasma can be measured by an active charge
exchange recombination spectroscopy (CXRS). The light emitted due to charge
exchange reactions between fully ionised impurity ions and injected neutral atoms
yields localised information about the impurity ion temperature and velocity from
the Doppler widths and Doppler shifts of the measured spectra. At ASDEX
Upgrade, toroidal CXRS systems viewing the core and the edge of the plasma
provide temporally and radially resolved CXRS profiles [24].
2.4 Sawtooth instability
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Figure 2.11. Sawtooth activity from t = 2.20 − 2.50s during discharge 25546, showing
crashes in temperature measured by ECE channel 60 located inside q = 1 surface and heat
pulses measured by ECE channel 50 located outside q = 1 surface.
The sawtooth instability is one of the most important instabilities observed in
a tokamak plasma. It is characterised by a repetitive crash of the central electron
temperature [25], with figure 2.11 demonstrating this distinctive temporal evolu-
tion of the electron temperature Te from which the instability derives its name.
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It can be seen that Te rises during the stable ramp phase before a collapse in Te
occurs, with the associated thermal energy being released to the outer part of
the plasma in the form of a heat pulse [1]. The sawtooth instability is associated
with the existence of a kink instability in the plasma, with toroidal and poloidal
mode numbers (m,n) = (1, 1). This indicates the existence of a q = 1 surface in
the plasma.
A model to explain the sawtooth instability has been proposed by Kadomtsev [26]
which is based on fast magnetic reconnection. This model proposes that the kink
mode would drive magnetic reconnection of the helical flux between the axis and
the q = 1 surface with an equal and opposite flux outside the q = 1 surface. The
Kadomtsev model, in which the (1, 1) island results in a new magnetic axis after
the crash, provides some insight into the sawtooth instability. However, it has
been shown that the model is in contradiction with many experimental obser-
vations and cannot explain the measured safety factors nor the existence of the
(1, 1) mode after the crash [16]. Thus, it is clear that a revised model is required
to fully explain the sawtooth instability. This instability will form a central part
of the analysis conducted in this work.
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Chapter 3
Theoretical overview of
low-frequency Alfve´n eigenmodes
In this chapter an overview of the fundamentals of Alfve´n eigenmode theory is
presented. This overview begins with a discussion of ideal MHD waves before
proceeding with a discussion of the kinetic theory of low-frequency Alfve´n eigen-
modes, including why the kinetic description is necessary to describe these waves
accurately.
3.1 Ideal MHD wave theory
The ideal MHD equations can be used to determine a static equilibrium plasma
configuration, favourable for the confinement of a tokamak plasma. However, it
is also necessary to consider the stability of such a configuration. This can be
achieved by linearising the ideal MHD equations and considering the stability
of the small-amplitude waves that are recovered from them. These waves can
propagate in both homogeneous and inhomogeneous plasma configurations and
can couple in the latter, potentially leading to unstable modes.
3.1.1 Ideal MHD waves in a homogeneous plasma
The types of waves that will primarily be considered for the remainder of this
work are of small amplitude and exist in the low-frequency regime, well below
the ion cyclotron frequency. Essentially, they result from interactions between
the magnetic field and plasma fluid.
In sections 3.1 and 3.2 we follow closely the treatment of these waves presented
in [8, 27, 28], and begin by considering the ideal MHD equations in an infinite,
stationary and homogeneous plasma permeated by an infinite, homogeneous and
unidirectional background magnetic field. In this configuration the plasma equi-
librium parameters are given by [8]
B = B0ez, ρ = ρ0 (3.1.1)
J = 0, v = 0, p = p0 (3.1.2)
where B0, ρ0 and p0 are the equilibrium magnetic field, mass density and pressure
respectively, with each assumed to be constant. ez is the unit vector in the
magnetic field direction. In this configuration there are no gradients in the plasma
i.e.
∇p = ∇ρ = J = 0 (3.1.3)
Linearisation of the ideal MHD equations If we assume an essentially
static bulk plasma, with only small magnitude perturbations over the time-scale of
interest, then the ideal MHD equations can be linearised by taking each quantity
to be the sum of a zeroth order time-independent equilibrium component and
a small first order time-dependent perturbation [27]. The linearised ideal MHD
equations are then given by equations 3.1.4-3.1.10
∂ρ1
∂t
+∇ · (ρ0v1) = 0 (3.1.4)
ρ0
∂v1
∂t
+∇p1 − J1 ×B0 − J0 ×B1 = 0 (3.1.5)
∂p1
∂t
+ v1 · ∇p0 + γp0∇ · v1 = 0 (3.1.6)
∇ ·B1 = 0 (3.1.7)
32
∂B1
∂t
+∇×E1 = 0 (3.1.8)
∇×B1 − µ0J1 = 0 (3.1.9)
E1 + v1 ×B0 = 0 (3.1.10)
whereB1, E1, J1, ρ1 and p1 are the perturbed magnetic field, electric field, current
density, mass density and pressure respectively and γ is the adiabacity index.
[27]. Upon Fourier analysing the above linearised equations, with k = k⊥ey +
k‖ez, where k⊥ and k‖ are the components of the wavevector in the directions
perpendicular (ey) and parallel (ez) to the equilibrium magnetic field, the relevant
perturbed fluid and electromagnetic variables can be written in terms of the
perturbed fluid velocity v1 as follows [8]
ωρ1 = −ρ0(k · v1) (3.1.11)
ωp1 = −γp0(k · v1) (3.1.12)
ωB1 = k× (v1 ×B0) (3.1.13)
ωJ1 = ik× [k× (v1 ×B0)] (3.1.14)
Ideal MHD wave dispersion relation Substituting these quantities into the
linearised momentum equation 3.1.5 and setting the determinant of the resulting
system of linear equations to zero, the following dispersion relation is recovered
[8] [27]
(ω2 − k2‖υ2A)[ω4 − (υ2A + c2s)k2ω2 + (υAcskk‖)2] = 0 (3.1.15)
where vA = B0/
√
µ0ρ0 is the Alfve´n speed, cs =
√
γp0/ρ0 is the sound speed
and k2 = k2‖ + k
2
⊥ [8]. For the remainder of this section we will look in detail at
the properties of the solutions to equation 3.1.15 and elucidate their fundamental
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position within the study of Alfve´n eigenmodes in a tokamak plasma.
From the form of equation 3.1.15, three different modes of oscillation of the
plasma or waves are expected [27]. The first mode, resulting from the term in
parentheses, is known as the shear Alfve´n wave and has a dispersion relation
given by
ω2 = k2‖v
2
A (3.1.16)
The two remaining modes are known as the fast ωF and slow ωS magnetoacoustic
waves and result from the positive and negative roots of the quadratic expression
in ω2 in equation 3.1.15 respectively [27]
ω2F,S =
k2
2
(c2s + υ
2
A)

1±
√
1− 4
k2‖
k2
υ2Ac
2
s
(υ2A + c
2
s)
2

 (3.1.17)
Coordinate system Before discussing the properties of these waves, it is in-
structive to introduce the following perturbed field variables to describe them
∇ · υ1, υ1z, B1z, J1z, ρ1, ξ1z (3.1.18)
where ξ1z = (∇ × υ1)z is the fluid vorticity in the equilibrium magnetic field
direction [28]. These appear in the set of six differential equations that can be
formed by manipulating the linearised MHD equations 3.1.4-3.1.10. Two of these
equations describe the properties of the shear Alfve´n wave while the remaining
four describe those of the magnetoacoustic waves [28].
The nature of the coupling of these equations means that some of these variables
can be set equal to zero when treating each type of wave. It is also useful to
define a number of unit vectors to describe the orientation of the wave-vectors
and perturbed variables. As such, b and kˆ are defined as the unit vectors in the
equilibrium magnetic field B0 and wave-vector k directions respectively. Finally,
we define two further vectors, a and t, to describe the orientation of the wave
polarisations [28]. These are given by the following expressions
a = − k×B0|k×B0| (3.1.19)
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t = a× kˆ (3.1.20)
Assuming that the wavevector lies in the x-z plane, the unit vectors assume the
following forms [28]
b = (0, 0, 1), kˆ = (sin θ, 0, cos θ) (3.1.21)
a = (0, 1, 0), t = (cos θ, 0,− sin θ) (3.1.22)
where θ is the angle between the wavevector k and the equilibrium magnetic
field direction b. Figure 3.1 shows the orientation of the unit vectors defined in
equations 3.1.19 - 3.1.22. We begin by considering the properties of these waves
in a homogeneous plasma.
b
κ
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a
y
z
x
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90
θ
k
Figure 3.1. Coordinate system and unit vectors for ideal MHD waves in a homogeneous
plasma [28].
3.1.2 Shear Alfve´n waves
The shear Alfve´n wave, with dispersion relation ω2 = k2‖v
2
A, is a transverse electro-
magnetic wave, meaning that the magnetic field and fluid velocity perturbations,
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B1 and v1 respectively, are perpendicular to the equilibrium magnetic field direc-
tion b. This transverse polarisation will be referred to as Alfve´nic polarisation
for the remainder of this work. In cylindrical geometry, the shear Alfve´n wave
is referred to as a torsional wave, with adjacent magnetic surfaces able to shear
past one another without coupling [28]. Shear Alfve´n waves are incompressible,
meaning that they result in no density or pressure perturbations (ρ1 = p1 = 0).
Mathematically, the properties of the shear Alfve´n wave can be understood by
considering the characteristic variables defined in equation 3.1.18. For a purely
Alfve´nic wave, only the perturbed field variables ξ1z and J1z are involved and all
others can be set equal to zero [28]. Thus, assuming that the wave only propagates
in the x-z plane (ky = 0), and with v1z = ∇ · v1 = ikxv1x = 0, it is found that
only v1y 6= 0 and the velocity perturbation is purely in the y-direction. Likewise,
as B1z = ∇ ·B1 = ikxB1x = 0, only B1y 6= 0 and the magnetic field perturbation
is also purely in the y-direction, perpendicular to the equilibrium magnetic field
and wave-vector directions. Furthermore, as ∇ · v1 = 0, there are no pressure
or density perturbations associated with a purely Alfve´nic mode [28]. The field
lines are deformed but not compressed by the flow of ions, which is described by
the vorticity ξ1z = (∇×υ1)z, resulting in a field aligned current J1z which acts to
reduce the field line bending through its induced magnetic field perturbation [28].
(a) (b)
Figure 3.2. (a) Equilibrium magnetic field configuration with uniform fluid element
distribution. (b) Magnetic field and plasma fluid element configuration resulting from the
propagation of a shear Alfve´n wave in a uniform plasma.
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Physically, the shear Alfve´n wave describes an oscillatory exchange of energy
involving the perpendicular plasma kinetic energy and the potential energy of
deformation of the magnetic field lines. From equation 3.1.16 it is clear that
the shear Alfve´n wave is independent of k⊥, and that it will propagate in the
equilibrium magnetic field direction at the Alfve´n speed vA. The phase velocity of
the wave, υA = ω/k, is independent of k, meaning that the wave is dispersionless.
Figure 3.2 gives a simple illustration of the way in which the plasma and the
magnetic field behave in the presence of a shear Alfve´n wave. The magnetic field
lines will initially not be deformed, and the fluid elements will be stationary in
the equilibrium situation, as seen in figure 3.2 (a). However, as presented in figure
3.2 (b), in the presence of a shear Alfve´n wave, the magnetic field lines will be
perturbed in the the direction perpendicular to that of the equilibrium magnetic
field B0. The fluid will also be displaced in accordance with the ideal MHD
principle of flux conservation. The black arrows extending from the fluid elements
indicate the direction in which this displacement has taken place. Thus, it is clear
that while the individual fluid elements will move relative to one another, the local
particle density will remain constant and no density or pressure perturbations will
arise.
3.1.3 Fast and slow magnetoacoustic waves
ω2F,S =
k2
2
(c2s + υ
2
A)

1±
√
1− 4
k2‖
k2
υ2Ac
2
s
(υ2A + c
2
s)
2

 (3.1.23)
Unlike the shear Alfve´n wave, the positive and negative roots of equation 3.1.23,
known as the fast and slow magnetoacoustic waves respectively, result from the
coupling between magnetic compression and fluid compression [27]. The frequen-
cies of the waves are ordered such that ωF > ωA > ωS, where ωF,S are the
frequencies of the fast and slow magnetoacoustic waves respectively and ωA that
of the shear Alfve´n wave. Both the fast and slow waves possess similar magnetic
field polarisations and both are stable in a uniform plasma. This is clear from
observing that the term under the square root in equation 3.1.23 never assumes a
negative value, ensuring a real solution in all cases. The characteristic variables
associated with these waves are∇·υ1, υ1z, B1z and ρ1 [28]. Thus, as suggested by
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their relation to the compression of the magnetic field and fluid, the latter result-
ing from the fact that ∇·υ1 6= 0, both waves will lead to density perturbations ρ1
and magnetic field perturbations B1z collinear to the equilibrium magnetic field.
(a) (b)
Figure 3.3. (a) Equilibrium magnetic field line configuration (b) Magnetic field line
configuration resulting from presence of a compressional Alfve´n wave propagating perpen-
dicular to B0 in a uniform plasma. The magnetic field perturbation vector is parallel to
B0
The two magnetoacoustic waves can be better understood by considering each
separately in the low β regime where υ2A ≫ c2s [8, 27, 28]. In this regime, the fast
magnetoacoustic wave reduces to the compressional or fast Alfve´n wave, which
has a dispersion relation ω2 = k2υ2A and which describes the interplay between
the energy needed to compress and bend the magnetic field and the perpendicular
plasma kinetic energy [27]. As the parallel velocity is of order β compared with
the perpendicular energy, the wave is nearly transverse, with v1y ≫ v1z [8, 27].
If we assume that the compressional Alfve´n wave is propagating perpendicular
to the equilibrium magnetic field direction, we find from equation 3.1.19 that
the perturbed magnetic field B1 ∝ t is parallel to B0. This will alternately
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strengthen or weaken the magnetic field spatially, depending on the form of the
magnetic field perturbation B1z. This effect of the presence of the compressional
Alfve´n wave on the equilibrium magnetic field is demonstrated in figure 3.3.
In this simple representation, when the magnetic perturbation B1 is parallel to
B0, hence strengthening it, then the magnetic field lines are closer together.
Conversely, when the magnetic perturbation is anti-parallel to B0, the magnetic
field will be weakened and the field lines will be farther apart.
In the case where the direction of propagation is parallel or anti-parallel to
the equilibrium magnetic field, the fast wave loses its compressional character
and becomes degenerate with the Alfve´n wave in the sense that it has a phase
velocity υA and a perturbed magnetic field which is perpendicular to B0 [28].
In the low β regime, again assuming parallel or anti-parallel propagation, the slow
magnetoacoustic wave reduces to a pure sound wave. This possesses a dispersion
relation ω2 = k2‖c
2
s and describes a basic oscillation between parallel plasma kinetic
energy and plasma internal energy [8]. This wave does not propagate in the
perpendicular direction and is nearly longitudinal, with v1z ≫ v1y [8, 27].
In an incompressible plasma, where cs → ∞, the magnetic pressure is no longer
dominant and is balanced by the particle pressure [28]. In this case, only the
magnetic tension contributes and the dispersion relation reduces to that of the
shear Alfve´n wave [28]. However, a difference does remain in that the sound
wave will have a magnetic field which is polarised in the t direction, and hence
will possess a component in the equilibrium field direction, unlike the pure Alfve´n
wave [28]. This consideration as to whether a plasma is incompressible or not will
become vital when looking at the existence conditions for certain low-frequency
Alfve´n eigenmodes in the sections that follow.
39
3.2 Shear Alfve´n waves in an inhomogeneous
plasma
3.2.1 Stability properties of shear Alfve´n spectrum
Before considering the general properties of Alfve´n waves in an inhomogeneous
plasma it is instructive to briefly consider the stability properties resulting from
the ideal MHD description. Following the description given in [8], this can be
defined as a normal mode problem and all perturbed quantities written in terms
of the vector defined as
v1 =
∂ξ
∂t
(3.2.1)
where ξ represents the plasma displacement away from equilibrium [8]. This gives
the following expressions for the perturbed variables
ρ1 = −∇ · ρ0ξ (3.2.2)
p1 = −ξ · ∇p0 − γp0∇ · ξ (3.2.3)
B1 = ∇× (ξ ×B0) (3.2.4)
Upon substituting these quantities into the linearised momentum balance equa-
tion, the following expression is obtained:
−ω2ρ0ξ = F(ξ) (3.2.5)
where the force operator F(ξ) is given by
F(ξ) = (∇×B1)×B0 + (∇×B0)×B1 −∇p1 (3.2.6)
Three important results arise from an examination of the properties of the force
operator [8]. Firstly, it is found that F is self-adjoint. Secondly, this self-
adjointness means that the eigenvalues of the system ω2 are purely real. Thus
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the stability transition occurs when ω2 = 0, modes with ω2 > 0 corresponding to
oscillating modes and those with ω2 < 0 corresponding to unstable modes which
grow exponentially. Finally, it is found that the frequency spectrum consists not
only of discrete modes but also of continua [8]. The existence of these continua
drastically affects the frequency evolution and stability of Alfve´nic modes in a
plasma.
3.2.2 Shear Alfve´n continuous spectrum and phase mix-
ing
Up until this point, only ideal MHD waves in a homogeneous plasma have been
considered. These are decoupled from one another and are always stable, with
Im(ω) = 0. This description changes markedly in the case of an inhomogeneous
plasma. Presently, the focus will be on the shear Alfve´n wave alone, with consid-
erations of the influence of the magnetoacoustic waves being left to a later section.
The reason for this relates to the incompressible nature of the shear Alfve´n wave
and its significance when considering plasma instabilities.
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Figure 3.4. Simple illustration of the effect of plasma inhomogeneity on shear Alfve´n
continuous spectrum and resultant phase mixing. A decrease in the density n will result
in an increase in the mode frequency ω due to the fact that ω ∝ υA ∝ 1/
√
n.
In order to compress the plasma and the magnetic field, a certain amount of
energy is required. In the case of modes that cause density and pressure per-
turbations and hence compress the plasma, less energy is consequently available
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for the excitation of instabilities. However, for shear Alfve´n waves energy is not
expended in compressing the plasma and the magnetic field due to the wave being
incompressible. Thus, the energy remains available to potentially excite instabil-
ities. As such, the most unstable perturbations are almost always coupled with
the shear Alfve´n wave [27]. This makes a clear understanding of the properties
of shear Alfve´n waves essential to the interpretation of the low-frequency Alfve´n
eigenmodes that are the primary focus of this work.
We begin by considering a plasma with non-uniform density profile. It is nec-
essary to alter the shear Alfve´n wave dispersion relation to take into account
this radial dependence. Thus, the positive dispersion relation is now given by
ω(r) = k‖υA(r), with υA(r) = B0/
√
µ0ρ(r). Figure 3.4 illustrates how the fre-
quency of the shear Alfve´n wave will vary radially, depending on the density
profile.
The frequencies of the wave at different radii form what is known as the shear
Alfve´n continuum or continuous Alfve´n spectrum. We consider a wave-packet of
finite radial extent propagating across the plasma in the presence of this contin-
uum. Due to the fact that sections of the wave-packet at different radial positions
will move at different velocities and in different directions, the instability will dis-
perse rapidly in a process known as phase mixing [27, 29–31]. The damping rate
γ of the instability is proportional to the gradient of the phase velocity, giv-
ing γ ∝ − d
dr
(k‖υA) [27, 31]. Thus, the existence of the shear Alfve´n frequency
continuum has important consequences for the stability of modes in a plasma.
3.2.3 Shear Alfve´n continuum in cylindrical geometry
It is instructive to consider how the perturbation described in the previous sec-
tion would behave in the more realistic geometry of a cylindrical plasma. We
assume an externally applied wave of frequency ω and with axial and azimuthal
wavenumbers kz and m respectively [27]. The radial component of the perturbed
plasma displacement is given by
ξr(r, θ, z, t) =
∑
m
ξm(r)e
i(mθ+kzz+ωt) (3.2.7)
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and the equation describing the radial penetration of an externally applied elec-
tromagnetic wave into the plasma is given by [27, 32, 33]
d
dr
r3(
ω2
υ2A
− k2‖)
dξr
dr
− (m2 − 1)r(ω
2
υ2A
− k2‖)ξr = 0 (3.2.8)
From this equation the plasma radial displacement is found to possess a singu-
larity at the point r where ω = k‖υA. In order to resolve this singularity an
imaginary component has to be introduced to the solution. This imaginary part
represents the resonant absorption of the externally applied wave where its fre-
quency intersects the shear Alfve´n continuum. The resultant damping of the wave
is known as continuum damping [27, 33]. It should also be noted that equation
3.2.8 is the cylindrical version of the simple shear Alfve´n wave dispersion relation
ω = k‖υA [34].
We can extend this description by introducing an axial current in the cylinder.
Whereas previously only an axial component of the equilibrium magnetic field
existed, the introduction of the axial current results in an azimuthal component
to the magnetic field [31]. This imposes periodicity constraints on the parallel
wavevector k‖, resulting in the expression
k‖ =
1
R
(n−m/q) (3.2.9)
where m and n are the poloidal and toroidal mode numbers respectively, q is the
safety factor and R is the plasma major radius. The safety factor is usually a
function of the plasma radius, meaning that k‖ will now possess a radial depen-
dence. This addition of an axial current also alters the form of equation 3.2.8,
giving [27, 32, 33]
d
dr
r3(
ω2
υ2A
− k2‖)
dξr
dr
− (m2 − 1)r(ω
2
υ2A
− k2‖)ξr + (
ω2
υ2A
)′r2ξr = 0 (3.2.10)
where the prime denotes differentiation with respect to the radius. This additional
term resulting from the current removes the singularity of the eigenfunction.
This means that if an externally applied wave is introduced with a frequency
just below the continuum such that ω ≈ ωA, it will at no point be resonant
with the Alfve´n continuum and thus will be only weakly damped [27]. This
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occurrence of an extremum in the shear Alfve´n continuum results in what is
known as a continuum gap, as demonstrated in figure 3.5. This is a generic wave
phenomenon observed in numerous physical systems [31]. One such example is
an optical fibre with a periodically modulated index of refraction. This spatial
modulation results in a band gap at the Bragg frequency with the width of the
gap proportional to the amplitude of the modulation [31]. In the case of the gap
in the shear Alfve´n continuum, the local Alfve´n frequency grows as one moves
away from the frequency minimum, and the effective refractive index N⊥ = ck⊥/ω
decreases. Thus, the externally applied wave is reflected by the decreasing N⊥
and is localised in the region close to the continuum minimum [27].
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Figure 3.5. Demonstration of the occurence of a gap in the shear Alfve´n continuum in
the presence of finite axial current in cylindrical geometry.
3.2.4 Shear Alfve´n continuum in toroidal geometry
If a magnetic perturbation in the plasma, such as a shear Alfve´n wave with
poloidal and toroidal mode numbers m and n respectively, is propagating in the
magnetic field direction, an individual frequency continuum will be formed for
each (m,n) pair. The structure of the continuum will be complicated by the
introduction of finite plasma toroidicity. In this case, because of the fact that
B ≈ B0(1− r/R0 cos θ), the magnetic field will now vary with the poloidal angle
θ and hence will vary on a magnetic surface [27].
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In the toroidal case the parallel component of the wavevector is given by k‖m =
(n−m/q(r))/R and the safety factor by q(r) = ǫBt/Bθ, where ǫ = r/R0 is the in-
verse aspect ratio, r is the plasma minor radius and Bt and Bθ are the toroidal and
poloidal magnetic field components respectively. The fact that k‖m varies over a
flux surface means that modes with different m numbers can couple [7] and leads
to the opening of a gap in the continuous spectrum. This coupling occurs where
the condition |k‖m| = −|k‖m+1| is fulfilled and to the lowest order represents
the interaction between two counter propagating waves with adjacent poloidal
mode numbers m and m + 1. The strong interaction between these two waves
which occurs due to the toroidal coupling process not only leads to the opening of
the continuum gap, but also results in discrete, global, toroidicity-induced shear
Alfve´n eigenmodes with frequencies inside the continuum gaps [7, 35].
Expanding the toroidicity effect to first order, retaining only two dominant poloidal
modes for the toroidicity-induced Alfve´n eigenmode (TAE) and neglecting kinetic
effects, two coupled second order eigenmode equations for a wave field perturba-
tion of the form ξ(r, θ, φ) =
∑
ξm,n(r)e
i(nφ−mθ−ωt) can be derived [36]. These are
given by
d
dr
r3(
ω2
υ2A
− k2‖m)
dξm
dr
− (m2 − 1)r(ω
2
υ2A
− k2‖m)ξm+
(
ω2
υ2A
)′r2ξm + (ǫ
d
dr
ω2
υ2A
r4
a
d
dr
)ξm+1 = 0 (3.2.11)
d
dr
r3(
ω2
υ2A
− k2‖m+1)
dξm+1
dr
− [(m+ 1)2 − 1]r(ω
2
υ2A
− k2‖m+1)ξm+1+
(
ω2
υ2A
)′r2ξm+1 + (ǫ
d
dr
ω2
υ2A
r4
a
d
dr
)ξm = 0 (3.2.12)
where the prime denotes differentiation with respect to the radius and ǫ = r/R0.
The eigenmode equation 3.2.8 for the cylindrical case can be recovered by setting
ǫ = 0, i.e. by assuming zero plasma toroidicity. The toroidal shear Alfve´n fre-
quency continuum can be obtained by setting the determinant of the coefficients
of the two second order derivative terms equal to zero, with the two resulting
branches given by the following expression [36]
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ω2± =
k2‖mυ
2
A + k
2
‖m+1υ
2
A ±
√
(k2‖mυ
2
A − k2‖m+1υ2A)2 + 4ǫ2x2k2‖mυ2Ak2‖m+1υ2A
2(1− ǫ2x2)
(3.2.13)
where x = r/a.
3.3 Low-frequency beta-induced gap in contin-
uous spectrum
3.3.1 Eigenmode equation for coupled shear Alfve´n and
sound waves
In the situations considered so far it has been assumed that Alfve´nic waves are
decoupled from sound waves in the plasma. In section 3.3, the effects of coupling
between these two waves are presented, following primarily the treatments given
in [7,38,41]. As considered in section 3.1.3, the dispersion relation for a pure sound
wave is given by ω = k‖cs and that for a shear Alfve´n wave by ω = k‖vA. In a
low-β plasma, where cs ≪ vA, a sound wave with high k‖ can potentially couple
to an Alfve´nic wave with low k‖ in the presence of finite geodesic curvature [7].
It has been demonstrated that this results in the opening of a new gap beneath
the frequency continuum [7]. It is this gap that will be the primary focus of the
investigations in this work. Thus, an exposition of its basic features is outlined
in the sections which follow.
The ideal MHD eigenmode equations describing this coupling between the shear
Alfve´n waves and the sound waves on a flux surface are derived from the ideal
MHD equations 3.1.5, 3.1.6 and 3.1.9 and are given by equations 3.3.1 and 3.3.2
[7, 35]
ω2ρ
|∇ψ|2
B2
ξs + (B · ∇) |∇ψ|
2
B2
(B · ∇)ξs + γpks∇ · ~ξ = 0 (3.3.1)
(
γp
B2
+ 1)∇ · ~ξ + γp
ω2ρ
(B · ∇)B · ∇
B2
∇ · ~ξ + ksξs = 0 (3.3.2)
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where ψ is the poloidal magnetic flux, p and ρ are the plasma equilibrium pressure
and density, γ is the specific heat ratio, ξs ≡ ~ξ · [B × ∇ψ]/|∇ψ|2 is the plasma
surface displacement, ξψ = ~ξ · ∇ψ is the radial displacement, ks(θ) ≡ 2~κ · [B ×
∇ψ]/|∇ψ|2 is the geodesic curvature and ~κ = (B/B) ·∇(B/B) and B are vectors
of the magnetic curvature and magnetic field [7, 37]. Due to the fact that the
zeroth order gap mentioned previously, known as the β−induced gap, results
from the existence of sound waves in the plasma, it is dependent on the existence
of finite compressibility. This is demonstrated by setting ∇ · ~ξ = 0 in equations
3.3.1 and 3.3.2, which amounts to eliminating the coupling between the Alfve´n
and sound waves. This simplifies the system to a single equation, closes the zeroth
order gap and results in an overall down-shift of the frequency continuum [7].
Thus, as mentioned in section 3.1.3, finite compressibility becomes essential for
the existence of Alfve´n eigenmodes at frequencies much lower than that of the
TAE.
3.3.2 Beta-induced Alfve´n eigenmodes (BAEs) and beta-
induced acoustic Alfve´n eigenmodes (BAAEs) in
ideal MHD
It is found that discrete Alfve´n-type global modes exists within the β-induced
gap [38]. As these modes exist within a gap that results from the coupling between
the Alfve´nic and sound waves, their polarisations are neither purely Alfve´nic nor
acoustic, but a mixture of both [38]. Purely Alfve´nic waves will result in a per-
pendicular displacement of the plasma ξ⊥, while acoustic waves are longitudinal
and displace the plasma in the parallel direction ξ‖. Thus, the nomenclature used
to identify them, which will be employed in this work, is primarily based on their
dominant polarisation i.e. whether |ξ⊥| > |ξ‖| or vice versa [38].
Concerning the conceptual understanding of these modes, it is important to re-
alise that acoustic wave propagation is not treated properly by ideal MHD, as
they are found to be highly damped. Thus, the interaction between sound waves
and Alfve´n wave is found to come from the compressional response of the plasma
to a propagating Alfve´n wave, and not from the propagation of compressional
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acoustic waves themselves [38]. Thus, an assumption known as the slow sound
approximation (SSA) is made with γp/ω2ρ≪ 1, which retains the compressional
response of the Alfve´nic waves but omits the sound wave propagation [7]. The
upward shift in the frequency continuum which results in the β-induced gap is
found to result from the associated compressional energy of the Alfve´n wave [38].
(a) (b)
Figure 3.6. (a) Polarisation (Alfve´nic in red, acoustic in blue/green) and (b) low frequency
coupling of modes showing the continuous spectrum of the three branches ω2 = ω2(k‖jqR0)
normalized to ω2A0, where j refers to the index number of the shear Alfve´n and acoustic
wave contributions. The higher frequency branch is purely Alfve´nic and corresponds to the
shear Alfve´n continuum with accumulation point ωBAE . The lower frequency branch has
acoustic polarisation far from the coupling zone and Alfve´nic polarisation in the coupling
zone. The medium frequency branch has mostly acoustic polarisation far from the coupling
zone while it has both Alfve´nic and acoustic polarisations in the coupling zone [39–41].
Two distinct discrete modes of interest are found to exist within the β-induced
gap. The first is known as the beta-induced Alfve´n eigenmode (BAE) and pos-
sesses a polarisation dominated by the ξ⊥ component, and thus is primarily
Alfve´nic, similar to the TAE. Within the ideal MHD framework, the second type
of mode is known as the beta-induced acoustic Alfve´n eigenmode (BAAE). It
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possesses a much larger acoustic component than the BAE, while still retaining
a significant Alfve´nic component to its polarisation [37,40]. The frequency spec-
trum branches for the above two types of modes can be recovered by again consid-
ering equations 3.3.1 and 3.3.2. Assuming nearly circular flux surfaces, a small
Shafranov shift and approximating the geodesic curvature by κ ≈ 2(ǫ/q) sin θ,
equations 3.3.1 and 3.3.2 can be written as [40, 41]
ω2
υ2A
ξs + (b · ∇)2ξs + γβǫ q
a2
sin θ∇ · ~ξs = 0 (3.3.3)
ω2
υ2A
∇ · ~ξs + γβ
2
(b · ∇)2∇ · ~ξs + 2 ǫ
q
ω2
υ2A
sin θξs = 0 (3.3.4)
Employing Fourier decomposition in θ, and considering the j-th shear Alfve´n
contribution and (j±1)-th acoustic wave contributions, this procedure yields the
vectorial equationM ·~ξ = 0 withM and ~ξ defined after equation 2.49 in [41]. This
is an eigenvalue problem, with ω2 as the eigenvalues and the corresponding ~ξ as
eigenvectors [41]. The polarisations of the different modes are shown in figure 3.6
(a), with red representing the Alfve´nic contribution and blue/green the acoustic
poloidal side-band contributions. This is done purely to illustrate the form of solu-
tion obtained from equations 3.3.3 and 3.3.4, and is not intended to be compared
with experiment. The reasons for this are discussed in the section that follows.
It is clear from figure 3.6 (a) that the higher frequency mode (BAE) has almost
purely Alfve´nic polarisation while the medium frequency branch (BAAE) has
mostly acoustic polarisation away from the coupling zone and mixed Alfve´nic and
acoustic polarisation in the coupling zone. Three continuous spectrum branches
are recovered by setting the determinant of the matrix M equal to zero [39–41]
and are shown in figure 3.6 (b). Thus, it is seen that ideal MHD indicates the
existence of discrete low-frequency modes in the β−induced gap resulting from
the coupling between Alfve´n and acoustic waves.
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3.4 Low-frequency Alfve´n eigenmodes: Move to
kinetic description
3.4.1 Phenomena neglected in ideal MHD description of
Alfve´n eigenmodes
It has been shown in sections 3.1-3.3 how the ideal MHD model is very useful for
illustrating the basic features of low-frequency Alfve´n eigenmodes. The primary
features of interest recovered with the model include initial estimates of (i) the
frequency continua resulting from the interaction between ideal MHD waves in
an inhomogeneous plasma, (ii) the gaps that can appear in these continua and
(iii) the structure and stability of the discrete eigenmodes that can exist within
these gaps. However, the ideal MHD model is incomplete as it neglects a number
of important physical phenomena. These phenomena are essential for accurately
estimating the stability and evolution of low frequency eigenmodes such as BAEs
and in particular modes with a high degree of coupling between acoustic and
shear Alfve´n waves.
Diamagnetic effects An important consideration neglected in ideal MHD is
the role that plasma diamagnetic effects play in determining the behaviour of
low-frequency modes such as BAEs. In the hydromagnetic limit where ω ≫ ωti,
where ωti =
√
2Ti/mi/qR0 is the thermal ion transit frequency, the E ×B drift
is assumed to be dominant compared to drifts related to spatial gradients. How-
ever, for low-frequency modes where ω ≈ ω∗p, with the ion diamagnetic frequency
given by ω∗pi = (Ti/eiB)kθ∇pi/pi, where kθ = −m/r, this assumption is no longer
valid and effects resulting from background gradients become important and must
be considered [11, 42]. The contribution from plasma diamagnetism is proposed
to occur through the coupling of BAEs with kinetic ballooning modes (KBMs),
which have a similar polarisation to BAEs [42, 44, 45]. Both modes occur in the
same frequency regime, with ω ≈ ωti ≈ ω∗p [42]. The presence of finite back-
ground temperature and density gradients can act as a source of free energy for
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the modes and can play an important role in determining the stability and be-
haviour of low-frequency Alfve´n eigenmodes with ω ≈ ω∗p.
Parallel dynamics and kinetic resonances Another major weakness of the
ideal MHD model stems from its inability to treat parallel dynamics in a plasma.
While the Lorentz force confines particles in the perpendicular direction no such
confining mechanism exists in the parallel direction [46, 47]. The main symptom
of this weakness is the absence of kinetic resonances between modes and particles
with various characteristic orbit frequencies. As these kinetic resonances, which
control the parallel dynamics, are not included in the ideal MHD model, there
is no parallel acceleration [46, 47] and hence charge separation is not considered
in the parallel direction [11]. This is manifested in the ideal MHD assumption
that the parallel electric field perturbation is zero δE‖ = 0 [46,47], an assumption
which may not be strictly true in the presence of kinetic resonances.
The omission of kinetic resonances stems from the ideal MHD treatment of the
plasma compressibility. As has been discussed in section 3.3.2, the slow sound
approximation (SSA) is used in ideal MHD in order to recover the compressional
effect of low-frequency Alfve´n modes on the plasma [7]. However, this approxi-
mation still corresponds to ω ≫ ωti, as is the case in the hydromagnetic limit [11],
while the frequency range of the modes is in fact ordered as the thermal ion tran-
sit frequency ωti =
√
2Ti/mi/qR0, with ω ≈ ωti [42]. The ideal MHD treatment
of the ion compressibility precludes kinetic resonances between the modes and
ions along the magnetic field lines, as can occur through Landau damping when
the mode frequency is in the range ω ≈ ωti, as well as resonances related to
the characteristic orbits of trapped ions. The kinetic approach addresses this by
considering the effects of both the adiabatic and non-adiabatic core ion compress-
ibility contributions to the perturbed particle distribution function [42,48]. This
has important consequences as it has been demonstrated that such interactions
with the background ions are essential to fully describe the modes dynamics and
must be included in any model that purports to do so [42, 49–51]. Kinetic res-
onances with fast particles are also not correctly treated by ideal MHD [46, 47],
however this is not considered in this work.
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FLR effects Finite Larmor radius effects are neglected in the ideal MHDmodel.
This is significant as ion FLR terms are found to be essential in correctly describ-
ing the coupling between the pure Alfve´n and kinetic Alfve´n waves [52]. As the
kinetic approach deals with particle motion, FLR effects can be treated accu-
rately within its framework.
Considering these significant weaknesses in the ideal MHD model, all of which
are addressed by kinetic theory, it is clear that a kinetic description of these
modes is necessary to explain the experimentally observed behaviour. A number
of approaches aimed at achieving this have been developed over the last number
of years including the modern gyrokinetic approach [46, 47, 60] and the kinetic
ballooning mode representation [42]. The equations underlying one of these ap-
proaches [48] will be utilised in the analysis sections of this work and are presented
in the sections that follow.
3.4.2 Gyrokinetic background theory
In order to take advantage of the scale lengths inherent to low-frequency Alfve´n
eigenmodes, a gyrokinetic description of the plasma is employed which can de-
scribe modes of arbitrary wavelength down to the gyro radius scale. This ap-
proach has the advantage of being able to describe how kinetic effects influence
the modes, as well as retaining all background equilibrium effects and thus retain-
ing all features of ideal MHD. In this section, a brief overview of the gyrokinetic
approach is presented, without considering the detailed mathematics involved in
deriving the gyrokinetic equation, quasi-neutrality equation and current equation.
This is beyond the scope of this work and details of it can be found in [46, 47].
For the remainder of section 3.4 we primarily follow the descriptions presented
in [41, 43, 46, 47, 52–54].
Orderings and coordinate system The gyrokinetic approach begins with
the Vlasov equation, which describes how the particle distribution function Fa
evolves in time
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[
∂
∂t
+ v · ∇+ e
m
(E+
v×B
c
) · ∂
∂v
]Fa = 0 (3.4.1)
where the electric field E = −∇Φ − ∂tA/c is written in terms of the electric
scalar and magnetic vector potentials. The Vlasov equation can be simplified
by considering the spatial and temporal scales inherent to the system. Firstly,
the particle velocity is divided into one component parallel to the magnetic field
direction and another describing fast gyro motion about the field line
v = υ‖b+ v⊥ (3.4.2)
v⊥ = υ⊥[e1 cos ξ + e2 sin ξ] (3.4.3)
where ξ is the phase angle of the gyromotion and (e1, e2,b) are the basis vectors
of the local orthogonal coordinate system defined by e1 · b = 0 and e2 = b × e1
[41, 43, 53]. Instead of using phase space coordinates (x,v), the particle motion
is then described in terms of its guiding centre coordinates (X,V), where V =
V(E, µ, ξ, σ), E = υ2/2 + eΦ/m is the particle’s total energy per unit mass,
µ = υ2⊥/(2B) is the magnetic moment per unit mass, σ = sgn[υ‖] gives the
direction of the parallel velocity and the guiding centre position is given by [41]
X = x+
v⊥ × b
Ωc
(3.4.4)
where Ωc is the particle cyclotron frequency. At this point, a number of scalings
and expansions are introduced to simplify the Vlasov equation. Firstly, the dis-
tribution function Fa is assumed to consist of an equilibrium component F0s and
a small perturbed component fa, so that Fa = Fa0 + fa. The assumption that
Fa0 is Maxwellian is also made with
Fa0 =
na0
(2πTa)3/2
e−msυ
2/2Ta (3.4.5)
where a = i, e and na is the particle species density [41]. These assumptions
allow the kinetic equation to be linearised and effects dependent on the plasma
equilibrium quantities to be treated separately from those resulting from small
perturbations. Next, the assumption is made that
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ω/Ωi ∼ ρ⊥i/L0 ≪ 1 (3.4.6)
where Ωi is the ion cyclotron frequency, ρ⊥i is the ion gyro radius and L0 is the
characteristic equilibrium scale length of the system [53]. This means that the
mode frequency is considered to be much lower than the ion cyclotron frequency,
which is a reasonable assumption as modes with frequencies close to Ωi will be
subject to ion cyclotron damping [53]. Equation 3.4.6 also implies that the ion
gyroradius is taken to be much smaller than the characteristic scale length of the
plasma. Finally, only modes with a flute-like structure are considered, such that
k‖/k⊥ ≪ 1 (3.4.7)
The reasoning behind this stems from the fact that the effects of variations along
the magnetic field lines, such as field line bending and the excitation of sound
waves, are assumed to be stabilising [53]. If the mode structure varies little in the
k‖ direction, it cannot avail of these stabilising influences and thus is expected to
be more prone to destabilisation.
Gyro averaging The Vlasov equation can be made more tractable via the sep-
aration of the fast gyroscopic motion of the particle from the motion of its gyro
centre. This is achieved through the use of the gyro-average operator which is a
space-averaging operator that allows the omission of details of the gyromotion,
while retaining the slower guiding center motion [11]. This is found to be equiv-
alent to multiplication by a zeroth order Bessel function J0 in Fourier space, the
first three terms of which are given by
J0(k⊥ρ⊥) = 1− 1
4
(k2⊥ρ
2
⊥) +
1
32
(k4⊥ρ
4
⊥)... (3.4.8)
Thus, for modes with k⊥ρ⊥ ≪ 1 it follows that J0 → 1, indicating that the
gyroradius is so small that it does not sample the perturbations. For modes with
k⊥ρ⊥ ≫ 1 it follows that J0 → 0, indicating that while the particle experiences
various perturbations over its orbit, the average effect of these cancels overall [11].
As the assumption that k⊥ρ⊥ ∼ 1 is made in this analysis, meaning that the ion
gyroradius is comparable to the mode perpendicular wavelength, the inclusion
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of finite Larmor radius (FLR) effects is necessitated [53]. An illustration of the
influence of J0(k⊥ρ⊥) at different scale lengths is given in figure 3.7.
Asymptotic matching close to 0
Figure 3.7. Variation of gyrophase operator with k⊥ρ⊥ [11]
We now introduce three perturbed scalar field variables δB‖, δψ and δφ which
represent the perturbed parallel magnetic field, perturbed scalar magnetic poten-
tial and perturbed scalar electric potential respectively. These will be used in the
derivation of the kinetic equations. As was the case for the perturbed distribution
function, the perturbed potentials and field quantities are small compared to the
equilibrium quantities. The perturbed magnetic field and corresponding gauge
can be written as
δB = ∇× δA (3.4.9)
∇ · δA = 0 (3.4.10)
where δA can be decomposed into its parallel and perpendicular components δA‖
and δA⊥ respectively. In the context of this analysis it is found that only δA‖
plays a role, and it is thus assumed that δA⊥ = 0 [46, 47]. This is equivalent to
eliminating the effects of the compressional Alfve´n wave, which is related to δB‖.
δψ can be written in terms of the parallel vector potential
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δA‖ = −i( c
ω
)b · ∇δψ (3.4.11)
while the perturbed parallel electric field δE‖ can be recovered from
δE = −∇δφ + (iω/c)δA (3.4.12)
b · δE = δE‖ = −b · ∇(δφ− δψ) (3.4.13)
Thus, it is seen that the ideal MHD limit of δE‖ = 0 is recovered when δφ = δψ
[41].
3.4.3 Overview of kinetic theory of low-frequency AEs
System of gyrokinetic equations In order to investigate long wavelength
electromagnetic perturbations in a tokamak plasma using a fully kinetic approach,
a linear gyrokinetic system of equations has been derived [42, 46–48, 52]. In this
section these equations and their properties are introduced, following the deriva-
tions given in [41, 42, 46, 47, 52]. We begin with the linear gyrokinetic equation
(GKE), which is the form of the Vlasov equation obtained after applying the
gyrokinetic approach [46, 47], and which can be written as
∂fa
∂t
+ (Ub+ vd) · ∇fa = cb
eB
· (∇Fa0 ×∇H1) + ∂Fa0
∂E
(Ub+ vd) · ∇H1 (3.4.14)
where U is the parallel velocity and H1 the perturbed Hamiltonian given by
H1 = e(φ−
Uk‖
ω
ψ) (3.4.15)
It can be seen that the contributions from the electrostatic φ and electromagnetic
ψ perturbations are introduced via H1 [46,47], where the δ before the perturbed
field variables has been dropped for clarity. The expression for the drift velocity
is defined as follows
vd =
b
Ωc
× (υ2‖κ+
υ2⊥
2
∇B
B
) (3.4.16)
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where the magnetic field line curvature is defined as κ = (b ·∇)b [46,47,52]. The
gyrokinetic versions of the quasi-neutrality (QN) equation and parallel Ampere’s
law are used to provide closure to the system and are given by equations 3.4.17
and 3.4.18 respectively [46, 47, 54].
0 =
∑
a
ea
ǫ0
[
∫
J0fad
2v +
ea
ma
∇⊥na0
B2
∇⊥φ+
3eaυ
2
th,ana0
8maΩ4a
∇4⊥φ] (3.4.17)
[∇×∇×A‖]‖ = 4π
c
∑
a
ea[
∫
J0Ufad
2v+
∫
e
mc
∂Fa0
∂U
UA‖d
3v+
e2ana0υ
2
th,a
2macΩ2a
∇2⊥A‖]
(3.4.18)
Equations 3.4.14, 3.4.17 and 3.4.18 form the complete system of linearised gy-
rokinetic equations. Further insight into the system is gained by considering the
zeroth order moment of the GKE, known as the gyrokinetic moment (GKM)
equation [54]. Utilising the QN equation and Ampere’s law, and neglecting some
higher order terms, the GKM equation can be written as [52]
− ω2∇⊥ 1
υ2A
∇⊥φ+ [∇(∇ψ)‖ × b] · ∇(
µ0j0‖
B
) + (B · ∇)(∇×∇× (∇ψ)‖) ·B
B2
=
− (iω)2µ0
∑
a
ea
∫
vd,a · ∇
iω
J0fad
3v (3.4.19)
Treatment of non-adiabatic component of distribution function At this
point we separate the perturbed particle distribution function fa into its adiabatic
component and its non-adiabatic kinetic compression component by the following
expansion [41, 46, 47, 52]
fa = ha +H1
∂Fa0
∂E
− [e∂Fa0
∂E
− c∇Fa0
iωB
· (b×∇)]J0ψ (3.4.20)
On including this substitution in equation 3.4.14, the GKE can be written in
terms of ha, which is the non-adiabatic component of fa
∂ha
∂t
+ (Ub+ vd) · ∇ha = [ cb
eB
×∇Fa0 · ∇ − ∂Fa0
∂E
∂
∂t
]J0[φ− (1− ωd
ω
ψ)] (3.4.21)
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where ωd =
vd
i
·∇ is the drift operator [52]. The components of this equation can
be identified as follows: field line bending Ub · ∇ha = U(∂/∂l)ha, kinetic (non-
MHD) non-adiabatic particle compression iωdha, inertia iωha, fluid compression
coupled to magnetic curvature i(ωd/ω)J0ψ and perturbed parallel electric field
φ − ψ [41]. These forces can roughly be associated with the generation of the
ideal MHD waves: ψ for shear Alfve´n waves and φ− ψ for slow magnetoacoustic
waves, while δB‖ ≈ 0 has been assumed, eliminating the compressional Alfve´n
wave [41]. We then consider the velocity space integrals in the QN equation and
the GKM equation. The QN equation 3.4.17 then gives [52]
0 =
∑
a
ea
ǫ0
n˜a =
∑
a
ea
ǫ0
[
∫
J0fad
3v] =
∑
a
ea[
∫
J0had
3v+
eana0
Ta
Γ0a[φ− ψ + (1 + ηaG0(χa))ω∗a
ω
ψ]] +
e2ani
ǫ0Ta
(Γ0 − 1)φ (3.4.22)
and for the GKM equation 3.4.19 the velocity space integral is given by
∫
ea
vd
ω
· ∇J0fad3v =
∫
ea
vd
ω
· ∇J0had3v+
[
b
ωB
× (b · ∇)b] · eana0e−χI0[ψ − φ− (1 + ηa + ηG0)ω∗a
ω
φ]+
[
b
ωB
× (1 +G0)∇B
B
] · eana0e−χI0[ψ − φ− (1 + ηa + 2η(G1 −G0)
1 +G0
)
ω∗a
ω
φ]
(3.4.23)
where
ω∗a = [
Tab
ieaB
× ∇na
na
· ∇]; ω∗e = −τω∗i; τ = Te
Ti
; ηa =
∇Ta
Ta
/
∇na
na
(3.4.24)
χ =
υ2thk
2
⊥
2Ω2
; υ2th,a =
2Ta
ma
; Ωa =
eB
ma
; Γ0 = e
−χI0(χ); G0(χ) = −χ + χI1(χ)/I0(χ)
(3.4.25)
Recovery of GKM equation for ideal MHD Before progressing further
with the derivation, it is useful to demonstrate how this fully kinetic approach
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recovers all features of ideal fluid theory. In the ideal MHD limit FLR effects are
neglected (χ ∝ k⊥ρ⊥ → 0), meaning that the following terms go to zero [52, 54]
e−χI0 → 0; G0, G1 → 0 (3.4.26)
Likewise, in the incompressible ideal MHD limit non-adiabatic effects are ignored,
resulting in ha → 0. Applying these simplifications to the QN and GKM equa-
tions, the ideal MHD version of the shear Alfve´n eigenmode equation is recovered,
where the last term is the reduced MHD convective pressure term [52, 54]
− ω2∇⊥ 1
υ2A
∇⊥ψ + [∇(∇ψ)‖ × b] · ∇(
µ0j0‖
B
) + (B · ∇)(∇×∇× (∇ψ)‖) ·B
B2
+
µ0P0
b
B
× [(b · ∇)b+ ∇B
B
] · ∇[∇P
B
(b×∇)ψ] = 0 (3.4.27)
Treatment of propagator integrals The next step involves obtaining an
explicit expression for h. The following ansatz is thus introduced for the non-
adiabatic part of the perturbed distribution function:
h = hˆeinφ−iωt (3.4.28)
and using this the GKE can be written as
hˆ = ie
∑
m
∫ t
−∞
dt
′
ei[n(ϕ
′
−ϕ)−m(θ
′
−θ)−ω(t
′
−t)]e−imθ
∂F0
∂E
[ω−
ω∗]J0[φm(r
′
)− (1− ωd(r
′
, θ
′
)
ω
)ψm(r
′
)] (3.4.29)
This expression already exhibits many of the features recovered by the fully kinetic
approach. The exponential term, known as the phase factor, takes into account
the periodic particle orbits in the toroidal and poloidal directions, called bounce
harmonics [52]. The inclusion of diamagnetic effects ω∗, parallel dynamics ∝
φ − ψ, particle drifts ωd and finite Larmor radius (FLR) effects ∝ J0 are also
evident. From the expression for the phase factor two propagator coefficients can
be derived which contain the orbit integrals over unperturbed orbits [54]. These
are given by equations 3.4.30 and 3.4.31 and contain all relevant information
pertaining to the motion of the particles
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am,k,σ =
1
τt
∫ τt/2
−τt/2
dtˆ
′
ei[S
0
mθ
′
−(σS0m+k)ωttˆ
′
] (3.4.30)
aGk,m,σ =
1
τb,t
∫ τt,b/2
−τt,b/2
dtˆ
′
ei[S
0
mθ
′
−(σS0m+k)ωttˆ
′
+W
′
]vd(r
′
, θ
′
) · ∇
iω
(3.4.31)
aGk,m,σ contains the terms related to the drift motion of the particles, r
0 is the orbit
average radial position of the particles and the following definitions are made [52]
ωD = n(
∂ϕ
∂t
− q(r0)∂θ
∂t
); ω0D =
1
τb,t
∫
dtωD; b(r, θ) =
B0
B(r, θ)
(3.4.32)
Sm(r
0) = nq(r0)−m; W ′ =
∫ t′
0
dt
′′
∆ωD; ∆ωD = ωD − ω0D (3.4.33)
Perturbed circulating particle density and integration over whole plasma
volume By considering the velocity space integration term in the QN equation
it is now possible to define the non-adiabatic density response for circulating
particles n˜a
n˜a = (
∫
J0hd
3v)circ = −π
2
eaυ
3
th
∑
m
∫ bmin(r0)
0
dΛ
b(r, θ)
√
1− Λ
b(r,θ)
∫ ∞
0
dY
√
Y ·
∑
k
∑
σ
∂F0
∂E
(ω − ωˆ∗)e−i[S0mθ−(σS0m+k)ωt tˆ]
ω − ω0D − (σS0m + k)ωt
·J20 [ak,m,σφm(r0)−(ak,m,σ−aGk,m,σ)ψm(r0)]
(3.4.34)
For obtaining the dispersion relation and for constructing the weak form, one has
to integrate over the whole plasma volume [52]. Using the projection operator
eipθ for integration in the poloidal direction, for the QN equation this is given by
equation 3.4.35
(
∫ pi
−pi
dθ
2π
Jθeipθ
∫
J0hd
3v)circ = −π
2
eaυ
3
th
∑
m
∫ bmin(r0)
0
dΛ
∫ ∞
0
dY
√
Y ·
∑
k
∑
σ
∂F0
∂E
ω − ωˆ∗
ω − ω0D − (σS0m + k)ωt
Km,p,k,σ · J20 [ak,m,σφm(r0)− (ak,m,σ − aGk,m,σ)ψm(r0)]
(3.4.35)
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where
Km,p,k,σ =
1
2π
∫ pi
−pi
dθ√
1− Λ
b(r,θ)
ei[S
0
pθ−(σS
0
m+k)ωt tˆ(θ)] (3.4.36)
It is then necessary to take into account the contribution from the GKM equation
which contains an explicit dependence on the drift velocity
(
∫ pi
−pi
dθ
2π
eipθ
∫
ea
vd
iω
·∇J0hd3v)circ = −π
2
eaυ
3
th
∑
m
∫ bmin(r0)
0
dΛ
∫ ∞
0
dY
√
Y ·
∑
k
∑
σ
∂F0
∂E
ω − ωˆ∗
ω − ω0D − (σS0m + k)ωt
KGm,p,k,σ · J20 [ak,m,σφm(r0)− (ak,m,σ − aGk,m,σ)ψm(r0)]
(3.4.37)
where
KGm,p,k,σ =
1
2πω
∫ pi
−pi
dθ√
1− Λ
b(r,θ)
ei[S
0
pθ−(σS
0
m+k)ωt tˆ(θ)]
vd(r
′
, θ
′
) · ∇
iω
(3.4.38)
and where
Λ =
µB0
E
; Y =
E
T
(3.4.39)
The terms responsible for Landau damping can now be seen clearly in equations
3.4.35 and 3.4.37. When the denominator ω − ω0D − (σS0m + k)ωt is close to
zero the particle is resonant with the wave and energy exchange is possible [54].
A self-consistent non-perturbative linear gyrokinetic code called LIGKA (Lin-
ear Gyrokinetic Shear Alfve´n Physics) has been developed in order to solve this
system numerically [51]. LIGKA can treat modes of arbitrary wavelengths and
takes into accounts all interesting features resulting from inhomogeneities in the
background magnetic field, current, density and temperature profiles [46, 47, 54].
3.4.4 Low-frequency kinetic dispersion relation
While the linear gyrokinetic system of equations outlined previously can describe
the global structure of the low-frequency Alfve´n eigenmodes, it is also highly in-
structive to consider the local kinetic dispersion relation which can be derived
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from this system. The local eigenvalues can be recovered from this equation,
allowing the determination of the low-frequency continuum with kinetic effects
included. A numerical root-solver for this dispersion relation, as opposed to the
LIGKA code, was used for analysis during this work as calculations were signif-
icantly faster and many more cases could be considered than would be possible
by running LIGKA within the time-frame of the analysis. The derivation of this
low-frequency kinetic dispersion relation is sketched below, following the approach
given in [48, 52].
In order to recover the dispersion relation in low (ω < ωti, ωbi) and intermediate
(ωti, ωbi < ω < ωte, ωbe) frequency regimes, it is necessary to retain the coupling
between the pure Alfve´n, sound and drift waves [48, 52]. This coupling is due to
curvature terms in this equation, with the drifts becoming more important for
lower frequencies. In fact, it turns out that for the drift velocity vdr it is the
geodesic curvature component of vdr ∼ sin θ that is essential for recovering the
BAE and geodesic acoustic mode (GAM) dispersion relations [48,52]. From this it
follows that the poloidal side-bands of the density and the pressure perturbations
have to be retained [48, 52].
Drift operator Acting on the perturbed potentials, the drift operator vd ·
∇/i, introduced after equation 3.4.21, can be rewritten in the following more
convenient form [52]
vd · ∇φ/i = [ω˜rd + ω˜nd + Sm(θ˙ − υ‖b · ∇θ)]φ (3.4.40)
Here, ω˜rd is the radial component of the drift operator, ω˜
n
d ≈ ωprec+
υ2
th,i
Ωi
(− cos θ)
R0
−m
r
is the poloidal drift and the precessional drift frequency is given by ωprec = 〈n(ϕ˙−
qθ˙)〉. Upon applying the approximation vd ·∇r = υ
2
th,i
Ωi
b×κ ·∇r ≈ −υ
2
th,i
Ωi
sin θ/R0
and neglecting ωprec due to its smallness, equation 3.4.40 can be rewritten as [52]
vd · ∇φ/i = [−ωrd sin θ/i
∂
∂r
+ ωnd cos θ]φ (3.4.41)
Note that the last term in equation 3.4.21 vanishes to lowest order in ǫ due to the
application of the circulating particle approximation ωttˆ ≈ θ and ωt ≈ |υ‖/qR0|
[52]. We also define here the following quantity
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ω±d ≡
υ2th,i
Ωi
1
R0
(
m
r
± ∂
∂r
) = ωnd ± ωrd (3.4.42)
Simplification of propagator integrals The next step involves using these
approximations in the integration of the propagator along the particle orbits,
from which simplified expressions for equations 3.4.30, 3.4.31, 3.4.36 and 3.4.38
can be obtained. Continuing to follow [52], these are given by
ak,m,+1 = ak,m,−1 = δk; ak,m,+1 = a−k,m,−1 (3.4.43)
aGk,m,+1 =
1
τtω
∫ τt
0
dt[ωnd cos θ −
ωrd
i
sin θ]eikωtt =
δk,±1
2ω
ω±d (3.4.44)
aGk,m,−1 =
1
τtω
∫ τt
0
dt[ωnd cos(−ωtt) +
ωrd
i
sin(−ωtt)]eikωtt = δk,±1
2ω
ω∓d (3.4.45)
Km,p,k,+1 = δp,m−k (3.4.46)
Km,p,k,−1 = δp,m+k (3.4.47)
KGm,p,k,+1 =
1
2π
∫ pi
−pi
dθ[ωnd cos θ −
ωrd
i
sin θ]e−i(−p+m−k)θ = δp,m−k±1
ω∓d
2ω
(3.4.48)
KGm,p,k,−1 =
1
2π
∫ pi
−pi
dθ[ωnd cos θ −
ωrd
i
sin θ]e−i(−p+m+k)θ = δp,m+k±1
ω∓d
2ω
(3.4.49)
where m is the poloidal mode number, k counts the harmonics of the circulat-
ing motion, σ = 1 for co-passing and σ = −1 for counter passing particles and
as mentioned previously ωprec is small for background ions and is therefore ne-
glected in the present treatment [48,52]. p counts the harmonics of the projection
operator eipθ [48, 52].
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Velocity space integration and recovery of kinetic dispersion relation
Taking into account the k ± 1 resonances and summing up over co- and counter-
passing particles in the QN and GKM equations, four terms involving different
combinations of ak,m,σ, a
G
k,m,σ, Km,p,k,σ and K
G
m,p,k,σ are obtained [52]. The final
step involves integration over velocity space for the phase space integrals in the
QN and GKM equations 3.4.35 and 3.4.37 respectively. Combining the results of
these integrations, adding the adiabatic part (and polarisation term in the QN
equation) and summing over the ions and electrons, the following expressions are
obtained for the QN and GKM equations respectively [52]
m+1∑
m′=m−1
δm′ ,pD
m(xm′ )(φm′ − ψm′ ) = (3.4.50)


Pm−1 τN
m(xm−1)ω
+
di/ω 0
τNm−1(xm)ω
−
di/ω Pm τN
m+1(xm)ω
+
di/ω
0 τNm(xm+1)ω
−
di/ω Pm+1




ψm−1
ψm
ψm+1


τ |e|2ne
ω2Te
δm,p[((ω
n
d )
2 − (ωrd)2)Hm(xm−1) + ((ωnd )2 − (ωrd)2)Hm(xm+1)]ψm +
|e|2ne
ω2Te
·
(3.4.51)

0 τNm(xm)ω
+
di 0
τNm−1(xm)ω
+
di 0 τN
m+1(xm)ω
−
di
0 τNm(xm)ω
−
di 0




(φ− ψ)m−1
(φ− ψ)m
(φ− ψ)m+1


where P is the polarisation terms and the terms D(xm), H(xm) and N(xm)
represent the sound wave, geodesic curvature and poloidal side-band coupling
contributions respectively [52], with
D(xm) = [1 + D˜(xe,m)] + τ [1 + D˜(xi,m)] (3.4.52)
H(xm) = H˜(xi,m) + τH˜(xe,m) (3.4.53)
Nm(xm) = N˜
m(xi,m)− N˜m(xe,m) (3.4.54)
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Pm = τ(Γ0 − 1)[1− ω
∗
i
ω
(1 + ηi
Γ0G0
Γ0 − 1)] (3.4.55)
and,
D˜m(x) = (1− ω
m
∗p
ω
)xZ(x)− ω
m
∗p
ω
η(x2 + xZ(x)(x2 − 1
2
)) (3.4.56)
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1
2
[(1− ω
m
∗p
ω
)F˜ (x)− ηω
m
∗p
ω
G˜(x)] (3.4.57)
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2
(xZ(x)(
1
2
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3x2
2
+ x4) (3.4.58)
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2
(xZ(x)(
3
4
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x4
2
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2
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ω
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1
2
)]− ω
m
∗p
ω
η[(x4 +
x2
2
) + xZ(x)(
1
4
+ x4)])
(3.4.60)
Z(x) is the plasma dispersion function and ω∗p is the diamagnetic frequency for
the respective species [48, 52]. The QN equation 3.4.50 can then be solved for
φ − ψ and the result substituted into the GKM equation 3.4.51. The kinetic
dispersion relation is obtained by considering only second order radial derivatives
of the GKM equation and expanding up to second order in ωrd. The resulting
kinetic dispersion relation is then given by the following equation [48, 52]
ω2(1− ω∗p
ω
)− k‖ R
2
0
υ2A0
= 2
√
2
1 + κ2
υ2thi
R20ω
2
A0
(−[H(xm−1) +H(xm+1)]+
τ [
Nm(xm−1)N
m−1(xm−1)
D(xm−1)
+
Nm(xm+1)N
m+1(xm+1)
D(xm+1)
]) (3.4.61)
where xm =
ω
k‖mυth
, υ2thi = 2Ti/mi, ωti = υthi/qR0, τ = Te/Ti, ω∗ps = ω∗ns+ω∗Ts =
Ts
eB
kθ(
∇ns
ns
)(1 + η) with η = ∇Ts
Ts
/∇ns
ns
, s is the species index and k‖ is defined in
equation 4.6.3. Equation 3.4.61 has been modified in order to take account of
plasma elongation effects via the
√
2
1+κ2
term pre-multiplying the RHS of the
equation [55]. On the LHS of equation 3.4.61, the modified dispersion relation for
shear Alfve´n waves is evident. Equation 3.4.61 is similar to the kinetic ballooning
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mode dispersion relation first derived by [42] and will be solved numerically as
part of the analysis conducted in chapters 5 and 6.
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Chapter 4
Analysis procedure
4.1 Classification of modes
The primary goal of this work was the classification of low-frequency Alfve´n
eigenmode activity during different plasma parameter regimes. Using recently
improved diagnostic capabilities at ASDEX Upgrade, a number of these experi-
mentally observed modes - specifically beta-induced Alfve´n eigenmodes (BAEs)
[57], low-frequency modes of mixed acoustic and Alfve´nic polarisation [37], and
toroidicity-induced Alfve´n eigenmodes (TAEs) [35] - were investigated [59]. These
observations were then compared with results obtained by solving the kinetic
dispersion relation 3.4.61, which describes the primary physical mechanisms gov-
erning much of the experimentally observed low-frequency Alfve´n eigenmode be-
haviour, as well as with results obtained by solving the full set of gyrokinetic
equations [42, 46–48, 60] using LIGKA [48]. After obtaining satisfactory agree-
ment between experimental observations and theoretical predictions, sensitivity
studies were carried out to investigate the response of different types of modes to
potential tokamak plasma scenarios, including different background kinetic pro-
file gradients. In the present section, the methodology employed in this analysis
is outlined.
4.2 Experimental observations using Mirnov
coil, soft x-ray (SXR) and electron cyclotron
emission (ECE) diagnostics
The first step in the analysis procedure was the observation and identification
of the different types of low-frequency modes to be investigated. A suite of
diagnostics, which included Mirnov coil [15], soft x-ray (SXR) [16] and electron
cyclotron emission (ECE) [17, 18] diagnostics, was available at ASDEX Upgrade
in order to facilitate this. In the following sections, examples of observations made
using these diagnostics, as well as considerations of the potential uses of these
observations in enhancing the analysis procedure, are presented. The physical
principles underlying the operation of the diagnostics have been presented in
chapter 2 of this work.
4.2.1 Mirnov coils
The primary magnetic field diagnostic at ASDEX Upgrade consists of toroidally
and poloidally arrayed Mirnov coils, which are used to measure poloidal and
toroidal magnetic field perturbations at the plasma edge. From these measure-
ments, the mode frequency and amplitude could be determined via the methods
described in chapter 2. The positions of these coils in the poloidal and toroidal
planes are shown in figure 2.8 (a) and (b) respectively [5, 15].
Two sets of so-called ’ballooning coils’, which are marked in red in figure 2.8,
measured the radial magnetic field perturbations and were primarily used during
this analysis due to their proximity to the plasma. An example of these measure-
ments is given in figure 4.1, which shows frequency spectrograms of TAE activity
measured with toroidal ballooning coils B31-02, B31-13 and B31-14 respectively.
These particular coils have a toroidal span of approximately 180 degrees. It can
be seen that the mode activity measured via the Mirnov coils is very prominent
in this case. This is due to the the fact that the magnetic coil measurements are
based on the expression dB˜θ/dt ≈ fB˜θ, where f is the mode frequency and B˜θ
is the size of the perturbation. Thus, even small Alfve´nic perturbations can be
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observed due to their relatively high frequencies.
Marginal variations in the mode amplitude and a frequency separation between
distinct toroidal eigenmodes measured by each coil are also evident. These varia-
tions are most likely a result of small differences in the distances of the coils from
the plasma edge and variations in the structure of the mode itself. In this case,
the B31-14 coil measured the highest amplitude and the highest degree of fre-
quency separation between distinct toroidal eigenmodes. Comparing the phase of
the Fast Fourier Transform (FFT) bandpass filtered signals of adjacent balloon-
ing coils, the total phase offset could be determined in the toroidal and poloidal
direction. From this determination, estimates of the toroidal and poloidal mode
numbers n and m could be obtained [61].
Figure 4.1. TAE activity measured using Mirnov coils B31-14, B31-13 and B31-02 from
t = 1.4− 3.0s for discharge 25546.
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4.2.2 Soft x-ray
As has been described in section 2.3.2, the soft x-ray (SXR) diagnostic at ASDEX
Upgrade provides 208 lines of sight of the plasma, 128 of which have a fast
sampling rate of 2MHz [16]. From these, information on the frequency, amplitude
and position of modes could be obtained. Figure 4.2 shows the frequencies and
amplitudes of BAEs, measured using a number of core channels of the SXR I
camera. Also shown is the approximate tangency radius of each channel. The
tangency radius is determined by the unique flux surface with which the chord
has a single intersection point. The maximum intensity observed by each line
of sight is dependant on the shape of the mode eigenfunction [62]. The degree
to which the observed amplitudes of these modes differ at each tangency radius
provides an indication as to the approximate radial localisation of the BAEs.
From theoretical predictions and numerical calculations the BAE eigenfunction
is expected to be peaked close to the q = 1 surface [63].
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Figure 4.2. BAE amplitude measured by a number of core SXR channels of the I camera,
showing their approximate tangency radii and flux surfaces at ρpol = 0.2, 0.4 and 0.6 at
t = 1.96s during discharge 25546.
It is seen from figure 4.2 that core SXR signals I50 and I51, which surround
the predicted radial location of the q = 1 surface, possess the largest amplitude.
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With these observations, information on the mode position could be inferred.
Figure 4.3 shows TAE activity during discharge 25546, measured with (a) Mirnov
coil B31-14 and (b) soft x-ray channel I50, which has a tangency radius of ρpol ≈
0.33.
Figure 4.3 (b) also shows the toroidal mode numbers of the distinct eigenmodes
exhibiting frequency separation, estimated using measurements from the toroidal
ballooning coils. Not all of the frequency separations between distinct TAEs
observed using the magnetics diagnostic are seen using soft x-ray. This may be
a result of this particular SXR channel not intersecting the TAE eigenfunction
for these mode numbers, and/or a result of the TAE peak being hidden by noise
which can be large at higher frequencies [64].
Figure 4.3. TAE activity during discharge 25546 measured using (a) Mirnov coil B31-14
and (b) soft x-ray channel I50 for toroidal mode numbers n = 3− 5.
The number of global minima in the amplitude profile will then give the
poloidal mode number m, assuming that the mode consists of only one poloidal
mode number. If the mode consists of more than one poloidal mode number then
the structure of the amplitude minima can be quite complicated, and the mode
number difficult to establish [65]. The SXR intensity measured by individual
channels during the sawtooth cycle also provided information on the approximate
location of the sawtooth inversion radius and hence the q = 1 surface location.
The method by which this was undertaken is described in more detail in section
4.4 of this chapter.
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4.2.3 Electron cyclotron emission
Fast electron cyclotron emission (ECE) and 2D ECE imaging (ECEI) measure-
ments at ASDEX Upgrade provided further information on the radial localisation,
2D structure and frequency of certain modes [17, 18]. Due to the availability of
ECE data with a high sampling rate for many ASDEX Upgrade discharges, it was
possible to calculate the frequency spectrogram of modes up to 500kHz in these
cases. The high radial resolution of the ECE diagnostic means that information
on the 1D radial localisation of the modes could be obtained based on observa-
tions of the amplitude measured using different channels. Figure 4.4 (a) shows
time-traces of the electron temperature measured using the ECE diagnostic from
t = 2.6 − 3.7s for discharge 28112, with sawtooth behaviour evident throughout
this period. The locations of the core ECE channels on the low field side of the
plasma are shown in figure 4.4 (b), with the channel colours corresponding to
those in figure 4.4 (a).
Figure 4.4. (a) Electron temperature time-traces measured using ECE from t = 2.6−3.7s
and (b) positions of core ECE channels at t = 3.4s for discharge 28112.
Figure 4.5 shows measurements for several core fast ECE channels during
the same period of discharge 28112 presented in figure 4.4 (a). Strong sawtooth
precursor activity is observed in the periods leading up to the sawtooth crashes
using the innermost core channels 49, 51, 53 and 55. Second and third harmonics
of these precursors are also observed. For channel 57, which is further from the
plasma centre than most of the other channels, the observed amplitudes are much
lower, and for channel 59, which is the furthest out of the six channels, almost
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no activity is visible. This gives another verification of the approximate position
of the sawtooth inversion radius, and hence the q = 1 surface, as one would not
expect to observe precursor oscillations outside the q = 1 surface. A 2D ECE
imaging system is also in operation at ASDEX upgrade, as has been discussed
in section 2.3.4 [18]. From this, an estimation of the 2D structure of modes can
be obtained if the electron temperature perturbation which they induce are large
enough to be observed.
Figure 4.5. Frequency spectrograms for six core ECE channels from t = 2.6 − 3.7s for
discharge 28112.
4.3 Coherence and radial displacement eigen-
function (RDE) analysis
4.3.1 Coherence analysis
It has been demonstrated that signal processing techniques can be applied suc-
cessfully in determining various properties of plasma instabilities [66, 68]. For
example, while the Mirnov coils alone cannot give any direct information regard-
ing the radial localisation of a mode, when used in conjunction with SXR and/or
ECE via a coherence analysis approach the approximate radial position of certain
modes considered in this work can be estimated [68]. In this section, primarily
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following the approach given in [66, 68], an outline of the background theory
and practical methods employed in determining the coherence between different
signals is presented.
Signal processing background theory The sample cross-correlation func-
tion of two discrete random time signals u1(t) and u2(t) is defined as:
R12(τ) =
1
n−m
n−m∑
q=1
u1(tq)u2(tq + τ) (4.3.1)
where tq = q∆t(q = 0, 1, ..., n), ∆t is the sample interval of the data and the
time delay is τ = r∆t(r = 0, 1, ..., m) with m ≪ n (not to be confused with
the toroidal and poloidal mode numbers). The correlation between these time
series gives a measure of their similarity. This can be used to obtain information
about the radial position of an instability by comparing signals from different
diagnostics. The value that quantifies this is called the cross-correlation coefficient
or the normalised cross correlation function [66]. This is given by the following
expression:
ρ12(τ) =
R12(τ)√
R11(0)R22(0)
(4.3.2)
where R11(0) and R22(0) are the auto-correlations for the two signals at zero time-
delay. Moving to the frequency domain, the coherence γ(f) (which is a normalised
cross power spectrum) can be obtained by taking the Fourier transform of ρ12(τ).
It is computed by taking the FFT of signals u1(t) and u2(t) and is defined as
γ(f) =
〈S12(f)〉
[〈S11(f)〉.〈S22(f)〉]1/2 (4.3.3)
where S12(f) is the cross power spectrum of u1(t) and u2(t), and S11(f) is the
auto power spectrum of u1(t). S12(f) is computed via the co- and quad-spectra
C12(f) and Q12(f), defined in [66]
S12(f) = (C12(f)
2 +Q12(f)
2)1/2 (4.3.4)
S11(f) is computed by
S11(f) = (Re(U1(f)))
2 + (Im(U1(f)))
2 (4.3.5)
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where Re(U(f)) and Im(U(f)) are the real and imaginary transform coefficients
[66]. The brackets 〈〉 represent ensemble averages as the coherence is a statistical
parameter obtained by ensemble averaging the cross-power spectrum over many
data sets [68]. If the number of degrees of freedom nDOF is moderately large,
e.g. nDOF > 30, then the distribution approaches a Gaussian and for the FFT
the percentage error is defined by the number of FFT averages Mav, with the
minimum level of statistical significance in the coherence given by γ0 = 1/
√
Mav
[67] [68] [69].
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Figure 4.6. Calculated coherence between Mirnov coils B31-14, B31-13 and B31-02, and
signals from SXR cameras I and J for f ≈ 72kHz, at their respective tangency radii from
t = 1.945 − 1.955s. The labelled magnetic coil signals are each combined with the soft
x-ray channels specified above to generate a coherence plot.
Application to experimental measurements Figure 4.6 shows the coher-
ence between Mirnov coil signal B31-14, B31-13 and B31-02 and various lines of
sight of soft x-ray cameras I and J for discharge 25546. Due to the fact that
the radial structure and position of the BAEs is not expected to vary much over
short time-scales, a time window of 10ms and a FFT data length of 1024 points
and 50% window overlap was used [68]. It is observed that the highest coherence
occurs in the region ρpol ≈ 0.1− 0.5, peaking at ρpol ≈ 0.3 as expected from pre-
vious considerations of the BAE radial localisation. The horizontal dashed black
line represents the minimum significance threshold, results under which can be
considered as noise [70]. It is also seen that the coherence between the soft x-ray
channels and the Mirnov coil signal exhibits a pattern of minima and maxima in
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the core region. Following the explanation given in [72], this is due to the line-
integrated nature of the soft x-ray measurements. A helical mode with a single
poloidal mode number m has a soft x-ray fluctuation profile with m minima and
m+ 1 maxima [72].
4.3.2 Radial displacement eigenfunction (RDE) analysis
I camera: t=3.900-3.910s
F camera: t=3.900-3.910s
Figure 4.7. Mode radial displacement eigenfunction calculated for discharge 28112 from
t = 3.900 − 3.910s at f ≈ 185kHz for I and F cameras of the SXR diagnostic. Off-scale
data at ρpol ≈ 0.1 is a result of a vanishing gradient.
The 128 “fast” channels of the soft x-ray diagnostic at ASDEX Upgrade, with
sampling frequencies of 2MHz, allow the study of the low to medium frequency
Alfve´n eigenmodes dealt with in this work, which are normally observed to have
frequencies under 250kHz. These lines of sight provide moderately high radial
resolution, and using them the soft x-ray fluctuation amplitude of the above
modes can be recovered [16]. Upon calculating the gradient of the mean SXR
fluctuation amplitude profile Asxr with respect to ρpol, a measure for the plasma
radial displacement at the tangency radius of each SXR line of sight is obtained
[62]. This in turn provides a radial displacement eigenfunction (RDE), for the
particular mode in question [64]. The radial displacement ξr at a given radial
position is given approximately by the expression
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ξr(ρ¯pol) ≈ −A˜sxr/∇ρ¯Asxr (4.3.6)
where Asxr(ρ¯pol) is the mean soft x-ray brightness profile. This equation is an
approximation of the expression ξr(ρ¯pol) ≈ −T˜ /∇ρ¯T0, which is itself derived from
the linear MHD approximation. The differences between the two expressions come
from the effects of line integration and impurity radiation. An example of a radial
displacement eigenfunction, calculated for discharge 28112 from t = 3.90− 3.91s
at f ≈ 185kHz is shown in figure 4.7.
4.4 Determination of safety factor profile infor-
mation via experimental observations
4.4.1 q = 1 radius from sawtooth inversion radius
As described in section 4.1, low-frequency Alfve´n eigenmodes such as Alfve´n
cascades (ACs) [71], toroidicity-induced Alfve´n eigenmodes (TAEs) and beta-
induced Alfve´n eigenmodes (BAEs) [63] are observed to exist close to low-order
rational surfaces. Of particular interest for the study of BAEs is the q = 1
surface as in most cases it is observed to exist in the inner core region where the
temperature profile gradients can be relatively large. This overlap of mode radial
localisation with large background kinetic profile gradients can have important
consequences for the mode frequency evolution and stability [59, 63], which will
be examined in chapters 5-7. It should be noted that since BT and Ip are anti-
parallel in ASDEX Upgrade, q < 0. Thus, throughout the thesis, whenever the
value of the safety factor is referenced, it is the magnitude that is being referred
to.
The majority of the mode activity considered in this work took place during
periods of sawtooth activity. The sawtooth instability, the physics of which is
described in chapter 2, is characterised by a large drop or “crash” in the core
temperature at the end of a sawtooth period. When this process repeats itself
over a given time range, the process is known as the sawtooth cycle. The sawtooth
cycle is dependent on the existence of a (1, 1) kink mode in the plasma. The
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(1, 1) mode has been shown to survive the sawtooth crash process, indicating
the continuous presence in the plasma of a q = 1 surface [25]. It has also been
demonstrated that the position of the q = 1 surface does not change appreciably
over the course of successive sawtooth periods [25]. Thus, as the radial location
of the BAE peak has been found to occur close to the q = 1 surface [63], it was
important that a reliable estimate for the radial location of the q = 1 surface
be obtained. The two methods by which this was achieved are described in the
section that follows.
Intersection of Te profiles before and after sawtooth crash The first
method involved electron temperature profile measurements using the ECE and
Thomson scattering diagnostics. For successive sawtooth periods there exists a
radial location where the difference in electron temperature measured immedi-
ately prior to and following the sawtooth crash is approximately zero. This is
known as the sawtooth inversion radius [74]. From theoretical considerations, the
q = 1 surface is expected to exist close to the sawtooth inversion radius for many
cases of practical interest [73].
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Figure 4.8. (a) Time-traces of core ECE channels during sawtooth cycle t = 1.945−1.979s
measured using channels of the ECE radiometer diagnostic covering the radial range
0.244 ≤ ρpol ≤ 0.438. Vertical black lines indicate times used to calculate sawtooth
inversion radius. (b) Electron temperature profiles from integrated data analysis (IDA)
before (t = 1.976s) and after (t = 1.982s) the sawtooth crash at t ≈ 1.980s. Solid vertical
black line indicates estimate for sawtooth inversion radius. Dashed vertical lines indicate
estimated error bars in sawtooth inversion radius.
However, its exact location is dependant on the safety factor and temperature
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profiles before the crash, as well as on the model used to explain the sawtooth
process. Upon assuming parabolic q and Te profiles as well as the Kadomtsev
model [26], the q = 1 surface is found to coincide with the sawtooth inversion
radius [73]. This will not be the case for an extremely flat core safety factor profile
with rapid variation outside the q = 1 surface [73]. Without detailed numerical
simulations, the assumption that the q = 1 radius and sawtooth inversion radius
coincide is the most accurate that can be achieved, and is adequate for this
analysis. Proceeding under the assumptions outlined above, an estimate for the
q = 1 radius at a given time-point is obtained by determining the approximate
sawtooth inversion radius close to this time-point. The radial point of intersection
of these profiles is taken to be the q = 1 surface radial location.
Realistic Te profiles are obtained from integrated data analysis (IDA), as described
in section 2.3.8 [23]. As the q = 1 surface position has been shown not to change
appreciably over the course of a sawtooth period [25], this radial location was
assumed to remain constant for the analysis of each sawtooth period.
An example of this procedure is demonstrated in figure 4.8 (a), which shows time-
traces of core (ρpol ≈ 0.24 − 0.37) ECE channels during a sawtooth period from
t = 1.945 − 1.979s, as well as partial periods of the preceding and subsequent
periods. The electron temperature measured by ECE channel 56, which is at
ρpol ≈ 0.32, appears to exhibit the least variation over the period before and after
the sawtooth crash at t ≈ 1.980s, suggesting that the sawtooth inversion radius is
located in this region. The intersection of two electron temperature profiles from
IDA, before and after the crash, are shown in figure 4.8 (b). The radial location
where they intersect is taken as the sawtooth inversion radius, and hence the
q = 1 surface radial location, and also occurs at ρpol ≈ 0.335. An estimate for the
error in the q = 1 surface radial location was obtained by inspecting results for
a fitted q-profile at t = 2.066s during discharge 25546, obtained using CLISTE,
which included confidence bands for the q-profile and has similar parameters.
Changes in measured SXR intensity The soft X-ray diagnostic can be used
as another tool in determining the sawtooth inversion radius. While the radial
resolution of SXR is not as high as that of the ECE diagnostic, a number of the
SXR channels provide a high temporal resolution of 2MHz, which is important
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for observing the rapid sawtooth crash event. As the measured SXR intensity
depends on the temperature, an estimate for the sawtooth inversion radius is
obtained by finding the outermost line of sight with a decreasing signal in time
for the SXR intensity and the innermost with an increasing signal close to the
time of the sawtooth crash [61]. From this, the q = 1 radius can be inferred
to occur in the region between the tangency radii of these two channels. This
method has the advantage that information from two extremes of a flux surface is
available, leading to a more accurate estimate for the flux surface diameter at the
sawtooth inversion radius. The method also provides bounds on the maximum
and minimum possible values for the inversion radius. An example of signals from
lines of sight (LOS) of the I camera of the SXR diagnostic is shown in figure 4.9.
As the signal from LOS I51 drops sharply at t ≈ 2.15s, while that of I50 increases,
it can be inferred that the sawtooth inversion radius occurs in the region between
the tangency radii of these two LOS. The same is true of LOS I57 and I58.
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Figure 4.9. Intensity of core SXR signals at successive sawtooth crashes during discharge
25546 and corresponding lines of sight plotted along with flux surfaces at ρpol = 0.2, 0.4, 0.6
and 0.8.
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4.4.2 CLISTE equilibrium reconstructions
Implementation
The theory underlying tokamak plasma equilibria has been outlined in section
2.1.3. In this section, a method for reconstructing the constrained equilibria is
presented. Analytical solutions to the GSE can be obtained in a limited number
of cases where jφ is restricted to be a linear function of psi [79]. In practice,
non-linear solutions with spline-parameterised p(ψ) and FF ′(ψ) source profiles
are numerically calculated. The CLISTE code, which is an acronym for the
CompLete Interpretive Suite for Tokamak Equilibria, has been developed for this
purpose [78]. CLISTE finds a numerical solution to the GSE for a given set of
poloidal field coil currents and limiter structures by varying the free parameters
in the parametrisation of the p(ψ) and FF ′(ψ) source profiles which define the
toroidal current density jφ [78, 79], as seen in equation 2.1.39. This is done in
order to gain the best possible fit in the least squares sense to a set of experimental
measurements [79]. The experimental data utilised as input is described in the
next section.
Input data and assumptions
CLISTE uses various experimental measurements as input data for the least-
squares fitting procedure. Primary among these are measurements of the poloidal
and radial magnetic field inside the vacuum vessel from an array of coils which
are arranged outside the plasma, as well as the currents in the various poloidal
field coils [15]. Background temperature and density profile data for the ions
and electrons can also be used to constrain the equilibria, as well as fast particle
pressure profile data if an estimate of it is available. These are obtained via a
range of diagnostics including ECE [17], core and edge Thomson scattering [20],
lithium ion beam analysis [21], interferometry [19], charge exchange recombina-
tion spectroscopy (CXRS) [24], as well as from IDA analysis [23]. It should be
noted that the interferometric measurements in figure 4.10 are actually consis-
tent with the fits, and are lower in magnitude than the overall fit due to the line
integrated nature of the measurements. Information about the location of ratio-
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nal flux surfaces, used to constrain the q-profile and obtained from theoretical
and experimental considerations, allow improved reconstructions of the toroidal
current density profile. The methods by which this data is obtained are detailed
in section 4.5.
Discharge: 27339    t1=4.370s  t2=4.392s
(a)
Discharge: 27339    t1=4.370s  t2=4.392s
(b)
Figure 4.10. Fits to electron (a) temperature and (b) density measurements from t =
4.370− 4.392s for ρpol = 0.75− 1.05 for discharge 27339 used as CLISTE input.
4.4.3 Sample results for constrained CLISTE equilibria
In order to illustrate the steps involved in the above process, input data and re-
sults from an equilibrium reconstruction of ASDEX Upgrade discharge 27339 are
presented in this section. Discharge 27339 is predominantly a H-mode or high
energy confinement discharge, with a toroidal magnetic field of Bt = −2.490T
and a plasma current of Ip = 1.200MA. All three primary available methods of
external heating were applied during the course of this discharge, with 4.079MW
ICRH power, 0.664MW ECRH power and 12.100MW NBI power employed at
the time-point of interest.
In order to constrain the reconstruction of the total plasma pressure, measure-
ments of the background kinetic profiles from core and edge Thomson scattering,
ECE radiometer and interferometry diagnostics were included. An estimate of
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Zeff was also required in order to determine the ion density profile. The fits
to these measurements were only utilised in the region around the plasma edge,
from ρpol = 0.75−1.05. This was due to the fact that the fraction of the pressure
contributed by fast particles in the core would be expected to be relatively large
due to the significant amount of NBI and ICRH heating employed. Thus, the
kinetic profiles are only reflective of the actual total pressure outside the plasma
core region in this case, as the fast particle pressure at the edge is assumed to be
negligible [80]. A consequence of this is that CLISTE equilibrium reconstructions
can be used as an indicator of the plasma fast particle pressure as they include the
total calculated plasma pressure which will vary from the core kinetic pressure
in the presence of a large fast particle population [80]. No ion temperature data
was available in this case so the assumption that Ti = Te was made. The fits to
the electron temperature and density are shown in figure 4.10.
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Figure 4.11. Magnetic midplane profiles for (a) reconstructed current density profiles
(blue: local; red: flux surface averaged) and (b) reconstructed equilibrium pressure for
discharge 27339 at t = 4.381s.
A clear steepening of the electron temperature and density profiles is visible
in the region from ρpol ≈ 0.95 − 1.00. This is known as the pedestal region and
is indicative of the H-mode phase of a discharge, when the plasma energy and
particle confinement is high. Following the methods described in section 4.4.1,
the q = 1 surface is found to occur at dmid ≈ 0.349m, where dmid is the magnetic
mid-plane diameter of the flux surface at which the q = 1 surface is located. This
information was then used to constrain the equilibrium reconstructions. Figure
4.11 shows the (a) reconstructed local and flux surface averaged toroidal current
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density and (b) reconstructed total pressure profile PTot and input edge pressure
profile from IDA measurements for discharge 27339 at t = 4.381s, where the local
toroidal current density JΦ is plotted in blue and the flux surface averaged current
density 〈JΦ〉 is plotted in red. The pedestals present in figures 4.10 (a) and (b) is
clearly reproduced in figure 4.11 (b). The result of these high pressure gradients
at the edge is the presence of large bootstrap current peaks.
This is due to the fact that the magnitude of the bootstrap current is directly
proportional to the pressure gradient [77]. The rmse fit error for magnetic flux
difference measurements 〈dF 〉 and magnetic probe Bθ measurements 〈dB〉 are
found to be 2.0mT and 1.7mT respectively. The corresponding errors, expressed
as a percentage of the rms value of all the converted flux differences, are 1.9%
and 0.6% respectively, indicating relatively low errors in the fits. As these con-
strained CLISTE equilibria take into account much more available experimental
information than a magnetics only reconstruction, they provide a much more
representative result for the flux surface geometry.
4.5 Results calculated using constrained
CLISTE equilibria
4.5.1 RSAEs and BAEs
In this section, results for Alfve´n eigenmode activity published in [81], calculated
using modelled q-profiles from CLISTE, are discussed. The dark blue profile
in figure 4.12 (a) shows a modelled q-profile obtained from an equilibrium re-
constructed using CLISTE for ASDEX Upgrade discharge 25506 at t ≈ 0.45s,
while the other profiles are scaled versions of the initial q-profile, modelling its
potential evolution in time. Figure 4.12 (b) shows the corresponding evolution
of the continuum extrema for a reversed shear Alfve´n eigenmode (RSAE) and
beta-induced Alfve´n eigenmode (BAE), calculated using LIGKA [48,81]. A min-
imum in the continuum located at ρpol ≈ 0.3 initially moves downwards before a
local maximum is formed with the appearance of a q = 2 surface in the plasma.
This maximum then moves upwards as the local minimum in the safety factor
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profiles shifts downwards, causing the upward sweeping in frequency observed
experimentally [81].
|q
|
(a) (b)
Figure 4.12. (a) Expected safety factor evolution during discharge 25506 calculated using
CLISTE. Note that only the magnitude of q is plotted. (b) RSAE and BAE continuum
extrema evolution with safety factor profile beginning at t ≈ 0.45s [81].
The formation of the q = 2 surface also results in a frequency continuum
accumulation point forming at ρpol ≈ 0.4, below which the BAEs sit. This accu-
mulation point is observed to shift outwards with the outward radial movement
of the q = 2 surface.
(a) (b) (c)
Figure 4.13. (a) Modelled safety factor profiles and background temperature/density
profiles for discharge 25506. Note that only the magnitude of q is plotted. (b) Difference
between lowest and first harmonics of RSAE with the second radial derivative of the q-
profile at Rqmin (c) Damping rates for the lowest (p = 0) and first (p = 1) harmonic of an
RSAE with the second radial derivative of the q-profile at Rqmin [81].
Whereas in figure 4.12 the shape of the q-profile was fixed and only q0 was
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scaled, figure 4.13 shows the effects of the variation in the second radial derivative
of the q-profile at the radial location of the minimum in the q-profile Rqmin on the
frequencies of the 1st and 2nd harmonics of the RSAE as well as their damping
rates. For the experimentally observed ∆f ≈ 8kHz, the damping rates of the two
harmonics are approximately equal [81].
4.6 Numerical root-solver for low-frequency ki-
netic dispersion relation
4.6.1 Nyquist root-solver algorithm
The next step in the analysis procedure was to solve the kinetic dispersion re-
lation 3.4.61 numerically using experimental data as input, and to compare the
results with the experimentally observed mode behaviour. The kinetic dispersion
relation describes a complicated physical system and its solutions are complex
eigenfrequencies. The determination of these eigenfrequencies involves finding
the roots of an analytic function. The description of how this is done follows
those given in [82, 83]. After a numerical discretisation, the spectral problem of
a system can be cast in the following general form [82, 83]
M(ω)~x = 0 (4.6.1)
where ~x is an eigenvector. Except for cases with simple dispersion relations,
the matrix M(ω) is an intricate function of the eigenfrequency ω, which may
take complex values in the presence of damping and/or destabilising mechanisms.
Therefore, the spectral problem can usually not be reduced to the standard form
A~x = λ(ω)B~x, and the corresponding well-known methods of solution cannot be
applied [82,83] . Nonetheless, one can always establish the characteristic equation
for the eigenvalue problem
D(ω) = detM(ω) = 0 (4.6.2)
Determining the eigenfrequencies thus reduces to solving for the zeros of the func-
tion D(ω) [82,83]. This is achieved using a FORTRAN 90 code, which solves for
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the roots of a complex polynomial equation, in this case the kinetic dispersion
relation 3.4.61 [59]. All input data was read directly from ASDEX Upgrade shot-
files, within which all relevant data describing the plasma is stored, as described
in the next section.
4.6.2 Input data and assumptions
In order to solve the kinetic dispersion relation numerically, a number of back-
ground plasma profiles and parameters were required as input data. These in-
cluded the background ion and electron temperature and density profiles (Te, Ti, ne
and ni), their gradients with respect to the magnetic mid-plane radius (∇Te, ∇Ti,
∇ne and ∇ni), the toroidal magnetic field profile Bt, the safety factor profile q,
as well as the plasma elongation κ, plasma major and minor radii (R0 and a),
and the toroidal and poloidal mode numbers n and m respectively. The ki-
netic temperature and density profiles were obtained through a combination of
data from the IDA diagnostic and estimates of the dominant plasma impurity
and its relative concentration and through the availability of Zeff profiles for
certain time-points [84]. The parameters concerning the plasma geometry were
obtained from ASDEX Upgrade equilibrium reconstructions, and the mode num-
bers were obtained from Mirnov coil and in certain cases SXR measurements.
Equilibrium reconstructions, constrained using kinetic and q-profile information,
as described in the previous sections of this chapter, were generated using the
CLISTE code [78] [12] in order to obtain more realistic safety factor profiles.
4.6.3 Numerical investigation of shear Alfve´n wave dis-
persion relation in zero and finite toroidicity cases
We begin with the simplest case of a shear Alfve´n wave, whose dispersion relation
is given by ω(r) = k‖(r)υA(r). In a uniform plasma, the shear Alfve´n wave is
completely stable, with Im(ω) = 0. However, when more complicated geometries
are considered, this wave can couple with the magnetoacoustic wave, and the
eigenfrequency can possess a non-zero imaginary component, which can lead to
instability. The frequency continuum for a shear Alfve´n wave in cylindrical geom-
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etry with dispersion relation ω(r) = k‖(r)υA(r) and with k‖(r) = (n−m/q(r))/R0
in the region of interest close to the q = 1 surface is given in figure 4.14 with
the safety factor profile over-plotted. It is seen that at the position of the q = 1
surface the continuum frequency reduces to zero for modes with equal toroidal
and poloidal mode numbers (n = m). This is due to the radial dependence of k‖
on the safety factor profile.
The continuum frequency then proceeds to increase monotonically towards the
plasma edge as ω(r) ∝ k‖(r) ∝ 1/√ni(r), both of which increase rapidly in this
region. As a result, the continuum is completely closed in this low-frequency
regime and any instabilities with frequencies coincident with it are rapidly dis-
persed due to phase mixing [29], as has been discussed in chapter 3. If we now
introduce toroidal geometry, a modification to the dispersion relation is neces-
sary due to poloidal mode number coupling resulting from the presence of finite
plasma toroidicity. The term which describes this coupling is
k‖ =
k2‖mυ
2
A + k
2
‖m+1υ
2
A ±
√
(k2‖mυ
2
A − k2‖m+1υ2A)2 + 4ǫ2x2k2‖mυ2Ak2‖m+1υ2A
2(1− ǫ2x2) (4.6.3)
Thus, the shear Alfve´n dispersion relation, without kinetic effects, becomes
ω2−
k2‖mυ
2
A + k
2
‖m+1υ
2
A ±
√
(k2‖mυ
2
A − k2‖m+1υ2A)2 + 4ǫ2x2k2‖mυ2Ak2‖m+1υ2A
2(1− ǫ2x2)
R20
υ2A0
= 0
(4.6.4)
where x = r/a. Figure 4.15 (a) shows the coupled continua for a single toroidal
mode number and differing poloidal mode numbers, calculated using the kinetic
dispersion relation numerical rootsolver. The continua characterised by different
poloidal mode numbers no longer intersect in the coupled case. Instead, gaps
open up in the continuum, centred approximately on the former crossing points
of the continua. The size of these gaps is proportional to the inverse aspect
ratio ǫ = r/R0 [36]. From theory, it is known that the dispersion curves of
counter-propagating shear Alfve´n waves, with poloidal mode number m andm+1
respectively, cross at the radius where the parallel wave-numbers have the same
absolute value but opposite signs, or where |k‖m| = −|k‖m+1| [35]. The safety
factor at this location is given by q(r) = m+1/2
n
. This can be seen in figure 4.15
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(a) by comparing the location of the mode coupling with the corresponding value
of the q-profile at these locations. For n = 4 and m = n + 1, n + 2, ..., the
coupling is seen to occur at increasing rational q-surfaces q = 9/8, 11/8... etc.
Due to the fact that the continuum is no longer completely closed, it is possible
for toroidicity induced Alfve´n eigenmodes with discrete frequencies to be excited
within the gaps resulting from the poloidal mode number coupling [35].
Figure 4.14. Sample shear Alfven wave frequency continuum (red) and overlaid magni-
tude of q-profile (blue).
q
(a) (b)
Figure 4.15. (a) Illustrative shear Alfve´n continuum with toroidal coupling effects in-
cluded (b) Illustrative Alfve´n continuum with geodesic curvature and finite compressibility
effects included, showing resultant beta-induced gap. The q-profile is overplotted for both
(a) and (b).
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4.6.4 Low-frequency kinetic dispersion relation
In order to investigate low-frequency Alfve´n eigenmode activity in various plasma
parameter regimes, a kinetic dispersion relation, which has been re-derived for
the gyrokinetic model [42, 46–48, 60] underpinning the eigenvalue code LIGKA
[48], was solved numerically. This is derived from the system of quasineutrality,
gyrokinetic and gyrokinetic moment (GKM) equations, the details of which can
be found in [48] and [42]. A discussion of the underlying physics has been given
in the chapter 3 of this work and the equation is stated again here for convenience
ω2(1− ω∗p
ω
)− k‖ R
2
0
υ2A0
= 2
√
2
1 + κ2
υ2thi
R20ω
2
A0
(−[H(xm−1) +H(xm+1)]+
τ [
Nm(xm−1)N
m−1(xm−1)
D(xm−1)
+
Nm(xm+1)N
m+1(xm+1)
D(xm+1)
]) (4.6.5)
The term ‘kinetic dispersion relation’ is used in this work to distinguish it from
the purely MHD dispersion relation, as presented in [37]. However, it has been
demonstrated that the MHD limit can also be recovered analytically from the
system of equations mentioned above [42, 46–48]. The inadequacies of the MHD
model, which necessitate the move to a kinetic description, have also already been
enumerated in chapter 3.
Specific kinetic effects appear in this analysis as, due to the inclusion of finite
core ion compressibility, wave-particle resonances can now occur for modes with
ω ≈ ωti ≈ ω∗p [42, 48]. ωti is the ion transit frequency, defined after equation
3.4.61. Diamagnetic effects become important when appreciable temperature
and/or density gradients are present [42, 48, 59]. The kinetic dispersion relation
is comprised of polynomials in xm±1 = ω/ωti and Z(xm±1), where xm±1 is a mea-
sure of the degree of resonance between the modes and passing particles, and
where Z(xm±1) is the plasma dispersion function. Thus, specific kinetic effects
enter into the kinetic dispersion relation and alter the value of the calculated
continuum frequency and drive/damping, as well as allowing one to maintain the
vanishing highest derivative terms in the system as in the ideal MHD case. In this
work, when the term ‘continuum’ is used, it will refer to the continuum calculated
using this kinetic dispersion relation as derived via the kinetic analyses in [48]
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and [42].
If we begin with the cold plasma case where β = 0 then finite compressibility
will not contribute to the dispersion relation. In this case, the continuum will
have the same form as that presented for the purely shear Alfve´n case in figure
4.14 . However, if we now assume a finite but low plasma β, a low-frequency
gap is opened below the continuum. This gap cannot form without the coupling
of the shear Alfve´n wave to the sound wave. Thus, the inclusion of finite ion
compressibility in the model, which allows the existence of the sound wave, is
vital not just for the dynamics of the modes, but is a necessary condition for the
existence of the low frequency gap to begin with.
Figure 4.15 (b) shows the effect of the form of the kinetic dispersion relation
on the continuum. A lower gap is opened beneath the continuum, with an ex-
tremum in the continuum, known as the BAE continuum accumulation point,
forming close to the q = 1 surface. Discrete modes can now be excited beneath
this extremum. The fact that the continuum accumulation point is located close
to the q = 1 surface is important for stability as here k‖ ≈ 0. This condition
corresponds to minimal line-bending which, if present, will act as a stabilising
mechanism. Thus, the absence of line-bending facilitates the existence of poten-
tially unstable modes.
The dependence of the continuum accumulation point frequency on the radial
coordinate, in this case the normalised poloidal radius ρpol, can be understood
by considering how the inclusion of finite-β effects alter the continuous spectrum,
where β is determined primarily by the thermal velocity υthi. The kinetic disper-
sion relation contains different powers of ω∗p which are proportional to the toroidal
mode number n and have a radial dependence from T (ρpol),∂T (ρpol)/∂ρpol, n(ρpol),
∂n(ρpol)/∂ρpol and B(ρpol). If we take the derivative of this equation with respect
to the radial coordinate ρpol, ∂ω/∂ρpol = 0 will be no longer occur simply where
k‖ = 0 as a result of these additional terms, and the BAE continuum accumula-
tion point will be shifted radially by an amount dependant on the mode toroidal
mode numbers.
The dependence of these modes on the toroidal mode number will be discussed
further throughout the thesis. Specifically, it will be seen that there is a splitting
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of distinct toroidal mode numbers by kinetic effects. This is different to that
caused by toroidal rotation or non-linear frequency splitting due to strong ener-
getic particle drive of one and the same toroidal mode. In the cases of the BAEs
and acoustic Alfve´n eigenmodes investigated in this work the resultant distinct
eigenmodes will be referred to as distinct toroidal eigenmodes. This will be in
reference to modes with different toroidal mode numbers separated by a finite
frequency.
In this chapter, the experimental observations and numerical methods used in the
analysis conducted in this work have been discussed. In the chapters that follow
these observations and methods are applied to the investigation of low-frequency
Alfve´n eigenmodes under different experimental conditions at the ASDEX Up-
grade tokamak.
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Chapter 5
Investigation of beta-induced
Alfve´n eigenmodes (BAEs) and
low-frequency acoustic Alfve´n
eigenmodes during ICRH phase
of selected discharges
5.1 Overview of low-frequency Alfve´n eigen-
modes at ASDEX Upgrade
Low-frequency mode activity has been observed repeatedly in the frequency
range between that of the kink instability and toroidicity-induced Alfve´n eigen-
mode (TAE), which are typically observed at ASDEX Upgrade at f ≤ 10kHz
and f ≥ 150kHz [64] respectively. These observations have been made during
ICRH [48], ECRH and NBI [81] heated discharges. While the qualitative and
quantitative behaviour of this low-frequency mode activity differs somewhat de-
pending on the heating scheme employed, there is strong evidence that each of
these modes is characterised by the possession of varying degrees of Alfve´nic and
acoustic polarisation [48]. In the present chapter, two different mode types are
investigated. The first is the beta-induced Alfve´n eigenmode (BAE), which is
normally observed in the frequency range from f ≈ 50 − 90kHz at ASDEX Up-
grade [48,59]. The second type of mode is observed in the beta-induced acoustic
Alfve´n eigenmode (BAAE) frequency regime, from f ≈ 10−45kHz, and possesses
a much higher degree of acoustic polarisation than the BAE, while still retaining
a significant Alfve´nic component [63]. An example of these modes, measured
using a core directed line of sight of the soft x-ray diagnostic during successive
sawtooth periods of discharge 25546, is shown in figure 5.1, where nfft is the
FFT window length and nstp is the number of points.
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Figure 5.1. Low-frequency mode activity during two successive sawtooth cycles from
t ≈ 1.91 − 1.98s for discharge 25546, measured using core soft x-ray channel I51, with
nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.244.
As has been discussed in chapter 3, both of these types of modes occur in
the low-frequency β-induced gap that develops beneath the Alfve´n continuum
as a result of geodesic curvature and finite ion compressibility effects [48, 57].
Unlike TAEs, where the gap is formed by the crossing of the dispersion curves
of counter-propagating waves with adjacent poloidal harmonics, BAEs possess
frequencies which lie beneath an extremum in the Alfve´n frequency continuum,
known as the continuum accumulation point. This forms close to integer q-
surfaces where k‖ ≈ 0, meaning that the stabilising effect of field line bending is
minimised [46, 47]. In the case of the modes dealt with in this section, it is the
q = 1 surface that is observed to be the rational surface of greatest importance.
The lower frequency acoustic Alfve´n eigenmodes are observed to occur close to
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an extremum in a second frequency branch, obtained by solving the kinetic dis-
persion relation, that is also localised close to the q = 1 surface [59].
In section 5.2, observations of the main experimental parameters and low-frequency
modes from three primarily ICRH heated ASDEX Upgrade discharges - 25544,
25546 and 25549 - are presented. Observations of BAEs and low-frequency acous-
tic Alfve´n eigenmodes made using the soft x-ray and Mirnov coil diagnostics
during selected sawtooth periods, and their observed dependencies on the evo-
lution of the background temperature and density profiles are then presented
in section 5.3. In section 5.4, a numerical analysis of the frequency evolution
and damping/growth rate of both types of mode is conducted using a numerical
rootsolver for the kinetic dispersion relation presented in chapter 3 and a fully
numerical approach using the LIGKA code. A comparison between these numer-
ical results and the experimentally observed mode frequencies is also presented
in this section.
5.2 Overview of experimental observations dur-
ing ICRH phase of discharges 25544, 25546
and 25549
5.2.1 Overview of primary experimental parameters
An analysis of ASDEX Upgrade discharges 25544, 25546 and 25549, all of which
exhibit varying degrees of low-frequency Alfve´n eigenmode activity, is commenced
in this section.
Discharge Ip (MA) Bt (T) ne (m
−3) PICRH (MW)
25544 0.800 -2.490 7.37×1019 4.330
25546 0.800 -2.488 6.41×1019 4.395
25549 0.800 -2.490 6.35×1019 4.377
Table 5.1. Main parameters of discharges 25544, 25546 and 25549
The same time-period, from t = 1.700 − 2.500s, is considered for all three
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discharges. During this period, these discharges all remain in the low-confinement
or L-mode regime and attain moderate peak electron densities. While discharges
25544, 25546 and 25549 each experience periods of ECRH and NBI heating, only
periods during which ICRH alone is utilised are investigated in this chapter.
ICRH was present from t = 1.068 − 4.296s, t = 1.076 − 4.296s and t = 1.070 −
4.696s during discharges 25544, 25546 and 25549 respectively. The effects of
ECRH on low-frequency mode behaviour are treated in chapter 6. Table 5.1
shows the main parameters of the discharges in question. The plasma current
Ip, on-axis toroidal magnetic field strength Bt, peak electron density and ICRH
power are similar in each case.
5.2.2 Observed core electron temperature and density evo-
lution during ICRH phase
Discharges 25544, 25546 and 25549 each exhibit sawtooth activity of moderate
intensity during the time periods considered, with sawtooth periods typically
lasting from approximately 30− 40ms.
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Figure 5.2. Evolution of core electron temperature, measured using channels of the ECE
radiometer diagnostic covering the radial range 0.237 ≤ ρpol ≤ 0.383, during a sawtooth
period lasting from t ≈ 2.013− 2.048s for discharge 25546.
The character of a typical sawtooth period observed during discharge 25546 is
illustrated in figure 5.2. In the case of the above discharges, the typical maximum
drop in the electron temperature during a sawtooth crash, comprising the final few
milliseconds of a sawtooth period and measured by the innermost ECE channel,
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varies from ∼ 0.3 − 0.4keV. For the purposes of this analysis, the event referred
to as the sawtooth crash comprises that period beginning with the appearance of
sawtooth precursor oscillations and ending with a commencement in core electron
temperature recovery, demonstrated by the region enclosed by the two vertical
black lines in figure 5.2 to occur at t ≈ 2.044s and t ≈ 2.047s respectively.
Discharges 25546 and 25549 exhibit similar electron density and temperature
evolution during the period considered from t = 1.700−2.500s. In the case of the
electron density, this consists of a gradual increase in the core and edge values,
as measured using the core H-1 and edge H-5 channels of the interferometry
diagnostic. During discharge 25546 the core density increases from ne ≈ 3.1 −
4.8 × 1019m−3, while in the case of discharge 25549 the increase is from ne ≈
2.9 − 4.3 × 1019m−3, as demonstrated in figure 5.3 and figures 5.4 (b) and (c)
respectively. In figure 5.4, the electron temperature considered is that measured
just prior to the commencement of sawtooth precursor activity, and is indicated
by a dashed black line.
 2
 3
 4
 5
 6
 7
 8
         
n
e
 
(m
-
3 )
H-1
×1019
#25544
H-5
 
 
 
 
 
 
 
        
H-1
H-5
#25546
 
 
 
 
 
 
 
        
H-1
H-5
#25549
0.5
1.0
1.5
2.0
2.5
3.0
3.5
1.8 2.0 2.2 2.4
T e
 
(ke
V)
Time (s)
 
 
 
 
 
 
 
1.8 2.0 2.2 2.4
Time (s)
 
 
 
 
 
 
 
1.8 2.0 2.2 2.4
Time (s)
Figure 5.3. Time-traces of core and edge electron density, measured using interferometry,
from t = 1.700− 2.500s for discharges 25544, 25546 and 25549
Beginning at t ≈ 1.9s during discharges 25546 and 25549, the maximum core
electron temperature observed during a sawtooth period commences falling, as
seen in figure 5.3. Prior to this point, this maximum core electron temperature
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exhibits a moderate increase. During discharge 25546 the local peak electron
temperature is approximately 3.08keV at t ≈ 1.905s, which is close to the time
when the overall maximum core electron temperature observed during the time
period from t = 1.700− 2.500s is observed, as shown in figures 5.4 (b), while the
equivalent measurement at t = 2.494s is approximately 2.58keV. Discharge 25549
exhibits a similar decrease in the overall core electron temperature after the early
peak level at t ≈ 1.9s, as seen in figure 5.3 and figure 5.4 (c).
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Figure 5.4. Time-traces of core electron temperature and density, measured using the
ECE and interferomtery diagnostics, for selected time-slices during discharges (a) 25544,
(b) 25546 and (c) 25549 respectively.
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Discharge 25544 demonstrates a smaller change in the core electron density,
increasing from ne ≈ 5.6 − 6.4 × 1019m−3 during the period t = 1.700 − 2.500s,
with the majority of this increase occurring at the beginning of this period from
t = 1.700 − 2.100s, as seen in figure 5.3. Likewise, the maximum core electron
temperature observed during the each sawtooth period of discharge 25544 does
not vary greatly during the overall period from t = 1.700 − 2.500s. From fig-
ures 5.4 (a), it is seen that the innermost electron temperature measurement at
t ≈ 2.038s is approximately 2.16keV, via ECE, while that at t = 2.501s is approx-
imately 2.10keV. The effects that these differences in the background density and
temperature profile behaviour have on the mode evolution will be investigated
experimentally and numerically in sections 5.3 and 5.4 respectively.
5.2.3 Overview of low-frequency mode observations dur-
ing ICRH phase
As has been introduced in section 5.1, low-frequency mode activity in the fre-
quency range from 10 − 90kHz, consisting of BAEs and acoustic Alfve´n eigen-
modes, have been observed using the Mirnov coil and soft x-ray diagnostics during
certain ASDEX Upgrade discharges. In this section, examples of these observa-
tions are presented for discharge 25546 and the overall trend in mode frequency
during the time-slice from t = 1.700− 2.500s is considered.
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Figure 5.5. Spectrograms of BAE frequency evolution during discharge 25546 spanning
the period from t = 1.67−2.51s, measured using line of sight I50 of the soft x-ray diagnostic,
with nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.32.
For discharge 25546, BAE activity in the frequency range f ≈ 65− 80kHz is
first observed at t ≈ 1.65s, as demonstrated in figure 5.5. These observations were
made using line of sight I50 of the soft x-ray diagnostic, with a tangency radius
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of ρpol ≈ 0.32. It is seen that the BAE activity is initially only faintly observed,
increasing in amplitude as the discharge progresses. During discharge 25546, the
BAE activity ends abruptly with the introduction of NBI heating at t ≈ 3.00s.
While the low-frequency mode activity returns subsequently at t ≈ 3.20s, during
the joint ICRH/ECRH phase, it is of a different character to that during the
earlier exclusively ICRH phase, and is not observed as clearly using the Mirnov
coil or soft x-ray diagnostics. The impact that the introduction of ECRH has
on the low-frequency modes is treated in chapter 6. The character of the low-
frequency mode activity also changes for discharge 25549 with the introduction
of ECRH at t ≈ 2.50s.
Taking the observed frequency of the central distinct toroidal eigenmode at the
approximate median time-point of each sawtooth period as a reference frequency
fref in figure 5.5, it is evident that this exhibits noticeable shifts throughout the
period from t = 1.700−2.500s. From t ≈ 1.700−1.860s, fref increases by ∼ 3kHz,
before falling to its initial frequency of f ≈ 68kHz by t ≈ 2.130s. fref is then
observed to increase steadily, increasing in frequency by ∼ 5kHz by the end of
the time period considered at t = 2.500s. It is seen by comparing figures 5.3 and
figure 5.5 that the reversal in direction of the time evolution of fref at t ≈ 1.9s
occurs at approximately the same time as that of the core electron temperature.
Likewise, the change in direction of the frequency evolution at t ≈ 2.130s appears
to coincide approximately with a reduction in the rate of change of the electron
temperature and density profiles, which decrease and increase respectively during
the remaining period of the discharge. The effects that the background profiles
have on the mode frequency evolution will be considered in detail in sections 5.3
and 5.4.
5.2.4 Observed low-frequency mode evolution during a se-
lected sawtooth period
In this section, observations of low-frequency mode activity during a sawtooth
period from t ≈ 1.945 − 1.980s of discharge 25546 will be presented and an
estimate for the radial location of the modes will be obtained using multiple lines
of sight of the soft x-ray diagnostic.
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BAEs BAE activity is observed during discharge 25546 using the Mirnov coil
diagnostic and various lines of sight of the soft x-ray diagnostic. Figure 5.6 shows
BAE activity, measured using three different ballooning coils of the Mirnov coil
diagnostic during a sawtooth period from t ≈ 1.945− 1.980s. Using the method
described in section 4.2, the BAE is found to have a toroidal mode number of
n = 3.
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Figure 5.6. Spectrograms of n = 3 BAE, measured using Mirnov coils (a) B31-14 (b)
B31-13 and (c) B31-02 during the sawtooth period from t = 1.944 − 1.981s of discharge
25546, with nfft = 8192 and nstp = 512.
By combining observations from multiples lines of sight of a given soft x-ray
camera, an initial estimate of the mode radial localisation can also be made.
Figure 5.7 shows observations of BAE activity, made using lines of sight I52-
I49 of SXR camera G, during the sawtooth period from t ≈ 1.945 − 1.980s for
discharge 25546. In figure 5.7, the modes are most clearly observed for lines of
sight I52, I51 and I50, which have tangency radii of ρpol ≈ 0.156, 0.244 and 0.332
respectively. The mode amplitude measured using soft x-ray lines of sight I49,
with a tangency radius of ρpol ≈ 0.419, is significantly lower than that measured
using the inner channels. This suggests that the modes are localised inside the
region ρpol ≈ 0.419. However, it should be noted that the SXR intensity at the
tangency radii will depend on the structure of the eigenfunction, and without a
definitive determination of this it is not possible to obtain the exact position of
the modes [64].
Observations of BAE behaviour Considering the frequency evolution of the
observed BAE activity in figure 5.7, a clear frequency separation between dis-
tinct toroidal eigenmodes is observed throughout the sawtooth period, suggest-
ing modes with a range of toroidal mode numbers. Limiting the analysis to
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the four most prominent distinct toroidal eigenmodes, these are found, using
Mirnov coil and soft x-ray measurements, to range from n = 3 − 6, in order of
decreasing frequency. Considering the n = 4 case, it is observed to begin with
an initial frequency of f ≈ 72kHz at t ≈ 1.944s. A maximum dip in frequency
of approximately 5kHz is observed, and it exhibits a local minimum frequency
of approximately 68kHz at t = 1.954s. The frequency of the n = 4 BAE then
increases by approximately 1kHz over the next 4ms before essentially plateauing
from t = 1.958 − 1.965s. Finally, the mode begins a reasonably steady increase
in frequency before again reaching f ≈ 73kHz at t = 1.977s. This behaviour,
and its relation to the background profile evolution will be considered further in
section 5.3.3 and numerically in section 5.4.
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Figure 5.7. BAEs with toroidal mode numbers n = 3 − 6, measured using lines of sight
I52−I49 of the soft x-ray diagnostic, with nfft = 8192 and nstp = 512, during the period
from t = 1.945− 1.980s of discharge 25546.
Acoustic Alfve´n eigenmodes Low-frequency acoustic Alfve´n eigenmodes are
also observed during the time period considered from t ≈ 1.945− 1.980s. These
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modes are observed in the frequency range from f ≈ 10 − 45kHz, as seen in
figure 5.8. As with the BAEs, information about the radial localisation of the
acoustic Alfve´n modes can be obtained by considering observations from different
soft x-ray lines of sight. Figure 5.8 shows observations from soft x-ray lines of
sight I52-I49. From these it is clear that the most clearly observed mode activity
occurs for channels I52-I50, again indicating that the modes are likely to be core
localised in the region inside ρpol ≈ 0.419.
Observations of acoustic Alfve´n eigenmode behaviour
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Figure 5.8. Spectrograms of acoustic Alfve´n eigenmode frequency evolution, measured
using lines of sight I52−I49 of the soft x-ray diagnostic, with nfft = 8192 and nstp = 512,
during the period from t ≈ 1.945− 1.980s of discharge 25546.
As is the case for the BAEs, a frequency separation between distinct toroidal
eigenmodes is observed for the acoustic Alfve´n modes using channel I52, as seen
in figure 5.8 (a). However, in this case no definitive mode number identification
is possible. The acoustic Alfve´n eigenmodes differ from the BAEs in two main
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respects. Firstly, while they are clearly observed in the initial and final ∼ 10ms
of the sawtooth period, they are almost completely absent in the central portion
of the period. Secondly, the evolution of their frequencies appears to run counter
to that of the BAEs, increasing in the initial stage of the sawtooth period and
decreasing in the later stage. These features of the acoustic Alfve´n modes will be
considered further experimentally in section 5.3.4 and numerically in section 5.4
Observed background electron and ion density and temperature pro-
files during selected sawtooth period
It has been mentioned in chapter 4 how the electron density and in particular
the temperature can experience large variations during the course of a sawtooth
period. In this section, the behaviour of the electron and ion density and tem-
perature profiles during the sawtooth period from t ≈ 1.945 − 1.980s will be
considered. The background profiles for the electron population are obtained
using the IDA diagnostic [23].
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Figure 5.9. Electron (a) temperature and (b) density evolution over the course of a
sawtooth period from t ≈ 1.945 − 1.980s for discharge 25546 measured using channels
of the ECE radiometer diagnostic covering the radial range 0.244 ≤ ρpol ≤ 0.438 and
interferometry respectively.
Ion density profiles were used when available by utilising estimates for the
primary plasma impurity Z and the Zeff radial profile, which was available for
certain time-points at ASDEX Upgrade using the IDZ diagnostic [84]. No ion
temperature data was available for the discharges considered in this section. Fig-
ure 5.9 shows the electron temperature and density evolution over the course of
the sawtooth period from t ≈ 1.945− 1.980s for discharge 25546, as measured by
core ECE channels and core and edge interferometry channels respectively.
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As can be seen from figure 5.9 (b), the overall core electron density does not vary
much over the course of the sawtooth period, increasing from ne ≈ 4.0×1019m−3
at t = 1.945s to ne ≈ 4.1×1019m−3 at t = 1.980s. Thus, when making a fit to the
electron density, it was deemed reasonable to average the data over an entire saw-
tooth period. From figure 5.9 (a), the electron temperature measured by the six
innermost ECE channels is observed to increase steadily from t = 1.945− 1.956s,
before jumping sharply from t = 1.956 − 1.960s and saturating somewhat from
t = 1.960s until the end of the sawtooth period, when sawtooth precursor oscil-
lations become pronounced from t ≈ 1.976− 1.979s.
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Figure 5.10. Fitted electron temperature (a) profiles and (b) gradients, from IDA diag-
nostic, for discharge 25546 from t = 1.946− 1.968s.
Figure 5.10 (a) shows the evolution of the electron temperature profile, ob-
tained using the IDA diagnostic, for the time period t = 1.946 − 1.968s for
discharge 25546 with the corresponding profile gradients with respect to the out-
board mid-plane radius shown in figure 5.10 (b). The profiles are averaged over
three IDA measurements spanning 2ms. The profiles inside ρpol ≈ 0.25 are ob-
tained using a least square fit to the data. The gradient in the region from
ρpol ≈ 0.30 − 0.43 is observed to increase steadily during the early phase of the
sawtooth period from t = 1.946−1.964s, before saturating and eventually decreas-
ing again. The significance of this behaviour for the mode frequency evolution
will be considered in detail in section 5.3. Figure 5.11 (a) shows the evolution
of the electron density profile, obtained from IDA, during the same time-slice
considered above, with the corresponding gradient evolution shown in figure 5.11
(c). The ion density profiles and their corresponding gradients are presented in
figures 5.11 (b) and (d) respectively. While the profiles vary somewhat quantita-
tively over the course of each sawtooth period, the qualitative change is small in
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the region inside ρpol ≈ 0.419 where the BAEs are expected to be localised. This
is reflected by relatively small variations in the radial gradient compared to those
observed in the temperature gradient.
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Figure 5.11. Electron and ion density profiles and gradients, from IDA and IDZ, for
discharge 25546 from t = 1.946− 1.968s.
This observation, in conjunction with the fact that Zeff data is available with
quite a low time resolution, suggests that variations in the ion density profile
should not play a large role in interpreting the small scale behaviour of the modes.
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Figure 5.12. Electron density and Zeff profiles, from IDA and IDZ respectively, for
discharge 25546 at t = 1.966s.
This stems from the fact that the large uncertainties in the Zeff profile, and
hence in the ni profile, as well as uncertainties in the core ne value, will make
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the effect of the variation in the ion density on the mode behaviour difficult to
quantify. Examples of these profiles are presented in figure 5.12. It can be seen in
figure 5.12 (a) that sudden changes in the error bars of the IDA electron density
profile occur in certain places. The ρpol values of these changes correspond to the
tangency radii of the DCN interferometer channel lines of sight.
5.3 Investigation of low-frequency mode be-
haviour dependence on plasma background
profiles close to q = 1 surface
For the purpose of this analysis, the low-frequency mode activity observed during
four different sawtooth periods of discharge 25546 from t = 1.65 − 2.50s is con-
sidered. Period I consists of the mode activity during the first clearly observed
sawtooth period in the ICRH only regime. Periods II and III represent periods
of BAE and acoustic Alfve´n eigenmode activity during typical sawtooth periods,
occurring during the period from t ≈ 1.94 − 2.08s. Period IV treats a slight
variation in the behaviour of the low-frequency modes that occurs towards the
end of a sawtooth period.
5.3.1 Determination of rational surface location from saw-
tooth inversion radius
It has been demonstrated that low-frequency Alfve´n eigenmodes are predomi-
nantly radially localised close to low-order rational surfaces. The position of
these rational surfaces in relation to gradients in the background plasma profiles
plays an important part in determining the mode dynamics [48, 59]. Thus, a
knowledge of the rational surface location is necessary for an accurate treatment
of the modes. For this analysis, an investigation of the rational surface evolution
over the course of the discharge was conducted, based on estimates of the electron
temperature inversion radius during the sawtooth cycle, in order to facilitate the
study of the mode evolution over the course of the discharges considered.
As has been described in section 4.4.1, the estimate for the radial position of
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the q = 1 surface is based on the point of intersection between the electron tem-
perature profiles just prior to and following the sawtooth crash. This location,
where the electron temperature is observed to remain approximately constant
over the course of the sawtooth crash, is known as the sawtooth inversion ra-
dius. The time-point before the sawtooth crash was taken immediately prior to
the observed commencement of sawtooth precursor activity in order to obtain a
more representative estimate of the temperature at this stage of the sawtooth
period, while the time-point after the crash was, when possible, taken at the next
available time-point provided by IDA, usually approximately 1ms after the crash.
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Figure 5.13. (a) Time traces of core ECE channels close to a sawtooth crash at t ≈ 2.048s
during discharge 25546 measured using channels of the ECE radiometer diagnostic covering
the radial range 0.241 ≤ ρpol ≤ 0.460. (b) Intersection between Te profiles, from IDA,
measured at t ≈ 2.044s and t ≈ 2.049s, indicated by solid vertical black line. Dashed
vertical black lines indicate estimated error in q = 1 surface location.
An example of the time-points where this data was taken from is given in
figure 5.13, with an estimate of ρpol ≈ 0.315 obtained for the sawtooth inversion
radius. The data was not averaged over multiple time-points due to the rapid
variations in the temperature before and after the sawtooth crash. This investi-
gation consisted of estimates for the approximate rational surface radial locations
as well as the time-points at which these values were determined. In the major-
ity of cases, the location of the rational surface was assumed to remain constant
over the course of an individual sawtooth period. This assumption is based on
observations made in [16]. In addition to providing q-profile constraints for the
equilibrium reconstruction, this data also afforded a cursory comparison between
the evolution of the experimentally observed mode behaviour and rational sur-
face position. The evolution of the estimated q = 1 surface location over the
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time periods considered during discharges 25544, 25546 and 25549 is presented in
figure 5.14. In the interest of clarity, whenever the term “q = 1 radial location”
is used in this section, it will refer to the estimate obtained from the approximate
sawtooth inversion radius. An estimate for the error in the q = 1 surface radial
location was obtained by inspecting results for a fitted q-profile at t = 2.066s dur-
ing discharge 25546, obtained using CLISTE, which included confidence bands
for the q-profile and has similar parameters. For the period during discharge
25546 from t = 1.60− 1.90s the q = 1 radial location can be seen to initially vary
somewhat from ρpol ≈ 0.28− 0.35, as demonstrated in figure 5.14 (b). However,
from t ≈ 1.90 − 2.90s the location settles somewhat to values restricted to the
range ρpol ≈ 0.29− 0.34.
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Figure 5.14. Time-traces of q = 1 surface location, estimated from sawtooth inversion
radius, for discharges (a) 25544, (b) 25546 and (c) 25549 respectively.
This behaviour is also observed during discharge 25549 from t = 1.60− 2.50s,
with the q = 1 radial position remaining within the bounds of ρpol ≈ 0.32− 0.35,
with the exception of that at t = 1.737s, which drops to ρpol ≈ 0.30. Thus,
the position of the q = 1 surface appears to remain quite constant over the
course of the ICRH heating phases of discharges 25546 and 25549. For discharge
25544, the q = 1 surface location also appears to remain relatively constant, but
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possesses values substantially closer to the core, ranging from ρpol ≈ 0.25 − 0.27
for t ≈ 1.6 − 4.0s. These estimates for the q = 1 surface location were utilised
as input constraints for CLISTE equilibrium reconstructions [78]. It can be seen
from figure 5.14 (b) and (c) that the introduction of ECRH appears to have the
effect of moving the q = 1 radial surface further inward. This will impact the
background gradient that the eigenmodes experience.
5.3.2 Estimate of BAE radial localisation via coherence
analysis
The theory underpinning the determination of the coherence between two exper-
imental signals has been outlined in chapter 4. In this section, results for the
coherence between Mirnov coil and soft x-ray signals during sawtooth periods
I-VI of discharge 25546 are presented. In each case, a 10ms time window was
considered, with 1024 Fast Fourier points used.
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Figure 5.15. Spectrograms of BAE activity from t = 1.943 − 1.960s during discharge
25546, measured using (a) Mirnov coil B31-14 and (b) soft x-ray channel I50, with nfft =
8192 and nstp = 512.
The coherence levels between the signals from ballooning coil B31-14 and
several soft x-ray lines of sight from the I and J cameras were determined, the
results of which are shown in figure 5.16. The horizontal dashed line in each
coherence plot represents the noise level, below which results are not reliable.
Figure 5.15 shows example spectrograms for a BAE measured using Mirnov coil
B31-14 and soft x-ray line of sight I50, from a time slice from t = 1.945 −
1.955s during discharges 25546, with the corresponding coherence plot shown
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in figure 5.16 (b). From figure 5.16, which shows results for various time-slices
during discharge 25546, it can be seen that the highest level of coherence occurs
for more core localised soft x-ray channels, such as I52 and I50.
As discussed in chapter 4, the coherence between the soft x-ray channels and the
Mirnov coil signal exhibits a pattern of minima and maxima in the core region.
Following the explanation given in [72], this is due to the line-integrated nature of
the soft x-ray measurements. A helical mode with a single poloidal mode number
m has a soft x-ray fluctuation profile with m minima and m+ 1 maxima [72].
In spite of this feature, it can be inferred that the BAEs are localised in the region
inside ρpol ≈ 0.5, outside of which the level of coherence drops rapidly below the
background noise level in most cases.
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Figure 5.16. Coherence between Mirnov coils B31-14, B31-13, B31-02 and soft x-ray
channels J53, I52-45 and I43 with lines of sight increasing radially, for the time periods
specified in panels (a)-(d) during discharge 25546. The labelled magnetic coil signals are
each combined with the soft x-ray channels specified above to generate a coherence plot.
It also appears that the highest level of coherence, normally observed using
line of sight I50, which has a tangency radius of ρpol ≈ 0.33, occurs close to the
estimated q = 1 surface radial location, as expected from theory [48].
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5.3.3 Comparison of BAE frequency evolution with back-
ground profile values at q = 1 surface during selected
sawtooth periods
In this section, observations of BAE and acoustic Alfve´n eigenmode frequency
evolution, made using core channels of the soft x-ray diagnostic during periods
I-IV, will be considered.
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Figure 5.17. BAE frequency evolution from (a) t = 1.710 − 1.740s and (b) t =
1.940 − 1.980s during discharge 25546, measured using line of sight I50 of the soft x-
ray diagnostic, with nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.32
and the corresponding evolution in the background profiles at the q = 1 surface. Note that
Ti = Te is assumed in this case.
The frequency behaviour of these modes will then be compared with that of
the background temperature and density profiles at the q = 1 surface, as well
as their gradients, during the corresponding time periods. As introduced in sec-
tion 5.2.4, the BAE activity during these sawtooth periods is characterised by a
prominent frequency separation between distinct toroidal eigenmodes, with the
highest mode numbers experiencing the greatest frequency down-shift. As can
be seen in figures 5.17 and 5.18, each mode is observed to drop markedly in
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frequency during the first ∼ 10 − 15ms of the sawtooth period, before either re-
ducing their rate of frequency decrease, plateauing in frequency, or rising slightly
in frequency, depending on the individual case. The final ∼ 10 − 15ms of these
sawtooth periods is characterised by a swift recovery in the mode frequencies to
values approaching those possessed at the beginning of the sawtooth periods.
In the case of discharge 25546, period I exhibits a clearly defined frequency sepa-
ration between distinct toroidal eigenmodes with the most prominent eigenmode,
the n = 4, having an initial frequency of approximately 74kHz, before dropping
by approximately 6kHz by t = 1.730s, as seen in figure 5.17 (a). The n = 4
frequency is then observed to increase steadily from f ≈ 68kHz to f ≈ 72kHz
from t = 1.730− 1.738s.
While the n = 4 eigenmode in figure 5.17 (a) exhibits a monotonic decrease
in frequency during its initial phase, the rate of decrease changes as the period
progresses. From t ≈ 1.710 − 1.718s, the decrease is approximately constant.
However, from t ≈ 1.718− 1.725s, the rate of decrease falls substantially, before
approximately resuming its previous rate of decrease from t ≈ 1.725 − 1.730s.
Periods II-IV exhibit similar initial frequency decreases, occurring from t ≈
1.945 − 1.955, t ≈ 2.048 − 2.053s and t ≈ 2.117 − 2.124s during periods II,
II and IV respectively. However, these differ from period I in that they each then
demonstrate a slight recovery in the mode frequency, before plateauing somewhat
in frequency for the ∼ 10ms after reaching this local frequency maximum. This
frequency recovery is observed to begin at t ≈ 1.955s, 2.058s and 2.125s for peri-
ods II, III and IV respectively. The final phase of frequency recovery occurs from
t ≈ 1.730− 1.738s, t ≈ 1.966− 1.978s, t ≈ 2.068− 2.078s and t ≈ 2.134− 2.150s
for periods I, II, III, and IV respectively, with the rates of increase differing some-
what in each case.
Having considered the observed BAE frequency behaviour, it is instructive to
compare its evolution with that of the background temperature and density pro-
files at the estimated q = 1 surface location. It has been described in earlier
sections of this work how the BAEs are found to be localised close to the q = 1
surface. Thus, the values of the background profiles close to this location are
expected have an important impact on the BAE dynamics. While the ion and
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electron density can play an important part in determining the mode damp-
ing/growth rate and overall frequency, it can be seen from figures 5.17 and 5.18
that ni and ne do not vary much close to the q = 1 surface over the course of an
individual sawtooth period. Thus, they are unlikely to play a role in the small
scale mode frequency behaviour of interest in this section and their influence is
not considered here. The first profile considered is the background electron tem-
perature gradient. From figure 5.17 it can be seen immediately that the initial
frequency decreases observed in periods I and II are accompanied by substan-
tial increases in the electron temperature gradient in each case. For period I,
during the frequency decrease from t ≈ 1.713 − 1.718s, dTe/dr increases from
∼ 8.0keVm−1 to ∼ 12.0keVm−1. For period II, the frequency decrease from
t ≈ 1.948 − 1.955 is accompanied by an increase in dTe/dr from ∼ 10.0keVm−1
to ∼ 11.0keVm−1. Similar increases are observed during periods III and IV, as
can be seen in figure 5.18 (a) and (b) respectively.
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Figure 5.18. BAE frequency evolution from (a) t = 2.040 − 2.080s and (b) t =
2.105 − 2.155s during discharge 25546, measured using line of sight I50 of the soft x-
ray diagnostic, with nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.32
and the corresponding evolution in the background profiles at the q = 1 surface. Note that
Ti = Te is assumed in this case.
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While the periods during which the gradients are observed to continue to in-
crease persist somewhat beyond those of the frequency decreases in figures 5.17
and 5.18, the gradient evolution in time very clearly levels off for a moderately
long phase shortly following the appearance of the frequency plateauing. This
electron temperature gradient saturation is observed to begin at t ≈ 1.960s, 2.063s
and 2.131s for periods II, III and IV respectively. This similarity in the evolution
of the BAE frequency and the background temperature gradient suggests a pos-
sible relationship between the two, and hence a relationship between the mode
frequency and the diamagnetic frequency, which is proportional to the temper-
ature and density gradients. This relationship will be investigated in detail in
section 5.4.3.
Although the electron temperature gradient is not observed to saturate during
the central phase of period I, neither does the mode frequency plateau in the
same manner as observed in periods II-IV. Rather it decreases throughout the
first ∼ 20ms of period I. In fact, the detailed behaviour of the most clearly ob-
served eigenmodes is observed to respond to that of the electron temperature
gradient. As seen in figure 5.17 (a), from t = 1.713− 1.719s, the rise in dTe/dr is
quite high, and is accompanied by a period of relatively rapid frequency decrease.
From t = 1.719 − 1.730s, dTe/dr continues to increase, with the frequency con-
tinuing to decrease, albeit not quite as rapidly. While the electron temperature
gradient does begin to decrease overall in the final ∼ 7ms of the sawtooth periods
in question, the decrease is not as extended in time as the initial increase and
does not fully account for the corresponding increase in mode frequency observed
to occur. This is also the case for periods II-IV.
The evolution of the electron temperature itself at the q = 1 surface is also of in-
terest. During all four periods, it is observed to initially decrease overall in value,
before reaching a local minimum and then increasing in value for a brief period.
This behaviour can be seen most clearly in figures 5.17 (b) and 5.18 (a). In the
former case, Te decreases from t = 1.948 − 1.954s, when it attains a minimum
value. It then increases slightly until t = 1.966s before plateauing somewhat in
the middle phase of the sawtooth period until t ≈ 1.972s. This is reminiscent
of the behaviour of the BAE frequency itself, which decreases, reaching a min-
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imum at t ≈ 1.955s, before increasing slightly and plateauing. Likewise, in the
latter example, Te decreases initially before reaching a minimum at t ≈ 2.057s.
This is followed by a local peaking in temperature at t ≈ 2.063s, a plateauing
and a gradual decrease thereafter. Again, this is similar to the observed fre-
quency evolution, which decreases initially, before reaching a minimum close to
2.057s, a local maximum at t ≈ 2.060s and plateauing somewhat thereafter until
t ≈ 2.070s. However, as with its gradient, a relationship between the electron
temperature and the BAE frequency is not obvious in the final stage of the saw-
tooth periods.
As discussed previously, an accurate estimate for the electron and ion density in
the core region is difficult to obtain. Thus, it is not reliable to infer conclusions
about the observed mode frequency behaviour from the density gradient close to
the q = 1 surface. As with other uncertain quantities introduced previously in
this section, the potential impact of the density gradient on the mode evolution
will be considered numerically in section 5.4.
5.3.4 Comparison of low-frequency acoustic Alfve´n eigen-
mode frequency evolution with background profile
values at q = 1 surface during selected sawtooth pe-
riods
The observed frequency behaviour of low-frequency acoustic Alfve´n eigenmodes
has been discussed in section 5.2.4, with the most interesting features being the
clear frequency separation between distinct toroidal eigenmodes, the almost com-
plete absence of strong mode activity during the central phase of a sawtooth pe-
riod and a mode frequency that evolves in a manner opposite to that of the BAE.
We begin by considering the initial phase of sawtooth periods II-IV. As can be
seen in figure 5.19 (a), the various observed distinct toroidal eigenmodes ex-
hibit moderate increases in frequency of up to approximately 5kHz over the
period from t ≈ 1.945 − 1.955s. This frequency behaviour is also observed in
figure 5.19 (b), with a frequency increase of up to 5kHz observed during the pe-
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riod t ≈ 2.048− 2.057s. Conversely, in the latter phase of each sawtooth periods,
the distinct toroidal eigenmodes are observed to decrease in frequency.
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Figure 5.19. Acoustic Alfve´n eigenmode frequency evolution from (a) t = 1.940− 1.980s
and (b) 2.040− 2.080s during discharge 25546, measured using line of sight I5I of the soft
x-ray diagnostic, with nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.24
and the corresponding evolution in the background profiles at the q = 1 surface. Note that
Ti = Te is assumed in this case.
A clear observation of this behaviour is found in figure A.1, from t ≈ 2.134−
2.147s. For example, the eigenmode starting at f ≈ 15kHz which appears at
t ≈ 2.134s in figure A.1 reduces approximately linearly to f ≈ 10kHz. How-
ever, for periods II-IV, there is a distinct reduction in the observed mode activity
during the central phase of the sawtooth periods, particularly for the higher fre-
quency eigenmodes. For example, in figure A.1 mode activity essentially ceases
above f ≈ 8kHz at t ≈ 2.126s and only recommences at t ≈ 2.134s.
While for the BAEs, the mode frequency decreased with an increasing electron
temperature gradient, the opposite is the case for the low-frequency Alfve´n acous-
tic modes, which increase with dTe/dr in the early phase of each sawtooth period.
However, as with the BAEs, the acoustic Alfve´n eigenmode behaviour late in the
sawtooth periods cannot be fully accounted for by the electron temperature gra-
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dient behaviour. As has been seen, the electron temperature gradient does appear
to decrease in the final ∼ 5ms of the sawtooth periods, but this does not account
for the decrease in acoustic Alfve´n eigenmode frequency which begins up to a
further ∼ 5ms before this in the example given in figures 5.19 and A.1. Potential
relationships between the background profiles and the acoustic Alfve´n eigenmode
frequency evolution will be considered in section 5.4.
5.3.5 Conclusions based on experimental observations
It is possible to draw some initial conclusions about the nature of the observed
BAE and acoustic Alfe´n eigenmodes based on the experimental observations pre-
sented it sections 5.1-5.3. Firstly, it can be said with a high degree of certainty
that these modes are both core localised. That is, they appear to exist in the re-
gion inside ρpol ≈ 0.5. This is based on observations of the modes, made using the
soft x-ray diagnostic, as presented in figures 5.7 and 5.8. These clearly indicate
that the modes possess higher amplitudes in the core region, with this amplitude
decaying as one observes regions further towards the plasma edge. This asser-
tion is re-enforced by a coherence analysis of the BAEs, which indicates that the
highest coherence between the Mirnov coil and soft x-ray signals occurs in the
core region where ρpol < 0.5, as demonstrated by figure 5.16, with the level of
coherence falling rapidly outside this region.
The low-frequency mode localisation also appears to be intimately tied to the
position of low-order rational surfaces. In the case of the BAEs and acoustic
Alfve´n modes considered here, it is the q = 1 surface that is important. While
this has already been established through theoretical analysis of the modes, it is
important to study how this relationship operates experimentally. Evidence of
this assertion is presented in figure 5.14, which shows clearly that the location of
the q = 1 surface occurs in approximately the same region as that of the modes.
Its position also remains quite constant during the period considered in this anal-
ysis from t = 1.70 − 2.50s, hovering between ρpol ≈ 0.31 − 0.35 for discharge
25546.
Finally, strong links have been drawn between the low-frequency mode behaviour
and the properties of the background temperature and density profiles in the re-
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gion where these modes are proposed to be localised. It has been demonstrated in
figure 5.10 that during the sawtooth periods considered, the electron temperature
experiences its highest gradients in the region ρpol ≈ 0.30. This again coincides
with the region where the low-frequency modes are proposed to exist. Further-
more, in sections 5.3.3 and 5.3.4, evidence has been presented as to how the mode
frequency evolution appears to be influenced by the electron temperature profile
and its gradient close to the q = 1 surface.
All of the assertions made in this section will be tested in section 5.4 via a nu-
merical analysis using the kinetic dispersion relation 3.4.61 and the LIGKA code,
as well as through comparing these results with experimental observations of the
low-frequency mode activity.
5.4 Numerical investigation of low-frequency
mode continua during discharge 25546
5.4.1 Overview of numerical analysis procedure
In this section, an analysis of the BAE and acoustic Alfve´n eigenmodes inves-
tigated in sections 5.1-5.3 will be conducted numerically. Results for tokamak
plasma equilibria reconstructed using the CLISTE code, for use in the subse-
quent numerical analysis of the low-frequency modes, are presented in section
5.4.2. From these equilibrium reconstructions, realistic q-profiles are also ob-
tained for use in the local Alfve´n continuum analysis. Section 5.4.3 presents nu-
merical results for the evolution of the BAE continuum accumulation point and
continuum damping/growth rate over the course of several periods of discharges
25546. These results are obtained by solving the kinetic dispersion relation, given
by equation 3.4.61, using a numerical rootsolver, the theory underpinning which is
outlined in section 4.6. This is followed in section 5.4.4 by an equivalent analysis
for acoustic Alfve´n eigenmodes. In these two sections, the experimental observa-
tions of BAE and acoustic Alfve´n eigenmodes from sections 5.1-5.3 are compared
with numerical results from the complex root-solver, and with results obtained
from LIGKA, as introduced in section 3.4.3.
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5.4.2 CLISTE equilibrium reconstructions
Input data for CLISTE equilibrium reconstructions The theory under-
pinning, the implementation of, and the input and output data utilised for the
CLISTE equilibrium reconstruction code have been presented in section 4.4.2.
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Figure 5.20. Intersection between electron temperature profiles before and after sawtooth
crashes at t ≈ 1.709s, t ≈ 1.979s, t ≈ 2.048s and t ≈ 2.115s. In each case, the estimate
for the sawtooth inversion radius, and hence the q = 1 surface location, is indicated by a
vertical black line.
In this section, details of the input data used in the numerical analysis of dis-
charge 25546 are presented. As has been introduced in section 5.3, four different
time periods are considered in the analysis of discharge 25546 during the ICRH
only phase. These are t = 1.711 − 1.745s, t = 1.946− 1.984s, t = 2.045− 2.018s
and t = 2.110− 2.154s and consist of the first sawtooth period exhibiting typical
low-frequency mode activity during discharge 25546, two periods exhibiting typ-
ical BAE and acoustic Alfve´n eigenmode behaviour and one period exhibiting a
variation in the BAE behaviour at the end of the sawtooth cycle respectively.
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In order to reconstruct a realistic equilibrium for each of these periods, it was nec-
essary to select appropriate time points that best reflected the state of the plasma
during the sawtooth periods, where the most reliable experimental data was avail-
able. The times selected for the equilibrium reconstructions, designated teq1−teq4
for the four periods respectively, were teq1 = 1.716s, teq2 = 1.966s, teq3 = 2.066s
and teq4 = 2.120s. These time-points were chosen due to the availability of Zeff
radial profile data at or close to each one . For each of the equilibrium recon-
structions, an estimate for the q = 1 surface radial location was obtained, using
the methods presented in section 5.3.1.
As the location of the q = 1 surface was assumed to remain constant throughout
each sawtooth period [16], the estimate for it closest in time to the relevant teq
was used for each equilibrium reconstruction. From figure 5.20 it can be seen that
for teq1−teq4, the sawtooth inversion radii, and hence under our previous assump-
tion the q = 1 surface locations, occur at ρpol ≈ 0.313, ρpol ≈ 0.336, ρpol ≈ 0.319
and ρpol ≈ 0.336 respectively. These estimates were then converted to flux sur-
face mid-plane diameter measurements and used as q-profile constraints for the
CLISTE equilibrium reconstructions. It was then necessary to input the elec-
tron and ion temperature and density profiles to act as further constraints on the
equilibrium reconstruction. The electron temperature and density profiles were
obtained from the IDA diagnostic [23]. As no ion temperature data was available
for discharge 25546, the assumption that Ti = Te was made. The estimate for
the ion density profile was based on the dominant impurity Zimp, assumed to be
carbon or Zimp = 6 in this case, and Zeff radial profiles, obtained from the IDZ
diagnostic [84].
Examples of output of CLISTE equilibrium reconstruction Utilising
the CLISTE code, in combination with the input data described in section 4.6.2,
reconstructions of the plasma equilibrium at teq1−teq4 were obtained. In each case,
27 points on the background temperature and density profiles were used as input,
these points being equally spaced in the core region and grouped closely together
towards the plasma edge in the region starting approximately where R ≈ 2.08m.
This spacing pattern was implemented to aid the fitting process towards the
plasma edge. Two important outputs of the equilibrium reconstruction procedure
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included radial estimates of the local toroidal current density JΦ(R), flux surface
averaged toroidal current density 〈JΦ(R)〉 and the total plasma pressure PTot(R)
profiles, as well as ±1σ confidence bands for JΦ(R) and PTot(R).
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Figure 5.21. Comparison between safety factor profiles recovered using magnetic and
coil current data only (EQH) and with the addition of background kinetic profile and a
rational surface constraint (EQB) for discharge 25546. Note that only the magnitude of
the safety factor profiles is plotted.
Examples of these profiles for teq1 − teq4 are shown in figures A.3 and 5.22 re-
spectively. Upon comparing these profiles with the example from discharge 27339
given in figure 4.11 of section 4.4.3, the qualitative differences in the profile be-
haviour are immediately apparent. While the figure 4.11 (a) exhibits pronounced
peaks in the local and flux surface averaged edge toroidal current density, these
peaks are essentially absent in figure A.3. Similarly, figure 4.11 (b) possesses a
distinct pedestal in the pressure in the edge region which is not observed in figure
5.22 (b). This pedestal is a characteristic of H-mode or high confinement regime
discharges like 27339, where the steep pedestal leads to a high bootstrap cur-
rent in the edge region, explaining the strong peaks in the edge toroidal current
density.
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Figure 5.22. Output total plasma pressure PTot and background plasma pressure PIDA
profiles for CLISTE equilibrium reconstructions during discharge 25546.
Unlike discharge 27339, discharges 25546 is an L-mode or low confinement
regime discharge, and does not possess the same edge pressure pedestal and hence
has no pronounced peak in the edge toroidal current density. Figure 5.22 also
show the pressure calculated from the input background ion and electron tem-
perature and density kinetic profiles alone, as obtained from IDA and IDZ, where
IDZ is a diagnostic for determining Zeffective. While these conform closely to the
pressure profile calculated by CLISTE in the edge region and outer core, they
begin to diverge as one moves towards the plasma centre. This disparity in the
input and calculated pressure can be accounted for by the contribution to the
total pressure from fast particles, which is expected to be significant in the core
region. The user specified weighting of the input kinetic background profile chan-
nels decays quickly to zero inboard of the pedestal. This is done as it is expected
that the kinetic pressure data becomes an increasingly inadequate representation
of the total pressure the further one moves from the pedestal, the force balance
being determined by J × B = ∇PTot.
Certain codes such as FAFNER and TRANSP provide estimates of the fast parti-
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cle pressure and can be included as input for CLISTE if such results are available.
In this case, the solution can be constrained by pressure data across the full radial
range. The effects of fast particles are not treated in this work owing to the local
nature of the analysis. As the energetic particles possess very large orbits, they
will contribute only globally to the mode dynamics. However, it is important to
acknowledge the importance that they can potentially play. Figure 5.22 high-
lights the difference between the total pressure PTot and the background pressure
PIDA, which can be used as an estimate for the fast particle contribution to the
total pressure.
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Figure 5.23. Comparison between (a) equilibrium reconstructions and (b) safety factor
profiles recovered using magnetic and coil current data only (EQH) and with the addition
of background kinetic profiles and a rational surface constraint (EQB) for discharge 25546.
The standard equilibrium mapping procedure for ASDEX Upgrade discharges
primarily utilises flux surfaces obtained from equilibrium reconstructions that use
magnetic field measurements and external coil currents alone as input data. The
impact that the inclusion of background kinetic profile data and a rational surface
constraint can have on the equilibrium reconstruction procedure is demonstrated
by comparing examples of these more accurate reconstructions, with the back-
ground kinetic profiles included, (EQB) with the magnetics and external coil
current only reconstructions (EQH), as presented in figure 5.23 (a).
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As has been highlighted in section 5.4.2, the inclusion of kinetic profile data and
rational surface constraints can improve the accuracy of an equilibrium recon-
struction. It follows from this that the calculated q-profile will be more represen-
tative if this improved input data is included. Figures 5.21 and 5.23 (b) compare
the q-profiles obtained from magnetic data and coil current only equilibrium
reconstructions with those obtained from equilibrium reconstructions utilising
background kinetic profiles and rational surface data. It can be seen that in fig-
ure 5.23 (b) that no q = 1 surface is present in the plasma in the EQH cases,
while a core localised q = 1 surface is present in the more accurate EQB case.
As the modes of interest in this work are core localised and dependent on the ex-
istence of low-order rational surfaces, this difference in the qualitative behaviour
of the q-profiles for the two equilibria has important consequences for the study
of the Alfve´nic modes considered in sections 5.4.3 and 5.4.4, as well as those
considered in chapters 6 and 7.
5.4.3 Numerical recovery of BAE continuum accumula-
tion point and continuum damping/growth rate
Recovery of low-frequency Alfve´n eigenmode dynamics through nu-
merical solution of kinetic dispersion relation The physics underpinning
the kinetic dispersion relation 3.4.61 has been discussed extensively in chapter 3
and it has been demonstrated in section 4.6 how it can be solved numerically to
recover the frequency continua and continuum damping/growth rates for differ-
ent types of low-frequency Alfve´n eigenmode. In this section, the properties of
the numerically calculated BAE continuum will be analysed by utilising realistic
q-profiles obtained from CLISTE equilibrium reconstructions, as demonstrated
in section 5.4.2, electron and ion density and temperature profiles from the IDA
and IDZ diagnostics, as well as various other experimental profiles and param-
eters obtained from ASDEX Upgrade diagnostics as input data, as discussed in
section 4.6.2.
Radial properties of numerically calculated BAE continuum It is in-
structive to consider the radial properties of the numerically calculated BAE
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continua for a range of toroidal mode numbers. Figure 5.24 (a) shows the BAE
frequency continua for toroidal mode numbers n = 3 − 6, close to the estimated
q = 1 surface at t = 2.058s during discharge 25546, obtained by solving the kinetic
dispersion relation 3.4.61 and from LIGKA calculations. The BAE continuum ac-
cumulation point (CAP) frequency is plotted in terms on the mode frequency ω,
normalised to the on-axis Alfve´n frequency ωA0, and will be designated as ωBAE
for the rest of this analysis. It should be noted that the value for ni used in this
normalisation does not include the impurity contribution. This is found to have a
minimal impact on the value, in addition to the fact that the on-axis ion density
has large errors associated with it. It should be noted that the equilibrium used
in the calculations for this figure differs slightly from that utilised in the root-
solver analysis of the same time-point later in this section. This resulted from a
reassessment of the estimate for the q = 1 surface position used in the subsequent
analysis. However, the qualitative results remain essentially unchanged.
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Figure 5.24. (a) BAE frequency continua and (b) continuum damping/growth rates,
obtained by solving the kinetic dispersion relation 3.4.61 and from LIGKA, close to the
estimated q = 1 surface location for toroidal mode numbers n = 3− 6 at t = 2.058s during
discharge 25546. The radial location of the q = 1 surface is indicated by the vertical black
lines.
It is immediately evident from figure 5.24 (a) that the continua for the dif-
ferent toroidal mode numbers are separated in frequency in a manner similar to
that observed experimentally in section 5.2.4, continua with higher toroidal mode
numbers associated with them having lower frequencies close to the q = 1 surface
than those with lower toroidal mode numbers. It can also be seen that the CAP
in the case of each distinct toroidal eigenmode is localised close to the q = 1
surface, which lies at ρpol ≈ 0.341 in this case and is indicated by a black vertical
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line, and that higher mode number eigenmodes are more core localised. For ex-
ample, the CAP of the n = 6 eigenmode is the most core localised, while that of
the n = 3 eigenmode is located further outwards radially. The BAE continuum
damping/growth rate calculated from equation 3.4.61 and LIGKA are presented
in figure 5.24 (b). Continua with higher toroidal mode numbers associated with
them are found to experience higher growth rates and reduced damping rates
than those with lower toroidal mode numbers. This is to be expected due to the
destabilising effect of ω∗p, which is proportional to the toroidal mode number n.
This will be discussed in detail later in this section.
From figures 5.24 (a) and (b) it is clear that differences exist between the continua
and damping/growth rates calculated by the numerical root-solver for the kinetic
dispersion relation and by LIGKA. These stem from the fact that the physics
included is not identical for the two approaches. For example, the elongation is
treated locally in the kinetic dispersion relation, which will result in a slightly
different shift in the CAP frequency. In addition, finite E‖ effects and higher
bounce resonances are not taken into account in the kinetic dispersion relation,
which would explain the differences observed in the continuum damping/growth
rates. However, the qualitative behaviour is similar enough that insights can be
gained by analysing the low-frequency Alfve´n eigenmodes through solving the
kinetic dispersion relation using the numerical root-solver.
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Figure 5.25. Radial profiles for numerically calculated BAE frequency continua at a
series of time-points from t = 2.051 − 2.079s during period III of discharge 25546. The
radial location of the q = 1 surface is indicated by the vertical black lines.
Figure 5.25 presents a series of snapshots of the BAE frequency continua
close to the q = 1 surface at the beginning, middle and end of sawtooth period
III from t = 2.051− 2.079s during discharge 25546. The q = 1 surface location is
indicated by a vertical grey line. During the initial phase of the sawtooth period,
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as seen in figures 5.25 (a) and (b), the BAE CAPs are subject to a moderate
decrease in frequency from their initial values. Their rate of frequency change
slows substantially during the central phase, before recovering somewhat by the
final time-point shown , as seen in figures 5.25 (b) and (c). A gradual inward
shift in the radial position of the CAPs is observed.
Equivalent snapshots in time of the continuum damping/growth rate, plotted as a
fraction of the real continuum frequency γ/ω, are shown in figure 5.26. Again, it
can be seen that the continua with higher toroidal mode numbers associated with
them experience higher growth rates than the lower ones, with this behaviour
persisting throughout the entire period. The evolution of the BAE frequency
and damping/growth rate at the radial position of the CAP, ρpol(CAP ), will be
investigated in detail in the sections that follow.
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Figure 5.26. Radial profiles for numerically calculated BAE continua damping/growth
rates at a series of time-points from t = 2.051−2.079s during period III of discharge 25546.
BAE continuum accumulation point evolution during sawtooth periods
I-IV In this section, the evolution of the numerically calculated BAE continuum
frequency accumulation point during sawtooth periods I-IV of discharge 25546 is
investigated. It has been demonstrated that gradients in the background tempera-
ture and density profiles can have a significant influence on low-frequency Alfve´n
eigenmode dynamics, causing sizeable downward shifts in the BAE frequency,
upwards shifts in the acoustic Alfve´n eigenmode frequency and destabilising the
BAEs [48, 59].
Thus, this investigation will focus on the effects of changes in the background
temperature and density gradients, which enter into the kinetic dispersion rela-
tion through the presence of terms proportional to the diamagnetic frequency ω∗p.
A single q-profile, obtained from a CLISTE equilibrium reconstruction at an ap-
propriate time-point during the particular sawtooth period being considered, was
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used for calculations at all time-points during that period. The kinetic dispersion
relation was then solved numerically at 2ms intervals, allowing the evolution of
the continuum accumulation point with background profile gradients over time
to be investigated.
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Figure 5.27. Evolution of numerically calculated BAE continuum accumulation point
frequency for toroidal mode numbers n = 3− 6 during sawtooth periods I-IV of discharge
25546.
Un-averaged IDA data, which has a resolution in time of approximately 1ms,
was utilised in each case. The time-points available for the IDA data did not
typically arise in exact 1ms increments. Thus, the IDA data nearest to the mil-
lisecond being considered was used in each case. Figure 5.27 shows the evolution
of the numerically calculated BAE CAP frequency for n = 3 − 6 during saw-
tooth periods I-IV of discharge 25546. It is evident that the frequency separation
between distinct toroidal eigenmodes observed experimentally in section 5.2.4 is
well reproduced numerically, with BAEs of higher toroidal mode number calcu-
lated almost ubiquitously to have frequencies lower than those of lower toroidal
mode numbers. The evolution of the BAE CAP frequency also broadly follows
that observed experimentally.
The mode frequency during each period typically begins at its highest observed
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value for the period, before experiencing a marked drop in frequency over the first
∼ 10− 15ms of each sawtooth period. This gradual decrease in frequency is evi-
dent in figure 5.27 from t = 1.713− 1.719s, t = 1.946− 1.960s, t = 2.049− 2.061s
and t = 2.116 − 2.130s during periods I-IV respectively. This is followed by a
phase during which the BAE frequency remains quite stationary for ∼ 10ms, cal-
culated during periods I-IV to last from t = 1.719−1.739s, t = 1.960−1.970s, t =
2.061−2.075s and t = 2.130−2.148s respectively. Finally, in the last ∼ 5−10ms
of each period, from t = 1.739−1.743s, t = 1.970−1.980s t = 2.075−2.079s and
t = 2.148 − 2.152s during periods I-IV respectively, the mode frequency begins
a short recovery, approaching its initial value. These three distinct phases of
frequency increase, approximate stationarity and decrease are separated in figure
5.27 and in all further figures presenting the time-evolution of BAEs by dashed
vertical grey lines, and will from now on be referred to as |t1|, |t2| and |t3| for
whichever sawtooth period is being considered.
|t1| (s) |t2| (s) |t3| (s)
Period I 1.713− 1.719 1.719− 1.739 1.739− 1.743
Period II 1.946− 1.960 1.960− 1.970 1.970− 1.980
Period III 2.049− 2.061 2.061− 2.075 2.075− 2.079
Period IV 2.116− 2.130 2.130− 2.148 2.148− 2.152
Table 5.2. Phases of BAE CAP frequency increase, approximate stationarity and decrease
during periods I-IV of discharge 25546.
Table 5.2 presents the times encompassed by each phase during periods I-IV.
The imaginary component of the numerically calculated solution to the kinetic
dispersion relation 3.4.61 was also calculated. This represents the local growth or
damping rate of the Alfve´n continuum and is plotted for sawtooth periods I-IV in
figure 5.28 in terms of the real frequency as γ/ω. From figure 5.28 it can be seen
that BAEs with higher toroidal mode numbers associated with them experience
a higher growth rate at their CAP then those with lower toroidal mode numbers,
with the n = 6 continuum at ρpol(CAP ) experiencing the highest growth rates
and the n = 3 continuum at ρpol(CAP ) experiencing the lowest, as has been
noted in section 5.4.3.
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Figure 5.28. Evolution of numerically calculated BAE damping/growth rate at
ρpol(CAP ) for toroidal mode numbers n = 3 − 6 during sawtooth periods I-IV of dis-
charge 25546.
The BAEs are relatively damped to begin with during periods I-IV, their
growth rates increasing during |t1| at a rate dependent on their toroidal mode
numbers. Similarly to the CAP frequency, the damping/growth rates appear to
plateau during |t2| of each period with the growth rates falling off again during
|t3|. The n = 3 and n = 4 modes remain completely damped during the periods
considered, with the n = 5 mode hovering close to marginal stability during |t2|
and the n = 6 mode having a high growth rate for much of periods I-IV. It
should be noted that the phases |t1|−|t3| do not match up exactly with the times
when the qualitative behaviour of the damping/growth rate changes, though are
close enough that they are still used to distinguish between these changes in
this section. It is instructive to consider how the evolution of various plasma
background profiles influence the numerically calculated BAE CAP frequency
evolution. Over the course of the following sections, the evolution of the BAE
CAP and damping/growth rate will be compared with that of the electron and
ion temperature and density profile values at ρpol(CAP ), as well as with the
diamagnetic frequency. The change in radial position of the BAE CAP over the
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course of the sawtooth periods will also be investigated.
BAE CAP evolution with background profile gradients and diamag-
netic frequency The analysis begins by considering the relationship between
ωBAE and the corresponding temperature gradient at ρpol(CAP ).
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Figure 5.29. Evolution of numerically calculated BAE CAP frequency for n = 3− 6 with
the electron and ion temperature gradients at ρpol(CAP ) during sawtooth periods I-IV of
discharge 25546.
Figure 5.29 shows the evolution of ωBAE with ∇T (ρpol(CAP )) for toroidal
mode numbers n = 3 − 6 during periods I-IV of discharge 25546. It should be
noted that due to the absence of ion temperature data during discharge 25546,
the ion temperature was assumed to be equal to the electron temperature for this
analysis. Thus, when the term temperature is used here, it refers to both the
electron and ion temperatures. An investigation of the effect of employing differ-
ent electron and ion temperature profiles, where Ti 6= Te, is conducted in section
6.3. It is immediately evident that a strong relationship exists between ωBAE and
∇T (ρpol(CAP )). This can be seen be considering the BAE frequency evolution
during |t1| of periods II-IV in particular. Significant decreases in frequency of
∆ωBAE ≈ 0.019, 0.022 and 0.023 occur during these phases respectively in the
132
n = 6 case. The corresponding evolution of ∇T (ρpol(CAP )) during this phase
is observed to match the changes in ωBAE closely, with an increasing gradient
clearly leading to a larger downward shift in ωBAE in each case.
The overall behaviour of ωBAE continues to follow that of∇T (ρpol(CAP )) through-
out periods I-IV. The correlation between these two quantities has been deter-
mined for the time periods considered, and is presented in table 5.3. These were
calculated using the expression corr =
∑
t[(ω−<ω>)(∇T−<∇T>)]
σ(ω)σ(∇T )
, where σ denotes
the standard deviation. It can be seen that there is a strong negative correlation
between the two quantities.
t(s) corr(n = 3) corr(n = 4) corr(n = 5) corr(n = 6)
1.713− 1.743 −0.8578 −0.9363 −0.9320 −0.7713
1.946− 1.980 −0.9108 −0.9527 −0.9669 −0.9403
2.049− 2.079 −0.9217 −0.9682 −0.9782 −0.9449
2.116− 2.152 −0.9665 −0.9846 −0.9892 −0.9829
Table 5.3. Correlation between ωBAE and ∇T (ρpol(CAP )) during periods I-IV of dis-
charge 25546, where corr represents corr(ωBAE ,∇T ).
As has been noted earlier in this chapter, once the initial decrease in frequency
has ceased it is found that ωBAE plateaus somewhat during |t2| of each period.
This plateauing is accompanied by a corresponding saturation of the observed
temperature gradient and is observed most clearly during |t2| of periods II and
III respectively, as seen in figures 5.29 (b) and (c). This is again in agreement
with the BAE frequency plateauing observed experimentally in section 5.2.4.
Finally, in all four periods, the frequency increases which occur during |t3| are
accompanied by simultaneous decreases in ∇T (ρpol(CAP )). Thus, while this
relationship deviates slightly in places, for example from t = 2.071−2.075s during
period III, ∇T (ρpol(CAP )) is observed to be a parameter with a substantial
influence over the evolution of ωBAE . Figure 5.30 shows the evolution of the
continuum damping/growth rate γ/ω at ρpol(CAP ) for n = 3 − 6, as well as
the corresponding temperature gradient ∇T (ρpol(CAP )) during periods I-IV. As
in the case of the ωBAE evolution, a direct relationship is apparent between the
continuum damping/growth rate and the background temperature gradient at
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ρpol(CAP ).
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Figure 5.30. Evolution of numerically calculated BAE damping/growth rate for n = 3−6
with the electron and ion temperature gradients at ρpol(CAP ) during sawtooth periods I-IV
of discharge 25546.
During each of the periods, the growth rates of the n = 4, 5 and 6 modes are
seen to increase significantly during |t1|, with the rate of increase approximately
proportional to the toroidal mode number. This increase in growth rate coincides
with that of ∇T (ρpol(CAP )). After this initial monotonic increase in growth rate,
the evolution begins to steady somewhat during |t2|, with smaller dips and rises in
the growth rate observed. Again, this behaviour is mirrored by the temperature
gradient which saturates somewhat during this period. In addition to this overall
relationship between the continuum damping/growth rate and the temperature
gradient, smaller changes in the temperature gradient during |t2| are mirrored
by the continuum damping/growth rate. For example, between t = 1.966s and
t = 1.970s a slight dip in the temperature gradient is observed during period II,
contrary to the prevailing increase in temperature gradient. This dip is also seen
in the n = 4, 5 and 6 continuum growth rates. A similar dip is observed between
t = 2.067s and t = 2.073s during period III for the n = 5 and n = 6 continua.
Finally, a significant dip in the temperature gradient from t = 2.132 − 2.146s is
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accompanied by a corresponding dip in the growth rate observed for the n = 4, 5
and 6 BAE CAPs.
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Figure 5.31. Evolution of numerically calculated BAE frequency and damping/growth
rate with the background ion and at electron density gradients at ρpol(CAP ) during saw-
tooth period II of discharge 25546.
These observations reinforce the assertion that the continuum damping/growth
rate is strongly related to the temperature gradient at ρpol(CAP ). During the
final ∼ 5 − 10ms of |t3|, the continuum growth rate begins to decrease, return-
ing approximately to the same damping rates observed at the beginning of each
period. As has been noted previously, the temperature gradient also decreases
during this period. The electron and ion density profile gradients at ρpol(CAP )
exhibit a relatively large degree of variation over the course of the sawtooth peri-
ods considered. An example demonstrating the relationship between ωBAE , γ/ω
and ∇ni,e at ρpol(CAP ) is presented in figure 5.31, with further examples given in
appendix B.2, along with examples from discharge 25549 in appendix B.1. It will
be discussed later in this section that the density contribution to the diamagnetic
frequency, ω∗n, through which the density gradient influences the mode dynamics,
is much smaller than the temperature contribution ω∗T , and hence does not play
as significant a role in determining the overall evolution of the BAE frequency.
It must also be reiterated that uncertainties in the core electron density and Zeff
profiles limit the inferences that can be made regarding the influence of the ion
density gradient on the BAE evolution. It was observed above that the BAE
frequency evolution follows that of ∇T (ρpol(CAP )) closely, with an increase in
the temperature gradient generally leading to a downward shift in the frequency
and vice versa. As such, it is vital to consider the influence that the diamagnetic
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frequency, which is directly proportional to ∇T/T , ∇n/n and the toroidal mode
number n, has on the BAE CAP frequency evolution.
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Figure 5.32. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3 − 6 with the temperature component of the electron and ion diamagnetic
frequencies at ρpol(CAP ) during sawtooth periods I-IV of discharge 25546.
The diamagnetic frequency features prominently in the kinetic dispersion rela-
tion 3.4.61, and is thus an essential parameter to consider when investigating the
BAE frequency evolution as it is the mechanism through which the background
temperature and density profile gradients affect the mode frequency evolution
and stability. Figure 5.32 shows the evolution of the BAE frequency with the
electron and ion temperature components of the diamagnetic frequency ω∗Ti,e at
ρpol(CAP ), normalised to the on-axis Alfve´n frequency ωA0. It can be seen that
the relationship between ω∗T and ωBAE is very similar to that between the tem-
perature gradient and mode frequency, with an initial increase in ω∗T resulting
in a decrease in the mode frequency during |t1|. This is followed by a steadying
in the change in ω∗T during |t2|, accompanied by a plateauing of ωBAE .
Finally, ω∗T is observed to fall during |t3| of each sawtooth period, with a simulta-
neous increase in frequency observed. This similarity in the evolution of ω∗T and
∇T (ρpol(CAP )) is to be expected given that ω∗T is determined primarily by the
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influence of ∇T (ρpol(CAP )). The value of ω∗T is scaled by its dependence on var-
ious other parameters, as seen in equation ω∗p = ω∗ns +ω∗Ts =
Ts
eB
kθ(
∇ns
ns
)(1 + η),
where η = ∇Ts
Ts
/∇ns
ns
whose terms have been defined previously, following the defi-
nition of equation 3.4.61. A particular factor that determines the level of influence
that ω∗T exerts on the mode dynamics is the toroidal mode number n. As can be
seen from the above expression for the diamagnetic frequency, ω∗T ∝ n. Thus,
continua with larger toroidal mode numbers will be affected to a greater degree
by ω∗T . This is clear from figure 5.32, where ω∗T for n = 6 is observed to be at
least double that of the n = 3 case. Figure 5.33 shows the evolution of ωBAE
with the density contribution to the overall diamagnetic frequency ω∗n. While
ω∗n does appear play a role in the BAE frequency down-shift, it is observed to
be much smaller than that of ω∗T .
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Figure 5.33. Evolution of numerically calculated BAE CAP frequency for toroidal mode
number n = 3 − 6 with the density components of the electron and ion diamagnetic fre-
quencies at ρpol(CAP ) during sawtooth periods I and II of discharge 25546.
This can be seen by comparing figures 5.32 and 5.33. During the four periods
considered in this analysis ω∗T peaks at a value of approximately 0.07 at t =
1.972s during period II. At the same time-point, the density contribution to the
diamagnetic frequency is found to be ω∗n ≈ 0.015, slightly over 20% that of ω∗T .
In addition, ω∗n does not exhibit the same degree of variation over the course of
each sawtooth period, suggesting that while it contributes modestly to the overall
frequency down-shift, it does not influence greatly the short time-scale variation in
the BAE behaviour over the course of an individual sawtooth period. It has been
shown in the previous section that the evolution of the BAE damping/growth
rate is related to the background temperature gradient.
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Figure 5.34. Evolution of numerically calculated BAE damping/growth rate at
ρpol(CAP ) for toroidal mode numbers n = 3 − 6 with the temperature components of
the electron and ion diamagnetic frequencies at ρpol(CAP ) during sawtooth periods I-IV
of discharge 25546.
Thus, it is reasonable to infer that the BAE damping/growth rate is likely
to be affected by ω∗T , as was the case for the BAE CAP frequency. Figure
5.34 shows the nature of this relationship for periods I-IV. As was the case for
∇T (ρpol(CAP )), the mode continuum growth rate is observed to increase with
ω∗T , with the rate of increase proportional to the toroidal mode number n. Like-
wise, any short time-scale changes in the BAE continuum growth rate evolution
are mirrored by the diamagnetic frequency, as it was by the temperature gradient
during the equivalent time-periods. As was observed when considering the effect
of the density component of the diamagnetic frequency on the BAE CAP evo-
lution, ω∗n is not observed to change greatly over the course of each period and
assumes a value much lower than that of ω∗T . Thus, it is observed to contribute
to a lesser degree to the BAE CAP growth rate, as seen in appendix B.2.
BAE CAP evolution with background temperature and density profiles
Figure 5.35 shows the evolution of ωBAE with the electron and ion temperatures
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at ρpol(CAP ) for toroidal mode numbers n = 3−6 during sawtooth periods I and
II of discharge 25546. In section 5.4.3, it has been demonstrated that numerically
calculated BAE continua with lower toroidal mode numbers will exhibit a BAE
CAP situated further outwards radially than those with a higher toroidal mode
number.
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Figure 5.35. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3− 6 with the electron and ion temperatures at ρpol(CAP ) during sawtooth
periods I and IV of discharge 25546.
Thus, the n = 3 CAP is typically found to be the furthest from the magnetic
axis. This is highlighted by the observation that the temperature at the n = 3
BAE CAP is appreciably lower than that at the CAP for the larger toroidal mode
numbers. This is expected, based on the fact that the temperature decreases the
further towards the plasma edge that one observes. ωBAE decreases along with the
temperature during |t1| of each period. However, the agreement in the direction
of their evolution is not always observed during phases |t2| and |t3| of each period.
For example, from 1.972−1.978s of period II, the frequency clearly increases while
the temperature decreases.
Likewise, during phase |t2| of periods II and III, the evolution of the ωBAE is
not always consistent with that of the temperature, with an increase in ωBAE
sometimes accompanied by an increase in the temperature, but not in other
cases. However, this behaviour is not always observed, as an inspection of period I
reveals. In this case, the behaviour of ωBAE and the corresponding temperature is
observed to agree quite well, with decreases in temperature generally accompanied
by decreases in frequency and vice versa, as seen in figure 5.35 (a). This suggests
that while the temperature may not be the dominant parameter in determining
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the ωBAE evolution, it can influence it appreciably under certain conditions.
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Figure 5.36. Evolution of numerically calculated BAE damping/growth rate at
ρpol(CAP ) for toroidal mode numbers n = 3 − 6 with the electron and ion temperatures
at ρpol(CAP ) during sawtooth periods I and IV of discharge 25546.
The temperature at ρpol(CAP ) is also observed to decrease substantially over
the course of periods I-IV, with a peak value of T ≈ 2.65keV during period I and
T ≈ 2.15keV during period IV. This could account for the decreasing influence
of the temperature on the BAE CAP evolution over the four periods considered.
It has been discussed earlier in this section how the mode frequency decreases as
along with the temperature at the beginning of each period. Thus, a method by
which the temperature profile can influence the mode evolution is evident. Any
decrease in the temperature would have the effect of increasing ω∗T through its
1/T dependence.
Considering figure 5.36, an inconclusive relationship appears to exist between the
BAE damping/growth rate and the temperature at ρpol(CAP ). Period I exhibits
the highest growth rates, along with the highest temperature at the CAP, while
period IV exhibits the lowest growth rates, along with the lowest temperature
at the CAP. This relationship is not as obvious for periods II and III which
exhibit similar damping/growth rates, with period II typically having the higher
temperature at ρpol(CAP ). Thus, it is not possible to formulate a definitive
relationship between the temperature and the BAE continuum damping/growth
rate. The influence that τ , representing the ratio between the electron and ion
temperatures τ = Te/Ti, has on the damping/growth rate is predicted to play
a more important than the individual temperatures of the species [59], and this
assertion is investigated in section 6.3.
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Figure 5.37. Evolution of numerically calculated BAE CAP frequency for toroidal mode
number n = 3−6 with the electron and ion densities at ρpol(CAP ) during sawtooth periods
I and IV of discharge 25546.
In contrast to the evolution of the temperature at ρpol(CAP ), that of the elec-
tron and ion densities appear to be somewhat more quiescent, with fewer sharp
changes and less variation observed between the individual distinct toroidal eigen-
modes. Considering figure 5.37, a potential cause for the difference in the level
of agreement between temperature and BAE frequency behaviour for the periods
I-IV can be postulated. From figure 5.37 (a), the ion density at the BAE CAP
location can be seen to lie between approximately ni ≈ 3.3− 3.5× 1019m−3 dur-
ing period I. However, the ion density is observed to be substantially higher by
period IV, with a value of approximately ni ≈ 4.5 × 1019m−3. This difference in
the ion density could explain the variation in behaviour between the different pe-
riods described above, with the temperature contribution to the mode behaviour
seemingly increasing during instances of lower density and waning somewhat as
the density increases. This hypothesis is tested further in section 6.3.
Figure 5.38 shows the evolution of numerically calculated BAE damping/growth
rate for toroidal mode numbers n = 3 − 6 with the electron and ion densities
at ρpol(CAP ) during sawtooth periods I and IV during discharge 25546. The
increase in the density between periods I and IV discussed previously contributes
to explaining the observed decrease in the overall continuum growth rates, as the
BAEs are expected to experience more damping as the density increases. Fur-
ther examples of the BAE behaviour described in this section are presented in
appendix B for discharge 25549.
141
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 1.72  1.73  1.74  1.753.2
3.6
4.0
4.4
4.8
5.2
γ/ω
n(m
-
3 )
Time (s)
×1019
n=3
n=4
n=5
n=6
ne
ni
ne
ni
ne
ni
ne
ni
(a)
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 2.12  2.13  2.14  2.15  2.163.2
3.6
4.0
4.4
4.8
5.2
γ/ω
n(m
-
3 )
Time (s)
×1019
n=3
n=4
n=5
n=6
ne
ni
ne
ni
ne
ni
ne
ni
(b)
Figure 5.38. Evolution of numerically calculated BAE damping/growth rate at
ρpol(CAP ) for toroidal mode numbers n = 3 − 6 with the electron and ion densities at
ρpol(CAP ) during sawtooth periods I and IV of discharge 25546.
Evolution of radial location of BAE CAP Some interesting insights into
the evolution of the BAE CAP for the various distinct toroidal eigenmodes are
obtained if one considers the change in the radial location of the CAP in time
during each sawtooth period, as presented in figure 5.39. During each period,
ρpol(CAP ) for the various distinct toroidal eigenmodes is typically observed to
move gradually inwards. For example, in figure 5.39 (a), the n = 3 and n = 4
CAPs at t = 1.946s are at ρpol ≈ 0.389 and ρpol ≈ 0.379 respectively before mov-
ing inwards to ρpol ≈ 0.380 and ρpol ≈ 0.362 respectively by t = 1.974s.
However, ρpol(CAP ) for the n = 5 and n = 6 eigenmodes appears to behave
slightly differently, moving inward for the first ∼ 10ms of the period before lev-
elling off for most of the remainder of the period and being much closer to one
another than for the other mode numbers. In fact, during period II, crossings
occur where the radial ordering of the CAP for the n = 5 and n = 6 eigenmodes
are inverted. This occurs at t ≈ 1.970s, with some further reversals observed sub-
sequently. This difference in the behaviour of the CAP for the various distinct
toroidal eigenmodes could account for the greater proximity of the numerically
calculated frequencies for the n = 5 and n = 6 modes, with the boost to the dia-
magnetic frequency provided by the higher n = 6 mode number offset somewhat
by the stagnation in the contribution of the temperature gradients, caused by the
radial position of the BAE CAP not decreasing sufficiently, unlike the n = 3, 4
and n = 5 eigenmodes.
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Figure 5.39. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3−6 and the corresponding ρpol(CAP ) evolution for sawtooth periods II and
IV during discharge 25546.
Agreement between experimental observations of BAEs and numeri-
cal results In section 5.4.3 the evolution of the BAE CAP frequency during
discharge 25546, obtained by solving the kinetic dispersion relation 3.4.61 numer-
ically using a complex root-solver, was investigated.
In this section, these numerical results are compared qualitatively and quanti-
tatively with experimental observations of BAEs from section 5.3. In order to
facilitate this, results for the numerically calculated BAE continua at a certain
time-point were obtained using the LIGKA code. This differed from the root-
solver approach in that it was achieved through a full numerical solution of the
system of gyrokinetic moment, quasi-neutrality and gyrokinetic equations. Sepa-
rate LIGKA calculations for the continua were carried out for the case where the
influence of trapped particles and particles with finite υ⊥ was included and that
where it was omitted. This provided an estimate for the approximate downward
shift in frequency brought about by the inclusion of the effects of trapped particle
and particles with finite υ⊥, which could then be utilised when comparing the
numerical results obtained by solving the kinetic dispersion relation at multiple
time-points with the experimental results. The LIGKA results for the circulating
particle case and the case with the effects of trapped particles and particles with
finite υ⊥ included are presented in figure 5.40. It can be seen that their inclusion
results in an additional down-shift ranging from approximately 17−25% depend-
ing on the toroidal mode number, with the greatest down-shift observed for the
n = 6 case.
143
 0.1
 0.11
 0.12
 0.13
 0.14
 0.15
 0.16
 0.3  0.35  0.4
ω
/ω
A0
ρpol
n=3
n=4
n=5
n=6
Without trapped particles
With trapped particles
Figure 5.40. LIGKA results for the circulating particle case and the case with trapped
particles and particles with finite υ⊥ included, for t = 2.058s during discharge 25546.
While no estimates of the toroidal rotation were available for discharges 25544,
25546 and 25549, discharges with similar characteristics and for which toroidal
rotation profiles were available - discharges 26621 and 26622 - were utilised in-
stead. A comparison between certain parameters of discharges 25546, 26621 and
26622 are presented in figure 5.41.
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Figure 5.41. Comparison of main plasma parameters for discharges 25546, 26621 and
26622, where H1 and H5 refer to core and edge density measurements respectively.
All are medium density discharges and the input ICRH power, which will be
the parameter with the greatest impact upon the toroidal rotation, is similar in
each case, ranging from PICRH ≈ 4.3 − 4.5MW. Discharge 25546 has an on-axis
magnetic field strength of Bt ≈ −2.488T and a plasma current of Ip ≈ 0.800MA,
while those of discharges 26621 and 26622 differ somewhat, with Bt ≈ −2.738T,
Ip ≈ 0.600MA and Bt ≈ −2.290T, Ip ≈ 0.600MA respectively. Figures 5.42
and 5.43 compare the experimentally observed BAE frequency evolution during
sawtooth periods I-IV of discharge 25546, obtained from core localised lines of
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sight of the soft x-ray diagnostic, with numerically calculated results for the
equivalent time periods. In order to compare the numerical results with the
experimental, it was necessary to take into account the Doppler shift in the mode
frequency caused by the toroidal rotation of the plasma.
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Figure 5.42. Comparison between numerically calculated BAE CAP frequencies for
toroidal mode numbers n = 3 − 6 with mode frequencies observed experimentally using
channel I51 (nfft = 8192 and nstp = 512) and I50 (nfft = 8192 and nstp = 512) of
the soft x-ray diagnostic, with a tangency radius of ρpol ≈ 0.332, during periods I-IV of
discharge 25546. An estimate for the toroidal rotation is obtained from discharge 26621.
.
This results in an upward correction of nfrot to the mode frequency. How-
ever, the toroidal rotation velocity measured during discharges 26621 and 26622
differ somewhat, with values at the CAP of frot ≈ 0.7kHz and frot ≈ 1.4kHz
respectively. As it is not clear which discharge provides the more representative
estimate of the toroidal rotation velocity for use in the numerical analysis, results
obtained using both are presented and compared in figures 5.42 and 5.43 respec-
tively.
Figure 5.42 is considered first, with results during period I compared with ex-
perimental observations from soft x-ray channel I50 and those from periods II-IV
compared with observations from channel I51. This difference in the choice of
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channels was to provide the clearest observations of the mode activity in each
case with the n = 3−5 eigenmodes clearest for I50 and the n = 4−6 eigenmodes
clearest for I51, in decreasing frequency order.
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Figure 5.43. Comparison between numerically calculated BAE CAP frequencies for
toroidal mode numbers n = 3 − 6 with mode frequencies observed experimentally using
channels I51 (nfft = 8192 and nstp = 512) and I50 (nfft = 8192 and nstp = 512) of
the soft x-ray diagnostic, with a tangency radius of ρpol ≈ 0.332, during periods I-IV of
discharge 25546. An estimate for the toroidal rotation is obtained from discharge 26622.
The numerically calculated modes n = 3 − 6 are represented by the red,
green, blue and magenta data points respectively. The similarities in the fre-
quency separation between distinct toroidal eigenmodes and temporal behaviour
that exist between the experimentally observed BAEs and numerically calculated
BAE CAPs have been introduced in section 5.4.3 and are presented again in fig-
ure 5.42. Again, the frequency separation between distinct toroidal eigenmodes
is reproduced in each case, though it can be seen that the difference in spacing
between the successive numerically calculated eigenmodes is larger than that ob-
served experimentally. This is attributable to the low toroidal rotation velocity
observed during discharge 26621, which is used in this comparison.
However, the relative spacing in the frequencies of the distinct toroidal eigen-
modes is well reproduced, with the spacing increasing for higher mode numbers.
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The evolution of the BAEs during the first ∼ 10ms of each period is also repro-
duced quite well numerically, with good agreement with the slope of the exper-
imental BAE frequency evolution in time. The numerically calculated modes of
higher toroidal mode number are observed to decrease in frequency more rapidly
in time, as is observed experimentally. The quantitative agreement of the re-
sults is also quite good, with each numerically calculated eigenmode being within
∼ 1− 5kHz in the cases of the higher toroidal mode number eigenmodes, though
diverging somewhat for the lower toroidal mode number eigenmodes.
The plateauing of the BAE frequency evolution during the central phase of pe-
riods I-IV is also reproduced, and while the experimentally observed frequency
plateauing precedes the numerical by a number of milliseconds in each case, the
overlap between the two over the course of each period is significant. As has
been discussed in previous sections, the recovery of the mode frequency towards
the end of each period is not as well reproduced, with an increase in the nu-
merically calculated frequency only occurring in the final ∼ 5ms in most cases.
Potential causes for this discrepancy are investigated in section 6.3. Figure 5.43
provides equivalent results, but using the estimate for the toroidal rotation ob-
tained from discharge 26622, which is approximately twice that of discharges
26621. This results in a smaller frequency spacing between the distinct toroidal
eigenmodes, closer to that observed experimentally. However, it also shifts the
overall frequencies upwards, dis-improving the quantitative agreement between
the numerical and experimental results.
While the results presented in figures 5.42 and 5.43 demonstrate that the exper-
imentally observed BAE frequency evolution is well reproduced numerically over
much of the sawtooth period, they also highlight the sensitivity of the results to
parameters such as the toroidal rotation velocity and the frequency down-shift
due to the inclusion of the effects of trapped particles and particles with finite
υ⊥. Judging from these results, it seems likely that the true value for the toroidal
rotation velocity lies somewhere between the estimates used above.
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5.4.4 Numerical recovery of acoustic Alfve´n eigenmode
continuum accumulation point and damping/growth
rate
Radial properties of numerically calculated acoustic Alfve´n eigenmode
continuum Experimental observations of acoustic Alfve´n eigenmodes have been
presented in section 5.2.4. In the following sections, results for the numerically
calculated acoustic Alfve´n eigenmode continuum accumulation point frequency
evolution and its damping/growth rate during selected periods of discharge 25546
are presented.
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Figure 5.44. (a) Acoustic Alfve´n eigenmode frequency continua and (b) their damp-
ing/growth rates from the solution to kinetic dispersion relation 3.4.61, close to the esti-
mated q = 1 surface location for toroidal mode numbers n = 3 − 5 at t = 2.059s during
discharge 25546
As was the case for the BAE analysis, the kinetic dispersion relation 3.4.61
was solved numerically for multiple time-points using the input data described in
section 5.4.3. However in this case, the search region of the complex root-solver
was lower in frequency than for the BAEs in order to facilitate the recovery of
the lower frequency acoustic Alfve´n eigenmode continuum. It is instructive to
consider the radial properties of the numerically calculated acoustic Alfve´n fre-
quency continua and its corresponding damping/growth rate for different toroidal
mode numbers. Figures 5.44 (a) and (b) show the acoustic Alfve´n eigenmode fre-
quency continua and their respective damping/growth rates for toroidal mode
numbers n = 3 − 5, close to the estimated q = 1 surface location at t = 2.059s
during discharge 25546. Firstly, the calculated frequencies of the acoustic Alfve´n
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eigenmode CAPs are much lower than those of the BAEs though the continua
are found to exhibit frequency separation between distinct toroidal eigenmodes,
similar to that of BAEs. Likewise, the acoustic Alfve´n continua appear to possess
continuum accumulation points located beneath the continua.
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Figure 5.45. Radial profiles for numerically calculated real acoustic Alfve´n continua for
toroidal mode numbers n = 3− 5 for time-points from t = 2.051− 2.075s during period III
of discharge 25546.
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Figure 5.46. Radial profiles for numerically calculated acoustic Alfve´n continua damp-
ing/growth rates for toroidal mode numbers n = 3−5 for time-points from t = 2.051−2.075s
during period III of discharge 25546.
As was the case for BAEs, the continuum accumulation point of the acoustic
Alfve´n eigenmode appears to be localised close to the q = 1 surface, but with a
much smaller spread in the CAP radial location for the different toroidal mode
numbers, as can be seen in figure 5.44. However, unlike BAEs, the continua with
higher toroidal mode numbers associated with them possess higher frequencies
than those with lower mode numbers.
A series of snapshots of the time evolution of the acoustic Alfve´n frequency con-
tinua and their damping/growth rates during period III of discharge 25546 are
presented in figures 5.45 and 5.46 respectively. The radial position of the CAP,
ρpol(CAP ), remains primarily in the region from ρpol ≈ 0.34 − 0.36, with the
difference in ρpol(CAP ) for the various toroidal mode numbers being minimal.
This was otherwise in the case of the BAEs, with a significant difference existing
149
between the radial position of the CAPs for different toroidal mode numbers, as
seen in figures 5.39.
Acoustic Alfve´n eigenmode continuum accumulation point evolution
during sawtooth periods I-IV The evolution of the acoustic Alfve´n contin-
uum during sawtooth periods II-IV is investigated in greater detail during the
sections that follow.
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Figure 5.47. Evolution of numerically calculated acoustic Alfve´n eigenmode continuum
accumulation point frequency and its continuum damping/growth rate at ρpol(CAP ) for
toroidal mode numbers n = 3− 5 during sawtooth periods II-IV of discharge 25546.
As has been noted previously in this section, the ordering of the acoustic
Alfve´n eigenmode CAP frequency is inverted compared to that of BAEs, the
continua with the lowest toroidal mode number associated with them having the
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lower frequencies. This is evident in figure 5.47, which shows the numerically
calculated acoustic Alfve´n continuum accumulation point evolution for n = 3− 5
during periods II-IV of discharge 25546. As has already observed experimen-
tally in section 6.1.2, one of the ways in which these modes differ from BAEs
is that they increase in frequency during the initial phase of a sawtooth period
and decrease during the final phase. This behaviour is reproduced in figure 5.47,
where the acoustic Alfve´n eigenmode CAP frequency increases during the first
∼ 10−15ms of each period. This increase is clearly visible from t = 1.946−1.960s,
t = 2.049−2.063s and t = 2.116−2.132s of periods II-IV respectively. A frequency
decrease is observed to occur, if not as rapidly as the initial frequency increase,
over the final t ≤ 8ms of each period, from t = 1.972− 1.980s, t = 2.073− 2.077s
and t = 2.146 − 2.150s during periods II-IV respectively. Experimentally, the
modes are not clearly observed during the central phase of each period, sur-
rounded by the aforementioned periods of frequency increase and decrease.
From the numerical calculations, the frequency is observed to remain quite steady
during this period. These three successive phases of frequency increase, approx-
imate stationarity and decrease are indicated in figure 5.47 by dashed vertical
grey lines separating them, and as was the case for the BAEs, will be referred to
as |t1|, |t2| and |t3| for whichever sawtooth period is being considered.
|t1| (s) |t2| (s) |t3| (s)
Period II 1.946− 1.960 1.960− 1.972 1.972− 1.980
Period III 2.049− 2.063 2.063− 2.073 2.073− 2.077
Period IV 2.116− 2.132 2.132− 2.146 2.146− 2.150
Table 5.4. Phases of acoustic Alfve´n CAP frequency increase, approximate stationarity
and decrease during periods II-IV of discharge 25546.
Table 5.4 presents the times encompassed by each phase for reference purposes.
The imaginary component of the numerically calculated solution to the kinetic
dispersion relation 3.4.61 for the acoustic Alfve´n modes was also calculated. This
represents the local growth rate or damping of the acoustic Alfve´n continuum
and is plotted as a fractions of the real frequency γ/ω for sawtooth periods II-IV
in figure 5.47. The growth rate of the acoustic Alfve´n modes decreases rapidly
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initially during |t1|, with the n = 5 mode moving from stable to unstable after
∼ 7ms, 10ms and 12ms during periods II-IV respectively.
The n = 4 mode experiences some damping after ∼ 10ms during periods II
and III, but remains un-damped during period IV. The n = 3 mode remains
un-damped during the periods in question. The period of maximum damping,
which occurs during |t2| of each period, is followed by a reduction in the damping
rate during |t3|. As has been mentioned, the modes are not clearly observed
experimentally during the central phase of each period, coinciding approximately
with |t2|. This would be in line with the numerical calculations suggesting high
damping rates during this period and will be investigated further later in this
section.
Acoustic Alfve´n eigenmode CAP evolution with background profile
gradients and diamagnetic frequency It has been demonstrated in section
5.4.3 how the background temperature profile and hence the diamagnetic fre-
quency plays a dominant role in determining the BAE frequency evolution and
stability.
t(s) corr(n = 3) corr(n = 4) corr(n = 5)
1.946− 1.980 0.9940 0.9943 0.9946
2.049− 2.077 0.9970 0.9967 0.9953
2.116− 2.150 0.9942 0.9975 0.9967
Table 5.5. Correlation between the acoustic Alfve´n mode frequency ω and
∇T (ρpol(CAP )) during select periods of discharge 25546, where corr represents
corr(ω,∇T )
As such, the analysis of the acoustic Alfve´n eigenmode evolution begins by in-
vestigating if the same is true of these lower frequency modes. Figure 5.48 shows
the evolution of the acoustic Alfve´n continuum CAP with the background tem-
perature gradient. As has been introduced in the previous section, each period
can be separated broadly into three successive phases of frequency behaviour;
increase, approximate stationarity and decrease, indicated by |t1| − |t3| respec-
tively. It is immediately evident that a strong relationship exists between the
two quantities. In each of the periods II-IV, the rise in frequency of the CAP
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during |t1| is accompanied by corresponding increases in the background temper-
ature gradient. Likewise, the decrease in frequency during |t3| of each period is
accompanied by an equivalent decrease in the background temperature gradient.
The correlation between these two quantities has been determined for the time
periods considered, and is presented in table 5.5. It can be seen that there is a
strong positive correlation between the two quantities.
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Figure 5.48. Evolution of numerically calculated acoustic Alfve´n CAP (a)/(c)/(e) fre-
quency and (b)/(d)/(f) damping/growth rate for n = 3 − 5 with the electron and ion
temperature gradients at ρpol(CAP ) for sawtooth periods II-IV during discharge 25546.
During |t2| of each period, when the frequency is observed to remain quite
stationary, the temperature gradient is also observed not to vary greatly. Short
time-scale changes in the mode frequency during each period are also mirrored
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by changes in the background gradient, such as those from t = 2.061 − 2.065s
and t = 2.128 − 2.134s during periods III and IV respectively. Figure 5.48 also
shows the evolution of the acoustic Alfve´n continuum damping/growth rate at
ρpol(CAP ) for n = 3 − 5 with the electron and ion temperature gradients at the
same location. While the growth rate is relatively high at the beginning of each
period, this begins to decrease as the background temperature gradient increases
during |t1|. As the temperature gradient plateaus during |t2| of periods II-IV, the
rate of change of the damping/growth rate also decreases substantially, steadying
greatly excepting some smaller local deviations.
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Figure 5.49. Evolution of numerically calculated acoustic Alfve´n eigenmode frequency
and damping/growth rate for n = 3− 5 with ω∗T at ρpol(CAP ) for sawtooth periods I-IV
during discharge 25546.
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Finally, the decrease in the temperature gradient during |t3| is observed to be
accompanied by a simultaneous decrease in the damping rate. These observations
all indicate that the temperature gradient is an important factor in determining
the continuum damping/growth rate. Figure 5.49 shows the evolution of the
acoustic Alfve´n CAP frequency for n = 3− 5 with the electron and ion tempera-
ture components of the diamagnetic frequency at ρpol(CAP ). As was the case for
the temperature gradient, a very strong relationship appears to exist between the
two quantities with the acoustic Alfve´n CAP frequency following the evolution
of ω∗T closely in time. The nature of the relationship between the diamagnetic
frequency and the temperature profile and its gradient has been discussed in sec-
tion 5.4.3, with the dominant contributions of ∇T (ρpol(CAP )) and the toroidal
mode number n to it being highlighted.
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Figure 5.50. Evolution of numerically calculated acoustic Alfve´n (a)/(c) CAP frequency
and (b)/(d) damping/growth rate for n = 3 − 5 with the electron and ion densities and
their gradients at ρpol(CAP ) for sawtooth period II during discharge 25546.
The primacy of the diamagnetic frequency in determining the acoustic Alfve´n
CAP frequency evolution becomes evident when one considers that this is the
mechanism through which the background gradients enter into the kinetic dis-
persion relation. Thus, the increase in ω∗T during |t1| is accompanied by an
155
increase in the mode frequency, the decrease in ω∗T during |t3| by an decrease in
the mode frequency and the plateauing of ω∗T during |t2| by approximate station-
arity in the mode frequency. The direct relationship between the acoustic Alfve´n
mode frequency and the diamagnetic frequency is to be expected given the fact
that the diamagnetic frequency is of the same order as the mode frequency.
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Figure 5.51. Evolution of numerically calculated acoustic Alfve´n eigenmode frequency
for n = 3− 5 with ω∗n at ρpol(CAP ) for sawtooth period II during discharge 25546.
Similarly, the continuum damping/growth rate at the CAP appears to follow
ω∗T closely, as seen in figure 5.49, with small scale changes in the value of the
damping/growth rate being reflected by those of ω∗T . Conversely to the case of
the BAEs, an increase in ω∗T is found to lead to a reduced growth rate. As noted
during the BAE analysis, the density does not vary greatly over the course of the
periods analysed. It has been demonstrated in section 5.2.4 that due to the large
uncertainties in the core electron density and Zeff , it cannot be ascertained for
certain whether the density plays an appreciable role in determining the small
scale behaviour of the modes. An example of the evolution of the acoustic Alfve´n
CAP frequency and the continuum damping/growth rate with the background
ion and electron densities and their gradients can be seen in figure 5.50.
As has been discussed previously, the density contribution to the diamagnetic
frequency is substantially smaller than that of the temperature. Thus, while it
appears to play a role in the overall frequency of the acoustic Alfve´n modes, it
does not seem to influence the small scale behaviour in the same way that the
temperature contribution does. Observations of this from period II for both the
frequency and damping/growth rate are shown in figure 5.51, with results from
the other periods available in appendix B.
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Acoustic Alfve´n eigenmode CAP evolution with background temper-
ature and density profiles Figure 5.52 shows the evolution of the acoustic
Alfve´n eigenmode CAP frequency in time with that of the background tempera-
ture at ρpol(CAP ). It can be seen that the temperature at the CAP differs little
for the different toroidal mode numbers, unlike for the BAEs. This is due to the
fact that the radial position of the acoustic Alfve´n eigenmode CAP is found not to
vary much for different toroidal mode numbers, as has been noted in section 5.4.4.
Considering figure 5.52, indicators of a relationship between the temperature and
the acoustic Alfve´n modes are evident.
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Figure 5.52. Evolution of numerically calculated acoustic Alfve´n eigenmode CAP fre-
quency and damping/growth rate for n = 3− 5 with the electron and ion temperatures at
ρpol(CAP ) for sawtooth periods II and IV during discharge 25546.
During |t1| of periods II-IV there are relatively large overall drop in the tem-
perature at ρpol(CAP ), which is accompanied by rise in the mode frequency.
Similarly, the temperature saturates during |t2| of each of the periods, with the
frequency also plateauing, as observed in the case of the BAEs. Finally, the rise
in temperature during |t3| is in general accompanied by a drop in the frequency.
However, the relationship between temperature and frequency does not hold in all
cases, with significant deviations occurring at times such as during |t2| of period
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II. The relationship between the mode frequency and temperature observed in
figure 5.52 is understood more clearly when one considers that ω∗T ∝ 1/T . Thus,
any decrease in the temperature will increase ω∗T and vice versa.
Figure 5.52 also shows the evolution of the acoustic Alfve´n damping/growth rate
at ρpol(CAP ) with the background temperature at the same location. Due to the
acoustic component of the acoustic Alfve´n eigenmode polarisation, they would
be expected to experience a greater level of damping at higher temperatures. Pe-
riod II, which has an average temperature of approximately 2.3keV during |t2|,
does appear to experience a higher damping rates and a lower growth rate than
period IV, which has a temperature that varies from T ≈ 2.0−2.1keV during the
equivalent period.
Evolution of radial location of acoustic Alfve´n eigenmode CAP Figure
5.53 shows the evolution of the acoustic Alfve´n frequency for n = 3−5 at the CAP
radial locations, with the corresponding CAP radial location for sawtooth periods
II-IV during discharge 25546. It can be seen that ρpol(CAP ) moves outwards as
each period progresses, with values ranging from ρpol(CAP ) ≈ 0.340 − 0.375
during periods II and IV. Similar observations from period II are presented in
appendix B.
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Figure 5.53. Evolution of numerically calculated acoustic Alfve´n eigenmode frequency
and damping/growth rate for n = 3−5 at the CAP radial locations, with the corresponding
CAP radial loaation for sawtooth periods II and IV during discharge 25546.
Agreement between experimental observations of acoustic Alfve´n eigen-
modes and numerical results from rootsolver Figure 5.54 compares the
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evolution in time of the numerically calculated acoustic Alfve´n CAP frequency
with experimental observations during the equivalent periods from the core lo-
calised I51 channel of the soft x-ray diagnostic, with a tangency radius of ρpol ≈
0.244.
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Figure 5.54. Comparison between numerically calculated acoustic Alfve´n CAP frequen-
cies for toroidal mode numbers n = 3− 5 with mode frequencies observed experimentally
using channel I51, with nfft = 8192 and nstp = 512, of the soft x-ray diagnostic, with a
tangency radius of ρpol ≈ 0.244, during periods II-IV of discharge 25546. Plots (a), (c) and
(e) use an estimate for toroidal rotation from discharge 26621 while plots (b), (d) and (f)
use an estimate from discharge 26622.
These numerical results are subject to an upward Doppler shift in frequency
of nfrot, as was the case for the BAEs. Thus, two sets of results are presented,
using estimates for the toroidal rotation from discharges 26621 and 26622 for the
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reasons discussed in section 5.4.3. However, no estimate for the acoustic Alfve´n
eigenmode frequency with the effects of trapped particles and particles with fi-
nite υ⊥ taken into account was available from LIGKA in this case. This stems
from the difficulty in locating the modes numerically, owing to their very low
frequencies. Thus, as the acoustic Alfve´n eigenmodes are expected to be even
more susceptible to trapped particle effects than BAEs, due to their lower fre-
quencies resulting in interactions with the bounce and drift orbit frequencies, the
estimate for the maximum frequency down-shift obtained from the n = 6 case
during the BAE analysis was applied here as a lower threshold for the estimated
frequency down-shift due to the influence of trapped particle and particles with
finite υ⊥. This lack of information regarding the frequency down-shift, added to
the fact that no reliable estimates for the toroidal mode numbers of the acoustic
Alfve´n eigenmodes were available, meant that it was not possible to definitively
compare the numerical and experimental results. Thus, this analysis serves more
as a qualitative comparison between them than as a quantitative one.
Upon applying the previously discussed assumptions, it can be seen from fig-
ure 5.54 that the numerically calculated acoustic Alfve´n mode frequencies occur
within the same frequency regime as the experimentally observed modes, from
f = 10 − 45kHz. During |t1|, they increase in frequency at a rate similar to the
experimentally observed modes, with the modes of higher toroidal mode number
experiencing a higher rate of increase. The frequency separation between distinct
toroidal eigenmodes is also well reproduced numerically. As discussed previously,
and as can be seen from figure 5.54, mode activity is essentially absent above
f ≈ 10kHz during the central phase |t2| of each period. During the final phase
of the three periods, the experimentally observed mode frequency decreases until
the end of the sawtooth period. The numerically calculated modes are found to
decrease slightly in frequency during this period, but not to the same extent as
the experimentally observed modes. Despite this, the qualitative shift in the di-
rection of the numerically calculated mode frequency evolution, from essentially
stationary to decreasing, is observed to begin at approximately the same time-
point that the modes become visible again in the experimental observations. This
lack of agreement during |t3|, as was the case for the BAEs, suggest the presence
160
of additional physics towards the end of the sawtooth cycle that is not included
in this analysis. This is considered further in section 6.3.
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Figure 5.55. Comparison between numerically calculated acoustic Alfve´n CAP damp-
ing/growth rates for toroidal mode numbers n = 3 − 5 with mode frequencies observed
experimentally using channel I51, with nfft = 8192 and nstp = 512, of the soft x-ray
diagnostic, with a tangency radius of ρpol ≈ 0.244, during periods II-IV of discharge 25546.
Figure 5.55 shows again the experimentally observed mode evolution during
periods II-IV, but this time with the numerically calculated continuum damp-
ing/growth rates over-plotted. It is seen that the highest growth rates occur
during |t1|, coinciding with a phase of experimentally observed acoustic Alfve´n
eigenmode activity. The growth rate at ρpol(CAP ) is calculated to be larger for
modes with lower toroidal mode numbers. If one assumes that the experimentally
observed acoustic Alfve´n modes increase in frequency with increasing toroidal
mode number, as is found from the numerical results, then these calculations are
in broad agreement with the experimental observations, the modes with lower
toroidal mode numbers being observed to have larger amplitudes, while decreas-
ing in amplitude as one considers the modes with higher toroidal mode number
and frequency. The calculated damping rate increases as the periods enter |t2|,
and this is accompanied by a corresponding decrease in the experimentally ob-
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served mode activity. During |t3|, renewed prominent acoustic Alfve´n eigenmode
is observed. However, the numerically calculated growth rate is not observed to
increase appreciable and remains steady in most cases, with increased damping
in the n = 5 case.
5.5 Conclusion
The analysis conducted in this chapter focussed on the effect of background
plasma profiles on BAEs and acoustic Alfve´n eigenmodes. The character of the
safety factor was also investigated, in particular the existence and radial location
of the q = 1 surface. As expected, during the appearance of the sawtooth insta-
bility, a q = 1 rational surface in the core region of the plasma was recovered.
This rational surface was typically found to occur in the same region as high
background temperature gradients.
The evolution of the BAEs and acoustic Alfve´n eigenmodes during the sawtooth
cycle was investigated both experimentally and numerically in this chapter. It
was found that both types of mode occur close to the q = 1 surface location and
that their frequency evolution and damping/growth rates are determined mainly
by the diamagnetic frequency, primarily through its dependence on the thermal
profile gradients. These observations have important implications for the form
of q-profile that will be chosen for future reactors, as they indicate that BAEs
could be driven unstable if the q = 1 surface occurs too close to regions of high
background gradient.
The acoustic Alfve´n eigenmodes were observed during periods of ICRH only to be
present during the early and latter phases of a sawtooth period. However, they
were found to be absent during the central phase. It was determined numerically
that the continuum damping rate for these modes increases during the central
phase of the sawtooth period, in conjunction with the background temperature
gradient increasing. This is in agreement with the observed mode behaviour,
higher damping rates resulting in reduced mode activity during this period. The
opposite is the case in the early and latter phases of the sawtooth period, with
the observed mode activity being accompanied by increased mode drive.
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Chapter 6
Low-frequency Alfve´n eigenmode
behaviour during ICRH/ECRH
phase of selected discharges with
parameter scans of potential
plasma parameter regimes
Chapter 5 investigated the influence of background temperature and density pro-
files on BAEs and acoustic Alfve´n eigenmodes during the ICRH phase of ASDEX
Upgrade discharges 25544, 25546 and 25549. It was demonstrated that the back-
ground electron and ion temperature gradients in particular play an important
role in determining the dynamics of these modes via terms in the kinetic disper-
sion relation 3.4.61 proportional to the diamagnetic frequency. In this chapter,
the previous analysis will be extended to a period of discharge 25546 when both
ICRH and ECRH are employed. As alluded to in chapter 5, the nature of the
BAE and acoustic Alfve´n eigenmode behaviour changes with the introduction
of ECRH. The effect that this has on the temperature profile, and thus on the
mode dynamics, will be investigated experimentally and numerically in sections
6.1 and 6.2 respectively, in a manner similar to the analysis carried out in chapter
5. Section 6.3 consists of a series of parameter sensitivity scans for BAEs and
acoustic Alfve´n eigenmodes. These aim at explaining certain discrepancies that
were observed to arise between the experimental observations and the numerical
results during chapter 5. This was undertaken by testing the effects of various
model background profiles on the mode dynamics as well as by utilising experi-
mental data obtained from similar discharges that was unavailable for discharge
25546.
6.1 Observations of low-frequency mode be-
haviour and plasma profile evolution during
ICRH/ECRH phase of discharges 25544,
25546 and 25549
6.1.1 Observed evolution of electron temperature and den-
sity profiles
Observations of evolution of main plasma parameters The analysis con-
ducted in chapter 5 dealt with the period of discharge 25546 from t = 1.70−2.50s,
when ICRH was the only source of external heating. Figure 6.1 shows time-traces
of the input ICRH, ECRH and NBI powers from t = 1.70− 5.00s, as well as the
core and edge electron densities measured by interferometry.
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Figure 6.1. Time-traces of core and edge electron densities as well as ICRH, ECRH and
NBI input powers during discharges 25544, 25546 and 25549.
In this section, the focus will be on the period of discharge 25546 from t =
3.00−4.30s, during which time ECRH is introduced to augment the total heating
power. Approximately 0.9MW of ECRH power is introduced at t ≈ 3.2s, and this
is increased to approximately 1.5MW at t ≈ 3.7s. This period was accompanied
by a steady increase in the core and edge densities from ne ≈ 5.35−6.36×1019m−3
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and ne ≈ 3.06 − 3.90 × 1019m−3 respectively. Small, temporary increases in the
electron density accompany the increases in ECRH power at t ≈ 3.2s and t ≈ 3.7s,
as is seen in figure 6.2. The ICRH power was kept at approximately the same
level of PICRH ≈ 4.3MW as during the analysis in chapter 5. The introduction of
ECRH at t ≈ 3.2s has an immediate effect on the electron temperature, with the
core value jumping appreciably, this increase in temperature being compounded
by the introduction of further ECRH power at t ≈ 3.7s. This can be seen in figure
6.2, which presents time-traces of the electron density and temperature from
t ≈ 1.7 − 5.0s, as measured by interferometry and ECE diagnostics respectively.
For discharges 25546 and 25549 it also marked the end of the prevailing downward
trend in electron temperature that had persisted since t ≈ 2.0s.
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Figure 6.2. Time-traces of electron density and temperature from interferometry and
ECE respectively during ECRH/ICRH phase of discharges 25544, 25546 and 25549.
Electron temperature evolution during individual sawtooth periods
For the purposes of this analysis, two different sawtooth periods during the ECRH
phase of discharge 25546 were selected. These will be referred to as periods I and
II during this chapter, and are distinct from the periods I and II considered in
chapter 5. Period I lasts from t ≈ 3.303−3.342s and occurs during the phase from
t ≈ 3.20− 3.70s when ECRH power is first introduced while period II lasts from
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t ≈ 3.873− 3.898s and occurs during the subsequent phase from t ≈ 3.70− 4.20s
when the ECRH power is increased.
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Figure 6.3. Time-traces of Te during periods I and II of the ECRH/ICRH phase of
discharge 25546, measured using channels of the ECE radiometer diagnostic covering the
radial ranges 0.197 ≤ ρpol ≤ 0.403 and 0.191 ≤ ρpol ≤ 0.399 respectively.
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Figure 6.4. Electron density profile and gradient evolution during period I of the
ECRH/ICRH phase of discharge 25546.
Figure 6.3 shows time-traces of the core electron temperature, measured using
the ECE diagnostic, during these two periods. It should be noted that typically
the electron temperature data was only available from ρpol ≈ 0.18 outwards dur-
ing these periods. As expected, the peak core electron temperature is higher
during period II on account of the higher ECRH power. The electron tempera-
ture also continues to increase until the end of the period, while during period I
it saturates after t ≈ 3.326s. During periods I and II the evolution of the tem-
perature channels stays steady until the sawtooth crash, not exhibiting the same
convergence in temperature seen in the ∼ 5ms leading up to the sawtooth crash
in figure 5.2. This convergence signifies a flattening in the electron temperature
profile in the vicinity of the radial location of these channels and appears to be
absent during periods I and II.
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Figure 6.5. Electron temperature profile evolution during period I of ECRH/ICRH phase,
as well as the corresponding gradients during discharge 25546.
Figure 6.5 demonstrates the evolution of the electron temperature profile dur-
ing period I, as well as the gradients with respect to the mid-plane radius, obtained
from IDA. The saturation in the electron temperature gradient towards the end
of period I is evident in this figure, with the gradients increasing rapidly in the
early phase of the period, before remaining quite steady for the remainder of the
period.
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Figure 6.6. Ion density profile and gradient evolution during period I of ECRH/ICRH
phase of discharge 25546.
Figures 6.4 and 6.6 show the evolution of the electron and ion density profiles
and their respective gradients during period I. This period appears to exhibit
significantly more variation in the core profiles and gradients than was the case
during the ICRH only phase. This can be seen by comparing these observations
with those from figure 5.11. The core ion density appears to increase appreciably
during the later phase of the sawtooth period. As has been mentioned before, the
core density has large uncertainties associated with it and thus any consideration
of its effects are subject to significant caveats. Nonetheless, it is instructive
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to investigate whether these experimental observations of the density evolution
agree with observations of the mode frequency evolution, as will be considered in
sections 6.1.2 and 6.2.
6.1.2 Observed low-frequency mode evolution
BAEs In section 5.2, observations of the BAE frequency evolution during cer-
tain sawtooth periods from t = 1.70 − 2.50s were considered. It was observed
that the BAEs possessed a clear frequency separation between distinct toroidal
eigenmodes in most cases, with each distinct toroidal eigenmode exhibiting a drop
in frequency over the course of a sawtooth period before returning to approxi-
mately its original value. The overall variation in the typical BAE frequency was
also observed to have a range of approximately 5kHz from t = 1.70 − 2.50s, as
observed in figure 5.5.
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Figure 6.7. Observations of BAE frequency evolution from t ≈ 3.10 − 4.50s during
ECRH/ICRH phase of discharge 25546, made using channel I50 of the soft x-ray diagnostic,
with nfft = 8192 and nstp = 512.
In the case of the modes observed upon the introduction of ECRH, this be-
haviour changes quite extensively. Firstly, the range of frequencies over which
the BAEs are observed is much larger. As seen in figure 6.7, at t ≈ 3.23s, when
the BAE activity resumes, the most prominent mode activity observed has a fre-
quency of ∼ 82kHz. By t ≈ 3.77s when the minimum BAE frequency is observed,
this has dropped to ∼ 70kHz. The observations of BAEs during individual saw-
tooth periods are much less distinct than in the ICRH only case, lacking the clear
frequency separation between distinct toroidal eigenmodes observed during the
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ICRH only periods during their initial phase.
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Figure 6.8. BAE activity during period I of discharge 25546, observed using channels
I52-I49 of the soft x-ray diagnostic, with nfft = 8192 and nstp = 512.
An examples of the evolution of BAEs during period I, made using core chan-
nels of the soft x-ray diagnostic, is presented in figure 6.8. During the later phase
of certain ECRH/ICRH sawtooth periods, such as period I, distinct toroidal
eigenmodes with an almost linear increase in frequency are observed. These
modes are clearly observed using channels I52-I50, which have tangency radii of
ρpol ≈ 0.141, 0.221 and 0.303, while the signal appears to be dominated by noise
for channel I49, which has a tangency radius of ρpol ≈ 0.385. This suggests that
the modes are core localised, as was the case for the BAEs in chapter 5.
Acoustic Alfve´n eigenmodes Observations of acoustic Alfve´n eigenmodes
have been investigated in sections 5.3.4, 6.1.2 and 5.4.4. It was observed that a
prominent feature of these modes was the fact that they were primarily observed
during the initial and latter phases of the sawtooth periods, with a distinct lack
of activity during the central phase.
Figure 6.9 shows acoustic Alfve´n eigenmode activity, measured using core soft
x-ray lines of sight, during sawtooth period I of the ECRH/ICRH phase. It can
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be seen that the behaviour of the modes differs from that observed during the
ICRH only phase, with the mode activity being primarily confined to the central
region of each period, and the initial and latter regions exhibiting very little mode
activity. The maximum mode frequency observed is also much less than in the
case of the periods during the ICRH only phase, with frequencies typically less
than f ≈ 20kHz. As in the case of the BAEs, the clearest observations during
both periods come from soft x-ray channels I52-I50, suggesting that the modes
are localised in the region ρpol < 0.385.
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Figure 6.9. Acoustic Alfve´n eigenmode activity during period I of discharge 25546,
observed using channels I52-I49 of the soft x-ray diagnostic, with nfft = 8192 and nstp =
512.
6.1.3 BAE and acoustic Alfve´n eigenmode frequency evo-
lution with background profile values at q=1 surface
During the ICRH only phase of discharge 25546, the q = 1 surface was estimated
to be radially localised in the region ρpol ≈ 0.31− 0.35, as has been discussed in
section 5.3.1. An estimate for the error in the q = 1 surface radial location was
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obtained by inspecting results for a fitted q-profile at t = 2.066s during discharge
25546, obtained using CLISTE, which included confidence bands for the q-profile
and has similar parameters.
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Figure 6.10. Time-trace of q = 1 surface location, estimated from sawtooth inversion
radius, for discharge 25546.
The short period of NBI heating introduced at t ≈ 2.994s and the introduction
of ECRH at t ≈ 3.193s result in the estimated q = 1 surface radial location being
shifted further inwards.
65
70
75
80
85
90
95
F
re
q
u
e
n
c
y
(k
H
z
)
2 .1
2 .4
2 .7
3
3.3
4 .0
8 .0
12.0
16.0
20.0
T
(k
e
V
)
d
T
/d
r
(k
e
V
/m
-1
)
T e
dT e /d r
T i
dT i/d r
7 .0
×10
19
×10
19
(a)
65
70
75
80
85
90
95
F
re
q
u
e
n
c
y
(k
H
z
)
2 .1
2 .4
2 .7
3
3.3
4 .0
8 .0
12.0
16.0
20.0
T
(k
e
V
)
d
T
/d
r
(k
e
V
/m
-1
)
T e
dT e /d r
T i
dT i/d r
7 .0
×10
19
×10
19
(b)
Figure 6.11. BAE frequency evolution from (a) t = 3.302 − 2.341s and (b) t = 3.872−
3.897s during discharge 25546, measured using line of sight I50 of the soft x-ray diagnostic,
with nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.303 and the
corresponding evolution in the background profiles at the q = 1 surface.
From t ≈ 3.3 − 4.0s, it is estimated to be localised in the region ρpol ≈
0.27− 0.30, as can be seen in figure 6.10. It has been discussed in chapter 5 how
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the positions of the q = 1 surface and regions of high background profile gradients
relative to one another can have a significant impact on the low-frequency mode
dynamics. Thus, the inward shift in the q = 1 surface could account to some
degree for the differences in mode behaviour observed between the ICRH only
phase and that when ECRH is also present. This will be investigated numerically
in the sections that follow. Figure 6.11 presents observations of BAE activity
during periods I and II from soft x-ray channel I50, as well as the evolution of
the background temperature and density profiles and their gradients at the q = 1
surface location.
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Figure 6.12. BAE frequency evolution from (a) t = 3.302− 3.339s and (b) t = 3.873−
3.897s during discharge 25546, measured using line of sight I51 of the soft x-ray diagnostic,
with nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.303 and the
corresponding evolution in the background profiles at the q = 1 surface.
The saturation in the electron temperature discussed earlier in this chapter is
observed at the q = 1 surface location during period I, shown in figure 6.11 (a),
with the electron temperature gradient reaching a maximum of ∇Te ≈ 20keVm−1
at t ≈ 3.328s and remaining close to this value for the remainder of the period.
The electron temperature also does not vary greatly over the course of period I.
Period II exhibits similar frequency and background profile behaviour to period I.
Weak mode activity is observed from t ≈ 3.875−3.887s, with moderate frequency
separation between distinct toroidal eigenmodes observed from t ≈ 3.887−3.895s.
As during period I, the electron temperature gradient saturates from t ≈ 3.886s
onwards. As can be seen in figure 6.12, during periods I and II acoustic Alfve´n
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eigenmode activity is observed from t ≈ 3.308 − 3.333s and t ≈ 3.878 − 3.893s
respectively for the lowest frequency distinct toroidal eigenmodes, but not for
the initial and final ∼ 5ms of each sawtooth period. As the observed electron
temperature gradient evolution differs during these initial and final phases it is
not immediately clear what mechanism is responsible for this behaviour. This is
investigated numerically later in this chapter.
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6.2 Numerical investigation of low-frequency
mode continua during ICRH/ECRH phase
of discharge 25546
6.2.1 Numerical recovery of BAE continuum accumula-
tion point and damping/growth rate
BAE continuum accumulation point evolution during sawtooth period
I The evolution of the BAE continuum during sawtooth periods I and II of the
ECRH/ICRH phase from discharge 25546 is investigated in this section, again
by solving the kinetic dispersion relation 3.4.61 numerically and following the
methods described in section 5.4.3.
Figure 6.13 shows the evolution of numerically calculated (a) BAE continuum ac-
cumulation point frequency and (b) continuum damping/growth rate at ρpol(CAP )
for toroidal mode numbers n = 3− 6 during sawtooth period II of ECRH phase
of discharge 25546. It can be seen that these results differ in certain aspects from
those calculated for BAEs during the ICRH only case in section 5.4.3. The initial
frequency of the various distinct toroidal eigenmodes is relatively high, ranging
from ωBAE ≈ 0.187 − 0.201, and dropping by ∆ωBAE ≈ 0.028 by t = 3.882s in
the n = 6 case. This drop is much larger than that calculated for the BAEs in
the previous chapter.
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Figure 6.13. Evolution of numerically calculated (a) BAE continuum accumulation point
frequency and (b) continuum damping/growth rate at ρpol(CAP ) for toroidal mode num-
bers n = 3− 6 during sawtooth period II of ECRH phase of discharge 25546.
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For the n = 3 − 5 modes a short period of frequency plateauing, similar to
that observed during the ICRH only analysis, is observed from t = 3.884−3.888s.
Following this, an increase in ωBAE commences for all distinct toroidal eigenmodes
and lasts until the end of the period. This increase starts slightly earlier, at
t = 3.882s, for the n = 6 eigenmode.
The distinct toroidal eigenmodes are also much more closely spaced in frequency
than in the ICRH only case, with the exception of the n = 3 eigenmode, with a
difference of less than ∆ωBAE ≈ 0.005 typically existing from t ≈ 3.884− 3.896s.
This is in broad agreement with the experimental results presented in section
6.1.2, which, though not very clearly observed, appear to lack the relatively wide
frequency separations between distinct toroidal eigenmodes observed in the ICRH
only case. Figure 6.13 (b) shows the damping/growth rate during the same period.
As in the ICRH only case, the continuum growth rate increases rapidly during
the initial phase of the period at a rate proportional to the toroidal mode number
n, and saturates from t ≈ 3.886 − 3.896s. It then decreases rapidly during the
final ∼ 4ms of the period.
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Figure 6.14. Evolution of numerically calculated (a) BAE CAP frequency and (b) con-
tinuum damping/growth rate at ρpol(CAP ) for n = 3 − 6 with the electron and ion tem-
perature gradients at ρpol(CAP ) during sawtooth period II of ECRH phase of discharge
25546.
∇T (ρpol(CAP )) is also observed to increase rapidly during the initial phase
of period I, from t = 3.876 − 3.886s, which corresponds to the period of rapid
frequency decrease and growth rate increase observed previously. This can be
seen in figure 6.14 (a) and (b) respectively. Likewise, the frequency increase and
decrease in growth rate from t = 3.896− 3.900s is accompanied by a decrease in
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the temperature gradient.
However, the intervening period does not behave exactly as observed during the
ICRH only phase. While the temperature gradient essentially saturates during
the central phase, excepting a dip centred at t = 3.892s, the BAE frequency
increases steadily during this phase, as has been observed above already. The
growth rate appears to act as it did during the ICRH only phase, following the
evolution of ∇T (ρpol(CAP )) closely. Figure 6.15 shows the evolution of ωBAE
with the temperature component of the diamagnetic frequency ω∗T .
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Figure 6.15. Evolution of numerically calculated (a) BAE CAP frequency and (b) con-
tinuum damping/growth rate at ρpol(CAP ) for n = 3−6 with the temperature component
of the electron and ion diamagnetic frequencies at ρpol(CAP ) during sawtooth period II of
ECRH phase of discharge 25546.
It has been discussed previously how the diamagnetic frequency is determined
primarily by the background temperature gradient, as is clear from comparing
the two quantities in figures 6.14 and 6.15. It was also demonstrated that the
BAE frequency evolution exhibited a strong dependence on ω∗T . While this rela-
tionship is evident during the initial and final phase of period I, it is not as clear
during the central phase when ω∗T plateaus and ωBAE increases continuously.
Figure 6.16 shows the evolution of ωBAE and the damping/growth rate at ρpol(CAP )
with the background temperature. It can be seen that the evolution of ωBAE ap-
pears to follow that of the temperature. During the initial frequency drop, a
corresponding drop in temperature is observed. Likewise, while the temperature
gradient and diamagnetic frequency saturate during the central phase of this pe-
riod, the temperature begins to increase overall at t = 3.882s, just prior to the
commencement in the BAE frequency increase that lasts until the end of the
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period. The evolution of the radial position of the BAE frequency accumulation
point ρpol(CAP ) is presented in figure 6.17. ρpol(CAP ) appears to vary quite
extensively during the course of period II. For example, it exhibits a range from
ρpol ≈ 0.360 − 0.327 in the n = 4 case. This is substantially larger than the
variation typically observed during the ICRH only cases.
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Figure 6.16. Evolution of numerically calculated (a) BAE CAP frequency and (b) con-
tinuum damping/growth rate at ρpol(CAP ) for n = 3 − 6 with the electron and ion tem-
peratures at ρpol(CAP ) during sawtooth period II of ECRH phase of discharge 25546.
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Figure 6.17. Evolution of numerically calculated (a) BAE CAP frequency and (b) contin-
uum damping/growth rate at ρpol(CAP ) for n = 3− 6 and the corresponding ρpol(CAP )
evolution for sawtooth period II during the ECRH phase of discharge 25546.
Agreement between experimental observations of BAEs and numeri-
cal results from rootsolver Figure 6.18 compares the numerically calculated
BAE CAP and experimentally observed BAE activity during period II of the
ECRH/ICRH phase of discharge 25546. While there is broad qualitative agree-
ment during the initial ∼ 10ms, this breaks down during the latter ∼ 10ms. This
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lends further weight to the argument that an additional physical mechanism is
at work during the end phase of a sawtooth period.
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Figure 6.18. Comparison between numerically calculated BAE CAP evolution and ex-
perimental observations using channel I52 of the soft x-ray diagnostic, with nfft = 8192
and nstp = 512, during period II of ECRH/ICRH phase of discharge 25546.
6.2.2 Numerical recovery of acoustic Alfve´n eigenmode
continuum accumulation point and damping/growth
rate
Acoustic Alfven continuum accumulation point evolution during saw-
tooth period I Figure 6.19 presents the evolution of the numerically cal-
culated acoustic Alfve´n continuum accumulation point during period I of the
ECRH/ICRH phase of discharge 25546. The behaviour is found to be broadly
similar to that during the ICRH phase, with an initial increase in frequency fol-
lowed by a plateauing during the central phase.
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Figure 6.19. Evolution of numerically calculated (a) acoustic Alfve´n eigenmode contin-
uum accumulation point frequency and (b) continuum damping/growth rate at ρpol(CAP )
for n = 3− 6 during sawtooth period I of ECRH phase of discharge 25546.
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However, instead of the frequency decreasing towards the end of period I, it
remains steady. Likewise, the damping/growth rate initially evolves in a similar
manner to that during the ICRH phase, with an initial increase in the damp-
ing rate followed by a phase when the damping rate changes. However, in the
ECRH/ICRH case, this steadying of the damping rate continues until the end of
period I.
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.09
 3.31  3.32  3.33  3.34  3.35
 8
 10
 12
 14
 16
ω
/ω
A0
∇T
(ke
Vm
-
1 )
Time (s)
n=3
n=4
n=5
∇Te∇Ti∇Te∇Ti∇Te∇Ti
(a)
-0.2
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 3.31  3.32  3.33  3.34  3.35
 8
 10
 12
 14
 16
γ/ω
∇T
(ke
Vm
-
1 )
Time (s)
n=3
n=4
n=5
∇Te∇Ti∇Te∇Ti∇Te∇Ti
(b)
Figure 6.20. Evolution of numerically calculated (a) acoustic Alfve´n eigenmode CAP
frequency and (b) continuum damping/growth rate for n = 3− 6 with the electron and ion
temperature gradients at ρpol(CAP ) during sawtooth period I of ECRH phase of discharge
25546.
The maximum damping rate during the central phase of period I is found
to be substantially higher than during the ICRH only case. This can be seen
by comparing the damping during period I of the ECRH/ICRH phase with that
during period III of the ICRH only phase.
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Figure 6.21. Evolution of numerically calculated (a) acoustic Alfve´n eigenmode CAP
frequency and (b) continuum damping/growth rate for n = 3 − 6 with the temperature
component of the electron and ion diamagnetic frequencies at ρpol(CAP ) during sawtooth
period I of ECRH phase of discharge 25546.
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This is in broad agreement with the experimental observations for the acoustic
Alfve´n eigenmodes presented in section 6.1, which show that the modes are absent
during the initial and late phases of periods I and II, with some moderate activity
observed during the central periods. However, it is not immediately clear what
mechanism is responsible for this change in the mode observations during the
central period and further investigation is necessary to determine this.
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Figure 6.22. Evolution of numerically calculated acoustic Alfve´n eigenmode CAP fre-
quency with the background ion and electron densities at ρpol(CAP ) for sawtooth period
I during the ECRH phase of discharge 25546.
This assertion is backed up by observations of the electron temperature evolu-
tion presented in figure 6.3 which show indications of sawtooth precursor activity
at two instances during period I prior to the sawtooth crash and coincide broadly
with the periods of observed acoustic Alfve´n eigenmode activity.
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Figure 6.23. Evolution of numerically calculated (a) acoustic Alfve´n eigenmode CAP
frequency and (b) continuum damping/growth rate for n = 3 − 6 with the electron and
ion temperatures at ρpol(CAP ) for sawtooth period I during the ECRH phase of discharge
25546.
Figure 6.20 shows the evolution of the acoustic Alfve´n eigenmode frequency
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with the background temperature gradient. ∇T is not quite as high as in the
case of the BAEs. This is due to the fact that ρpol(CAP ) for the acoustic Alfve´n
eigenmodes is located somewhat further outwards radially than in the case of the
BAEs, as can be seen by comparing figures 6.24 and 6.17.
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Figure 6.24. Evolution of numerically calculated acoustic Alfve´n eigenmode CAP fre-
quency for n = 3 − 6 and the corresponding ρpol(CAP ) evolution for sawtooth period I
during the ECRH phase of discharge 25546.
It has been demonstrated in section 5.4.4 that an increase in the background
temperature gradient ∇T results in an increase in the damping rate of the acous-
tic Alfve´n eigenmodes. However, due to the fact that ∇T is very similar to
that observed during the ICRH only phase, it suggests that some other fac-
tor is contributing to the higher damping rates observed during period I of the
ECRH/ICRH phase. One possibility is that the higher density observed during
period I, as presented in figure 6.22, contributes to the higher damping through
ion Landau damping.
6.3 Parameter sensitivity scans for low-
frequency Alfve´n eigenmodes
The evolution of the numerically calculated BAE and acoustic Alfve´n eigenmode
continuum accumulation point frequencies with experimentally observed back-
ground profiles has been investigated in chapter 5 and in section 6.2 of this chap-
ter. The experimentally observed mode behaviour was then compared with nu-
merical results based on a theoretical model for low-frequency Alfve´n eigenmodes.
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It was demonstrated that the main parameters influencing the BAE and acoustic
Alfve´n eigenmode frequencies are the background profile gradients, in particular
that of the background temperature profile. As such, it was desirable to extend
the scope of this analysis by considering potential experimental conditions not
observed during the discharges investigated. This was achieved by undertaking
sensitivity scans involving various plasma parameters and observing the effects
that altering these parameters had on the evolution of the numerically calculated
mode frequencies and continuum damping/growth rates. Specifically, these scans
were conducted for the background temperature and density gradients ∇T and
the ratio between the electron and ion temperature profiles τ = Te/Ti. These
parameters were chosen as they were deemed to be the factors most likely to
impact the mode frequencies.
6.3.1 Parameter sensitivity scans
∇T scan The equilibrium reconstruction at t = 2.066s during period III of the
ICRH only phase was taken as a reference equilibrium, and the q-profile obtained
from it used in the subsequent calculations.
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Figure 6.25. (a) Model linear temperature profiles and (b) corresponding gradients for
determining impact of ∇T on the mode frequency and damping/growth rate.
During each scan, all other parameters were kept constant at the experimental
values measured at t = 2.066s. Figures 6.25 (a) and (b) show the model tem-
perature profiles and their corresponding gradients respectively. Linear model
temperature profiles in the region surrounding the q = 1 surface were utilised,
with the experimentally observed radial position of the sawtooth inversion radius
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kept constant as well as its temperature at this position. The slope of the line,
and hence the gradient of the temperature profile, was varied, allowing the impact
of changes in the value of ∇T to be observed clearly. The evolution of the BAE
CAP frequency ωBAE with ∇T is presented in figure 6.26 (a) for toroidal mode
numbers n = 3 − 6, with the BAE CAP frequency plotted versus the increase
in the temperature component of the diamagnetic frequency ω∗T in figure 6.26
(b). The approximate experimentally observed temperature gradient at the q = 1
surface at t = 2.066s is approximately 13keV.
During the previous numerical analysis of the experimentally observed modes,
the BAE frequency was found to decrease with increasing ω∗T . This is found to
be true up to a certain point for the ∇T and ω∗T scans. ωBAE decreases with
increasing ∇T until the gradient reaches a value of ∇T ≈ 15.1keVm−1 for the
n = 6 case. After this point, ωBAE begins to increase for the n = 6 mode. Similar
reversals in the direction of the frequency evolution are observed to occur in the
n = 4 and n = 5 cases at ∇T ≈ 24keVm−1 and ∇T ≈ 17.6keVm−1 respectively,
while the n = 3 CAP does not reverse its frequency evolution within the range
of ∇T values considered.
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Figure 6.26. BAE CAP frequency evolution with increasing (a) background temperature
gradient and (b) diamagnetic frequency.
On first inspection, these reversals in the frequency evolution would appear
to offer a possible explanation for the decrease in frequency that occurs for the
experimentally observed BAEs during the later phase of the sawtooth period.
However, this is found to be unrealistic if one considers the numerical results
obtained in section 5.4.3 in conjunction with the experimentally observed electron
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temperature gradients.
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Figure 6.27. Evolution of BAE (a) CAP frequency and (b) continuum damping/drive
during periods III of discharge 25546.
During the analysis of period III, which contains the time-point t = 2.066s
under consideration, ωBAE for n = 6 at the beginning of the period was calculated
to be ωBAE ≈ 0.166. If one extrapolates the data in figure 6.26 (a) to the point
where this frequency is again achieved through an increase in the gradient, ∇T
would be well in excess of 30keVm−1. This is more than double the experimentally
observed temperature gradient at ρpol(CAP )
Considering figure 6.26 (b), which shows the evolution of ωBAE with ω∗T , the
reversal in the direction of the evolution of ωBAE is found to occur between
ω∗T ≈ 0.06− 0.07 for the n = 4 − 6 modes. This represents a frequency close to
half that of ωBAE in each case, suggesting that the reversal in frequency is due
to a coupling between the BAE and kinetic ballooning mode (KBM) branches of
the frequency spectrum, the KBM branch being strongly dependent on ω∗T .
Figure 6.28 (a) presents the change in the BAE damping/growth rate with ∇T .
It can be seen that the modes remain heavily damped and with little increase in
γ/ωA0 for ∇T < 5keVm−1. After this point, the behaviour begins to change, with
the damping rate decreasing rapidly at a rate proportional to the toroidal mode
number n. It can be seen that the modes become un-damped at∇T ≈ 20keVm−1,
15.5keVm−1, 12.5keVm−1 and 10.5 keVm−1 for the n = 3−6 modes respectively.
The growth rates increase for a period, before levelling off for ∇T ≈ 29keVm−1,
except in the n = 3 case where the growth rate continues to increase steadily
in the range considered. Equivalent sensitivity scans to those conducted for the
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BAEs were conducted for the acoustic Alfve´n eigenmodes. As was observed in
sections 5.4.4 and 5.4.4, the acoustic Alfve´n eigenmode frequency is found to
increase with increasing ∇T and ω∗T . Results for the sensitivity scans of these
quantities are presented in figures 6.29 (a) and (b) respectively.
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Figure 6.28. BAE continuum damping/growth rate evolution with increasing (a) back-
ground temperature gradient and (b) diamagnetic frequency.
It can be seen from figure 6.29 (a) that the acoustic Alfve´n eigenmode fre-
quency increases with ∇T at a rate proportional to the toroidal mode number n,
with the CAPs with higher mode numbers associated with them having higher
frequencies. It can also be seen that the frequencies of the modes begin to saturate
between approximately 0.056 ≤ ω/ωA0 ≤ 0.062, when the temperature gradient
reaches a certain value for a given distinct toroidal eigenmode. At this point the
frequency begins to decrease moderately.
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Figure 6.29. Acoustic Alfve´n eigenmode frequency evolution with increasing (a) back-
ground temperature gradient and (b) diamagnetic frequency, calculated using numeric
rootsolver.
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The evolution of the acoustic Alfve´n eigenmode damping/growth rate with in-
creasing ∇T and ω∗T is presented in figures 6.30 (a) and (b) respectively. There is
a sharp decrease in the damping rate at∇T ≈ 14keVm−1 for the n = 5 mode, sug-
gesting that the acoustic Alfve´n eigenmode couples to another frequency branch
with much larger damping at this point.
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Figure 6.30. Acoustic Alfve´n eigenmode damping/growth rate evolution with increasing
(a) background temperature gradient and (b) diamagnetic frequency.
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Figure 6.31. Acoustic Alfve´n eigenmode (a) frequency and (b) damping/drive evolution
with increasing background temperature gradient for n = 4, calculated using LIGKA.
This is significant as the value of ∇T is close to the experimentally observed
value at the point where the acoustic Alfve´n eigenmode activity ceases to a large
extent during the ICRH only sawtooth periods. As such, it is proposed that this
cessation in the mode activity is the result of the coupling of the acoustic Alfve´n
eigenmodes to another frequency branch that remains completely damped, and
thus is not observed experimentally. This sharp increase in the damping rate
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also occurs for the n = 3 and 4 modes and coincides with the saturation of
the mode frequency, reinforcing the conclusion that a coupling to a different
frequency branch is occurring here. Figure 6.31 (a) and (b) show the evolution
of the Acoustic Alfve´n eigenmode frequency and damping/drive rate respectively
with increasing background temperature gradient for the n = 4 mode, calculated
using LIGKA. It can be seen that the results agree well with those obtained from
the numerical root-solver, as presented in figures 6.29 and 6.30.
τ scan As has been mentioned previously, thus far the assumption that Ti =
Te has been made for all calculations of the analysis conducted in this work.
However, the parameter τ = Te/Ti plays a prominent role in the kinetic dispersion
relation 3.4.61. As such, it is instructive to investigate the impact that altering
this parameter from a value of τ = 1 has on the mode dynamics. Linear model
electron and ion temperature profiles were again used for this purpose and the
analysis is divided into two parts. Firstly, the electron and ion temperature
profiles were set equal to one another. The electron temperature profile was then
kept fixed and the ion temperature profile shifted incrementally downwards to
simulate an increase in τ , given that τ = Te/Ti. The downward direction of
the shift was based on the experimental observation that the ion temperature is
typically less than the electron temperature in the core region.
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Figure 6.32. Model linear temperature profiles for determining impact of τ on the mode
frequency and damping/growth rate.
The experimental value of τ is found to range from τ ≈ 1.1 − 1.4. The fact
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that only a downward translation of the ion profile was made meant that the
gradient of the two profiles remained the same, allowing the effect of increasing
τ to be disentangled from the effect of decreasing the ion temperature profile
gradient.
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Figure 6.33. Evolution of (a) BAE CAP frequency and (b) continuum damping/growth
rate with increasing τ .
Figure 6.32 presents the relative changes made between the electron and ion
temperature profiles for the scan. The results for the BAE frequency evolution
with τ are presented in figure 6.33 (a). The frequency of the BAE CAP is found
to decrease steadily with increasing τ . From theory, a higher value of τ would be
expected to result in reduced damping from acoustic branch coupling.
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Figure 6.34. Evolution of (a) acoustic Alfve´n eigenmode CAP frequency and (b) contin-
uum damping/growth rate with increasing τ .
From figure 6.33 (b) it can be seen that this is indeed the case, with the
damping rate decreasing and/or the growth rate subsequently increasing as the
value of τ is increased. The same analysis was conducted for the acoustic Alfve´n
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eigenmodes, with the results presented in figure 6.34. As in the case of the BAEs,
the frequency is observed to decrease with increasing τ , albeit at a rate lower
than for the BAEs. It is not clear how the damping rate of the acoustic Alfve´n
eigenmodes changes with increasing τ in this case.
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Figure 6.35. Model linear temperature profiles for determining combined impact of τ
and ∇Ti on the mode frequency and damping/growth rate.
The second aspect of this section of the analysis involved determining the
relative influence between changes in the value of τ and corresponding changes
in the ion temperature gradient. As mentioned above, the ion temperature is
typically observed experimentally to be less than the electron temperature in the
core region.
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Figure 6.36. Evolution of (a) BAE CAP frequency and (b) continuum damping/growth
rate with increasing τ and decreasing ∇Ti.
This generally results in the ion temperature gradient also being somewhat
less than that of the electron temperature in this region. The effect that this
can have on the damping/growth rate has been discussed in [59] and is expanded
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on here. Again, linear model profiles were employed for the electron and ion
temperatures with the former kept fixed. However, in this case the slope of the
model ion temperature profile was decreased incrementally.
 0.03
 0.04
 0.05
 0.06
 0.07
 1  1.1  1.2  1.3  1.4
ω
/ω
A0
τ
n=3
n=4
n=5
(a)
-0.4
-0.35
-0.3
-0.25
-0.2
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 0.95  1  1.05  1.1  1.15  1.2
γ/ω
A0
τ
n=3
n=4
n=5
(b)
Figure 6.37. Evolution of (a) acoustic Alfve´n eigenmode CAP frequency and (b) contin-
uum damping/growth rate with increasing τ and decreasing ∇Ti.
This had the effect of both increasing τ and lowering the ion temperature
gradient. The evolution of the temperature profiles and gradients are presented
in figures 6.35 (a) and (b) respectively. As in the case where the gradients were
kept fixed, the BAE frequency is observed to be shifted downwards with increas-
ing τ . However, the rate at which this occurs at is less in this case. This is
due to the reduced ion temperature gradient that results from the form of the
model Ti profile utilised. As the gradient decreases, so does ω∗T , meaning that
the frequency is not shifted downwards to as large an extent. The effect that
this has on the damping/growth rate can be seen in figure 6.36 (b). Whereas in
figure 6.33 (b) the damping rate decreased with increasing τ , the reduction in the
ion temperature gradient results in a decreased coupling to the kinetic balloon-
ing mode branch through the ω∗T term. This compensates for the decrease in
damping from increasing τ and results in a decrease in mode drive and increased
damping rate.
The same analysis was conducted for the acoustic Alfve´n eigenmode case. Again,
the frequency was observed to decrease with increasing τ . However, in this case
the reduced ω∗T resulted in an increase in the mode drive. This would be expected
as it has been shown in sections 5.4.4 and 5.4.4 that increasing ω∗T increases the
damping rate of the acoustic Alfve´n eigenmodes.
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6.4 Conclusion
The aim of the analysis conducted in this chapter was to investigate the behaviour
of low-frequency Alfve´n eigenmodes during periods of both ICRH and ECRH.
Observations of the BAEs were not as distinct as those during the ICRH only
phase, with the frequency separation between distinct toroidal eigenmodes of
this period essentially absent. The addition of ECRH was observed to cause the
distinct toroidal eigenmodes to be much more closely spaced. In addition, the
acoustic Alfve´n modes were found to be more highly damped, with behaviour
inverted when compared to the ICRH only phase, occurring only during the
central phase of each sawtooth period.
A number of different parameter sensitivity scans were conducted in section 6.3.
This was done to investigate how BAEs and acoustic Alfve´n eigenmodes would
behave during parameter regimes outside of those observed experimentally. In
the case of the BAEs, it was found that the decrease in mode frequency brought
about by increasing the diamagnetic frequency ceases at a certain threshold.
From that point onwards an increase in the diamagnetic frequency results in
the BAE frequency shifting back upwards. It was also found that increasing
the diamagnetic frequency sufficiently results in the acoustic Alfve´n eigenmode
coupling to another frequency branch with a significantly higher damping rate
than that of the acoustic Alfve´n eigenmodes. This explains further the absence
of acoustic Alfve´n eigenmode activity during the central phase of the sawtooth
period, when the gradients are highest. Increasing the parameter τ = Te/Ti was
found to shift the BAE and acoustic Alfve´n eigenmode frequencies downwards
and to decrease the BAE continuum damping rate.
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Chapter 7
Investigation of eITB-driven
modes, BAE-like modes and
edge-TAEs during discharges
heated primarily via ECRH
7.1 Introduction and motivation
7.1.1 Overview of modes and relation to low-frequency
Alfve´n eigenmode analysis
Several distinct types of mode activity in the BAE/BAAE and TAE frequency
regimes have been observed at ASDEX Upgrade, where these regimes are typically
from f ≈ 10 − 80kHz and f ≥ 150kHz respectively. These modes have been
observed during certain discharges externally heated primarily via ECRH, with
short NBI beam blips employed to provide ion temperature and plasma rotation
data. The observed modes can be divided into two categories. The first occur
during the early phase of the discharges in question, when high levels of ECRH
power are applied. The electron density during this phase is observed to be very
low, with core values typically less than ne0 ≈ 2.0 × 1019m−3. These modes, an
example of which is presented in figure 7.1 (a), arc in frequency at the beginning
of these high ECRH power phases, typically reaching maximum frequencies well
over 300kHz, before falling again in frequency once the level of the ECRH power is
reduced. It is observed that these modes coincide with the occurrence an electron
internal transport barrier (eITB) in the plasma, and it is proposed that they their
development is mediated by the presence of the eITB. Thus, they will be referred
to as eITB-driven modes during this work.
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Figure 7.1. Observations of (a) eITB-driven modes, (b) BAE-like modes and (c) edge-
TAEs, measured using coil B31-14 of the Mirnov coil disgnostic during discharges 26636
and 28112, with nfft = 8192 and nstp = 2048.
The second category of modes are observed during the ELM-free H-mode
phase that frequently occurs during the latter stage of these discharges. By this
time, the input ECRH power has been reduced substantially, while the electron
density has typically been ramped up to a value of ne0 ≈ 3.0−4.0×1019m−3, with
the objective of transitioning the plasma into a H-mode phase. The first of these
modes is observed to occur in and around the BAAE/BAE frequency range, from
f ≈ 10 − 80kHz at ASDEX Upgrade, and an example of an observation of the
mode during discharge 28112 is presented in figure 7.1 (b). These modes exhibit
an inverted mode number ordering, suggesting that they are related to the beta-
induced Alfve´n eigenmode (BAE), this behaviour being a prominent feature of
BAEs. On account of this, as well as their spanning of the BAE frequency range,
they will be referred to as BAE-like modes during this work.
The second type of mode encountered during the H-mode phase of the discharges
exhibits frequency characteristics similar to those of the TAE, with a relatively
high frequency, changing from f ≈ 195 − 180kHz, and is only observed clearly
during one of the discharges considered - #28112. Experimental observations
indicate that it occurs towards the plasma edge and as such will be referred to
as edge-TAEs during this work. Figure 7.1 (c) presents an observation of this
edge-TAE from t ≈ 3.7− 4.2s during discharge 28112.
From initial considerations, the discharges described above appear unrelated to
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those considered in chapters 5 and 6. Indeed, the densities measured during the
initial phase of discharges such as 28112 are much lower than those typically
observed during discharge 25546. In addition, no ICRH is employed during the
discharges considered during this chapter, while the BAEs observed during dis-
charge 25546 occurred primarily in conjunction with ICRH. The link between the
two analyses stems from two related considerations. The first is the experimental
characteristics shared by these modes, the BAEs and the TAEs, which suggests
that the application of an analysis procedure similar to that employed in chapters
5 and 6 is valid.
The second consideration arises from the nature of the heating method employed
during these discharges. The primary objective of the previous BAE and acous-
tic Alfve´n eigenmode analysis was to demonstrate that low to medium frequency
Alfve´nic mode dynamics were strongly influenced by the presence of appreciable
gradients in the background temperature and density profiles. As such, utilising
discharges heated almost exclusively by ECRH for this analysis means that any
observed Alfve´nic modes are potentially driven by background profile gradients
alone, owing to the almost total absence of energetic particles in these plasmas.
It has been demonstrated that radially adjacent low-frequency Alfve´nic modes in
different frequency regimes have the ability to couple, and thereby facilitate the
outward redistribution of the energetic particle population [63]. The possibility
that these types of modes could be excited in the absence of energetic particles
would have important consequences as it would mean that energetic particles
introduced subsequently to the plasma could be subject to immediate and dele-
terious outward transport caused by these pre-existing low-frequency Alfve´nic
modes. This potential for modes to be excited exclusively by high background
temperature gradients is a primary focus of the analysis in this chapter.
As will be detailed in the sections that follow, the modes described above each
exhibit similarities to the Alfve´n eigenmodes discussed in chapters 5 and 6. How-
ever, the observations of the modes are much less clear and do not possess the
same defined frequencies of the previously analysed Alfve´n eigenmodes. This sug-
gests that the modes cannot be described purely by the linear model described
in chapter 3 and that additional non-linear mechanisms are at work. This will be
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discussed further in the conclusion and outlook of this chapter.
7.1.2 Characterisation of discharges investigated
During this section, observations of the main experimental parameters of the dis-
charges investigated are presented. As has been discussed in section 7.1.1, several
discharges with similar plasma parameters exhibit the mode activity described in
that section, including discharges #26573,#26635− 26639,#28110− 28112 and
#28200− 28201.
Discharge Ip (MA) Bt (T) q95,max ne (m
−3) PECRH (MW)
26573 0.600 -2.392 -6.771 4.18×1019 2.260
26635 0.600 -2.506 -6.769 5.08×1019 0.910
26636 0.600 -2.508 -6.806 3.85×1019 2.505
26637 0.600 -2.408 -6.598 3.80×1019 2.466
26638 0.600 -2.633 -6.762 4.00×1019 2.480
26639 0.600 -2.632 -6.717 3.96×1019 1.604
28110 0.600 -2.383 -7.024 5.53×1019 2.796
28111 0.600 -2.383 -7.034 4.59×1019 2.591
28112 0.600 -2.383 -7.035 5.58×1019 3.370
28200 0.600 -2.400 -6.726 3.83×1019 2.659
28201 0.600 -2.402 -6.756 4.81×1019 2.686
Table 7.1. Main global parameters during discharges exhibiting eITB driven, BAE-like
and edge TAE mode activity.
Table 7.1 presents the main global parameters observed during these dis-
charges. While broadly similar, these discharges possess certain differences in the
parameters that allow inferences to be drawn about the impact that changes in
the plasma parameters have on the observed mode activity. A number of initial
observations can be made about the discharges from table 7.1 that should be
taken into account in when considering the observed mode behaviour. Firstly, all
eleven discharges possess a plasma current of Ip ≈ 0.600MA and a safety factor
profile value close to the edge ranging from q95 = 6.598−7.035. This suggests little
variation in the plasma current, and hence the q-profile, close to the plasma edge
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between the different discharges and indicates that these factors are not likely
to account for significant differences in mode activity observed between different
discharges. The on-axis toroidal magnetic field varies from |Bt| ≈ 2.383− 2.633T
between the different discharges.
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Figure 7.2. Time-traces of main experimental parameters measured during the high
ECRH power phase and the ELM-free H-mode phase of the discharges under investigation.
This will impact the ECRH resonant layer position, and result in variations
in the maximum heating power delivered at a given radial location over different
discharges of differing Bt. Likewise, the maximum input ECRH power varies
from PECRH ≈ 0.910−3.370MW. It will be demonstrated that this has an impact
on whether and in what manner a mode is excited at a given time, but is not
the sole determining factor. Finally, the peak core electron density varies from
ne0 ≈ 3.80− 5.58× 1019m−3, but possesses a much lower value during the initial
phase of the discharges, as mentioned previously. Later, it will be seen that
this appears to have an impact on whether the plasma is capable of sustaining
eITB-driven modes at a given time. Figure 7.2 presents time-traces of the global
parameters of six of the discharges under investigation, chosen either for the
prominence of the observed mode activity or for its conspicuous absence, for
purposes of comparison. It can be seen that each of the discharges exhibits
broadly similar behaviour, with densities that remain exceptionally low for the
first ∼ 2.5− 3.0s before ramping steadily upwards to much higher values during
the latter stages of each discharge. This early low-density phase is accompanied
in most cases by a period of maximum input ECRH power, typically commencing
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at t ≈ 1.5s and usually lasting for approximately 0.9s. The ECRH power is then
typically decreased in steps during the periods preceding and accompanying the
high density phase later in the discharges.
7.2 eITB driven modes
7.2.1 Overview of eITB driven modes
The first type of mode considered is the eITB-driven mode. As has been intro-
duced in section 7.1, this mode is observed during the L-mode phase, early in the
discharges in question, when high levels of ECRH power are applied.
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Figure 7.3. eITB-driven mode activity, measured by coil B31-14 of the Mirnov coil
diagnostic, with nfft = 8192 and nstp = 2048, during discharge 26637.
Figure 7.3 shows an observation of this type of mode, made using the B31−14
coil of the Mirnov coil diagnostic, during discharge 26637. While the precise
frequency of the eITB driven mode is difficult to identify due to the diffuse nature
of the frequency observations, an arcing frequency trajectory is clearly visible with
the frequency increasing from f ≈ 223− 318kHz during t ≈ 1.51− 2.00s. It then
remains quite steady, with f ≈ 318− 325kHz, during t ≈ 2.00− 2.40s, attaining
its highest frequency during this period of maximum input ECRH power, before
dropping in frequency to f ≈ 199kHz by t ≈ 3.15s.
7.2.2 eITB-driven mode experimental analysis
In this section, the observed relationship between the eITB-driven mode be-
haviour and different plasma parameters is investigated. In addition, estimates
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of the radial localisation of the modes are made using the soft x-ray diagnostic.
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Figure 7.4. eITB-driven mode frequency evolution during discharges 26637, 26638, 28110
and 28112, measured by coil B31-14 of the Mirnov coil diagnostic, with nfft = 8192 and
nstp = 2048, along with time-traces of ECRH power and core and edge densities.
As stated in section 7.1, the eITB driven modes are observed to occur dur-
ing phases of high input ECRH power, typically when the ECRH power exceeds
PECRH ≈ 2.2MW. However, despite the fact that several of the discharges con-
sidered in table 7.1 possess peak ECRH heating powers ranging from PECRH ≈
2.26 − 3.37MW, the eITB driven modes are not observed in most cases. This
can be seen by comparing the observed plasma parameters and corresponding
mode behaviour during the periods of discharges 26637, 26638, 28110 and 28112
from t = 1.3− 3.7s, as is done in figure 7.4. The global parameters are observed
to be similar in each case, with very low values for the measured core electron
density, ranging from ne0 ≈ 1.01 − 1.33 × 1019m−3 during the initial periods of
observed mode behaviour from t ≈ 1.5 − 2.5s. The peak ECRH powers during
this period of the four discharges are PECRH ≈ 2.46MW, 2.46MW, 2.80MW and
3.37MW respectively. The on-axis toroidal magnetic field strengths of discharges
26637, 28110 and 28112 are Bt ≈ −2.408T,−2.383T and −2.383T respectively,
while that of discharge 26638 is Bt ≈ −2.633T. In each case, when high frequency
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mode activity is first observed, it accompanies the introduction of higher levels
of ECRH power at t ≈ 1.5s, as seen in figure 7.4.
Discharge eITB cut-off time (s) H − 1 (m−3) H − 5 (m−3)
26636 3.15 1.71×1019 1.01×1019
26637 3.15 1.70×1019 1.07×1019
26638 2.78 1.67×1019 0.96×1019
Table 7.2. Times at which eITB driven mode activity is observed to cease and the
corresponding core and edge densities at these times during discharges 26636, 26637 and
26638.
Despite these similarities, the observed mode behaviour varies significantly
from discharge to discharge. Discharge 26637 displays the most persistent mode
activity, continuing essentially uninterrupted until t ≈ 3.15s. The mode frequency
begins its rise at t ≈ 1.5s, with the introduction of additional ECRH power,
and reaches its peak frequency during this period of high ECRH power from
t ≈ 2.0 − 2.4s. The mode begins to decrease in frequency immediately once the
input power is reduced from PECRH ≈ 2.29 − 1.57MW at t ≈ 2.4s, decreasing
steadily until t ≈ 3.15s after which time the mode activity is no longer observed.
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Figure 7.5. eITB driven mode activity observed using channels I52, I48 and I43 of
the soft x-ray diagnostic, with nfft = 8192 and nstp = 2048, with tangency radii of
ρpol ≈ 0.20, 0.57 and 0.86 respectively.
Discharge 26638 exhibits some intermittent mode activity in the same fre-
quency range as that observed during discharge 26637. However, it lacks the
same arcing in frequency between t ≈ 1.5− 2.5s observed in the latter discharge.
The downward frequency evolution beginning at t ≈ 1.4s is present, though with
a steeper frequency slope in time than was observed during discharge 26637. As
can be seen by comparing figures 7.4 (a) and (b), the density ramp beginning at
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t ≈ 2.5s is also much steeper for discharge 26638 than for 26637. This suggests a
relationship between the mode frequency evolution and that of the density. Fur-
ther evidence supporting this arises when one considers the cut-off frequency of
the modes at the end of this downward sweeping frequency phase. For discharges
26636, 26637 and 26638, this occurs at t ≈ 3.15s, 3.15s and 2.78s respectively.
For all three discharges the densities are very similar at these times, suggesting
the existence of a cut-off density above which these modes are not supported by
the plasma. Table 7.2 presents the times after which the modes are no longer
observed during discharges 26636, 26627 and 26638 as well as the core and edge
densities at these times, as measured using interferometry.
100
150
200
250
300
350
1.5 2 .0 2 .5 3 .0 3 .5
0 .0
1 .0
2 .0
3 .0
4 .0
F
re
q
u
e
n
c
y
(k
H
z
)
P
(M
W
),
n
e
(m
-3
)
T im e (s)
#26637
H -1*(10
-19
)
H -5*(10
-19
)
ECRH
(a)
100
150
200
250
300
350
1.5 2 .0 2 .5 3 .0 3 .5
F
re
q
u
e
n
c
y
(k
H
z
)
T im e (s)
#26636
(b)
100
150
200
250
300
350
1.5 2 .0 2 .5 3 .0 3 .5
0 .0
1 .0
2 .0
3 .0
4 .0
F
re
q
u
e
n
c
y
(k
H
z
)
P
(M
W
),
n
e
(m
-3
)
T im e (s)
#2+110
H -1,(10
-1-
)
H -5,(10
-1-
)
./0H
(c)
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
T e
 
(ke
V)
ρpol
t=1.400
t=1.500
t=1.600
t=1.700
t=1.800
t=1.900
t=2.000
t=2.100
t=2.200
t=2.300
t=2.400
t=2.500
t=2.600
(d)
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
T e
 
(ke
V)
ρpol
t=1.400
t=1.500
t=1.600
t=1.700
t=1.800
t=1.900
t=2.000
t=2.100
t=2.200
t=2.300
t=2.400
t=2.500
t=2.600
(e)
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
T e
 
(ke
V)
ρpol
t=1.400
t=1.500
t=1.600
t=1.700
t=1.800
t=1.900
t=2.000
t=2.100
t=2.200
t=2.300
t=2.400
t=2.500
t=2.600
(f)
-12.0
-10.0
-8.0
-6.0
-4.0
-2.0
0.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
dT
e
/d
r (
ke
V/
m)
ρpol
t=1.400
t=1.500
t=1.600
t=1.700
t=1.800
t=1.900
t=2.000
t=2.100
t=2.200
t=2.300
t=2.400
t=2.500
t=2.600
(g)
-12.0
-10.0
-8.0
-6.0
-4.0
-2.0
0.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
dT
e
/d
r (
ke
V/
m)
ρpol
t=1.400
t=1.500
t=1.600
t=1.700
t=1.800
t=1.900
t=2.000
t=2.100
t=2.200
t=2.300
t=2.400
t=2.500
t=2.600
(h)
-12.0
-10.0
-8.0
-6.0
-4.0
-2.0
0.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
dT
e
/d
r (
ke
V/
m)
ρpol
t=1.400
t=1.500
t=1.600
t=1.700
t=1.800
t=1.900
t=2.000
t=2.100
t=2.200
t=2.300
t=2.400
t=2.500
t=2.600
(i)
Figure 7.6. eITB driven mode activity during discharges 26637, 26636 and 28110,
observed using the B31-14 coil of the Mirnov coil disgnostic, with nfft = 8192 and
nstp = 2048, as well as the evolution of the background electron temperature profile and
its corresponding gradient.
Observations of eITB driven mode activity made using three different chan-
nels of the soft x-ray diagnostic are presented in figure 7.5. These have tangency
radii of ρpol ≈ 0.20, 0.57 and 0.86 respectively. The fact that the eITB driven
mode activity is still clearly visible for all three channels, despite their greatly
different tangency radii, makes it difficult to determine the precise radial location.
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This suggests that the modes could have a very large radial extent. Alternatively,
they could be localised very close to the plasma edge, with a part of their signal
still measured by the soft x-ray channels observing the core whose lines of sight
pass through the edge region. Based on these initial observations of eITB-driven
modes during discharges 26635-26639, a further series of discharges, dedicated in
part to reproducing the eITB driven mode behaviour and investigating its radial
structure using ECE imaging, were conducted at ASDEX Upgrade. These were
unsuccessful in reproducing the desired eITB-driven mode activity but nonethe-
less provided additional information regarding the conditions under which these
modes are excited.
It was observed that the position of the resonant layer of the input ECRH power
appeared to play a role in determining whether these modes were present or not,
with an eITB only forming in certain cases. As such, a potential explanation for
the disparities in mode observations between the different discharges described
above becomes apparent when one considers the background temperature profiles
during the high power ECRH phase. These are presented for discharges 26637,
26636 and 28110 in figure 7.6. Figures 7.6 (d) and (g) show the evolution of the
electron temperature profile and its corresponding gradient from the IDA diagnos-
tic during the period from t = 1.400−2.600s of discharge 26637. It is immediately
evident that an eITB is present in the plasma, with an extremely large electron
temperature gradient present in the region centred on ρpol ≈ 0.32 and a flattening
of the electron temperature profile inside this region. The gradient starts with
a relatively modest value of ∇Te ≈ 4keV/m at t = 1.40s, before approximately
doubling by t = 1.60s. It then increases rapidly, reaching an approximate peak
value of ∇Te ≈ 12keV/m at t = 1.90s. The exception to this trend is the large
drop in the gradient that occurs at t = 1.70s, which can be accounted for by the
temporary drop in ECRH power evident from t ≈ 1.591−1.705s evident in figure
7.6 (a). The electron temperature gradient hovers between ∇Te ≈ 8 − 10keV/m
from t = 2.00 − 2.40s before dropping to ∇Te ≈ 6keV/m at t = 2.60s with the
lowering of ECRH power at t = 2.50s.
The rise in ∇Te from t = 1.50−1.90s coincides with the period of mode frequency
growth from f ≈ 223− 318kHz, while the stagnation in the gradient evolution is
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mirrored by a steadying of the frequency evolution. Finally, the removal of heat-
ing power and resultant decrease in the electron temperature gradient starting
at t ≈ 2.50s results in a corresponding drop in the mode frequency. Thus, it is
concluded that some type of relationship exists between the two quantities. This
is explored further by comparing observations from discharge 26637 with those
from discharges 26636 and 28110.
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Figure 7.7. Fitted ion temperature and toroidal rotation profiles, from data measured
before, during and after period of peak input heating power from t ≈ 1.5 − 2.4s during
discharge 28112.
Similar eITB driven mode activity is observed during discharge 26636, though
with a lower amplitude during the phase from t ≈ 2.0 − 2.4s. Considering the
electron temperature profile and its gradient during this discharge, as presented
in figures 7.6 (e) and (h) respectively, the presence of an eITB is also observed,
though not as prominent as in discharge 26637. This suggests that it is primarily
the presence of the eITB itself and not necessarily the magnitude of the temper-
ature or gradient that gives rise to the mode. Weight is lent to this assertion
by considering observation during discharge 28110 in figures 7.6 (c), (f) and (i).
While extremely high levels of ECRH power are applied in this case, with steep
electron temperature gradients in the core, no eITB is observed to be formed.
As such, the persistent eITB driven mode behaviour observed during discharges
26636 and 26637 is likewise absent.
The slope of the frequency change in time from t ≈ 1.5− 2.0s is shallower during
discharge 26636 than for the corresponding period of discharge 26637. This ap-
pears to be attributable to the fact that the plasma is heated steadily during this
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period of discharge 26636, while the heating in 26637 is subject to a temporary
decrease from t ≈ 1.591 − 1.705s, with the increase in frequency recommencing
at a higher rate from t ≈ 1.7− 2.0s.
While no ion temperature data was available for discharges 26636-26638, CXRS
measurements at a number of time-points throughout discharges 28112 provided
an estimate for the ion temperature and the toroidal rotation velocity of the
plasma during the former three discharges.
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Figure 7.8. τ profile for time slices from (a) t = 1.20 − 1.22s, (b) t = 1.90 − 1.92s
and t = 2.70 − 2.72s during discharge 28112, with the corresponding electron and ion
temperature profiles.
This assumption was justified based on the similarity in the parameters of the
discharges, as demonstrated in figure 7.2, with observations of the ion temperature
for discharge 28112 presented in figure 7.7, along with observations of the plasma
toroidal rotation velocity. As would be expected based on the absence of ICRH or
extended periods of NBI heating, the ion temperature was observed to be very low,
with an on-axis value of Ti ≈ 0.7keV. In addition, the ion temperature does not
vary much between the three measurements before, during and after the period
of high ECRH power from t ≈ 1.5−2.4s. Similarly, the toroidal rotation velocity
is quite low and does not vary substantially over the three measurements. This
would discount it as a potential cause of the large changes in frequency observed
throughout the course of the eITB driven modes.
While the ion temperature itself is quite low, it could still play a substantial role
in the eITB driven mode evolution if they are Alfve´nic in nature and governed
by the kinetic dispersion relation 3.4.61. This would come about through this
equations dependence on the equations dependence on the ratio between the
electron and ion temperatures τ = Te/Ti, which would be extremely high during
the discharges considered here. The effect that this can have on low-frequency
Alfve´n eigenmodes has been discussed in section 6.3.1, where it is found that
204
moderate changes in the value of τ can result in substantial shifts in the BAE
and acoustic Alfve´n eigenmode frequencies. The τ profile for three different time
slices during discharge 28112 is plotted in figure 7.8, along with the corresponding
electron and ion temperature profiles.
7.3 BAE-like modes
7.3.1 Overview of BAE-like modes
BAE-like modes are observed clearly during the ELM free H-mode phases of dis-
charges 26573, 28110-28112, and weakly in a number of discharges of the series
26635-26639 and 28200-28201. They are observed in and around the BAAE/BAE
frequency regime, from f ≈ 20− 100kHz at ASDEX Upgrade, and exhibit an in-
verted mode number ordering, with toroidal mode numbers n = 1 − 5 ranging
from lowest to highest in order of decreasing frequency. These observations sug-
gest that the modes are similar in nature to BAEs, this type of behaviour being
characteristic of the latter type of mode. Figure 7.9 (a) shows an observation
of the BAE-like modes, made using the Mirnov coil diagnostic during discharge
28112, while figure 7.9 (b) presents an estimate of the corresponding toroidal
mode numbers from magnetics measurements.
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Figure 7.9. (a) BAE-like mode activity observed with MHA B31-14, with nfft = 8192
and nstp = 2048, during high βpol phase from t ≈ 3.4 − 4.5s of discharge 28112. (b)
Estimated toroidal mode numbers of observed modes.
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7.3.2 BAE-like mode experimental analysis
In this section, the behaviour of the main plasma parameters during discharges
26573, 28110, 28112 and 28201 will be investigated in an effort to gauge their
relationship to the observed BAE-like mode activity. These discharges possess
similar global parameters, with the toroidal magnetic field varying from Bt ≈
−2.383T to −2.402T and a plasma current of Ip ≈ 0.600MA. Each exhibits
varying degrees of mode activity in the frequency range from f ≈ 20 − 100kHz,
overlapping with the BAAE/BAE frequency regimes.
Observations during periods of highest amplitude Figure 7.10 presents
examples of the BAE-like mode activity during discharges 26573, 28110, 28112
and 28201, with time-traces of the main plasma parameters also plotted.
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Figure 7.10. Observations of BAE-like mode activity, from coil B31-14 of the Mirnov coil
diagnostic, with nfft = 8192 and nstp = 2048, during discharges (a) 26573, (b) 28110, (c)
28112 and (d) 28201, with time-traces of the main plasma parameters also plotted.
During the period in question, from t = 3.0 − 4.5s, it is observed that the
ECRH power remains approximately constant at just over PECRH ≈ 1.3MW for
discharge 26573. This is slightly lower for discharges 28110, 28112 and 28201,
remaining approximately constant at PECRH ≈ 1.1MW. The BAE-like modes are
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only clearly observed during the H-mode phases of the discharges, with obser-
vations beginning shortly after the L/H-factor, which provides as estimate for
which confinement regime the plasma is in, rises above a value of one. Discharges
28110 and 28112 are each observed to enter an H-mode phase at t ≈ 3.36s while
for discharge 26573 it occurs at t ≈ 3.42s. This transition is accompanied by
rapid increases in the core and edge electron densities and, of more interest in
the context of this analysis, a rapid increase in the poloidal beta βpol. The ex-
ception to this behaviour is discharge 28201, which doesn’t exhibit an obvious
transition to H-mode and lacks the distinct BAE-like mode activity of the other
three discharges.
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Figure 7.11. Observations of BAE-like mode activity, from coil B31-14 of the Mirnov coil
diagnostic, with nfft = 4096 and nstp = 2048, during discharge 26573, with time-traces
of the main plasma parameters also plotted.
Each of the discharges presented in figures 7.10 (a)-(c) differ somewhat from
one another with regard to the precise nature and duration of the observed
BAE-like mode activity. For discharge 26573, frequency separations between dis-
tinct toroidal eigenmodes which increase gradually in frequency are evident from
t ≈ 3.50− 3.69s in the frequency range from f ≈ 40− 90kHz, as demonstrated in
figure 7.11. More prominent mode activity which increases more rapidly in fre-
quency is also observed from t ≈ 3.560−3.585s and t ≈ 3.600−3.660s, with initial
frequencies of f ≈ 75kHz and f ≈ 47kHz respectively. It is not clear whether
this activity differs from the more diffuse frequency separations between distinct
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toroidal eigenmodes also observed. βpol and the core and edge densities are ob-
served to increase steadily during the period from t = 3.500− 3.695s along with
the mode frequency. From ECE measurements, the core electron temperature is
observed to decrease gradually over this time period. The electron temperature
also appears to exhibit moderate sawtoothing activity, suggesting the presence of
a q = 1 surface in the plasma. This particular period of mode activity ceases at
t ≈ 3.695s, with the occurrence of a large ELM.
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Figure 7.12. Observations of BAE-like mode activity, from coil B31-14 of the Mirnov coil
diagnostic, with nfft = 8192 and nstp = 2048, during discharge 28110, with time-traces
of the main plasma parameters also plotted.
This ELM activity is accompanied by a moderate drop in βpol, while the
plasma appears to remain in H-mode despite a large drop in confinement which
begins slightly earlier at t ≈ 3.657s. βpol then begins to decrease in time while
the core and edge densities, after dropping as a result of the ELM, continue
to increase before peaking at t ≈ 3.85s. In the period that follows from t ≈
3.70− 3.98s, low-frequency mode activity is again observed, exhibiting intermit-
tent downward sweeping behaviour, whose initial frequency decreases gradually
over time. The exception to this is the upward sweeping mode activity observed
from t = 3.715−3.735s, beginning at f ≈ 52kHz, and that from t = 3.735−3.755s,
beginning at f ≈ 72kHz. The cessation of pronounced mode activity at t = 3.86s
coincides with the onset of moderate levels of ELM activity, whereas the final
cessation of all activity during this period approximately coincides with a large
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peak in the total radiated power at t ≈ 4.00s and a substantial drop in the core
electron temperature. The plasma drops out of H-mode at t ≈ 3.98s and exhibits
another large drop in βpol.
Very similar behaviour is observed during discharge 28110, as presented in figure
7.12. Diffuse BAE-like frequency separations between distinct toroidal eigen-
modes with increasing frequency are again observed from t ≈ 3.50 − 3.78s with
more prominent modes observed in the range from f ≈ 75 − 105kHz starting at
t ≈ 3.49s and t ≈ 3.59s. There is an NBI beam-blip at t ≈ 3.50s which may ini-
tially excite this prominent mode activity. However, the effects of this would be
expected to end after a few hundred milliseconds, after which time the BAE-like
modes are still observed, pointing to another source of mode excitation.
The increase in frequency of the BAE-like modes is accompanied by correspond-
ing increases in βpol and the core and edge densities. This time-period is relatively
quiescent with little ELM activity and decreases in the core electron temperature
and gradients. Two ELMs in quick succession at t = 3.757s and t = 3.764s result
in moderate drops in βpol and core and edge electron densities. There is a sharp
drop in confinement which begins at t ≈ 3.722s but the discharge remains in
H-mode. Following this, the mode frequency begins to decrease overall as was
the case in discharge 26573. While βpol begins to decrease slowly, the density
continues its upward trend, suggesting that the mode frequency does not follow
the density evolution directly.
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Figure 7.13. BAE-like mode activity observed using channels I52 and I48, with nfft =
8192 and nstp = 2048, and I17, with nfft = 8192 and nstp = 512, of the soft x-ray
diagnostic, with tangency radii of ρpol ≈ 0.20, 0.55 and 0.94 respectively.
Figure 7.14 shows BAE-like mode activity, observed with the Mirnov coil
diagnostic, during discharge 28112. In this case the density is slightly lower at
the H-mode transition and the discharge exhibits low-frequency mode behaviour
from t ≈ 3.40 − 4.35s. This period of the BAE-like mode activity is punctuated
209
by the transition to H-mode at t ≈ 3.36s and a large ELM at t = 4.253s.
The evolution of the mode frequency in time, at least for the two central frequency
distinct toroidal eigenmodes, appears to follow quite closely that of βpol, which
reaches a local maximum at t ≈ 3.95s. By comparison, the two central frequency
distinct toroidal eigenmodes reach their maximum frequencies at t ≈ 4.02s. The
agreement is not as close for the highest frequency distinct toroidal eigenmodes,
which reaches its local maximum frequency at t ≈ 4.05s.
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Figure 7.14. Observations of BAE-like mode activity, from coil B31-14 of the Mirnov coil
diagnostic, with nfft = 8192 and nstp = 2048, during discharge 28112, with time-traces
of the main plasma parameters also plotted.
Mode evolution with βpol It has been demonstrated how the BAE-like mode
frequency is observed to be related to the evolution of βpol during the initial H-
mode phase of the discharges under consideration. We now extend these obser-
vations to investigate how this relationship develops throughout the remaining
periods of discharges 26573 and 28110. As seen in figure 7.15, BAE-like mode ac-
tivity re-emerges intermittently throughout the latter periods of discharges 26573
and 28110. During the former discharge it essentially ceases from t ≈ 3.98−4.26s
as the plasma drops out of H-mode and βpol drops significantly. During this
period, the core electron temperature rises substantially and peaks as faint low-
frequency mode activity recommences at t ≈ 4.26s. This is accompanied by
intermittent moderate ELM activity until t ≈ 4.39s, after which time higher am-
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plitude BAE-like mode activity is again observed. This resembles the BAE-like
mode activity first observed in the period t = 3.50−3.69s, with distinct frequency
separations between distinct toroidal eigenmodes and a gradual increase in fre-
quency. The core and edge densities increase during this period, with βpol also
increasing steadily until t ≈ 4.454s. This period is again ended by a large ELM
at t = 4.478s, as was the case for the first period of low-frequency mode activity
from t ≈ 3.50 − 3.69s. While the electron temperature drops rapidly as ECRH
power is removed at t = 4.45s, the electron density continues to increase until
t ≈ 4.50s. Similar observations for discharge 28110 are presented in figure 7.15
(b).
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Figure 7.15. Time-traces of main experimental parameters during BAE-like mode activ-
ity phase of discharges 26573 and 28110, measured using coil B31-14 of the Mirnov coil
diagnostic, with nfft = 8192 and nstp = 2048.
Some insight into the relationship between the BAE-like modes and βpol can
be gained by comparing the behaviour of βpol during periods of mode activity and
also when this activity is absent, as is done in figure 7.15. The black horizontal
lines represent the value of βpol when the BAE-like mode activity is first observed.
It can be seen that the mode activity is observed most clearly during the times
when βpol rises approximately above this initial value and decreases when it is be-
low it. This behaviour is also observed for discharges 28111 and 28112, suggesting
the existence of a βpol limit, below which the BAE-like modes are not excited. A
consequence of this apparent dependence on βpol is the fact that significant ELM
activity, which degrades confinement and βpol, can remove the drive necessary for
these modes to be excited. Figure 7.16 shows the temperature and density com-
ponents of the electron and ion diamagnetic profiles at t ≈ 4.08s during discharge
28112. It can be seen that the ion diamagnetic frequency is extremely small due
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to the low flat ion temperature profile.
The electron diamagnetic frequency is also quite small in the region close to the
q = 1 surface and continuum accumulation point at ρpol ≈ 0.48. When one com-
pares these observations with the experimental observations in figure 7.14, it is
clear that some factor other than the diamagnetic frequency is required to explain
the experimental behaviour of the BAE-like modes. Based on the low-amplitude
soft x-ray observations in figure 7.13, it also appears that the BAE-like modes
are localised towards the plasma edge.
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Figure 7.16. Diamagnetic frequency profiles at t ≈ 4.08s during discharge 28112.
7.4 Edge-TAEs
7.4.1 Overview of edge-TAEs
Mode activity in the TAE frequency regime has been observed during the ELM
free H-mode phase of discharge 28112, an example of which is presented in fig-
ure 7.17. This mode activity has a higher amplitude than the BAE-like modes
observed during the same period and decreases in frequency from f ≈ 195kHz
to f ≈ 175kHz from t ≈ 3.72 − 4.24s. These modes are observed towards the
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plasma edge, as will be discussed later in this section, and as such will be called
edge-TAEs for the duration of this work. As has been demonstrated in figure 7.9,
the edge-TAE is found to have a toroidal mode number of n = 1. However, it
was not possible to obtain an estimate for the poloidal mode number m.
7.4.2 Edge-TAE experimental analysis
Figure 7.17 (a) shows an observation of TAE-like mode activity from t ≈ 3.72−
4.24s during discharge 28112 made using coil B31-14 of the Mirnov coil diagnostic,
with time traces of the main plasma parameters also plotted. Discharge 28112
is observed to be in H-mode for the duration of the observed TAE-like mode
activity, which ceases with the occurrence of an ELM at t ≈ 4.252s.
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Figure 7.17. (a) Observation of TAE-like mode activity from t ≈ 3.72 − 4.24s during
discharge 28112 made using coil B31-14 of the Mirnov coil diagnostic, with nfft = 8192 and
nstp = 2048, with time traces of the main plasma parameters also plotted. (b) Theoretical
TAE frequency evolution at the estimated gap location at ρpol = 0.70, calculated from
f = υA/(4piqR0).
The core and edge densities increase during this period, while the mode fre-
quency decreases, which would be expected for a TAE-like mode. βpol exhibits an
arcing evolution, which does not appear to influence the edge TAE-like frequency
as it did for the BAE-like modes. This frequency behaviour, coupled with the
frequency range in which it is observed provide tentative evidence that this mode
is somewhat Alfve´nic in nature, possibly a TAE. This is supported by calculations
of the theoretical TAE frequency evolution, calculated using f = υA/(4πqR0), as
seen in figure 7.17 (b). No observations for Zeff are available for this discharge so
an estimate of Zeff = 1.6 was utilised. It can be seen that the theoretical and ex-
perimental behaviour agree quite well both qualitatively and quantitatively, with
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the frequencies of both decreasing steadily in time. An estimate of the radial lo-
calisation of the mode is made using the soft x-ray and fast ECE diagnostics, as
well as through a determination of the radial displacement eigenfunction (RDE)
of the modes, via the methods described in section 4.3.2. Figure 7.18 shows mea-
surements from four channels of the soft x-ray diagnostic with tangency radii of
ρpol ≈ 0.15, 0.47, 0.73 and 0.93 respectively.
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Figure 7.18. Edge-TAE mode activity observed using channels I52, I48, I44 and I17
of the soft x-ray diagnostic, with nfft = 8192 and nstp = 2048, with tangency radii of
ρpol ≈ 0.15, 0.47, 0.73 and 0.93 respectively.
It can be seen that while the edge-TAEs are visible across most of the plasma
radius, they are most clearly observed by more edge localised channels. Figure
7.19 shows RDEs calculated for the I and F cameras for three 10ms time-slices
during the observed edge-TAE activity. It is observed that the modes appear to
exhibit the greatest displacement in the region from ρpol ≈ 0.40− 0.95, with the
most prominent peaking in the RDEs occurring from ρpol ≈ 0.65 − 0.80. Taking
into account the soft x-ray observations from figure 7.18 and the RDE calculations
from figure 7.19, it can be stated with reasonable certainty that the mode activity
observed in figure 7.17 is radially localised towards the edge of the plasma.
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F camera: t=3.900-3.910s
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Figure 7.19. RDEs calculated from I and F cameras for TAE-like mode during different
time-slices of discharge 28112.
7.4.3 Edge-TAE numerical analysis
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Figure 7.20. (a) q-profile recovered from CLISTE equilibrium reconstruction at t = 4.08s
for discharge 28112. (b) ηe and ηi profiles at t = 4.08s for discharge 28112.
In order to further investigate the edge-TAEs, a numerical analysis has been
carried out using the CLISTE and LIGKA codes. An equilibrium reconstruction
was calculated using CLISTE utilising, among others, an estimate for the q = 1
surface and background temperature and density profile data as input sources.
Due to the fact that no estimates for the poloidal mode number was available for
this discharge, a value of m = 4 was assumed at the radial location where the
RDE peak is typically observed. Thus, the numerical analysis serves more as a
modelling exercise with realistic input profiles rather than a definitive comparison
with experiment. The q-profile recovered from CLISTE is presented in figure 7.20
(a).
Figure 7.21 presents results for the shear Alfve´n continuum, calculated numeri-
cally using LIGKA, for a case where kinetic effects are excluded and one where
they are included for n = 1 − 3. From figure 7.21 (b) it can be seen that a
minimum in the n = 1 continuum exists at f ≈ 200kHz and ρpol ≈ 0.96. This
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would be broadly in agreement with the experimentally observed frequency of the
edge-TAE modes, if somewhat closer to the plasma edge than the experimental
estimates would suggest. From figure 7.21 (c) it can be seen that this minimum in
the continuum is accompanied by an eigenfunction of quite narrow radial extent
at approximately the same radial location.
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Figure 7.21. Alfve´n continuum (a) excluding and (b) including kinetic effects and (c)
Eigenfunctions calculated by LIGKA for discharge 28112 at t = 4.08s.
Likewise, a maximum in the n = 1 continuum is observed at f ≈ 170kHz
and ρpol ≈ 0.85. This is also accompanied by an eigenfunction at approximately
the same radial location, but which is broader. While the structure of the con-
tinuum would preclude excitation of these modes from core localised background
gradients due to continuum damping, it has been suggested that turbulence could
drive a mode such as this close to the plasma edge [89]. A second minimum in
the n = 1 continuum is evident at approximately the same frequency as the first
but located at ρpol ≈ 0.70. A mode excited beneath this continuum minimum
would not be subject to the same damping due to the opening up of the con-
tinuum structure for ρpol < 0.70 at this frequency. This continuum minimum is
accompanied by a broader eigenfunction which peaks at approximately the same
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radial location as the minimum.
The term η = ∇T
T
/∇n
n
is an important mechanism for driving certain modes, ac-
cording to turbulence theory. Figure 7.20 (b) presents the electron and ion η
profiles at t = 4.08s. It should be noted that the ion temperature profile is taken
from the closest CXRS measurement at t ≈ 3.51s, though it is not expected to
vary much in the intervening period, as has been demonstrated in figure 7.8. The
hypothesis that the edge TAE modes could be driven by turbulence is strength-
ened by the strong peaking in η that occurs at ρpol ≈ 0.82− 0.84. This overlaps
approximately with the RDE measurements shown in figure 7.19 and occurs in a
position that would allow it to provide turbulent drive to the modes identified in
figure 7.21 [89].
7.5 Conclusion
Three different types of mode have been investigated in this chapter; the eITB
driven mode, BAE-like mode and edge TAE mode. It was speculated in the
introduction that these modes could be at Alfve´nic in nature due to the var-
ious characteristics that they share with BAEs and TAEs such as their mode
number and the frequency regimes where they are observed. It has been demon-
strated that although these modes exhibit many of the characteristics of Alfve´nic
modes, they cannot be explained purely using linear Alfve´n theory, as described
in chapter 3. Estimates of the radial localisation of the modes via experimen-
tal observations and numerical calculations, in conjunction with the background
temperature and density profiles, suggest they are at least partially turbulence
driven. The edge-TAE in particular exhibits Alfve´nic frequency behaviour but
occurs in a region that appears to lack the background gradient necessary to drive
such a mode. The frequency observations are also quite diffuse, lacking definite
harmonics. These observations, in conjunction with the peaking of the turbulence
relevant parameter η in the region close to where the edge TAE and BAE like
modes appear to occur offers strong evidence that these modes are explained by
a combination of turbulence and Alfve´nic physics [89]. However, further work is
required in order to ascertain the nature of these modes definitively.
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Chapter 8
Conclusion and outlook
Low-frequency Alfve´n eigenmodes may play a central role in determining the
stability of future fusion reactors such as ITER and DEMO. Their ability to re-
distribute energetic particle populations has the potential to reduce confinement
to a sufficient degree to prevent the attainment of a viable burning plasma. In
addition, these modes are capable of expelling fast particles from the plasma,
potentially resulting in damage to the vacuum vessel surrounding the plasma. As
such, it has become clear that a detailed understanding of the properties of these
modes is necessary in order to mitigate the scenarios described above.
This thesis focuses primarily on two of the above mentioned low-frequency Alfve´n
eigenmodes, namely BAEs and acoustic Alfve´n eigenmodes. These exist at fre-
quencies lower than the TAE but can become important due to the potential
coupling between modes at different radial positions and frequencies. Thus, these
low-frequency modes can interact with TAEs to facilitate the radial redistribution
of energetic particles. The investigation in this work has focussed on the impact
that background temperature and density profiles can have on the dynamics of
BAEs and acoustic Alfve´n eigenmodes during periods of sawtooth activity when
the plasma is heated exclusively by ICRH. As presented in section 5.3, these
modes were observed to exhibit a distinct frequency evolution in time, dependent
on the background temperature and density gradients. By considering observa-
tions from the soft x-ray diagnostic as well as estimates of the coherence between
the soft x-ray and Mirnov coil diagnostics, the BAEs were determined to be lo-
cated in the plasma core.
The character of the safety factor during discharge 25546 was investigated in sec-
tion 5.4.2, in particular the existence and position of the q = 1 surface. This
was achieved by reconstructing the plasma equilibrium using the CLISTE code,
using various plasma parameters as constraints, in particular the q = 1 surface
location estimate from the sawtooth inversion radius. As expected, during the
appearance of the sawtooth instability, a q = 1 rational surface in the core region
of the plasma was recovered. The location of this rational surface was typically
found to overlap with regions exhibiting high background temperature gradients.
The evolution of the BAEs was investigated numerically in section 5.4.3. It was
found that the modes occur close to the q = 1 surface location and that their
frequency evolution and damping/growth rates are determined primarily by the
diamagnetic frequency. These observations have important implications for the
form of q-profile that will be chosen for future reactors, as they indicate that
BAEs could be driven unstable if the q = 1 surface occurs too close to regions of
high background gradient.
The behaviour of acoustic Alfve´n eigenmodes during the sawtooth cycle was in-
vestigated in section 5.4.4. These were observed during periods of ICRH heating
to be present at the beginning and end of a sawtooth period, but absent during
the central phase. It was determined numerically that the mode damping in-
creases during the central phase of the sawtooth period in conjunction with the
background temperature gradient. To a certain extent, this would account for
the observed mode activity during the initial and central phases of the sawtooth
period, if not during the end phase.
The behaviour of low-frequency Alfve´n eigenmodes during periods of both ICRH
and ECRH was investigated in section 6.2. Observations of the BAEs were not
as distinct as those during the ICRH only phase, with the frequency separations
between distinct toroidal eigenmodes of this period essentially absent. It was
found numerically that these eigenmodes are much more closely spaced with the
addition of ECRH. This phase also differed from the ICRH only phase in that
the acoustic Alfve´n eigenmodes were much more damped. Experimentally, these
modes were observed to invert their behaviour compared to the ICRH only phase,
only occurring during the central phase of each sawtooth period.
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A series of parameter sensitivity scans were conducted in section 6.3 in order
to investigate the behaviour of BAEs and acoustic Alfve´n eigenmodes during
different parameter regimes. In the case of the BAEs, it was found that the
decrease in mode frequency brought about by increasing the diamagnetic fre-
quency ceases at a certain threshold. After this point, an increase in the dia-
magnetic frequency results in the BAE frequency shifting back upwards. It was
also found that increasing the diamagnetic frequency sufficiently results in the
acoustic Alfve´n eigenmode coupling to another frequency branch, with a signif-
icantly higher damping rate. This contributes further to explaining the absence
of acoustic Alfve´n eigenmode activity during the central phase of the sawtooth
period when the gradients are highest. Varying the parameter τ = Te/Ti was
found to shift the BAE and acoustic Alfve´n eigenmode frequencies and change
the continuum damping/growth rates.
Three different types of modes that are observed during discharges heated almost
exclusively by ECRH were investigated in chapter 7. These modes included the
eITB driven mode, which was observed to coincide with the occurrence of an elec-
tron internal transport barrier in the plasma, the BAE-like mode that exhibits
characteristics similar to those of the BAE and the edge TAE, that exhibits fre-
quency characteristics similar to the TAE. It was proposed that these modes could
potentially be governed solely by the kinetic dispersion relation 3.4.61. However,
after investigating these modes it was concluded that they are not governed by
linear shear Alfve´n physics alone, and appear to require the inclusion of non-
linear turbulence physics in order to fully explain them [89].
Following on from the investigation conducted here, there are further questions
that remain to be addressed in future work. Additional experiments are required
to provide more comprehensive experimental measurements such as the ion tem-
perature and toroidal rotation for use in the analysis. It also remains to further
investigate the physics occurring towards the end of the sawtooth cycle, to better
understand the low-frequency mode behaviour occurring during this period. The
inclusion of the full analytical expression for the kinetic dispersion relation with
the effects of trapped particles and particles with finite υ⊥ taken into account is
also important for future work. Finally, further work is required to fully under-
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stand the physics underlying the modes described in chapter 7 and to determine
whether it is Alfve´nic physics, turbulence or a combination of both mechanisms
that drive these modes, as discussed above [89].
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Appendix A
Experimental observations
during discharge 25546
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Figure A.1. Acoustic Alfve´n eigenmode frequency evolution from t = 2.105 − 2.155s
during discharge 25546, measured using line of sight I5I of the soft x-ray diagnostic, with
nfft = 8192 and nstp = 512, with a tangency radius of ρpol ≈ 0.24 and the corresponding
evolution in the background profiles at the q = 1 surface. Note that Ti = Te is assumed in
this case.
(a) (b)
(c) (d)
Figure A.2. Comparison between equilibrium reconstructions using magnetic and coil
current data only (EQH) and with the addition of background kinetic profile and a rational
surface constraint (EQB) for discharge 25546.
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Figure A.3. Output local Jφ(R) and flux surface averaged 〈JΦ(R)〉 toroidal current
density profiles for CLISTE equilibrium reconstructions during discharge 25546.
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Appendix B
Numerical results for ICRH
phase
B.1 BAEs during discharge 25549
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Figure B.1. Evolution of numerically calculated BAE continuum accumulation point
frequency for toroidal mode numbers n = 3 − 6 during sawtooth periods I-II of discharge
25549.
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Figure B.2. Evolution of numerically calculated BAE damping/growth rate at ρpol(CAP )
for toroidal mode numbers n = 3− 6 during sawtooth periods I-II of discharge 25549.
 0.13
 0.14
 0.15
 0.16
 0.17
 0.18
 0.19
 1.71  1.72  1.73  1.74  2
 4
 6
 8
 10
 12
 14
 16
ω/ω
A0
∇T
(keV
m-1
)
Time (s)
n=3
n=4
n=5
n=6
∇Te∇Ti∇Te∇Ti∇Te∇Ti∇Te∇Ti
(a)
 0.13
 0.14
 0.15
 0.16
 0.17
 0.18
 0.19
 1.96  1.97  1.98  1.99  2
 4
 6
 8
 10
 12
 14
 16
ω/ω
A0
∇T
(keV
m-1
)
Time (s)
n=3
n=4
n=5
n=6
∇Te∇Ti∇Te∇Ti∇Te∇Ti∇Te∇Ti
(b)
Figure B.3. Evolution of numerically calculated BAE frequency and damping/growth
rate with the background ion and at electron density gradients at ρpol(CAP ) during saw-
tooth periods I-II of discharge 25549.
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Figure B.4. Evolution of numerically calculated BAE frequency and damping/growth
rate with the background ion and at electron density gradients at ρpol(CAP ) during saw-
tooth periods I-II of discharge 25549.
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Figure B.5. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3 − 6 with the temperature component of the electron and ion diamagnetic
frequencies at ρpol(CAP ) during sawtooth periods I-II of discharge 25549.
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Figure B.6. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3 − 6 with the density component of the electron and ion diamagnetic fre-
quencies at ρpol(CAP ) during sawtooth periods I-II of discharge 25549.
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Figure B.7. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3 − 6 with the density component of the electron and ion diamagnetic fre-
quencies at ρpol(CAP ) during sawtooth periods I-II of discharge 25549.
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B.2 BAEs during discharge 25546
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Figure B.8. Evolution of numerically calculated BAE frequency and damping/growth
rate with the background ion and at electron density gradients at ρpol(CAP ) during saw-
tooth periods I-IV of discharge 25546.
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Figure B.9. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3− 6 with the electron and ion temperatures at ρpol(CAP ) during sawtooth
periods I-IV of discharge 25546.
 0.13
 0.14
 0.15
 0.16
 0.17
 0.18
 0.19
 1.95  1.96  1.97  1.98  1.993.2
3.6
4.0
4.4
4.8
5.2
ω/ω
A0
n(m
-
3 )
Time (s)
×1019
n=3
n=4
n=5
n=6
ne
ni
ne
ni
ne
ni
ne
ni
(a)
 0.13
 0.14
 0.15
 0.16
 0.17
 0.18
 0.19
 2.12  2.13  2.14  2.15  2.163.2
3.6
4.0
4.4
4.8
5.2
ω/ω
A0
n(m
-
3 )
Time (s)
×1019
n=3
n=4
n=5
n=6
ne
ni
ne
ni
ne
ni
ne
ni
(b)
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 1.95  1.96  1.97  1.98  1.993.2
3.6
4.0
4.4
4.8
5.2
γ/ω n(m
-
3 )
Time (s)
×1019
n=3
n=4
n=5
n=6
ne
ni
ne
ni
ne
ni
ne
ni
(c)
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 2.12  2.13  2.14  2.15  2.163.2
3.6
4.0
4.4
4.8
5.2
γ/ω n(m
-
3 )
Time (s)
×1019
n=3
n=4
n=5
n=6
ne
ni
ne
ni
ne
ni
ne
ni
(d)
Figure B.10. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3 − 6 with the electron and ion densities at ρpol(CAP ) during sawtooth
periods I-IV of discharge 25546.
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Figure B.11. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3− 6 and the corresponding ρpol(CAP ) evolution for sawtooth periods I-IV
during discharge 25546.
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B.3 Acoustic Alfve´n eigenmodes during discharge
25546
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Figure B.12. Evolution of numerically calculated acoustic Alfve´n CAP frequency and
damping/growth rate for n = 3 − 5 with the electron and ion temperatures at ρpol(CAP )
for sawtooth periods II-IV during discharge 25546.
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Figure B.13. Evolution of numerically calculated acoustic Alfve´n CAP frequency and
damping/growth rate for n = 3 − 5 with the electron and ion temperatures at ρpol(CAP )
for sawtooth periods II-IV during discharge 25546.
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Figure B.14. Evolution of numerically calculated acoustic Alfve´n CAP frequency and
damping/growth rate for n = 3− 5 with the electron and ion temperatures at ρpol(CAP )
for sawtooth periods II-IV during discharge 25546.
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Figure B.15. Evolution of numerically calculated acoustic Alfve´n CAP frequency and
damping/growth rate for n = 3− 5 with the electron and ion temperatures at ρpol(CAP )
for sawtooth periods II-IV during discharge 25546.
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Appendix C
Numerical results for
ICRH/ECRH phase
C.1 BAEs during discharge 25546
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Figure C.1. Evolution of numerically calculated BAE continuum accumulation point
frequency for toroidal mode numbers n = 3− 6 during sawtooth periods I and II of ECRH
phase of discharge 25546.
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Figure C.2. Evolution of numerically calculated BAE CAP frequency for n = 3− 6 with
the electron and ion temperature gradients at ρpol(CAP ) during sawtooth periods I and
II of ECRH phase of discharge 25546.
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Figure C.3. Evolution of numerically calculated BAE frequency and damping/growth
rate with the background ion and at electron density gradients at ρpol(CAP ) during saw-
tooth periods I and II of discharge 25546.
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Figure C.4. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3 − 6 with the temperature component of the electron and ion diamagnetic
frequencies at ρpol(CAP ) during sawtooth periods I and II of ECRH phase of discharge
25546.
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Figure C.5. Evolution of numerically calculated BAE CAP frequency for toroidal mode
number n = 3−6 with the density components of the electron and ion diamagnetic frequen-
cies at ρpol(CAP ) during sawtooth periods I and II of ECRH phase of discharge 25546.
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Figure C.6. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3− 6 with the electron and ion temperatures at ρpol(CAP ) during sawtooth
periods I and II of ECRH phase of discharge 25546.
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Figure C.7. Evolution of numerically calculated BAE CAP frequency for toroidal mode
numbers n = 3 − 6 and the corresponding ρpol(CAP ) evolution for sawtooth period II
during the ECRH phase of discharge 25546.
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List of acronyms
AC Alfve´n Cascade
AE Alfve´n Eigenmode
ASDEX Axially Symmetric Divertor EXperiment
AUG ASDEX Upgrade
BAAE Beta-induced Acoustic Alfve´n Eigenmode
BAE Beta-induced Alfve´n Eigenmode
DCN Deuterium-Cyanide-Nitrogen laser
ECE Electron Cyclotron Emission
ECRH Electron Cyclotron Resonance Heating
eITB Electron Internal Transport Barrier
ELM Edge Localised Mode
FLR Finite Larmor Radius
H-mode High confinement mode
ICRH Ion Cyclotron Resonance Heating
ITER International Thermonuclear Experimental Reactor
KBM Kinetic Ballooning Mode
LHS Left Hand Side
LIB Lithium Beam
L-mode Low confinement mode
MHD Magnetohydrodynamics
NBI Neutral Beam Injection
RHS Right Hand Side
RSAE Reverse Shear Alfve´n Eigenmode
SAW Shear Alfve´n Wave
SMA Slow Magnetoacoustic Wave
SSW Slow Sound Wave
SXR Soft x-ray
TAE Toroidicity-induced Alfve´n Eigenmode
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