Abstract-Based on log-polar mapping and phase correlation, this paper presents a novel digital image watermarking scheme that is invariant to rotation, scaling, and translation (RST). We embed watermark in the log-polar mappings of Fourier magnitude spectrum of original image, and use the phase correlation between the LPM of the original image and the LPM of the watermarked image to calculate the displacement of watermark positions in LPM domain. The scheme preserves the image quality by avoiding computing inverse log-polar mapping (ILPM), and produces smaller correlation coefficient for unwatermarked images by using phase correlation to avoid exhaustive search. The evaluations demonstrate that the scheme is invariant to rotation and translation, invariant to scaling when the scale is in a reasonable range, and very robust to JPEG compression.
I. Introduction
The rapid growth of multimedia applications has created an urgent need for adequate copyright schemes especially for image and video data. Robust and practical watermarking techniques can be used to trace copies or to implement copy protection schemes. Researchers have paid great efforts on watermarking techniques, up to now, many watermarking methods have been proposed [1] [2] [3] [4] [5] .
In order for a watermark to be useful, it must be robust against a variety of possible attacks by pirates. These include robustness against compression such as JPEG, scaling and aspect ratio changes, rotation, cropping, row and column removal, addition of noise, filtering, cryptographic and statistical attacks, as well as insertion of other watermarks. While many methods perform well against compression, they lack robustness to geometric transformations [6] . Rotation and scaling attacks are considered more challenging than other attacks. This is due to the fact that changing the image size or its orientation, even by slight amount, could dramatically reduce the receiver ability to retrieve the watermark [7] . Recently it has been clear that even very small geometric distortions can prevent the detection of a watermark [8] . Lin et al. [8] have given a very good review on detecting watermarks after geometric transformations.
O'Ruanaidh et al. [9] first have outlined the theory of integral transform invariants and showed that this can be used to produce watermarks that are resistant to rotation, scaling, and translation. In their approach the discrete Fourier transform (DFT) of an image is computed and then the Fourier-Mellin transform is performed on the magnitude, the watermark is embedded in the magnitude of the resulting transform. The watermarked image is reconstructed by performing the inverse transforms (an inverse DFT and an inverse Fourier-Mellin transform) after considering the original phase [7] [9] . Fourier-Mellin transform is a log-polar mapping (LPM) followed by a Fourier transform, while an inverse Fourier-Mellin transform is an inverse log-polar mapping (ILPM) followed by an inverse Fourier transform. In the scheme, the embedded watermark may be extracted by transforming the watermarked image into RST invariant domain. However, they noted very severe implementation difficulties which might have hampered further work in this area [8] . According to our experiment, the resulting watermarked images show great ringing effect caused mainly by LPM and ILPM, the quality is definitely unacceptable. O'Ruanaidh et al. noticed this and suggested to embed watermark in the RST invariant domain independently of the original image, so that the original image will not suffer from LPM and ILPM transform theoretically. However it is difficult to implement according to our experiments.
Another strategy for detecting watermarks after geometric distortion is to identify what the distortion were, and invert them before applying the watermark detector. This can be done by embedding a template along with the watermark [8] . Pereira et al. [6] proposed to embed two watermarks, a template and a spread spectrum message containing the information or payload. The template contains no information itself, but is used to detect transformations undergone by the image. "One problem with this solution is that, because it requires the insertion of a registration watermark in addition to the data-carrying watermark, this approach is likely to reduce the image quality. A second problem arises because all image watermarked with this method will share a common registration watermark. This fact may improve collusion attempts to discern the registration pattern and, once found, the registration pattern could be removed from all watermarked images thus restricting the invertibility of any geometric distortions." [8] Lin et al. [8] proposed a method that develops a wa-termark invariant to geometric distortions, and that eliminates the need to identify and invert them. The watermark is embedded into a translation and scaling invariant one-dimensional signal obtained by taking the Fourier transform of the image, resampling the Fourier magnitudes into log-polar coordinates, and then summing a function of those magnitudes along the log-radius axis. The scheme handles rotations by exhaustive search. We suspect that the probability of false positive of the algorithm is high due to the summing and exhaustive search, and that the exhaustive search is time-consuming. Also rotations of fractional degrees should be considered.
It is widely accepted that phase plays an important, and often crucial, role in vision and image representation [10] [11] . Experiments [12] show that images reconstructed from the original phase and the magnitude taken from another different source closely resemble the original ones, unlike the case of images reconstructed from magnitude only. Phase correlation based methods have been proposed to align two images which shifted relative to each other [13] [14] . We propose in this paper a scheme that uses phase correlation in LPM domain to rectify the watermark position. The main contributions of the work include the idea of using phase correlation spectrum in digital image watermarking, and the simple and feasible implementation of RST invariant watermarking scheme in LPM domain.
The novel watermarking scheme is invariant to rotation and translation, invariant to scaling when the scale is in a reasonable range, and that is applicable due to its fidelity. In Section II we propose our scheme, in Sections III and IV we describe the watermark embedding and watermark extraction procedures, in Section V we list several strategies used for implementing our scheme, in Section VI we illustrate and evaluate the proposed scheme, and in Section VII we conclude the paper.
II. Proposed scheme
The DFT (Discrete Fourier Transform) of an image f (x, y) of size M × N and the corresponding IDFT (Inverse DFT) are defined as follows [15] :
The Fourier spectrum and phase angle are defined as follows:
where R(u, v) and I(u, v) are the real and imaginary parts of F (u, v), respectively.
We can write the relationship of an image i 0 (x, y), and a rotated, scaled, and translated version of the image, i 1 (x, y), as follows [8] [9] :
where the RST parameters are α, σ, and (x 0 , y 0 ) respectively.
The Fourier transform of i 1 (x, y) and i 0 (x, y) are respectively I 1 (u, v) and I 0 (u, v), and their magnitudes are related by [8] [9] :
Equ. (6) is independent of the translational parameters (x 0 , y 0 ), which is the translation property of the Fourier transform [16] .
Rewrite Equ. (6) by using log-polar coordinates:
where ρ ∈ 2 and 0 ≤ θ < 2π. For how to calculate ρ and θ, refer to Section V-A. Then the magnitude of the Fourier spectrum can be written as [8] [9] :
or
Equ. (10) demonstrates that the amplitude of the logpolar spectrum is scaled by |σ| −2 , that image scaling results in a translational shift of log σ along the log-radius ρ axis, that image rotation results in a cyclical shift of α along the angle θ axis, and that image translation has no effects in LPM domain.
According to the translation property of the Fourier transform, the Fourier transforms of I 1 and I 0 is related by
The Fourier magnitude of the two LPM mappings is related by
where F 1 and F 0 are respectively the DFT of I 1 and I 0 .
The phase difference between the two LPM mappings is directly related to their displacement, given by e j(ωρ·log σ+ω θ ·α) . Equ. (12) is equivalent to computing the Fourier-Mellin transform [9] . Equ. (12) demonstrates that the amplitude of Fourier-Mellin spectrum is scaled by |σ| −2 caused by scaling transform, and is invariant to rotation and translation. |σ| −2 will cause no problem at all since we use normalized correlation to detect watermarks, so Fourier-Mellin transform is truly invariant to RST.
The original Fourier-Mellin based watermarking algorithm was proposed by O'Ruanaidh et al. [9] . One of the significant contribution of the paper is the novel application of Fourier-Mellin transform to digital image watermarking. Theoretically Fourier-Mellin domain is the best place to embed watermark, considering it is invariant to RST. In practice, the original image will need to endure both the LPM and ILPM, which make the image quality unacceptable. Ruanaidh et al. noticed the problem, so they proposed an alternative algorithm. Using this algorithm, only the watermark data goes through the ILPM, then it is inserted into the magnitude spectrum of the image. Applying the inverse DFT to the modified magnitude spectrum, one can get the watermarked image. For details of both the algorithms, refer to [9] . However there are several disadvantages in this algorithm, first the watermark data need go through the ILPM which will cause the distortion of the watermark signal. During the embedding process, it is almost impossible to find a good method to insert the watermark data (after the IDFT and ILPM) into the desired location in the image magnitude spectrum. So it is extremely hard to achieve the tradeoff between the invisibility of watermark and the robustness of the watermark.
Based on the second proposal by O'Ruanaidh et al., we propose a new scheme here, as shown in Fig. 1 and Fig.  2 . While Section III and Section IV will explain the watermark embedding and extraction scheme in detail, the following outlines several important points of the scheme:
We embed watermark in LPM domain to simplify the effects of RST transformations into simple shifts (refer to Equ. (10)). For watermark embedding, the approximate ILPM is employed to replace ILPM, in order to eliminate the imprecision caused by ILPM. Therefore actually watermarks are embedded in the Fourier magnitude spectrum of the original image, to achieve the effect of being embedded in LPM domain.
Since we do not apply the IDFT before the approximate ILPM, rotation and scaling operation in the spatial domain of the watermarked image will cause translation of the watermark positions in LPM domain, either a circular shift along the angle axis or the vertical shift along the log-radius axis (refer to Equ. (10) ). Exhaustive search in the embedding area can be used to handle the shift of watermark positions caused by rotation and scaling [17] . However exhaustive search is time consuming and produces large correlation coefficient for unwatermarked images. Therefore, we use phase correlation to rectify the watermark position to avoid exhaustive search [18] .
Refer to Equ. (10) and Equ. (11), if we compute the cross-power spectrum of F 1 and F 0 as follows [13] :
where F * is the complex conjugate of F , the translation property guarantees that the phase of the cross-power spectrum is equivalent to the phase difference between the images. Furthermore, if we represent the phase of the cross-power spectrum in its spatial form, i.e., by taking the inverse Fourier transform of the representation in the frequency domain,
where IDF T is inverse Fourier transform, and angle(C 10 ) is the phase of C 10 .
Based on the property of the Fourier transform, the Fourier transform of function
Equ. (14) gives a two-dimensional δ function centered at the displacement. So D 10 is a function which is an impulse, that is, it is approximately zero everywhere except at the displacement.
Our method determines the location of peak of D 10 , and consequently calculate the watermarking position. Since the phase difference for every frequency component contributes equally, the location of the peak will not change if there are noises caused by watermark embedding, black pixel padding, and JPEG compression. The idea eliminates the need for exhaustive search, reduces the correlation coefficient calculated for unwatermarked images, and saves computation time.
III. Watermark embedding
The procedure of embedding a watermark consists of the following steps (refer to Fig. 1 ): 1. First, use PN generator to generate a watermark data sequence, which is spread spectrum consisting of both positive and negative values. 2. Compute DFT of the original image. The magnitude spectrum of DFT is positive, while the watermark is a sequence of numbers that can be positive or negative. To be able to embed both positive and negative numbers, we need two numbers to represent one original watermark number. We encode positive numbers x as (x, 0) and negative numbers x as (0, x), so the length of watermark data sequence is doubled. 3. Select the desired locations in the LPM magnitude spectrum for embedding the watermark data sequence. 4. If we embed watermark in LPM domain, we need ILPM to transform back from LPM domain to DFT domain. To avoid computing ILPM that may bring unacceptable computational imprecision, we use the approximative ILPM and embed watermark in DFT domain. The watermarking locations in the Cartesian DFT magnitude spectrum is approximated from the watermark points in LPM domain selected in step 3. Naturally, if we want to change the value of one point in LPM magnitude spectrum for embedding watermark data, we only need to find the corresponding four points in Cartesian magnitude spectrum and change their values accordingly. For details, refer to Section V-A. 5. Embed the watermark data into the DFT magnitude spectrum of the original image. Most algorithms use a simple embedding equation such as:
where E is the DFT magnitude spectrum of the original image, W is the watermark data, E is the modified DFT magnitude spectrum of the original image, and α is watermarking strength used to achieve the tradeoff between the robustness and the visibility of the watermark. According to our experiments, by carefully selecting the watermarking positions and watermarking factor β, the difference between E and β * W can be small enough. So we can use Equ. (16) to replace the values of the embedding points by β * W .
This embedding process will not change the amplitude values of those embedding points dramatically, therefore the goal of invisibility can be achieved. Meanwhile, the embedding method can simplify the extraction process.
The scaling operation will change the value of DFT magnitude spectrum, which is proportional to the scaling factor. The correlation function can be normalized for amplitude changes by using the correlation coefficient, which is in the range of −1 to 1, independent of scale changes in the amplitude (refer to Equ. (18)). 6. Finally apply inverse DFT to get the watermarked image. During the embedding process, the symmetry of the DFT magnitude spectrum should be maintained. For details, refer to Section V-C.
IV. Watermark extraction
Watermark extraction can be done with or without using original image. Exhaustive search can be used if original image is not available [17] . The rotation and scaling transformation in spatial domain result in a cyclically translational shift in LPM domain. So the watermark in LPM domain can only be shifted from its original place. We can use the exhaustive search method to simply shift the whole image in LPM domain vertically and horizontally pixel by pixel, retrieve the "watermark data" at the embedding position, compute the correlation, and choose the largest value as the extraction result.
This section however gives the procedure of watermark extraction by using original image, which outperforms the exhaustive search scheme (refer to Fig. 2 4. Retrieve the watermark data V at the rectified location by using the following equation:
where E is the DFT magnitude spectrum of the watermarked image that undergone RST transformations and other attacks, while β is defined in Equ. (16) . The value change of V caused by a scaling transformation is proportional to the scale factor, and the normalized correlation calculated by Equ. (18) is independent of the change. 5. By using Equ. (18) , calculate the normalized correlation coefficient between the original watermark data and the extracted watermark data. If the value of similarity is larger than the threshold, the watermark is successfully extracted, otherwise, the watermark does not exist or we fail to detect it.
where W and V are respectively the original watermark vector and retrieved watermark vector, and (·) T is the transpose operation of a matrix.
V. Implementation strategies
In this section, we list several of the important problems we met when implementing our scheme proposed in Section II, and our solutions to those problems.
A. LPM and ILPM
In log-polar mapping, pixels are indexed by ring number R and wedge number W , related to ordinary x, y image coordinates by the mapping [19] :
where (r, θ) are polar coordinates, (x c , y c ) is the position of the centre of the log-polar sampling pattern, n r and n w are the numbers of rings and wedges respectively, and r min and r max are the radii of the smallest and largest rings of samples. We define log-polar radius ρ as:
A log-polar sampled image is the one whose samples are centered on points mapping to integral R and W , R ∈ {0, . . . , n r − 1}, W ∈ {0, . . . , n w − 1}. The separation between sample points is proportional to the distance from the sampling center.
Log-polar sampled images are often displayed on orthogonal (R, W ) axes, which is also called (ρ, θ) axes in this paper.
The LPM can be explained by the following equation:
where P and C are respectively the points in LPM magnitude spectrum and the points in Cartesian magnitude spectrum, while L is the LPM computation operator.
In this scheme, the LPM and ILPM are the major causes of the image quality loss. Using bilinear interpolation, each point in log-polar magnitude spectrum is computed from a weighted average of four points in the Cartesian magnitude spectrum, shown in Equ. (23) and Fig. 3 .
where C(x, y), C(x, y +1), C(x+1, y), and C(x+1, y+1) are four points in Cartesian coordinate, P (ρ, θ) (P in Fig.  3 ) is the corresponding point inside the square specified by the four points, and a and b are respectively the x-axis and y-axis coordinate difference between point P and point
C(x, y).
If watermark data is embedded in log-polar magnitude spectrum, we need ILPM to get the corresponding position array in the Cartesian magnitude spectrum. We use an approximate ILPM instead to avoid computational imprecision.
Suppose that we want to insert watermark M at position P (ρ, θ), so the value of P (ρ, θ) should be added by M . From the value of ρ and θ, we can get the exact corresponding value of x and y, then add M to each of the four points points C(x, y), C(x, y + 1), C(x + 1, y), and C(x + 1, y + 1) in the Cartesian magnitude spectrum. Thus we can be sure that after log-polar mapping, the value of P (ρ, θ) is added exactly by M .
B. Watermark positions
Frequency domain watermarking is useful for taking advantage of perceptual criteria in the embedding process, for designing watermarking techniques which are robust to common compression techniques, and for direct watermark embedding of compressed bit streams [20] . For the digital watermarking scheme in frequency domain, to make the watermark robust to the attacks such as lossy compression and filter processing which may remove the high-frequency components in the magnitude spectrum, Cox et al. [21] proposed that the watermark should be embedded in the most significant frequency components. Thus the watermark can resist most attacks of lossy compression and filter processing. However, to make the watermark invisible and keep the fidelity of the image, we need to embed the watermark into the least significant frequency components. To get the tradeoff, we choose the middle frequency components as the location to insert watermark data.
Meanwhile, because the log-polar mapping is just like a sampling process, the closer to the center, the higher the sampling rates. So if we insert the watermark data into the low frequency components, the change of the value of one point in the Cartesian magnitude spectrum will cause value changes of a lot of points in the log-polar magnitude spectrum because of the bilinear interpolation. That may cause imprecision in the extraction process.
So in our watermarking scheme, we use a simple and effective empirical perceptual model to embed watermark data into the middle frequency components. Experiments show the effectiveness of this approach.
For security issues, we can randomly choose to insert the watermark data into the points in the white region of LPM magnitude spectrum, as shown in Fig. 4 (a) . Accordingly, the positions of points in Cartesian magnitude spectrum can be determined. Those points are located in the white region of Cartesian magnitude spectrum, as shown in Fig. 4  (b) . The points are located in the middle frequency range, the tradeoff between the robustness and image fidelity can be achieved. The locations of these points can be randomly determined by a security key, without which the exact location of these points cannot be known. These points are randomly located in a region, therefore it is hard to retrieve the position information through observation, and it is hard to remove or attack the watermark maliciously.
The number of the watermark points depends on the length of the PN sequence, which is 64 in our experiments. Refer to Section III, the length of watermark sequence is doubled in order to be able to embed both positive and negative watermark data. Refer to Section III and Section V-A, we embed at four points in DFT domain to achieve the effect of embedding at one point in LPM domain. Refer to Section V-C, the number of watermark points is doubled in order to maintain the frequency symmetry. Therefore, 1024 watermark points are used for embedding watermark in our experiments.
C. Symmetry of watermark embedding
We should maintain the frequency symmetry when we embed watermark in the Fourier frequency domain. Refer to Section III and Section V-A, we embed at four points in DFT domain to achieve the effect of embedding at one point in LPM domain. Refer to Fig. 5 watermarking points will not necessarily reduce the image quality, because we can use weaker embedding strength and take advantage of the data redundancy. Keeping symmetry enhances the performance of watermark extraction on rotation transformations.
D. Removal of low frequency components
From the watermark embedding process, we clearly know where the watermark data could be, so after the first DFT transform, we can discard the central part of the DFT amplitude spectrum. Such a procedure will not lose the watermark data and has advantages according to our experiments.
The amplitudes of the low frequency components are much larger than the high and middle frequency components. After the scaling and rotation operations, the changes in the low frequency components are overwhelming in the entire changes of the amplitude spectrum. And if there are transformations such as cropping and new boundary, which are usual when the scaling and rotation are applied to the image, such undesired changes in the low frequency components maybe even more obvious according to our observations. Removal of low frequency components helps to produce more accurate displacement calculation.
E. Displacement calculation and watermarking position rectification
Refer to Equ. (13) and Equ. (14), we calculate C 10 then D 10 . The LPM of the watermarked image undergone rotational and/or scaling transformation and the LPM of the original image are not simply translated (displaced) from each other, actually the former is a cyclically shifted version of the latter. Therefore, two peaks in the phase correlation spectrum are expected (refer to Fig. 6 and Fig. 9 ). The algorithm does not discriminate one peak from another, instead both peaks are declared as displacement. Fig. 6 illustrates the peaks in resulting phase correlation spectrum after the watermarked image has been undergone rotation, scaling, and rotation and scaling transformations. Theoretically the two peaks in Fig. 6 (a) are symmetric about the vertical line passing through the image center, the two peaks in Fig. 6 (b) are symmetric about the horizontal line passing through the image center, the two peaks in Fig. 6 (c) are symmetric about the image center. We can use this feature to rectify inaccuracy in the displacement calculation if any. It is very easy to detect the peaks if there is some displacement, since the peaks usually have very big value comparing the rest. If the watermarked image has not undergone rotation or scaling transformation, there is no displacement. In this situation, all the elements of array D 10 will be approaching zero, so that we cannot detect peaks in array D 10 . However, when two images match the elements of array C 10 (cross-power spectrum) should be all approaching 1. By using this feature, we can judge that there is no displacement. We declare both the detected peaks and all their eight neighbors as displacement, to make our algorithms tolerate peak-detection inaccuracy. Using those eight neighbors as displacement could generate a slightly bigger normalized correlation for unwatermarked images, but the effect is neglectable. Experiments have demonstrated that the proposed method is very reliable.
F. Threshold selection
Since the normalized correlation is used as the detection measure, two methods can be used to estimate the false positive probability [22] . According to those methods, the threshold T can be set by first determining what false positive probability P fpp is required in application.
The first is the approximate Gaussian method. Assuming the watermark sequence is zero mean, uncorrelated with the original image and n, the length of the watermark sequence, is large enough, then under hypothesis that the watermark does not exist, the normalized correlations can be approximated as a Gaussian distribution with standard deviation 1/ √ n and zero mean based on the central limit theorem.
where mean m 0 ≈ 0, standard deviation σ 0 = 1/ √ n, T is the threshold and Q is defined as:
However, as the threshold increases, the approximate Gaussian method begins to dramatically overestimate the false positive probability [22] .
We use the method proposed by Miller et al. [22] to give a more accurate estimation about the false positive probability. The method is characterized by the following equations: 
The relationship between T and P fpp described in the above equations is illustrated in Fig. 7 .
Based on the Miller's method, when the thresholds are 0.4, 0.5, and 0.6, the corresponding false positive probabilities are respectively 4.8 × 10 −4 , 1.1 × 10 −5 , and 6.4 × 10 −8 . The lower the threshold, the more likely the false positive error will happen. Conversely, the higher the threshold, the more likely the false negative error will happen. In our experiments, we set the threshold to 0.5, by which the false positive probability smaller than 1.1 × 10 −5 can be achieved.
VI. Experimental results and evaluations
In this section, we illustrate and evaluate the performance of the proposed scheme against rotation, scaling, and translation transformations, and robustness against JPEG compression and other attacks.
A. The original image and watermarked image
We use image Barbara as the original test image, shown as Fig. 8 (a) . The watermarked image is shown as Fig. 8  (b) , which is obtained by embedding using such a strength that the watermark is just imperceptible. The PSNR of Fig. 8 (b) is 44.2070dB. We experimented with various β values, and we found that β values in the range of 150 to 200 give the best objective and subjective qualities to the test images. In our experiments, we use β = 150. All the following experiments will be conducted on this watermarked image. We also have done experiments on other test images, and the similar results have been achieved. Test results will show that the scheme can meet the requirements of both imperceptibility and robustness. Fig. 9 (a) is transformed from the watermarked image ( Fig. 8 (b) ), by rotating the watermarked image by 45
B. Displacement calculation: rotation
• counter-clockwise without scaling. Fig. 9 (b) is the amplitude of the corresponding phase correlation spectrum. Black pixels have been padded to the outside of the three transformed images to maintain the shape and size of the entire resulting image.
For comparison purpose, the displacement calculated by using Equ. (19) and Equ. (20) is (1, 65) , where 1 and 65 are respectively the row number and column number of the displacement. Note the indexes start from 1. (1, 65) here means that the log-polar radius ρ in LPM of the watermarked image has not been changed, while the angle θ in LPM of the watermarked image has been cyclically shifted 65 columns right (rotated 45
• counter-clockwise). We applied DFT and LPM to both the original image ( Fig. 8(a) ) and the rotated watermarked image (Fig. 9  (a) ), then obtained the phase correlation spectrum between the LPM of the original and that of the watermarked, shown as Fig. 9 (b) . There are two peaks in the phase correlation spectrum. The phase correlation of the first peak at (1, 65) is +0.0000 + 0.1166i, and the phase correlation of the second peak at (1, 449) is +0.0000 − 0.1166i. We use these two displacements to rectify the watermarking positions.
After the rectification, we calculate and get the correlation coefficient of 0.7078, which is the same as the result of the exhaustive search. Fig. 9 (c) is transformed from the watermarked image ( Fig. 8 (b) ), by scaling the watermarked image by 0.7. Fig. 9 (d) is the amplitude of the corresponding phase correlation spectrum.
C. Displacement calculation: scaling without rotation
For comparison purpose, the displacement calculated by using Equ. (19) and Equ. (20) is (482, 1) , which means that the log-polar radius ρ in LPM of the watermarked image has been cyclically shifted 482 columns down (scaled by 0.7), while the angle θ in LPM of the watermarked image has not been changed.
We applied DFT and LPM to both the original image ( Fig. 8(a) ) and the rotated watermarked image (Fig. 9  (c) ), then obtained the phase correlation spectrum between the LPM of the original and that of the watermarked, shown as Fig. 9 (d) . There are two peaks in the phase correlation spectrum. The phase correlation of the first peak at (32, 1) is −0.0000 − 0.1863i, and the phase correlation of the second peak at (482, 1) is −0.0000 + 0.1863i. We use these two displacements to rectify the watermarking positions.
After the rectification, we calculate and get the correlation coefficient of 0.8335, which is the same as the result of the exhaustive search. Fig. 9 (e) is transformed from the watermarked image ( Fig. 8 (b) ), by rotating the watermarked image by 45
D. Displacement calculation: scaling and rotation
• counter-clockwise after scaling by 0.7062. Fig. 9 (f) is the amplitude of the corresponding phase correlation spectrum.
For comparison purpose, the displacement calculated by using Equ. (19) and Equ. (20) is (482, 65), which means that the log-polar radius ρ in LPM of the watermarked image has been cyclically shifted 482 columns down (scaled by 0.7), while the angle θ in LPM of the watermarked image has been cyclically shifted 65 columns right (rotated 45
• counter-clockwise).
We applied DFT and LPM to both the original image ( Fig. 8(a) ) and the rotated watermarked image (Fig. 9  (e) ), then obtained the phase correlation spectrum between the LPM of the original and that of the watermarked, shown as Fig. 9 (f) . There are two peaks in the phase correlation spectrum. The phase correlation of the first peak at (482, 65) is −0.0000 − 0.0648i, and the phase correlation of the second peak at (32, 449) is −0.0000 + 0.0648i. We use these two displacements to rectify the watermarking positions.
After the rectification, we calculate and get the correlation coefficient of 0.8119, which is the same as the result of the exhaustive search.
E. Experimental results: rotation with cropping
Refer to Fig. 9 (a) for the illustration of the experiment. We rotated the watermarked image (Fig. 8 (b) ) counterclockwise by different angles listed in Table I . The four corners of the watermarked image have been cropped off due to the rotation, and black pixels have been padded in order to maintain the image size and shape.
In all the tables of this section, Correlation 1 is the normalized correlation coefficient between the original watermark sequence and the watermark sequence detected from the watermarked image, and Correlation 2 is the normalized correlation coefficient between the original watermark sequence and 'the watermark sequence' detected from the corresponding unwatermarked image that undergone the same transformations as the watermarked image.
In Table I , the Angle is the angle we rotated the watermarked image before extracting watermark, We only listed the results for rotation angles up to 180.5
• , since
From the table, we can see that the correlation coefficients for the watermarked image are all greater than 0.6451, and the correlation coefficients for the unwatermarked image are all smaller than 0.3145. The algorithm can handle fractional degree rotation. When rotational degree becomes bigger, larger areas need to be cropped and more black pixels need to be padded, therefore Correlation 1 tends to be smaller. The Correlation 2 values are random noise under about 0.3. We can see from Table I , that the majority of the Correlation 1 values are bigger than 0.7, and the majority of the Correlation 2 values are smaller than 0.3.
We have done the similar tests to other standard test images, and we obtained the similar results. Therefore we can conclude that the scheme is robust to rotation. Refer to Fig. 9 (c) for illustration. We scaled the watermarked image (Fig. 8 (b) ) by using the scales listed in the column Scale of the Table II . From the table, we can see that all the Correlation 1 are greater than 0.7834, and all the Correlation 2 are less than 0.2882. Therefore we can conclude that the scheme is robust to scaling when the scale factor is in a reasonable range. There was no cropping in this test, because the image was shrunk accordingly before being rotated. Refer to Fig.  9 (e) for illustration, black pixels have been padded in order to maintain the image size and shape. The test results are shown in Table III , where the Angle is the angle we rotated counterclockwise the watermarked image before extracting watermark, Scale is the scaling factor used for scaling before rotation in order to keep the whole image inside the original frame.
F. Experimental results: scaling

G. Experimental results: scaling and rotation
From the table, we can see that the correlation coefficients for the watermarked image are all greater than 0.7120, and the correlation coefficients for the unwatermarked image are all smaller than 0.3258. We have done the similar tests to other standard test images, and we obtained the similar results. Therefore we can conclude that the scheme is robust to rotation and scaling.
H. Experimental results: scaling by 0.7 and translation
In this experiment, we shrank the watermarked image by scale 0.7, and then translated it. Black pixels have been padded in order to maintain the image size.
The test results are shown in Table IV , from which we can see that the correlation coefficients for both watermarked image and unwatermarked image are constant. Therefore the scheme is invariant to translation. 
I. Experimental results: JPEG compression
We compressed the watermarked image Barbara (Fig. 8  (b) ) by different quality factors, the test results are shown in Table V . From the table, we can see that the results are very good until the quality factor equal to 5%. We think that the robustness to JPEG compression is due to our embedding watermarks in mid-range frequencies. 
J. Performance on different images
We applied our watermarking scheme to 100 test images downloaded from the Internet. The image set was chosen to contain a variety of natural images. The images were compressed by JPEG using quality factor equal to 50%, scaled by 0.7793, and then rotated counterclockwise by 20
• . The test results are shown in Fig 10. The horizontal axis shows different images, while the vertical axis shows the corresponding correlation. The upper curve represents the correlation between the original watermark sequence and the watermark sequence detected from the watermarked image, and the lower curve represents the correlation between the original watermark sequence and 'the watermark sequence' detected from the corresponding unwatermarked image. The scheme could still detect correctly from all the watermarked images without false positive from unwatermarked images, under the quite severe condition. We have tested our scheme against different transformations and JPEG compression, and the excellent performance of the scheme has been demonstrated.
K. Experiment results: random watermark test
We have conducted random-watermark false positive tests in order to demonstrate the ability of our watermark extraction algorithm, as shown in Fig. 11 , where the x-axis represents 1000 randomly generated PN sequences and the y-axis shows the resulting detection values. The test was on Fig. 8 (a) , and the embedding strength is the same as the one used to generate Fig. 8 (b) . Here, the large difference between the value obtained from the PN sequence originally embedded (shown at location 20 on the x-axis) and the other PN sequences is presented as a demonstration of the ability of the watermarking system to distinguish different PN sequences.
L. Experiment results: performance on different watermarks
We have test our watermarking system on different watermarks in order to demonstrate the good results are not random, as shown in Fig. 12 , where the x-axis represents 1000 randomly generated and embedded PN sequences and the y-axis shows the resulting detection values. The test was on Fig. 8 (a) , and the embedding strength is the same as the one used to generate Fig. 8 (b) . Here, all the detection values are bigger than 0.9. So the watermarking system performs well on any PN sequence. 
M. Experiment results: miscellaneous attacks
The watermark scheme was tested with many kinds of attacks including noise pollution, noise removing operation, filter operation, and pixel removing attacks. StirMark was used for generating the attacks. The experiments show the robustness of the proposed watermarking scheme. Due to the embedding mechanism, the robustness of the embedded watermark is not compromised by the ordinary image processing techniques presented in Table VI . For pixel removal in the table, we randomly removed 10 columns or 10 rows for all 5 test cases.
VII. Conclusions and future works
Fourier-Mellin transform is an excellent theory for RST invariant watermarking scheme, however it is difficult to implement due to the impracticality of implementing LPM
