1 The anomaly events are defined as the points that rare and diverse from the other points in feature space. Conventional anomaly detection methods usually find low-probability events with a learned a probability distribution model, or evaluate the testing samples with the local density of the testing samples. Multi-state system usually has multiple normal states, and state changes at unpredictable points caused by the daily operation such as feed, outlet, flow control, etc. For the multistate system, collecting enough data that contain all possible states are challenging or impossible to users. Furthermore, conventional anomaly detection methods are sensitive to the context of training datasets or the unpredicted phased changes of the testing datasets, or just consider the local density of the testing samples. Motivated by this problem, we transform the model learning problem to a distinction learning problem that learns the familiarity of each testing samples. In order to reduce the effects of the phased changes, we randomly shuffle the testing dataset and use a sliding window to evaluate the familiarity of the testing samples with one-class Support Vector Machine (SVM) method. Our contributions include: (1) reducing the requirement of the prior knowledge; (2) handling the phased changes of the testing datasets, (3) considering the global familiarity of the testing samples. Our proposed method is evaluated on the synthetic datasets, and the real datasets, and experiments results show that our proposed method is superior than the state-of-theart methods.
I. INTRODUCTION
Anomaly detection is distinguishing the items, events, or observations which do not conform to a well defined notion of normal behavior from datasets [1] . The anomaly detection can be regarded as a one-class classification problem, where the normal ones are regarded as one class. Most of state-of-theart methods are base probability [2] , [3] , [4] , or base density [5] , [6] , [7] . Specifically, probability based anomaly detection methods usually learn a probability distribution model of the training dataset and take low-probability samples in testing dataset as outliers, which require a strong prior knowledge of the datasets to train a reliable model. Density based anomaly detection methods usually consider the distance of each pair of samples and evaluate the normalness of the testing samples with local density, which usually introduces a large amount of calculations.
In practical application, the dynamical systems usually have multiple normal running states. And for these multi-state Fig. 1 . We show four sensor data chosen from a real sensor network of a chemical system. The points are recorded according to time sequence, the anomalies are marked as red points, the obvious step changes are marked with green boxes and the inserted pictures show the corresponding normal operations of the users. The chemical system can be regarded as a multistate system which usually hasmulti-state and unpredicted state changes at random points. The multi-state systems are widely exist and their special characteristics make the data collection be a big challenge for users and make detecting out the outliers difficult accurately for conventional anomaly detection methods. systems, the systems states and the state transition time are unpredictable and affected by the operation of the users. Reflected in the dataset, the daily log of the multi-state systems usually have random step changes at random points. As shown in Fig. 1 , we show four sensor data chosen from a real chemical sensor network. The normal regions of the data have obvious step changes meaning large state changes caused by the normal operations. However, getting enough training datasets for all possible normal states of the multi-state systems is challenging or impossible for users. Furthermore, the conventional anomaly detection methods can not handle the step changes in multi-state systems very well. Because the conventional anomaly detection methods are sensitive to the context of the given training datasets, or can not consider enough global information.
Motivated by this problem, we propose a novel unsupervised learning based anomaly detection method which transforms the model learning problem to learning the distinction of each testing sample. The framework of our proposed method can described as follows: Firstly, in order to reduce the effects of the step changes of the dataset, we randomly disturb the original order of the testing dataset. We then scan and evaluate the disturbed dataset with a sliding window, in which the items are judged with one-class SVM method. The former two steps will be executed for several times, and finally the average familiarities will be used to qualify the normalness of the testing samples. The key contributions of our proposed method can be summarized as follows:
• We propose a novel anomaly detection method which can handle the step changes of the datasets which more fits anomaly detection for the practical multi-state systems.
• For the practical multi-state systems, the running states are unpredictable and achieving the dataset for each normal running states is not possible. Our proposed method is independent from training dataset that makes our method need less prior and more generalization.
• Our proposed method defines a similarity in an unsupervised way, and considers the global similarity of the testing samples and the others which achieve better performance than the conventional unsupervised methods. This paper is organized as follows: The related works are introduced in Section 2. The details of our proposed method are described in Section 3. Our proposed method are compared with the stat-of-the-art methods in Section 4. Finally the paper is concluded in Section 5.
II. RELATED WORKS
Anomaly detection also called outlier detection is a effective measure to prevent or reduce the economical loss in application, and it has been widely applied in credit card fraud [8] , network attacks [9] , public health [10] , group activity detection [11] and so on. Conventional anomaly detection method have several major categories: classification based method, Nearest neighbor-based methods, density based method, and statistic based method, etc.
Classification based methods learn a classifier from training dataset to classify testing samples into one of the classes using the learned model. For example, authors in [12] define a spatial and temporal anomaly maps to judge the anomaly of objects. An interaction energy potential function is designed to reflect the current behavior of the spatio-temporal interest points and then be detected anomalies with SVM method in [13] .
Nearest neighbor-based methods require a similarity measure defined between a pair of data instances. And the similarities of the testing points and its neighbor are adopted to qualify the normalness of the testing samples. KNN [14] is a widely used abnormal detection method which uses the Euclidean distance of the testing sample between its k-th neighbor as abnormal score to evaluate the state of the testing sample. KNNW [15] , [16] uses the sum of the k distances between the object to its neighbors to make the abnormal score less sensitive to the parameter k.
Density based methods require a density measurement to evaluate the similarity between the testing sample and its neighborhoods. Local Outlier Factor [5] is the widely used density based method. Radovanovi et al. adopt the AntiHub to define the outlier score of the testing samples. Giorno et al. achieve anomaly detection by transforming the classical density estimation into simple discriminative learning. Das et al [7] propose a "What's Strange About Recent Event" (WRARS) score to evaluate the quality of abnormal samples. Guan et al. [17] employ a Coupled Biased Random Walks (CBRW) to identify outliers in categorical data. Wu et al. define a chaotic invariant to describe the states of the abnormal event.
Statistic based methods fits a statistical model using the given training data and then apply a statistical inference to determine whether an unseen instance is an outlier or not. For example, Rojas et al [4] detect abnormal behavior pattern through a Gaussian Mixture Model (GMM). Kratz et al [18] fit Gaussian model for spatio-temporal gradient, and then detect abnormal events with HMM. Erfani et al [3] proposed a randomised One-class SVM (R1SVM) to detect anomaly on large scale datasets. Recently, some prominent works adopt the sparse representation technologies [19] , [20] , [21] for anomaly detection, which choose a subset from the given dataset as dictionary, and detect and evaluate anomalies by representing each testing sample depending on the dictionary. For example, Cong et al [20] propose a sparse reconstruction cost method by learning an 2,1 norm based dictionary. Zhu et al. [21] propose a 1 norm based abnormality detection in crowded scenes. Generally, the state-of-the-art sparse representation based methods always use the relaxation term to approximate the 0 norm. In comparison, in this paper, we proposed a 2,0 -norm based abnormal detection method, which makes the reconstruction results more sparse and accurate.
Aiming at to solve the anomaly detection problem in multistate systems, the shortages of the conventional anomaly detection can be divided into two classes: (a) sensitive to training dataset which can not contain enough prior of the system. (b) just considering the local similarity of the testing samples.
III. OUR METHOD

A. Overview
The major challenges of the anomaly detection in the multistate system are: achieving the training datasets containing the all possible states of the system are not possible, and transitions of the system states are unpredictable. Different from the conventional anomaly detection methods which learn a distribution of the training dataset or compare the similarity between the testing sample and its neighbors. In this paper, we propose a global discriminability based anomaly detection method for multi-state system. To reduce the effects of the state changes for the anomaly detection, we randomly shuffle the dataset for several times. And for each disturbed dataset, the familiarities of the testing samples are evaluated with a sliding window in which the points are evaluated with the one-class SVM method. Finally the average familiarities are employed to distinguish the outliers from the dataset. The flowchart of our proposed method is shown in Fig. 1 . A sliding window is adopted to evaluate the discriminability for each disturbed dataset, and we simply the classifier as a linear classification. To calculated the abnormal score for the items, the scanned items are labeled as 0, and the items in sliding window are labeled as 1. After n times scan as shown in (c), the average abnormal score in (d) is employed to evaluate the states of the testing data.
In section 3.2, the details of the framework for our proposed method are described. In section 3.3, the anomaly detection for one disturbed dataset is introduced.
B. The framework of our proposed method
According to the definition of the anomalies which are rare and diverse from others in feature space [22] , our proposed method directly estimates the discriminability which indicate the degree of alienation of the instances in dataset. Our proposed method is a scanning based anomaly detection method, that uses a sliding window to evaluate the states of the testing samples.
In order to reduce the effects of the temporal characteristic of the multi-state systems, we shuffle the dataset with randomly generated permutation matrixes [23] , [24] . Given a dataset X = {x 1 , x 2 , ..., x T } ∈ R d×T , we randomly generate N permutation matrixes σ 1 , σ 2 , ..., σ N , where σ i ∈ R T ×T , i = 1, ..., N . Permutation matrices are square binary matrices, in which each row and each column have exactly one entry of 1 and 0s elsewhere and satisfy the following condition:
where I ∈ R T ×T is an identity matrix. The randomly shuffled datasets are generated as following equation:
where
For one disturbed dataset, a sliding window is used to scan and qualify the states of the testing samples. Given a shuffled dataset
T }, the first 2t w items are given the labels that the first t w points regarded as normal are labeled as class 0, the second points are labeled as class 1 and selected to learn a classifier f with one-class SVM method. Each point labeled as class 1 is given a score which is the probability it belongs to abnormal class 1. The second labeled subset are regarded as a "sliding window" that in next iteration, used items are labeled 0 and the next t w items are labeled as class 1. Generate random shuffled testing datasets
Algorithm 1 Shuffle based anomaly detection method
for n <= N
4:
while sliding window not until T do end for 9: Calculate the average abnormal score S = mean(S n ) across all n As shown in Fig. III the items in sliding window are compared with the former items of the disturbed dataset. Until the sliding window reach the end of the dataset, we achieve a score vector adopted to describe the discriminability of the given dataset, and a higher score means a larger confidence that it is diverse from the scanned points. The final abnormal score is the average of the achieved score vectors of the disturbed dataset, and the points with the highest abnormal scores are distinguished as outliers.
C. Anomaly Detection with One-Class SVM
The strategy of the one-class SVM method [25] , [26] is to map the dataset in to a feature space, then surround most of the positive points with a minimal hypersphere. The points out the "ball" are regarded as negative. Given the shuffled dataset
T }, we try to put most of the data into a small ball by solving following equation: where the constant R is the radius of the hypersphere, c is the center of the data in feature space, ∅(·) is the feature map, v ∈ [0, 1] is the trade off parameter, and ζ i ≥ 0 is the slack variable. The optimal problem can be solved with Lagrangian multipliers, and with close-form solution:
where α can be achieved after the dual problem by the QP optimization method, and k(·, ·) is the kernel function. And the decision function formulated as:
In this paper, we choose the gaussian kernel, and the abnormal score S i is achieved with following equation:
The testing samples with the highest abnormal scores are distinguished as outliers.
IV. EXPERIMENTS
We perform our experiments using synthesis datasets, available benchmark datasets from the UCI machine learning repository [27] and our real datasets, and compare our proposed method with the state-of-the-art methods. The experimental results show that our proposed method superior to the stateof-the-art methods in precision and effectiveness.
A. The State-of-the-art Methods
This subsection presents an overview of comparisons adopted in our experiments including:
Active Learning (AL) [28] trains a classifier that linear combined by the existing classifiers. And the problem is formulated as
, where h i is the i − th classifier, the α i is the corresponding weight, and θ is a adjusting parameter.
Parzen Window (PW) [2] builds a sliding window centering on each point, and achieves the probability density function for each label. The points whose maximum probability less than a threshold T are regarded as outliers.
Local Outlier Factor (LOF) [5] computes the local density of each point, and set a threshold T is set to distinguish the outliers whose local density are lower than T .
Reverse Nearest Neighbors(RNN) [29] is an unsupervised anomaly detection method that evaluates the the similarity of reverse nearest neighbors and set a threshold T to distinguish the outliers whose abnormal score are larger than T .
SRC [20] adopt 1 -norm to approximate the 0 -norm, ell 21 norm based sparse representation method to select dictionary. The testing samples areevaluated with the sparse reconstruction cost (SRC).
For the implementation, all the models are implemented in MATLAB, and the codes are available at the supplement websites 2 3 . RNN source is provided by the author of [29] , and the parameter are used defaults. Besides, SRC source code is provided by the author of [20] . Notice that all the parameters of the SRC models are tuned in {10
and selected via 5-fold cross validation. The remaining parameters in SRC and are identified as much smaller than the dimension of the dataset.
B. Data Preparation
To evaluate the performance of our propose method, we execute the experiments on the synthetic datasets and the benchmark dataset available from UCI repository [27] .
Synthetic Datasets: In order to simulate the step changes in the dataset, we employ the Optical Recognition of Handwritten Digits Data Set selected from the UCI repository. We retain specific classes data as inliers and down sample several classes as outliers, and final datasets have several step changes at random positions which is specially arranged.
UCI Datasets: We choose the Daphnet Freezing of Gait Dataset from the UCI repository [27] which is a valuable source for the evaluation of data mining algorithms. The Daphnet Freezing of Gait Dataset record the gait of the parkinsonian patients which hasmulti-statees such as go straight, stand, turn a corner and freeze. The freeze is defined as outliers which is a kind of clinical manifestation of Parkinson. The dataset recorded are divided in to three class: normal gait, freeze, and install, and we just use the normal gait as inliers and freeze as outliers.
Our Real dataset: Chemical datasets are sensor network datsets chosen from a daily log of a real chemical system. Each dataset has 608 features which adopted to log the running states of the system such as temperature, liquid flow, gas flow, feed conditions, let out, etc. Because most of the work logs record the events which are different from the normal states, we define the datasets as binary datasets. From the daily logs, we know there are two kinds of system failure: point failure and sequence failure that sustain for a while. In this paper, we process the abnormal points independently. The details of the adopted datasets of our study are listed in Table. I.
C. Results
We compare our proposed method with several popular abnormal detection methods, and evaluate the performance of the algorithms in AUC and PR curve.
All the experimental results are averaged over five random repetitions on synthetic datasets, UCI datasets and our real datasets, and in the rest datasets our method also has an acceptable detection results. From the presented results in Table. II and Fig. 3 , we can conclude that: 1) Our proposed method achieves the best performance (such as Gait2, ChemicalSystem2, SyntheticData1 and so on) among all the competing models, which involve the classifier based method, density based method and dictionary selection methods on two the complex real datasets, and gives strong support for our proposed method can handle the anomaly detection in multistate systems. 2) The SRC anomaly detection method better than other anomaly detection models in a supervised way, which learns the structure information of the training dataset, and our proposed unsupervised method is better performed than SRC anomaly detection method. 3) Compared with other nearest neighbor based methods(LOF and RNN), our proposed method is more accurate, this is because our proposed method could consider the global familiarities of the testing samples. 4) As shown in Fig. 3 , in many datasets, the PR curves justify the effectiveness of the our proposed method again.
V. CONCLUSION
In this paper, we aim at to solve the anomalies detection in multi-state system which has several special characteristics: the states of the systems can not be ensure, the data of the systems have obvious step changes, and the transition of the system are random. In order to reduce the effects of the random step changes of the datasets, we randomly shuffle the given testing dataset for several times. And for each shuffled dataset, a sliding window is adopted to scan the dataset and evaluate the status of the items in it with oneclass SVM method. The average evaluation results are used to describe the familiarities of the testing samples. The major contributions of our proposed method are: needing less priority of the system, handling the step changes of the datasets, and considering the global relativity of the testing samples. Our proposed method is performed on the synthetic datasets, benchmark datasets available from the UCI repository and our real datasets. Experimental results demonstrate that the effectiveness of our method, and it is competitive with the state-of-the-art methods.
