Towards short-term forecasting of ventricular tachyarrhythmias by Santos, Gustavo Sato dos
Towards Short-Term Forecasting of Ventricular Tachyarrhythmias
by
Gustavo Sato dos Santos
S.B., Massachusetts Institute of Technology, 2002
Submitted to the Department of Electrical Engineering and Computer Science
in Partial Fulfillment of the Requirements for the Degree of
Master of Engineering in Electrical Engineering and Computer Science
at the Massachusetts Institute of Technology
August 2006
@2006 Massachusetts Institute of-Technology
All rights reserved.
Author -
De art ent of Electrical Engineering and Computer Science
August 22, 2006
Certified 
by
Associate Professor, Harvard-MIT
Accepted bJ
Division
Lucila Ohno-Machado
of Health Sciences and Technology
Thesis Supervisor
/7
Arthur C. Smith
Professor of Electrical Engineering
Chairman, Department Committee on Graduate Theses
SMASSACHUSETS INST;ITUTE
OF TECHNOLOGY
OCT 0 3 2007 ARCHIVES
LIBRARIES
•purfifUII hv
Towards Short-Term Forecasting of Ventricular Tachyarrhythmias
by
Gustavo Sato dos Santos
Submitted to the Department of Electrical Engineering and Computer Science
on August 22, 2006, in partial fulfillment of the
requirements for the degree of
Master of Engineering in Electrical Engineering and Computer Science
Abstract
This thesis reports the discovery of spectral patterns in ECG signals that exhibit a tem-
poral behavior correlated with an approaching Ventricular Tachyarrhythmic (VTA) event.
A computer experiment is performed where a supervised learning algorithm models the
ECG signals with the targeted behavior, applies the models on other signals, and analyzes
consistencies in the results.
The procedure was successful in discovering patterns that happen before the onset of a
VTA in 23 of the 79 ECG signal segments examined. A database with signals from healthy
patients was used as a control, and there were no false positives on this database.
The patterns discovered by this modeling process, although promising, still require thor-
ough external validation. An important contribution of this work is the experimental pro-
cedure itself, which can be easily reproduced and expanded to search for more complicated
patterns.
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Chapter 1
Introduction
Ventricular tachyarrhythmia (VTA) is a fatal form of cardiac arrhythmia and the major
cause of sudden cardiac death. Immediate intervention is absolutely critical for the survival
of patients when a VTA occurs. Unfortunately little is currently known about the precise
triggering mechanisms, and there is yet no technology capable of predicting a future VTA
occurrence.
The purpose of this work is to begin a search for frequency patterns in the electrocardio-
gram (ECG) signal that might indicate the imminence of a VTA episode. The hope is that
a signal pattern - either simple or complex - can be shown to be consistently correlated
with future VTAs. Once this discovery is made, the information about the pattern can be
exploited to build early alarm systems.
The proposed search will be started by testing a very simple hypothesis about the
temporal location of the desired pattern. In this initial stage, the search will be limited to
patterns occurring a few minutes prior to the VTA episodes. This hypothesis will be tested
by running a numerical experiment on publicly available ECG data.
1.1 Background
VTA is the category of cardiac arrhythmias that initiate within the ventricles. This work
investigates the following subtypes of VTA:
* Ventricular Tachycardia (VT): defined as three or more abnormal beats originating
in the ventricles, called premature ventricular contractions (PVCs). VT is consid-
ered a medical emergency as it can potentially degenerate into a deadly ventricular
fibrillation (below).
* Ventricular Flutter ( VFL): a form of VT characterized by a rapid sequence of PVCs,
forming a sinuisoidal wave in the ECG.
* Ventricular Fibrillation (VF): a completely irregular and chaotic electrical activity
and ventricular contraction. During VF, the heart is unable to pump blood, causing
death within minutes unless the regular rhythm is restored by defibrillation.
In the experiment, a search for an ECG pattern preceding each of the three different
types of VTA will be simultaneously performed. For the remainder of this document, the
term VTA will be limited to refer to only these three subtypes. Although other subtypes
exist, they will not be studied.
A literature search returns very few similar studies attempting to forecast VTA in the
short-term. Probably the only other attempt has been made in the field of Heart Rate
Variability (HRV) analysis discussed below. Because of this scarcity in similar works, the
remainder of this section will also discuss results in the study of the dynamics leading to
VF, and of ECG patterns that are currently used for long-term risk assessment. Results in
these fields offer evidence that a frequency pattern in the ECG for short-term forecasting
could also exist.
1.1.1 Electrical Dynamics of VF
There is strong evidence that the process leading to VTAs is deterministic, albeit highly
nonlinear (i.e., chaotic).
Weiss [13] states that the transition from VT to VF is a chaotic one. Analysis with
Poincar6 plots suggests that the route to chaos is akin to that of fluid turbulence. Using a
different approach, Small [11] confirmed the chaotic nature of the process leading to VF.
The current models of the electrical dynamics of fibrillation agree on its deterministic
nature. A review of the models can be found in [14]. In general, the models predict
two types of triggering factors: static factors, related to the heterogeneity in the cardiac
tissue (e.g., scars); and dynamic factors, related to the instability in the cellular membrane
voltage. Both types of factors may interact to exacerbate the electrophysiological instability,
triggering the dynamics that lead to a VF.
The current understanding of the chaotic process leading to VF opens a possibility that
some occurrence in the electrical dynamics might leave a detectable pattern in the ECG. In
fact, an ECG pattern caused by a dynamic factor discussed above has been discovered and
linked to an increased long-term risk of VF. This ECG marker, called T-wave Alternans
(TWA) [7], and other similar markers are discussed in the following section.
1.1.2 ECG Markers for Long-Term Risk Assessment
There are already a few known markers in the ECG that indicate a heightened risk of
VTA in the long term (measured in weeks or months). These features are used to risk-
stratify patients and help choose a particular intervention (such as placing an implantable
cardioverter defibrillator, or ICD). A general review of these ECG markers can be found in
[51.
The T-wave Alternans, also known as Repolarization Alternans, is one of the most
commonly used markers. TWA refers to a consistent fluctuation in shape, amplitude or
timing of the T-wave, which is one of the component waves in a regular heart rhythm.
This phenomenon usually is not visible, but computerized methods can detect microvolt
fluctuations (Microvolt TWA, or MTWA). A broad review of TWA can be found in [7]. A
meta-analysis of the predictive value of MTWA is found in [2].
There are several methods to detect TWA in an ECG signal. One of the most popular
methods is the Spectral Method [12], which uses a periodogram to estimate the power
spectrum of aligned ECG beats. A review of this and other methods is presented in [6].
1.1.3 HRV Analysis
Among the ECG features used for risk-stratification, Heart Rate Variability (HRV) is the
only one that has been applied for the short-term prediction of VTA. HRV refers to the
variability of the interval between consecutive normal heartbeats (called the R-R inter-
val). HRV has an established value as a predictor for long-term survival in post-infarction
patients. Basically, a loss of variability is associated with an increase in mortality.
The characteristics of the HRV prior to VTA episodes are not clear. A recent review [9]
concludes that, although there is a clear alteration of HRV prior to VTAs, the precise effect
is heterogeneous and dependent on individual characteristics.
There have been several attempts by Wessel et al to forecast VF in the short term
by applying complexity measures [16] [15] and information theoretic measures [1] on R-R
interval series. However, their results have not been independently validated by the time of
writing of this document, to the best of the author's knowledge.
1.2 Hypothesis
The hypothesis tested by this work can be stated as follows:
* During a specified period immediately preceding a VTA, the ECG signal can be di-
vided into two states distinguishable by their power spectral density,
* there is only a single transition between states during the entire specified period, and
* once the identity of each state is assigned, their temporal order does not change.
Limitations in the database used require that the 'specified period' mentioned in the
hypothesis be between 200 and 800 seconds. For the remainder of the thesis, this hypothesis
will be referred to as the Two-State, Single Transition (TSST) hypothesis.
Below are a few more important observations about the hypothesis:
* The precise meaning of a state does not need to be specified. The importance lies
in the distinguishability of the spectral density of one state relative to that of the
other. Perhaps some frequency pattern might distinguish one state, or a combination
of patterns.
* The 'single transition' condition implies that the ECG signal is at one state in the
beginning of the period, switches state at some unspecified point in time, and remains
in the second state until the end of the period, when the VTA occurs.
* There is no assertion about the states being the same for all cases, or the same for a
given VTA subtype, or different across subtypes.
If this hypothesis is validated, the state transition could be used as a cue for predicting
the VTA.
1.2.1 Experiment
A numerical experiment will be performed to test the TSST hypothesis on publicly available
data. In this experiment, a supervised learning algorithm will be used to train models from
ECG signals preceding episodes of VTA. The trained models will then be tested on the
other signals, and the final results will be validated and analysed.
Because there is no real information about the hypothetical states or transition points,
the models will be trained by trying different timings of state transition. If the correct
timing is found, the resulting model will validate the hypothesis on the training signal and
also on other signals that have the same pattern with a TSST behavior.
1.2.2 Validation
Suppose that the hypothesis is correct. Then the models generated using the correct guess
- i.e. with the location of the true state transition - will encode the ECG patterns that
differentiate the two states in that signal. If other signals also contain the same ECG
pattern exhibiting a TSST behavior, the model will again predict a structure consistent
with the TSST hypothesis. As more signals have the TSST structure predicted by the same
model, the more confidence one can have about the consistency of the ECG pattern encoded
in that model.
In other words, the TSST hypothesis will be validated by the consistency in the results.
TSST is simply a hypothesis about the temporal behavior of an ECG pattern prior to VTA.
If there indeed exists a pattern with this temporal behavior, it will be discovered by the
supervised learning algorithm and encoded in a model. The model should then be able to
detect the same behavior in other signals.
1.3 Roadmap
Chapter 2 presents the algorithms and methods that are used in the experiment. Chapter
3 explains the design of the experiment, starting with the data treatment through the
measures used to analyze the results. Chapter 4 presents the results on each database,
while chapter 5 evaluates their significance and makes observations about various factors
involved in the experiment. Finally, chapter 6 concludes and offers some ideas for future
improvements.
Chapter 2
Theory
This chapter presents the relevant theoretical concepts for this work. It starts by describing
the algorithm used for spectral density estimation. Then the supervised learning algorithm
is presented, followed by a modified strategy to evaluate the learned function. A simple
filter to smooth the predictions is shown, and finally the prediction evaluation method is
discussed.
2.1 Periodogram
The periodogram is an algorithm used to estimate the power density spectrum of a signal.
The periodogram uses the Discrete Fourier Transform (DFT) to compute the frequency
components at discrete intervals - in practice, it may use the Fast Fourier Transform (FFT)
for greater efficiency.
It has been proven that the periodogram is not a consistent estimator [8]. In practice,
however, the fluctuations can be smoothed by applying a moving average. Despite this
shortcoming, this method was chosen because it is also used to estimate TWA, an ECG
marker for long-term risk of VTA, as explained in Section 1.1.2.
The particular implementation used for the periodogram function performs the following
steps (in order):
* subtracts mean and removes linear trend;
* computes discrete Fourier Transform (FFT);
* computes raw periodogram; and
* smoothes the periodogram by applying the modified Daniell filter (moving average
with half weight given to the edges).
Demeaning and detreading are performed in order to remove irrelevant frequency com-
ponents. The modified Daniell filter is applied to smooth the excessive fluctuations, as
explained earlier.
Let pgram(-) be the periodogram function specified above. Then:
pgram: R 2 d - Rd (2.1)
where d is the dimensionality of the vector returned, and is half the dimensionality of the
input vector.
2.2 Regularized Least Squares
Regularized least squares (RLS) is a supervised learning method with a very solid theoretical
foundation [10]. It belongs to the same family as the support vector machine (SVM), and
shares the same general properties. If some basic requirements are satisfied, both RLS and
SVM guarantee a solution that:
* exists and is unique;
* is stable in the sense that changing the training set slightly does not significantly alter
the solution; and
* generalizes, meaning that it approximates the 'true' function as the training set be-
comes larger.
RLS also has several practical advantages. It is:
* very accurate in practice,
* extremely easy to implement,
* useful for both regression and classification, and
* efficient for testing different parameter (A) values.
The main disadvantage has to do with RLS's efficiency. Training on n samples requires
O(n 2) space and O(n3 ) time. For this experiment specifically, this constraint does not pose
a problem because of the small training set size (100 < n < 400).
Equation 2.2 below defines the RLS procedure. Please note that it returns a function
that models the input data:
RLS: Rnxd, Zon R
n (2.2)
RLS(X,y) = f(.) = Z ciK(x, (2.2)
i=l
where the function returned is specified in terms of the vector c and the kernel function
K(., .). The vector c is obtained by solving the linear equation below:
c = (K + AI)-ly (2.3)
The kernel function chosen for this work is the radial basis function, shown below. The
entries of the kernel matrix K are defined in terms of this kernel function applied on the
training points:
Kij - K(xi,xj),
Ij - si2 (2.4)
K(x,xj) = exp- 22 2
RLS(.,.) requires two parameters: A and a. A is the weight given to the simplicity of
the solution - larger values guarantee a simpler, smoother function. The value used for A
throughout this work is A = 0.01, determined by separate experiments on individual ECG
signal segments.
The kernel function parameter a is usually set to be proportional to the dimensionality
of the data. This work will follow the standard and let a = d (as it will be shown later,
d = 500).
2.3 Leave-One-Out Cross-Evaluation
For reasons that will be explained in Section 3.3.2, it was necessary to evaluate the function
returned by RLS in a 'leave-one-out' (LOO) framework. LOO refers to the setting where
one sample is removed, the function is learned on the remaining samples and applied on the
removed sample. These steps are repeated for every sample in the training set.
Function LOO(.,. -) below takes as input a training matrix X and target vector y, and
returns a prediction vector j evaluated in the LOO framework:
LOO: R~nxdd Zn -Rn (2.5)
LOO(X, y) = (foo(s), f oo( 2 ) , foo(())
where floo(-) is the function learned by RLS on a subset specified by Sn(i), which returns
a set not including i and its 6-neighbors:
flOO(.) = RLS(Xs,(i),Ys.(i)) (2.6)
S,(i) = {j E N: 1 < j < n, (j < i - 6) V (j > i + 6)}
6 is the only parameter in LOO function, and determines the number of neighboring samples
to also leave out. Therefore, strictly speaking this is a 'leave-(26 + 1)-out cross-evaluation.'
Because of the way the data is pre-processed (Section 3.2.3), contiguous samples share
half of their information. Therefore, 6 = 1 in order to remove all information belonging to
each sample.
A little bit of notational freedom has been taken to denote Xs as the matrix obtained
by selecting the columns (samples) in X whose indices are in set S, and likewise ys as the
vector obtained by selecting only the values in vector y with indices in set S. The subscript
has therefore been used as a set selection operator. It does not matter if the order of samples
or values are preserved, as long as the ordering remains consistent between Xs and ys.
It should be noted that RLS has the property that LOO values can be computed more
efficiently than the naive method above. The fast algorithm for evaluating LOO with RLS
was not used for this thesis.
2.4 Moving Average Filter
A simple moving average filter is used to smooth the predictions. It was found during the
experiment that the predictions were noisy, and that the noise was interfering with the
results. The noise was probably an artifact of the periodogram, compounded by the fact
that the sampling windows were generally not in phase with the heartbeats.
A moving average filter is a rough low-pass filter, which eliminates the high-frequency
noise while preserving the low-frequency trend. The TSST hypothesis is concerned with
the general trend of the signal, so this was a natural choice.
Function filter(.) implements the moving average filter defined below:
filter: Rn i R'n (2.7)
filter(s) =(1, 2, . n)
where each 5i is a local average:
i+w, (i)
2i = (i) + 1ij=i-Wn (i) (2.8)
wn(i) = min(i - 1, n - i, Wayg)
and the parameter Wavg indicates the maximum width of the filter. For the experiment,
Wag, = 15 was used, so each filtered sample is the average of the nearest 15 samples (except
when located near the edges, where the filter width is reduced proportionally).
2.5 Area Under the ROC Curve
The Area under the ROC Curve [4], commonly called A UC, is a classic summary statistic
that measures the discriminability between two real sets. The values returned range from
0 to 1. It is equivalent to the Mann-Whitney-Wilcoxon test (also known as Wilcoxon rank-
sum test, or Mann-Whitney U test) weighted by the total number of pairs across the sets.
The AUC will be used to measure the separation of the values in one state versus the
values of the other state. If the states are perfectly separated, the returned value will be
1; otherwise, if the two states are completely indistinguishable, the value should be around
0.5.
Let AUC(-.,.) be the function defined below. Its inputs are one real vector containing
the values, and an integer vector with the state information (either +1 or -1) for each
member in the real vector. Let MWW(.,. -) be the Mann-Whitney-Wilcoxon test. Then:
AUC: IRn, Zn HR
1 (2.9)AUC(j,y) = IS_MWW(S+, S_)
where S+ is the set of values from j whose corresponding values in y equal to +1 (i.e.,
Yi E S+ 4 yi = +1). Likewise for S_, yj E S - yi = -1:
s+ = {: i E {j E N: yj = +1}} (2.10)
S_ = {•i: i E (j E N: yj = -1}}
Chapter 3
Procedure
3.1 Dataset
All data was obtained from the PhysioNet signal database, PhysioBank [3]. A total of four
databases were used:
* MIT-BIH Arrhythmia Database (mitdb): contains examples of all clinically significant
arrhythmias. The following records contain occurrences of VT, VFL or VF and were
included in the experiments: 106, 200, 203, 205, 207, 210, 213, 214, 215, 217, 221,
223, 233.
* Creighton University Ventricular Tachyarrhythmia Database (cudb): this database
contains only recordings of patients who suffered episodes of VTAs. All 35 records
were included in the experiments.
* MIT-BIH Malignant Ventricular Arrhythmia Database (vfdb): all 22 records contain
episodes of VTA, and were used for the experiments.
* MIT-BIH Normal Sinus Rhythm Database (nsrdb): this is a database of ECG record-
ings of patients who do not have any significant arrhythmias. The first three records
(16265, 16272, and 16273) were included for the purpose of comparison.
Each database record is accompanied by an annotation file. Unfortunately, the quality
of the annotations varies drastically across databases. For example, mitdb records are
fully annotated, with precise information about every heartbeat, rhythm type, and signal
quality. On the other hand, the annotations in vfdb are poorer in quality and indicate only
the rhythm type and the presence of noise. Nevertheless, the information in the annotations
is crucial when preparing the data for the experiments.
3.1.1 Database Characteristics
PhysioNet is an excellent resource due to its open policy and the quantity and quality
of data. However, some care needs to be exercised when combining different databases
for the same experiment. The sources of the databases are heterogeneous, and so are the
characteristics of their signals. Table 3.1 lists the relevant differences across the databases.
Later sections will describe the steps taken to account for these differences.
Table 3.1: Database Characteristics
Database Channels Record Lengtht S.R.t Gain Baseline Annotation*
mitdb 2 30 360 200 1024 b, r, q
cudb 1 8 250 400 0 r, q
vfdb 2 30 250 200 0 r, n
nsrdb 2 >1000 128 200 0 b, q§
tin minutes. tSampling Rate (in Hz).
*Annotation keys: b=beat, r=rhythm, q=signal quality, n=noise.
§No rhythm annotation needed (normal rhythm).
3.1.2 Segment Extraction
Only the ECG signals leading to the onset of VTAs are of interest for the experiments - the
only exception is made for the nsrdb records. Using the database annotations, the precise
location of each VTA episode is known. The ECG signal piece prior to each VTA can then
be extracted (but not including any VTAs), and the rest of the data in the record can be
ignored. For the remainder of this work, the extracted pre-VTA ECG signal pieces will be
referred to as segments.
Each record may contribute with several segments. If there are multiple VTA episodes,
the segment between the episodes may be used. Naturally, the segment leading to the first
episode is also considered for use.
The only restriction for selecting a particular segment is a threshold on its duration.
Segments that are too short (i.e., with too little time between consecutive VTAs) cannot be
analyzed properly because there would not be enough data to distinguish the states. After
attempts to train models on shorter segments, the minimum has been set at 200 seconds -
only segments that are at least 200 seconds long are considered for further processing. For
computational reasons, a maximum duration was also set at 800 seconds. Longer segments
are capped at a maximum of 800 seconds prior to the VTA.
Since nsrdb records do not contain VTAs, the segments were chosen randomly. From
each of the three records, 15 segments of random length (varying uniformly between 200
and 800 seconds) were sampled at random.
Table 3.2 contains the segment contribution from each database. The table lists the
distribution of the VTA types that end the segments, and the mean segment length. As it
can be observed, the databases differ considerably in all of these aspects.
Table 3.2: Segments Extracted
The total number of segments is Nseg = 124. Information about all segments (name,
length in seconds and VTA subtype) can be found in the Appendix, in Table A.1. Please
note the following rule used to name the segments:
* Segment name. Each segment is labeled in the following format: x.y, where x is
the name of the database record where it was found, and y is a sequential number
indicating its location in the record. For example, 223.5 comes from the mitdb record
223, and is found before the 5th VTA episode in the record. Please note that only
segments longer than 200 seconds were used, so not all sequences are present.
* Record name. mitdb records are labeled in the 100's and 200's (only 200's are present).
cudb records all start with cu. vfdb records are in the 400's and 600's. Finally, nsrdb
records are in the 16000's. These are the original record names, as found in Physionet.
Database Mean Length (sec.) VT VFL VF Normal Total
mitdb 491 22 1 0 0 23
cudb 349 1 0 23 0 24
vfdb 592 21 8 3 0 32
nsrdb 503 0 0 0 45 45
3.2 Signal Preprocessing
After locating the VTA episodes and extracting the preceding segments, the segments go
through a few stages of preprocessing. During preprocessing, the annotated noise is re-
moved, some of the differences across databases are normalized, and the spectral density is
estimated.
3.2.1 Noise Removal
Noise is annotated in all databases, though in vfdb the annotations are scarce and not in
the standard format. In the other databases, the location of most noisy sections and a score
indicating signal quality (ranging from 'clear' to 'unreadable') are available.
Because the noisy sections are relatively short, it was deemed best to remove them
completely. Removing short pieces of the signal does not interfere with the analysis, since
the hypothesis being tested is a two-state model with a single transition. It is therefore
better to remove extraneous signals that might interfere with the analysis.
3.2.2 Normalization
As table 3.1 shows, there are differences in the digitization of the ECG signals in each
database. Though some factors may not actually interfere with the analysis, it is safest to
normalize them. The factors are explained below:
* Number of channels. Records in all databases except cudb contain two ECG channels.
Though the information in the additional channel could be useful, the lack of a second
channel in cudb cannot be compensated for. Therefore, only the first ECG channel
(for all records) was selected for analysis. The criterion for selecting the first channel
was overall signal quality assessed by visual inspection.
* Sampling rate. mitdb segments were downsampled from 360 to 250 Hz, and nsrdb
segments were upsampled from 128 to 250 Hz. Because the cudb and vfdb segments
were already sampled at 250 Hz, they were not modified.
* Gain. Gain refers to the amplification of the analog signal before they were digitized.
For example, a gain of '200' indicates that 200 units in the digitized signal correspond
to 1 mV in the analog signal. cudb signal values were halved in order to normalize
the gain at 200 for all segments.
* Baseline. The baseline indicates the number of digital units that correspond to the
physical zero voltage level. mitdb signals had their baseline of 1024 subtracted to
normalize all segment baselines at 0.
3.2.3 Spectrum Estimation
The final step to prepare the data for the experiments is to estimate the spectral density of
the signals. Let ai be an ECG segment after noise removal and normalization. Its length
is li seconds. Let pgram(-) be the periodogram function with modified Daniell smoothers
(width=3) (Equation 2.1). Finally, let wr(., -) be the following windowing function:
wr: R •, N W- RrW
(3.1)
Wr(8, i) = (Sri, 8 ri+ --, .r(i+W,)-l)
where W8 is the width of the moving window and r is the sampling rate. As explained in
the previous section, the sampling rate was normalized at 250 Hz, so r = 250. After testing
width values ranging from 1 to 10 seconds in separate experiments, the window width was
set at 4 seconds (W, = 4). A 4-second window is ample time for at least 3 or 4 heartbeats,
so there is enough data to estimate the spectral patterns of the cardiac cycle. In order
to have some overlap between consecutive windows and also increase the resolution of the
results, the window is moved at two-second increments.
A sample xz is the spectral density estimation of the j-th window in segment i. z) is
computed as follows:
xj = pgram(w2 50(S', 2j)) (3.2)
where Ci E Rd, and d = 2 = 500 is the dimensionality of the estimated sample. The
final processed segment X i becomes:
X' = [1; 2; ... ; ,n, ] (3.3)
where ni = ' - 1 is the number of samples in the processed segment.2
3.3 Training
This section explains how each model is trained. A model is a function f(.) that generates
a real-valued prediction given a spectral sample zj:
f: Rd R- ]  (3.4)
It is important to emphasize that one segment X i is used to train one model fi(.). In
other words, X i is the training set of model fi(-), and every other segment becomes a test
set. Because of this unconventional experiment design, the terms 'training set' and 'test
set' will not be used.
In order to limit the number of models in the experiment, models are generated only
from the mitdb and cudb segments. This choice was also influenced by the higher signal
quality in these databases relative to vfdb.
Each model is named after the segment on which it was trained. For example, model
cu24.1 was generated using segment cu24.1 as the training set.
3.3.1 Guess Generation
Guess generation is an important component for the experiment. A guess is a hypothesis
about the state of the signal. According to the TSST hypothesis, at any given moment the
signal is at one of two possible states. For the remainder of the thesis, the states will be
labeled +1 and -1. There is no a priori meaning assigned to each label. +1 could mean the
presence of a particular spectral pattern in the signal, in which case -1 means its absence
- or vice-versa. The meaning will be assigned by each trained model, which will learn to
recognize patterns in the first state as +1 and patterns in the second state as -1.
The transition between the +1 state to the -1 state is assumed to be sudden and
irreversible. There are no transitional states. The time at which the signal switches state
will be henceforth called the transition point.
Therefore, to generate a guess we only need to choose the location of the transition
point. All samples at or prior to the transition point are assumed to be at the +1 state, and
the samples after the transition point are at the -1 state. The following function generates
a guess vector according to this definition:
Yn: NF Zn
(3.5)
Y,(t) = (yl, Y2,.. Yan)
y =+1 (i< t),
- 1 (i > t)
where the subscript n indicates the length of the guess vector to be generated.
3.3.2 Model Selection
Given a segment X', the goal is to train a single model that has the best performance
when applied on this same segment. In standard machine learning experiments, model
performance is measured against a true target value (either a class type or some real value).
In this case, however, there are no known true values. Instead, the performance has to be
measured against a guess.
This observation introduces another problem. There is no a priori knowledge of what
could be an appropriate guess for the state transition in X i. The transition point t defining
the optimal guess has to be found analytically. This is done in the leave-one-out (LOO)
framework.
Given a transition point t, the LOO prediction vector for X' is computed as follows:
oo,t = filter(LOO(Xi  , Y, (t))) (3.6)
where filter(.) is the moving average filter used to smooth the prediction vector (Section
2.4), and LOO(.,. -) the LOO cross-evaluation function (Section 2.3).
The optimality measure of t can then be defined as the AUC score (Section 2.5) of the
LOO prediction ^i^,t against the guess Y,, (t). The optimal ti is the transition point that
maximizes this AUC score:
ti= arg max AUC(1O,t, Y, (t)) (3.7)
r<t<nr--T
The constant 7 is used to avoid selecting transition points too close to the edges. The
reason for this is to avoid spurious results where one of the states lasts only for a few
seconds. This blankout region at the edges has been set at 30 seconds, which translates to
15 samples (7 = 15).
After the optimal transition point ti is found, the optimal function fi(.) is obtained
simply by solving the RLS minimization (Section 2.2) on X i and the guess Y, (ti):
fi( ) = RLS(X', Y,i (ti)) (3.8)
3.4 Testing
After generating a model from each of the 47 segments from mitdb and cudb, the model
is tested on segments from all databases. Besides obtaining the state predictions for each
segment, it is necessary to evaluate how closely these predictions fit the TSST hypothesis.
This information is needed to select the relevant results for the final analysis.
3.4.1 Applying the Models
Given a model fi () and a test segment X , the first step is to obtain the prediction vector
ifr" by evaluating the model on every sample:
ýj= filter((f (zj), fj(4), ... , f (zS))) (3.9)
where the function filter(-) is once again used to smooth the prediction vector.
The next step is to find the transition point induced by this model. The optimal tran-
sition point is the one that defines the guess Y,, (t) that most closely fits the predictions,
as measured by the AUC score:
tj,i = arg max AUC(V", Y,, (t)) (3.10)
r<t<nj--r
3.4.2 Performance Scores
Two scores are measured to validate f~P" against the TSST hypothesis. The first is the
standard measure of separation between the two predicted states:
separationj,, = AUC(jj ' , Ynj (tj,i)) (3.11)
The second score is simply the average predicted value during the presumed -1 state:
negavgj,, = • f ,i (3.12)
k=1j,i+1
The negavgj,i score is independent of the separation score - for example, it is possible to
have complete state separation with positive predictions only. It is instead used to certify
that the model is predicting the correct sign when the VTA becomes more imminent.
The reason for not including the positive state average actually goes beyond the TSST
hypothesis. It is reasonable to assume that the condition of patients 200 through 800 seconds
prior to the VTA episode are quite varied. Irrespective of the initial state, however, their
condition must deteriorate during this period and probably reaches a critical state prior to
the arrhythmia onset. Following this logic, it is not necessary to assume that the models
predict a positive sign at the beginning of the segments. However, they must necessarily
converge to a negative sign by the end of the segment.
The tuple (i, separation, negavg)j,i is the only information necessary for the following
analysis. The prediction vectors will no longer be used.
3.4.3 Grouping the Models
After applying all models on a given test segment Xj and obtaining the corresponding
performance scores, the relevant results must be grouped together. Consider the following
definition for a group:
G3 = {i E N: 1 < i < Nseg,
separationj,i > Tsep, (3.13)
negavgj,i < 0,
Vk eG , I1,i - j,k < Wg}
where Neg = 124 is the total number of segments, Taep is a threshold for the separation
score, and Wg = 15 is the window size for two transition points to be considered coincidental.
A group is therefore a set of indices of models that simultaneously predict:
* two distinct signal states;
* the negative state; and
* approximately the same time for the transition point,
while satisfying the separation threshold Tep.
The chosen groups are used to populate the final result structure Rj for each segment
j. R j is defined as follows:
R j = {G'": IG'I 2 Tgs, (3.14)
VG E R3,i # k = G n G = 0}
where Tg, is the minimum threshold for the group size (i.e., the minimum number of
successful models predicting the same transition point). The second requirement in Rj
states that a model can be assigned to only one group per segment. Stated simply, Ri holds
all non-conflicting transition points that have enough models supporting them.
A test segment might have multiple groups satisfying the conditions above. A sliding
window of width W, = 15 is used to identify all potential groups. Then groups are chosen
greedily, starting with the largest, until none remains. This greedy selection algorithm is
used to build each result set.
Tsep values ranging from 0.95 to 1.00 (at 0.01 increments) and Tg. values between 3 and
6 were tested. Please note that Tsep = 1.00 indicates perfect separation. Tsep and Tg. are
the only thresholds allowed to vary in the experiment. The results for all combinations of
threshold values are presented in the next chapter.
Chapter 4
Results
4.1 Overall Results
Tables 4.1 through 4.4 present the number of groups satisfying all conditions (defined in 3.13
and 3.14), with the separation threshold Tsep and the group size threshold Tg, assuming
different values. Each table corresponds to the results in one database. A few test seg-
ments have two or more groups predicting different transition points, so 'number of groups'
sometimes does not equal 'number of test segments.'
Table 4.1: Number of Groups - mitdb
Tsep
Tys 1.00 .99 .98 .97 .96 .95
3 5 8 9 11 12 13
4 4 5 6 7 7 7
5 4 5 5 6 6 6
6 4 5 5 6 6 6
Table 4.2: Number of Groups - cudb
Tsep
Tgs 1.00 .99 .98 .97 .96 .95
3 10 14 14 15 18 19
4 10 12 12 12 13 13
5 9 10 10 10 10 10
6 9 10 10 10 10 10
Table 4.3: Number of Groups - vfdb
Tsep
Tgs 1.00 .99 .98 .97 .96 .95
3 6 14 17 17 19 21
4 6 9 11 11 12 13
5 5 6 8 8 8 9
6 5 6 8 8 8 8
Table 4.4: Number of Groups - nsrdb
Tsep
Tgs 1.00 .99 .98 .97 .96 .95
3 1 6 9 12 15 16
4 1 4 5 6 6 6
5 1 2 2 2 2 2
6 0 0 0 0 0 0
4.2 Detailed Results
This section presents detailed results for a fixed threshold pair. Now the separation thresh-
old is set to 0.95 (Tsep = 0.95), and the group size threshold is 6 (Tg, = 6). The results for
all databases are now grouped together, with a total of 24 groups that satisfy all conditions.
Table 4.5 lists the models that make successful predictions on at least one test segment.
The column Predictions refers to the number of groups (from different segments) that
contain the given model. For example, model 223.5 predicts TSST in 18 segments, and
therefore is present in 18 groups.
Let Topj be the set containing the top 4 performing models according to table 4.5:
223.5, 200.7, 233.3, and 215.2. The performance of this specific set is measured in the
following table.
Table 4.6 presents the information of all 24 groups found at threshold levels (Tsep = 0.95
and Tg, = 6. The explanation for each column follows:
* Test: name of the test segment.
* Database: database of origin of test segment.
* VTA: the VTA subtype - VT, VF or VFL.
Table 4.5: Model Performance (Tsep = 0.95, T,9 = 6)
18
17
16
15
14
10
9
8
7
6
4
3
2
1
Predictions
* Length: the length or duration of the test segment, in seconds.
* TP: mean transition point predicted by group. The transition point is measured
backwards from the time of VTA, so a transition point of -220 indicates 220 seconds
before the VTA.
* IGI: number of models in the group (i.e. group size).
* max Tsep: maximum separation threshold at which the group exists.
* Top4: number of Top4 models present in group.
More details can be found in the Appendix Table A.2. This table also includes the
models belonging to each group.
Please note that the only segment with two predicted transition points is cu28.1. All
other test segments had only one significant result. The final tally for the number of
segments with significant results is the following:
* mitdb: 6 out of 23
* cudb: 9 out of 24
223.5
200.7
233.3
215.2, 203.13
cu24.1
233.2, 223.1, cu34.2, 217.1
200.3, 214.1
210.2, cul2.1, cu19.1
cuOl.1, cu32.1
207.8
cu09.1, cu20.1, cul7.1, cu25.1
cu31.1
203.18, 233.6, cu02.3, cul5.1, cu03.1,
cu05.1, 210.1, cul8.1, cu22.1, cu33.1
cu23.1, 223.3, cull.l1, cul3.1, 214.2,
221.1, cul0.1
--------
Model
Table 4.6: Groups Found (Tsep = 0.95, Tg, = 6)
Test
cu12.1
cu31.1
cu09.1
cu25.1
210.2
615.5
426.2
cu28.1
cu20.1
427.1
203.13
223.1
223.5
cu28.1
609.1
cu34.2
207.8
418.1
cu16.1
cul7.1
419.28
610.1
605.1
200.7
Database
cudb
cudb
cudb
cudb
mitdb
vfdb
vfdb
cudb
cudb
vfdb
mitdb
mitdb
mitdb
cudb
vfdb
cudb
mitdb
vfdb
cudb
cudb
vfdb
vfdb
vfdb
mitdb
max TsepVTA
VF
VF
VF
VF
VT
VT
VF
VF
VF
VT
VT
VT
VT
VF
VFL
VF
VFL
VFL
VF
VF
VFL
VT
VT
VT
256
490
234
416
640
796
204
492
240
644
228
574
354
492
796
252
796
394
250
378
358
796
796
354
Length TP
-220
-30
-168
-328
-101
-647
-52
-313
-93
-44
-136
-467
-148
-262
-30
-217
-143
-361
-75
-153
-315
-641
-31
-216
* vfdb: 8 out of 32
* nsrdb: 0 out of 45
* Total: 23 out of 79 (excluding nsrdb)
The prediction plots of all test segments in table 4.6 can be found in the Appendix.
Each plot contains the predictions from an entire group for a test segment. The prediction
vector from each model is normalized (zero mean and unit variance) and overlaid in the
group plot.
The plots for the mitdb segments are in Figure B-1. cudb segments occupy Figure B-2
and part of Figure B-3, and cudb segments occupy the remainder of Figure B-3 as well as
B-4.
1.00
0.99
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.98
1.00
0.99
0.99
1.00
1.00
1.00
1.00
0.98
0.97
GIl Top4
Chapter 5
Discussion
Discovering new relevant patterns to predict the onset of VTA is a complex problem, and
especially so when data are not abundant. Evaluation is made difficult by the lack of real,
known values that can be compared with the results obtained.
There are, however, elements in this work that can be used to build a solid basis for
the existence of a pattern with a TSST behavior. Whether the patterns found are mere
artifacts of the dataset or a real phenomenom with underlying physiological causes is a
question that cannot be answered without more data. For the given data, there seems to
be enough consistency in the results to suspect that the TSST behavior might be relevant
for a subset of the episodes of VTA.
The discussion will begin with a section defending the significance of the results. Then
several observations will be made by comparing the results across databases, VTA sub-
types, training and test segments, and within records. Finally, an attempt will be made at
interpreting the plots.
5.1 Significance of Results
Probably the best golden standard that this work possesses is the nsrdb. The signals in nsrdb
were recorded from healthy individuals who did not exhibit any kind of cardiac arrhythmia.
Table 4.4 was useful for the determination of appropriate threshold levels. It became
obvious that Tgs was a more powerful threshold than Tsep, since lowering Tg, at any level of
Tsep drastically reduces the number of results (the converse does not always hold). Requiring
that more models agree on a transition point is more restrictive than requiring a perfect
separation of prediction values.
In contrast to nsrdb, the other databases combined had 24 results supported by at least
6 models - in some cases, even by three times as many. Each model is trained on different
data, and yet when applied on these 24 segments they produce predictions that follow a
similar behavior and agree on a single transition point that bisects the prediction values.
Although these results need further verification in larger data sets, it is probably reasonable
to consider that these results are not random.
5.2 Interpreting the Results
5.2.1 Results across VTA Subtypes
Given that the results are so promising, the next consideration may be the importance of
the other factors in the experiment. One variable definitely worth investigating is the VTA
subtype. Until now, segments preceding different VTA subtypes were treated equally. It is
easy to verify if results across the subtypes are indeed similar.
Table 5.1 has the ratios of each VTA subtype in three settings: 'Dataset,' 'Results,' and
'Top4 Majority.' 'Results' refers to the segments in Table 4.6, and 'Top4 Majority' is the
subset characterized by a group containing 3 to 4 models of the Top4 set (223.5, 200.7,
233.3, and 215.2).
Table 5.1: VTA Subtype Composition
Subtype Dataset Results Top4 Majority
VT .557 .391 .400
VFL .114 .174 .067
VF .329 .435 .533
Although the statistical significance was not estimated, there seems to be an increase
in the ratio of VF relative to the other two subtypes. It is interesting to note that the
VF ratio increases even in the 'Top4 Majority' category, despite the fact that all models in
Top4 were trained from segments preceding VT.
It is worth remembering that the databases also have very heterogenous VTA subtype
composition (Table 3.2). So the same trend is observed when the ratios of databases are
compared in Table 5.2:
Table 5.2: Database Composition
Database Dataset Results Top4 Majority
mitdb .291 .261 .267
cudb .304 .391 .466
vfdb .405 .348 .267
mitdb stays fairly constant, whereas the ratio of cudb segments increase at the expense
of vfdb. Since cudb segments almost entirely precede VF while vfdb contains mostly VT,
Table 5.2 is consistent with Table 5.1. Because of this, it is not clear which of the two
factors (VTA subtype or database of origin) is shifting the ratios.
5.2.2 Results across Databases
An obvious imbalance in database ratios can be observed in the best performing models.
All top 5 models come from mitdb. The top quartile, which has 10 or more significant
predictions, have 8 mitdb models and only 2 cudb models. Table 5.3 compares the ratios in
the original model mixture and the best performing subset.
Table 5.3: Model Composition
Database Models Top Quartile
mitdb .489 .800
cudb .511 .200
Once again, since the significance of these differences in ratio was not demonstrated, it
is important not to over-interpret these results. The most probable reasons could be: the
superior quality of the mitdb signals, and the shorter duration of the cudb signals.
Better quality data produce better models. The quality of the mitdb signals can be
visually inspected in the ECG plots, and the annotations also provide more information
about the noise. When the prediction plots of mitdb segments are compared to those from
vfdb (Figures B-1 and B-2), the differences are obvious. Despite this advantage, however,
there are only six successful predictions for mitdb compared to nine for cudb. This difference
could be due to the second reason.
The average cudb segment has 349 seconds of duration, while the other databases have
averages at least 140 seconds longer (Table 3.2). It could be the case that the TSST
behavior is more likely to be observed in the 300 seconds prior to the VTA, while the earlier
behavior is more erratic. It could also be that the TSST behavior is simply coincidental,
and the probability of producing it in shorter signals is higher. Either way, the hypothesis
that significant results are more likely in shorter segments can be tested by repeating the
experiment with a lower cut-off threshold for the segment length (perhaps 400 seconds
instead of the current 800 seconds).
5.2.3 Results across Roles
Segments from mitdb and cudb were used both for training and testing, so it is interesting
to compare how each segment performs across these two roles. Comparing Tables 4.5 and
4.6, we can observe that almost all of the mitdb+cudb test segments in 4.6 also figure as
models in 4.5. The only exceptions are cul6. 1 and cu28.1, the latter being the only segment
with two possible transition points.
Going the other direction, the surprise is that many segments generating the best models
did not yield significant results as test segments. 233.3, 215.2, cu24.1, 233.2, 223.1, and
217.1 are all in the top quartile and have 10 or more successful predictions, and yet none
appears in the other table. Part of the reason is probably due to the factors discussed in
the previous subsection. The reason is likely different for each case, and therefore can only
be understood by carefully analysing every segment and its corresponding model.
5.2.4 Results within Records
There seems to be little correlation between segments from the same database record.
Among the significant results, only test segments 223.1 and 223.5 come from the same
record. In fact, 223.5 is the top performing model, and predicts the transition point in
223.1 (Table A.2). The converse is not true: 223.1 is not listed in the predictive group for
the later segment. No other examples of successful intra-record prediction can be found in
the results.
5.3 Interpreting the Plots
A quick glance across the plots in the Appendix (Figures B-1 through B-4) reveals a variety
of shapes and trends. Yet there is an interesting similarity shared by almost all plots, with
the exception of 418.1, 610.1 and 615.5.
In most plots, a sharp drop occurs sometime between -50 and -300 seconds (centered
around -200 seconds). The overall shape and timing of the drop are strikingly similar across
the plots. There are additional peculiarities to this drop:
* it is in many cases preceded by a sharp peak;
* there may be other drops preceding it, but they are shallower and the previous level
is quickly recovered;
* the behavior between the drop and the VTA is heterogeneous. Some keep descending,
others keep a constant level, and a few seem to start a recovery.
The real significance of the drop can perhaps be assessed by a close examination of the
ECG signals by a specialist. Until then it may be considered only coincidental, but it is
nonetheless an intriguing occurrence worth further investigation.
Chapter 6
Conclusion
The goal of this work was to initiate a search for ECG patterns that signal a future episode
of VTA. A very simple hypothesis (TSST) about the pattern's desired temporal behavior
was tested. Patterns with behavior consistent with TSST were discovered in a significant
subset (roughly 29%) of the test segments, while having zero false positives (i.e., occurrences
in the control set nsrdb). The prediction plots also reveal a possibly interesting behavior
recurring between 300 and 50 seconds prior to the VTA episode.
The patterns discovered by the models may or may not be significant. All that can
be stated at this point is that their behavior in the last few minutes prior to a VTA and
across a limited dataset satisfied the conditions imposed by the experiment. Despite all
of the consistency in the results, there is nothing guaranteeing their significance, and this
is probably a major weakness for this kind of analysis. Only two things can be done to
validate the results: repeat the experiment on more data, and perhaps have a specialist
visually inspect the ECG signals to find the patterns.
All of the components chosen for the numerical analysis are simple, which helps make the
experiment easily reproducible and modifiable. Future experiments can use the Physionet
data for validation against this work. There are also several recommendations for future
work. Starting from the simplest, they are the following:
* Repeat the experiment with lower cut-off threshold for segment length to test hypoth-
esis stated in Section 5.2.2.
* Repeat the experiment with a better power spectrum density estimator in order to
avoid having to smooth the predictions.
* Examine the ECG signals and attempt to visually identify the patterns discovered by
the models.
* As more ECG data becomes available, test more complex temporal hypotheses and
inspect longer time periods.
* Develop a theory to assign statistical significance to the experiment results.
Hopefully this work has demonstrated that this procedure is capable of revealing relevant
patterns in the ECG signals, and can be a motivation for people to continue the search.
This is an important problem, and there is hope that a VTA predictor will be discovered
as the search progresses.
Appendix A
Tables
Table A.1: Segments
Name
200.2
200.3
200.7
203.13
203.18
205.1
205.3
205.4
207.8
210.1
210.2
213.1
214.1
214.2
215.2
217.1
221.1
223.1
223.3
223.5
233.2
233.3
233.6
cu01.1
cu02.3
cu03.1
cu05.1
cu09.1
culO.1
cull.1
cu12.1
cu13.1
cu15.1
cu16.1
cu17.1
cu18.1
cu19.1
cu20.1
cu22.1
cu23.1
cu24.1
LengthLength
424
306
354
228
226
294
616
526
796
396
640
796
332
488
796
426
780
574
258
354
554
754
380
210
272
456
354
234
312
366
256
412
400
250
378
330
404
240
334
330
352
TypeType
VT
VT
VT
VT
VT
VT
VT
VT
VFL
VT
VT
VT
VT
VT
VT
VT
VT
VT
VT
VT
VT
VT
VT
VF
VT
VF
VF
VF
VF
VF
VF
VF
VF
VF
VF
VF
VF
VF
VF
VF
VF
Name
cu25.1
cu28.1
cu31.1
cu32.1
cu33.1
cu34.2
418.1
419.28
419.29
419.3
419.31
419.32
420.1
421.1
422.1
423.1
424.1
425.1
426.1
426.2
426.3
427.1
428.1
429.1
429.2
430.1
602.1
602.2
605.1
607.2
609.1
610.1
611.1
612.1
614.1
615.1
615.4
615.5
16265.1
16265.2
16265.3
416
492
490
438
400
252
394
358
264
420
272
246
796
796
796
796
796
796
640
204
222
644
796
398
796
202
480
656
796
796
796
796
796
796
796
322
486
796
196
582
588
Type
VF
VF
VF
VF
VF
VF
VFL
VFL
VFL
VFL
VFL
VFL
VT
VT
VT
VT
VF
VT
VF
VF
VT
VT
VT
VT
VFL
VT
VT
VT
VT
VT
VFL
VT
VT
VT
VT
VT
VT
VT
N
N
N
Name
16265.4
16265.5
16265.6
16265.7
16265.8
16265.9
16265.1
16265.11
16265.12
16265.13
16265.14
16265.15
16272.1
16272.2
16272.3
16272.4
16272.5
16272.6
16272.7
16272.8
16272.9
16272.1
16272.11
16272.12
16272.13
16272.14
16272.15
16273.1
16273.2
16273.3
16273.4
16273.5
16273.6
16273.7
16273.8
16273.9
16273.1
16273.11
16273.12
16273.13
16273.14
16273.15
Length
512
332
534
592
700
636
290
630
438
352
428
200
634
794
536
430
360
734
458
484
202
664
580
204
694
442
584
564
536
656
244
650
330
230
610
654
734
422
598
430
738
416
Table A.2: Groups (Tsep = 0.95, T9 8 = 6)
Group
203.13
210.2
223.1
223.5
207.8
200.7
cu09.1
cul2.1
cul6.1
cu17.1
cu20.1
cu25.1
cu28.1
cu28.1
cu34.2
cu31.1
419.28
426.2
427.1
610.1
615.5
418.1
605.1
609.1
Test Tsep
1
1
0.99
0.97
1
1
1
1
1
1
1
1
1
0.99
1
1
1
1
1
0.99
0.98
0.98
TP
-136
-101
-467
-148
-143
-216
-168
-220
-75
-153
-93
-328
-313
-262
-217
-30
-315
-52
-44
-641
-647
-361
-31
-30
cul2.1 cul5.1 cul7.1
223.3 223.5 233.3 cu19.1 cu24.1
200.7 203.18 207.8 214.1 215.2 217.1 223.5
cul9.1 cu24.1 cu31.1 cu34.2
203.13 210.2 215.2 223.5 233.3 cu25.1
cu05.1 cul3.1 cul8.1 cu22.1 cu33.1
214.2 221.1 233.6 culO.1 cu18.1 cu22.1 cu33.1
233.3 cuOl.1 cu24.1
203.13 214.1 223.5 233.3
Group
223.5
200.7
cu23.1
217.1
200.3
233.2
200.7
210.1
210.1
200.7 203.13 215.2 223.5 233.2 233.3 cu01.1 cu24.1
200.3 200.7 203.13 203.18 210.2 214.1 215.2 223.1
223.5 233.3 233.6 cul2.1 cul9.1 cu24.1 cu32.1 cu34.2
200.7 203.13 214.1 217.1 223.5 233.2 233.3 cu24.1
200.7 203.13 217.1 223.5 233.2 233.3 cul9.1 cu24.1
203.13 223.5 233.3 cul2.1 cu17.1 cu24.1 cu25.1
200.7 203.13 223.5 cuOl.1 cu24.1 cu34.2
200.3 200.7 203.13 207.8 214.1 215.2 217.1 223.1
223.5 233.2 233.3 cu02.3 cu09.1 cul9.1 cu20.1 cu24.1
cu32.1 cu34.2
200.3 200.7 203.13 210.2 215.2 217.1 223.1 223.5
233.2 233.3 cuOl.1 cu09.1 cul2.1 cu15.1 cu17.1 cul9.1
cu20.1 cu24.1 cu31.1 cu34.2
207.8 215.2 cu02.3 cu03.1 cu05.1 cu34.2
200.7 210.2 215.2 223.5 233.3 cul2.1
200.7 203.13 215.2 223.1 223.5 233.3 cu03.1 cu09.1
cu32.1 cu34.2
200.7 203.13 207.8 210.2 214.1 215.2 223.1 223.5
233.2 233.3 cuOl.1 cu09.1 cu12.1 cul9.1 cu20.1 cu24.1
cu32.1 cu34.2
200.3 210.2 214.1 217.1 223.1 233.3 cuOl.1 cul9.1
cu24.1 cu25.1 cu32.1
200.7 203.13 207.8 215.2 223.5 233.2 cul2.1 cu34.2
200.3 200.7 207.8 215.2 217.1 223.1 cu34.2
200.3 200.7 203.13 210.2 214.1 215.2 217.1 223.1
223.5 233.2 233.3 cu01.1 cull.1 cul2.1 cul7.1 cu20.1
cu24.1 cu25.1 cu32.1
200.3 215.2 223.1 233.2 cu31.1 cu32.1
200.3 200.7 203.13 210.2 214.1 215.2 217.1 223.1
L
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Figure B-l: Top Left to Bottom Right: 200.7, 203.13, 207.8, 210.2, 223.1, 223.5
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Figure B-2: Top Left to Bottom Right: 418.1, 419.28, 426.2, 427.1, 605.1, 609.1
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Figure B-3: Top Left to Bottom Right: 610.1, 615.5, cu09.1, cul2.1, cu16.1, cu17.1
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Figure B-4: Top Left to Bottom Right: cu20.1, cu25.1, cu28.1-1, cu28.1-2, cu31.1, cu34.2
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