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                      PREFACE 
   Advances in various fields of molecular spectroscopies are remarkable in recent 
years and they have clarified  fine details of excited and ionized states in wide energy 
regions of various molecules. In addition to the determinations and assignments of the 
electronic states, they have been applied to predict or to design new chemical reactions 
which utilize the characteristic properties of the excited and ionized states. The time 
resolved technique has made it possible to directly observe the transient species of the 
chemical reactions and has opened new fields. According to these developments of 
precise and fine experimental techniques, accurate theoretical informations, as 
represented by the ab initio potential energy surfaces and dynamical calculations 
including excited states, have become considerably important for the analyses of these 
experiments and for the designs of new experimental systems. 
   The quantum chemistry has also developedso much in recent years and has 
become to be able to deal with large molecular systems and to provide highly accurate 
results. It has been considerably applied to clarify the electronic structures of 
molecules and to elucidate the mechanism of the chemical reactions. These extensive 
applications may be attributed to the developments of both the theoretical 
methodologies and computational facilities. Attempt o obtain quantitative r sults with 
accurate description of electron correlations has been one of the major subjects in 
quantum chemistry. Various kinds of refined methods have been proposed and applied 
to the molecular spectroscopies, however, the method which is applicable to open shell 
systems and to large number of solutions eems to have been limited. The difficulties 
exist in the electronic structure of open-shell system itself and the theoretical treatment 
of the open-shell model. 
   The SAC/SAC-CI method developed by H. Nakatsuji n 1978, which has been 
used in this thesis, is based on the cluster expansion theory and describes electron 
correlation accurately and effectively. The method is applicable to open-shell systems, 
to large number of states, and to the systems with different number of electrons. The 
theory and the program systems of the method have been established before the author 
started the present works. The extension of the method to quasi-degenerate case has 
also been already accomplished as the EGCI and MEG4/MEG4-CI methods. The 
author has extended these methods to high-spin multiplicity. He has also performed 
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highly accurate calculations on the excited and ionized states of transition metal 
complexes and chemical reaction of weak interacting systems in optical field. 
   In part I, the methods, which are accurate and efficient for calculating the high-
spin states of molecules, are investigated. Firstly, the  SAC-CI(symmetry adapted 
cluster-configuration interaction) method is extended to high-spin multiplicity in 
chapter 1. The method is originally formulated for arbitrary spin multiplicity, 
however, its implementation has been limited up to triplet so far. The program is 
extended to high-spin multiplicities from quartet to septet and the SAC-CI(SD-R, DT-
R, TQ-R) method is applied to several high-spin states of the N2, N2+, OH, m-PBM 
molecules at their equilibrium geometries of the ground states. The results show good 
agreements with those of the full-CI reference calculations. 
   The SAC-CI(SD-R) method has been successfully applied to the calculations of 
hyperfine splitting constants (hfsc's) of various doublet radicals. In chapter 2, the 
accuracy and usefulness of the SAC-CI method for calculating the hfsc's are examined. 
Two kinds of the SAC-CI expansion are performed: SAC-CI(SD-R, DT-R) method, in 
which lower-order excitation operators are included in R operators and SAC-
CI(general-R) method, in which higher-order ones are also included. The hfsc's for 
the doublet, triplet, and quartet states of small radicals are calculated by the SAC-CI 
method and the results are compared with the full-CI ones. Another topic in this study 
is to propose a configuration selection method in which both energy and hfsc are used 
as criteria. The method, which is applicable to ordinal CI method, is shown to be 
effective for accurate calculation of the hfsc's especially for large systems and high-
spin systems, where large number of CFS's are required. 
   High-spin molecules often have quasi-degenerate characters with various spin 
multiplet states owing to their highly-degenerate open-shell structure. In chapter 3, 
theoretical method for investigating the energetics and the properties of these quasi-
degenerate, high-spin states is developed. The Mg, operator, which is suitable for 
describing the quasi-degenerate system, is adopted and the EGCI method is adopted 
among the several methodologies because of its conceptual and computational 
simplicity. The method is applied to large numbers of the quasi-degenerate high-spin 
states such as potential curves of C2 and C2+, quasi-degenerate states of N2 and N2+,
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and low-lying states of m-PBM. The accuracy of the EGCI wave function is also 
examined in terms of the hfsc's of  C2+ and the spin density distributions of m-PBM. 
   In part H, the electronic structures of the excited and ionized statesof titanium 
tetraharides are studied theoretically by the SAC/SAC-CI method. The electronic 
spectra of these metal complexes are complicated because (1) five valence shells lie in 
very narrow energy region and (2) spin-orbit interactions of the ligands are strong. 
In chapter 4, TiC14 is investigated in terms of the excitation spectrum both in UV and 
VUV regions and ionization spectrum both in outer and inner valence regions. The 
parallel calculation using MRD-CI method is also performed and the results show 
essentially consistent assignments of the spectrum. 
   The excitation and ionization spectra of TiX4 (X=Br, I) are studied by the 
SAC/SAC-CI method in chapter 5. The valence excited states and the ionized states in 
the outer valence region of these molecules are investigated and the assignments of the 
spectra are systematically performed in comparison with the study on TiC14. The 
inclusion of the spin-orbit interaction of the ligands is shown to be very important for 
the assignments or interpretations of the spectra. 
   In part III, collision induced absorption process of Cs-Rg (Rg= Ne, Ar, Kr, and 
Xe) system is investigated. Dipole forbidden transitions of alkali or alkali-earth atoms 
are transformed into dipole allowed ones when perturbed by rare gas atoms. This 
phenomenon so-called collision induced absorption process has important meaning 
because it is a basic and primary example of the advanced photo-assisted chemical 
reactions. In chapter 6, collision induced absorption spectra of the CsXe system 
associated to dipole-forbidden 5D and 7S line of the Cs atom are investigated by ab-
initio potential curves and induced dipole moments. The weak open-shell vdw 
interaction between Cs and Xe is accurately described by the SAC-CI method and 
therefore, the calculated induced absorption spectra reproduce well the experimental 
spectra. However, the quality of basis sets is not satisfactory for getting the proper 
ordering between 5D and 7S level of the Cs atom in this calculations. 
   In chapter 7, we overcome this problem with refined basis sets and then 
investigate this phenomenon systematically with the perturber substituted by other rare 
gas atoms. The potential energy curves which correlate to 6S, 6P, 5D, and 7S states of 
the Cs atom and the oscillator strengths of corresponding electronic transitions are 
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calculated. Experimental spectra show systematic changes of the peaks and absorption 
intensities as the rare gas atoms are substituted. The origins of these systematical 
changes of the spectra are discussed in detail. The results of the calculated shift values 
and intensities show good agreements with the experimental data. The broadening of 
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 SAC-CI method applied to high-spin multiplicity
ABSTRACT 
The SAC-CI(symmetry adapted cluster-configuration interaction) method is extended 
to high-spin multiplicity and applied to the quartet, quintet, sextet, and septet states of 
N2, N2+, OH, and m-phenylenebis(methylene) (m-PBM) molecules. The results show 
good agreements with those of the full-CI reference calculations, though the 
dimensions of the calculations are much smaller than those of the full-CI method. The 
smallness of the calculational efforts and the excellent agreement with the full-CI 
results assure that the SAC-CI method is useful and accurate not only for singlet, 




   High-spin states sometimes occur for molecules with degenerate or near-
degenerate orbital structures. Some transition metal complexes and clusters have high-
spin states in their ground and excited states. For linear molecules, high-spin states 
often play a significant role in predissociation and recombination processes.1-5 For 
example,  15Eg+ state of N2 is known to be responsible for the predissociation of ailIg 
and B311g states and for the recombination of the two N(4S) atoms.2 The 
predissociation observed for the A2E+(v=2) state of OH radical is attributed to the 
existence of the repulsive l4E- state.3-5 Other interesting examples of high-spin states 
are organic ferromagnetic molecules:6-14 several organic rt-conjugated molecules 
composed of methylene and phenylene fragments how ferromagnetism in their 
ground state due to "topological degeneracy": Molecules of high-spin ground states up 
to tridecet (S=6) state have been synthesized.11 For some ferromagnetic molecules, 
several different spin states lie closely together,12 so that accurate theoretical 
information on the relative stability is very important for definite identifications. 
However, these molecules are sometimes o large that the calculations including spin 
and electron correlations with large basis sets are difficult. In this sense, we need a 
theory which is useful and yet accurate for all the low- and high-spin multiplicities. 
   The SAC(symmetry adapted cluster)/SAC-CI theories are based on the cluster 
expansion method and are designed to describe lectron correlations efficiently.'5-18 
The method has been applied successfully to various systems of excited, ionized, and 
electron attached states and has been confirmed to be simple and accurate nough to be 
useful.18 The SAC-CI theory was originally formulated for arbitrary spin 
multiplicity,16 though the implementation has been limited so far up to triplet-spin 
multiplicity.19 The method has been extended to arbitrary multi-reference ases.20,21 
In the present article, we apply the SAC-CI method to the calculations of several high-
spin multiplet states, namely, quartet, quintet, sextet, and septet states. Benchmark 
calculations have been performed for the high-spin states of N2, N2+, OH, and m-
phenylenebis(methylene) molecules. The accuracy of the SAC-CI results is examined 
by comparing with the full-CI results.
II. METHOD AND CALCULATIONS
4-
                                                 Chapter 1 
   The SAC wave function is expressed  as15 
WgsAC= Q exp(E CI Sit)10> 
where 10> is a single determinant (usually Hartree-Fock), Sit a symmetry adapted 
excitation operator, and Q a symmetry projector. The SAC-CI wave function is 
constructed by applying the reaction operator 92 to the SAC wave function as16
TesACCI = 9Z qJgsAC 
where the excitator 91 generates excited, ionized, and electron-attached states. The 
excitator 92 is expanded by a linear combination of the excitation operators as 
92 = dKP RKt 
K 
where P is the projector that projects out the space of the SAC wave function, and RKt 
is the excitation, ionization, or electron attachment operator.16 In the present SAC-CI 
method for high-spin multiplicity, the RKt operator is defined to generate the 
corresponding high-spin multiplicity. 
   In the program SAC85,19 the RKt operators represent single and double 
excitations. Recently, we reported that the inclusion of higher excitation operators i  
effective for improving the accuracy for multiple-electron excitation processes.22 In
the present calculation, we follow the spirit of the program SAC85: we include two-
and three-electron excitation operators, R(2) and R(3), for RKt of the quartet and 
quintet states. Namely, as shown in Table I, the symmetry adapted 2h-1 p, 3h-2p and 
2h-2p, 3h-3p operators are included for quartet and quintet states, respectively. 
Three- and four-electron excitation operators, R(3) and R(4), are used for sextet and 
septet states. We include all independent spin-functions, except for the case stated 
later. The explicit forms of these linked operators are given in Table I. For the 
unlinked operators, we include the products of the double excitation operators Sit of 
ly
gsAC and the lower-excitation operators of RKt, which are R(2) for quartet and 
quintet states and R(3) for sextet and septet states; for quartet, for example, {S1aSjb X 
RkIC) operators are included, but (SiaSjbX Rklmcd) operators are not included except
-5-
Chapter  1
for the calculations of the quartet states of OH radical. The unlinked operators 
included in the present calculation are also summarized in Table I. 
   The present method is applied to the several ower statesof the singlet to septet 
states of N2,  N2+, OH, and m-phenylenebis(methylene) (m-PBM) molecules. The 
intemuclear distances of N2 and N2+ are taken to be 1.09768A for all the states, which 
is the equilibrium distance of the ground state of the N2 molecule. The OH distance of 
0.96966A, which is again the equilibrium distance for the ground state, is used for all 
the states of OH. The molecular structure of m-PBM is depicted in Fig. 1. The 
phenylene and methylene geometries are borrowed from those of the free benzene and 
methylene: the C-C and C-H lengths in benzene ring are set to 1.397A and 1.084A, 
respectively, and the C-C-H angle and the C-H length of methylene group are 140° and 
1.08A, respectively. The basis set of N is the [4s2p] set of Huzinaga and Dunning23 
plus Rydberg s function with s=0.028. The basis set for OH is the [4s2p/2s] set.23 
For m-PBM molecule, the STO-6G basis is used. The resultant SCF dimensions are 
22, 12, and 46 for N2, OH, and m-PBM, respectively. 
   The SAC/SAC-CI calculations areperformed without configuration selection. 
The high-spin calculations are carried out by modifying the SAC85 program.19 The 
RHF MOs are calculated by the program HONDO724 and are used as the reference 
orbitals. The full-CI calculations are performed for examining the accuracy of the 
present method. In order to keep the size of the full-CI calculation to be practical, the 
active space is limited to be very small: five occupied and five unoccupied MOs are 
adopted for N2; (2sag)2(2sau)2(piLu)4(pag)2(Rydberg s, ag)(Rydberg s, 
au)(p1tg)(pau), and four occupied and seven unoccupied MOs for m-PBM. For OH 
radical, all 12MOs are included in the active space. The full-CI calculation of OH 
radical is performed by using the slater-determinant-based algorithm of Knowles et 
al.25 coded by Momose.26 Other full-CI calculations are done using the program 
HONDO7.24
III. RESULTS 
A. N2 and N2+ 
   First, we investigate the accuracy of the present method for N2 and N2+. They 
have a number of excited states of various spin-multiplicity. The valence MO of N2 is
6
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TABLE I. Linked and unlinked o rators included in the resent calculation.
Spin 
multi licit

















R(3) _ SiaRjkb 
R(3) = SiaRjkbc 






a The operator Sia denotes singlet-type single excitation operator; 
Sia = (aaataia +aotaij)/l2 
b Values in parentheses denote xcitation levels relative to the closed-shell 
 Hartree-Fock configuration. 






 (p(g)2(pICu)4(Png)(p(u) in its ground state. Six or five electrons distribute among 
these orbitals, and therefore high-spin states up to septet state exist for N2 and those up 
to sextet state for N2+. Some of these high-spin states are important in the 
predissociation a d recombination processes. Potential curves of these high-spin states 
cross those of the low-spin states and lead to predissociations. For example, 15Eg+ 
state is a predissociation path of alrIg and B31-1g states, and 17Eu+ state dissociates into 
N(4S0) + N(4S0) which is the same atomic limit as the X1Eg+ state. 
   We carry out full-CI and SAC/SAC-CI calculations of N2 and N2+ at the 
equilibrium geometry (R=1.09768A) of the ground state of N2. The results are 
summarized in Tables II and III, which show the leading configurations, total energies, 
and the size of calculations. 'Excitation level' denotes the number of electrons 
involved in the excitation from the HF closed-shell configuration. The present choice 
of the linked operators corresponds to that of the SAC-CI (SD) method22, and 
therefore the present calculations give reliable energies for the states whose main 
configurations are generated by the lower-level excitation operators of the linked 
term; i.e., single excitations for the states up to triplet-spin multiplicity, double 
excitations for quartet and quintet states, and triple excitations for sextet and septet 
states. Tables II and III include only such states. In order to describe the states 
generated by many-electron processes, higher multiple-excitation operators hould be 
included in the RKt operators.22 
   The results for the ground and low-lying excited states of low-spin multiplet 
states of N2 and N2+ molecules, namely singlet, doublet(ionized), and triplet states are 
summarized in Table II: the SAC-CI and full-CI results are compared to each other. 
Three singlet and doublet states and five triplet states are calculated. The SAC-CI 
method reproduces the correct ordering of these states calculated by the full-CI 
method. The deviations of the SAC-CI results from the full-CI ones are within 7.5 
mhartree in the total energy and within 0.15 eV in the excitation energy. The average 
discrepancies in the total energy and the excitation energy are 3.92 mhartree and 0.08 
eV, respectively. The sizes of the SAC-CI calculation are quite small, less than 100, 
and two orders of magnitude smaller than the full-CI ones. Thus, the SAC-CI method 
is very effective for these low-spin states, as already confirmed by many 
calculations. 16,18,27 
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TABLE II.  Full-CI and SAC-CI results for singlet, doublet, and triplet states of N2 and N2+.
State Exitation 
 level
Main configuration SAC-CI Full-CI











X1Eg+ 0 0.97(22222) 
a11Ig 1 0.95(222211) 





























Doublet states (Ionized) 
X2Eg+ 1 0.95(22221) 
A2IIu 1 0.97(22122) 
































A3Eu+ 1 0.70(221221)+0.70(2221201) 
B3IIg 1 0.96(222211) 
W3Au 1 0.70(222121)-0.70(2212201) 
C3 Hu 1 0.93(2122201) 

















































a The MO ordering is (ag)(au)(px7tu)(pyrtu)(pag)(px'ng)(pyrtg)(pau)(Rydberg s,ag)(Rydberg s,a. ) 
b Deviation from the full-CI results (in mhartree). 
c Deviation from the full-CI results (in eV). 
d Reference 28-30 
e Reference 31 




TABLE III.  Full-CI and SAC-CI results for uartet, uintet, sextet, and septet states of N2 and N2+.
State Excitation 
     level
Main configurationa SAC-CI Full-CI
Size Ener Size Ener
Difference 
(mhartree)
Quartet states (Ion)b 
14Eu+ 2 0.68(222110001)+0.68(22121001) 
140u 2 0.68(22211001)+0.68(221210001) 
14I1u 2 0.96(212210001) 
14Eu 2 0.68(22211001)-0.68(221210001) 
1411g 2 0.98(221120001) 
14Eg+ 2 0.66(21122001)+0.66(212120001) 
14Ag 2 0.66(21122001)-0.66(212120001) 












































1511u 2 0.98(221210011) 
15Eg+ 2 1.00(221120011) 
15Eu- 2 0.98(212210011) 
1511g 2 0.95(212120011) 
15Eu+ 2 0.68(22121101)+0.68(222111001) 
25Eg+ 2 0.65(222110101)+0.65(22121011) 
15eu 2 0.68(22211101)+0.68(221211001) 
251-1u 2 0.96(212211001) 
15ig 2 0.65(222110101)-0.65(22121011) 
2511g 2 0.90(221121001)-0.38(21221011) 
Average discrepancy
Sextet states (IOn)d 
16IIg 3 0.99(212110011) 
16Eg+ 3 0.97(221110011) 










































































a The MO ordering is (ag)(au)(pxnu)(Pynu)(Pag)(Rydberg s,ag)(Rydberg s,au)(Pxrcg)(pyng)(pau). b 
Quartet states which dissociate to N(4S0) + N+(3P) and N(4S0) + N+(1D). 
c Quintet states which dissociate to N(4S0) + N(4S0), N(4S0) + N(2D0), and N(4S0) + N(2P0). d 
Sextet states which dissociate to N(450) + N+(3P). 





   The excitation energies for the low-spin states are also compared with the 
experimental v lues.28-31 Because of the insufficiency in the basis set and the active 
space, the present results do not necessarily reproduce the experimental values. 
However, the ordering of the excited states is properly reproduced except for the 
A3Eu+ state and the excitation characters are the same as those reported in the 
previous calculations u ing extend basis set.30 The deviations from the experimental 
values are to within 0.3 eV. Further, the ionization potentials are calculated as 15.63, 
17.55, and 19.09 eV for the X2Eg+, A2I1u, and B2Eu+ states, respectively, which are 
compared with the experimental v ues, 15.69, 16.98, and 18.78 eV, respectively.31 
   Next, we examine the results for the high-spin multiplicities.Eight quartet states 
of N2+ are calculated. These quartet states dissociate into N(4S0) + N+(3P) and N(4S0) 
+ N+(1D) in their atomic limits. 24IIu and 2411g states whose main configurations are 
described bythree-electron excitation operators are omitted. These ight quartet states 
exist in a narrow energy region (within 0.18 au.); nevertheless, the present SAC-CI 
calculation gives the same correct ordering as the full-CI one. The average deviations 
from the full-CI results are 3.46 mhartree for total energy and 0.06 eV for the 
ionization energy. These deviations are very small, though the dimensions of the 
SAC-CI calculations are only 85 — 89, very small in comparison with the full-CI ones, 
2400 — 2500. This shows the efficiency of the SAC-CI method for the quartet states. 
Among these states, ome quartet states are lower than the shake-up states like C2Eu+ 
and D21Ig states. 
   We calculate ten quintet spin states and they dissociate into N(4S0) + N(4S0), 
NOV) + N(2D0), and N(4S0) + N(2P0) in the atomic limits. These high-spin states of 
N2 molecule lie in a higher-energy region than the first ionized state (X2Eg+): a
reason is that he present calculation gives the vertical excitation energy. The lowest 
four states, 15I1u to l5flg, have valence xcitation ature, while the following six 
states have the Rydberg components atthe present geometry. Again the SAC-CI 
calculation gives a correct ordering for all of these ten quintet states. The average 
discrepancy of the SAC-CI results from the full-CI ones is only 2.27 mhartree, though 




   Next, three states of the sextet spin multiplicity are calculated: they dissociate into 
 N(4S0) + N+(3P). The errors for these sextet states are within 0.4 mhartree and the 
average error is only 0.19 mhartree. Finally, only one septet state 171g+ is calculated. 
This state is described by a three-electron operator and has a Rydberg nature at this 
geometry. Since the excitation level increases as the spin multiplicity increases, the 
number of independent spin functions, and therefore the dimensions of the SAC-CI 
calculation, increase relative to that of the full-CI method: the ratio is - 0.04 for 
quartet and 0.28 for septet. However, when we introduce the configuration selection 
method32 or the method described below, we can much reduce the size of the SAC-CI 
calculation. 
   We thus conclude that the SAC-CI method gives accurate and efficient 
descriptions of not only the low-spin multiplicities, singlet, doublet, and triplet, but 
also the high-spin ones, quartet, quintet, sextet, and septet of the N2 and N2+ 
molecules.
B. OH radical 
   Next, we investigate the low-lying electronic states of the OH radical at the 
equilibrium geometry (R=0.96966 A) of the ground state. We summarize the result in 
Table IV. The ground state X211 and the first excited state A2E+ of OH are well 
described bythe one-electron excitation operators, so that hese states are properly 
described bythe present SAC-CI (SD) method. The errors of the SAC-CI results are 
within 2mhartree. The smallness of the SAC-CI calculation is remarkable: the SAC-
CI dimensions are only 44 and 77 in comparison with the full-CI dimensions of 98044 
and 97616, respectively. 
   Two quartet states, 14E- and 1411, exist in a low energy region and have the 
electronic configurations, (pa)2(plc)2(6*)1 and(pa)1(p7t)3(a*)1, respectively. The 
total energy ofthe 14E- state calculated by the SAC-CI method is somewhat worse (the 
error is 13.9 mhartree) than the preceding results. This SAC-CI calculation is the 
same as before and includes only S(2)Rija type unlinked operators a  hown in Table I. 
We denote this calculation as 'without H35' in Table IV. Examining the calculated 
result, we find that the 14E- state has some nature of three-electron excitation at this 
geometry. Therefore, we examine the effect of the unlinked terms of the form {SiaSjb 
                               - 12






Without H35b With H35b
Exptl. 
(eV)




Size Total energy (au) 
       (SC)
Excitation energy 
(Ad) (eV)













































a The MO ordering is (2s)(pa)(pxa)(py7<)(a*). 
b 1135 means the unlinked integrals of the form <01R(3)HS(2)R(3)10>. 
e Deviation from the full-CI results (in mhartree). 
d Deviation from the full-CI results (in eV). 




X  Rklmcd)  . For saving computer time, we include only such unlinked terms of the 
Rklmcd operators whose CI coefficients in the {RKtIO>) space is larger than 0.1. The 
result is given in the column under 'with H35': the deviation from the full-CI is 
reduced to 4.72 mhartree. We are sure that a better improvement will be obtained if 
we adopt the SAC-CI(R-general) method reported previously.22 
   The vertical excitation energy of the A2E+ state is calculated to be 4.22 eV, which 
is compared with the experimental term energy, 4.05 eV.33 Two quartet states are 
calculated at 8.23 and 11.38 eV, which are lower in energy than the first ionization 
potential, 12.9 eV, though they are unstable states. The deviations from the full-CI 
results in the excitation energy are within 0.08 eV.
C. m-Phenylenebis(methylene) (m-PBM) 
   Last, we investigate the ground state of m-phenylenebis(methylene) (m-PBM). 
This molecule is the smallest unit of a series of the organic high-spin molecules 
synthesized in Itoh's6-12 and Iwamura's13,14 laboratories. The ground state of m-
PBM is calculated to be 15A1 state, the same result as that obtained by Teki et al. using 
the Heizenberg Hamiltonian.9 The total energy of this 15A1 state is calculated by 
different methods and shown in Table V. The SD-CI calculation with the same 
excitation operators as in the SAC-CI calculation gives a deviation from the full-CI 
energy by 47.81 mhartree, very large. On the other hand, the SAC-CI result, denoted 
as 'full' in Table V, deviates only 6.73 mhartree. The 15A1 state of m-PBM is 
properly described by the two-electron excitation operators of the quintet spin 
multiplicity, so that the present SAC-CI calculation gives a good description. 
   Here, we consider a convenient method of reducing the number of linked 
operators in the SAC-CI calculation. The choice of the excitation operators described 
in section II has an advantage of giving a large configuration space including various 
kinds of excitation nature, and therefore, is suitable for solving many roots in a wide 
energy region. However, the calculation of high-spin multiplicity involves many 
independent spin functions, and therefore the resultant number of excitation operators 
becomes large. It is impossible to handle all triple- and quadruple-excitation operators 
when the active space is large. One possible method is to limit the excitation operators 
to those that interact with the leading configurations of the reference states, namely 






TABLE V. Full-CI and SAC-CI results of 15A1 state for m- henylenebis(methlene).
































a The MO ordering is (core)(a2)(bl)(a1)(b2)(a2)(b1)(b1)(a2)(b1)(a1)(a1). 
b With 2h-2p and 3h-3p configurations from closed-shell HF. 
C Reference configuration is (221111). 


















single- and double-excitation perators relative to the reference configurations within 
the symmetry-adapted 2p-2h and 3p-3h operators. This procedure is also performed 
automatically by the configuration selection method.32 However, this method makes it 
possible to omit the generation of a large number of unimportant excitation operators 
prior to the configuration selection step. 
   We test this procedure for the 15A1 state of m-PBM. First, we adopt only one 
main configuration of the 15A1 state as a reference (denoted as  SAC-CI (1-ref.)) The 
dimension is reduced to 122, in comparison with that of the SAC-CI (full) calculation, 
354. The energy error is 8.09 mhartree compared with 6.73 mhartree. Next we 
adopt four configurations given in Table V as reference configurations: this SAC-CI 
(4-ref.) calculation describes most of the electron correlations obtained by the SAC-CI 
(full) method. The energy error of the former is 6.79 mhartree in comparison with 
that of the latter 6.73 mhartree. The usefulness of this method would become more 
remarkable as the active space becomes larger.
IV. CONCLUSION 
   The SAC-CI method is extended to high-spin multiplicity and the calculation is 
carried out for the quartet, quintet, sextet, and septet states. The present results for 
the several high-spin states of N2, N2+, OH, and m-phenylenebis(methylene) (m-PBM) 
show good agreements with the full-CI results, though the calculational dimensions of 
the SAC-CI method are much smaller than those of the full-CI method. We have 
confirmed that the SAC-CI method is simple enough to be useful and accurate enough 
to be useful not only for the singlet, doublet, and triplet states,18 but also for the high-
spin quartet, quintet, sextet, and septet states. We have introduced a convenient 
procedure to omit the generation of a large number of unimportant excitation 
operators before the configuration selection step. This method is useful for high-spin 
states. 
   Higher multiple-electron processes sometimes become important for high-spin 
states of quasi-degenerate systems. We are now examining the EGCI and MR -SAC 
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Hyperfine splitting constants studied by the  SAC-CI method
ABSTRACT 
   The accuracy and usefulness of the SAC-CI (symmetry adapted cluster-
configuration interaction) method for calculating hyperfine splitting constants (hfsc's) 
are examined. Two kinds of the SAC-CI expansion are performed: SAC-CI(SD-R, 
DT-R) method, in which single and double(double and triple) excitation operators are 
included in Rt operators and SAC-CI(general-R) method, in which higher-order ones 
are also included. The hfsc's for the doublet, triplet, and quartet states of small 
radicals calculated by these two method compare very well with the full-CI results. A 
convenient configuration selection method, in which both energy and hfsc are used as 
criteria, is shown to be useful. This method, which is also applicable to ordinal CI 
method, is effective for accurate calculations of the hfsc's especially for large systems 




   The hyperfine splitting constant (hfsc) is an important quantity which gives the 
information of the unpaired electron spin distribution in molecule. It is 
experimentally observed by ESR and ENDOR techniques. For reliable description of 
this quantity by ab-initio method, the spin polarization and electron correlation effects 
and the cusp condition are necessarily included in the calculation.1-9 This indicates 
that the theoretical description of the hfsc's requires highly accurate and yet useful 
method of calculating correlated wavefunctions. 
   There are some  studies10-12 that report cancelation between incompleteness of the 
basis sets and neglect of the higher order terms gives accidental agreements of the 
calculated hfsc's with the experimental values. However, in the sense of general 
applications, it is important to establish the methods which describe the spin 
correlations and electron correlations in high accuracy and to discuss the 
improvements of the basis sets and the importance of cusp condition. 
   The SAC-CI(symmetry adapted cluster-configuration interaction) method13 has 
been successfully applied to the spectroscopy of excited and ionized states and also to 
the calculations of the hfsc's of various doublet radicals.3-9 The SAC-CI method, 
which properly includes both of the spin polarization and electron correlation 
corrections, gives reliable estimation of the hfsc's. The method, in which higher-
order correction terms are described by the unlinked terms, is computationally useful 
especially for large systems. The SAC-CI method is applicable to arbitrary spin 
multiplicity13 and its implementation tohigh-spin multiplicities of quartet up to septet 
states has been performed recently.14 The method would be effective for evaluating 
the hfsc's of high-spin systems, as well as lower-spin systems. The first purpose of 
this paper is to examine the accuracy and usefulness of the SAC-CI method for 
calculating the hfsc's by comparing with the full-CI method. The hfsc's for doublet, 
triplet, and quartet states of small radical species are examined by two types of the 
method reported elsewhere, ie. SAC-CI(SD-R, DT-R)13,14 and SAC-CI(general-R) 
method.15 The former method includes lower-order excitation operators in Rt 
operators, while the latter one includes higher-order operators as well. 
   Accurate calculations of the hfsc's including electron correlation often require 
large calculational dimensions for the following reasons. (1) Since the inner core 




polarization is extremely important for the hfsc's, the calculation should be performed 
with the active space including both core and valence MO's. (2) Extended basis set 
including flexible AO's is necessary for obtaining quantitative estimation. (3) The 
excitation configurations which are important for describing the hfsc's do not 
necessarily give a large energy contribution and therefore, the configuration selection 
using only energy threshold is dangerous for the calculation of the hfsc's. Another 
purpose of this paper is to propose a convenient configuration selection method which 
avoids discarding such important configurations and guarantees the calculational 
quality of the hfsc's.
II. METHOD 
   The  SAC-CI wavefunction is constructed by applying the reaction operator to the 
SAC wavefunction as13
TeSAC-CI = 91 TgSAC,(1) 
where the excitator 91 generates excited, ionized, or electron-attached states from the 
ground state. The excitator is expanded as
91= dK P RKt,(2) 
K where P is a projector which projects out the 'I'gSAC component, and RKt is an 
excitation, ionization, or electron attachment operators of the corresponding spin 
multiplicity. The 'I'gSAC usually represents totally symmetric singlet closed-shell 
system and therefore, the projector P is unnecessary for the WeSAC-CI of different 
spin multiplicity. 
   There xist two ways of expansion for RK t operators in the SAC-CI 
calculation.15 One choice is to limit RKt operators to the lower-order electron 
operators, such as single- and double-excitation operators for up to triplet 
multiplicities 13 and double- and triple-excitation operators for quartet and quintet 
multiplicities.14 The other is to include further the higher-order excitation operators 
for RKt operators.15 The former is designated as SAC-CI(SD-R or DT-R) and the 
latter as SAC-CI(general-R) method. The latter method is found to be effective for
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the quantitative description of the states characterized by multiple excitations. Explicit 
forms 13,14 of the excitation operators and the method15 of generating higher-order 
excitation operators are given elsewhere. 
   We examine two different configuration selection methods in the present 
calculations. First is the usual selection method16 based on the energy selection alone 
and second is the method proposed here for the calculation of the hfsc's. In the SAC-
CI(SD-R, DT-R) calculation for large systems, double-(triple-)excitation operators are 
usually selected according to their perturbation energy in the following way.16 Let 
 'Y(P) be a primary configuration and be expanded as
       (P). where$~is single-(double-)excitation perator and N is the number of solutions 
considered. Double-(Triple-)excitation configuration to be selected is denoted as Os 
and AE(sP) is defined as
AE(P) =
T~IH;)lz            II - H(5s) 
where 1t) _ ($sIHI0,P)), U1 _ (O;p1IHl0P)), and H13p1= ($sIHk$s). 
)excitation configurations are selected for those which satisfy
      (4) 
Double-(Triple-
AE(S) > A(5) 
with at least one of the configurations $;P). 
   The configurations which involve the excitations from the inner most core MO's, 
are very important for the description f the hfsc, though they usually give only a 
small energy contributions. In order not to discard such important configurations i  
the configuration selection step, the selection should be done on the basis of the 
contributions notonly to the energy but also to the hfsc. Such configuration selection 
is performed in the following manner. Again let 'P(P) be a primary configuration 
defined by eq. (3). Adopting the first order perturbation method, the coefficient csi of 
the double-(triple-)excitation configuration Os contributing to the reference function 
(0?) is written as
- 22 -
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 csi         nsi  
  - Hss) (6) 
On the other hand, the integral necessary for the hfsc is written as 
lim XkX1, 
r—>RA(7) 
where Xk is basis function used and this integral is stored beforehand in MO basis. 





   AVhfsc,A = I I liiii Dk1XkX1 I , 
k,1 r-,R„(9) 
respectively. Double-(Triple-)excitation configurations are selected for those which 
satisfy
AVhfsc,A ? Xhfsc(10) 
with at least one of the configurations Pip) and one of the nuclei A m molecule. The 
resultant selected configurations are the sum of those which satisfy eqs. (5) and (10).
III. CALCULATION 
   The present methods are applied to the calculation of the hfsc's of the doublet, 
triplet, and quartet states of small radicals, that is OH, CH2, BH2, CH3, and H2O+. 
The ground states of these radicals and low lying excited states of OH radicals are 
examined. The geometries of these radicals are due to experimental values; namely, 
ROH = 0.96966A17 for all the states of OH, RCH = 1.08A and OHCH = 134° for 3B 1 
state of CH2, RBH = 1.18A and OHBH = 131° for 2A1 state of BH2,18 RCH = 1.079A 
for 2A2" state of CH3,19 ROH = 0.999A and OHOH = 110.5° for 2B1 state of H2O+.20 
The basis sets are limited to double-zeta quality, [4s2p] set for B, C, and 0 atoms and 
[2s] set for H atom of Huzinaga nd Dunning,21 in order to keep the size of the full CI
23 -
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to be practical. The closed-shell RHF MOs of the ground states are calculated by the 
program  HONDO722 and are used as the reference orbitals. All MOs are included in 
the active space without frozen MOs. The SAC/SAC-CI calculations are performed by 
the modified version of the SAC85 program23 and the MEG4/EX-MEG4 program.24 
The full-CI calculations are carried out by using the slater-determinant-based 
algorithm of Knowles et al.25 coded by Dr. Momose.26 
   In the SAC-CI calculation, all single-and double-(double- and triple-)excitation 
operators are included without configuration selection both in the SD-R(DT-R) and 
general-R method. Higher-order terms in the general-R method are produced with 
reference functions whose SD-CI coefficients are larger than cref=0.1, which is slightly 
modified from the original scheme.15 Configuration selection using perturbation 
energy is performed for these higher-order terms due to eq. (5) with the threshold of 
ae=1.0X10-5. The primary configurations (0?)of the selection are adopted identical to
the reference functions. Since the higher-order excitation operators are included for 
the Rt operators in the general-R method, some of the excitation configurations are 
described by both linked and unlinked terms. In the present calculation, unlinked 
terms which give such identical excitations are neglected. 
   In the examination of the configuration selection methods, the threshold A.hfsc is 
set to 3G for all the nuclei.
IV. COMPARISON WITH FULL-CI CALCULATIONS 
   The doublet, triplet, and quartet states of the OH, CH2, BH2, CH3, and H2O+ 
radicals are investigated by the SAC-CI(SD-R, DT-R), SAC-CI(general-R), and full-CI 
methods in order to examine the accuracy and usefulness of the SAC-CI method. The 
CI calculation with the same variational space as {RtIO>} space of the SAC-CI method 
is also performed for comparison. The SAC-CI method is performed with systematic 
inclusion of the Rt operators; namely, SAC-CI(SDT-R) method includes up to triple-
excitation operators (denoted as N=1-3) and SAC-CI(SDTQ-R) method includes up to 
quadruple ones (denoted as N=1-4). The calculational dimensions are given in Table I . 
The total energies and the hfsc's calculated by these methods are summarized in Table 
II and III, respectively.
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TABLE I. Dimension of the CI, SAC-CI(SD-R, DT-R), SAC-CI(general-R) 
and  full-CI methods.


















































TABLE II. Total enemy of small radicals calculated b the SAC-CI(SD-R, DT-R),SAC-CI( eneral-R) and full-CI methods.'
Molecule State N=1,2 N=1-3 N=1-4 full CI
CI SAC-CUR-SDb CI SAC-CI(R-SDTb CI SAC-CI(R-SDTOb
OH X2II -75.41247 (82.16) -75.49296 (1.67) 
A2E+ -75.25840 (81.13) -75.33780 (1.73) 
14E- -75.15044 (41.62) -75.18734 (4.72) 
14II -75.03885 (37.72) -75.07738 (-0.81) 
CH2 3B1 -38.93627 (61.72) -38.99509 (2.90) 
BH2 2A1 -25.74720 (57.74) -25.80046 (4.48) 
CH3 2A2' -39.56705 (90.69) -39.65294 (4.80) 
H2O+ 2B1 -75.63716 (85.70) -75.72129 (1.57) 













































a Daviations from the full-CI values are given in the parenthesis (in mhamee). 
b For quartet states, SD-R, SDT-R and SDTQ-R methods correspond to DT-R, DTQ-R and DTQQ-R methods, respectively.
b 
N
TABLE  III. II ne splitting constants of small radicals calculated b the SAC-CI(SD-R, DT-R), SAC-CI eneral-R) and full-CI methods.'
Molecule RHF 
 Atom
N=1,2 N=1-3 N=1-4 full CI Exptl.





-5.28 (13.42) -12.23 (6.47) 


















O -161.47 -221.69 (-8.45) -214.78 (-1.54) -207.82 (5.42) 









































-89.38 -101.85 (6.61) -105.56 (-2.90) -110.72 (-2.26) 










92.57 (-10.33) 96.45 (-6.45) 
-13.36 (-4.45) -15.75 (-2.06)
130.30 (-1.05) 123.80 (-7.55) 





25.77 (-15.80) 28.69 (-12.88) 31.46 (-10.11) 


































































-15.20 (18.43) -20.09 (13.54) 



















a Daviations from the full-CI values are given in the parenthesis (in Gauss). 
b For quartet states, SD-R, SDT-R and SDTQ-R methods correspond to DT-R, DTQ-R and DTQQ-R methods, respectively. 
e Reference 26f Reference 28 
d MRD-CI calculation with extended basis sets; Reference 28 8 Reference 29 







A. OH radical 
   Two doublet  (X2II and A2E+) and two quartet (4E- and 411) states of the OH 
radical are investigated. The results of the total energies calculated by the SAC-
CI(SD-R, DT-R) were already discussed in the preceding paper.14 We note here that 
14E- state has some nature of triple-excitation and therefore, the unlinked terms of the 
form (SiaSjb X Rklmcd} are important for an appropriate description in the SAC-
CI(DT-R) method. On the other hand, the SAC-CI(SDT-R, DTQ-R) method gives 
accurate results of the total energies for all the states, though the calculated values 
slightly overshoot the full-CI ones: the average discrepancy is only 0.51 mhartree. 
The effects of the unlinked terms are estimated to be 11-16 mhartree in the SAC-
CI(SDT-R, DTQ-R) method. 
    The hfsc's of the ground and excited states of the OH radical are examined. In 
the present calculational condition, the full-CI method gives the hfsc's of the X2II state 
as -18.70G and -31.87G for the 0 and H atoms, respectively. Experimental value of 
-26.1G for the H atom is reported.26 The SD-CI calculation underestimates the hfsc's 
of this state as -5.28G (0) and -23.48G (H), while the SAC-CI(SD-R) method 
improves the values as -12.23G (0) and -25.61G (H), but the difference from the full-
CI values are still -6.47 and -6.26 gauss, respectively. Since the linked configurations 
of the SAC-CI(SD-R) method are identical with the CI configurations of the SD-CI, 
this improvement is purely attributed to the inclusion of the unlinked terms in the 
SAC-CI method. Similar improvements are also obtained for the hfsc's of the excited 
states: improvement is more remarkable for the hfsc's of the 0 atom than for those of 
the H atom. The SAC-CI(SDT-R) method, in which excitation operators up to triple-
ones are included in the Rt operators, gives more accurate values as -20.280 (0) and 
-31.72G (H) for the X211 state: the errors are only -1.58G and 0.150, respectively. 
Comparing the results of the CI method with those of the SAC-CI method, the effect 
of the higher order terms is recognized as to increase the spin density at nucleus 
especially of the radical center. 
   Two quartet states, 4E- and 411, have the electronic configurations of 
(pa)2(p702(a*)1 and (pa)1(plr)3(a*)1, respectively. Firstly, analysis of spin appearing 
mechanism for these states is performed: ie. decomposition to spin delocalization, spin 
polarization, and electron correlation effects. The RHF contributions which 
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correspond to the spin-delocalization es are calculated to  be  -35.55G (0) and 0.63G 
(H) for the 4E- state and -89.38G (0) and 83.13G (H) for the 411 state. Reflecting two 
and one unpaired spin in it orbitals of the 4E- and 4H states, respectively, total 
correlation contributions are large for these states; -42.6G (0) and 28.4G  (H) for the 
4E- state and -19.1G (0) and 31.75G (H) for the 411 state. The accuracy of the SAC-
CI(DT-R) method is excellent for the quartet states. The deviations from the full-CI 
results are only -4.77G (0) and 0.69G (H) for the 14E- state, which correspond to 
6.1% and 2.4% of the exact values. Those for the 14II state are -2.90G (0) and 0.18G 
(H), which are 2.7% and 0.2% of the exact values. The hfsc's of the quartet states 
calculated by the SAC-CI(general-R) are almost in the same accuracy as those 
calculated by the SAC-CI(DT-R) method. The result of the SAC-CI(DT-R) method is 
very accurate because (1) these quartet states have some RHF contributions and (2) 
{ Rt 10>) space of quartet multiplicity covers wider variational space than that of 
doublet one. 
   The present examination shows that the SAC-CI method gives quantitative values 
not only for the energies but for the hfsc's in spite of the smallness of the calculational 
dimensions: 44 (SD-R) and 292 (SDT-R) compared with the full-CI dimension 97616 
for the X2II state. Especially, the SAC-CI(SD-R) method largely improves the result 
of the SD-CI method. Quantitative agreements of the hfsc's guarantee the accuracy of 
the fine details of the SAC-CI wave function in terms of the spin correlations and 
electron correlations.
B. CH2 and BH2 radicals 
   The ground states of the CH2 and BH2 radicals, 3B1 and 2A1, are examined. The 
total energies of these states are calculated to be -38.99799 au. for CH2 and -25.80494 
au. for BH2, respectively In all cases of the excitation levels of the Rt operators, the 
SAC-CI method reproduces well the values of the full-CI method. The errors are 
reduced as the higher-order operators are included in the Rt operators. The errors of 
the SAC-CI(SDTQ-R) is only 0.97 au and 1.31au for CH2 and BH2, respectively. 
   The full-CI method estimates the hfsc's of 102.90G (C) and -17.81G (H) for the 
3B1 state of CH2 using [4s2p/2s] basis sets. Experimental value of -7.2G is available 
for the H atom.27 The MRD-CI calculation with extended basis sets gives the hfsc of 
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 85.2G for the C atom.28 The RHF contributions are estimated to be 53.43G (C) and 
9.58G (H), where value for the H atom has opposite sign to the full-CI results. The 
effects of the total correlation contributions are as large as 49.5G (0) and -27.4G (H). 
For this state, the results of the SAC-CI method are excellent; the SAC-CI method 
improves the hfsc values estimated by the CI method in all cases of the excitation levels 
for both the C and H atoms. The effects of the unlinked terms are approximately 4G 
for the C atom and 1-2G for the H atom, respectively. The deviations from the full-CI 
results are only 1.54G (C) and -0.41G (H) in the SAC-CI(SDT-R) method. 
   The hfsc of the B atom for the 2A1 state of BH2 is calculated to be 131.35G by 
the full-CI method in good agreement with the experimental value of 1280.28 There 
are large RHF contributions estimated as 72.57G (B) and 11.70G (H). In this case, the 
SD-CI method accidentally gives good value of 130.30G for B. However, inclusion of 
the higher order terms reduces the spin density at B and the calculations with these 
terms give worse results; the hfsc's of 123.80G and 123.55G are calculated by the 
SAC-CI (SD-R) method and the CI method of N=1-3 level, respectively. Therefore, 
the SAC-CI(SD-R) method shows reasonable behavior. Again the SAC-CI(SDT-R) 
method gives excellent results with the errors of -0.01G (B) and 0.06G (H).
C. CH3 and H2O+ radicals 
   The CH3 and H2O+ radicals are 7t-radicals and therefore, their spin distributions 
are determined by the spin polarization and electron correlations. The 2A2" state of 
the CH3 radical is investigated. The total energy is calculated to be -39.65774 au. and 
the dimension of the full-CI calculation is as large as 1,955,576. The SAC-CI method 
gives -39.65294 au. and -39.65847 au. with the dimension of 60 and 496 by the SD-R 
and SDT-R methods, respectively. The hfsc's of CH3 are calculated to be 41.570(C) 
and -35.31G (H) by the full-CI method, which are estimated larger than the 
experimental values of 28.7G (C) and -24.7G (H).29 The CI calculation of N=1-3 
level gives the values of 31.46G (C) and -31.68G (H): the errors are as large as 
10.11G (C) and 3.63G (H). The SAC-CI(SDT-R) method improves the values as 
42.06G (C) and -35.18G (H), whose deviations from the full CI are 0.49G and 0.13G 
for C and H, respectively.
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   The results of the  2B1 state of H2O+ are very similar to those of the X211 state of 
OH; the results of the SAC-CI method show same tendencies. The total energy of the 
2B1 state of H2O+ is calculated to be -75.72286 au. by the full-CI method. Even the 
CI calculation of N=1-3 level gives the error of 17 mhartree, and the effect of the 
unlinked terms is still large. The SAC-CI method shows good agreement in all cases 
of the excitation levels; the errors are within 2 mhartree. The hfsc's of H2O+ are 
calculated to be -33.63G (0) and -34.81G (H) by the full-CI method. Experimental 
values are reported as ±29.7G (0) and ±26.1G (H),30 whose signs cannot be 
determined. As for the hfsc of the 0 atom, it is difficult to reproduce the full-CI 
value and the inclusion of the higher order terms is indispensable for accurate 
description. The CI calculations of N=1,2 and N=1-3 levels give -15.20G and -28.94G 
for the hfsc of 0 atom, whose errors are as large as 18.43G and 4.69G, respectively. 
The SAC-CI method improves these values as -20.09G and -34.09G, where the effects 
of the unlinked terms are 4.9G and 5.2G, respectively. The result of the SAC-
CI(SDT-R) method is satisfactory and the errors are negligible as -0.46G (0) and 
0.13G (H).
V. CONFIGURATION SELECTION METHOD FOR THE HFSC'S 
   Next we consider the effect of the configuration selection on the calculation of the 
hfsc's. Two configuration selection methods described in sec. If are examined through 
the SAC-CI(SD-R, DT-R) and SAC-CI(general-R) calculations and the results are 
summarized in Table IV. First one named as 'method I' corresponds to usual selection 
method, in which only the energy is used for the criterion of the selection according to 
the eq. (5). In the second method (method II), the contribution to the hfsc of each 
atom is also taken into accounts: selected configurations are sum of those which satisfy 
eqs. (5) and (10). The results of these two methods are compared with those obtained 
without doing configuration selection, which are shown in column under 'full'. 
   The effectiveness of method II is discussed in terms of the results of the SAC-
CI(SD-R, DT-R) method. The difference of the two methods is remarkable for the 
hfsc's of the radical center atoms. For the 2I1 state of OH radical, for example, the 
hfsc of 0 atom is calculated as -12.23G without configuration selection. Method I 
whose criterion is only perturbation energy (Ae= 5X10-5 au) gives -56.12G. This 
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Table IV. Calculated size, energy, and  hyperfine splitting constants (hfsc's) of small radicals by the 
SAC-CI method. Two tunes of the configuration selection methods are examined.
SAC-CI (SD-R, DT-R) SAC-CI (SDTQ-R, DTQQ-R)
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a Configuration selection isperformed with the criterion of the 
energy (eq. (5)). b 
Configuration selection is performed with the criterion of the energy and hfsc (eqs. (5) and (10)). c Wi
thout configuration selection. 
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degradation is caused by the fact that method I discards the important excitation 
configurations which describe the inner core polarization. On the other hand, method 
 II, in which the contributions of the configurations to the hfsc of each atomis taken 
into account, gives reliable value as -11.24G. For the hfsc's of the quartet states, 
method II is also reliable. The hfsc's of 0 atom calculated by method II deviate only 
by 0.65G and 1.360 for the 14E- and 14II states, respectively, from those obtained 
without the selection, while those by method I deviate as large as by 23.38G and 
17.6G, respectively. The excitation configurations, which are important for 
describing the hfsc's of H atom, give large contributions of perturbation energies to 
the reference functions. Therefore, method I also gives good description for those 
values. These trends hold good for other adicals except for the 2A1 state of BH2 in 
which core MO's of the B atom are not so much deeply bounded. The deviations of 
method I for the hfsc's of the radical centers are calculated to be 28.16G, 34.63G, and 
51.04G for CH2, CH3, and H2O+, respectively, while those of method II are only 
2.5G, 2.3G, and 1.16G. The effectiveness of the method H is also observed in the 
SAC-CI(general-R) method as shown in Table IV. 
   The increment of the dimension from method I to method II would be just as 
required for the accurate description of the hfsc's. The efficiency of the present 
method would increase as the system becomes large, heavy atoms are included in the 
system, and basis sets are qualified.
VI. SUMMARY 
   The accuracy and the usefulness of the SAC-CI method for calculating hyperfine 
splitting constants (hfsc's) are examined for the doublet, triplet, and quartet states of 
several small radicals. The results of the SAC-CI method show good agreements with 
those of the full-CI ones. The SAC-CI(general-R) method is performed for the high-
spin states for the first time and is found to give an accurate description of the hfsc's. 
For the present examples, whose main configurations of the states are described by 
one-electron process, the SAC-CI(SDT-R) method gives highly accurate results of the 
hfsc's. A convenient configuration selection method which keeps the quality of the 
calculated hfsc's is proposed. This method, in which both energy and hfsc are used as 
the criteria of the configuration selection procedure, is applicable also to ordinal CI 
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method and is effective for accurate calculation of hfsc's especially for large systems 
and for high-spin system, where a large number of CFS's are required.
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EGCI method applied to high-spin multiplicity
ABSTRACT 
The exponentially generated configuration i teraction (EGCI) method is extended to 
high-spin multiplicity. This method, in which excited, ionized, and electron attached 
states are calculated on the basis of the correlated wave function of the ground state, is 
applicable to quasi-degenerate s ates of various spin multiplicity and various number 
of excitation processes. The accuracy and efficiency of the EGCI method is examined 
for the high-spin quasi-degenerate states with multiple excitation nature. Test 
calculations are performed for several high-spin states of C2,  C2+, N2, N2+, and m-
phenylenebis(methylene) (m-PBM) molecules. The EGCI method reproduces well the 
full-CI results in total energy, spectroscopic constants, and spin density distributions. 
The EGCI method is confirmed to be accurate and useful not only for investigating the 
energetics involved in the study of dynamics and reactions but also for studying spin 




   High-spin states have received much attention in many fields of  science.1-20 They 
play an important role in reaction dynamics and energy relaxation processes, and in 
the design of ferromagnetic materials. They appear in the ground and excited states of 
molecules with degenerate or near degenerate orbital structure, such as diatomics, 
metal complexes and clusters and well-designed organic high-spin compounds et 
ecetra. For example, the ground state of C2+ is identified as quartet state X4Eg+.1-8 
Furthermore, these high spin molecules often have quasi-degenerate characters with 
various spin multiplet states owing to their highly-degenerate open-shell structure. 
Therefore, theoretical method for investigating the properties and dynamics of these 
high-spin molecules hould be able to deal with not only one high-spin state but also all 
of the related high-spin states in a same accuracy. 
   Recently, we have extended our SAC(symmetry adapted cluster)-CI method to 
high-spin multiplicity.21 The SAC-CI method22 describes excited, ionized, and 
electron attached states using the functional space for such states generated by the SAC 
calculation23 for the ground state. This method has been shown to be very accurate 
and useful.24 We applied the method to the high-spin states of N2, N2+, OH and m-
PBM systems and confirmed that it is again accurate and efficient.21 The remarkable 
advantage of the SAC-CI method is as follows. (1) It is applicable to a large number 
of excited states at the same time. (2) It is applicable to a various spin multiplicities in 
the same manner. (3) The effect of higher order excitations are included in the 
nonlinear unlinked terms. (4) If such effect is essential, it can also be included in the 
linked term.25 However, the SAC-CI method critically depends on the validity of the 
SAC theory, which is the single reference cluster expansion theory. There should 
exist at least one such state for solving SAC method. For cases in which such state 
does not exist, we have proposed exponentially generated wave function (EG-WF) 
method26 to which the MR(multi-reference)-SAC,27 MEG(mixed exponentially 
generated),28 and EGCI methods29 belong. 
   The EGCI method has beendesigned to overcome the defect of the single-
reference cluster expansion method, and nevertheless, to have desirable properties of 
the cluster expansion method.26,29 The expansion operator in the EGCI method is 
generated along the exponential expansion and yet free variables are given for each 
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operator. Therefore, it is essentially one of the CI methods and therefore variational. 
However, it satisfies size-consistency and self-consistency to the order of truncations of 
the higher terms.26 The EGCI method was extended to excited, ionized, electron 
attached states with the use of the excitator method,29 which is common to the  SAC-CI 
method. 
   In this paper, we apply the EGCI method to the high-spin states with quartet to 
septet multiplicities, and investigate its accuracy and efficiency. We apply the EGCI 
method to the ground and excited states of the quasi-degenerate high spin states of C2, 
C2+, N2, N2+, and m-phenylenebis(methylene) (m-PBM) molecules. The accuracy of 
the EGCI method is examined for the energy and spin density by comparing with the 
full-CI results calculated at the same time for these molecules.
II. EGCI METHOD FOR HIGH-SPIN MULTIPLICITY 
   In this series of papers,26-29 we have introduced a new basic expansion operator 
defined by 
1    WA,°P (KaKAx)=Q(ao+KaKAK+71"jKAL+...) 
where the excitation operator AKt runs over all the space and spin symmetries and Q is 
a symmetry projector. Single and double excitation operators are usually adopted for 
the AKt operators. The constructions of the higher order excitation operators are 
made in the spirit of the cluster expansion theory: the higher order operators are 
generated as the products of lower-order operators as in the cluster expansion. In 
order to include all possible highly connected terms such as simultaneous double 
excitations, all independent spin and space functions are included for the product 
operators jAKtALt}, and the redundant terms are deleted. The coefficients of the 
product operators aKL are made free from those of the lower operators aK, which is 
important for quasi-degenerate s ates. 
   The EGCI method normally starts from the totally symmetric singlet state and the 
wave function is defined with the W,XP operator as26,29
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 WEGCI = %Wg)(E aKAK) I0> 
                K 
                   1        = Q (ao +KaKAK+2L~KLAKAL+ ...) 10> 
where 10> is the Hartree-Fock determinant. The wave functions for the excited, 
ionized, and electron attached states are constructed by applying the excitation 
operator, 91 as, 
   We~EGCI   _g 
The operator 91, which is a kind of reaction operators, is called excitator in order to 
distinguish it from the more elemental excitation operators AK t. This operator 
describes excitation, ionization, and electron attachment, and at the same time the 
reorganizations of orbitals and electron correlations. The excitator 91 is expanded by 
a linear combination of the excitation operators {Be) as 
91 = E bKBK 
       K 
and the resultant EGCI wave function of various spin multiplicity is expressed as 
   'Few= Q (KbKBK +2 E bKLAKBL +3E bKLMAKALBM+ ... ) 10> 
                   (K,L)•(K,L,M) 
   In the previous calculation for singlet, doublet and triplet states,29 we included 
one- and two- electron operators for the BKt operators. For higher-spin multiplicity, 
higher order excitation operators are necessarily included in the Be operators. In the 
present calculation, the BKt operators are taken to be identical with the operators 
defined as RKt operators in Table I of Ref. 21. For example, two- and three-electron 
operators, B(2) and B(3), are necessary for quartet and quintet states; namely 
symmetry adapted 2h1p, 3h2p and 2h2p, 3h3p operators are adopted for quartet and 
quintet, respectively. The SAC-CI calculations with these operators are referred to as 
SAC-CI(R-DT) in the present paper. 
   The physical basis of the excitator method is as follows. Electronic excitations 
usually involve only one or two electrons and the other electrons lie in the 
environments more or less similar to those of the ground state. Therefore, the 
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correlations in the excited states are more easily described by starting from those of 
the ground state than by starting from the beginning. In the EGCI method, we utilize 
the knowledge of the ground-state correlations through the operators  AKt. 
   In actual applications, we adopt the configuration selection method, especially for 
the higher order terms. The detailed algorithm of the configuration selection in the 
EGCI method was reported in the preceding paper.26 We adopt the same 
configuration selection algorithm and use the set of the thresholds (XA, AAA, XAAA) in 
the following discussions and in the tables.
III. CALCULATIONAL DETAILS 
   The present method is applied to several high-spin states of C2, C2+, N2, N2+, 
and m-phenylenebis(methylene) (m-PBM) molecules. In the previous report,29 we 
have applied the EGCI method to the singlet o triplet states of C2, C2+, and Cr. The 
potential curves of the quartet states of C2+ and the quintet states of C2 are calculated 
at appropriate 13 points. The hyperfine splitting constant (hfsc) is calculated for the 
X4Eg+ state of C2+ with the C-C distance of 1.41A as in the previous theoretical 
studies.1,2 For N2 and N2+ we perform calculations at the internuclear distance of 
2.0A(1.82 re), because we are interested in the quasi-degenerate states of these 
molecules. The high-spin states of N2 at the equilibrium geometry have successfully 
been calculated by the SAC-CI method.21 The molecular structure of m-PBM and the 
numbering of the carbon atoms are depicted in Fig. 1. The molecular geometry is 
constructed from those of free benzene and methylene: the C-C and C-H lengths in 
benzene ring are set to 1.397A and 1.084A, respectively, and the C-C-H angle and the 
C-H length of the methylene group to 140° and 1.08A, respectively. 
   The basis set for carbon is the [4s2p] set of Huzinaga Dunning30 plus Rydberg s 
function with s=0.023 for the calculation of the potential curves of C2 and C2+. The 
minimal STO-6G set is used for the calculation of the hfsc of C2+, because the 
complete full-CI calculations are difficult for the [4s2p] basis. The basis set for 
nitrogen is the [4s2p] set30 augmented with the Rydberg s function of s=0.025. For 







FIG. 1. Molecular structure of m-phenylenebis(methylene).
   The EGCI calculations are performed with the thresholds (4, XAA, ?AAA) = (0.0, 
0.04, 0.2). The EGCI program31 is extended for high-spin multiplicity. The RHF 
MOs are calculated by the program HONDO732 and are used as the reference orbitals. 
The full-CI and SD-CI calculations are performed and compared with the present 
method. The active space is limited to be small in order to keep the size of the full-CI 
calculations to be practical. Ten MOs adopted for the active spaces of C2 and N2 
system are (2sag)(2sau)(p7tu)(pag)(Rydberg s, ag)(Rydberg s, au)(p1Cg)(pau), and four 
occupied and seven unoccupied MOs are used for m-PBM. Full-CI calculations of the 
hfsc and the spin density are performed by using the Slater-determinant-based 
algorithm of Knowles et a133 coded by Momose.34 Other full-CI calculations are 
carried out with the use of the program HONDO7.32
IV. RESULTS 
A. C2 and C2± molecules 
   The electronic structures of C2 and C2+ are very interesting. The valence shell 
of C2 molecule is described as (2sag)2(2sau)2(pitu)4(pag)(p7g)(pau) in its ground 
state: the bonding pa MO is in the unoccupied region. This causes the existence of 
many quasi-degenerate s ates and the states of multiple excitation atures. Therefore, 
a number of high-spin states exist in a relatively low energy region. Actually, the 
ground state of C2+ is identified to be the quartet state X4Eg+,1-8 
   Here, we investigate the accuracy of the present EGCI method, applying to the 
high spin states of C2 and C2+ and comparing the results with the full-CI ones. For
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the low spin states of these molecules, we have already confirmed good performance 
of the EGCI method in the previous paper.29 We note that the basis set and the active 
space used here are slightly different from those in the previous case. We calculate the 
quartet states of  C2+ and the quintet states of C2 at appropriate 13 geometries. The 
energies and the dimensions of the EGCI and full-CI calculations are compared in 
Tables I and II for the two representative distances, R=1.24253A (equilibrium distance 
re of the ground state of C2) and R=2.0A, respectively. 'Excitation level' 
characterizes the main configuration by the number of electrons involved in the 
excitation from the closed-shell HF configuration. Many electronic states of C2 and 
C2+ molecules are characterized by the multiple excitations with the excitation levels 
two, three, and four even at the equilibrium distance, as shown in Table I. 
   Low-lying 12 quartet states of C2+ are calculated. They dissociate to C(3Pg) + 
C+(2Pu) in their atomic limit.2 The excitation atures of these states obtained in the 
present calculation are the same as those of the previous MRD-CI calculation with the 
extended basis set.2 Most of these states, except for the 14Eg-, 14Ag, and 14Eu+ states, 
change their excitation natures as the change in the C-C distance. A remarkable 
avoided crossing occurs between the potential curves of the 4IIg symmetry. 14I1g state 
has the main electronic configuration, (ag)2(6u)1(1ru)3(og)1 atR=re, while it is 
(6g)2(6u)2(T4)2(6g)1 at R=2.0,x. The dominant configuration of the 24I1g state is just 
reverse as seen from Tables I and II and further changes occur at larger distance. 
Though many quartet states hown in Tables I and II have multiple excitation ature, 
the present EGCI method reproduces the full-CI results in high accuracy. The errors 
of the EGCI method is always positive, since it is variational. The average 
discrepancy for the quartet states is 0.88 and 3.05 mhartree for R=re and R=2.0A, 
respectively. The EGCI dimension increases as the internuclear distance increases 
because of the quasi-degenerate character of the states. Since the higher order terms 
are included explicitly, the efficiency of the EGCI method is inferior to that of the 
SAC-CI method.21 The calculational dimensions are 200 — 300 at R=re and 380 — 430 
at R=2.0A in comparison with 1080 — 1220 of the full-CI method.
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TABLE I.  Full-CI and EGCI results for the uartet and uintet states of C2 and C2+ at R=1.2425Aa
State Excitation 
 level
Main configurationb EGCIc Full-CI
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       0.93(21121) 












       +0.37(21112)
Average discrepancy
Quintet statese 
15Eg+ 2 0.66(2121101)+0.66(211211) 
1511g 2 0.94(2211101) 
15Ag 2 0.68(2121101)-0.68(211211) 
1511u 3 0.91(211121) 
15Eu 2 0.89(221110001) 






























































































a Equilibrium distance of the ground state of the C2 molecule. b 
The MO ordering is (ag)(au)(Pxnu)(Pynu)(Pag)(Pxng)(Pyng)(Pau)(Rydberg s,ag)(Rydberg sau). e Th
e threshold of the EGCI operator is (4 , XAA, XAAA)=(0, .04, 0.2). 
d Quartet states which dissociate oC(3Pg) + C+(3P
u). 
e Quintet states which dissociate oC(3P) + C(3P).
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TABLE II.  Full-CI and EGCI results for the
State Excitation Main configurations 
     level
uartet and quintet states of C2 and C2+ at R=2.0A
EGCIb Full-CI
Size Ener Size Ener
Difference 
(mhartree)
Quartet states (Ton)c 
14Eg 2 0.89(22111) 
14Au 3 0.67(220111)-0.67(2210101) 
14Eu+ 3 0.67(221011)+0.67(2201101) 
1411g 2 0.93(2211001) 
14En- 3 0.52(220111)+0.52(2210101) 
        -0.45(21112) 
Ain 3 0.85(2210011)-0.32(211111) 
24Eg 4 0.75(2200111)+0.31(210121) 
        -0.31(2110201) 
2411g 2 0.75(21121)-0.31(2110102) 
24Eu 3 0.61(21112)+0.57(22110001) 
24I1u 3 0.50(2120101)+0.39(12211) 
-0.35(211111)-0.33(211111) 
14Eg+ 4 0.47(211021)+0.47(2101201) 
+0.35(22100101)+0.35(22010011) 




Ong 2 0.93(2211101) 
15Eg+ 2 0.93(2211011) 
1511u 3 0.86(2210111)-0.33(211121) 
15Eu 2 0.80(22111001)-0.40(221111) 
25Ig+ 2 0.54(2121101)-0.54(211211) 






























































































a The MO ordering is (ag)(au)(Pxnu)(pyiru)(pag)(Pxng)(Pyng)(Pau)(Rydberg s,ag)(Rydberg s,au). 
b The threshold of the EGCI operator is (4 , AAA, XAAA)=(O, 0.04, 0.2). 
o Quartet states which dissociate oC(3Pg) + C+(3Pu). 
d Quintet states which dissociate oC(3P) + C(3P).
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   Six quintet states of C2, which dissociate to C(3Pg) + C(3Pg) in the atomic limit, 
are examined in Tables I and II. The avoided crossing occurs between the first and 
second  5Eg+ states: the dominant configuration of the 15Eg+ state is 
(6g)2(6u)1(7[u)3(6g)1(1Cg)1at R=re, while that is (0.g)2(0u)2(lt02(ltg)2 at R=2.0Ä. The 
25Eg+ state has the complemental e ectronic configuration. The 15IIu state also 
changes its electronic configuration from (ag)2(6u)1(lcu)2(ag)2(lcg)1 at R=re to 
(6g)2(0u)2(lEu)1(ag) l (1cg)2 at R=2.0A. This state has three-electron excitation ature 
and is rather difficult to be described well. Again the results of the EGCI method is 
satisfactory for all the quintet states. The average discrepancy is 0.73 and 2.01 
mhartree for R=re and R=2.0A, respectively. The dimensions of the EGCI 
calculations are 200 -- 300 at R=re and 350 — 400 at R=2.0Ä, whereby those of the 
full-CI one are 950 — 1090. 
   The potential curves of the low-lying 12 quartet states of C2+ and 6 quintet states 
of C2 are shown in Figs. 2 and 3, respectively. Though the active space and the basis 
set are small, the present calculation reproduces the overall behaviors of the potential 
curves reported in the previous studies.2'8 The total energies of the EGCI method 
agree with the full-CI ones with the errors less than 10 mhartree in all the nuclear 
distances. Therefore, the potential curves calculated by the two methods almost 
overlap to each other. 
   The spectroscopic constants for the bound quartet and quintet states are calculated 
by the Dunham method.35 The EGCI and full-CI results are compared in Table III . 
The term energy Te of the quartet states of C2+ are calculated relative to the ground 
state X4Eg+. The EGCI calculation reproduces well the full-CI results for the Te and 
re values. The errors lie within 0.03 eV for Te and within 0.01 A for re. The present 
Te and re values are slightly larger than those due to Petrongolo et al.2 The EGCI 
results are also encouraging for the vibrational constant we: the average discrepancy 
of we is 16.43 cm-1 for the quartet states and 15.2 cm-1 for the quintet states. The 
vibrational anharmonicity constant cOexe sensitively reflects the shape of the potential 
curve. This value is also well reproduced by the EGCI method. The average 
discrepancies of wexe are 0.82 cm-1 and 2.16 cm-1 for the quartet and quintet states, 
respectively. The accuracy of the EGCI results is excellent even for the high
er order 
terms, Be, ae: the errors are within 0.01 and 0.004 cm-1, respectively. The shape of 
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TABLE III.  Snectrosco is constants for the bound quartet and uintet states of C2 and C2+.
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FIG. 2. Potential curves for the quartet states of C2+ molecule calculated by the full-CI and SAC-CI 
methods. Basis set is [4s2p] of Huzinaga-Dunning plus Rydberg s function with =0.023 and the 
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FIG. 3. Potential curves for the quintet states of C2 molecule calculated by the  full-CI and SAC-CI 
methods. Basis set is [4s2p] of Huzinaga-Dunning plus Rydberg s function with C=0.023 and the 
active space is limited to four occupied and six unoccupied MOs.
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the repulsive potential curves is also well reproduced by the EGCI method as seen 
from Figs. 2 and 3. 
   The 24IIg and 14Eg+ states of C2+ and the 15Eg+ and 15Og states of C2 have 
characteristic humps in their potential curves. The rhump in Table III gives the 
internuclear distance where the potential curve has the maximum in energy at the 
avoided crossing region. Again the EGCI method gives the excellent results for rhump 
with the error of only ± 0.01 A. 
   Thus, the EGCI methodescribes well the potential curves of the several quartet 
states of C2+ and the several quintet states of C2. These results show that the EGCI 
method is useful for investigating the reaction dynamics involving high spin-
multiplicity.
B. Hyperfine splitting constant of the X4Eg- state of C2+ 
   Next we investigate the accuracy of the high-spin EGCI wave function in terms of 
hyperfine splitting constants (hfsc). Since hfsc is a local property, proportional to the 
spin density at the nucleus, theoretical estimation sensitively depends on the quality of 
the wave function used. It is important to include adequately the electron correlation 
and spin correlation effects.36,37 In particular, multiple excitation configurations are 
important for quantitative estimations of this property. The SAC-CI method, in which 
higher order terms are included in the unlinked terms, has been successfully applied to 
the calculations of the hfsc's of various radicals.38-43 The EGCI method, which 
includes higher order terms more explicitly, would also be a reliable method for 
calculating the hfsc's. 
   The ground state of the C2+ molecule is X4Eg and it has some multiple excitation 
nature and therefore would give a good example for the present examination. Since 
inner core polarization is quite important for theoretical estimation of hfsc's, CI 
calculations hould include all the core and valence orbitals in the active space. 
Because of this requirement, full-CI calculations using the extended basis are 
impossible, and therefore, we use the minimal STO-6G basis for the present 
calculation. The total energy and the hfsc of the X4Eg- state calculated by the EGCI, 
full-CI, and SD-CI methods are summarized in Table IV . The full-CI method gives 
the hfsc of 56.37 (G) in comparison with the observed value, 34.5 (G).7 The SD-CI 
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TABLE IV. Total energy  and hyperfine splitting constant (hfsc) for the X4Eg state of C2+ 
calculated by the EGCI, Full-CI, and SD-CI method with the use of the STO-6G basis.
Method Dimension Total energy Hfscb















a Deviation from the full-CI results. 
b Experimental hfsc is 34.5 (G). 
C Reference calculation is performed using the slater-determinant-based full-CI algorithm. 
d With 2h-2p and 3h-3p configurations from closed-shell HF.
method gives the hfsc of 84.65 (G); the deviation is as large as 28.28 (G), which 
corresponds to 50.2 % of the exact value. This indicates the importance of multiple 
excitations. On the other hand, the EGCI method reproduces the full-CI result 
quantitatively with the error of only 0.35 (G) (0.6% of the exact value). The 
dimension of the EGCI calculation is 223, while that of the full CI is 3176. 
   The EGCI method for high spin multiplicity thus reproduces the full-CI results 
not only for the total energy but also for the hfsc. Though the examinations are only 
for small systems, the EGCI method, which includes the effect of multiple excitations, 




C. N2 and  N2+ molecules 
   N2 moleculehas three higher occupied and three lower unoccupied valence MO's, 
and therefore, N2 and N2+ molecules have a number of various high-spin states; high-
spin states up to septet states exists for N2 and up to sextet states for N2+. Some of the 
high-spin states play an important role in the predissociation and recombination 
processes. However, most of these states have multiple-excitation nature at large 
internuclear distances, and therefore, quantitative descriptions of these states are 
difficult. Previously, the SAC-CI method is applied to these molecules at 
R=1.09768A, which is the equilibrium distance of N2 in the ground state, and shown 
to be quite accurate for the states from singlet to septet multiplicities.21 Here, we 
apply the EGCI method to the quartet o septet states of N2 and N2+ at the elongated 
internuclear distance, R=2.0A. The results are summarized in Table V. 
   Ten quartet states of N2 and eleven quintet states of N2+ are calculated. These 
quartet states dissociate to N(4S0) + N+(3P) and N(4S0) + N+(1D), and these quintet 
states to N(4S0) + N(4S0), N(4S0) + N(2D0), and N(4S0) + N(2P0) in their atomic 
limits. At R=1.098A, most of these states are described by two electron excitations 
from the closed-shell configuration, so that the SAC-CI (R-DT) method gave an 
excellent result.21 However, at 2.0A, three- and four-electron excitations become 
important, as seen from Table V, and therefore, multiple excitations are essentially 
important for the descriptions of these states. However, as seen from Table V. the 
EGCI method gives very accurate descriptions for all the states. The average 
discrepancies in the total energy are 3.49 and 0.70 mhartree for the quartet and quintet 
states, respectively. The dimensions of the EGCI calculations are about one-sixth of 
those of the full CI for the quartet states and one-fifth for the quintet states. 
   Four sextet states of N2+ are examined and they dissociate to N(4S0)+ N+(3P) in 
the atomic limit. The dominant configurations of the 16fIg and 16Eu+ states are 
described by the four-electron excitation operators, so that they are difficult to be 
described by the previous SAC-CI(R-TQ) method: we have to use SAC-CI(R-general) 
method.21 The errors of the present EGCI method for these sextet states are within 
1.24 mhartree and the average rror is only 0.65 mhartree. 
   Finally, only one septet state 17Eg+ is calculated. Since the excitation level 





 Full-CI and EGCI results for the quartet, quintet, sixtet, and septet states of N2 and N2+at R=2.0A.
Excitation 
 level
Main configurationa EGCIb Full-CI















































































Sixtet states (Ion)e 
16Eg+ 3 0.97(221110011) 
161Iu 3 0.92(22111011)-0.33(2211100101) 
1611g 4 0.91(220110111)-0.32(2201100111) 









































































































































a The MO ordering is(a
g)(au)(Panu)(Pyxu)(pag)(Rydberg s,6g)(Rydberg s,au)(Pxng*)(Pyng*)(Pau*)• b 
The threshold ofthe EGCI operator is (AA, AAA, A,AAA)=(0, .04, 0.2). 
c Quartet s ates which dissociate oN(4S0) + N+( and N(4S0) + N+(1 D). d Quintet states which dissociate to N(4S0) + N(4S0),N(4S0)+N(2D0), andN(4S0)+N(2P0). 
e Sixtet states which dissociate to N(4S0) + N+(3P). 
f Septet state which dissociates to N(4S0) + N(4S0). 
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and therefore the dimension of the EGCI calculation increases relative to that of the 
 full-CI method. The discrepancy is 0.17 mhartree. 
   We thus conclude that the EGCI method describes well the quasi-degenerate states 
and the states of multiple excitation natures in the high-spin multiplet states of the N2 
and N2+ molecules.
D. m-Phenylenebis(methylene) (m-PBM) 
   Here, we investigate the ground and excited states of m-phenylenebis(methylene) 
(m-PBM), which is the smallest unit of a series of the organic high-spin molecules.14-
20 The quintet ground state of this molecule was examined by the SAC-CI method in 
the previous paper.21 Here, we consider the ground state 15A1 and the low-lying two 
excited states, 13B2 and 11A1 states. The results of the EGCI, full-CI and SD-CI 
methods are summarized in Tables VI. 
   The relative stability of these three states is calculated as 15A1 < 13B2 < 11A1, 
which is consistent with the calculations of Teki et al17 using the Heizenberg 
Hamiltonian, though the space symmetries of these states were not given in their 
report. Though the energy separations of these three states are overestimated in
comparison with the experimental evidence, the ordering of these states is correctly 
reproduced both by the SD-CI and EGCI methods. However, the absolute values of 
the total energies of the SD-CI method eviate by 48, 72, and 68 mhartree from those 
of the full CI for the 15A1, 13B2, and 11A1 states, respectively. Since the two excited 
states, 13B2 and 11A1, have two-electron excitation nature as seen from the main 
configurations, multiple excitation operators are necessary for quantitative 
descriptions of these states. The EGCI method includes such multiple excitation 
operators, so that the errors in the total energy are small, — 6 mhartree: these three 
states having different spin-multiplicity are quantitatively described in a good balance 
by the EGCI method. The calculational dimensions of the EGCI method are less than 
one-tenth of those of the full CI. These results indicate that the excitation operators in 
the EGCI method are selected appropriately and efficiently for all the spin-
multiplicities. We note that in the previous SAC-CI(R-DT) method,21 the ground 
15A1 state is described with the error of 6.73 mhartree.
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a The MO ordering is (core)(a2)(b1)(a1)(b2)(a2)(b1)(b1)(a2)(bl)(al)(al)• 
b With 2h-2p and 3h-3p configurations from closed-shell HF. 
C Deviation from the full-CI result (in mhartree). 
d EGCI calculation using the threshould of (4, AAA, .AAA)=(10-5, 0.1, 10.0). 
e EGCI calculation using the threshould of (?'A, 4A, AAA)=(0, 0.04, 0.2). 





E. Spin density distribution in m-PBM 
   Spin density distribution is one of the most important and characteristic 
properties of ferromagnetic molecules. We investigate the spin density distributions in 
the ground 15A1 state and the first excited 13B2 state of m-PBM. The hfsc's are 
experimentally determined and the comparison of the hfsc's is a good examination of 
the quality of the wave function. However, the estimation of the hfsc's without 
including inner core polarizations is meaningless, and for including them the present 
system requires the active space of 46 MO's even if the minimal set is adopted, so that 
the  full-CI calculation is impossible for this system. We therefore compare the spin 
density distributions on the valence plc and pn orbitals of each carbon atom of m-PBM 
calculated from the wavefunctions obtained in the previous section by the EGCI, full-
CI, and SD-CI method. The results for the 15A1 and 13B2 states are summarized in 
Table VII. Total spin densities are normalized to 2S. The numbering of the carbon 
atoms is shown in Fig. 1. 
   In the 15A1 state, the unpaired it-electrons are distributed alternately in 
accordance with the ENDOR experiment16 and this feature was also obtained from the 
Heizenberg Hamiltonian.17 The SD-CI method also reproduces this feature, but, it 
underestimates the amplitude of the tc-spin densities by 0.015 — 0.037 in comparison 
with the full-CI results: the errors are 3 — 28% of the exact values and they are 
attributed to the lack of the multiple excitation configurations. On the other hand, the 
errors of the EGCI method for the it and n-spin densities are only 1.33 — 6.26 X 10-3 
(1 — 3% of the exact values). 
   The effect of themultiple excitations is more remarkable for the spin densities of 
the 13B2 state than those for the 15A1 state. The it-spin densities of 13B2 state also 
change their signs alternately, though the amplitudes are rather small. The SD-CI 
calculation gives positive it-spin densities for all the carbon sites. On the other hand, 
the EGCI calculation, which includes up-to-six-electron excitation operators
, 
reproduces this alternate nature of the it-spin densities. Again the errors of the EGCI 
method are in the order of 10-3, which correspond to 2 — 6 % of the exact values
. 
   We thus conclude that the EGCI method is accurate not only for the energetics 
but also for spin density distributions.
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TABLE VII. Spin density distribution on each carbon of m-phenylenebis(methylene) for the 15A1 
and 13B2 states calculated by the EGCI, Full-CI, and SD-CI methods.
atom: x SD-CI EGCI Full-CI
<xlpa RIx>a AbX103 Ab(%) <xlpa-13Ix>a AbX103Ab(%) <xloa-IlIx>a
15A1 state 
Cl: pit 
 C2: pit 
C3: pn 


















































































a Total spin density is normarized to 2S , the number of unpaired a spins. 




   The EGCI method is extended to high-spin multiplicity and test calculations are 
performed for quartet, quintet, sextet, and septet states. This method, in which 
excited, ionized, and electron attached states are calculated using the information on 
the correlated wave function of the ground state, is applicable to quasi-degenerate 
states of various spin multiplicities and various numbers of excitation processes. The 
examinations of the EGCI method are performed for several high-spin states of C2, 
C2+, N2, N2+, and m-PBM, especially for the states whose main configurations are 
described by multiple excitation operators. The EGCI method reproduces well the 
 full-CI results for the potential curves and the spectroscopic constants of the quartet 
states of C2+ and the quintet states of C2. The quasi-degenerate high-spin states of N2 
and N2+ at R=2.0Á and the various pin-multiplet states of m-PBM are also described 
well by the EGCI method. 
   The accuracy of the EGCI method is also investigated in terms of the hfsc's and 
the spin density distributions. The results of the EGCI method show good agreements 
with those of the full CI. For the hfsc of the X4Eg- state of C2+, the deviation from 
the full-CI value is only 0.6% of the exact value. The pit- and pn-spin densities are 
examined for the 15A1 and 13B2 states of m-PBM. The errors of the EGCI method is
0.8 — 3.4 % and 1.8 — 5.8 % of the exact values for the 15A 1 and 13B2 states, 
respectively. 
   In conclusion, the EGCI method isconfirmed to be accurate and useful not only 
for investigating the energetics appearing in the studies dynamics and reactions, but 
also for studying the spin density distributions of various pin multiplet states.
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Theoretical study on the excited and ionized states 
         of titanium tetrachloride
ABSTRACT 
 The excitation and ionization spectra of  TiC14 have been studied theoretically by the 
symmetry adapted cluster(SAC)/SAC-CI and multi-reference CI (MRD-CI) methods. 
The calculated spectra show good agreement with the observed spectra. The present 
results indicate several new assignments for the excitation spectrum. The peaks below 
8.0 eV are assigned to valence excitations and those at 9.35 eV and 10.04 eV are 
assigned to Rydberg type excitations within chlorine ligands. The ordering of the 
ionized states in the outer valence region is (lt1)-1 < (3t2)-1< (le)-1 < (2t2)-1 < (2a1)-1 




 Titanium  tetrachloride is both a fundamental molecule and typical of the tetrahedral 
compounds of transition metals. Furthermore, it is important in both organic and 
inorganic hemistry as a Lewis acid. For example, TiC14 plays an important role in 
polymerization of alkenes by Ziegler-Natta catalysis. 
 A number of experimental studies have been reported to investigate the electronic 
structure of this important molecule. Details of the electronic excitation spectrum 
have been observed over a wide energy range up to the VUV region.1-5 A schematic 
diagram of the spectrum is shown in Figure 1; there are five main bands in the region 
from 4 to 10 eV, of which the three at highest energy are the strongest. 
 The UV photo-ionization spectrum of TiC14 has also been investigated intensively; 
the He(I) and He(TI) photoelectron spectra observed in the gas phase6-9 are complex 
because there are five peaks in the narrow energy range (11.76 13.96 eV), thus 
leading to a range of possible assignments for this region; a schematic diagram of this 
spectrum is shown in Figure 2. A summary of assignments by elementary MO 
considerations, together with He(I), He(H) intensity changes, and considerations of 
photo-ionization cross-sections under synchrotron irradiation10 support he early UV 
photoelectron spectral assignments.6-9 
 The X-ray photoelectron spectra of TiC14 and related molecules how well-defined 
satellites on the Ti(2P3/2 ) line at 4.0 and 9.4 eV above the main line.11 However, 
interpretation of these shake-up states, in terms of the VUV data, has been 
controversia112,13 owing to the intensity ratio of the two bands. 
 Several theoretical studies have focussed upon thesespectroscopic results; thus the 
VUV spectrum has been partially assigned by using both semiempirical methods,25,14-
17 SCF-Xa methods 18-20 and small scale CI calculations.21 However, there are no ab 
initio calculations which include a detailed analysis of electron correlations. 
 Assignment of the UV photoelectron spectrum by means of theoretical methods, 
using semi-empirical or Xa calculations, is summarized in the study on the Green's 
function method;22 this gave the ionization ordering :
(1tl)-1 < (3t2)-1 < (le)-1 , (2t2)-1 < (2a1)-1 
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FIG. 1. (a) Experimental (b) SAC-CI theoretical excitation spectra of TiC14. For the 




 In this paper, we re-investigate the excited and ionized states of  TiC14, in order to 
put the theoretical aspect on a more rigorous level. We use the SAC (Symmetry 
Adapted Cluster expansion)24/SAC-CI method25 which has been applied to a number 
of molecules including transition metal complexes.26-28 This method has been shown 
to be useful for investigating spectroscopies of excited and ionized states of molecules 
and given many reliable new assignments for the experimental spectra. In addition, a 
parallel investigation using multi-reference CI has been performed; we have 
previously found that this method is capable of giving a good interpretation of the 
VUV spectra of aromatic compounds.29,30 The present paper presents the 
consolidated results of the two approaches.
II. COMPUTATIONAL DETAILS 
 The structure of TiC14 is tetrahedral with Ti-Cl bond length of 2.17 A31. Since we 
did not include structural relaxation effects in the present study, we focus upon 
vertical excitations of the TiC14 molecule. In all the calculations (including both the 
SAC-CI and MRD-CI ones below), the computations were performed in the C2V subset 
of TD; under these circumstances the MO identities are
tl(a2 +b1 +b2), t2(al +bl +b2), e(al +a2), and al(al)
with the inverse relationships shown in Table IV below. The Bl and B2 states are 
degenerate under these circumstances; there are no a2 (TD) MOs for TiC14 with the 
present basis sets. The TD symmetry of TiC14 leads to the following open shell direct 
products of MOs in the low-lying excited states:
ti*t2=Tl+T2+A2+E 
t2*t2=Tl+T2+A1+E 
ti * e = T1 + T2 
t2 * e = T1 + T2 
t2 * a2 = T1 
ti * a2=T2 
e * e = A1 + A2 + E
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 We tested two types of basis sets in these parallel studies, the effective core 
potentials of Hay and Wadt32 and the all-electron GTO basis of Huzinaga,33 but with 
various expansions and appended Rydberg functions, as described below.
A. Examination of basis sets 
 Initially in the  SAC-CI study, we calculated the atomic excitation spectra of Ti3+, Cl 
atom and Cl anion, and determined the final set to best reproduce the excitation 
energies of TiC14. Since the TiC14 bonds are polarized Ti+-CI-, and some of the 
excitations were expected to approximate oligand excitations, we examined the effect 
of diffuse functions on Cl that would produce an anion type basis. Table I shows the 
excitation energies of Ti3+ and the Cl atom together with the experimental values34. 
There exist large discrepancies between the theoretical results with the ECP and the 
experimental values; about 5.5 eV for the 4p state of Ti3+. With the all-electron basis 
set of Huzinaga on the other hand, we can reproduce the experimental values within 
0.20 eV. Furthermore, xtensive tests of this ECP by both the SAC-CI and MRD-CI 
procedures failed to produce an acceptable envelope for the VUV excitation spectrum 
of TiC14. Table H shows 3p -* 4s, 4p excitation energies of the Cl anion calculated 
with and without he anion s, p basis (tS=Cp= 0.049).37 The effect is as large as 0.49 
eV for some states and important for obtaining the correct ordering of the 4s and 4p 
states. 
 In the initial phase of the MRD-CI calculations, the ECP33 was performed with a Ti 
[3s2p3d] and Cl [2s2p] valence shell, and an active space of 55 MOs and 24 electrons. 
Not only was the 8-10 eV region poorly interpreted, but the lowest excitations were 
also difficult to assign to the experimental envelope. Increase of the valence shell basis 
to Ti [3s4p3d1f] and Cl [2s2p1d] and a similar active space led to little improvement. 
Further, there were technical problems of extrapolation i  the MRD-CI calculations 
owing to coupling of the roots into groups with similar composition, but with wide 
energy ranges.36 
 In view of the problems with fitting the experimental VUV envelope for TiC14, we 
decided to abandon the ECP, and further tests of the all-electron bases were 
undertaken. We finally selected the following three sets for the molecular 
calculations. Some features are summarized in Table III. 
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TABLE I. Excitation energies of  Ti3+ ion and Cl atom calculated 
by the SAC-CI method (in eV).
Basis set
State ExntLa ECPb All electron
Ti3+ ion 
  4s 
 4p 
 4d 













































bBasis sets in reference 33 are used. 
cBasis sets in reference 34 are used. 
dSAC-CI (R-general) method [Reference 35] is used.
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TABLE II. Excitation energies of Cl anion with and without the anion basis calculated by the 
 SAC-CI method (in eV).
Anion basisa
Without With Effect of anion basis
State Degenerac Singlet Triplet Singlet Triplet
(3p—> 4s) 3 4.62 4.43 4.16 4.08 -0 .46
(3p—> 4p) 5 
       3 
















$Anion bases with the exponents of Cs=[;p= 0.049 are included or not included to the all electron 




TABLE  III. Basis set, active ace, and SCF and correlation ener ies of the round state for TiCl4.
Basis set SCF Correlated






















58 MO's (12 x 46) 
58 MO's (16 x 42) 












 Set  I : 
 Thisset was designed, based on the calculations shown in Tables I and II , for 
studying singlet and triplet states by the SAC-CI method. For the Ti atom, Huzinaga's 
(14s8p5d)/[6s2p3d] set33 augmented with two p-type functions with Cp = 0.15, 0.073 to 
represent the 4p-orbitals was utilized. For the Cl atoms, Huzinaga's (11s8p)/[4s3p] 
set33 enlarged with Rydberg s, p-functions of Cs = 0.025, ~p = 0.02 and anion s, p 
functions with the exponents of Cs =Cp = 0.04937 seemed appropriate. As shown in 
Table II, the anion basis is important for describing 3s—* 4s, 4p excitations ofthe Cl 
anion. Thus the final set for the TiC14 molecule consisted of 120 functions. For the 
SAC-CI study the 12 highest occupied orbitals and 46 lowest virtual orbitals were 
selected for the active space. 
 Set II : 
 This set was used for the ionized states (SAC-CI only). The Rydberg functions and 
the anion basis on the Cl atom were removed from the basis set of Set I. The total 
number of basis functions was 88. The active space was composed ofthe 16 highest 
occupied orbitals and 42 lowest unoccupied orbitals. 
 In all the SAC-CI calculations, the Hartree-Fock SCF MO's of the ground state were 
obtained by use of the HONDO738 program, and were utilized as the reference s t in 
the subsequent SAC/SAC-CI calculations performed with the SAC85 program.39 
 Set III : 
 The MRD-CI study used an all-electron triple zeta valence set40a on both Ti and Cl, 
augmented by Ti [1s1p] of Rydberg type (CS 0.0314, Cp 0.016)40b and Cl [id] 
polarization function. This led to 156 basis functions; the CI subset consisted of 52 
MOs and 24 electrons with up to 69 main reference functions ( 69M20R in the 
usual4 la,b MRD-CI terminology). The diagonalization dimensions were around 
13,000 varying with irreducible representation, with a total selected configuration 
space of 400,000. The SCF calculations preceding the MRD-CI study were performed 
with the GAMESS suite of programs.42
B. Details of the SAC-CI Calculation 
 Electron correlation in the ground state was computed by the SAC theory24 and 
those in the excited and ionzied states by the SAC-CI theory.25 We included all single 
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excitations and selected ouble excitations in the linked terms. The contributions of 
triple and quadruple xcitations are considered in the unlinked terms. To reduce the 
size of the matrices involved, we performed configuration selection as reported 
previously.44 For the singlet and triplet states, the thresholds  a,g and ',e were set to 
2* 10-5 and 4* 10-5 a.u., respectively (Set I). Configuration selection was performed 
for the lowest 20, 17, and 18 SE(single excitation)-CI solutions for the 1A1 , 1A2 , and 
1B1 states, respectively, and lowest 10 solutions for each symmetry of the triplet states. 
For the ionized states, ~,g and ?Le were set to 3*10-5 and 1*10-5 a.u. (Set H). The 
resultant dimensions of the present calculations are shown in Table IV.
III. THE TiCl4 GROUND STATE 
 The HF configuration of the ground state of TiCht and the orbital character in each 
of the all-electron calculations are shown in Table V. We adopted the valence shell 
numbering of previous work22 for easy comparison throughout the present paper. 
The lowest occupied valence MO's, lai and 1t2 are composed of the inner valence 3s 
orbitals of the Cl ligands: four 3s AO's split into non-degenerate al and three-fold 
degenerate t2 MO's, whose orbital energies are very close. The next three occupied 
MO's 2ai, 2t2, and 1e are bonding MO's between Ti and Cl atoms. The Ti 4s orbital 
is used in the 2ai MO and the Ti d orbital is used in the 2t2 and le MOs. The highest 
two occupied MO's, 3t2 and lti, are non-bonding lone-pair orbitals localized on the 
ligands. We note that the orbital energies of the occupied orbitals 2ai, 2t2, le, and 3t2 
are very close to each other. We will see later that this causes the complexity of the 
main configurations of the valence excitations and the different assignments in the 
ionization spectrum. 
 The lowest unoccupied MOs 2e and 4t2 are anti-bonding between Ti and Cl: they 
have negative orbital energy. The next group of unoccupied orbitals are mainly 
composed of the Rydberg type 4s and 4p orbitals of the Cl ligands, but 6t2 is of mixed 
character of Ti 4p and Cl 4p orbitals. These orbitals shown in Table V were the only 
group of MOs found to be important for describing the primary nature of the excited 
states. 
 The energy for the ground states of TiC14 is summarized in Table III . The 
correlation energy is the difference between the SAC or MRD-CI energy and the SCF 
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TABLE IV. Dimensions of the  SAC/SAC-CI calculations for TiC14
State symmetry
Td C2v Dimension
Basis Set I 
  Ground 1A1 


























Basis Set H 
  Ground 1A1 
  Ionized states 
2T2
, 2E, 2A 1 
21-1













TABLE V. Orbital energy and orbital nature of  TiC14












































: weakly antibonding 
: a-bonding 
: zr-bonding 
: non-bonding, lone pair 
: non-bonding, lone pair
: it-antibonding 





aSet I result 
bM(i), L(j) denote valence i and j-type orbitals on Ti and Cl atoms, 
respectively, and the asterisk indicates the Rydberg orbitals. Plus and minus igns 
show bonding and antibonding characters, espectively.
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energy. The SCF energy indicates the quality of the valence basis et: Set  III is by far 
the best among the basis sets used. The correlation e ergy of the SAC calculation for 
Set II is larger than that for Set I because the former involves the correlations of the 
3s electrons ofCl. The MRD-CI correlation e ergy is larger than the SAC correlation 
energy of Set I because it involves angular correlations of Cl represented by the 
polarization functions. 
 Table VI shows a population analysis for TiC14 with different basis sets. We see 
that atomic populations are very subject to basis set. For example, when we take off 
the Cl anion bases from Set I, the Ti charge changes from -0.2328 to +0.5199: a large 
change occurs on the Ti s and d AO populations. A well-known difficulty of the 
Mulliken population analysis occurs when the basis set includes very diffuse bases. 
When the bases do not include the anion basis on Cl, the Ti gross charge is 
positive(+0.5 — +1.0) and Cl is negative(-0.13 — -0.26), though the charge is still very 
much basis-set dependent. For further examples, basis sets (Ti/Cl) 149 
(7s6p4d/7s4pld), 156 (Basis III) (lls9p3d/7s4pld) and 178 (11s9p4d/8s5pld) give 
charges on Ti of (+)1.437, 1.027 and 0.661, respectively. 
 The effect of f-functions gf = 1.550 , and hence of valence character) was 
insufficient tojustify further investigation (the total f-population was 0.006). Since 
TiCl4 is somewhat volatile (bp 137deg, mp -23deg), a significant amount of covalence 
must pertain. The 35C1 NQR frequency for TiC14 is very low,45,46and this has led to 
suggestions of considerable n-bonding,46 also supported by comparison f the lone-
pair Cl IPs with related compounds.47
IV. EXCITED STATES 
A. The overall position 
 The excitation energies, oscillator strengths and second moments of the singlet 
excited states are summarized in Table VII, both for SAC-CI and MRD-CI 
calculations, while the excitation energies of the low-lying triplet states are given in 
Table VIII for SAC-CI calculations alone. The MRD-CI results are generally similar 
to the SAC-CI results, with a standard deviation of corresponding states in a linear 
regression of 0.349 eV. The discrepancy is smaller at the high energy end of the 
spectrum than the lower end. This makes it possible to consider only one of the two 
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TABLE VI. Mulliken  ulation analysis for the ound state of TiC14.
n 
I
Basis set Mulliken population
Ti CI
s da Total Charee s d Total Charge
o 
ON
Set I without Cl anion basis 


















































Population in dr2 is also included in d-AO.
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Table  VII. Excitation en ies. oscillator strengthsand second moments of sin
SAC-CI















1T1 0.89(ltl -, 2e) 
1T2 0.85(111 -, 2e) 
 1E 0.85(111 ->4t2) 
 2T1 0.67(111 -4 4t2), 0.23(3t2 - 2e) 
 1A2 0.78(111 -4 4t2), 0.14(le -, 2e) 
 2T2 0.83(111 -> 4t2) 
 3T1 0.48(2[2 -4 2e), 0.26(3t2 -) 2e), 
0.13(111 -, 4t2) 
 3T2 0.80(3t2 -, 2e) 
 4T1 0.40(3t2 -* 2e), 0.37(2[2 -4 2e) 
 2E 0.70(le - 2e), 0.09(3[2 -, 4t2) 
 4T2 0.83(2t2 -, 2e) 
 2A2 0.77(le -) 2e), 0.14(1[1 -> 412) 
 1A1 0.63(le -, 2e), 0.28(2t2 ->4t2) 
5T1 0.77(3[2 -> 4t2), 0.10(le -> 4t2) 
 3E 0.81(2x1 -> 2e), 0.06(2t2 -) 4t2) 
 4E 0.77(3t2 -, 4t2), 0.12(le -* 2e) 
 2A1 0.79(3t2 -> 4t2) 
5T2 0.61(3t2 -, 4t2), 0.14(212 -* 4t2), 
0.11(l e -, 4t2) 
 6T1 0.77(le -, 4t2), 0.11(312 -* 4t2) 
6T2 0.55(le -, 4t2), 0.22(3t2 -, 412), 
     0.10(212 -* 4t2) 
 7T1 0.83(2t2 -* 4t2), 0.05(212 --> 2e) 
5E 0.81(2[2 -s 4t2), 0.09(2a1 -* 2e) 
7T2 0.38(2[2 -, 4t2), 0.34(2x1 -> 4t2), 
    0.14(le - 412) 
 3A1 
 8T2 0.52(2a1 -) 412), 0.15(2t2 - 4t2), 
0.09(le -, 412) 
Region II 
 8T1 0.65(111 -, 3ai), 0.19(111 -4 4a1) 
 6E 0.70(111 -* 5t2), 0.08(le -) 3a1), 
0.05(1[1 -> 7t2) 
 9T2 0.62(1[1 ->5t2), 0.17(312 -* 3a1) 
 9T1 0.68(i4 -> 5t2), 0.18(l4 -, 6t2) 
 3A2 0.71(1t1 -* 5t2), 0.14(lti -* 6t2) 
 10T2 0.25(1[1 -) 3e), 0.24(111 --) 612). 


















































































































































  0.0 
5.10'10-2 
  0.0 
  0.0 





  0.0 
7.40'10-3 
  0.0 
  0.0 
  0.0 
  0.0 
  0.0 
  0.0 
3.40'10-3
  0.0 
4.00* 10-4
  0.0 







  0.0 
  0.0 
7.1090-2
'Configurations and square values of the coefficients are listed for those whose square values are larger 





TABLE  VIII. SAC-CI excitation ener ies for the low-lvi triplet states of TiC14.











0.85(1[1 -' 2e) 
0.88(111 -* 2e) 
0.64(111 -* 4t2), 0.23(3t2 -, 2e) 
0.80(1[1 -> 4t2), 0.10(le -* 2e) 
0.60(14 - 4t2), 0.28(3t2 - 2e) 
0.72(le -* 2e), 0.05(3t2 -* 4t2) 
0.76(112 -> 4t2), 0.16(le - 2e) 
0.57(3t2 - 2e), 0.22(lt4 -* 4t2), 0.07(le -3 4t2) 















aConfigurations and square values of the coefficients are listed for those whose square 




sets of data in the following discussion; we consider the  SAC-CI results from this 
point, except where indicated. The SAC-CI theoretical spectrum and the experimental 
(gas phase) absorption spectrum2 are compared in Figure 1; dipole forbidden 
transitions are indicated by circles. 
 We may divide the excitation spectrum into two regions; that from 4 eV (30,000 
cm-1) to 8 eV (70,000 cm-1) (Region I) corresponds to valence excitations, while the 
range from there up to 10.5 eV (90,000 cm-1) (Region II) involves Rydberg 
excitations. Region I is further characterized by two kinds of excitations; (a) charge 
transfer excitation from L(p) non-bonding MO's to M(d)-L(p) anti-bonding MO's, and 
(b) the transition from M-L bonding MO's to M-L antibonding MO's. These two 
types of excitations (a,b) are analogous to those of regions A and B in the study of 
RuO4 and 0sO4,28b where they were well separated, though they are not for TiC14. 
This difference arises from the separation of the ionized states of (L)-1 and (M+L)-1; 
this is large for RuO4 and 0504, whereas TiC14 has several ionized states in a very 
narrow energy range (11.76 - 13.96 eV).6-9 The M-L bond in TiCl4 is not as strong 
as that in RuO4 and 0sO4, since the TiC1 bonds are effectively single, whereas the 
RuO and OsO bonds are partial double bonds. 
 In outline, as one can see in Table VII, the lower end of Region I has charge 
transfer character and the higher end has M-L bonding to antibonding transition 
character; the intermediate r gion (3T1 to 6T1) has ''mixed character". In this sense, 
we cannot divide Region I and need to treat the two types of excitations together as a 
valence region. Region II is characterized mainly as the excitation from L(p) non-
bonding MO on Cl to L(s*, p*) Rydberg MO on Cl, that is, Rydberg excitation within 
ligands.
B. Assignment of the Region I Spectrum 
 Region I of the absorption spectrum in Figure 1 shows 4 prominent bands at 4.43, 
5.38, 7.07, and 7.39 eV.2 The observed bands have no vibrational structure, which 
indicates that there are considerable dynamic and static Jahn-Teller effects. In Td 
symmetry, only the optical transitions to T2 states are dipole allowed. In this region, a 
number of dipole forbidden states of T1, E, A1, and A2 symmetry were found as
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shown in Table VII. Since these states are located close to dipole allowed transitions, 
they  are able to gain intensity through vibronic coupling. 
 An unresolved absorption band is observed at 4.0 eV on the shoulder of the first 
band.2 This shoulder was interpreted as an electronic dipole forbidden transition and 
assigned to the ltl—) 3a1 transition by CNDO calculations.2 In our calculations, the 
dipole forbidden transition to the 1T1 state (1t1—> 2e) is calculated at 4.19 eV; another 
possible assignment for this weak shoulder is a transition to a triplet state. We found 
several low-lying triplet states in the low energy region, with ten triplet states 
calculated below 5.50 eV (Table VIII); thus, there are two candidates for this 
shoulder, the 13T2 (lti--) 2e) and 13T1(lti--+ 2e) states which are calculated to lie at 
4.12 eV and 4.19 eV, respectively. In conclusion, we cannot specify the origin of this 
weak shoulder; either, it is a 1T1 state which borrows its intensity from the transition 
to the iT2 state, or it is a spin-forbidden triplet state, that is 13T2 and 13T1. Further 
spectroscopic measurements in this region are warranted. 
 The first main band has its maximum at 4.43 eV; this is attributed to the 1 T2 state 
Mr-9 2e), calculated at 4.42 eV, and is a transition from chlorine lone-pair MO to the 
Ti(dir)-Cl(pit) anti-bonding MO, ie, a charge transfer transition from the ligand to the 
metal. The second observed band has its maximum at 5.38 eV. Three dipole allowed 
transitions are calculated in this energy region; they are the 2T2 state (1t1—> 4t2) at 
5.22 eV, the 3T2 state (3t2-3 2e) at 5.53 eV, and the 4T2 state (2t2-4 4t2) at 5.74 eV. 
These three states are assigned to the second band. The 2T2 and 3T2 states are charge 
transfer excitation in type, while the 4T2 state is the transition from the Ti-Cl bonding 
to the Ti-Cl anti-bonding MO's. Consequently, this band has "mixed character" as 
described above. The intensities of the first two transitions are stronger than that of 
the third one as seen from Figure 1. 
 The band centered at about 7.4eV has a low energy shoulder at 7.07 eV; the latter 
is assigned to the 7T2 state calculated at 7.20 eV. This state consists of a linear 
combination of three main configurations; they are 2t2—+ 4t2, 2a1—> 4t2, and 1e-4 4t2; 
thus configuration interaction is very important for the precise description of this 
state. Two other dipole allowed transitions are calculated in the 6.5 - 6.7 eV region, 
namely the 5T2 state which has a small oscillator strength, and the 6T2 state which has 
a more considerable one. These are attributed to the tail in the lower energy region of 
- 80 -
Chapter 4
the peak at 7.07 eV. Since these transitions are from the Ti-Cl bonding MO to the 
antibonding MO, the geometries of the excited states would be very much relaxed. 
 The strong maximum band at 7.39 eV is attributed to the 8T2 state, which also has 
the same excitation nature as both the 7T2 and 6T2 states. The experimental spectrum 
shows a very large molecular extinction coefficient for this band; this is in agreement 
with the  SAC-CI and MRD-CI calculations, where we calculate a very intense band (F 
0.982). A broad nature of the peak may be attributed to the geometrical relaxation on 
the excited state. 
 Robin assigned these two peaks (7.07, 7.39 eV) to Jahn-Teller distortion originating 
from the same electronic transition; he suggested the assignment 2t2--> 4t2 (7T2). 
However, he overlooked a possibility of a large oscillator strength of the 2a 1 - 4t2 
transition (8T2 state). Actually, this transition has the largest oscillator strength as 
shown in Table VII. Therefore, we assign these two peaks to the different electronic 
transitions; transitions to 7T2 and 8T2 states. 
 The previous theoretical studies on the excitation spectrum of TiC14 either relied 
upon one-electron energy differences2,14,15 or were small scale CI calculations, in 
which only 192 singly excited configurations were considered;21 the latter also 
concentrated upon the T2 states with the exception of the lowest Ti state. These early 
CI calculations inevitably gave considerable errors in excitation energy relative to 
experiment (often 2-3 eV), but the general order of upper and lower states follows the 
present work. The SCF-Xa transition state calculations of Tossell12a show a number 
of similarities to the present work, but comparison is not immediately obvious, since 
the overall state symmetries were not given. The le to 2e and 4t2 states are calculated 
low by about 2 eV in that study and he assigned the shoulder of the third band to the 
transition 1e–.> 2e. However, this excitation is dipole forbidden. Another SCF-Xa 
calculation also gave slightly different assignments.18 The difference between our 
results and these SCF-Xa results seems to exist in the ordering of the 2ai and 2t2 
orbitals. 
 The shake-up states observed in the x-ray photo-electron spectrum agree for the 4.0 
eV excitation accompanying the 2p ionization as 1T2, it' to 2e.13 The higher 
excitations computed by Veal et al13 at 5.0 and 10.4 eV do not correspond closely to 
the present results for the same processes; the present results suggest that 2ai to 4t2 
                          81
 Chapter 4
excitation is more likely at 7.4 eV; with further excitations L to L* above 9 eV, as 
discussed below.
C. Region II Spectral Assignments 
 We see from Table VII that the electronic component of the second moments of the 
states in Region I lie in the range 433-434 au, essentially the same as the ground state 
value of 433 au. This is another eason why the excited states in Region I are assigned 
as valence states. On the other hand, most of the states in Region II have larger second 
moments of about 455 au suggesting a Rydberg set of transitions. 
 The dipole forbidden transition to the 8T1 stateis calculated at 8.81 eV and its 
second moment is estimated 448 au. This transition may correspond to the weak 
absorption band at 8.68 eV in the experimental spectrum. We were unable to compute 
a singlet excited T2 state which is assignable to the weak absorption at 8.18 eV. This 
weak absorption may also be due to a triplet state. 
 The strong two peaks observed at 9.35 and 10.04 eV are assigned to the 9T2 and the 
10T2 states calculated at 9.79 and 10.43 eV, respectively. Previous workers have 
offered alternative assignments; thus Tossell assigned these bands to the transition 
from Cl(3p) to the Ti(4s,4p)-Cl(3p) anti-bonding MO by SCF-Xa-SW calculations,12a 
while Robin suggested the assignment o the Rydberg excitation within the Cl atoms 
(3p-* 4p) from the similarity of the term values to that transition in the CC14 and 
related molecules.5 Thus he concluded that the first peak at 9.35 eV originates from 
the 1t1 MO and the second peak at 10.04 eV is from the 3t2 MO . 
 Our result supports Robin's assignment.5 The first peak is calculated at 9.79 eV and 
its main configuration is It1-4 5t2: the transition from the Cl lone pair 3p orbital to 
the Rydberg 4p orbital of Cl. We see a small admixture of the 3t2--> 3ai transition 
which is a 3p—) 4s Rydberg transition within chlorine. The 10T2 state is also a pure 
Rydberg excitation within the Cl ligands and is described by the linear combination of 
the excitations 1t1—) 3e, lt1-3 6t2, and 3t2--) 3ai. A difference from the 9T2 state is a 
mixing of the outer p orbital of the Ti atom in the 6t2 orbital. Thus, the orbital basis 




 In conclusion, the  SAC-CI and MRD-CI calculations give essentially consistent 
assignments of the spectrum, supporting the validity of the present assignments. The 
average discrepancy between theoretical and experimental values for the excitation 
spectrum is 0.22 eV for the SAC-CI case.
V. IONIZED STATES AND ASSIGNMENT OF THE PHOTOELECTRON 
SPECTRUM 
 Ionization potentials and intensities for TiCl4 calculated by the SAC-CI method are 
compared with experimental values and the results of the Green's function approach in 
Table IX. Theoretical and experimental ionization spectra for the outer valence 
region are shown in Figure 2. For the inner valence region, only the theoretical 
spectrum is shown, since no experimental data have been reported. Theoretical 
intensities are calculated with the use of the monopole approximation.49 
 As noted in the introduction, differing assignments for the outer valence region7 
have been proposed, although there is common agreement over the identity of the first 
peaks; 22 if we use the notation of Egdell et al,7 the first two bands A and B are 
assigned to (1ti)-1 and (3t2)-1 respectively. Bancroft et al measured He I and He H 
photoelectron spectra9 and proposed the ordering (1e)-1 < (2ai)-1 < (2t2)-1 for the 
bands C, D, and E from the proportion of d-character in each orbital. A recent MS 
Xa study also gave the same ordering.50 On the other hand, analysis by synchrotron 
radiation10 and theoretical investigation by the Green's function method22 gives the 
order (le)-1 < (2t2)-1 < (2a1)-1. The present results support the latter assignment. 
Overlapping bands (C+D) correspond to ((le)-1 + (2t2)-1), which are calculated at 
13.25 eV and 13.52 eV; band E is attributed to (2ai)-1. These five states are located in 
the low energy region and away from shake up states. Therefore, monopole intensities 
for these states are relatively large. The average discrepancies between theory and 
experimental values for the outer valence ionization is 0.19 eV. 
 Next we examine the fine structures in the bands A and B. There exist weak 
shoulders in these bands and the splitting between the main peak and the shoulder is 
observed as 0.145 eV for band A and 0.196 eV for band B. Bancroft et al estimated9 
the vibrational broadening only for the al mode and gave the vibrational progressions 
for each band. We estimated the spin-orbit effect for the (lti)-1 state in the way 
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TABLE  IX. Ionization tentials of TiCl4.
Exptl. SAC-C1
State LSWe BPTb Koopmans I.P. (De) Intensityd 2ph-TDAe
Outer valence ionization( 
A 12Ti (10-1 11.80 
B 12T2 (3t2)-1 12.79 
C 12E (1e)-1 13.29 
D 22'T2 (2t2)-1 13.54 




































































































































°Deviation from experimental v ue 




hMany satellite peaks with very small monopole intensities (< 0.001) are calculated inthe 
energy region 18-25 eV. We give only the first three peaks in the table. 
'Contribution of one-electron process. (1): (lai)-1, (2): (It2)-1, (3): (2a1)-1, (4): (2t2)-1, 
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14.0
FIG. 2. (a) Experimental spectrum, (b)  SAC-CI theoretical outer-valence ionization 
spectrum, and (c) SAC-CI theoretical inner-valence ionization spectrum for TiC14. 









25.0 26.0 27.0 28.0 
  Ionization Energy (eV)
29.0 30.0
FIG. 2. (a) Experimental spectrum, (b) SAC-CI theoretical outer-valence ionization 
spectrum, and (c) SAC-CI theoretical inner-valence ionization spectrum for TiC14. 
(1): (l a1)-1, (2): (1t2)-1, (3): (2a1)-1, (4): (2t2)-1, (5): (le)-1, (6): (3t2)-1
reported previously51 and obtained the splitting as 0.058 eV, which is only one third 
of the observed splitting. The vibrational frequencies52 of the nomal modes were also 
not enough to explain the experimental splitting (v1 = 0.0482, v2 = 0.0141, v3 = 
0.0617, and v4 = 0.0169 eV). Therefore, we attribute these shoulders to the 
combination of the spin-orbit interaction, vibronic coupling, and Jahn-Teller effect, as 
Bancroft et al considered .9
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 Lastly, we investigate the inner valence region; a large number of shake-up states 
were calculated with onset at 18.3 eV. They are largely separated from the 
Koopmans' type ionization (one-electron) processes. Furthermore, the satellite peaks 
in the low energy region are calculated to have very weak intensities (less than 0.001). 
Therefore, we show in Fig. 2c the calculated satellite peaks in the region greater than 
25 eV. Ionizations from  1l and lt2 show a breakdown of the Koopmans' picture. 
Shake-up states with symmetry 21'2 and 2A1 mix with these one-electron processes in 
the range 25.0 - 30.0 eV. They have considerable intensity through final state 
correlation. These features were also obtained by the Green's function approach.22 It 
was reported that the halogen 3s subshells have a low cross-section under u.v. 
excitation,8 so there is no experimental information for this energy region. 
VI. CONCLUSION 
 We have applied the SAC-CI and the MRD-CI methods to the calculation of the 
excited and ionized states. of TiCl4. We have successfully reproduced the whole 
energy region of the experimental spectra. We give several new assignments and a 
detailed picture for the excitation spectrum of TiC14. The spectrum is divided into 
two regions; Region I, 4 eV - 8 eV and Region II 8 eV - 10.5 eV. Region I involves 
valence xcitations and Region II Rydberg excitations within Cl ligands. Since the 
occupied valence MO's lie in a narrow energy range, the excitation ature in Region I
is very complex for this molecule, and there are considerable configuration mixings in 
the states. In Region I, the lower excitations are from the Cl lone-pair MO to the 
(metal d - ligand p) antibonding MO and thus they are electron transfer excitations 
from ligand to metal. The higher excitations in Region I are from M-L bonding MO 
to M-L antibonding MO, so that large geometrical relaxation is expected after the 
transitions. The excitations in the medium energy range (around 6.5 eV) are therefore 
mixtures of both types of excitations. In addition to the dipole-allowed transitions, a
large number of dipole-forbidden states were calculated. It was also found that many 
triplet states exist in the low energy region. These states may be responsible for weak 
features in the VUV spectrum. The strong peaks observed at 9.35 eV and 10.04 eV of 
Region H are assigned to Rydberg type excitations, 3p—> 4p within the Cl ligands in 
accordance with the earlier Robin's assignment. For the peak at 9.35 eV. a small
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admixture of the Cl 3p—) 4s Rydberg transition is found and for the peak at 10.04 eV, 
a mixing of the titanium outer 4p orbital is calculated. 
 For the ionized spectrum, our present calculations confirm the assignments of 
Egdell and Orchard8 from experimental observations, and the theoretical study of von 
Niessen.22 The ordering of the ionized states in the outer valence region is calculated 
as (lti)-1 < (3t2)-1 < (1e)-1 < (2t2)-1 < (2ai)-1. Many shake-up states were calculated 
in the inner valence region. Though these two-electron processes tart from 18.3 eV, 
the observable states whose intensities are larger than 0.005 only appear above 25.0 
eV. Further experimental study of this region is required.
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Theoretical study on the excited and ionized states 
           of  TiBr4 and Ti I4
ABSTRACT 
   The excitation and ionization spectra of TiX4 (X=Br, I) are studied theoretically 
by the SAC(symmetry adapted cluster)/SAC-CI method. The valence excited states of 
these molecules are investigated systematically and compared with the previous tudy 
on TiC14. The experimental spectra re well reproduced by the SAC-CI calculation 
with including spin-orbit interaction of the ligand p-AO and Ti d-AO. Nine A1, ten 
A2, twenty E, thirty T1 and T2 states are calculated for the excited states, and the 
oscillator strengths are distributed among the transitions to thirty T2 states, which 
cause the excitation spectra very complicated, especially for TiI4 molecule. The 
ordering of the ionized states in the outer valence region is (1 4)4 < (3t2)-1 < (le)-1 < 
(2t2)-1 < (2a1)-1, which is the same as that of TiC14, The spin-orbit splittings in the 2T2 
states of TiBr4 and TiI4 are estimated to be smaller than those of the previous tudies, 




   Titanium  tetrahalides1-6 are representative molecules of the transition metal 
complexes in tetrahedral coordination. Their electronic structure 1-6 and 
stereochemistry7 were studied extensively by various experimental and theoretical 
techniques. However, there still remain some uncertainties ven in the assignments of
the electronic spectra of these molecules.1-6 
   In the preceding paper,5 we have investigated the excited and ionized states of 
TiC14 molecule. We reproduced its excitation spectrum just below the ionization 
threshold and proposed etailed assignments and pictures of the excited states. We also 
could reproduce the ionization spectrum both in outer and inner valence regions. It is 
worthwhile to investigate the changes in the electronic structure caused by a systematic 
substitution of the ligands. Theoretical description of the electronic structures of TiX4 
(X=Br, I) is more difficult than that of TiC14 in the following two points. (1) There 
are five electronic valence shells in a very narrow energy region. (2) Spin-orbit effect 
of the ligands is large. 
   Experimental excitation spectrum of TiBr4 in vapor phase and that of TiI4 in 
cyclohexane solution were reported.2 These spectra re observed only for the region 
of the valence excitations and not for that of the Rydberg excitations. As the ligands 
become soft, the peaks in the experimental spectra shift toward lower energy and the 
spectra show more complicated structures. These trends are supposed to be caused by 
the lower ionization potentials and larger spin-orbit interaction of the ligands. 
However, there are no theoretical works which explain quantitatively these features of 
the spectra. 
   Ionization spectra of these species are systematically studied experimentally b  the 
gas phase photoelectron spectroscopy.3,4 Experimental spectra re assigned with the 
aids of the extend Heckel MO calculations. The difference in the cross section between 
He(I) and He(II) excitations also gives significant information about the orbital 
nature.3 However, more reliable theoretical treatments including electron correlations 
are necessary for the systematic assignment of the spectra of these molecules. 
   In this paper, we theoretically investigate the excited and ionized states of TiX4 
(X=Br, I) using the SAC (symmetry adapted cluster expansion)8 and SAC-CI9 
theories. The SAC/SAC-CI method describes electron correlations effectively and it 
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has been confirmed that this method is accurate and useful for studying spectroscopies 
of various excited and ionized  systems5,10-13: the experimental spectra are well 
reproduced and reliable new assignments are proposed. 
   We also study the spin-orbit effect of the ligands using the contracted CI scheme 
and therefore, precise descriptions of both singlet and triplet excited states are very 
important. The SAC-CI method, which is applicable to various spin multiplicity,14 is 
suitable for the present purpose.
II. COMPUTATIONAL DETAILS 
   The geometries of TiX4 (X=Br, I) are fixed to regular tetrahedron with the 
experimental bond lengths of 2.339 and 2.546 A for TiBr4 and TiLt, respectively7a 
Geometrical relaxation effects are not considered in the present study: we calculate 
only vertical excitations and ionizations ofthese molecules. 
   For Ti atom, we use the same Gaussian basis set as in the previous tudy;5 
(14s8p5d)/[6s2p3d] set15 augmented with two p type functions of 4p= 0.15, 0.073 are 
employed. The relativistic effective core potential (RECP) and the (3s3p)/[2s2p] sets16 
are used for bromine and iodine atoms. Since we need the spectra only in the valence 
region, neither Rydberg type functions nor anion type functions are added on the 
ligands. The final basis ets for TiX4 (X=Br, I) molecules consist of 68 CGTO's. 
    Electron correlations in the ground state is taken into account by the SAC 
theory8 and those in the excited states by the SAC-CI theory.9 Details of the 
SAC/SAC-CI calculations were reported elsewhere.17 Twelve higher occupied 
orbitals and 46 lower unoccupied orbitals are used for the active space in the 
calculations of singlet and triplet states (active space I). For the ionized states, the 
active space is enlarged for the occupied space as 16 higher occupied orbitals (active 
space II), since we need the spectral information of the inner valence region. We 
adopt all the singly excited configurations and selected oubly excited ones for the 
linked terms. The contributions of the triple and quadruple excitations are taken into 
account by the unlinked terms. The calculations are done in the C2v subset of the Td 




 TABLE I. Dimensions of the  SAC/SAC-CI calculations for TiBr4 and TiI4
State symmetry Dimension
Td C2v TiBr4 TiI4
Ground state 'A1 

























































   Configuration selection is performed in the perturbative  way  17 in order to reduce 
the size of the calculations. For singlet and triplet states, the thresholds As and Xe 
were set to 3*10-5 and 4*10-5 au, respectively. Reference configurations are selected 
from the lower 16, 14, and 15 SE-CI solutions for the A1, A2, and B1 symmetries, 
respectively. For the ionized states, Al and Xe were set to 3 * 10-5 and 1 * 10-5 au. The 
resultant dimensions of the present calculations are summarized in Table I. As the 
reference orbitals, we use the HFSCF MO's of the ground state for all the calculations. 
They are calculated by the program GAMESS.18 The SAC/SAC-CI calculations are 
carried out by SAC85 program.19 
   The effect of spin-orbit interaction is considered for the excited and ionized 
states. The method has been reported previously20 and some accounts are given in 
Appendix A.
III. GROUND STATE 
   The HF configuration of the ground state of TiX4 (X=Br, I) and its orbital 
characters are as follows. The numbering of the orbitals is due to the experimental 
















Low-lying unoccupied MO's 
  (2e) Ti(dit)-L(pit) 
  (4t2) Ti(d)-L(pa,plt) 
where Ti(x), L(y) denote tita 
respectively. Plus and minus. 









         ) te nium valence x orbital and ligand(C1 or Br) y orbital. 
            i s sign: indicate bonding and antibonding combinations 
          ctions ofaand 
_ and 1t2, represent s lone pair orbitals of four ligands 
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The next  2a1 orbital has a weak anti-bonding character. 2t2 and le MO's are 
characterized as the bonding MO's between Ti and halogens. The highest six occupied 
MO's 3t2 and it' are non-bonding it-orbitals of the ligands. Valence occupied MOs 
from 2a1 to hi are dominated by the ligand p-AO's. The lowest virtual orbitals 2e 
and 4t2 are the anti-bonding MO's between Ti and the ligands and are dominated by 
the d AO's of Ti. 
   The HF energies are calculated to be -900.10665 and -892.99143 au for TiBr4 
and TiI4, respectively. The correlation energy of the ground state for TiBr4 is 
calculated to be -0.16852 au with the active space I, while -0.18719 au with the active 
space II. Inclusion of (lal) and (112) MO's into active space improve the ground state 
energy by 0.01867 au for TiBr4. Similarly, the correlation energy for the ground 
state of TiI4 is -0.16437 au with the active space I, and -0.18003 au with the active 
space II. 
   The atomic net charges on ligands are -0.052 (TiBr4) and +0.039 (TiI4) in the 
HF level using the Mulliken population analysis. Comparative data5 for TiC14 is -
0.138 for the atomic net charge on chlorine. The ionicity of the M-L bond reduces as 
the ligand becomes oft, as expected. We note that the Mulliken population itself is 
strongly basis-set dependent. The electronic parts of second moments are 240 au and 
291 au for TiBr4 and TiI4, respectively, which indicate the sizes of these molecules.
IV. EXCITED STATES 
All the excited states calculated in this paper are valence excitations which are 
characterized as excitations from either the L lone-pair MO or the M-L bonding MO 
to the M-L anti-bonding MO. Rydberg excitations are expected to lie above 7.4 eV 
for TiBr4 from the consideration on the term value,1 so that the observed excitation 
spectrum2 is explained within the valence excitations: this corresponds to Region I in 
the study of TiC14.5 For TiBr4 and TiI4 , we study only the valence excitations and 
Rydberg excitations are not examined here. 
   The valence excited states are characterized by the products of the symmetry 
designations of the twelve occupied MOs and the five lowest virtual MOs
. For 
example, the excitation 2t2 -* 4t2 generates the A1 , E, T1 and T2 states. In this way, 
the singly excited configurations within the 12X5 space give three A1
, two A2, five E, 
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seven  Ti and eight T2 states. The present calculation deals with all of these states 
except for the 31A1 state, since it lies in higher energy regions.5,22 Among these 
excited states, only the transitions to the T2 states are optically dipole allowed in the 
Td point group, and eight such 1T2 states exist in the present system, though only four 
prominent peaks are detected in the region of the valence excitation of TiC14. 
   Assignments of the excitation spectra for TiBr4 and Ti14 are very complicated 
because of dense states in valence region and strong spin-orbit interaction, and 
therefore, several possibilities are shown in some points. They are systematically 
performed in comparison with TiC14 5 and also in consistent with the ionization 
potentials of TiX4 species. Detailed explanations of these assignments are shown in 
section IV.E.
A. Excited states of TiBr4 without including spin-orbit interaction 
   The excitation energies, oscillator strengths of the singlet excited states of TiBr4 
are summarized in Table H. Theoretically calculated spectrum is compared in Figure 
1 with the experimental absorption spectrum observed in gas phase.2 Dipole 
forbidden transitions are indicated by circles in the theoretical spectra. The excitation 
energies and the natures of the triplet excited states are given in Table III. 
   The excitation spectrum of TiBr4 is very similar to that of TiC14. The observed 
spectrum consists of three bands. The third band has an asymmetric shape, which 
indicates that this band is composed of more-than-two peaks. These peaks are 
different by 0.8 - 1.1 eV toward lower energy side from those of TiC14. This 
monotonic shift of the excitation energy is explained by the change in the ionization 
potential (IP). Furthermore, there exists a close parallelism between the change in IP 
caused by the substitution of the ligand and that for the corresponding halogen atoms. 
This is because the valence MO's are dominated by the ligand p-AO's. Green et al4 
also noted this tendency for the IP's of the carbon-tetrahalides. Details will be 
explained in section VI.E. 
   Inclusion of the spin-orbit interaction is important for a detailed analysis of the 
excitation spectrum. However, overall structures of the spectrum are understood 
without including the spin-orbit interaction in the case of TiBr4, as seen in Figure 1. 
Therefore, we first present our results without including the spin-orbit interaction. 
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TABLE II. Excitation energy and oscillator strength for the singlet excitated  state of TiBr4 calculated by the 
SAC-CI method without including spin-orbit interaction (in eV).
State Dominant configurations
Excitation energy
Excitation character SAC-CI Oa) Exptl.b
Oscillator 
strength
1111 0.89(1t1-* 2e) 
1112 0.85(14 -* 2e) 
 11E 0.89(14 ->4t2) 
2111 0.80(1t1 4t2), 0.08(3t2 -* 2e) 
 11A2 0.85(lt4 -> 4t2), 0.04(le -> 2e) 
2112 0.84(14 - 4t2) 
3111 0.52(3t2 -* 2e), 0.29(2t2 -3 2e), 
0.04(1t1-, 4t2) 
3112 0.72(3t2 -, 2e), 0.09(2t2 -* 4t2) 
     0.08(2t2 - 2e) 
21E 0.65(le -* 2e), 0.14(3t2 -> 4t2) 
4111 0.51(2t2 -> 2e), 0.24(3t2 -, 2e), 
     0.05(2t2 -> 4t2) 
 21A2 0.85(le -, 2e) 
41T2 0.67(2t2 - 2e), 0.11(3t2 -, 4t2), 
     0.09(3t2 -> 2e) 
11A1 0.67(le -4 2e), 0.25( 2t2 -+ 4t2) 
5111 0.70(3t2 -* 4t2), 0.09(le - 4t2), 
     0.05(3t2 -, 2e) 
 3E 0.69(3t2 -, 4t2), 0.21(le - 2e), 
5112 0.50(3t2 -, 4t2), 0.17(le -4 4t2), 
     0.13(2t2 - 2e), 0.09(2t2 --> 4t2)
21A1 0.76(3t2 -> 4t2), 0.13(2t2 -* 4t2) 
61T1 0.76(le -> 4t2), 0.11(3t2 - > 4t2) 
61T2 0.54(le 4t2), 0.26(3t2 -* 4t2), 
     0.05(3t2 -, 2e) 
41E 0.49(2ai -4 2e), 0.41(2t2 -> 4t2) 
71T1 0.81(2t2 -> 4t2), 0.06(2t2 -> 2e) 
 51E 0.48(2t2 --> 4t2), 0.43(2ai -> 2e) 
7112 0.49(2t2 -, 4t2), 0.20(2ai -> 4t2) 
     0.14(le -, 4t2), 0.05(2t2 --> 2e)
 8112 0.69(2a1 -, 4t2), 0.10(2t2-* 4t2) 
average descrepancies
L -, M-L 
L->M-L 
L -> M-L 
L->M-L 
L -> M-L, M+L - M-L 
L - M-L 
L-*M-L;M+L->M-L
L-M-L,M+L-M-L
M+L -* M-L, L -, M-L 










4.53 (+.09) 4.44, 4.59
4.60 
4.67
M+L -, M-L4.73 
M+L-M-L,L-*M-L 4.75
M+L -> M-L 
L -> M-L, M+L -+ M-L
4.81 
4.99
L -, M-L, M+L M-L 5.17 
L -> M-L, M+L -> M-L 5.21
L-M-L,M+L->M-L 
M+L -> M-L, L - M-L 
M+L -+ M-L, L -a M-L
M+L -> M-L 
M+L -> M-L 









5.99 (-.02) 6.01 
6.66 (+.15) 6.51 





























TABLE  III. Excitation energy for the triplet excitated state of TiBr4 calculated by the SAC-CI 
method without including spin-orbit interaction (in eV).


























0.81(1t1 -> 2e), 0.09(1t1 -> 4t2) 
0.86(14 --> 2e) 
0.87(111 -> 4t2) 
0.66(lti -* 4t2), 0.08(111 -> 2e), 
0.07(3t2 -> 2e) 
0.74(111 -* 4t2), 0.14(3t2 -> 2e) 
0.84(14 -9 4t2), 0.05(le -* 2e) 
0.58(le - 2e), 0.24(3t2 -a 4t2) 
0.65(3t2 - 2e), 0.12(2t2 - 2e), 
0.10(le -a 4t2) 
0.44(2t2 -* 2e), 0.34(3t2 -* 2e), 
0.10(lti -) 4t2) 
0.68(le -+ 2e), 0.13(3t2 - 4t2) 
0.69(2t2 - 2e), 0.11(3t2 - 2e), 
0.09(2t2 -* 4t2) 
0.36(3t2 -3 2e), 0.35(2t2 -* 2e), 
0.10(2t2 - 4t2) 
0.64(2t2 - 4t2), 0.24(le -> 2e) 
0.84(le -+ 2e) 
0.62(3t2 -> 4t2), 0.19(2t2 - 4t2), 
0.04(2t2 - 2e) 
0.34(2t2 -* 4t2), 0.30(3t2 -3 4t2), 
0.16(2a1 -, 2e), 0.12(le -* 2e) 
0.56(3t2 - 4t2), 0.21(le -> 4t2), 
0.09(3t2 -* 2e) 
0.60(2t2 -> 4t2), 0.21(3t2 -* 4t2) 
0.64(3t2 -3 4t2), 0.14(2t2 - 4t2), 
0.11(le - 2e) 
0.41(3t2 -* 4t2), 0.25(2a1 -3 2e), 
0.14(2t2 - 4t2), 0.04(le -, 2e) 
0.65(le - 4t2), 0.25(3t2 -) 4t2) 
0.77(le - 4t2), 0.08(3t2 - 2e) 
0.79(2t2 - 4t2), 0.08(2t2 - 2e) 





L -> M-L 
L ->M-L 
L -> M-L, M+L -> M-L 
M+L -* M-L, L - M-L 
L - M-L, M+L - M-L 
M+L -+ M-L, L -* M-L 
M+L -> M-L, L - M-L 
M+L - M-L, L - M-L 
L --> M-L, M+L -> M-L 
M+L - M-L 
M+L - M-L 
L -> M-L, M+L -> M-L 
M+L -> M-L, L -* M-L 
L -> M-L, M+L -> M-L 
M+L -+ M-L, L -* M-L 
L -> M-L, M+L -+ M-L 
M+L -->  M-L, L -> M-L 
M+L -> M-L, L -> M-L 
M+L -> M-L, L - M-L 
M+L -> M-L 
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              Excitation energy (eV) 
FIG. 1. Theoretical excitation spectrum of TiBr4 (a) without including spin-orbit 




   Among the dipole allowed 1T2 states, five states have relatively large oscillator 
strengths. Two kinds of assignments are possible for the first and second bands. One 
assignment is possible in accordance with the excitation spectrum of  TiC14: 11T2 state 
is assigned to the first band, 21T2 and 31T2 states to the second band, and 71T2 and 
81T2 states to the third band. The other possibility of the first and second band is due 
to the calculated oscillator strength and shapes of the spectrum: 21T2 state, which has 
larger oscillator strength than that of TiC14, is assigned to the first band with 11T2 
state to the shoulder of the first band, 31T2 state to the second band. In both of the 
assignments, all the observed peaks are assigned to the dipole allowed 1T2 states. The 
difference, A, between the calculated excitation energy and the observed peak 
maximum is shown in Table II in the parentheses and is smaller than 0.30 eV. The 
average discrepancy between theory and experiment for the excitation energy is 0.12 
eV. 
   The lower energy side of the spectrum is characterized as L --) M-L, while the 
higher energy side as M+L-3 M-L. Many dipole forbidden states also exist in the 
valence region. Dipole forbidden 11T1 state (lti— 2e) is calculated at the lowest 
energy, 3.20 eV, of the singlet excited states. This trend is similar to other transition 
metal complexes."-13 Furthermore, all the 1T1 states are calculated to be more stable 
than the corresponding 1T2 states by 0.08 — 0.43 eV. The electronic parts of the 
second moments of all the singlet excited states lie within 240-242 au and are almost 
the same as that of the ground state: all of these states are valence excited states. 
   We next examine triplet excited states of TiBr4. Triplet T2 states are found to be 
more stable by 0.22 — 0.73 eV than the corresponding singlet T2 states. The singlet 
and triplet separations for the T2 symmetry are relatively large compared to those for 
the other symmetries; those for T1, E, and A2 symmetries are -0.02 — -0.09, -0.07 — 
0.30, and +0.01 — 0.00 eV, respectively. All the 3T2 states are calculated to be more 
stable than the corresponding 3T1 states by 0.08 — 0.27 eV, which is a reverse 
relationship to that observed for the symmetry of the singlet states. Triplet excited 
states do not necessarily have the same excitation natures as the corresponding singlet 
excited states. For example, 61T2 state is characterized as le—* 4t2, 3t2-* 4t2, 3t2-4 
2e, while 63T2 state is as 2t2— 4t2, 3t2-* 4t2.
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B. Spin-orbit interaction in the Td symmetry 
   In the Td point group, triplet spin transforms in the same way as the basis of the 










A1, E, T1, T2 
A2, E, T1, T2
where the irreducible representations on the right-hand side denote the symmetry of 
the spin functions. Dipole allowed T2 states are generated from the 3A2, 3E, 3T1 and 
3T2 states and have certain oscillator strength through the interaction with the 1T2 
states. In the present calculation, the spin-orbit interactions between all the valence 
excited states except for the 31A1 state are considered. Therefore, nine A1, ten A2, 
twenty E, thirty Ti and T2 states are calculated. The excited states in the next higher 
energy region are supposed to be Rydberg excitations, as shown in the previous 
study,5 so that the inclusion of these states into the spin-orbit interactions will have 
only a small influence on the present results. Method of calculating the spin-orbit 
interaction is summarized in Appendix A. 
It is useful to get the approximate spin-orbit splittings by estimating the spin-orbit 
interaction stepwisely. For example, 3T1 state split into A1, three hold Ti, and five 
hold (T2+E) level under first order perturbation. The splitting between A2 and 
(T2+E) level of the lowest excited states is calculated as 0.10 and 0.20 eV for TiBr4 
and TiI4, respectively.
C. Excited states of TiBr4 with including spin-orbit interaction 
   We discuss here the effect of spin-orbit interaction on the excitation spectrum of 
TiBr4. There are many triplet states in the lower energy region of the spectrum as 
summarized in Table III. Therefore, the oscillator strengths of the 1T2 states are 
distributed to several states through the spin-orbit interaction. Figure lb) shows the 
results with including the spin-orbit interaction on the results of the SAC/SAC-CI 
calculations. Table IV gives the weight of the singlet and triplet components for the 
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TABLE IV. Excitation energy and oscillator strength for the excitated state of TiBr4 calculated by 
the  SAC-CI method with including spin-orbit correction (in eV).
Excitation energy
















0.53(13T 1), 0.40(13T2), 0.06(11T2) 
0.55(13T2), 0.40(13T1), 0.003(11T2) 
0.29(1311), 0.29(1312), 0.28(11T1) 
0.50(1111), 0.47(13T1) 
0.88(11T2) 
0.66(2312), 0.10(13E), 0.10(13A2) 
0.04(211'2) 
0.67(13A2), 0.22(2112) 
0.66(2112), 0.20(2312), 0.10(13A2) 







































a Excited states whose oscillator strength is larger than 0.005. 112, 2T2, 2T1 and 311 states are 
 listed for the assignments of shoulder ar 3.47 eV. 
b Dominant configurations and square values of the coefficients are listed for those square 
 values are larger than 0.1. At least, components of singlet T2 states are listed for triplet 
 dominant states. 




T2 states which have relatively large oscillator strengths. Some lower  Ti states are 
also shown. As noted in the previous section, two assignments are possible for the 
first and second bands. Here, we follow the first possibility in the following 
discussions. Another assignments are performed by comparing the states with and 
without including spin-orbit interaction shown in Tables II and IV, respectively. 
   The first band whose main peak is observed at 3.66 eV is assigned to the 
transition to the 3T2 state calculated at 3.43 eV. This state corresponds to 11T2 state 
(1t 2e) and is characterized as a charge transfer state from ligand to metal. The 
shoulder is observed at 3.47 eV, which is located in the lower energy side of the main 
peak by 0.19 eV. This shoulder is assumed to be a spin-forbidden and/or a dipole 
forbidden state. The candidates for the spin-fobidden states are 13T2 and 13T1. The 
1 T2 and 2T2 states are derived from these states, as shown in Table IV, at 3.04 and 
3.16 eV, respectively, though these states have very small oscillator strengths of 
3.404'10-3 and 6.04* 10-4, respectively. On the other hand, dipole-forbidden states are 
calculated around 3.20 eV originated from 11T1 and 13T1 states. Candidates of this 
shoulder are the 2T1(3.20 eV) and 3T1(3.25 eV) states. The forbidden ature of these 
states may be relaxed to some extent through the static and/or dynamic Jahn-Teller 
distortion. Since we did not examine the induced intensities for these dipole forbidden 
states, it is difficult to specify here the dominant origin of the shoulder. 
   The second band in the experimental spectrum consists of the two peaks at 4.44 
and 4.59 eV.2 The present results of the 7T2(3.89 eV), 8T2(4.00 eV), 12T2(4.45 eV), 
and 13T2(4.58 eV) states are attributed to the second band. 7T2 and 8T2 states 
originate from 13A2 and 21T2 states whose main configuration is 1t1- 4t2. 12T2 and 
13T2 states are generated through the interaction of 31T2 and 43T2 states whose 
dominant configurations are 3t2-3 2e, 2t2-* 4t2, and 2t2-4 2e. Oscillator strengths of 
the transitions for 14T2 to 27T2 states are calculated to be small, since these states 
correspond to 41T2 to 61T2 states whose intensities are very small (Table II) . 
   The third band has two peaks and the lower one has a larger intensity in the 
experimental spectrum. We assign these peaks from the energetic point of view. The 
lower peak observed at 6.01 eV is assigned to 28T2 state(5.99 eV) and the higher one 
at 6.51 eV is to 30T2 state(6.67 eV). 28T2 and 30T2 states, which have large 
oscillator strength, originate from 71T2 and 81T2, respectively. The 71T2 state is 
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expressed by a linear combination of the four configurations ,  2t2—> 4t2, 2a1—) 4t2, 
le—> 4t2, and 2t2—* 2e, which indicates the configuration interaction is indispensable in 
order to describe this state. The present calculation shows that the 81T2 state has 
larger oscillator strength than the 71T2 state.
D. Excited states of TiI4 
   Table V gives the calculated excitation energies and oscillator strengths for the 
singlet excited states of Ti14. Results for triplet excited states are also given in Talbe 
VI. Theoretical spectra with and without including the spin-orbit interaction and the 
experimental absorption spectrum are compared in Figure 2. Table VII summarizes 
the dipole allowed T2 states having certain oscillator strengths obtained after including 
the spin-orbit interaction. 
   The spin-orbit interaction is very important for the excited states of TiI4, as 
shown in Figure 2, reflecting large spin-orbit coupling constant of the iodine atom. 
Strong mixing between singlet and triplet states occurs especially in the lower energy 
region. Oscillator strengths are considerably distributed to these T2 states as seen 
from Table VII. So far, absorption bands are regarded as to be composed by several 
peaks, however, this picture does not hold good for Ti14. Due to the strong spin-orbit 
interaction, large numbers of allowed transitions occur and cooperatively contribute to 
each bands. Therefore, we discuss the excitation spectrum of this molecule using the 
results shown in Table VII. 
   The first band whose maximum is observed at 2.43 eV is assigned as being due to 
the 3T2 and 4T2 states calculated at 2.65 and 2.73 eV. respectively. These states 
originate from 11T2 state (lti— 4t2). 1T2 and 2T2 states are calculated in the lower 
energy side of these states and are mainly derived from 13T1 and 13T2 states, 
respectively. These states have relatively large oscillator strengths (7.57*10-3, 
6.4 1 * 10-3) through the interaction with the 11T2 state, though there are no 
experimental evidence for these states. Split peaks are observed at 3.10 and 3.45 eV 
and we assign these peaks to 7T2 and 9T2 states calculated at 3.05 and 3.31 eV, 
respectively. These states originate from 21T2 state (3t2— 4t2) and have 13A2 and 
23T2 components. The third band observed at 4.28 eV is due to 14T2 state calculated 
at 3.91 eV, which corresponds to 31T2 state. 31T2 state is destabilized by 0.15 eV 
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TABLE V. Excitation energy and oscillator strength for the singlet excitated state of  Ti!4 calculated by the SAC-
CI method without including the spin-orbit interaction (in eV).
SAC-CI Oa)
State Dominant configurations Excitation character Excitation ener Oscillator strength
11T1 0.89(14 - 2e) 
11T2 0.85(1t1-> 2e) 
11E 0.89(1t1 -042) 
21T1 0.84(1t1- 4t2), 0.05(3t2 -+ 2e) 
11A2 0.87(1t1 - 4t2) 
21T2 0.83(l4 --> 4t2) 
31T1 0.58(3t2 -* 2e), 0.26(2t2 -> 2e), 
31T2 0.62(3t2 - 2e), 0.16(2t2 -, 2e) 
    0.12(2t2 -* 4t2) 
21E 0.60(le -* 2e), 0.27(3t2 -, 4t2) 
21A2 0.87(le -) 2e) 
41T1 0.37(3t2 -> 4t2), 0.26(2t2 -> 2e), 
    0.09(3t2 - 2e), 0.10(2t2 - 4t2) 
11A1 0.71(le -, 2e), 0.18(2t2 -* 4t2) 
41T2 0.39(2t2 -* 2e), 0.29(3t2 -* 4t2), 
    0.19(3t2 -* 2e) 
51T1 0.35(3t2 -+ 4t2), 0.30(2t2 -) 2e), 
0.11(3t2 -* 2e), 0.09(le -, 4t2) 
31E 0.62(3t2 -, 4t2), 0.28(le -> 2e) 
51T2 0.36(1e -, 4t2), 0.25(2t2 -> 2e), 
    0.20(3t2 -* 4t2), 0.09(2t2 -->4t2) 
61T1 0.74(le 4t2), 0.16(3t2 -> 4t2) 
21A1 0.66(3t2 - 4t2), 0.26(2t2 -, 4t2) 
61T2 0.38(3t2 -> 4t2), 0.37(le -, 4t2) 
    0.08(2t2 -i 2e), 0.04(3t2 -* 2e) 
71T1 0.79(2t2 -* 4t2), 0.07(2t2 -* 2e) 
41E 0.78(2t2 -* 4t2), 0.11(2a1 -, 2e) 
71T2 0.59(2t2 -a 4t2), 0.13(le -) 4t2) 
0.08(2a1-> 4t2) 
51E 0.80(2ai -> 2e), 0.07(2t2 -* 42) 
81T2 0.81(2a1 -*IUD
L -+M-L 
L -* M-L 




L -* M-L, M+L - M-L 
L - M-L, M+L -4 M-L
M+L->M-L,L-M-L 
M+L -. M-L 
L -+ M-L, M+L -* M-L
M+L -, M-L 
M+L-+M-L,L->M-L
L -> M-L, M+L -, M-L
L-M-L, M+L->M-L 
M+L -* M-L, L -+ M-L
M+L -, M-L, L -> M-L 
L-*M-L,M+L-+M-L 
L -0M-L, M+L -, M-L
M+L -, M-L 
M+L -, M-L 
M+L -> M-L
























































TABLE VI. Excitation energy for the triplet excitated state of  Ti14 calculated by the SAC-CI method 
without including spin-orbit interaction (in eV).


























0.78(14 -4 2e), 0.12(111 -p 4t2) 
0.84(l ti -* 2e) 
0.88(l4 - 4t2) 
0.75(1t1 -> 4t2), 0.11(14 -> 2e) 
0.76(l4 - 4t2), 0.09(3t2 -* 2e) 
0.06(111 -3 2e) 
0.87(ltl 3 4t2) 
0.46(le -4 2e), 0.34(3t2 -3 4t2), 
0.13(2t2 -3 4t2) 
0.43(3t2 -9 2e), 0.38(2t2 -9 2e) 
0.62(3t2 -4 2e), 0.17(2t2 --> 2e), 
0.10(le -9 4t2) 
0.60(le -> 2e), 0.28(3t2 -9 4t2) 
0.40(2t2 -, 2e), 0.20(2t2 -9 4t2), 
0.16(3t2 -* 4t2), 0.12(3t2 -9 2e) 
0.45(2t2 -3 4t2), 0.38(le -4 2e) 
0.34(3t2 -9 4t2), 0.21(2t2 -4 2e), 
0.17(3t2 -9 2e), 0.12(212 -9 4t2) 
0.86(l a -> 2e) 
0.48(3t2 -3 4t2), 0.06(le -9 4t2), 
0.27(2t2 _9 2e) 
0.36(3t2 -4 4t2), 0.25(2t2 -9 4t2), 
0.24(le -3 2e), 0.05(2a1 -4 2e) 
0.26(3t2 -9 4t2), 0.21(le -> 4t2), 
0.21(3t2 --> 2e), 0.19(2t2 -9 2e) 
0.61(le -9 4t2), 0.28(3t2 -> 4t2) 
0.44(le -4 4t2), 0.30(2t2 -4 4t2), 
0.08(3t2 -* 2e) 
0.50(3t2 -9 4t2), 0.34(2t2 -9 4t2) 
0.39(2t2 -4 4t2), 0.31(le -9 4t2) 
0.21(3t2 -> 4t2), 0.04(3t2 -4 2e) 
0.46(2t2 -4 4t2), 0.27(3t2 -4 4t2) 
0.14(2ai -3 2e) 
0.77(2t2 -4 4t2), 0.12(2t2.4 2e) 
0.72(2al -9 2e), 0.12(2t2 -9 4t2) 
0.94(2ai -9 4t2)





L -> M-L 
M+L - M-L, L - M-L
L - M-L, M+L -4 M-L 
M+L-4M-L,L-4M-L 
M+L -4 M-L, L - M-L 
M+L - M-L, L - M-L
M+L -* M-L 
L - M-L, M+L -* M-L
M+L - M-L 
L - M-L, M+L - M-L 
L - M-L, M+L - M-L 
L -4 M-L, M+L - M-L
M+L -4 M-L, L -4 M-L 
M+L -> M-L, L - M-L
L -9 M-L, M+L -9 M-L 
M+L -> M-L, L -4 M-L
M+L -> M-L
M+L -> M-L, L -> M-L 





























TABLE VII. Excitation energy and oscillator strength for the excitated state of  Ti14 calculated by the 
SAC-CI method with including spin-orbit correction (in eV).
Excitation energy




















0.60(13T1), 0.24(13T2), 0.14(11T2) 
0.42(13T2), 0.14(13T1), 0.11(13A2) 
0.10(23T2), 0.04(21T2) 
0.29(23T2), 0.21(11T2), 0.20(13T1) 
0.11(13T2), 0.10(13A2) 
0.50(11T2), 0.16(13T1), 0.15(23T2) 
0.74(23T1), 0.04(21T2), 0.03(31T2) 
0.45(21T2), 0.43(13A2) 
0.33(33T1), 0.29(33T2), 0.12(31T2) 
0.29(21T2), 0.28(23T2), 0.21(13A2) 




0.30(33E), 0.24(53T2), 0.15(23E) 
0.06(31 T2) 
0.69(31T2) 












3.05 ( -0.05) 
3.20 


































a Excited states whose oscillator strength is larger than 0
.005. 
b Dominant configurations and square values of the coefficients are listed for those square 
 values are larger than 0.1. At least, components of singlet T2 states are listed for triplet 
 dominant states. 
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FIG. 2. Theoretical excitation spectrum of Til4 (a) without including spin-orbit 




through the second order perturbation of spin-orbit interaction, which improve the 
calculated values. 27T2 and 28T2 states calculated at 5.13 and 5.21 eV are attributed 
to the forth band whose peak maximum is observed at 4.96 eV. These states are 
generated by the interaction of  71T2 and 53E states. 30T2 state with large oscillator 
strength (8.06*10-1) is calculated at 6.01 eV. Experimental spectrum has no 
information around this energy region. 
   All observed peaks are assigned to T2 states whose oscillator strengths are larger 
than 10-2. However, there exist a number of T2 states which have certain oscillator 
strengths around these states. These T2 states cooperatively contribute to the 
absorption bands. In this way, the excitation spectrum of TiI4 should be assigned with 
including the spin-orbit interaction. The average discrepancy between theory and 
experimental values is 0.22 eV
E. Comparison of the excited states of TiX4 
   Figure 3 show the energy diagram for TiX4 system (X= Cl, Br, I) based on the 
present and previous assignments. Ionization potentials of Ti+ and halogen atoms are 
also given. We show simple and useful picture of the valence excitations of these 
molecules using the experimental values.2,4,5 For TiBr4 and TiI4, all states are 
considered without spin-orbit interaction by using the average of corresponding states. 
   The term values of (2e) and (4t2) are almost same for all the TiX4 species, since 
2e and 4t2 MO's are composed mainly by Ti d-AO. Therefore, the shift of excitation 
energy accompanied by the substitution of the ligands is explained by the difference of 
the IP's of TiX4 species, which is parallel to that of the IP's of the ligand halogens as 
seen in fig. 3. According to the present assignments, term values of (2e) and (4t2) for 
TiC14 are estimated as 7.4 and 6.5 eV, if we use the experimental values. The (2e)-
(4t2) splitting is estimated as 0.9 eV, which is only a half of that estimated by Robin.1 
He noted splitting value is about twice larger than that is normally seen in tetrahedral 
species and therefore, our assignments would to be reliable. Another suggestion from 
the present analysis is about the excitation spectra of TiI4, in which the peak for 8T2 
state is not observed. Admitting our assignments of first and second peak, 7T2 and 
8T2 should be located 4.8 and 5.4 eV above the ground state. Therefore, the 
experimental spectrum has the possibility of missing 8T2 state. 


































FIG. 3. Schematic energy diagram of TiX4 (X=C1, Br, I). Assignments of the present 
study are shown with experimental excitation energies (in eV). Experimental values 
are cited from references 2, 3, and 6a.
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   Since the  1T2 and 2T2 states are characterized as l t 1--3 2e and 14-4  4t2, energy 
separation between these states gives the (2e)-(4t2) separation. In the present 
calculation, e-t2 separations are estimated as to be 0.80, 0.53, and 0.43 eV for TiCI4, 
TiBr4, and TiI4, respectively. The splitting reduces as the ligand becomes soft. This 
fact is related to the IP's of the ligands.
V. IONIZED STATES 
   Ionization spectra of TiX4 are divided into outer and inner valence region.5 In 
the outer valence region, there are five different electronic states; namely, (lti)-1, 
(3t2)-1, (1e)-1, (2t2)-1, and (2a1)-1 states. These states lie in a low energy region and do 
not interact with the shake-up states. Therefore, Koopmans picture is valid for these 
states. On the other hand, (lai)-1 and (1t2)1 states correspond to the ionizations from 
the ns orbitals of the ligands and are located in the inner valence region. These states 
interact with many two electron shake-up processes through final state correlation and 
show breakdown of Koopmans picture. Calculated splitting pattern in the inner 
valence region of TiBr4 and TiI4 is similar to that of TiC14.5 In this paper, we 
concentrate our discussion on the assignments of the outer valence region. 
   The experimental ionization spectra of TiX4 (X=Br, I) have complicated structure 
compared to that of TiC14 even in the outer valence region. This is due to the spin-
orbit interaction in the ligands and the Jahn-Teller distortion. We examine the former 
effect, which is lager than the latter, in the present study. With the inclusion of the 
spin-orbit interaction, doublet ionized states in the Td point group are transformed 











where the numbers in the parentheses shows the degree of degeneracy. 
   Theoretical outer valence ionization potentials of TiX4 (X=Br, I) are compared 
with the experimental values in Tables VIII and IX. Monopole intensities and the 
weight of degeneracy are also given. Theoretical IP's are given with including first 
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TABLE  VIII. Outer valence ionization potential of TiBrd (in eV).
Exptl.a SAC-CI
AE
Assignment Band area 




















































































a Reference 3 
b Without spin-orbit correction 
c First order correction is included. see text. 
d First and second order correction is included. see text. 
e Deviation from the experimental value 






TABLE IX. Outer valence ionization potential of  TiI4 (in eV).
Exptl.a SAC-CI
AE
Assignment Band area 


























































































a Reference 3 
b Without spin-orbit correction 
C First order correction is included. see text. 
d First and second order correction is included. see text. 
e Deviation from the experimental value 
f Monopole intensities without including initial state correlation.
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 FIG. 4. Ionization spectra in the outer valence region and their theoretical 
 assignments of (a) TiBr4 and (b) TiI4. 
                               117-
TABLE X. Spin-orbit splitting of the  2T, and 21, states of TiX (X=Br,I) (in eV).
TiBr4 Ti14





























3 Reference 3 
b Reference 4 
c First order correction is included. see text. 
d First and second order correction is included. see text. 
e Splitting due to vibronic coupling
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and up to second order effect of spin-orbit interaction as  S-O(1) and S-O(2), 
respectively. The present assignments of the spectra are schematically shown with the 
experimental spectra in Fig. 4. The calculated spin-orbit splitting values of the 2T1 
and 2T2 states are summarized in Table X. The splitting pattern of the triply 
degenerated states, 2T1 and 2T2, is as follows; the U' state is more stable than the E' 
and E" states in the case of (lti)-1 and (3t2)-1 states, because they are all hole states. 
However, the ordering between U' and E" state is reversed in the (2t2)-1 state.
A. TiBr4 
   Here we discuss the outer valence region of TiBr4. Edgell et al. assigned their 
experimental photoelectron spectra of TiX4 (X=Br, I) using extend Hiickel MO's.3 
Following the notation of experimental spectrum,3 band a and b are assigned to U' and 
E' states plit from (1 ti)-1 state. The spacing between these components i  calculated 
to be 0.238 eV, which is in good agreement with the experimental value 0.24 eV. As 
for band c, the relative intensity of the experimental spectrum indicates that this band 
is composed of four-hold states and two-hold states. U'(3t2-1) and E'(3t2-1) 
components correspond to this band in our calculation. Edgell et al. assigned this band 
to U'(3t2-1(it)) and E'(2t2-1(a)) states. Our assignment is different from theirs since 
our estimated splitting value of (3t2)-1 state (0.133 eV) is smaller than theirs. The 
reason of this contradiction will be discussed in later. In the same way, we propose 
different assignment for band d; U'(le), E'(2t2-1) and U'(2t2-1) states contribute to this 
overlapping band. Band e is attributed to the E'(2a1-1) state. Relative intensity of 
band d and e show remarkable increase under He(II) excitation in the experimental 
spectra. It is reported that the ionizations from the MOs having metal s or d 
components have large cross sections under the He(II) excitation.3,6f Accordingly, le 
and 2t2 orbitals has metal d character and 2a1 orbital has metal s character. 
   In summary, the present assignments are different from theirs in the following 
two points: 
   (1) the ordering of the (le)-1 and (2t2)-1 states. 
   (2) the spin-orbit splitting of the (3t2)-1and (2t2)-1 states. 
The difference between two assignments are clearly shown in Figure 4 and Table VIII. 
As discussed in the previous paragraph, our assignments are consistent with the 
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experimental spectra in the following points. (a) The weight of degeneracy in our 
assignment explains the ratio of the relative band area. (b) The change in the 
ionization cross section for each band under  He(II) excitation is consistent with our 
results. (c) The average discrepancy between theory and experiment for the ionization 
spectra of TiBr4 is only 0.27 eV 
   Next we analyze the effect of spin-orbit interaction stepwisely. We firstly 
investigate he first order effect which determines a large part of the spin-orbit 
splitting. It is well-known that he first order effects of the spin-orbit nteraction on 
the T2 and T1 terms are similar to that on the P term. In this sense, Green et al. 
proposed an explicit form of the effective S-O coupling constants Leff as4 
Ct2 = Ct2p2CMp - Ct2d2CMd + 2 C't2x(C't2x - 2 42 C't2a)C1p 
1 Cti = 2 (1+xnx)-1CLp 
Ct2k = (l+xtik)-1/2Ct2k
where CMp, CMd, and VI) denote the spin-orbit coupling constants for the valence p
and d orbitals of the metal atom M and the ligand L. C and x are the MO coefficients 
and the overlap term, respectively. Though our approach is apart from these coupling 
constants, interpretation of the spin-orbit splitting is performed with these useful 
constants. According to these effective oupling constants, Ctt isapproximated as2 
CLpand our calculation also reproduce ti splitting (0.238 eV for TiBr4). This is also 
obtained inthe previous studies.3,4 On the other hand, our estimation ofthe splitting 
of the (3t2-1) state is different from the previous one as mentioned above. Edgell et al. 
calculated the splitting value fairly large for this state. This is because their 3t2 MO is 
composed of both a and it components of the ligand p-AO's.(see Appendix B of ref.4). 
We examine the nature of the 3t2 MO for the AB4 system as shown in Appendix B and 
find that the 3t2 MO of TiX4 (X=Br, I) has pure it components. Therefore, our 
estimated splitting values are relatively small compared to the previously estimated 
ones. However, the nature of the 3t2 MO is somewhat dependent onthe basis set used, 
so that he estimation f the spin-orbit splitting for the t2 symmetry is very delicate.23 
In the same way, the 2t2 MO has pure a-bonding nature between metal and ligand. 
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Therefore, the third term in the  Cm becomes small and has negative sign, resulting the 
ordering between the E and U states being reversed. The effect of d-AO on Ti atom 
are small since the valence MO is dominated byligands and the coupling constant CMd 
is small (0.073 eV). 
   Secondly, we consider the effect of the second order correction, that is the 
interaction between different irreducible r presentations of the Td point group, but the 
same ones in the Td* group. With this interaction, the (lti)-1 and (3t2)-1 states are 
stabilized, while the other states are destabilezed. Energy perturbations forthe U' 
states are smaller than those for the E' and E" states. Therefore, the E state is 
stabilized compared tothe U' state with the result hat he splitting of the (lti)-1 state 
becomes small. On the other hand, the E" state split from the (2t2)-1 state is calculated 
unstable compared tothe U' state. This second order interaction works to destabilized 
these states. So the splitting of the (2t2)-1 state is enlarged through this interaction.
B. TiI4 
   The ordering of the outer valence ionization potentials of TiI4 is also the same as 
that of TiC14.5 Band a, b are assigned to U' and E' (lti-1) states with the spin-orbit 
splitting calculated as 0.482 eV. The splitting of band a is due to the Jahn-Teller 
distortion as reported by Edgell et a13 Band c is composed of one four-hold states and 
one two-hold state from the consideration of the relative band area. We assign (3t2)-1 
and (le)-1 states to this band. Split band d is attributed to (2t2)-1 state. The 
separations between U' and E" are small compared to the previous studies as explained 
in TiBr4. Band e correspond to (2ai)-1 state. All the calculated ionization potentials 
underestimate the experimental values, especially for (lti)-1 and (2ai)-1 states. The 
average discrepancy between theory and experiment for the ionization potentials of 
TiI4 is0.30eV
VI. SUMMARY 
   Theoretical study of the excited and ionized states of TiX4 (X=Br, I) are reported 
based on the SAC and SAC-CI theories. The effects of spin-orbit interaction of the 
ligand p-AO and Ti d-AO are examined both for the excited and ionized states. 
   Excitation spectra in the valence region are investigated and theoretical 
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assignments are proposed. Lowest 49 states are calculated in the valence region; 
namely two A1, two A2, five E, seven  T1 and eight T2 states for singlet and triplet 
states. With including the spin-orbit effect, these states split into nine A1, ten A2, 
twenty E, thirty T1 and T2 states. Dipole-allowed T2 states are generated from 3A2, 
3E, 3T1, and 3T2 states and have certain oscillator strengths through the interaction 
with 1T2 states. This effect is important especially for Til4 molecule. The shift of 
excitation energies according to the substitutions of the ligands is explained by the shift 
in the ionization potentials of these molecules. Furthermore, the change in the 
ionization potentials of TiX4 is explained by that of the ligand atom. Theoretical 
results reproduce well the experimental spectra with the average discrepancies of 0.09 
and 0.22 eV for TiBr4 and Til4, respectively. 
   The present results also show good agreements with the experimental ionization 
spectra in the outer valence region. The ordering of the ionized states in the outer 
valence region is (lti)-1 < (3t2)-1< (1e)-1 < (2t2)-1 < (2a1)-1. which is the same as that 
of TiC14.5 Koopmans picture is valid for these states. The spin-orbit splitting of the 
peak in the present calculation explains the ratio of the relative band area in the 
experimental spectra. The change in the ionization cross section observed in the He(I) 
and He(1l) excitation spectra is also consistent with our results. The spin-orbit 
splitting of the 2T2 states is related to the natures of the ionized MO's. In the case of 
TiX4 (X=Br,I) system, 2t2 MO has pure a-bonding nature, while 3t2 MO is pure it-
bonding between metal and ligand. Therefore, our estimated splitting values are 
relatively small compared to the previous tudy.3
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Appendix A. 
   The calculation of spin-orbit interaction is performed using one-electron one-
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center approximation. We neglect spin-other-orbit terms and 
different centers. The expression of the spin-orbit hamiltonian is
cross-integrals on
 HU=  Egg  +<IIHsoIJ> 
HSO = E E C(rin) liA si 
i A 
where (r;A) is the spin-orbit coupling constants of atom A and 1;A denote the orbital 
angular momentum operator centered at atom A for i-th electron. El is the SAC-CI 
energy and the matrix element < I I HSO I J > is calculated considering the spin-orbit 
interaction of the titanium d-AOs and the ligand p-AOs. All the symmetries of the 
sub-group C2v are included for the state functions because of the degeneracy in the Td 
point group. State functions I, J are approximated by the singly excited configuration 
part of the excited state and by the Koopmans state for the ionized states. For valence 
excitations, the squares of the norms of the singly excited part in the linked terms are 
0.95-0.93. The calculated monopole intensities are also large (0.94-0.90) for the 
ionized states in the outer valence region as shown in Tables VIII and IX. These facts 
support the validity of the present approximation in the calculation. The spin-orbit 
coupling constants are estimated from the experimental spectral data;20 those of the 3d 
AO of Ti+, 4p AO of Br, and 5p AO of I are 0.011, 0.305, and 0.628 eV, 
respectively.
Appendix B. 
   The spin-orbit splitting values for the (2t2)-1 and (3t2)-1 states of TiX4 are 
estimated rather small in comparison with those in the previous works.3.4 Since the 
present system shows complicated splitting structure, we refer to the ionization spectra 
of CBr4 and SiBr4. The splitting pattern of these molecules is clear because 2a1 and 
2t2 orbitals are dominated by 2s and 2p AOs of the central carbon atom. The 
experimental photoelectron spectra for those molecules show large splitting for (3t2)-1 
state (about 0.45 eV). Therefore, we examine the spin-orbit splitting of 2T1 and 2T2 
terms for CBr4 and SiBr4. Results are summarized in Table XI. 
   The splitting value of the (3t2)-1 state of CBr4 is calculated as 0.451 eV in good
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agreement with the experimental value 0.46 eV.4 The splitting values of CBr4 are 
calculated so large compared to those of TiBr4 system. We explain this fact in terms 
of the bonding natures of the ionized MO. The 2t2 and 3t2 MOs of CBr4 molecule are 
C-L bonding and ligand non-bonding MO, respectively, like TiX4 system. However, 
 1t- and r- components of the ligand p-AOs mix in both MOs of CBr4. In other words, 
both 2t2 and 3t2 MOs of CBr4 still keeps the degeneracies of the p-AO of the bromine 
atom. Therefore, as seen from the expression of the effective coupling constant in the 
text, the splittings of the (2t2)-1 and (3t2)-1 states of CBr4 becomes large. The same is 
true for the spin-orbit interaction of SiBr4. On the other hand, 2t2(3t2) MO of TiX4 
has pure a(7L) components of the ligand AOs, therefore, the splitting of the T2 term 
becomes mall. Thus, we see that the difference in the spin-orbit splitting between 
TiBr4 and CBr4 comes from their difference in the bonding character.
TABLE XI. Spin-orbit splitting of the 2T1 and 2T2 states of ABr4 (A=C, Si) (in eV).
CBr4 SiBr4
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Collision induced absorption spectra of CsXe system 
calculated by the  SAC-CI method with ECP potentials
Abstract 
   Collision induced absorption spectra of Cs-Xe system is studied theoretically by 
SAC-CI (symmetry adapted cluster-configuration interaction) theory. The origin of 
6S-5D dipole-induced transition is an existence of 5d E and 5d II quasi-molecular 
states. Quasistatic model is used for calculations of reduced absorption coefficients. 
The calculated profiles of the collision induced absorption spectra reproduce well the 
experimental spectra. Since they sensitively reflect fine details of the potential energy 
curves of the ground and excited states, this agreement guarantees the reliability of the 
present heoretical potential curves of the ground and excited states of CsXe calculated 
by the SAC-CI method.
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   The optical s-s and s-d transitions of alkali atoms are dipole forbidden. However, 
when noble gas is admitted into alkali vapour, collisional interaction between alkali 
atom and noble gas makes these transitions dipole allowed and a new absorption band 
is observed near the position of the originally forbidden line [1-4]. This phenomena is 
called collision induced absorption. The position and the profile of the collision 
induced absorption sensitively reflect interatomic potentials of the ground and excited 
states of the alkali-noble gas system and the (induced) transition moments between 
them. We are very interested in this aspect of the collision induced absorption. Moe 
et al.  [1]  reported etailed absorption spectra for the Cs-noble gas and Rb-noble gas 
systems. 
   Elucidations of the mechanisms and theoretical evaluations of the line profiles 
have been carried out by several workers [5-11]. For Cs-Xe system, Gallagher et al. 
[6] investigated line core region by a perturbative method. Pascale t al. [8] calculated 
adiabatic potential energy curves of alkari-noble gas systems using a semiempirical 
model of Baylis [9] and investigated the wing region. Oscillator strengths for the 
induced dipole transitions were also reported by Pascale [10]. However, their 
calculated spectra re somewhat different from the experimental ones for the Cs-Xe 
system [11]. 
        In thispaper, we study the collision induced absorptions of Cs-Xe system by an ab 
initio method including electron correlations. This system shows relatively strong 
interactions and its spectra represent most of the features common to the alkali-noble 
gas systems [1]. We are interested in the Cs-Xe interactions in a relatively shorter 
(RCs-xe < 10A), i.e., so called wing region where van der Waals interactions, overlap 
interactions, and repulsive interactions cooperatively determine the interatomic 
potentials. We do not study very long-range (RCs-xe > 10A) interactions which are 
reflected in the line core region of the spectra. Since the spectral profiles depend very 
sensitively on the potential energy curves of the ground and excited states and on the 
induced transition dipole moments between them, we need a theory which is able to 
describe both ground and excited states in a considerable accuracy. 
   As such a theory we use SAC (symmetry adapted cluster) [12] and SAC-CI [13] 
theories. The details and the reliability of the SAC/SAC-CI method have been 
reported elsewhere [12-16]. The basis set we use is fairly flexible. The relativistic 
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effective core potential  [17] is used for the cores of both the Cs and Xe atoms. The 
outermost nine and eight electrons of the Cs and Xe atoms, respectively, are explicitly 
treated. The Cs basis consists of (12s5p)/[3s4p] set of Hay and Wadt [17] augmented 
with a primitive (6slp) set taken from Langhoff et al. [18] and three d functions whose 
exponents are the same as those of the outer three primitives of the [4p] set. The Xe 
basis set is (3s3p)/[ls2p] [17] augmented with the primitives (3s2p) of Ermler et al. 
[19] and the (2d) set of Huzinaga [20]. The final set is written as [8s5p3d] for Cs and 
[4s4p2d] for Xe. We select all of the 8 occupied valence orbitals ( 5sxe 5Pxe SsCs 
5pCs 6sCs ) and the lower 41 unoccupied orbitals as an active space. In the SAC-CI 
step, we do not do configuration selection for linked terms and the resultant 
dimensions of SAC-CI are 3961 (E states), 3370 (II states) and 2788 (A state) for all 
the nuclear separations. Calculations are carried out at the Cs-Xe distances of 3.0, 3.5, 
3.75, 4.0, 4.25, 4.5, 4.7, 5.0, 5.25, 5.5, 5.75, 6.0, 6.5, 7.0 and 10.0 A. The SCF 
orbitals are calculated with the program GAMESS [21] and the SAC/SAC-CI 
calculations are performed by the program SAC85 [22]. In the quasistatic model [6, 
23-25] , the reduced absorption coefficients i  given by
k Al476347cR2rVg(Rc)-Vg(oo)~I nGnA =R3x I D(R°) 12I1 d[Ve(R)-Vg(R)l /dR I c) expL- kBT J
   where nG and nA are the density of the perturber Xe and the absorber Cs, D(R) 
the induced transition dipole moment at the Cs-Xe distance R, and Vg and Ve the 
potentials of the ground and excited states, respectively. The temperature T is 371 °C 
according to the experimental condition of Moe et al. 
   Fig. 1 shows the potential energy curves of the Cs-Xe system calculated by the 
SAC-CI method. We have calculated the ground and excited states which are 
correlated to the 6S(ground), 6P, 5D and 7S states of the Cs atom. Within the several 
basis sets examined here, we failed in getting a proper ordering of the 5D and 7S states 
of the Cs atom. So in Fig. 1 the potantial curve of the 7sE state is shifted upwards, in 
order to avoid an overlap with the 5D state. The excitations to the 5D and 7S states 
are dipole forbidden in an atomic limit, but their intensities are induced through the 
Cs-Xe interaction. The 5D state of the Cs atom splits into E, II, and A states by the 
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Fig. 1. Potential energy curves for the 6S, 6P, 5D and 7S states of CsXe without 
including spin-orbit coupling. The potential curve of the  7sE state is shifted upwards 
as noted in the text.
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repulsive nature at large  internuclear distances, and show a characteristic shoulder or 
hump near 5.0A - 5.5A. On the other hand, the 6pII, 5d11, 5dA and 7sE states are 
attractive and have a shallow minimum near 4.5A. These two features of the potential 
curves are reflected in the positions and the profiles of the induced absorption spectra. 
   Fig. 2 gives induced dipole moments as a function of the internuclear distance. 
The transitions from 6sE to 7sE, 5dE and 5d11 are induced at the intermediate nuclear 
distances of 4.3A 7A, since the Boltzmann factor for the ground state sharply 
decreases in shorter distances than 4.3A. The 5dA transition is dipole-forbidden even 
after the interaction. The transition moment for the 5dE state is larger than those for 
the 7sE and 5dII states. This is reflected in the intensity of the observed induced 
absorption spectra shown below. 
   The present heoretical absorption spectra for the 5D states are compared in Fig. 
3 with experiment. The 6S-5D transition energy of the Cs atom is calculated at 588 
nm in comparison with the experimental value of 692 nm. Though this difference of 
0.303 eV is not small, the essential features of the spectra seem to be properly 
reproduced. The experimental peak in the blue region of the atomic forbidden 
transition is attributed to the transition from the 6sE state to the 5dE state of the 
collision complex. The experimental band has a steep cusp, and correspondingly, the 
calculated band also shows a steep eak, which is due to the extremum in the excitation 
energy dependence on R. In the quasistatic theory, the absorption i tensity diverges at 
this extremum [5,11]. Looking at the potential curves, we see that this extremum is 
due to the hump of the 5dE potential shown in Fig. 1, so that the cusp in the spectrum 
is assigned as being due to the hump of the 5dE potential. In the theoretical spectra, R
denotes, in a classical picture, a internuclear distance of the collision complex at which 
the absorption of the light of a given wavelength occurs. The experimental spectra has 
a broad shoulder at 650 - 670 nm, but the theoretical spectra does not have such a 
feature. So we do not know the origin of this shoulder. Though the calculated 
intensity of the spectra is about a order of magnitude smaller than the experimental 
one, the experimental determination of the intensity itself is rather difficult. Our 
intensity is similar to the theoretical one due to Sayer et al. [111 
                                             The present result shows that the 6sE-5dII transitionwouldappear in a redregion
of the atomic forbidden absorption. The calculated profile shown in the right-hand 
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Fig. 3. (a) Experimental [1] and (b) theoretical reduced absorption coefficients for the 
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Fig. 4. (a) Experimental [1] and (b) theoretical reduced absorption coefficients for the 
6S-7S transition. In the theoretical spectrum, R denotes the Cs-Xe distance in A.
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side of Fig. 3 compare well with the experimental profile observed in the red region 
of the forbidden line shown by the arrows (two arrows indicate spin-orbit splitting). 
In this red region, the  6sE-5dE transition also contributes as shown in the left-hand 
side of Fig. 3. However, the absorption i tensity of this transition in the red region is 
small because the Boltzmann factor of the ground state in the region R < 4.0A is very 
small. The experimental profile is the sum of the 6sE-5dII and 6sE-5dE transitions, 
the former being the main contribution. 
   In Fig. 4 we compare the experimental and theoretical collision induced 
absorption spectra ssociated to the 6S-7S transition of the Cs atom. The experimental 
spectrum [1]  has a vibrational structure which indicates an existence of an attractive 
potential well for the excited state. The depth of the potential well of the 7sE state 
shown in Fig. 1 is 0.078 eV. The position of the calculated atomic forbidden 
transition differs by 0.196 eV from the experimental value. Both experimental nd 
theoretical induced absorptions appear in the red region of the atomic transition, 
though the shapes of the profiles are somewhat different. The induced transition 
moment should increase more rapidly as the Cs-Xe distance becomes maller. In 
shorter distances, the Boltzmann factor of the ground state rapidly diminishes, so that 
the induced absorption i tensity falls off very rapidly. 
   More details of the present study and theresults for the 6S-36P transitions will be 
published elsewhere in the literature.
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Collision induced absorption spectra of CsRg system 
(Rg=Xe, Kr, Ar, Ne) calculated by the  SAC-CI method 
         with all-electron basis sets
ABSTRACT 
Collision induced absorption process of Cs-Rg system (Rg= Xe, Kr, Ar, and Ne) 
is studied theoretically by the SAC-CI (symmetry adapted cluster-configuration 
interaction) method. The potential energy curves of the CsRg system which correlate 
to the 6S, 6P, 5D, and 7S states of the Cs atom and the oscillator strengths are 
calculated. The reduced absorption coefficients are estimated by the quasistatic 
approximation. The results of the calculated shift values and intensities agree well 
with the experimental data. The monotonic shift of the spectral peaks with substituting 
the rare gas atom is confirmed to be related to the shift of the avoided crossing point 
between 7sE and 5dE states. The absorption intensities are calculated to decrease as 
the rare gas atom is substituted from Xe to Ne, which reproduces the feature of the 
observed spectra. The intensities of 6sE-5dE transitions are calculated to be larger 
than those of 6sE-7sE ones, which is attributed to the fact that the former transitions 
are induced in larger internuclear distances than the latter ones. The broadening of 6P 
resonance line is also investigated by the present method. 
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I. INTRODUCTION 
   Chemical reactions in the optical fields have been received much attention in 
recent years with the developments of the spectroscopies.1 The spectral broadening 
and shift observed in the absorption or emission spectra have the informations of 
transient species of such photo-assisted reactions. As the primary examples of such 
reactions, electronic spectra of the alkali atoms purturbed by the rare gas atoms have 
been widely observed and investigated.2-6 Especially, Cs-rare gas (Cs-Rg) systems 
show relatively strong interactions and therefore, the spectra have large broadening, 
shift and asymmetry. Dipole forbidden transitions, S-S and S-D excitations of the Cs 
atom, are induced during the collision between the Cs and rare gas  atoms.2,3 This 
phenomenon is called as collision induced absorption process and the induced 
absorption spectra of the CsRg systems were observed by Moe et al.2 The broadening 
and peak shift of the resonance lines are also observed for these systems. Hedges et 
al.5 and Kielkopf et al.6 reported the detailed spectra ssociated to 6S-6P emission and 
6S-nP absorption lines of the Cs atom. 
   Several theoretical works are also performed in order to elucidate the mechanism 
of this induced transition and line broadening.7-10 The line broadening of the 6S-6P 
transition for the alkari-rare gas systems was researched by Baylis7 with the 
semiempirical potential curves. Pascale et al. calculated the potential energy curves8 
and oscillator strengths9 of the alkari-rare gas systems using the semiempirical 
potential model of Baylis7 and investigated the collision induced absorption process. 
However, orbital relaxations caused by the interaction during the collision were 
considered only for the Cs atom in their calculations and their results seem to 
contradict with the experimental spectra in some points for the Cs-Rg system.l0 
   In the preceding study, we investigated the collision induced absorption process of 
the Cs-Xe system with ab initio method.11 However, the ordering of 5D and 7S levels 
of the Cs atom was not properly reproduced in that calculation. In the present article, 
we overcome this problem with using refined basis sets and investigate this 
phenomenon systematically with the perturber substituted by the other rare gas atoms. 
Since we are interested in the interactions inthe intermediate nuclear distances, the far 
wing region of the spectrum is investigated. The SAC(symmetry adapted 
cluster)/SAC-CI method12,13 is used for the calculations of the van der Waals (vdw) 
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interactions of the open-shell Cs-Rg systems. The method has been applied 
successfully to large number of molecular spectroscopies14 including vdw systems 
such as  Ar215 and Kr2.16 The reduced absorption coefficient, which is directly 
determined by the experiment, is estimated by the quasistatic approximation.6,17-19
II. CALCULATIONAL DETAILS 
  The flexible basis setsare extremely important for the description of the vdw 
interactions. In the preceding study,11 we adopted the RECP with including outermost 
core orbitals of Hay and Wadt20 and diffuse functions proposed of Langhoff et al.21 
on Cs. However, we failed in getting proper energy ordering between the 5D and 7S 
states of the Cs atom with those basis sets, even though the core polarization effects are 
included. The relative positions and the interactions of these states in the Cs-Rg 
systems were found to be quite important and therefore, all-electron basis sets of 
Huzinaga22 are examined. The excitation energies at the dissociation limit of the 
systems (15.0A) calculated with the present basis sets are summarized in Table I and 
are compared with those in the previous tudy in Fig. 1. The energy ordering of the 
excited states of the Cs atom is successfully reproduced and the deviations from the 
experimental values are within to 0.25 eV. The f-function seems not to have 
considerable effects on the excitation energies as shown in Fig. 1 and therefore, is not 
included in the present study.
TABLE I. Excitation energy of the Cs atom (eV). 
Transition Exptl.a SAC-CIb 
6S-46P 
6S —* 5D 













a Reference 26 
b Atomic excitation energies are estimated for CsRg 
 system with the intemuclear distance of 15.0 A.
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Exptl. (a) ECP+[8s5p3d] (b)  [10s8p5d] (c) [10s8p5d1f]
FIG. 1. Excitation energies of Cs atom calculated using various basis sets. 
(a) Basis sets used in Reference 12 (b) Basis sets used in the present study 
(c) f-AO proposed in Reference 19 is added to the basis sets (b)
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  As the results of the basis et examinations, thebasis ets proposed by Huzinaga22 
are adopted and all electrons are explicitly treated for both the Cs and Rg atoms. The 
basis set of Cs is composed of  [7s5p2d] set for valence part and augmented with 
primitive sets (3s3p3d) of Langhoff et a1.21 for Rydberg part. The Xe basis set is 
derived from [6s5p2d] set of Huzinaga22 augmented with the primitives (3s2p) of 
Ermler et al.23 plus polarization functions of (2d) sets of Huzinaga.22 Basis sets of 
other are gas atoms are selected as similar quality to Xe; namely the Rg basis set is 
derived from [ns(n-l)p(n-4)d] [n=5(Kr), n=4(Ar), and n=3(Ne;3s3p)] set of 
Huzinaga22 augmented with the diffuse functions of (2s2p) plus (2d) sets of 
Huzinaga.22 The final sets of the form [10s8p5d]/[ns(n-l)p(n-4)d] are selected for 
CsRg [n=8(Xe), n=7(Kr), n=6(Ar), and n=6(Ne)]. The resultant SCF dimensions are 
117, 107, 97, and 93 AOs for CsXe, CsKr, CsAr, and CsNe, respectively. Relativistic 
effects are not included in the present calculation. Calculations are carried out at 
appropriate 13points from 3A to 15A of Cs-Rg distance. 
  The SAC-CI method13 is used for the calculations ofthe electron correlations. 
Details of the SAC12 and SAC-CI13 theories have been reported elsewhere. The 
CsRg+ system is solved by the SAC method and then the wave function of CsRg is 
constructed bythe SAC-CI method. The valence orbitals of eight occupied MO's ( 
5 Xe 5PXe 5sCs 5PCs 6sCs ) and the lower 41 unoccupied MO's are adopted for the 
active space for the CsXe system. In the SAC step, configuration selection24 is 
performed with the threshold of Xg=1 x10-5 au for the linked operators. In the SAC-
CI step, no configuration selection isperformed for the linked terms, because weak 
interaction f the vdw system should be calculated. The resultant dimensions ofthe 
SAC-CI are 3961(E states), 3370(11 states) and 2788(A state) for all the nuclear 
distances. For other CsRg systems, the calculations of the similar accuracy tothose of 
CsXe system are performed. The SCF orbitals are obtained with the program 
HONDO725 and the SAC/SAC-CI calculations are performed by the program 
SAC85.26 
   For the discussions ofthe fine structures observed in the 6P-state, the spin-orbit 
interactions are estimated by the method reported earlier.27 The spin-orbit coupling 
constant ofgyp= 369.4 cm-1 is estimated bythe experimental d ta.28 
   The basis set superposition error (BSSE) is taken into account. The BSSE of atom 
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 A  is defined as 
SA= EA($A U $B) - EA(4)A) 
where OA and '*B denote the basis sets centered at A and B, respectively. The total 
correction of the BSSE is estimated as 
S=SA+SB 
and the BSSE of the excited state is assumed to be the same to that of the ground state. 
   Quasistatic approximation17-19 is adopted for the calculations of reduced 
absorption coefficients. Though there exist more elaborate treatments,29 this 
approximation seems to be reliable for calculating spectra and is also useful for the 
understanding of the mechanism of the collision induced absorption process. 
Assuming binary collisions between the Cs and Rg atoms and canonical distributions, 
the reduced absorption coefficient is given by19 
  k(X) 4732
`4nRc2 rVR(R~)-Vg(°°)l 
                                              J 
   fGnA =C3X.D( c)Id[Ve(R)-Vg(R)]/dR I RC)expL-kBT, 
where nG and nA are the densities of the perturber Rg and the absorber Cs, 
respectively, D(R) denotes the induced transition dipole moment at internuclear 
distance R, and Vg and Ve are the energies of the ground and excited states, 
respectively.
III. RESULTS AND DISCUSSIONS 
A. Potential energy curves 
   We have calculated the ground and excited states of the Cs-Rg system which are 
correlated to the 6S(ground), 6P, 5D and 7S states of the Cs atom. Among these 
states, the excitations to the 5D and 7S states are originally dipole forbidden and their 
intensities are collisionally induced through the interaction between the Cs and rare gas 
atom. For allowed transition, 6S— 6P, collisional perturbation by the rare gas atom 
leads to the broadening of the resonance line. 
   First, the potential curves of the CsXe system are discussed. Fig. 2 shows the 
calculated potential curves for the 6S, 6P, 5D, and 7S states of the CsXe system. 
Hund's case a, which is suitable in the internuclear distance of the present interest, is 
adopted for these states.2 The calculated spectroscopic onstants for the bound states 
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FIG. 2. Potential energy curves for the 6s
, 6p, 5d and 7s states of CsXe 
without including spin-orbit coupling .
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of CsXe has flat shape with a shallow minimum of 30  cm-1 calculated at 4.97 A, while 
the atomic scattering experiment gives the well of 110 cm-1 at 5.45 A.30 For other 
complexes, no potential minima are calculated in the ground state, though the shallow 
wells are observed in the ground state of CsKr and CsAr.30 
   As for the 6pE and 5dE states, since they are characterized as the excitations 
from 6s non-bonding MO to weakly anti-bonding 6p6 and 5da MO's which direct 
along the molecular axis, system becomes unstable and the potential curves become 
repulsive. The repulsive interaction of the 5dE state appears to be more effective 
than that of the 6pE state starting from large internuclear distance. Both the 6pE and 
5dE states have characteristic shoulder or hump at Rshoulder= 5.0 A and Rh,u„p= 4.6 A, 
respectively in their potential curves. Those features were also obtained in the 
semiempirical calculation.8 Remarkable hump in the potential curve of the 5dE state 
is caused by the avoided crossing with the 7sE state and the natures of the potential 
curves are reversed at this internuclear distance. In the following discussions, upper 
curve is called as the 7sE state and lower one as the 5dE state for convenience. Pascale 
et al.8 explained the hump in the 6pE state is occurred by the interaction with the 
neighboring states of the same symmetry; namely SD3a and 5D1/2 levels in their 
dissociation limits. We also get configuration mixing of 6s— 5da component in the 
6pE state, which causes the shoulder in the potential curve. 
   The 6pII, 5dII, and 5dA states have shallowminima in their potential curves. 
Rydberg orbitals in these states of the Cs atom do not direct toward the rare gas atom. 
Ion core of the Cs atom polarizes the rare gas atom, which is responsible for these 
bound states. As for the CsXe system, potential wells and equilibrium distances are 
calculated to be De=538 cm-1 with Re=4.33 A, De=280 cm-1 with Re=4.48 A, and 
De=698 cm-1 with Re=4.20 A for the 6pII, SdII, and 5dA states, respectively. Since 
the Rydberg orbital of the 5d11 state slightly directs along the CsRg axis, the 5dII state 
feels repulsive force more than the 6pII and 5dA states. Therefore, the equilibrium 
distance Re of the SdII state is calculated larger than those of the 6pII and 5dA states 
and Do of the former is smaller than those of the latter. The potential curve of the 
7sE state also has a well (662 cm-1) at 4.61 A and this state suffers avoided crossing 
with the 5dE state, as noted above. 
   The potential energycurves of the 5dE, 5dII, 5dA and 7sE states of the CsRg 
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systems are shown in Fig. 3. All the potential curves of different systems are depicted 
as they converge to the same atomic dissociation limits for comparison. The  attractive 
wells of the 5dII, 5dA and 7sE states become shallower and the equilibrium distances 
become shorter, as the rare gas atoms are replaced from Xe to Ne. For example, the 
attractive well and equilibrium distances of CsKr are calculated to be 441 cm-1 with 
3.90A and 332 cm-1 with 4.35A for the 5dA and 7sE states, respectively, and the 5dII 
state is almost flat. These features are clearly due to the polarizability and the vdw 
radii of the rare gas atoms. According to these changes, the avoided crossing points 
between the 5dE and 7sE states change their relative positions; namely, more unstable 
in energy and shorter in their nuclear distances as the rare gas atoms are substituted 
from Xe to Ne. (R = 4.6A, 4.3A, and 4.1A for CsXe, CsKr, and CsAr, respectively). 
The observed peak of the collision induced absorption shows monotonic shift; namely, 
peak shift of the red band associated to 7S becomes mall, while that of the blue band 
associated to 5D becomes large, as the rare gas atoms are substituted from Xe to Ne. 
It is confirmed that the monotonic shift of the peaks with substituting rare gas atoms 
are related to this changes of the relative positions of the avoided crossing points. 
   Fig. 4 shows the dependence of the excitation energies of the 5dE, 5d11, 5d0 and 
7sE states on the intemuclear distance (difference potential). The difference potential 
gives the absorption energy at the corresponding nuclear distance. It is clear that the 
5dE states are responsible for the absorption bands in the blue regions and the 7sE and 
5d11 states are related to those in the red regions relative to atomic forbidden lines. 
The 6sE-5dE transitions clearly have extrema in their difference potentials. The 
corresponding internuclear distances of these extrema re calculated to be 4.69, 4.39, 
4.19, and 3.68 A for CsXe, CsKr, CsAr, and CsNe, respectively. These values reflect 
the positions of the hump in the 5dE states caused by the avoided crossing between the 
5dE and 7sE states. The semiempirical calculation also gives the extremum at 4.34A 
for CsXe system.8 On the other hand, excitation energies of the 7sE and 5dII states 
monotonically decrease at the large internuclear distances and there exist flat regions 
at small distances. Existence of these flat region coincides with an interpretation f the 
experimental 6sE-7sE absorption spectra by Moe et al.2 as seen later. In a classical 
picture, these extrema or flat regions in the difference potentials correspond to the 
peaks of the shifted bands. Tables III and IV give these frequency shifts of the peaks 






















FIG. 3. Potential energy curves for the 5d and 7s states of CsRg without 
including spin-orbit coupling. 
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TABLE  III. Energy shift of the 6sE-7sE excitation relative to the 6S-7S 
excitation of the Cs atom (in cm-1).
















a Reference 2 
b Energy shift is estimated at the extremum of the difference potential. 
C Reference 9
TABLE IV. Energy shift of the 6sE-5dE excitation relative to the 6S-5D 
excitation of the Cs atom (in cm-1).
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which are associated to the 7S and 5D lines, respectively. The shift values are 
discussed in details in Sec.  III-C.
B. Transition moments 
   The induced dipole moments are shown in Fig. 5 as a function of the internuclear 
distance. The transitions of 6S— 5D and 6S—)7S are originally dipole forbidden. 
These dipole-forbidden transitions are induced by the intra-atomic orbital mixing of p-
components of the Cs atom, which is cased by the reduction of the space symmetry of 
the system. Transitions from 6sE to 7sE, 5dE, and 5dII are induced at the 
intermediate nuclear distances from 3A to 7A. The 5d0 state not having the induced 
transition dipole moments gives no contribution to induced absorption. 
   Induced transition moment is important factor whichdetermines the intensity of 
the induced absorption. Overall behavior of these transition moments i  similar for all 
the CsRg systems. The transition moment of 6sE-5dE is induced at the larger 
internuclear distance than that of 6sE-7sE. Taking into accounts of the boltzmann 
distributions of the ground state, this tendency agrees well with the experimental 
spectra, where the observed reduced absorption coefficients of 6sE-5dE are larger 
than those of 6sE-7sE.1 Magnitude of the transition moment is replaced between the 
5dE and 7sE state at the corresponding nuclear separation of the avoided crossing 
point. Therefore, p-component of the Cs atom seems to interact with 5dE component 
more than 7sE component of the system. Transition moment of 6sE-7sE shows the 
oscillatory structure, which is also obtained by the semi-empirical calculation of 
Pascale.9 This structure is assumed to correspond to the node of the p-component 
mixed in the 7sE wave function from the analysis of the CI coefficients. Because of 
this node, for example CsXe system, vdw complex of Cs-Xe distance of 5-6A has small 
contribution to the collision induced absorption around 7S line. The calculated 
transition moments eem to be underestimated in comparison with the experimental 
results, as seen later.
C. Absorption spectra 
   The experimental and theoretical absorption spectra of the 7S band of the CsRg 
system are compared in Fig. 6. Experimental absorption spectra have broad 
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FIG. 5. Transition dipole moments of 6sE—> 5dE, 6sE— 5dII, and 6sE-3 
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FIG. 6. (a) Experimental and (b) theoretical reduced absorption 
coefficients for 7s state of Cs-Rg. Experimental spectra are cited from






continuous bands located in the red regions of the atomic forbidden lines for all 
species. The energy shift of the peak maximum and the band intensity become small as 
the rare gas is substituted from Xe to Ne. Absorption band has vibrational structure, 
which indicates the existence of the attractive well in the excited state and the vertical 
electron transition. The calculated potential curves of  7sE have attractive wells of Do= 
662, 322, 113 cm-1, for CsXe, CsKr, and CsAr, respectively, reflecting the 
polarizabilities of the rare gas atoms. Moe et al. proposed2 the potential well of the 
7sE state for CsXe as -- 890 cm-1 from the analysis of the absorption spectrum. They 
also reported2 that the spectral shapes and the peak shifts do not change with varying 
temperature, therefore this red-shifted band occurs by the mechanism similar to the 
satellite observed in the dipole-allowed transition. Accordingly, there exist flat 
regions in the difference potentials of the 6sE-7sE transitions for all species, as noted 
in Sec. III-A. Classical treatment comes to breakdown at this point and the calculated 
absorption intensities show divergence at the corresponding energy region. These 
energy shift values are given in Table III. Our calculated results explain the 6sE-7sE 
transitions show red shift for all species, while those of semiempirical calculation do 
not. The red shift values of 6sE-7sE is calculated to be -630 cm-1, -480 cm-1, -420 
cm-1, and -370 cm-1 for CsXe, CsKr, CsAr, and CsNe, respectively, which reproduce 
the monotonic change of the peak shift observed in the experiment. The calculated 
absorption intensities also reproduce the experimental trends, though the absolute 
values are underestimated; the absorption intensities decrease as the rare gas is 
substituted from Xe to Ne. 
   In Fig. 7, we compare the collision induced absorption spectra associated to the 
6S-5D forbidden transition. Absorption band of the 6S-5D transition has complex 
shape in comparison with those of the 6S-7S one. This is due to the fact that there 
exists 5dE and sin states which contribute to the induced absorption. The peak shift 
of the blue band becomes large as the rare gas atom is substituted from Xe to Ne, 
while the intensity of the band becomes small in the experimental spectra. 
    As shown in Fig. 5, the difference potential of the 6sE-5dE excitation has an 
extremum for all species. The calculated energy shift values of the 6sE-5dE excitation 
are compared with the experimental values and those calculated by Pascale et al.8 in 
Table IV. The peak shift of CsXe is calculated to be 1130 cm-1, which is compared to 
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FIG. 7. (a) Experimental and (b) theoretical reduced absorption 
coefficients for 5d state of Cs-Rg. Experimental spectra are cited from 
Reference 1.
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the experimental value of 1082 cm-1. The calculated peak shifts of 6sE-5dE do not 
reproduce the experimental ordering according to the substitution of the rare gas 
atoms. This is because energy separation between the 5D and 7S state of the Cs atom 
is underestimated. The 6sE-5d11 excitation also has induced transition dipole moment. 
This transition is calculated to have small intensity relative to that of 6sE-5dE and to 
be located in the red region of the forbidden line. Experimental spectrum also has 
absorption band in the red side of dipole forbidden line and the band seems to decrease 
gradually as separating from the 6s-5d quadrupole transition. However, this band 
partially overlaps with Cs2, so it was noted that more precise analysis of this profile 
seems to be difficult by the experiment.2 On the other hand, calculated difference 
potentials have flat region as shown in Fig. 4, therefore theoretical spectra have limit 
in their red shifted bands. Observed absorption bands have some structures in this 
energy region before the intensity of Cs2 is subtracted.2
D. Broadening of 6P emission line 
   The broadening of 6P resonance line is due to the 6pE and 601 states of the CsRg 
system. Hedges et al.5 analyzed the far wing regions of the emission spectra of 6P line 
and determined the AIIla, Al13n, BE1n potentials for the CsRg system using 
quasistatic approximation. 
   Fig. 8 gives the potential curves of the 6p2Eln, 6p2illn and 6p2f13n states of the 
CsXe system with including spin-orbit effects. For the CsXe system, our potential 
curves of the 6p2fI1/2 and 6p2I13/2 states show good agreements with those 
experimentally determined by Hedges et al.6 with respects to Do and Re. The 
dissociation energies and equilibrium distances are calculated to be Dp=538 cm-1 with 
Re=4.27/ and Dp=425 cm-1 with 4.33A for 6p2Hin and 6p2H3/2 states, respectively, 
which is compared to the experimental values of Do= —500 cm-1 and Do= —430 cm-1.5 
As for the CsKr, those states are calculated to have shallow potential wells of Do=283 
cm-1 and Do=163 cm-1 in comparison with the experimental results of Do= —350 cm-1 
and Do= —300 cm-1.5 The calculated potential curve of the 6p2E1n state has a small 
hump at Rhump= 5.1 A(CsXe), which is also reported by Pascale t al.8 However, the 
potential curve determined by the experiment has no such a shoulder or hump.5 
   The calculated and experimental emission spectra of the CsXe system associated 
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to 6P-6S line are compared in Fig. 9. The difference potential of  6sE-6p2Eln also has 
a extremum like 6sE-5dE, therefore, calculated emission band shows divergence in the 
blue region. Accordingly, the experimental spectrum also has the limit of the emission 
band in the blue region. The calculated shift values and the nuclear distances of the 
flat region for 6sE-6p2Elrz transitions of the CsRg system are summarized in Table V. 
The energy shifts are calculated to be about 400 cm-1, while those are observed as 
about 200 cm-1. The blue shift values of 6sE-5dE are calculated larger than those of 
6sE-6p1 for all the system. This trend is also observed in the experimental spectra.2,5 
This is due to the fact that the 5dE state feels more repulsive interaction than the 6pE 
state. 
   The 6p2flia and 6p2fI3/2 states are related to red band and their band intensities 
gradually fall off as separated from the 6S-6P atomic line. However, the calculated 
emission bands in the red wing have small spires which are due to the boltzmann 
distribution in the upper bound states. These spires are less clear in the experimental 
spectra.
TABLE V. Energy shift of the 6sE-6p2E1i2 excitation relative to the 6S-6P 



















a Reference 6 
b Energy shift is estimated at the extremum of the difference potential.
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FIG. 9. (a) Experimental and (b) theoretical emission spectra of 6s—> 6p 




   We have applied the SAC-CI method to the calculations of the potential curves 
and transition moments of the CsRg system (Rg= Xe, Kr, Ar, and Ne). The collision 
induced absorption processes associated to the 5D and 7S lines and the broadening of 
the 6P resonance line of this system are investigated. The reduced absorption 
coefficients of the induced transitions, which is directly observed by the experiment, 
are calculated by the quasistatic approximation. The spectroscopic constants of the 
bound states are also calculated. 
   The relative positions and the interactions of the 5dE and 7sE states are important 
for the descriptions of the collision induced absorptions of this system. The excitation 
energies of the Cs atom are reproduced with the errors less than 0.25 eV and the 
avoided crossing between the 5dE and 7sE states are correctly calculated. The 
calculated direction and magnitude of the band shifts agree well with the experimental 
data. The monotonic shift of the spectral peaks with substituting the rare gas atom is 
confirmed to be due to the relative positions of the avoided crossing points between the 
5dE and 7sE states. 
   The intensities of the 6sE-5dE transitions are calculated to be larger than those of 
the 6sE-7sE ones, which is attributed to the fact that the former transitions are induced 
in larger intemuclear distances than the latter ones. The absorption intensities are 
calculated to decrease as the rare gas atom is substituted from Xe to Ne, which 
reproduces the feature of the observed spectra.
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