Abstract-Nowadays the World Wide Web increasingly provides rich multimedia contents to its users. With the support of HTML5 techniques and haptic plug-ins for browsers, haptic enabled content can be realized over the web. However, it is not easy for web designers that are not proficient in programming or scripting languages (such as javascript), and who do not possess basic knowledge regarding haptics, to add and modify haptic content. Also, it is currently not possible to describe and reuse a well-described haptic-enabled web application with 3D graphics in a browser. In this paper, we present an MPEG-V based authoring tool for haptics-enabled web applications and games implemented in HTML5. This tool provides an interface for users to create and export haptic-enabled 3D scenes in a standard MPEG-V format which can be reconstructed in a web haptic player. The proposed system is comprised of two components: the authoring tool interface, and an MPEG-V based web haptic player.
INTRODUCTION
Haptic technologies have enabled users to interact with virtual objects through an intricate exchange of forces [1] . Such modeled experiences are designed to mimic (at least in most cases) the physical interactions we normally experience within our environment. Such phenomena is only enabled through the assistance of haptic interfaces. The decrease in the price of these interfaces has allowed them to become more accessible, now appearing in various learning centers and, recently, the homes of end users. Web applications, containing a wide range of data and multimedia content, are becoming extremely popular in recent years due to the ubiquity of web browsers and its inherent support for cross-platform compatibility. The performance improvements of graphics hardware, as well as new techniques in web graphic rendering, has allowed the creation of complex virtual web environments.
Thus far several works have sought to integrate haptic content into web applications in order to enrich the applications with an added layer of information exchange modality, specifically through the sense of touch. Interesting applications in this domain include gaming applications, medical applications, and virtual museums. However, the development of haptic-enabled web applications demands that web developers be skilled in both web 3D and haptics programming, which is not always the case. Also, it is complex and time-consuming to complete the development process of such applications. This process includes the creation of a virtual environment in a browser, the addition or modification of 3D models, the definition of animations for each virtual object, the assignment of haptic properties (such as stiffness, static friction, and dynamic friction) for the haptic-enabled objects, the implementation of collision detection algorithms and specification of collision events, and the synchronization between the graphic and haptic contents. Additionally, there is a need to improve the portability and reusability of such applications, most of which are coupled to a specific device and corresponding API. For these reasons, we present a webbased authoring tool that can build haptic-enabled web applications in a simplified, standard way. It also provides an import/export engine for fully described haptic applications in MPEG-V xml format.
The remainder of this paper is organized as follows. Section 2 provides a brief overview of related works. Section 3 outlines the system architecture. Section 4 discusses the implementation details. Section 5 introduces a proof of concept project, which is a haptic HTML5 game developed by our authoring tool. Finally, Section 6 discusses the conclusion and future work pertaining to our research.
II. RELATED WORKS

A. Haptics in web applications
There are a few works that bring haptics into web applications. Osman et al. [2] proposes the enablement of web haptics through an HTML5 web haptics plug-in. The plug-in is a javascript API that supports numerous web platforms and haptic interfaces by exposing an existing haptic library to web browsers. We will discuss the use of this in our work in Section 4. Other works, such as [3] and [4] , also enable haptic functionality in browsers, but those works use eXtreme Virtual Reality (XVR) and Virtual Reality Modeling Language (VRML), formats which are no longer supported in current web3D standards. Also, most web application developers are not familiar with these formats since they are not naturally used in web developments. Additionally, only a limited amount of haptic interfaces are supported by them.
B. Haptics authoring tool
There are several previous works in the area of haptic authoring tools. Reference [5] proposes an authoring tool for a haptic instant messenger and [6] developed an authoring and editing framework for haptic broadcasting. However, neither of these has the ability to create a haptic-enabled graphical virtual environment. The HAML-based Authoring Tool for Haptic Application, HAMLAT, is an authoring tool for haptic application development [7] . It exports the developed haptic content into a standard Haptic Markup Language (HAML) description format. However, since the tool is implemented by extending the 3D Blender [8] modeling platform to support haptic interaction, it is not compatible for the development of web applications based on scripting languages and HTML contents.
C. Graphic authoring in web
Nowadays, the most popular Web3D standard for web pages and web applications is WebGL, proposed by Khronos Group [9] . It is a cross-platform web standard based on OpenGL ES 2.0. It renders interactive 3D graphics and 2D graphics within any compatible web browser, without the use of plug-ins, by integrating into the canvas element of HTML in web. The work demonstrated in [10] provides a 3D editor in browser which is able to add simple graphic models, such as planes, spheres and cubes into graphic scenes, exporting them into a three.js standard format [11] . However, for the development of web applications with a rich graphic scene, it is necessary to import complete 3D models into the scene instead of just primitive structures like cubes and spheres. Moreover, the tool in [10] produces three.js code which is tied to WebGL API. The latter tool does not support haptic features.
Based on the review of related works, we are motivated to present our haptic-enabled web 3D virtual world authoring tool due to the non-existence of such a system. Furthermore, such tools would enable the speedy development of hapticallyenabled content by web developers.
III. SYSTEM ARCHITECTURE
A. Conceptual overview
A conceptual overview of the Web Haptic Authoring tool is shown in Figure 1 . The diagram shows the modeling process and flow of data in the development of a web haptic application. The authoring tool interface allows the web designer to create and modify a haptic-enabled 3D scene for the web and export it to the local hard drive. The application is fully described in an MPEG-V standard format file. A web haptic player in browser can import the MPEG-V xml file and recreate a desired web haptic application.
B. MPEG-V description
"MPEG-V provides the architecture of the "Virtual World," and specifies the associated information representations to enable the communication between digital content/virtual worlds with the physical one as well as exchanges between virtual worlds" [12] . It can be used to provide multi-sensorial content associated with audio/video data and to control multimedia presentations and applications by using advanced interaction devices. For the authoring of web haptic applications, we specified a standard MPEG-V format. We used the elements of "Virtual World Object Characteristics" in MPEG-V to describe hapto-visual scenes. The scenes are fully described by a virtual object list. An excerpt of a virtual object description in the MPEG-V document generated by Web Haptic Authoring Tool is shown in Figure 2 .
C. System components
The system is composed of the web haptic authoring tool and a web haptic player. The authoring tool consists of three components: An editing interface, an MPEG-V engine and a rendering engine for graphic and haptic scene content. The GUI of the authoring tool is shown in Figure 3 .
The editor interface allows users to add virtual objects by uploading 3D model files and assigning haptic properties to them.
The MPEG-V engine is a web service that exports a MPEG-V file describing a haptic-enabled scene. It uses graphical and haptic attributes that users define in the editor interface to generate the application descriptions. For our system, we used MPEG-V xml schemas to describe haptic properties and part of the graphic properties. Also, we added some schemas which are used by the WebGL library to describe other attributes of graphic scenes, such as virtual camera ,which are not included in MPEG-V xml format.
The web haptic player is responsible for reconstructing the haptic virtual environment in the browser by simply importing an MPEG-V file generated by the authoring tool. The GUI of the aforementioned tool is shown in Figure 4 . The MPEG-V renderer is able to map the information of virtual objects in the application file to the rendering engine. The rendering process of the 3D scene and haptic effects in browser are implemented by calling the WebGL API and haptic plug-in running in the background of the browser. We used the H5HPlugin [1] , which works as a javascript interface for the browser, to enable communication between the haptic device and the authoring tool. "It currently supports the following haptic devices: Sensable devices [15] • Force Dimension devices [16] • Novint Falcon device [17] • Moog FCS Robotics HapticMaster device [18] " [1] . The web haptic player enables a virtual environment with rich interactions between virtual objects and the user. Additionally, for the developers with a programming background with experience using javascript, we provide a coding area to allow them to create more complex applications. We provided part of the code for a graphic rendering loop and a haptic rendering loop in order to allow developers to add new functionality or new force effects into the application.
D. Steps to develop a haptic application in web
With the help of the web haptic authoring tool, it takes four steps to develop a haptic application for the web:
1. Choose the type of application:
In our authoring tool, we provide two modes of virtual environments: basic mode and physics-enabled mode. The basic mode provides a 3D environment with virtual objects that can have haptic properties. Hence, the designer can create a solid hapto-visual scene. It does not simulate forces of interaction between virtual objects. This mode is suitable for applications which users will use to probe static objects in the environment, such as virtual museums. Furthermore, the objects in this environment are static, therefore, they are not movable. The physics-enabled mode will apply physics laws such as gravity, velocity, and spring force into the scene. All these properties can be pre-configured by the developer. This mode is suitable for development used for educational and gaming purposes, where multiple objects may collide in the environment. The user can choose the mode based on their application requirements.
2. Upload 3D models into web: After the type of hapto-visual application is chosen, users should upload the texture and model files of virtual objects to the MPEG-V engine server. The virtual objects can be created by 3D modeling tools such as Blender by professional artists. The authoring tool currently supports two file formats of 3D models: COLLADA[13] and MD2 [14] . COLLADA is a file format of static 3D models defined in an XML-based schema, making it easy to transport 3D assets between applications. MD2 is used for animated models that are needed primarily for game development.
3. Apply graphic and haptic properties for virtual objects: After uploading the model resources to the server, the virtual object will be added into the scene. Users can then select the model by mouse to modify its graphical attributes, including location, rotation, scale and animation. Users can choose from three pre-defined animations that are provided. If the user selects the physics-enabled mode, the properties of the physics types should be defined for each virtual object. We have provided four kinds of shapes for virtual objects in the physics-enabled scene: sphere, plane, mesh and box. The Figure4. GUI of web haptic player physics type will add an imaginary shape that envelops the object. After the modification of the graphic properties, the user shall assign haptic properties, including stiffness, damping, static friction and dynamic friction to the object using the haptic editor. The stiffness of an object is a measure of the resistance offered by an elastic body to deformation. The damping coefficient of an object defines its resistance to the rate of deformation due to some applied force. The static friction defines the minimum force needed to be applied before moving the object. Dynamic friction occurs when two objects are moving relative to each other and rub together. All of the haptic coefficients have a range of [0,1]. They each have an effect on the graphics rendered in the physics mode. Coefficients of stiffness, static friction, and dynamic friction are also rendered haptically. Additionally, the designer can also define general information about compatible haptic devices for the application in the editor. If the user does so, an MPEG-V description of the haptic device will be added into the application description in the later step of exporting the application.
4. Export MPEG-V description file: After the designer finishes creating the haptic application, the user can now export it into a MPEG-V description file. The MPEG-V web service engine will generate a description file based on the attributes the user has assigned to the various objects in the application. The user can download the description file in order to be used in the haptic player.
5. Playback in the web haptic player: In order to test the application, the user needs to review it in the web haptic player. Once the user has specified an MPEG-V description file as an input to the player, the scene is rendered in a browser. The user can move the proxy (representing the haptic device) as it is attached to the application in the scene, allowing the user to touch and interact with the virtual objects. For basic mode applications, the virtual environment will be static allowing the user to probe the different objects without disturbing their position. Conversely, for physics mode applications, the user can move objects around and feel them collide with the proxy. The flow of data between the various components involved in a physics mode application is shown in Figure 5 .
The feeling of virtual objects is determined by haptic properties and imaginary physics shape that the modeler has assigned to the object. The haptic force feedback for the interaction between the proxy and the object is based on two forces: spring force and frictional force. Spring force is determined by the depth of the haptic proxy beneath the surface of the object. It is applied when the proxy controlled by the user is moving into a virtual object. The force is rendered using the following equation:
Where k s is the stiffness coefficient of the object and x is the depth of the haptic proxy beneath the surface of the object.
Frictional force has two types: static friction and dynamic friction. The static friction is applied when the proxy is moving towards a virtual object on a physics mesh. It is the minimum force for the movement of a virtual object. The amplitude of the force is determined by the following equation:
where µ s is a predefined static friction coefficient and F N is the normal force. In our physics system we used the product of the mass of the virtual object and the gravity coefficient to replace F N when applying the simple static friction force.
Dynamic force is applied when the proxy moves on the surface of a virtual object or mesh. It is determined by µ d which is the user assigned dynamic friction coefficient to the virtual object as we can see in Equation 3:
Lastly, if the developers want to add new functionality to the application, they can edit the code in the coding area of the graphic and haptic rendering loop. After they modify the code, they can click on the "generate" button to produce the updated application in the browser.
IV. IMPLEMENTATION
We mainly used GLGE [19] which is a javascript library of WebGL for the graphic rendering and processing of the physics effects. The haptic rendering loop is running in the background by the H5HPlugin. The MPEG-V engine is written in PHP. The GUI of both the authoring and haptic player have been developed using jQuery UI javascript library and CSS.
V. PROOF OF CONCEPT PROJECT: A HTML5 HAPTIC GAME We have developed an HTML5 game in a browser by creating a 3D haptic scene in the web haptic authoring tool and adding the code of game logic for virtual objects into the Web Haptic player. Figure 6 shows the game in action.
Our goal when developing this game was to provide a rich haptic experience in a 3D shooting game on the web which can be played directly in the browser using Falcon haptic device. The objective of the player is to navigate a maze while collecting coins and killing all of the enemies.
Firstly, we chose the physics-enabled mode in the authoring tool. Then we added 3D models and their corresponding textures. The models include twenty coins, a platform model (including a floor and a wall), and several enemies. Those models were modeled and exported by the 3D modeling software. We then edited their graphic and haptic properties in the editor interface, set the virtual objects in the locations we desired and enabled the animations of enemies. We enveloped the platform with an imaginary mesh shape and the other objects with imaginary spheres or boxes for collision detection purposes. Thus, we have a fully described haptic scene in the browser. Next we exported the application into a MPEG-V file and imputed it into the haptic player. A 3D haptic application was nearly done for this step, however, for a game it was determined that we needed more game logics, such as coin collection events, running, jumping and shooting movements. We also needed to set win and lose conditions for the game, and so forth. Therefore, we added some functionalities in the graphic rendering and haptic rendering code areas and generated it again. As a result we have now developed a basic HTML5 Haptic Game in the browser.
VI. CONCLUSION AND FUTURE WORK
We developed a haptic authoring tool in web to ease the development process for web haptic applications. We also defined a way to describe a web haptic application in MPEG-V xml standard. With the help of our work, developers can now create web applications with a haptic-enabled virtual environment in web and the end user can explore the scene by haptic device and feel haptic force feedback. For the future version of our authoring tool, we are planning to provide more complex modeling of haptic collaborations and an event listener in the editing interface, as well as enabling sound effects authoring along with the tactile authoring of HTML elements to the authoring tool. Finally, we'll do a detailed study of usability by involving developers to build applications using our tool and improving it according to their feedbacks.
