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Abstract
We study the stationary flow for a one-dimensional nonisentropic hydrodynamic model for semiconduc-
tor devices. This model consists of the continuous equations for the electron density, the electron current
density and electron temperature, coupled the Poisson equation of the electrostatic potential. In a bounded
interval supplemented by the proper boundary conditions, we investigate the zero-electron-mass limit, the
zero-relaxation-time limit and the Debye-length (quasi-neutral) limit, respectively. We show the strong con-
vergence of the sequence of solutions and give the associated convergence rate.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A one-dimensional nonisentropic hydrodynamic model describing the electron flow in a
unipolar semiconductor or plasmas (see [16,24]) is given by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
nt + (nu)x = 0,
(εnu)t + (εnu2 + nT )x = nφx − εnuτ1 ,
Tt + uTx + 23T ux − 23nTxx = 2τ2−τ13τ1τ2 εu2 −
T−TL(x)
τ2
,
λ2φxx = n − D(x),
(1.1)
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ature and the electrostatic potential, respectively. The small physical parameters are the scaled
electron mass ε > 0, the relaxation times τ1, τ2 > 0 and the Debye-length λ > 0. Throughout
this paper, we assume that τ1 = τ2 = τ , and ε, τ, λ are constants independent of each other. The
given function D(x) is the doping profile for semiconductors or the ions density for plasmas, and
TL(x) is the ambient device temperature function. Our assumptions on D(x) and TL(x) are
D(x) ∈ L∞(0,1), 0 < d1 D(x) d2, (1.2)
and
TL(x) ∈ L∞(0,1), 0 < TL1  TL(x) TL2. (1.3)
Motivated by the smallness behavior of the physical parameters, the zero-electron-mass limit,
the zero-relaxation-time limit and the quasi-neutral limit have been extensively used in practi-
cal applications (see [4,28]), such as plasmas physics and numerical simulations. For example,
the quasi-neutral limit means that there is no charge separation or electric field. It is natural
and important to give their rigorous mathematical justifications. There exist some literature
on the asymptotic analysis in the hydrodynamic model for semiconductors and plasmas. In
one-dimensional transient Euler–Poisson system, the zero-relaxation-time for one-dimensional
isentropic hydrodynamical semiconductor model has been rigorously justified for global weak
solutions with γ -law in [15,17,22] for γ > 1 and in [18] for γ = 1, and the same problem for the
three-dimensional Euler–Poisson model for semiconductors was also studied in [20]. The quasi-
neutral limit has been performed in [6] for local smooth solutions. The zero-electron-mass limit
has been treated in [13]. The quasi-neutral limit in one-dimensional steady-state Euler–Poisson
system with prepared boundary data was discussed in [29], and three limits for one-dimensional
steady-state Euler–Poisson system with general boundary data were investigated in [26]. For
the simplified hydrodynamical model: the classical drift-diffusion model, there are many results
which discussed these limits, we can refer to [5,10].
In this paper, we are interested in the steady state case nt = (nu)t = Tt = 0. Then, introducing
the current density j = nu, the system (1.1) is reduced to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
j = const.,( εj2
n
+ nT )
x
= nφx − εjτ ,
Txx − 3j2 Tx − n
( j
n
)
x
T − 3n2τ (T − TL(x)) = − εj
2
2τn ,
λ2φxx = n − D(x).
(1.4)
According to [21], the system (1.4) is supplemented by the following boundary conditions:
n(0) = n0, n(1) = n1, T (0) = T0, T (1) = T1, (1.5)
and
φ(0) = 0, φ(1) = φ1. (1.6)
The conditions (1.5) represent Ohmic contacts and φ1 stands for the applied bias. Meanwhile,
integrating (1.4)2 over (0,1) and using (1.5)–(1.6) lead to the following current–voltage charac-
teristic:
φ1 = εj
2
2n21
− εj
2
2n20
+ T1 − T0 +
1∫ (
T
n
nx + j
nτ
)
dx. (1.7)0
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For sufficient regular solutions, by differentiating (1.4)2 and using Eqs. (1.4)3 and (1.4)4, we
can eliminate φ in (1.4)2 to obtain the following two coupled second order equations with respect
to n and T , parameterized by j, ε, τ and λ:⎧⎨
⎩
((− εj2
n3
+ T
n
)
nx
)
x
− εj
τn2
nx − nλ2 = −Txx − D(x)λ2 ,
Txx − 3j2 Tx − n
( j
n
)
x
T − 3n2τ (T − TL(x)) = − εj
2
2τn .
(1.8)
Equation (1.8)1 is uniformly elliptic if j is proper small. It is equivalent to the subsonic con-
dition (see [7,21]). In this situation, once n and T are known from (1.8) and (1.5), φ can be
obtained from (1.4)4 and boundary condition (1.6) from the standard theory of elliptic equa-
tions [14]. Thus, finding regular steady-state solutions of the hydrodynamic model (1.4) with
(1.5)–(1.6) can be reduced to solving (1.8) and (1.5).
Often the energy equation (1.1)3 is replaced by the relation p(n) = knr , k > 0, r  1, the
corresponding model is referred to as the isentropic hydrodynamic semiconductor model. Since
a mathematical analysis for the simplified steady-state hydrodynamic model was introduced by
Degond and Markowich [7], the steady-state solution for the one- and multi-dimensional sim-
plified hydrodynamic semiconductor model was proved in the subsonic case [8,9,25], while the
corresponding transonic steady-state solution only for the one-dimensional case was shown by
means of the phase plane analysis [3] and the vanishing viscosity method [11], and an approx-
imation transonic steady-state solution for the two-dimensional hydrodynamic semiconductor
model was discussed in [12]. Regarding the nonisentropic hydrodynamic model with constant
lattice temperature and the general energy transport equations, Amster [2] discussed the one-
dimensional subsonic solutions for the general pressure p(n,T ) satisfying ∂np(n,T ) large
enough and the boundary value of T closed to the ambient temperature, and Yeh [31] showed the
existence of a unique strong solution in several space dimensions if the flow is subsonic, the am-
bient temperature TL is large enough, and the vorticity on the inflow boundary and the variation
of the electron density on the boundary are sufficiently small. In particular, we just studied the
steady-state solution for the one-dimensional nonisentropic hydrodynamic model for semicon-
ductors under the general assumptions in [21]. Moreover, we also mention that the existence of
weak solutions, and the global existence and the large time behavior of smooth solutions for the
one- and multi-dimensional time-dependent hydrodynamical semiconductor system have been
extensively analyzed by many authors, refer to [1,19,22,23,27,32].
The purpose of this paper is to give a justification of the above three limits in the steady-
state nonisentropic hydrodynamic semiconductor model for subsonic case. We assume that the
boundary data are smooth and in the subsonic region. In the zero-relaxation-time limit we use a
scaling similar to the one for the time-dependent hydrodynamic model, and we also assume that
TL(0) = T0, TL(1) = T1. In the quasi-neutral limit we assume also that the boundary data are in
equilibrium, i.e., n0 = b(0), n1 = b(1). Then we show the existence and uniqueness of solutions
to the problem (1.4) and (1.5)–(1.6), which are also in the subsonic region, and prove the strong
convergence of the sequence of solutions for each limit with error estimates. It is worth to point
out that once the above three limits are proved, the problem of commutativity of the limits arises.
At a formal level, it is clear that the zero-electron-mass limit and the quasi-neutral limit commute.
When the zero-relaxation-time limit is involved, either pair of these limits still commute provided
that the scaling covers the boundary conditions. See the limit equations (2.36)–(2.38), (3.10)–
(3.12) and (4.9)–(4.11). The detail of the statement and the rigorous justification of these results
will be given in a forthcoming work.
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by establishing some uniform estimates for the sequence of solutions. The uniform convergence
with rate O(ε) is given. In Section 3, we give a simple description of convergence results for
the zero-relaxation-time limit with boundary data in relaxation state, by proper modification of
method used in Section 2. The convergence rate is obtained if TL(x) satisfies more regularity.
Section 4 is devoted to the quasi-neutral limit with boundary data in equilibrium. The conver-
gence results with proper convergence rate are obtained with a slightly different proof from those
used in Section 2.
2. The zero-electron-mass limit
In this section we study the zero-electron-mass limit ε → 0 in (1.4)–(1.6). The Debye-length λ
and the relaxation-time τ are supposed to be constants independent of ε. Since the solution of
(1.4)–(1.6) depends on ε, we may rewrite this problem as follows:⎧⎪⎪⎨
⎪⎪⎩
( εj2
nε
+ nεTε
)
x
= nεφεx − εjτ ,
Tεxx − 3j2 Tεx − nε
( j
nε
)
x
Tε − 3nε2τ (Tε − TL(x)) = − εj
2
2τnε ,
λ2φεxx = nε − D(x)
(2.1)
for x ∈ (0,1), and the following boundary conditions
nε(0) = n0, nε(1) = n1, Tε(0) = T0, Tε(1) = T1, (2.2)
and
φε(0) = 0, φε(1) = φ1. (2.3)
The existence of the strong solution in H 2(0,1) × H 2(0,1) × H 2(0,1) has been proved in [21]
by Schauder’s fixed point theorem, with the aid of the Stampacchia’s lemma and the careful
energy estimates. The uniqueness of solution is also obtained under a supplementary conditions.
Since ε → 0, we can take ε ∈ (0,1]. Now we state the result of the existence and uniqueness of
solutions to (2.1)–(2.3) as follows. For the sake of completeness, we give the proof, although we
can find it in [21].
Theorem 2.1. Let D(x) satisfy (1.2), and TL(x) satisfy (1.3). Assume that |TL2 − T1| +
|TL1 − T0| + |TL2 − TL1| < j and 0 < j  1. Then there is a strong solution (nε, Tε,φε) ∈
H 2(0,1) × H 2(0,1) × H 2(0,1) of (2.1)–(2.3) satisfying
N11  nε(x)N12, K11  Tε(x)K12, x ∈ [0,1], (2.4)
‖n‖H 2(0,1) N13, ‖Tε‖H 2(0,1) K13, ‖φε‖H 2(0,1) H1 (2.5)
where N1i , K1i , i = 1,2,3, and H1 are positive constants independent of ε.
Proof. For the sake of convenience, we omit the subscript ε. We construct a closed convex set
B = {m ∈ C1(0,1): N11 m(x)N12, |mx | < α}
where the positive numbers N1i , i = 1,2, and α are defined below, C1(0,1) =: C1([0,1]). Now,
choosing m ∈ B , we can set up the map S :m → n defined through solving
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θxx − 3j2 θx − m
( j
m
)
x
θ − 3m2τ θ = − εj
2
2τm − 3m2τ TL(x),
θ(0) = T0, θ(1) = T1
(2.6)
for θ , and solving{((− εj2
m3
+ θ
m
)
nx
)
x
− εj
τm2
nx − nλ2 = −D(x)λ2 − θxx,
n(0) = n0, n(1) = n1
(2.7)
for n. Applying Lax–Milgram’s theorem and the standard regularity theory of elliptic equations
[14] to (2.6) and (2.7), we know that there exists a unique θ ∈ H 2(0,1) for (2.6), further, there
exists a unique n ∈ H 2(0,1) for (2.7). It is easy to see that S(B) is precompact in C1(0,1).
Moreover, using the standard arguments, we know that S is continuous. In order to apply the
Schauder fixed-point theorem [14], it remains to prove that S(B) ⊂ B .
Claim 1. The solution θ of (2.6) satisfies
K11  θ  T + c1j, x ∈ [0,1], (2.8)
and
‖θx‖∞  c1j + c1αj. (2.9)
Here and below in the section ci (i = 1, . . . ,14) are positive constants independent of α and j ,
and we denote the norm of Lp(0,1) by ‖ · ‖p .
Proof of Claim 1. Taking T = max(T0, T1, TL2) and using (θ − T )+ = max(θ − T ,0) as a test
function in the weak formulation of (2.6)1, we have∫ ∣∣(θ − T )+x ∣∣2 dx +
∫ 3j
2
(θ − T )+x (θ − T )+ dx
= −
∫ 3m
2τ
(
θ − TL(x)
)
(θ − T )+ dx +
∫ (
εj2
2τm
(θ − T )+ + j
m
mxθ(θ − T )+
)
dx,
(2.10)
here and in the following, we omit the integration interval (0,1) without any ambiguity. For all
integral terms in (2.10), the straightforward calculation leads to∫ 3j
2
(θ − T )+x (θ − T )+ dx = 0, (2.11)
and
−
∫ 3m
2τ
(
θ − TL(x)
)
(θ − T )+ dx
= −
∫ 3m
2τ
(
θ − T + T − TL(x)
)
(θ − T )+ dx
−3N11
2τ
∫
(θ − T )(θ − T )+ dx − 3N11
2τ
∫ (
T − TL(x)
)
(θ − T )+ dx. (2.12)
By means of the Cauchy–Schwartz’s inequality and integration by parts, we can deduce∫
εj2
(θ − T )+ dx  j
2 (
meas(θ > T )
) 1
2
(∫ ∣∣(θ − T )+∣∣2 dx) 12 , (2.13)
2τm 2τN11
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j
m
mxθ(θ − T )+ dx = −j
∫
(lnm)
(
θx(θ − T )+ + θ(θ − T )+x
)
dx
 j max
(|lnN11|, |lnN12|)
∫
(θ − T )+x (θ − T )+ dx
+ jT max(|lnN11|, |lnN12|)
∫
(θ − T )+x dx. (2.14)
Combination of (2.10) and (2.11)–(2.14) yields
∫ ∣∣(θ − T )+x ∣∣2 dx  c2j(meas(θ > T )) 12
(∫ ∣∣(θ − T )+x ∣∣2 dx
) 1
2
,
where we use the Poincaré inequality ‖(θ − T )+‖2  1√2‖(θ − T )+x ‖2, then, we obtain∥∥(θ − T )+x ∥∥2  c2j(meas(θ > T )) 12 . (2.15)
It follows from Sobolev’s theorem that the imbedding H 1(0,1) ↪→ Lr(0,1) is continuous for
any r ∞, and it is well known for T˜ > T and r > 2, the inequality(
meas(θ > T˜ )
) 1
r (T˜ − T ) c3
∥∥(θ − T )+∥∥
H 1(0,1)
holds [30]. Therefore, we get from (2.15) and Poincaré’s inequality, for another constant c4 > 0,
for T˜ > T ,
meas(θ > T˜ ) c4j
r
(T˜ − T )r
(
meas(θ > T )
) r
2 .
Choosing r2 > 1, we can apply the Stampacchia’s lemma [30]. Hence, there is a constant c1 such
that
θ  T + c1j, x ∈ [0,1]. (2.16)
Analogously, taking T = min(T0, T1, TL1) using (−θ + T )+ as a test function in the weak
formulation of (2.6)1, and repeating the above procedures, we can obtain a similar estimate∥∥(−θ + T )+x ∥∥2  c5j(meas(−θ > −T )) 12 ,
and in an analogous way we conclude the existence of a constant c6 such that
−θ −T + c6j,
in [0,1]. Hence, noting 0 < j  1, we can choose K1 = 12T so that
θ K11, x ∈ [0,1].
In order to prove (2.9), we take ψ(x) = T1 + (T0 − T1)(1 − x) in x ∈ [0,1]. We observe
that (T − ψ)(x) vanishes at x = 0 and x = 1, furthermore, there exists x0 ∈ (0,1) such that
(θ − ψ)x(x0) = 0. Thus, from the mean value theorem, we get
(θ − ψ)x(x) =
x∫
θxx(s) ds,x0
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‖θx‖2  |T0 − T1| + ‖θxx‖2. (2.17)
From (2.6)1, we get the estimate
‖θxx‖2  3j2 ‖θx‖2 +
εj2
2τN11
+ 3
2τ
N12(T + c1j − T2)
+ j
N11
(
α + |n1 − n0|
)
(T + c1j1). (2.18)
Combining the above inequalities (2.17) and (2.18), we have(
1 − 3j
2
)
‖θxx‖2  3j2 |T0 − T1| +
3
2τ
N12(T + c1j − T2)
+ j
N11
(
α + |n0 − n1|
)
(T + c1j1) + εj
2
2τN11
.
So, keeping |TL2 − T1| + |TL1 − T0| + |TL2 − TL1|j  1 in mind, we have
‖θ‖H 2(0,1)  Cj + Cαj, (2.19)
here and in the sequel, C denotes a positive generic constant. Hence, the Sobolev’s imbedding
theorem implies (2.9) holds. 
Claim 2. There exist constants N11,N12, α > 0 such that
N11  n(x)N12, x ∈ [0,1], and |nx |∞  α.
Proof of Claim 2. Taking N = max(n0, n1, d2), and using (n − N)+ = max(n − N,0) as the
test function in the weak formulation of (2.7)1, we have∫ (
−εj
2
m3
+ θ
m
)∣∣(n − N)+x ∣∣2 dx +
∫
εj
τm2
(n − N)+x (n − N)+ dx +
∫
θx(n − N)+x dx
= −
∫ 1
λ2
(
n − D(x))(n − N)+ dx. (2.20)
For the all integral terms in (2.20), we handle them in order as follows:∫
εj
τm2
(n − N)+x (n − N)+ dx
 j
2τN211
(∫ ∣∣(n − N)+x ∣∣2 dx +
∫ ∣∣(n − N)+∣∣2 dx), (2.21)
−
∫ 1
λ2
(
n − D(x))(n − N)+ dx
= − 1
λ2
∫
(n − N)(n − N)+ dx − 1
λ2
∫ (
N − D(x))(n − N)+ dx, (2.22)
and
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∫
θx(n − N)+x dx
 ‖θx‖∞
(
meas(n > N)
) 1
2
(∫ ∣∣(n − N)+x ∣∣2 dx
) 1
2
 (c1j + c1αj)
(
meas(n > N)
) 1
2
(∫ ∣∣(n − N)+x ∣∣2 dx
) 1
2
, (2.23)
with the aid of (2.9). Hence, combining (2.20) and (2.21)–(2.23), we obtain∥∥(n − N)+x ∥∥2  c7j(meas(n > N)) 12 . (2.24)
In a same way as (2.16), there is a constant c8 such that
nN + c8j
in [0,1]. Noting j  1, we can take N12 = 2N such that
nN12, x ∈ [0,1].
Similarly, taking N = min(n0, n1, d1) and using (−n + N)+ as a test function in the weak
formulation of (2.7)1, and repeating the above procedures, we can obtain a similar estimate∥∥(−n + N)+x ∥∥2  c9j(meas(−n > −N)) 12 , (2.25)
and in an analogous way we conclude the existence of a constant c10 such that
−n−N + c10j,
in [0,1]. Hence, we can choose N11 = 12N so that
nN11, x ∈ [0,1].
On the other hand, we take ϕ(x) = n1 + (n0 − n1)(1 − x) in x ∈ [0,1]. Noticing that
(n − ϕ)(0) = (n − ϕ)(1) = 0, we obtain from [14, Lemma 9.17] that there are constants
c11, c12, c13 such that
‖nx‖∞  c11
(‖n − ϕ‖H 2(0,1) + ‖ϕ‖H 2(0,1)) C(‖θxx‖2 + ‖D(x)‖2 + ‖ϕ‖H 2(0,1))
 c12 + c13αj, (2.26)
with the help of (2.15). So, j  1 so that we can take α = c12 + c13 to deduce
‖nx‖∞  α. 
So, provided that 0 < j  1, we can show that S(B) ⊂ B . Hence, Schauder’s theorem can
guarantee the strong existence of n for (2.7).
Now we are ready to study the existence of solutions T and uniform bound (2.5). In (2.6)1,
replacing m by n, and repeating the procedure of solving θ , we can obtain T ∈ H 2(0,1) satisfy-
ing
K11  T  T + c1j  T + j1c1 K12 (K12 =: 2T ).
From (2.26), we have the first estimate in (2.5). Then, from the standard theory of the elliptic
equations [14], we can find a constant N13,K13 > 0 such that
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H 2(0,1)  (N13,K13).
The last inequality in (2.5) can be directly computed by (2.1)3. Therefore, providing that
0 < j  1, we can establish the existence of the nonthermal equilibrium subsonic steady state
for (2.1)–(2.3). This ends the proof. 
A uniqueness result to the problem (2.1)–(2.3) holds, and can be stated as follows.
Theorem 2.2. Let (n(1)ε , T (1)ε , φ(1)ε ) and (n(2)ε , T (2)ε , φ(2)ε ) be two solutions in H 2(0,1) ×
H 2(0,1) × H 2(0,1) to the problem (2.1)–(2.3) and satisfy the uniform (2.4)–(2.5) with respect
to ε. Then (n(1)ε , T (1)ε , φ(1)ε ) = (n(2)ε , T (2)ε , φ(2)ε ) provided that 0 < j  1 holds.
Proof. Let (n(1)ε , T (1)ε , φ(1)ε ) and (n(2)ε , T (2)ε , φ(2)ε ) be two strong solutions for (2.1) and (2.2)–
(2.3), satisfying (2.4)–(2.5). Then taking the difference of Eq. (2.1)3 satisfying by (n(1)ε , T (1)ε )
and (n(2)ε , T (2)ε ), respectively, and using T (1)ε − T (2)ε as the test function in the weak formulation
of the difference equation, we obtain∫ ∣∣(T (1)ε − T (2)ε )x∣∣2 dx + 3j2
∫ (
T (1)ε − T (2)ε
)
x
(
T (1)ε − T (2)ε
)
dx
= − 3
2τ
∫ (
n(1)ε
(
T (1)ε − TL(x)
)− n(2)ε (T (2)ε − TL(x)))(T (1)ε − T (2)ε )dx
+ εj
2
2τ
∫ ( 1
n
(1)
ε
− 1
n
(2)
ε
)(
T (1)ε − T (2)ε
)
dx
−
∫ (
n(1)ε
(
j
n
(1)
ε
)
x
T (1)ε − n(2)ε
(
j
n
(2)
ε
)
x
T (2)ε
)(
T (1)ε − T (2)ε
)
dx. (2.27)
For all integrals in (2.27), we deal with them in order. Obviously,
3j
2
∫ (
T (1)ε − T (2)ε
)
x
(
T (1)ε − T (2)ε
)
dx = 0. (2.28)
In view of Cauchy–Schwartz’s inequality, we get
− 3
2τ
∫ (
n(1)ε
(
T (1)ε − TL(x)
)− n(2)ε (T (2)ε − TL(x)))(T (1)ε − T (2)ε )dx
−3N11
2τ
∫ (
T (1)ε − T (2)ε
)2
dx + Cj
(∫ (
n(1)ε − n(2)ε
)2
dx
) 1
2
×
(∫ (
T (1)ε − T (2)ε
)2
dx
) 1
2
, (2.29)
and
εj2
2τ
∫ ( 1
n
(1)
ε
− 1
n
(2)
ε
)(
T (1)ε − T (2)ε
)
dx
 Cj2
(∫ (
n(1)ε − n(2)ε
)2
dx
) 1
2
(∫ (
T (1)ε − T (2)ε
)2
dx
) 1
2
. (2.30)
The straight computations of the last integral term in (2.27) lead to
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∫ (
n(1)ε
(
j
n
(1)
ε
)
x
T (1)ε − n(2)ε
(
j
n
(2)
ε
)
x
T (2)ε
)(
T (1)ε − T (2)ε
)
dx
= j
∫ (
n
(1)
εx
n
(1)
ε
T (1)ε −
n
(2)
εx
n
(2)
ε
T (2)ε
)(
T (1)ε − T (2)ε
)
dx
 Cj
((∫ (
n(1)ε − n(2)ε
)2
dx
) 1
2 +
(∫ (
n(1)ε − n(2)ε
)2
x
dx
) 1
2
)(∫ (
T (1)ε − T (2)ε
)2
dx
) 1
2
+ j
N11
(
N13 + |n0 − n1|
)∫ (
T (1)ε − T (2)ε
)2
dx. (2.31)
Therefore, (2.27), together with (2.28)–(2.31), yields∥∥(T (1)ε − T (2)ε )x∥∥2 Cj(∥∥(n(1)ε − n(2)ε )∥∥2 + ∥∥(n(1)ε − n(2)ε )x∥∥2). (2.32)
To derive an estimate for n(1)ε − n(2)ε in L2-norm, we take the differences of equations (2.1)2,3
for (n(1)ε , T (1)ε , φ(1)ε ) and (n(2)ε , T (2)ε , φ(2)ε ), respectively, further, using (n(1)ε − n(2)ε )(x) as the test
function in the weak formulations of the corresponding difference equations, similar to (2.27),
we have∫ ((
− εj
2
n
(1)3
ε
+ T
(1)
ε
n
(1)
ε
)
n(1)εx −
(
− εj
2
n
(2)3
ε
+ T
(2)
ε
n
(2)
ε
)
n(2)εx
)(
n(1)ε − n(2)ε
)
x
dx
+ 1
λ2
∫ (
n(1)ε − n(2)ε
)2
dx +
∫ (
T (1)ε − T (2)ε
)
x
(
n(1)ε − n(2)ε
)
x
dx
− εj
τ
∫ ( 1
n
(1)
ε
− 1
n
(2)
ε
)
x
(
n(1)ε − n(2)ε
)
dx = 0 (2.33)
and ∫ (
T (1)ε − T (2)ε
)
x
(
n(1)ε − n(2)ε
)
x
dx + 3j
2
∫ (
T (1)ε − T (2)ε
)
x
(
n(1)ε − n(2)ε
)
dx
= − 3
2τ
∫ (
n(1)ε
(
T (1)ε − TL(x)
)− n(2)ε (T (2) − TL(x)))(n(1)ε − n(2)ε )dx
−
∫ (
n(1)ε
(
j
n
(1)
ε
)
x
T (1)ε − n(2)ε
(
j
n
(2)
ε
)
x
T (2)ε
)(
n(1)ε − n(2)ε
)
dx
+ εj
2
2τ
∫ ( 1
n
(1)
ε
− 1
n
(2)
ε
)(
n(1)ε − n(2)ε
)
dx. (2.34)
Employing the above same arguments and techniques, we treat j × (2.33)–(2.34) to get∫ ((
n(1)ε − n(2)ε
)2 + (n(1)ε − n(2)ε )2x)dx C
∫ ((
T (1)ε − T (2)ε
)2 + (T (1)ε − T (2)ε )2x)dx.
(2.35)
Further, combining (2.32) and (2.35), with the aid of Poincaré’s inequality, we obtain∥∥(T (1)ε − T (2)ε )x∥∥2 Cj(∥∥n(1)ε − n(2)ε ∥∥2 + ∥∥(n(1)ε − n(2)ε )x∥∥2) Cj∥∥(T (1)ε − T (2)ε )x∥∥2.
Thus, we can deduce that T (1)ε = T (2)ε if 0 < j  1. Sequentially, we have n(1)ε = n(2)ε and
φ
(1)
ε = φ(2)ε . Hence, we obtain the uniqueness of the solutions for (2.1)–(2.3). This completes
the proof. 
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⎩
(nT )x = nφx,
Txx − 3j2 Tx − n
( j
n
)
x
T − 3n2τ (T − TL(x)) = 0,
λ2φxx = n − D(x)
(2.36)
for x ∈ (0,1), with boundary conditions
n(0) = n0, n(1) = n1, T (0) = T0, T (1) = T1, (2.37)
and
φ(0) = 0, φ(1) = φ1. (2.38)
Now we prove rigorously the zero-electron-mass limit and give the convergence rate of
(n,T ,φ) to (nε, Tε,φε) in the space H 2(0,1) × H 2(0,1) × H 2(0,1).
Theorem 2.3. Let all the conditions in Theorem 2.1 be satisfied. Then, the problem (2.36)–(2.38)
admits a unique solution (n,T ,φ) ∈ H 2(0,1) × H 2(0,1) × H 2(0,1) and the whole sequence
(nε, Tε,φε) of solutions to (2.1)–(2.3) converges to (n,T ,φ). Moreover, there is a constant A1
independent of ε such that, as ε → 0,
‖nε − n‖H 2(0,1) A1ε, ‖Tε − T ‖H 2(0,1) A1ε, ‖φε − φ‖H 2(0,1) A1ε. (2.39)
Proof. From the uniform estimates (2.4)–(2.5) and the Ascoli theorem, it is easy to see that there
is a subsequence (nε, Tε,φε)ε>0 (not relabeled) and function (n,T ,φ) such that
nε → n, Tε → T , φε → φ in C1(0,1) uniformly,
and
Tε → T in H 2(0,1) weakly, φε → φ in H 2(0,1) weakly.
It is obvious that these convergences are sufficient to the limit in Eqs. (2.1) and the bound-
ary condition (2.2)–(2.3). This shows the existence of solutions (n,T ,φ) to the problem
(2.36)–(2.38). In order to get the convergence of the whole sequence (nε, Tε,φε), we only need
to establish the uniqueness of solutions (n,T ,φ) of (2.36)–(2.38).
Indeed, let (n(1), T (1), φ(1)) and (n(2), T (2), φ(2)) be two strong solutions for (2.36)–(2.38).
Then taking the difference of Eq. (2.36)2 and (2.36)1 satisfying by (n(1), T (1), φ(1)) and
(n(2), T (2), φ(2)), respectively, and using T (1) − T (2) and lnn(1) − lnn(2) as the test functions
in the weak formulation of the difference equation, we obtain∫ ∣∣(T (1) − T (2))
x
∣∣2 dx + 3j
2
∫ (
T (1) − T (2))
x
(
T (1) − T (2))dx
= − 3
2τ
∫ (
n(1)
(
T (1) − TL(x)
)− n(2)(T (2) − TL(x)))(T (1) − T (2))dx
−
∫ (
n(1)
(
j
n(1)
)
x
T (1) − n(2)
(
j
n(2)
)
x
T (2)
)(
T (1) − T (2))dx,
and
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T (1)
n(1)
n(1)x −
T (2)
n(2)
n(2)x
)(
lnn(1) − lnn(2))
x
dx +
∫ (
T (1) − T (2))
x
(
lnn(1) − lnn(2))
x
dx
+ 1
λ2
∫ (
n(1) − n(2))(lnn(1) − lnn(2))dx = 0,
which imply∥∥T (1) − T (2)∥∥2 + ∥∥(T (1) − T (2))x∥∥2  Cj(∥∥(n(1) − n(2))∥∥2 + ∥∥(lnn(1) − lnn(2))x∥∥2),
and ∫ ((
n(1) − n(2))2 + (lnn(1) − lnn(2))2
x
)
dx C
∫ ((
T (1) − T (2))2 + (T (1) − T (2))2
x
)
dx.
Noticing 0 < j  1, we can obtain the uniqueness of smooth solution for (2.36)–(2.38).
Finally, the regularity of the solution in H 2(0,1) × H 2(0,1) × H 2(0,1) is a direct conse-
quence of the problem (2.36)–(2.38).
To prove the convergence rates (2.39), let us denote by(
Tε(lnnε − lnn)x
)
x
− nε − n
λ2
= −(Tε − T )xx −
(
(lnn)x(Tε − T )
)
x
+
(
εj2
n3ε
nεx
)
x
+ εj
τn2ε
nεx (2.40)
and
(Tε − T )xx − 3j2 (Tε − T )x + j (lnn)x(Tε − T ) −
3
2τ
nε(Tε − T )
= − εj
2
2τnε
− 3
2τ
(
T − TL(x)
)
(n − nε) + jTε(lnnε − lnn)x. (2.41)
Then, for (2.40)–(2.41), we obtain from [14, Lemma 9.17] that, there is a constant C > 0 inde-
pendent of ε such that
‖lnnε − lnn‖H 2(0,1)  Cε + C
∥∥(Tε − T )xx∥∥2 + C∥∥(Tε − T )x∥∥2, (2.42)
and
‖Tε − T ‖H 2(0,1)  Cε + Cj
(∥∥(lnn − lnnε)x∥∥2 + ∥∥(nε − n)∥∥2). (2.43)
Moreover, applying Lemma 9.17 in [14] to the equation
(nε − n)xx = elnnε (lnnε − lnn)xx + (lnn)xx
(
elnnε − elnn)
+ elnnε((lnnε)2x − (lnn)2x)+ lnn2x(elnnε − elnn)=: f, (2.44)
we have ‖nε −n‖H 2(0,1)  ‖f ‖2. From the mean value theorem and Sobolev imbedding inequal-
ity, we get∥∥(lnn)xx(elnnε − elnn)∥∥2  C∥∥(lnn)xx∥∥2∥∥elnnε − elnn∥∥∞  C‖lnn − lnnε‖H 2(0,1).
Therefore, one obtain
‖nε − n‖H 2(0,1)  C‖lnn − lnnε‖H 2(0,1). (2.45)
Combining (2.42) and (2.43)–(2.45), we can get the first two estimates in (2.39). Further, treating
the difference equation of (2.1)3 and (2.36)3, we also obtain the last inequality in (2.39). This
ends the proof. 
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In the study of the zero-relaxation-time limit τ → 0 in (1.4)–(1.6), we assume that the Debye-
length λ and ε are constants independent of τ . Because of the consistence of the steady state
temperature and the ambient lattice temperature function TL(x) in the relaxation limit, we have
to assume that TL(x) is more smooth and the boundary conditions are in relaxation state. More
precisely, we need the following hypothesis:
TL(x) ∈ H 2(0,1), TL(0) = T0, TL(1) = T1. (3.1)
Motivated by the physical consideration, a scaling is needed to study the zero-relaxation-time
limit in the transient Euler–Poisson system as in [15,18,20,22]. The scaling can be found by a
formal asymptotic expansion in power of τ . This enables us to consider the same scaling as in
the time-dependent problem, i.e.,
nτ = n, jτ = j
τ
, Tτ = T , φτ = φ.
In this situation, the problem (1.4)–(1.6) reads⎧⎪⎪⎨
⎪⎪⎩
( ετ 2j2
nτ
+ Tτnτ
)
x
= nτφτx − εj,
Tτxx − 3τj2 Tτx − nτ
( τj
nτ
)
x
Tτ − 3nτ2τ (Tτ − TL(x)) = − ετj
2
2nτ ,
λ2φτxx = nτ − D(x)
(3.2)
for x ∈ (0,1), with boundary conditions
nτ (0) = n0, nτ (1) = n1, Tτ (0) = T0, Tτ (1) = T1, (3.3)
and
φτ (0) = 0, φτ (1) = φ1. (3.4)
Since τ → 0, we can set τ ∈ (0,1]. Then the results of the existence and uniqueness of solu-
tions and the uniform estimates with respect to τ can be stated as follows.
Theorem 3.1. Let D(x) satisfy (1.2), and TL(x) satisfy (1.3) and (3.1). Assume that |TL2 −T1|+
|TL1 − T0| + |TL2 − TL1| < j and 0 < j  1. Then there is a strong solution (nτ , Tτ ,φτ ) ∈
H 2(0,1) × H 2(0,1) × H 2(0,1) of (3.2)–(3.4) satisfying
N21  nτ (x)N22, K21  Tτ (x)K22, x ∈ [0,1], (3.5)
‖nτ‖H 2(0,1) N23, ‖Tτ‖H 2(0,1) K23, ‖φτ‖H 2(0,1) H2, (3.6)
where N2i , K2i , i = 1,2,3, and H2 are positive constants independent of τ . In addition, the
above strong steady state solution (nτ , Tτ ,φτ ) is unique.
Proof. Here we mainly investigate ‖Tτ‖H 2(0,1) to derive the uniform bound of nτx and Tτx with
respect to τ , since the proof is similar to that in Theorem 2.1. Omitting the subscript τ , Eq. (3.2)2
can be rewritten as(
T − TL(x)
)
xx
− 3τj
2
(
T − TL(x)
)
x
− τn
(
j
n
)
x
(
T − TL(x)
)− 3n
2τ
(
T − TL(x)
)
= −ετj
2
2n
− TLxx(x) + 3τj2 TLx(x) + τn
(
j
n
)
TL(x), (3.7)x
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2τ
− τ j
n
nx
)(
T − TL(x)
)2
dx
= −
∫ (
T − TL(x)
)2
x
dx + 3τj
2
∫ (
T − TL(x)
)
x
(
T − TL(x)
)
dx
−
∫ (
ετj2
2n
+ TLxx(x) − 3τj2 TLx(x) − τn
(
j
n
)
x
TL(x)
)(
T − TL(x)
)
dx.
Therefore,
1
τ
(∫ (
T − TL(x)
)2
dx
) 1
2
C
(
τ‖n‖∞ + τj‖nx‖∞ +
∥∥TL(x)∥∥H 2(0,1)), (3.8)
which yields by applying Theorem 9.15 and Lemma 9.17 in [14] to (3.7) that∥∥T − TL(x)∥∥H 2(0,1)  C(τ‖n‖∞ + τj‖nx‖∞ + ∥∥TL(x)∥∥H 2(0,1)), (3.9)
where C is a constant independent of τ . This ends the proof. 
Now we investigate the zero-relaxation-time limit in (3.2)–(3.4). Set τ = 0, the limit (n,T ,φ)
of (nτ , Tτ ,φτ )τ>0 is formally governed by the following drift-diffusion equations:⎧⎨
⎩
(nT )x = nφx − εj,
T = TL(x),
λ2φxx = n − D(x)
(3.10)
for x ∈ (0,1) with boundary conditions
n(0) = n0, n(1) = n1, (3.11)
and
φ(0) = 0, φ(1) = φ1. (3.12)
Then the convergence result of (nτ , Tτ ,φτ )τ>0 to (n,T ,φ) with convergence rate O(τ) in
H 2(0,1) × H 2(0,1) × H 2(0,1) can be stated as follows.
Theorem 3.2. Let the conditions in Theorem 3.2 hold and (nτ , Tτ ,φτ )τ>0 be a sequence
of solutions to (3.2)–(3.4). Then the problem (3.10)–(3.12) has a unique solution (n,T ,φ) ∈
H 2(0,1) × H 2(0,1) × H 2(0,1) which is the limit of (nτ , Tτ ,φτ ). Moreover, there is a constant
independent of A2 such that, as τ → 0,
‖nτ − n‖H 2(0,1) A2τ, ‖Tτ − T ‖H 2(0,1) A2τ, ‖φτ − φ‖H 2(0,1) A2τ, (3.13)
if ‖TLxx(x)‖2 = O(1)τ .
Proof. It is clear that the uniform estimates (3.5)–(3.6) are sufficient to pass to the limit in
Eqs. (3.10) and the boundary conditions (3.11)–(3.12) to obtain a solution (n,T ,φ) for the prob-
lem (3.10)–(3.12), as in the proof of Theorem 2.2. The regularity of the solution (n,T ,φ) in
H 2(0,1) × H 2(0,1) × H 2(0,1) is a direct consequence of the problem.
In the following, we derive the convergence rates (3.13). First
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holds from inequality similar to (3.8). On the other hand, let us denote(
Tτ
nτ
nτx − T
n
nx
)
x
−
(
εj
n2τ
nτx − εj
n2
nx
)
− nτ − n
λ2
= −(Tτ − T )xx +
(
ετ 2j2
n3τ
nτx
)
x
,
which implies
‖lnnτ − lnn‖H 2(0,1) C
(
τ + ‖Tτ − T ‖H 2(0,1)
)
. (3.15)
Combining (3.14) and (3.15), keeping (2.45) and ‖TLxx(x)‖2 = O(1)τ in mind, there exists a
positive constant A2 independent of τ such that
‖nτ − n‖H 2(0,1) + ‖Tτ − T ‖H 2(0,1) A2τ.
Finally, from (3.2)3 and (3.10)3, we can obtain the last inequality in (3.13). This ends the
proof. 
4. The quasi-neutral limit
In this section, we treat the quasi-neutral limit λ → 0 in (1.4)–(1.6). In order to attain this aim,
we assume that the relaxation time τ and the mass ε are constants independent of λ, and D(x)
is more smooth and the boundary conditions are in equilibrium state. More precisely, we have to
assume that
D(x) ∈ H 2(0,1), D(0) = n0, D(1) = n1. (4.1)
Since λ → 0 in the quasi-neutral limit we may assume λ ∈ (0,1], and we rewrite the problem
(1.4)–(1.6) under the form⎧⎪⎪⎨
⎪⎪⎩
( εj2
nλ
+ Tλnλ
)
x
= nλφλx − εjτ ,
Tλxx − 3j2 Tλx − nλ
( j
nλ
)
x
Tλ − 3nλ2τ (Tλ − TL(x)) = − εj
2
2nλ ,
λ2φλxx = nλ − D(x)
(4.2)
for x ∈ (0,1) with boundary conditions
nλ(0) = n0, nλ(1) = n1, Tλ(0) = T0, Tλ(1) = T1, (4.3)
and
φλ(0) = 0, φλ(1) = φ1. (4.4)
Then we have
Theorem 4.1. Let D(x) satisfy (1.2) and (4.1). Assume that |TL2 − T1| + |TL1 − T0| + |TL2 −
TL1| < j and 0 < j  1. Then there is a strong solution (nλ, Tλ,φλ) ∈ H 2(0,1) × H 2(0,1) ×
H 2(0,1) of (4.2)–(4.4) satisfying
N31  nλ(x)N32, K31  Tλ(x)K32, x ∈ [0,1], (4.5)
‖nλ‖H 2(0,1) N33, ‖Tλ‖H 2(0,1) K33, ‖φλ‖H 2(0,1) H3, (4.6)
where N3i , K3i , i = 1,2,3, and H3 are positive constants. In addition, the above strong subsonic
steady state solution (nλ, Tλ,φλ) is unique.
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with regard to λ. Denote
nλ − D(x)
λ2
=
((
−εj
2
n3λ
+ Tλ
nλ
)(
nλ − D(x)
)
x
)
x
− εj
τn2λ
(
nλ − D(x)
)
x
+ Tλxx +
((
−εj
2
n3λ
+ Tλ
nλ
)
D(x)x
)
x
− εj
τn2λ
D(x)x,
multiplying the above equation by nλ − D(x), and integrating it over (0,1), integration by parts
leads to
1
λ2
(∫ (
nλ − D(x)
)2
dx
)
+ C
∫ (
nλ − D(x)
)2
x
dx
 C
(∥∥D(x)∥∥
H 2 + ‖Tλxx‖2
)(∫ (
nλ − D(x)
)2
dx
) 1
2
, (4.7)
with the help of the smallness of j . On the other hand, from the previous analysis we know that
‖Tλxx‖2 C
(
T0, T1,
∥∥(n, jnx)∥∥∞).
Further, we have∥∥nλ − D(x)∥∥H 2 C(∥∥D(x)∥∥H 2, T0, T1,∥∥(n, jnx)∥∥∞). (4.8)
Taking into account the proper smallness of j , we obtain
‖nx‖∞  C,
where C is independent of λ. This completes the proof. 
It is clear that the uniform estimates (4.5)–(4.6) are sufficient to pass to the limit in Eqs. (4.2)
and the boundary conditions (4.3)–(4.4). Let (n,T ,φ) be the formal limit of (nλ, Tλ,φλ). Then
(n,T ,φ) is a solution of the problem⎧⎪⎨
⎪⎩
( εj2
n
+ nT )
x
= nφx − εjτ ,
n = D(x),
Txx − 3j2 Tx − n
( j
n
)
x
T − 3n2τ (T − TL(x)) = − εj
2
τn
(4.9)
for x ∈ (0,1) with boundary conditions
T (0) = T0, T (1) = T1, (4.10)
and
φλ(0) = 0, φλ(1) = φ1. (4.11)
It is easy to see that the solution of (4.9)–(4.10) is also unique. A result of error estimates
between (nλ, Tλ,φλ) and (n,T ,φ) is stated as follows.
Theorem 4.2. Under assumptions of Theorem 4.1, the whole sequence (nλ, Tλ,φλ)λ>0 of so-
lutions to (4.2)–(4.4) converges to (n,T ,φ), and there is a constant A3 independent of ε such
that
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‖φλ − φ‖H 1(0,1) A3λ2, (4.12)
where (n,T ,φ) ∈ H 2(0,1)×H 2(0,1)×H 2(0,1) is the unique solution to problem (4.9)–(4.11).
Proof. In the following, we derive the convergence rates (4.12). First
‖nλ − n‖2 A3λ2 (4.13)
hold from a similar inequality to (4.7). On the other hand, let us denote
(Tλ − T )xx − 3j2 (Tλ − T )x + j (lnnλ)x(Tλ − T ) −
3
2τ
nλ(Tλ − T )
= −
(
εj2
2τnλ
− εj
2
2τn
)
− 3
2τ
(
T − TL(x)
)
(nλ − n) − jT (lnnλ − lnn)x.
Multiplying the above equation by Tλ − T and integrating the resultant equation over (0,1), we
have ∫
(Tλ − T )2x dx +
3j
2
∫
(Tλ − T )x(Tλ − T )dx +
∫ ( 3
2τ
nλ − j (lnnλ)x
)
(Tλ − T )2 dx
=
∫ (
εj2
2τnλ
− εj
2
2τn
+ 3
2τ
(
T − TL(x)
)
(nλ − n)
)
(Tλ − T )dx
− j
∫
(lnnλ − lnn)(Tλ − T )x dx,
which from the smallness of j and the uniform bounds of nλ,nλx, Tλ and Tλx , implies
‖Tλ − T ‖H 1  C‖n − nλ‖2, (4.14)
where C is independent of λ. So, the second estimate in (4.12) is true. To prove the final inequal-
ity, we denote
d
dx
(
εj2
2n2λ
+ Tλ lnnλ − φλ + Tλ
)
= − εj
τnλ
+ Tλx lnnλ
and
d
dx
(
εj2
2n2
+ T lnn − φ + T
)
= − εj
τn
+ Tx lnn,
which lead to∥∥∥∥
(
εj2
2n2λ
+ Tλ lnnλ − φλ + Tλ −
(
εj2
2n2
+ T lnn − φ + T
))
x
∥∥∥∥
2
 C
(‖nλ − n‖2 + ∥∥(Tλ − T )x∥∥2). (4.15)
So, with the aid of Poincaré’s inequality, we can obtain
‖φλ − φ‖H 1(0,1) A3λ2. (4.16)
This completes the proof. 
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