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Chapter 1
Adiabatic quantum computing
The use of quantum computers promises higher computational power than the use of
a classical computer. Typical examples of quantum algorithms are Shor’s algorithm [1]
and Grover’s quantum search algorithm [2]. Shor’s algorithm, developed in 1994, is able
to give an exponential speedup in finding prime factors of large numbers. Grover’s algo-
rithm is able to find an element of an unstructured database of n elements in a time of the
order O(√n), which is faster than the linear time O(n) that a classical computer would
consume in performing this task. Both algorithms have been implemented physically on
a quantum system [3–5]. For an overview of which physical quantum systems are most
promising to construct a quantum computer, we refer to reference [6] for further reading.
In what follows we explain why, in principle, a quantum computer can do calculations
faster than a classical one. We use the so-called network model [7], which requires the
definition of a qubit. Let |ψ〉 be a state vector of a two-level quantum system. We write
|ψ〉 = a|0〉+ b|1〉, (1.1)
where |0〉 and |1〉 are the two states spanning the corresponding Hilbert space H. We
treat |ψ〉 as a qubit, e.g. the smallest quantity of information that can be processed
by a quantum computer. A measurement of |ψ〉 provides us with the outcome of a
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calculation, which in this case corresponds to either |0〉 or |1〉. So, according to the
rules of quantum mechanics every quantum algorithm needs to be probabilistic. The
task is to evaluate a function f(x) → y where x ∈ [0, 1]n, y ∈ [0, 1] and n is the size
of the system, e.g. the number of qubits, so that the state of the system is given by
|x〉 = |ψ1〉 ⊗ . . .⊗ |ψn〉 ∈ H ⊗ . . .⊗H. The operation of a unitary operator Uˆf(x) reads
Uˆf(x)|x〉|y〉 = |x〉|y ⊕ f(x)〉, (1.2)
where ⊕ is the addition modulo 2 operator. When we prepare the system in an equal
superposition of all 2n possible basis states of the Hilbert space H⊗ . . .⊗H, we are able
to perform 2n evaluations of the function f(x) by applying the operator Uˆf(x) only once:
Uˆf(x)|x〉|0〉 =
i=2n−1∑
i=0
|i〉|f(i)〉, (1.3)
where i is the binary representation of integer numbers up to 2n − 1. This approach
is called the network model because operations on qubits are performed with unitary
operators and one can imagine a sequence of unitary operators acting on qubits as a
network of gates acting on classical bits. It is difficult to develop algorithms within this
model as some of the basic features of bits cannot be ported to qubits. For example, we
are not able to copy an arbitrary state of a qubit to another one [8]. When we perform
a measurement of the state |x〉 =∑i=2n−1i=0 |i〉 before the application of Uˆf(x), we project
it to one possible basis state and as a result we will no longer obtain a superposition of
all possible values of f(x).
In 1998 Kadowaki and Nishimori proposed a technique called quantum annealing
[9] to get a faster convergence than simulated annealing in optimization problems. In
quantum annealing quantum fluctuations are used in addition to thermal fluctuations
to find the optimal state of the system. Quantum mechanically, disorder is introduced
via a Hamiltonian that does not commute with the Hamiltonian of the optimization
problem and whose ground state is a superposition of all eigenstates of the problem
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Hamiltonian. The quantum annealing procedure slowly removes the disorder so that the
system will settle in one of its low energy states. The quantum adiabatic (QA) algorithm
[10], introduced by Fahri et al. in 2001, is a similar technique to solve combinatorial
optimization problems. The basic idea is to slightly modify the Hamiltonian of the
system from a simple one, called the driver Hamiltonian HD, to the one corresponding
to the problem Hamiltonian HP . The problem Hamiltonian HP encodes the solution of
a given problem in its ground state. The algorithm starts from the ground state of the
driver Hamiltonian HD. The quantum adiabatic theorem [11] ensures that the system
stays in the instantaneous ground state when we modify its HamiltonianH slowly enough
compared with the transition times of the spectrum of H. This is the main difference
compared to quantum annealing, for which the system is not in its instantaneous ground
state during the whole algorithm. We write the QA Hamiltonian as
H(t) = (1− λ(t))HD + λ(t)HP , (1.4)
where λ(t) ∈ [0, 1] denotes the adiabatic control parameter. To hold the system in
the instantaneous ground state, λ(t) needs to be a slow varying function. In chapter 5
we demonstrate what this exactly means. According to the adiabatic theorem, at the
end of the QA algorithm the ground state of the problem Hamiltonian HP is reached
with high probability and a measurement can be performed. This ground state encodes
the solution of the problem. The advantage of the QA algorithm is its simplicity. We
are potentially able to compute many problems with an adiabatic quantum computer
since we only need to translate the problem to a Hamiltonian operator. We do not
need to consider qubits and their networks. Furthermore, a universal QA algorithm is
equivalent to the gate model, as one can map both models onto each other with polyno-
mial effort [12]. The term universal means that we do not necessarily have to consider
optimization problems, which have diagonal Hamiltonian operators. A disadvantage of
adiabatic quantum computing is that it is not always clear how to implement the specific
Hamiltonian on a physical device.
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The present work is inspired by the work of A.P. Young on the Exact Cover problem
[13, 14]. The scaling of the mass gap of the QA algorithm for the Exact cover problem
first seemed to be polynomial up to N = 128 [13], but more recent work [14] makes
this claim obsolete because of the observation of a first order quantum phase transition
in some realizations. Tunneling effects at first order phase transitions correspond to
exponentially small mass gaps so that the whole algorithm would scale exponentially,
whereas second order quantum phase transitions are believed to yield polynomial scaling
of the mass gap [15]. The dependence of the runtime of the QA algorithm on the mass
gap will be established in chapter 5.
The structure of the present work is as follows. In chapter 2 we give an introduction
to the 3-SAT problem from a computer science as well as from a physical point of view.
We also discuss the theory of complexity and the P=NP problem [16]. In chapter 3 we
explain how we generate special realizations for the 3-SAT problem. In chapter 4 we
describe our methods and results, concerning the classical 3-SAT problem. The main idea
is first to try to understand the physical properties of the classical system before taking
into account any quantum effects. For this task we employ tools of statistical physics and
examine thermodynamic properties of the 3-SAT problem as a physical system. We also
try to understand the hardness of the problem for our special realizations. Afterwards
we continue with the quantized version of the problem. In chapter 5 we first establish the
dependence of the runtime on the mass gap and introduce the three simulation methods
we use followed by a presentation of the results. In chapter 6 we present our conclusions
and we describe some possible topics for future research.
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Chapter 2
Satisfiability Problems
The SATisfiability problem can be seen as the root problem of complexity theory [17].
It was the first problem proven to be NP-complete by Cook in 1971 [18]. This opened
a way for the identification of many other problems to be NP-complete and to find a
reduction in polynomial time of these problems to the SAT problem. Unless P = NP
all of them have shown exponential worst-case complexity. There is a wide range of
practical applications for SAT problems: From crosstalk noise prediction in integrated
circuits [19] to artificial intelligence planning [20] and software model checking [21]. In
general there are two different ways of solving all these problems: backtracking [22] and
local search algorithms [23]. Optimizing both methods is a field of extensive research and
so both are already very advanced right now. By taking advantage of several heuristics
they can handle of the order of 100000 variables for real world problems. In the present
work we use an algorithm named zChaff to compare our methods to existing solvers and
to check the satisfiability of our instances. The program zChaff is provided by Princeton
University [24].
The early work of physicists on the topic of SAT covers, for example, the ground state
entropy [25] and the SAT/UNSAT phase transition [26]. There are also many theoretical
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papers, written by physicists, concerning the random SAT problem [27–29]. By use of
methods from statistical physics, they calculate many properties and physical quantities
of the system. Throughout the present work we restrict ourselves to the 3-SAT problem,
which is a special case of the SAT problem. This chapter is organized as follows: In
section 2.1 we give the definition of the 3-SAT problem that is often used in computer
science. Its translation to physical problems is discussed in section 2.2. In section 2.3 we
explain the difference between so-called P, NP and NP-complete problems and discuss
the complexity of various algorithms to solve 3-SAT problems.
2.1 Definition of the 3-SAT problem
We consider N boolean variables xi, each taking only the values
xi = 0 (≡ FALSE) or xi = 1 (≡ TRUE), i = 1 . . . N. (2.1)
It is convenient to think of them as a vector
~x = (x1, x2, . . . , xN)
T ∈ {0; 1}N . (2.2)
For the SAT problem three logical operators are used
NOT: xi; 1 = 0, 0 = 1
AND: ∧; xi ∧ xj = 1 if and only if xi = 1 and xj = 1
OR: ∨; xi ∨ xj = 1 if at least one of xi, xj is true
to connect the variables. A literal is either a variable xi or its negation xi. We now form
a clause
Ci = (xj ∨ xk ∨ xl), (2.3)
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which is simply the logical OR of 3 literals (or an arbitrary number in the case of general
SAT problems). A formula F is the logical AND of M clauses
F = C1 ∧ C2 ∧ · · · ∧ CM . (2.4)
We call a formula satisfiable if there is at least one assignment for the values of its
variables so that the formula becomes true. Now we can define the 3-SAT problem as
follows
Definition 1 (3-SAT). For a given formula F with 3 literals in each clause, is there a
satisfying assignment?
Throughout this work we call a specific formula with given clauses a 3-SAT instance.
2.2 Physical description of 3-SAT
We are able to map the 3-SAT problem on a physical system. The idea is to use
a Hamilton operator H to encode the satisfying assignments into ground states. In
that sense we define the physical energy as the number of unsatisfied clauses and the
Hamiltonian H counts their number. Boolean variables xi = 0, 1 are mapped to Ising
spins si = 2xi − 1 = ±1. We define the sign matrix as
εij ∈ {−1; 1}M×3 i = 1, . . . ,M j = 1, 2, 3 (2.5)
where i denotes the number of the clause and j the position of the variables in that
clause. If a variable is negated, then εij = −1 else εij = 1. We define the clause matrix
as
Sij = sk i = 1, . . . ,M j = 1, 2, 3 (2.6)
if variable xk is at position j in clause Ci. The variable exchange symmetry of one clause,
see Eq. (2.3), is not broken, but we have to adjust both matrices ε and S simultaneously.
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Now we are able to form a component of H for one particular clause Ci. Let lk denote
a literal, taking the value xk or x¯k
Ci = (l1 ∨ l2 ∨ l3) =ˆ
(
εi1s1 + 1
2
)(
εi2s2 + 1
2
)(
εi3s3 + 1
2
)
=
1
8
[εi1εi2εi3s1s2s3 + εi2εi3s2s3 + εi1εi3s1s3
+ εi1εi2s1s2 + εi1s1 + εi2s2 + 1]
= h(εi1s1, εi2s2, εi3s3). (2.7)
There are only eight possibilities for the variables εijsj of the function h(εi1s1, εi2s2, εi3s3)
with a fixed sign matrix. Only one, namely εijsj = −1 ∀j, gives h = 1. So the ground
state of one clause is 7-fold degenerated. The entire Hamiltonian corresponding to a
given instance is then written as
H =
M∑
i=1
h(εi1Si1, εi2Si2, εi3Si3), (2.8)
and we can reformulate the problem as
Definition 2 (3-SAT). For a given Hamilton operator H, is there a ground state with
E = 0?
If we are only interested in finding a solution, this formulation is equal to Def. (1).
Note that we call the physical 3-SAT implementation of a given instance a realization.
2.3 Algorithm Complexity
The 3-SAT problem belongs to the class of NP-complete problems [17], and moreover
it was the first problem to be classified as such. With O(n) we denote an upper bound
to the resources that a specific algorithm will consume for a given input of length n.
Throughout this work we focus on the resource time, which means that we are interested
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in how much time an algorithm needs or, to get rid of the unit, how many steps it needs
to perform to find a solution. All problems with a complexity O(nk) and with an
arbitrary, but finite, k are solvable in polynomial time and therefore belong to the class
of P (polynomial) problems. In complexity theory the class of P problems contains
all decision problems that are solvable in polynomial time by a deterministic Turing
machine, which can be seen as a classical computer. The other problem class of interest
is called NP (Nondeterministic Polynomial), containing all decision problems that are
solvable in polynomial time by a nondeterministic Turing machine. As we do not want
to cover the topic of Turing machines in this work, we use another definition for NP
problems: All decision problems whose solutions can be verified in polynomial time
belong to the class NP. Trivially P is a subset of NP. Many problems in NP have an
exponential runtime O(en), and no polynomial algorithm is known to solve this type of
problems. However, NP problems are not proven to have an exponential runtime and an
open question is whether P=NP or not. Another problem class is called NP-complete,
which is a subclass of NP with some special characteristics [17]. Each problem that is NP-
complete can be mapped onto another NP-complete problem with an effort that is only
polynomial in the size of the problem. Since the SAT problem is NP-complete and needs
an exponential runtime we can deduce that all NP-complete problems are exponentially
hard. Even more, problems that are NP-complete can be seen as the hardest problems
of the class NP. Now it is clear why the P=NP question is important, because if so,
we can be sure that all the hard problems that belong to the class NP-complete can be
solved efficiently.
Up to now finding a solution for the 3-SAT problem takes an exponential amount
of time. Let N denote the number of variables and t(N) the time needed to find one
solution, then
t(N) ∝ ecN . (2.9)
The factor c determines the exponential complexity of the algorithm. Checking every
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possible assignment of N Boolean variables is the simplest way to find a solution of a
given 3-SAT instance. However, this consumes the maximum amount of time to find
one solution, namely
t(N) ∝ 2N = eln(2)N . (2.10)
Until now there is no algorithm which is capable of solving the 3-SAT problem in poly-
nomial time. But many approaches exist to lower the constant c of the exponential
function. When we use Grover’s quantum search algorithm to find a unique solution,
we can speed up the calculations, namely
t(N) ∝ 2 12N = e ln(2)2 N , (2.11)
but we cannot raise the complexity class to a polynomial one. Grover’s algorithm can
only lower the constant from cnaive = ln(2) to cGrover =
ln(2)
2
. To illustrate what exponen-
tial hardness means, we take a look at a small example. Consider a normal computer
which can compute 109 operations per second and a fast one computing 1010 operations
per second, thus ten times faster. We want to solve an instance of 3-SAT with N = 80
variables and to compare the times needed to perform this task (see table (2.1)). We
consider the very naive algorithm, Grover’s quantum search algorithm and a few prob-
abilistic algorithms [30], denoted by their year of development. We only consider the
exponential runtime of the algorithms and cut out any constants or polynomial contri-
butions. From table (2.1) we see that the computer which is ten times faster can in one
hour’s time only solve problems with a few extra variables compared to the problems
the slow computer can solve.
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Algorithm tnormal[s] tfast[s] N
∗
normal N
∗
fast c
naive 1.2115 1.2114 41 44 0.693
Grover 1100 110 83 89 0.347
1997 11.16 1.116 62 67 0.462
1999 9.9 1 100 108 0.288
2006 5.3 0.5 103 111 0.280
Table 2.1: Comparison between slow and fast computers running various algorithms.
tnormal (tfast): time to solve a 3-SAT problem with N = 80 variables on a
computer with 109 (1010) operations per second; N∗normal (N
∗
fast): number of
variables that can be solved with the given algorithm on the normal (fast)
computer in one hour; c: time to find one solution is given by Eq. (2.9).
11
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Chapter 3
Instance Generation
There exist many methods to obtain 3-SAT realizations, or in general SAT realizations.
Real World problems seem to be easier to solve than so-called tailored ones. In this case
tailoring means the artificial construction of a SAT problem according to some specific
rules. It is crucial to construct hard but solvable SAT realizations in order to have suit-
able testcases for new algorithms. So there is a whole community providing standardized
3-SAT packages [31]. There exist many different approaches to construct realizations
with specific details or according to specific distributions. One obvious possibility to
construct solvable 3-SAT realizations is to use complete solvers as a filter and to keep
only the solvable realizations. However, this method renders the realization generation
itself an exponential hard problem. There are ideas to reduce other hard problems to
SAT, like the factoring problem [32] or graph coloring [33] so that their realizations
could be used. Another possibility would be to make use of physical models like spin
glasses [34]. In the latter case the realization generation becomes very interesting when
physical properties of a class of realizations could be derived analytically [35].
We have special requirements for our realizations. First, we only use realizations with
one unique solution and we call this USA (Unique Satisfying Assignment). Second, we
13
want to know this solution in order to check whether our algorithm can find it. Third,
we want realizations that are “hard” to solve, this means that the computer needs an
exponential amount of time to find the solution.
Random 3-SAT
The simplest way of producing a 3-SAT realization is to generate a complete randomized
one. We first fill the clause with three random chosen variables and then assign a negation
to each of them with probability one half. This scheme is repeated for all M clauses to
achieve the random 3-SAT realization. The coordination number η counts the number
of clauses that a variable belongs to. For methods that fill the clauses with randomized
variables, the mean of the coordination number for a whole ensemble is 〈η〉 = 3r = 3M/N
with a Gaussian shape (according to the central limit theorem). This is simply because
by creating the realization we distribute N variables among 3M possible entries in the
clauses. The coordination number for the variables with/without a negation η+/η− also
follows a normal distribution, but with 〈η+〉 = 〈η−〉 = 3r/2.
Forced 3-SAT
In a forced generation method at least one of the solutions of the realization is known
prior to the construction of the realization. So the realization is forced to have a par-
ticular solution. We can choose an arbitrary distribution of “0” and “1” since we can
compensate with the distribution of negations1. The probability for the occurrence of
a “0” or “1” is set to p = 0.5. We first give an example of a simple forced generation
1By a local gauge transformation of the 3-SAT realization one solution ~x can be transformed to any
other one ~x∗. One has to exchange xi and xi ∀i with x∗i = 0 [35]
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method and afterwards explain the method that we finally used and which we will refer
to as forced method.
Simple forced method
We want to obtain a realization with N variables and M clauses, and we first generate
a bit vector of length N, which represents the known solution
~x = (x1, x2, . . . , xN)
T ∈ {0; 1}N . (3.1)
Then we start filling the first position of the first N clauses of a formula F with M
clauses with our solution ~x, so that the corresponding 3-SAT realization will evaluate to
TRUE under the assignment of ~x. This means whenever xi = 0 we have to negate the
variable vi in the matrix. With ~v we denote variables that have not yet been assigned to
a value 0 or 1, in contrast to ~x, which is a fixed Boolean vector. If M > N we randomly
pick variables to fill up the first position of clauses N + 1, . . . ,M . Since in the present
work only realizations in the range 3.5 < r < 8 are considered, M > N holds for all
cases.
F = ( v1 ∨ . ∨ . ) ∧
( v2 ∨ . ∨ . ) ∧
(
... ∨ . ∨ . ) ∧
( vN ∨ . ∨ . ) ∧
( vrandom ∨ . ∨ . ) ∧
(
... ∨ . ∨ . ) ∧
( vrandom ∨ . ∨ . ) .
(3.2)
In the next step we fill up the second and third positions of the clauses with randomly
chosen variables so that there is no double allocation in one clause. These variables
should evaluate to FALSE under the assignment of ~x, so for all xi = 1 we have to negate
the corresponding variable vi. Now that we created F , we pass each realization to a
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filter with level l because we search for USA realizations. The idea is to first check for
each bit assignment with Hamming distance l if it is a solution as well and then to block
those realizations. Finally we mix up the variables inside each clause.
The coordination number η reveals that this method is not convenient, because one
can easily extract the solution from the histogram of η for a particular realization. Just
as for the random realization method, 〈η〉 = 3r. Remember that we choose the negations
of the variablesM times according to the solution and 2M times inverse to the solution.
So we first need to count the negations of a variable and then decide whether it is FALSE
or TRUE in ~x. Therefore the distribution of 〈η+〉 and 〈η−〉 at very high (r > 10) in
Fig. 3.1a shows two peaks, one at 〈η˜+〉 = 1/3 and one at 〈η˜−〉 = 2/3, whereas η˜ = η/3r
denotes the rescaled coordination number.
0
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(〈η˜
〉)
〈η˜〉
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Figure 3.1: Distribution of coordination number p (〈η˜〉); Red: 〈η˜〉, green: 〈η˜+〉 and blue:
〈η˜−〉, for
(a) an ensemble of 100000 realizations with N=20 and r=32, generated by
the simple forced method;
(b) an ensemble of 5000 realizations with N=20 and r=16, generated by
random 3-SAT (open circles) and forced 3-SAT (lines).
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Forced method
In what follows we refer to this method as the forced method. All our simulations are
done with realizations generated by this method. First we need a solution ~x, which is
created as described in the previous section. Then we fill the first position in every clause
of formula F as in Eqn. (3.2) and generate two histograms hpos(i) for variables without
negations and hneg(i) for negated variables. Now the task is to choose 2M variables and
fill the clause’s second and third position so that the solution is not revealed. In the
mean our target distribution should be hneg(i) = hpos(i) = 3M/2N = 3r/2 for all i, as
in the random 3-SAT case. It is convenient to prepare a set K which holds variables
so that we can take random elements out of it and fill the clauses. This automatically
leads us to the target distribution. So for each variable i we calculate
npos(i) =
3
2
r − hpos(i) and nneg(i) = 3
2
r − hneg(i)
and add
{vi, vi, . . . , vi︸ ︷︷ ︸
npos(i)
} and {vi, vi, . . . , vi︸ ︷︷ ︸
nneg(i)
}
to the setK. Now we randomly draw elements ofK and fill the second and third position
of the clauses. The negations are set so that the variables evaluate to FALSE under the
assignment of ~x, to maintain the highest probability that ~x is unique. However, we
have no constraint that a variable is unique in each clause, so we have to get rid of
variables that occur twice in one clause. At that point we use a Monte Carlo method
with a variable exchange as the Monte Carlo move. Since we do not want to change the
solution, we can only exchange the variable at the first position in one clause with the
variable at the first position of another clause. The same is true for the variables at the
second and third positions of the clauses. In the end the realization has to pass a filter
as described in section 3 to eleminate solutions that are near our forced one.
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The distribution of the coordination number η now looks more like the one for random
realizations (Fig. 3.1b). The double peak structure in the distribution of 〈η+〉 and 〈η−〉
has disappeared, and indeed one is no longer able to construct ~x from the histograms
of the negations of variables. We want to mention that we can create realizations with
a sharp coordination number distribution so that every variable appears in the same
number of clauses. We have not studied these realizations intensively, but they seem to
be much weaker than the ones with fluctuating coordination number. For r < 3.5 we
are not able to construct USA realizations efficiently. For example, the probability to
obtain a USA for r = 3.5 and N = 40 is pUSA ≈ 0.005 and for N = 50 pUSA ≈ 0.001
with our method. This is because there are only a few clauses which naturally lead to
many states that satisfy every clause.
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Chapter 4
Classical Simulations
We use the term “classical” to describe all simulations that are done without using any
concept of quantum theory. In the present work this covers mainly simulations of the
Monte Carlo type.
We first tried to apply the simulated annealing method [36] to the 3-SAT problem,
but only a few instances could be solved with this method. Simulated annealing is not
the right technique to get the right expectation value of physical properties like energy
〈E〉 or specific heat 〈C〉, for example. A very promising method for this purpose is an
algorithm proposed by Wang and Landau [37], the Wang Landau Algorithm, which can
be used to approximate the density of states (DOS). It is a very powerful tool, since
using the DOS g(Ei) we can calculate the partition function
Z =
∑
q
e−βEq =
∑
i
g(Ei) e
−βEi , (4.1)
where q numbers the configurations and i the energy levels. The partition function Z
enables us to compute many thermodynamic quantities, like the mean energy
〈E〉 = 1
Z
∑
i
Ei g(Ei) e
−βEi , (4.2)
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and the mean specific heat
〈C〉 = ∂〈E〉
∂T
=
〈(E − 〈E〉)2〉
kT 2
=
1
β2
 1
Z
∑
i
Ei
2 g(Ei) e
−βEi −
(
1
Z
∑
i
Ei g(Ei) e
−βEi
)2 . (4.3)
(4.4)
Throughout this work β = 1/kBT denotes the inverse temperature where the tempera-
ture T is measured in units of the Boltzmann constant kB.
The main goal of this chapter is to obtain the DOS g(Ei) for a large sample of instances
(typically 4000) and to evaluate the thermodynamic quantities. Figure 4.1 demonstrates
that using the DOS to compute the energy and the specific heat for the 3-SAT problem
is much better than using the simulated annealing method. In the case of simulated
annealing we started with a system at high temperature (T=30) and let the temperature
decrease exponentially to zero. After each temperature decrease we performed 50 000
sweeps and 10 000 measurements with 20 sweeps between each measurement. After 670
simulation steps the system reached the temperature T=0.036 and the system was not
yet in the ground state. This becomes perceivable by comparing the simulated annealing
simulation results with the ones obtained using the Wang Landau method. From Fig.
4.1a it can be clearly seen that the energy value obtained with the simulated annealing
method is much too high. As a consequence, the simulated annealing method is also
unable to reproduce the second peak in the specific heat (see Fig. 4.1b).
This chapter is organized as follows: In section 4.1 we give a brief description of the
Wang-Landau algorithm and we discuss various possibilities for a parallel implementa-
tion of it. In section 4.2 we present our simulation results for the 3-SAT problem. We
first describe results for the energy and the specific heat. We then study the density of
states and measure the computational complexity of a given realization and a class of re-
alizations in terms of the runtime that is needed to find a solution. To learn more about
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Figure 4.1: Qualitative comparison between the results for the energy (a) and the specific
heat (b) as a function of the inverse temperature, obtained with the simulated
annealing (continuous lines) and the Wang Landau method (dashed lines) for
an unknown ground state of the 3-SAT problem with N = 40 and r = 4.5.
the runtime of the 3-SAT problem we calculate the microcanonical and the canonical
distribution. From the canonical distribution we define a quantity which we call barrier
and that can be used to get information about the runtime of the algorithm.
4.1 Classical algorithms
In this section we first give short descriptions of the algorithms that we use to obtain the
thermodynamic quantities of the 3-SAT problem. We mainly utilize the Wang Landau
algorithm [37], an algorithm first proposed in 2001 that can be used to approximate the
DOS of a system, followed by a run of the multicanonical algorithm to obtain the DOS.
Finally we focus on the possibilities to parallelize the Wang Landau algorithm.
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4.1.1 The serial Wang-Landau algorithm
In general, the algorithm is suitable for all problems having discrete energy levels. The
goal is to find a probability distribution so that any energy level occurs with equal
probability when we perform random Monte Carlo moves (for example single spin flips).
Some energy levels are realized by many states and some by only a few. The first ones
appear much more often than the latter. Our sought-after distribution has to cancel out
this effect. Using ratios of the real DOS g (Ei), where i numbers the energy level, as
transition probability between two energy levels numbered by k and l:
p (Ek → El) = min
[
g (Ek)
g (El)
, 1
]
, (4.5)
will produce a random walk and a flat histogram in energy space, but a priori we do not
know g (Ei).
The algorithm works iteratively. We first approximate the DOS by g(Ei) = 1 for all
energy levels Ei and set in the energy histogram h(Ei) = 0 for all energy levels Ei. We
then define a multiplicative factor f = e ≈ 2.71 so that every time the algorithm visits
energy level Ei we modify g(Ei) and h(Ei) as follows
g(Ei)→ fg(Ei) (4.6)
h(Ei)→ h(Ei) + 1. (4.7)
(4.8)
As a result, energy levels which occur with high probability become more and more
unlikely. Since on every move we increment the energy histogram h(Ei) with one, it
simply counts the number of visits. When h(Ei) becomes flat we have performed a
random walk, and the approximation of g(Ei) is at least as good as the modification
factor f. We then take the actual g(Ei) as approximation, replace f by
√
f , reset
h(Ei) to zero, and start the next iteration. This will subsequentially lead to a finer
approximation of g(Ei). The term flat means that the maximum of the histogram
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h(Ei) divided by its minimum must be smaller than max(h(Ei))/min(h(Ei)) < 0.9.
This iterative algorithm is called the Wang Landau algorithm. We use the resulting
approximation of the DOS g(Ei) as input for a multicanonical simulation [38] which will
give us the final estimation for the DOS. Typically we use Jackknife error analysis [39]
with 20 Jackknife bins, to estimate the errors of g(Ei) at this point. The first step using
the Wang Landau algorithm is called approximation of the DOS and the second step
using the multicanonical simulation is called the measurement of the DOS.
4.1.2 The parallel algorithm
The most obvious way to parallelize the Wang Landau algorithm is a domain decompo-
sition of the energy interval in such a way that every processor has its own interval to
work on. In the end the different pieces of the DOS have to be normalized and glued
together in the right way, as described in [37]. But in case of the 3-SAT problem we
only have a small energy interval. Therefore we want every processor to store the whole
histogram and DOS. The idea of the Wang Landau algorithm is to use the information of
newly discovered states immediately, which means after every Monte Carlo move. This
can be done in a shared memory implementation, in which the DOS and the histogram
are shared among all processors. In [40] an OpenMP version of this idea is described.
We want our code to run on JUROPA, a clustercomputer of the Ju¨lich Supercomputing
Centre (JSC), using MPI, so we follow another path: Multiple Monte Carlo Walkers.
In this scheme, every processor stores its own histogram and DOS approximation, and
at fixed intervals in time they communicate and build one histogram and DOS which
contains all the information. When the whole histogram is flat, the factor f is decreased
and the next iteration is started. Further, we synchronize the energy interval so that ev-
ery processor explores the same interval. There are three free parameters in this scheme.
The first free parameter is the time schedule for the communication to take place. Since
the communication among the processors must be a global one, it is not feasible to
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broadcast the data every MC move. We use an interval of tinterval = 100 or 1000 sweeps
between each message exchange process. The second free parameter is how to build the
whole histogram from the histograms stored on each processor. This can be done by
summing up all histograms of the p processors
hmean(Ei) =
p∑
j
hj(Ei), (4.9)
or by taking into account only the histogram j that becomes flat first
hrace(Ei) = hj(Ei), (4.10)
which forms a race condition among the processors. For technical reasons we store
the logarithm of the DOS, so we only have the value ln(g(Ei)). The approximated,
logarithmic DOS ln(g(Ei)) at each step can be the simple mean of all ln(gj(Ei))
ln(gmean(Ei)) =
1
p
p∑
j
ln(gj(Ei)), (4.11)
or ln(g(Ei)) can be the DOS of the processor on which the histogram j became flat first
ln(grace(Ei)) = ln(gj(Ei)). (4.12)
Another possibility is to introduce a weight function wj(Ei) that measures how much
information the processor j has gathered at each energy value Ei
ln(gweight(Ei)) =
1
p ·∑pj wj(Ei)
p∑
j
wj(Ei) ln(gj(Ei)). (4.13)
We set wj(Ei) = hj(Ei) so that the processor contributes more to the DOS at an energy
value that was visited often. It is the latter method using gweight(Ei) that we employed
to produce all our results presented in the next section. In Appendix A, the core of this
method implemented in C and MPI can also be found. In what follows we compare as
an example our method which uses gweight(Ei) as DOS and hmean(Ei) as histogram to a
method which uses hrace(Ei) and the DOS grace(Ei) from the processor that has as the
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first a flat histogram. We also try a method which utilizes only the mean values of the
histogram and DOS.
In Fig. 4.2a we present the results for the DOS as a function of the flatness of the
histogram and the number of sweeps for three versions of the parallel Wang Landau
algorithm simulated on 4 processors. We clearly see the convergence of the flatness
of the histogram. The general structure of the quantity flatness per iteration is that
it starts at zero and approaches 0.9 with the increasing number of MC moves. We
want to remark that right after the start all three methods produce the same curve
for the flatness (not shown) and that most of the simulation time is spent in the last
iterations of the algorithm so that the plot is logarithmic in x-direction. For the curve
of the DOS calculated by means of Eq. (4.9) and (4.11) (red dots) not all iterations are
shown because the algorithm would approximately need 1012 sweeps to converge to the
same DOS as obtained with the other methods. Therefore this method is not feasible.
Taking the DOS from the processor which has as the first a flat histogram (green dots)
is much better, but it seems to be an unstable method because some realizations take a
very long simulation time. The method we used to produce all our results utilizes the
weighted mean of the DOS and shows the fastest convergence for the 3-SAT problem
(blue dots). This observation is consistent with Fig. 4.2b, which presents the speedup
S for various versions of the parallel Wang landau algorithm, including one version that
works with random realizations of the 3-SAT problem instead of forced ones. The version
that calculates the DOS from Eq. (4.11) is not included because it needs much more
computation time than the other versions. The speedup S(p) is defined as
S(p) =
T (p)
T (1)
, (4.14)
and T (p) is the time needed on p processors. We simulate 100 realizations and calculate
the mean value of the time needed to find the solution. The scaling of the method using
random realizations compared to the method using forced realizations is worse, but the
random realizations are easier to solve. We see that the method calculating the DOS
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from Eq. (4.13), which is the method we use to produce all our further results, scales on
average only up to 12 processors. For some realizations it scales well up to 64 processors,
but for others it does not. In general the speed of the algorithm depends highly on the
realizationsm, as the errorbars on the curve for the method using Eq. (4.13) and the
difference in curves for the random and forced realizations show.
0
0.2
0.4
0.6
0.8
1
10000 100000 1e+06 1e+07
fl
at
n
es
s
sweeps
a)
0
5
10
15
20
25
30
0 5 10 15 20 25 30
sp
ee
d
u
p
processors
b)
Figure 4.2: a) Comparison of three versions of the parallel Wang Landau algorithm for
N = 20 and r = 7.5 simulated on 4 processors. The flatness of the histogram
h(Ei) is defined by the ratio max(h(Ei))/min(h(Ei)). The DOS is calculated
from Eq. (4.11) (red dots), Eq. (4.12) (green dots), and Eq. (4.13) (blue
dots).
b) Speedup, defined by Eq. (4.14), as a function of the number of processors
for three different versions of the Wang Landau algorithm for a 3-SAT prob-
lem with N = 20 and r = 7.5. Red line: DOS calculated using Eq. (4.13)
for 100 random realizations; green line: DOS calculated using Eq. (4.12)
for 100 realizations obtained by the forced realization method described in
chapter 3; blue line: same as green line but DOS calculated from Eq. (4.13),
magenta line: Ideal scaling behavior.
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4.2 Results
We only present results for realizations that are obtained by the forced method described
in chapter 3. This means that the ground state is a forced one. We only use realizations
with one unique solution, called unique satisfying assignment (USA).
4.2.1 Energy and specific heat
We have obtained a huge set of DOS data1 for various ratios r = M/N and system
sizes N . We use Eq. (4.2) and (4.3) to calculate from the DOS the energy and the
specific heat, respectively. During the measurement of the DOS we utilize Jackknife
error analysis with 20 jackknife bins. Since we calculate 〈E〉 and 〈C〉 for every bin we
can also obtain the errors for 〈E〉 and 〈C〉. The hardest realizations for random 3-SAT
are found for r = rc ≈ 4.2 [41] near the SAT/UNSAT phase transition. One possible
explanation for this higher complexity is the rise of a backbone [42], e.g. spins that are
frozen in all solutions of the random 3-SAT solutions. As we restrict our analysis to USA
realizations there is no backbone, and r values below 4.2 produce even harder realizations
than larger r values. We start with large values of r, since for these realizations the DOS
is easier to achieve.
Results for energy and specific heat as functions of the inverse temperature for one
realization for r = 7.5 and N = 80 are shown in Fig. 4.3a. The energy drops expo-
nentially to zero with decreasing temperature. This means that the temperature needs
to be exponentially low in order to drive the system to the ground state (or to find the
sought-after state). This can be understood by means of a a simple physical model:
1We used the Wang Landau algorithm and a broad histogram technique to estimate the DOS for
r ∈ [3.5, 4, . . . , 8] and N ∈ [10, 20, . . . , 140].
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Figure 4.3: a) Results for energy (red line) and specific heat (green line) as functions of
the inverse temperature for one realization of the 3-SAT problem for r = 7.5
and N = 80 spins. The energy is plotted in logarithmic scale so that one
can see the exponential decay of E(β). The energy makes a jump to a lower
value at β = 1, corresponding to the position of the peak in the specific heat.
b) Scatter plot of intercept b (see text) and βmic for realizations with E1 = 1
(red), E1 = 2 (green) and E1 = 3 (blue) of the 3-SAT problem with r = 7.5
and N = 80.
Assume that only two states with energy E0 and E1 contribute to the partition function
Z = g(E0) e
−βE0 +g(E1) e−βE1 , (4.15)
so that
〈E〉 = −∂ ln (Z)
∂β
=
E0g(E0) e
−βE0 +E1g(E1) e−βE1
Z
. (4.16)
We have
E0 = 0, g(E0) = 1, (4.17)
E1 = 1, g(E1) = e
βmic ,
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where the micro-canonical inverse temperature at energy E0 is defined as
βmic : =
(
∂S
∂E
)∣∣∣∣
E0
=
ln g(E1)− ln g(E0)
E1 − E0 (4.18)
and the entropy S = kB ln(g) is measured in units of kB. So we get
〈E〉 =
E1
g(E1)
g(E0)
e−βE1
1 + g(E1)
g(E0)
e−βE1
, (4.19)
or
ln (〈E〉) = ln (E1) + ln
(
g(E1)
g(E0)
)
− βE1 − ln
(
1 +
g(E1)
g(E0)
e−βE1
)
. (4.20)
Using Eqn. (4.17), (4.18) and the fact that the last term of Eq. (4.20) vanishes if
β > ln(g(E1))
E1
results in
ln (〈E〉) = −E1β + βmic. (4.21)
Hence, the energy goes exponentially slowly to zero, with slope −E1 and intercept βmic.
The fit of an exponential eax+b to the energy tail in Fig. 4.3a gives: a = (−1.00± 0.00)
and b = (1.10 ± 0.00). From the DOS we obtain g(E0) = (0.98 ± 0.00) and g(E1) =
(2.94 ± 0.01) and we calculate βmic = (1.10 ± 0.00). Hence, the parameters b and βmic
fit nicely and since E1 = 1 the parameter a also has a correct value.
This fitting procedure can be performed more systematically for all realizations. For
the example with N = 80 and r = 7.5 we see a clear correlation between the intercept
b and βmic (Fig. 4.3 b). The granularity of the simulation data is due to large r value
and due to the integer values of the DOS: The system is bounded by many constraints
so that there are only a few states with energy E1
2. For example, g(E1 = 1) = 2
gives βmic ≈ 0.7 and g(E1 = 1) = 3 gives βmic ≈ 1.1. If we shift r to smaller values
the situation changes. We still have some realizations with a small number of states
2mean of 4000 realizations for N = 80 is g(E1) = (3.07± 2.56)
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at energy E1, but there are more and more realizations with many states at E1 (see
Fig. 4.4a for the 3-SAT problem for r = 5.5 and N = 50). The histogram shows peaks
which fade away into a continuum. If we look at r near or below r = 4.2 the granularity
disappears completely (results not shown). However, for all values of r the correlation
between the intercept and βmic remains. Hence, at low temperatures we only need to
consider the ground and first excited state, to reproduce 〈E〉. This calculation holds
for all statistical systems with E0 = 0 and a discrete energy spectrum. In fact, low
temperature means β > max
i
(
ln g(Ei)
Ei
)
> βmic so that only the first and second terms
contribute to the expectation values 〈E〉 and 〈C〉.
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Figure 4.4: a) Histogram of βmic for the 3-SAT problem for 4000 realizations withN = 50
and r = 5.5.
b) Number of first excited states g(E1) as a function of N for the 3-SAT
problem for r = 3.5 (open circles) and 7.5 (crosses). The left y axis is used
for the r = 3.5 case, the right one for r = 7.5. The lines are fits to the data
(see text).
Before we discuss the specific heat we elaborate more on βmic. In most cases, βmic
gives us the lowest temperature for which the system is not yet frozen. From Eq. (1.16)
and Eq. (1.17) it follows that βmic can be expressed as the logarithm of the number
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of first excited states, βmic = ln g(E1). Thinking of an ferromagnetic Ising model, the
corresponding quantity βmic, Ising would tell us something about the structure of the
problem. For the Ising model with N spins we reach a first excited state by flipping a
single spin in the ground state for which g(E0) = 2, so we have gIsing(E1) = 2N . Using
Eq. (1.17) we find eβmic, Ising = N . Recently, interesting calculations for the Ising spin
glass have been performed [43].
Fig. 4.4b shows g(E1) = e
βmic as a function of N for the 3-SAT problem for r = 3.5
and r = 7.5. We have averaged g(E1) over all realizations. In the case of r = 3.5
(left y axis with logarithmic scale) we observe an exponential behavior, resulting in an
exponential number of first excited states. From a fit we obtain gE1,3.5(N) = bS e
aSN
with aS = (0.15± 0.01) and bS = (8.50± 0.86). Hence, in this case it is not a single spin
flip that separates the ground state from the first excited states, but a combination of
many spin flips. For r = 7.5 (right y axis without logarithmic scale) we observe a linear
behavior, which is completely different from the exponential behavior for the smaller
r case. From a fit we achieve gE1,7.5(N) = cSN + dS with cS = (0.015 ± 0.001) and
dS = (1.22± 0.09). Hence, the behavior of g(E1) of the USA 3-SAT problem at r = 7.5
is similar to the one of the Ising model gIsing(E1). Therefore we can conclude that a
flip of a single degree of freedom in the mean will lead from the ground state to a first
excited state in the USA 3-SAT problem. The same holds for r = 6.5 and r = 8, but for
r = 4.5 and r = 5.5 our data is not precise enough to draw a conclusion. For example
for r = 5.5 it is not clear whether we see a rather weak exponential or a polynomial
dependence of gE1,5.5(N).
From Fig. 4.3 we have seen that for r = 7.5 (large r) the energy makes one jump and
the specific heat has one peak. We call this peak the first peak. The transition can be
understood as the change from an entropy driven system to a temperature driven one.
The position of this transition is defined by the interplay of the DOS and the energy.
At high temperatures, β << max
i
(
ln g(Ei)
Ei
)
, the expectation value of the energy is solely
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defined by the DOS. At low temperatures we also have to deal with the factor e−βE. As
a rough approximation for the position of the first peak, we take an energy value on the
left from the high temperature region of the DOS and calculate
β =
ln (g(E))
E
. (4.22)
For example, from Fig. 4.5 we get ln g(E) ≈ E, so that β ≈ 1. This fits perfectly to our
position of the first peak (see Fig. 4.3a). For small r we obtain larger β ≈ 2.5, which
also fits to the data (results not shown).
If we consider small r values (see Fig. 4.1), 〈E〉 changes significantly. In that case
some of the harder realizations show a second peak in the specific heat 〈C〉 (Fig. 4.1b),
corresponding to a second transition in the energy. At the first peak position of 〈C〉, the
energy drops to 〈E〉 = 1, then the energy remains approximately at this value before
starting to approach to zero where the specific heat shows a second peak. This second
peak appears at low temperatures, and therefore we use our simple model defined by
Eq. (4.15) to calculate the specific heat. We find an approximation for 〈C〉 with an
extremum at
β =
ln
(
g(E1)
g(E0)
)
E1
E1=1= βmic. (4.23)
For r = 3.5, 4.5 we see a clear correlation between the peak position and the micro-
canonical inverse temperature (results not shown), so the model fits well for these values
of r. For r = 5.5 and for intercepts smaller than 6 this correlation breaks down. To
understand this, we have to take a closer look at the DOS, which we do in the next
section. For even larger r we do not find enough realizations with a second peak in the
specific heat to make an analysis and conclusion.
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4.2.2 Density of states
What can we learn from the DOS, that is g(Ei), directly? The physical interpretation
of the DOS is that the DOS counts the number of states with energy 0, 1, 2, . . . . From
a mathematical point of view, the DOS counts the number of possible assignments to
a bit vector so that 0, 1, 2, . . . clauses are violated. In the previous example we have
considered a realization with N = 80 that is a realization with 280 possible states. If we
want to examine the whole DOS we need to do this on a logarithmic scale. Furthermore,
the physical interpretation of ln g(Ei) is the microcanonic entropy, measured in units of
kB.
Using figures like Fig. 4.5 we find out that we can qualitatively distinguish between
hard and easy realizations by looking at the DOS. For large r, hard realizations have
only a few first excited states and easy ones have some more. Lowering r shifts the
position of the kink in the DOS (arrow) to lower energy values. Thus, the qualitative
shape of the DOS changes with r. At the smallest value of r that is considered in this
work (r = 3.5), the kink disappears and the hard realizations are characterized by a
jump of the DOS between E0 and E1 (Fig. 4.6). For example, the hardest realization of
the class (r = 3.5, N = 60) has one ground state and 374630 first excited states. So for
large r, hard realizations have only a few first excited states and easy ones have some
more. But for small r hard realizations have exponentially many first excited states and
easy ones have fewer. Now we can understand why the correlation between the intercept
and the position of the second peak in the specific heat breaks down for increasing values
of r. For intermediate r = 5.5 there are some realizations with a kink, some with a jump
at E0 and some with a jump at E > 0. We cannot cover the latter case with the simple
model described by Eq. (4.15), since it only takes the first and second energy values
into account. Furthermore, in such realizations the microcanonical inverse temperature
βmic is not relevant for the system, since it is also calculated from the first excited state
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Figure 4.5: DOS of the 10 hardest (solid lines) and 10 weakest (dashed lines) realizations
out of 4000 for the forced 3-SAT problem with r = 7.5 and N = 80. The
arrow denotes the position of the kink in the DOS.
only. In general, the jump at E0 is responsible for the second peak in 〈C〉.
The probability p to find the system at a specific energy E is
p(E) =
1
Z
g(E) e−βE . (4.24)
At high temperatures β → 0, p(E) depends only on the DOS. So the system will with
high probability be in a state corresponding to the maximum of g(E). The system would
also be in this region with a randomly chosen state, because there are exponentially many
of these states. This fact is already known [44]. However, in [44] it is stated that the DOS
can be approximated by a normal distribution for random 3-SAT problems. A normal
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Figure 4.6: DOS of the hardest (open circles) and the weakest (crosses) realization out
of 4000 for the forced 3-SAT problem with r = 3.5 and N = 40. The dashed
black line denotes E = 1.
distribution in logarithmic space is represented by a parabola. Consequently all effects
at low energies cancel out. Every method which finds the ground state by local spin flips
must pass through these low energy states. For our realizations the approximation of
the DOS by a normal distribution is only feasible for high temperatures. As an example
the corresponding energies are marked in Fig. 4.5. It means that a system prepared at
a high temperature (T > 20) will be in states with energies within the interval [62; 88],
and we can approximate the DOS by a normal distribution.
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4.2.3 Computational complexity
Wemeasure the computational complexity of a given realization, or a class of realizations,
in terms of the runtime that is needed to find a solution. In practice we count the number
of single spin flips that are needed by the walker to get from the energy maximum to
the energy minimum, during the measurement of the DOS that is in the multicanonical
simulation (see section 4.1.1). We call this number τα and we ensure that the walker
visits the ground state at least 100 times (α = 1, . . . , 100) per realization, each time
starting from a state with maximal energy (see Fig. 4.7a). Therefore τα is a measure for
the time that our algorithm consumes, and from this we can determine the complexity
of the algorithm. In general, the histogram of τα (Fig. 4.7b) shows an exponential tail
for a large number of spin flips. This is because repeatedly making the “transition” from
the maximum energy to the minimum energy is like solving the problem many times.
Previously it has been shown that solving a 3-SAT problem many times, starting from
different initial conditions, leads to an exponential distribution of the runtime [45]. The
histogram of τα is not described by an single exponential function since there exists a
minimum number of spin flips that we need to perform to drive the system from the
energy maximum to the energy minimum. Because this minimum number of spin flips
occurs rarely in the distribution of τα and also the exponential tail occurs rarely, we find
an maximum in between. The fit of an extremal value distribution (Weibull distribution)
to our data yields no stable results. We take the mean value of the histogram of τα and
denote it by τmean = 1/Lα
∑Lα
α τα. The convergence of τmean for one realization is shown
in Fig. 4.7b. This value is not universal since it depends on the algorithm (e.g. the spin
updates) that is used. Therefore it also shows no correlation with the runtime of the
zChaff algorithm [24].
The number τmean is defined for a single realization, but normally we consider an
ensemble of 4000 realizations for the same N and r. Moreover, the distribution of
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Figure 4.7: a) Transition profile of the Wang-Landau walker for the typical realization
of an ensemble with r = 7.5 and N = 80. The arrows indicate the length of
one transition time τα measured in the number of sweeps (N spin flips).
b) Histogram of the transition times τα for the typical realization with r = 7.5
and N = 80 on a logarithmic scale. Open circles: Transition time from the
energy maximum to the energy minimum; crosses: Transition time from the
energy minimum to the energy maximum.
Inlay: Convergence of the mean value τmean = 1/Lα
∑Lα
α τα with the number
of transition events Lα.
τmean among an ensemble shows a clear exponential tail. Note that the Wang-Landau
algorithm produces a random walk in energy space, and a random walk needs N2 single
moves to make the transition from the maximum energy to the minimum energy. So
we have an intrinsic factor of N2 in τmean. By defining τ = τmean/N
2 we compensate
for this. Since we want to present the typical case complexity we take the median value
τmedian of all τ of an ensemble with fixed r and N . The median has the advantage that
it neglects the exponential rare realizations and that it exhibits a good convergence for
our ensembles (not shown). By modifying N we obtain a curve that grows exponentially
with N , as expected because of the NP-hardness of the 3-SAT problem. For different
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r ∈ [3.5; 8] we achieve different curves, as shown in Fig. 4.8a. The statistical error of
the median is obtained by Jackknife error analysis with 10 bins. The convergence of
τmedian(N) to the curve in Fig. 4.8a when we consider only parts of the statistic is from
below (not shown), so at most we have too small median values as systematic error. For
each value of r we can determine the complexity cr (as defined in section 2.3) from a fit of
the exponential function f(N) = Aτ e
crN to our data. As an example, we have drawn this
fits in Fig. 4.8a for the curves with fractional r-values. We also want to remark that Fig.
4.8a depicts results obtained with two different simulation methods, r = 3.5, 4.5, 5.5,
6.5 and 7.5 are obtained with a standard Metropolis update, and results for r = 4, 5, 6,
7 and 8 are obtained by a heatbath algorithm. Therefore the values of the amplitude Aτ
for the different algorithms do not match. Nevertheless, the complexity is not altered
using a different update algorithm. In Fig. 4.8b the complexities cr are plotted as
a function of r. Some datapoints are constructed with less statistic than others and
therefore they have a larger errorbar. The curve is obtained with the constraint of USA
realizations and it differs very much from the one without such a constraint (not shown).
If we had pure random realizations, there would be a peak in c(r) at r ≈ 4.2, the point
where the SAT/UNSAT phase transition takes place. At this point the probability that
a given realization has a ground state with E0 = 0, that is the realization is satisfiable,
is pSAT = 0.5. For most of the algorithms that want to find a satisfying assignment this
is the hardest region. If we slightly increase r the probability decreases, pSAT < 0.5, and
if we decrease r, pSAT > 0.5 increases, until almost all realizations are solvable. Exactly
at pSAT = 0.5 it is hard to solve the SAT problem. As already mentioned, the hardness
in this region can be explained with the rise of a backbone [42]. However, in the present
work we consider only USA realizations, so there is no peak in c(r). If we lower r below
the r = 4.2 the realizations become harder and harder, as shown in Fig. 4.8b.
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Figure 4.8: a) Scaling of τmedian, a measure for the computational complexity, as a func-
tion of N for various r. The lines are our fits with exponential functions (see
text) to the curves with a fractional r value.
b) Complexity cr as a function of r.
4.2.4 Distribution Functions
Microcanonical distribution
Since the goal is to learn more about the nature of the 3-SAT problem we look at the
procedure of local search by tracking a quantity called ground-state overlap ogs(~s) during
the simulation:
ogs(~s) =
1
N
∑
i
sis
gs
i ∈ [−1, 1], (4.25)
where gs refers to the ground state. The ground-state overlap observable is directly
related to the Hamming distance of two states 3. We construct a histogram of the
3Let h(~sgs, ~x) denote the Hamming distance between the ground state and the state x. The ground-
state overlap is then given by
ogs(~x) =
h(~sgs, ~x)−N/2
N/2
. (4.26)
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energy and the ground-state overlap observable during the Wang-Landau simulation
and update it every Monte Carlo move. The integral of the histogram is normalized to
one. This results in a probability p(E, ogs) that a state with a given energy and overlap
with the ground state appears in the simulation. Note that the simulation is designed
to produce a flat histogram in the direction of energy, but not in the direction of the
ground-state overlap. Therefore we do not have entries at every ground-state overlap
value. We call p(E, ogs) the microcanonical distribution since the energy at every entry
is fixed and it can be written as
p(E, ogs) ∝
∑
conf
δ (E − Econf) δ (ogs − oconf)
Nmicro
, (4.27)
where “conf” refers to the spin configurations and where the normalization factor
Nmicro =
∑
conf
δ (E − Econf) = g(E), (4.28)
takes into account that every energy value has equal probability. Another possibility
would be to take
Nmicro =
∑
conf
1, (4.29)
meaning that every state appears with equal probability. We choose Nmicro = g(E) as
normalization, because the Wang-Landau algorithm produces an approximation to this
function.
The ground state ~sgs appears at p(0, 1) and has a high probability since it is unique
for this particular energy. We have observed that easy realizations are characterized by
a structure that allows the system to smoothly walk from the high temperature phase
to the ground state. Hard realizations show a valley in the distribution that separates
the ground state from the high temperature phase.
In Fig. 4.9 the microcanonical distribution for r = 7.5, N = 80 is plotted for an easy
and a hard realization. The color blue marks areas of states that occur with a high
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probability. The plot for the hard realization shows two separated blue areas whereas
the plot for the easy realization shows one single blue domain. We now want to find
out what is happening during the annealing process. At high temperatures the system
starts at the maximum of the DOS, which is approximately located at the center of
the energy interval (see for example Fig. 4.5). Since an arbitrary state has nothing in
common with the ground state, the ground-state overlap is zero. Hence, we start in the
middle of the 2D plot independently of the character of the realization. In case of the
easy realization, the system can smoothly follow the blue domain to the ground state,
characterized by E = 0 and ogs = 1. However, for the hard realization the 2D plot shows
a deep valley in the neighborhood of the ground state. Moreover, for lower energies the
blue area bends away from the ground state to states with ogs = 0.5. So the structure
of the realization points away from the ground state, and in this example the algorithm
needs to overcome a barrier of ≈ e10 in the probability distribution to reach states which
are near the ground state.
If we lower r the distribution changes. The separation of the ground state and the
bulk of the most probable states in the energy direction get closer until for r = 3.5
the separation is ∆E = 1. Moreover the valley, which is along the path to the ground
state, becomes narrower. Furthermore, the ground state becomes isolated from the other
states, which conforms to the disappearance of the kink in favor of a jump in the DOS.
We do not show the plots because they are not very illustrative, since the details are
concentrated only between two energy values. All the above mentioned facts lead to an
increasing computational effort for the system to find the ground state: There are fewer
states near the ground state, since the valley becomes narrow and isolated. In addition
the system is driven along the wrong path over a wider range in energy, up to E = 1.
Normally, a low temperature leads to such a low energy, but then the system is trapped
by a probability-gap in the ground-state overlap direction and by temperature in the
energy direction. For r = 7.5 the system ends up in the wrong path at a higher energy
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Figure 4.9: Logarithm of the microcanonical distribution ln p(E, ogs) for r = 7.5 and
N = 80.
a) Hardest realization
b) Weakest realization
than E = 1 and has yet more possibilities left, so it is easier to propagate backwards.
Canonical distribution
The microcanonical distribution tells us something about the inner structure of the
problem, but we want to perform an active search, which physically can be an annealing
process of the system. We also want to understand how the valley and the move to low-
energy states separated by the valley from the ground state affect such an annealing.
With the aid of the microcanonical distribution p(E, ogs) the canonical one p(T, ogs) can
be calculated. The fixed energy needs to be interchanged by fixed temperature with the
introduction of a Boltzmann factor:
p(T, ogs) =
1
Z
∑
conf
p(Econf, ogs) e
−βEconf =
∑
i
g(Ei)p(Ei, ogs,i) e
−βEi . (4.30)
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The normalization is chosen so that every temperature appears with equal probability.
We obtain a distribution that gives us hints about the peak positions in the specific
heat function. A nice example is depicted in Fig. 4.10a. It shows a hard realization for
r = 4.5 with two peaks in the specific heat. The first peak corresponds to the transition
from the unordered phase, which is characterized by ogs ≈ 0, to the phase with E = 1
states, which have ogs ≈ −0.5 as we know from the previous section. The second peak
denotes the transition to the E = 0 frozen system.
In general, for a different realization the plot will look different. There can be one or
two peaks in C and a shift in the ground-state overlap or not. The canonical distribution
also shows a rich structure for large β. There are islands of nearby ground-state overlap
values with jumps in between for some realization dependent ground-state overlaps,
which take into account the inner structure of the particular realization (Fig. 4.10b).
We do not consider these facts in detail, it may be a topic for future research.
Barrier
Let βCMAX denote the inverse temperature of the peak in the specific heat function,
where the energy drops to zero. Fig. 4.10b shows a bimodal distribution of the ground-
state overlap at the fixed inverse temperature βCMAX. The system has either ogs ≈ −0.3
or ogs = 1. In between there is a valley in the probability distribution p(βCMAX, ogs).
To determine the depth of this valley, we can simply use the microcanonical distribu-
tion p(E, ogs) and calculate the canonical distribution p(βCMAX, ogs) from Eq. (4.30).
However, this leads to large errors and in case of a deep valley we are not even able to
perform the calculations. Naturally this is because we sample the canonical distribution
p(E, ogs) in the energy direction so that we do not have entries for every ground-state
overlap value. To overcome this lack of information, we perform a Wang-Landau simu-
lation in the ground-state overlap direction, to force the system to occupy states right
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Figure 4.10: a) Logarithm of the canonical distribution p(T, ogs) for a hard realization
for N = 60 and r = 4.5. The specific heat as a function of β (green curve)
has its own y-axis but shares the β-axis. The cyan curve shows the most
probable states as a function of β.
b) Logarithm of the canonical distribution at βCMAX for the same realiza-
tion.
in the valley. We then achieve the final canonical distribution by a multimagnetic simu-
lation [46]. In Fig. 4.10b the result of one of these additional simulations is shown. The
canonical distribution is measured for the very high inverse temperature β = 9.95 at a
realization with r = 4.5, the regime where most of the realizations show jumps in the
distribution p(βCMAX, ogs). If we consider r > 5 these jumps disappear and p(βCMAX, ogs)
becomes smooth. The depth of the valley acts like a barrier B0 that the system has to
overcome to find the ground state. Defining Pmax, left, Pmin and Pmax, right as the ex-
tremal values of p(βCMAX, ogs) sorted by increasing ground-state overlap, we can express
the barrier as
B0 = ln
(
Pmax, left
Pmin
)
. (4.31)
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We find a clear correlation between the barrier B0 and the quantity τ for each realization
at r > 4.5. An example is plotted in Fig. 4.11a where every red cross denotes one
realization. We see a nice exponential increase of τ with B0. In general, we take 95% of
all 4000 realizations for each N and r and perform a binning for each τ - and B0-value
(blue circles in Fig. 4.11a), followed by a fit of the function f(x) = a′ + b′ exp(c′x) to
the data. The value a′ takes into account that τ cannot be zero, but that the barrier
can. For very easy realizations the barrier is not well defined, because there is no valley
and the canonical distribution at β = βCMAX is a monotonic function. Therefore we use
a filter to get rid of such realizations. There are certainly regular contributions to the
barrier B0 but hopefully they will be small at values B0 >> 1. For r ≤ 4.5 the simple
correlation breaks down. It seems that there are two different kinds of realizations,
as Fig. 4.11b suggests, and for each of them the correlation between B0 and τ holds.
However, we only have a few realizations and only for N-values up to N = 60 for r ≤ 4.5,
and this is not enough to determine the two classes.
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Figure 4.11: Correlation between the barrier B0 and τ for N = 80 and r = 7.5 (a) and
N = 50 and r = 3.5 (b). The blue circles denote the bins and the green
line denotes a fit (see text).
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The barrier B0 is a static property of the system and thus independent of the algorithm
that we use. It nevertheless describes the runtime of the Wang-Landau algorithm. This
is a huge advantage over using τ that we used earlier to determine the complexity, since
τ is algorithm specific. It would be interesting to see whether the runtime of other
local search algorithms could also be described in terms of the barrier. Since the zChaff
algorithm [24] is not correlated to τ , it is not correlated to the barrier B0 as well, but
zChaff is not a local search algorithm. Hence, one would have to study other local search
algorithms, which is out of the scope of the present work.
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Chapter 5
Quantum Simulations
As described in the general introduction, the quantum adiabatic (QA) Hamiltonian
H(t) = (1− λ(t))HD + λ(t)HP , (5.1)
needs to be slowly varying so that the system stays in its instantaneous ground state.
We consider λ(t) = t/T where T controls the rate at which H(λ(t)) varies and is the
runtime of the algorithm. The quantum system evolves according to the time-dependent
Schro¨dinger equation (~ = 1)
i
∂
∂t
|ψ(t)〉 = H(λ(t))|ψ(t)〉, (5.2)
and we denote the instantaneous eigenstates of this system as
H(λ(t)) |l, λ〉 = el(λ(t)) |l, λ〉. (5.3)
Using this notation, |0, 0〉 is the initial state and |0, 1〉 is the final state that solves the
optimization problem. The adiabatic theorem [11] states that when the energy gap is
greater than zero, |e0(λ)− e1(λ)| > 0 for 0 < λ < 1, we are sure that at the end of the
algorithm at time t = T , we will measure the searched state
lim
T→∞
〈0, 1|ψ(T )〉 = 1. (5.4)
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The minimum mass gap is defined as
mGAP (λ
∗) = min
0<λ<1
(e1(λ)− e0(λ)) , (5.5)
where λ∗ denotes the position of the minimum. With
T >>
max
0<λ<1
(
〈1, λ|dH(λ)
dλ
|0, λ〉
)
m2GAP (λ
∗)
, (5.6)
we can make the probability of Eq. (5.4) arbitrarily high [47]. The expression in the
numerator of Eq. (5.6) is of the order of an eigenvalue of H(λ), so only the minimum
mass gap controls the runtime of the QA algorithm, T ∝ m−2GAP (λ∗). We have to remark
that recently a discussion about the adiabatic theorem was started with an article that
describes inconsistencies of the theorem [48, 49]. Later, the validity of the adiabatic
theorem for special assumptions was proven [50], and a reformulation of the theorem
was given [51].
To strengthen the mass gap-runtime relation we can also employ the Landau-Zener
formula [52,53] to calculate the probability of a non-adiabatic transition, when we make
several assumptions. First of all we suppose that λ∗, which denotes the position of
the minimum mass gap mGAP in the interval 0 < λ
∗ < 1, is well defined and unique.
Second, we assume that only the ground state and the first excited state contribute to
the transition so that we can approximate the quantum system by an effective two-level
system described by the Hamiltonian
HLZ(t) =
²0(t) ²01
²01 ²1(t)
 . (5.7)
Here, ²0(t) denotes the energy of the ground state and ²1(t) the energy of the first excited
state and both are time dependent. The transition region needs to be so small that we
can treat ²1(t) − ²0(t) = αt + const and ²01 = const. We solve HLZ for its eigenvalues
E0, E1 and we obtain an avoided crossing
E1(t)− E0(t) =
√
(²1(t)− ²0(t))2 + 4²201, (5.8)
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which means that at some t = t∗ we find ²1(t∗) − ²0(t∗) = 0 and the mass gap equals
mGAP (t
∗) = E1(t∗)−E0(t∗) = 2²01. The Landau-Zener formula gives us the probability
for a diabatic transition in this quantum system
PLZ = e
−2pi²01/| ddt (²1−²0)| . (5.9)
Substituting mGAP (λ
∗) = 2²01 and ddt =
dλ
dt
d
dλ
= 1
T
d
dλ
in Eq. (5.9) gives
PLZ = e
−piTm2GAP (λ∗)/2| ddλ (²1−²0)| . (5.10)
Keeping the system in the instantaneous ground state requires PLZ → 0 and therefore
T >>
2~D
pim2GAP (λ
∗)
, (5.11)
with D = | d
dλ
(²1 − ²0)| denoting the slope difference. We conclude that the runtime T
of the QA algorithm in general is determined by the inverse mass gap squared
T ∝ m−2GAP (λ∗). (5.12)
It has been shown that one can obtain a polynomial speedup of the runtime with a
local QA algorithm applied to the quantum search problem [54]. The idea is that the
velocity of the QA control parameter, λ˙(t), becomes small in the vicinity of the quantum
phase transition so the algorithm spends most of the time at the computationally hard
region and only little time at the beginning and end of the algorithm. With this scheme
one achieves a runtime T ∝ m−1GAP (λ∗). It has been shown that the global scheme,
with λ˙(t) = const, is robust against decoherence [55] and that the local scheme is very
sensitive to it. Moreover, the computation time in the local scheme should be smaller
than the decoherence time [56], just as in the gate model without error correction.
Furthermore, for the local scheme we need information about the mass gap function
before the algorithm starts, which means it is not of practical use. In the present
work we want to find out whether the mass gap scales polynomially or exponentially
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with the number of spins N . Therefore, we decide to analyze the scaling behavior of
m−1GAP (λ
∗) = k(λ∗), which is the correlation length of the system in case of the Monte
Carlo (MC) simulation. In [10] a polynomial scaling of the QA algorithm up to a small
number of spins is observed. In [57] the theoretical claim is made that a large number of
ground states would lead to an exponentially small mass gap, and in [58] this is verified
numerically for systems with a number of spins up to N = 20 for r = 3. We are interested
in much larger systems and in the relation between the classical 3-SAT problem and the
quantized version. Therefore we mainly study less hard 3-SAT problems for r = 7.5 and
8.
5.1 Quantum algorithms
In general, we use three different methods to get information about the quantized ver-
sion of the 3-SAT problem. First of all we use Mathematica for numerically exact1
diagonalization of the QA Hamiltonian for different values of the QA control parame-
ter λ. We obtain the full energy spectrum, for systems limited up to N = 10 spins.
Another method we use is the Lanczos algorithm [59], which does not give us the full
spectrum, but the four lowest eigenvalues only. The program is available in the quan-
tum information processing group at the Ju¨lich Supercomputing Centre as an OpenMP
implementation. Using the Lanczos method we simulate systems with up to N = 20
spins. We spend most of the computer time on the third method: Quantum Monte
Carlo (QMC), using the Suzuki-Trotter approximation [60] to extend the problem by a
Trotter-time direction. The disadvantage of QMC is that we only obtain the mass gap
mGAP (λ) and not a spectrum of eigenvalues. On the other hand, the huge benefit of
using QMC is that we are not limited by the size of the Hilbert space, but by the cor-
1In this context numerically exact means that we can in principle calculate the results as exact as the
machine precission.
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relation length k(λ) of the system. Hence, we are able to simulate much larger systems
compared to what we can simulate with the other algorithms. All three methods give us
at least the mass gap and thus the inverse correlation length k(λ), mGAP (λ) = k
−1(λ).
In what follows we only consider the QMC method.
Quantum Monte Carlo method
We quantize the theory by means of the partition function
ZQA = Tr
[
e−β{ (1−λ)HD+λHP }
]
, (5.13)
with the QA Hamiltonian being composed of the problem HamiltonianHP and the driver
Hamiltonian HD. Note that for λ = 1 ZQA describes the classical 3-SAT problem and
for β →∞ the problem is solved. We use Trotter-Suzuki’s formula [60] and introduce a
regular temporal lattice with Nτ time slices, a finite step-size ∆τ and periodic boundary
conditions in Trotter time. The finite inverse temperature of this system is then given
by β = Nτ∆τ and the Boltzmann factor of the quantized theory reads
PB = −κ0
Nτ∑
τ=1
HP (s1,τ , . . . , sN,τ )− κτ
N∑
i
Nτ∑
τ=1
si,τsi,τ+1, (5.14)
where we assume a Wick rotation to imaginary time,
κ0 = λ∆τ (5.15)
κτ = −1
2
ln [tanh ((1− λ)∆τ)] , (5.16)
si,τ denotes the spin degrees of freedom described in the σ
z-basis, i = 1, . . . , N and
τ = 1, . . . , Nτ . In our simulation we use Nτ = 128, 256 and ∆τ = 1. Hence, we simulate
at an inverse temperature β = 128 or β = 256, which is much higher than the highest
microcanonical inverse temperature that we observe for our 3-SAT realizations2 and it
2The highest microcanonical inverse temperature that we observe is βmic ≈ 12.8 for systems with
r = 3.5 and N = 60.
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should be high enough to drive the system to its ground state in case of λ = 1. To obtain
the mass gap, we calculate the correlation function of a τ dependent operator A(τ)
Γ(τ) =
1
N Nτ
N∑
i
Nτ∑
τ0=1
〈A(τ + τ0)A(τ0)〉, (5.17)
where 〈.〉 denotes the expectation value over different samples. The correlation function
Γ(τ) will be a sum of exponentials [61], which for large τ is dominated by the term cor-
responding to the first excited state. With the periodic continuation of the exponential
decay to the Nτ lattice, we obtain
Γ(τ) = AΓ
[
e−mGAP τ +e−mGAP (Nτ−τ)
]
+ q. (5.18)
The constant q can be calculated from
q =
1
N
N∑
i
 1
Nτ
Nτ0∑
τ=1
〈A(τ0)〉
 . (5.19)
We tried several Trotter time τ dependent operators A(τ), like spin-spin correlation
functions and spin-spin correlation functions per time slice, but they do not yield stable
results. Incorporating the ground-state overlap ogs(~s) as defined in Eq. (4.25), we set
A(τ) = ogs(~s(τ)) where ~s(τ) denotes the vector of spins in time slice τ . This gives us a
good observable to calculate the correlation function Eq. (5.17) and to obtain the mass
gap from Eq. (5.18). When the gap mGAP becomes small, Nτ needs to become large,
so that the correlation function Γ(τ) will fit onto the lattice. This factor is limiting the
use of the QMC method. For example, for the Nτ = 128 lattice we can reliably detect
correlation lengths up to k = m−1GAP = 64 (not 128 because of the periodic boundary
condition in the Trotter direction).
We utilize Parallel Tempering (PT) [62, 63], because we observe much smaller errors
and smoother mass gap curves with PT than without it. A similar observation is made
in [13] for the exact cover model. We also tried a method similar to simulated annealing
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in which, instead of cooling the temperature, we tune the parameter λ, but this method
yields larger errors. We use p = 64 processors and therefore 64 PT partitions in the
λ direction. For every realization we first do a simulation with a coarse λ resolution
to determine λ∗, the position of the quantum phase transition, followed by a finer par-
titioning around λ∗ to obtain k(λ) = m−1GAP (λ). We note that in general every time
we have done enough PT updates, so that the whole system undergoes a transition in
the λ direction from values larger than λ∗ to values smaller than λ∗, the expectation
values become smooth and the errors become small. To detect whether there are enough
PT steps or not, we analyse the assignment of λ-values to the processors. A processor
should perform the transition from high λ > λ∗ to low λ < λ∗ at least 5 times, in order
to produce good expectation values. Fig. 5.1 shows the assignment of λ-values of 2
processors for each MC sweep, one starting at low and the other at high λ-values. The
realization is simulated with Nτ = 128 and shows a correlation length of k(λ
∗) ≈ 95. We
see that the system undergoes the transition from high to low λ only for the processor
that starts at high λ. The other processor remains in the low λ < λ∗ region. We have
to perform more sweeps to obtain small errors for the expectation values that we are
interested in. Even though the correlation length is larger than the dimension of our
lattice, it is a good approximation to the real value. It is an open question and could
be a topic of future research why PT yields so many advantages for the simulation of a
QA algorithm in the case of the 3-SAT (and Exact Cover) problem.
Comparison of the exact diagonalization, the Lanczos and the quantum Monte
Carlo method
For systems with a small number of spins we are able to use all three methods in order
to compare them. Fig. 5.2a shows the curve k(λ) for a 3-SAT problem with N = 6
spins and r = 4. The magenta curve depicts the result of the exact diagonalization of
H(λ). This curve serves as our reference curve. The blue open circles represent the
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Figure 5.1: Parallel Tempering transitions from high λ > λ∗ to low λ < λ∗ for 2 proces-
sors (green, red) for a particular hard realization with N = 20 and r = 7.5.
results obtained with the Lanczos algorithm running on p = 32 processors and lay very
nicely on the reference curve. The red dots represent the results obtained with a QMC
PT simulation using ∆τ = 1. As we see it is not appropriate to reproduce the reference
curve. This is because the correlation length k∗ = 6 is of the same order of magnitude as
∆τ = 1, and then we get an error due to the finite lattice spacing. This error disappears
if we repeat the simulation with a smaller lattice spacing ∆τ = 0.25, as the results
represented by the green dots show. Hence, all three methods produce the same curve
for the correlation length k as a function of λ, except for large values of λ, where the
QMC method differs from the reference curve. In Fig. 5.2b the correlation function Eq.
(5.17) and the fit Eq. (5.18) are plotted for the case with ∆τ = 0.25 and λ = λ∗ ≈ 0.68.
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The fit parameter yields k(λ∗) = (24.0 ± 0.2) for τ ∈ [30, 50]. Note that because of
the small lattice spacing, the correlation length k(λ∗) is four times larger than for the
case with ∆τ = 1. In general, one has to find an appropriate τ partition for the fit.
When τ is chosen too small, we get contributions of energies larger than E1. But on
the other hand for some realizations we cannot measure the correlation function up to
τ = L/2 since the errors become very high and we need to make a fit in between. Taking
τ ∈ [k(λ∗), k(λ∗) + 20] for the fit has turned out to be a good rule.
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Figure 5.2: a) Inverse mass gap as a function of the adiabatic control parameter λ as
obtained with different simulation methods for the 3-SAT problem with N =
6 and r = 4. Red dots: QMC method with ∆τ = 1; green dots: QMC
method with ∆τ = 0.25; blue open circles: Lanczos method; magenta dashed
line: exact diagonalization method. The QMC simulations are performed
with Nτ = 128.
b) Correlation function Γ as a function of τ (Eq. (5.17)) for ∆τ = 0.25 and
λ = λ∗ ≈ 0.68 (red crosses) and the fit Eq. (5.18) (green line).
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5.2 Results
5.2.1 Exact diagonalization method
For a small number of spins N < 8 we are able to diagonalize the QA Hamiltonian
H(λ) for many different λ values. We obtain the full spectrum of eigenvalues ek(λ)
and eigenstates ~sk(λ) for each value of λ ∈ [0; 1], where k = 0, . . . , 2N − 1 labels the
eigenvalues so that e0(λ) ≤ e1(λ) ≤ · · · ≤ e2N−1(λ). In Fig 5.3a the whole spectrum for
the realization with N = 6 spins discussed in the previous section is plotted. We find
for λ = 0 the spectrum of the Hamiltonian
H(0) = HD =
N∑
i
σxi , (5.20)
which counts the number of spins pointing up- or downwards in the x-direction. The
ground state ~s0(0) of HD is simply the state with all spins pointing downwards in the x-
direction and therefore it is unique (USA). The corresponding energy evaluates to e0(0) =
−N . Note that this ground state ~s0(0) viewed from the z-basis is an equal superposition
of all 2N possible states, which includes the sought-after state ~s0(1). The DOS of the
driver Hamiltonian can be written as gD(Ek) =
(
N
Ek+N
)
with Ek ∈ [−N, . . . , N ]. The
spacing of the eigenvalues is ∆E = e1(0) − e0(0) = 2, as every time a spin flips from
−1 to 1 the energy differs by 2. So the mass gap for λ = 0 starts from the value
mGAP (0) = 2. As soon as we let λ > 0 and because the driver and problem Hamiltonian
do not commute, we have to deal with quantum effects and the spectrum becomes
complicated. Finally, for λ = 1 we reach the classical DOS function g(Ei) with all its
attributes discussed in section 4.2. The mass gap at λ = 1 is therefore fully determined
by the classical DOS mGAP (1) = E1 − E0 with E0 = e0(1). In between the limits λ = 0
and λ = 1 we see that at some λ = λ∗, the mass gap becomes minimal. The code to
produce Fig. 5.3a can be found in Appendix B.
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Figure 5.3: a) Eigenvalue spectrum for a realization with N = 6 and r = 4.
b) Probabilities to measure the first excited state |afe|2 and the ground state
|ags|2 as a function of λ.
The ground state ~s0(λ
∗) of H(λ∗) is still a superposition of many states in the z-
direction
~s0(λ
∗) =
2N−1∑
k′
b0,k′(λ
∗)~sk′ , (5.21)
where k′ denotes the integer representation of the state ~sk′ in the z-direction3. We
use the symbol a to indicate the amplitude of the sought-after state ~s0(1) in the z-
direction, which is the ground state of the problem Hamiltonian. Consequently, we
3The index k is different from k′ because k counts the eigenstates ek(λ) of the QA Hamiltonian H(λ)
with e0(λ) < e1(λ) < · · · < e2N−1(λ)
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define ags = b0,k′ , with k
′ so that ~sk′ = ~s0(1), to be the amplitude of the sought-after
state in the superposition of states representing the ground state of H(λ). The QA
procedure takes care that the squared amplitude |ags|2 increases with increasing λ and
finally reaches |ags|2 = 1 for λ = 1. When we look at the λ dependent amplitude
squared, |ags(λ)|2 we observe a rapid increase at λ = λ∗, as well as a rapid decrease of
|afe(λ)|2, which is the squared amplitude of the sought-after state in the superposition
of states representing the first excited state of H(λ) (Fig. 5.3b). Furthermore we can
see that the system has to get through the first excited states, as up to some λ ≈ λ∗,
|afe|2 > |ags|2. In addition, at the maximum of |afe(λ)|2 it is more probable to find
the sought-after state to be the first excited state ~s1(λ) of H(λ) than the ground state.
When we simulate hard realizations with N = 8 spins, the effect becomes more profound
and the peak in |afe(λ)|2 becomes higher (not shown). This seems to be similar to the
classical case, where the system has to pass through a large number of first excited states
to finally reach the ground state. It would be interesting for future research to study
whether the states that contribute to ~s1(λ) in the z-basis are the same as the classical
first excited states. However, the disadvantage of the exact diagonalization method is
that we cannot handle much more spins than N = 8 and therefore every effect that we
observe with this method can probably be due to the finite system size, and of course
we are not able to make a prediction for N →∞.
5.2.2 Lanczos method
The Lanczos method has the disadvantage that it can only simulate small systems with
size up to N = 20. On the other hand it can determine very small mass gaps mGAP . So
we use this method to make simulations for r = 4.5, near the phase transition (r ≈ 4.2)
of the random 3-SAT problem. For this range of r-values the realizations are very hard
to be solved by classical algorithms. In the quantum systems, this property is translated
to the presence of very small mass gaps, the smallest being of the order 10−6. QMC
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is not capable of simulating such realizations effectively because we need a very large
lattice size Nτ (much larger than the Nτ = 128 or Nτ = 256 that we usually use) and
therefore much more statistics to obtain small errors. We are not able to obtain a scaling
plot of the mass gap as a function of the number of spins, since we can only simulate up
to N = 20 spins. Moreover, we also have serious boundary effects, as we have observed
in the scaling of the classical complexity. Fig. 5.4a shows the maximum correlation
length max
0<λ<1
(k(λ)) = k(λ∗) as a function of the barrier B0 of the classical canonical
distribution at β = βCMAX as it is defined in section 4.2.4. Note that the barrier B0
is defined as a logarithmic quantity so that the relation between the correlation length
k(λ∗) and B0 is linear on a logarithmic scale. Performing the linear fit f(x) = ax + b
to the logarithm of the correlation length yields a slope of a = (1.55 ± 0.86) with a
relative error of 55%. The slope is of the order of 1 so that the barrier, as a static
property of the system, directly defines the hardness of the realization [64]. The large
error indicates that not only the barrier determines the hardness of the realization but
that there must be other effects too. Nevertheless, we do not find a single realization
with a large barrier B0 and a small correlation length k(λ
∗). The two lines in Fig. 5.4a
represent the maximum k(λ∗) that we are able to determine with the QMC method on
a Nτ = 128 or 256 lattice. Note that doubling the lattice size would not help to solve
tho problem. We need a 1000 times larger lattice, which we are not able to simulate
with the given ressources.
We are able to compare the Lanczos method and the QMC method for a larger number
of realizations for the case with r = 7.5 and for N = 20 spins. For a correlation length
k(λ∗) larger than Nτ , we expect the QMC method to produce errors, because then only
a fraction of the exponential decrease can be fitted by Eq. (5.18). Nevertheless, it gives
an estimate for k(λ∗). In Fig. 5.4b a scatter plot is depicted of the correlation length
obtained with the Lanczos and the QMC methods. The QMC results are obtained for
Nτ = 128 and therefore we find large errors for k(λ
∗) near 64. Another source of errors
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Figure 5.4: a) Minimum inverse mass gap m−1GAP (λ
∗) = k(λ∗) as a function of the barrier
B0 of the classical canonical distribution at β = βCMAX. The mass gap is
obtained by using the Lanczos method for realizations with r = 4.5 and N =
20. The lines represent the maximum k(λ∗) that we are able to determine
with the QMC method on a Nτ = 128 (dashed) or a Nτ = 256 (solid) lattice.
b) Scatter plot of the correlation length k(λ∗) obtained by the QMC and
the Lanczos methods for realizations with r = 7.5 and N = 20. The arrow
indicates the correlation length at the median of the barrier B0; the line
represents the function f(x) = x.
is the chosen λ partition. Usually we first make a coarse run with 0.3 < λ < 0.8 and
only 100 000 sweeps in order to find the quantum phase transition point λ∗, followed
by simulations with λ in a more refined interval around λ∗. However, with increasing
correlation length k(λ∗) the peak becomes narrower so that the interval may become too
coarse to cover the top of the peak and as a result we sample only values at the flank of
the peak. For some realizations we refined the λ interval 8 times, in order to resolve the
peak, with the Lanczos method. This refining procedure is too expensive for the QMC
method, so we constrained ourselves to only one refinement step.
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The arrow in Fig. 5.4b marks the correlation length at the median of the barrier B0,
and at this position the difference between the results obtained with the Lanczos and
the QMC method is rather small. There is only a factor of ≈ 1.7 difference between the
results obtained with the Lanczos method and the one obtained with the QMC method.
So, in practice we take the correlation length kmedian corresponding to the median of the
barrier, which is the typical value of B0. Because of the correlation between k(λ
∗) and
B0, the value kmedian is the typical value of the correlation length. Hence, we assume
the distribution of the inverse mass gap to be the same as the distribution of the barrier
B0. Therefore it is important that at the median of B0 the error of the correlation
length is small. Furthermore, Fig. 5.4b shows that the QMC results underestimate the
correlation length systematically compared with the results obtained with the Lanczos
method. We conclude that the correlation length obtained with the QMC method is in
general too small.
5.2.3 Quantum Monte Carlo method
Here we describe the results obtained by the QMC method as introduced in section 5.1.
Using the definition A(τ) = ogs(~s(τ)) we can interprete the quantity called q in Eq.
(5.19) as the mean ground-state overlap of the whole system at a given λ value. Note
that ogs in the quantum case remains the same as in the classical case, it is the overlap
to the ground state of the problem Hamiltonian. For one particular realization the curve
q(λ) is shown in Fig. 5.5a. The curve q(λ) shows a jump for many realizations that are
simulated. Because of the refinement of the λ interval there are more data points around
the jump, which is located at λ = λ∗. Remember that at λ∗ the mass gap of the system is
minimal and that at this point the quantum phase transition occurs. Furthermore we can
see the first similarity between the quantized system and the classical one: The global
minimum of q(λ) seems to be correlated to the position in ground-state overlap space of
the left maximum of the canonical distribution at β = βCMAX. The correlation is rather
61
hard to establish, because we are not able to simulate the whole ensemble with the QMC
method. The main problem is that the barrier is only well defined for large values of B0
but because of the relation between B0 and k(λ
∗) the correlation length then becomes too
large for the chosen Nτ lattice. We therefore only have a very small window with about
ten realizations that fit into the conditions B0 > 1.5 and 20 < k(λ
∗) < 64 at N = 20.
We consider the correlation between min
0<λ<1
q(λ) and the left maximum of the canonical
distribution as an indication of the fact that the quantized system has to take the same
path as the classical system to find the solution and therefore both systems should spot
the same free energy barrier. We use the microcanonical distribution p(E, ogs) for a
hard realization (see Fig. 4.9a) to illustrate this: The classical system, coming from
high energies, follows the most probable path of p(E, ogs) to reach the ground state,
which leads away from the ground state until a specific value of the ground-state overlap
(around ogs = 0.4 for hard realizations). Since this value is nearly the same in both
the classical and quantum systems, we conclude that the QA algorithm has the same
problems of finding the ground state as local search algorithms.
As previously mentioned, the barrier B0 and the correlation length k(λ
∗) are corre-
lated. Fig. 5.5b shows an example for N = 20 and r = 7.5. We also have established the
correlation for N = 30, 40, 50 and also for r = 8. We see a linear relation between B0 and
the logarithmic correlation length k(λ∗) for every realization that is simulated. Since the
correlation length equals the inverse mass gap, which bounds the runtime of the algo-
rithm Eq. (5.12), we draw the conclusion that the runtime of the QA algorithm for the
3-SAT problem is proportional to the barrier squared B20 . This is the next indication,
that the quantized system spots the same problems as the classical one. Unfortunately,
we are not able to simulate the whole ensemble of realizations, but with the typical
value of B0 we can predict the typical value of the correlation length kmedian(λ
∗). So we
restrict ourselves to realizations around the predicted median of kmedian(λ
∗). Since the
linear relation between B0 and k(λ
∗) is not perfect, we choose various realizations in the
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vicinity of the median of B0 for each particular r and N and compute the mean value
and the variance of k(λ∗) for them. We obtain the typical scaling of the QA algorithm
with N for our USA realizations. In Fig. 5.6 this scaling is plotted on a logarithmic
scale and we see a perfect exponential relation kmedian(N) = AQA e
cQAN with fit param-
eters AQA = (1.95 ± 0.04) and cQA = (0.061 ± 0.001). We can exclude a polynomial
scaling because we are not able to fit a single polynomial function to our data. When
we compare the QA complexity cQA for r = 8 to the classical one obtained with the
Wang-Landau algorithm cr=8 = (0.019 ± 0.001) we find that the QA algorithm has a
three times larger complexity than the classical one. Please note that this calculation
only considers the complexity, not the actual runtime of our algorithms.
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Figure 5.5: a) Function q(λ) for one realization of the 3-SAT problem with N = 20 and
r = 7.5.
b) Correlation length k(λ∗) on a logarithmic scale as a function of the barrier
B0. The constant Lτ/2 = 64 is marked by the dashed line and the function
f(x) = ex by the solid one. (N = 20, r = 7.5)
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The green line represents the fit of an exponential function to the data (see
text).
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Chapter 6
Conclusion and outlook
The 3-SAT problem for the case of special USA (unique satisfying assignment) realiza-
tions has been studied in a classical and in a quantum mechanical way. For the classical
simulations Wang-Landau and Multicanonical sampling is utilized to estimate the den-
sity of states (DOS) of an ensemble of 4000 realizations for different N and r values.
Using the DOS and other output of the sampling algorithms, many thermodynamic
functions and distributions are obtained. Energy, specific heat and microcanonical and
canonical distributions for USA realizations are discussed. Wang-Landau sampling is
also employed in the ground-state overlap direction, rather than in the energy direction,
and the canonical distribution is measured. A static property of our realizations, de-
noted as barrier B0, which is a probability ratio in the canonical distribution, can be
linear related to the logarithm of the ground state search time τ of the Multicanonic
sampling in energy direction for high r > 7. For all values of r considered in this work,
the typical search time for the unique ground state scales exponentially with the number
of spins.
In the second part of this work, the quantum adiabatic (QA) algorithm is considered
for solving the 3-SAT problem. For small systems, the Lanczos algorithm and the
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full diagonalization method of the QA Hamiltonian are used to get information about
the energy spectrum. By use of quantum Monte Carlo (QMC) together with Parallel
Tempering, larger systems with up to N = 80 are simulated for the first time. The
classical barrier B0 is related to the quantum mechanical mass gap. Using the relation
between B0 and the mass gap the typical runtime of the QA algorithm is obtained and
it scales exponentially with the number of spins N . This fact is shown for high r = 8
for the first time.
The correlation of the classical barrier B0 to the mass gap is a first evidence that
the QA algorithm is not a better method to solve the 3-SAT problem than classical
local search algorithms. However, our simulations cover only one linear combination of
driver and problem Hamiltonian. For some problems it may help to change this linear
combinations, the so called path, of driver and problem Hamiltonian [65, 66]. But for
a new problem it is a priori unclear which path provides the best chance to solve it
efficiently. Another idea to fix the QA algorithm is to use an heuristic algorithm in
combination with a modified version of the QA Hamiltonian. We performed N different
runs of the algorithm. For each run i we add a term +σzi applied on spin i to the driver
Hamiltonian followed by a run with −σzi and measure the position of the quantum phase
transition. For a single realization with N = 60 we find that by applying the correct
sign to the spin, the quantum phase transition moves to smaller λ. So the problem of
measuring the state the end of the algorithm is transformed to a problem of measuring
the position of the quantum phase transition. The shift of the quantum phase transition
may or may not cancel out for N → ∞ or for a large ensemble of realizations. The
Parallel Tempering in the λ-space also deserves future research, because it is unclear
why it helps so much when the system is driven through the quantum phase transition.
Another interesting approach to quantize optimization problems is to take advantage of
the Jarzinsky equality and simulate apart from the thermodynamical equilibrium [67].
The classical part of this work lacks a parallel version of the Wang-Landau algorithm
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that scales up to a large number of processors (p > 100) for the 3-SAT problem. This is
not only relevant for the 3-SAT problem but also for many other problems in statistical
physics, since the development of the hardware points towards building computers with
a much higher number of relatively slow processors. Concerning 3-SAT, it would be
promising to construct the so-called quenched mean, which is the mean over the disorder
of an ensemble, of the physical quantities that were discussed here to fully understand
our realizations. Since the first excited states seem to play a prominent role for local
search algorithms, it would also be interesting to analyze their structure. The Wang-
Landau algorithm can be used to achieve a sample of first excited states and to analyze
them for backbones, clusters and overlaps.
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Appendix A
Wang Landau algorithm
The following code is the heart of our parallel Wang-Landau algorithm. It is implemented
using C and MPI API. Each cycle of the while loop we perform SWEEPS_PER_FLATTEST
number of sweeps and processor zero sums up the histogram from the other processors.
When the whole histogram is flat each processor calculates h(Ei) log(g(Ei)) and sends
this to processor zero, where log(gweight(Ei)) is achieved and broadcasted back to the
other processors. Then h(Ei) = 0 is set to zero and the factor f is decremented. The
algorithm ends either when we have reached the accuracy that we want, or when the
counter sw exceeds the limit MAX_SWEEPS. The names for the send and receive buffers get
an additional M as they are defined as an array of length M (number of clauses) followed
by a short form of their type, e.g. d for a double precission array.
f = 1;
sw = 0;
while(sw < MAX_SWEEPS && f > 0.0000001){
++sw;
for (i=0;i < SWEEPS_PER_FLATTEST;i++) sweep();
synchronizeEnergyInterval();
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memcpy(sendBufMll, h, sizeof(h));
MPI_Reduce(sendBufMll, recvBufMll, (M+1), MPI_LONG_LONG, +
MPI_SUM, 0, MPI_COMM_WORLD);
if (myRank == 0){
flatFlag = isFlatNew(recvBufMll);
}
MPI_Bcast(&flatFlag, 1, MPI_INT, 0, MPI_COMM_WORLD);
if (flatFlag != 0) {
for (i=0;i <= M;i++) sendBufMd[i] = ((double) h[i])*log_g[i];
MPI_Reduce(sendBufMd, log_g, (M+1), MPI_DOUBLE, +
MPI_SUM, 0, MPI_COMM_WORLD);
for (i=0;i <= M;i++) if (recvBufMll[i] == 0) recvBufMll[i] = 1;
for (i=0;i <= M;i++) log_g[i] = (double)log_g[i] / (recvBufMll[i]);
MPI_Bcast(log_g, M+1, MPI_DOUBLE, 0, MPI_COMM_WORLD);
for (i=0;i <= M;i++) h[i] = 0;
f *= 0.5;
flatFlag = 0;
}
}
normalize(log_g);
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Appendix B
Mathematica program
Here we describe the Mathematica program to diagonalize the QA Hamiltonian. At first
we encode our realization, for example with N = 6, in a diagonal matrix. The energies
of all possible states in the order of the computational basis states form the diagonal
elements of the matrix. Hence, the first number corresponds to the state with all spins
down and it violates four clauses:
Hproblem =
DiagonalMatrix[{4, 4, 5, 5, 1, 3, 2, 3, 3, 3, 3, 4, 2, 3, 2, 3, 4,
3, 6, 4, 4, 5, 4, 3, 2, 0, 3, 1, 4, 3, 3, 1, 3, 1, 2, 1, 1, 3, 1,
3, 4, 2, 2, 2, 2, 3, 1, 3, 2, 1, 4, 3, 2, 5, 3, 5, 4, 2, 5, 4, 4,
5, 4, 5}];
Note that there is only one entry, at position 26, with energy zero, so the realization is
USA. The next step is to initialize the driver Hamiltonian:
sx = {{0, 1}, {1, 0}};
eins = {{1, 0}, {0, 1}};
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sx1 = KroneckerProduct[eins, eins, eins, eins, eins, sx];
sx2 = KroneckerProduct[eins, eins, eins, eins, sx, eins];
sx3 = KroneckerProduct[eins, eins, eins, sx, eins, eins];
sx4 = KroneckerProduct[eins, eins, sx, eins, eins, eins];
sx5 = KroneckerProduct[eins, sx, eins, eins, eins, eins];
sx6 = KroneckerProduct[ sx, eins, eins, eins, eins, eins];
Hdriver = sx1 + sx2 + sx3 + sx4 + sx5 + sx6;
The variable steps defines the number of different λ-values, the resulting energies are
written in the array listAll and the difference between the energy of the ground state
and the energy of the first excited state is written in the array listMass.
For[i = 1, i <= steps, i++,
lambda = i/steps // N;
H = (1 - lambda)*Hdriver + lambda*Hproblem;
eigensystem = Eigensystem[H];
eigen = eigensystem[[1]];
eigen = Sort[Re[eigen]];
For[k = 1, k <= 2^vars, k++,
listAll[[k, i, 2]] = eigen[[k]];
listAll[[k, i, 1]] = lambda;
];
listMass[[i, 1]] = lambda;
listMass[[i, 2]] = eigen[[2]] - eigen[[1]];
]
With the ListLinePlot command of Mathematica we can plot the energies of all states
of the quantized system
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ListLinePlot[listAll]
as well as the mass gap mGAP (λ)
ListPlot[listMass]
The code above was used to produce the figure 5.3a.
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