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Abstract
In this thesis w e investigate the influence of an additional periodic modulation potential which is weak, either electric or magnetic in nature, and spatially modulated
along one dimension, on the equilibrium thermodynamic and dielectric response
properties of a two-dimensional electron gas in the presence of an externally applied
perpendicular magnetic field.
T h e application of an additional modulation potential results in a broadening
of the Landau level energy spectrum into bands whose widths oscillate as a function of the externally applied magnetic field. Such oscillations are found to reflect
the commensurability between the two different length scales present in the system, namely the cyclotron diameter at the chemical potential and the period of the
modulation. W e show that such commensurability effects are also to be found in all
thermodynamic quantities of the system which, in the case of a magnetic modulation,
are shown for thefirsttime^ They appear at low magnetic fields as an amplitude
modulation of the well-known de Haas-van Alphen-type oscillations, familiar from
the homogeneous two-dimensional electron gas system in an external magnetic field
which m a y or m a y not be resolved depending on temperature, and are only weakly
dependent on temperature. Their origin is attributed to the oscillations occurring in
the bandwidths and are consequently completely different in origin from the usual de
Haas-van Alphen-type oscillations. W e also find that the resulting commensurability oscillations in each thermodynamic function exhibit well-defined phase relations
between the electric and magnetic modulations except in the case of the orbital magnetisation and the orbital magnetic susceptibility.
T h e dynamical dielectric response function and collective excitations for such
weak spatially modulated systems are also calculated within the random-phase approximation. It is found that the dynamical dielectric response function is not only
broadened by the additional spatial modulation, it also contains a series of subsingularities at the band edges. The origin of the n e w subsingularities is related to the
transition energies near the van Hove singularities of the energy bands attributed
to the modulation-induced broadening of the energy spectrum. This broadening,
being non-uniform, leads to the reintroduction of particle-hole pair excitations into
the dielectric response function. Such broadening of the response function is also
found to modify the magnetoplasmon modes of such systems over their unmodulated

counterpart. T h e broadened Landau levels allow for a n e w low-frequency intramagnetoplasmon m o d e to occur which exhibits oscillatory behaviour as a function of
the external magneticfield.It is also shown that additional modulation-induced oscillations occur in the inter-magnetoplasmon spectrum, which is split into the principal
and the Bernstein modes. All such oscillations reflect the ubiquitous commensurability oscillations n o w found in these weakly modulated systems as a function of the
external magnetic field.
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Chapter 1
Introduction

The continued push in semiconductor technology towards miniaturisation and greate
device complexity, on scales of reduced dimensionality, has provided both the theoretician and the experimentalist with m a n y novel systems to study new physical
phenomena and device structures which were previously not possible with ordinary
homogeneous materials.
Electrons restricted to two dimensions, as found in semiconductor systems, is to
form the focus of all our work presented in this thesis. Since the early 1970's, remarkable progress has been m a d e in the study of systems where the electrons are confined
to two spatial dimensions [1, 2, 3, 4, 5, 6]. They have attracted such attention since
important fundamental and unusual phenomena have been discovered. T h e physical
realisation of such two-dimensional electron gas (2D E G ) systems, which are typically on the nanometre scale, are today readily achievable using current semiconductor
fabrication techniques [7, 8]. Two-dimensional semiconductor nanostructures result
when electrons are spatially confined to within a very narrow potential layer. The
two-dimensional behaviour is therefore primarily a quantum mechanical phenomenon
identified with a restriction in the degrees of freedom in one spatial direction.
Length scales represent an important concept when talking about systems in
reduced dimensions. Reduction from an ordinary three-dimensional system to two
dimensions is said to have occurred when one dimension of the physically active
region becomes small compared to some relevant length scale in the system [9]. In
our two-dimensional systems, the relevant length scale is the thermal de Broglie
wavelength, A = h/(2mbkBT)1/2

(h is Planck's constant, T and mb are respectively

the temperature and the effective band mass of the electron while fc# is Boltzmann's
constant). Size quantisation effects are therefore to be smeared out if the thermal de

1
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2

Broglie wavelength becomes comparable to the size of the confinement potential.
Electrons in two-dimensional systems and in the presence of an additional uniform
quantising magneticfieldperpendicular to the plane; constituting the so-called twodimensional Landau system (2DLS) after Landau's work on the corresponding threedimensional system [10]; exhibit m a n y interesting physical phenomena including the
integer [11] and fractional [12] quantum Hall effects, and the Shubnikov-de Haas
(SdH) [1] and the de Haas-van Alphen ( d H v A ) effects [13, 14, 15]. T h e origin of such
well-known phenomena can be mainly attributed to the quantisation of the continuous
energy spectrum of such systems, in the plane perpendicular to the magnetic field,
into a discrete energy spectrum resulting from the formation of Landau levels. Also,
note that the magneticfielditself introduces a further length scale into the system
via the magnetic length, I = Jh/(eB)

(B is the strength of the uniform magnetic

field, e is the electronic charge while h = II/(2TT) is the normalised Planck constant).
In this thesis the influence of weak periodic potentials; whether being either
electric or magnetic in nature, and spatially modulated along one direction; on the
thermodynamic and dielectric properties of the 2 D L S are investigated. T h e periodicity of the artificial modulation, a, thus introduces yet another length scale into the
system. O n e therefore expects a variety of interesting physical effects to be observed
resulting from the interplay between the various length scales present in the system.
For the best part of a decade now, the influence of an additional one-dimensional
periodic spatial modulation potential on a 2 D E G subjected to a uniform magnetic
field has been extensively investigated. Initially such work focused on a modulation
potential which was electric in nature [16, 17, 18, 19, 20, 21, 22, 23] while more
recently such attention shifted to a modulation potential which was either solely
magnetic in nature [24, 25, 26, 27, 28, 29, 30] or a combination of the two types
[31, 32, 33]. Experimental and the associated model theoretical systems are described
in Chapter 2.
Modulated systems have been able to c o m m a n d such attention since the application of an additionally applied modulation potential to the 2 D L S lifts the degeneracy
of the Landau level energy spectrum and broadens these levels into dispersive bands,
in a non-uniform way, whose widths oscillate with the externally applied magnetic
field [34, 24]. T h e regime where these modulation amplitudes are relatively weak
(on the scale of the cyclotron energy) and the periodicity of the modulation is large

§1
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compared to the magnetic length, are of particular interest. Here interesting c o m m e n surability effects between the modulation period and the cyclotron motion, enforced
by the presence of the additional magnetic field perpendicular to the 2 D E G , leads
to new oscillations occurring in various quantities of the system.
T h e non-uniform broadening of the levels, being the pertinent feature of such
modulated systems, initially found currency in the discovery of new magnetic-fielddependent oscillations, at lowfields,in the magnetoresistance1 due to an electrostatic
modulation potential [17, 23]. It was found that the component of the magnetoresistance perpendicular to the periodic modulation 2 , pxx (or pi), exhibit large amplitude
oscillations, at low magneticfields,which were periodic in the inverse magnetic field
together with weaker oscillations in the component of the magnetoresistance parallel
to the modulation, pyy (or p\\) [23, 35, 36]. T h e magnetoresistance for these weakly
modulated systems is therefore strongly anisotropic compared to the unmodulated
result. They appear in addition to the familiar S d H oscillations which occurs in the
magnetoresistance at higher magneticfields,although in their form, being periodic
in the inverse magneticfield,they are m u c h the same. However, the difference in
periodicity and the feature of the amplitudes of oscillations being only weakly temperature dependent [37, 38, 39] suggest a different origin. Such additional oscillations
in the magnetoresistance had not been anticipated theoretically. Appreciation of the
significance of the initial discovery was however immediate [40]. They are n o w well
understood and recent reviews exist [41, 42, 43, 44].
S o m e aspects of the oscillations in the magnetoresistance were able to be accounted for using a semiclassical description. Semiclassically, the oscillations in the
perpendicular component of the magnetoresistance could be understood in terms of
classical guiding-centre resonances resulting from the drift of the classical cyclotron
orbits in the weak periodic electricfieldcreated by the modulation [20, 45, 46, 47, 32].
Such guiding-centre drift resonances had been k n o w n from plasma physics [48, 20].
Alternatively, but still within the confines of a semiclassical understanding, Stfeda
and MacDonald [49] and Stfeda, Kucera and van de Konijnenberg [50] used the
idea of magnetic breakdown to explain the oscillations. Both these semiclassical
approaches however failed to account for the weaker oscillations observed in pyy.
'•Magnetoresistance is the electrical resistance of a given system when placed in an external
magnetic field.
2
Perpendicular in the sense that the measured current flows perpendicular to the equipotentials
of the modulation potential.
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It was realised that a full quantum mechanical transport theory was required

if a satisfactory explanation of the oscillations occurring in both components of the
magnetoresistance was to be given [51]. Its detailed exposition has n o w been given by
m a n y authors [22, 52, 53, 34, 54, 55]. T h e origin of the oscillations here are attributed
to the peculiar quantum mechanical feature of the widths of the Landau bands,
which oscillate as a function of the magneticfield,and can become flat at certain
particular magneticfieldvalues which depend on the magnitude of the periodicity of
the modulation only. T h e additional oscillations then reflect the commensurability
between two different length scales present in such systems; namely the cyclotron
diameter at the chemical potential, 2RC = 2y/2irns£2, (here ns is the areal density
of electrons) which represents the natural length scale of the 2 D L S , and the period
of the modulation, a, which is an additional length scale introduced into the system
by the modulation. Consequently, such oscillations are completely different in origin
from those of the usual S d H oscillations, which occur at higher magneticfieldsand
result from the formation of discrete energy levels due to the quantising magnetic
field.
Not long after the initial observation of these commensurability oscillations in the
magnetoresistance for a weak spatially periodic electric modulation, n o w k n o w n as
'Weiss oscillations' w h e n seen in the magnetoresistance after their principal discover
and Weiss-type oscillations when seen in other properties of the system, similar such
oscillations were predicated to manifest themselves in the magnetoresistance of the
analogous system consisting of a weak spatially periodic magnetic modulation [24,
25, 26, 31]; their origin being attributed to the commensurability of the two relevant
length scales of the system as for the case under an electric modulation. Subsequently,
they were duly found in samples with patterned magnetic strips consisting of either
superconducting [29, 56] or ferromagnetic [28, 30, 57, 58] material which had been
imposed on top of the 2 D L S .
T o date most of the recent theoretical [59, 60] and experimental [61, 62, 63, 64]
work in the quasi-classical limit of low magneticfieldsfor such periodically modulated
system has been focused on further erudition of the commensurability oscillations as
found within the magnetoresistance in particular, and for other properties of the
system within the static limit in general. Worth mentioning was the not long after
observation and calculation of a Weiss-type oscillation occurring in the magneto-

5
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capacitance of a weak electrically modulated system [21, 65]. Such an observation
was of some importance since oscillations in the bandwidth of the Landau bands is
directly related to oscillations in both the width and height of the density-of-states
( D O S ) [37]; a quantum mechanical effect. In turn, oscillations occurring in the D O S
lead to additional oscillations in the magnetocapacitance thus providing direct proof
of the quantum origin of this phenomenon.
Further theoretical investigations into germane features of the Weiss-type oscillations within the static limit have n o w been extensively undertaken. For the
case of a weak electric modulation this has been performed most thoroughly in a
series of papers by Vasilopoulos and Peeters. They have shown that the peculiarities caused by commensurability between the cyclotron diameter at the chemical
potential and the modulation period reveal themselves in: (i) electrical magnetotransport quantities (the Hall resistance and the derivative of the Hall resistance as
a function of the magneticfield)[22, 53, 54]; (ii) thermal magnetotransport quantities (the thermopower and the thermal conductivity) [66, 54] for the considered case
of low temperatures where the contribution due to impurities is dominant over the
corresponding phonon contribution; and (iii) equilibrium thermodynamic quantities
(magnetisation, susceptibility and specific heat) [54]. In all such cases they appear
as additional oscillations to those of the usual SdH- or dHvA-types. It is found that
the most pronounced effects of the additionally applied electric modulation potential
occur at low magneticfieldsand at very low temperatures.
Extensive calculations for the equilibrium thermodynamic quantities (chemical
potential, Helmholtz free energy, internal energy, electronic entropy, electronic specific heat, orbital magnetisation and the orbital magnetic susceptibility) for both
cases of a weak electrically modulated 2 D L S and a weak magnetically modulated
2 D L S have been m a d e by Stewart and Zhang [67]. Here the Weiss-type oscillations,
which occur for both modulations types at low magneticfields,appear as an additional amplitude oscillation of the usual dHvA-type oscillation which occur at larger
magnetic fields. Clear comparisons between the two different types of modulation
potentials present are given. Interestingly, it is found that for the Weiss-type oscillations obtained for electric and magnetic modulations, definite phase relations exist
between some of the thermodynamic functions while apparently not for others when
equal periodicities are considered. Here the case for the magnetic modulation po-
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tential, being itself dependent on the magneticfieldhas specific consequences on the
orbital magnetisation and the orbital magnetic susceptibility of this system. Such
results form the basis of Chapter 3.
Not long after the initial discovery of Weiss oscillations occurring in the magnetoresistance for the case of a weak electrostatically modulated system, Cui, Fessatidis and Horing [68] suggested that the additional oscillations observed by Weiss
et al. [17, 23] should be but a single manifestation of a whole class of so-called
Weiss-type occurring in both the dynamical properties of the system, such as the
frequency-dependent dielectric response including the excitation spectra, together
with the static properties of the system such as transport and thermodynamic properties.
Excitation spectra for electronic systems can be probed using an external electromagnetic wave [69]. In the absence of electron-electron interactions the excitation spectra for the system will consist of a broad spectrum, resulting from the
different single-particle energies, since here the electrons behave independently of
one another. Inclusion of the electron-electron interaction brings about however a
qualitative change in the excitation spectra of the system, and is the result of a manybody effect in which it is n o w possible for all the electrons in the system to m o v e
in a collective way. Additional excitation peaks can therefore result in the excitation spectrum together with the usual single-particle peaks. Typically, the collective
excitations peaks are m u c h larger than the single-particle peaks since, as their very
n a m e suggests, m a n y electrons are able to participate in the formation of such peaks.
T h e collective excitations present in a system can take on very different forms
including magnons, phonons, plasmons, etc. T h e collective excitations of interest to
us here in this thesis are those arising from charge density excitations. Such charge
density excitations o w e their existence to the long range nature of the Coulomb
interaction between electrons which falls off slowly with increasing distance. They
are the well-known 'plasmons' for electronic systems in the absence of an external
magnetic field while, for a system in an external magneticfield,are referred to as
the 'magnetoplasmons'.
Over the years there has been a great deal of interest in (magneto) plasmons
as found in a great number of electronic systems. It is an important property of
any electronic system. Historically, they were first discovered by Langmuir [70] in
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classical three-dimensional plasma. Work on their quantal counterpart in ordinary
metals is due to B o h m and Pines [71]. In two-dimensional systems the plasmon
modes werefirststudied by Stern [72]. T h efirstquantum mechanical discussion of
magnetoplasmon modes in three-dimensional systems is believed (see [73]) to have
been given by Zyryanov [74]. T h e corresponding magnetoplasmon modes obtained
quantum mechanically for two-dimensional systems were given by Chiu and Quinn
[75]. Today the literature embracing collective excitations as found in d dimensions
for various electronic systems is vast [76]. T h e magnetoplasmon modes for both of
these weakly modulated systems are featured in Chapter 4.
Cui et al. [68] were the first to present an investigation into the dynamical
response of such weakly modulated systems. They calculated the collective excitation spectrum (ie magnetoplasmon modes) for the weakly modulated electric system
where particular attention was paid to modulation-induced effects. They were able to
calculate for a n e w modulation-induced, low-frequency intra-magnetoplasmon m o d e
which was found to exhibit Weiss-type oscillations as a function of the magnetic field
for such weakly modulated systems. However, their spectrum for this m o d e has been
the cause for some controversy [77, 78]; a matter w e critically discuss in Chapter 4.
A semiclassical approach using a hydrodynamic theory was later presented for this
intra-magnetoplasmon m o d e [79, 80]. T h e occurrence of commensurability oscillations in the electron energy loss spectrum for a particle moving either parallel or
perpendicular to the 2 D L S which is subjected to a weak electric modulation has also
been predicated [81].
Inelastic light scattering contributing towards either the single-particle R a m a n
scattering cross-section or the collective excitation R a m a n cross-section have recently
become the focus of investigation for either weak electric [82, 83] or magnetic [84]
modulations. T h e absorption of electromagnetic waves by the 2 D L S under an additional unidirectional periodic electric modulation which is weak, caused by the
presence of impurities, has also been the subject of a recent investigation [85].
Treatment of the dielectric response of the 2 D L S under periodic modulations,
which are either electric or magnetic in nature, at small wavevectors, as calculated
within the random-phase approximation ( R P A ) , for weak modulation amplitudes
where the influence of the Coulomb interactions between the electrons in the energy
spectrum can be neglected have been given [68, 86, 87, 83, 88]. This work forms the
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Treatment of the dielectric response of the 2 D L S under periodic modulations,
which are either electric or magnetic in nature, where: (i) the modulation amplitude
is not necessarily weak, and (ii) the influence of the electron-electron interactions
have been included self-consistently (usually within the time-dependent Hartree approximation) into the energy spectrum, have also been calculated in a self-consistent
manner. T h e inter-band magnetoplasmon spectrum for an electrically modulated
system such that the modulation potential was so great that crossover from twodimensional to one-dimensional behaviour occurred has been considered by Wulf,
Zeeb, Gies, Gerhardts and Hanke in a series of papers [89, 90, 91]. In their treatment
they included fully all higher order reciprocal lattice vectors using a self-consistent
field version of the R P A to describe the linear response of the system to an external perturbation (that is, the periodic electric modulation potential). Collective
excitation spectra for a magnetically modulated system resulting from inter-band
transitions only has been considered by W u and Ulloa [92, 93, 94]. They calculated
excitation spectra in both the weak and strong modulation limits for wavevectors
perpendicular to the direction of the modulation (ie qy = 0). They also found a
rapid transition from two-dimensional to one-dimensional behaviour with increasing
amplitude of the magnetic modulation. Quite recently, Manolescu and Gudmundsson
calculated the far-infrared absorption of a 2 D L S under a unidirectional electric [95]
and a unidirectional magnetic [96] modulation. T h e regime where the Bernstein
modes were a prominent feature of the excitation spectra was given. Results out to
large wavevectors perpendicular to the direction of the modulation only were given.
For the electric case, the entire range in the modulation amplitude strengths, from a
weakly modulated 2 D L S to isolated but electrically coupled wires were given while
for the magnetic case only weak modulation strengths were considered.
In all these works concerning the behaviour of the inter-magnetoplasmon modes,
which splits into the principal and the Bernstein modes, failed however to report
the occurrence of commensurability oscillations in such modes as a function of the
external magnetic field. W e report the occurrence of such an oscillation however for
thefirsttime in Chapter 4.

Chapter 2
Electrons in two dimensions
2.1 Introduction

In this thesis, our aim is to describe theoretically how weak spatially periodic mo
ulation potentials change and modify the physics of electrons in two-dimensional
semiconductor systems in the presence of an external magnetic field. A s a starting point for the theoretical discussion this chapter sets out h o w one realises such
systems experimentally, and once realised, what idealisations are m a d e in arriving
at the theoretical models which are to form the basis of this thesis. W e begin by
briefly outlining h o w a 2 D E G in a particular semiconductor system can be realised
experimentally. T h e subsequent single-particle properties associated with the model
2 D E G system in an external magneticfieldare then described. Finally w e discuss
some of the methods which are currently used to artificially impose unidirectional
spatially periodic modulation potentials onto a 2 D E G and describe their associated
single-particle properties, in an external magneticfield,as obtained again within
idealised model systems.

2.2 A two-dimensional electron system in a sem
conductor
A reduction in the dimensionality of ordinary three-dimensional systems to twodimensional systems arises when one dimension of the physically active region becomes small compared to some relevant length scale in the system. In semiconductors, a 2 D E G is achievable when the electrons of the system are subjected to some
external confinement potential such that the electrons become confined to within
a very narrow region (system size) which is typically of the order of 100 A. Here
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the thermal de Broglie wavelength, A, of the electrons is the relevant length scale.
So in semiconductors, at very low temperatures (typically T ~ 2 K ) the thermal
de Broglie wavelength becomes larger than the width of the confinement potential
(since w e shall be primarily concerned with bulk gallium arsenide based semiconductors, mb = 0.067me where m e is the free electron rest mass, such that for T ~ 2
K, A ~ 3600 A which in this case is considerably larger than the system size of 100
A ) . This therefore allows for quantum mechanical phenomena to be observed. The
motion of the electrons along the direction of the confinement potential (which we
will take to be along the ^-direction) becomes quantised into discrete levels referred
to as electric subbands while their motion is free in the other two spatial directions
(taken as the (x,y) plane). It is this rather free motion of the electrons parallel to
the interface which constitutes the so-called 2 D E G . The two-dimensional behaviour
then is primarily a quantum mechanical phenomenon identified with a restriction in
the degree of freedom in one spatial direction.
Nowadays, modern technologies such as molecular b e a m epitaxy ( M B E ) [97, 98]
or metal organic chemical vapour deposition ( M O C V D ) [99, 7] m a k e it routinely
possible to grow two-dimensional electronic semiconductor systems, such as semiconductor heterostructures1, with very high precision. A heterostructure is a combination of two epitaxial grown semiconductors. T h e semiconductor heterostructures
which are of particular interest to us here are m a d e from GaAs-Al^Gax-sAs (gallium
arsenide-aluminium gallium arsenide) [100]. Here x corresponds to the aluminium
mole fraction. For this particular type of heterostructure, since the respective lattice
constants of G a A s and the A l G a A s layer are almost identical, when these two materials are grown one on top of the other by M B E , a well defined interface consisting
of very little disorder is achievable at the interface. Taking A\.xG&i-xAs, which has
been deliberately doped n-type, intrinsic (undoped) G a A s is grown onto it. Both
G a A s and Ala;Gai_xAs are direct band gap semiconductors, provided x is not to
large, such that the band gap in Al x Gai_ x As is greater than that of GaAs. Thus
a potential barrier at the G a A s - A U G a i - ^ A s interface forms due to this conduction
band offset. Doping Al^Gai-^As n-type has the effect of introducing an excess of
electrons into its conduction band. T h e excess of electrons in the ALjGai-^As conduction band lower their energy by moving into the G a A s conduction band. The
x

M a y also be referred to as a heterojunction.
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Schematic bandstructure diagram at the interface of a modulation

doped G a A s - A l x G a i _ x A s heterostructure depicting the location of a 2 D E G layer.
The positively charged (+) ionised donors in the n-doped A l G a A s layer are also
indicated.

positively charged ionised donors left behind in the n-doped AlGaAs layer sets up
an electrostatic potential which has the effect of attracting the excess electrons in the
G a A s conduction band to the interface. T h e free electrons in the G a A s conduction
band will thus fall within a narrow triangular (or wedgelike) potential well formed
on the G a A s side of the interface. Because of the continuity of the chemical potential
through the layered structure, under such circumstances it is possible for the conduction band of G a A s to actually bend under the chemical potential for this system
resulting in the excess electronsfillingup the lowest few electric subbands.
T h e 2 D E G system formed at the interface of a modulation doped G a A s —
AicGai-zAs heterostructure in this w a y is not in the strictest sense a perfect 2 D
E G due to the spilling out of the energy spectrum in the third direction. Instead
such a system constituents what is referred to as a quasi-two-dimensional electron
gas. If however the energy separation between the ground andfirstexcited electric
subband is large compared to the energies in the plane (that is, the confinement
potential is strong) the excess electrons will only occupy the ground state electric
subband and their motion in the third dimension can be ignored. This is often de-
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sirable for the purpose of model calculations where one is more concerned about the
features particular to the reduced dimensionality of the system rather than being
hampered by technical details owing to the fact that one should be really dealing
with a quasi-two-dimensional system. T h e idealisation where the electron's motion
in the (x,y) plane is free while in the third direction there is total confinement will
be used. W e therefore model the 2 D E G formed at the interface of a modulation
doped G a A s - A l r G a ! _ r As heterostructure by a strictly two-dimensional model of free
electrons.
A n advantageous feature of such modulation-doped structures is that since the
ionised doping impurities are far removed form the 2 D E G layer, high-mobility
samples can be produced. A schematic bandstructure diagram at the interface of a
modulation doped GaAs-Al^Gax.^As heterostructure is shown infigure2.1.

2.3 The two-dimensional Landau system
We refer to the two-dimensional Landau system (2DLS) as a two-dimensional electron
system (taken to be formed at the interface of a modulation doped GaAs-ALcGai-z As
heterostructure) which is subjected to an external homogeneous magnetic field perpendicular to the plane of the electrons. Here w e consider the electrons to be confined
to the (x,y) plane while the external magneticfieldis given by B = Bez where e^
is a unit vector along the ^-direction. T h e electrons in the plane are taken as free
except for their interactions with the external homogeneous magneticfield.Under a
single-particle approximation, within an effective mass formalism, the single-particle
Hamiltonian for our model 2 D L S can be written as

ff

°=2W(p-eA>2 '

(2 1

''

Here A is the magnetic vector potential while p = (px,Py) is the m o m e n t u m vector
of the electron. In this Hamiltonian the Zeeman energy splitting due to the spin
of an electron has been ignored. For the non-interacting system, the Zeeman energy is small and can therefore be safely neglected. Choosing the Landau gauge, ie
A=(0,i?£,0), the Hamiltonian given by equation (2.1) m a y be rewritten as

H0 = -^-b{pl + (Py-eBxY) .

(2.2)

Since this Hamiltonian does not contain the y-coordinate explicitly, py commutes with
H0. T h e wavefunctions, t/>(x,y), corresponding to Schrodinger's equation for this
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system can therefore be separated formally by applying Floquet's theorem [101] due
to the translational invariance of the system along the y-direetion. T h e Hamiltonian
appearing in equation (2.2) can thus be written in the following one-dimensional form

Here uc = eB/mb is the cyclotron (angular) frequency while x0 = ky£2 is known
as the centre coordinate2 such that ky is a quantum number corresponding to the
wavenumber along the y-direction. T h e Hamiltonian given by equation (2.3) is
formally identical with that for the one-dimensional linear harmonic oscillator. T h e
normalised single-electron eigenfunctions of the 2 D L S are thus given by
0n,A„(a:, y) = —r== exp(ikyy)-=<j>n(x - x0) .
'Lv
Vi

(2.4)

Here n is a quantum number corresponding to the Landau level index, Ly is the
normalisation length in the y-direction3 while 4>n{x — x0) are given by
<f)n(x - x0) =

,

n

Z^ n\^

. exp

X. ( «*/

2 V

*L o

£

Hn[X—^)

(2.5)

and correspond to the well-known linear harmonic oscillator eigenfunctions centred
at x0. Here Hn(x) are the Hermite polynomials [102]. Therefore in the Landau
gauge, the eigenfunctions are of the form of plane waves in the y-direction and are
localised in spatial extent (to within a width of ~ 2Rn = 2£\j2n + 1 where Rn is the
cyclotron radius) in the z-direction.
T h e associated eigenvalues for the 2 D L S corresponding to the eigenfunctions
given by (2.4) are
£«,*„ =en

= (n + l/2)huc .

(2.6)

They are degenerate in the quantum number ky, and form equally spaced Landau
levels separated by an amount given by huc. T h e allowed values of ky take on the
discrete values given by
ky = —n

, n = 0,±l,...

2

(2.7)

Classically the motion of the electron in the (x, y) plane is that of a circle about a fixed centre
and of radius mbVt/(eB) (where vt is the velocity of the electron in the (x,y) plane). In this case
x0 corresponds to the classical ar-coordinate of the centre of the circle, hence its name, and is given
by x0 — x - mbVy/(eB) as obtained from Newtonian mechanics. Here vy is the component of the
velocity in the y-direction.
3
In the Landau gauge, the plane wave eigenfunctions along the y-direction are normalised on a
length Ly along the y-axis as opposed to the entire extent in order to avoid unnecessary infinities
which arise but later cancel. By writing Ly> the limit Ly —y oo is therefore implicitly assumed.
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which are obtained from imposing periodic boundary conditions on the eigenfunctions.
This problem wasfirstsolved by Landau [10] in connection to a three-dimensional
free electron gas which was used to model ordinary metals.
The electronic D O S , V(e), for this system, which can- be calculated from V(e) —
gsY^$(e

~ £n,ky) where gs = 2 accounts for the spin degeneracy of the electron,

n,ky

condensates into a series of equally spaced delta peaks separated in energy by an
amount equal to HUJC. Namely

A °°
*>(*) = Zp £

S{e - en) ,

(2.8)

where A is the area of the sample. Here the summation over the degenerate quantum
number ky yields a degeneracy factor for the Landau levels equal to gLL = (27r£2)-1.
The delta function sharpness in the D O S reflects the complete quantisation of the
energy spectrum for this system.
For this system it is c o m m o n to introduce a dimensionless quantity referred to as
thefillingfactor v. It is determined by the ratio of the areal electron concentration,
n s , to the Landau level degeneracy per unit area gLL IA = (ir£2)~l. Thus
v = — = ix£2na . (2.9)
gLL
It counts the number of Landau levels occupied by the system at zero temperature
and is independent of any sample dependent parameters. It m a y or m a y not be
an integer. Integerfillingfactors correspond to all Landau levels being completely
occupied while non-integerfillingfactors correspond to the last Landau level being
only partially occupied. W e will denote the index of the highest occupied Landau
level by np such that np — [u] . T h e square brackets [• • •] denote only the integer
part of the argument is to be taken. Thus np = 0,1,2,... Thefillingfactor of the
highest partiallyfilledLandau level, at zero temperature, will be denoted by up such
that

— np

{v

0

u ^ np
u = nF '

Note that since w e have assumed a two-fold spin degeneracy of the electron, at integer
filling factors (namely u = nF) all the Landau levels with both spin up and spin down
will be completely occupied.
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2.4

Realisation of spatially periodic modulation potentials in semiconductor systems

Being able to successfully impose weak spatial periodic modulation potentials onto
2 D E G systems artificially has only become feasible within the lastfifteenyears or .so.
Initially, modulation potentials of the electrostatic type were realised. More recently
however, modulation potentials of the magnetostatic type came to be realised. Since
the effects of both types of modulation potentials are considered in this work, w e being by describing briefly h o w each modulation type is achievable in real experimental
systems before discussing h o w such systems are to be modelled theoretically.

2.4.1 Electrostatic modulation potential
Imposing an electrostatic modulation potential, which is weak, onto a 2 D E G in a
semiconductor system is presently achievable using one of two methods.
In the first of these methods, an ingenious technique is used whereby a weak
spatially periodic modulation potential is imposed onto a pre-existing 2 D E G formed
in a homogeneous modulation-doped GaAs-Al^Gai-^As heterostructure [23, 103]. In
this technique one actually spatially modulates the concentration of the electrons in
the two-dimensional layer of the GaAs-Al^Gai-^As heterostructure by illuminating
the system with two interfering laser beams in a process referred to as holographic
illumination [104]. In this technique one exploits the well-known persistent photoconductivity effect. T h e persistent photo-conductivity results from photo-ionisation
of deep donors in the A l G a A s layer after a brief local illumination of the structure
at low temperatures. Using a single laser source of k n o w n wavelength, A, for the
illumination, its wavefront is expanded. Part of the expanded wavefront is then
blocked off in the middle while the two ends of the expanded wavefront are brought
together to interfere at the surface of the sample using two plane mirrors. T h e two
interfering laser b e a m s produce an interference pattern of bright and dark parallel
fringes on the surface of the sample. T h e intensity of the fringes are themselves
spatially modulated with a well defined periodicity, a, such that a = A/(2sin#).
Here 9 is the angle of incidence to the normal of the two beams. T h e interference
pattern thus results in the selective ionisation of the donors (usually silicon) in the
A l G a A s layer. This results in the concentration of the ionised donors (nd) being
spatially modulated with the same period a. Consequently, the areal concentration
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Schematic of an electrostatic modulation potential produced using the

technique of holographic illumination.

of the 2 D E G , which is dependent on the ionised donor concentration [1], will also be
spatially modulated. This chain of events leads to the formation of a weak periodic
electrostatic modulation potential, V(x), of the bottom of the conduction band in the
2 D E G . Such a modulation will persist at low temperatures provided the sample is
kept in the dark. U p o n exposure to light or at elevated temperatures this modulation
potential becomes erased. Infigure2.2 w e show a schematic of the sample fabricated
using holographic illumination which is taken from reference [23].
In the second of the methods for imposing a lateral electrostatic modulation potential on a conventional modulation doped GaAs-ALjGai-^As heterostructure the
modulation is generated using an electrostaticfieldeffect [19, 105]. Here, on to the
surface of the A l G a A s layer of the heterostructure an array of parallel photo-resist
strips are patterned using either conventional lithographic or electron b e a m lithography together with standard lift-off techniques. T h e photo-resist patterned strips
therefore define a one-dimensional grating of known period a. A metal (usually
titanium-gold) layer is then evaporated over the pattern so as to form a gate. A n
application of a negative bias (voltage) at the gate thus enables one to impose an
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Figure 2.3: Schematic of an electrostatic modulation potential produced using conventional lithographic techniques.

artificial periodic potential on the 2D EG embedded in the heterostructure. In figur
2.3 w e show a schematic of the sample fabricated using conventional lithographic
techniques.
A feature c o m m o n to both of these modulated systems is that both can be fabricated so as to have an artificial periodicity which is roughly the same and is of the
order of a few hundred nanometres. Typically a ~ 350 n m . O n the other hand, the
regular arrangement of atoms in the crystal lattice of G a A s itself also gives rise to a
'natural' lateral periodic crystal lattice potential. T h e periodicity in this case, aiattice5
corresponds to the lattice constant of the crystal. Since the inter-atomic spacing in
crystals is very small one therefore typically has aiattice ~ 2 A. O n e thus has the
situation where the artificial periodicity is m u c h longer than the crystal periodicity,
namely a » aiattiCeT h e importance of such a larger artificial periodicity and w h y this feature of the
artificial system is desirable can be recognised from the following consideration. For
electrons moving in an external magneticfieldand a periodic modulation potential
the problem of commensurability arises due to the presence of two fundamental
length scales present in such a system, namely, that of the period of the modulation
potential, a, and the classical cyclotron diameter, 2RC, at the chemical potential
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which is related to the magnetic length, £, in the following manner; Rc = ^2irns£2.
W h e n either of these length scales is a multiple of the other w e except the interplay
between the two will allow for interesting commensurability phenomena to occur
in various properties of the system. Roughly speaking then, this will occur when
2RC ~ a corresponding to a magnetic field strength given by B ~ •s/%Trn~sh/(ae).
For high-mobility systems (electron mobilities of p,e ~ 100 m 2 V - 1 s"1 and electron
areal densities of ns ~ 3 x 10 1 5 m - 2 ) w e find that the magnetic field regimes for
commensurability effects to occur, w h e n the periodicity of the modulation potential
is fixed, are respectively: B ~ 0.5 T for the artificial modulation potential (here
a ~ 350 n m ) , and; B ~ 900 T for the natural crystal modulation (here aiattiCe ~ 0.2
n m ) . In terms of accessible then, the artificially imposed modulation potential offers
one immediate access to the commensurability regime using magneticfieldstrengths
which are currently achievable in the laboratory.

2.4.2 Magnetostatic modulation potential
A variety of experimental attempts were initially m a d e to establish a periodic magneticfieldmodulation which was of the order of a few hundred nanometres [106, 27].
T w o such methods which have been found to be successful for establishing such a
periodic magneticfieldon this scale are: (i) employing microfabricated ferromagnetic
structures whose magnetic polarisation adds to the external magneticfield,and (ii)
using patterned superconducting strips which either partially shield or reinforce the
external magneticfieldunderneath the strips.
In thefirstof these methods the artificial periodic magnetic modulation appears
as an additional magneticfieldto that of the external magneticfield.It is imposed
onto the 2 D E G , which is located at some distance below the surface, by depositing
metallic strips consisting of ferromagnetic material onto the surface of a prepared
high-mobility modulation-doped GaAs-Al^Gai-^As heterostructure. Here the ferromagnetic gratings, with k n o w n period a, are defined using conventional electronb e a m lithography and lift-off techniques. T h e ferromagnetic materials which have
been used to produce the grating magnetic field include dysprosium [30, 58] and
nickel [28, 57]. Such 'micromagnets' on the surface of the heterostructure leads to
a macroscopically modulated magnetic field in the 2 D E G given by Bm(x).

The

strength of the resulting periodic magnetic modulation is increased by successively
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Figure 2.4:

Schematic for the magnetostatic modulation potential produced using

ferromagnetic strips for the one-dimensional magnetic grating. T h e arrows give the
direction of the magnetic polarisation of the ferromagnetic strips.

sweeping an applied external magneticfieldup to some m a x i m u m since this causes
the magnetic polarisation of the ferromagnetic strips to increase.
It should be noted that the magnetic modulation formed in this way, one also
finds it is associated with an unavoidable stress-induced one-dimensional electric
modulation [27, 107, 108]. Such is the case, since at cryogenic temperatures, the
thermal expansion coefficients of the metal and the semiconductor heterostructure
are different. This causes the ferromagnetic strips to exert stress on the underlying
semiconductor which in turn results in the formation of an additional weak electrostatic modulation on the 2 D E G . T o overcome this, a thin metallic film (typically
nickel-chromium) is usually initially deposited underneath the micromagnets first
so as to provide an equipotential plane, thereby reducing the effect of the stressinduced electric modulation potential on the 2 D E G [30]. It should also be noted
that the strength of the additional magneticfieldmodulation formed in this way, by
its very nature, is to some extent dependent on the externally applied magnetic field.
However, since this dependency is only weak, its strength m a y be taken as fixed at
small external magnetic fields.
In the second of these methods, the magnetic modulation at the 2 D E G layer is
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Figure 2.5: Schematic for the magnetostatic modulation potential produced using
superconductor strips for the one-dimensional magnetic grating.

achieved by depositing metallic strips on the surface of a modulation doped GaAsALcGax-xAs heterostructure; this time however the strips are formed from superconducting material [29, 56]. Here onefirstlydeposits a metallic gate (typically
gold) onto the surface of the heterostructure. This is then followed by an insulating
layer (typically germanium). Lastly, the superconducting strips (typically lead or
niobium) are patterned onto the surface of the insulating layer using conventional
electron-beam lithography and lift-off techniques so as to define the grating with
period a. T h e presence of the metallic gate between the grating and the 2 D E G is
required since it screens any effects due to surface charge [29]. T h e micromagnets
formed in this w a y rely on flux pinning on defects in the superconductor (thereby increasing the magnitude of the external magneticfieldunderneath the superconducting
stripes) orfluxexpulsion by the superconductor (thereby decreasing the magnitude of
the external magnetic field underneath the superconducting stripes) for the creation
of the artificial magneticfieldmodulation. A s with thefirstsystem, this system also
suffers from the formation of an additional stress-induced electrostatic modulation
at the interface between the metal strips/insulator layer, at cryogenic temperatures,
due to differential contraction [107].
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2.5

Two-dimensional Landau system in the presence of a weak spatially periodic electrostatic
modulation potential

In order to model the experimental systems described in section 2.4.1, as our start
point w e employ the model system for the 2 D L S as described in section 2.3. Thus,
w e again take the electrons of the system to be strictly confined to the (x,y) plane
together with the external homogeneous magneticfieldapplied along the ^-direction.
To this model 2 D L S an additional unidirectional electrostatic modulation potential
V(x), which is spatially periodic, is applied along the x-direction. This is what we
shall refer to as the two-dimensional (electrically) modulated Landau system. '
Within a quantum mechanical picture, our model system (within an effective-mass
approximation) is able to be described by the following single-electron Hamiltonian
#{e} = ^ (p - eA)2 + V(x) . (2.10)
Here the letter 'e' is used to denote the case for an electric modulation. Again,
choosing the Landau gauge for the vector potential, the above Hamiltonian is able to
be written as
#{e} = ^

(p2 + (Py ~ eBx)2) + V(x) .

(2.11)

In the absence of a modulation, namely V{x) = 0, equation (2.11) reduces to
the Hamiltonian for the 2 D L S whose eigenvalues and eigenfunctions have already
been solved for in section 2.3. In the presence of the modulation potential, V(x), the
exact analytic eigenvalues (ie energy spectrum) in closed form is difficult to obtain
analytically. Instead, if w e treat the modulation potential as a small perturbation (ie
weak) of the 2 D L S , one is then able to evaluate the correction to the unperturbed
2 D L S energy spectrum, £ n , perturbatively using standard time independent, nondegenerate perturbation theory.
Since the unidirectional modulation potential is along the x-direction only, the
modulated system still retains its translational invariance in the y-direction, as is the
case with the unmodulated system. Thus ky still remains a good quantum number
and the eigenvalues and the eigenstates for our model modulated system can still be
classified by the same set of quantum numbers as those used in the unmodulated
case, namely (n, ky). T h e corrected energy spectrum, tofirst-order,is therefore given
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by

E{n% = E{X + E{n% = (n + l/2)huc + Vn,n(s0) .

(2.12)

Here Vn<n(x0) are the diagonal matrix elements corresponding to the electric modulation potential. They are given by
Vn,n(x0) = (n,x0\V(x)\n,x0) (2.13)
such that \n, x0) = ip^Xo are the eigenstates for the unperturbed 2 D L S (see equation
(2.4)). B y writing the modulation potential as a discrete Fourier transform
V(x) = ^VKetK* where tf = 0,±—,±—,...
x

.

a

a

and a is the periodicity of the electric modulation, the matrix elements, as given by
equation (2.13), can be calculated as (see Appendix A )
K,n(z 0 ) = £ ^ e ^ ° e x p ( - A 7 2 ) L n ( * ) .

(2.14)

Here X = (K£)2/2 while Ln(x) are the Laguerre polynomials [109]. Whence the
eigenvalues for this system, tofirst-order,follow from equation (2.12).
In the theoretical description thus far w e have described the unidirectional spatially periodic electric modulation by an electric potential of the general form V(x)
where the only assumption m a d e has been that the amplitude of the modulation potential, Ve, be small compared to the chemical potential, p, of the system (namely
Ve <C p.) thereby validating the-use of perturbation theory. For further theoretical
discussion however it is convenient, although not absolutely essential, to use an explicit functional form for V(x). It is usual to describe the electric modulation by the
simplest of harmonic potentials which is sinusoidal in form, namely
V{x) = Vecos(Kx)

.

. (2.15)

Here K = 2ix/a. This is presumably a realistic form for V{x) in view of the experimental systems in which one is trying to model [18]. With this choice, the Fourier
component of the modulation potential VK becomes VK = Vz{h<j<' + SK-K'M'Z

where

6ij is the usual Kronecker delta. A closed form expression for thefirst-ordercorrected energy spectrum can now be found in terms of known functions. In this case,
the eigenvalues for this system become [110, 111]
E[%

= (n + l/2)huc + Un cos{Kx0)

.

(2.16)
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Here Un = Veexp(-X/2)Ln(X).

It has been shown, by exact numerical diagonal-

isation [18, 37, 34], that thisfirst-orderapproximation is excellent for the case of
a weak modulation (B > 0.1 T ) , particularly at large Landau band indices, but
becomes unreliable in the limit of B -*• 0 [18].
The pertinent feature of the addition of the modulation potential is that it lifts
the degeneracy of the Landau levels (in the quantum number ky) and broadens these
formerly sharp Landau levels into bands, so-called (electric) Landau bands. The
bandwidths for the Landau bands, which are approximately given by 2\Un\, are
therefore dependent on the Landau band index n, in an oscillatory manner, such that
the electric modulation-induced broadening of the energy spectrum is non-uniform.
Formally, this is seen to be due to the properties of the Laguerre polynomials. Physically it reflects the fact that with increasing n, the spatial extent of the eigenfunctions
along the x-direction increase such that they effectively sense an average of the periodic modulation potential over an interval of width 2Rn [34]. Note that for the case
of a weak electric modulation, the quantum numbers n are referred to as the (electric) Landau band indices and are equivalent to the Landau level quantum numbers
n for the unmodulated case. Infigure2.6 we show the electric modulation-induced
Landau fan diagram, as obtained from equation (2.16), for thefirstten (electric)
Landau bands.
A n important feature of the newly acquired modulation-induced dispersion of
these Landau bands is that they can becomeflatat particular magneticfieldvalues.
Forflat-bandsone requires that Un = 0 which is equivalent to Ln(X) = 0. In general
the roots to this equation must be solved for numerically. In the quasi-classical limit
where one is at small magneticfieldsand has m a n y Landau bands occupied, the
commensurate magneticfieldvalues atflat-bands,which are determined by the roots
to the equation Ln(X) = 0, m a y however be estimated from the asymptotic formula
for the zeros of the Laguerre polynomial which are given by [112].
XM w
Ae

[*(\.-l/4)]2
4(n + l/2) '

with A =

2 3

(2 1?)
v

'

Here X)Z = K2t%/2 denote the roots of order A e for the Laguerre polynomials with
index n. Equation (2.17) rewritten in terms of the cyclotron radius Rc, gives [17, 18]
2RC = a(Ae - 1 / 4 ) ,

with A e = 1,2,...

.

(2.18)

It gives the condition for electricflat-bandswithin the quasi-classical limit. Equa-
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Figure 2.6: Electric modulation-induced Landau fan diagram for thefirstten (electric) Landau bands (n = 0,1, ...,9).

tion (2.18) is therefore referred to as the (electric) commensurability condition.
At such magnetic field values, the cyclotron diameter, 2Z?C, of electrons at the
chemical potential become commensurate with the artificial modulation period, a.
From this commensurability condition, the corresponding electricflat-bandenergies,
e Ae = (n + l/2)%u)c, m a y be estimated from equation (2.17) where one calculates for
n (and n is not necessarily an integer in this case). T h e result is [34]

£A =

* 8U

A. — -

huj,

(2.19)

Figure 2.7 (a) is a plot of the bandwidth ( B W ) of the electrically modulationinduced Landau band at n = n p (and which is equivalent to the Landau band at
the Fermi energy at T = 0) as a function of the magnetic field. The solid line is
calculated from the exact result of 2|C/nF|. Here the jumps occur due to nF being
an integer which changes discontinuously with the magneticfield.The broken line
is the asymptotic result, obtained within the quasi-classical (ie large n) limit, where
the Laguerre polynomials are well approximated by a cosine in this limit. Formally
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Figure 2.7: (a) Bandwidth of the electric modulation-induced Landau band at the
chemical potential as a function of the magneticfield.Solid line: exact result; broken
line: asymptotic result within the quasi-classical limit, (b) T h efirstfew flat-bands
energies as a function of the external magnetic field. T h e open circles correspond
to those flat-band energies which have been calculated numerically while the solid
lines are for those obtained from the estimate of the flat-band energies as given by
equation (2.19).
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Table 2.1:

Magneticfieldvalues, in tesla-such that B > 0.1 T, for the (electric)

flat- and broad-bands as calculated numerically and from the respectiveflat-and
broad-band conditions. T h e particular parameters used are given in the text.

Flat-bands
Broad-bands
Numerical flat-band condition Numerical. broad-band condition
0.1021
0.1022
0.1146
0.1143
0.1292
0.1295
0.1495
0.1494
0.1765
0.1766
0.2178
0.2158
0.2744
0.2775
0.3998
0.3885
0.6462
0.6475

[25]

BW = 2\Unp\K2vJ-£=-\cos(KRe-n/4)\ .

(2.20)

V 7Til ttc

In (b) thefirstfewflat-bandsenergies as a function of the external magnetic field
are given. T h e open circles correspond to thoseflat-bandenergies which have been
calculated numerically by requiring that UnF = 0 while the solid lines (Ae = 1,2,3
and 4 from right to left) correspond to those energies obtained from the approximate
result given by equation (2.19). The parameters used in both (a) and (b) are Ve = 1
m e V , a — 382 n m and ns = 3.16 x 10 15 m - 2 . The asymptotic results become excellent
within the limit of small magneticfields,which is to be expected.
Broad-bands occur when the dispersion of the Landau bands becomes a maxi m u m , ie dUjdX

= 0. This is equivalent to L$\X)

+ L^X)

= 0 where

L^\x)

are the associated Laguerre polynomials. In the quasi-classical limit, when m a n y
Landau bands are occupied, n — 1 m a y be approximated by n. Here then w e can approximate L^Z(X)

« V£\X)

so that broad-bands occur when L^\X)

« 0. Using

the asymptotic expression for the roots of the associated Laguerre polynomials one
is able to estimate a condition for electric broad-bands as [17, 18]
2RC = a(Ae + 1 / 4 ) ,

with A e = l,2,... .

(2.21)

A comparison of the relative positions in magneticfield(such that B > 0.1 T )
where both flat- and broad-bands occur, between those calculated numerically to
those predicated from either theflat-or broad-band conditions, respectively, are
shown in table 2.1 for typical parameter values. Here ns = 3.16 x 10 15 m - 2 , o = 382
n m and Ve = 1 m e V . W e find that, for typical parameter values of interest, both
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Left portion: Energy spectrum as a function of Kx0

due to a weak

one-dimensional spatial periodic electrostatic modulation imposed on a 2DLS. Here
Ve = 1 m e V , a = 382 n m , ns = 3.16 x 10 15 m " 2 at B = 0.6 T. Right portion: The corresponding D O S , which has been normalised using the unbounded two-dimensional
result of VQ =

Amb/(7rh2).

theflat-and broad-band conditions give very good agreement for the magnetic field
values to those obtained numerically.
The qualitative difference in the energy spectra between the electrically modulated and the unmodulated system will also be reflected in the D O S . As is well
known, in the absence of a modulation the D O S for the 2 D L S consists of a series of
delta functions at energies equal to e n (see section 2.3). The addition of a weak spatially periodic modulation potential however modifies the former delta function like
D O S by broadening the singularities at the energies en into bands. Within first-order
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perturbation theory it is easily calculated as [37]

=

A g y,i-i«-g.i)
"•2* S S ^

- (e - £ „) 2

where 0(x) is a unit Heaviside step function. From equation (2.22) it can be seen
that on either side of the low- and high-energy edges of the broadened Landau bands
exist one-dimensional van Hove singularities, which are of the inverse square root
type, and are responsible for forming a double-peak structure in the D O S . Moreover,
if w e define the centre height of the D O S as its magnitude at e = e n , then from
equation (2.22), one has for the centre height that V(en) = \Un\~lA/(n2£2) for any
particular Landau band index n. Consequently, the centre height for the D O S is
inversely proportional to the bandwidth of the Landau bands. At fixed magnetic
field strengths, since the number of states per Landau band (A/(ir£2)) is independent
of the Landau band index n, oscillations in the bandwidth, as a function of the
magnetic field, will in turn lead to oscillations in the centre height of the D O S .
Henceflat-bandsin the bandwidth .correspond to m a x i m a in the centre height values
while at broad-bands the centre height values correspond to minima.
The energy spectrum E„l , as given by equation (2.16), and the D O S , as given
by equation (2.22), for an additional unidirectional weakly modulated spatially periodic electrostaticfieldimposed on a 2 D L S are shown in figure 2.8. Note that for
the particular parameters chosen overlap between thefirstfew Landau bands has
occurred.

2.6 Two-dimensional Landau system in the presence of a weak spatially periodic magnetic field
modulation
In order to model the experimental systems described in section 2.4.2 we wish to
consider the simplest theoretical description which accounts for the additional effect
of a one-dimensional magneticfieldmodulation on the motion of the electrons. W e
therefore consider a model where only a purely magnetic modulation is present. The
stress-induced electrostatic modulation, which seems to accompany the presently
achievable magnetically modulated systems, is ignored. This therefore allows for
clear comparisons between the two different but analogous cases of purely electric
and purely magnetic modulations to be made.
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In an analogous manner to that for the electrically modulated case, w e consider a
2 D E G confined in the (x, y) plane which is now subjected to the following magnetic
field: B = (B + Bm(x))ez.

Once again B is the external uniform magnetic field

which is applied along the z-direction while Bm(x), which is also applied in the zdirection, is the one-dimensional spatially modulated magnetic field which is taken
to be modulated along the x-direction. For such a magnetically modulated 2 D L S the
single-electron Hamiltonian in the 'effective-mass approximation is given by

The letter 'm' has been used to denote the magnetic modulation. Choosing the
Landau gauge (A = (0,xB + A m (x),0)), where in cartesian coordinates Bm(x)
dAm/dx

=

from the condition that B = V x A , the above Hamiltonian can be rewritten

as
H ^ = H0 + Hm

.

(2.24)

Here H0 describes the Hamiltonian for the 2DLS. It has been solved for in section
2.3. The second term contains those modifications to the 2 D L S due to the additional
magneticfieldmodulation. It is given by

Hm

e
e2
= — (-Py + eBx)Am(x) + —

Am(x)2 .

(2.25)

raj, Amb

As was the case for the analogous electric modulation the eigenvalues and eigenfunctions corresponding to equation (2.24) cannot be solved analytically. Instead, since
we are interested only in a weak magnetic modulation such that B -C Bm(x) we take
Hm to be a small perturbation of the 2 D L S , H0. Calculating the correction to the
energy spectrum due to this modulation perturbatively then, one has to first-order

Ei?y = Enk + En% = (" + 1/2)A«C + AnA*o) • (2.26)
Here A n , n (x 0 ) are the diagonal matrix elements of the magnetic modulation potential
and are given by
An<n(x0) = (n,x0\Hm\n,x0)

.

(2.27)

Taking the discrete Fourier transform of the modulated magnetic vector potential

AM = Z(Am)i<etKx (2-28)
K
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and
A m (x) 2 = A m (x)A m (x) = J2 (Am)K(Am)K,e«K+K>

,

(2.29)

K,K>

where K, K' = 0, ±2ir/a, ±47r/a,... and a is the periodicity of the magnetic field
modulation, the matrix elements, as given by equation (2.27), can be calculated
after extensive integration. Thefinalresult is (see Appendix B)
An,n(x0) = Aia}n + A^n , (2.30)
where
Ai

nt = || £ K{Am)Ke^ [/#>(*) + Lnllx{X)} exp(-*/2) (2.31)

and
,2

e
4?i = 2m7 E

(A m )^(A m )^ e '^+^^exp(-z 2 /4)L n (z 2 /2) .

(2.32)

Here z = £{K + K').
By restricting our attention to the case where the magneticfieldmodulation is
purely harmonic in form, namely
Bm(x) = Bmcos(Kx) (2.33)
such that Am(x) = Bmsin(Kx)/K, the Fourier component for the magnetically
modulated vector potential ( A m ) ^ takes on the explicit form (A m )# = Bm[8K,K' —
SK,-K']/(2IK').

A closed form expression for the eigenvalues, tofirst-orderin the

perturbation theory, then follows from equation (2.30). The result is [25, 31]
E<$> = (n-rl/2)huc + hum/2{L£\X) + LnlZ(X)}exp(-X/2)cos(Kx0)
+-^^[l-cos(2Kx0)exp{-2X)Ln(4X)}

,

(2.34)

4rajilA

where we have written u>m = eBm/mb

in analogy to the cyclotron frequency uc.

Note that the abovefirst-ordercorrected energy spectrum contains a term which
is dependent on the square of the modulation amplitude. Since we are only interested
in the case of weak modulations all terms of order B^ and greater will be neglected.
One is therefore able to write [24, 26]
Bit = (n + l/2)huc + Vn cos{Kx0) , (2.35)
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Figure 2.9:

Magnetic modulation-induced Landau fan diagram for the first nine

(magnetic) Landau bands (n = 0,1,...,8).

in direct analogy with the case for a weak electric modulation. Here Vn =
[Ln\x) + ^n-i(x)

ex

hum/2

p(-,Y/2) and has appeared in the literature written in several

different but equivalent ways [113]. Again, exact numerical diagonalisation calculations [27] have shown that thefirst-orderapproximation is excellent for the case of a
weak modulation, provided B > 0.1 T, particularly at large Landau band indices.
In an analogous fashion to that of the electrically modulated system, the application of a weak magnetic modulation similarly broadens the formerly sharp Landau
levels into bands, so-called (magnetic) Landau bands which are centred about the
equally spaced Landau levels. In this case the bandwidth of the Landau bands will be
approximately given by 2|I4| and will once more have an oscillatory dependence on
the Landau band index n such that the induced-broadening of the energy spectrum
is non-uniform.
In figure 2.9 we show the magnetic modulation-induced Landau fan diagram,
as obtained from equation (2.35), for thefirstnine (magnetic) Landau bands. O n
the other hand, figure 2.10 depicts how the energy spectrum for free electrons in
two dimensions transforms from (left) a continuous energy spectrum found in an

§2.6

32

B= 0
Ve(x)=Bm(x)=0

B^O
Ve(x)=Bm(x) = 0

B^O
V 9 (x)^O^B m (x)

• * " * vf

Energy

. •' |§||||:|:|||

fr^c

'•-

Figure 2.10: Schematic energy spectrum diagrams depicting the change in the energy
spectrum of a system as one goes from (left) a continuous energy spectrum found in
an unbounded free 2 D E G to, (middle) the discrete magneticfieldinduced Landau
levels resulting from applying an external magneticfieldto, (right) the modulationinduced broadening of the Landau levels into bands resulting from an additionally
applied one-dimensional weak modulation potential which is spatially periodic.

unbounded free 2 D E G to, (middle) the discrete magneticfieldinduced Landau levels
resulting from applying an external magneticfieldto, (right) the modulation-induced
broadening of the Landau levels into bands resulting from an additionally applied
one-dimensional modulation potential which is both spatially periodic and weak.
In passing it is interesting to note the following correspondence between the
modulation-induced part of the energy spectrum for either case [31]. If, say, we let
Fn(X)

= exp(-X/2)Ln(X)

for the electric case, such that Efy

= sn +

cos(Kx0), then for the magnetic case one has En™* = en+hujmGn{X)
Gn{X)

VeFn(X)

cos(Kx0) where

= exp(-x/2) [ ^ ( x ) + -^l-i(x) / 2 such that the correspondence between

the two is namely: Gn{X) =

-dFn(X)/dX.

Substantial quantitative differences between the two modulation types do however
exist. In the case of the magnetic modulation, the modulation-induced bands become
flat when Vn = 0, which is equivalent to V£\X)

+ LZZ^X)

= 0, and must be

determined numerically. In the quasi-classical limit where one has m a n y Landau
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Table 2.2: Magneticfieldvalues, in tesla such that S > 0.1 T, for the (magnetic)
flat- and broad-bands as calculated numerically and from the respectiveflat-and
broad-band conditions. The particular parameters used are given in the text.
Flat-bands
Numerical flat-band condition
0.1146
0.1495
0.2178
0.3998

0.1143
0.1494
0.2158
0.3885

Numerical

Broad-bands
broad-band condition

0.1032
0.1306
0.1815
0.2841

0.1022
0.1295
0.1766
0.2775

bands occupied these roots are well approximated by setting n — 1 ~ n together
with employing the asymptotic expression for the roots of the associated Laguerre
polynomials. W h e n this is done one then finds they have an identical equation to
solve as was the case for electric broad-bands. T h e (magnetic)flat-bandcondition
then follows [24]
2RC = a(Xm +1/4), with Am = l,2,... . (2.36)

Notice the similarity in form between the above magnetic flat-band condition and t
corresponding electric broad-band condition as given by equation (2.21). Equation
(2.36) is referred to as the (magnetic) commensurability condition.
Figure 2.11 is the same asfigure2.7 except n o w for the case of a weakly modulated
magnetic system. Here the bandwidth is given by [24]
BW = 2\VnF\ » 2hum fe) ]j^- | sm(KRc - TT/4)| . (2.37)
The parameters used in both (a) and (b) are Bm = 0.04 T, a = 382 nm and
n3 = 3.16 x 10 15 m ~ 2 . Compared to the electric case the bandwidth for the magnetic
case is shifted in phase by 90° and contains an additional prefactor of kpa/(2Tr) in
its amplitude.
For broad-bands on the other hand, the dispersion of the energy spectrum is
greatest.when dVjdX

= 0, which is equivalent to [nL^(X)-(n

+ l)Ll1tl1(X)]/X-

Ln(X)/4 = 0. In the quasi-classical limit the roots are this time well approximated by
setting n i l ~ n at large n together with using the asymptotic expression for the roots
of the associated Laguerre polynomials. In this case nL)^'(X) « (n +

l)Ln_x(X),
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Figure 2.11: (a) Bandwidth of the magnetic modulation-induced Landau band at
n = np as a function of the magnetic field. Solid line: exact result; broken line:
asymptotic result within the quasi-classical limit, (b) T h efirstfewflat-bandsenergies as a function of the external magneticfield.T h e open circles correspond to those
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for those obtained from the estimate of the flat-band energies as given by equation
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Left portion: Energy spectrum as a function of Kx0

due to a weak

one-dimensional spatial periodic magnetic modulation imposed on a 2DLS. Here
Bm

= 0.04 T, a = 382 n m , ns = 3.16 x 10 15 m " 2 at B = 0.6 T. Right portion:

The corresponding D O S has been normalised using the unbounded two-dimensional
result of V0 =

Amb/(wh2).

so that w e approximately have Ln(X) « 0, and is equivalent to the case for electric
flat-bands. T h e (magnetic) broad-band condition then follows [24],
2RC = a(A m - 1/4),

with

A m = l,2,

(2.38)

and is once more identical to the electric flat-band condition.
A comparison between the relative positions in magneticfieldvalues where both
flat- and broad-bands occur, as calculated both numerically and using theflat-and
broad-band conditions, for typical parameters (n3 = 3.16 x 10 15 m ~ 2 , a = 382 n m
and Bm

— 0.04 T ) are given in table 2.2. Agreement between the two is strong

but not as strong as that found for the case of an electric modulation since here
additional approximations in the quasi-classical limit need to be m a d e before arriving
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at equations (2.36) and (2.38).
Once more, from the magnetic flat-band condition, the corresponding magnetic
flat-band energies, e\m = (n + l/2)hu>c, m a y be estimated as
£Am = r (7) f Am + ]-) huc . (2.39)
8 \£J

V

m

4

The D O S for the magnetically modulated system is obtained by substituting Vn
for Un into equation (2.22). In general then, for either modulation type, we m a y
write [67]

m^tT!Zls'eA) • ^
wH

»=o V(A<<¥ - (£ - en)2

where for brevity we have written
A { ? } _ i Un , <r=e
\ K , c;=m '
W e note that the oscillations in the centre height of the D O S for the magnetic
modulation case (which is likewise inversely proportional to the bandwidth of their
Landau bands) are out-of-phase with those corresponding to the electric modulation
case. That is to say that maxima in the centre height values of the D O S for the
magnetic case correspond to minima in the centre height values of the D O S for the
electric .case, and vice versa, and is due to the oscillations in the respective bandwidths
for either case being out-of-phase with one another.
The magnetic modulation-induced energy spectrum, as given by equation (2.35),
and it corresponding D O S are shown for typical parameters infigure2.12.

Chapter 3
Equilibrium ther mo dynamical
properties
In this chapter we present a detailed analysis of the equilibrium thermodynamical
properties of our weakly modulated systems. W e begin by outlining the formalism
associated with those thermodynamic quantities in which w e are interested in. Next
w e describe and discuss results for the equilibrium thermodynamic quantities which
apply to the non-interacting 2 D L S . This is then followed by a systematic investigation
into the influence of an additional spatially periodic modulation potential, which is
weak and either electric or magnetic in nature, on the equilibrium thermodynamic
properties for the non-interacting 2 D L S . W h e r e possible, asymptotic results within
the quasi-classical limit of small magneticfieldsand small butfinitetemperatures
are also given.

3.1 Introduction
In the following we present detailed calculations for the electronic contribution to
the equilibrium thermodynamical properties for the following three systems: (a) a
2 D L S , (b) a 2 D L S which is subjected to an additional weak unidirectional spatially
periodic electric modulation, and (c) a 2 D L S which is subjected to an additional
weak unidirectional spatially periodic magnetic modulation. In all cases, the effect
of Coulomb interactions between the electrons will be considered to be small such
that within this limit they can be ignored. In particular, a detailed study of the
chemical potential, internal energy, Helmholtz free energy, electronic entropy, electronic specific heat, orbital magnetisation and orbital magnetic susceptibility for all
such systems are given.
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A complete theory for electrons in semiconductors does not yet exist. In the
absence of such a complete theory then, w e employ the simplest model for a 2 D E G
which is achievable in semiconductor systems and which also allows for analytical
calculations. Namely, w e consider free non-interacting electrons, which lie in the
(x, y) plane, within a single-electron approximation and take the conduction band to
be parabolic and circularly symmetric. That is, w e use what is commonly referred to
as a homogeneous non-interacting electron gas model. T o this a quantising magnetic
field is applied perpendicular to the plane of the 2 D E G (ie along the z-direction)
while an additional spatial potential is periodically modulated along the x-direction.
Spin degeneracy of an electron is included but not the spin-splitting since w e are
primarily interested in the behaviour of the system pertaining to small magnetic
fields where the splitting arising from spin m a y be ignored relative to the splitting
between adjacent LL's.

3.2 Formalism
Consider an ensemble of electrons, forming an ideal Fermi gas, which are confined
in two dimensions to a plane of area A. Since electrons are fermions and thus obey
Fermi-Dirac statistics, the average occupation number of a single-particle state, s, is
given by [114]
ns =

T

v

(3.1)

exp(^)+l
where es is the energy of the quantum state s as given by the solution to the singleparticle Schrodinger equation, p is the chemical potential1, while T is the absolute
temperature. T h e total number of particles (in our case electrons), N, in the system
is therefore given by

* = £*. = £ * • (3.2)

* ex P(lrfJ+ 1
For a general thermodynamic system, energy which is stored and retrievable in
the form of work is said to be the free energy. For any given thermodynamic system
then, there will be m a n y different forms of the free energy as there are combinations
of constraints2. T w o c o m m o n forms of the free energy are the total internal energy,
1

Is sometimes also called the Fermi level or the Fermi potential.
Possible constraints of the system include A (area), N (number of particles), P (pressure), etc.
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U, and the Helmholtz free energy, F. T h e total internal energy for our ensemble of
electrons is given by

U = J2 esns = ]T
•

ex

(3.3)

P te) +1

while the Helmholtz free energy is given by [115]

F =

Np-kBT^og 1 -fexp ^
kBT

(3.4)

If the confining area is sufficiently large, one m a y define a single-particle D O S ,
£>(e), which gives a measure of the number of particles which can occupy a given
energy range Ae. For such a situation the summation over the single-particle states
appearing in equations (3.2)-(3.4) m a y be converted to an integral [116] by the
following substitution
£ ( • " ) - • /<fc*>(e)(-") •

(3.5)

J

s

In terms of the D O S , equations (3.2)-(3.4) will n o w read
/•oo

(3.6)

N = / V(e)f(e)de ,
Jo
U=

/
Jo

eV(e)f(e)de

(3.7)

and
/•oo

F = pN -kBT
Jo
Here /(e) = ex P

(gf) + l

i-i

p—e
V(e) ln 1 + exp
~k^T

de

(3.8)

is the Fermi-Dirac distribution function.

The Helmholtz free energy is a very important computational function since it
offers one of the easiest of methods for finding other thermodynamical properties of
the system (as derivatives of F) once one has determined how to calculate F from
the energy eigenvalues for the particular system [117]. In addition to this and the
internal energy, another important quantity can be defined. T h e entropy, 5, which
can be interpreted as a measure of the degree of disorder present in the system; the
greater the entropy the greater the disorder present in the system; can be defined as
follows

3

— £

(3.9)
A,N

T h e specific heat , C, is a measure of the amount of heat needed to raise the
temperature of a system by a given amount. It is given by a twofold differentiation
3

Or heat capacity.
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of the Helmholtz free energy with respect to the temperature as follows

—(SL-'(S)„
and corresponds to a thermal response function of the thermodynamical system.
Physically, the specific heat is of immense importance since it enables one to directly
probe the entropy of the system which would otherwise be difficult to obtain from
direct measurement.
In a external magneticfieldtwo further quantities are able to be defined in terms
of a single- and twofold derivative of the Helmholtz free energy with respect to the
external magneticfieldB [115]. T h e magnetisation, M , is defined as

—(S)„
while the (isochoric) magnetic susceptibility, x> is related to the Helmholtz free energy
of the system as follows

(d2F\

x

(dM\

=-(^L=UL .

,

N

(312)

and tells one h o w the magnetisation of the magnetic system changes as one changes
the externally applied magneticfieldatfixedA and N. It corresponds to a mechanical
response function for the magnetic thermodynamic system. In passing w e will note
that the response functions are the thermodynamic quantities most directly accessible
to experiment [118].
Investigation of the equilibrium thermodynamical properties of a given system
are also able to provide independent, but indirect, information on the D O S for the
particular system if one is able to assume that the effect of electron scattering can be
considered only of secondary importance. Such information will only ever be indirect
since any given thermodynamic quantity involves an integral over the D O S as seen
from equations (3.6)—(3.8).

3.3 Two-dimensional Landau system
The application of a homogeneous external magnetic field on our model 2D EG
system leads to significant qualitatively changes in the equilibrium thermodynamic
properties over that for the unbounded 2 D E G in the absence of an externally applied magnetic field. Such is the case since the continuous energy spectrum of the
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formally unbounded electrons becomes discrete, that is quantised, in the presence of
a quantising magnetic field.
T h e uniqueness of the discrete L L energy spectrum produced by a quantising magneticfieldallows for a whole class of interesting oscillatory phenomena in 2 D EG's
to be found in both the thermal and transport properties of such systems at low temperatures; referred to as quantum magnetic oscillations or magneto-oscillations. In
particular, the periodicity in the inverse magneticfieldfor these magneto-oscillations
in such a diverse array of quantities of the system is most striking. T h e cyclic
variation of the magnetic susceptibility (thermal property) as a function of the inverse magneticfieldis k n o w n as the de Haas-van Alphen ( d H v A ) effect [119] while
the cyclic variation of the longitudinal magnetoresistance (transport property) as a
function of the inverse magneticfieldis k n o w n as the Shubnikov-de Haas effect [120]
after their initial experimental co-discovers of such effects in conventional metals.
With this in mind, any general magneto-oscillations found in the thermal properties
of such systems other than the magnetic susceptibility will hereafter be referred to
as dHvA-type oscillations.
T h e thermodynamic properties of the 2 D L S have been calculated most completely, in a series of papers in the mid-1980's, by Wlodek Zawadzki. Initially he
used a D O S obtained from the simplest model for a 2 D E G in a perpendicular
magneticfieldwith no broadening, namely a D O S in the form of Dirac delta functions (equation (2.8)) to calculate the chemical potential and orbital magnetisation
[121] and the magnetisation and magnetic susceptibility (both orbital and spin parts)
asymptotically in the limit of vanishing magneticfields[122]. Later on this work was
extended to a D O S which contained broadening phenomenologically in the form of a
s u m of Gaussian peaks in order to calculate the chemical potential, electronic entropy,
electronic specific heat and the orbital magnetisation [13, 123, 124, 125]. Interestingly however, the T = 0 results for the 2 D L S were described as early as 1933 by
Peierls [126] in connection to the d H v A effect for a conventional three-dimensional
metal in an external magnetic field. Here he modelled the three-dimensional metal
as a two-dimensional free electron gas by ignoring the motion of the electrons along
the magneticfielddirection.
Not long after the initial theoretical predications of Zawadzki, dHvA-type oscillations were observed in the magnetisation [14] and the specific heat [15, 132, 133]
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of two-dimensional electronic systems formed in multilayered heterostructures.
In other theoretical considerations of the equilibrium thermodynamical properties
for the 2 D L S , Oji [127] calculated the orbital magnetisation from a D O S consisting
of semi-ellipses as obtained from the self-consistent Born approximation ( S C B A )
[128] while MacDonald, Oji and Liu [129] calculated the electronic entropy, chemical
potential, electronic specific heat and magnetisation where the combined effects of
both disorder scattering; included via a semiphenomenological S C B A ; and interactions between the electrons; included via a Hartree-Fock approximation [130]; were
considered.
Since w e consider the additional modulation potential of our modulated systems
as being only a weakly perturbed 2 D L S , accordingly w e shallfirstlydiscuss the
thermodynamic properties of the unperturbed system. This is done here within the
simplest model for the 2 D L S , as described in the introduction, using a D O S as given
by equation (2.8). For completeness, w e calculate the chemical potential, Helmholtz free energy, internal energy, electronic entropy, electronic specific heat, orbital
magnetisation and orbital magnetic susceptibility; some, but not all of these quantities have already been calculated by Zawadzki. Furthermore, asymptotic results
pertaining to the quasi-classical limit of small magneticfieldsand small but finite
temperatures for the chemical potential, Helmholtz free energy, orbital magnetisation
and the orbital magnetic susceptibility are also given, which w e believe to the best
of our knowledge have not been presented elsewhere before and clearly show the
oscillatory dependence of these thermodynamic quantities as a function of magnetic
field.

3.3.1 Chemical potential, internal energy, Helmholtz free
ergy
In the presence of an external magneticfield,B, the chemical potential will in general
be dependent on it. Forfixedtotal number of electrons, substitution of equation (2.8)
for the D O S into equation (3.6) leads to [121]
OO

^

-I

r

exp
n=0 L " V

+1

(3.13)

kBT

which is an equation determining the magnetic- and temperature-dependent chemical
potential p = p(B, T) only implicitly and, in general, must be solved for numerically.
Here en = (n + l/2)hujc are the eigenvalues for the 2 D L S and thus correspond to
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the L L energies. Its behaviour is most clearly explained upon consideration of the
T = 0 result. For this special limiting case the summation appearing in equation
(3.13) over infinitely m a n y LL's is able to be evaluated in closed form and one is
able to write explicitly for the chemical potential as
p{B,0) = {nF + l/2)huc . (3.14)
Here np gives the index at the highest occupied L L and was defined on page 14.
T h efirstterm appearing in equation (3.14) corresponds to the Fermi energy in the
absence of a magneticfield,however is modified in the presence of a magnetic field
over that of its zero magneticfieldresult of e°F = /i27rns/m&, except at integer filling
factors where the two become identical. T h e second term is an additional term
arising due to the external magnetic field. T h e magnetic-field-dependent chemical
potential, at zero temperature, for the 2 D L S is therefore seen to be pinned to the last
occupied L L except at integerfillingfactors and oscillates about the Fermi energy
at zero magneticfield,eF, with extrema given by e°F ± h~uc/2. At zero temperature
then, p(B, 0) defines the energy of the uppermost occupied LL.
In figure 3.1 w e plot the chemical'potential as a function of the magnetic field
for ns = 3.16 x 10 1 5 m - 2 at three different temperatures (solid line: T = 0; broken
line: T = 2 K; dashed line: T = 6 K ) . Figure 3.1 shows the well-known sawtooth
oscillatory behaviour for the chemical potential as a function of the magnetic field.
With increasing magneticfieldthe chemical potential at zero temperature increases
in proportion to h~u>c and then drops suddenly. T h e sharp drops occurring in p(B,0)
result from rapid depopulation of the electrons to lower LL's as one passes through
integerfillingfactors since between adjacent LL's the D O S goes to zero. The electron transfer to lower LL's is able to take place since the degeneracy of the LL's,
increases with increasing magneticfieldstrengths (since gLL = (2TT£2)~1).

At finite

temperatures, the sharp sawtooth form in the chemical potential is smoothed over
while in the limit of vanishing magneticfields,the dHvA-type oscillations present
in p(B,T)

are no longer resolved as the chemical potential tends to the zero tem-

perature and magneticfieldvalue given by eF. This is to be expected since in this
limit the characteristic feature responsible for the magneto-oscillations in the first
place, namely the discreteness of the energy spectrum, becomes quasi-continuous as
the energy spacing between adjacent LL's becomes very small. This is particularly
so atfinitetemperatures when the L L energy spacing, huc, becomes less than the
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Figure 3.1: Chemical potential as a function of the magneticfieldat three different
temperatures for the 2 D L S . Here a constant electron concentration of ns = 3.16 x 10 15
m - 2 has been used.

thermal energy, kBT.
The.chemical potential oscillates in a regular manner with respect to the inverse
magneticfield.Its period is determined by the difference between adjacent extreme
in the chemical potential (ie the difference in magneticfieldstrengths between consecutive integerfillingfactors). It is given by

1
,5 J

(3.15)

nh~ns

For the internal energy, substitution of equation (2.8) for the D O S into equation
(3.7) gives

A ^ f (en-p

U =

exp

TX£2 n=0

kBT

+ 1

(3.16)

Here U can only be determined once p is known. Moreover, atfinitetemperatures
the s u m over contributions from infinitely m a n y LL's cannot in general be evaluated
in closed analytic form. If however w e again consider the special case of T = 0, then
equation (3.16) reduces to
A_
U =

n£

2

n

F + VF&np + 1)

JlUJr,

(3.17)
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T h e first term appearing in equation (3.17) corresponds to the energy of the
electrons up to the Fermi level and is modified in form due to the presence of the
magneticfieldover that of the zero magneticfieldresult of U0 = NeF/2

except again

at integerfillingfactors. Meanwhile, the second term appearing in equation (3.17)
corresponds to the change in energy arising from the transfer of electrons at the
Fermi level with changing magnetic fields. Such a contribution is always positive.
At integerfillingfactors, one has up = 0 and nF = u, so that U = Ne°F/2 = U0 while
for afillingfactor of less than one, ie B > Trh~ns/e such that nF = 0, U =

Nhuc/2.

As the magneticfieldincreases, at T = 0, electrons which are pinned to the last
occupied L L are drawn up to higher energies as the chemical potential increases with
increasing magnetic field. This increases the total internal energy of the electrons
to some local m a x i m u m . However, with increasing magneticfieldsis an associated
depopulation of electrons from the highest occupied L L to lower LL's. A s the magneticfieldcontinues to increase towards integerfillingfactors, emptying of the last
partially occupied L L continues. This results in a diminishing number of electrons
having higher energies. T h e internal energy thus begins to drop, reaching a m i n i m u m
at integerfillingfactors. This gives rise to a downward-pointing cusp at integer filling
factors. T h e oscillations which result in the internal energy are regular and thus of
the dHvA-type which are periodic in the inverse magnetic field.
Infigure3.2 w e have plotted U as a function of B for three different temperatures
(T = 0: solid line; T = 2 K: broken line; T = 6 K: dashed line). It is seen from figure
3.2 thatfinitetemperatures have the effect of smoothing out the sharp downwardpointing cusp occurring in the internal energy about integerfillingfactors together
with washing away the dHvA-type oscillations in the limit of B —> 0. Furthermore,
in the limit of small magneticfields,the internal energy atfinitetemperatures is
noticeably larger than its corresponding T = 0 result. Such a result is expected
since as the thermal energy, kBT, becomes larger than the L L separation energy
of, hu>c. Thus electrons no longerfillup to the chemical potential, as was the case
at T = 0, but instead are able to occupy higher energy states above the chemical
potential. This therefore has the effect of increasing the total overall internal energy
of the electron gas.
For the Helmholtz free energy, substitution of equation (2.8) into equation (3.8)
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Figure 3.2:

T=0
T=2K
T=6K

Normalised internal energy as a function of magneticfieldat three

different temperatures for the 2DLS.

gives [121, 122]

F=

A °°
1 + exp
»N-kBT—j:in
TT£2 n=0

kBT

(3.18)

Again, atfinitetemperatures the result cannot be expressed in closed formed. As
expected, at zero temperature, equation (3.18) for the Helmholtz free energy reduces
to the internal energy as given by equation (3.17)4.
Infigure3.3 w e have plotted F as a function of B for three different temperatures
(T = 0: solid line; T = 2 K: broken line; T = 6 K: dashed line). The Helmholtz free
energy result departs from that for the internal energy atfinitetemperatures. Here
the most noticeable feature is the decrease in the Helmholtz free energy, at finite
temperature, as one tends to small magneticfieldsaway from the zero magnetic field
result of F0 = NeF/2

= U0.

3.3.2 Entropy and specific heat
The electronic contribution to the entropy, Se\, is most expeditiously obtained from
the previous results calculated for the internal energy, U, and the Helmholtz free
4

B y definition, the Helmholtz free energy F is related to the internal energy U by F = U — TS.
At T = 0 it is immediate that F = U must be the case.
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Figure 3.3:

Normalised Helmholtz free energy as a function of magneticfieldat.

three different temperatures for the 2 D L S .

energy, F, via Sel = {U - F)/T. W e find

Se\ = kB

A
•K£2

°°

E In

-1

1 + exp P~£n

k BT

kB T

n=0

exp,^ l + 1
(3.19)

T h e contribution to the electronic specific heat, Cei, can n o w be immediately obtained upon differentiating Se\ with respect to T in accordance with equation (3.10).
Remembering that the chemical potential itself is also temperature dependent, w e
find

a
where

Sfl

TT£2

U- L0

(3.20)

( en-n\r
\kBT

Lr = E ex
-° [ P (^) + l]
has been introduced.
Figure 3.4 shows the electronic specific heat as a function of the magnetic field
at two different temperatures (T = 2 K: solid line; T = 6 K: broken line). From this
figure, the contributions to the electronic specific heat which are seen as sharp spikes
correspond to inter-level thermal excitations provided the temperature is not too low.
Here the electrons m a k e transitions, between states associated with different LL's, to
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Figure 3.4: Electronic contribution to the specific heat as a function o
field at two different temperatures for the 2DLS. The y-axis has been normalised
using kBN so as it appears dimensionless.

unoccupied states. They are particularly prevalent at low magnetic field
about Integerfillingfactors. Their sharpness follows from the chemical potential,
atfinitetemperature, 'jumping' between two LL's about integerfillingfactors. As
one goes to higher magneticfields,since the energy separation between adjacent
LL's, hu>c, becomes significantly greater than the thermal energy kBT, the system
progressively is unable to absorb such low energy thermal excitations, leading to a
diminishing contribution to the electronic specific heat, except about integer filling
factors where there is a sudden change in the chemical potential. Note that Ce\ —>• 0
when either T —> 0 or in the limit of very large magneticfieldstrengths.
Figure 3.5 shows the entropy as a function of the magneticfieldfor two different
temperatures (T = 2 K: solid line; T = 6 K: broken line). The dHvA-type oscillations
are clearly in evidence for this thermodynamic quantity whose amplitude of oscillation diminishes with decreasing magneticfieldstrength. At large magnetic fields,
where the inter-level contribution to Ce\ is negligible, the electronic entropy vanishes
to zero at those magneticfieldvalues corresponding to integerfillingfactors whereas
at lower magneticfieldstrengths, where the inter-level contribution to Ce\ becomes
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Figure 3.5: Electronic contribution to the entropy as a function of magnetic field
at two different temperatures for the 2 D L S . Again, the y-axis has been normalised
using kBN

so as it appears dimensionless.

significance, the electronic entropy at integer filling factors becomes a positive
zero minima. T h e distance between respective minima in .S^i defines the period of
oscillation which is, as to be expected, periodic in the inverse magnetic field. Note
that as T —> 0, S —>• 0 in accordance with the third law of thermodynamics [131].

3.3.3 Magnetisation and magnetic susceptibility
According to classical mechanics and classical statistics it is k n o w n that the Helmholtz free energy for a system of charged particles does not depend on the magnetic
field [134]. Hence the magnetisation and the magnetic susceptibility vanish accordingly and is the result entailed in the Bohr-van Leeuwen theorem [135]. Qualitatively
this is expected since according to classical mechanics the energy of a charged particle
is unaffected by an external magneticfieldand hence the Helmholtz free energy will
be independent of the magneticfield.However, according to quantum mechanics the
energy of a charged particle in an external magnetic field is modified compared to
the classical result and are dependent on this field. It is therefore clear from this
theorem that any non-zero contribution to either the magnetisation or the magnetic
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susceptibility for a system in thermal equilibrium must be due to quantum mechanical effects alone. In an external magneticfield,quantum effects arise from the
quantising of the orbital motion of the electrons.
In the main, the magnetic properties of a system are due to the electrons present in
the system. In the presence of an external magneticfieldtwo effects are important for
the magnetic properties of the system. Namely: (a) the electrons m o v e in quantised
orbits in the magneticfield,and (b) the spins of the electrons tend to align parallel
to the direction of the magneticfield.T h e orbital motion of the electrons gives rise
to a contribution to the orbital magnetisation and the orbital magnetic susceptibility,
while the alignment of the electrons' spin with the external magneticfieldgives rise to
an additional spin magnetisation and spin magnetic susceptibility. This additional
spin part is not considered here since, as mentioned previously, w e are primarily
interested in the results at small magnetic fields.
Observing that the chemical potential is itself dependent on the magnetic field,
applying equation (3.11) to the 2 D L S w e find
kBT A
A ^
- J<
ksT

r
r

/ „ _ cn\\M
(p-e

cn \
r
e

/,
„\
fen_-n\

n-r

(3.21)

At T = 0 the above equation for the orbital magnetisation is able to be written in
the following closed form of [126, 136, 137]
M = NpB

2nF

-{nF + 1) - {2nF + 1)

.ir£2ns

(3.22)

where p*B = eh/(2mb) is the effective Bohr magneton 5 . Here w e see that the magnetisation, at T = 0, as a function of the magneticfieldexhibits characteristic cyclic
sawtooth oscillations about the zero position. They are of the dHvA-type, of constant
amplitude with extrema occurring at the magnetically independent values of ±Np*B.
At finite temperatures w e see that the oscillatory behaviour in the magnetisation
persists and remains symmetric about the zero position. However, atfinitetemperatures the sharpness of the sawtooth form of the oscillations at T = 0 about integer
filling factors is gradually smoothed over with increasing temperatures so that the
oscillations become m o r e sinusoidal in form. Also, the amplitude of the oscillations
decreases with decreasing magneticfield,vanishing in the limit of B —> 0. This is
to be expected since in this limit the spacing between adjacent LL's becomes very
'One Bohr magneton corresponds to the magnetic m o m e n t associated with a single electron.
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Figure 3.6: Normalised orbital magnetisation as a function of magneticfieldat three
different temperatures for the 2 D L S .

small. A s a result the energy spectrum passes over into a quasi-classical continuum
where the Bohr-van Leeuwen theorem is expected to be valid.
In figure 3.6 w e have plotted the orbital magnetisation as a function of the magneticfieldfor the three different temperatures o f r = 0,T = 2 K and T = 6 K. Here
M0 = Np*B.
Finally, the electronic contribution to the orbital magnetic susceptibility, x> is
obtained by a twofold differentiation of the Helmholtz free energy with respect to
the magneticfield,in accordance with equation (3.12). Recalling at the same time
that the chemical potential is itself dependent on magneticfield,we obtain the final
result of
A
X =

1

n£2 B2 [kBT

r2-

(^y

-2 7i ~

7oFi

where w e have introduced

(enrexp(^)

rr = E
" [exP (*?) + \
and

kBT

(7o) 5

(3.23)
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Figure 3.7:

Normalised orbital magnetic susceptibility as a function of magnetic

field at three different temperatures for the 2 D L S .

Once again the evaluation for the special case of T — 0 facilitates a closed analytic
expression for the orbital magnetic susceptibility. Namely [137]

NpB 2nF
X =

B

•(np + 1)
n£2na

(3.24)

and is independent of the external magneticfield.In the limit of large magnetic fields,
iefillingfactors less than one, x = 0 at T = 0. Note also that in the limit of B —> 0,
X —> co at T = 0. Immediately one sees from equation (3.24) that for any value
of the magneticfield,x > 0 and so the 2 D L S at zero temperature is paramagnetic.
At T ^ O K the orbital magnetic susceptibility can have either sign over a range
of magneticfieldvalues. Thus such a system m a y be either diamagnetic (x < 0)
or paramagnetic (x > 0). In fact, about integerfillingfactors, at very small but
finite temperatures, the system will be strongly diamagnetic. Furthermore, at finite
temperatures, B —> 0 gives vanishing contribution to the d H v A oscillations present
in X] such that in this limit x —* 0; and is again expected on grounds of the system
passing over to the quasi-classical continuum where the Bohr-van Leeuwen theorem
is expected to apply.
In figure 3.7 w e have plotted the orbital magnetic susceptibility as a function of
the magneticfieldfor the three different temperatures o f T = 0,T = 2 K and T = 6
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K. Here Xo = Np*B/B.

3.3.4 Asymptotic expressions
In this section we derive asymptotic expressions for the Helmholtz free energy, chemical potential and the orbital magnetisation which are valid for small butfinitetemperatures (ie kBT < p.). W e also give an asymptotic expression for the orbital magnetic susceptibility which is further restricted to small magneticfields.From such
expressions one is able to identify the oscillatory terms responsible for the dHvA-type
oscillations found to be present in the thermal quantities, and which explicitly show
for the inverse periodicity in magneticfieldof such oscillations. W e believe, to the
best of our knowledge, that such an attempt is to be afirst.Previously [122], asymptotic expressions for the orbital magnetisation and the orbital magnetic susceptibility
only have been given in the literature, atfinitetemperatures, but within the limit
of vanishing magneticfieldstrengths. In this particular case they were quite unable
to describe for any oscillatory effects occurring in either of these thermal quantities
as a function of magneticfield.Terms governing the temperature dependence of the
dHvA-type oscillations are also identified and discussed.
As our starting point we shall derive an asymptotic expression for the Helmholtz
free energy from equation (3.18). Taking as our lead the approach which has been
successfully employed in the corresponding three-dimensional Landau system [138],
to the summation over all LL indices n appearing in F we apply Poisson's summation
formula [139]; namely
00

fOO

TOO

°°

Y, f{n + 1/2) = / f{x) dx + 2 S ( - l ) s / f{x) cos(2ixxs) dx
J0

71=0

(3.25)

J0

S=l

where f(x) is an arbitrary continuous function. Upon applying this formula, equation
(3.18) can be rewritten as

(kBTf A /~
fiuc ir£z J-n/(kBT)
A

°°

-2kBT-2U-lYJ

r°°

>n

L

1 P — xhu,
1 + exp ' kuT

cos(2nxs) dx (3.26)

where in the first integral the following change of variable has been ma
(xhuc - p)/(kBT). The second integral appearing in equation (3.26) is able to be
evaluated analytically, atfinitetemperatures, under the assumption that 2kBT -C p
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(see Appendix C ) . T h efinalasymptotic result for the Helmholtz free energy within
this limit then is

pN

(kBT)2

A

OO

A huc

ln 1 + e
K£
huc
ir£2
T)
du
A_ °° {-l)s •v/{k
cos[2ixpl(huj
B
c) s)
B Id2 , , s smh[2TT2kBT/(huc) s]
/

2

exp

2

2TT

kBT

+ 1

£

(-i)1

«=i

+k T^Yl

(3.27)

Noting that

Y[—Z- = (2^-l)((n)
6

3=1

where C,(n) is Riemann's zeta function [140], when n = 2 the leading summation
appearing in equation (3.27) can be s u m m e d analytically to give -7r2/12 [141]. Thus
equation (3.27) simplifies to
(kBT)2

+

A

A h~uc
duln l+e~ u +
h~uc ir£ / n/{k T)
^ ~ 2 T exp
B
A °° (—l)s cos[2irp/(hu)c) s]
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P
+1
kBT

2

r

*» ^S

Within the limit of 2kBT

s

(3.28)

smh[2iv2kBT/(hujc) s]

-C p then, the asymptotic result for the orbital magnet-

isation is found by differentiating equation (3.28) with respect to the magnetic field
in accordance with equation (3.11). Observing that the chemical potential is also
dependent on the magneticfield,thefinalresult is

M
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1 A hu>c

-A*
12^2~S~ Lexp kBT
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hurc ^s=l
A
-2TT
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cos[2irp/(huc) s]cosh[T/Tc s]
ij

sinh2[T/Tc s]

.sm[2np/(hu)c) s]

£(-i)'
Ku;rc s=1

(3.29)

sinh[T/Tc s]

Here w e have written Tc = hu)c/(2ir2kB) and is known as the critical temperature. As
will become apparent later, it determines the amplitude of the dHvA-type oscillations.
The critical temperature thus defines the temperature above which the dHvA-type
oscillations will no longer be resolved.
For small magneticfields,the dominant contribution to the orbital magnetisation
from equation (3.29) comes from both the leading and last terms. To see this, the
oscillatory terms become important when 2kBT

^ h~uc <C p. T h e amplitudes of

oscillations for the three oscillatory terms in the magnetisation are

Mi

A kBT
n£2 B

„

M,

A {kBTf 2
TT£2

B

HUJC

, „„

and

M3

A

pkBT
2
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respectively. Hence Mi/M2

~ 1; the amplitude of oscillation of thefirsttwo os-

cillating terms are roughly comparable. However, M 3 / M 1 ~ p/(huc) and since
p/(h~ujc) »

1 then M 3 »

M i ( ~ Af 2 ); the amplitude of the third oscillatory term is

therefore the dominant oscillatory term. Equation (3.29) m a y thus be approximated
by

M

1 A
12TT£

hwc

2

B

-1

exp|^]+l

A

pT •y. ^sm^ivp/(huc)

2

nH BTcfri"

s]
sinh[T/T c5 ]
(3.30)

Here the leading term is linearly dependent on the magneticfieldand hence gives
a steady contribution to the orbital magnetisation which increases with increasing
magneticfieldand is only weakly temperature-dependent in the limit of kBT <C p.
W e will refer to this term as the monotonic part. It has an amplitude given approximately by M

~ Ah~ujc/(ir£2B). T h e second term is the dominant oscillatory

term at low magneticfields.The summation forms a harmonic series such that the
harmonic content of this summation is responsible for the dHvA-type oscillations
occurring in M. W e thus refer to the index s as the d H v A (-type) harmonic index.
From the argument of the sine function the period of the oscillations are seen to be
proportional to the inverse magneticfieldwhile the amplitude is a rapidly decreasing
function of T/Tc due to the presence of the hyperbolic sine function in the denominator of the oscillatory term. Thus the amplitude is very sensitive to small changes in
either the temperature or the magneticfieldwith an increasing amplitude resulting
from either increasing magneticfieldstrengths or decreasing temperatures. Its amplitude of oscillation is approximately given by M 3 . For 2kBT
Mz/M

< h~uc -C p one has

~ p/(huc) 3> 1. The amplitude of the dominant oscillatory term is therefore

large compared with the monotonic part. Note that if however hcoc <C 2kBT, then the
oscillatory amplitude is exponentially small, as exp(—T/T c ), and becomes negligible.
D u e to the hyperbolic sine function, the value of the oscillatory term rapidly
decreases with increasing values of s. With a minimal degree of error, one can thus
retain only the 5 = 1 term in the 5-summation appearing in equation (3.30). Hence
the oscillations occurring in the magnetisation are very nearly given by a simple
single sine term.
Interestingly, the result of retaining only the s = 1 term in the 5-summation in
either equations (3.28) or (3.29) for the Helmholtz free energy and the orbital magnetisation respectively are almost identical to those results obtained if one formally
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adopted the well-known approximate D O S for the 2DLS, valid at small magnetic
fields, to begin with. In the absence of LL broadening it is given by [1]
/27T£*

A
D M - m"TTH

- cos

(3.31)

Kn wr

Substitution of equation (3.31) for the approximate D O S into equation (3.8), in a
similar manner to that leading to equation (3.28), we find
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which upon differentiating with respect to the magneticfieldgives
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Both of these equations are identical to the asymptotic expressions obtained for the
Helmholtz free energy and the orbital magnetisation, as given by equations (3.28)
or (3.29) respectively, when one retains only the 5 = 1 terms appearing in the
summations, except for a leading numerical prefactor appearing in the monotonic
term of 1/12 which is replaced by l/7r2 within this approximate D O S approach.
The importance of the critical temperature is now recognised. It provides the
relevant parameter determining the persistence of the dHvA-type oscillations as temperature is increased. Atfinitetemperatures, in order for the dHvA-type oscillations
to be resolved the thermal broadening, as given by the thermal energy kBT, must
remain smaller than the relevant energy scale responsible for the oscillations. The
dHvA-type oscillations occur due to the discreteness of the LL's and will thus remain
resolved provided the thermal energy is less than the energy spacing between adjacent LL's, ie kBT < h~u>c. The critical temperature thus specifies the temperature.
above which the dHvA-type oscillations no longer survive but instead have become
'washed out'. It follows then that at T = 0 the dHvA-type oscillations will persist
indefinitely regardless of how small the magneticfieldbecomes.
An approximate asymptotic expression for the orbital magnetic susceptibility can
now be found upon differentiating equation (3.30) with respect to the magnetic field
in accordance with equation (3.12). Here then we have neglected all but the dominant •
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oscillatory term contributing to the orbital magnetisation. Furthermore, under the
conditions of interest within this approximation, namely in the limit of small magnetic
fields and small butfinitetemperatures, w e will assume that the chemical potential
is independent of the magnetic field. Such an assumption provides the convenient
simplification of dp/dB

= 0. W e find then that under these various approximations

that
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which, by retaining the dominant oscillatory term only, m a y be further simplified to

Y
X
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(3.35)

Equation (3.35) gives the orbital magnetic susceptibility in terms of; (i) a steady
diamagnetic term (the leading term) which is independent of the magneticfieldand
only weakly temperature dependent in the limit of kBT <C p, and (ii) the dominant
oscillatory term (the second term) which describes the d H v A oscillations in the limit
of low magnetic fields and small butfinitetemperatures. Again, it is clearly in
evidence that such d H v A oscillations are periodic in the inverse magneticfieldand
whose amplitude is strongly attenuated as a function of T/Tc. Note each of the two
terms present in equation (3.35) have a simple physical interruption. D u e to the
translational motion of the electrons being altered by the presence of the external
magneticfield,through the Lorentz force, this gives rise to the steady diamagnetic
term. O n the other hand, the quantising effect of the magneticfield,brings about the
discreteness in the electrons energy spectrum, via the formation of the LL's, giving
rise to the oscillatory term.
Our asymptotic results for both the orbital magnetisation and the orbital magnetic
susceptibility represent a major improvement compared to those previously given
in the literature by Zawadzki [122]. Here he developed his asymptotic results for
both the orbital magnetisation and the orbital magnetic susceptibility from; as w e
ourselves have also done; the exact result for the orbital magnetisation (as given
from our equation (3.21)), by performing the summation over n, approximately, by
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employing the Euler-Maclaurin formula [142]; namely
E /» = jf /(«)<** - ^[/(*) - /(0)] + ^[/'(*) - /'(0)] - ... (3.36)
where /(n) is an arbitrary function; by truncating the right hand side of this formula
such that all derivative terms of order two and greater are neglected. Note that since
the summation appearing in equation (3.21) for the orbital magnetisation extends
to infinity, in this case one has k —>• co such that /(oo) = /'(oo) = 0. Using this
formula in this approximate fashion, Zawadzki found for the orbital magnetisation
[143]
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huc

Y2ir£2 B

i -i

hu)c/2 — p

exp .

+ 1

kBT-

(3.37)

which is valid in the limit of h~uc/(kBT) —y 0. H e then calculated the orbital magnetic
susceptibility from equation (3.37), in accordance with equation (3.12), under the
assumption that in the limit of vanishing magneticfieldstrength, the magnetic field
dependence of the chemical potential m a y be neglected, namely dp/dB —»• 0. In the
limit of %uc/(kBT)

->• 0 then, he fo.und [144]
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+ 1
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(3.38)

Clearly, although his asymptotic expressions for either the orbital magnetisation or
the orbital magnetic susceptibility contains either quantities respective temperature
dependence in the limit of fiuc/(kBT) —> 0, both such expressions however fail to
account for the expected magneto-oscillations at small magneticfields.Our asymptotic expressions on the other hand for either of these thermodynamical quantities,
as given by equations (3.29) and (3.34) respectively, represent a major improvement
over Zawadzki's earlier results since our results are able to account explicitly for
the expected magneto-oscillations, in both the orbital magnetisation and the orbital
magnetic susceptibility, at these small magneticfields.In fact, since Huc/(kBT) -C 1
one m a y approximate further the exponential term appearing in both of Zawadzki's
equations, namely (3.37) and (3.38). W h e n this is done one is indeed simply left with
our steady leading order terms appearing in equations (3.30) and (3.35) respectively.
Lastly, the chemical potential within the asymptotically limiting case of 2kBT

<

p can now be readily found from equation (3.28). Evidently, (dF/dp)NtA = 0 [145],
from which w e find

N

A

kBT

ir£2 huc

ln 1 + exp

1 A

P
kBT)\

"

1

huc
2

2

96n£ kBTcosh [p/(2kBT)]

§3.3

59

0.6

Exact
Asymptotic results
This work
0.3
• - • • Zawadzki

0.0

-0.3

T=2K
na=3.16xl015m'2
-0.6

0.5

o.o

1.0

1.5

2.0

B[T]

Figure 3.8:

Comparison between the orbital magnetisation versus magnetic field

at T = 2 K which has been calculated exactly from equation (3.21) (solid line),
asymptotically from equation (3.30) (broken line) and from Zawadzki's result given
by equation (3.37) (dashed line).
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sin[2
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sinh[T/T c 5]

(3.39)

This is a transcendental equation, in terms of known functions, determining the
chemical potential within the asymptotic limit of 2kBT

<C p. For fixed electron

number N, equation (3.39) determines the chemical potential only implicitly and
must be solved for numerically. Note that in the limit of h~uc <; kBT <C p, equation
(3.39) reduces to p ~ irnsh2/mb = eF, as expected.

3.4 Two-dimensional weakly modulated Landau
stem

A superimposed one-dimensional periodic modulation potential on a 2DLS lifts th
degeneracy of the L L energy spectrum and broadens these levels into bands, in a
non-uniform way, whose widths oscillate with the externally applied magnetic field
[34, 24]. This non-uniform broadening of the levels, being the pertinent feature
of such modulated systems, allow for interesting commensurability oscillations to
occur in addition to those of the familiar dHvA-type oscillations found in the ho-
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mogeneous 2 D L S as described in the previous section. Here it is expected that the
well-known dHvA-type oscillations still occur in such modulated systems, since for
a weak modulation potential, retention of the element of discreteness between adjacent Landau bands is maintained. T h e additional oscillations however arise due to an
entirely different mechanism from those for the dHvA-type oscillations. Such additional oscillations reflect the commensurability between two different physical length
scales present in such systems; namely the period of the modulation a and cyclotron
diameter at the chemical potential 2RC. Here, when the two lengths become commensurable, the electrons acquires a resonance character with the interplay between
them being the essential feature for an understanding of the additional oscillations
arising in such weakly modulated systems. Consequently, such oscillations are completely different in origin from those of the usual dHvA-type oscillations familiar to
the homogeneous 2 D L S alone.
In the following w e present detailed calculations for the electronic contribution to
the equilibrium thermodynamical properties of our model 2 D L S which is subjected
to an additional weak one-dimensional spatially periodic modulation potential. Both
the cases for a weak electrically modulated potential and a weak magnetically m o d u lated potential are treated. In particular, a detailed study of the chemical potential,
internal energy, Helmholtz free energy, electronic entropy, electronic specific heat, orbital magnetisation and orbital magnetic susceptibility are given. Again w e employ
the simplest model for a 2 D E G which is achievable in semiconductor systems as was
done in section 3.3. T o this a quantising magneticfieldis applied perpendicular to
the plane of the 2 D E G (ie along the z-direction) while an additional spatial potential
is periodically modulated along the z-direction. Once more, spin degeneracy of an
electron is included but not the spin-splitting since w e are primarily interested in
the behaviour of the system pertaining to small magnetic fields.
Our work here not only extends upon a brief account of some of the equilibrium
thermodynamic properties (namely the chemical potential, orbital magnetisation, orbital magnetic susceptibility and the electronic specific heat) touched on by Peeters
and Vasilopoulos [54] for a 2 D L S subjected to an additional electric modulation potential, but, for thefirsttime presents the equilibrium thermodynamic properties of
a 2 D L S subjected to an additional magnetic modulation potential which is weak. In
particular, w e will demonstrate the ubiquity of such commensurability oscillations
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for weakly modulated 2DLS's in regards to its thermodynamical properties. Interestingly, w e find that for the Weiss-type oscillations obtained for electric and magnetic
modulations, definite phase relations exist between some of the thermodynamic functions while apparently not for others. Finally, in the limit for small magnetic fields
and low temperatures, asymptotic expressions for the chemical potential, Helmholtz
free energy and orbital magnetisation are given and which show explicitly for both
the commensurability and dHvA-type oscillations.

3.4.1 Chemical potential, internal energy, Helmholtz fre
ergy
T h e magnetic-field (B) and temperature-dependent (T) chemical potential p
p(B,T)

=

of a system is determined through the normalisation of the Fermi-Dirac

distribution function via equation (3.6), namely
/•oo

N=

V{e)f(e)de

(3.6)

J0

where T>(e) corresponds to the D O S for the respective modulated system as given
by equation (2.40). From this equation it can be immediately seen that changes
in the D O S for the modulated systems will be reflected in changes in the form for
the chemical potential over that of the unmodulated 6 system. Substituting equation
(2.22) (or its magnetically modulated equivalent case) for the D O S into equation
(3.6) w e obtain for the magnetic- and temperature-dependent chemical potential of
our weakly modulated systems [67, 54]

where Xn = exp(en — p)/(kBT) while, for the sake of brevity, we have written
* W = |A£c>|/(fcflT). A £ > is as defined on page 36. Equation (3.40) therefore represents a condensed form for writing the results as obtained from the two separate
modulation types. Note that such a practice will be followed throughout for all the
thermodynamic quantities which w e are to present for the modulated systems. W e
have also set x = (e - en)/\An^\ such that it is a dimensionless d u m m y variable of
integration.
6

W e use unmodulated in the sense that we are referring back to the homogeneous 2 D L S as
described in section 3.3.
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For fixed areal electron densities, the above integral equation gives p(B,T) only
implicitly and therefore, in general, must be solved for numerically. A s a particular
limiting case of equation (3.40), if w e consider zero temperatures and assume no
overlap between any of the Landau bands (ie 2|A£>| < huc for all n), then the
integral is able to be evaluated analytically and the summation over infinitely m a n y
Landau bands can be s u m m e d out in closed form. O n e can thus write explicitly for
the chemical potential, in this particular situation, as [77, 87]

p(B,0) = (nF + l/2)hcoc + |A«| sin [TT { £ - ^ (nF + 1/2)

(3.41)

T h efirstterm in equation (3.41) gives the magnetic-field-dependent chemical potential, at zero temperature, for the 2 D L S in the absence of a modulation (see equation
(3.14)). T h e second term of equation (3.41) gives an additional correction term to
the chemical potential from such weakly modulated systems due to the additional
dispersion, in ky, occurring in each of the modulated systems respective energy spectra. It is also observed that p(B, 0) is confined to lie within the highest occupied
Landau band except at integerfillingfactors.
In figure 3.9 w e have plotted the chemical potential as a function of the magneticfield,as obtained from solving equation (3.40) in a self-consistent manner for
a fixed electron density, for the following two temperatures; T = 2 K: solid curve;
T — 6 K: broken curve; due to an additional weak one-dimensional spatially periodic modulation potential which is either magnetic (top portion) or electric (bottom
portion) in nature. All of the calculations w e have done are based on parameters
typical for modulated 2 D E G systems in G a A s . Specifically, w e take ns = 3.16 x 10 15
m ~ 2 and a = 382 n m . For the electrically modulated system w e consider a modulation strength of Ve = 1 m e V while for the magnetically modulated system we
take Bm

— 0.04 T. T h e most striking effect of a weak one-dimensional periodic

spatial modulation, as seen from figure 3.9, is to be found at small magnetic fields
(namely B < 0.5 T for the particular parameters in which w e have chosen) is that
it induces new oscillations, for either modulation type. Such modulation-induced
oscillations have their origin in the commensurability between the two natural length
scales present in such systems. They are similar to the oscillations which were initially observed, at low magneticfields,in the dc-magnetotransport for such systems
[23] which are n o w k n o w n as 'Weiss' oscillations [55]. Thus, any general c o m m e n surability oscillation in quantities other than the magnetoresistance, will hereafter
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be referred to as 'Weiss-type' oscillations since all such oscillations will be shown to
have a c o m m o n origin with those of the Weiss oscillations. At larger magnetic fields
both portions offigure3.9 show dHvA-type oscillations. T h e Weiss-type oscillations
thus give an additional contribution to the chemical potential for the modulated system over that of the unmodulated one. They appear as an amplitude modulation of
the well-known dHvA-type oscillations familiar from the homogeneous 2 D L S which
m a y or m a y not be resolved depending on the temperature. A n additional striking
feature of the Weiss-type oscillations is that they are seen to be only weakly dependent on temperature when compared to the dHvA-type oscillations. As pointed
out is section 3.3 the strong temperature dependence of the dHvA-type oscillations
was due to the fact that their amplitudes depended on the L L separation energy
HUJC

as compared to the thermal energy kBT. This therefore suggests then that the

additional Weiss-type oscillations for the weakly modulated systems do not originate
from the discrete Landau (now) band separation.
Interestingly, w e note that the dHvA-type effect in the chemical potential is not
affected when the characteristic features of the LL's, which is the cause for such an
effect, ie discrete and equidistant, are slowly relaxed as is the case for the 2 D L S under
a weak modulation perturbation. It is seen that the variability of the energy spacing
between adjacent Landau bands does not affect the dHvA-type effect qualitatively
while broadening of the levels into bands will not affect it until the width of the bands
become comparable with their spacing. For the case of the Landau bands resulting
from a weakly modulated potential, their energy spacings remain of the order of h~uc.
T h e Weiss-type oscillations, which from ourfigureare best seen from the T = 6 K
curve when the dHvA-type oscillations are no longer resolved at these small magnetic
fields, oscillate about the unmodulated result (determined from equation (3.13)). For
particular magneticfieldvalues then, one has the situation were the chemical potential
for the modulated system coincides with the chemical potential for the unmodulated
system. Such commensurate magneticfieldvalues occur when the chemical potential
coincides with a Landau band which has become flat. If w e are to plot the change
in the chemical potential, A ^ , as given by the difference between the modulated and
unmodulated case, see figure 3.10, w e see then that zeros in Ap occur at the flatband conditions, as given by equation (2.18) for the electric case and equation (2.36)
for the magnetic case. Furthermore, since the chemical potential oscillates about the
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Figure 3.9: Chemical potential versus magneticfield,atfinitetemperatures (T — 2
K: full curve; T = 6 K: broken curve), due to an additional weak one-dimensional
spatially periodic modulation potential which is either magnetic (top portion) or
electric (bottom portion) in nature. Here a = 382 n m and ns = 3.16 x 10 15 m ~ 2
are c o m m o n for both modulated systems while Ve = 1 m e V for the electrically and
Bm

= 0.04 T for the magnetically modulated systems. The insert shows the small

magneticfieldbehaviour of p (electric: full curve; magnetic: broken curve) versus B
at T = 6 K only.
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unmodulated result, betweenflat-bandswhich correspond to one complete oscillation
in the bandwidth, further zeros in Ap due to this n e w Weiss-type oscillation occur
[54]. At higher temperatures such that the dHvA-type oscillations are no longer
resolved (ie the T = 6 K curves) one sees that, surprisingly, the additional zeros
occur about broad-bands. W e note also that the non-zero result at larger magnetic
fields is also an indication that the effect of a weak one-dimensional modulation
potential is not merely confined to the regime of low magnetic fields. T h e insert
shows the Weiss-type oscillations, at T = 6 K , for both modulation types. They are
seen to be out-of-phase with one another by 180°. This is not wholly unexpected
since, as seen from the flat-band condition for the magnetic case, it is shifted by a
factor of a/2 relative to the flat-band condition for the electric case. Similarly, the
broad-band condition for the magnetic case is also shifted by a factor of a/2 relative
to the electric case. Both such shifts in turn correspond to a total phase shift of 180°.
Note that the dHvA-type oscillations in the chemical potential for either modulation
type remain in phase with each other.
A n important feature of the Weiss-type oscillations is that they are seen to be analogous to the dHvA-type oscillations in that they are periodic in the inverse magnetic
field. Its periodicity is obtained by the difference between adjacent commensurate
magnetic field values. Such values m a y be estimated from each modulation types
respective commensurability condition. O n e finds, irrespective of the modulation
type
A

a
(L) =
*
.
\BJ
2hyfhms

(3.42)
v

;

This is identical with that found for the Weiss oscillations in the magnetoresistance [17]. Notice that the periodicity of the Weiss-type oscillations differ in their
dependence on the areal electron density over those for the dHvA-type oscillations
in that the former are inversely proportional to the square root of the areal electron density whereas the latter are only inversely proportional to the areal electron
density. T h e ratio in the periodicity between the two oscillation types is thus given
by A ( l / 5 ) m o d / A ( l / £ ) 2 D L S = akF/4.

For typical parameters, a ~ 350 n m and

na = 3.1 x 10 1 5 m ~ 2 w e see that A(l/£) m o d/A(l/£) 2 DLS ~ 12- So, for the m o d ulated systems in which w e are interested in, the Weiss-type oscillations oscillate
with a period (in the inverse magneticfield)greater than those of the corresponding
dHvA-type oscillations. Note that for the two oscillations types to oscillate with
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Figure 3.10:

T h e same as figure 3.9 except n o w for the change in the chemical

potential. Such curves show only the additional contribution due to the modulation
potential.
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identical periods requires a = 4/kF (when ns = 3.16 x 1015 m~2 this requires a
modulation period of a ~ 9 n m ) .
The internal energy is obtained upon substitution of equation (2.22) for the D O S
into equation (3.7) (or its magnetically modulated equivalent case). Explicit evaluation yields* [67]
V = ^ £ £ ^=f (*» + *|A*>|) [Xnexp (zWx) + l]"1 . (3.43)

Since this integral depends on the chemical potential, the chemical potential itsel
must befirstlydetermined self-consistently through the condition of electron number
conservation as given by equation (3.40). In general then, the internal energy cannot
be evaluated in closed form for arbitrary temperatures but instead must be evaluated
numerically once p(B,T)

has been determined.

T h efirstterm appearing in equation (3.43) for the internal energy is a modified
form of the unmodulated internal energy (compare with equation (3.16)) in the presence of a modulation potential. T h e second term is an entirely new term due to the
additional modulation potential alone. Note that in the limit of the strength of the
weakly modulation potential going to zero, namely either Ve —>• 0 or Bm —» 0, then
AJ?} —>• 0 for all n such that zn^ —> 0. Within this limit, the remaining x-dependent
integration can be trivially evaluated7 from which the unmodulated result given by
equation (3.16) is recovered.
In figure 3.11 w e have plotted the internal energy as a function of the magnetic
field, as obtained from equation (3.43), for the following two temperatures (T = 2
K: solid curve; T = 6 K: broken curve), due to an additional weak one-dimensional
spatially periodic modulation potential which is either magnetic (top portion) or
electric (bottom portion) in nature. Identical parameters with those offigure3.9 have
been employed and the y-axis has been scaled according to U0 = NeF/2

such that

it appears dimensionless. At small magnetic field strengths for either modulation
type w e clearly see that the effect of an additional modulation potential leads to
new Weiss-type oscillations. M a x i m a in the Weiss-type oscillations occur at their
respective flat-band condition and coincide in value with those for the unmodulated
7

In this limit the integral reduces to
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case. As with the chemical potential, the Weiss-type oscillations are only weakly
dependent on temperature and occur as an amplitude modulation of the familiar
dHvA-type oscillations which are in evidence at higher magneticfields.O n the other
hand, increasing temperatures, particular at low magneticfields,leads to a greater
overall contribution in the internal energy. Such is the case since due to inter Landau
bands thermal excitations, increasing temperature allows for electrons of the system
being able to occupy Landau bands at energies greater than the chemical potential.
Infigure3.12 w e plot the change in the internal energy, At/, as a function of the
magnetic field. AU

has been scaled using UQ = Ne°F/2 such that the y-axis again

appears dimensionless. Here the zeros in the WeissTtype oscillations occur at their
respectiveflat-bandconditions. Note also that between the two different modulation
type's, the Weiss-type oscillations are 90° out-of-phase with one another.
For our weak spatially periodically modulated systems, in one dimension, the
Helmholtz free energy is obtained by the substitution of equation (2.40) for the D O S
into the expression for the Helmholtz free energy of the whole assembly of electrons
in our system as given by equation (3.8). This gives [67, 54]
A

F = ^N-

kBT—

°° /•*

£

dr

J_x -j==

ln [l + x~Z exp (-*«*)] •

(3-44)

From this equation for the Helmholtz free energy together with the expression
determining the chemical potential, ie equation (3.40), one is able to determine all
equilibrium thermodynamic properties for our weakly modulated systems as derivatives of F.
In figure 3.13 w e plot the Helmholtz free energy versus magneticfieldfor the
following two temperatures of T = 2 K: solid curve; T = 6 K: broken curve, due to
an additional weak one-dimensional spatially periodic modulation potential which is
either magnetic (top portion) or electric (bottom portion) in nature. Again, identical
parameters with those of figure 3.12 have been employed and the y-axis has been
scaled according to F0 = NeF/2

such that it is dimensionless. The demonstrated

existence of Weiss-type oscillations is again seen to occur at low magnetic fields
for the weakly modulated systems. T h e magnetic behaviour of the Helmholtz free
energy is seen to be similar to that of the internal energy. The Helmholtz free energy
however departs from that for the internal energy as temperature is increased away
from absolute zero. Here the Helmholtz free energy decreases, away for the zero
modulation, temperature and magneticfieldresult of F0 = Ne°F/2, with increasing
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temperature as one tends to low magnetic field values. Quite the reverse is found for
the internal energy. Similar results are obtained for the change in the Helmholtz free
energy, AF, versus magneticfield,seefigure3.13, to those found from AU. AF is
scaled according to F0 = Ne°F/2. Here zeros in AF occur for either modulation type
at their respective flat-band condition. Note also that the phase difference between
the Weiss-type oscillations for the two different modulation types are again 90°.

3.4.2 Entropy and specific heat
In the case for the electronic contribution to the entropy, Se\, it is again, as was the
case for the 2 D L S , most expeditiously obtained from the previous results calculated
for the internal energy U and the Helmholtz free energy F of our weakly modulated
systems, via Sei = (U - F)/T. W efind[67]

-(^°j[w^)+in
4 - 4 1 ^ 1 / ; - ^ [X„exp(^)+1]- . (3.45)
The first two terms in the above expression for the electronic entropy correspond to
those for the unmodulated system (compare equation (3.19) with equation (3.45))
but however have been modified in form due to the presence of the modulation. T h e
third term is an entirely n e w term due to the additional modulation potential. Again,
equation (3.19) is recovered in the limit of vanishing modulation strengths.
Infigure3.14 w e have plotted the change in the electronic entropy, A5 e i, as calculated from equation (3.45), versus magneticfield,for the following two temperatures
of T = 2 K : solid line; T = 6 K: broken line. T h e scaling factor employed here was
S^ = kBN. T h e appearance of Weiss-type oscillations at low magneticfieldsis again
predicted but are shifted in phase by a factor of 90° relative to the Weiss-type oscillations appearing in the chemical potential. They are again only weakly dependent
on temperature and their respective amplitude of oscillation is quite small compared
with those of the familiar dHvA-type oscillations which are to be found at larger
magnetic fields. There is once more, as was the case for the chemical potential, a
180° phase difference between the two modulation types for such commensurability
oscillations.
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T h e contribution to the electronic specific heat, Cei, can n o w be immediately
obtained by differentiating Sei with respect to T , since Ce[ = T(dS^/dT)A,N
-T(d2F/dT2)AiN.

=

Remembering that the chemical potential itself is also temperat-

ure dependent, it is therefore n o w just a somewhat tedious task to evaluate explicitly
for Cei- After m u c h algebraic manipulation w e find [67]

{

{J

^U-- ^hM'^h^Z- Z}] •
(3.46)
where

^-U^(W^ • i-tw^jfrw*).
and
oo

H

2J„

2

Lr

= x;iA«i / -^=t=Ct\x)
J-i V I - x2

~Q

such that Cn \x) = [xn exp(zn^x)] /[xnexp(z^^a;) + l ] r + 1 has been introduced.
r

r

Thefirstdouble grouping of terms by the curly brackets in equation (3.46) are
just those corresponding to the unmodulated case, in the limit of the modulation
potential strength going to zero, and are modified in form due to the presence of
the weak modulation potential. T h e second and third double grouping of terms by
the curly brackets are n e w modulation-induced terms. It should be noted that the
second grouping of terms are linearly dependent on the strength of the modulation
amplitude while the third grouping of terms are quadratically dependent. Thus both
groupings of modulation-induced terms will tend to zero in the limit of very weak
modulation potential strengths.
Infigure3.15 the electronic contribution to the change in the specific heat, AC e i,
versus magneticfield,as obtained from equation (3.46) is plotted. Similar results
to those for A5 e i are found. Again the appearance of Weiss-type oscillations at low
magneticfieldsare found and are only weakly dependent on temperature as expected.
These oscillations are however 180° out-of-phase with the corresponding ones found
in ASei and 90° out-of-phase with those found in Ap. Here such curves have been
scaled according to (C e i) 0 = kBN.

Again a phase difference of 180° is found for

the commensurability-oscillations between the electric and magnetic modulations.
In passing it will be noted that the additional Weiss-type oscillations appearing in
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both ASei and A C e i at low magnetic fields are not a large effect. Comparison of
their respective amplitudes of oscillation are relatively small when compared to the
amplitude of the dHvA-type oscillations, particularly at lower temperatures.
The electronic contribution to the specific heat for the weakly modulated systems
at large magneticfieldsdiffers significantly from the unmodulated 2 D L S . In figure
3.16 Cei versus B is shown for a one-dimensional weakly modulated electric potential
(full curve) to that for the unmodulated system (broken curve) at T — 2 K. For
the modulated system, at high magneticfieldsan additional non-zero contribution
to Cei results. Thus Cei for the modulated system is therefore seen to consist of
two contributions, whereas Cei for the unmodulated system consists only of a single
contribution. At high magneticfields,such that h~uc » kBT, the modulation-induced
broadening of the LL's into bands lifts the ky degeneracy of the L L eigenspectrum
and therefore allows for intra-Landau band thermal excitations to contribute to Cei.
D u e to the ky degeneracy of the L L eigenspectrum in the unmodulated system no
such additional contribution to Cei in this case can arise. This intra-Landau band
contribution is seen as broadened peaks in figure 3.16 with minima occurring at
integerfillingfactors. Such corresponding high magnetic field behaviour is also
found in the weakly one-dimensional magnetically modulated system.
Interestingly, the situation for the modulated system is similar to that for an
unmodulated system if one considers a phenomenological broadening of the LL's.
T h e effect of Gaussian broadening of the LL's was considered by Zawadzki [13, 123,
124, 125]. Such a consideration was found to exhibit similar intra-level contributions
to our Cei at higher magnetic fields.
At weaker magneticfields,for both the modulated and the unmodulated systems,
the inter-Landau band (inter-Landau level) thermal excitations begin to contribute
to Cei and completely dominate in the limit of very low magnetic fields. These
contributions are seen as the sharp spikes with peaks occurring at integer filling
factors appearing in figure 3.16 for either Cei curve. T h e crossover point between
the two competing contributions is governed by the energy ratio between the energy
separation between adjacent Landau bands (which is given approximately by hu)c)
and the thermal energy kBT. So at fixed temperature, the dominant contribution to
the specific heat will crossover from inter-Landau band excitations (dominant when
huc/(kBT)

< 1) to intra-Landau band excitations (dominant when huc/(kBT)

> 1)
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Figure 3.16: Normalised electronic specific heat versus magneticfieldat T = 2 K.
The full curve is for the weakly modulated electric system (Ve = 1 m e V , a = 382
n m ) while the broken curve corresponds to the unmodulated 2 D L S . In both cases
ns =3.16 x 10 1 5 m " 2 .

with increasing magneticfieldstrengths. Furthermore, with decreasing temperatures
the system is progressively unable to absorb the low energy thermal excitations.
This leads to a diminishing contribution in the inter-Landau band excitations to the
specific heat and results in the onset of the intra-Landau band excitations dominating
at lower magnetic field strengths. Both such features are in fact observed in the
specific heat for our weakly modulated systems (seefigure3.16).

3.4.3 Magnetisation and magnetic susceptibility
T h e electronic contribution to the orbital magnetisation, M, for our weakly modulated systems is obtained by differentiating equation (3.44) with respect to the
magneticfieldB in accordance with equation (3.11). Observing that the chemical
potential itself is dependent on the magneticfield,then for the orbital magnetisation
w e obtain [67]
M

=

WT A
B

l+

MXv^M ^-^
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6n

Xn exp (zn^x) +

kZf

-1

dz^ r1 x dx
A ^ dz^J
Xnexp [zn<}x) + l]
~kBT^P^n~dB~
J-i
X'
n=0

(3.47)

vr=

Here
±

dz^
dB

±
such that UW

1

X

Un + 2U^) ,

kBT2B
1

?=e

V

- + 2B
^{vn + 2VM)

kBT .Bm

<;=m

= yeexp(-^/2)L?_)/3(A:) and V B ^ = fiwmexp(-tf/2) [4% 1 } (A*)

— l/2U^lj3(X)\. T h e ± sign arises upon differentiation of a quantity where one was
only previously interested in its modulus (viz. |A^^|). Whence the positive case
is for An^ > 0 while the negative case is for An^ < 0. Again, thefirsttwo terms
correspond to those found for the unmodulated case (equation (3.21)) but have been
modified in form due to the presence of a weak modulation. The third term represents
the new modulation-induced term which disappears in the limit of the unmodulated
system. Interestingly, it will be noted that the magnetically modulated case gives
rise to an additional contribution to the orbital magnetisation which is not present
in the electrically modulated case (compare dznm^/dB

to dz^/dB).

It is due to

the magnetic modulation potential itself having a magneticfielddependence. The
consequence of this additional term in the magnetically modulated case will be fully
described in the proceeding section.
Finally, w e are interested in the electronic contribution to the orbital magnetic susceptibility x- ^
X = (0M/dB)AiN

can

b e obtained directly from our previous results since

= -(d2F/dB2)A,N.

Twofold differentiation of the Helmholtz free

energy with respect to the magneticfield,while recalling at the same time that the
chemical potential is itself dependent on magneticfield,leads to thefinalresult of

[67]
A 1
1
X = n2£2B2 [k T
B
+2B -Fi-

- 2kBT
o

Here

r2-

-I

(?if

r0
B lo-

- 2 7i ~
7oFc

ToTi

2
~kBT (7o)

+ kBT B7 Jo - Jo -

Pof
o J

(3.48)
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~e„
n=0 dB 7-i Vl

>=£
n=0

- X'

Jr=

dzP
h~dB-J-i

x2dx

'&*«

B
dB

A^(x)

d2z^

Jr =n=oE

J 7-i vT

dB

2

x dx

Bnr\x)

Vl — X'

Z

xdx

PU(T)

where
r)

An (x)

(en)rXn exp (z£}x)

(*»)'

/ U\ \
12 , *#>(*) =
?}
Xn exp (4 x) + 1
X n exp (zA JxJ + 1

and
A"

-i(P.
+ 20f>) +
B
X_
B2
X
BBn "(K

&y

(t/n + 4[/(1)+'4t/(2))

X_
2BJ

(K + 4vw + 4v;(2))

V

+ 2K(1))'

c=e

C=m

The top line of equation (3.48) within the curly brackets contains the modified modulation terms corresponding, within the limit of zero modulation strength, to those
for the unmodulated system; namely equation (3.23); while the bottom line of equation (3.48) within the curly brackets contains the additional new modulation-induced
terms. Again the latter terms tend to zero as the modulation strength tends to
zero. Likewise, as with the orbital magnetisation, an additional contribution in
the modulation-induced term for the magnetically modulated case over that of the
electrically modulated case is again found, as one now expects from performing a
magnetic-field-dependent derivative.
Infigure3.17 the change in the orbital magnetisation, AM,

versus magnetic

field is calculated according to equation (3.47). The orbital magnetisation has been
scaled using M0 — Np*B such that the y-axis appears dimensionless. Again, at
low magneticfieldsWeiss-type oscillations are observed with zeros occurring at the
respectiveflat-bandconditions. Since the orbital magnetisation also oscillates about
the zero position, additional zeros in the orbital magnetisation due to the Weiss-type
oscillations result. These are most clearly seen from the T = 6 K curves when the
dHvA-type oscillations have been all but washed away. For the electric case these
additional zeros occur about magneticfieldvalues given by the broad-band condition
and are thus in-phase with those for Ap while for the magnetic case such zeros are
shifted away from the magneticfieldvalues as given by its corresponding broad-band
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condition. This can be attributed to the additional magnetic-field-dependent term
appearing in the orbital magnetisation due to the magnetic field dependence of the
modulation potential itself. As a result, there is no clearly defined phase difference in
the Weiss-type oscillations between the two modulation types. This is clearly evident
in the insert to figure 3.17. Again, these new Weiss-type oscillations are only weakly
dependent on temperature and at larger magneticfields,dHvA-type oscillations for
both modulation types are clearly seen. Similar results are obtained in figure 3.18
for the change in the orbital magnetic susceptibility, A x , versus magneticfield,as
calculated from equation (3.48), to that for the orbital magnetisation. However,
here the Weiss-type oscillations for the electric modulation have been shifted by 90°
relative to both the Weiss-type oscillations as found in AM

and Ap. For the magnetic

modulation, as was the case with the orbital magnetisation, no clearly discernible
phase shift between the Weiss-type oscillations results due to the orbital magnetic
susceptibility again containing additional magnetic-field-dependent terms since the
modulation potential is itself dependent on the magnetic field. Both curves have
been scaled by a factor of Xo = NpB/B.

W h a t will be noted however, for both the

orbital magnetisation and the orbital magnetic susceptibility, is that the amplitude of
the Weiss-type oscillations become particularly pronounced in such quantities; more
so for the orbital magnetic susceptibility.
To date, no experimental investigations into the thermodynamic properties of
such weakly modulated systems have been performed as far as w e are aware. Such
a situation however should not detract from both the importance and feasibility
of measuring such commensurability oscillations in the equilibrium thermodynamic
properties. T h e current experimental preoccupation with transport measurements
(as in the measurement of the magnetoresistance) has more to do with these particular measurements beginning technically by far the easier of the two to perform
experimentally. In terms of experimental feasibility into the observation of such
Weiss-type oscillations in the thermodynamic quantities for the spatially modulated
systems then, it is expected that they would most readily be found from a consideration of either the orbital magnetisation or the electronic specific heat; quantities which
have n o w both been successfully measured in the absence of a modulation [146, 133].
Our results for either of these thermodynamic quantities under a weak spatial modulation potential demonstrate that the affect of the additional modulation potential
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is striking, leading to a clearly discernible Weiss-type oscillation which appears as
an amplitude modulation of the familiar dHvA-type oscillations. Importantly, the
effect of this additional Weiss-type oscillation is shown to significantly modify the
dHvA-type oscillations appearing at low magneticfields,in both quantities, where
such additional oscillations are observed. Since the latter of these oscillations have
been measured in the absence of an additional spatial modulation potential the possibility of measuring the Weiss-type oscillations in such weakly modulated systems
should in principle be a simple extension from the unmodulated result.
To summarise our results, in table 3.1 w e present the phase difference of the
Weiss-type oscillations relative to the chemical potential while in table 3.2 the phase
difference of the Weiss-type oscillations relative to another given thermodynamic
quantity are presented. In table 3.3 the phase shift in the Weiss-type oscillations
occurring in the thermodynamic functions between the electric and magnetic modulations are given.

3.4.4 Asymptotic results
In this section w e derive asymptotic expressions for the Helmholtz free energy, chemical potential and orbital magnetisation for our weakly modulated model system,
which are valid in the quasi-classical limit, and are able to account for the new
Weiss-type oscillations caused by a periodic modulation of the 2 D L S in one direction together with the more familiar dHvA-type oscillations which appear in these
quantities. Further asymptotic results for the orbital magnetisation and the orbital
magnetic susceptibility are also presented which only describe the Weiss-type oscillations and are independent of temperature. Detailed discussion of the phase relation
in the Weiss-type oscillations between the two modulation types for the various thermodynamical quantities of the system are also given.
W e begin by finding an asymptotic expression for the Helmholtz free energy, as
given by equation (3.8), within the quasi-classical limit. In doing this w e employ an
asymptotic result for the D O S which is valid within the limit of small magnetic fields
when m a n y Landau bands are occupied. Quite generally, Raikh and Shahbazyan
[147] have given an expression for the D O S of a 2 D L S under an additional simple
sinusoidal electric modulation of arbitrary modulation strength. They found
•K£2

huc

n£2 hu>c $r[

27r2r2(e) 2
' f>c)a $ .
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84

Phase difference of the Weiss-type oscillations as found in the thermo-

dynamic quantities relative to those of the chemical potential.
phase shift
Electric Magnetic

Quantity

S
Cel
M
X

Table 3.2:

90°
90°

90°
90°

0°
90°

Phase difference of the Weiss-type oscillations relative to those found

between two specific thermodynamic quantities.

Quantity

Relative to

U
U
F
X
Cel

F
Bandwidth
Bandwidth

M
S

phase shift
Electric Magnetic

0°
0°
0°
90°

0°
0°
0°

180°

180°

—

Table 3.3: Phase shift in the Weiss-type oscillations occurring in the thermodynamic
functions between the electric and magnetic modulations.

Quantity

Phase shift between the
two modulation types

^

180°

U
F
Se\
Cel
M
X

90°
90°
180°
180°
not discernible
not discernible
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2e

2TT£

xJ0

2TTS-—J0

COS ( 27T5
flUJr

a V hu,

nu)r.

(3.49)

Here J0(x) is a Bessel function of order zero [148] while T(e) is the width of the
Landau bands due to collisional broadening.
For our model systems w e assume the affect of collisional broadening is small
and can therefore be neglected, namely F(e) ->• 0. In this case the exponential
term appearing in equation (3.49) is equal to unity for all 5. Also, since w e are
only interested in the case where the periodic modulation potential is weak, namely
Ve/(Huc) <C 1, then the argument for the outer Bessel function becomes small and
m a y be approximated using the following asymptotic result [149]
1

1

x

Jv(x)

T(u + 1)

x

I > + 2)V2.

which is valid for x <C 1. Here J1/(x) is a Bessel function of order u [148] while
r(x) is the g a m m a function [150]. T h e inner Bessel function of equation (3.49) on
the other hand determines the oscillations leading to the modulation in amplitude
of the D O S . Within the quasi-classical limit, the energy spacing between adjacent
Landau bands becomes small. In this case e/(huc) ^> 1, for energies about the Fermi
level, such that the argument of the inner Bessel function becomes large and m a y be
approximated using the following well-known asymptotic result of [151]
WK

Ju(x)

cos

IT

4J

which is valid for a: >• 1. Under the following set of approximations then, equation
(3.49) reduces to
V(e)

A__l_
2

•K£ HOJ,
X COS

l-2£

,a

1

lhu>c

2e

£ \hu>c

s=l
27T5

Ve

2

/ 27T^

cos

1

2e
hUr

7T

4
(3.50)

hu>r

If in the above equation the 5-summation is truncated by retaining only thefirstterm,
the D O S reduces to an approximation formula for the D O S within the quasi-classical
limit obtained earlier by Zhang and Gerhardts [34]. If collisional broadening of the
Landau bands can be ignored, to leading order in the modulation potential strength
(14), they found
V(e)

ZLZn£2 h~uc

1 — 2 cos

2TCS\
hujc)

2

1

£ Uw c

lhuc
2e

2e

7T

\ a V huic

4

27ri
2

(3.51)
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It is this last equation for the D O S which w e will use when finding an asymptotic
expression for the Helmholtz free energy of our 2 D L S under an additional periodic
electric modulation which is weak.
Following verbatim the procedure used by Zhang and Gerhardts in obtaining
equation (3.51) w e find the D O S within the quasi-classical limit for a weak magnetic
modulation, to leading order in the magnetic modulation strength (Bm), as

V(e)

A_J_
2

n£

1

/27T£

1 — 2 cos

huc
2TT£

x cos

TT

hur

A,

Note that by setting either Ve or Bm

! 2e

(2TT)2 U

\h~u>c

I 2e

la
flUJr

hu>.
(3.52)

to zero in either equation (3.51) or (3.52) re-

spectively, both equations immediately reduce to the well-known approximate result
for the D O S of a 2 D L S (see equation (3.31)), as expected.
For definiteness w e will only outline the calculation corresponding to the case
for an electric modulation. For the case of a magnetic modulation the calculation
proceeds in an exactly analogous manner. Substitution of equation (3.51), for the
electric modulation potential's D O S within the quasi-classical limit, into equation
(3.8) gives

pN

A k BT
2

n£

%U)C

r°°

F

de 1 — 2 cos

A kBTa I Ve x 2
Jo
TT£2 htoc £ \hu>c
p —£
x ln 1 +exp

00

\/2hZZcj

/2?re
\huc

de
\Je

ln 1 + exp V

kBT

2ne\
\HUJCJ

kBT

2TT£ [~2e IT

cos

hUr.

4.
(3.53)

T h efirstof these integrals gives the contribution to the Helmholtz free energy for the
unmodulated system within the quasi-classical limit. It has already been evaluated in
section 3.3.4 and gives a pure dHvA-type contribution. It will be denoted by F unmo dT h e second of these integrals gives the correction in the Helmholtz free energy for the
weakly modulated system. It will be denoted by F mo d- T h efinalasymptotic result
for the Helmholtz free energy can then be written as
F & pN + Funmod + Fmod ,

(3.54)

where F m o d is yet to be evaluated explicitly. W e shall see that F m o d contains an additional oscillatory term, over that of the familiar dHvA-type oscillatory term, which
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10
Energy [meV]

Figure 3.19:

Comparison of the D O S , for both modulated systems, between the

exact (solid line) and the quasi-classical limit (broken line) results at B = 0.4 T
as a function of the energy. T h e top curve is for the electrically modulated system
(Ve = 0.5 m e V ) while the bottom curve is for the magnetically modulated system
(Bm = 0.02 T ) . a = 382 n m a n d ns = 3.16xl0 15 m - 2 are c o m m o n to both modulation
types. Note that in either case the D O S has been scaled using D0 = Am&/(7rft2).

oscillates with a period (in the inverse magneticfield)greater than that associated
with the dHvA-type oscillation and which only occurs in the limit of low magnetic
fields. It is this Weiss-type oscillation term which w e n o w wish to evaluate an explicit
approximate asymptotic expression for.
Under the assumption that 2kBT

<C p, F m o d is able to be evaluated asymptotic-

ally, atfinitetemperatures, to leading order in 2kBT/p.

B y writing the two separate

cosine terms as one, using basic trigonometric identities, employing the following
change of variable 2u = (e - p)/(kBT)
order in 2kBT/p,

since 2kBT

<

and retaining only those terms to leading

p, one is able to write F m o d , with reference to

Appendix C, as

lhur,.r o L

A (kBTc)2 a IV,
mod

IX£2 hujr
2TT£

X cos

C

2p 7T

£ \hu>
\2p

7T

hojr

4

2

T/Tc

2np

1- sinh(T/T ) ~'"
cos \~h^
c
(3.55)

so in terms of the difference between the modulated case and that of the unmodulated
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case one has AF = F(Ve) - F(Ve = 0) = F m o d . Equation (3.55) gives the additional
asymptotic contribution to the Helmholtz free energy in the presence of the periodic
electric modulation potential. This additional contribution to the Helmholtz free
energy is not only able to account for the familiar d H v A - t y p e oscillations, which
arise d u e to the cosine term appearing within the square brackets (and have their
expected temperature dependence via the prefactor (T/T c )/sinh(T/T c )), but is also
able to account for the Weiss-type oscillations. A t low magnetic fields, the cosine
squared term gives rise to n e w oscillations, that is Weiss-type oscillations, occurring
in A F as a n amplitude modulation of the d H v A - t y p e oscillations whose contribution
vanishes w h e n the electric flat-band condition is satisfied. However, n o temperature
dependence for these oscillations is obtained from our asymptotic expression. All
information regarding the temperature dependence of the Weiss-type oscillations is
lost because, b y assuming 2kBT
in 2kBT/p.

<C p, one considers only the leading order terms

This suggests that their temperature dependence is of second order

c o m p a r e d to those for the d H v A - t y p e oscillations. This agrees with our previous
numerical results which give only a w e a k temperature dependence in the Weiss-type
oscillations.
For the magnetic case, a similar calculation to that leading to equation (3.55)
gives ~ essentially the s a m e result. H o w e v e r , in this case the prefactor appearing
outside the square brackets m u s t b e replaced. In general then, for both cases, one is
able to write [67]
AFJ

—X^} 1

2np

T/Tc

sinh(T/T ) cos
~ " ZhZZ
c

2TT£

2p

a

hu>,

cos

±n

(3.56)

such that
A (kBTc)2a lVe

YW

TT£

2

huc

C

£ \%u>c
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=
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A (kBTcf la\3 (hu.
TT£2

2huc

t)

,r2

7T

I2p_
huc

\huc

?=e
q=m

where the '-' case corresponds to the electric case while the '+' case corresponds to
the magnetic case.
T h e chemical potential within the asymptotic limit, can n o w b e readily found
from equation (3.54). Evidently, (dF/dp)N,A

N

A

kBT

ln 1 + exp f V
2
TT£ h
kB T
w.

= 0, from which w e find
A 2nkBT
^p

hcjc

sin [2np/(huc)}
sinh(T/T c )
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' 57)

This is a closed transcendental equation, in terms of known functions, determining the chemical potential for our weakly modulated systems, at small but finite
temperatures, within the asymptotic limit of small magneticfields.The Weiss-type
oscillations are taken into account in this asymptotic expression determining the
chemical potential through the sine and cosine factors appearing with arguments of
the form (6,29) where 0 = 2ir£/a<j2p/(huc) ± TT/4.
The orbital magnetisation within this asymptotic limit is found upon differentiating equation (3.54) with respect to the magneticfieldB in accordance with equation
(3.11). Thefinalresult is M = M u n m o d + M m o d . Here M u n m o d denotes the asymptotic
orbital magnetisation for the 2DLS and gives only a pure dHvA-type contribution.
It was evaluated in section 3.3.4. The additional contribution due to the modulation
potential is

M,mod '""-'

B

2TT£ \2p

tlUJr
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sin
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+

'2v£
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(3.58)

The above expression represents an interference between the Weiss- and dHvA-type
oscillations. For the electric case we choose the '-' case such that M m ™ d = 0 while
for the magnetic case we choose the corresponding '+' case where the additional
magnetically modulated induced term is given by

M{ml =
"•'mod

2f{m}
Bm

T/Tc

(2Ttp\\

1- sinh(T/T ) cos\hui J
c
c

COS

, (2TT£ 2p
Hue

•K

(3.59)

4,

From such an expression for the orbital magnetisation, immediately it will be seen
that zeros in A M = M(Ve,Bm)

- M(Ve = Bm = 0) = M m o d due to the additional

Weiss-type oscillations occur at the respectiveflat-bandconditions. What is not
immediately clear however is where the addition zeros in AM
oscillations.

occur due to such
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Although equations (3.56) and (3.58) correctly describe the n e w Weiss-type oscillations appearing in their respective thermodynamic quantities at low magnetic
fields caused by the periodic modulation of the 2 D L S in one dimension, considerable
obscuration of the essential physics leading to such oscillations results from their
interference with those of the familiar dHvA-type oscillations. Since the Weiss-type
oscillations are only weakly dependent on temperature it is instructive to recalculate the magnetisation for the modulated systems within the quasi-classical limit by
assuming one is at those temperatures such that the dHvA-type oscillations are no
longer resolved while at the same time those of the Weiss-type still remain resolved.
W e therefore assume that one is in the temperature regime such that the thermal
broadening (~ kBT) is larger than the energetic spacing between adjacent Landau
bands (~ huc) but less than the energetic spacing between adjacent flat-bands. At
such temperatures then the dHvA-type terms appearing in equation (3.56) are able
to be dropped giving the result that

This describes the Weiss-type oscillations occurring in the Helmholtz free energy
only which are also independent of temperature.
W h e n calculating the change in the magnetisation w e will assume that only the
most rapidly varying factor in the magneticfieldneed to be differentiated, namely
the cosine term. For the case of an electric modulation potential this gives

A#}

^AiWfl)\m M _ !

. (3.61)

with zeros for AM{e} determined from the sine term appearing in this equation.
Using double angle formulae to write the sine term as a product of a sine and a
cosine term, it immediately becomes clear that the zeros of A M < e > occur at magnetic
field values given both by the electricflat-and broad-band conditions. This is to be
compared with A F whose zeros, which number half as m a n y as those for the change
in the magnetisation, occur at magneticfieldvalues given by the electric flat-band
condition only.
Equation (3.61) also allows for the orbital magnetic susceptibility to be readily
found within this limit. W h e n calculating the change in the orbital magnetic susceptibility w e will once more assume that only the most rapidly varying factor in the
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Figure 3.20: Change in the orbital magnetisation, as obtained asymptotically within
the quasi-classical limit for the electrically modulated system at various modulation
amplitudes Ve. The y-axis has been scaled using M0 = Np*B.

magnetic field need to be differentiated, namely the sine term. This giv
'A

re,

8TT4

A £(kBTc)2

I K \2

(ATT£

P2p~

TT\

,

N

The Weiss-type oscillations in the orbital magnetic susceptibility (and
are therefore shifted in phase by a factor of 90° compared to those of the orbital
magnetisation.
Using equations (3.60), (3.61) and (3.62) order of magnitude information about
the relative size of the respective Weiss-type oscillation amplitudes in these various
thermodynamic quantities, for the case of a weak electric modulation, can now be
estimated in the limit of low magneticfields.The respective amplitudes for the Weisstype oscillations, which have been normalised so as they appear dimensionless, are
as follows
F

„ 2m»
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V e =l m e V
V e =0.8meV
V 9 =0.6meV
V e =0.4meV
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Figure 3.21: Change in the orbital magnetic susceptibility, as obtained asymptotically within the quasi-classical limit for the electrically modulated system at various
modulation amplitudes Ve. The y-axis has been scaled using Xo =

NpB/B.

Hence

l^ujK^**^
M
a \j h~u>
a
c

since at the low magneticfieldswhere w e are interested in (B < 0.5 T ) the cyclotron
diameter at the chemical potential is commensurate with the modulation potential
(2RC ~ a). Thus x > M ; the amplitude of the orbital magnetic susceptibility is
larger than the amplitude of the orbital magnetisation. Similarly
M

p 2£ \2p

F

nu>c a V nuc

p

2RC

nu>c a

JL

»1

since p/(huc) » 1 in the limit of low magneticfields.Thus M » F; the amplitude
of the orbital magnetisation is very m u c h larger than the amplitude of the Helmholtz
free energy. Both estimates are in agreement with our numerical results.
For the magnetic modulation, when calculating the orbital magnetisation from
the approximation of considering only the most rapidly varying factor in the magneticfieldwill not suffice. Instead one needs also to differentiate the prefactor term
dependent on the amplitude of the magnetic modulation potential. W h e n this is done

§3.4

93

30

15

>» 0 —

-15

-30
3ir/4

llir/4

7TT/4

15ir/4

19ir/4

floe 1/B

Figure 3.22:

Graphs of y = -cot(0 + ix/A)B/Bm (solid line) and y = 9 (broken

line). The intersection between these two lines shows the values of 9 for the additional
zeros of the orbital magnetisation, in a magnetically modulated system, within the
quasi-classical limit of small magnetic fields.

one finds
A M { m } ~ T { m } cos

X
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2p,

7T

%uc

4

2p
7r\ Air£ 2p . (2TT£ 2p_
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(3.63)

4.

\a

T h e first set of zeros in A M <

m }

occur at magnetic field values given by the magnetic

flat-band condition. T h e second set of zeros are to b e determined b y setting the
square bracket term equal to zero. W h e n this is done the following transcendental
equation results
B
9 =

Bn

2p_
cot [9 + j\

where 9 =

J

huc

T h e origin of the phase shift occurring in the Weiss-type oscillations found in the
orbital magnetisation between that of a the magnetic and electric modulation potential can n o w b e understood from the following consideration. T o emphasise the phase
shift which occurs in the Weiss-type oscillations under the additional magnetic m o d ulation w e plot the following pair of equations; y =.B and y = - cot(0 +

ir/A)B/Bm,
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in figure 3.22. T h e points of intersection between the two curves gives the additional roots. It is seen that as the parameter 9 (which is inversely proportional to
the strength of the magneticfield)increases, the additional roots of A M

W

tend

towards the asymptotes of the cotangent function which turn out to be those given
by the magnetic broad-band condition, namely 37r/4,77r/4, llrr/4, etc. O n the other
hand, those roots which occur at small values for 9 are considerably removed from
the asymptotes of the cotangent function and hence those values predicated from
the magnetic broad-band condition. W e conclude then that the additional roots in
A A f W tend to those given by the magnetic broad-band condition as the strength
of the external magneticfieldis reduced. However, by increasing the strength of the
external magnetic field progressively shifts these additional roots away from those
values expected from the magnetic broad-band values. This is the origin of the
observed phase shift in the Weiss-type oscillations under the additional magnetic
modulation compared to those oscillations found under an electric modulation and is
caused by the magnetic modulation potential itself giving an additional contribution
to the orbital magnetisation.
F r o m our asymptotic expression for the Helmholtz free energy w e cannot find
similar asymptotic expressions for either the entropy or the specific heat which are
able to account for the Weiss-type oscillations satisfactorily since our asymptotic
expression given by equation (3.54) gives no temperature dependence for such oscillations; temperature derivatives will therefore result, in a zero contribution to the
Weiss-type oscillations.
Qualitatively it is to be expected that the Weiss-type oscillations occurring in
the various thermodynamical properties of the system are able to persist to higher
temperatures such that the dHvA-type oscillations are no longer able to be resolved
since atfinitetemperatures the thermal broadening (~ kBT) must remain smaller
than the relevant energy scale responsible for each of the oscillations types. This has
been pointed out by m a n y authors for the case of the Weiss oscillations occurring in
the magnetoresistance [54, 37, 38, 39, 152].
For weakly modulated systems the dHvA-type oscillations occur due to the discreteness of the modulation-induced Landau bands. Such oscillations are therefore resolved provided the thermal broadening remains less than the energy spacing between
adjacent Landau bands, which is of the order of Huc. Weiss-type oscillations on the
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Figure 3.23: Change in the orbital magnetisation, as obtained asymptotically, which
depicts the phase shift (shift in the magneticfield)of the additional zeros in the orbital magnetisation between the electric (solid line) and the magnetic (broken line)
modulations. Thefilledcircles correspond to the set of zeros in the orbital magnetisation which have remained in coincidence with each other for both modulation
types.

other hand are due to the size of the cyclotron diameter at the chemical potential
versus the period of the modulation, as succinctly given by theflat-bandcondition.
Here then the relevant energy scale is the distance between adjacentflat-bands.This
energetic separation, Ae\0

can be estimated from the respectiveflat-bandenergies.

For the case of and electric modulation one has

AeAe = £Ae+i - eXe = - (jj huc (\e + -J
which in the limit of very small magneticfields,when the chemical potential can be
approximated as p « m{,cj2i?2/2, can be rewritten as

A£ Ae

ap a
Rc 2 Rc

Ae +

1\ __ ap A e + 1/4
47 " Rc A e - 1/4

since theflat-bandcondition must be satisfied. Similarly, for the case of a magnetic
modulation one has

A£;

ap A m + 3/4
Rc Am + V 4
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Both such expressions for the energetic separation can be further approximated to
give
A£ A < ~ ap/Rc = 2p/(\ =f 1/4) = huc akF/2 .
Both estimates are considerably larger.than the Landau band separation energy of HUJC
and is the reason w h y the Weiss-type oscillations survive to much higher temperatures
compared with the dHvA-type oscillations. For example, since Ae\J(huc)

~ akF/2,

for typical parameters a « 350 n m and ns « 3.1 x 10 15 m ~ 2 one has akF/2 « 25.

Chapter 4
Dielectric response properties
In this chapter we present a detailed investigation into the response properties of
weakly modulated systems to an external perturbation1. Our results pertain to the
case of linear response, where the external perturbation is taken to couple only weakly
to the system, within the approximate scheme k n o w n as the random-phase approximation. After giving a brief overview of the method of Green's functions which w e use
to describe the interacting many-body system and linear response theory (within the
random-phase approximation), leading to the result for the non-interacting electron
density-density correlation function, detailed derivations for the dielectric function
of our weakly modulated systems are given, particularly at zero temperatures where
analytic expressions are found. T h e corresponding magnetoplasmon modes for such
systems are then calculated and, where possible, asymptotic results are given. Particular attention is paid to modulation induced effects.

4.1 Introduction
In discussing the response properties of a 2D EG, in the presence of an additional
spatially periodic modulation potential which is weak, to an external perturbation
where interactions are included (via the Coulomb interaction) we shall employ a
dielectric formulation of the interacting many-body system. Here the system will be
completely described by a dielectric function, denoted by e(r, r'; t, t')2. T h e dielectric
function, in being able to give a complete description of the system, therefore carries
important information about the excitation spectrum of the system. Its evaluation for
our particular modulated systems is therefore of central importance and constitutes
1

M a y also be referred to as a probe or stimulus.
Alternatively it m a y be referred to as a dielectric response function.

2
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one of the main results of this chapter.
Response functions form a general class of functions which describe the response
properties of a system to external perturbations. As stressed previously, they play
an important role in one's understanding of the properties for the interacting manybody system. In this work the crucial assumption w e m a k e when analysing the
response functions is that w e have assumed that the many-body system interacts
only weakly with the external perturbation. This is the essence of a linear response
theory and it enables us to relate the response function to an appropriate property
of the unperturbed system.
Since the dielectric function cannot be found exactly, even for the simplest of
model systems which include interactions, the problem then is to find a proper approximation to the dielectric function which gives a relatively accurate description of
the system at the various regimes one m a y be interested in. In order to characterise
the nature of the electron-electron interactions present within an electronic system
it is useful to introduce a dimensionless parameter, denoted by rs, which is referred
to as the plasma (density) parameter. In a dielectric m e d i u m it is defined as [153]
rsa*B = kp1 .

(4.1)

Here a*B = A7re0K,h2/(mbe2) is the effective Bohr radius where K is the bulk dielectric
constant of the m e d i u m and e0 is the permittivity of free space while kF is the Fermi
wavevector and depends on the dimensionality of the system.
From equation (4.1) it is clear that rs oc l/na where the index a depends on the
dimensionality of the system; n being the density of electrons. For a two-dimensional
system the index alpha is equal to one-half, since kF = \/2ims. T w o regimes are
therefore clearly discernible depending on the magnitude of the electronic density.
The first is the high density limit, ie rs >C 1. Here the interactions between the
electrons are only weak and the system is said to be in the weakly interacting regime.
The second is the low density limit, ie r3 »

1. Here the interactions between the

electrons are great and the system is said to be strongly correlated.
Of particular interest to our work here is systems with high electron densities, light effective electron mass and large dielectric constants, all of which entails
small effective coupling of the electron interactions, that is, rs «

1. For r3 <§C 1,

the simplest possible approximation one can m a k e without ignoring the interactions
altogether is k n o w n as the random-phase approximation and is the approximation
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which will be used throughout this work. At the other end of the spectrum, that
is for strongly correlated systems, one must use more sophisticated approximation
schemes where the inclusion of exchange and correlation effects of the electrons is crucial. Within this extreme one typically employs approximations referred to as either
pair correlation theory or density functional theory. Concerning the latter regime,
the interested reader is referred to either [154] for a review of pair correlation theory
or [155, 156] for an excellent introductory account of density functional theory.
In what is to follow w e present a detailed investigation into the linear response
of our weakly modulated systems, within the random-phase approximation, as given
accordingly by its frequency- and wavenumber-dependent dielectric function. Special
emphasis is placed on the erudition of analytic results for the response properties
of such systems. In order that w e be able to derive explicit expressions for the
response functions w e limit ourselves to the experimentally relevant situation. The
single-particle excitations (or pair excitations) and the collective excitations for our
weakly modulated systems are also discussed. The latter, being responsible for the
magnetoplasmon eigenmodes, are explicitly calculated for. Asymptotic expressions
for the magnetoplasmons, in the limit of long wavelengths (small wavenumbers) are
also given. Under all circumstances, especial attention is paid to modulation-induced
effects.

4.2 The formalism

In an attempt to briefly introduce the response problem of a many-body interacting
electronic system to an external perturbation the concept of Green's functions, Feynm a n diagrams and the notion of a dielectric description arefirstlyintroduced. The
ultimate aim of this section is to give the well-known random-phase approximation
expression for the dielectric function of the many-body interacting system which is
arrived at under various controlled approximations. The method of Green's functions
has been chosen since they yield, in a most direct way, the most important physical properties of the system which have a simple physical interpretation. Together
then with the rules of Feynman diagrams, they can be used to calculate in a highly
systematic way various approximations for the electron density-density correlation
function and hence the dielectric function for the system.
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Green's Functions

T h e class of Green's functions3 which are of physical interest to us here are the
retarded and the advanced Green's functions.
T h e retarded Green's function in (r, t)-space, ie (position, time)-space, denoted
by G + ( r , r'; t, t') such that it isfinitefor t > f, is defined as the probability amplitude
that if at time t' a particle at point r' is added to the interacting system in its ground
state, then at time t the system will be in its ground state with an added particle
at r. T h e corresponding advanced Green's function, denoted by G~(r,r';t,t') such
that it isfinitefor t > i', is according defined as the converse to that of the retarded,
namely, the probability amplitude that if at time t' a particle at point r' is removed
from the interacting system in its ground state, then at time t the system will be
in its ground state with a particle removed from r. It is found however that it is
more convenient to work with an equivalent definition of the Green's function in
terms of arbitrary single-particle eigenstates instead of position eigenstates." So in
(a, t)-space, where a is a composite quantum number corresponding to the set of
quantum numbers necessary to designate an arbitrary eigenstate of the system, the
corresponding retarded and advanced Green's functions are respectively denoted by
G+(a,a';t,t') and G-(a,a';t,t').
For the case of the non-interacting system, within the (a, ^-representation the
free retarded Green's function4 is defined as [157]
Gt(a,*';t,t') = Gt(<x;t,t')5a,,a (4.2)
where
Gt(a;t,t') =

-^9(t-t')exv -X-ta(t-t')

(4.3)

Here 9(x) is the unit Heaviside step function while ea corresponds to the singleparticle eigenvalues of the system. Similarly, the free advanced Green's function is
defined such that [157]
G-(a,a'-Xt') = G-0(a-t,t')Sa,ia

(4.4)

where

G0-(a;M') = ^(*-Oexp n
3
4

Also referred to as propagators.
Often also called the unperturbed (retarded) Green's function.

(4.5)
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With the Gf(a;tjt') defined in this way they are found to satisfy the following
equation

{lhdi " Ca) G*(Q; *' ^ = ^ ~ *') •

(4-6)

This can be verified immediately by direct substitution of the definitions for G±(a\-

t, t') into equation (4.6) where one notes that d9(t - t')/dt = §(t -1') and F(x)S(x a) = F(a)8(x — a) are to be used.
Mathematically it is very convenient to introduce a positive infinitesimal n —>• 0 +
into the expressions for the free propagators. This is done in the following manner:
ea —> ta =p ir) where the minus sign corresponds to the retarded case while the plus
sign corresponds to the advanced case. This has no physical significance but allows
one to work with well defined integrals later on when the Fourier transforms from
time-space to (angular) frequency-space, namely (a, a;)-space are taken. For a timedependent external perturbation in the steady-state, such a perturbation will only
depend on the time difference t — t'. O n e can therefore Fourier analyse according
to the relative coordinates t — t' in i-space. This is found to be a convenient space
in which to work within. U p o n taking the Fourier transforms with respect to the
relative coordinates then, for the free retarded and advanced Green's functions, one
respectively finds

Gt(a;u) = -

l

——

,

(4.7)

hu — ta + in
and
G-0(a;u) = -.
(4.8)
tiu) — ea — in
Atfinitetemperatures one introduces the Matsubara Green's function, after Matsubara [158]. It is found that such functions are remarkably easy to use in practise for
computational purposes. Introducing the notion of complex time, via T—T' = i(t—t'),
in (a, r)-space the free or non-interacting Matsubara Green's function is defined as
[159]
g0(a; r, r') = -(9(r - r') - fa(ea))e^-^°

.

(4.9)

Here fa(ea) is the usual occupation probability. In our case it corresponds to the
occupation probability for fermions. U p o n taking the Fourier transform for the
free Matsubara Green's functions according to the relative coordinates r - r', one
immediately finds

«.(«^) = s ^ r r •

(410)

Here all the temperature-dependent information is contained in the frequency w n ,
which for fermions is given by [160]
w

" = ^(2n + l) n = 0,±l,±2,... (4.11)

such that (3' = l/(kBT). Note also that for fermions, the following shift in the energ
zero is made; ea ->• ea — p where p is the chemical potential of the system.
T h e Matsubara Green's function can be related back to either the retarded or
advanced Green's function by the respective analytic continuations of \un —>• u +
in and iun —> w — in. Such a simple analytic continuation is the reason w h y the
Matsubara Green's function are of use, since after being employed for calculable
purposes it can be related back to the retarded and advanced Green's functions,
which are the functions of physical interest.

4.2.2 Electron density-density correlation function
In the study of many-body properties or elementary excitations of electronic systems the electron density-density correlation, denoted by n(r,r';£,£') in the (r,t)representation, is of central importance5. In any calculation where the effect of
electron-electron screening in a many-body system is to be included requires the
electron density-density correlation function to be known. For the case of the noninteracting electron density-density correlation function, n<)(r, r'; t, £'), in the absence
of an external magneticfieldthe result in three dimensions is well known and was
historically derived quite independently using a variety of techniques [172]. Here
w e will use standard diagrammatic techniques [161], based on a Green's function
formulation which was developed in the previous subsection, in deriving the result
for the non-interacting electron density-density correlation function in the particular
case of our weakly modulated systems in two dimensions and in the presence of an
external magnetic field.
In the quantum mechanical treatment for our weakly modulated systems in
the presence of an external perpendicular homogeneous magneticfield,the set of
quantum numbers which completely describe the single-particle eigenstates of our
system were a = (n,ky) (see Chapter 2). For an electronic system atfinitetemperature and in the absence of electron-electron interactions, within the jargon of
5

Alternatively, it m a y be denoted by either x(r,r';*,t') or Q{r,r';t,t') and referred to as the
electron density-density response function. It is a dimensionless quantity.
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iw n ,q

=

^(q^'jiwi)

iwn+iu^q

Figure 4.1: Diagram of the pair-bubble used to evaluate the non-interacting electron
density-density correlation function in the (a, icj)-representation.

Feynman diagrams, this non-interacting 'pair-bubble' corresponding to a Matsubara
function for the non-interacting electron density-density correlation; which is shown
infigure4.1 as the single closed fermipnic loop; in the (a; io»)-representation is given
by [162]
no(q,q';iu;0 = -£- £ [&(a; iu3)(a\e-^\a')} [£>(<*'; ia;,- + iu^le^a)
a,a' " j=—oo

,.1

-EK'MMaMh

°°

1

£
x—.
inuj + inu>i — eai + p

(4.12)

Here q = (qx, qy) is a two-dimensional wavevector, u>j are the fermionic Matsubara
frequencies given by equation (4.11) while the matrix elements, Mai-a(q), are given
by

Ma,,a(q) = (ct\j**\a) = j VA^M*)

*

where V'a(r) a r e the single-particle eigenfunctions for the non-interacting system.
Product of the two M-matrix elements therefore gives the resulting form factor for
the particular system w e have in mind. Lastly, w e point out the negative prefactor
arises due to the presence of a single closed fermion loop.
To proceed with the evaluation of equation (4.12) one performs the summation
over jfirst.Such a summation is able to be evaluated indirectly by performing the
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following contour integration [162]

£

' F(u)f(u)duj . (4.13)

c

Here the contour C is taken to be a circle of radius R centred at the origin in the
complex plane such that R -> oo. The corresponding functions appearing in the
integrand are chosen as
F(u>) = T and f(u) = —Z . (4.14)
v
M ;
{
' kuj-ea + p hu + ihui - ta, + p
e^^ + l
'
B y deforming the contour C in such a manner so that the poles of the integrand
F(ui)f(u>) are excluded by adding additional contours, Ci, which are positively oriented circles centred at the poles (seefigure4.2), the contour integration appearing
in equation (4.13) is able to be evaluated using the Cauchy-Goursat theorem [163]
together with the Cauchy residue theorem [163]. Thefinalresult is
0 = I F(uj)f(u)dw = 2mJ2bi (4.15)
Jc
{
with bi being the residues of the integrand F(u)f(u>). The poles of the integrand, all
of which are simple, together with their corresponding residues are

o>i = (ta - p)/n

61 =

o>2 = (e<y - /•*) A - io>i
Ui =

7ri
h~8^n

JrV> =

lUJj bi=

'

b2 =

f(ea> - p - ihuj)
ta' "~ £a — ih,U>i

1
~3 ^
F

'

Evaluating equation (4.15) at the above residues gives thefinalresult for (4.13) as
I V

Ffiu,) = / ( ^ - A O - / ( * , ' - P - i f r * )

(4.16)

which is just the required result for the j-summation we set out to evaluate in th
place. Noting that un and un -fa;; are both proportional to odd integers for fermions,
then Ui is proportional to an even integer, giving exp(—i(3hu>i) = 1. One can then
write f(ea, - p - ihoji) = f(eal - p) = fa>, which is nothing more than the FermiDirac distribution function. Whence the Matsubara function for the non-interacting
electron density-density correlation function is just

or,or
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Figure 4.2: The deformed contour C used to evaluate the j-summation appearing
in equation (4.12). T h e crosses mark the positions in the complex plane of the poles
occurring in the integrand of equation (4.13).

Finally, the retarded non-interacting electron density-density correlation function
obtained from equation (4.17) by the simple analytic continuation of ia;,- —v u + in,
which indeed gives the celebrated result of
IIo(q,q» = £ AO>a(q)Ma,,a(q')- /"it' • • ^ • (4-18) '
e a - ea> + h{u + in)
a>a>
It is equation (4.18) which is to be of central importance to the work presented in
this chapter with its evaluation, as applied to our weakly modulated systems, being
of prime concern.

4.2.3 Dielectric function: The random-phase approximation
The response of a system of interacting electrons to an external perturbation is
characterised by a dielectric function, which we previously denoted as e(r, r'; t,t').
B y employing the result for the non-interacting electron density-density correlation
function given in the previous subsection, w e will now calculate a dynamical dielectric
function for the interacting electronic system which is valid in the regime where
rs < 1.
The dielectric function is an exact mathematical property of the system. It gives
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one a complete description for the many-body interacting problem. Thus, all information concerning both the dynamic and static response properties for an arbitrary
many-body interacting system are embodied in the structure of its corresponding
dielectric function. However, as of yet no one has derived its exact functional form
for even the simplest case of a homogeneous interacting electron gas system. Instead
one must resort to suitable approximate calculations.
In this work, w h e n calculating of the response of the system to an external perturbation w e will assume that the coupling between the external perturbation and
our system is weak. In this w a y the response of the system is determined in terms
of the properties of the system in the absence of the external perturbation. O n e then
speaks of a 'linear response' of the system and is the approximation which will be
tacitly assume throughout our discussion.
A n external potential, Vext(q;u>), which arises from the electricfieldof the externally applied perturbation inducesfluctuationsin the density of the electron gas
to result. This causes an additional induced potential6, V;n(/(q,q';u;), to arise as
seen by the electrons in the system. T h e total potential, V(q,q';o;), acting on the
electrons in the system is then

V(q, q'; w) = Vext(q; u) + Vind(q, q'; w) .
Within linear response theory, the dielectric function relates the total potential
to the applied potential via [164]

nq,q>) = JT#i •

(4 19)

"

e(q,q';w)
If w e assume Vext(q;uj) is k n o w n then the dielectric function of the system will be
k n o w n once one has determined V(q, q'; w ) . T h e problem then has been reduced to
finding the total potential acting on the electrons in the system. Since this potential
is not exactly k n o w n one must inevitability revert to an approximate scheme in order
to calculate the dielectric function.
B y limiting one's attention to the high electron density limit, ie rs <

1, the

Coulomb interactions between the electrons represent only a very small perturbation.
Within this limit, the system's properties are well described by an approximation
which for historical reasons has become k n o w n as the random-phase approximation
( R P A ) . It has been pointed out [165] that this approximation goes under a wide
6

M a y also be referred to as a screened potential.

§ 4.2

1Q7

variety of names including the random-phase approximation or more simply RPA
(by far the most popular name), independent-pair approximation, self-consistent
field approximation, time-dependent Hartree-Fock approximation and the Lindhard
dielectric function. Furthermore, there are just as m a n y alternatively equivalent
techniques in deriving the result as there are names for it [166, 167, 168, 169, 170,
171].

For an excellent historical account of the development of the R P A and how

it acquired its n a m e see [172]. T h e derivation to be presented here will follow a
diagrammatic technique based on a Green's function formulation.
W h e n employing a diagrammatic technique based on Feynman diagrams one
is faced with the dilemma of choosing which types of diagrams, out of the multitude available, are to be included. Here one must decide which diagram types give
important contributions and therefore must be retained in any calculation of the corresponding Green's function found for the case of the interacting electron system. In
the high density limit, where the system properties are well described in the so-called
R P A , it is found that nearly the entire contribution results from the pair-bubble diagrams. Thus diagrammatically, the R P A consists of the partial summation over all
diagrams of the repeated pair-bubble type. It should be noted that the R P A is a
microscopic approximation which, from a diagrammatic view point, is but one of a
whole hierarchy of approximations.
In the (q, o;)-representation, the R P A diagrams used for the (effective) electronelectron interactions are shown infigure4.3. Inclusion of such diagrams represents
an approximation (the R P A ) to the true electron-electron interaction present. In
this w a y one calculates within the R P A what is commonly refer to as the effective
electron-electron interaction, Veg (q, q'; u). For an equilibrium system, for which our
weakly modulated systems are taken to be, the result is
-iV,ff ( q , q » = [-IV (q)] + [-iV( g )][-iIIo(q,q>)][-iV(^ +

[-iV(9)][-in0(q,q';a;)][-iy(g)][-ino(q,q/;a;)][-iV(?)] + ...
= HV(«)]{1 + [-iV( g )][-in 0 (q,q»] +
[-il/(g)]2[-in0(q,q/;a;)]2 + ...}
_

Hy(g)]
l-[-iV(9)][-in0(q,q/;w)]

(4.20)

or

V,(c,q»^_n;gq|q>T.

(4-21)
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(q»q';w)

RPA

'

/ \(q,qV)
vwvvvvvvr

q

(q>qV)

Figure 4.3: Diagrams used for the effective electron-electron interaction under the
random-phase approximation in the (q,o>)-representation.

Here n0(q, q';o;)7 has been previously given by equation (4.18) while V(q) is the
space Fourier transform for the bare electron-electron interaction induced by the
Coulomb potential. It is given by

"(*) =

iq r
/e ' V(r)dr

(4.22)

such that V(r) = V(r) = e 2 /(4ne 0 Kr) is the bare Coulomb potential and depends on
the dimensionality of the system. Its evaluation in both three and two dimensions
is given in Appendix D. Note that in the (q, u; ^representation V(q) is independent
of u (or the time t) which is consistent with the fact that the bare electron-electron
interaction in an electronic system is both time and frequency independent. Thus,
the R P A amounts to treating the long range part of the bare Coulomb interaction as
the 'external' potential such that the system, in responding to this external potential,
responses to an effective potential as if it were non-interacting and perturbed by an
7

Inclusion of the form factor in the expression for the non-interacting electron-electron density
correlation function has been made. In the literature however, it is just as c o m m o n for the form
factor not to appear here but is instead included in the space Fourier transform of the matrix
elements for the bare electron-electron interaction induced by the Coulomb potential, Va>ai{q).
Here then Va,a,(q) = M ^ a ( q ) V ( ? ) M a , , a ( q ' ) .

§4.2

109

effective 'mean-field'. This mean-field approximation however does not account for
the short-ranged correlation effects between the electrons which become significant
in the limit of low electron densities. O n the other hand, since w e are interested in
the limit of high electron densities, ie rs < 1, correlation effects a m o n g the electrons
are only weak. In fact, the R P A is considered to be exact within the limit of very
high densities (ie rs ->• 0) [173]. Within R P A then, the effective electron-electron
interaction can therefore be written as
w

,

i

^

v

(q)

in accordance with equation (4.19). Comparing equations (4.23) and (4.21) gives
e(q, q'; u) = 1 - V(q)U0(q, q'; u) (4.24)
which is the well-known Lindhard form [167] for the dielectric function within RPA.
T h e appeal of the R P A just described above, w h e n used to calculate the dielectric
function, stems from the simplicity of its result. Moreover, it provides one with a
soluble model to work with which allows for the predication of non-trivial properties
of the many-body system.

4.3 Response function for weakly modulated systems
In the proceeding section we presented a quantum mechanical treatment, for our
weakly modulated systems in the presence of an external magneticfield,leading
to a dielectric response function to an external stimulus, within linear response
and under the approximation k n o w n as the R P A . T h e simplistic nature of the R P A
allowed for the response of the system to be calculated analytically. This result
correctly describes the situation within the limit of high electron densities while at
the same time allows for the occurrence of non-trivial properties of the system. W e
shall n o w evaluate explicitly the response function for our weakly modulated systems,
as described in Chapter 2.
In the quantum mechanical treatment for our weakly modulated systems in the
presence of an external perpendicular homogeneous magneticfield,w e use for the
eigenvalues thefirst-ordercorrected energy spectra as were found perturbatively
in sections 2.5 and 2.6 of Chapter 2 for the electric and the magnetic modulation
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potentials respectively. O n the other hand, as our basis set for such systems, w e
will employ the unperturbed eigenstates for the Landau system, ie \ct) = |n,ifcj,), as
given by equation (2.4). Thus the effects of the additional modulation are included
only in the electron eigenvalues while the electron eigenstates are taken as being not
affected by the modulation. Immediately it is clear then that the electron density
due to the addition of the external modulation remains unchanged. This therefore
leads tofirst-ordercorrected response properties of the modulated system over that
of the Landau system. Moreover, such an approach allows for analytically tractable
calculations for the response properties of such weakly modulated systems to be
performed, for thefirsttime, without immediate recourse to numerical calculations.
In this w a y it is thought that such an approach should essentially contain the most
salient n e w features in the response properties arising from these weak spatially
modulated systems.
It should be noted that for a complete microscopic treatment of the additionally
applied modulation potential and the (induced) electron density modulation due
to this potential on an equal footing requires the problem to be treated in a selfconsistent manner whereby Schrbdinger's equation is solved together with Poisson's
equation self-consistently. In this case the problem will be a numerical one from the
beginning. Since w e are primarily concerned with only weak modulations our choice
of the Landau basis set, for the basis of our weakly modulated systems, should be
a good approximation provided the strength of the respective modulation potentials
remain weak.

4.3.1 Evaluation of the non-interacting electron-electron density correlation function
W h e n the result of the non-interacting electron-electron density correlation function,
as given by equation (4.18), is applied to our particular weakly modulated systems
in an external magneticfield,w e find
. n0(q,q';w) = lim --—r- £ £ Mn%.nifcy(q)Mn^;n,fcy(q')
Lx,Ly^oo LxLy

,
nky n,ik
*y
jn,ky

Jn',k'y

E$y-EtZk,+h(u + iv)

,^ ^^s
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Here the factor of two accounts for the spin degeneracy of the system while the
M-matrix elements are given by
Mnl,ky;n,ky(q) = «^|eiq'r]n,fcv) .
U p o n evaluation for the M-matrix elements, one finds that they can be written as
Mn^-nty^Mn'^n^q') = 5ky,ky+qyJn,n>(-qx, X0, x'0) fy,*y+,;J„,n'(fcr, X0, x'0) .
(4.26)

Here w e have introduced the function Jn,n'(qx,Xo,x'0), which wasfirstdefined by
Argyres [174] and subsequently used by m a n y others. It is defined as
/oo

e^^x-Xo^x-x'Jdx

,

(4.27)

-oo

where <f>n(x - x0) are the Landau eigenstates which have previously been given in
Chapter 2. T h e Argyres function defined by equation (4.27) is able to be written in closed form using k n o w n functions since the integration can be carried out
analytically, its evaluation being left for Appendix E.
Realising from the product of delta functions appearing in equation (4.26) one has

qy - q'y for k'y = ky + qy such that the product can be rewritten as Skytkv+qyo~ky,ky+qy —
5« n< Sy k +„ • Here then, the translational invariance for our weakly modulated
systems- along the ^direction is m a d e explicit by the appearance of the 8qyiqy delta
function. Substitution for this product of delta functions, together with equation
(4.26), into equation (4.25) w e find
n0(q,q';a;) =

lim

y-r- £

Lx,Ly^oo LxLy

5 3 Jn,n'(-<Z*, K,ky + qy)Jn,n>(qx,ky,ky + qy)

n n , ky

Jn,ky ~ jn',ky+qy

(4.28)

which upon employing the result for the Argyres function (see Appendix E ) m a y be
rewritten as

n 0 (q,q» = . 1/m
LXlLy^OO

2
^
j-fl^^?
LxLy

,

X^^[lx0(q'x-qxWM • (4-29)
Here w e have introduced
^-, ^ _

Jn,x0 Jn',x0+qyt2

Ei% ~ E%o+q«

+ Hu + ir,)
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and

CnAq) =

\[r^.[n>~n< (^7^ ^ exP(-^/2) ^(n>"n<)/2 4B<>_B<)W

where q = (q2 + q2)1'2 is the magnitude of the two-dimensional wavevector, X

=

(q£2)2/2 with n> = max(n,n') and n < = min(n,n').
To proceed further with the evaluation of equation (4.29) we concentrate our
attention on the fcv-summation. B y changing the fcv-summation to a centre coordinate
summation (since x0 = ky£2) we note that for either of the modulation types, the
first-order corrected eigenvalues are symmetric with respect to the periodicity of the
modulation, namely E^0

= En%+Nxa-

Here Nx is an integer such that Lx =

Nxa.

It follows immediately then that J::(x0) = T(x0 + Nxa). Thus the x 0 -summation need
only be s u m m e d over an interval of length a. For convenience w e will choose the
interval such that 0 < x0 < a. So, along the entire extent of the x-axis, Lx is to be
partitioned into Nx intervals each of equal length a. W h e n this is done one is able
to write
lim

1 N'~l
lim —% £ exp[ima(q,ar - qx)]

2
_
- — — £ exp[ix0(g; - qx)]F(x0) ->
N

Lx,Ly^oo LxLy ^
x ^

£

*^°° nl*

m=0

exp[ix0(q'x - qx)\Hxo) . (4.30)

The resulting m-summation is just a geometric series and can be summed. The
result is
..

^

^

,

", ,

. M

E«Pt™(3.-*)] =

l-exv[i(q'x-qx)Nxa]

l-exp[i(q<-«.)«]
f Nx ii<jx-qx = sK
| 0

otherwise.

Here s is an arbitrary integer. W h e n c e thefinalresult for the fcy-summation is

Lx,Ly-HX> LxLy ~T ni a

Q<x <a

(4.31)
So in the Fourier representation, the non-interacting electron-electron density correlation function for our weakly modulated systems becomes
n 0 (q,q';w) =

^££„,„/(-q)/:n,n'(q')exp

~)f£2qy

71,Tl'

yl

V

/n.Xo ~ fn>,x0+qyP

_ (432)
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Here G = s(2ir/a) (where s = 0, ± 1 , ±2,...) is the magnitude of the one-dimensional
reciprocal lattice vector along the x-direction such that qx is n o w restricted to the
first Brillouin zone, — n/a < qx < IT/a.
T o m a k e the point explicit, Fourier analysing our weakly modulated systems has
the result of r -» q = (qx,qy) and r' -»• q' = (qx + G,qy).

From equation (4.32)

it is clear that the application of a weak spatially periodic modulation along the indirection destroys the translational invariance of the system in this direction while
it is maintained along the y-direction.

4.3.2 RPA dielectric function for the unmodulated system
Before proceeding with the evaluation of the dielectric function for our weakly modulated systems, it is worthwhile at this point to briefly consider the result for the dielectric function in the absence of any spatial modulation potential. Here the Landau
basis set as given in section 2.3 of Chapter 2 represents the exact single-particle
eigenfunctions and eigenvalues for the 2 D L S . T h e degeneracy of the eigenvalues in
terms of the centre coordinate therefore allow for considerable simplification when it
comes to the evaluation of the non-interacting electron density-density correlation
function as given by equation (4.32). Since the eigenvalues, and hence the FermiDirac ^distribution function, are independent of the centre coordinate, the centre
coordinate summation appearing in equation (4.32) can be performed immediately
upon going over to the continuum limit. T h e result is a delta function due to this
system n o w being translationally invariant along the x-direction. O n e therefore has
for this system q = (qx, qy) = q'. W h e n c e the final result for the non-interacting
electron density-density correlation function of the 2 D L S follows as

Mq*,<iy^)-^ECn,n'en_£J+hn{uj

+ ir])

,

(4.33)

where
J
Cn,n. = £n,n<(-q)£»,n'(q) = ^ * » > - » < < T * [L^<\X)\

.

(4.34)

Note that the n- and n'-summations appearing in equation (4.33) run over all occupied Landau levels, which are discrete, and therefore cannot be replaced by integrations within some continuum limit.
T h e well-known R P A result for the dielectric function of the 2 D L S [175] follows
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from the substitution of equation (4.33) into equation (4.24). This gives the celebrated result of
t(qx,qy;uj) = 1 - 2rs—kuc ^ Cn,n> n n' . (4.35)
q
££,
e n - en< + /i(w + 1T7)
In order to understand the dielectric response of the 2 D L S to an external field
within the R P A , namely the behaviour of equation (4.35), w efirstresolve equation
(4.35) into its corresponding real and imaginary parts. This is done using the Dirac
identity which is defined as

lim —!-r- = P(-)T ™&(Z) (4-36)
r)-wz±vq

\zj

where P denotes the principal part of 1/z. B y choosing a new set of summation
indices m = n — n' and n' = m', from the Dirac identity w e obtain for the respective
real and imaginary parts [176]
$e[e(qx,qy;u))

=

kF ~ * •
, „
„
mu
x
1 + 4 r s — ^ 2 53 ^m+m',m' (fm> ~ fm+m<)
2 2
m u — u2
Q m=l m'=0

-2rs—Swc^oE^F^
q

TT^O

(4.37)
de

m

and
3m[e(qx,qy;io)]

=

kp
°° °°
2ra7r—KUJC ^ ]T Crn+m',m' (fm> ~ fm+m')
q

771=1 77l'=0

x[S(mhwc-hu)-5(mhuc

+ hu)} .

(4.38).

The appearance of <L,o in the third term of the real part is due to the fact that
the m

= m' terms are non-zero only in the static limit (ie w = 0). The delta

functions appearing in the imaginary part ensures energy conservation; the delta
function containing the minus sign in its argument corresponding to pair excitations
in absorption while the one containing the positive sign in its argument corresponding
to pair excitations in emission.
At absolute zero a slight modification in the fm< - fm+m' term is possible. Here
one is able to write out for this term explicitly. Realising that at zero temperature
the Fermi-Dirac distribution function becomes a unit step Heaviside function, one
therefore has 0 < fm> - fm+m> < 1 with the Landau levelsfillingup to the chemical
potential p in a fashion such that the chemical potential is pinned to the last occupied
Landau level (see Chapter 3). Since in general one has the situation where the last
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Figure 4.4:

Typical behaviour for the real part of the R P A dielectric function of

the unmodulated system as a function of u>/uc shown at a fixed external magnetic
field of B = 0.8 T, T = 0 and an areal density of n s = 3.16 x 10 15 m~ 2 . The solid
line corresponds to q = O.Olkp, the broken line to q = 0.02kF while the chain line
to q = 0.03kF. All other unspecified parameters correspond to those for a typical
G a A s heterostructure.

occupied Landau level is only partiallyfilled(expected for integerfillingfactors
where the last occupied Landau level will be completelyfilled),if we denote the
Landau levelfillingfactor by u, the number of completelyfilledLandau levels by nF
and thefillingfactor of the last partially occupied Landau level by uF\ all. of which
have previously been defined in section 2.3 of Chapter 2; one is then able to write
quite generally that

Jm'

Jm+m1 — <

Up

nF — m < ml < nF
w!= nF - m
m' = np

0

otherwise

'1
1-

Up

provided one is at absolute zero. Also note that at absolute zero the m'-summati
needn't run further than thefirst7 ^ + 1 terms. This corresponds with those Landau
levels which are occupied up to the chemical potential with all other remaining levels
being empty.
For a discussion of the real part of the dielectric response as a function of the
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frequency to w e see from the appearance of the squares of the frequency difference
appearing in the denominator of the second term of the real part, ie m 2 o; 2 - a;2,
results in singularities occurring in the real part whenever the frequency is an integer
multiple of the cyclotron frequency. Between adjacent multiplies of the cyclotron
frequency the real part isfinitewith a single zero occurring between the frequency
intervals greater than uc as the real part flips between a negative to a positive
tending singularity with increasing frequency; such behaviour being attributed to
the functional form of the denominator appearing in the second term of the real part.
T h e significance of the zeros occurring in the real part will be discussed later on
in connection with magnetoplasmons. O n the other hand, for the imaginary part it
is zero everywhere except at frequencies equal to integer multiples of the cyclotron
frequency. T h e imaginary part therefore consists of a series of infinitely sharp delta
functions at such frequencies.
Typical behaviour for the real part of the R P A dielectric function for the 2 D L S as
a function of o;/o;c is given infigure4.4 at B = 0.8 T and T = 0 (corresponding to a
chemical potential of p, s=s 11.750 m e V ) for three different values of the wavenumber.
Parameters used are those typically found for a 2 D E G (ns = 3.16 x 10 15 m - 2 )
embedded in bulk G a A s (K = 13 and mb = 0.067m e where m e is the rest mass of an
electron).

4.3.3 RPA dielectric function for the weakly modulated sys
tem
In this subsection w e set out to evaluate the dynamical dielectric response function
for our weakly modulated systems. T o begin with.we introduce a physically motivated approximation which facilitates the analytical evaluation for the R P A dielectric
function as given by equation (4.32). T h e approximation concerns the magnitude
of the q wavevectors which are typically involved in any given experimental set up.
Since w e shall be primarily concerned with the response to optical probes, the q
wavevectors involved here are typically an order of magnitude or so smaller then
the Fermi wavevector, kF, of the system. Ordinarily, the electronic areal densities
and modulation periods one finds in our weakly modulated systems are such that
the magnitude of the one-dimensional reciprocal lattice vectors along the x-direction
are considerably larger than that for the in-plane components of the q wavevector,
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ie G » qx, qy. Thus one m a y ignore the contributions to the dielectric function
resulting from the reciprocal lattice vectors altogether, by setting G = 0, without any
noticeable lose in accuracy. For example, since G = m(2ir/a), for a ~ 350 n m and
ns ~ 3.1 x 10 15 m - 2 one has kF ~ 1 x 10 8 m - 1 . Typically one has q ~ O.Olkp for
an optical probe, thus q ~ 1 x 10 6 m" 1 . But the smallest non-zero reciprocal lattice
vector is such that G ~ 2 x 10 r m " 1 , thus G »'g holds.
The above physically motivated approximation is equivalent to the assumption of
one having approximate translational invariance for the weakly modulated systems
along the direction of the spatial modulation. Such an approximation was considered
by Horing et al. [81] but its justification remained absent. The assumption of one
having approximate translational invariance of the dielectric response along both
spatial directions for the weakly modulated system will therefore be used. As a
further simplifying consideration, an analytic calculation for the real part is only
feasible provided one considers the limiting case of zero temperature.
Granted the approximation for the translational invariance of our weakly modulated systems, one has q' = (qx + G,qy) « (qx,qy) = q- Thus the electron densitydensity correlation function, from equation (4.32), becomes

H(fc««)4£c^ S M f"2y fn'"Tn'f +M •
™

n,n>

G

(4 39)

'

0<xo<a En,L - ^ , ^ + , ^ 2 + ft(w + 1??)

Here the form factor, Cn,n'i is just that for the 2 D L S which was previously defined
in section 4.3.2. It is useful to spilt the (n, n')-double summation up in the following
manner
£(•••)->£(•••)+£(•••)+£(•••) •
n,n'

n>n'

n<n'

n=n'

W h e n this is done, and the order of the indices rearranged in the second of these
summations (by switching n with nl and vice versa), the R P A dielectric function for
our weakly modulated systems can be written as
/

x

1

n

kp

—v

1

^—v

e(qx,qy;u) = 1 - 2rs— nuc ^ C B , n ,- ^
^
.„

^-^

1

n>n>

^ }

^ }

,

h(

U

n>n>

kp

Jn,x0 ~ Jri,x0+x'o

1

0<xo<a ^n,x0 ~ &n',Xo+x'0 + n\U
yr-^
Jn',x0 — Jn,x0+x'0

, {)
+ 1TI)

* o£<a En%+x,o ~ Enll - h(u + 1V)

-2rs^hu;cTCnnE
„ *»*•-f**'^
n n
9
^
' « 0 < t < a E k % - En%+X, + h(u + in)
where x'0 = qy£2 has been introduced.

(4.40)
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4.3.4

Evaluation of the imaginary part

By far the easier of the two parts to calculate is the imaginary part. It will therefore
be calculated first.
Resolving equation (4.40) into its respective real and imaginary parts, using the
Dirac identity, one has for the imaginary part
^sm[e(qx,qy;to)] = 27rrs—ftwc ^ Cn,„'- Y2 (fn,Xo - fn',x0+x'0)
a
9
n>n>
0<ro<o

x5(En%-E^o+x,+hZ)
— 2lTrs

22 Cntn>-

HLOC

Q

a

n>n'

22

(/i% ~ fn,Xo+x'0)

0<.xo<a

x8(E<$e+x,o-E$e-hJ)
+2nrs—huc

J~] Cn>tn>- 22

q

a

n=n'

(/"% ~ fn',X0+x'o)

0<ro<a

x5(E$l-E$o+x,p

+ hu>). (4.41)

In the continuum limit the centre coordinate summations are able to be changed to
integrations over the centre coordinate via

0<io<a

J0

Immediately it will be seen that only those x0 satisfying energy conservation (enforced
by the delta functions) contribute to the imaginary part. T h e appearance of the
delta functions in equation (4.41) therefore m a k e the x0-integration trivial, though
tedious algebraically, to evaluate. For its evaluation it will be noted that all three
delta functions appearing in equation (4.41) are functionally dependent on x 0 . B y
properties of the delta function, one has

*[/(*)] = £

5{x - xa)
dx

(4-42)

x=xa

where xa are the simple roots of / such that f(xa) = 0. Using this property for
the delta functions, s u m m i n g over the simple roots xa then integrating, yields for
the imaginary part [86, 87], after again choosing the n e w set of summation indices

m = n — n' and n' = m',
Qm[e(q,u)] = rs—%Uc £ £ Cm+m',m' (fm+m',Xi ~ fm',xi+x'0) Qi,2
q
m=l m'=0
-rs—HUcY,
9

£
771=1 77l'=0

Cm+mi,m< [fm+m',xj+x>0 ~ fm'.xj) Q3,4

§4.3

119
+rs^-huc
y

e~x [Lm,(X))2 (fm,<Xk - fm,<Xk+x.) Qf»' .

£

(4.43)

m'=o

Here

*(i-IC.-|)

r\mm

t&lm'Wij

{

- A S cos (Kx'0) Wij - A £ > sin (Kx'0) ZitJ

with

w* = ^(i - C?)/(i + CJ) - (clo)/v/iTcf
and

^- = o/v^+a + cVa-cMi + cj) •
The £'s are given as
r

__

mhu>c + HUJ
^U

2

m+m,

cos (lif:x'0) + U2m, ~~Z~U

- 2Um+n,Um,

A^sin(^)
C2 =

C5 =

'

_

A$cos(Kx'0)-AlZ+m,-Ulm'"m'+m

_ _ _ ^ _ _ _ _

a n d

2Um. sin (tfx'0/2)

C e

sin

-

*°

^<)

cos (Kx'0) - 1'

In equation (4.43) the xa's, (with a = i,j,k), denotes the simple roots given by
the set of trigonometric equations
mKuc + AlZ+m' cos(Kxa) - A$ cos(Kxa + Kx'0) ± Hu = 0 (4.44)
where the plus case corresponds to a = i and k (with m = 0 for a = k only)
and the minus case corresponds to a = j. W e mention that the roots to the set
of trigonometric equations given by (4.44) can be solved for analytically using a
so-called subsidiary angle method. The solutions are such that;
s'm(Kxi) = Wi,2 and cos(Kxi) = Zl<2 for a = i
s'm(Kxj) = W3A and cos(ATxi) = Z3)4 for a = j
sin(ivxfc) = W5i6 and

cos(#xfc) = Z5,6 for a = k.

(4.45)

A word on the notation used here. The double arrow used (see (4) implies that
those quantities appearing to the left of the arrow are to be replaced with those
quantities appearing to the right of the arrow, and vice versa, in order to obtain the
required quantity (in our case (4) from the listed quantity (in our case (2)-
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Each term appearing in the imaginary part of the dielectric function has a simple
physical interpretation based on the understanding that the imaginary part of the
dielectric function describes electron-hole pair excitations8 of a system. In the first
two terms of equation (4.43), each of the double summations (m,m') run over all
states of the system (which m a y or m a y not be occupied). Physically they are associated with inter-Landau band transitions. T h efirstof these two terms corresponds
to emission and gives no contribution to the imaginary part whenever positive frequencies are considered. It is therefore of no real importance to us here. The second
of these terms is the more important term for the case of positive frequencies. It
corresponds to adsorption which gives rise to the electron-hole pair excitations of
the system. Here the transitions will be from states (m, x0) to ( m + m', x0 -f x'0) and
are not necessary vertical transitions (namely from states (m,x0) to ( m + m',x0)).
T h e third term, consisting of the single m'-summation only, runs within each singly
occupied (or unoccupied) state of the system and is associated physically with the
intra-Landau band transitions (ie transitions from states (m',x 0 ) to (m',x0 + x'0)).
T h e presence.of the third term alone in equation (4.43) represents a significant
departure in the response of the modulated system over that for the unmodulated
case. Here the modulation-induced broadening of the Landau levels into bands of
finite width allows for electron-hole pair excitations arising from intra-Landau band
transitions to contribute to the imaginary part. Such is not the case for the unmodulated system since here the degeneracy factor in the energy spectrum (with respect
to ky) results in the Landau levels having no width.
W e speak of the electron-hole pair excitations as being real transition processes
since energy, as enforced by the delta functions present-in equation (4.41), is conserved. T h e application of a weak spatial modulation, which is periodic, therefore
allows for significant alterations to the electron-hole pair excitations in such systems
compared to that for the unmodulated system. In the absence of any modulation it is
well k n o w n that for infinitely sharp Landau levels the electron-hole pair excitations
can only occur at frequencies equal to the cyclotron frequency and its harmonics.
T h e imaginary part of the dielectric response function thus contains a series of highly
singular delta functions at the frequencies nuc (n = 1,2,...) forming, in appearance,
"Initially an electron (at T = 0 for simplicity) is in an occupied state below the chemical
potential. U p o n becoming excited by an external perturbation it moves to an unoccupied state
above the chemical potential. T h e removal of an electron from the Fermi sea results in a vacancy
know as a hole. T h e excitation process therefore leads to the formation of electron-hole pairs.
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a so-called Dirac comb. T h e modulation-induced broadening of the energy spectrum
brought about by a weak spatial modulation potential leads however to the reintroduction of particle-hole excitations into the dielectric response function and thus
allows for pair excitations to occur within afinitefrequency bandwidth around the
cyclotron frequency and each of its harmonics.
Our result for the imaginary part of the R P A dielectric function, as given by
equation (4.43), is valid atfinitetemperature. If w e however restrict our attention
firstly to the case of T = 0 only, Landau bands will only be occupied up to the
chemical potential. Above the chemical potential all states will be empty. Thus a
non-zero contribution to the imaginary part is further restricted by the distribution
functions present in equation (4.43). For the sake of completeness, the restrictions
imposed by the distribution functions require in turn: fm+m>tXi and fm',Xi+x' are nonzero provided Zh2 < Am+m,

and Zli2 cos(Kx'0) - Wh2sm(Kx'0)

< A m » ; fm+m',xj+x'0

and fmiiXj are non-zero provided Z3Acos(Kx'0) - W 3 i 4 s i n ( A X ) < Am+m<

and Z 3 ) 4 <

Am'] fm',xk and fm',Xk+x'o are non-zero provided Z 5 | 6 < A m / and Z5t6 cos(Kx'0) Wste sm(Kx'0) < Am>. Here w e have defined

Am' =

TTT— = Am+mt

Im'^-rm+m' •

(4.46)

K,'
Typical behaviour for the imaginary part of the R P A dielectric function for our
weakly modulated systems at T = 0 are given infigures4.5 through to 4.9. In all of
the numerical calculations w e have employed the following realistic parameters for
typical weakly modulated GaAs-Alj,Gai_ r A s systems: ns = 3.16 x 10 15 m ~ 2 , K = 13,
mb = 0.067m e giving rs = 0.69. Both modulation potentials have been chosen so as
each has an equal periodicity of a = 382 n m and respective modulation amplitudes
of Ve = 1 m e V and Bm = 0.04 T for the electric and magnetic cases, unless otherwise
stated.
Figure 4.5 shows typical behaviour for the imaginary part of the magnetic-fielddependent R P A dielectric function in a unidirectional spatially periodic electrical
modulation which is weak as a function of u/uc. A fixed magnetic field of B

=

0.769 T, corresponding to afillingfactor of 8.5, has been chosen. At such a weak
modulation amplitude, the Landau bands do not overlap one another at the chemical
potential (which is given by p(Ve) w 11.292 m e V ) and it can be clearly seen that
the imaginary part consists of a series of individually isolated double-peak structures
about the resonance frequency and each of its harmonics. N e w subsingularities (fine
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Figure 4.5: Imaginary part of the R P A dielectric function as a function of u>/uc for
a weak electrostatically modulated 2DLS. Here Ve = 1 meV, a = 382 nm, v = 8.5
at T = 0 and for the fixed wavenumbers of qx = O.OOlkp and qy = 0.02kF. Other
parameters used are as given in the text.

4.3

123

structure) at either side of the band edges of each main double-peak structure are
also resolved together with a discontinuity within the double-peak structure itself.
Here the infinities are an artifact of the R P A which neglects any intrinsic broadening
of the Landau levels. It shall be noted that for the particular parameters which w e
have chosen to illustrate the behaviour of the imaginary part, no electron-hole pair
excitations arising from an intra-Landau band transition process contribute. In fact,
such intra-Landau band transitions will only ever occur under very special parameter
sets due to such a transition being constrained to occur over x0-states between xk
and xk + x'0.
For the case of non-integerfillingfactors, at zero temperature, the Landau bands
fill up to the chemical potential such that the last occupied Landau band is only
partially occupied. T h e number of singularities on either side of the band edges
then is equal to i where i is an integer which counts the resonance frequency (as
i = 1) and each of its harmonics (as i = 2,3,4,...), with the m a x i m u m number given
by nF. T h e special case of integerfillingfactors results in the disappearance of the
discontinuity in the double-peak structure of the imaginary part.
T h e origin of both these features' can be explained in terms of the electronhole pair excitations of the system which, as our results suggest, are significantly
altered by a spatial periodic modulation. T h e modulation-induced broadening of the
energy spectrum for such systems not only allow for pair excitations to occur within
finite frequency bandwidths about the cyclotron frequency and its harmonics, but
more importantly, since the bandwidth of each modulation-induced Landau band is
non-uniform - that is, dependent on the Landau band index n (a feature explicitly
pointed out in Chapter 2) - each Landau band thus has a differing bandwidth. O n e
therefore observes broadened excitations with van Hove subsingularities at the lowand high-frequency sides of the excitation peaks. This is the origin of these new
subsingularities. T h e discontinuity occurring in the double-peak structure of the
imaginary part has its origin in the partialfillingof the last occupied Landau band.
At zero temperature, consider the case where the last Landau band is completely occupied (corresponding to integerfillingfactors). The allowed transition
(or electron-hole pair excitations) in the quantum number m about u ~ uc is given
by nF -» nF + 1 only. Such a transition has two associated van Hove singularities at
the band edges. Thus one observes a total of two singularities about u ~ UJC\ one on
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either side of the low- and high frequency sides of the excitation peak. Next consider
the case about u> ~ 2a>c. T h e allowed transitions are n o w nF - 1 -> nF + 1 and
nF -» nF + 2. Each corresponding transition has two associated van Hove singularities at the band edges. Importantly however the singularities in the pair excitations
for each respective transition occur over differing frequency bandwidths about the
cyclotron frequency due to the n-dependent modulation induced level broadening.
Thus one n o w observes a total of four singularities, two for each transition, about
to ~ 2uc. T h e van Hove subsingularities at the band edges are of the inverse square
root type. T h e number of singularities thereby increases by two as u> increases from
around nuc to (n + l)wc. T h e m a x i m u m number of singularities is however constrained to 2nF due to the limit in initially available occupied states, which is nF at
integerfillingfactors. Integerfillingfactors are however a special case. T h e more
general case, at zero temperature, is where the last occupied Landau band is only
partially occupied (corresponding to non-integerfillingfactors). This partial occupancy feature in the general case leads to additional complications in the transition
processes which are n o w possible. About u ~ u>c two transition processes are now
possible, namely nF — 1 —> nF and nF —>• np + 1. However, contrary to one's initial
intuitive expectation, still one only observes a total of two singularities. The physical
reason for this is to be explained in the following paragraphs.
Energy conservation for the electron-hole pair excitations leads to the absolute restriction in the available x0-states which are allowable for a given transition between different quantum states. For allowable inter-Landau band transitions
between states, leading to a contribution in the imaginary part, are from the states
(m', Xj) to ( m + ra', Xj + x'0) only. For those transitions processes from either; (i)
states below to the chemical potential to the last partially occupied Landau band
or, (ii) from the last partially occupied Landau band to states above the chemical
potential, therefore do not necessarily given a contribution to the imaginary part
even though the condition for energy conservation m a y be satisfied. Such is the
case since the only allowable transitions, as enforced by energy conservation, m a y
result from either; (i) occupied states below the chemical potential to an occupied
state at the last partially occupied Landau band or, (ii) from an unoccupied state
at the last partially occupied Landau band to unoccupied states above the chemical
potential. In either case, the difference in occupancy factor will be zero. This is the
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origin of the discontinuity within the double-peak structure of the imaginary part.
Importantly however it is seen that the number of subsingularities at the band edges,
about the cyclotron or a given particular harmonic frequency, remains the same as
for the integerfillingcase even though the total number of permissible transitions
has increased by one on account of being at non-integerfillingfactors.
As an illustrative example on the origin of both these new features w e refer the
reader to figure 4.6. Here w e consider the case of a weak electrostatic modulation
potential in which the last Landau band is partially occupied. T h e allowed transitions
about LO ~ 3o;c are: nF — 3 -¥ nF, nF — 2 ->• nF+l,

nF — l -» nF+2

and nF ->• nF+3.

Note that for the special case where the last Landau band happens to be completely
occupied (corresponding to integerfillingfactors), the allowed transitions would be:
np

— 2 ->• nF + 1, np — 1 ->• np + 2 and np -> nF + 3 only. Since w e have considered

afillingfactor of v = 8.5, then nF = 8. In this particular case one expects three
singularities on either side of the band edges, giving a total of six such singularities
about LO ~ 3o>c together with a single discontinuity within the double-peak structure.
Explicitly, the particular transitions in the quantum number m involved are shown
schematically in figure 4.6 (a) and are: 5 -y 8 (the small-spaced broken line in (b)),
6 -> 9 (the dot-dashed line in (b)), 7 -> 10 (the large-spaced broken line in (b)) and
8 ->• 11 (the chain line in (b)). In figure 4.6 (b) the individual contributions due to
each of these transitions is shown in the upper portion of thefigurewith the resultant
due to all four contributions being shown in the corresponding lower portion. The
origin and number of subsingularities together with the origin of the discontinuity is
thus left in clear evidence from such a figure.
General features exhibited by the discontinuity concern its positioning as a function of frequency, relative to the cyclotron frequency, as the strength of the external
magneticfieldis changed. With increasingfillingfactors, between adjacent integer
filling factors, the discontinuity shifts from frequencies below the given multiply of
the cyclotron frequency (whatever the case m a y be) to frequencies above it. This
type of behaviour is shown infigure4.7. T h e discontinuity also exhibits a gap which
opens up with increasing qy (ie as qy -+ q). In the limit of qy -» 0 such a gap in the
discontinuity disappears altogether. Lastly the height in the discontinuity depends on
the magnitude of the modulation amplitude. Decreasing the modulation amplitude
leads to a narrowing in the bandwidth of the pair excitations, and hence the width
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0.006

Figure 4.6: (a) Schematic of the inter-Landau band transitions, resulting from pair
excitations, which give a non-zero contribution to the imaginary of the dielectric
function, (b) Top Portion: Shows the individual transitions between the Landau
bands about co ~

3LOC

for the general case of non-integerfillingfactor. Here u = 8.5.

The small-spaced broken line corresponds to the transition in the quantum number
m of 5 ->• 8, the dot-dashed line is for 6 ->• 9, the large-spaced broken line is for
7 —>> 10 while the chain line is for 8 -»• 11. T h e offset is 0.003 units in the y-direction
while all other parameters used are as in figure 4.5. (b) Bottom Portion: T h e nett
contribution due to all four transitions showing an expected total of six van Hove
subsingularities at the band edges and a single discontinuity within the double-peak
structure.

of each of the individual subsingularities, but increases both the magnitude of the
double-peak structure and its associated discontinuity. This particular feature is to
be expected since as either V e or Bm tend to zero the bandwidth of the double-peak
structure tends to zero (and hence both the magnitude of the double-peak structure
and the height of the discontinuity tend to infinity) and the pair excitations revert
back to those for the 2 D L S of zero bandwidth (in frequency) which are centred about
the cyclotron frequency and each of its harmonics.
Qualitatively similar features to those found for the case of a weak spatial electric
modulation are seen in the imaginary part of the R P A dielectric function for the case
of a weak spatial magnetic modulation. Infigure4.8 the behaviour of the imaginary
part of the R P A dielectric function as a function of o>/o;c at afixedexternal magnetic
field for the case of a weak spatial magnetic modulation is shown. Here w e have
considered a magnetic modulation of amplitude Bm
magneticfieldof B = 0.769 T such that p(Bm)

= 0.04 T in a fixed external

« 11.291 m e V . All other parameters

are identical with those used infigure4.5.
Although the structure for both the magnetic and the electric modulated cases in
the imaginary part of the response function are seen to be qualitative very similar,
the size of their respective bandwidths can differ considerably. Such bandwidths
for the subsingularities in the magnetically modulated case m a y be up to about an
order of magnitude larger compared to those seen for the electrically modulated case
when equal modulation strengths are considered [87, 88]. Here by equal modulation
strengths w e m e a n Ve = hLom, so that \%e/mbBm(x)\

= |K(x)|.

As noted by Peeters and Vasilopoulos [31], when only terms linear in Bm

are

retained, the amplitude amplification in the bandwidth for the magnetically modulated case, when equal modulation strengths are considered, is given by a factor
of aky/(2rr) over that of the corresponding electrically modulated case (compare
equation (2.37) with equation (2.20)). Furthermore, they also pointed out that the
respective bandwidths m a x i m a and minima are out-of-phase with each other by approximately 90° (see Chapter 2). So, on average, provided one is not near external
magneticfieldsvalues B such that one is at or near the bandwidth minima for the
magnetically modulated case, such magnetic bandwidths will always be larger then
their electric counterpart. Accordingly then, band structure effects, such as the van
Hove subsingularities at the band edges, for the magnetically modulated case will,
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Figure 4.7: Behaviour of the discontinuity within the imaginary part as the filling
factor (and hence the magnitude of the external magneticfield)is changed. It is
shown for the particular case of an electric modulation of strength Ve = 0.5 m e V
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position of the discontinuity. Here qx = O.OOlkp and qy — 0.02^.
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on the average, result in stronger and more prominent features being visible over the
electrically modulated case. Such is the demonstrated case infigure4.9. Here it is
shown for the case of equal strengths where Bm = 0.04 T such that Ve = 0.069 m e V .
The size of the bandwidths for the van Hove subsingularities in the imaginary part
for the magnetic case, in this particular example, are comparatively larger compared
to their electric counterpart. It is therefore proposed that these new predicted fine
structures due to a weak magnetic modulation should be more readily observed in
far-infrared spectroscopy experiments over their electric counterpart.
B y simplifying our results for the imaginary part, as given by equation (4.43),
we could further limit our attention to the case of vertical transition processes only.
Here then one considers only those transitions from states (m\ x0) to ( m + m', x0)
such that x'0 = 0 (thus qy = 0 so that q = qx). Within this limiting case, electronhole pair excitations resulting from intra-Landau band transitions (as given by the
third term in equation (4.43)) can no longer occur. Our result for the imaginary part
of the R P A dielectric function due to a weak spatial modulation potential therefore
reduces to [86, 87, 83]
k
5sm[e(qx,L0)} =

ra

oo

oo

.

(

%LOc ]jP 22 Cm+m',m> \fm+m',x\ ~ fm<,x\) Q™2
qx
m=l m'=0

oo oo
flLOc ^2 5 Z C™+m',m' (fm+m1^ ~ fm',x'j) Q™A

-rg
q%

' (4-47)

771 = 1 77l'=0

Here, as x'0 ->• 0 one finds
nmm'

, nmm'

C V ~ ICtl)

The (j-'s are given by
Ci = —U\
IV

m+m'

TUT = -Cal-^)
yv

m'

In equation (4.47) the x'a's (with a = i and j only) denotes the simple roots given
by the following set of trigonometric equations
mhioc ± hio

cos(Kx'Q) = -

{?}
A

7n+m'

(4.48)

{c>
ly

m'

where the plus case corresponds to a = i and the minus case corresponds toa = j.
Again, only the second term of equation (4.47) gives a non-zero contribution to
the imaginary part when positive frequencies are considered. Therefore, the ensuing
discussion can be further simplified by consideration of this term only.
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4.08

Comparison between the electric (top curve) and magnetic (bottom

curve) modulated cases for the imaginary part of the R P A dielectric function about
u ~ ALOC for the case of equal modulation strengths, ie Ve = hum

{Bm

- 0.04

T, Ve = 0.069 m e V ) . T h e external magnetic field is fixed at B = 0.769 T. Thus
p(Ve) « 11.294 m e V and p(Bm)

« 11.291 m e V . All other, parameters for either

modulated case have remained identical. Note that the electric case is shown on an
expanded scale for LO/LOC.
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For pair excitations about frequencies given by to ~ nu)c, such that n > nF, in order to understand the behaviour of the discontinuity appearing in the imaginary part
one m a y introduce the following shifts in the frequency about which the discontinuity
occurs at; namely, LO+ = mud + 5 and o>_ = mcod — S. Here u>d is the discontinuity
frequency while 5 is an infinitesimal shift. Applying each of these frequency shifts,
in turn, at zero temperature the double summations appearing in equation (4.47) can
be s u m m e d out explicitly giving n terms in either case. For definiteness it is found
that
hto.

3fm[e(&; u>+)] = rs

^71^,71
p ,np—n

DI

A

{?}

?}
- A {np—n

i\np.

^n p+1 ,np — n+l
to
-A
A 71^
+1

i vn „ _

anp+n—l,np — l
to
,w 1 -np
''•np+n—
—

+ ...+

to
np—n+l

(4.49)

Ji

and
hio.
$sm[e(qx;LO-)] = ra

^n p~\-\}np—n-\-l

A
** Zl - Di.
^np+n-l,np-l

A

_
to
np+ 7i-l

A

+

to
Anp—n+1

to
np+l
,

t o
ly
nF-l

n
(4.50)

*^np+n,np

A{?}

to
Anp-\-n

'1-711?

Here Dn = fo(wd - o;c)n. Thus the difference between the two is
A$sm[e(qx; co+ - LO.)] = $sm[e(qx;u+)] - Qm[e(qx; LO-)]
kp'
= r..

/la;c

l D

^Z ~ n

^np,np?}
A { ? } - A {np—n

^n p-\-n,np
-1>-7ljr+7l

Aw

(4.51)

and is, as expected, non-zero. It gives the magnitude of the discontinuity.
For our weakly modulated systems, tofirst-orderin the perturbation calculation
for the energy spectrum, An^ for either modulation potential, is directly proportional
to the strength of the respective modulation strength. So, apart from a few numerical
factors, it is seen from equation (4.51) that the magnitude of the discontinuity is
dependent inversely on the magnitude of the strength of the modulation potential.
This agrees with our earlier results and provides explicit conformation of the result
that as either Ve or Bm

tend to zero, the magnitude of the discontinuity tends to

infinity.
Thus far w e have established the limiting behaviour for the imaginary part of the
dielectric function in the case of our weak spatially periodically modulated systems
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at zero temperature. Finite temperatures will however modify this behaviour for the
imaginary part. T h e imaginary part is found to no longer exhibit a well defined
number of subsingularities at either side of the band edges as was the case for the
zero temperature result. Instead, the number of such subsingularities increases with
increasing temperature. T h e lost in a clearly discernible number of subsingularities
at either sides of the band edges in the imaginary part is attributed to the sharp cutoff in the occupancy of the Landau bands at zero temperature disappearing at finite
temperatures. Finite temperatures no longer allow for the Landau bands to be completely occupied up to the chemical potential (with the possibility of some Landau
bands being partially occupied) and completely empty above the chemical potential.
Instead, all Landau bands are to a certain extent partially occupied; a feature which
is most evident about those Landau bands which find themselves immediate to the
chemical potential, and increases with increasing temperature. The removal of the
sharp cut-off in the occupancy of the Landau bands at zero temperature therefore
allows for in principle any number of electron-hole pair transition processes to contribute to the imaginary part. This particularfinitetemperature feature becomes
more evident with increasing temperatures as former pair excitations at T = 0 which
gave no contribution are n o w able to contribute.
As an example of thefinitetemperature behaviour for the imaginary part of
the R P A dielectric function, as a function of LO/LOC, in figure 4.10 we show for a
weakly magnetically modulated system its behaviour about LO ~ 2o;c at three different
temperatures. In all three case w e have chosen B = 0.769 T, Bm

= 0.04 T at

ns = 3.16 x 10 15 m - 2 and a = 382 n m . All other parameters are as used in figure
4.8. In each particular case the broken line corresponds to the result at T = 0
(v>(Bm) « 11.291 m e V ) while the solid lines are thefinitetemperature results of (a)
T = 0.2 K (p(Vm) « 11.291 m e V ) , (b) T = 2 K (p(Vm) * 11.291 m e V ) and (c)
T = 10 K (p(Vm) « 11.289 m e V ) . T h e number of subsingularities at either side of
the band edges is therefore seen to rapidly increase from two at T = 0 to m a n y at
T = 10 K. Furthermore, the discontinuity within the double-peak structure of the
imaginary part at T = 0 is also rapidly smoothed over atfinitetemperatures.
In principle, all transition processes corresponding to an energy of mhuc
now able to give a non-zero contribution to the imaginary part about LO ~ muc

are
at

finite temperatures. T h e number of subsingularities then corresponds to all such pair
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Figure 4.10: Plot of the temperature dependence of the imaginary part of the R P A
dielectric function about LO ~ 2a>c for a weak magnetic modulation. The broke line
corresponds to the T = 0 result while the solid lines are for thefinitetemperature
results of (a) T = 0.2 K, (b) T = 2 K and (c) T = 10 K. Parameters used are listed
in the text.
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excitations of the system which have an energy of roughly mhu>c. W h a t should be also
noted fromfigure4.10 is thatfinitetemperatures do not lead to a smoothing away of
each individual modulation-induced sub-singularity as one might intuitively expect.
Instead, increasing the temperature leads to the number of observed subsingularities
increasing.
The m a x i m u m allowable bandwidth in frequency, which give a non-zero contribution to the imaginary part, is now seen to widen atfinitetemperatures and is
only limited by the requirement that energy be conserved in each transition process.
From equation (4.43) this is equivalent to 0(1 — |£3|) = 1, that is
ILO —

mhuc

< 1 ,

(4.52)

3

>/(A£im0 - 2 A « m , A « c o s ( ^ ) + (A« m ,)''
and is a condition on the allowable frequency range for a particular transition. A n
estimate for the permissible frequency range of any given transition can now be found
from equation (4.52) when its left hand side is greatest, ie when its denominator is
smallest. This occurs when x'0 = 0. As an estimate for the allowable range in
frequency of the electron-hole pairs, about a given frequency u ~ muic, one has
LO ~ mu, ± A

{?}

_

Ato

/H .

(4.53)

From parts (a), (b) and (c) offigure4.10 it is seen that the dominate contributions
to the imaginary part at low temperatures consist primarily of those electron-hole
pairs which contributed to the imaginary part at T = 0 (see part (a) of figure
4.10). With increasing temperatures secondary transition processes about the chemical potential from either; (i) Landau bands originating and terminating just below
the chemical potential or, (ii) Landau bands originating and terminating just above
the chemical potential, become possible leading to a non-zero contribution in the
imaginary part. In our particular example the primary transitions correspond to the
inter-Landau band transitions of: 6 -»• 8, 7 -+ 9 and 8 -> 10; while some of the
dominate secondary transitions include 4 ->• 6, 5 -> 7 (both of type (i)) and 9 -»• 11,
10 ->• 12 (both of type (ii)); all are evident in part (c) offigure4.10.
For an understanding of which particular transitions from which Landau bands
correspond to which subsingularities in sayfigure4.10 (c), from equation (4.53) we
can write down a bandwidth frequency table which gives the size of the bandwidth
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Thefirstnineteen inter-Landau band transitions which are possible

atfinitetemperatures about 2LOC together with their respective bandwidth. The
bandwidth is in m e V and is given as a multiple of h~u>c. Parameters used are as those
used infigure4.10.
Inter-Landau band Energy bandwidth (in meV)
given as multiples of h~Loc
transitions about LO ~ 2LOC
ie m' -+ m' + 2
ie |14i/+2 - Vm'\
O-J-2
1 -+ 3
2 -+ 4
3 -> 5
4 -+ 6
5^7
6->8
7 -+ 9
8 -+ 10
9-+11
10 -+ 12
11 -+ 13
12 -+ 14
13 -> 15
14 -+ 16
15 -> 17
16 -+ 18
17 -> 19
18 -+ 20

0.0870
0.0763
0.0662
0.0567
0.0478
0.0395
0.0317
0.0244
0.0170
0.0113
0.0055
0.0007
0.0049
0.0095
0.0137
0.0176
0.0211
0.0243
0.0272
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corresponding to each inter-Landau band transition process about the frequency
LO

~ 2LOC (see table 4.1).
Naturally, m a n y of the transitions listed in table 4.1 give negligible contribution

to the imaginary part even at T = 10 K. O f those which do contribute significantly
at T = 10 K , the outer most subsingularities correspond to those transitions which
have the greatest allowable bandwidth. These are seen from those Landau bands well
below the chemical potential, that is, mainly from the secondary transitions 4 —>• 6
and 5 —> 7. Moving closer to 2hu>c, the next set of three subsingularities are those
corresponding to the primary transitions of 6 —> 8, 7 —> 9 and 8 —T 10. T h e inner
most subsingularities about 2o>c, which are of m i n i m u m bandwidth but which still
give a significant contribution to the imaginary part, are the additional secondary
transitions of 9 -+ 11 and 10 -+ 12. subsingularities arising from higher order
inter-Landau band transitions are of no interest for the T = 10 K case since they
only give a negligibly decreasing contribution to the imaginary part. Note that for
this particular case, the inter-Landau band transition giving the greatest bandwidth
about LO ~ 2LOC, namely the inter-Landau band transition from 0 ->• 2, does not show
up in figure 4.10 as it only gives a very small contribution to the overall imaginary
part.
Another feature of thefinitetemperature result is that it allows for a non-zero
contribution resulting from intra-Landau bands to occur more readily over a wider
range of parameters then is other wise possible at zero temperature. Atfinitetemperatures electron-hole pair excitations resulting from intra-Landau band transitions
which give a contribution to the imaginary part are no longer restricted to the single
(no overlap at the chemical potential) /few (overlap at the chemical potential) Landau
band/s located at the chemical potential. Instead, electron-hole pair excitations resulting from intra-Landau band transitions giving rise to a contribution in the imaginary part can occur over, in principle, any number of Landau bands. However, it
will only be those Landau bands about the chemical potential which give reasonable
contributions at low temperatures.
As an example of the intra-Landau band contribution to the imaginary part, in
figure 4.11 w e have shown it, as a function of LO/UC, at various temperatures. The
particular parameters chosen are a = 382 n m , ns = 3.16 x 10 15 m ~ 2 , Bm = 0.02 T
at B = 0.8 T and for qx = 0, qy = 0.01**- Again, as was the case for the inter-
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LO/LOC (xlO" )

Figure 4.11: T h e intra-Landau band contribution to the imaginary part, as a function of = o»/u;c, at eight different temperatures as indicated in the figure.

Landau band contribution, it will be noted that the allowable frequency bandwidth
corresponding to the intra-Landau bands transitions increases with increasing temperature. This is expected since as the temperature increases, intra-band transitions
within Landau bands other then those Landau bands at the chemical potential are
able to give increasing contribution.

4.3.5

Evaluation of the real part

The real part of the RPA dielectric function for our weakly modulated systems is
obtained upon resolving equation (4.40) into its real part, using once more the Dirac
identity. The result is

^ n>n> ° 0<xo<a &n,x0 - nn'l!Co+xig + "-{LO + IT})
,1

+2rs—

kF f. V^/-f
n>n'

kp. cyCnn-PT 1
-2rs^-hu
n n

?

^ D V^

Huc 2^ Cn,n>- P } ^

n

Jn',x0 ~ Jn,x0+x'0

Tul

7J7i T—T~7

Jn,x00 jn,x^xfn,x0+x0
Jn,x

_

^

' a 0<t<a E&. - E%o+x, + *(« + ^

Evaluation of equation (4.54) for our weakly modulated systems for the general
case offinitetemperatures is only feasible numerically. In order to derive an explicit
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analytic expression for the real part w e limit ourselves to the case of zero temperature.
For the real part then, in the continuum limit whereby one replaces the summations
over the centre coordinate with integrations, the principal value integrations are
exactly solvable using a contour integral method.
In the general case of an arbitrary modulation potential which is weak, at nonintegerfillingfactors the results tend to be somewhat complicated and great care
must be exercised during the course of its evaluation. At zero temperatures the additional complication arises at the chemical potential for those Landau bands which
are only partially occupied. Note that for the case where their is no overlap between
the Landau bands at the chemical potential, the chemical potential will be confined
to within the last (and only) partially occupied Landau band (see Chapter 3). Integration over the centre coordinate at the partially occupied Landau band/s does
therefore not necessarily give a contribute for all values of x0. Also, at the partially
occupied Landau band/s the concavity of these/this band/s, as a function of x 0 (as
given by the function A t o ) , determines which x0-states are below the chemical potential and are hence occupied and which of those x0-states fall above the chemical
potential and hence are unoccupied.
To proceed with the calculation of the real part, division into two separate cases
based on the concavity of the partially occupied Landau band/s, is m a d e and is in fact
necessary. For the case of A t o > 0 at a partially occupied Landau band (Ato > 0 for
no overlap at the chemical potential), x0 is restricted between 0 < x0 < a as usual.
For the case of A ^ } < 0 (or (An^ > 0 for no overlap) however, it is convenient to
restrict x0 between -a/2 <x0<

a/2. T h e second of these restricts is still perfectly

valid since any interval along x0 which preserves the periodicity of a can be chosen.
This particular choice is m a d e entirely on the basis of convenience. It facilitates for
those states which are occupied at the chemical potential to be treated as a single
entity rather than the necessary partitioning of the x0-states into two separate parts
if the interval of 0 < x 0 < a has been chosen. T h e x0-integration in the continuum
limit will therefore be

E

(...)_> f'\--)dx0

(4.55)

which, for the second of these cases, is now a lot easier algebraically to handle.
C A S E I: A £ > > Q for those partially occupied states at the chemical potential.
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From equation (4.54), within the continuum limit for 0 < x 0 < a, changing the
variable of integration from x0 to 9 via 9 = Kx0, and again choosing the new set of
summation indices m = n - n' and n' = m', the real part is given by

Re[ C ( 9 „ (&,;«,)] = 1 - r. J * * * ^ g
<? T

mm

, pf*

,

Jo

d9 *»+"','/*

- fm>9/K+x>

ai+/?ism0 +

7lcos0

? * , Jo a3 +/?3 sm 0 + 73 cos 0

^ E <V>. pf"a de
W : W ^
+ /? sin 0 + 75 cos 0

-r,-

7r tT

Jo
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as + P5 sin 0 + 7s cos (9
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Here
ari(w) = mhue + HLO = a3(-Lo) - a5\m=Q ,
A

= /?5 = A^, } sin(^x' 0 ) = -/33\m'**m+m>

and
71 = Ki+m' ~ Am'COS(Kx'o)

= ~73U'^m+m' = 7s|m=0 •

Since at absolute zero the distribution functions appearing in the above integrals
are either equal to one or zero, this gives the necessary simplification required for
the evaluation of the integrals appearing in equation (4.56). O n e therefore has the
following set of Cauchy principal value integrals of the form
/

d

Q

cti + pi sin 9 + 7t cos 9
where i = 1 , 3 and 5. Integrals of the form given by equation (4.57) can be evaluate
analytically. T h e result is quoted in reference [177].
Term by term consideration of equation (4.56) with.respect to each of the distribution functions is therefore necessary for its evaluation. There are therefore six
integrals of the form of (4.57) which must be calculated. As an example we briefly
outline the necessary steps required for the evaluation for the first of these integrals
appearing in thefirstterm of equation (4.56) for the case where Ato > 0 at those
partially occupied states at the chemical potential. O n e has: (i) for A m + T O / > 1, ie
9(Am+m>

- 1), then fm+m',9/K = 1 V 0 € [0, 2TT]. Physically this is just the case where

the chemical potential is greater than the energy of the modulated system, for all x0,
and corresponds to those Landau bands below the chemical potential which are completely occupied; (ii) for | A m + m i | < 1, ie 9(1 - | A m + m ' | ) , then fm+m>,e/K = 1 for only
those values of 9 such that arccos(A m + m ») < 9 < 2ir - arccos(A m+m /). Physically
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this is the case where one is at the last partially occupied Landau band, and; (iii) for
Am+m'

< - 1 then fm+m<,g/K = 0 V 0 € [0,2*-]. Physically this is just the case where

the chemical potential is less than the energy of the modulated system, for all values
of the centre coordinate, and corresponds to those Landau bands above the chemical
potential which are completely empty. Evaluation under these three conditions of
thefirstintegral appearing in thefirstterm of equation (4.56) therefore leads to
2TT

H - PI - 7i2
Am+m>

/•27T

v7*? - Pi ~ 7i2

'm+m',e/K
/,

/ d9
a\ + /?i sin 0 + 71 cos 9
Jo

> 1, |Ci| > 1
TT + arctan (#£!!*')

- arctan (t?™+')
1^771+771

<i, ICil>i
Qmm1

log

\IR+1l-<*

^1,+

| A m + m / | < 1, |Ci| < 1 .
The quantities •dm^ and 0 ™ ™ are to be defined more generally later on.
Proceeding in a similar fashion to that outlined above, all such Cauchy integrals
appearing in the real part can be found at T = 0. The final result for the real
part, such that A t o > 0 at those partially occupied states at the chemical potential,
therefore is [86, 87, 83]
$le[e(qx, qy; LO)} =

kp n,LOc ^ ^-^ Cm+m',m'
1 - r.
, , . mhcoc + KLOJT
7T

EE

kp huc
q

c
m=l m'=0
G 771+771', 771'
Y ^ v-v

00

* m^l

kphLoc y^ e
q TT m ^ 0

mm

J:
^mhue-hLo 3
[Lmi(X)\
0m>
hu
-'"

(A 58)
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Here
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The respective arguments of the inverse tangent and logarithmic functions are defined
as follows;
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Lastly, the Heaviside step function given by 9(nmm'), where
nmm' = TT/2 - arccos(Am+m0/2 - Kx'j2 ,

ensures that the correct branch of the inverse tangent function (resulti
upper limit of integration) is selected.
C A S E II: A"to < 0 for those partially occupied states at the chemical potential.
Similarly, for those partially occupied Landau bands at the chemical potential
such that Ato < 0, one finds using an identical procedure leading to the result of
equation (4.58) that the result for the real part in this situation is
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This expression for the real part is slightly modified compared to that of the previous
case.
Each of the three summation terms appearing in either equation (4.58) or (4.59)
for the real part of the R P A dielectric function can be spoken of in terms of what are
referred to as virtual electronic transitions. A feature of virtual transition processes
is that energy need not be conserved. The real part, unlike the imaginary part,
therefore has no direct physical interpretation. One may therefore question why an
understanding of the behaviour for the real part of a dielectric function for a given
system is at all necessary. The answer to this is borne out when it comes to an
investigation of the magnetoplasmon modes of the system; a feature for our weakly
modulated systems which will be dealt with later in this chapter.
Returning to the real part, thefirsttwo double summation terms in either equation (4.58) or (4.59) arise from virtual electronic transitions between different Landau
bands. They therefore give rise to the inter-Landau band contributions. The third
single summation term however arises from virtual electronic transitions between the
same Landau bands. They therefore give rise to the intra-Landau band contributions.
In the inter-Landau band terms one has contributions from between all the different Landau bands which may be either totally or partially occupied, or unoccupied.
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At T = 0 all Landau bands up to the chemical potential will be occupied while those
above the chemical potential are empty. For the general case of non-integer filling
factors, partially occupied Landau band/s exist at the chemical potential. Note
however that w h e n there is no overlap between the Landau bands at the chemical potential, only the last band will be partially occupied. O n e thus has the situation where
for a non-zero contribution, virtual electronic transitions can occur from either; (a)
those different Landau bands below p which are completely occupied to those different Landau bands above p which are completely unoccupied; (b) those different
Landau bands below p. which are completely occupied to the partially occupied
Landau band/s about the chemical potential; and (c) from the partially occupied
Landau band/s about the chemical potential to those different Landau bands above
p which are completely unoccupied.
The situation described in (a) corresponds to thefirstterms appearing in both
Jxmm' and J^m> (and are identical with Zf"71' and X™m') while the middle set of terms
in both Jxmm' and J3TOm' (or Zf" 1 ' and lfm') result from the situations described in
both (b) and (c). In particular, the 0(1 — |A m + m /|) terms correspond to (b) while the
0(1 — |Am/|) terms correspond to (c). Note that both these Heaviside step functions
effectively position one at the last partially occupied Landau band (or bands if there
is some overlap at the chemical potential). It can therefore be seen the inverse tangent
terms result from the partial occupation of the Landau band/s about the chemical
potential at T = 0. For the special case of integerfillingfactors, the last partially •
occupied Landau band at zero temperature becomes either completely un/occupied
so that these terms no longer need to be written out explicitly but will be implicitly
included in thefirstterms.
The intra-Landau band term only gives contributions from within the same
Landau band. At zero temperature, non-zero contributions only occur at the last
partially occupied Landau band, assuming there to be no overlap of the Landau
bands at the chemical potential. Note that for either of the special cases of; (i) integerfillingfactors, or (ii) at magneticfieldvalues such that the last occupied Landau
band at the chemical potential becomesflat,there will be no contribution from the
intra-Landau band term.
T h e different types of virtual electronic transitions which can take place are shown
schematically in figure 4.12 as the broken arrowheaded lines. Virtual inter-Landau
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Figure 4.12: Schematic showing the different types of virtual electronic transitions
giving rise to non-zero contributions in the real part.

band transitions of the type described as (a), (b) and (c) correspond respectively to
those marked as 1, 2 and 3 while a virtual intra-Landau band transition is marked
as 4.
Additional features concerning the behaviour of the real part can be gleaned
from the Q Heaviside step functions, namely 0(1 - 1/|C»|)

an

d 0(1 - |(;|), present in

equations (4.58) or (4.59). It will be noted that these two Heaviside step functions
are the reciprocal of one another so that w h e n one is 'on' the other is 'off' and vice
versa. Interestingly, only the step function of the form 0(1 - |C;|) appears in the
imaginary part. Particular features of the real part are therefore to be inferred from
an understanding of the behaviour of the imaginary part alone. Firstly, since the
first term in the imaginary part of the dielectric function never gives a contribution
at positive frequencies, ie 0(1 - |Ci|) = 0, then this implies that 0(1 - l/|Ci|) = 1 at
all such frequencies. Secondly, w h e n the second term of the imaginary part gives a
non-zero contribution, at such frequencies the second term of the real part will only
ever give a logarithmic contribution. Thirdly, contributions arising from the intraLandau band term can always occur since virtual electronic transitions are always
possible. This is to be contrasted with the restrictive condition imposed by energy
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Figure 4.13:

Real part of the R P A dielectric function as a function of LO/LOC for a

weak electrostatically modulated 2 D L S . T h e broken line is for the case of a system
without a modulation. All parameters used are identical with those used in figure
4.5.

conservation on the intra-Landau band contribution to the imaginary part. Again,
this contribution will be logarithmic whenever the intra-Landau band contribution
in the imaginary part is non-zero.
As was the case in the imaginary part, application of a weak spatially periodic
modulation on the 2 D L S will result in significant departure in the behaviour of the
real part over the unmodulated case. Figures 4.13 and 4.14 show typical behaviour
for the real part of the magnetic-field-dependent R P A dielectric function under an
additional unidirectional spatial periodic electrostatic modulation potential which is
weak. T h e real part, although still reminiscent with the unmodulated result, its
behaviour is substantially changed, especially about multiples of the cyclotron frequency, even for weak modulation strengths. Modulation-induced departures from
the unmodulated result are seen at; (i) very low frequencies where a contribution to
the real part from electron-hole pair excitations arising from virtual intra-Landau
level transitions occurs and, (ii) about the resonance frequency and each of its harmonics where two n e w features are seen to be present. T h efirstof these features
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Figure 4.15: Magnetic analogue offigure4.14. Here Bm = 0.04 T at B = 0.769 T
such that p(Bm) « 11.291 meV. The remaining parameters are as infigure4.14.
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is the appearance of n e w subsingularities (fine structure) at the same frequencies as
those found in the imaginary part for the weakly modulated system. Their number
is identical with the number found in the imaginary part and their number increases
with increasing frequency in accordance with the situation described for the imaginary part. T h e second of the features is the existence of a 'step region', of finite
width, about each of the resonance and harmonic frequencies, which exists between
the subsingularities. Located within this step region is yet another singularity. This
particular singularity however is a m u c h weaker singularity compared to the subsingularities appearing at the band edges, being logarithmic in nature. It occurs
at the same frequency as the discontinuity in the imaginary part and disappears
altogether at integerfillingfactors.
In figure 4.15 the magnetic analogue offigure4.14 is shown. It is shown for a
magnetic modulation strength of Bm = 0.04 T at B = 0.769 T such that p(Bm)

«

11.291 m e V . All other parameters are as infigure4.14.
Simplification of our expressions for the real part can be m a d e by a restriction in
magnetic field values to those corresponding to integer filling factors only. Provided
no overlap between the Landau bands at the chemical potential occurs, no partial
occupation of any Landau bands is therefore possible. Both expressions for the real
part then reduce to
7

oo
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(4.60)

4.3.6 Disorder broadening
W e n o w wish to briefly discuss the robustness of the subsingularity structure observed in both the real and imaginary parts of the R P A dielectric function of our
weakly modulated systems against the effects of disorder [86].
T h e effects of broadening will be treated at the simplest level in a phenomenological fashion. It is incorporated into equation (4.40) for the dielectric function by
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one consideringfinite77's. In this way the response function is to be convolved with
a Lorentzian. Finite 77's therefore have the effect of giving a Lorentzian broadening
of the peaks occurring in the excitation spectra with the lifetime of the electron-hole
pairs being given by the parameter n. Physically, such widths m a y be thought of
as resulting from all other broadening mechanisms (such as disorder, impurity, collisional, etc.) not explicitly take into account in the theory; unlike the modulationinduced broadening which is explicitly accounted for.
For the purpose of calculation, the simplest approximation which is free from the
difficulties caused by divergences associated with the singular nature of our system,
w e consider a phenomenological disorder parameter corresponding to that obtained
within a more vigorous theory accounting for these disorder broadening effects known
as the S C B A . If the scatterers are short-ranged, within the framework of the S C B A ,
it can be shown for the case of the 2 D L S that the phenomenological broadening
parameter, r o , is given by

T20 = U»£
Z7T

.

(4.61)

re

Here re is the electron scattering time for zero magnetic field. It is related to the
zero temperature and zero magneticfieldelectron mobility, pe, via re = mbpe/e. It
is useful to rewrite for the phenomenological broadening parameter as T 0 =

K\/B

m e V . Here the magneticfieldstrength is in tesla while K is an appropriately chosen
form factor which depends on the electron mobility (ie K = he/(mb^2Trpe)).

This

broadening parameter is therefore independent of the quantum number x0 and the
strength of the modulation potential. A slightly more elaborate procedure for dealing
with the effects of disorder broadening in weakly modulated systems can be found
in references [21, 34, 55].
Expressions for the real and imaginary parts of the dielectric function when n is
finite, such that n -+ T 0 , m a y n o w be respectively written as
fte[e(qx,qy;uj)] = 1 - 2rs — — £ Cm+m>,m> JQ d9 (fm+m',8/K ~ fm',e/KW0)
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Both parts must now be evaluated for numerically.
As an example of the effect offinitedisorder broadening on thefinestructure
present in the R P A dielectric functions for our weakly modulated systems, we plot
infigure4.16 the imaginary part for a weakly modulated magnetic system about the
frequency LO ~ 3o>c. Finite disorder broadening, r o = K\fB m e V , is shown for the
cases where (a) K = 0, ie no disorder broadening, (b) K = 0.001, (c) K = 0.005 and
(d) K = 0.01. In this particular case it is seen that thefinestructure is completely
washed-out for broadening as large as that found in (d). This corresponds to the
width of the disorder broadening being roughly of the same order of magnitude as the
modulation-induced separation between the subsingularities. This result is therefore
not surprising. In fact, for moderate disorder broadening, when its width becomes
comparable to the energy separation between the subsingularities about the resonant
frequencies of interest, one expects suchfinestructure present at the band edges to
be smeared away.
Due to the small separation (in energy) between the subsingularities, the predicatedfinestructure at the band edges will only be well resolved in high mobility
samples with minimal internal disorder. As an estimate for the minimum sample
mobilities required, //min, we find an upper limit disorder broadening of ~ 0.1 m e V ,
an external magneticfieldof B = 0.7 T corresponds to a lower electron mobility of
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T h e imaginary part of the R P A dielectric function around LO ~ 3o;c

for the weakly modulated magnetic system which includesfinitedisorder broadening
T 0 = Ky/B

m e V such that (a) K

= 0, (b) K

= 0.001, (c) K = 0.005 and (d)

K = 0.01. T h e parameters used are as infigure4.8.

/"min ~ 30 m 2 V

x

s 1. Typically, either modulated systems have a low-temperature,

zero magneticfieldelectron mobility of the order of 100 m 2 V - 1 s - 1 [178], a value
well above the estimated minimum. To the extent that the additional broadening of
the Landau bands by disorder is small (by at least an order of magnitude) such that
it does not overwhelm the modulation-induced broadening, w e anticipate that such
disorder broadening effects should not affect our results in any fundamental way.
Interestingly, w e note that the discontinuity appearing in the imaginary part, due
to partial occupation of the last Landau band at T = 0, remains clearly discernible
even when moderate disorder broadening is present.
Finally, w e would like to m a k e the point between the broadening brought about
by disorder compared to the broadening resulting from the application of our weak
spatial modulations. In regard to their physical origin, either broadening mechanism
is completely different.
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In the non-interacting single-particle picture employed in obtaining the energy
spectrum for the system in the absence of a modulation potential, such an approximation is useful to use but a somewhat oversight of the actuality. In reality such
systems usually contain impurities, inhomogeneities (for example due to defects)
and the like and are able to interact with each other through scattering mechanisms
such as collisions. Here then the once infinitely sharp Landau levels are able to be
broadened from these higher order effects [179]. Electron-hole pair excitations for the
2 D L S are therefore able to give a non-zero contribution to the excitation spectrum.
Collectively such effects can be grouped together and are k n o w n as a 'lifetime effect'
with the energy eigenvalues of the system remaining unchanged. O n e the other hand,
the addition of a weak spatial periodic modulation potential leads to the energy eigenvalues of the unmodulated system being modified. Modulation-induced broadening
is therefore a 'dispersive effect' since the energy eigenvalues have been altered. The
electron-hole pair excitations due to disorder broadening and modulation-induced
broadening are therefore qualitatively very different. In the former, it is isotropic
and usually has a Lorentzian (or Gaussian or semi-elliptic) type spectral distribution.
In the latter, it is anisotropic and most definitely non-Lorentzian.

4.4 Excitation spectra
As an interesting and important application of our response functions found in the
proceeding section, they can n o w be used in a calculation for the excitation spectra
for our weakly modulated systems. It is k n o w n in the R P A [76] that the spectral
contribution to the excitation spectrum consists of only two different types of excitations. They are; (i) single-particle excitations due to the formation of electron-hole
pairs and, (ii) collective excitations which are a direct consequence of the electronelectron Coulomb interaction. Both result fromfluctuationsoccurring in the charge
density of the system.
S o m e response properties for the 2 D L S in the presence of an additional electric
modulation potential which is weak has been examined by Fessatidis et al. [79,
80] using a semiclassical hydrodynamic theory. Using such an approach they were
able to calculate for the intra-magnetoplasmon m o d e as found in such a system. A
corresponding quantum mechanical calculation for the same intra-magnetoplasmon
m o d e [68] however has fallen into disrepute and been the subject of controversy
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[77, 78, 180]. While the main arguments employed by Cui et al. [68] leading to an
approximate expression for the intra-magnetoplasmon m o d e appear to be correct,
the result they present for its dispersion as a function of the inverse magnetic field
contains unphysicalfinitegap-like structure in its spectrum.
It is intended that our work, which obtains exact expressions for the R P A dielectric function within the limit of weak modulation potentials and are valid for small
wavevectors, will resolve this matter. W e also extend our results to a calculation for
thefirstfew lowest inter-magnetoplasmon modes. Excitation and magnetoplasmon
spectra for the analogous system of a weak, purely magnetic modulation potential is
also examined for thefirsttime.

4.4.1 The dynamic structure factor
Complete information concerning the elementary excitations occurring in an electron
gas due tofluctuationsin the charge density is contained within the dynamic structure factor9, S(q,q';to). It is related to the imaginary part of the reciprocal of the
dielectric function by [182]
S( q > q'; W ) =

- ^ 9 t a

i

,

,

•

(4-64)

Here the electronic density of electrons, n^, and the space Fourier transform of the
Coulomb potential, v*, depend upon the dimensionality, d, of the system. Equation (4.64) represents an exact result for the dynamic structure factor. In practise
however, since equation (4.64) depends on the dielectric function being known it can
only ever be calculated for approximately since the dielectric function of any given
system can only be calculated for approximately.
For our weakly modulated systems in two dimensions where approximate translational invariance is taken, equation (4.64) becomes

m

1

^'^'^ = - r ^^ [<^^). '

(4.65)

so that ns is the areal density of electrons, v2D is the two-dimensional space Fourier
transform of the Coulomb potential (see Appendix D ) while e(qx, qy\ LO) = Re[e(qx, qy\
u)}+%m[e(qx, qy;u)} is the R P A dielectric function for our weakly modulated systems
given by either expressions (4.58) and (4.59) for the real part, and expression (4.43)
for the imaginary part.
9

M a y also be referred to as the dynamic form factor or the van Hove dynamic structure factor.
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Figure 4.17:

Excitation spectrum for a weakly modulated magnetic system in the

presence of an external magnetic field and in the absence of disorder. T h e solid
line corresponds to the single-particle excitations while the broken lines are those
corresponding to the collective excitations.

Peaks in the dynamic structure factor correspond to excitations of the system.
T h e excitations m a y be either single-particle or collective or both. For the situation
where $te[e(qx,qy;ui)} = 0 occurs, such that ^sva[e(qx, qy; LO)} = 0, one interprets the
imaginary part of the reciprocal of the dielectric function as

-Sm

1
_e(qx,qy;u)_

=

P

%m[e(qx,qy;Lo)}

(&e[e(qx, qy]Lo)}) + (5m[e(g x , qy\ LO)})'
(4.66)
+ir8(Re[e(qIB,qy;u)])

so that a delta function is obtained. P again denotes the principal part. T h e dynamical structure factor will therefore have peaks whenever $e[e(qx, qy]Lo)} = 0 and
correspond to collective excitations peaks. All other peaks in the dynamical structure.
factor, within R P A , correspond to the single-particle excitations. Note however that
the effects offinitedisorder broadening will smooth away these delta function peaks
since here %m[e(qx, qy; LO)} ^ 0 at all frequencies so that thefirstterm appearing to
the right of the equal sign in equation (4.66) is well behaved as Re[e(qx,qy;co)} -»• 0.
It is well k n o w n that in the absence of a spatial modulation potential (and other
disorders) the excitation spectrum for the 2 D L S , resulting from the sharp Landau
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Excitation spectrum for a weakly modulated electric system in the

presence of an external magnetic field. T h e effects of disorder have been included
here phenomenologically. Here the intra-magnetoplasmon m o d e (I), the principal
inter-magnetoplasmon m o d e (II) and, the single-particle modes (III) and (IV) are
marked.

levels, consists of only delta function contributions. Thus — $sm[l/e(qx,qy\Lo)} ~
5(LO — Lomp) where Lomp is the frequency of the magnetoplasmon modes. T h e unmodulated system therefore contains contributions due to collective excitations only.
Application of a spatially periodic potential leads to modulation-induced broadening
of the Landau levels, in a non-uniform way, as has been previously noted in sections 2.5 and 2.6 of Chapter 2. In this w a y then electron-hole pair excitations are
reintroduced into the excitation spectrum of such a system. For an optical probe,
finite absorption within a narrow frequency bandwidth can therefore occur about the
cyclotron frequency and each of its harmonics as a certain amount of spectral weight
is shifted back to the single-particle excitation contribution.
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Figure 4.20:

Excitation spectrum, this time for a weakly modulated magnetic

system, in the presence of an external magneticfieldwhere the effects of disorder
have been included phenomenologically. Again the intra-magnetoplasmon mode (I),
the principal inter-magnetoplasmon mode (II) and, the single-particle modes (III)
and (IV) are marked.

The behaviour for -^sm[l/e(qx,qy]Lo)} as a function of LO/LOC is depicted in figur
4.17 for the case of a weak magnetostatically modulated system at T = 0 and in the
absence of any disorder. W e have used Bm = 0.04 T, a = 382 nm, ns = 3.16 x 1015
m ~ 2 at an external magneticfieldof 0.769 T and atfixedwavenumbers of qx =
Q.OOlkp and qy = 0.02kF. The solid line correspond to peaks due to the electronhole pair excitations. At the bandedges there appearsfinestructure in accordance
with those found in both the real and imaginary parts of the dielectric function.
Here however, although they may appear to be rather sharp, they are nonetheless
finite, even in the absence of other broadening mechanisms. The broken lines with
arrowheads on each (four are shown) correspond to the delta function contribution
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w h e n ?Re[e(qx, qy; LO)} = 0 due to the collective excitations. Close-ups of the singleparticle contribution occurring infigure4.17, about the cyclotron frequency and the
next three harmonics, is given in figure 4.18.
In figures 4.19 and 4.20 the excitation spectra corresponding respectively to an
electric modulation of strength Ve = 0.1 m e V and a magnetic modulation of strength
Bm

= 0.02 T, w h e n the effects offinitedisorder broadening have been included for (ie

T 0 = 0.01\/B m e V ) , are given. F r o m both figures it is seen that the delta function
peaks due to the collective excitations are broadened and represent the dominate
contribution in terms of spectral weight for the excitation spectrum. Also shown are
the two different types of collective, that is magnetoplasmon, modes which originate
for two different kinds of virtual electronic transitions. Those marked by (I) correspond to the intra-magnetoplasmon m o d e s while the principal inter-magnetoplasmon
m o d e s are marked by (II) and represent the contribution with the greatest spectral
weight in either spectra. Also shown are the single-particle excitations marked by
(III) and (IV) respectively. Note h o w a certain amount of spectral weight has been
shifted back into such contributions for the weakly modulated systems compared to
the unmodulated system.

4.4.2 Magnetoplasmon modes
A n electron gas displays collective behaviour which manifests itself in the form of
screening and collective oscillations. Intuitively, at the classical level, such beha- '
viour can be understood as resulting from an excess charge, upon introduction into
the system, being screened by electrons in its vicinity so that the resulting charge
imbalance is restored back to charge neutrality. This is the process of screening.
However, the electrons in moving to screen the charge disturbance tend to overshoot
their equilibrium position. Consequently they are pulled back, overshoot again and
so on ad infinitum in such a w a y that an oscillation is set up about the state of charge
neutrality. Thus the charge density of the electrons oscillate and this oscillation is
referred to as a plasma oscillation. Q u a n t u m mechanically one interprets the energy
quanta associated with the quanta of oscillation of the electron gas as a plasmon.
T h e plasmon m o d e of the electron gas is a collective m o d e of the system since all
electrons participate in the oscillation. This is seen from its intuitive physical origin.
They owe their existence to the long range nature of the Coulomb interaction which
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falls off slowly with increasing distance and belong to the class of collective excitations which have no corresponding real particle when the interactions are removed.
Magnetoplasmons then are just the collective oscillations or plasmons of a system
when placed in an external magnetic field.
Magnetoplasmon (or plasmon) modes of an electronic system are determined
by the condition that a non-zero induced charge density, 5n, exists for a vanishing
external potential Vext. F r o m equation (4.19) this condition can only hold provided
e(q,q']Lo) — 0. Thus magnetoplasmon modes, defined as non-trivial solutions of
e(q, q'; LO) = 0, show up as resonance peaks in the excitation spectrum. The dielectric
function therefore carries direct information about the collective excitation spectrum
of the system.
In the R P A for our weakly modulated systems where approximate translational invariance is assumed to hold, the condition e(q, q'; LO) = 0 is equivalent to the requirement that c(qx,qy]Lo) = 0. T h e angular frequency roots LO = o;mp of ?Re[e(qx, qy,Lo)\ =
0 such that $sm[c(qx, qy,Lomp)} — 0 therefore determine the magnetoplasmon modes
of this system. T h e dielectric function, as set forth in the previous section for our
weakly modulated systems, is therefore central to the description of the magnetoplasmon modes of this system.
This brings us to one of the main reasons for the popularity of the R P A dielectric
function in thefirstplace. In the past it has been found [183] that the R P A dielectric
function describes the (magneto-) plasmon eigenmodes for various electronic systems
quite accurately. It is based on this past success w h y w e have chosen in part to use
the R P A in the formulation for the response of our weakly modulated systems.
B y employing equations (4.58) and (4.59), as the case m a y be, for the real part,
the magnetoplasmon modes for our weakly modulated systems within R P A are obtained from the roots of the following equation

Q _ 1 T h-Uc I f b-Uc E& (4-67)
^mhwc
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such that 5m[e(<7x,gy;a;)] = 0; a condition which ensures the collective excitations
are u n d a m p e d and therefore long lived. Equation (4.67) has infinitely countable
solutions arid therefore infinitely m a n y collective eigenmodes.
Recall for weakly modulated systems that the collective modes divided into two
different types of modes. The first m o d e arise from an intra-band m o d e occurring from within the same Landau band/s; w e shall refer to this as the intramagnetoplasmon m o d e .

T h e second of the modes arise from inter-band modes

occurring between different Landau bands; w e shall refer to these as the intermagnetoplasmon modes.
For the intra-magnetoplasmon m o d e , it has no counterpart in the corresponding
unmodulated system. It therefore represents a feature pending upon the modulationinduced broadening of the Landau levels into bands offinitewidth. It is a low
frequency m o d e (will always be less than %LOC) and does not necessarily always give
a non-zero contribution at arbitrary magneticfieldvalues. In particular, at T — 0,
whenever the last Landau band at the chemical potential becomes flat, as given
by the respective flat-band conditions in Chapter 2, a contribution of zero for this
m o d e results. Likewise, w e expect this to also occur at integerfilling(since here the
last partially occupied Landau band becomes completelyfilled)provided there is no
overlap of the Landau bands at the chemical potential.
For the inter-magnetoplasmon modes there are infinitely m a n y modes of this
type.

D u e to the presence of a finite external magnetic field the lowest inter-

band branch occurs above the cyclotron frequency. Each subsequent inter-band
branch is then located between consecutive integer multiplies of the cyclotron frequency, namely 2o;c,3o;c,... and resemble the so-called Bernstein modes [184]. In
our particular case, these additional induced branches give rise to two-dimensional
Bernstein modes. T h e fundamental inter-band m o d e is referred to as the principal
inter-magnetoplasmon mode. T h e next inter-band m o d e is known as thefirstBernstein inter-magnetoplasmon m o d e and so on. Thusfinitemagneticfieldstrengths in
our weakly modulated systems therefore allow for the full complement of Bernstein
inter-magnetoplasmon modes to be found. This is in accordance with the result at
vanishing modulation potentials [185, 186]. Each of these inter-band modes has a
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counterpart in the corresponding unmodulated system. Since we consider the case
for only weak modulations, w e expect these inter-band modes to be in some way
reminiscence with their corresponding inter-level modes.
In general, mixing between the intra- and the inter-magnetoplasmon modes, and
the principal and the Bernstein modes occurs for arbitrary magneticfieldand modulation strengths. T h e roots for equation (4.67) can therefore only be solved for in
the general case numerically.

4.4.3 Unmodulated magnetoplasmon modes
As a precursor to an understanding of the inter-magnetoplasmon modes for our
weakly modulated systems it is of some benefit to understand the simpler system as
given by the unmodulated system [75, 185, 186].
As was the case for the modulated system, magnetoplasmon modes are determined by the requirement that eVn(qx, qy; LO) = 0. Here 'Un' denotes the Un(modulated)
case. This is equivalent tofindingthe angular frequency root to the real part of the
unmodulated dielectric function ie ^e[eUn(qx,qy;u)} == 0, such that $sm[eVn(qx,qy;Wmp)]

= 0. See equations (4.37) and (4.38) for expressions of the respective parts.

Atfinitefrequencies then, the magnetoplasmon modes are given by the roots to the
equation
?-±. m^Loi — LO1
m=l

c

where

bm = Ars

m 22 Cm+m',m>(fm> ~ fm+m') •
9

m'=0

Equation (4.68) , and therefore the unmodulated system too, has infinitely countable
magnetoplasmon modes (inter-level only) which in general are mixed and must be
once more solved for numerically.
Infigure4.21 w e have shown the three lowest magnetoplasmon modes as a function of the inverse magneticfieldat zero temperature and for afixedwavenumber of
q = O.Olkp. W e observe characteristic anti-crossing behaviour when the magnetoplasmon dispersion crosses harmonics nuc (n = 2,3,...) of the cyclotron frequency.
Such n w c splitting for the magnetoplasmon dispersion in the 2 D L S has been reported
in the literature by several authors [185, 186]. Each of these splittings, corresponding
to a particular n a m e d m o d e , is marked on the diagram.
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Figure 4.21:

Magnetoplasmon dispersion spectrum as a function of the inverse

magneticfieldat zero temperature and a fixed wavenumber of q = O.Qlkp. T h e solid
line is the exact result as obtained within R P A showing for the three lowest modes,
namely that of the of principal,firstand second Bernstein magnetoplasmon modes.
T h e broken line corresponds to the classical result obtained in the low wavenumber,
weak coupling limit between modes. Here ns =3.16 x 10 1 5 m - 2 .

If one assumes the coupling between the different magnetoplasmons modes is
small such that only the lowest terms in the m-summation need be retained (that is the
m = 1 term only) one is then able to write explicitly for the principal magnetoplasmon
m o d e as [176]
oo

2

2

u £ p ~ uo] + 2rsL0 cqkF£ e-

x

1

2

£ - i — [L$(X)}
m'=o m -r l

(fm, - fm'+i) •

(4.69)

At low temperatures and for arbitrary magneticfields,only the m' = np - 1 and
m' = nF terms contribute to the s u m appearing in equation (4.69). Within this
approximation, equation (4.69) reduces to

< * 4 + av-lMV* (^ [iSU*)]' + ^TT tiS(X'I') '
which for the case of integerfillingfactors reduces to [87]

u2mp^u2c+2rs^£2e-x[L^(X)]

(4.71)

(
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A feature of equation (4.71) is that it predicates an oscillatory nature of the
principal magnetoplasmon m o d e as a function of the inverse magneticfield,although
such a feature m a y not be clearly evident fromfigure4.21. The oscillatory behaviour
of the principal magnetoplasmon m o d e is attributed to the properties of the associate
Laguerre polynomials. F r o m equation (4.71) it can be seen that ump = LOC occurs
when L^\(X)

= 0. T h e roots to L^1X(X) = 0 m a y either be obtained numerically or

from the asymptotic formula for the Ath zero of the associate Laguerre polynomials,
namely X{°,n)

~ [TT(A - 1/4 + a/2)]2/[4(n + 1/2)] which is valid for large indices

n, that is, small magnetic fields. Recalling for small magneticfieldsw e can write
Rc = £\/2n + 1 = £2kp, where Rc is the cyclotron radius at the chemical potential,
the magneticfieldvalues at which the principal magnetoplasmon m o d e will be equal
to the cyclotron frequency occur when

For the particular parameters chosen in figure 4.21 one has B ~ 0.033 T, 0.018
T,.,. corresponding to 1/B ~ 30.05 T _ 1 , 54.09 T-1,... and are therefore not seen
in this particular figure. Larger values in the g-wavevector however will have the
result of shifting such zeros from these small magneticfieldvalues towards larger
ones. In figure 4.22 w e show the magnetoplasmon spectrum as a function of the
inverse magneticfieldfor a wavenumber of q = Q.lkp. Here, in the principal m o d e
w e see that o> mp = coc occurs for 1/B = 3.31 T _ 1 which is close to the estimate of.
1/B ~ 3.07 T _ 1 obtained from equation (4.72).
Finally, if one further limits their attention to the long wavelength limit, ie q < 1
(which is equivalent to X < 1) then from equation (4.71), Ln^ ->• n and e~x -»• 1 so
that one recovers the well-known classical result for the magnetoplasmon frequency

of
u 4 = " c 2 +u; 2 .
Here LOV = Jnse2q/{2mbt0K)

(4-73)

is the two-dimensional plasma frequency.

In figure 4.23 typical behaviour for thefirstthree magnetoplasmon modes as- a
function of q/kF at a fixed external magneticfieldof B = 0.8 T are shown (solid
lines). Again anti-crossing in the magnetoplasmon dispersion at harmonics of the
cyclotron frequency is observed. Furthermore, it is clearly seen that each branch of
the magnetoplasmon dispersion oscillates aperiodically with respect to the wavenumber [75] such that the m i n i m u m in the oscillations occur at the cyclotron frequency,
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Figure 4.22: S a m e asfigure4.21 except n o w for a fixed wavenumber of q = Q.lkp.

for the principal magnetoplasmon mode, and at each of the harmonics of the cyclotron
frequency, for thefirst,second and so on Bernstein modes.
For the principal magnetoplasmon m o d e , if w e again assume the coupling between
the different magnetoplasmon modes is small, at low temperatures equation (4.71)
applies. T h e aperiodic oscillatory nature of the principal magnetoplasmon m o d e
as a function of the wavenumber is again brought out explicitly from an analysis
of the approximate expression as given by equation (4.71). It can be seen from
this equation that w m p = LOC occurs w h e n either q = 0 or L^(X)

= 0. From the

asymptotic expansion given previously for the associate Laguerre polynomials, this
gives for the wavenumbers
TT(A + 1/4)

q\

£2 kF

A = 1,2,...

(4.74)

For the particular parameters w e have chosen infigure4.23, equation (4.74) gives
q/kp ~ 0.240, 0.433, 0.625, 0.817, ... together with q/kF = 0. Such values are in
good agreement with those shown infigure4.23 (which are: q/kp = 0, 0.235, 0.433,
0.635, 0.844, ...) obtained under no such approximations. T h e broken line in figure
4.23 corresponds again to the classical result as given by equation (4.73).
As afinalnote, for both aperiodic oscillations in the principal magnetoplasmon
mode, inclusion of coupling between the modes (ie when all the m-summation terms
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Figure 4.23:

Magnetoplasmon dispersion spectrum as a function of q/kp at zero

temperature and a fixed external magneticfieldstrength of B = 0.8 T. The solid
line is the exact result as obtained within R P A showing the three lowest modes,
namely that of the of principal,firstand second Bernstein magnetoplasmon modes.
The broken line corresponds to the classical result obtained in the low wavenumber,
weak coupling limit between modes. Here ns = 3.16 x 10 1 5 m - 2 .

instead of only the m = 1 term are considered) has the effect, in either case, of
reducing the amplitude of oscillation..

4.4.4 Modulated magnetoplasmon modes
W e c o m m e n c e with a discussion of the principal inter-magnetoplasmon m o d e for the
weakly modulated systems as a function of the wavenumber, which is parallel to
the modulation direction (ie q = qy so that qx = 0) [87]. This particular functional
dependence of the inter-magnetoplasmon m o d e is of lesser interest to us here, the
reason becoming clearer soon, but will nonetheless be briefly mentioned. Shown are
curves for the magnetoplasmon dispersion versus qy/kp for both an electric (Ve = 1
m e V , a = 382 n m ) and a magnetic (Bm

= 0.05 T, a = 382 n m ) modulation, at a

fixed external magneticfieldof B = 0.8 T.
The behaviour for either modulated case is very similar qualitatively to the
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unmodulated case in that the principal inter-magnetoplasmon m o d e rises sharply
between LOC and 2o;c before quickly dropping back towards LOC, all within the space of
a very narrow range in the wavenumbers, at small qy. A s qy continues to increase,
it commences to oscillate aperiodically with respect to the wavenumber qy between
the frequencies LOC < LO < 2LOC. For the modulated cases however, the minima in
the oscillations are such that u; mp ^ LOC. Such is the case since the modulationinduced broadening of the once singular behaviour in the response function about
the cyclotron frequency and its harmonics, resulting in these so-called step regions in
the response function, which are offinitewidth in frequency, correspond to regions
where the imaginary part of the dielectric function is non-zero. Zeros occurring in
the real part of the dielectric function in such a region correspond to modes which
will be heavily d a m p e d and are therefore of no physical significance. T h e only stable
principal inter-band m o d e (damping free) will thus always be situated at frequencies outside these step regions - that is at frequencies greater than the cyclotron
frequency and less than that of twice the cyclotron frequency. Typical behaviour
for the principal inter-magnetoplasmon dispersion versus the wavenumber qy, such
that qx = 0, for a weakly magnetically modulated system and a weakly electrically
modulated system are shown respectively infigures4.24 and 4.25. In both cases the
broken line corresponds to the unmodulated result. T h e insert depicts the small-g^
behaviour (solid line) compared against the classical result (broken line).
W e should point out that in both figures 4.24 and 4.25 the principal intermagnetoplasmon dispersion is shown out to quite large values for the wavenumber
and is a cause for concern. T h e concern relates to our underlying assumption of
approximate translational invariance of the weakly modulated systems in either direction. Such an assumption was found to be valid provided q <C G. The large qy
regimes for the principal inter-magnetoplasmon dispersion, as depicted in either of
ourfigures,should therefore only be seen as a guide to its true behaviour. At such
large wavenumbers, w e expect local-field effects due to higher order reciprocal lattice
vectors to gradually become of increasing importance, with increasing qy, leading to
a modification in the magnetoplasmon spectrum at these larger wavenumbers [90].
Of greater interest to us here concerns the behaviour of the magnetoplasmon
modes for our weakly modulated systems as a function of the magneticfield.This
allows of the investigation into possible commensurability effects occurring in the
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Figure 4.24:

Typical behaviour for the principal inter-magnetoplasmon dispersion

versus qy/kp (qx = 0) for a weakly magnetically modulated system (solid line). The
chain line is for the unmodulated case while the region below the broken line gives
the electron-hole pair continuum. Both curves are for afixedexternal magnetic field
of B = 0.8 T and an areal density of ns = 3.16 x 10 15 m - 2 . The inset depicts the
small-ty behaviour with the chain line corresponding to the classical result.
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Figure 4.25: T h e case of a weak electric modulation corresponding tofigure4.24.
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response properties of the system to be examined. Solution for the magnetoplasmon
modes, as a function of the external magneticfield,from equation (4.67) can once
more only be obtained numerically.
Typical results for the inter-magnetoplasmon modes in a weakly modulated electric system as a function of the inverse magneticfieldare given infigure4.26. As
was the case with the unmodulated system, characteristic anti-crossing behaviour
for the inter-magnetoplasmon modes is observed as the external magnetic field once
more splits the inter-magnetoplasmon dispersion into branches at integer multiples
of the cyclotron frequency, nuc (n = 2, 3,...). W h a t is also clear from thisfigureare
additional modulation-induced oscillations in the inter-magnetoplasmon spectrum.
They are particularly evident at low magneticfieldsand are periodic in the inverse
magneticfieldin accordance with the usual commensurability oscillations found elsewhere in such weakly modulated systems. Such oscillations therefore represent yet
another manifestation of the ubiquitous Weiss-type oscillations brought about by the
commensurability of the two relevant length scales in the system (namely a and Rc),
this time in the response properties. Minima, used in the sense that the magnetoplasmon modes will lie closest to harmonics of the cyclotron frequency, show up at
magneticfieldvalues corresponding to broad-bands.
W e find a commitment to low wavenumbers is required if commensurability oscillations are to show-up in the inter-magnetoplasmon spectrum for the weakly modulated systems. T h e reason for this is gleaned from an understanding of the unmodulated result. In the previous subsection it was found that low wavenumbers
ensured each branch of the magnetoplasmon spectrum at small magneticfieldswas
located just below the splitting frequencies given by nujc. It was however found that
by increasing the magnitude of the wavenumber shifts the magnetoplasmon modes
at small magneticfieldaway from these frequencies leading to the onset of aperiodic
oscillations in the magnetic field m u c h sooner. Such behaviour was demonstrated
infigure4.22. Since w e expect the magnetoplasmon modes for a weakly modulated
system to be reminiscent with the unmodulated result, the onset of these aperiodic
oscillations with increasing wavenumber at magneticfieldvalues m u c h larger than
those otherwise obtained at smaller wavenumbers has important consequences in
such systems if commensurability oscillations are to be seen.
Recalling that the application of a weak modulation potential leads to a broaden-
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Figure 4.26: Typical behaviour for the inter-magnetoplasmon dispersion versus the.
inverse magnetic field for the weakly electrically modulated system where Ve = 1
m e V , a = 382 n m and at the fixed wavenumbers of qy = 0.01ky and qx = 0.

ing of the Landau levels into bands, in a non-uniform way, leading to a reintroduction
of the electron-hole pairs into the excitation spectrum of the system, the electronhole pairs therefore occur over a small butfinitefrequency range about the cyclotron
frequency and each of its harmonics. T h e edges of the electron-hole pair continuum,
within which all collective excitations are strongly d a m p e d away, are determined by
the upper bound (the greatest frequency) and the lower bound (the least frequency)
for which the imaginary part, about the resonance frequency of interest, is non-zero.
Outside of these regions then exist infinitely m a n y collective magnetoplasmon modes
which are undamped. Each edge of the continuum region oscillates as a function
of the magneticfield,as the frequency bandwidth of the imaginary part about the
cyclotron frequency and its harmonics varies with the changing external magnetic
field. They oscillate with a period characteristic of those found for the commensurability oscillations. M i n i m a (in the sense defined earlier) at the continuum edges occur
surprisingly at magnetic field values corresponding to broad-bands. A n example
of the electron-hole pair continuum regions (shown as the shaded regions) and the
collective excitation regions for a weak electric modulation are shown infigure4.28.
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Figure 4.27:

Typical behaviour for the principal inter-magnetoplasmon mode for

the weakly magnetically modulated system (solid line). Here Bm = 0.02 T, a = 382
nm for the fixed wavenumbers of qx = 0 and qy = 0.01kF. The electron-hole pair
continuum edges are shown as the broken lines.
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Figure 4.28: Example of the electron-hole pair continuum regions (shown as shaded)
and the collective excitation regions for a weak spatially periodic electric modulation.

At low magnetic fields the inter-magnetoplasmon modes for low wavenumbers lie
just below the continuum edges if such modes are to be long lived. It is in this
way w e speak of the inter-magnetoplasmon modes for a weakly modulated system
trying to remain reminiscent with the corresponding unmodulated result. Since the
continuum edges themselves exhibit commensurability oscillations this results in the
inter-magnetoplasmon modes, in turn, exhibiting commensurability oscillations most
clearly within this regime of low wavenumbers. Hence the importance of a commitment to low wavenumbers is in clear evidence. It was this oversight, on the part of the
author, which failed to turn-up such oscillations in our early prima facie paper [180].
Moving away from the continuum edges, the commensurability oscillations appearing
in the inter-magnetoplasmon modes become increasingly more difficult to discern.
It is seen that the commensurability oscillations in the inter-magnetoplasmon modes
all but disappear, away from the continuum edges, as the behaviour of the modes
tends to the classical behaviour, in the absence of a modulation, as given by equation
(4.73).
A commitment to low wavenumbers, leading to clearly discernible commensurab-
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ility oscillations in the magnetoplasmon spectrum for our weakly modulated systems,
therefore naturally lend themselves readily to experimental verification. Using for example currently available far-infrared spectroscopic techniques, such measurements
should in principle not involve any greater degree of difficultly than those for the
magnetoresistance and magnetocapacitance [181].
T h e low-frequency solutions (< HLOC) to equation (4.67) yields the intra-magnetoplasmon m o d e . T h e intra-magnetoplasmon m o d e for both a weak electric modulation (Ve = 0.035 m e V , a = 382 n m ) and a weak magnetic modulation (Bm - 0.02
T, a = 382 n m ) are shown infigure4.29 as a function of the inverse magnetic field
for fixed wavenumbers of qx = 0 and qy = 0.01kF. T h e strength of either modulation
potential has been so chosen such that the situation of equal modulation strengths
are considered.
As mentioned earlier on, these oscillations have no counterpart in the corresponding unmodulated system. Their origin is entirely conditioned upon the introduction
offinitewidths to the Landau levels under the presence of an additional spatially
periodic modulation potential. T h e oscillations represent a superposition between
two different kinds of oscillations having completely different origins. T h e rapid
short period oscillation corresponds to the n o w familiar SdH-type oscillation resulting from the quantisation of the orbital motion of the electrons in an external
magneticfield.T h e second oscillation, having a m u c h longer period, appears as an
amplitude modulation of the former oscillation. It reflects the ubiquitous Weiss-type
oscillation for such weakly modulated systems.
Zeros in the intra-magnetoplasmon m o d e will always occur when the last occupied Landau band at the chemical potential becomes flat. T h e arrows in either
figure indicate the positions of theseflat-bandsover the magneticfieldrange w e have
considered. Additional zeros in the intra-magnetoplasmon m o d e are also possible
provided there is no overlap between the Landau bands near the chemical potential. N o overlap near the chemical potential ensures that only a single Landau band
contributes to the intra-magnetoplasmon m o d e and corresponds to the last occupied
Landau band being only partially filled. B y recalling that the chemical potential
for this situation will be located within this band (see section 3.4.1 of Chapter 3) a
non-zero contribution to this m o d e can always occur except at integerfillingfactors
where the last partially occupied band becomes completely occupied leading to zeros,
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Figure 4.29:

Intra-magnetoplasmon modes as a function of the inverse magnetic.

field for the case of a weak magnetic modulation (top curve) and a weak electric
modulation (bottom curve). The case for equal modulation strengths has been considered; namely Bm = 0.02 T and Ve - 0.035 m e V . Arrows indicate the positions of
theflat-bands.The other parameters used in both curves are as follows: a - 382
n m , ns = 3.16 x 10 15 m ~ 2 , qx = 0 and qy = COlfep.
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Figure 4.30: Intra-magnetoplasmon m o d e as a function of the inverse magnetic field
for a weak electric modulation (Ve = 1 m e V , a = 382 n m ) which involves overlap
between the Landau bands at the chemical potential for at least some of the magnetic
field range shown. Again, the arrows indicate the positions of the flat-bands.

since at this point no intra-band contribution is possible.
For either of the modulations considered in figure 4.29, for the entire magnetic
field range of 1 T _ 1 < 1/B < 5 T _ 1 , no such overlap in the Landau bands near
the chemical potential results. Thus additional zeros in the intra-magnetoplasmon
spectrum are seen to occur whenever the magneticfieldvalues pass through values
corresponding to integerfillingfactors. Note that the oscillations appearing for the
intra-magnetoplasmon m o d e for either modulation type are analogous to one another.
T h e respective oscillations do however differ from one another in that they are outof-phase and the amplitude of the oscillation, for the magnetic case, are m u c h larger
when equal modulation strengths are considered.
Overlap of the Landau bands near the chemical potential results in more than one
Landau band being able to give a non-zero contribution to the intra-magnetoplasmon
mode. A s a result, the former zeros occurring at integerfillingfactors for the case of
no overlap will be lifted together with additional oscillations peaks appearing in the
spectrum, between integerfillingfactors, for each additional Landau band which is
able to contribute to this m o d e due to the overlap. T o demonstrate this, infigure4.30
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we show the intra-magnetoplasmon m o d e for a weak electric modulation of strength
Ve = 1 m e V . Here, overlap between the Landau bands near the chemical potential
occurs for the inverse magneticfieldranges of 2.29 T - 1 < 1/B < 3.07 T" 1 and 4.1
T"1 < 1/B <5T~ 1 .
Our results therefore confirm Zhang's initial observation [77] that the presence
offinitegap-like structures in the intra-magnetoplasmon dispersion as a function of
the external magneticfieldshould therefore not exist for these weakly modulated
systems. This result is contrary to that predicted by Cui et al. [68].

4.4.5 An asymptotic result
A n asymptotic expression for the principal inter-magnetoplasmon mode is readily
obtained for the case where there is no overlap between the Landau bands near the
chemical potential. Confining the discussion to the case of integerfillingfactors,
the intra-magnetoplasmon m o d e will not contribute and we can use the simplified
expression for the real part as given by equation (4.60). Restriction to the weak
coupling limit, one need only retain the m = 1 term present in equation (4.60). A
non-zero contribution to the principal inter-magnetoplasmon mode will then only
occur when m' = u. Thus we have 0(A„ - 1) = 1 (the last Landau band is occupied)
and 9(AU+1 - 1) = 0 (the next highest Landau band up is unoccupied). Whence we
find
1 = 2r c

^^

(^nu-Ly-A* ~ J(hu + HLoc)2-A2) ' (4J5)

where the effects of the weak modulation potential are embodied in the quantity A
given by

A = v V S : ) 2 - 2Al%Ai<} cos(Kx'0) + ( A & ) 2 .
In the long wavelength limit where q < 1 (or X <£ 1) one can expand the Ccoefficient appearing in equation (4.75) as Cu+i,u ~ q2h/(2eB), since e~x ~ 1 and
Lnl\X) ~ n, so that the dispersion relation for the principal inter-magnetoplasmon
m o d e will be determined by the following simple equation:
(h"p)2 I
1
l =
2ftwc \^(hLo-hLoc)2-A2

l

)
2

y/{hu + huc) - A

(4.76)

2

At small magnetic fields the filling factor will be large so that one can make

179

§4.4
further approximation of A £ + \ ~ Aj ? } . W h e n c e w e obtain [180, 87]

1

=

_______ f

1
2

-

2huc \^(hu - HLOC) - n

2

1
(4.77)
2

^J(hu + huc) - w

where A —>• ft = 2 A £ ^ sin(AV 0 /2). In this case w e find that the principal intermagnetoplasmon m o d e oscillates as a function of the inverse magnetic field with
a period determined by the condition that A £ ^ = 0 which is nothing more than
the condition for flat-bands for each respective modulation type. Note that in the
absence of a modulation potential (that is setting ft = 0), equation (4.77) reduces
to the classical result for the magnetoplasmon frequency (see equation (4.73)); as
expected.

Chapter 5
Conclusions
We have reported into the influence of a 2D EG in the presence of an external perpendicular magneticfieldsubjected to an additional unidirectional spatially periodic
modulation potential, which is either electric or magnetic in nature and weak, on the
equilibrium thermodynamical and dielectric response properties.
W e have shown that for such modulated systems, new modulation-induced commensurability oscillations, at low magneticfields,manifest themselves in all such
thermodynamic quantities of the system. In particular, w e have shown that such
oscillations are to be found in the chemical potential, Helmholtz free energy, internal
energy, electronic entropy, electronic specific heat, orbital magnetisation and the orbital magnetic susceptibility of such weakly modulated systems. They are similar
in nature to the Weiss oscillations which are found in the magnetoresistance. Subsequently, w e have shown that a whole class of Weiss-type oscillations are to be
expected in the thermodynamic quantities of such weakly modulated systems. Such
Weiss-type oscillations, which are only weakly dependent on temperature, occur in
the thermodynamic quantities at low magneticfieldsas an amplitude modulation of
the well-known dHvA-type oscillations, familiar from the homogeneous 2 D L S which
m a y or m a y not be resolved depending on the temperature. Interestingly, w e find
well defined phase relations exist between the two modulation types for the commensurability oscillations occurring in most of the thermodynamic functions except the
orbital magnetisation and the orbital magnetic susceptibility. The magnetic potential, being itself magneticfielddependent, therefore has specific consequences on the
orbital magnetisation and the orbital magnetic susceptibility for the weakly modulated magnetic system. Asymptotic expressions, within the quasi-classical limit of
small magneticfieldsand small butfinitetemperatures, for the chemical potential,
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Helmholtz free energy and the orbital magnetisation which show explicitly for both
the Weiss- and dHvA-type oscillations are also obtained.
T h e dynamical dielectric response function for either modulated systems have
also been calculated for, within the R P A and for the experimentally relevant situation
of small wavenumbers such that approximate translational invariance for the weakly
modulated systems can be assumed. Analytic expressions for both the imaginary part
(atfinitetemperature) and the real part (at zero temperature only) are obtained. As
was found for the thermodynamic quantities, the effect of a weak spatially periodic
modulation potential on the response properties is correspondingly as profound. It is
shown that the former singular nature in the response function for the unmodulated
case at the cyclotron frequencies and its harmonics is not only broadened, leading to a
reintroduction of electron-hole pair excitations into the dielectric response function,
but furthermore contains a series of subsingularities at the band edges. T h e origin of the n e w subsingularities is attributed to the non-uniform, modulation-induced
broadening of the energy spectrum. T h e features between the two different types
of modulations is analogous to one another. Significantly however, such subsingularities at the band edges due to the magnetic modulation differ from their electric
counterpart since the former m a y be up to about an order of magnitude larger in
bandwidth w h e n equal modulation strengths are considered (ie Ve = htom) and is
due to an amplification in amplitude of the bandwidths in the magnetic case.
T h e broadening in the response function has been found to significantly modify
the collective excitations of the weakly modulated systems. It was shown that the
magnetoplasmon dispersion consists n o w of an intra-magnetoplasmon mode, brought
about by the broadening of the former degenerate Landau levels into bands, together
with the more familiar inter-magnetoplasmon modes. W e demonstrated that the
inter-magnetoplasmon modes split into a principal m o d e and Bernstein modes. Thus
the Bernstein modes are a general phenomenon for these modulated systems and are
not only an observable phenomena in three- and two-dimensional electronic systems
in the presence of an external magneticfieldalone.
As a function of the external magneticfield,the intra-magnetoplasmon m o d e
exhibits the n o w familiar Weiss-type oscillations found in such weakly modulated
systems which appeared at lowfieldsas an amplitude modulation of the well-known
SdH-type oscillations. It was shown that the appearance offinitegap-like structures

m the intra-magnetoplasmon spectrum, for either modulation type, is not found as
has been previously reported (in the case of an electric modulation only). Between
modulation types, the oscillations appearing in the intra-magnetoplasmon modes
were phase-shifted. W e also revealed for thefirsttime that a commitment to low
wavenumbers leads to clearly discernible commensurability oscillations as a function of the external magneticfieldin the inter-magnetoplasmon modes. Again, these
oscillations were phase-shifted between the two modulation types. Finally, demonstrative spectra for the principal inter-magnetoplasmon m o d e only as a function of
the wavenumber parallel to the direction of the modulation (ie qx = 0) were given.
T h e results showed the principal inter-magnetoplasmon oscillates aperiodically with
respect to the wavenumber qy, between the frequencies LOC to 2LOC, such that the oscillation minima are n o w shifted above the cyclotron frequency, that is, above the
n o wfiniteelectron-hole pair continuum region where the modes would be otherwise
strongly damped.
For both the cases of a weak electric and a weak magnetic modulation, the potential has been taken as a simple cosine potential. Although w e expected this form
to be a somewhat too simplified description of any realistic system, its advantage
lies in the fact that it allows for detailed calculations into the generic properties for
such systems to be performed analytically. T h e results m a y therefore be expected to
provide one with those essential features contained in such systems.
F r o m an experimental standpoint, our study should prompt further investigations
into such systems. T o date m u c h experimental effort has been expended on the
detailed investigation into Weiss oscillations, as found within the magnetoresistance
where they werefirstobserved. It is hoped that our results could be used to guide any
future experimental investigations into properties of such weakly modulated systems
other than transport.
In conclusion, from our work performed here together with what is n o w known in
the literature for a 2 D E G under a perpendicular magneticfieldand in the presence
of an additional weak unidirectional spatially periodic modulation potential, which is
either electric or magnetic, the ubiquitous nature of the commensurability (or Weisstype) oscillations present is left in clear evidence and is a prevailing feature for these
systems in general.

Appendix A

In this appendix we wish to evaluate the matrix elements appearing in equ
(2.13). To do this we shall evaluate the more general result of
Vm,n(x0) = (m,x0\V(x)\n,x0) . (A.l)

When V(x) is expressed in terms of its discrete Fourier transform, substi
for the explicit functional forms of |ra, x0) and \n, x0) (see equation (2.4)), performing
the y integration trivially and making the change of variable u = (x - x0)/£ in the x
integration, one finds
fOO
V

^ M

=

.

Y,yKJKx°

V/L ^ m'.n'.TT jr

/

duexp(-u2)exv(ibu)Hm(u)Hn(u) (A.2)

J-oo

Here b = K£. The integral appearing in equation (A.2) is just that which is evaluated
in Appendix F when the parameter a is set equal to zero. The result then becomes
Vm,n(x0) = in>"n< J—iY, VKelKxoX^>-n<^2 exo(-X /2)L^>-n<\X) . (A.3)
V n>- K
Here X — (K£)2/2, n> = max(m, n) and n< = min(m, n). Setting m = n, the result
quoted in equation (2.13) for the Vn,n(x0) matrix elements then follows.
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Appendix B
In this appendix we wish to evaluate the matrix elements appearing in equation
(2.27). Following the notation used in the text one is required to evaluate the following two intermediate matrix elements of
AM=(n,x0\HM\n,x0)

(B.l)

and
A^n = (n,x0\H^\n,x0)

(B.2)

where
2

H

+eBx A

-=m-b{^y

)^

^

H

^-£-BA^

such that An,n(x0) = A $ + Ag) n .
Considering thefirstof the intermediate matrix elements. Upon expressing Am(x)
in terms of its discrete Fourier transform, substituting for the explicit wavefunctions,
performing the y integration trivially and changing the variable u = (_ — x0)/£ in
the x integration, it follows that
2
1 etl
B£
r°°
A
A
eU<X
S = „„, f=m E( ™)K °
/ duexp(-u2)uexp(ibu)[Hn(u)}2 . (B.3)
ly/n
m
^
b
_ n\\/TT TTlh
ir
J—oo
Here b = K£. The integral appearing in equation (B.3) is of a known form [187],

being equal to
/oo

duexp(-_2)_exp(ifeu)[#n(u)]2 = iv/7r2n_1n!6exp(-62/4)
•oo

x[Ln'\b2/2) + LnlZ(b2/2)] . (B.4)
Whence equation (2.31) follows.
For the second of the intermediate matrix elements, proceeding in an identical
fashion leading to equation (B.3) gives
A £ = ^-T7=17- E ( ^ W ^
_

( W

Tt.-y 71 _771(, jr jri

' / ^exp(-u2)exp(i,_)[^(u)]2
J — oo

(B.5)
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where z = £(K + K'). The integral appearing in equation (B.5) is that which is
evaluated in Appendix F where m is set equal to n. Whence equation (2.32) follows.

Appendix C
Evaluation of the integrals appearing in equation (3.53) reduces to a c o m m o n problem
of the evaluation of an integral of the type
/oo

du cos(au + (3) ln 1 + e~2u

, u0 » 1 .

(C.l)

This integral is able to be performed analytically in the limit of large u0. Integration
by parts twice followed by replacing the lower limit of integration by - o o (since
u0 3> 1) w e find

l(a,0;uo) « -^sm(f3-au0) + ^cos(f3-cm0)-± f° du^ZtP , (C2)
a

or

c^ J-oo

cosh (u)

which since [188]
r°°

cos(au + /3) _ -rracos(/3)
cosh2(_)

J-oo

sinh(7ro;)

gives
u

a

\

2w

°

ta

\ ,

2

//a

\

TTCOS^)

I(a, /?; u 0 ) «

sm/3 - au0) + — cos(/3 - au0)
. .) \ .
(C.4)
a
a''
asmh(7ra)
The second integral appearing in equation (3.26), _i, (which also appears as
thefirstintegral in equation (3.53)) may, upon the following change of variable
2_ = (e — p,)/(kBT), be written as

/,-f 4,ln[l+.-]
J-nl(kBT)

+
L

„.n(^2l,5_;5Jt=) . (C.5)
J

V "wo

"^

2fc

S-i /

Whence, equation (3.27) immediately follows.
The evaluation of the second integral, I2, appearing in equation (3.53) is somewhat
more involved. B y writing the two separate cosine terms as one, using basic trigonometric identities, employing the following change of variable 2_ = (e — p)/(kBT)
and retaining only those terms to leading order in 2kBT/p, since 2kBT <C p, one has
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1 JAnkBT
2irp^ p \
2^/p \ KLOC ' KLOC' 2kBTj
1
(AixkBT 2irp Air£ f2p~ TT p \
Ay/p \ huc ' hu;c
a \j HLOC
2' 2kBT J
1
(AirkBT 2-Kp
AJp. \ HLOC ' HLOC

AH P2p~
a V ^wc

TT_ p \
2' 2kBTJ

from which, after careful algebraic manipulation, equation (3.55) follows.

Appendix D
In this appendix w e wish to calculate the Fourier transform for the bare Coulomb
potential, in a dielectric medium, and in both three and two spatial dimensions

corresponding to the cases found in three- and two-dimensional systems respectivel
• In three spatial dimensions.
The bare Coulomb potential in a medium (and in SI units) is given by

Taking the three-dimensional Fourier transform with respect to the spatial coordi
ates r gives
P2

u3D =

pp-iqr
— «i l

OO
/.oo

e

AnKe0 /
_
—
.
(D.2)
Converting the integral from rectangular (x,y,z)
-oo
rto spherical (r,9,cj>) coordinates,
9

equation (D.2) can be rewritten as
„2

/•oo

3D

2ne0

/

e
— /
Ke00q Jo

rl

rdr J d(cos9)eiqrl
dr s'm(qr)

„2

[ 1 — lim cos(qr)
K
Ke0q2 y
r-*oo
'
This integral is therefore not well defined since it oscillates at infinity. If however

one assumes that these oscillations damp out at infinity than one has for the res
of the three-dimensional Fourier transform of the bare Coulomb potential [189]

v™ = ~ . (D.3)
H

Ke0qz

• In two spatial dimensions.
To find the Fourier transform for the bare Coulomb potential in two spatial di*

on

mensions one starts with the result found in three spatial dimensions, ie vq
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v

q(qx,qy,qz) as given by equation (D.3), and takes the inverse Fourier transform

with respect to the space variable z only. Thus
g^

e"

POO

Here q = (q\\,qz) such that q\\ = (qx,qy) is an in-plane two-dimensional vector with
q2 = q\ + ql- Thus equation (D.4) can be rewritten as
g2
v

Mbz) = ^Z

e''22

/-oo

/

d

<h 2 , 2 •
2

2TT/C£0 J-OO

(?|j + (J

(D-5)
V

;

This integral can be evaluated using a contour integral method. Noting that the
integrand has two simple poles in the complex gz-plane at iigy, by choosing the
contour such that it extends along the real c^-axis in a positive sense and is completed
by a circular arc in the upper half of the complex plane of radius R such that R ->• oo,
by the residue theorem (the pole enclosed by the contour is +iq\\, simple and has
corresponding residue of e~q^z/(2iq\\)) one has

f

eiq*z

d<

7re" 9 H*

l* TTTT2

4 +ti=~—T-%

•

(D-6)

Note that the contribution from the contour consisting of the circular arc alone
becomes negligible as R —>• oo. Thus

The final result for the Fourier transform of the bare Coulomb potential in two spa
dimensions is obtained by setting z = 0 in equation (D.7). One then has
9

2ne0q

where q = Jqx + q2 has now been defined as the magnitude of the in-plane twodimensional wavevector.
• Comments
The divergence in either v3qD or v2D is a direct consequence of the long-ranged nature
of the Coulomb interaction which will be absent from a potential offiniterange. This
divergence has however nothing to do with the strength of the individual particleparticle interactions but is a result of its form only.

Appendix E
In this appendix w e wish to evaluate Jn,n'(qx,x0,x'0), namely the Argyres function,
which is defined as
oo

dx

/

(E.l)

iqxX

e cj)n(x - X0)(j)n'(x - x'0)
-oo
Here cf)n(x — x0) are the well-known
linear harmonic oscillator eigenfunctions centred
at x0 (see equation (2.5)). Substitution for the explicit forms of the Landau eigenfunctions and making the following change of variable: x = u£ + x'0 + a£/2 where one
sets a = (x0 — x'0)/£, equation (E.l) is able to be written as
"n,n'\qxi X0i X0j

—

y/2n+n'ixn\n'\

(Xo ~ X'0)

exp

P

exp (iqxx'0) exp

\qx£a

/oo

du exp(—u 2 ) exo(iqx£u)Hni(u + a/2)Hn(u — a/2) .

(E.2)

-oo

T h e integral appearing here is nothing m o r e then that which is evaluated in appendix
F where b = qx£a and a = (x0 — x'0)/£. Applying the result of appendix F to this
integral then, equation (E.2) becomes
—o
<Jn,n' \qxi X0i XQj

—

X

x0

XQ

l?x
2 >n>! exp
n

' qJZ

2£
\ 2

- + iqd

^( n >~ n <)
-n<

-

;E.S)

+&*)'

Here n > = max(n,n') and n < = min(n,n'). Using this result, one can also evaluate
the related function of Jn,n>(qx,ky,k'y) where x0 = ky£2 and x'0 = k'y£2 such that
qy = k.' — ky. T h e result is
Jn,ri(qx,ky,ky)

—

qx + i<?y
i<?^2
n< •n>-n<
(ky + K)
exp
nx exp(-Q/2) g(->""<)/2 L^>~n<\Q)

n>—n<

(E.4)

where q2 = q\ + q2y and Q = (£q)2/2. Then, Jn<n'(qx, K, k'y) = Cn<n'(q) as defined in
the text.

190

Appendix F
In this appendix w e wish to evaluate integrals of the form
/oo

dxexp(—x2)ex-p(ibx)Hm(x + a/2)Hn(x — a/2) . (F.l)
-oo

Here Hn(x) are the Hermite polynomials. From Rodrigue's formula for the Hermite
polynomials [142], one may write
dm
Hm(x + a/2) = —
exp[-t2 + 2tx + ta]

(F.2)
t=o

and
Hn(x - a/2) = 7 — e x p [ - u 2 + 2ux + ua]

(F.3)
u=0

Substitution of equations (F.2) and (F.3) into equation (F.l), performing the x in-

tegration first (which turns out to be trivial) then the t derivative m times fol
by the u derivative n times, it follows that

I(m, n; a, b) = V^fexp (-£) t^j\(-l)^

n—j
( j ) (j) (a + \b)^(a
- \b)

(FA)
Here IC, \ is the binomial coefficient and is defined to be equal to

. _

. Setting
^

a = m — n and j — n — k, it follows from the above equation then that
a n

]

I(m,n;_,&) = V ^ e x p (-j\ (a + ib) 2 n\L^

'a2 + b2

(F.5)

where m > n and the definition for the associated Laguerre polynomials in terms of
its summation form [190] has been used.
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m 2 V - 1 s _1 for the case of a magnetically modulated system (see reference
[108]) have been quoted in the literature.
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