Fully symmetric interpolatory integration rules are constructed for multidimensional integrals over in nite integration regions with a Gaussian weight function. The points for these rules are determined by successive extensions of the one dimensional three point GaussHermite rule. The new rules are shown to be e cient and only moderately unstable.
e ?x T x=2 f(x)dx 1 dx 2 :::dx n ; with x = (x 1 ; x 2 ; :::; x n ) T . This is an important problem in pure and applied science and statistics. One broad class of applications concerns the evaluation of quantum-mechanical matrix elements with Gaussian wave functions in atomic and molecular physics 14], nuclear 9] and particle physics 10]. For some applications in statistics see Evans and Swartz 6] . Integrals of this type have traditionally been estimated with product Gauss-Hermite rules or Monte-Carlo methods (see the book by Davis and Rabinowitz 1], and Evans and Swartz 6]). The purpose of this paper is to show how the general method developed by Genz 8] , for the construction of fully symmetric interpolatory rules, can be used to construct e cient rules for I(f). Related recent work on the development of integration rules for I(f) has been done by Dellaportas and Wright 4] and Cools and Haegemans 2] . Earlier work is summarized in the books by Stroud 16] and Engels 5] .
The rules Q (m;n) (f) that Genz 8] Here p = ( p1 ; p 2 ; :::; pn ), P (m;n) is a set of all distinct n-partitions of the integers 0; 1; :::; m de 
for i > 0, with a 0 = 1, then Q (m;n) (f) has polynomial degree 2m + 1.
If the only restrictions on the generator set f i g are that the generators be distinct with 0 = 0, then the number of values of the integrand f needed for the rule Q (m;n) is V (m;n) = P p2P (m;n) N (n) p , where N (n) p = 2 jij n!=((n ? jij)!i 1 !i 2 !:::i K !), when p 2 P (m;n) has K distinct nonzero components j 1 ; j 2 ; :::; j K , with respective multiplicities i 1 ; i 2 ; :::; i K . The numbers V (m;n) increase rapidly with m and n, but V (m;n) can be signi cantly reduced if the set f i g is carefully chosen so that some of the weights w p are zero, eliminating associated terms in the sum for V (m;n) . When the integration region is the unweighted hypercube ?1; 1] n , then a simple method for selecting f i g that leads to e cient rules is to use the points determined by Patterson 15] for unweighted one dimensional integrals over -1,1]. These points are determined by successive optimal Kronrod 12] extensions of the one-point Gauss-Legendre rule, whereby a (2n + 1)-point rule is obtained from an n-point rule by adding n + 1 points, chosen to maximize the degree of the (2n + 1)-point rule. The two aims of this paper are to show a) how a generalization of Patterson's method can be used to produce successive extensions of the one point Gauss-Hermite rule, and b) that the points for these extended rules can be used for generators of good rules for I(f). In the next section we consider the problem of generalizing Patterson's method for integrals over (?1; 1) with Gaussian weight, and in the nal section we show that the points for the new extended rules provide stable and e cient rules for I(f).
2 Extended Rules for (?1; 1) In this section we focus on the one dimensional integral G(f) = 1 p 2 R 1 ?1 e ?x 2 =2 f(x)dx. We let Q (m) Q (m;1) denote a rule for G(f) of polynomial degree 2m + 1. In order to notate the extension process we are about to describe, we use Q (m) i 1 + i 2 ::: + i k ] to denote a degree 2m + 1 rule for G(f) which uses P k j=1 i j points, and was constructed by successively extending lower degree rules with P l j=1 i j points for l = 1; 2; :::; k.
We begin with the one point Gauss-Hermite rule for G(f), Q (0) 1](f) = f(0), which has degree 1. Following Patterson's method, we can try to extend this rule by adding two symmetrically placed points 1 to produce the rule Q (2) 1 + 2](f) = w (1) 0 f(0) + w (1) 1 f 1 ]: The weights w (1) 0 and w (1) 1 , and 1 are determined to maximize the degree of Q (3) . for k = 0; 1; ::; ? 1, so we require > if we want to be able to determine S(x). The case = + 1 produces the standard Kronrod 12] extensions to the Gauss rules.
In order to illustrate this process for G(f) we consider the case where = 1 and = 2.
We need to satisfy the condition 1 These latter rules are not as e cient for constructing multidimensional rules, as discussed below.
In general, we found that we could not obtain sequences with more than 5-7 steps, and in any event were limited by degree 67 in obtaining solutions with real roots. Also, in obtaining the rules of higher degree, the matrix equations whose solutions yield the roots were increasingly ill conditioned. In some cases, well over ten digits of precision were lost, so that even double precision arithmetic (64 bits) was not reliable. These latter rules were obtained using quadruple and/or multiple precision arithmetic, combined with the use of Hermite polynomial expansions for S(x).
We also considered the pro ciency of these rules for evaluating integrals of the form 
E cient Multidimensional Rules
We now consider the use of the generators determined in the previous section for rules for I(f). . This information can be used to check for zero weights when a rule is applied and so avoid computation of the fully symmetric sums f p ] for those weights. For rules such as Q (12) 5+10] and Q (15) 7+12], the condition for vanishing weights is satis ed far less often, rendering these much less useful for multidimensional quadrature.
We let Q (m;n) P andQ (m;n) P , for 0 m 25, be the rules determined by the generators for Q (25) 1+2+6+10+16] and for Q (25) 1+2+8+20], respectively. For Q (m;n) P the z sequence is fz(i)g = f0; 0; 1; 0; 0; 3; 2; 1; 0; 0; 5; 4; 3; 2; 1; 0; 0; 0; 8; 7; 6; 5; 4; 3; 2; 1g, and forQ (m;n) P the relevant sequence is fẑ(i)g = f0; 0; 1; 0; 0; 0; 4; 3; 2; 1; 0; 0; 0; 0; 0; 0; 10; 9; 8; 7; 6; 5; 4; 3; 2; 1g.
In Table 3 .1 we give the required number of integrand values V (m;n) for rules Q (m;n) (no restriction on the generators except 0 = 0), for selected m and n values. The following Tables 3.2 N (n) p jw p j: A completely stable rule has C = 1, but there is no known general method for constructing e cient rules for I(f) with C = 1. The product Gauss-Hermite rules do have C = 1, but the number (m+1) n of the f values needed for a degree 2m+1 product Gauss-Hermite rule grows so rapidly with n that using these rules becomes infeasible for practical calculations when n > 3. or 4.
The stability factor for a fully symmetric interpolatory rule Q (m;n) depends on the choice and ordering of the generators. The generators for the rules Q (m;n) P andQ (m;n) P are xed but we have some choice in how they are ordered. The generators for these rules were produced in subsets, and permuting the generators within each subset does not e ect the cost or degree of the resulting rule. For example, with Q (m;n) P , generators within each of the subsets f 2 ; 3 ; 4 g, f 5 ; 6 ; 7 ; 8 ; 9 g and f 10 ; 11 ; 12 ; 13 ; 14 ; 15 ; 16 ; 17 g can be permuted without changing the cost or degree of the resulting rules, so there are 3!5!8! possible generator orderings. We found that permuting the generators can produce signi cant changes in the stability factors. We did not carry out a complete search over all possible generator permutations to determine the optimal permutation for each m and n, but we found a heuristic that produces what appears to be nearly minimal (within a factor of 2 or 3) stability factors. Within each subset we alternate large and small generators, beginning each subset with the largest generator. In Table 3 .4 we list the generators to sixteen decimal digits, ordered according to this heuristic, for the rules Q (m;n) P andQ (m;n) P . These generators were computed in quadruple precision (128 bits). We then checked the computed sequence fa i g to see if those a i that were supposed to be zero (theoretically) were small relative to the corresponding moments G(x 2i ). We believe the generators given Table   3 .4 are accurate to all sixteen decimal digits. For practical reasons, we have only included information for m 20 in Tables 3.1-3 and 3.5-6, even though these generators can be used to produce rules with m 25 (maximum degree 51). The original de nition of a fully symmetric interpolatory rule given in Section 1 suggests that we need m + 1 generators for a rule of degree 2m + 1. However, the higher order generators, which theoretically could be any distinct positive numbers (also distinct from the generators given in Table 3 .4), do not need to be speci ed. Theorem 3.1 guarantees that the weight is zero for any fully symmetric sum that uses one of the extra generators.
In Tables 3.5 and 3.6 we list approximate stability factors for the rules Q (m;n) P and Q (m;n) P , obtained using the generators in the order given in Table 3 .4. Although these stability factors increase slowly with m and n, we can see that there will not be a signi cant loss of precision through roundo error magni cation when these rules are used. TheQ (m;n) P stability factors tend to be a little smaller for the the larger m values. There has been no systematic study of stability factors for other rules for I(f). Cools and Haegemans 2] did not compute stability factors for the rules that they developed. The rules described by Dellaportas and Wright 4] are designed to have stability factor one, but were constructed only for degree 9. These rules form an imbedded sequence that ends in a product GaussHermite rule. Although higher degree rules can be constructed, they may be infeasible to use for large m values. Capstick and Keister 1] considered generalizing the approach of McNamee and Stenger 13] to develop rules for I(f) and found many of the new rules to be poorly conditioned. Table 3 .7. 
