A generalization of the injectivity condition for Projected Entangled
  Pair States by Molnar, Andras et al.
A generalization of the injectivity condition for Projected Entangled Pair States
Andras Molnar,1 Yimin Ge,1 Norbert Schuch,1 and J. Ignacio Cirac1
Max-Planck-Institut fu¨r Quantenoptik, Hans-Kopfermann-Str. 1,
D-85748 Garching, Germany
We introduce a family of tensor network states that we term semi-injective Projected
Entangled-Pair States (PEPS). They extend the class of injective PEPS and include
other states, like the ground states of the AKLT and the CZX models in square lat-
tices. We construct parent Hamiltonians for which semi-injective PEPS are unique
ground states. We also determine the necessary and sufficient conditions for two
tensors to generate the same family of such states in two spatial dimensions. Us-
ing this result, we show that the third cohomology labeling of Symmetry Protected
Topological phases extends to semi-injective PEPS.
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I. INTRODUCTION
Tensor Network States (TNS) are expected to approximate ground states of local Hamilto-
nians well1–3. Their local description in terms of simple tensors makes them suitable for both
numerical and analytical investigations. First, this local structure enables calculations in
large or infinite systems. In fact, the Density Matrix Renormalization Group (DMRG) algo-
rithm4, which proved successful in simulating one-dimensional systems, can be re-expressed
in terms of Matrix Product States (MPS)5,6, the simplest TNS. This connection also moti-
vated a provably efficient algorithm to find the ground state of a gapped one-dimensional
local Hamiltonian7. Algorithms based on higher-dimensional generalizations of MPS, Pro-
jected Entangled Pair States (PEPS8,9), are now also giving the best known numerical results
for certain Hamiltonians in two dimensions (see, for example, Ref. 10–12). Second, TNS are
useful for creating and analyzing exactly solvable models with translation symmetry. In-
deed, paradigmatic wavefunctions appearing in different areas of research have a very simple
PEPS description, where one can generate a whole family of many-body states by contract-
ing, according to a given geometry, the so-called auxiliary indices of N copies of a single
tensor. In two-dimensional systems this includes, for instance, the Cluster State13,14 under-
lying measurement based computation, the rotationally invariant spin-liquid AKLT15,16 and
RVB17 states, and other chiral18,19 and non-chiral states20–23 embodying topological order.
In particular, PEPS encompass all known non-chiral topological orders24. All these states
allow for the construction of local parent Hamiltonians and, by making use of their local
description, the ground space structure and the behavior of the low-energy excitations can
be fully analyzed.
In the last years, the theory of TNS has been considerably developed. In particular,
in one dimension a general structural theory of MPS is known. First, the “fundamental
theorem of MPS”25,26 states that any two tensors generating the same family of wavefunc-
tions can always be related by a “gauge” transformation acting on the auxiliary indices of
each tensor independently. This result allowed for the classification of symmetry-protected
topological (SPT) phases in one dimension27,28. Indeed, let us consider an MPS invariant
under a symmetry group G. Then, the local gauge transformations which relate the tensor
generating the MPS and that obtained by a symmetry action form themselves a projective
representation of G29,30. The equivalence classes formed by those projective representations,
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which are labelled by the second group cohomology H2(G,U(1)), thus characterize the dif-
ferent SPT phases under the action of G. Second, for any MPS there exists a systematic way
of constructing parent Hamiltonians with a controlled ground space25,31,32. All this renders
MPS a general framework for the study of solvable models and the classification of phases
in one dimension.
In two dimensions, considerable progress has been made in understanding the descrip-
tion of topologically ordered phases in the PEPS framework20–23,33,34. However, a general
structural theory of PEPS and, in particular, a “fundamental theorem of PEPS”, is only
known for a specific class, termed “injective”31,35. Those are PEPS whose generating tensor,
when considered as a map from the auxiliary to the physical indices, can be inverted. While
formally, any random PEPS (after blocking few spins) is injective, many relevant examples
such as the square lattice AKLT model16, the RVB36,37 state, wavefunctions obtained from
classical statistical mechanics models37, as well as all topologically ordered states, do not
have this property. Their lack of injectivity prevents us from understanding their behav-
ior under symmetries and, at the same time, makes the canonical construction of parent
Hamiltonians with unique ground states for injective PEPS inapplicable.
In order to analyze SPT phases in two dimensions, one might thus tentatively restrict to
injective PEPS and apply the fundamental theorem, which yet again yields a projective local
symmetry action on the auxiliary indices. However, in two dimensions the classification of
projective representations in terms of group cohomology is not stable under blocking, and
thus cannot be used to label phases under symmetries unless translational invariance is
imposed38. This is remedied by the CZX model proposed by Chen et al.38. It is made up
from a non-injective PEPS with a corresponding symmetry action, in a way that it exhibits
non-trivial symmetry invariants which are insensitive to blocking. Specifically, the symmetry
action on the auxiliary indices at the boundary of any region is given by Matrix Product
Unitary Operators (MPUOs). Those can be labeled by elements of the third cohomology
group H3(G,U(1)) of the symmetry group G, and therefore those elements are expected to
label the different SPT phases38,39.
In this paper, we introduce semi-injective PEPS and develop the structure theory for
them. They significantly generalize injective PEPS and include, among others, the square-
lattice AKLT model, all wavefunctions based on classical models, as well as CZX-like states.
Our central result is a “fundamental theorem of semi-injective PEPS” which states that any
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two tensors generating the same semi-injective PEPS are related by an invertible Matrix
Product Operator (MPO) acting on their auxiliary indices. For semi-injective PEPS with
an on-site symmetry, the corresponding MPOs form a representation of the group. We
give a general and fully rigorous proof, based on the arguments of Chen et al.38, that these
MPO representations are labeled by the third cohomology group H3(G,C∗) = H3(G,U(1)),
suggesting that this labels SPT phases for all semi-injective PEPS, including those away
from fixed point wavefunctions40 or with non-unitary symmetries. We further show that
symmetries of semi-injective PEPS must have a special two-layer structure. This, by itself,
enables the definition of an MPO acting on the physical indices alone, and thus allows one to
assign another label H3(G,C∗) to the symmetry action, which we show to coincide with that
of the MPO acting on the boundary. Therefore, the SPT labeling is just as much a property
of the physical symmetry itself as it is of the boundary, and can in fact be directly inferred
by analyzing the structure of the physical symmetry action, without needing to invoke the
underlying PEPS. As a corollary, this implies that the H3 label of the MPO action is well-
defined and, in particular, the same on the horizontal and vertical boundaries, also in the
absence of rotational symmetry. Furthermore, we also provide two different construction for
parent Hamiltonians with unique ground states.
The paper is structured as follows. In Section II we introduce the formalism, and define
semi-injective PEPS. In Section III, we give an overview of the main results of the paper.
Readers who are interested only in the results rather than the proofs might thus restrict to
Sections II and III. In Section IV, we discuss parent Hamiltonian for semi-injective PEPS.
In Section V, we summarize central results from the structure theory of MPS needed for
the remainder of the paper. In Section VI, we develop the structure theory of semi-injective
PEPS, i.e., we give a local characterization of when two semi-injective PEPS generate the
same state. In Section VII, we apply this to characterize symmetric semi-injective PEPS,
yielding the characterization in terms of the third cohomology group.
II. FORMALISM
In this section we introduce MPS, PEPS and the graphical calculus commonly used in
the field of tensor networks (TNs). We modify the standard notations in order to be able
to represent TNs that are concatenations of several layers of two-dimensional TNS. Using
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this notation, we define semi-injective PEPS. We show that this class of PEPS contains
all injective PEPS as well as some examples that are not known to have injective PEPS
description.
A. Notation
Translationally invariant MPS are defined in terms of a single rank-three tensor A ∈
CD ⊗ CD ⊗ Cd, A = ∑α,β,iAiαβ|α〉〈β| ⊗ |i〉 = ∑iAi ⊗ |i〉. The corresponding state on n
particles is
|Vn(A)〉 =
∑
i
Tr{Ai1 . . . Ain}|i1 . . . in〉 . (1)
The tensor and the corresponding state can be represented graphically as follows. Each
tensor is represented with a square with lines attached to it. The number of lines connected
to the rectangle is the rank of the tensor and each line represents one index. For example,
the single MPS tensor is represented as:
A . (2)
Tensor contractions are depicted by joining the lines corresponding to the indices contracted.
For example, the contraction of two MPS tensors is
∑
αβγij
AiαβA
j
βγ|α〉〈γ| ⊗ |ij〉 =
A A
. (3)
Same way, the MPS can be depicted as:
|Vn(A)〉 =
∑
i
Tr{Ai1 . . . Ain}|i1 . . . in〉 = . . .
A A A
. (4)
We refer to the contracted legs as bonds or virtual indices, D as the bond dimension of the
MPS tensor A, the uncontracted leg as physical index, and d as the physical dimension of
A.
We will define PEPS now as generalizations of MPS. We will consider a square lattice,
although other geometries can also be used. Take a rank-five tensor B:
B = . (5)
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Consider an n×m rectangular grid with periodic boundary conditions (that is, on a torus).
PEPS is defined then by placing the tensor B at every lattice point and contracting the
neighboring tensors:
Vn,m(B) = . . . . . .
. . .
. . .
. (6)
An equivalent description is the following. Place maximally entangled pair states on the
edges of the grid. These particles are referred to as virtual particles. At every lattice point,
act with an operator on the four virtual particles closest to the lattice point:
Vn,m(B) = . . . . . .
. . .
. . .
. (7)
Here each dot represents a virtual particle, the lines connecting them represent that they are
in an entangled (here the maximally entangled) state. The red circles depict the operators
acting on the four virtual particles. We call a PEPS injective if these operators are injective
maps.
In the following, we use this notation when drawing tensor networks in two dimension.
For example, a four-partite state will be depicted as
. (8)
This four-partite state can equally be thought of as a non-translationally invariant MPS on
four sites. Then each corner depicts an MPS tensor. Operators are depicted as circles or
rectangles. For example,
(9)
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depicts a four-partite operator acting on the physical indices (black points) of four MPS
tensors. In certain cases, we need more than two layers of tensors. In this case the upper
layer is drawn bigger. For example a product of two operators acting on four MPS tensors
are depicted as
. (10)
In this case the operator depicted as a solid circle acts first on the four MPS tensors, the
dashed one acts second.
We will often use a minimal rank decomposition of tensors. For convenience, we will refer
to the operators in the decomposition as Schmidt vectors, even though the minimal rank
decomposition is not necessarily a Schmidt decomposition, as we don’t require orthogonality.
For example, a minimal rank decomposition of a four-partite operator acting on four MPS
tensors will be depicted as:
. (11)
The Schmidt vectors of a four-partite state |φ〉 can be related to its MPS description. We
will therefore depict the minimal rank decomposition as
= , (12)
where the Schmidt vectors are denoted as:
. (13)
B. Semi-injective PEPS
In this section we define semi-injective PEPS. We show that this class contains all injective
PEPS. Moreover, we provide examples that are not known to admit an injective PEPS
description, yet they can be written as semi-injective PEPS.
Definition 1 (Semi-injective PEPS). Let |φ〉 be a four-partite state with full rank re-
duced densities at every site, and let O be an invertible operator. The semi-injective PEPS
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|Ψn×m(φ,O)〉 is defined as
|Ψn×m(φ,O)〉 = , (14)
where the green rectangle is |φ〉 and the red circle is O, and the state is defined on a torus
with n × m copies of |φ〉. We will often drop |φ〉 and O and the indices n,m from the
notation.
Note that the full rank assumption does not affect which states can be described as semi-
injective PEPS, it is only needed to avoid unnecessary degrees of freedom in the operator
O.
These states can be written as a PEPS, but that PEPS is in general not injective. For
example, a PEPS tensor generating the same state is
(15)
with an arbitrary (non necessarily translational invariant) MPS decomposition of |φ〉.1
In the following we show that these states include injective PEPS as well as all the
examples mentioned above.
a. Injective PEPS. In this case the invertible operator is the PEPS tensor, and the
four-partite state consists of two maximally entangled pairs (and a one-dimensional particle):
= (16)
where the four-partite states are (the fourth particle is a scalar):
= (17)
1 TN states of this form have been used in other contexts, see e.g. Ref. 41.
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b. The CZX model The CZX model readily admits semi-injective PEPS form: the four-
partite states are GHZ states |0000〉 + |1111〉, whereas the invertible operators are unitary
operators UCZX = X
⊗4 ·∏〈ij〉CZij.
c. Purification of thermal states. Consider a commuting nearest neighbor Hamiltonian
on a square lattice and the following purification of its Gibbs state:
|Ψ〉 = 1√
Z
(
e−βH/2 ⊗ Id)⊗
i
|φ+〉i , (18)
where |φ+〉 = ∑j |jj〉 is a maximally entangled pair state, and e−βH ⊗ Id acts non-trivially
on one of the entangled pairs at every lattice site. This state admits a PEPS description: as
the Hamiltonian terms are commuting, e−βH/2 is a product of local operators. The PEPS
tensors are then simply the product of the Schmidt vectors of these local operators acting
on |φ+〉. This tensor does not become injective after blocking exactly because of the corners:
after blocking, the operators lying entirely inside the blocked region can be inverted. Note
that applying invertible operators on the tensor doesn’t change injectivity. This factorizes
the tensor into a product of tensors on the boundary and tensors on the corners. The
boundary is injective, while the corners are not: the Schmidt vectors of the Hamiltonian
terms commute, therefore any antisymmetric state on the corner is mapped to zero.
Nevertheless, these states admit a semi-injective PEPS representation. Indeed, block 2×2
pairs of particles. The four-partite state in the semi-injective PEPS description consists of
the four pairs of particles in the state
= =
∏
〈ij〉
e−βhij
⊗ Id⊗4 · 4⊗
i=1
|φ+〉i , (19)
where both i and j runs over the particles in one block and |φ+〉 is the maximally entangled
state. The dots represent |φ+〉, while the ellipses e−βhij ⊗ Id⊗2. The invertible operator
is a product of e−βhij ⊗ Id⊗2 on the 2 × 2 block shifted by half a lattice constant in both
directions:
= . (20)
9
With this convention, the state is written as an injective PEPS as follows:
= (21)
d. AKLT in two dimensions. The two-dimensional AKLT model is a spin-2 system
which is constructed as follows: place a singlet |01〉 − |10〉 on each edge of a square lattice.
Then, at each vertex, project the four virtual qubits into the 5-dimensional symmetric
subspace:
|ΨAKLT 〉 = (22)
Here the blue lines represent singlets, the orange circles projectors into the symmetric sub-
space. As any virtual boundary state which is anti-symmetric on the two qubits of any
corner is in the kernel of the map after appropriate applications of single-qubit Y s, the
PEPS tensors describing this state cannot be injective, even after blocking.
The two-dimensional AKLT admits a semi-injective PEPS description as follows:
= , (23)
with the four-partite state
= , (24)
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where the blue lines are singlets, and the orange ellipses are the projectors into the 3-
dimensional symmetric subspace (the four-partite state can thus effectively be viewed as a
state on four qutrits: the one-dimensional AKLT state on four particles), and
= (25)
which acts on the qubits represented by the hollow dots, restricted to the symmetric subspace
at each corner. It can be verified that the rank of (25) is 81. Clearly, the image of the adjoint
of (25) is contained in the subspace which is symmetric in the pairs of qubits at each corner.
The dimension of the latter is also 81. Thus, (25) is invertible.
III. SUMMARY AND RESULTS
In this section, we give a summary of the results obtained in this work. The detailed
derivations of all these results are given in the subsequent sections. The results extend
the properties known for injective PEPS to semi-injective ones. First, we show how to
construct local Hamiltonians for which they are the unique ground states. Next, we answer
the question under which local conditions two semi-injective PEPS generate the same state.
We then use this result to characterize symmetries in semi-injective PEPS. We also find that
the third cohomology classification of SPT phases naturally extends to these states, and thus
these states might be suitable to capture the physics of SPT phases. In the following, we
give a detailed description of the results.
Consider two semi-injective PEPS generated by (φA, OA) and (φB, OB). Suppose that on
an n×m torus, they generate states that are proportional to each other:
= µn,m , (26)
where the purple circle and the blue rectangle depicts OA and |φA〉, while the orange dashed
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circle and the green rectangle depicts OB and |φB〉 and µn,m ∈ C. Inverting OB, we obtain
= µn,m , (27)
where the red circle denotes the invertible operator O = O−1B OA.
In this setup, we prove the following:
Theorem 1. If Eq. (27) holds for some specific n0,m0 ≥ 3, then for all n,m ∈ N,
1. Eq. (27) holds with µn,m = µ
nm.
2. The action of O corresponds to an MPO acting on the boundary as follows: Take a
minimal rank decomposition of the four-partite states w.r.t. the vertical cut. That is,
write
= and = . (28)
Then for the Schmidt vectors defined as above, the following holds: There are two
MPO tensors X and Y such that
. . . . . . = µn
X
Y
X
Y
X
Y
. . . . . .
. . . . . .
, (29)
where µ ∈ C is the proportionality constant from Point 1 above, Vn(Y ) = (Vn(X))−1
for every size n, and both X and Y become injective after blocking two tensors.
3. The operator O is a four-particle non-translationally invariant MPO with the property
that cutting the MPO into two halves yields a minimal rank decomposition of O.
4. The operator O is a product of two-body invertible operators:
O = (O14 ⊗O23) · (O12 ⊗O34) =
(
O˜12 ⊗ O˜34
)
·
(
O˜14 ⊗ O˜23
)
, (30)
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where the particles are numbered clockwise from the upper left corner and Oij acts on
particles i and j. Pictorially,
= = . (31)
In Section VII we use these results to rederive the third cohomology classification of SPT
phases within the framework of semi-injective PEPS. The setup in this case is as follows:
Let G be a group, Og a faithful (not necessarily unitary) representation of G. Let |φ〉 be
a four-partite state with full rank one-particle reduced densities. Suppose ∀g ∈ G, Og is a
symmetry of the semi-injective PEPS defined by |φ〉 and Id:
= µnm(g) , (32)
where the blue squares represent |φ〉, the red operators Og.
Note that this setup can readily be applied for unitary symmetries of semi-injective PEPS:
let the semi-injective PEPS be defined by the four-partite state |φ〉 and an invertible operator
A. Let the unitary representation of the symmetry group G be Ug. Then, by inverting A in
the symmetry condition, we arrive to Eq. (32) with Og = A
−1UgA.
Within this setup, we prove that
Theorem 2. If Eq. (32) holds for some n,m ≥ 3, then
1. g 7→ µ(g) is a one-dimensional representation of G.
2. For every g ∈ G there are two MPO tensors Xg and Yg such that
. . . . . . = µn(g)
Xg
Yg
Xg
Yg
Xg
Yg
. . . . . .
. . . . . .
, (33)
and Vn(Yg) = (Vn(Xg))
−1 for all n. Moreover, Vn(Xg) and Vn(Yg) form projective
representations of G with Vn(Xg)Vn(Xh) = λ
n(g, h)Vn(XgXh) for a two-cocycle λ. In
particular, Vn(Xg)Vn(Xh) has only one block in its canonical form.
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3. There is a canonical way to assign an element from H3(G,C∗) to the one-block MPO
representation g 7→ Xg.
4. Og has a four-particle non-translationally invariant MPO representation with ten-
sors O
(1)
g , O
(2)
g , O
(3)
g , O
(4)
g in the sense of Theorem 1, Point 3, such that the MPO
Vn(O
(1)
g O
(2)
g O
(3)
g O
(4)
g ) forms a one-block projective MPO representation and its coho-
mology label coincides with that of the boundary. In particular, the MPO labels obtained
from the vertical and horizontal boundaries are the same.
IV. PARENT HAMILTONIAN
In this section, we prove that semi-injective PEPS are unique ground states of their
parent Hamiltonian. Let us consider a semi-injective PEPS |ψ〉. Corresponding to this
state, we consider two parent Hamiltonian constructions. First, one can obtain the usual
parent Hamiltonian by writing the state as a PEPS with the tensors in Eq. (15). That is,
consider a 2× 2 patch of the tensors. Let S be the subspace generated by the tensors with
arbitrary boundary conditions:
S =

λ |λ ∈ CD4vD4h

(34)
The Hamiltonian term h˜i centered around the plaquette state at position i is just the pro-
jector onto S⊥ and the Hamiltonian H˜ is the sum over all positions of these projectors:
h˜i = Proj
(
S⊥
)
i
⊗ Id (35)
H˜ =
∑
i
h˜i. (36)
The second construction is to invert the operators O around a plaquette state at site i
and project φi to zero:
hi =
∏
〈ji〉
O−1j
† Pi
∏
〈ji〉
O−1j
 , (37)
14
where j runs over all positions of operators that (partially) act on the plaquette state at
position i and the projector Pi is the projector to the orthocomplement of C|φ〉: Pi =
(Idi − |φ〉i〈φ|)⊗ Id. Then the Hamiltonian H is the sum of the different terms:
H =
∑
i
hi. (38)
Proposition 3. The semi-injective PEPS |ψ〉 is the unique ground state of both H and H˜
at all system sizes.
Proof. We first prove that H has a unique ground state. Then we prove that the kernel of
H˜ is contained in that of H.
To see that kerH is one-dimensional, consider the following similarity transform:(∏
j
Oj
)†
H
(∏
j
Oj
)
=
∑
i
Pi ⊗ Id⊗
⊗
j
(
O−1j
)†
O−1j , (39)
where the product runs over all sites j that are not neighbors of the projector Pi, and the
identity acts on all virtual particles that are neighbors of the four-partite state |φ〉. The
kernel of each term in the sum is |φ〉i⊗
⊗
j /∈iHj, where j runs over all virtual particles that
are not in the four-partite state |φ〉. Clearly the intersection of these subspaces is ⊗i |φ〉i,
that is, the kernel of H is one-dimensional.
To see that ker H˜ ≤ kerH, notice that every state in Si (defined in Eq. (34)) is in the
kernel of hi. Therefore,
ker h˜i ≤ kerhi. (40)
Finally, as kerH = ∩i kerhi and ker H˜ = ∩i ker h˜i, the inclusion also holds for the kernel of
the total Hamiltonians.
V. BACKGROUND: MATRIX PRODUCT STATES
In this Section we recall some basic properties of MPS. These definitions and theorems
are mainly covered in Ref. 26. First, recall some basic properties of completely positive
maps.
Definition 2. A completely positive map T : ρ 7→ T (ρ) = ∑iAiρA†i is
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• irreducible if there is no non-trivial projector P such that T (ρ) = PT (ρ)P † for all
ρ = PρP †. Otherwise T is reducible.
• primitive if ∃n such that T n(ρ) > 0 for all ρ ≥ 0.
Note that then the following statements hold:
Proposition 4. Let T : ρ 7→ T (ρ) = ∑iAiρA†i be a completely positive map with spec-
tral radius r. Then r is an eigenvalue with at least one positive semidefinite eigenvector.
Moreover,
• T is primitive if and only if r has multiplicity one, the corresponding eigenvector is
positive definite, and there are no other eigenvalues of magnitude r.
• if T is irreducible but not primitive, then r has multiplicity one, and all eigenvalues
of magnitude r are r · exp[2piin/K] for some K and n = 1, 2 . . . K. We call K the
periodicity of T .
• T is reducible if and only if AiP = PAiP for some non-trivial projector P .
For proofs, see e.g. Ref. 42 and 43. Now we define Matrix Product States.
Definition 3. An MPS tensor is a tensor A ∈ CD ⊗ (CD)∗ ⊗ Cd,
A =
∑
iαβ
Aiαβ|α〉〈β| ⊗ |i〉 =
∑
i
Ai ⊗ |i〉. (41)
For any n ∈ N, the state Vn(A) ∈ (Cd)⊗n is then defined as
Vn(A) =
∑
i1...in
Tr
{
Ai1 . . . Ain
} |i1 . . . in〉. (42)
The transfer matrix of A, TA is the completely positive map TA : ρ 7→
∑
iAiρA
†
i . We say
that A is
• injective, if ∑i Tr{Aiρ}|i〉 = 0 implies ρ = 0.
• normal, if TA is primitive.
• periodic, if TA is irreducible but not primitive.
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An MPS is called normal, injective or periodic, if it can be generated by a normal, injective
or periodic MPS tensor.
We often depict an MPS tensor and the corresponding MPS as follows:
A ≡
A
⇒ Vn(A) = . . .
A A A
. (43)
The horizontal legs of the MPS tensor A are often referred as the virtual indices, while the
vertical one as the physical index of A. The dimension of the virtual indices, D, is called
the bond dimension of A.
Note that, unlike in Ref. 26, for convenience, we do not suppose that the spectral radius
of a normal tensor is 1. Note also that an MPS tensor is injective if and only if it has a left
inverse, C, such that
∑
iA
i ⊗ Ci = Id in the sense as depicted below:
A
C
= . (44)
Here, and in the following, we use the following graphical calculus44 of tensors. A tensor is
depicted as a box or circle, with some lines attached to it. These lines represent the indices
of the tensor. Tensor contraction is depicted by joining the lines. In the picture above, for
example, we have contracted the physical indices of A and C. The result is the identity
tensor from the bottom indices to the top indices. We have omitted drawing a box for the
identity.
A frequently used concept in MPS theory is the blocking of tensors.
Definition 4 (Blocking). The MPS tensor B is a blocking of A if B =
∑
i1...ik
Ai1 . . . Aik ⊗
|i1 . . . ik〉. Note that Vn(B) = Vkn(A).
We will often write the above contraction of tensors as a product. That is, for any two
MPS tensors C and D, CD :=
∑
ij C
iDj ⊗ |ij〉. With this notation, B = AA . . . A. We will
use this notation even if one of the tensors does not have a physical index.
Note that a normal tensor stays normal after blocking. Moreover, injective and normal
MPS are the same up to blocking:
Proposition 5. Any injective tensor is proportional to a normal tensor. Conversely, for
any normal tensor ∃L0 ∈ N such that it becomes injective after blocking any L ≥ L0 tensors.
The minimal such L0 is called the injectivity length.
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This statement was proven e.g. in Ref. 45. Note that L0 might be bigger than the
primitivity length of TA, that is, the minimal n for which T
n
A(ρ) > 0 for all ρ ≥ 0. There is,
however, a universal bound depending only on the bond dimension D.
Note that being normal or injective are properties which are stable under taking tensor
product of MPS tensors:
Proposition 6. The tensor product of two normal MPS tensors is normal. The tensor
product of two injective MPS tensors is injective.
Proof. First, we prove that the tensor product of two normal tensors A and B is normal.
The transfer matrix of A⊗B is TA⊗TB, where TA is the transfer matrix of A and TB is the
transfer matrix of B. Denote the spectrum of any operator T by σ(T ). Then σ(TA⊗ TB) =
σ(TA) ·σ(TB). Therefore, TA⊗TB has a unique eigenvalue with magnitude (and value) equal
the spectral radius. The corresponding eigenvector of TA ⊗ TB is ρA ⊗ ρB if ρA and ρB are
the eigenvectors of TA and TB with maximum eigenvalue, respectively. ρA ⊗ ρB is positive
and is full rank, so TA ⊗ TB is primitive.
Second, the tensor product of two injective tensors is injective: if A and B are injective
and A−1 and B−1 are their left inverses, then A−1 ⊗B−1 is a left inverse of A⊗B.
Proposition 7. Given two normal tensors A and B with injectivity length at most L, the
two MPS generated by them either become perpendicular in the thermodynamic limit, i.e.
|〈Vn(A)|Vn(B)〉|
‖Vn(A)‖ · ‖Vn(B)‖ → 0 (45)
as n→∞, or the following three equivalent statements hold:
• Vn(A) = λnVn(B) for some λ ∈ C for all n
• ∃n ≥ 2L+ 1 such that Vn(A) = λnVn(B) for some λ ∈ C
• Ai = λXBiX−1, for some λ ∈ C and this X is unique up to a constant
We call the normal tensors A and B essentially different if the MPSs generated by them
are not proportional in the above sense. The proof of these statements can be found in Ref.
26.
Corollary 7.1. Given a set of pairwise essentially different normal tensors, Ai, ∃N ∈ N
such that the MPS Vn(Ai) are linearly independent for all n > N .
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Proposition 8. Any MPS Vn(A) can be decomposed into a linear combination of normal
and periodic MPSs:
Vn(A) =
∑
i
µni Vn(Ai), (46)
where each Ai is either normal or periodic.
The proof can be found in Ref. 26. We provide a simplified proof here.
Proof. We prove this by induction on the bond dimension D. If D = 1, Ai is proportional
to a normal MPS. Suppose now that the statement is true for all D < D0. Consider an
MPS tensor A with bond dimension D0. If its transfer matrix TA is irreducible, then A is
either periodic or proportional to a normal MPS tensor. Otherwise, there exists a non-trivial
projector P such that AiP = PAiP , see Proposition 4. Then Vn(A) = Vn(PAP )+Vn(QAQ)
with Q = 1 − P . Finally, the bond dimension of PAP (and QAQ) can be compressed to
the rank of P (corr. Q): write P = Y X for some X : CD0 → CD, Y : CD → CD0 ,
XY = IdD. Then XAY generates the same MPS as PAP . The bond dimension of the
resulting MPS is smaller than D0, thus by the induction hypothesis, they can be written as
a linear combination of normal or periodic MPS.
Proposition 9. Let A be a periodic MPS tensor with periodicity K. After blocking K
tensors, Vn(A) decomposes into K essentially different normal MPS:
VKn(A) =
K∑
i=1
Vn(Bi), (47)
where the Bis are pairwise essentially different normal MPS tensors on K spins. Moreover,
Vn(A) = 0 if n /∈ KN.
This statement has been proven as Lemma 5 in Ref. 46. Proposition 9 from Ref. 26 is a
corollary of this:
Corollary 9.1. For any MPS tensor A ∃K such that after blocking K tensors, VKn(A)
decomposes into the following linear combination of normal tensors:
VKn(A) =
∑
i
(∑
j
µnij
)
Vn(Bi), (48)
where the Bis are pairwise essentially different normal tensors on K sites.
19
Finally, the following statement, together with Corollary 7.1, provides the “uniqueness”
of this decomposition:
Proposition 10. If for µ1, . . . µr ∈ C\{0} and λ1, . . . λs ∈ C\{0}
r∑
i=1
µni =
s∑
j=1
λnj (49)
for all n ∈ N, then r = s and µi = λp(i) for some permutation p and for all i .
This statement has been proven as Lemma 9 in Ref. 47.
We will also consider non-translationally invariant MPS.
Definition 5. Let di and Di (i = 1 . . . k) be positive integers. Let Xi =
∑di
j=1X
j
i ⊗ |j〉 ∈
CDi ⊗ (CDi+1)∗ ⊗ Cdi be tensors for i = 1 . . . k, where we identify k + 1 with 1. Then the
non-translationally invariant MPS defined by these tensors is
V (X1, . . . , Xk) =
d1∑
i1=1
· · ·
dk∑
ik=1
Tr
{
X i11 . . . X
ik
k
} |i1 . . . ik〉 . (50)
A non-translationally invariant MPS is called injective after blocking l sites if ∀i = 1 . . . k the
tensor XiXi+1 . . . Xi+l satisfies that if Tr
{
ρXj1i X
j2
i+1 . . . X
jl
i+l−1
} |j1 . . . jl〉 = 0, then ρ = 0.
Proposition 11. Let X1, . . . Xk define a non-translationally invariant MPS that is injective
after blocking l sites. Then the MPS is also injective after blocking any m ≥ l sites.
Proof. We prove this by induction on m. For m = l, the statement is true by assumption.
Suppose that the MPS is injective after blocking m tensors. Let ρ ∈ CDi+m ⊗CDi such that
for m+ 1 consecutive sites∑
j1...jm+1
Tr
{
ρXj1i X
j2
i+1 . . . X
jm+1
i+m
}
· |j1 . . . jm+1〉 = 0 (51)
for some i. Then, as the tensor Xi . . . Xi+m−1 is injective,
X
jm+1
i+m ρ = 0 ∀jm+1 ∈ {1, 2, . . . , di+m}. (52)
Take any matrix M ∈ CDi ⊗ CDi+1 . Then
0 = Xj2i+1 . . . X
jm+1
i+m ρM ∈ CDi+1 ⊗ CDi+1 . (53)
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Then ∑
j2...jm+1
Tr
{
Xj2i+1 . . . X
jm+1
i+m ρM
}
· |j1 . . . jm+1〉 = 0 . (54)
The block of the m consecutive tensors Xi+1 . . . Xi+m is injective, therefore ρM = 0. As M
was arbitrary, ρ = 0, thus the MPS is injective after blocking m+ 1 sites.
Finally, we introduce Matrix Product Operators (MPO).
Definition 6. A Matrix Product Operator is an operator written in MPS form:
Vn(X) =
∑
i1...in,j1...jn
Tr{X i1j1 . . . X injn}|i1 . . . in〉〈j1 . . . jn| . (55)
As MPOs are just special MPSs, all the definitions and structure theorems above apply.
In particular, we will use the terminology normal, injective, periodic for MPOs too.
VI. CANONICAL FORM
In this section we investigate when two semi-injective PEPS defined by (φA, OA) and
(φB, OB) describe the same state for some (sufficiently large) system size. We find that
this question can be decided locally: the two states are proportional for a large system size
if and only if they are proportional on a 3 × 3 torus. Moreover, the boundary degree of
freedoms are related by an invertible MPO whose inverse is also an MPO. Finally, we show
that O−1B OA has to be a product of two-particle invertible operators. In Appendix A, we
also provide some examples that explain why the situation is more complicated than in the
case of injective PEPS.
Consider two semi-injective PEPS generated by (φA, OA) and (φB, OB). Suppose that on
an n×m torus, they generate states that are proportional to each other:
= µn,m , (56)
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where the purple circle and the blue rectangle depicts OA and |φA〉, while the orange dashed
circle and the green rectangle depicts OB and |φB〉 and µn,m ∈ C. Inverting OB, we obtain
= µn,m , (57)
where the red circle denotes the invertible operator O = O−1B OA. This equation is the
starting point of our investigation below. First we prove that it hold for all system sizes:
Proposition 12. If Eq. (57) holds for some n0 ≥ 3,m0 ≥ 3, then it also holds for any
n,m ∈ N and the proportionality constant is µn,m = µnm.
Proof. Take a minimal rank decomposition of the four-partite states w.r.t. the vertical cut.
That is, write
= and = . (58)
Using this decomposition, Eq. (57) reads as
= µn,m . (59)
This gives rise to an MPS description of the states with the following tensors:
= and = , (60)
where the physical index of the MPS tensor is all physical indices of the virtual particles,
while the virtual indices of the MPS corrspond to the virtual indices of the minimal rank
decomposition of the four-partite states. These tensors are injective: the green tensor is
just a tensor product of the Schmidt vectors, and as the Schmidt vectors (and their tensor
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product) are linearly independent, that tensor is injective. The blue tensor is obtained by
acting with an invertible operator on the tensor product of Schmidt vectors, therefore it is
also injective.
Thus, using Proposition 7, if Eq. (57) holds for n0 ≥ 3, m0 ≥ 3, then it also holds when the
system size in the horizontal direction is changed to any n by keeping the system size in the
vertical direction m0. Therefore Eq. (57) holds for m0 and any n, and the proportionality
constant is µn,m0 = µ
n
m0
for some µm0 ∈ C. The argumentation above holds w.r.t. the
horizontal cut. Therefore the system size can be changed along the vertical direction too:
as Eq. (57) holds for n,m0, it also holds for n,m and the proportionality constant is then
µ
m/m0
n,m0 = µ
nm for some µ ∈ C.
Note that this implies that it is decidable whether two semi-injective PEPS are equal for
all system size. Moreover, it is also practically checkable: it is enough to calculate the overlap
between two states (and their norms) on a 3 × 3 torus. The overlaps can be calculated by
standard tensor network techniques. The cost of this computation scales as the 12th power
of the Schmidt rank.
Using Proposition 7, we conclude that up to a constant there is a uniquely defined operator
Xn on the boundary for which
. . . . . . = µn
Xn
X−1n
. . . . . . . (61)
This construction, however, does not reveal anything about the properties of the gauges Xn
and X−1n : they are globally defined and the definition depends on the system size. In the
following we explore their structure and show that they can both be written as a normal
MPOs.
Theorem 13. Suppose Eq. (57) holds for some n,m ≥ 3. Then there are two MPO tensors
X and Y such that
. . . . . . = µn
X
Y
X
Y
X
Y
. . . . . .
. . . . . .
, (62)
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where µ ∈ C is the proportionality constant from Proposition 12, and Vn(Y ) = (Vn(X))−1
for every size n and both X and Y become injective after blocking two tensors.
Before proceeding to the proof, notice that
Lemma 14. The l.h.s. of Eq. (62) can be described by an MPS that becomes injective after
blocking two tensors.
Proof. Take a minimal rank decomposition of the operators O:
= . (63)
Then the l.h.s. of Eq. (62) is an MPS with MPS tensor
= , (64)
where the physical indices of the MPS are both the physical indices and the two virtual
indices belonging to the decomposition of |φA〉 on the r.h.s. of Eq. (64), while the virtual
indices of the MPS are the virtual indices belonging to the decomposition of O on the r.h.s.
of Eq. (64).
We prove now that this MPS tensor is injective after blocking two tensors. To see this,
block two tensors and note that contracting the middle indices gives back O:
= = . (65)
Inverting O does not change the injectivity of the MPS tensor, as it is an invertible operation
on its physical indices. Therefore it is enough to prove that
O−1 = = vi ⊗ wj (66)
is injective. Both vi and wj are linearly independent, as the Schmidt vectors of O are
linearly independent and the one body reduced densities of the four-partite states are full
rank. Therefore the vectors vi⊗wj are also linearly independent, that is, the corresponding
tensor is injective.
We now proceed to the proof of Theorem 13.
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Proof of Theorem 13. We first prove that Xn and X
−1
n are proportional to an MPS. Write
the l.h.s. of Eq. (61) as an MPS with two physical indices:
= , (67)
where the left physical index of the MPS tensor corresponds to the indices on the top of the
r.h.s. (physical and virtual indices of the Schmidt vector), while the right one to the indices
on the bottom of the r.h.s., and the virtual indices of the MPS correspond to the Schmidt
index of the decomposition of O. With this notation, Eq. (61) reads as
. . . . . . =
Xn
X−1n
. . . . . .
. . . . . .
. (68)
Applying a product linear functional on the lower half of the r.h.s. (and the right indices of
the MPS on the l.h.s.), the equation changes to
. . . . . . = λn ×
Xn. . . . . .
, (69)
for some λn ∈ C. Notice that the Schmidt vectors on the r.h.s. can be inverted: they are an
injective mapping from the Schmidt index to the physical degrees of freedom, as they are
linearly independent. Therefore,
. . . . . .
= λn × . . . . . .Xn , (70)
where the white circle depicts the inverse of the Schmidt vectors of |φB〉. This shows that
Xn (and similarly X
−1
n ) is an MPS with some MPS tensor X˜ (and Y˜ ) as long as the l.h.s.
is not 0. It is thus sufficient to prove that there is a translationally invariant product linear
functional (the gray circles), which is independent of n, that does not map the l.h.s. to 0.
Consider two linear functionals acting on the MPS tensor:
= Tr {Mn} . (71)
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We show now that there are linear functionals a, b such that for the corresponding Ma,b
Tr{Ma,b} 6= 0. Let us consider the map F : (a, b) 7→ Tr{Ma,b}. Graphically, this map is
F = = . (72)
Notice that F equals to the operator O with left and right side interchanged applied to the
tensor product of the Schmidt vectors of |φ〉. As O is invertible, F is not zero. Therefore
there are linear functionals a, b such that F (a, b) = Tr{Ma,b} 6= 0. As Tr{Ma,b} 6= 0, Ma,b is
not nilpotent and thus
Tr{Mna,b} =
R∑
i=1
ξni (73)
for some ξ1, . . . ξR ∈ C\{0}, R > 0. Let S := {n ∈ N | Tr{Mna,b} 6= 0}. Notice that |S| =∞.
Then, choosing the linear functional appearing in Eq. (70) to be b, the l.h.s. is non-zero for
all system sizes n ∈ S. Therefore, Xn can be written as an MPO for all n ∈ S. Similarly,
using the linear functional a instead of b on the lower part of Eq. (68), we arrive to the
conclusion that X−1n is also a non-zero MPO for all n ∈ S, for the same S.
Therefore there is a λn ∈ C such that ∀n ∈ S,
. . . . . . = λnµ
n
X˜
Y˜
X˜
Y˜
X˜
Y˜
. . . . . .
. . . . . .
. (74)
Here, µn is the proportionality constant appearing in Eq. (62), and Vn(X˜) and Vn(Y˜ ) are
translationally invariant MPOs on n sites, such that Vn(Y˜ ) =
(
Vn(X˜)
)−1
/λn. Their defining
tensors, X˜ and Y˜ are independent of n. Note that the MPOs Vn(X˜) and Vn(Y˜ ) are defined
for ∀n ∈ N, but we have not yet proven that Eq. (74) holds for n /∈ S.
In the following we prove that Eq. (74) also holds ∀n ∈ N for some injective MPO Vn(X),
Vn(Y ) with λn = 1.
Using Corollary 9.1, there exists K ∈ N such that after blocking K tensors, both Vn(X˜)
and Vn(Y˜ ) (n ∈ KN) can be decomposed into a linear combination of normal MPOs. As
the tensor product of normal MPSs is again a normal MPS (Proposition 6), Vn(X˜)⊗ Vn(Y˜ )
has a decomposition into normal MPO that are tensor products. Denote these essentially
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different normal MPO by Vn(Xi)⊗ Vn(Yi). That is, ∀n ∈ KN
Vn(X˜)⊗ Vn(Y˜ ) =
L∑
i=1
Mi∑
j=1
ζnijVn(Xi)⊗ Vn(Yi), (75)
where Vn(Xi) ⊗ Vn(Yi) are essentially different normal MPOs. Using this decomposition in
Eq. (74), the l.h.s. is described by a normal MPO (Lemma 14), while the r.h.s. is described
by the sum above for an infinite number of system sizes (indeed, for all n ∈ KN ∩ S). As
essentially different MPSs become linearly independent for large system sizes (Corollary 7.1),
Eq. (75) can describe a normal MPO only if either L = 1 or otherwise all but one i satisfy
Mi∑
j=1
ζnij = 0 ∀n ∈ S ∩KN. (76)
Recalling that Eq. (73) vanishes ∀n ∈ N\S, we conclude that
R∑
k=1
ξnk
Mi∑
j=1
ζnij =
∑
kj
(ξkζij)
n = 0 ∀n ∈ KN, (77)
where i is chosen such that the sum of ζnij vanishes ∀n ∈ S ∩ kN. Applying Proposition 10
to Eq. (77), all (ξkζij)
K = 0, that is, ζij = 0 for all j and all but one i. Therefore, L = 1 in
Eq. (75). Using Proposition 9, we conclude that Vn(X˜) ⊗ Vn(Y˜ ) does not contain periodic
MPO, therefore K = 1. Thus, both the l.h.s. and the r.h.s. of Eq. (74) are proportional to
normal MPOs. Using Proposition 7, we conclude that the equality in Eq. (74) holds ∀n ∈ N.
We have therefore proven that there are normal MPO tensors X and Y (the ones appearing
in the unique normal MPO in Eq. (75)) such that ∀n ∈ N and some λn ∈ C
. . . . . . = λnµ
n
X
Y
X
Y
X
Y
. . . . . .
. . . . . .
. (78)
These MPO tensors also satisfy Vn(Y ) = (Vn(X))
−1 /λn for all n ∈ S. As both Vn(Y ) and
Vn(X) are normal MPOs, the equality holds ∀n ∈ N and thus λn = λn for some λ ∈ C.
Absorbing this constant into Y , Vn(Y ) = (Vn(X))
−1 and
. . . . . . = µn
X
Y
X
Y
X
Y
. . . . . .
. . . . . .
. (79)
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Corollary 14.1. Suppose that ∀n ∈ N Eq. (62) holds also for some other MPO Vn(X˜) and
Vn(Y˜ ) and Vn(Y˜ ) =
(
Vn(X˜)
)−1
. Then Vn(X˜) = λ
nVn(X) and Vn(Y˜ ) = λ
−nY (n) for some
λ ∈ C.
Proof. Due to uniqueness of the gauge in Eq. (61), Vn(X˜) = λnVn(X) and Vn(Y˜ ) =
λ−1n Vn(Y ). Decomposing Vn(X˜) and Vn(Y˜ ) to their canonical forms, we see that the only
normal MPS appearing in the decomposition is Vn(X) and Vn(Y ), and that λn =
∑
i λ
n
i and
λ−1n =
∑
i η
n
i . But then 1 =
∑
ij(λiηj)
n and thus by Proposition 10, λn = λ
n.
It turns out that the fact that the boundaries of the two semi-injective PEPS are related
by an MPO severely restricts the form of O. We will indeed find that
Proposition 15. The operator O from Eq. (57) can be written as a product of invertible
two-body operators:
O = (O14 ⊗O23) · (O12 ⊗O34) =
(
O˜12 ⊗ O˜34
)
·
(
O˜14 ⊗ O˜23
)
, (80)
where the particles are numbered clockwise from the upper left corner and Oij acts on particles
i and j. Pictorially,
= = . (81)
We will prove that O has a four site long non-translationally invariant MPO decom-
position, with the property that cutting the MPO into two halves yields a minimal rank
decomposition of O. Moreover, we will show that the product of the Schmidt vectors of O
and O−1 are tensor products. Before proceeding to the proof, we show that if O and O−1
are both MPO of this form, O has to have the two-layer structure (81).
Lemma 16. Consider two non-translationally invariant MPOs on n = 2k sites with tensors
X1, . . . Xn and Y1, . . . Yn. Suppose that
1. V (X1, . . . , Xn) · V (Y1, . . . , Yn) = Id
2. Both XiXi+1 and YiYi+1 are injective for all i = 1, . . . , n with n+ 1 ≡ 1.
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3. The product of XiXi+1 and YiYi+1 factorizes as depicted:
Xi Xi+1
Yi Yi+1
= (82)
Yi Yi+1
Xi Xi+1
= . (83)
Then V (X1, . . . , Xn) (and V (Y1, . . . , Yn)) admits a two layer description:
. . .
Y1 Y2 Y3 Y4
. . . = . . . . . . , (84)
where all two-body operators on the r.h.s. are invertible. Eq. (84) also holds when shifted by
one site (with other invertible operators):
. . .
Y1 Y2 Y3 Y4
. . . = . . . . . . . (85)
Note that for the translationally invariant setting, conditions 2 and 3 are satisfied natu-
rally after blocking some tensors.
Proof. Take a Schmidt decomposition of the tensors X1, . . . , Xn and Y1, . . . , Yn in an alter-
nating way:
. . .
X1 X2 X3 X4
. . . = . . . . . . (86)
. . .
Y1 Y2 Y3 Y4
. . . = . . . . . . (87)
We will prove that the two-body operators defined this way are invertible. They naturally
have to be injective from the outside to the middle indices, otherwise V (X1, . . . Xn) and
V (Y1, . . . Yn) would not be invertible. Suppose that there is an operator which is not injective
from the middle to the outside. Suppose it happens in the lower layer of V (X1, . . . Xn).
Consider a 2-site part of the MPO.
=
Xi Xi+1
Yi Yi+1
= (88)
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As we took a minimal rank decomposition, the outer tensors on the l.h.s. are invertible.
Therefore, the product of the operators in the middle is a product:
= (89)
Therefore if the gray operator is not injective from top to bottom, then its kernel factorizes.
Suppose the left operator on the r.h.s. has a non trivial kernel. Then we can insert a
non-trivial projector y on top that does not change the value of the product:
= . (90)
Inserting this back into the product V (X1, . . . Xn) · V (Y1, . . . Yn), we get that
. . . . . . = . . . . . . (91)
As V (Y1, . . . Yn) is invertible, its left inverse is unique and equal to V (X1, . . . , Xn). Therefore
. . . . . . = . . . . . . (92)
By assumption, the tensors defining the MPO are injective after blocking at least two sites.
Therefore, by inverting all but one tensor, we conclude that
= (93)
But this is not possible unless the yellow tensor is the identity. Thus, the two-body operators
are invertible.
We now proceed to the proof of Proposition 15. Note that it is enough to show that both
O and O−1 admit an MPO description that satisfy the conditions of Lemma 16.
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Proof of Proposition 15. Write the l.h.s. of Eq. (62) as an injective MPS with tensors defined
in Eq. (64). The r.h.s. of Eq. (62) is also an injective MPS. Therefore, the generating tensors
are related by a gauge transformation:
= µ
X
Y
. (94)
Absorbing the gauge in the decomposition of the operator, we have
= µ
X
Y
, (95)
where the red rectangles depict a minimal rank decomposition of the operator O. As Vn(X)
and Vn(Y ) are inverses of each other, the inverse relation of Eq. (62) reads
Y
X
Y
X
Y
X
. . . . . .
. . . . . .
= µn . . . . . . , (96)
where the dashed red circles denote O−1. Therefore, with an appropriate minimal rank
decomposition of O−1, the generating tensors are related as follows:
Y
X
= µ , (97)
where the dashed rectangles denote the Schmidt decomposition of O−1. Therefore, applying
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the Schmidt vectors of O and then O−1 to the Schmidt vectors of |φA〉, we obtain
= µ
X
Y
=
Y
X
X
Y
. (98)
Contracting two copies of Eq. (98), the middle operator is OO−1 = Id, so
=
Y
X
X
Y
Y
X
X
Y
. (99)
Notice that the l.h.s. is a product w.r.t. the vertical cut, whereas the r.h.s. is product
w.r.t. the horizontal cut. Therefore both sides have to be product w.r.t. both vertical
and horizontal cuts. Note that then Vn(X) and Vn(Y ) satisfy the conditions of Lemma 16
and thus are products of invertible two-body operators in the sense of Eqs. (84) and (85).
Similarly, both terms on the l.h.s. factorize w.r.t. the horizontal cut. As the one-body
reduced densities of |φA〉 are full rank, the product of the Schmidt vectors of O and O−1
factorize:
(
O−1
)(13)
kl
O
(13)
ij = A
(1)
ik ⊗ A(3)jl . (100)
The same holds for the Schmidt vectors of all neighboring bipartition in any order. Similarly,
the equation holds for the bipartition (13)− (24) and also for the reordering of O and O−1.
Eq. (100) can be pictorially represented as
= . (101)
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Consider the operator
Z =
(
O
(13)
j1j2
⊗O(24)j3j4
)
O−1
(
O
(12)
i1i2
⊗O(34)i3i4
)
= . (102)
Note that Z factorizes w.r.t. the bipartition (13)− (24): to see this, decompose O−1 w.r.t.
the bipartition (12)− (34). Then
O−1
(
O
(12)
i1i2
⊗O(34)i3i4
)
= = , (103)
therefore it factorizes w.r.t. the bipartition (13) − (24), and so does Z. Similarly, Z also
factorizes w.r.t. the bipartition (12)− (34). Therefore, Z is a four-partite product,
Z = = (104)
As contracting the open indices of Z gives back the operator OO−1O = O, and as Z
has a tensor product structure, this construction gives rise to an MPO description of O.
Similarly, contracting only the vertical (horizontal) indices the lower (upper) two layers
gives O−1O = Id (OO−1 = Id) on the lower (upper) two layers, and thus we obtain a
minimal rank decomposition of O in the horizontal (vertical) cut. As the Schmidt vectors
are linearly independent, the MPO tensors become injective after blocking two tensors.
The above construction can be repeated for O−1. This leads to an MPO decomposition
of O−1.
These two decompositions satisfy the conditions of Lemma 16: the MPOs become injec-
tive after blocking two tensors, moreover, the product of two neighboring tensors of O and
O−1 factorizes. Therefore, O (and O−1) is a product of invertible two-body operators.
The above form provides an equivalent characterization of when two semi-injective PEPS
are equal for all system sizes. Before stating the theorem, we introduce two swap operators
on four particles. The horizontal swap, HA, exchanges the virtual particles of |φA〉 in the
horizontal direction:
4
1 2
3
→
3
2 1
4
. (105)
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The vertical swap, VA, reflects the particles of |φA〉 in the vertical direction:
4
1 2
3
→
1
4 3
2
. (106)
We denote the product of HA and VA as SA: SA = HAVA = VAHA. Define HB, VB and SB
similarly for |φB〉. Note that HA and HB are different in general as the Hilbert spaces of
the virtual particles might differ.
Theorem 17. Two semi-injective PEPS are equal (Eq. (57) holds) if and only if the follow-
ing conditions are satisfied:
• The operator O factorizes into two-body operators as
= (107)
• The Schmidt vectors of the four-partite states satisfy:
= (108)
= , (109)
where the horizontal ellipse denotes HBOHA, and the vertical ellipse denotes VBOVA.
Note that the last two conditions are equivalent to the property that the two states are
equal on an n× 1 and a 1× n torus for all n, therefore they are easily checkable.
Proof. The necessity of these conditions is clear from above. We now prove the sufficiency.
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Let
O−1 = , (110)
HBOHA = , (111)
VAO
−1VB = , (112)
SBOSA = . (113)
Due to the two layer structure of O and O−1 (Eq. (81)), the following operator is a product
in the horizontal cut:
= A⊗B , (114)
where HBOHA is the lower layer. The vertical swap of the previous operator is
= B ⊗ A , (115)
where SBOSA is the lower layer. Consider now these operators acting on the semi-injective
PEPS defined by |φA〉 and Id:
= (116)
From Eq. (108) and (109), the action of the lower layers on each side is to change |φA〉 to
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|φB〉. Therefore,
= . (117)
Using once more Eq. (109), the r.h.s. is a tensor product of φA at every position:
= . (118)
applying O on both sides on each site, we see that Eq. (57) holds.
As a simple application, one can derive the canonical form of injective PEPS35.
Corollary 17.1. Two injective PEPS generate the same state if and only if they are related
by a product gauge transformation.
Proof. The conditions of Theorem 17 that Schmidt vectors map to Schmidt vectors read as
=
X
X−1
, (119)
therefore the operator O is a product on the two leftmost particles (and on one particle
it is the inverse of the other). Similarly the other condition implies that the operator is a
product on the two rightmost particles. Therefore O has a product structure in the desired
form.
We now show that if the span of the Schmidt vectors of both states w.r.t. both the vertical
and horizontal cut contain product states, then |φA〉 and |φB〉 are SLOCC48-equivalent, that
is, there are invertible operators O1, O2, O3, O4 acting on the virtual particles such that
O1 ⊗O2 ⊗O3 ⊗O4|φA〉 = |φB〉. Pictorially,
= . (120)
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Note that there are examples for states that don’t have product states in the span of
their Schmidt vectors, but they generate the same state and are not SLOCC equivalent. For
example consider
|φA〉 = , |φB〉 = , (121)
then the semi-injective PEPS defined by |φA〉 and Id and |φB〉 and Id (more precisely the
isomorphism that rearranges the tensor product to the right order) are the same on every
torus, yet these states are not SLOCC equivalent.
Theorem 18. If the span of the Schmidt vectors of both four-partite states in Eq. (57)
contains a product state for both the vertical and horizontal cut on both sides, then the two
four-partite states are SLOCC equivalent.
Proof. By Theorem 17, Eq. (57) implies
= (122)
Inverting the upper layer, we get
= (123)
The l.h.s. is product in the vertical direction, the r.h.s. in the horizontal direction. Therefore
the two sides describe a state that factorizes in both directions. Let |ξ〉 be this state and
denote this state with a purple square. Then,
= =
(124)
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Equivalently, for the Schmidt vectors we get
= (125)
= (126)
If the span of the Schmidt vectors on the l.h.s. contains a product vector, the same is true
for the Schmidt vectors on the r.h.s. Therefore, choosing a product Schmidt vector on the
bottom in Eq. (125) and applying a product linear functional, we get that for some not
necessarily invertible operators,
= . (127)
A similar equation also holds for the lower part, as well as for both sides of |φB〉. Inverting
the operators appearing in Eq. (125), by the same argument, we obtain the inverse relation
= . (128)
and similarly along all other cuts. Eq. (127) and (128) ensure that the one particle operators
can be chosen invertible, thus |φA〉 and |ξ〉 are SLOCC equivalent. Similarly, |φB〉 and |ξ〉
are SLOCC equivalent. Therefore |φA〉 and |φB〉 are SLOCC equivalent.
Corollary 18.1. If two semi-injective PEPS, defined by qubit four-partite states with gen-
uine four-partite entanglement, are equal, then the four-partite states are SLOCC equivalent.
Proof. Notice that if the four-partite states are entangled for both the vertical and horizontal
cut, then the span of the Schmidt vectors is at least two-dimensional. As any two-dimensional
subspace contains a product vector, the previous theorem applies.
Based on Corollary 18.1, we provide a full classification of semi-injective PEPS defined
with four-partite qubit states in Appendix C.
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VII. SPT PHASES
In this section we show how the third cohomology labeling of the SPT phases38,49 extends
to semi-injective PEPS. First, we show how to assign an element from the third cohomology
group H3(G,C∗) to a (projective) MPO representation of G. Here, and in the following,
the action of G on C∗ is trivial. Second, given a group of on-site symmetries of an semi-
injective PEPS, there are three MPO representations associated to it: the boundary along
the vertical cut, the boundary along the horizontal cut and finally the symmetry operators
themselves. We show that the associated third cohomology labels coincide. The importance
of this statement is twofold. First, the labeling is encoded in the local operators already,
thus one does not have to look at the boundary of the system to find the labeling. Second,
the labeling corresponding the vertical and horizontal boundary coincides despite the model
not necessarily having rotational symmetry.
A. Third cohomology labeling of MPO representations
Consider a group G and a projective MPO representation thereof, that is, a tensor Xg
that generates an MPO Vn(Xg) for all g ∈ G such that Vn(Xg)Vn(Xh) = λn(g, h)Vn(Xgh)
for all g, h ∈ G, where λn(g, h) ∈ C. We will restrict ourselves to MPO representations for
which λn(g, h) = λ
n(g, h). We call such MPO projective representations one-block projective
MPO representations. In this section, we show how to assign an element from the third
cohomology group H3(G,C∗) to such a representation.
We first show that we can suppose w.l.o.g. that Xg is normal. The proof is analogous to
Theorem 13.
Lemma 19. Let g 7→ X˜g be a one-block projective MPO representation of a group G, that
is, Vn(X˜g)Vn(X˜h) = λ
n(g, h)Vn(X˜gh) for some λ(g, h) ∈ C. Then ∀g ∈ G there is a normal
tensor Xg such that Vn(X˜g) = Vn(Xg).
Proof. First we prove that Vn(X˜e) = µ
nId for some µ ∈ C, therefore there is a normal tensor
Xe such that Vn(X˜e) = Vn(Xe). Then, as Vn(X˜g)Vn(X˜g−1) = λ
n(g, g−1)µnId, we will see that
Vn(X˜g) can also be described with a normal MPO.
To see that Vn(X˜e) = µ
nId, notice that, as g 7→ Vn(X˜e) is a representation, Vn(X˜e) = µnId
and that Vn(X˜e)Vn(X˜e) = µ
2
nId = µnλ
n(e, e)Id. Therefore, µn = λ
n(e, e).
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Let K be such that after blocking K tensors, Vn(X˜g) and Vn(X˜g−1) can be decomposed
into a sum of N and M normal MPOs, respectively. That is, ∀n ∈ KN
Vn(X˜g) =
N∑
i=1
Vn(X˜
(i)
g ), (129)
Vn(X˜g−1) =
M∑
i=1
Vn(X˜
(i)
g−1). (130)
Then their product, λn(g, g−1)µnId, can be decomposed into a sum of at least MN not
necessarily essentially different normal MPOs:
λn(g, g−1)µnId =
N∑
i=1
M∑
j=1
Vn(X˜
(i)
g )Vn(X˜
(j)
g−1). (131)
Let L be such that after blocking L tensors, all of these MPOs can be decomposed into
normal MPOs: ∀n ∈ KLN
λn(g, g−1)µnId =
N∑
i=1
M∑
j=1
Kij∑
k=1
Vn(Z
ijk
g ), (132)
for some normal tensors Zijkg . If i 6= i′ or j 6= j′, Zijkg and Zi′j′k′g are not necessarily essentially
different. Collecting the essentially different terms yields
λn(g, g−1)µnId =
R∑
i=1
Si∑
j=1
ξnj Vn(Z
i
g), (133)
where R is the number of essentially different terms, Zig are a maximal pairwise essentially
different subset of Zijkg and Si is the multiplicity with which Z
i
g appears. Note that
R∑
i=1
Si =
N∑
i=1
M∑
j=1
Kij. (134)
As essentially different normal MPOs become linearly independent for sufficiently large
system sizes (Corollary 7.1), Proposition 10 implies that there can only be one term in this
decomposition, that is, R = 1 and moreover S1 = 1. As all Kij ≥ 1, we have N = M = 1
and thus Vn(X˜g) is normal. Therefore, Vn(X˜g) can be described by a normal MPO tensor
Xg.
The central tool in this section is comparing normal and non-normal MPS tensors that
generate the same state. We only state the results here, the proofs are provided in Ap-
pendix B.
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Proposition 20. Let A be a normal MPS tensor, B an MPS tensor such that for some
λ ∈ C
Vn(B) = λ
nVn(A) ∀n ∈ N. (135)
Then there exist matrices V,W such that VW = Id and ∀n ∈ N and (i1, i2 . . . in) ∈
{1, 2, . . . d}n,
V Bi1 . . . BinW = Ai1 . . . Ain (136)
Definition 7. The pair of operators V,W in Proposition 20 is called a reduction from B to
A.
Proposition 21. Let V,W be a reduction from B to A. Let N i = Bi −WAiV . Then the
algebra generated by N i is nilpotent.
Definition 8. Let V,W be a reduction from B to A. Let N i = Bi −WAiV . Then the
nilpotency length of the reduction is the minimal N0 such that ∀n ≥ N0
N i1 . . . N in = 0. (137)
The main statement is that any two reductions are related:
Theorem 22. Let V,W and V˜ , W˜ be two reductions from B to a normal tensor A. Let the
nilpotency length of both reductions be at most N0. Then ∃λ ∈ C such that for any n > 2N0,
V Bi1Bi2 . . . Bin = λV˜ Bi1Bi2 . . . Bin (138)
Bi1Bi2 . . . BinW = λ−1Bi1Bi2 . . . BinW˜ . (139)
Let us now continue how to assign an element of the third cohomology group to a one-
block projective MPO representation. This discussion is essentially the same as in Ref. 38.
We include here the construction for completeness.
Let Xg,h =
∑
ijkX
ij
g ⊗ Xjkh ⊗ |i〉〈k| be the MPO tensor describing the product of two
MPOs. As Xg,h and Xgh describe the same state and Xgh is injective, Xg,h can be reduced
to Xgh by Proposition 20. Let us fix such a reduction V (g, h),W (g, h) for any pair of group
elements. We will assign a complex scalar to these reductions. We show that this scalar
forms a three-cocycle. Different reductions then lead to different three-cocycles. We show,
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however, that their ratio forms a three-coboundary. Therefore, the equivalence class of the
scalars is an element from the third cohomology group.
Starting from the reductions V (g, h), W (g, h), there are two natural ways to reduce the
product of three MPOs:
Xk
Xh
Xg
V (g, hk)
V (h, k)
W (g, hk)
W (h, k)
=
Xg
Xh
Xk
W (gh, k)
W (g, h)
V (gh, k)
V (g, h)
=
Xghk
(140)
By Theorem 22, there exists a complex scalar λ(g, h, k) ∈ C such that for any sufficiently
long chain,
Xk
Xh
Xg
Xk
Xh
Xg
Xk
Xh
Xg
W (g, hk)
W (h, k)
= λ(g, h, k)
Xg
Xh
Xk
Xg
Xh
Xk
Xg
Xh
Xk
W (gh, k)
W (g, h)
(141)
We show now that this scalar λ forms a three-cocycle due to associativity of the product.
For the fixed reductions V (g, h) and W (g, h), denote the l.h.s. of Eq. (141) as [g[hk]], the
r.h.s. as [[gh]k]. Consider a product of four MPOs, ghkl, and the following sequence of
reductions:
[[[gh]k]l]→ [[gh][kl]]→ [g[h[kl]]]→ [g[[hk]l]]→ [[g[hk]]l]→ [[[gh]k]l]. (142)
In this sequence, every member can be transformed to the next by changing the reduction
of three consecutive group elements. Therefore, every member is related to the previous one
by a scalar. Writing out these scalars, we obtain
[[[gh]k]l] = λ(gh, k, l)−1 · λ(g, h, kl)−1 · λ(h, k, l) · λ(g, hk, l) · λ(g, h, k)︸ ︷︷ ︸
=1
·[[[gh]k]l]. (143)
As this relation is the defining relation for the three-cocycles, λ : G3 → C∗ is a three-cocycle,
where G acts trivially on C∗.
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Note that the above construction depends on the fixed reductions V (g, h),W (g, h) of the
product of two operators. In general, changing the reduction also changes the scalar. This
change, however, is not arbitrary: we prove now that it forms a three-coboundary. Consider
another reduction V˜ (g, h) and W˜ (g, h) with corresponding three-cocycle λ˜. Then, denoting
the reduction with V˜ (g, h) and W˜ (g, h) by round brackets (in the sense as above), using
Theorem 22,
(gh) = ω(g, h)[gh] (144)
for some ω(g, h) ∈ C. Therefore, the two scalars λ and λ˜ are related as follows:
((gh)k) = ω(g, h)ω(gh, k)[[gh]k] (145)
(g(hk)) = ω(h, k)ω(g, hk)[g[hk]]. (146)
Therefore, the relation between λ and λ˜ is
λ˜(g, h, k) =
ω(g, h)ω(gh, k)
ω(h, k)ω(g, hk)
λ(g, h, k) (147)
This is the defining relation of three-coboundaries, thus λ/λ˜ : G3 → C∗ is a three-
coboundary. Therefore, λ, by construction, is a three-cocycle defined up to a three-
coboundary, thus, by the definition of the cohomology group, it is an element fromH3(G,C∗).
Next, consider MPO representations that are translationally invariant after blocking two
tensors X and Y . The previous method assigns two possibly different labels from H3(G,C∗)
to the two MPO tensors XY and Y X. We will show now that these two labels are in fact
equal.
Proposition 23. Let Vn(XgYg) be a one-block projective MPO representation of G. Then
Vn(YgXg) is also a one-block projective MPO representation of G and their third cohomology
label is the same.
Proof. As Vn(YgXg) is the same MPO as Vn(XgYg), but shifted by one lattice site, it is
a one-block projective MPO representation. W.l.o.g, one can suppose that both XgYg and
YgXg are injective: they contain only one block, thus they can be reduced to injective MPOs.
Thus, incorporating the reductions into Xg and Yg, we obtain two new tensors such that
both XgYg and YgXg are injective.
Let V (g, h) and W (g, h) be reductions corresponding to the product of XgYg and XhYh,
while V˜ (g, h) and W˜ (g, h) be reductions for the product of YgXg and XhYh. Then Proposi-
tion 29 in Appendix B implies that V (g, h) and W˜ (g, h) reduces (up to a scalar) a chain of
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odd number of MPO tensors:
Xh
Xg
Yh
Yg
Xh
Xg
V (g, h) W˜ (g, h)
= µ(g, h)
Xgh Ygh Xgh
(148)
Therefore, for the product of three MPOs corresponding to g, h and k and a chain consisting
of an odd number of MPO tensors,
W˜ (g, h)V (g, h)
W˜ (gh, k)V (gh, k)
Xg
Xh
Xk
Yg
Yh
Yk
Xg
Xh
Xk
= µ(g, h)µ(gh, k)
Xghk Yghk Xghk
(149)
Similarly,
V (h, k) W˜ (h, k)
V (g, hk) W˜ (g, hk)
Xk
Xh
Xg
Yk
Yh
Yg
Xk
Xh
Xg
= µ(g, hk)µ(h, k)
Xghk Yghk Xghk
(150)
If the above chain is long enough, changing the order of the reductions W˜ changes the above
equation only by a scalar λ˜(g, h, k):
V (h, k)
V (g, hk)
Xk
Xh
Xg
Yk
Yh
Yg
Xk
Xh
Xg W˜ (g, h)
W˜ (gh, k)
= λ˜(g, h, k)µ(g, hk)µ(h, k)
Xghk Yghk Xghk
. (151)
Similarly, changing the order of the reductions on the left side, we get (notice that the scalar
associated to changing the order of the reductions on the left side is the inverse of that on
the right side, see Theorem 22)
W˜ (g, h)
V (g, h)
W˜ (gh, k)V (gh, k)
Xg
Xh
Xk
Yg
Yh
Yk
Xg
Xh
Xk
=
λ˜(g, h, k)µ(g, hk)µ(h, k)
λ(g, h, k)
Xghk Yghk Xghk
. (152)
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Comparing this equation with Eq. (149), we conclude that
λ(g, h, k)
λ˜(g, h, k)
=
µ(g, hk)µ(h, k)
µ(g, h)µ(gh, k)
. (153)
Therefore, the two scalars differ only by a three coboundary. That is, the two third coho-
mology labels corresponding to XgYg and YgXg coincide.
B. Third cohomology labeling of semi-injective PEPS
We investigate the following setup. Let G be a group, Og a faithful (not necessarily
unitary) representation of G. Let |φ〉 be a four-partite state with full rank one-particle
reduced densities. Suppose ∀g ∈ G, Og is a symmetry of the semi-injective PEPS defined
by |φ〉 and Id:
= µn,m(g) , (154)
where the blue squares represent |φ〉, the red operators Og.
Note that this setup can readily be applied for unitary symmetries of semi-injective PEPS:
let the semi-injective PEPS be defined by the four-partite state |φ〉 and an invertible operator
A. Let the unitary representation of the symmetry group G be Ug. Then, by inverting A in
the symmetry condition, we arrive to Eq. (154) with Og = A
−1UgA.
Proposition 24. If Eq. (154) holds for some n,m ≥ 3, then it holds for all n,m and
µn,m(g) = µ
nm(g) for some one-dimensional representation µ of G.
Proof. Apply Proposition 12 and notice that µ is a representation.
We show now that the action of the symmetries show up on the boundary as a projective
MPO representation of the group G.
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Proposition 25. If Eq. (154) holds, then for every g ∈ G there are two MPO tensors Xg
and Yg such that
. . . . . . = µn(g)
Xg
Yg
Xg
Yg
Xg
Yg
. . . . . .
. . . . . .
, (155)
and Vn(Yg) = (Vn(Xg))
−1 for all n. Moreover, Vn(Xg) and Vn(Yg) form projective repre-
sentations of G with Vn(Xg)Vn(Xh) = λ
n(g, h)Vn(XgXh) for a two-cocycle λ. In particular,
Vn(Xg)Vn(Xh) has only one block in its canonical form.
Proof. From Theorem 13, the existence of Xg and Yg is clear. From Corollary 14.1, it is
also true that Vn(Xg)Vn(Xh) = λ
n(g, h)Vn(XgXh). Due to associativity, λ(g, h)λ(gh, k) =
λ(g, hk)λ(h, k), and thus λ forms a two-cocycle.
Note that if we allow for blocking, there is a length scale K for which λKn(g, h) becomes
constant 1. On the other hand, the labeling with an element from the third cohomology
group H3(G,C) corresponding to the g 7→ Xg one-block projective MPO representation of
G is a scale-invariant labeling.
In the following, we show that the classification of the boundary MPO representation
Vn(Xg) also shows up in the MPO defined by Og. To see this, we define a translationally
invariant (on four sites) MPO from Og that we call Vn(O˜g). Write Og as an MPO in Eq. (104),
and open one of the indices. We call this tensor O˜g. Pictorially,
Og = ⇒ O˜g = (156)
This MPO plays an important role in the third cohomology labeling of semi-injective PEPS.
Proposition 26. The MPOs Vn(O˜g) form a one-block projective MPO representation of G.
Its third cohomology label is the same as that of Vn(Xg).
Proof. As the product of the Schmidt vectors ofOg andO
−1
g factorizes, the tensor
∑
j O˜
ij
g O˜
jk
g−1
has the following structure:
= , (157)
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with
= . (158)
Therefore, Vn(O˜g)Vn(O˜g−1) = Id, as it is the n-fold product of this tensor.
We prove now that Vn(O˜g)Vn(O˜h)Vn(O˜(gh)−1) = Id, and thus Vn(O˜g)Vn(O˜h) = Vn(O˜gh).
Consider the MPS tensor defined by the Schmidt vectors of Og, Oh and then O(gh)−1
acting on the Schmidt vectors of |φ〉. Then, similar to Eq. (98), this tensor can be written
as
=
Ygh
Xgh
Xh
Yh
Xg
Yg
, (159)
where the red solid rectangle denotes the Schmidt vectors of Og, the green one that of
Oh, and the dashed one that of O(gh)−1 . Joining two such tensors, the middle operator is
OgOhO(gh)−1 = Id, so
=
Ygh
Xgh
Xh
Yh
Xg
Yg
Ygh
Xgh
Xh
Yh
Xg
Yg
. (160)
As the l.h.s. factorizes w.r.t. the vertical cut, and the r.h.s. factorizes w.r.t. the horizontal
cut, and the one particle reduced densities of |φ〉 are full rank, the product of the Schmidt
vectors of Og, Oh and O(gh)−1 also factorizes, and thus
= , (161)
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with
= . (162)
Therefore Vn(O˜g)Vn(O˜h)Vn(O˜(gh)−1) = Id, as it is the n-fold product of this tensor. This
means that Vn(O˜g) is an MPO representation.
As an MPO representation is also a one-block projective MPO representation, one can
label this MPO representation with an element from the third cohomology group H3(G,C∗).
We now show that this label coincides with that of the projective MPO representation of G
on the boundary. To see this, partially contract the MPS tensors describing the boundary
of the state (defined in Eq. (95)). That is, contract only the lower indices:
= µ
Xg
Yg
. (163)
Notice that the red MPO tensor acting on the l.h.s. is exactly O˜g. After contracting these
tensors, Eq. (163) reads
. . .. . . = . . .. . . . (164)
By construction, the red MPO appearing on the l.h.s. is Vn(O˜g). Therefore, if V (g, h),W (g, h)
is a reduction from Vn(O˜g)Vn(O˜h) to Vn(O˜gh), then it is also a reduction from Vn(Xg)Vn(Xh)
to Vn(Xgh). As the third cohomology is assigned to the MPO representation with the help
of these reductions, Vn(Og) is classified by the same third cohomology class as Vn(Xg).
The above proof can be repeated for the vertical boundary instead of the horizontal one.
This means that the third cohomology label of the vertical boundary is the same as that of
Vn(O˜
′
g), where O˜
′
g = DgAgBgCg, if Og = AgBgCgDg. Proposition 23 implies that the third
cohomology labeling of Vn(O˜
′
g) and Vn(O˜g) coincide, therefore the third cohomology labeling
of the horizontal and vertical boundary coincide.
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VIII. CONCLUSION
In this work we introduced a new class of PEPS, semi-injective PEPS. We showed that
semi-injective PEPS are a generalization of injective PEPS and that some important ex-
amples that are not known to have an injective PEPS description naturally admit a semi-
injective PEPS description. We showed that they are unique ground state of their parent
Hamiltonian. We also derived a canonical form, i.e., a way to decide locally if two semi-
injective PEPS are equal. One of the necessary conditions is that the boundaries of the two
states are related by an invertible MPO. Using this result, the third cohomology labeling
of SPT phases extends naturally to semi-injective PEPS, suggesting that these states are
appropriate to capture the relevant physics of SPT phases. Using the canonical form, we
have found that the third cohomology label of the SPT phase is not only encoded on the
edge of the model, but also directly in the symmetry operators.
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Appendix A: Examples for canonical form
In the injective PEPS case, if two tensors generate the same state, then they are related
by a product gauge transformation. In the case of semi-injective PEPS, this is no longer
true as the following example shows.
Let A be the following MPS tensor:
A0 =
1 0
0 2
 (A1)
A1 =
24 −10
17 −3
 . (A2)
This tensor was constructed in such a way that it is Z symmetric for size 4, but not for longer
chains: for the tensor B with B0 = A0 and B1 = −A1, V4(B) = V4(A), but V5(A) 6= V5(B).
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The tensors A and B are also normal, after blocking two tensors they become injective.
Proposition 7 also implies that A and B are not related by a gauge transform. There is also
no gauge relating the tensors after blocking four of them: @X : XBBBBX−1 = AAAA.
Consider two semi-injective PEPS. Let ΨA be defined by φA = V4(A) and Id, ΨB by
φB = V4(B) and Id. By construction, ΨA = ΨB. We will show, however, that the PEPS
tensors defined by grouping four MPS tensors:
and (A3)
are not related by a gauge, where the blue tensors are A and the green ones are B. We
prove that by contradiction. Suppose there are such gauges, X and Y :
Y−1
Y
X−1X
= . (A4)
Inverting Y and Y −1, we get that
X−1X
=
Y
Y−1
. (A5)
Notice that the l.h.s. is product w.r.t. the vertical cut, whereas the r.h.s. is product w.r.t.
the horizontal cut. As A and B become injective after blocking two tensors, both X and Y
have to be product operators, and thus
= . (A6)
But this would mean that after blocking four tensors, BBBB = XAAAAX−1 for some
gauge X. As this is a contradiction, the two given PEPS tensors generating the same
semi-injective PEPS are not related by a gauge.
Appendix B: MPS reductions
In this Section, we present the proofs of the theorems about reductions of MPS used in
Section VII.
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Proposition 20. Let A be a normal MPS tensor, B an MPS tensor such that for some
λ ∈ C
Vn(B) = λ
nVn(A) ∀n ∈ N. (135)
Then there exist matrices V,W such that VW = Id and ∀n ∈ N and (i1, i2 . . . in) ∈
{1, 2, . . . d}n,
V Bi1 . . . BinW = Ai1 . . . Ain (136)
Proof. Suppose the injectivity length (see Proposition 5) of A is L. Let A˜ and B˜ denote the
tensors obtained from A and B by blocking them L times, respectively. Then A˜ has a left
inverse, A˜−1. Take the Jordan decomposition of the following matrix:
B˜
A˜−1
= S + N (B1)
where S is semi-simple (diagonalizable), N is nilpotent (upper triangular in the basis in
which S is diagonal) and [S,N ] = 0. B and A generate the same state, thus
n
. . .
. . .
B˜
A˜−1
B˜
A˜−1
B˜
A˜−1
=
n
. . .
. . .
A˜
A˜−1
A˜
A˜−1
A˜
A˜−1
. (B2)
The r.h.s is Dn, where D is the bond dimension of A, as it is n times the trace of Id.
Using the Jordan decomposition Eq. (B1), the l.h.s. is Tr(S + N)n = TrSn. Therefore
TrSn = Dn, thus Proposition 10 implies that the rank of S is 1. [S,N ] = 0 therefore implies
that SN = NS = 0. Thus, (S + N)n = Sn + Nn = Sn if n is larger than the nilpotency
rank of N . Then, as A and B generate the same state, for all n and m,
n m
B BB˜
A˜−1
B˜
A˜−1
B˜
A˜−1
= Dn−1 ·
m
A A
, (B3)
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where we have used n− 1 times that Tr Id = D. As S is rank one, there are matrices V and
W such that S can be written as
S = W V . (B4)
Therefore, as Nn = 0, the l.h.s. can be rewritten as
n m
B BB˜
A˜−1
B˜
A˜−1
B˜
A˜−1
= Dn−1 ·
m
B B
VW
, (B5)
Therefore, comparing this with the r.h.s. of Eq. (B3), for all m,
V Bi1 . . . BimW = Ai1 . . . Aim . (B6)
For m = 0, VW = Id.
Proposition 21. Let V,W be a reduction from B to A. Let N i = Bi −WAiV . Then the
algebra generated by N i is nilpotent.
Before proceeding to the proof, we need the following simple statement:
Lemma 27. Let V,W be a reduction from B to an injectie MPS tensor A, N i = Bi−WAiV .
Then for any m > 0,
V N i1N i2 . . . N imW = 0. (B7)
Proof. We prove this by induction on m. For m = 1,
V N iW = V BiW − VWAiVW = Ai − Ai = 0. (B8)
Suppose the statement is true for all n < m. Then, writing N i1 = Bi1 −WAi1V and using
the induction hypothesis,
V N i1N i2 . . . N imW = V Bi1N i2 . . . N imW (B9)
Similarly, N i2 , . . . , N im−1 can be changed to Bi2 , . . . , Bim−1 :
V N i1N i2 . . . N imW = V Bi1 . . . Bim−1N imW. (B10)
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Writing now N im = Bim −WAimV , we arrive to
V N i1 . . . N imW = V Bi1 . . . BimW − V Bi1 . . . Bim−1WAimVW = 0. (B11)
Proof of Proposition 21. B and A generate the same state:
Tr
{
Bi1Bi2 . . . Bin
}
= Tr
{
Ai1Ai2 . . . Ain
}
. (B12)
Write Bi = WAiV +N i and expand the product on the l.h.s. As V and W form a reduction,
V N i1 . . . N imW = 0 for any m > 0 and all i1, . . . im by Lemma 27, and thus all terms cancel
except the products of A and the products of N . Therefore
Tr
{
N i1N i2 . . . N in
}
= 0. (B13)
This means that Tr{Z} = 0 for every element Z in the algebra generated by N i. Thus, in
particular, for every n > 0, Tr{Zn} = 0. Therefore the algebra generated by N i is a nil
algebra, and thus nilpotent50. That is,
N i1N i2 . . . N in = 0 (B14)
for large enough n.
Theorem 22. Let V,W and V˜ , W˜ be two reductions from B to a normal tensor A. Let the
nilpotency length of both reductions be at most N0. Then ∃λ ∈ C such that for any n > 2N0,
V Bi1Bi2 . . . Bin = λV˜ Bi1Bi2 . . . Bin (138)
Bi1Bi2 . . . BinW = λ−1Bi1Bi2 . . . BinW˜ . (139)
Before proceeding to the proof, we need the following calculation that we use repeatedly:
Lemma 28. Let V,W be a reduction from B to a normal tensor A, N i = Bi−WAiV . Let
N0 be the nilpotency length of the reduction. Then the following equations hold:
Bi1Bi2 . . . Bin =
∑
0≤k≤l≤n
N i1 . . . N ikWAik+1 . . . AilV N il+1 . . . N in (B15)
V Bi1Bi2 . . . Bin =
∑
max(0,n−N0)≤l≤n
Ai1 . . . AilV N il+1 . . . N in (B16)
Bi1Bi2 . . . BinW =
∑
0≤k≤min(N0,n)
N i1 . . . N ikWAik+1 . . . Ain . (B17)
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Proof. Write Bij = WAijV + N ij for all j in Bi1 . . . Bin and expand the expression. Using
Lemma 27 and the definition of the nilpotency length (Definition 8), we arrive at the desired
equations.
Proof of Theorem 22. Let L be the injectivity length of A and let m = 2N0 + L. Consider
Ci1...im = V Bi1Bi2 . . . BimW˜ . (B18)
Using Lemma 28 with Bi = WAiV +N i, we have
Ci1...im =
m∑
k=N0+L
Ai1 . . . AikV N ik+1 . . . N imW˜ , (B19)
as m−N0 = N0 + L. Similarly, using Lemma 28 with Bi = W˜AiV˜ + N˜ i, we get
Ci1...im =
N0∑
k=0
V N˜ i1 . . . N˜ ikW˜Aik+1 . . . Aim . (B20)
Note that the MPS tensor at position k = N0 + 1 to N0 + L is A
ik in both expressions. By
assumption, that block is injective. Applying its inverse and comparing the two expressions,
we conclude that
N0∑
k=0
V N˜ i1 . . . N˜ ikW˜Aik+1 . . . AiN0 = λAi1 . . . AiN0 (B21)
N0∑
k=0
Ai1 . . . AikV N ik+1 . . . N iN0W˜ = λ−1Ai1 . . . AiN0 (B22)
for some λ ∈ C. But then, using Lemma 28 for V Bi1Bi2 . . . Bin with Bi = W˜AiV˜ + N˜ i, we
get
V Bi1Bi2 . . . Bin =
N0∑
k=0
n∑
l=n−N0
V N˜ i1 . . . N˜ ikW˜Aik+1 . . . AilV˜ N il+1 . . . N in . (B23)
If n ≥ 2N0, then l ≥ N0. Therefore the left part of the r.h.s. can be replaced using Eq. (B21):
V Bi1Bi2 . . . Bin = λ
n∑
l=n−N0
Ai1 . . . AilV˜ N il+1 . . . N in = λV˜ Bi1Bi2 . . . Bin , (B24)
where the last equation holds by using Lemma 28 for V˜ Bi1Bi2 . . . Bin with Bi = W˜AiV˜ +N˜ i.
Equation (139) can be proven similarly using Eq. (B22).
We now consider MPSs that are translationally invariant after blocking two sites.
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Proposition 29. Let A ∈ CD1 ⊗ CD2 ⊗ Cd1 and B ∈ CD2 ⊗ CD1 ⊗ Cd2 be two tensors
such that both AB and BA are normal MPS tensors. Let C ∈ CD˜1 ⊗ CD˜2 ⊗ Cd1 and
D ∈ CD˜2⊗CD˜1⊗Cd1 be two tensors such that Vn(CD) = Vn(AB). Then Vn(BA) = Vn(DC)
and if V,W are reductions of CD to AB and V˜ , W˜ are reductions of DC to BA, then for
a sufficiently long chain,
AB . . . BA = λV CD . . .DCW˜ (B25)
BA . . . AB = µV˜ DC . . . CDW (B26)
Proof. First, notice that Vn(BA) = Vn(DC), as Vn(BA) is Vn(AB) shifted by half a lattice
constant, while Vn(DC) is Vn(CD) shifted by half a lattice constant.
Next, using Lemma 28 with CD = WABV +N1N2, we have
V CD . . .D︸ ︷︷ ︸
2k
CW˜ =
M∑
i=0
AB . . . B︸ ︷︷ ︸
2k−2i
V N1N2 . . . N1N2︸ ︷︷ ︸
2i
CW˜ , (B27)
where M is the injectivity length of the reduction V,W . Similarly, using Lemma 28 with
DC = W˜BAV˜ + N˜1N˜2, we have
V C D . . .DC︸ ︷︷ ︸
2k
W˜ =
M˜∑
i=0
V C N˜1N˜2 . . . N˜1N˜2︸ ︷︷ ︸
2i
W˜ BA . . . BA︸ ︷︷ ︸
2k−2i
, (B28)
Where M˜ is the injectivity length of V˜ , W˜ . Therefore, if 2k > 2M + 2M˜ + 2L, where L is
the injectivity length of AB, then
V CD . . . C︸ ︷︷ ︸
2k+1
W˜ = AB . . . A︸ ︷︷ ︸
2N+1
B . . . A︸ ︷︷ ︸
2k−1−2N
︸ ︷︷ ︸
2N+1
= ︸ ︷︷ ︸
2N+1
B . . . A︸ ︷︷ ︸
2k−1−2N
B . . . A︸ ︷︷ ︸
2N+1
(B29)
As the middle part is injective, the last equation can hold only ifAB . . . BA = λV CD . . .DCW˜ .
The other equation can be proven similarly.
Appendix C: The qubit case
In this section, we characterize how two semi-injective PEPS defined by (|φA〉, O) and
(|φB〉, Id) with |φA〉, |φB〉 ∈ (C2)⊗4 can generate the same state. We restrict ourselves to the
case where |φA〉 and |φB〉 do not factorize in either direction. Using Corollary 18.1, |φA〉
and |φB〉 are SLOCC equivalent, and thus we can suppose |φA〉 = |φB〉 (by changing O).
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Notice that the state |ξ〉 appearing in the proof of Theorem 18 (see Eq. (125)) is also SLOCC
equivalent with φA. We can thus suppose that |φA〉 = |φB〉 = |ξ〉. Therefore, given |φA〉,
we only need to characterize all pairs of two-body invertible operators such that Eq. (125)
holds.
Let us fix |φA〉 = |φB〉 = |ξ〉. We start the investigation with a state such that in the
horizontal cut it has Schmidt rank two. As the span of the Schmidt vectors contains a
product state and we are only interested in |φA〉 up to SLOCC equivalence, w.l.o.g. we can
suppose that a basis of its reduced density on the upper two particles is
|Ψ1〉 = |00〉 (C1)
|Ψ2〉 = a|01〉+ b|10〉+ c|11〉, (C2)
whereas a basis of its reduced density on the lower two particles is
|Φ1〉 = |00〉 (C3)
|Φ2〉 = A|01〉+B|10〉+ C|11〉 . (C4)
In this setting, we are looking for invertible two body operators O1 and O2 such that
= , (C5)
where the left red rectangle represents O1, the right one O2, while the blue Schmidt vectors
are Ψ1/2, the purple ones are Φ1/2. This gives four times sixteen equations on the matrix
elements of O1 and O2. Checking these equations can be done in any CAS. The following
cases can be distinguished.
• C 6= 0, c 6= 0. In this case, the operators are (α, β, γ are free parameters):
O1 =|00〉〈00|+ α|01〉〈01|+ b
c
(α− 1)|00〉〈01|+ β|10〉〈10|+ B
C
(β − 1)|00〉〈10|+
γ|11〉〈11|+ b
c
(γ − β)|10〉〈11|+ B
C
(γ − α)|01〉〈11|+ Bb
Cc
(1 + γ − α− β)|00〉〈11|
(C6)
O2 =|00〉〈00|+ 1
α
|01〉〈01|+ a
c
(
1
α
− 1)|00〉〈01|+ 1
β
|10〉〈10|+ A
C
(
1
β
− 1)|00〉〈10|+
1
γ
|11〉〈11|+ a
c
(
1
γ
− 1
β
)|10〉〈11|+ A
C
(
1
γ
− 1
α
)|01〉〈11|+ aA
Cc
(1 +
1
γ
− 1
α
− 1
β
)|00〉〈11|
(C7)
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• C 6= 0, c = 0. In this case b 6= 0, otherwise the one particle reduced densities of the
state is not full rank. The operators are (α, β, γ are free parameters):
O1 =|00〉〈00|+ |01〉〈01|+ α|00〉〈01|+ β|10〉〈10|+ B
C
(β − 1)|00〉〈10|+
β|11〉〈11|+ γ|10〉〈11|+ B(β − 1)
C
|01〉〈11|+ Bγ −Bα
C
|00〉〈11| (C8)
O2 =|00〉〈00|+ |01〉〈01| − a
b
α|00〉〈01|+ 1
β
|10〉〈10|+ A
C
(
1
β
− 1)|00〉〈10|+
1
β
|11〉〈11| − aγ
bβ2
|10〉〈11|+ (−A
C
+
A
Cβ
)|01〉〈11|+ Aaγ − Aaγ/β
2
Cb
|00〉〈11| (C9)
• c = 0, C = 0. In this case B 6= 0, b 6= 0, otherwise the one particle reduced densities
of the state is not full rank. The operators are (α, β, γ are free parameters):
O1 =|00〉〈00|+ |01〉〈01|+ α|00〉〈01|+ |10〉〈10|+ β|00〉〈10|+
|11〉〈11|+ α|10〉〈11|+ β|01〉〈11|+ γ|00〉〈11| (C10)
O2 =|00〉〈00|+ |01〉〈01| − a
b
α|00〉〈01|+ |10〉〈10| − B
A
β|00〉〈10|+
|11〉〈11| − a
b
α|10〉〈11| − A
B
β|01〉〈11|+ 2Aaαβ − Aaγ
Bb
|00〉〈11| (C11)
Using this result, we have checked that if the state has Schmidt rank at least 3, then O1 and
O2 can only be product operators.
To find therefore all possible operators O such that the semi-injective PEPS defined by
(|φA〉, O) and by (|φB〉, Id) are the same (supposing they have Schmidt rank at least two
along both vertical and horizontal cut), one has to do the following steps:
1. Transform |φA〉 with an invertible product operator O1 to have |00〉 in the span of its
Schmidt vectors in both the upper and lower two particles
2. If the Schmidt rank of |φA〉 is two along the horizontal cut, then take the two-body
operators given above, O2 ⊗O3. Otherwise take O2 = O3 = Id.
3. Repeat the previous two steps for the vertical cut, giving an invertible product operator
O4 and two-body invertible operators O5 ⊗O6.
4. Find all invertible product transformation O7 such that |φB〉 = O7|φA〉.
Then all possible operators O are given by O˜1(O2 ⊗ O3)O˜−11 O˜4(O5 ⊗ O6)O˜−14 O˜7, where
O˜i = SOiS, and S is the swap operator defined before Theorem 17.
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Appendix D: G-injective tensors
In this section, we try to generalize semi-injective PEPS in a way that it also includes G-
injective PEPS. We try the obvious generalization: if the semi-injective PEPS (|φ〉, Id) has
symmetries Og for g ∈ G for some group G, then |φ〉 and
∑
g Og defines a non-semi-injective
PEPS that could be a candidate to include G-injective PEPS. We present here, however, an
example for such a state, that behaves very different from G-injective PEPS.
Consider the following state:
|Ψ〉 = , (D1)
where the green rectangle is a four-partite GHZ state, and the red circle is O = Id + Z⊗4.
We will show that on an n×n torus, there are at least 2n linearly independent states that
are locally indistinguishable from this state. This means that given any local (frustration
free) parent Hamiltonian, its ground space is at least 2n-fold degenerate.
To see this, consider states on the torus that are constructed similar to |Ψ〉, except
that some of the four-partite GHZ states |φ+〉 = 1/√2(|0000〉 + |1111〉) are changed to
|φ−〉 = 1/√2(|0000〉 − |1111〉). Such a state will be depicted schematically as a rectangular
grid, with squares colored black at all occurrence of |φ−〉. For example, the figure below
depicts such a state with one occurrence of |φ−〉:
. (D2)
We will see that these states are all locally indistinguishable from |Ψ〉 and that they span
an at least exp{n/2}-dimensional space. First notice that |φ−〉 = Z|φ+〉, where Z acts on
one of the four particles (any one of them). Due to the special form of O, however, if in a
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2× 2 block all |φ+〉 are changed to |φ−〉, it doesn’t change the state:
|Ψ〉 = = . (D3)
In fact, inverting the color of all rectangles in any 2× 2 rectangle doesn’t change the state.
For example,
= . (D4)
A consequence of this is that a pair of black rectangles in the same column (row) can “travel”
horizontally (vertically) no matter how far they are separated. As an illustration, let us show
how to move two black rectangles in the same column separated by one to the neighboring
column:
= = . (D5)
This means that these states are indistinguishable from |Ψ〉 on any finite (system size inde-
pendent) region. Inverting the color of all rectangles in any 2×2 rectangle in fact defines an
equivalence relation on the colorings of the grid: two colorings are equivalent if and only if
they can be transformed to each other by repeatedly inverting the color of all rectangles in
2×2 regions. Equivalent colorings correspond to the same state, whereas inequivalent color-
ings to perpendicular ones: such states all have the form (1+Z⊗4)⊗n|φ±〉⊗n. Expanding this
expression, we get a sum of tensor products of |φ+〉 and |φ−〉. Starting from two equivalent
colorings, the sum contains the same terms reordered. Starting from inequivalent colorings,
all terms differ from each other and thus the states are perpendicular as 〈φ+|φ−〉 = 0. To
see that there are at least 2n equivalence classes, notice that the parity of black rectangles in
each column is an invariant. (And for each parity assignment there is a coloring with that
parities.)
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