Model choice is a fundamental and much discussed activity in the analysis of data sets. Hierarchical models introducing random e ects can not be handled by classical methods. Bayesian approaches using predictive distributions can, though the formal solution, which includes Bayes factors as a special case, can be criticized. We propose a predictive criterion where the goal is good prediction of a replicate of the observed data but tempered by delity to the observed values. We obtain this criterion by minimizing posterior loss for a given model and then, for models under consideration, select the one which minimizes this criterion. For a broad range of losses, the criterion emerges approximately as a form partitioned into a goodness-of-t term and a penalty term. In the context of generalized linear mixed e ects models we obtain a penalized deviance criterion comprised of a piece which is a Bayesian deviance measure and a piece which is a penalty for model complexity. We illustrate the performance of the criterion with an application to a large data set involving residential property transactions.
Introduction
Model choice is a fundamental activity in the analysis of data sets, an activity which has become increasingly more important as computational advances enable the tting of increasingly complex models. Such complexity typically arises through hierarchical structure which requires speci cation at each stage of probabilistic mechanisms, mean and dispersion forms, explanatory variables, etc.
By now there is an enormous classical literature on model choice. There, the primary criterion is a likelihood ratio statistic which, in the Gaussian case, reduces to a comparison of error sums of squares. When customary asymptotics hold, it may be shown that the likelihood ratio statistic is asymptotically inconsistent. In comparing nested models it tends to be too small giving too much weight to the full model. As a result numerous authors have proposed penalizing the likelihood using penalty functions which increase in model dimension. See, e.g., Nelder and Wedderburn (1972) , Akaike (1973) , Bhansali and Downham (1977) and Schwarz (1978) .
Unfortunately, this classical methodology is predicated upon asymptotics which assume that models are regular, i.e., that model dimension remains xed as sample size grows large. For hierarchical models introducing random e ects, this need not be the case. Indeed, it is not clear what the dimension of the model is. Also, apart from work of Cox in the 1960's (e.g., Cox, 1962) , the classical approach has little to say about comparing non-nested models.
Bayesian approaches employ predictive distributions in some form. In particular, Box (1980) notes that the predictive distribution is used for \criticism of the model in light of the current data". In examining a collection of models it is clear that predictive distributions will be comparable while posteriors will not. Moreover, when the intended use of a model is prediction it seems natural to evaluate its performance by comparing what it predicts with what has been observed. In fact, most classical criteria utilize a comparison of this sort. Bayes factors have a wide advocacy within the Bayesian community. See Kass and Raftery (1995) for a review. However, the impossibility of interpretation in the case of improper priors, which are frequently used in complex hierarchical speci cations, and the di culty of computation in the case of such models for large data sets are well known problems. Moreover, as Kadane and Dickey (1980) demonstrate, the Bayes factor emerges as an optimal criterion only under essentially a 0-1 loss function, that is, when model choice is viewed as hypothesis testing. We suggest that in practice a quantitative rather than qualitative utility function might be preferable. We also argue that since our current state of knowledge includes the observed data, it is appropriate to incorporate this knowledge into our utility function.
We reject the idea of placing a distribution over models as arti cial. Where does the set of models come from? Would it be known in advance or would the model examination process be evolutionary? Is the equally likely prior on models sensible? If not, how would one elicit a prior over a set of models? Hence, we are not drawn to model averaging. We prefer to proceed using standard utility ideas as in, e.g., Rai a and Schlaifer (1961) where, replacing experiments with models, we maximize utility, equivalently minimize loss over models. Replacing experiments with models also takes us from pre-posterior to posterior analysis, i.e., to our current state of knowledge, the observed data to which the models are tted. We acknowledge that advocating the use of posterior predictive rather than prior predictive distribution with regard to model choice is contentious, as in the discussion to Aitkin (1991) . However, all of the development in sections 2 and 3 can be done with regard to f(y rep j m) provided it is proper.
For a version of squared error loss we can do the minimization for each model analytically and an explicit form for the criterion results. Moreover, in the context of generalized linear mixed e ects models, using a deviance form for the loss, we can also do the minimization explicitly obtaining a penalized deviance criterion. In particular, the criterion is comprised of a piece which is a Bayesian deviance measure and a piece which can be interpreted as a penalty for model complexity. The penalty function arises without having to resort to specifying model dimension or to asymptotic justi cations. For broader classes of losses, under mild conditions, we can carry out the minimization approximately again yielding the criterion as a partitioning into a goodness-of-t term and a penalty term.
An advantage to working with posterior predictive distributions is ease of computation. That is, nowadays complex hierarchical models are frequently tted using simulation methods. Posterior samples straightforwardly yield samples from the posterior predictive distribution enabling routine Monte Carlo integration to compute the criterion.
Informal Bayesian model selection in the case of nested models can be e ected by obtaining the posterior distribution of the discrepancy parameter between the full and the reduced as in, e.g., Albert and Chib (1994) . Exploratory data analysis style approaches, using cross-validation ideas, applicable to small to moderate data sets are discussed in Gelfand, Dey and Chang (1992) and Gelfand (1996) .
In section 2 we develop the proposed criterion, providing convenient approximation and interpretation. We also show how the criterion may be extended to handle the case of censored data. In section 3 we discuss choice of loss function focusing upon a log scoring version which accommodates the class of generalized linear models. Finally, in section 4 we show how the criterion performs in the context of a large data set involving 7014 residential property transactions.
Developing the Criterion
We adopt a formal utility maximization approach to develop a class of model choice criteria. We implement the maximization by approximation for a rich class of utility functions yielding, for each function, an explicit form for the criterion. The criterion allows attractive interpretation and can be computed routinely from the output of a simulation-based model tting approach.
Brief review of utility ideas
We brie y review standard utility ideas as set out in Rai a and Schlaifer (1961). They work in the preposterior or no-data setting in the context of choosing amongst experiments with interest in inference for some parameter : The experiment providing the largest expected utility is selected. More precisely, they de ne U(e; w; a; ) to be the utility for experiment e when data w is collected, action a is taken and obtains. Since realizations of w and are random, one must calculate max a E ;wje U(e; w; a; ) = E wje max a E jw;e U(e; w; a; ) (1) Typically, U is partitioned as U 1 (e; w) + U 2 (a; ); as in Lindley (1971) , by arguing that capturing the consequences of (e; w) has nothing in common with capturing those of (a; ). In fact, U 2 (e; w) is often taken to be constant, e.g., a sample size, in which case (1) simpli es to calculating E wje max a E jw;e U(a; ).
In choosing the best experiment there is no notion if a true experiment; there is no prior distribution over the set of experiments. If utilities are replaced by losses we require E wje min a E jw;e L( ; a): In addition, were we not to collect any data, the outer expectation disappears and we would choose the experiment with smallest min a E je L( ; a); i.e., with smallest prior expected loss.
We adapt this formulation to the problem of model choice by replacing experiments with models. Further modi cation is required since we have already obtained a vector of observed data, say y obs : We are no longer in the pre-data stage; our current level of knowledge includes y obs : Since in regression, prediction is often of primary interest, we think of the unknown as a future observation which is a replicate of one of the components of y obs say the`t h . We denote it by y`; rep and assume y`; rep and y`; obs have the same distribution. The utility function, incorporating y obs , becomes U(m; w; a`; y`; rep ; y obs ). Assuming a partition as above and converting to losses, we need to calculate E wjy obs;m min a`E y`; rep jw;y obs ;m L(y`; rep ; a`; y obs ):
Paralleling the case with experiments, we choose the model yielding the smallest value of (2) . Similarly, in choosing the best model there is no notion of a true model; there is no prior distribution over the set of models. As a result our approach stands apart from model averaging. The latter turns prior probabilities on models into posterior probabilities on models leading to an average model using these posteriors probabilities. For us, a model which is a non-data based mixture of models could be given as a proposed m and its performance assessed using (2) .
Again, if no additional data were to be collected we can discard the outer expectation and compute min a`E y`; rep jy obs ;m L(y`; rep ; a`; y obs ):
The expectation in (3) is with respect to the posterior predictive distribution associated with y`; rep under model m:
Unlike the design case it is not apparent what w should be in our setting so in the sequel we work with (3). However, everything we do below can be carried over to (2) 
A proposed loss function
For a usual loss function L(y; a) we de ne L(y`; rep ; a`; y obs ) = L(y`; rep ; a`) + kL(y`; obs ; a`); k 0:
The case when k = 0 is familiar; here the action a`is a \guess" for y`; rep : In fact, we would set k = 0 when y`; rep was, in fact, a y new and there was no associated y`; obs : The general form in (4) recognizes that y`; obs has the same distribution as y`; rep and that this information might not only be accounted for in the predictive distribution for y`; rep but also in the loss function. Expressed in a di erent way, a`is viewed as a compromise action since (4) ; an expected squared deviation. We carefully examine (4) when L is squared error loss in section 2.3. Zellner (1992) also investigates the quadratic case of (4) with regard to parameter estimation in Gaussian linear models. He calls it a balanced loss function to indicate that it re ects two criteria. The rst term on the right hand side captures precision of estimation, the second term goodness of t.
Using (4) and envisioning a future replication for each`; our criterion becomes
min a`E y`; rep jy obs ;m L(y`; rep ; a`; y obs )
min a`f E y`; rep jy obs ;m L(y`; rep ; a`) + kL(y`; obs ; a`)g 
+ ky`; obs ): Inserting these a`'s into (5), we obtain
? y`; obs ) 2 : (6) In (6) For under tted models predictive variances will tend to be large and thus so will P(m). But also for over tted models we expect in ated predictive variances again making P(m) large. Hence, models which are too simple will do poorly with both G(m) and P(m). As models become increasingly complex, we will observe a trade o ; G(m) will decrease but P(m) will begin to increase. Eventually, complexity is penalized and a parsimonious choice is encouraged. In this sense (6) has the same spirit as familiar penalized likelihood approaches, e.g., Akaike (1973) and Schwarz (1978) . See Gelfand and Dey (1994) for a fuller discussion. The advantage of working in predictive space clearly emerges. Classical approaches work in the parameter space and require a determination of model dimension which need not be well de ned for hierarchical model structures. In predictive space no such concern arises; using (6) the appropriate penalization falls out as a by-product. 
Development for more general losses
Explicit calculation of (5) is generally not possible. Nonetheless, if L(y; a) is su ciently smooth, we can approximate (5) by a form resembling (6) enabling simple approximate computation of the criterion. In fact, if L(y; a) is convex in y; we can interpret this approximation as in the discussion below (6) . Finally, we can study the behavior of (5) 
;
)=2 and d`= L 02 (y`; obs ; y`; obs )=2: The minimization in (7) can be done explicitly as in that leading to (6) . In particular, a`= 
In fact, since L(
; y`; obs ) c
? y`; obs ) 2 we may replace (8) by
; y`; obs )=(c (8) or (8 0 ) for our criterion, we require computation of (m) and 2(m) : If we use (9) we require an expectation under the predictive distribution of y`; rep given y obs under model m. However, given samples from this distribution, any desired expectations are routinely obtained by Monte Carlo integration. In particular, since the models we envision applying our screening criterion to are generally going to be tted using simulation-based methods we can assume that, if 
Censored observations
If the`t h data point is censored then the actual value of y`will not be seen. Rather, it is only known that y`fell into a set, say A`; obs : We illustrate below with the case of right censoring whence A`; obs = s`; 1) for a known s`: To extend the notation to all observations, for uncensored data points A`; obs = fy`; obs g: We let A obs denote the collection of all the sets A`; obs : We can then extend (4) to L(y`; rep ; a`; A obs ) = L(y`; rep ; a`) + k inf y` A`; obs L(y`; a`): (10) Illustrating with squared error loss, at a given a`; the expectation of (10) Here we consider creation of L(y; a) motivated by the form of the density of y.
In section 3.1 we develop a deviance version of the criterion. Applied to the one parameter exponential family, explicit calculation of (5) as in (6) is possible. In section 3.2 we develop a version of the criterion for a very general one parameter family of densities using the results of section 2.4.
A deviance version of the criterion
The deviance, the logarithm of a ratio of likelihoods, is a familiar discrepancy of t measurement, as in McCullagh and Nelder (1989) . Using it as loss function in (4) and (5) leads to a maximized utility version of the deviance which is directly applicable as a model choice criterion for generalized linear mixed e ects models and, in fact, for nonlinear models under exponential families. It consists of a Bayesian deviance term and a penalty term for model complexity.
We assume a customary exponential family model for y`of the form f(y`j `; ) = h(y`; ) exp w`fy` `? ( `) g= ]: (13) Hence, E(y`j `; ) = 0 ( `) and var(y`j `; ) = ( =w`) 00 ( `) : Since 0 is strictly increasing 0?1 ( ) exists and is strictly increasing. We denote it by ( ):
As McCullagh and Nelder note, it is natural to express the log likelihood in terms of the mean parameter rather than the canonical parameter, using ( ): In particular, taking A to be the mean space, we propose L(y`; a`) = 2 log f(y`j (y`); ) f(y`j (a`); )
for insertion into (4) and (5). The form in (14) invokes the familiar log scoring loss notion, i.e., for a given y`we lose more as a`; hence (a`), becomes less likely for that y`. Use of a loss such as (14) connects it to the form of the distribution for the data implying that model choice will select among speci cations of the mean of y`; equivalently of `: For Gaussian models (14) becomes squared error loss .
Let t(y) = y( (y) ? ( (y)). Then t(y) is convex with t 00 (y) = 0 (y): Also, (15) becomes 2w` t(y`) ? fy` (a`) ? ( (a`))g] and (5) 
+ ky`; obs )) o (17) Jensen's inequality implies that t (m) t(
) so that adding and subtracting t(
) in (17) yields
) + kt(y`; obs ) k + 1
? t(
+ ky`; obs ) k + 1 9 = ; (18) In (18) In the Poisson case is intrinsically speci ed to be 1 so that (14) becomes 2fy`log(y`=a`) ? (y`? a`)g (19) and t(y) = y log y ? y. In the binomial case, again is intrinsically set to 1 so that (14) becomes 2fy`log y`=a`+ (n`? y`) log(n`? y`)=(n`? a`)g (20) and t(y) = y n log( y n ): In order that (19) can be calculated when y`; obs = 0 and to insure that the expectation of (19) exists with regard to the predictive distribution of y`; rep we use customary continuity corrections replacing (19) by 2(y`+ 1=2) logf(y`+ 1=2)=(a`+ 1=2)g ? (y`? a`): (21) Similar corrections are applied to (20) .
Consider the case of a multivariate exponential family. Suppressing the dispersion parameter ; assume for the r 1 vectors y`and `t he density f(y`j `) = h(y`) exp w`f r j=1 y`j `j ? ( `) g]: (22) Now, @ ( `) @ `j = E(y`j j `) yielding the mean vector E(y`j `) as a function of `: Since the matrix ( ) with entries ( ( )) jj 0 = @ 2 ( ) @ j @ j 0 is positive de nite, the inverse transformation from the mean vector back to the canonical parameter vector is uniquely de ned. Denoting this transformation by ( ) we extend (14) to L(y`; a`) = 2 log f(y`j (y`)) f(y`j (a`))
where a`is now an element in the r dimensional mean space. Inserting (23) into (4) and (5) and imitating the above calculations yields a multivariate version of (18) . We omit the details. Hence, with suitable continuity corrections, we can handle multinomial and therefore multidimensional contingency table models.
The criterion for general one parameter families of densities
We can extend (13) and (14) to a general family of densities as follows. Suppose y 1 ; :::; y n are such that given f 1 ; :::; n g y`are independent with y` f(y`j `) : Here f(y j ) is a family of univariate densities parameterized by a onedimensional parameter : Also, suppose given y there is a unique nite value of which maximizes f(y j ) as a function of : Denote this by e (y); i.e., f(y j ) f(y j e (y)) for all : Thus, e (y) is the maximum likelihood estimate for based upon the single observation y: By analogy with (14) we de ne L(y`; a`) = 2 log f(y`j e (y`)) f(y`j e (a`)) : If f(y j ) is log concave in for each xed y, an immediate consequence is that f(y j ) is unimodal whence e (y) is unique. Also, @ log f(y j )=@ is decreasing in : Suppose in addition that f(y j ) has monotone likelihood ratio in y: Then, as in Lehmann (1986, p 114), @ log f(y j )=@ is increasing in y: But, since @ log f(y j )=@ = 0 at (y; e (y)); we then have e (y) increasing in y.
The monotone likelihood ratio assumption also implies that the mean function ( ) = R yf(y j )d ; provided it exists, is strictly increasing in ; following Lehmann (1986, p 86) . Hence e ( ) and the inverse mean function ( ) are oneto-one and (24) may be written in terms of ( ): In this sense, for a given ; (14) is a special case of (24).
Illustrative Example
We illustrate the performance of our proposed model selection criterion using a data set consisting of 7014 residential sales over the nine year period January 1, 1985 -December 31, 1993 for 50 subdivisions in Baton Rouge, Louisiana. A detailed discussion of this data set, the models in Table 1 and ensuing inference appears in Gelfand et al. (1996) . Here we note that the objective of the study is e ective forecasting of individual house selling prices. Baton Rouge provides an attractive setting for such a study as it exhibits considerable spatial, temporal, structural and neighborhood variation. Since prediction is a primary goal, model choice using D k (m) seems sensible. Customarily, log selling price is modeled as a Gaussian random variable leading to (6) as the criterion. In particular, y tij ; the log selling price of the j th transaction in the i th subdivision in the t th year is assumed normal with mean tij and variance 2 :
The log transformation encourages the homogeneity of variance assumption. It is supported by exploratory work.
Moreover, the e ort here is to consider elaborations of tij which re ect the main factors anticipated to in uence selling price of a home: location, house characteristics and time of sale. The tij are de ned using customary linear models; there is no theory to suggest an alternative. In its most general form tij will consist of additive contributions involving a house characteristics component, a time e ects component, a subdivision e ects component and a time-subdivision interaction component.
With regard to house characteristics, a transaction tij provides a 4 1 covariate vector x tij whose components are number of square feet of living area, number of square feet of other covered area, number of bathrooms and age in years.
Hence, the contribution to tij would take as its most general linear form x T tij ti :
However, since we incorporate e ects for time and subdivision heterogeneity separately, we assume a common for all t and i with a at prior. The t 's are the main e ects for time within tij . We might assume t constant, i.e., t = or t a parametric function such as a quadratic, t = 0 + 1 t+ 2 t 2 : However, a qualitative form may be preferable, modeling the t either as exchangeable or through an AR(1) process. As a general catchall for subdivision heterogeneity we introduce a random e ect i : The i are modeled as exchangeable normal variables.
Acknowledging the importance of location on selling price and the geographic nature of subdivision sites we introduce a spatial e ect for each subdivision denoted by i : The i are given a Gaussian conditional autoregressive prior, as in Besag (1974) . In our context it may be most natural to address the association between subdivision and time in an evolutionary fashion, i.e., to examine the evolution of spatial and heterogeneity patterns over time. This suggests the introduction of nested e ects, i.e., (t) i and (t) i are nested hetero-temporal and spatio-temporal e ects respectively. The (t) i are modeled as exchangeable normal variables for each t; the (t) i are given a Gaussian conditional autoregressive prior for each t:
In Table 1 we consider a selection of models for tij incorporating these various e ects as indicated. Table 1 For instance, comparing models 2 and 3, models 6 and 8, models 12 and 13, we see an advantage to individual year time e ects rather than a quadratic time trend. Comparing models 5 and 9, models 10 and 14, we see a clear advantage to permitting temporal evolution of the heterogeneity and spatial e ects. The P(m)
show evidence of over tting in comparing models 6 and 9 and to a lesser extent in comparing models 12 and 14. Model selection is not sensitive to k; models 12, 14 and 15 emerge as best choices. Covariates are needed as are spatial and temporal e ects but an additive speci cation for the latter seems as e ective as the more complex nested form.
In conclusion, we know of no other justi able model choice technique to handle this example. While powerful computational tools enable us to t remarkably complex models we should not lose sight of the need to make suitably parsimonious choices. The criterion D k (m) o ers an attractive means for doing this.
