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Abstract
We consider the problem of computing heat kernel small-time asymptotics for hypoelliptic Laplacians
associated to left-invariant sub-Riemannian structures on unimodular Lie groups of type I. We use the
non-commutative Fourier transform of the Lie group together with perturbation theory for semigroups of
operators in deriving these asymptotics. We illustrate our approach on the example of the Heisenberg group,
and, as an application, we compute the short-time behaviour of the hypoelliptic heat kernel on the step 3
nilpotent Cartan and Engel groups, for which no closed-form expression for the hypoelliptic heat kernel is
yet known.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The relations between the local geometry on a Riemannian manifold and the short-time be-
haviour of the heat kernel of the elliptic Laplacian associated to the Riemannian structure were
first studied in the seminal work of Varadhan [26]; it was shown there that the Riemannian dis-
tance between two points can be read off the short-time behaviour of the heat kernel centered at
one of these points, in line with the intuitive notion that heat diffuses along geodesics. In recent
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Hessian of the logarithm of the heat kernel to the cut locus of the Riemannian structure. Of
equal interest is the relation between sub-Riemannian structures and the heat kernels they define.
An important point of divergence with Riemannian geometry is that the Laplacians associated to
sub-Riemannian structures are not elliptic, but only hypoelliptic. Despite this, numerous relations
between short-time heat kernel behaviour and local geometrical structure that hold in the Rie-
mannian case have been shown to hold also in the sub-Riemannian case (see [9,13]). As a result,
knowledge of the short-time behaviour of heat kernels of hypoelliptic Laplacians can be of great
help in understanding the local sub-Riemannian geometry and its associated geodesic structure.
One of the early heat kernel calculations for sub-Riemannian structures was made by
Gaveau [16], and, independently, Hulanicki [19]; the sub-Riemannian structure they consid-
ered was that of the Heisenberg group, which is a step 2 nilpotent Lie group. Gaveau made
use of probabilistic reasoning and Paul Levy’s area formula for Brownian motion in the plane,
whereas Hulanicki used the Fourier transform with respect to the center of the Heisenberg group.
Following this, Rothschild and Stein [25] introduced a nilpotentization scheme for comput-
ing parametrices for hypoelliptic operators expressed as sums of squares of vector fields on
Lie groups. Since those early works, much effort has been made towards computing exact ex-
pressions for heat kernels of various sub-Riemannian structures, together with their short-time
asymptotics [18,4,5,21,9,13,3,10,28,2]. Much of this effort however has been limited by the fact
that the tools used for computing particular hypoelliptic heat kernels and their short-time be-
haviour have been specific to the particular sub-Riemannian structure being studied, with no
particular relation to one another.
In recent work [1], Agrachev et al. have introduced a unified approach for computing heat
kernels of hypoelliptic left-invariant sub-Riemannian structures on unimodular Lie groups of
type I. This approach makes essential use of the non-commutative harmonic analysis of the Lie
group and hinges on the observation that for left-invariant sub-Riemannian structures, the non-
commutative Fourier transform “diagonalizes” the hypoelliptic heat equation, just as the ordinary
Fourier transform diagonalizes the heat equation on the real line, yielding a family of operator
equations indexed by the equivalence classes of unitary irreducible representations of the Lie
group (a related idea using spherical harmonics on S2 can be found in [7]); the heat kernel is then
obtained by an “inverse Fourier transform” from the solutions of these operator equations. As
elegant and unifying as this approach may be, it often leads to operator equations which cannot
be solved in closed form, and consequently to heat kernel expressions involving functions which
are not computable. Such is the case, for example, for the hypoelliptic heat kernel expressions
obtained by Boscain et al. [6] for the case of sub-Riemannian structures on step 3 nilpotent Lie
groups, where the exact same non-commutative harmonic analysis approach as in [1] has been
used.
The main motivation for this paper is the observation that the non-commutative harmonic
analysis approach proposed by Agrachev et al. in [1] may be used to compute hypoelliptic heat
kernel short-time asymptotics, as opposed to the heat kernel itself, even in situations where the
exact expression of the heat kernel is impossible to compute due to intractable operator equations.
In other words, it may be possible to take a shortcut to the small-time behaviour directly from
the harmonic analysis on the Lie group while bypassing the exact computation of the heat kernel
altogether. The main goal of this paper is to illustrate precisely how such a shortcut can be taken,
the key idea being to approximate the intractable operator equations resulting from the non-
commutative Fourier transform by possibly more tractable operator equations in such a way as to
preserve (to a given order) the principal part of the heat kernel. Our main result is the following:
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Riemannian manifold satisfying the list (L) of assumptions detailed in Section 3.3. Denote by sr
the associated hypoelliptic Laplacian and by ˆλsr its Generalized Fourier Transform, with λ in-
dexing the elements of the dual Gˆ, and suppose that each acts on the Hilbert spaceHλ = L2(Ωλ).
Then, the operators of the semigroup etˆλsr are integral operators having the following expression
in small-time:[
etˆ
λ
sr f
]
(s) =
∫
Ωλ
[
kλt (s, r)+ t limn→∞K
λ
t/n(s, r)
]
f (r)dr + [O(t2)f ](s), (1)
where the functions kλt and Kλt/n are as defined in (L), and where by O(t2)f we mean an oper-
ator Dt acting on f , such that ‖Dtf ‖1 Mt2‖f ‖1 for a constant M and for t small enough.
We give an application example of Theorem 1 by computing the short-time asymptotic be-
haviour of the hypoelliptic heat kernel on the Heisenberg group; the domain of validity of the
small-time asymptotic behaviour we obtain coincides with the complement of the cut locus of
the origin. We then apply Theorem 1 to computing the short-time asymptotic behaviour of the
hypoelliptic heat kernel on the step 3 nilpotent Cartan and Engel groups; it is to be noted that for
these groups, no closed-form expression for the hypoelliptic heat kernel is as of yet known. Our
results for these groups are the following:
Theorem 2. The expression in small-time of the hypoelliptic heat kernel pt(x1, x2, x3, x4) on the
Engel group is given by
pt(x1, x2, x3, x4) = 1√
4πt
exp
(
− 1
4t
x21
) ∫
R×R
exp
(
i
(
− μ
2λ
x2 + λx4
))
×
[∫
R
exp
(
i
(
−λx3r + λ2x2r
2
))
e−tP4(r,x1) dr
]
dλdμ+O(t3/2), (2)
where
P4(r, x1) = μ
2
4λ2
− μ
6
(
(r + x1)2 + r2 + (r + x1)r
)
+ λ
2
20
(
(r + x1)4 + r4 + (r + x1)2r2 + (r + x1)3r + (r + x1)r3
)
.
Theorem 3. The expression in small-time of the hypoelliptic heat kernel pt (x1, x2, x3, x4, x5) on
the Cartan group is given by
pt (x1, x2, x3, x4, x5) =
√
λ2 +μ2√
4πt
exp
(
− 1
4t
(λx1 +μx2)2
λ2 +μ2
)
×
∫
R
∫
λ2+μ2 =0
∫
R
exp
(
iA
λ,μ,ν
x (r)
)
exp
(−tP4(r, x1, x2))dr dλdμdν
+O(t3/2), (3)
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P4(r, x1, x2) = ν
2
4(λ2 +μ2) +
ν
6
(
λ2 +μ2)(rˆ2 + r2 + rˆr)
+ (λ
2 +μ2)3
20
(
rˆ4 + r4 + rˆ2r2 + rˆ3r + rˆr3),
with rˆ = r + λx1+μx2
λ2+μ2 .
This paper is organized as follows: in Section 2 we review the classic concepts of sub-
Riemannian geometry and we detail the construction of a natural left-invariant sub-Riemannian
structure on Lie groups. We also recall the main results of [1], and in particular the explicit for-
mula for the computation of the associated hypoelliptic heat kernel. We present our approach
to computing heat kernel short-time asymptotics in Section 3; we first recall a few properties
of semigroups and the Trotter–Kato product formula before proving our main theorem and re-
stricting it to a particular case in Corollary 2. We illustrate the application of these results on the
Heisenberg group in Section 4; this is followed with the computation of the small-time asymp-
totics of the heat kernel for the Cartan and Engel groups in Section 5.
2. Sub-Riemannian structures on Lie groups and non-commutative harmonic analysis
2.1. Sub-Riemannian geometry
We start with a few definitions:
Definition 1. Let M be a smooth manifold of dimension n. A smooth distribution  of constant
rank m n on M is a smooth map that to each point of M associates a subspace q of dimension
m of TqM .
The distribution  is called bracket generating (also called non-holonomic, or verifying Hör-
mander’s condition) if at each point, the vector fields of , together with a finite number of
iterated Lie brackets, span the whole tangent space:
span
{[
X1,
[
X2, . . . [Xk−1,Xk]
]]
(q)
∣∣X ∈}= TqM,
where = {X ∈ Vec(M) | X(q) ∈q, ∀q ∈ M}.
We call  the horizontal distribution, and  the set of horizontal vector fields.
The absolutely continuous curves in M having tangent vector at almost every point in that
distribution, i.e. absolutely continuous curves t 
→ γ (t) such that, for almost all t , γ˙ (t) ∈ γ (t),
are called horizontal curves.
We can now define a sub-Riemannian manifold:
Definition 2. A sub-Riemannian manifold is a triple (M,,g), where M is a smooth manifold,
a smooth bracket-generating distribution, endowed with a positive-definite, non-degenerate met-
ric g. This metric is called the sub-Riemannian metric or also the metric of Carnot–Carathéodory.
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curve γ : [0, T ] → M :
l(γ ) =
T∫
0
√
gγ (t)
(
γ˙ (t), γ˙ (t)
)
dt. (4)
We also recall the definition of a regular sub-Riemannian manifold (M,,g). Let us introduce
the notation:
1 :=, n+1 =n + [n,] ∀n 1,
which means that at every point q ∈ M :
n+1(q) :=n(q)+ [n,](q)
= {X(q)+ [Y,Z](q) ∣∣X(p),Y (p) ∈n(p),Z(p) ∈(p), ∀p ∈ M}.
Definition 3. Let (M,,g) be a sub-Riemannian manifold, and consider the sequence n as
defined above. We say that this sub-Riemannian manifold is regular if for every n  1, the di-
mension of n(q) is the same for every point q ∈ M .
A key result in sub-Riemannian geometry is the following theorem of Chow [22]:
Theorem 4. Any two points in a connected sub-Riemannian manifold (M,,g) can be joined by
a horizontal curve.
Chow’s theorem, together with the sub-Riemannian metric on M , enables us to define a sub-
Riemannian distance on M as follows:
d(x, y) := inf
( T∫
0
√
gγ (t)
(
γ˙ (t), γ˙ (t)
)
dt
)
, ∀x, y ∈ M, (5)
where the infimum is taken over all horizontal curves γ such that γ (0) = x and γ (T ) = y.
We now detail the construction of natural sub-Riemannian structures on Lie groups:
Definition 4. Let G be a Lie group, with Lie algebra L, and let P be a subset of L that verifies
the bracket-generating condition:
LieP := span{p1, [p2, [, . . . , [pn−1,pn]]] ∣∣ pi ∈P}= L.
Endow P with a positive-definite quadratic form 〈·, ·〉. We can therefore define a sub-Riemannian
structure on G in the following way:
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2. We define a quadratic form g on the distribution: gg(v1, v2) := 〈g−1v1, g−1v2〉, for v1, v2 ∈
(g).
With this construction, we will say that (G,,g) is a left-invariant sub-Riemannian manifold.
It is important to notice that left-invariant sub-Riemannian manifolds (G,,g) are always
regular, which is clear from their construction.
Let now (G,,g) be a left-invariant sub-Riemannian manifold, and let (pi)mi=1 be an or-
thonormal frame for the subspace (e) of the tangent space Te(G) to G at the identity e. It
follows from left-invariance of the sub-Riemannian structure that the family (Xi)mi=1 of smooth
left-invariant vector fields on G defined at each g ∈ G by Xi(g) = g · pi (i = 1, . . . ,m) is such
that at each point g ∈ G, the family (Xi(g))mi=1 forms an orthonormal frame for the subspace
(g) of the tangent space Tg(G) to G at g. With the vector fields (Xi)mi=1 thus defined, the
operator sr defined by
sr =
m∑
i=1
L2Xi
is a left invariant second-order differential operator on G. Furthermore, it is not elliptic unless
m = n, but is hypoelliptic as a result of Hörmander’s theorem, since the vector fields (Xi)mi=1
bracket-generate the tangent space to G at each point by assumption on the distribution  and
the fact that the (Xi)mi=1 form a frame for  at each point of G. It is important to note that if
(X′i )
m
i=1 is another family of smooth left-invariant vector fields on G such that at each g ∈ G the
vectors (X′i (g))
m
i=1 form an orthonormal frame for the subspace (g), then
m∑
i=1
L2Xi =
m∑
i=1
L2
X′i
.
This leads naturally to the following definition:
Definition 5. Let (G,,g) be a left-invariant sub-Riemannian manifold of rank m and let
X1,X2, . . . ,Xm be left-invariant C∞ sections of the distribution  such that at each point g ∈ G
the vectors (Xi(g))mi=1 form an orthonormal frame for (g) with respect to the sub-Riemannian
metric at g. The left-invariant second order differential operator sr defined by
sr =
m∑
i=1
L2Xi
is called the hypoelliptic Laplacian (or simply sub-Laplacian) associated to the left-invariant
sub-Riemannian structure (G, , g).
It is worth pointing out that for left-invariant sub-Riemannian structures defined on unimodu-
lar Lie groups, the hypoelliptic Laplacian can be constructed intrinsically, i.e. without resorting
to any vector field (see Sections 2.2 and 2.3 in [1], also [8] and [22]).
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∂
∂t
φ(t, g) = srφ(t, g), t > 0, g ∈ G,
lim
t→0+
φ(t, ·) = δe
(δe denoting the Dirac distribution at the identity element e of G) which we call the hypoellip-
tic heat equation. Note that as the vector fields Xi are left-invariant, and by definition of the
hypoelliptic Laplacian, for each t > 0 there exists a right-convolution kernel pt such that:
etsr φ0(g) = φ0 ∗ pt(g), t > 0,
where φ(0, g) = φ0(g) is the initial condition [27]. This fundamental solution (t, g) 
→ pt(g) is
called the hypoelliptic heat kernel.
2.2. Formula for the hypoelliptic heat kernel
The main idea proposed in [1] for a unified method of computation for the hypoelliptic heat
kernel is the use of Generalized Fourier Analysis, otherwise known as non-commutative har-
monic analysis. This theory has long been used to solve partial differential equations, and is
for example the classic approach for solving the heat equation on Euclidean spaces. The key
idea is that the Generalized Fourier Transform decomposes the right-regular representation, and
that if X is a left-invariant vector field, it is a differential operator associated to a semigroup of
right-translations.
Let G be a unimodular Lie group of type I (see for instance [11] for the definition of type I Lie
groups), and recall that its dual Gˆ is the set of equivalence classes of unitary irreducible represen-
tations of G. We will denote by λ an element of Gˆ and by Xλ a representative of this equivalence
class. Xλ is therefore a homomorphism from G to U(Hλ), the set of unitary operators acting on
the Hilbert space Hλ.
We define the Generalized Fourier Transform (GFT) of a function in the following way:
Definition 6. Let G be a unimodular Lie group of type I, and f ∈ L1(G,C). The Generalized
Fourier Transform of f is the map fˆ (or F(f )) that associates to each element λ of the dual the
linear operator on Hλ:
fˆ (λ) =
∫
G
f (g)Xλ
(
g−1
)
dg. (6)
It can be shown that for all λ ∈ Gˆ, fˆ (λ) is a Hilbert–Schmidt operator on Hλ and in particular
is a bounded operator. We will denote by HSλ the set of Hilbert–Schmidt operators on Hλ.
The following proposition gives us the well known Plancherel formula and the inverse Gen-
eralized Fourier Transform:
Proposition 1. Let G be a unimodular Lie group of type I. Then there exists on Gˆ a positive
measure dP (λ) called the Plancherel measure, such that for every f ∈ L1(G,C) ∩ L2(G,C),
we have:
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∫
G
∣∣f (g)∣∣2 dμ(g) = ∫
Gˆ
Tr
(
fˆ (λ) ◦ fˆ (λ)∗)dP(λ), (7)
f (g) =
∫
Gˆ
Tr
(
fˆ (λ) ◦Xλ(g))dP(λ). (8)
The definition of the generalized Fourier transform of a left-invariant vector field follows in a
natural way from that of a function:
Definition 7. Let G be a unimodular Lie group of type I, and X a left-invariant vector field on
G. The Generalized Fourier Transform of X is defined as:
Xˆ =FLXF−1. (9)
Clearly, Xˆ acts on the Hilbert–Schmidt operators fˆ (λ), for λ ∈ Gˆ. From [1] we have the
following useful proposition.
Proposition 2. Let G be a unimodular Lie group of type I with Lie algebra L, X a left-invariant
vector field on G and Xˆ its Generalized Fourier Transform. Define by dXλ the differential of the
representation Xλ:
dXλ(X) := d
dt
∣∣∣∣
t=0
Xλ
(
etp
)
,
where X = gp (p ∈ L, g ∈ G). We have that Xˆ splits into the Hilbert sum of operators Xˆλ, each
of which acts on HSλ. Moreover:
XˆλΞ = dXλ(X) ◦Ξ, ∀Ξ ∈ HSλ, (10)
which means that Xˆλ acts as a left translation over HSλ.
Let sr be the hypoelliptic Laplacian associated to a left-invariant sub-Riemannian manifold
(G,,g), and ˆsr its Generalized Fourier Transform. Denote by (t, g) 
→ pt(g) the hypoelliptic
heat kernel. The main result of [1] is the following theorem.
Theorem 5. Let G be a unimodular Lie group of type I, and (G,,g) a left-invariant sub-
Riemannian manifold generated by the orthonormal basis {p1, . . . , pm}. Our intrinsic hypoel-
liptic Laplacian is therefore sr = ∑mi=1 L2Xi where Xi = gpi . Let {Xλ}λ∈Gˆ be the set of
non-equivalent irreducible unitary representations of the group G, each acting on the Hilbert
space Hλ, and dP (λ) the Plancherel measure on Gˆ. We have the following:
(i) The Generalized Fourier Transform of sr , ˆsr =FsrF−1, splits into the Hilbert sum of
operators ˆλsr , each one of which leaves Hλ invariant:
ˆsr =
⊕∫
ˆλsr , where ˆλsr =
m∑
i=1
(
Xˆλi
)2
.Gˆ
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group etˆλsr over HSλ, i.e. etˆλsrΞλ0 is the solution for t > 0 to the operator equation
∂tΞ
λ(t) = ˆλsrΞλ(t) in HSλ, with initial condition Ξλ(0) = Ξλ0 .
(iii) The hypoelliptic heat kernel is given by
pt(g) =
∫
Gˆ
Tr
(
etˆ
λ
srXλ(g)
)
dP(λ), t > 0. (11)
In the case where for each t > 0 and each λ ∈ Gˆ, etˆλsr is an integral operator with integral
kernel Qλt (. , .), we have the following corollary:
Corollary 1. Under the hypotheses of Theorem 5, if for all λ ∈ Gˆ we have Hλ = L2(Xλ,dθλ)
for some measure space (Xλ,dθλ), and
[
etˆ
λ
sr f λ
]
(θ) =
∫
Xλ
f λ(θ¯)Qλt (θ, θ¯ )dθ¯
then
pt(g) =
∫
Gˆ
∫
Xλ
Xλ(g)Qλt (θ, θ¯ )|θ=θ¯ dθ¯ dP(λ). (12)
In the next section we will focus on the semigroup etˆsr generated by the Fourier transformed
hypoelliptic Laplacian, and for which, by formula (11), we need an expression in order to com-
pute the heat kernel. In the case where this semigroup is intractable but where ˆsr is the formal
sum of two operators, we suggest an approach to approximate it with a simpler semigroup while
preserving the short-time behaviour.
3. Short-time behaviour of the hypoelliptic heat kernel
3.1. Semigroups of operators
We first recall the definition of a strongly continuous semigroup [14].
Definition 8. Let (T (t))t0 be a family of bounded linear operators on a Banach space X, in-
dexed by t ∈ R+. We will say that (T (t))t0 is a strongly continuous semigroup of operators if
the following conditions are verified:
1. T (t)T (s) = T (t + s), ∀t, s ∈R+,
2. T (0) = Id,
3. The map:
R
+ → X,
t 
→ T (t)x
is continuous ∀x ∈ X.
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Ax := lim
t→0
T (t)x − x
t
,
for all x ∈ X for which this limit exists; the domain of this operator is naturally defined as
D(A) =
{
x ∈ X
∣∣∣ lim
t→0
T (t)x − x
t
exists
}
.
Consistent with the notation adopted for Theorem 5 and Corollary 1, we will denote the semi-
group (T (t))t0 generated by the operator A by etA.
We now recall certain notions of functional analysis that will be used in the next section. Let
A be a linear, non-necessarily bounded operator on a Hilbert space H with inner product (. , .),
and let D(A) be the domain of A, i.e. the subspace of H on which A is defined.
Definition 9. We say that the operator A is positive if:
(Au,u) 0, ∀u ∈ D(A).
(We can also say that −A is dissipative). We say that A is symmetric if:
(Au,v) = (u,Av), ∀u,v ∈ D(A),
which means that D(A) ⊂ D(A∗) and that A and A∗ agree on D(A). When D(A) = D(A∗) (and
therefore A = A∗), we will say that A is self-adjoint.
Finally we say that A is essentially self-adjoint if A is closable and A¯ = A∗, or equivalently
if A has a unique self-adjoint extension.
3.2. Trotter product formula
We now consider the case where an arbitrary operator C can be expressed as the sum of two
operators:
C := A+B.
The following well-known theorem relates the semigroup generated by C to those generated
by A and B (see [14]):
Theorem 6 (Trotter product formula). Let (T (t))t0 and (S(t))t0 be strongly continuous semi-
groups on a Banach space X satisfying the stability condition
∥∥[T (t/n)S(t/n)]n∥∥Mewt , ∀t  0, n ∈N, (13)
and for constants M  1, w ∈R. Consider the sum A+B on D := D(A)∩D(B) of the genera-
tors (A,D(A)) of (T (t))t0 and (B,D(B)) of (S(t))t0, and assume that D and (λ0 −A−B)D
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(U(t))t0 given by the Trotter product formula
U(t)x = lim
n→∞
[
T (t/n)S(t/n)
]n
x, (14)
with uniform convergence for t in compact intervals.
There exists another very useful version of the Trotter product formula, for the case of non-
negative self-adjoint operators. It is often referred to as Kato’s strong Trotter product formula,
and is proved in [20]:
Theorem 7. (See Kato [20].) Let A, B be non-negative self-adjoint operators on a Hilbert
space H . Let D′ = D(A1/2) ∩ D(B1/2), H ′ the closure of D′, and P ′ the orthogonal projec-
tion of H onto H ′. We define the form sum of A, B:
C′ = A+B
as the self-adjoint operator in H ′ associated with the non-negative, closed quadratic form:
u 
→ ∥∥A1/2u∥∥2 + ∥∥B1/2u∥∥2
which is densely defined in H ′. Then:
s- lim
n→∞
[
e−(t/n)Ae−(t/n)B
]n = e−tC′P ′, t > 0, (15)
the convergence being uniform in t ∈ [0, T ] for any t > 0 when applied to u ∈ H ′, and in t ∈
[T0, T ] for any 0 < T0 < T when applied to u ⊥ H ′.
Note that if D(A1/2) ∩ D(B1/2) is dense in H , then H ′ = H and P ′ is the identity operator;
hence, in that particular case, Eq. (15) yields Eq. (14).
3.3. Short-time behaviour of semigroups associated to sums of operators
Although the limit limn→∞[T (t/n)S(t/n)]n appearing in Theorems 6 and 7, that is, the semi-
group generated by C, is often difficult to compute, a principal part for it can nevertheless be
obtained. This is the subject of our proposition.
Proposition 3. Let (S(t))t0 and (T (t))t0 be two strongly continuous contraction semigroups
on a Banach space Lp(Ω) or C0(Ω), for Ω a locally compact space, and 1 p < ∞. Suppose
that these semigroups verify the conditions of Theorem 6, or of Theorem 7 with the additional
assumption that H ′ = H . Denote by (A,D(A)) and (B,D(B)) the respective infinitesimal gen-
erators of our two semigroups, and by C the formal sum of those operators, which we consider
on D = D(A) ∩ D(B). Assume that B , S(t) and T (t) are such that for any compact K ⊂ Ω ,
there exists a constant αK such that for all f ∈ C∞(Ω) with support in K , and every operator EC
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ber of times the operator B appears in E. Then C generates a strongly continuous semigroup
(U(t))t0, which has the following short-time asymptotic:
U(t)f = T (t)f + lim
n→∞
t
n
[
T (t/n)nB + T (t/n)n−1BT (t/n)+ · · · + T (t/n)BT (t/n)n−1]f
+O(t2)f, (16)
where by O(t2)f we mean an operator Dt acting on f , such that ‖Dtf ‖1 Mt2‖f ‖1 for a
constant M and for t small enough.
It will be sufficient to prove Eq. (16) for functions f ∈ C∞c (Ω), since C∞c (Ω) is dense in both
C0(Ω) and Lp(Ω), 1 p < ∞. We will need a version of Taylor’s theorem with remainder for
strongly continuous semigroups of operators (for more details see Sections 11.6–11.8 in [17]).
Theorem 8. Let (T (t))t0 be a strongly continuous semigroup of bounded linear operators on
a Banach space X, with corresponding infinitesimal generator A. Then for all x in D(An), and
for all t > 0,
T (t)x =
m−1∑
k=0
tk
k!A
kx + 1
(m− 1)!
t∫
0
(t − s)m−1T (s)Amx ds, ∀m 1, ∀x ∈ X. (17)
Notice that if (T (t))t0 is a multiplication semigroup on Lp(R), i.e. there is a function p
such that [T (t)f ](s) = etp(s)f (s), with infinitesimal generator A: [Af ](s) = p(s)f (s), then
Theorem 8 is nothing other than the classic Taylor’s theorem for n times differentiable functions,
with remainder in integral form.
We can use the mean value theorem to transform the remainder to a more convenient form.
We have, ∀f ∈ C∞c (Ω), and ∀x ∈ D(An):
1
(m− 1)!
t∫
0
(t − s)m−1 T (s)Amf (x)︸ ︷︷ ︸
g(s,x)
ds = 1
m! t
mg(ξ, x)
= 1
m! t
mT (ξ)Amf (x), for a ξ ∈ [0, t].
Note that ξ is actually a function of x.
For m = 2, we therefore obtain ∀f ∈ C∞c (Ω), and ∀x ∈ D(An):
[
T (t)f
]
x = f (x)+ tAf (x)+ t
2
2
T (ξ)A2f (x), for a ξ ∈ [0, t]. (18)
We are now ready to prove Proposition 3.
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of the theorem. Applying Trotter’s Product formula (Theorem 6), we obtain that the semigroup
(U(t)) generated by the sum of the operators A and B verifies:
U(t)f = lim
n→∞
[
T (t/n)S(t/n)
]n
f, ∀f ∈ C∞C (Ω).
Applying Theorem 8 to our second semigroup S(t), with m = 2, yields:
S(t/n)f = f + t
n
Bf + 1
2
(
t
n
)2
S(ξn)B
2f, for a ξn ∈ [0, t/n].
Therefore, combining our two expressions, we obtain:
U(t)f = lim
n→∞
[
T (t/n)
[
I + (t/n)B + 1
2
(t/n)2S(ξn)B
2
]]n
f.
Denote by K the compact support of a function f ∈ C∞C (Ω). Let us take a closer look at the
composition of operators:(
T (t/n)
[
I + (t/n)B + 1
2
(t/n)2S(ξn)B
2
])n
.
We wish to express the resulting operator in the following form:
D0 + tD1 + t2D2 + · · · + t2nD2n,
where the Di , i ∈ {0, . . . ,2n}, are operators on the space of functions on which our original
semigroups act, where D0 and D1 give the first two terms of Eq. (16) and with the remaining
terms verifying: ∥∥∥ lim
n→∞
[
t2D2 + · · · + t2nD2n
]
f
∥∥∥
1
 t2M‖f ‖1,
for a constant M , with t small enough and f ∈ C∞C (Ω) in our function space. We have in a
straightforward way that D0 and D1 are given by:
D0 = T (t/n)n,
D1 = (1/n)
[
T (t/n)BT (t/n)n−1 + · · · + T (t/n)nB].
Notice that by using the Trotter product formula with S(t) ≡ Id, ∀t  0, we get that:
limn→∞ T (t/n)nf = T (t)f . Taking the limit n → ∞ in the expression therefore gives us the
two first terms of Eq. (16).
For the remaining terms we will only need an upper bound, and we prove in Appendix A that:
‖Dkf ‖1  αkK‖f ‖1, k ∈ {0,1,2, . . . ,2n},
for f ∈ C∞(Ω) with support in a compact set K . Using this we obtain:C
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∥∥∥ lim
n→∞
[
t2D2 + · · · + t2nD2n
]
f
∥∥∥
1
 lim
n→∞
[
t2α2K + · · · + t2nα2nK
]‖f ‖1
= t2
∞∑
k=0
(tαK)
k‖f ‖1
= t2M‖f ‖1
when t is small enough so that tαK  1, and where M is the value of that infinite series. This
concludes the proof of the proposition.
We now wish to bring back these technical results into the context of sub-Riemannian geom-
etry. Consider a left-invariant sub-Riemannian manifold (G,,g), and as usual denote by sr
the associated hypoelliptic Laplacian and by ˆλsr its Generalized Fourier Transform, where λ
indexes the elements of the dual Gˆ. We define a list (L) of assumptions on this left-invariant
sub-Riemannian manifold:
Assumption 1. For each λ, the Transformed hypoelliptic Laplacian decomposes as a sum of two
operators:
ˆλsr = Aλ +Bλ.
Assumption 2. The operators Aλ and Bλ generate strongly semigroups (T λ(t))t0 and
(Sλ(t))t0 that verify the conditions of Proposition 3.
Assumption 3. For each t  0, T λ(t) is an integral operator with kernel kλt (s, r):
[
T λ(t)f
]
(s) =
∫
Ωλ
kλt (s, r)f (r)dr.
Assumption 4. There exists an integrable function Kλt/n(s, r), uniformly bounded in s by an
integrable function Gλt (s, r) for all n 1, such that:
(t/n)
[
T λ(t/n)nBλ + T λ(t/n)n−1BλT λ(t/n)+ · · · + T λ(t/n)BλT λ(t/n)n−1]f (s)
= t
∫
Ωλ
Kλt/n(s, r)f (r)dr.
We are now ready to prove Theorem 1:
Proof. Let G be a unimodular Lie group of type I, and (G,,g) a left-invariant sub-Riemannian
manifold verifying the conditions stated above as well as all the assumptions of (L). From the
Assumptions 1 and 2, we deduce that for every λ ∈ Gˆ, the short-time asymptotic of the semigroup
generated by the operator ˆsr is given by Eq. (16) of Proposition 3. The first term of Eq. (1) is
a direct consequence of Assumption 3, whereas Assumption 4 enables us to use the Dominated
Convergence Theorem in order to obtain the second term. 
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erated by the transformed sub-Laplacian:
[
etˆ
λ
sr f
]
(s) =
∫
Ωλ
[
kλt (s, r)+ t limn→∞K
λ
t/n(s, r)
]
f (r)dr + [O(t2)f ](s). (19)
To compute the corresponding integral kernel, consider a sequence of functions fn with L1 norm
equal to 1, and such that limn→∞ fn = δr where δr denotes the Dirac distribution at the point r .
Letting the operator etˆλsr act on this sequence and letting n go to ∞, we obtain the value of the
integral kernel of this operator at the point r :
Qλt (s, r) = Q˜λt (s, r)+O
(
t2
)
, (20)
where
Q˜λt (s, r) = kλt (s, r)+ t limn→∞K
λ
t/n(s, r). (21)
In Eq. (20), O(t2) denotes a function or distribution such that when integrated against a test
function, it is an operator of order O(t2) as defined in Theorem 1. It follows from Corollary 1
that
pt(g) =
∫
Gˆ
∫
Xλ
Xλ(g)
[
Q˜λt (s, r)+O
(
t2
)]∣∣∣∣
s=r
dr dP(λ). (22)
It would be tempting to separate this integral into two, in order to have an expression of the form:
pt(g) =
∫
Gˆ
∫
Xλ
Xλ(g)Q˜λt (s, r)|s=r dr dP(λ)
︸ ︷︷ ︸
approximate heat kernel
+
∫
Gˆ
∫
Xλ
Xλ(g)O(t2)∣∣
s=r dr dP(λ)
︸ ︷︷ ︸
error term
.
However, the two resulting integrands will in general not be integrable. To work around this
obstacle, it is sufficient to choose a new function (g, r) 
→ Rλt (g, r) that verifies
Rλt (g, r) =Xλ(g)Q˜λt (s, r)|s=r +O
(
t2
)
,
and to choose it in such a way that the function r 
→ Rλt (g, r) be integrable, and that the resulting
approximation of the heat kernel,
p˜t (g) =
∫
Gˆ
∫
Xλ
Rλt (g, r)dr dP(λ),
be a C∞ function on G. Under these conditions, it follows from the hypoellipticity of the sub-
Laplacian that the resulting error term is a well defined function and is C∞, since both pt and p˜t
are.
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Hilbert space L2(R), Aλ is the one-dimensional Laplacian:
[
Aλf
]
(x) = [f ](x) = d
2
dx2
f (x), (23)
and Bλ is the multiplication operator:
[
Bλf
]
(x) = qλ(x)f (x), (24)
where qλ is a negative polynomial depending on the parameter λ, and for which there exists a
polynomial pλ such that we can write:
qλ(x) = −pλ(x)2.
Writing qλ(x) in expanded form yields
qλ(x) = −[aλ2mx2m + aλ2m−1x2m−1 + · · · + aλ2x2 + aλ1x1 + aλ0 ],
where m is the degree of the polynomial pλ(x), and aλ2m and a
λ
0 are positive constants. We have:
Corollary 2. Let (G,,g) be a left-invariant sub-Riemannian manifold, with G a unimodular
Lie group of type I. Denote by sr the associated hypoelliptic Laplacian, and by ˆλsr its Gen-
eralized Fourier Transform, where λ indexes the elements of the dual Gˆ. Assume that for all λ,
ˆλsr = Aλ + Bλ, for operators Aλ and Bλ in the form described above. Then, the conditions of
Theorem 1 are verified, and the semigroup generated by the transformed hypoelliptic Laplacian
has the following expression in small-time:
[
etˆ
λ
sr f
]
(s) =
∫
R
1√
4πt
exp
(
− 1
4t
(s − r)2
)(
1 − aλ0 t − t
2m∑
k=1
aλk
k + 1
k∑
i=0
sirk−i
)
f (r)dr
+ [O(t3/2)f ](s), ∀f ∈ C∞c (R). (25)
Proof. As our proof is independent of the element λ of the dual of G, as well as to simplify the
notation, we will consider λ fixed and we drop the indexing of the operators, functions and con-
stants defined above. We first want to show that the operators −A and −B verify the assumptions
of Theorem 7. To this end, we define the operators A′ := −A = − and B ′ := −B on L2(R).
Notice that the operators A′ and B ′ are non-negative and symmetric. Indeed, for f,g ∈ C∞c (R):
(−f,g) =
∫
R
−f (x)g(x)dx =
∫
R
∇f (x)∇g(x)dx = −
∫
R
f (x)g(x)dx = (f,−g),
(−f,f ) =
∫
−f (x)f (x)dx =
∫ ∣∣∇f (x)∣∣2 dx  0,R R
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both A′ and B ′ have a canonical self-adjoint extension, called the Friedrichs extension (for a
detailed exposition of this notion, see Section II.5 of [27]). We can identify the two operators
with their Friedrichs extension, and henceforth assume that they are self-adjoint. It follows that
the corresponding semigroups verify the conditions of Theorem 7. We now compute the domains
D(A′1/2) and D(B ′1/2). We have that for f ∈ C∞c (R):
(
A′1/2f,A′1/2f
)= (A′f,f )= ∫
R
∣∣∇f (x)∣∣2 dx,
(
B ′1/2f,B ′1/2f
)= (B ′f,f )= ∫
R
p(x)2
∣∣f (x)∣∣2 dx
hence D(A′1/2) = {f ∈ L2(R) | ∇f ∈ L2(R)} = H 1(R) and similarly we find that D(B ′1/2) =
{f ∈ L2(R) | pf ∈ L2(R)}. Hence we have C∞c (R) ⊆ D(A′1/2) ∩ D(B ′1/2), and as C∞c (R)
is dense in L2(R) so is D′ = D(A′1/2) ∩ D(B ′1/2). Therefore the closure H ′ of D′ is equal
to L2(R), and P ′ is just the identity operator. The semigroup associated to the 1-dimensional
Euclidean Laplacian is the convolution semigroup given by
T (t)f (s) = (4πt)−1/2
∞∫
−∞
e−
(s−r)2
4t f (r)dr (26)
and the semigroup associated with the multiplication operator B is given by
S(t)f (s) = e−tp(s)2f (s). (27)
We therefore have that S(t) and T (t) are contraction semigroups, and as B is a multiplication
operator, then considering any function f ∈ C∞C (R) with support in a compact K , there exists
a constant αK such that any operator E which is a composition of operators S(t), T (t) and B
verifies ‖Ef ‖1  αkK‖f ‖1, where k is the number of times the operator B appears in E (in this
case αK will in fact be the maximum of the function q on the compact set K). All the hypotheses
of Proposition 3 are verified, and we only have to verify the additional conditions of Theorem 1.
We need to compute the sum:
St/n(s0) := t
n
[
T (t/n)nB + T (t/n)n−1BT (t/n)+ · · · + T (t/n)BT (t/n)n−1]f (s0)
which is in our case:
St/n(s0) = t
n
(
4πt
n
)−n/2 ∫
· · ·
∫
Rn
exp
[
− n
4t
(
(s0 − s1)2 + (s1 − s2)2 + · · · + (sn−1 − sn)2
)]
× [−p(s1)2 − p(s2)2 − · · · − p(sn)2]f (sn)dsn dsn−1 . . .ds1
= −
∞∫
Kn,t/n(s0, sn)f (sn)dsn−∞
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Kn,t/n(s0, sn)
= t
n
(
4πt
n
)−n/2 ∫
· · ·
∫
Rn−1
exp
[
− n
4t
[
(s0 − s1)2 + (s1 − s2)2 + · · · + (sn−1 − sn)2
]]
× [p(s1)2 + p(s2)2 + · · · + p(sn)2]dsn−1 . . .ds1.
In this last expression of the function St/n, Fubini’s theorem can be used to exchange the order
of integration, which is justified as the integrand is the pointwise multiplication of a Schwartz
function and a function in L2. By the Cauchy–Schwarz inequality, the resulting function is in L1.
The following lemma on the computation of n-dimensional Gaussian integral with linear term
will be our main tool for most of the calculations of this paper:
Lemma 1. If A is a symmetric positive-definite n×n matrix, and b an n×1 vector, the following
equality is true:
∫
· · ·
∫
Rn
exp
(
−1
2
xT Ax + bT x
)
dx =
√
(2π)n
detA
exp
(bT A−1b ).
Using the previous lemma, we can find a bound on our integral kernel; more precisely, ∀n ∈N:
0Kn,t/n(s0, sn)

(
4πt
n
)−n/2 ∫
· · ·
∫
Rn−1
exp
[
− n
4t
[
(s0 − s1)2 + (s1 − s2)2 + · · · + (sn−1 − sn)2
]]
dsn−1 . . . ds1
= 1
4πt
exp
[
1
4t
(s0 − sn)2
]
(see Appendix B.1 for the explicit calculations). Therefore, we can use the Dominated Conver-
gence Theorem and exchange the limit and the integral, to finally get:
lim
n→∞St/n(s0) =
∞∫
−∞
[
lim
n→∞Kn,t/n(s0, sn)
]
f (sn)dsn (28)
We also have verified all the conditions of Theorem 1, and all that remains is the computation of
the limit of the integral kernel Kn,t/n(s0, sn) as n → ∞,
Kn,t/n(s0, sn) = t
(
4πt
)−n/2
exp
[
− n (s20 + s2n)
]
n n 4t
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∫
· · ·
∫
Rn−1
exp
[
− n
2t
(
s21 + s22 + · · · + s2n−1 − s0s1 − s1s2 − · · · − sn−1sn
)]
×
[ 2m∑
k=0
ak
n−1∑
i=1
ski + p(sn)2
]
dsn−1 . . . ds1.
Since the terms in sn or in a0 can be taken out of the integral, we compute the following integrals:
I0(s0, sn) =
∫
· · ·
∫
Rn−1
exp
[
− n
2t
(
n−1∑
j=1
s2j − s0s1 − · · · − sn−1sn
)]
dsn−1 . . . ds1,
Ii,k(s0, sn) =
∫
· · ·
∫
Rn−1
exp
[
− n
2t
(
n−1∑
j=1
s2j − s0s1 − · · · − sn−1sn
)]
ski dsn−1 . . . ds1,
where i ∈ {1, . . . , n− 1}, k ∈ {1, . . . ,2m}.
Proposition 4. For i ∈ {1,2, . . . , n− 1}, the previous integrals are equal to:
I0(s0, sn) =
(
t
n
)(n−1)/2 2n−1π(n−1)/2√
n
exp
(
1
4t
[
(n− 1)s20 + (n− 1)s2n + 2s0sn
])
, (29)
Ii,k(s0, sn) = I0(s0, sn) ·
k∑
j=0
j even
k!
(k − j)!
1
(j/2)!
(
i(n− i)
n
)j/2(
t
n
)j/2(
(n− i)s0 + isn
n
)k−j
.
(30)
Proof. See Appendix B. 
All that is left to obtain Eq. (25) is to compute the sums over i of the integrals Ii,k(s0, sn); for
these calculations, see Appendix C.
This completes the proof of the corollary.
4. Example of the Heisenberg group
In this section, we illustrate the main steps of the analysis developed in Section 3 on the canon-
ical example of the Heisenberg group. The Heisenberg group has been studied extensively [22]
and is the simplest non-trivial example of a left-invariant sub-Riemannian manifold. Further-
more, it is a step 2, 3-dimensional nilpotent Lie group, and its dual is well-known [11]. Its heat
kernel has also been computed explicitly multiple times [16,19]. These properties will lead to
simple calculations, as well as to a final approximation which can be compared to the exact
formula.
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The Heisenberg group is a unimodular Lie group and consists of the 3 × 3 upper-triangular
matrices of the form
H1 =
{(1 x z+ 12xy
0 1 y
0 0 1
) ∣∣∣ x, y, z ∈R
}
, (31)
with the usual matrix multiplication. We can identify the Heisenberg group with R3 in the fol-
lowing way:
(x, y, z) ∼
(1 x z + 12xy
0 1 y
0 0 1
)
, (32)
with the resulting multiplication law:
(a, b, c) · (x, y, z) =
(
a + x, b + y, c + z+ 1
2
(ay − bx)
)
. (33)
We denote the identity element (0,0,0) of H1 by 0. We consider the rank 2 left-invariant sub-
Riemannian structure on H1 defined by the left-invariant vector fields
X1 = ∂/∂x − y2 ∂/∂z,
X2 = ∂/∂y + x2 ∂/∂z.
The hypoelliptic Laplacian is then given by:
sr = X21 +X22, (34)
with the vector fields Xi identified with their Lie derivatives LXi .
4.2. Dual of H1
The dual Hˆ1 of H1 is given by [11]:
Hˆ1 =R2 ∪ {πλ: λ = 0}, (35)
with the one-dimensional representations χa,b(x, y, z) = ei(ax+by) indexed by R2, and the repre-
sentations πλ, λ = 0, acting on the Hilbert space L2(R) in the following way:
[
πλ(x, y, z)φ
]
(θ) = e2πiλ(z+xy/2−yθ)φ(θ − x).
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Moreover, for every λ ∈R∗ and f ∈ S(H1), we have that πλ(f ) is a Hilbert–Schmidt operator:
∫
R∗
∥∥πλ(f )∥∥2HS |λ|dλ =
∫
H1
∣∣f (h)∣∣2 dh. (36)
4.3. The Generalized Fourier Transform of the hypoelliptic Laplacian on H1
To compute the Generalized Fourier Transform of the hypoelliptic Laplacian on H1, we need
only compute the operators Xˆi
λ
, where λ ∈R∗ indexes the representations πλ.
Note that from Proposition 2, we can identity Xˆi
λ
with the operator dπλ(Xi) on the repre-
sentation space L2(R) of πλ, for i = 1,2. Letting p1 = X1(0) and p2 = X2(0), we compute, for
ψ ∈ L2(R),
[
Xˆλ1ψ
]
(θ) = d
dt
∣∣∣∣
t=0
[
πλ
(
etp1
)
ψ
]
(θ) = d
dθ
ψ(θ),
and
[
Xˆλ2ψ
]
(θ) = d
dt
∣∣∣∣
t=0
[
πλ
(
etp2
)
ψ
]
(θ) = −iλθψ(θ).
The Generalized Fourier Transform of the hypoelliptic Laplacian on H1 is then:
[
ˆλsrψ
]
(θ) =
[
d2
dθ2
− λ2θ2
]
ψ(θ). (37)
4.4. Approximation of the semigroups etˆλsr
We now follow the approach developed in Section 3 to find an approximation in small-time
of the semigroups etˆλsr . We begin by separating the operator ˆλsr in the most natural way:
ˆλsr = Aλ +Bλ,
where Aλψ(θ) = d2
dθ2
ψ(θ) and Bλψ(θ) = −λ2θ2ψ(θ). Applying Corollary 2 with aλ0 = aλ1 = 0,
and aλ2 = λ2 yields the following expression for the operator etˆ
λ
sr :
[
etˆ
λ
sr f
]
(s) =
∫
R
1√
4πt
exp
(
− 1
4t
(s − r)2
)(
1 − t λ
2
3
(
s2 + sr + r2))f (r)dr
+ [O(t3/2)f ](s).
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Qλt (s, r) =
1√
4πt
exp
(
− 1
4t
(s − r)2
)(
1 − t λ
2
3
(
s2 + sr + r2))+O(t3/2), (38)
which, since 1√
4πt
exp(− 14t (s − r)2) =O(t−1/2) and O(t−1/2)O(t2) =O(t3/2) we can equiva-
lently write as
Qλt (s, r) =
1√
4πt
exp
(
− 1
4t
(s − r)2
)(
1 − t λ
2
3
(
s2 + sr + r2)+O(t2)). (39)
4.5. Small-time behaviour of the hypoelliptic heat kernel on H1
Combining now this expression with Corollary 1, we can formally compute for an element
g = (x, y, z) ∈ H1:
pt (g) =
∫
Gˆ
∫
R
πλ(g)Q
λ
t (s, r)|s=r dr dP(λ)
= 1√
4πt
exp
(
−x
2
4t
)∫
R∗
eiλ(z+
xy
2 )
∫
R
e−iλyr
(
1 − t λ
2
3
(
3r2 − 3xr + x2)+O(t2))|λ|dr dλ.
The change of variables (r − 12x) 
→ r , gives the simpler expression
pt (g) = 1√
4πt
exp
(
−x
2
4t
)∫
R∗
eiλz
∫
R
e−iλyr
(
1 − t λ
2
12
x2 − tλ2r2 +O(t2))|λ|dr dλ.
Note now that the equality:
1 − t λ
2
12
x2 − tλ2r2 = exp
(
−tλ2
(
x2
12
+ r2
))
+O(t2) (40)
would suggest the choice of
Rλt (g, r) = exp
(
−tλ2
(
x2
12
+ r2
))
in order to obtain a small-time approximation to pt (see discussion following the proof of Theo-
rem 1). This yields
pt(g) = 1√
4πt
exp
(
−x
2
4t
)∫
∗
eiλz
∫
e−iλyr
[
exp
(
−tλ2
(
x2
12
+ r2
))
+O(t2)]|λ|dr dλ.R R
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g = (x, y, z) 
→ p˜t (g)
= 1√
4πt
exp
(
−x
2
4t
)∫
R∗
eiλz
∫
R
e−iλyr
[
exp
(
−tλ2
(
x2
12
+ r2
))]
|λ|dr dλ
is defined and C∞ only on H1 \ {x = 0} (due to the integrand being rapidly decreasing in that
region). Since, by hypoellipticity of sr , pt is C∞ on H1, it follows that we can write pt as the
sum
pt = p˜t + rt ,
where rt = pt − p˜t is necessarily also C∞ on H1 \ {x = 0}. A computation yields:
p˜t (g) =
√
3π
t3/2|x| exp
(
− (x
2 + y2)
4t
)
exp
(
−3z
2
tx2
)
, (41)
whereas the remainder term can be simplified, using the equalities t2O(1) = O(t2) and
O(t−1/2)O(t2) =O(t3/2) to yield:
rt (g) = 1√
4πt
exp
(
−x
2
4t
)∫
R∗
eiλ(z+
xy
2 )
∫
R
e−iλyrO(t2)|λ|dr dλ
=O(t3/2).
It is important to note that the short-time estimate p˜t of the hypoelliptic heat kernel pt ob-
tained on H1 \{x = 0} is not symmetric in x and y and hence does not reflect the SO(2) symmetry
of sr . To remedy this, we could start instead from the equality
1 − t λ
2
12
x2 − tλ2r2 = exp
(
−tλ2 x
2
12
− 3tλ
2
t2λ2 + 3 r
2
)
+O(t2);
we obtain pt = p˜t + rt , with
p˜t (g) = 12t exp
(
−x
2 + y2
4t
)∫
R∗
eiλz
√
1 + t
2λ2
3
exp
(
−tλ2 x
2 + y2
12
)
dλ
= 1
t2
exp
(
− (x
2 + y2)
4t
)∫
R∗
exp
(
− (x
2 + y2)τ 2
3t
)√
1 + 4τ
2
3
cos
(
2τz
t
)
dτ.
This last expression has the SO(2) symmetry of the hypoelliptic Laplacian and is defined and C∞
on H1 \ {x2 + y2 = 0}. This estimate is therefore valid on a larger domain than the previous one.
It is interesting to note that this domain is in fact the complement of the cut locus of the origin
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heat kernel on H1 is given by [1]:
pt (g) = 1
(2πt)2
∫
R
2τ
sinh(2τ)
exp
(−τ(x2 + y2)
2t tanh(2τ)
)
cos
(
2τz
t
)
dτ. (42)
5. Application to the Engel and Cartan groups: the quartic oscillator
We now apply Theorem 1 to the study of the hypoelliptic heat kernel on the Engel and the
Cartan groups, thereby continuing the work in [6]. We first recall the structure of those groups:
5.1. Structure of the Lie groups
Denote the Engel group by G4. Its Lie algebra L4 = span{l1, l2, l3, l4} has generators verifying
the following bracket relations:
[l1, l2] = l3, [l1, l3] = l4, [l2, l3] = [l3, l4] = [l1, l4] = [l2, l4] = 0.
This Lie algebra is therefore nilpotent of step 3, and through the exponential map we obtain a step
3 nilpotent Lie group. We endow G4 with a left-invariant sub-Riemannian structure generated by
the subset p= span{l1, l2}, which is clearly bracket-generating. It is easily seen that the resulting
distribution is regular and has growth vector (2,3,4). G4 can be represented in matrix notation,
and can be identified with R4, but we will not detail this in the present paper (see for example
[6]). Since it is nilpotent it is unimodular, and we can therefore use Theorem 5. We will recall
the necessary steps leading to the computation of short-time behaviour of the heat kernel.
Similarly, denote by G5 the Cartan group, which is defined to be the free nilpotent group with
Lie algebra L5 = span{l1, l2, l3, l4, l5}, with generators verifying the following bracket relations:
[l1, l2] = l3, [l1, l3] = l4, [l2, l3] = l5,
all the other brackets being equal to 0. It is easy to see that G5 is step 3 nilpotent. In a similar
fashion as for G4, we know that the distribution generated by p= span{l1, l2} is regular, and has
growth vector (2,3,5). Also, G5 is isomorphic to R5 on which we define a new operation, but
we will not make this isomorphism explicit here (see [6]).
The following proposition describes the dual of both the Engel and the Cartan groups, and is
due to Dixmier [12].
Proposition 5. (See Dixmier [12].)
1. The dual space of the group G4 is Gˆ4 = {Xλ,μ | λ = 0, μ ∈ R} where each representa-
tion Xλ,μ acts on the Hilbert space H = L2(R) endowed with the standard inner product
〈f1f2〉 :=
∫
f1(θ)f2(θ)dθ and acts in the following way:R
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Xλ,μ(x1, x2, x3, x4) : φ(θ) 
→ exp
(
i
(
− μ
2λ
x2 + λx4 − λx3θ + λ2x2θ
2
))
φ(θ + x1).
The Plancherel measure on G4 is the Lebesgue measure on R2: dP(λ,μ) = dλdμ.
2. The dual space of the group G5 is Gˆ5 = {Xλ,μ,ν | λ2 +μ2 = 0, ν ∈R}, where the represen-
tations Xλ,μ,ν all have representation space H= L2(R), and act in the following way:
H→H,
Xλ,μ,ν(x1, x2, x3, x4, x5) : φ(θ) 
→ exp
(
iAλ,μ,νx1,x2,x3,x4,x5(θ)
)
φ
(
θ + λx1 +μx2
λ2 +μ2
)
,
with
Aλ,μ,νx1,x2,x3,x4,x5(θ) = −
1
2
ν
λ2 +μ2 (μx1 − λx2)+ λx4 +μx5
− 1
6
μ
λ2 +μ2
(
λ2x31 + 3λμx21x2 + 3μ2x1x22 − λμx32
)
+ (λ2 +μ2)x3θ +μ2x1x2θ + λμ(x21 − x22)θ
+ 1
2
(
λ2 +μ2)(μx1 − λx2)θ2.
The Plancherel measure on G5 is the Lebesgue measure on R3: dP(λ,μ, ν) = dλdμdν.
5.2. Principal part for the hypoelliptic heat kernel
For both groups, we consider the sub-Laplacian sr = X21 + X22. In the case of the Engel
group, we have:
X1(x) = ∂
∂x1
⇒ [dXλ,μ1 φ](θ) = ddθ φ(θ),
X2(x) = ∂
∂x2
− x1 ∂
∂x3
+ x
2
1
2
∂
∂x3
⇒ [dXλ,μ2 φ](θ) =
(
− i
2
μ
λ
+ i
2
λθ2
)
φ(θ),
where x = (x1, x2, x3, x4). We therefore obtain the General Fourier transform of our sub-
Laplacian:
ˆλ,μsr f (θ) =
(
d2
dθ2
− 1
4
(
λθ2 − μ
λ
)2)
f (θ). (43)
This operator is the Laplacian with quartic potential (also called the quartic oscillor), and its
associated evolution equation is, to our knowledge, not solvable. We will now give a proof of
Theorem 2, which consists in an expression in small-time of the fundamental solution of the heat
equation associated to sr .
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invariant sub-Riemannian manifold verifying the conditions of Corollary 2, with (λ,μ) indexing
the elements of the dual and:
m = 2, aλ,μ0 =
(
μ
2λ
)2
, a
λ,μ
2 = −
μ
2
, a
λ,μ
4 =
λ2
4
, a
λ,μ
1 = aλ,μ3 = 0.
Let us denote by Qλ,μt (s, r) the integral kernel of the operator etˆ
λ,μ
sr , for which as we said no
expression is known, but of which Corollary 2 gives us the behaviour in short-time:
[
etˆ
λ,μ
sr f
]
(s)
=
∫
R
1√
4πt
exp
(
− 1
4t
(s − r)2
)(
1 − aλ,μ0 t − t
2m∑
k=1
a
λ,μ
k
k + 1
k∑
i=0
sirk−i
)
f (r)dr + [O(t2)f ](s)
=
∫
R
1√
4πt
exp
(
− 1
4t
(s − r)2
)
×
(
1 − t
(
μ
2λ
)2
+ t
3
μ
2
(
s2 + sr + r2)− t
5
λ2
4
(
s4 + s3r + s2r2 + sr3 + r4))f (r)dr
+ [O(t2)f ](s).
Let us now consider a sequence of functions fn with L1 norm constant and equal to 1, and such
that limn→∞ fn = δr where δr denotes the Dirac distribution at the point r . Letting the operator
etˆ
λ,μ
sr act on this sequence and letting n go to ∞, we find the value of the integral kernel at the
point r :
Q
λ,μ
t (s, r) =
1√
4πt
exp
(
− 1
4t
(s − r)2
)
×
(
1 − t
(
μ
2λ
)2
+ t μ
6
(
s2 + sr + r2)− t λ2
20
(
s4 + s3r + s2r2 + sr3 + r4))
+O(t2).
We can now combine this expression with Corollary 1 to obtain:
pt(x1, x2, x3, x4)
=
∫
R×R×R
Xλ,μ(x1, x2, x3, x4)Q
λ,μ
t (s, r)|s=r dr dλdμ
=
∫

exp
(
i
(
− μ
2λ
x2 + λx4 − λx3s + λ2x2s
2
))
Q
λ,μ
t (s + x1, r)|s=r dr dλdμR ×R×R
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∫
R×R×R
exp
(
i
(
− μ
2λ
x2 + λx4 − λx3r + λ2x2r
2
))
×
[
1√
4πt
exp
(
− 1
4t
x21
)(
1 − t μ
2
4λ2
+ μ
6
t
(
(r + x1)2 + r2 + (r + x1)r
)
− λ
2
20
t
(
(r + x1)4 + r4 + (r + x1)2r2 + (r + x1)3r + (r + x1)r3
))+O(t2)]dr dλdμ
= 1√
4πt
exp
(
− 1
4t
x21
) ∫
R×R×R
exp
(
i
(
− μ
2λ
x2 + λx4 − λx3r + λ2x2r
2
))
× (1 − tP4(r, x1)+O(t2))dr dλdμ,
where P4(r, x1) denotes the degree 4 polynomial
μ2
4λ2
− μ
6
(
(r + x1)2 + r2 + (r + x1)r
)
+ λ
2
20
(
(r + x1)4 + r4 + (r + x1)2r2 + (r + x1)3r + (r + x1)r3
)
.
It is important to notice that the coefficient of r4 in the expansion of P4(r, x1) is always positive.
Using the equality
1 − tP4(r, x1) = e−tP4(r,x1) +O
(
t2
) (44)
(see again the discussion following the proof of Theorem 1), we can separate the heat kernel in
the following way:
pt(x1, x2, x3, x4) = 1√
4πt
exp
(
− 1
4t
x21
) ∫
R×R
exp
(
i
(
− μ
2λ
x2 + λx4
))
×
[∫
R
exp
(
i
(
−λx3r + λ2x2r
2
))
e−tP4(r,x1) dr
]
dλdμ
+ 1√
4πt
exp
(
− 1
4t
x21
) ∫
R×R
exp
(
i
(
− μ
2λ
x2 + λx4
))
×
[∫
R
exp
(
i
(
−λx3r + λ2x2r
2
))
O(t2)dr]dλdμ.
By construction the first term is a well-defined C∞ function on the subset of G4 on which the
integrals converge, but as its computation necessitates the use of special functions, we will leave
it in this form. Moreover, the second term is by default a well-defined C∞ function on the same
domain, and using the same tools as in the case of the Heisenberg group we can show that it is in
fact a function of order O(t3/2).
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p˜t (x1, x2, x3, x4) = 1√
4πt
exp
(
− 1
4t
x21
) ∫
R×R
exp
(
i
(
− μ
2λ
x2 + λx4
))
×
[∫
R
exp
(
i
(
−λx3r + λ2x2r
2
))
e−tP4(r,x1) dr
]
dλdμ. 
In the case of the Cartan group, we can show (see [6]) that the Generalized Fourier Transform
of the hypoelliptic Laplacian is:
[
ˆλ,μ,νsr ψ
]
(s) = 1
λ2 +μ2
d2ψ(θ)
dθ2
− (ν + (λ
2 +μ2)2θ)2
4(λ2 +μ2) ψ(θ),
which yields the transformed heat equation:
∂
∂t
ψ(θ) = 1
λ2 +μ2
d2ψ(θ)
dθ2
− (ν + (λ
2 +μ2)2θ)2
4(λ2 +μ2) ψ(θ).
Using the change of variables τ = t
λ2+μ2 , we again obtain a heat equation with quartic oscillator:
∂
∂τ
ψ(θ) = d
2ψ(θ)
dθ2
−
(
λ2 +μ2
2
θ2 + ν
2
)2
.
We now give a proof of Theorem 3, which is very similar to the one of Theorem 2:
Proof. Using Corollary 2, this time with:
m = 2, aλ,μ,ν0 =
ν2
4
, a
λ,μ,ν
2 =
ν(λ2 +μ2)
2
,
a
λ,μ,ν
4 =
(λ2 +μ2)2
4
, a
λ,μ,ν
1 = aλ,μ,ν3 = 0,
and using the same sequence fn that goes to the Dirac distribution with constant L1 norm equal
to 1 as n goes to ∞, we compute the small-time behaviour of the integral kernel Qλ,μ,ντ (θ, r) of
the operator eτˆ
λ,μ,ν
sr :
Qλ,μ,ντ (s, r) =
1√
4πτ
exp
(
− 1
4τ
(s − r)2
)(
1 − τ ν
2
4
− τ
3
ν(λ2 +μ2)2
2
(
s2 + r2 + sr)
− τ
5
(λ2 +μ2)4
4
(
s4 + r4 + s2r2 + s3r + sr3))+O(τ 3/2)
= 1√
4πτ
exp
(
− 1
4τ
(s − r)2
)(
1 − τ ν
2
4
− τ
3
ν(λ2 +μ2)2
2
(
s2 + r2 + sr)
− τ (λ
2 +μ2)4 (
s4 + r4 + s2r2 + s3r + sr3)+O(τ 2)).
5 4
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pt (x) =
∫
R
∫
λ2+μ2 =0
∫
R
exp
(
iA
λ,μ,ν
x (s)
)
Q
λ,μ,ν
t
λ2+μ2
(
s + λx1 +μx2
λ2 +μ2 , r
)∣∣∣∣
s=r
dr dλdμdν
=
√
λ2 +μ2√
4πt
exp
(
− 1
4t
(λx1 +μx2)2
λ2 +μ2
)
×
∫
R
∫
λ2+μ2 =0
∫
R
exp
(
iA
λ,μ,ν
x (r)
)(
1 − tP4(r, x1, x2)+O
(
t2
))
dr dλdμdν,
where we define
P4(r, x1, x2) = ν
2
4(λ2 +μ2) +
ν
6
(
λ2 +μ2)(rˆ2 + r2 + rˆr)
+ (λ
2 +μ2)3
20
(
rˆ4 + r4 + rˆ2r2 + rˆ3r + rˆr3),
with rˆ = r + λx1+μx2
λ2+μ2 . Finally, we use the equality
1 − tP4(r, x1, x2) = exp
(−tP4(r, x1, x2))+O(t2).
Using the fact that the coefficient of r4 in P4(r, x1, x2) is always positive, we obtain a separable
expression for pt(x), where the estimate is the one given in Eq. (3), and the error term is of order
O(t3/2). This concludes the proof of the theorem. 
6. Conclusion
We have presented an approach to computing short-time asymptotics of heat kernels of
hypoelliptic Laplacians on unimodular Lie groups of type I. This approach uses the non-
commutative Fourier transform on the Lie group in order to transform the hypoelliptic heat
equation on the Lie group into a family of operator equations indexed by the unitary irreducible
representations of the Lie group. These operator equations are then perturbed in order to obtain
computable small-time approximations of the heat kernel. We have detailed this approach for the
case of the Heisenberg group, and we have applied it as well to computing small-time asymptotic
approximations of the hypoelliptic heat kernel on the Cartan and Engel groups. The small-time
approximation we have obtained in the Heisenberg case suggests a strong relation between the
small-time behaviour and the cut locus of the origin. This would suggest that the small-time
behaviour could be used in order to extract information about the cut locus.
Acknowledgments
The authors wish to thank Professors Roger Brockett and Richard Montgomery for valu-
able comments, as well as the anonymous referee whose detailed comments and suggestions
have greatly improved the presentation of this manuscript. The authors also wish to gratefully
acknowledge Collège Stanislas of Montreal, Quebec. This research was partially supported by
NSERC and FQRNT.
3920 C. Séguin, A. Mansouri / Journal of Functional Analysis 262 (2012) 3891–3928Appendix A. Upper bounds on the operators Dk
We will want to study the operators Dk , k  2, in a combinatorial way, and for this purpose
let us go back to the composition of operators:
T (t/n) ·
[
I + (t/n)B + 1
2
(t/n)2S(ξn)B
2
]
· . . . · T (t/n) ·
[
I + (t/n)B + 1
2
(t/n)2S(ξn)B
2
]
︸ ︷︷ ︸
n times
,
and recall that we defined the operator Dk as the factor in tk obtained when expanding this
expression. Let us start by noticing that the term D2 is obtained by summing the operators that
result either from choosing the term in t2 in one of the n factors and the identity operator in
the remaining ones, or by choosing the term in t in two factors and the identity operator for the
remaining ones. The result is the operator:
D2 = 12n2
[
T (t/n)S(ξn)B
2T (t/n)n−1 + T (t/n)2S(ξn)B2T (t/n)n−2 + · · · + T (t/n)nS(ξn)B2
]
+ 1
n2
[
T (t/n)BT (t/n)BT (t/n)n−2 + · · · + T (t/n)n−1BT (t/n)B].
We can see that there are n operators of the first kind, corresponding to the n choices of the factor
in which we pick the term of degree 2, and
(
n
2
)
of the second kind. Moreover, notice that each
one of these operators is a composition of the operators S(t), T (t) and B , where the operator B
appears twice. Using the hypothesis of Proposition 3, we obtain:
‖D2f ‖1  1
n2
N(2)α2K‖f ‖1,
where N(2) = n + (n2). N(k) can in fact be viewed as the number of ways to obtain a final sum
of k when picking a number in n different jars, each containing the numbers 0, 1 and 2. It is
important to note that N(2) n2. Continuing in the same fashion, we find that:
‖Dkf ‖1  1
nk
N(k)αkK‖f ‖1, k ∈ {0,1,2, . . . ,2n}.
The general expression for N(k) varies for k even or odd. For k = 2s, and supposing first that
k  n, we have:
N(k) =
(
n
s
)
+
(
n
s − 1
)(
n− 1
2
)
+ · · · +
(
n
1
)(
n− 1
2s − 2
)
+
(
n
2s
)
.
Similarly, for k = 2s + 1 and also supposing that k  n, we have the expression:
N(k) =
(
n
s
)(
n− 1
1
)
+
(
n
s − 1
)(
n− 1
3
)
+ · · · +
(
n
1
)(
n− 1
2s − 1
)
+
(
n
2s + 1
)
.
In both cases, if k > n, N(k) will consist only of some of the first terms of the expression.
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let us now assume that it is true for k = 2s. If k + 1  n, using the identity: (n
k
) = n
k
(
n−1
k−1
)
, we
have:
N(k + 1) =
(
n
s
)(
n− 1
1
)
+
(
n
s − 1
)(
n− 1
3
)
+ · · · +
(
n
1
)(
n− 1
2s − 1
)
+
(
n
2s + 1
)
=
(
n
s
)
(n− 1)+
(
n
s − 1
)(
n− 2
2
)
n− 1
3
+ · · · +
(
n− 1
2s
)
n
2s + 1
 n
[(
n
s
)
+
(
n
s − 1
)(
n− 2
2
)
+ · · · +
(
n
1
)(
n− 2
2s − 2
)
+
(
n− 1
2s
)]
 nN(k) nk+1.
If we now assume that it is true for k = 2s + 1 and that k + 1 n, we obtain that:
N(k + 1) =
(
n
s + 1
)
+
(
n
s
)(
n− 1
2
)
+ · · · +
(
n
1
)(
n− 1
2s
)
+
(
n
2s + 2
)
=
(
n
s + 1
)
+
(
n
s
)(
n− 2
1
)
n− 1
2
+ · · · +
(
n− 1
2s + 1
)
n
2s + 2

(
n
(k + 1)/2
)
+ n
2
N(k) n
(k+1)/2
2
+ n
k+1
2
 nk+1,
for k  3. In the case where k + 1 > n, then N(k + 1) will have either the same number of terms
as N(k), or will have one less term. In both scenarios, using the same identity as above together
with the assumption that N(k) nk will lead to N(k + 1) nk+1.
This finishes to prove that for all k ∈ {0,1, . . . ,2n}, N(k) nk , and hence that ‖D(k)f ‖1 
αkK‖f ‖1.
Appendix B. Proof of Proposition 4
B.1. Calculation of I0
Recall that we defined:
I0(s0, sn) =
∫
· · ·
∫
Rn−1
exp
[
− n
2t
(
n−1∑
i=1
s2i − s0s1 − s1s2 − · · · − sn−1sn
)]
dsn−1 . . . ds1.
Using a change of variables
√
n
t
si =: ui , i = 0, . . . , n, we obtain an integral independent of tn :
I0(u0, un)
=
(
t
n
)(n−1)/2 ∫
· · ·
∫
n−1
exp
[
−1
2
(
n−1∑
i=1
u2i − u0u1 − u1u2 − · · · − un−1un
)]
dun−1 . . . du1.
R
3922 C. Séguin, A. Mansouri / Journal of Functional Analysis 262 (2012) 3891–3928This (n− 1)-dimensional integral is of the form∫
· · ·
∫
Rk
exp
(
−1
2
xT Ax + bT x
)
dx,
with k = n− 1, x = u, A the following clearly positive-definite (n− 1)× (n− 1) matrix:
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 − 12 0 · · · 0− 12 1 − 12 · · · 0
0 − 12 1 · · · 0
...
. . .
...
0 · · · − 12
0 · · · 0 − 12 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
and b the following vector of length (n− 1):
bT = 1
2
[u0,0, . . . ,0, un].
We can therefore use Lemma 1, for which we first need to compute the determinant of A and its
inverse. Denote by Ak the k × k matrices in the same form as A, by Dk its determinant and by
A−1k its inverse. Using induction we find that Dk = (k + 1)/2k , and that:
A−1k =
2
k + 1
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
k k − 1 k − 2 k − 3 · · · 2 1
k − 1 2(k − 1) 2(k − 2) 2(k − 3) · · · 4 2
k − 2 2(k − 2) 3(k − 2) 3(k − 3) · · · 6 3
...
...
. . .
...
...
2 4 6 8 · · · (k − 1)2 k − 1
1 2 3 4 · · · k − 1 k
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
We therefore have all we need to use Lemma 1. We obtain:
I0(u0, un) =
(
t
n
)(n−1)/2√
(2π)n−1
det(A)
exp
(
1
2
bT A−1b
)
=
(
t
n
)(n−1)/2√
(2π)n−1
det(An−1)
exp
(
1
2
bT A−1n−1b
)
=
(
t
n
)(n−1)/2 2n−1π(n−1)/2√
n
exp
(
1
4n
[
(n− 1)u20 + (n− 1)u2n + 2u0un
])
and hence by substituting in our original variables we obtain the desired result:
I0(s0, sn) =
(
t
n
)(n−1)/2 2n−1π(n−1)/2√
n
exp
(
1
4t
· [(n− 1)s20 + (n− 1)s2n + 2s0sn]
)
.
C. Séguin, A. Mansouri / Journal of Functional Analysis 262 (2012) 3891–3928 3923B.2. Calculation of the integrals Ii,k
Recall that we had defined those integrals as:
Ii,k(s0, sn) =
∫
· · ·
∫
Rn−1
exp
[
− n
2t
(
n−1∑
j=1
s2j − s0s1 − · · · − sn−1sn
)]
ski dsn−1 . . . ds1,
for i ∈ {1,2, . . . , n− 1}, k ∈ {1,2, . . . ,2m}, and that we want to prove that they are equal to:
Ii,k(s0, sn) = I0 ·
k∑
j=0
j even
k!
(k − j)!
1
(j/2)!
(
i(n− i)
n
)j/2(
t
n
)j/2(
(n− i)s0 + isn
n
)k−j
.
Those integrals will involve an integration by parts step, which will always be of the form of
the following lemma:
Lemma 2. For d, e ∈R+,
∞∫
−∞
exp
(−dw2 + ew)wm dw
= exp
(
e2
4d
)√
π
d
m∑
k=0
k even
(m)!
(m− k)!
1
(k/2)!
1
2k
d−k/2
(
e
2d
)m−k
. (B.1)
Proof. Straightforward by using a change of variable and the binomial theorem. 
Performing the change of variables ui := (√n/t )si as in the previous section, we obtain that
Ii,k(u0, un)
=
(
t
n
)(n−1)/2(
t
n
)k/2 ∫
· · ·
∫
Rn−1
exp
[
−1
2
(
n−1∑
i=1
u2i − u0u1 − · · · − un−1un
)]
uki dun−1 . . . du1.
We can separate this integral to get:
Ii,k(u0, un) =
(
t
n
)(n−1)/2(
t
n
)k/2 ∫
R
exp
(
−1
2
u2i
)
uki
×
[∫
· · ·
∫
Rn−2
exp
(
−1
2
(
n−1∑
j=1
j =i
u2j − u0u1 − · · · − un−1un
))
dun−1 . . . dui+1 dui−1 . . . du1
]
︸ ︷︷ ︸
dui.Ji,k
3924 C. Séguin, A. Mansouri / Journal of Functional Analysis 262 (2012) 3891–3928We can see that the (n−2)-dimensional integral Ji,k defined above resembles I0 computed above.
Indeed, it is also of the form
∫
· · ·
∫
Rl
exp
(
−1
2
xT Ax + bT x
)
dx,
this time with l = n−2, xT = [u1, . . . , ui−1, ui+1, . . . , un−1], A the following (n−2)× (n−2)-
dimensional matrix:
A =
[
Ai−1 0
0 An−i−1
]
and b the following vector of length n− 2,
bT = 1
2
[u0,0, . . . ,0, ui, ui,0, . . . ,0, un].
We can now use Lemma 1. Notice that our matrix A is block-diagonal with first block Ai−1 and
second block An−i−1, using the same notation for the matrices Ak as in Appendix B.1. By using
our previous work on those matrices we get:
det(A) = det(Ai−1) · det(An−i−1) = 2
i−1
i
· 2
n−i−1
n− i =
2n−2
i(n− i)
and
A−1 =
[
A−1i−1 0
0 A−1n−i−1
]
.
We are ready to apply Lemma 1. We obtain:
Ji,k = 2
n−2π(n−2)/2√
i(n− i) · exp
[
i − 1
4i
u20 +
n− i − 1
4(n− i) u
2
n +
(
u0
2i
+ un
2(n− i)
)
ui
+
(
i − 1
4i
+ n− i − 1
4(n− i)
)
u2i
]
.
Using this in our expression for Ii,k :
Ii,k(u0, un) =
(
t
n
)(n−1)/2
·
(
t
n
)k/2
· 2
n−2π(n−2)/2√
i(n− i) · exp
[
i − 1
4i
u20 +
n− i − 1
4(n− i) u
2
k
]
×
∫
exp
[
−u2i
(
1
2
−
(
i − 1
4i
+ n− i − 1
4(n− i)
))
+
(
(n− i)u0 + iun
2i(n− i)
)
ui
]
uki dui.R
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d = 1
2
−
(
i − 1
4i
+ n− i − 1
4(n− i)
)
= n
4i(n− i) ,
e = (n− i)u0 + iun
2i(n− i) .
Therefore, applying Lemma 2 and rearranging we get the formula for Ii,k :
Ii,k(u0, un) =
(
t
n
)(n−1)/2
· 2
n−1π(n−1)/2√
n
·
(
t
n
)k/2
× exp
[
1
4n
[
(n− 1)u20 + (n− 1)u2n + 2u0un
]]
×
k∑
j=0
j even
k!
(k − j)!
1
(j/2)!
1
2j
(
4i(n− i)
n
)j/2(
(n− i)u0 + iun
n
)k−j
= I0 ·
(
t
n
)k/2
·
k∑
j=0
j even
(k)!
(k − j)!
1
(j/2)!
(
i(n− i)
n
)j/2(
(n− i)u0 + iun
n
)k−j
.
Returning to our original variables we finally obtain the formula for Ii,k(s0, sn), given in Propo-
sition 4.
Appendix C. End of the proof of Corollary 2
Recall that we obtained the expression:
Kn,t/n(s0, sn) = t
n
(
4πt
n
)−n/2
exp
[
− n
4t
(
s20 + s2n
)]
×
[(
p(sn)
2 + (n− 1)a0
)
I0(s0, sn)+
2m∑
k=1
ak
n−1∑
i=1
Ii,k(s0, sn)
]
.
Hence, putting this together with the results from Proposition 4, we find:
lim
n→∞Kn,t/n(s0, sn)
= lim
n→∞
t
n
(
4πt
n
)−n/2
exp
[
− n
4t
(
s20 + s2n
)]
×
(
t
)(n−1)/2 2n−1π(n−1)/2√ exp( 1 [(n− 1)s20 + (n− 1)s2n + 2s0sn]
)
n n 4t
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[
(n− 1)a0 + p(sn)2 +
2m∑
k=1
ak
n−1∑
i=1
(
(n− i)s0 + isn
n
)k
+O(t)
]
= lim
n→∞
t
n
1√
4πt
exp
[
− 1
4t
(s0 − sn)2
]
×
[
(n− 1)a0 + p(sn)2 +
2m∑
k=1
ak
n−1∑
i=1
(
(n− i)s0 + isn
n
)k]
+O(t3/2).
Here we used the fact that exp[− 14t (s0 − sn)2] can be made as small as we want for t small
enough, and therefore is a function of order O(1). We are then able to say that
1√
4πt
exp
[
− 1
4t
(s0 − sn)2
]
=O(t−1/2),
and to use the equality tO(t−1/2)O(t) =O(t3/2) to obtain our final bound on the error term. To
compute the sums in the previous expression, we will need the proposition.
Proposition 6 (Faulhaber’s formula).
n∑
k=1
kp = 1
p + 1
p+1∑
i=1
(−1)δipBp+1−ini, (C.1)
where Bi is the ith Bernoulli number.
Notice that as B0 = 1, ∑nk=1 kp is a polynomial in n of degree p+ 1, where the coefficient of
the highest order term is 1
p+1 . We have:
n−1∑
i=1
[
(n− i)s0 + isn
]k = n−1∑
i=1
k∑
j=0
(
k
j
)
s
j
0 s
k−j
n (n− i)j ik−j
=
k∑
j=0
(
k
j
)
s
j
0 s
k−j
n
n−1∑
i=1
(n− i)j ik−j
=
k∑
j=0
(
k
j
)
s
j
0 s
k−j
n
n−1∑
i=1
j∑
l=0
(
j
l
)
(−1)j−lnlij−l ik−j
=
k∑
j=0
(
k
j
)
s
j
0 s
k−j
n
j∑
l=0
(
j
l
)
(−1)j−lnl
n−1∑
i=1
ik−l .
This term nl
∑n−1
i=1 ik−l is, by Faulhaber’s formula, equal to a polynomial in n of degree k + 1,
where the term of degree k + 1 has a coefficient 1
k−l+1 . Notice that we had a factor of
1
nk+1
multiplying this term, so when taking the limit the only term that remains is 1 . Explicitly:k−l+1
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n→∞Kn,t/n(s0, sn)
= t lim
n→∞
1√
4πt
exp
[
− 1
4t
(s0 − sn)2
]
×
[
n− 1
n
a0 +
2m∑
k=1
ak
k∑
j=0
(
k
j
)
s
j
0 s
k−j
n
j∑
l=0
(
j
l
)
(−1)j−l 1
k − l + 1
]
+O(t2)
= 1√
4πt
exp
[
− t
4t
(s0 − sn)2
][
a0t +
2m∑
k=1
akt
k∑
j=0
s
j
0 s
k−j
n
1
k + 1
]
+O(t2).
In this last expression we used the equality:
j∑
l=0
(
k
j
)(
j
l
)
(−1)j−l 1
k − l + 1 =
1
k + 1 ,
which can be deduced from:
k∑
i=0
(−1)i
(
k
i
)
1
i − β =
k!Γ (−β)
Γ (k + 1 − β)
(see [15]).
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