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Abstract
This paper demonstrates that there is a discrete-time analogue which does not require any restriction on the size of the time-step in
order to preserve the exponential stability of an artiﬁcial neural network with distributed delays. The analysis exploits an appropriate
Lyapunov sequence and a discrete-time system of Halanay inequalities, and also either aYoung inequality or a geometric-arithmetic
mean inequality, to derive several sufﬁcient conditions on the network parameters for the exponential stability of the analogue. The
sufﬁciency conditions are independent of the time-step, and they correspond to those that establish the exponential stability of the
continuous-time network.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Delays are ubiquitous in artiﬁcial neural networks, and their presence could affect the computational performance
speed if not the stability of the networks [5,6,19,15]. Thus, many authors have studied artiﬁcial neural networks with
delays, and obtained results that establish the exponential stability of the networks [4,8,10,11,13,22,30,45–48,53,55].
Once the results have been implemented into the circuit designs of the networks, the instabilities which may have been
caused by the delays can be overcame, while fast computational speed of the networks is achieved.
In order to provide numerical solutions of a continuous-time system for purposes of computer simulation and digital
implementation, one needs to discretize the time-domain of the system. The outcome is a discrete-time system which
represents an analogue to the original continuous-time system. It is desirable and necessary that the analogue preserves
faithfully the dynamical characteristics of the continuous-time system such as the set of equilibria and their stability
characteristics. Usually, a discrete-time analogue contains an extra parameter in the form of the time-step and the
dynamical character depends on the magnitude of this parameter [7,51]. Although the discrete-time analogue contains
dynamics much richer than its continuous-time counterpart, it should not, however, impose additional restrictions not
envisaged in the continuous-time system. If the analogue does not require any restriction on the magnitude of the
time-step, and when the results reduce to those of the continuous-time system when the time-step tends to zero, then
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the discrete-time analogue can be used for the digital simulation of the continuous-time system with conﬁdence and
without any loss of functionality of the continuous-time system.
Recently, a number of authors have studied certain discrete-time analogues of delayed artiﬁcial neural networks
derived from a semi-discretization technique [2,18,24,25,27,29,33,34,37–39,49,50]. They have shown that these ana-
logues preserve the exponential stability of the continuous-time networks without restricting the value of the time-step.
In this article, we investigate further the exponential stability of the analogue, and several sufﬁcient conditions on
the network parameters are found to more generally guarantee the exponential convergence of the analogue in the
norms ‖ · ‖p where p1 and ‖ · ‖∞. The results obtained by applying aYoung inequality and a geometric-arithmetic
mean inequality to appropriate Lyapunov sequences, and also by the method of discrete Halanay inequalities, signiﬁ-
cantly enhance the earlier works while they mirror those that establish the exponential stability of the continuous-time
networks.
2. Analogue description
The discrete-time analogue is described by
xi(n + 1) = e−aihxi(n) + i (h)
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)xj (n − l)
)
+ i (h)Ii (2.1)
for i ∈ I= {1, 2, . . . , m}, n = n0, n0 + 1, . . . , where n0 is an integer and m denotes the number of processing units
or devices. The reader may refer to Mohamad and Gopalsamy [39] for full details of the formulation of the analogue
(2.1) derived from the method of semi-discretization. We supplement the analogue with an initial condition of the form
xi(k) = i (k), where i (k) denote bounded real-valued sequences deﬁned for k = −∞, . . . , n0 − 1, n0 so that the
corresponding vector sequence (·) = (1(·),2(·), . . . ,m(·))T ∈ Rm satisﬁes either
‖‖p =
[
m∑
i=1
(
sup
−∞<kn0
|i (k)|p
)]1/p
<∞ or ‖‖∞ = max
i∈I
{
sup
−∞<kn0
|i (k)|
}
<∞,
where p1 is a real number.We assume in (2.1) that the self-regulating parameter ai is a positive number, the synaptic
connection weights bij and the external biases Ii denote real numbers, the time-step h is a ﬁxed positive number, the
denominator functioni (·) is given byi (h)=1−e−aih/ai which satisﬁesi (h)> 0 for h> 0 andi (h) ≈ h+O(h2)
for small h> 0 (see [32] for more details of a generalized denominator function), the delay kernelKij : N → R is a
bounded sequence satisfying
∞∑
l=1
|Kij (l)| = ij ,
∞∑
l=1
|Kij (l)|e0hl <∞, (2.2)
where ij and 0 denote some positive numbers (one may refer to [52] for the recent usage of these kernels), and the
activation functions fj (·) is globally Lipschitz continuous in the sense of
|fj (u) − fj (v)|Li |u − v| for all i ∈ I, u, v ∈ R, (2.3)
where Li > 0 is a Lipschitz constant. These functions include those activation functions which are bounded, monotonic
and differentiable, i.e., gj ∈ C1(R), g′j (u)> 0 for u ∈ R, g′j (0) = supu∈Rg′j (u)> 0, gj (0) = 0 and gj (u) → ±1 as
u → ±∞, that have been employed in previous studies and applications of neural networks (see for instance, Refs.
[3,12,16,54]). The reader may refer to Refs. [17,35,40] for recent applications of activation functions that fall under
the category of (2.3).
Observe that the network (2.1) can be rearranged as
−1i (h)xi(n) = −aixi(n) +
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)xj (n − l)
)
+ Ii ,
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for i ∈ I, nn0, wherexi(n)=xi(n+1)−xi(n). Here, we assume that xi(n) ≡ xi(nh) and xj (n−l) ≡ xj ((n−l)h),
where n = [t/h], l = [s/h] and [r] denotes the integer part of the real number r, and also
xi(n) → xi(t),
∞∑
l=1
Kij (l)xj (n − l) →
∫ ∞
0
Kij (s)xj (t − s) ds as h → 0.
Subsequently, the limit
lim
h→0
⎧⎨
⎩−1i (h)xi(n) = −aixi(n) +
m∑
j=1
bij fj
( ∞∑
l=1
Kj (l)xj (n − l)
)
+ Ii
⎫⎬
⎭
converges to the continuous-time network
dxi(t)
dt
= −aixi(t) +
m∑
i=1
bij fj
(∫ ∞
0
Kij (s)xj (t − s) ds
)
+ Ii (2.4)
for i ∈ I, t > t0 whose initial conditions are comprised of continuous and bounded functions xi(s)=i (s) deﬁned for
s ∈ (−∞, t0], and the delay kernels Kij : [0,∞) → R are assumed to be bounded and piecewise continuous functions
which satisfy the continuous-time analogue of (2.2), namely,∫ ∞
0
|Kij (s)| ds = ij ,
∫ ∞
0
|Kij (s)|e0s ds <∞.
3. Exponential stability theorems
Wedenote an equilibrium state of the network (2.1) by the vector x∗=(x∗1 , x∗2 , . . . , x∗m)T ∈ Rm where the components
x∗i satisfy
x∗i = e−aihx∗i + i (h)
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)x
∗
j
)
+ i (h)Ii
which can be rewritten as
aix
∗
i =
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)x
∗
j
)
+ Ii, i ∈ I. (3.1)
A special case of (3.1) given by
aix
∗
i =
m∑
j=1
bij fj (x
∗
j ) + Ii, i ∈ I (3.2)
has been considered inRefs. [2,39,50]where the functionsfj (·) are bounded and the delay kernels satisfy∑∞l=1Kij (l)=
1. Thus, the results obtained for the system (3.2) can not be applied to the system (3.1) in which the functions fj (·)
may not be bounded.
Theorem 3.1. Let h> 0 be ﬁxed, ai > 0, bij , Ii ∈ R, the delay kernelsKij (·) satisfy (2.2), and the activation functions
fj (·) satisfy (2.3). Assume that the network parameters satisfy
ai >
m∑
j=1
j
i
|bji |Liji (3.3)
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for i ∈ I, where the i are positive numbers. Then the discrete-time analogue (2.1) has a unique equilibrium state x∗
which is globally exponentially stable in the sense of
m∑
i=1
|xi(n) − x∗i |e−h(n−n0)
m∑
i=1
(
sup
−∞<ln0
|i (l) − x∗i |
)
(3.4)
for n>n0, where 0< < 0 and 1.
Proof. We observe from the condition (3.3) that
0<max
i∈I
⎧⎨
⎩ 1ai
m∑
j=1
j
i
|bji |Liji
⎫⎬
⎭< 1.
Let y∗i = iaix∗i in (3.1) so that the system becomes
y∗i = i
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)(y
∗
j /j aj )
)
+ iIi , i ∈ I. (3.5)
It is enough to establish the existence of y∗ of (3.5). Let us consider amapping g(u)=(g1(u), g2(u), . . . , gm(u))T ∈ Rm,
where u ∈ Rm and
gi(u) = i
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)(uj /j aj )
)
+ iIi , i ∈ I. (3.6)
We have
‖g(u) − g(v)‖1 =
m∑
i=1
i
∣∣∣∣∣∣
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)(uj /j aj )
)
−
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)(vj /j aj )
)∣∣∣∣∣∣

m∑
i=1
i
m∑
j=1
|bij |Ljij |uj − vj |
j aj
=
m∑
i=1
⎧⎨
⎩ 1ai
m∑
j=1
j
i
|bji |Liji
⎫⎬
⎭ |ui − vi |
 max
i∈I
⎧⎨
⎩ 1ai
m∑
j=1
j
i
|bji |Liji
⎫⎬
⎭
m∑
i=1
|ui − vi |
< ‖u − v‖1
showing that the map g : Rm → Rm is a global contraction on Rm endowed with the norm ‖ · ‖1. We therefore have
from the contraction mapping principle that there is a unique point y∗ ∈ Rm which satisﬁes g(y∗) = y∗. The existence
of a unique equilibrium state x∗ of the analogue (2.1) under the condition (3.3) therefore follows.
We have from (2.1) and (3.1) that
|xi(n + 1) − x∗i |e−aih|xi(n) − x∗i | + i (h)
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)||xj (n − l) − x∗j | (3.7)
for i ∈ I, nn0 under the given hypotheses. We also have from the condition (3.3) that
e−aih − 1
i (h)
+
m∑
j=1
j
i
|bji |Li
∞∑
l=1
|Kji |< 0, i ∈ I
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and from which we derive
e(−ai )h − 1
i (h)
+
m∑
j=1
j
i
|bji |Li
∞∑
l=1
|Kji |eh(l+1)0 (3.8)
for all i ∈ I, where the number h> 0 is ﬁxed and  satisﬁes 0< < 0. To validate (3.8), one may consider continuous
functions
Fi(ui) = e
(ui−ai )h − 1
i (h)
+
m∑
j=1
j
i
|bji |Li
∞∑
l=1
|Kji |euih(l+1)
deﬁned for ui ∈ [0, 0], i ∈ I with the assumption Fi(0)> 0 (w.l.o.g.). One ﬁnds that Fi(0)< 0 by virtue of the
condition (3.3), and Fi(ui) increases monotonically for ui ∈ [0, 0] since F ′(ui)> 0 for ui ∈ [0, 0]. Thus, there is a
u∗i ∈ (0, 0) for each i ∈ I such that Fi(u∗i ) = 0. The inequality (3.8) is a consequence of choosing  = mini∈I{u∗i }
where obviously 0< < 0.
Let us now deﬁne nonnegative sequences wi(n) by
wi(n) = eh(n−n0)|xi(n) − x∗i | for i ∈ I, n ∈ Z. (3.9)
These sequences are governed by
wi(n + 1)e(−ai )hwi(n) + i (h)
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)wj (n − l)
which can be rewritten as
wi(n)
i (h)
 e
(−ai )h − 1
i (h)
wi(n) +
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)wj (n − l) (3.10)
for i ∈ I, nn0. We associate (3.10) with a positive deﬁnite Lyapunov sequence V (n) = V (w)(n) deﬁned by
V (n) =
m∑
i=1
i
⎧⎨
⎩−1i (h)wi(n) +
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)
n−1∑
p=n−l
wj (p)
⎫⎬
⎭ (3.11)
for nn0. We observe here that
V (n0) =
m∑
i=1
i
⎧⎨
⎩−1i (h)wi(n0) +
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)
n0−1∑
p=n0−l
wj (p)
⎫⎬
⎭

m∑
i=1
⎧⎨
⎩i−1i (h) +
m∑
j=1
j |bji |Li
∞∑
l=1
|Kij (l)|eh(l+1)l
⎫⎬
⎭wi(n0),
wherewi(n0)=sup−∞<pn0 wi(p)<∞ due to the boundedness of the initial sequences xi(l)=i (l) for−∞< ln0.
Also,
∑∞
l=1 |Kij (l)|eh(l+1)l <∞ under the assumption (2.2). Hence, 0<V (n0)<∞. The next task is to show that
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0<V (n)V (n0) for all n>n0. We have
V (n) =
m∑
i=1
i
⎧⎨
⎩−1i (h)wi(n) +
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)
⎛
⎝ n−1∑
p=n−l
wj (p)
⎞
⎠
⎫⎬
⎭

m∑
i=1
i
⎧⎨
⎩e
(−ai )h − 1
i (h)
wi(n) +
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)wj (n − l)
+
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)[wj(n) − wj(n − l)]
⎫⎬
⎭
=
m∑
i=1
i
⎧⎨
⎩e
(−ai )h − 1
i (h)
+
m∑
j=1
j
i
|bji |Li
∞∑
l=1
|Kji(l)|eh(l+1)
⎫⎬
⎭wi(n)
which yields V (n)0 for all nn0 by virtue of the condition (3.8). This means 0<V (n)V (n0) for all n>n0.
Consequently,
m∑
i=1
i
−1
i (h)e
h(n−n0)|xi(n) − x∗i |V (n)

m∑
i=1
⎧⎨
⎩i−1i (h) +
m∑
j=1
j |bji |Li
∞∑
l=1
|Kij (l)|eh(l+1)l
⎫⎬
⎭
×
(
sup
−∞<pn0
|i (p) − x∗i |
)
which yields
m∑
i=1
|xi(n) − x∗i |e−h(n−n0)
m∑
i=1
(
sup
−∞<ln0
|i (l) − x∗i |
)
(3.12)
for all n>n0, where
= maxi∈I{i
−1
i (h) +
∑m
j=1j |bji |Li
∑∞
l=1|Kij (l)|eh(l+1)l}
mini∈I{i−1i (h)}
1.
The statement (3.12) asserts the exponential stability of the analogue (2.1) under the norm ‖ · ‖1. The proof is
complete. 
Theorem 3.2. Let h> 0 be ﬁxed ai > 0, bij , Ii ∈ R, the delay kernelsKij (·) satisfy (2.2), and the activation functions
satisfy (2.3). Assume that the network parameters satisfy
ai >
m∑
j=1
|bij |Ljij , i ∈ I. (3.13)
Then the analogue (2.1) has a unique equilibrium state x∗ which is exponentially stable in the sense of
|xi(n) − x∗i |e−h(n−n0) max
i∈I
{
sup
−∞<ln0
|i (l) − x∗i |
}
(3.14)
for all i ∈ I, n>n0, where 0< < 0.
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Proof. A consequence of the condition (3.13) is
max
i∈I
⎧⎨
⎩ 1ai
m∑
j=1
|bij |Ljij
⎫⎬
⎭< 1.
Let us consider a mapping G(u) = (G1(u),G2(u), . . . ,Gm(u))T ∈ Rm in which
Gi(u) = 1
ai
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)uj
)
+ Ii
ai
, i ∈ I. (3.15)
On applying the hypotheses,
‖G(u) − G(v)‖∞ = max
i∈I
⎧⎨
⎩
∣∣∣∣∣∣
1
ai
m∑
j=1
bij
[
fj
( ∞∑
l=1
Kij (l)uj
)
− fj
( ∞∑
l=1
Kij (l)vj
)]∣∣∣∣∣∣
⎫⎬
⎭
 max
i∈I
⎧⎨
⎩ 1ai
m∑
j=1
|bij |Ljij |uj − vj |
⎫⎬
⎭
 max
i∈I
⎧⎨
⎩ 1ai
m∑
j=1
|bij |Ljij
⎫⎬
⎭maxj∈I{|uj − vj |}
< ‖u − v‖∞
which means that the map G : Rm → Rm is a global contraction on Rm endowed with the ‖ · ‖∞. Hence by the
contraction mapping principle, the map G has a unique ﬁxed point x∗ ∈ Rm, namely, Gi(x∗) = x∗i for i ∈ I. The
existence of a unique equilibrium state x∗ in the analogue (2.1) under the condition (3.13) therefore follows.
Let us deﬁne continuous functions Fi(vi) deﬁned by
Fi(vi) = e
(vi−ai )h − 1
i (h)
+
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|evih(l+1), vi ∈ [0, 0], i ∈ I. (3.16)
Again, we assume thatFi(0)> 0. SinceFi(0)< 0 by virtue of the condition (3.13), andFi(vi) increasesmonotonically
for vi ∈ [0, 0], there must be a unique number v∗i ∈ (0, 0) for each i ∈ I which satisﬁes the equation Fi(v∗i ) = 0.
Consequently,
Fi() = e
(−ai )h − 1
i (h)
+
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij |eh(l+1)0
for all i ∈ I after choosing = mini∈I{v∗i }. We rewrite this as
e(−ai )h + i (h)
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)1 for all i ∈ I. (3.17)
Upon recalling the system (3.7) and employing the number  in (3.17), we deﬁne nonnegative sequences wi(·) by
wi(n) = eh(n−n0)|xi(n) − x∗i | for i ∈ I, n ∈ Z (3.18)
and denote
w(n) = max
i∈I
{
sup
−∞<ln
wi(l)
}
for n ∈ Z.
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Notice that w(n0)maxi∈I{sup−∞<ln0 |i (l) − x∗i |}<∞. We derive that
wi(n + 1)e(−ai )hwi(n) + i (h)
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)wj (n − l)
e(−ai )hwi(n) + i (h)
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)w(n − 1) (3.19)
for i ∈ I, nn0. This system represents a discrete version of a continuous-time system of Halanay [20] inequalities.
We have from (3.18) that wi(n)w(n0) for all i ∈ I, nn0. Our claim is
wi(n)w(n0) for all i ∈ I, n>n0 (3.20)
under the perturbed condition (3.17). Suppose instead there is a sequence wk(n) which violates (3.20) at ﬁrst time
n = n1 >n0, namely,
wk(n)w(n0) for n0 <n<n1 and wk(n1)>w(n0). (3.21)
The consequence of this is that
w(n0)<wk(n1)e(−ak)hwk(n1 − 1) + k(h)
m∑
j=1
|bkj |Lj
∞∑
l=1
|Kkj |eh(l+1)w(n1 − 2)

⎛
⎝e(−ak)h + k(h)
m∑
j=1
|bkj |Lj
m∑
l=1
|Kkj (l)|eh(l+1)
⎞
⎠w(n0)
which gives w(n0)<wk(n1)w(n0) under the condition (3.17). Thus, the claim (3.20) remains valid. It then follows
that
wi(n) = eh(n−n0)|xi(n) − x∗i |w(n0)
⇒ |xi(n) − x∗i |e−h(n−n0) max
i∈I
{
sup
−∞<ln0
|i (l) − x∗i |
}
for all i ∈ I, n>n0 which asserts the exponential stability of x∗ of the analogue (2.1). The proof is now
complete. 
We prepare the followings for our forthcoming analysis in order to establish the exponential stability of (2.1) in the
norm ‖ · ‖p, where p1. Let us consider the difference
[f p(n)] = f p(n + 1) − f p(n), p1, n ∈ Z.
If (h)> 0 for h> 0 denotes an associated denominator function, and f (n) ≡ f (nh) where n = [t/h], then
1
(h)
[f p(n)] = 1
(h)
[f p(n + 1) − f p(n)] → df
p(t)
dt
as h → 0.
Here,
df p(t)
dt
= pf p−1(t) df (t)
dt
for a differentiable function f (t) deﬁned for t ∈ R. An analogue of this is given by
1
(h)
[f p(n)] = pf p−1(n) 1
(h)
f (n), n ∈ Z. (3.22)
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This analogue has been employed by Mohamad [36] for studying the exponential convergence in the norm ‖ · ‖p of an
impulsive discrete-time analogue without time delays. We observe from (3.22) that the difference
[f p(n)] = pf p−1(n)f (n), n ∈ Z
is not consistent with the conventional product rule found in the elementary difference calculus [1,31]. For instance, a
conventional product rule of a sequence u(n) is
[u2(n)] = u2(n + 1) − u2(n)
= u(n + 1)[u(n + 1) − u(n)] + u(n)[u(n + 1) − u(n)]
= [u(n + 1) + u(n)]u(n)
while (3.22) when p = 2 gives
[u2(n)] = 2u(n)u(n).
Despite of their differences, both analogues nonetheless converge (as h → 0) to the derivative
du2(t)
dt
= 2u(t) du(t)
dt
.
We refer (3.22) as a nonstandard analogue of the derivative df p(t)/ dt (see Refs. [1,32,41–43] for more examples of
nonstandard analogues).
In addition to (3.22), we invoke aYoung inequality of nonnegative real numbers in the forthcoming analysis—namely
that, if 	1, 	2 denote nonnegative real numbers, then
	1	2
	r1
r
+ 	
s
2
s
, (3.23)
where the numbers r, s satisfy r > 1 and 1/r+1/s=1. Its use for establishing the exponential stability of a continuous-
time delayed neural network was ﬁrst introduced by Cao [8].
Theorem 3.3. Let h> 0 be ﬁxed, p> 1 a real number, ai > 0, bij , Ii ∈ R, the delay kernelsKij (·) satisfy (2.2), and
the activation functions fj (·) satisfy (2.3). Assume that the network parameters satisfy
ai >
p − 1
p
m∑
j=1
|bij |
ij p/p−1Lij p/p−1j ij +
1
p
m∑
j=1
j
i
|bji |(1−
ji )pL(1−ji )pi ji (3.24)
for i ∈ I, where the i are positive numbers, and 
ij , ij denote real numbers. Then the discrete-time analogue (2.1)
has a unique equilibrium state x∗ which is globally exponentially stable in the sense of[
m∑
i=1
|xi(n) − x∗i |p
]1/p
e−h(n−n0)
[
m∑
i=1
(
sup
−∞<ln0
|i (l) − x∗i |p
)]1/p
(3.25)
for n>n0, where 0< < 0 and 1.
Proof. To prove the existence of a unique solution of the algebraic system (3.1)—namely,
0 = −aix∗i +
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)x
∗
j
)
+ Ii, i ∈ I,
we consider a corresponding map h(u) = (h1(u), h2(u), . . . , hm(u)T ∈ C0(Rm,Rm), where u ∈ Rm,
hi(u) = −aiui +
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)uj
)
+ Ii, i ∈ I, (3.26)
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and C0 denotes the space of continuous functions deﬁned on Rm with values in Rm endowed with the norm ‖ · ‖p
where p> 1. The system (3.1) will have a unique solution if the map h ∈ C0 is a homeomorphism on Rm. To establish
the homeomorphism, we recall a result of Forti and Tesi [17]—namely that, if the map h ∈ C0 is injective on Rm and
satisﬁes ‖h(u)‖p → ∞ as ‖u‖p → ∞, then the map h ∈ C0 is a homeomorphism on Rm.
The proof for the injective part of h ∈ C0 is given here. It is clear that the map h ∈ C0 is onto. To show that h ∈ C0
is one-to-one, we let h(u) = h(v)—that is,
−aiui +
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)uj
)
+ Ii = −aivi +
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)vj
)
+ Ii .
On applying the hypotheses,
ai |ui − vi |
m∑
j=1
|bij |Ljij |uj − vj |, i ∈ I.
which leads to
m∑
i=1
iai |ui − vi |p
m∑
i=1
i
m∑
j=1
|bij |Ljij |ui − vi |p−1|uj − vj |
=
m∑
i=1
i
m∑
j=1
ij [|bij |
ij Lijj |ui − vi |p−1][|bij |(1−
ij )L
(1−ij )
j |uj − vj |],
where i > 0, 
ij , ij ∈ R. We apply theYoung inequality (3.22) to the above so that
m∑
i=1
iai |ui − vi |p
m∑
i=1
i
⎡
⎣p − 1
p
m∑
j=1
|bij |
ij p/p−1Lij p/p−1j ij |ui − vi |p
+ 1
p
m∑
j=1
|bij |(1−
ij )pL(1−ij )pj ij |uj − vj |p
⎤
⎦
=
m∑
i=1
i
⎡
⎣p − 1
p
m∑
j=1
|bij |
ij p/p−1Lij p/p−1j ij
⎤
⎦ |ui − vi |p
+
m∑
i=1
i
⎡
⎣ 1
p
m∑
j=1
j
i
|bji |(1−
ji )pL(1−ji )pi ji
⎤
⎦ |ui − vi |p,
which leads to
m∑
i=1
i
⎡
⎣ai − p − 1
p
m∑
j=1
|bij |
ij p/p−1Lij p/p−1j ij −
1
p
m∑
j=1
j
i
|bji |(1−
ji )pL(1−ji )pi ji
⎤
⎦ |ui − vi |p0.
This system under the condition (3.24) can only be satisﬁed if ui = vi for i ∈ I (i.e., u= v). Since h(u)=h(v) implies
u = v, the map h ∈ C0 is therefore one-to-one. The injective property of the map h ∈ C0 has been established.
To demonstrate the property ‖h(u)‖p → ∞ as ‖u‖p → ∞, it sufﬁces to show ‖hˆ(u)‖p → ∞ as ‖u‖p → ∞,
where hˆ(u) = h(u) − h(0) has components
hˆi (u) = −aiui +
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)uj
)
, i ∈ I.
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We have
m∑
i=1
i |ui |p−1hˆi (u) sgn(ui) =
m∑
i=1
i
⎧⎨
⎩−ai |ui |p +
m∑
j=1
bij fj
( ∞∑
l=1
Kij (l)uj
)
|ui |p−1 sgn(ui)
⎫⎬
⎭

m∑
i=1
i
⎧⎨
⎩−ai |ui |p +
m∑
j=1
|bij |Ljij |uj ||ui |p−1
⎫⎬
⎭

m∑
i=1
i
⎧⎨
⎩−ai |ui |p +
m∑
j=1
ij
[
p − 1
p
|bij |
ij p/p−1Lij p/p−1j |ui |p
+ 1
p
|bij |(1−
ij )pL(1−ij )pj |uj |p
]⎫⎬
⎭
 − 
m∑
i=1
i |ui |p,
where
= min
i∈I
⎧⎨
⎩ai − p − 1p
m∑
j=1
|bij |
ij p/p−1Lij p/p−1j ij −
1
p
m∑
j=1
j
i
|bji |(1−
ji )pL(1−jip)i ji
⎫⎬
⎭
is a positive number in accordance with the condition (3.24). We then have
m∑
i=1
i |ui |p − 1

m∑
i=1
i |ui |p−1hˆi (u) sgn(ui) 1

m∑
i=1
i |ui |p−1|hˆi (u)|
implying that
m∑
i=1
|ui |p 1

maxi∈I{i}
mini∈I{i}
m∑
i=1
|ui |p−1|hˆi (u)|
 1

maxi∈I{i}
mini∈I{i}
(
m∑
i=1
|ui |(p−1)q
)1/q( m∑
i=1
|hˆi (u)|p
)1/p
after applying a Hölder inequality, where 1/p + 1/q = 1. This leads to
‖u‖p 1

maxi∈I{i}
mini∈I{i} ‖hˆ(u)‖p
and hence, ‖hˆ(u)‖p → ∞ as ‖u‖p → ∞. Since the map h ∈ C0 is a homeomorphism on Rm, we therefore assert that
the system (3.1) has a unique solution x∗ ∈ Rm. This solution deﬁnes the equilibrium state of the network (2.1).
We proceed to establish the exponential stability of the equilibrium state x∗. By the similar statements given in the
previous theorems, one derives from the condition (3.24) that
e(−ai )h − 1
i (h)
+ p − 1
p
m∑
j=1
|bij |
ij p/p−1Lij p/p−1j
∞∑
l=1
|Kij (l)| eh(l+1)
+ 1
p
m∑
j=1
j
i
|bji |(1−
ji )pL(1−ji )pj
∞∑
l=1
|Kji(l)|eh(l+1)0 (3.27)
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for all i ∈ I, where  is a real number satisfying 0< < 0. We recall the nonnegative sequences wi(·) given by (3.9)
and the system (3.10)—namely,
wi(n)
i (h)
 e
(−ai )h − 1
i (h)
wi(n) +
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)wj (n − l)
for i ∈ I, nn0. The corresponding Lyapunov sequence V (n) = V (w(n)) is deﬁned by
V (n) =
m∑
i=1
i
⎧⎨
⎩−1i (h)wpi (n) +
m∑
j=1
|bij |(1−
ij )pL(1−ij )pj
∞∑
l=1
|Kij (l)|eh(l+1)
n−1∑
r=n−l
w
p
j (r)
⎫⎬
⎭ (3.28)
for nn0, whereby 0<V (n0)<∞. The difference V (n) = V (n + 1) − V (n) is estimated as follows:
V (n) =
m∑
i=1
i
⎧⎨
⎩−1i (h)wpi (n) +
m∑
j=1
|bij |(1−
ij )pL(1−ij )pj
∞∑
l=1
|Kij (l)|eh(l+1)
(
n−1∑
r=n−l
w
p
j (r)
)⎫⎬
⎭
=
m∑
i=1
i
⎧⎨
⎩−1i (h)pwp−1i (n)wi(n)
+
m∑
j=1
|bij |(1−
ij )pL(1−ij )pj
∞∑
l=1
|Kij (l)|eh(l+1)[wpj (n) − wpj (n − l)]
⎫⎬
⎭

m∑
i=1
i
⎧⎨
⎩e
(−ai )h − 1
i (h)
pw
p
i (n) +
m∑
j=1
|bij |Lj
∞∑
l=1
|Kij (l)|eh(l+1)pwp−1i (n)wj (n − 1)
+
m∑
j=1
|bij |(1−
ij )pL(1−ij )pj
∞∑
l=1
|Kij (l)|eh(l+1)[wpj (n) − wpj (n − l)]
⎫⎬
⎭

m∑
i=1
i
⎧⎨
⎩e
(−ai )h − 1
i (h)
pw
p
i (n) +
m∑
j=1
∞∑
l=1
|Kij (l)|eh(l+1)[(p − 1)|bij |
ij p/p−1Lij p/p−1j wpi (n)
+ |bij |(1−
ij )pL(1−ij )pj wpj (n − 1)]
+
m∑
j=1
|bij |(1−
ij )pL(1−ij )pj
∞∑
l=1
|Kij (l)|eh(l+1)[wpj (n) − wpj (n − l)]
⎫⎬
⎭
=
m∑
i=1
pi
⎧⎨
⎩e
(−ai )h − 1
i (h)
+ p − 1
p
m∑
j=1
|bij |
ij p/p−1Lij p/p−1j
∞∑
l=1
|Kij (l)|eh(l+1)
+ 1
p
m∑
j=1
j
i
|bji |(1−
ji )pL(1−ji )pi
∞∑
l=1
|Kji(l)|eh(l+1)
⎫⎬
⎭wpi (n)
which yields V (n)0 for all nn0 under the condition (3.27). This means that V (n)V (n0) for all nn0, and
hence
m∑
i=1
i
−1
i (h) e
ph(n−n0)|xi(n) − x∗i |p

m∑
i=1
⎧⎨
⎩i−1i (h) +
m∑
j=1
j |bji |(1−
ji )pL(1−ji )pi
∞∑
l=1
|Kji(l)|eh(l+1)l
⎫⎬
⎭
(
sup
−∞<rn0
|i (r) − x∗i |p
)
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which gives
m∑
i=1
|xi(n) − x∗i |pe−ph(n−n0)
m∑
i=1
(
sup
−∞<rn0
|i (r) − x∗i |p
)
,
for n>n0, where
= maxi∈I{i
−1
i (h) +
∑m
j=1j |bji |(1−
ji )pL(1−ji )pi
∑∞
l=1|Kji(l)|eh(l+1)l}
mini∈I{i−1i (h)}
1.
The statement (3.25) will follow, and this establishes the exponential stability of the analogue (2.1) in the norm ‖ · ‖p.
The proof is now complete. 
The following theorem is related to Theorem 3.3 for establishing the exponential stability of the analogue (2.1) in the
norm ‖ ·‖p where p1 is an integer.We recall a geometric-arithmetic mean inequality—namely that, if 	1, 	2, . . . , 	p
denote p nonnegative real numbers, then
p
√
	p1 	
p
2 · · · 	pp
	p1 + 	p2 + · · · + 	pp
p
and hence
	1	2 · · · 	p
	p1 + 	p2 + · · · + 	pp
p
, (3.29)
where p1 denotes an integer. The proof of this theorem is similar as before whereby the inequality (3.29) and the
Lyapunov sequence deﬁned by
V (n) =
m∑
i=1
i
⎧⎨
⎩−1i (h)wpi (n) +
m∑
j=1
|bij |p
p,ij Lpp,ijj
∞∑
l=1
|Kij (l)|eh(1+l)
n−1∑
r=n−l
w
p
j (r)
⎫⎬
⎭ (3.30)
for nn0 are used in place of the Young inequality (3.23) and the Lyapunov sequence given by (3.28), respectively.
The statement of this related theorem follows, but further details of its proof can be omitted.
Theorem 3.4. Let h> 0 be ﬁxed, p1 be an integer, ai > 0, bij , Ii ∈ R, the delay kernelsKij (·) satisfy (2.2), and
the activation functions fj (·) satisfy (2.3). Assume that the network parameters satisfy
ai >
1
p
m∑
j=1
(|bij |p
1,ij Lp1,ijj + · · · + |bij |p
p−1,ij L
pp−1,ij
j )ij +
1
p
m∑
j=1
j
i
|bji |p
p,jiLpp,jii ji (3.31)
for i ∈ I, where the i are positive numbers, and 
k,ij , k,ij for k = 1, 2, . . . , p denote real numbers that satisfy∑p
k=1
k,ij = 1 and
∑p
k=1k,ij = 1. Then the discrete-time analogue (2.1) has a unique equilibrium state x∗ which is
globally exponentially stable in the sense of
[
m∑
i=1
|xi(n) − x∗i |p
]1/p
e−h(n−n0)
[
m∑
i=1
(
sup
−∞<ln0
|i (l) − x∗i |p
)]1/p
(3.32)
for n>n0, where 0< < 0 and 1.
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4. Computer simulations
We implement the analogue (2.1) for several computer simulations to illustrate the exponential stability of the network
x′1(t) = −3.25x1(t) + tanh
(∫ 11
0
K11(s)x1(t − s) ds
)
+ 2
∫ 12
0
K12(s)x2(t − s) ds + 10,
x′2(t) = −4.85x2(t) + 3
∫ 21
0
K21(s)x1(t − s) ds + 2 tanh
(∫ 22
0
K22(s)x2(t − s) ds
)
+ 20 (4.1)
for t > 0, where the delay kernels are given by
K11(s) = 0.5e
−0.5s
1 − e−0.5(11) , K12(s) =
2e−2s
1 − e−2(12) ,
K21(s) = 2.5e
−2.5s
1 − e−2.5(21) , K22(s) =
3e−3s
1 − e−3(22)
with 11 = 10, 12 = 20, 21 = 15, 22 = 10. The analogue of (4.1) is given by
x1(n + 1) = e−3.25hx1(n) + 1(h) tanh
⎛
⎝[11/h]∑
l=1
K11(l)x1(n − l)
⎞
⎠
+ 21(h)
[12/h]∑
l=1
K12(l)x2(n − l) + 101(h),
x2(n + 1) = e−4.85hx2(n) + 32(h) tanh
⎛
⎝[21/h]∑
l=1
K21(l)x1(n − l)
⎞
⎠
+ 22(h)
[22/h]∑
l=1
K22(l)x2(n − l) + 102(h), (4.2)
in which 1(h) = (1 − e−3.25h)/3.25, 2(h) = (1 − e−4.85h)/4.85, and the analogue kernels are given by
K11(l) = 1 − e
−0.5h
e−0.5h
e−0.5lh
1 − e−0.5(11) , K12(l) =
1 − e−2h
e−2h
e−2lh
1 − e−2(12) ,
K21(l) = 1 − e
−2.5h
e−2.5h
e−2.5lh
1 − e−2.5(21) , K22(l) =
1 − e−3h
e−3h
e−3lh
1 − e−3(22) .
Observe that the delaykernelsKij (s) in (4.1) denote positive functions deﬁnedon s ∈ [0, ij ] and satisfy
∫ ij
0 Kij (s) ds=
1 for i, j =1, 2. The network parameters satisfy the condition (3.24) with p=5, i =1, and 
ij =ij = 45 . In accordance
with Theorem 3.3, the analogue converges exponentially towards the equilibrium state x∗ = (9.97, 10.7)T for any value
of the time-step h> 0. Figs. (1–3) illustrate the convergence at time-step h = 0.1, 1, 2, respectively.
5. Some observations and concluding remarks
A family of sufﬁcient conditions for a discrete-time analogue of an artiﬁcial neural network to always converge
exponentially towards a unique equilibrium state has been found—cf. (3.3), (3.13), (3.24) and (3.31) in particular.
Moreover, the convergence persists for any value of the time-step h> 0. The results obtained in this article enhance the
earlier works [2,38,39,50] in terms of a number of generalizations incorporated into the activation functions and the
delay kernels, and also extending the previous conditions to those which are associated with the norm ‖ · ‖p through
the proposed analogue −1(h)f p(n) = pf p−1(n)−1(h)f (n) of the continuous-time derivative df p(t)/ dt =
pf p−1(t) df (t)/ dt .
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Analogue (4.2) with time- step h = 0.1
Fig. 1. Exponential convergence of the analogue (4.2) towards x∗ = (9.97, 10.7)T at time-step h = 0.1.
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Fig. 2. Exponential convergence of the analogue (4.2) towards x∗ = (9.97, 10.7)T at time-step h = 1.
We remark that the condition (3.24) for an integral value p2 can be obtained from the condition (3.31) by suitably
deﬁning the nonnetwork parameters 
k,ij , k,ij , k = 1, 2, . . . , p. For instance, if we let

1,ij = 
2,ij = · · · = 
p−1,ij = 
ij
p − 1 , 1,ij = 2,ij = · · · = p−1,ij =
ij
p − 1
into the condition (3.31), then 
p,ij = 1 − (p − 1)
ij /(p − 1) = 1 − 
ij and p,ij = 1 − ij , and hence the condition
(3.24) will follow. For this reason, Theorem 3.4 for an integral value p2 includes Theorem 3.3. On the other hand,
Theorem 3.3 for a nonintegral value p> 1 extends Theorem 3.4. One can say that both theorems are mutually beneﬁcial
for establishing the exponential stability of the analogue (2.1) in the norm ‖ · ‖p.
We have seen that the sufﬁcient conditions (3.3), (3.13), (3.24) and (3.31) are independent of the time-step parameter.
Thus, the conditions can be used immediately for designing the circuit of an exponentially convergent neural network
(2.4).The circuit designs reﬂected by the sufﬁcient conditions (3.24) and (3.31) can be referred asmixed-type dominance
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Fig. 3. Exponential convergence of the analogue (4.2) towards x∗ = (9.97, 10.7)T at time-step h = 2.
which lies somewhere in between the column dominance (i.e., condition (3.3)) and row dominance (i.e., condition
(3.13)). The reader may refer to Gopalsamy [18] for the usage of these terminologies in which the column dominance
means that the self-regulating feedback of each processing unit (or neuron) dominates its own contribution to other
neurons, whereas the row dominance is interpreted as the self-regulating feedback of each neuron dominating the
effects of other neurons interacting with it. The relationships between these conditions are highlighted in the following.
We recall that the Euclidean norms ‖ · ‖1, ‖ · ‖p and ‖ · ‖∞ for a vector u = (u1, u2, . . . , um)T ∈ Rm are closely
related in the manner in which ‖ · ‖p reduces to ‖ · ‖1 for p= 1 and ‖ · ‖p → ‖·‖∞ as p → ∞. These relationships are
also reﬂected in the results established by the theorems—particularly, the conditions (3.3), (3.13), (3.24) and (3.31). It
is clear that the condition (3.31) reduces to (3.3) for p = 1 as 
p,ij = p,ij = 1. If one deﬁnes 
ij , ij in the condition
(3.24) as 
ij = ij = (p − 1)/p, then (3.24) becomes
ai >
p − 1
p
m∑
i=1
|bij |Ljij + 1
p
m∑
j=1
j
i
|bji |Liji .
Now it is possible to include p = 1 in the above so as to obtain the condition (3.3).
The conditions (3.31) and (3.24) approach towards the row dominance condition (3.13) in the limit p → ∞. For
instance, if one deﬁnes 
k,ij , k,ij in (3.31) as 
k,ij = k,ij = 1/p for k = 1, 2, . . . , p (similarly, 
ij = ij = (p − 1)/p
for (3.24)), then both conditions reduce to
ai >
p − 1
p
m∑
j=1
|bij |Ljij + 1
p
m∑
j=1
j
i
|bji |Liji .
By letting p → ∞ in the above, one then obtains the row dominance condition (3.13).
It is no doubt that the presence of the nonnetwork parameters in the conditions (3.24) and (3.31) increases the
dimension of the parameter space for the stability of the analogue (2.1) and the network (2.4).Although this is the case,
their presence has been found useful however in relating the sufﬁcient conditions as one family for establishing the
exponential stability of the network (2.4) through the preservation by the discrete-time analogue (2.1) for any choice
of the time-step parameter h> 0.
The development achieved in this paper has several potentials for extending the analysis so as to preserve the conver-
gence of other types of neural networks such as cellular neural networks, bidirectional associative memory networks
and high-order neural networks with distributed time delays. It is possible to modify the Lyapunov sequences adopted
in this paper in order to preserve the conditions derived by an LMI approach—see for instance, Refs. [9,23,26,44] for
several achievements developed in this area. Modiﬁcation of the formulation of the discrete-time analogue so as to
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include terms of the stochastic type [21,56] and reaction–diffusion type [14,28,46,48] is also another interesting and
important area of study. These aspects shall be looked at in the future investigations.
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