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We develop Tanaka-like evolution equations describing the local time L: of certain measure valued 
super processes. For example, if X,, t 2 0, is a planar super Brownian motion and A > 0 then 
L:=(G”,X,)-(G”,X,)+h 
I’ 
(G”, X,) ds+ ‘(G”, X”(ds)), 
0 s 0 
where X3 is a martingale measure associated with X, and G” is the Green’s function of a planar 
Brownian motion (Et, Bf) standardised to have E[B’,“]’ = 2. Properties such as the continuity of L: in 
t and x are immediate consequences of these results. 
En passant, we also establish that Brownian and stable super processes (in the appropriate dimensions) 
integrate L??’ functions, and derive an It8 formula for these processes more general than others derived 
previously. 
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super processes * measure valued processes * local time * It8 formula * Tanaka formula 
1. Introduction 
At the risk of understating the scope of our results, and of forcing some minor 
repetition later, we shall look only at the super Brownian motion in the plane for 
the moment. The gain will be that, since all the main ideas of the paper appear in 
treating this one case, we can present them in a relatively clear fashion, free of the 
heavier notation of the general stable case. Thus, let Ju = Jll(lw*) denote the space 
of Radon measures on ([w2, 93(02’)), f urnished with the vague topology, and let 
(0, 9, St, P) be a filtered probability space. The super Brownian motion X,, t 2 0, 
starting at t_~ E Ju is a continuous, &-valued, adapted, strong Markov process defined 
on (a,%, S,, P), with X0 = p a.s. It can be defined in a number of ways: 
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Let C(@) denote the Banach space of continuous functions on the one-point 
compactification of [w*, and D(A) the domain of the two dimensional Laplacian. 
Then one way to define the super Brownian motion is as the unique (in law) 
continuous, A-valued process satisfying 
(4, X,)=X(4) =/4#4+X’W+ 
I 
I 
X,(4) ds, (1.1) 
0 
where $J E D(d)n{f~ C([w*): f is rapidly decreasing}, X:‘(4) is a continuous 
.F,-martingale such that 
W:‘Wlt = (1.2) 
and [Y], denotes the increasing process for Y. (See, for example, Ethier and Kurtz 
(1986, p. 406).) 
As is clear from (l.l), we have allowed ourselves the luxury of writing the integral 
of a function 4 against a measure M as either (4, m) or m( 4). In the future, without 
further comment, we shall also write 5 +(x)m(dx). 
Alternatively, the super Brownian motion, starting at p, can be determined via 
its characteristic functional 
E exp(-X,(4)) = exp(-(U& p)), (1.3) 
where, this time 4 E D(A) n Cb(R2)+, and U,+ is the positive, bounded solution of 
the evolution equation 
ti(t)=Au(t)-u’(t), (1.4) 
with initial condition 
n(0) = 4, 
(cf. Iscoe, 1986a). 
(1.5) 
Most naturally, however, the super Brownian motion arises as a limit involving 
an infinite system of Brownian particles. Take an infinite system of i.i.d. Brownian 
motions, starting at the points of a Poisson process with intensity np, where /1 is a 
a-finite measure. At exponential times, with mean n-‘, each path dies, with probabil- 
ity 4, or splits into two new, independent, Brownian paths, also with probability 4. 
The offspring paths develop in the same fashion. Let 
X:(A) = 
#{particles in A at time t} 
n 
be a measure of the number of particles in A at time t. Then the super Brownian 
motion is the weak limit of X” as n + cc (cf. Walsh, 1986; or Dawson et al., 1989, 
for a detailed discussion of this and closely related constructions). 
Note, at this point, that since X, is a.s. a Radon measure for all f, X1(+) is well 
defined for all positive, Bore1 measurable 4. It does not follow, however, from mere 
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existence that X,(4) is necessarily finite. This is a question that will be of major 
importance to us in what follows. Thus we shall show, for example, that X, is well 
enough behaved so that any 4 E 2Yp n d;p’(R*, Leb), 1 s p < ~0, is also, with probability 
one, in 2”’ n 2?r(R2, X,) for almost all t. (Under additional conditions on 4 we can 
lift ‘almost all’ to ‘all’ here.) We shall return to this point, which forms one of the 
main side results of this paper, in considerable detail later. 
A subject of substantial recent interest has been the structure and temporal 
behaviour of the support of X,. An extremely detailed treatment has been given 
recently by Dawson et al. (1989), who base their analysis on both the particle picture 
described above with branching at non-random times and a related non-standard 
model. The first steps in this direction were made by Iscoe (1986a, b), who studied 
the local time process associated with X, and it is to this process that we return in 
the current paper. 
The occupation time process is a further .&-valued process defined by 
L(B) = X(B) ds, BE LB(R2). (1.6) 
This is clearly well defined for every Bore1 B in the plane, and it is easy to check 
that it is also well defined for super Brownian motions in higher dimensional spaces 
as well. 
The local time process is, formally, obtained by putting B = {x} in (1.6). Iscoe 
(see also Fleischmann, 1988) showed that 
-G = L,({x)) 
makes sense by defining L: as the weak limit (in C([O, co), R)) 
(1.7) 
where 
~ 
f,X 
(y) = ld(Y --X)/F) 
TE2 
is a sequence of functions converging to S,, the delta function at x, and B is the 
unit ball in R2. 
The characteristic function of L: can be deduced from (1.3)-(1.5) to give 
E exp(-BL:) = exp(-( V:(x), EL)), (1.8) 
where V:(x) satisfies 
ti,=Av,-u:+O&, (1.9) 
V(0) = 0. (1.10) 
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We are interested in the temporal evolution of L: for fixed x, and the central 
result of this paper about the local time of the super Brownian motion is the 
development of Tanaka-like formula for Ly . For example, if A > 0, then 
L:=(G’,X,)-(G”,X,,)+h 
I 
‘(G”,X,)ds- ‘(G”,X”(ds)), 
I 
(1.11) 
0 0 
where G” is the Green’s function 
I 
CC 
G”(x) = ee*‘P,(x) dx, (1.12) 
0 
p,(x, y) is the transition density of planar Brownian motion (B:, I?:) normalised so 
that E[B\“]’ = 2, and the stochastic integral in (1.11) will be developed later. 
A result identical to (1.11) holds also for L: if G” (. ) is replaced by G” ( . - x). 
In higher dimensions, and for other processes, an identical representation continues 
to hold, as long as G” is replaced by the appropriate Green’s function. Details are 
given at the end of Section 2. 
This representation for the local time would follow almost immediately from an 
It; formula of Dawson (1978) if it were not for the facts that G” fails certain 
regularity conditions that he requires (the main problem is the singularity of G” at 
the origin) and the fact that he deals primarily with the super Brownian motion 
starting with a finite initial measure and support restricted to a finite domain. Hence 
much of the effort in the following two sections will be devoted to determining 
how bad a test function can be while still leaving X,(4) well defined (i.e. finite) 
for all t. 
In the following section we set up all notation, define our processes somewhat 
more carefully, and give all the main results. Proofs of these, along with some 
subsidiary results of lesser interest, are given in Section 3. 
Finally, we note that Dynkin (1988) has also obtained integral representations 
for L: and other additive functionals of X,. His approach, however, is somewhat 
different to ours. 
2. Main results 
2.1. Notation and spaces 
Many of the main results of this paper are centered around proving for a measure 
valued process on one space of test functions what is already known on another 
such space. This observation is even more appropriate as it relates to proofs. Thus, 
unfortunately, we shall encounter a plethora of different spaces of measures and 
test functions in what follows. For ease of reading, here they all are, along with 
some notation. 
Operators: A is the d-dimensional Laplacian. The dimension will always be 
evident from the context. A, = -(-A)a’2, 0 < (Y < 2, is a ‘fractional Laplacian’ (cf. 
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Yosida, 1965; Tanabe, 1979; or Pazy, 1983). The domain of any operator A is 
denoted by D(A). Note that D(A) G D(A,,). 
Both A and A, generate contraction semigroups, S, and S: , respectively, associ- 
ated with Brownian and symmetric stable motions. These are defined, for 0 < (Y s 2, 
by the convolution operation 
where p:’ is the transition density of a symmetric stable motion of index LY E (0,2], 
given, in general, by 
1 
PF(X> Y) =p:‘(x -Y) = (27F)d exp(-ip.(x-y)-tJIpll”)dp, 
which, when cy = 2, is equivalent to 
P:‘)(X,?;)=P,JX,Y)‘P,(x-.“)=~e 
-lI1-,)1’/4l 
(47rf)d’? 
In fact, one can use only the semigroup S, to define the A, for all (Y; viz. 
J 
x 
-A,q5 = T( -;(Y)~’ t-“+~~i~)(s, - I)4 &, (2.1) 
0
0 < a < 2, 4 E D(A), which indicates that, except for the case LY = 2, the fractional 
Laplacian is an integral rather than local, differential, operator. 
Function spaces: We need two norms for functions from open D G Rd to R’: the 
usual supremum norm Ij4/(X =su~,,~~I$~(x)j and the Sobolev norm 
(I > 
1/P IIal.P = r) ,kz_ I~“~W dx ) 
where m E (0, 1,2,. . .}, p E [I, a), k = (k,, . . , kc,) is a multi-index, Ik( = 
k,+. ’ . + k,, and 0’4 = dh4/dhlx, ’ . . $~Jx~. Setting m = 0 yields the usual 0” norms. 
A basic space is C(D), the space of real-valued, continuous functions on D. 
Unless stated otherwise, for relatively compact D we treat C( 0) as a Banach space 
under (1. (lx. We also need 
C,(D) = (4 E C(D): 114 IlnT. < aI, 
C”(D) = (4: Dk4 E C(D) for all k with (k[ s m}, 
Cm,“(D) ={$J E C”(D): Ildllm,r,<=~~, 
C?“(D) = Cm2p(D)n C,(D), 
C!(D) = CF.“(D) (=C,(D) if r> d), 
W”‘*p(D) = closure of C”‘,“(D) in the norm [I. I[m,p, 
Zp(D) = W”*p(D). 
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As a general rule, if F(D) is a function space, 
F(D)+=F+(D)={~~F(D):~(x)~Oforallx~D}, 
F(D)_=F_(D)={~~F(D):~(x)sOforallx~D}, 
F(D)= = F,(D) = {4 E F(D): 4 has compact support in D}. 
The Hilbert space Wfn3*(D) is equipped with the inner product 
(4 41, = l . u ,k$m (Dkf#+)wk~(x)) dx. 
In general the spaces Wm.” are Banach under /I . Ilm,p. Finally, for any 4 : Rd + R’ 
set 4+(x) = max(4(x), 0), 4-(x) = min(4(x), 0). 
Spaces of measures: Let g(D) be the Bore1 c-algebra on D s Rd. Then 
.M(D) ={p: p is a Radon measure on S(D)}, 
J&(D) = {E” E A(O): p.(D) <cc>, 
Note that .& = A,. All spaces carry the vague topology and are Polish. 
As noted earlier, we shall denote integration of a function 4 against a measure 
p by 
Lebesgue measure will always be denoted by A, and 
ZP(Q p) =ZP(Q B(D), /J) 
= 
{ 
4 : D + R’: 4 is 3(D) measurable and ,~ I4(x)I’Mdx) <cc . 
I 
If M is any of the above spaces (or, indeed, any topological space) we write 
C([O, OO), M) to denote the space of continuous function from [0, ~0) into M, and 
D([O, CO), M) for the corresponding space of cadlag functions. 
2.2. A deterministic evolution equation 
An important component in our proofs is the following, non-stochastic result, due, 
in essence, to Gmira and Veron (1984): 
Theorem 2.1 (Gmira and Veron, 1984). 7’he evolution equation 
ti(t)=A,u(t)-u(t)lu(t)l@, O<a~2, O<pcl, 
with initial condition 
(2.2) 
u(O)=d, f$CP(Rd)n~*“(Rd), lSp<a, (2.3) 
As an aside, we note that it is straightforward to prove versions of Theorem 2.1 
in which u(t) has compact support. For example, if fit Rd is compact with 
differentiable boundary aD, then (2.3) can be replaced by 
u(O,x)=f#J(x), XEQ (2.5) 
and either 
or 
u(t,x)=O if t>O, x~aD, (2.6) 
u,(t,x)=O if t>O, XE~D, 
where u, denotes the normal derivative to dD. 
(2.7) 
The second case (i.e. (2.7)) corresponds to what Dawson (1978 ) calls ‘reflection’, 
and the first to ‘killing’ or ‘mass loss’ at the boundary. Although we shall not treat 
these cases at all, we mention the existence of the result corresponding to Theorem 
2.1 to indicate that an analysis virtually identical (indeed, somewhat simpler, since 
D is compact) to that following can also be carried out in these two cases to study 
both It8 and Tanaka formulae. 
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has a unique solution in 9?‘(Rd) of the form uf = UPC$, where Up is the non-linear 
contraction semigroup on 5P(Rd) with infinitesimal generator A, - 4\+Ip. The solution 
satisjies the associated integral equation 
u(t) = S:4 - 
I 
’ S:_,( USURY) ds. (2.4) 
0 
If 4 is non-negative then so is the solution. •i 
The version of Theorem 2.1 proven by Gmira and Veron is actually valid only 
for the case (Y = 2. Nevertheless, checking through their proof, it is clear that the 
main property required of A, is that it be m-accretive as an operator on .P(Rd), 
That this property is shared by the fractional Laplacians can be easily checked: e.g. 
via Theorem 3.1.5 of Tanabe (1979). 
A similar result to Theorem 2.1 has also been proven by Iscoe (1986a). He, 
however, required that 4 be bounded, a condition that will turn out to be too 
restrictive for us. 
2.3. Super processes - basic properties 
The following basic result, which establishes the existence and Laplace transform 
of the processes of interest to us, is due to Iscoe (1986a) and Fleischmann (1988). 
Theorem 2.2 (Iscoe, 1986a; Fleischmann, 1988). Let 0 < CY c 2, 0~ p G 1, r > d, and 
r < d + a if LY < 2. Fix /L E Ju,(R”) and p 2 1. Then there exists a JU,(Rd)-valued, 
multiplicative, Markov process X,, with sample paths a.s. in D([O, oo), Jl,(Rd)), such 
that 
E exp(-(4, X,>) = exp(-( UP4 LL)), 4 2 0, 4 E ‘+%Rd 1, (2.8) 
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where Up+ = u(t) is given by the solution of 
ti(t)=A,u(r)-u(r)ju(t)je, 
with initial condition 
u(o)=+. 0 
(2.9) 
(2.10) 
Remarks. The requirement in (2.8) that 4 2 0 is necessary to keep the right hand 
side finite. One consequence of (2.8) is that X0- + From now on we shall deal 
only with the case p = A (Lebesgue measure). Since we have assumed that r > d, 
we have h E JI1,(Rd), as is necessary. 
When (Y = 2 Theorem 2.2 formalises the super Brownian motions described in the 
Introduction. The additional parameter p enters by allowing the Brownian particles 
to split into a random number N of new particles at each branching point, (rather 
than just two) where N is in the domain of attraction of a stable distribution of 
index 1 + @. For general LY E (0,2), a similar description of the process X, holds, but 
with the branching Brownian motions replaced by symmetric stable processes of 
index (Y. 
Our first new result is the following, which indicates that (4, X,) is finite for a 
much larger class of test functions 4 than promised by Theorem 2.2. 
Theorem 2.3. Let X, be the measure valued process of Theorem 2.2. Fix p 2 1, T 2 0, 
and C#I E 5?“(iRd, B(Rd), A). Then, for almost all t E [0, T], 
(i) P{+ E .Yp(Rd, S3(Rd), X,)} = 1. 
If 4 is non-negative, and p > 1, then 
(ii) E{exp(-(d3 XI>)} = exp{-(C+, A)), 
where Upl is the contraction semigroup of Theorem 2.1. 
(iii) If p = 1, and 
4 E (3’ f-7 .Y4) u ( w2x2 n W2,‘), (2.11) 
then (4, X,), considered as an R, -valued process in t, has a.s. continuous sample paths. 
In this case (i) can be strengthened to read 
P(4 E _Yp(Rd, B(R”), X,) n 5.!?‘(Rd, CB(R”), X,) for all t E [0, T]} = 1. 
Remark. If p f 1 then (4, X,) is, in fact, discontinuous, although by Theorem 2.2 
we do know that it is right continuous. For more on this case see Meleard and 
Roelly-Coppoletta (1989). 
2.4. An It6 formula 
From now on, we restrict ourselves to the case /3 = 1. As we have just noted, this 
is the only case in which X, has a possibility of being continuous, and, what will 
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be more important for us in what follows, it is a case in which stochastic integration 
is considerably simpler. Again, see Meleard and Roelly-Coppoletta (1989) to gain 
some insight into the more general case. 
Define the cylindrical martingale measure 
xp=x,- 
I 
‘((&)*X,) ds, ta0, (2.12) 
0 
where (A,)* is the formal adjoint of A,. When (Y = 2, X’is the X’ ofthe Introduction. 
(Note that while Xp is actually a distribution rather than a measure, we shall follow 
the terminology of Walsh (1986) by referring to it as a (martingale) measure. Thinking 
of Xp in this fashion is particularly useful for the stochastic calculus to follow.) 
We can define a stochastic integral with respect to X” (see the following section 
for details) which leads to the following technical result, and an all important It6 
formula, which itself follows from the representation of X, as the solution of the 
(weak) stochastic partial differential equation 
(+,X,)=(~,P)+(~,X;‘)+ (2.13) 
Lemma 2.4 (p = 1). Let X(t) be the measure valued process of Theorem 2.2 and 
X”(t) the cylindrical martingale measure of (2.12). If C$ E _Y2([Wd), then 4 is integrable 
with respect to X”, and, moreover, 
E(l$, X:r)2<co. (2.14) 
Note that since the proofs of both this lemma, and the Ito formula following, are 
based on (2.13), it would seem more natural to require for both of these results that 
A,4 E 55” rather than 4 E W’,‘, so that we could be certain of the finiteness of the 
integral in (2.13). While the former of these two conditions does seem more natural, 
it is certainly the harder of the two to check, because of the rather complicated 
nature of the fractional Laplacian. The condition 4 E W2,’ is easy to check, and the 
fact that it suffices will be shown in the proofs. 
Theorem 2.5 (It6 formula: /3 = 1). Let X(t) be the measure valuedprocess of Theorem 
2.2. Assume that $ E C2(lF%“) has bounded derivatives of up to order two, and that 
4,). . . , C#Q E W2,p(lRd)n W’.‘(P) for some p 32. Let 4 = (4,). . . , &), and write 
(6,X,) for the vector ((~,,~),...,(~h,X,)). Then
M> X0)= $((4,, X,)3 '. . ,(b,K)) 
+ C vt<<& X,)1.$,, Xm(ds) 
> 
, (2.15) 
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where the form of the stochastic integral will be described in detail in the following 
section, +!J~ and (c’ii are the jrst and second order derivatives of +!J, and 
[4iv x"~ $,I, 
is the predictablejinite variation process that makes 
(4i9 xa(t))'(4ji, xa(t))-[4i, x"9 4,lr, 
into a local martingale. Specijically 
(2.16) 
(2.17) 
This is, in principle, the same formula as given by Dawson (1978). The major 
difference, however, is that the underlying process X, is now operating on a much 
richer class of test functions and on an unbounded space. 
2.5. Green s functions 
The Green’s functions G”, , CY E (0,2] and A 20, corresponding to the transition 
densities pp , are defined by 
I 
x> 
G”,(x, Y) = eP”‘p;(x, y) dt. 
0 
It is clear from the properties of the transition densities that Gi(x, y) = G”,(y, x) = 
G:(llx-~11). 
Now note that while we previously defined the fractional Laplacian A,, as an 
integral operator involving the semigroup of Brownian motion it also has a natural 
definition via Fourier transforms. In particular, for a Schwartz function 4 on [Wd 
we have 
(As)(p)= -IIPII’%P). 
For details, see Stein (1970). 
(2.18) 
Returning to Green’s functions, let us assume for the moment (as is not always 
the case, depending on the values of d and CY) that Gil is well defined, and consider 
it as a distribution rather than a regular function. A Fourier space calculation based 
on (2.18) then shows that Gyx is the fundamental solution, in the distributional 
sense, of the equation -A,,u = S, where 6 is the Dirac delta function. That is, for 
every 4 E Y,, 
J Wd (-A,G:)(xM(x) dx = 4(O). 
Similarly, for all A > 0 the equation 
(2.19) 
(-A,,+h)u=& (2.20) 
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is solved by G”,. In this case, however, there are no restrictions on the values of d 
and a. (Again, see Stein (1970) for details and proper formulation of the above two 
equations, and for general background on fractional operators via Fourier trans- 
forms.) 
We shall require the following basic properties of Green’s functions: If cy <d 
then GO, is given explicitly by 
G:(x) = cd,a IIxII~-~, 
where 
r(+(d - ~1) 
Cd,, = 
2 42,#2r(;a)f 
Note that in the case (Y = d = 1,2 an attempt at a direct evaluation of the Green’s 
function via its definition leads to GO, = ~0. 
For general a and A the Green’s function is somewhat complicated, although, 
fortunately, we shall not require its specific form. We shall require it, however, for 
the two specific cases for which GO, is not well defined. These are a = d = 2, in 
which case 
d/2-1 
Kd,2-l(~llxll), (2.21) 
where K, is a modified Bessel function of order p, and the case a = d = 1, when 
G:(x) =z (ci(Ax/fi) cos(hx/&)+si(hx/&) sin(Ax/fi)), (2.22) 
where ci and si are the cosine and sine integral functions. 
For the proof of (2.21) see ItB and McKean (1965, p. 233), and for information 
on modified Bessel functions see Abramowitz and Stegun (1972, p. 375). For the 
proof of (2.22) use the fact that the transition density p:(x) is Cauchy, and then 
evaluate the Green’s function directly (or look up Gradshteyn and Ryzhik, 1980, 
p. 312, where you will also find-on pp. 928-929 -further information on ci and 
si). 
An important property of Green’s functions is the following, which has much to 
do with the conditions on d and a that appear in the following theorems about 
existence of local time and Tanaka formulae. 
Lemma 2.6. Gk E 5f2(Rd) if, and only IX A > 0 and d <2a. 0 
2.6. Tanaka formulae 
We start with the following result, due, in various forms, to Iscoe (1986a), Dynkin 
(1988) and Fleischmann (1988), which tells us when local time exists. 
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Theorem 2.7 (p = 1). The super Brownian motion has a local time in dimensions d s 3, 
and the super stable processes have local times whenever d c 2~. 0 
Among the cases covered by Theorem 2.7 those for which d = 1 and CY E (1,2] 
are rather special, for in this case the measure X, has an d;p2 density, so that we can 
write 
X,(4) = I 4(xlft(x) dx, Iw 
for all 4 and t, and f itself can be described via a simple evolution equation (cf. 
Roelly-Coppoletta, 1986, Theorem 1.12). Since this case is made simple by the fact 
that then L: = jhf(x) ds, it requires none of the delicateness of the forthcoming 
analysis, and so we shall make no further reference to it. 
For the more general cases, however, consider the It6 equation (2.15), and 
substitute I/I(X) = x and 4(x) = G”,(x) into it. Ignore for the moment the fact that 
this choice of $I does not fulfil the requisite regularity conditions. Note the relation- 
ship (2.20), and you will have a non-rigorous proof of the main result of this paper, 
viz: 
Theorem 2.8 (/3 = 1). Let X,, with Lebesgue measure as its initial value, be either a 
super Brownian motion in dimension d = 2,3 or a super stable process in dimension 
d <2a, with a E ($, 11 ifd = 1. Let LT denote the local time of X, at x. Then L’: satisfies 
the following evolution equation, in which G”, is the Green’s function of the previous 
subsection and A > 0. 
L’:=(G”,,X,)-(G;,X,)+A (2.23) 
An identical equation holds for L: if the function G”,( . ) on the right hand side of the 
equation is replaced by G”,( . -x). 
Remark. The initial condition on X, can be changed with relative impunity. For 
example, if X,, has a bounded density with respect to Lebesgue measure, then the 
Theorem continues to hold. Similar formulations will also work. 
The hard work in proving this theorem will, of course, be in justifying the 
substitution into the ItB formula described above. 
One of the major drawbacks of Theorem 2.8 is the fact that the representation 
(2.23) is tied to the Green’s function, Ga, for strictly positive A, and this is a function 
which generally is not explicitly known. One way around this is given in the following 
result, which unfortunately, we have only for the Brownian case. It is most helpful 
really only in the case d =3, for which Gq takes the simple form (2nIIxII))‘. (See 
Theorem 2.10, however, for the case d = 2.) 
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Theorem 2.9 (p = 1, a = 2). Let X, be a super Brownian motion in dimension d = 2,3 
and f E C2 a function of bounded support with f(0) = 1. Then L:’ satisfies 
L:=(G),Af;X,)-(G”,f,X,)+A 
I 
‘(G.:f;X)ds+ ‘(G:,f;X”(ds)) 
,I J 0 
+2 J ‘(GG”,.Cf;X,)ds+ ‘(G:,.ilf;X,)ds, J (2.24) 0 0 
for every A > 0, and also for A = 0 when d = 3. 
Once again, a heuristic proof requires no more than the It& equation, (2.20) and 
the relationship 
A(G”,f)=AG;f+2VGh,Tj-+G;Af, (2.25) 
which, like (2.20), must be understood in distribution sense, since AG^, does not 
generally exist in function form. What is important, of course, is that the terms on 
the right hand side of (2.24) require no such interpretation. We do not have a version 
of Theorem 2.9 for super stable processes due to the lack of a version of (2.25) 
(which is no more or less than two applications of the product formula) for the 
fractional Laplacian. 
A version of Theorem 2.9 holds also for the planar super Brownian motion, and 
relies on the fact that whereas when d = LY = 2 we cannot define the Green’s function 
Go, directly from the transition density, there is, nevertheless, a function which 
satisfies the distributional equation -Au = 6. The function is ln( 1/ (/x(/)/(271) (cf. 
Gelfand and Shilov, 1964). This will allow us to prove: 
Theorem 2.10. With the convention G:(x) = In( 1/ 11x/1)/(2rr), Theorem 2.9 confinues 
to hold in the case d = 2, h = 0. 
2.7. Continuity of the local time 
The last result that we have to offer is of independent interest, and rather hard to 
prove from ‘first principle’ calculations. It is a reasonably simple consequence of 
Theorems 2.3 (iii), 2.8-2.9, and some moment calculations, but, even when 
specialised to give continuity in t for fixed x is new for N # 2. (See, however, Sugitani 
(1988) and Krone (1990a,b), which treat the joint continuity problem for super 
Brownian motion and super diffusions, respectively.) 
Theorem 2.11. Under the conditions any of Theorems 2.8-2.10 the local time L: is an 
a.s. jointly continuous function oft and x. Cl 
Finally, we note that the analysis of this paper can be extended, without too much 
effort, to also develop Tanaka like evolution equations for the self-intersection local 
times of super processes. It is there, rather than in the current paper, that our heavy 
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investment in setting up a general It6 formula is of major importance. For details, 
see Adler and Lewin (1991). In a recent paper, Barlow, Evans and Perkins (1991) 
have used a related approach to study collision local times. 
3. Proofs 
Before we can start in earnest, we require a preliminary lemma. 
Lemma 3.1. For positive 4 E C, and r > d, 
E(4, X)=(X4, A). 
Furthermore, if p = 1, then 
(3.1) 
(3.2) 
Proof. The proof follows from a routine (albeit somewhat tedious) calculation based 
on differentiating the Laplace functional of (4, X,) given in Theorem 2.2, exploiting 
the integral equation (2.4), and noting the fact that the conditions demanded of $J 
place it in the domain of application of Theorem 2.1. An example of a calculation 
of this kind is given in Iscoe (1986a). q 
Proof of Theorem 2.3. The proof proceeds in three parts, corresponding to the three 
parts of the theorem. 
Part (i). We have to show that if 4 E Y(@), p 2 1, with respect to Lebesgue 
measure, then this is also the case with respect to the measure X, for almost all 
t E [0, T]; i.e. 
4 E ~p(~d, X,), (3.3) 
with probability one for almost all t. We start by fixing t and assuming that 4 is 
positive. (Lifting the result to an almost all t statement will be done at the end of 
the proof, and lifting from positive to general $I follows, as always, by writing 
4 = 4’ - 4-. This latter step is left to the reader.) 
Our aim is to establish (3.3) from the somewhat weaker Theorem 2.2, via an 
approximation procedure. Thus, let {&z},,zI be a sequence of positive Cf(Rd), 
(r> d) functions such that & converges to $J in Y”‘(R”). 
Since {&} is Cauchy in _Y”(&), it follows that {&,} contains a subsequence, 
which we continue to denote by {$,,}, that converges a.e. (Lebesgue) to 4: i.e. 
h{x: & d 4(x)} = 0. (3.4) 
But Perkins (1988,199O) has proven that, with probability one, the measures X, 
do not charge sets of Lebesgue measure zero for any t 2 0. (Iscoe (1986b) has this 
result for super Brownian motion and almost every t.) Thus, with probability one, 
X,(w){x E Rd: &(x) 74 f$(x)} = 0 for all t 2= 0. (3.5) 
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Thus 4,,(x) + 4(x) almost everywhere with respect to the measure X,( w ) for all 
t 2 0 for almost every w. We can use this fact to show that (4, X,) and ($‘, X,) are 
a.s. finite, and so establish (3.3). 
Note first that by Fatou’s lemma, applied to the expectation operation, and Lemma 
3.1, we have that 
liF+gf((&)‘, X,) s li~+~f(S~(4,)“, A) = (4p, h)<co, (3.6) 
by assumption. Now apply Fatou’s lemma to the measure X, to obtain 
which is finite by (3.6). This proves the finiteness of (4’, X,) for fixed t. To get the 
result for almost all t with probability one, simply apply the last part of the argument 
to 1; (#“, XJ ds. 
Part (ii). We return to the approximating sequence {&}nz, of the previous part. 
Since 
as n +CO, with a similar inequality holding for 4:) it follows that there is a 
subsequence of { &,} such that (&,, , X,) a(+, X,). Taking this subsequence as a 
full, new sequence, it follows from the non-negativeness of the $,,, along with 
Theorems 2.1 and 2.2 and bounded convergence, that 
E exp(-(4, X,)) = E,‘iz exp(-(A, X0) 
= !L? E ew(-(b, X,>) 
= ew-(V4, A)), (3.7) 
the last line following from the continuity of the operator U: . This is what we had 
to show. 
Part (iii). To complete the proof of Theorem 2.3 we have to show the a.s. continuity 
of (4, X,) in t for 4 E (2’ n 2”) u ( W“‘n W’,‘). The rest of the result (i.e. that part 
(i) of the Theorem is true for all t with probability one) is then obvious. There are, 
in fact, two distinctly different parts to this proof, depending on whether 4 E 9’ n Z4 
or f$ E W2,2 n W’,‘. 
For the first of these cases, we sketch a proof based on Kolmogorov’s criterion. 
We require that for all s, t 20, 
E((+, X,+,)-(4, X>>4s C.s’, (3.8) 
for some y > 1, where C depends on neither s nor t. Continuity then follows as usual. 
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In fact, it follows from the calculations used to prove Theorem 3.1 of Watanabe 
(1968) -especially the end of p. 160 -that (3.8) is true for y = 2 when $J E D(A) 
is continuous and bounded. (To check that y = 2 one can work directly with the 
Brownian transition density for the case LY = 2, and via a Fourier argument for other 
a.) The constant is s and t independent, but depends on 4 through both its 2 and 
Z2 norms. (Watanabe actually relies on the sup-norm for 4 and 4’, but the same 
proof will work if .P!l and 2’ norms are taken at the appropriate places. Note that 
since 4 E Z” n .L!Y4 we automatically have that 4 E Z”.) 
To obtain a proof of (3.8) in the case 4 E Z1 n Z4 it is thus sufficient to approximate 
4 by a sequence (4,) of functions satisfying Watanabe’s conditions, and Cauchy 
in 2’. This completes the proof for the first case. 
Now consider the second case; 4 E W2,2n W2,‘. Here we use a martingale argu- 
ment, and the fact that, for 4 E CF, (4, X,) is known to be a continuous semimartin- 
gale satisfying 
(+.X,)=(4,A)+(+,X:)+ ‘(U,XJds, 
I 0 
(3.9) 
in which (4, X7) is the martingale. Thus, by the maximal inequality for martingales 
we have that, for 4 E CF, 
[ 1 
2 
~2(4,A)*+2E sup (4,X:) 
[ 
2 
E sup (4,X,) 1 [I +2E OS,% T “G,ST Or I&4, X,)1 dg]* 
7 
G2(4,A)2+8E(4,X”,)2+2E (1441, X,)ds 2. (3.101 
I 
The second term here is easy to treat, since 
E(~,X”,)2=(~2,A)=II~II:. (3.11) 
For the third term, note that 
2 
E T (/A&i, XJ d.s 1 
T 
I i 
T = du du E{(lA& XJ+L4l, XJ1 
0 0 
T 
c 
I i 
T 
du dv (E(l&#l, X,)‘E$L4I, XJ’)“’ 
0 0 
s T” sup E(lA,,4(, X,)’ 
0-u-T 
<T2 sup (S:lA,& A)“+2 S::_,(S:lA,+l)‘dt, A 
>I 
(by (3.2)) 
0% u- T 
cT’(lA,c#l, A)‘+2T’ sup 
I 
I’ (S::L(S:‘lA,,#, A) dt, 
0-u-T o 
(3.12) 
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the last line following from the fact that Sp is a contraction mapping in 2’ and by 
Fubini’s theorem. Applying the contraction property of Sp twice more, once on L!?r 
and once on LZ2, we find that 
[I 
T 
E hbi, X)ds *s ~211~~~Il:+~~311~,~II:. (3.13) 
0 I 
As noted in the previous section, since norms on A& are difficult to work with, 
we need to bound each of the two terms on the right of (3.13) by norms of 4 and 
A+. The second of these is simple, since the Fourier interpretation (2.18) of A, and 
Parseval’s inequality imply that 
ll&4ll:= I@& 
= II IIPII”d?PNI: 
= 
I 
IIPII~~~‘(P) dp+ 
I 
IIPII~~~‘(P) dp 
IlPll=l IIPll’l 
c 
I 
6’(p) dp+ 
I 
I~PII”~‘(P) dp 
IIPIIC-1 IIPll’l 
=G lIdI:+ llm: 
= ll#dl:+ IlA+ll:. (3.14) 
To handle the first term on the right hand side of (3.13) assume that (Y <2 and 
note that by (2.1), 
II44 II,= C jRd 1 (r t- (‘+a’21((S, -Z)+)(x) dt dx 
('+"'2'((S, -Z)~)(X) dt 
II 
dx 
t-““lA4(x)ldtdx+C, W t-(‘+“‘2)(~~S,~(~,+~~~~~,)dt 
1 
~C3ll~~ll,+C4II~II,, (3.15) 
the last line using the contractivity of S, and the fact that LY < 2. Of course, (3.15) 
is trivially true if (Y = 2. 
Combining (3.10)-(3.15) we obtain that 
(3.16) 
To complete the proof, let 4 E WZ3’n W**‘, and take a Cauchy sequence (4,) of 
CF functions converging to $J in W2,* n W2,‘. By (3.16), Chebyshev’s inequality, 
and a standard subsequencing argument based on the Borel-Cantelli lemma there 
is a subsequence {+,,} such that X,( &,) converges uniformly in t E [0, T] to (4, X,), 
with probability one. Hence (4, X,) is itself a.s. continuous, and we are done. 0 
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A rather useful fact that comes out of the above proof is that we can actually 
assume much less of the rest function 4, and still retain continuity. The proof, which 
is left to the reader, relies on the fact that the argument from (3.12) until (3.16) 
above is unnecessary under the assumptions of: 
Lemma 3.2. Let /? = 1 and 4 E 9’ n Zp, for some p 2 2, be such that there exists a 
sequence {c$,,},,~, of Cr functions such that c$,, + C$ in 9’ n .T2 and 
E 
(I 
r(lA&,z-A,~,~,X.Jds -+O, 
0 > 
z 
(3.17) 
as n, m + 03. Then (4, X,) is an a.s. continuous function oft E [0, T]. 0 
Our next task is to establish the It8 formula of Theorem 2.5. Since this, and all 
the results following it, require p = 1, we shall now assume that this holds without 
further comment. However, before we can prove Theorem 2.5, we need to make a 
few comments about the stochastic integrals with respect to X” appearing there. 
We shall follow that development in Dawson (1978), who, as we noted in the 
previous section, treats similar problems in a somewhat more restricted setting. 
Let P be the a-algebra of predictable events; i.e. the v-algebra of subsets of 
(0,~) x IWd x fl generated by the predictable rectangles of the form (s, t] x B X F, 
withs<t, FEDS,, BE%‘([W~).L~~ Y:(O,co)~[W~xfi+K!‘bearandomprocess.If 
Y( t, x, w) is measurable with respect to B(O, t) x .%(F!“) x S,,, then Y is said to be 
progressively measurable. Furthermore, Y is said to be adapted if the mapping 
(x, w)+ Y(t, x, w) is %(rWd) x %,-measurable for every t. Finally, it is said to be 
predictable if it is measurable from ((O,OO) xRd x 0, 9’) + ([WI, %(Iw’)). 
Recall that for every $I E D(A,) n C,(Rd), the increasing process of X,(4) is given 
by (2.17). Thus, to define our integral, we define first a one parameter family of 
Hilbert prenorms on the linear space of predictable processes by setting 
I( Yll, = E j-y (Y’(s, x, ~1, X,) ds. (3.18) 
Let 2: denote the completion of the linear space of predictable processes for 
which 11 YJI, <CO, for every O< 1 <CO. If M’(s) denotes the family of continuous 
square-integrable martingales adapted to the filter {s,, t B O}, the stochastic integral 
of Y with respect to X: is defined as the linear mapping 
I(Y) = (4% X”(t)), 
for Y(x, s) = +(x)1,,,,,(s) and 4 E C,([Wd) n D(A), and 
I 
I 
[I( Yl), I( Ydl, = Y,(s, x1 Y,(s, x)X.,(dx) ds. 
0 
I : P’“‘, + M’( 9), satisfying 
(3.19) 
(3.20) 
This ends our definition of the requisite stochastic integral. We can now give: 
Proof of Lemma 2.4. We have to show that 
E(c#J, X”(s))‘<oo. (3.21) 
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where X0(t) is the cylindrical martingale (2.13), and 4 ET*. We commence by 
noting that, in the notation of (3.18), 
Im,=E~~(r’,X.)d~=~‘E(m’,x,)d~=~’ (S:4*, A) ds = t(4*, A)<a, (3.22) 
0 0 
the last inequality a consequence of contractivity. 
Assume for the moment that 4 E W*,* n W’,‘, which, by the proof of the previous 
Theorem, gives us that A& E Z”(X,) for each t E [O, T]. Furthermore, it is easy to 
check (cf. (3.13)) that I:, (A,+, X,) d s is well defined as an .Z* random variable, so 
thus, as in Dawson (1978), it is straightforward to show that 
(~,Xa(t))=(~,X,>-(~,X,)- ‘(&4,XJds 
I 0 
is a continuous martingale, with finite variation process 
[X:(4,), XP(42)1, = 
I 
’ (+,A, X) ds. 
0 
Thus, still with 4 E W2-*n W*,‘, 
[X*(4)1, = 
i 
’ (+I, XJ ds. (3.23) 
0 
The inequality (3.21) now follows from the above and (3.22), for C#J E W23’n W*,‘. 
A standard approximation procedure, as in the proof of Theorem 2.3(i), then lifts 
the result to 4 E _%“(Rd). 0 
Proof of Theorem 2.5. Since Ii (A,+, X,) ds is clearly a process of bounded variation, 
(~,X,)=(~,XB)+(~,Xo)+ ‘(A<&X,)ds 
I 0 
is, under the conditions of the Theorem (cf. Theorem 2.3) the sum of a continuous, 
M2 martingale and a process with bounded variation. 
Hence, for $ and $I,, &, . . . , &, as assumed define the process Y, by 
Y(t) = $((i, X0) - cL((& X0)) 
- ,g, 2 (6, .(A,&, ds 
1 
--i 2 o i,i=, & ((4, XT))(4&,, X.s) ds. 
c 
’ , 
(3.24) 
It follows from the standard theory of continuous martingales (Kunita and 
Watanabe, 1967, Theorem 2.2) that Y(t) can be represented as 
Y(t) = ,g, 2 ((6, X,)) d((4iy X"(s))). 
I 
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If we now follow the development in Dawson (1978), we finally obtain, in the 
differential notation of Walsh (1986), that 
Y(t) = (i ; ,i, 2 (6, X.&M,, X” W), I 
which, together with (3.24), establishes the It8 formula, (2.15). q 
We now turn to the proofs of the two Tanaka formulae of Theorems 2.8 and 2.9. 
First of all, however, we need: 
Proof of Lemma 2.6. Note firstly that, since G:(x) = +a IIxllamd, as long as LY # d, 
neither GO, nor any of its powers can be integrable, since there will always be either 
a non-integrable divergence at the origin or a divergence of the integral at infinity. 
To handle the case A > 0, for all LY and d, we first check, either by direct integration 
or by (2.18) and (2.20), that 
E(P) = 1 
A+IlPll*’ 
Now use Parseval’s inequality, 11 G”, 11: = ll~ll:, to prove the lemma. 0 
Proof of Theorem 2.8. As we noted after the statement of the theorem in Section 2, 
the proof involves little more than an application of the It6 formula, and a simple 
limit argument to handle delta functions. 
Recall first that the local time at zero is defined as a weak (e.g. Iscoe, 1986a) or 
_Y2 (Dynkin, 1988) limit of the form lim,,, 5; (&, X,) ds, where {&} is a sequence 
of ‘nice’ functions whose limit is the Dirac delta function 6. The limit exists in 
dimensions 1,2, and 3 and is independent of the approximating sequence. 
Fix A > 0. Let @, = (n/27~)~‘~ exp( -4n [Ix 1j2), and let 
G,(x) := G”,(Y)@,(x-Y) dy, (3.25) 
be a (C”) smooth approximation to G”, . A Fourier argument to handle the smoothing 
and differentiation, along with Lemma 2.6, gives us that G,,f E W222, so that one can 
apply the It6 formula of Theorem 2.5, with $(x) = x, to obtain 
(G,,X,)=(G,,X,)+ ‘(d,G,,X,)ds+ 
I 
f 
(G, X”(ds)). (3.26) 
0 I 0 
Add A 5 (G,, X,5) ds to both sides of the equation, and rearrange to obtain 
I 
((-A +h)(C), X) ds 
=(G,&-(G,,X,)+A 
I 
‘Gads+ ‘GJW)). 
I 
(3.27) 
0 0 
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Note that, by (2.20), (-A +h)(G,)+ 6, in terms of convergence of distributions. 
Thus (3.27) will yield the requisite (2.23), once we have sent n + a. In fact, we 
claim that the difference between each term in (3.27) and the corresponding term 
in (2.23) goes to zero in Z2(P), uniformly in t E [0, T], as n + ~0. The fact that the 
limiting expressions are all well defined comes from the integrability properties of 
Gt , a detail that we leave to the reader to check. 
To substantiate our claim of convergence consider, for example, the stochastic 
integral term in (3.27). 
E 
(I 
’ (G,, X”(ds))- ’ (G”,, X”(ds)) 
0 I 
Z 
0 > 
=E (I’ (G, - G”, , Xe(dr)))2 (by linearity) 
0 
= 
I 
’ E(( G, - G;)2, X,) ds (by (3.23)) 
0 
= 
i 
* (S:(G, - G;)2, A) ds (by (3.1)) 
0 
= t(( G, - G;)2, A) 
=tllGn-Gtll: 
=tllC?,,-fi.hn/(: (by Parseval) 
=t]]G:(&‘n - 1,11; 
=r((&;(e-llxll*/2n - L)]]; 
+O (by dominated convergence), 
as n + ~0. Note that it is in the passage to the very last line here that we require the 
condition d <2a, and the integrability assured by Lemma 2.6. 
The convergence of the other terms in (3.27) can be handled similarly, to complete 
the proof of the Theorem. cl 
Proof of Theorems 2.9 and 2.10. Here we are going to skimp on detail. We start 
with Theorem 2.9. Let f be as in the theorem and recall that (Y is fixed at 2. 
(Nevertheless, we shall write cr rather than 2 in the forthcoming formulae to avoid 
confusion with squares.) Define G,, as in the previous proof. Then easy integrations 
give that G,,fc W2*2. (To do the integrations, you will need the fact that Gk is 
bounded by C]IXII~-~ = CJlx(l~’ when d =3, and has a logarithmic singularity at 
the origin when d = 2 and A > 0 - cf. (2.20). This will take care of divergences of 
G”, at the origin. In order to handle divergences of the integral at infinity, use the 
fact that f has compact support.) Thus, arguing as before, but now noting that we 
can also take A =0 when d =3, we have 
(GJ;X)=(CLf;o)+ 'Wnf),X,W+ 
I 
(3.28) 
0 
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Now note that two applications of the product formula give 
A(G,,f)=AG,f+2VG;Vf+G,,Af: 
Use this to substitute A(G,f) in (3.28), and rearrange to obtain 
I 
o’((-A+A)(Gnf),X)ds 
=(G,L&-(G,f;X)+h ‘(GJX,Ws+ ‘(GnfXW)) 
I 0 
+2 
I 
‘(VG;VAX,Jds+ 
0 
(3.29) 
(3.30) 
Since, by (2.20), (-A + A)( G,f) + f(O)6 = 6, in terms of convergence of distribu- 
tions, (3.30) will yield the requisite (2.24), once we have sent n + ~0. This is Theorem 
2.9. Since this is the same as in the previous proof, details are left to the reader. 
The proof of Theorem 2.10 is virtually identical, since the property of Gt that is 
of primary importance is not that it is a Green’s function, but that it satisfies the 
distributional equation -A,u = 6. The only other important factor is integrability 
of the right orders, which, once again, we leave to the reader to check. 0 
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