this study we exploit plant-level panel data from Chile to provide direct evidence on the empirical significance of scale economies in manufacturing sectors.
The existing empirical literature is limited, partly because in developing countries data are scarce. More important, the methodologies that have been used to document returns to scale in various countries are subject to a variety of problems. There are at least four approaches in the literature. The first amounts to asking managers what plant size would achieve maximum efficiency. The problem with this methodology is that although managers have some sense of the profitability of plants at alternative sizes, managers are likely to have trouble isolating the effects of technology from other factors. For example, when market power is exercised by large firms, managers may confuse their relative profitability with scale efficiency. Also, big plants may have lower unit costs, because plants with superior management or market niches tend to grow large, whereas others shrivel and die. Demsetz (1973) argued that this evolutionary process explains the correlation between size and profitability typically found in industrial countries. Jovanovic (1982) has formalized the argument in a dynamic learning model in which firms discover their efficiencies through market experience and eventually expand or exit. Related arguments linking productivity and factor demands have appeared many times in the econometric literature, beginning with Marschak and Andrews (1944) . Hereafter this phenomenon will be referred to as the Demsetz effect.
The second approach is to commission engineering studies of plant efficiency as a function of size. Although this approach yields the most detailed information, Berry (1992) notes that it is very costly and may itself be subject to certain biases. For example, engineering studies typically hold technology fixed while varying output levels. Thus, alternative technologies that are efficient at small scale tend to be ignored, with the result that returns to scale are overstated. Also, engineering studies tend to ignore nonproduction costs (such as management and distribution) that may rise more than proportionately with plant size. Stigler (1958) advocated a third approach. He argued that industries exhibiting a wide range of plant sizes in perpetuity must have average cost curves that are flat in the long run. Unfortunately, this logic only works for competitive industries in long-run equilibrium. Barriers to entry and product differentiation permit equilibria along downward-sloping cost functions. And as Jovanovic (1982) and Jovanovic and Lach (1989) have shown, plants of varying efficiencies can coexist indefinitely if they are learning about the market and their own technologies. When product market imperfections are combined with uncertainty in a dynamic context, the scope for cost heterogeneity is further expanded (Pakes and McGuire 1992) .
The fourth approach is to use econometric techniques to estimate cost functions or production functions that allow the investigator to infer the relation between size and efficiency. One problem with this approach is that some important variables are not routinely available from industrial surveys-for example, product line descriptions and lengths of production runs. These unobserved factors can confound attempts to infer returns to scale from gross input and output flows. Further difficulties arise if Stigler's survivor effect is operative, preventing plants subject to increasing returns from operating. 1 Similarly, among industries characterized by dominant-fringe market structures, the sheer number of fringe firms may render the influence of major producers negligible in standard estimators. Finally, econometric studies based on cross-sectional variation are likely unable to discriminate between Demsetz effects and scale effects, therefore suffering from significant measurement error bias. Measurement error may be especially acute for capital stocks and factor prices. For the Chilean case, Meller (1975) , Corbo and Meller (1979) , and Tybout, de Melo, and Corbo (1991) provide examples of cross-sectional econometric analyses of returns to scale based on industrial census data. 2 Despite the potential drawbacks of the econometric approach, several considerations lead us to use it in this study. We have access to a large panel data set that allows us to deal with Demsetz effects and measurement errors. As will be seen, both of these phenomena turn out to be significant. Because the panel covers virtually all plants with more than ten workers, it provides a much broader basis for generalization than do detailed studies of specific product lines. And, unlike engineering studies and attitudinal surveys, panel-based econometric estimates infer returns to scale from the observed temporal variation in inputs and outputs. Hence they come closer to describing the realized scale effects that accompanied demand shifts and policy changes during the sample period.
Section I presents our assumptions regarding technology and behavior. Section II discusses alternative estimators that deal with different aspects of the econometric problems we face. Applications of the alternative estimators to various three-digit and four-digit industries are reported in section III, and an attempt is made to determine which estimates of returns to scale are the most reliable.
I. TECHNOLOGY AND BEHAVIOR
The relationship between input and output flows in manufacturing is determined by the technology employed and by the economic behavior of the producers. Our assumptions regarding these aspects of production are detailed in the following subsections.
Technology
We begin with a simple Cobb-Douglas representation of technology for a particular industry:
1. More subtle selectivity problems can bias studies based on panel data, as will be seen later. 2. The Tybout, de Melo, and Corbo (1991) study addresses the problem of measurement error, but is still subject to the other biases mentioned in this paragraph.
Here i is the firm subscript, t is the time period subscript, and the industry subscript is suppressed. The logarithm of real value added is denoted by Y, the logarithm of labor (measured in efficiency units) by L, the logarithm of the true capital stock by K*, and an error term by Ei,.
Although this functional form is restrictive, the coefficients can be indexed by the size range of firms being examined, thus providing a basis for testing whether measured returns to scale depend on plant size (Meller 1975; Griliches and Ringstad 1971) . Experiments along these lines revealed no clear tendency for returns to scale to rise or fall with plant size, so we do not pursue the matter further here. 3 The error term is assumed to have three components that are unobservable to the econometrician:
The first component, ui, is a plant-specific effect that reflects heterogeneous technologies and management skills. The second component, rt, is a time effect that is common to all plants. It reflects returns to scale at the industry level, general changes in capacity utilization, and technological innovation. Both /I, and rt may be correlated with the exogenous variables. Remaining noise is reflected in (it, which is assumed to be identically independently distributed across plants and time and uncorrelated with the exogenous variables.
Behavior
To characterize producer behavior, we adopt the perspective of Olley and Pakes (1992) and Ericson and Pakes (1987) . To simplify the estimation problem, our specification is more restrictive than the specifications of these authors, in that lij is not allowed to vary over time. Given current capital stocks, managers are presumed to maximize expected future profits by deciding whether to operate in the coming period and, if so, by choosing appropriate levels of employment and investment. This means that factor stocks in the current period, as well as in the last period, are functions of expectations about future productivity and market conditions. Thus, because expected productivity and market conditions are functions of pi and T,, and because managers are likely to have information on both of these error components, investment and employment levels are generally correlated with the composite disturbance Ei,.
More precisely, under reasonable assumptions, the cross-sectional correlation between plants' productivities and their capital stocks is positive. Thus, ordinary least squares (OLS) estimates of equation 1 tend to overstate returns to scale. Using dynamic optimization-with-uncertainty models, Ericson and Pakes (1987) , Pakes and McGuire (1992) , Jovanovic (1982) , and Benhabib and Jov-anovic (1991) formally demonstrate that productivity and factor demands will be positively correlated. This is the Demsetz effect, and any consistent estimator of production technology must control for its presence. Factor demands are uncorrelated with (it so long as its realizations are unanticipated by managers.
ESTIMATORS
Estimation of equation 1 is complicated by the presence of the plant-specific and time-period-specific components of the disturbance term, and by measurement error and a selection process generated by the entry and exit behavior of plants. Econometric approaches designed to mitigate the effects of these problems are discussed in this section.
Plant and Time Effects
The bias that results from the Demsetz effect can be eliminated if the error components /i and T, can be removed from the production function disturbance. Two standard ways of doing so-within estimation and difference estimationare reviewed below. In that discussion it is convenient to assume that all explanatory variables are measured without error. This assumption is relaxed in the subsection on measurement error.
The within estimator. Perhaps the most common way to sweep out the plant effects, pii, is known as within estimation. This name reflects the fact that only temporal, or within-plant, variation in the data is exploited. It amounts to including plant-specific dummy variables in the regression or, equivalently, to performing OLS on variables expressed in terms of deviations from their plantspecific means. That is, any variable xi, appearing in the regression is replaced with lit:
The time effects common to all plants (rt) may also be swept out by including time dummies in the model or by further transforming all variables xit to deviations from their year-specific means. Elimination of time effects also serves to control for sectorwide measurement errors in output growth that are the result of, for example, inappropriate price deflators. The difference estimators. An alternative way to sweep out plant effects is to difference the data. The jth difference estimator amounts to performing OLS on variables transformed as
where di denotes the jth-difference operator. If there are T time periods in the panel, anyj value between 1 and T -1 inclusive may be chosen. Like the within estimator, this technique permits consistent estimation of the structural coefficients when plant effects are correlated with included explanatory variables. Time dummies can be used to control for variation through time that is common to all plants. However, unlike the within transformation, the difference transformation yields transformed disturbances that involve only (it and (itj, rather than a weighted average of disturbances in all years. This feature of difference estimators affords more flexibility than the within estimator when treating measurement error or endogeneity problems. Long-difference (large j) estimators also tend to be less sensitive to measurement error than within estimators (Griliches and Hausman 1986) . For both of these reasons, we base most of the remaining analysis on difference estimators. There are several disadvantages to working with difference estimators. Because difference estimators identify parameters exclusively with temporal variation in the data, estimated coefficients reflect the marginal productivities of the factors. This means that estimates of returns to scale may be too small if timeinvariant start-up costs are important. When factor stocks are imperfectly measured, difference estimators may be more sensitive to measurement error bias than are estimators that exploit cross-sectional variation in the data. And because difference estimators require data from periods t -j and t, plants not present in both periods are excluded from the analysis. This creates the potential for selectivity bias.
There is no obvious way to incorporate start-up costs in returns to scale estimators based on differenced data, so our estimates of returns to scale are exclusive of their influence. But there are ways of dealing with measurement error and selectivity bias; we take these up in the following subsections.
Measurement Error
Accounting measures of capital stocks are based on historic purchase costs and smooth depreciation rates. Even if some adjustment is made for inflation, these measures generally do a poor job of describing the true flow of capital services. Hence, as detailed below, it is likely that all of the estimators discussed above are asymptotically biased.
Suppose that the capital stock observable to the econometrician (Kit) may be written as the true stock (Kit), plus noise (vpi):
where vi, is uncorrelated with yi, Tm, and {it. Then the jth-difference estimator (aj, bj) for the coefficients on labor and capital stock (a, ,B) amounts to performing OLS on
Correlation between diKi, and the transformed disturbance term (di [ei, -itj) induces the usual measurement error bias.
In the appendix we extend Griliches and Hausman (1986) and derive the asymptotic bias of the jth-difference estimator of returns to scale (ai + /3). The asymptotic bias can be characterized in terms of the variances and serial correlations of the measurement error and observed capital stock, the population regression coefficient when diL is regressed on diK and time dummies, and the length of the difference, j. Under plausible conditions, the bias is negative and declines with longer differences.
To obtain estimates that are (asymptotically) free of measurement error bias and to exploit all the information in the sample, we follow Griliches and Hausman (1986) and use a generalized method of moments (GMM) estimator. This approach is discussed in White (1982) , Holtz-Eakin and others (1988) , and Arellano and Bond (1988) . It amounts to instrumenting the various difference equations and pooling the corresponding orthogonality conditions. An added advantage of this approach is that it corrects for heteroscedasticity.
In our application, we need instruments that are correlated with changes in true capital stocks but uncorrelated with measurement error. We settle on three variables for each difference equation. The first instrumental variable is the change in employment level between the initial and final periods of the difference. As long as managers do not anticipate (it when choosing employment levels, employment is orthogonal to the structural disturbance in the current period. The second instrumental variable is the change in net purchases of machinery and equipment between the initial and final periods of the difference. If the measurement error in capital stocks comes from longer-term items (land and buildings), machinery and equipment will be correlated with growth in the flow of capital services, but uncorrelated with the measurement error pit (Tybout 1992) . The third instrumental variable is the change in real wages between the initial and final periods. Unless real wages are completely unpredictable, they will be correlated with expected profits, and they should thus be correlated with true capital stocks.
As shown in the appendix, elimination of measurement error bias should reduce the estimated coefficient on labor, increase the estimated coefficient on capital, and increase the estimated returns to scale. Because the justification for each instrumental variable may be subject to criticism, we compared the results with those from uninstrumented difference estimators to check whether the coefficients moved in the expected direction. The results are discussed in section III.
Selectivity Bias
It is well known that young plants tend to be small and to have relatively high failure rates. It is also true that among these plants, the least efficient ones fail more frequently. 4 If plants that are not observed in all sample years are left out of the analysis altogether, the estimated change in input per unit of change in output may be biased. For example, if the less efficient plants require relatively large increments to inputs per unit of change in output, their omission would likely lead to estimates of returns to scale that are too high. Conversely, if the inefficient plants are those that are in the range of increasing returns, then selectivity bias may cause estimates of returns to scale to be too low (Olley and Pakes 1992) .
To examine the nature and importance of selectivity bias, we proceed in two stages. First, we apply the estimators introduced above to the subset of plants that are observed for the entire sample period. We call this the balanced subsample. It is useful as a reference case because most studies of returns to scale deal only with such data sets. We then add plants that are missing for some portion of the sample period, but that can be observed for some of the difference equations. This addition brings in plants that enter the sample and stay in for at least a year, as well as plants that exit after the terminal year of the jth-difference equation.
Second, we make a selectivity correction for plants that are observed in the initial year of a difference equation but not in the final year. This corrects for the bias induced by systematically underrepresenting failing plants in the sample. The selectivity correction is made using a Heckman (1979) two-stage procedure, which amounts to estimating a probit model that forecasts whether a plant existing in year t -j is still existing in year t. The concomitant parameter estimates are used to construct a Mills ratio that is added to the set of explanatory variables in the jth-difference equation.
1II. APPLYING THE ESTIMATORS TO CHILEAN DATA
In this section, we apply the various estimators to Chilean panel data. We compare OLS and within estimators for evidence on the combined importance of the problems. We compare long-and short-difference estimators (among others) to help isolate the role of measurement error. And we compare the results of balanced panels with those based on extended samples, with and without Mills ratio corrections, to shed light on the importance of selectivity bias. We then report and draw inferences from GMM estimates of returns to scale that are robust with respect to measurement error and selectivity bias.
The data we use cover virtually all Chilean manufacturing firms with at least ten workers and that were observed at least twice during the period 1979-86.5 Outputs are deflated by using sector-specific output price deflators. Intermediate goods are deflated by using price indexes constructed from sectoral output prices in the 1977 Chilean input-output table. Energy usage is measured by using a 5. The data were supplied to the World Bank by the Chilean government in connection with the research project "Industrial Competition, Productive Efficiency, and Their Relation to Trade Regimes" . plant-level Laspeyres quantity index based on physical volumes and values reported for each fuel type. Capital stocks are imputed by applying the perpetual inventory method to deflated investment figures for each of four categories of capital goods. Base-year capital stocks are taken from 1980 financial statements. These statements should roughly reflect replacement costs, because in 1979 firms were instructed to revalue their capital stocks according to market worth (the retacacion tecnica). A more detailed description of the data may be found in Liu (1990) .
Evidence on Specification Problems
As discussed earlier, so long as efficient plants grow more rapidly and fail less frequently than inefficient plants, OLS is likely to overstate returns to scale. This bias can be eliminated by sweeping plant-specific efficiency effects out of the disturbance term with either a within or a difference estimator. However, in doing so, we miss returns to scale that are a result of sunk start-up costs, and we probably exacerbate measurement error bias. Both of these unwanted side effects should push the estimated returns to scale downward. Thus, ignoring selectivity effects for the moment, there are three reasons why within estimates might lie below OLS estimates. To gauge whether the Demsetz effect, measurement error, or sunk costs are empirically worth worrying about, we compare OLS and within estimates for the 16 three-digit industries in table 1. A quick review of the findings suggests that there is cause for concern: the OLS estimates of returns to scale are above the within estimates in all industries. Which explanation or explanations account for the discrepancy remain to be seen.
Capital stock measurement error. Lacking instruments that are correlated with sunk costs but orthogonal to productivity, we cannot test for the significance of start-up costs. But the nature of the measurement error problem can be pursued further. Specifically, if correlation between plant effects and factor stocks were the only problem with OLS estimators, the within estimator would be consistent. However, the within estimates of returns to scale reported in table 1 are too low to be plausible. Furthermore, the relative magnitudes of our various difference estimators suggest that measurement error in capital stocks is part of the explanation.
The appendix shows that when three conditions are satisfied, measurement error biases the estimates of returns to scale downward by an amount that declines with the length of the difference estimator used. The first condition is that the serial correlation in the measurement errors, corr(vit, vitj), reaches a lower bound beyond some j. The second is that the variances in differenced capital stocks grow monotonically with the difference length. And the third is that the auxiliary regression of labor on capital yields a coefficient of value less than one (-y < 1). Although the first condition cannot be directly addressed, table A-1, in the appendix, provides evidence in support of the other two. Table 2 shows that, as predicted, short-difference estimators typically yield estimates of returns to scale that are substantially lower than long-difference estimators (the fifth, sixth, and seventh). Although this pattern is not evident for some industries, the average estimates of returns to scale across industries clearly reveal a positive association between difference length and returns to scale. This, too, is consistent with the representation of measurement error in the appendix.
Hausman tests comparing OLS difference estimates and instrumental variables estimates show that the measurement error bias is often significant. The test statistics are constructed in terms of the differences between the OLS and instrumental variables capital coefficients and the corresponding difference between their estimated variances that are consistent with heteroscedasticity. 6 As expected, the incidence of rejection of the hypothesis of no measurement error bias decreases in moving from fifth to sixth and from sixth to seventh differences. Because the industries are independent samples, a joint test can easily be constructed by summing the Hausman test statistics. In doing so, we reject the null hypothesis of no measurement error. 7 Although the Hausman tests on labor and capital coefficients jointly generate a few more inadmissible values, the pattern of weaker rejections is maintained. In sum, our findings present a coherent picture of significant measurement error in capital stocks that declines in severity as the length of the difference estimator increases.
Selectivity bias. Selectivity bias also may account for the low within and difference estimates of returns to scale reported in tables 1 and 2. Selectivity bias may occur on two levels. First, if a balanced panel is used (as in tables 1 and 2), plants that do not appear in all sample years are left out of the analysis altogether. Second, even if an extended panel is used, plants that drop out of the sample before the final year of a particular difference equation will be left out of that equation.
To gauge the first bias, we compare simple difference estimates based on balanced data with those based on all available observations for each equation. Table 3 shows the proportional increase in estimated returns to scale based on first-through seventh-difference equations. The change in estimated returns to scale is substantial for a number of industries. This confirms the Olley and Pakes (1992) finding that the omission of entering and exiting plants can lead to significant biases in estimates of technology. It is clear that entering and exiting plants differ from incumbents not only in their mean productivity levels (plant effects), but also in their returns to scale. (For further analysis of the nature of this difference, see Liu 1991.) However, the manner in which plants differ varies across industries. Two patterns appear dominant: moving from the balanced to 6. fn three instances for the sixth differences and two for the seventh differences, the difference in variances was negative-a small sample problem. These statistics were set to zero for the joint tests, biasing our decision rule toward acceptance.
7. The P-value is 8.555E-11 for the fifth-difference estimators, 0.0011 for the sixth-difference estimators, and 0.0125 for the seventh-difference estimators. the extended sample increases returns to scale, and increases in returns to scale are concentrated among the shorter differences. Note, however, that the disparity in the number of firms between the balanced and extended samples declines with the length of the difference, disappearing entirely for the longest difference (the seventh).
The results based on extended panels may themselves be subject to bias if plants present in year t -j, but not in year t, differ systematically from those that survive to year t. To investigate this effect, we use Heckman's (1979) twostep procedure. The probit equation we use to construct our Mills ratios is 1981; and TLi is the total labor force of the firm in the base year, a predetermined proxy for firm size. A different probit is fit in cross-section for each of the years associated with the fifth-, sixth-, and seventh-difference equations available in the extended sample. 8 Table 4 reports estimates of the coefficient on the proxy for firm size, 3 TL, by industry and time period. We focus on the longer time spans because they are most likely to be contaminated by selectivity bias (additional reasons are given below). Note that whether a plant was a new entrant in 1979 cannot be discerned from our sample. As predicted by recent theories of industrial evolution, large firms are significantly less likely to exit in every year for almost all industries. From Stigler's (1958) perspective, the coefficient on our proxy for firm size is itself an indicator of the importance of scale economies. In fact, it is probably a better indicator than the one Stigler used, because it describes the behavior of individual firms rather than that of the size distribution. Nonetheless, like crosssectional estimators of returns to scale, the estimated coefficient on the proxy for firm size is contaminated by the Demsetz effect if inherently efficient plants last longer and grow bigger. This is presumably one reason our coefficients on firm size are almost all negative, and we will return to this point later. Finally, although the number of new entrants is typically too small to permit accurate estimation of the coefficients on the new entrant dummies (p80 and 81), whenever estimates of these coefficients (not reported here) are significant, they are always positive.
The dependence of survival rates on size does not itself imply that estimates of the production function are biased. To address this question, we use our estimates of equation 7 to construct Mills ratios for sample-selection corrections of the individual long-difference equations. Table S shows the increase in estimated returns to scale for each long-difference equation when the sample-selection correction is employed: the corrections are almost uniformly quite small. Furthermore, formal tests for selectivity bias in the context of our GMM estimators confirm that this problem is generally unimportant in extended samples. 9 This finding contrasts with that of Olley and Pakes (1992) , possibly because their estimator exploited both between-plant and within-plant variation, whereas our estimators remove time-invariant plant effects entirely. That is, the model used by Olley and Pakes will pick up selectivity effects if failing firms systematically 8. It would be possible to reap an efficiency gain by pooling these regressions and using a random effects probit estimator. If this were done in the manner suggested by Chamberlain (1980) , it would also be possible to allow for effects that are correlated with the explanatory variables. Our intuition is that these extensions will matter more for the coefficients of the probit than for the Mills ratio, so we have not pursued them.
9. These tests are based on the coefficients and standard errors obtained for Mills ratios that were added to equation 1. Because this equation was estimated using the GMM, no additional correction for heteroscedasticity was necessary. Only 3 of the 16 industries yielded t-ratios greater than 2 in absolute value, and these only marginally so. Because all of the t-ratios are independent and asymptotically normal, we can square them and sum them up to obtain a Chi-square statistic for the null that selectivity bias is not important in any industry. This statistic was 27.11, which has a P-value of 0.0403. 1979-84 1980-85 1981-86 1979-85 1980-86 1979- 1979-84 1980-85 1981-86 1979-85 1980-86 1979-86 differ from others in terms of efficiency levels, whereas our model is sensitive to selectivity bias only if failing plants exhibit lower or higher incremental output per incremental unit of input.
Robust Estimators
We now turn to the GMM estimates. If the instruments at our disposal (machinery and equipment growth, real wage rates, and employment growth) are valid, GMM estimates are robust with respect to measurement error in the capital stock and heteroscedasticity. Because the GMM estimates are based on the extended sample, the results are robust with respect to selectivity effects as well. For several reasons, we hereafter limit the analysis to estimators that pool only the longer differences (that is, fifth, sixth, and seventh differences). 1 0 First, gestation lags in capital stocks probably make the association between the true flow of capital services and measured changes in capital particularly weak over short periods. Second, by limiting the analysis to long differences, we effectively leapfrog the severe recession that bottomed out during 1982 and 1983."1 Doing so is desirable because rapidly shrinking industries are likely to have extreme excess capacity, and under these conditions our instruments probably would not do an adequate job of recovering the true flow of capital services.
Overview of the results. Findings for all three-digit industries with sufficient data are reported in table 6. It appears that the GMM estimators do lessen measurement error bias. In particular, the elimination of measurement error should increase the coefficient on capital. This is precisely the pattern we find when comparing estimates based on seventh differences in table 6 with those in  table 2 . (This comparison is made for seventh differences in order to hold the sample composition constant across estimators.) Theory also predicts that, on average, estimates of returns to scale should rise when measurement error is eliminated. This effect does occur in 9 of the 16 industries when going from OLS to GMM estimates. The increase is less impressive than that for the capital coefficient because, as expected (see appendix), the higher estimates for capital coefficients are somewhat offset by decreases in the labor coefficients.
There remains a troubling feature of the GMM results, however. Recall that we attributed the systematic distinctions across simple difference estimators in table 2 to biases induced by measurement error or selectivity problems. The GMM estimator applied to the extended sample (with and without Mills ratio corrections) is designed to eliminate these sources of bias, thus eliminating the system-10. The sample sizes given in table 6 are for the number of firms that appear in at least one of the equations involved in the GMM estimator. The samples differ somewhat from the samples employed for the simple difference estimators, because the frequency of missing values for the instrumental variables differs from that of the variables being instrumented.
11. Only two of the three fifth-difference equations are used in the estimator that encompasses all long differences. This is because the remaining fifth-difference equation is redundant when both sixthdifference equations are included. Estimates are based on extended data-all plants for which data are available in the relevant years. Although not reported, time dummies are included in the regressions. t-ratios are in parentheses. a. The industry exhibited average rates of value-added growth that were less than -40 percent in real terms over 1979-86.
Source: Authors' calculations.
atic association between the sample period and estimated returns to scale. Nonetheless, estimates of returns to scale based on seventh differences; on pooled sixth and seventh differences; and on pooled fifth, sixth, and seventh differences vary considerably (detailed comparisons appear in Tybout and Westbrook 1992) . Griliches and Mairesse (1988) report a similar finding in their threecountry study of panel data on the manufacturing sector. Similar results emerge when we apply the GMM estimator to four-digit industries for which we have adequate data. This finding could mean that estimates exploiting fifth and sixth differences are relatively sensitive to biases deriving from gestation lags and lingering effects of the recession. Whatever the explanation, it appears that the instruments are not always effective in the shorter differences. Accordingly, in most of what follows we focus on the seventh-difference estimators, sacrificing degrees of freedom for apparent reduction in bias (see table 7 for seventhdifference estimates on four-digit industries).
GMM returns to scale. We have already seen that implausibly low returns to scale result from simple difference and within estimators. Are the seventhdifference GMM estimates similarly low? In table 6 it appears that some of them clearly are. However, with but one exception, the industries with very low (less than 0.8) estimates of returns to scale exhibited average rates of value-added growth that were less than -40 percent. (The excepted industry, nonelectric machinery, has only 25 observations.) The rapidly shrinking industries are identified in tables 6 and 7. They are likely to have extreme excess capacity, and our instruments are unlikely to correct for the discrepancy between true and measured capital flows.
Leaving the rapidly shrinking groups aside, the estimates of returns to scale for three-digit industries are fairly evenly distributed over the plausible range of 0.8 to 1.2, and none is more than two standard deviations from constant returns to scale (table 6) . Also, unlike other estimates that are based on temporal variation in the data (tables 1 and 2), the relative elasticities of output with respect to labor and capital seem closer to those one might infer from factor shares under the assumption of competitive profit maximization. Capital's share in value added for the manufacturing sector as a whole was in the neighborhood of 0.6 to 0.7 during the sample period.
Comparing GMM and OLS estimates of returns to scale, we find evidence that the combined influence of the Demsetz effect and start-up costs is important. Each of these factors tends to push OLS estimates of returns to scale upward, but GMM removes them both. Comparing tables 1 and 6, we find that OLS estimates exceed GMM estimates in 13 of the 16 industries. Moreover, the contrast between these tables would probably have been even more striking if the OLS results were corrected for measurement error, which tends to bias estimates of returns to scale downward.
Our (more disaggregated) four-digit industry results (table 7) provide additional details on the particular products generating increasing returns and are less subject to the aggregation biases caused by heterogeneous products (via price deflators) and technologies (via variable coefficients). Results at the fourdigit level may also be useful in assessing the plausibility of the changing composition of three-digit industries as the explanation for within-industry heterogeneity over time. Note, for example, that structural metal products (bridges, container tanks, metal door frames) are partly responsible for the high estimate of returns to scale for metal products. Some sectors that show decreasing returns at the three-digit level show increasing returns for particular products. Notably, meatpacking and bakeries are sources of scale economies even though the food industry (312) shows returns to scale slightly below unity. Also, although the textile industry shows decreasing returns overall, knitting shows scale economies.
Our methodology is designed to reveal the plant-level scale effects that are realized as industries move through business cycles and regime changes. Hence, unlike in engineering studies, the plant-level scale effects do not capture sunk start-up costs, and they do not necessarily reflect the scale economies that might be reaped if existing plants were torn down and replaced with bigger ones. Nonetheless, it is interesting to ask whether there is some correspondence between the ranking of industries according to our estimates and rankings based on engineering studies of firms in industrial countries. The latter tend to find that, among industries in our analysis, scale economies are most important in automobiles, certain metal products, iron and steel, electric machinery, and chemicals. This list is based on surveys by Pratten (1988) and Berry (1992) and Scherer and Ross's (1990) summary of engineering studies. In table 6, it is noteworthy that transportation equipment, metal products, and electric machinery are ranked among the top five (excluding rapidly shrinking industries) estimates of returns to scale.
Finally, we may test the plausibility of our GMM estimates by asking whether those industries where failure probabilities fall most rapidly with plant size are also the ones with the highest estimated returns to scale. To this end, we look at the Spearman rank correlation coefficient between seventh-difference estimates of the coefficient on the proxy for firm size (-3TL), from table 4, and seventhdifference estimates of returns to scale, from table 6. Remarkably, this coefficient is 0.69 with a t-ratio of 4.41 when 15 industries are used and 0.80 with a t-ratio of 5.37 when the four rapidly shrinking industries are excluded.
12 This is additional evidence that our GMM estimates are plausible and suggests that our version of Stigler's survivor test has empirical validity. In principle spurious association between the GMM estimator of returns to scale and the coefficient on firm size might be caused by selectivity bias in the GMM estimates. However, we have tested for such bias and found it to be unimportant.
IV. CONCLUSIONS
This study is the first we are aware of to provide systematic panel-based econometric estimates of the returns to scale in manufacturing industries in a developing country. As such, we believe it sheds new light on several issues of interest to policymakers. One issue is whether increases in size cause improvements in efficiency. If such causality is present over the production ranges in which plants operate, there are productivity gains associated with policies that promote bigness in manufacturing plants. We find that although several fourdigit sectors show increasing returns, general expansion of the manufacturing sector cannot be expected to yield strong plant-level scale economies. Specifically, if we take our best estimates at face value, they imply that the returns to scale in manufacturing are scattered across the range of 0.8 to 1.2 at the threedigit level, and 0.7 to 1.6 at the four-digit level. None of the estimates of returns to scale using three-digit industries, and only two of the estimates using fourdigit industries, are significantly different from unity. The findings complement those of a related study where we found that Mexico's dramatic trade liberalization was associated with modest increases in scale efficiency. The technical 12. The correlations reported here are based on the three-digit industries in table 6. It was not possible to estimate our probit model for transport equipment, given the small number of exiting plants. Nor did we estimate the production technology for miscellaneous manufacturing. efficiency gains we measured were far more dramatic than the gains recorded here (Tybout and Westbrook 1992) . 13 Our results do not rule out several forms of scale economies. Start-up costs are removed along with other time-invariant components of the data, so if these are a source of increasing returns, our GMM estimates are too low. Put differently, the figures we report describe increments to output per unit of increment to inputs. And our results do not speak to the issue of external returns to scale, which might derive from information spillovers, infrastructure, induced expansion of the intermediate goods menu, or other forces. These factors, being common to all plants, are picked up along with general productivity growth in our intercept and time dummies.
Another issue we address is whether efficiency causes plant growth, as Demsetz and others have argued. An affirmative answer means that positive correlations between size and profitability need not constitute a case for antitrust activity. By comparing technology estimators that control for plant-specific efficiency effects with those that do not, we find evidence that Demsetz effects may indeed be important, although it was not possible to isolate them from other time-invariant unobservables, such as start-up costs.
As a by-product, our analysis has generated several findings of methodological interest. It appears that Stigler's survival test may indeed be useful as a quick first pass on the empirical importance of returns to scale. However, unlike earlier applications of this test that are based on plant-size distributions, our results suggest that the sensitivity of failure probabilities to plant size could be used as an index of returns to scale. And we have shown that long-difference estimators-especially in the context of GMM-do a reasonable job of controlling for measurement error bias and do not appear sensitive to selectivity bias. Five years of data do not appear to be enough, but seven years do fairly well.
APPENDIX. THE ASYMPTOTIC BIAS OF DIFFERENCE ESTIMATORS WITH MEASUREMENT ERROR
Generalizing Griliches and Hausman (1986) , it can be shown that the biases in coefficient estimators based on the jth difference are as follows: 
nf-c
Here yj is the population regression coefficient when diL is projected on diK and time dummies. E(vpi) = 0, var(v 1 i) = ,, r, = corr(vit, vitj), and var(djKp) is the Notice that the bias is negative so long as yj < 1, and its absolute magnitude depends directly on the noise-to-signal ratio, 2(1 -rj)U2/var(diK"). Also note that, on average, elimination of measurement error bias should typically reduce the estimated ca value, increase the estimated :3 value, and increase estimated returns to scale.
In the text we argue that measurement error bias is likely to fall as the length of the difference increases. One reason is that correlations between labor and capital (-yj) are stronger in the long run. This is confirmed for most industries by table A-1, part A. A second reason is that the signal-to-noise ratio in differenced capital stocks, 2(1 -r j )o2/var(diKp), is likely to improve. This occurs if rj is bounded from below as j -oo (for example, at zero), but var(diKp) grows without bound. (Many stochastic processes for K exhibit this property-a random walk is one example.) For evidence that var(diKp) grows continuously with j in our sample, refer to part B of table A-1. Of course, for small j values, rj is also likely to fall with j, so the relation between j and signal-to-noise ratios may not be monotonic in the lower range of j values. Estimates of rj cannot be constructed with the available information.
