The operator Schmidt rank is the minimum number of terms required to express a state as a sum of elementary tensor factors. Here we provide a new proof of the fact that any bipartite mixed state with operator Schmidt rank two is separable, and can be written as a sum of two positive semidefinite matrices per site. Our proof uses results from the theory of free spectrahedra and operator systems, and illustrates the use of a connection between decompositions of quantum states and decompositions of nonnegative matrices. In the multipartite case, we prove that any Hermitian Matrix Product Density Operator (MPDO) of bond dimension two is separable, and can be written as a sum of at most four positive semidefinite matrices per site. This implies that these states can only contain classical correlations, and very few of them. In contrast, MPDOs of bond dimension three can contain an unbounded amount of classical correlations.
INTRODUCTION
Entanglement is an essential ingredient in many applications in quantum information processing and quantum computation [1, 2] . Mixed states which are not entangled are called separable, and they may contain only classical correlations-in contrast to entangled states, which contain quantum correlations. As many other problems in theoretical physics and elsewhere, the problem of determining whether a state is entangled or not is NP-hard [3, 4] . This does not deter the existence of multiple separability criteria [2] . One example are criteria based on the rank of a bipartite mixed state 0 ρ ∈ M d1 ⊗ M d2 (where M d denotes the set of complex matrices of size d × d, and A 0 denotes that A is positive semidefinite) [5, 6] . Another example is the realignment criterion [7, 8] , which is based on the operator Schmidt decomposition of the state.
Here, we focus on the operator Schmidt rank of ρ, which is the minimum p so that
where A α ∈ M d1 and B α ∈ M d2 , i.e. these matrices need not fulfil any conditions of Hermiticitiy or positivity. Clearly, a product state (i.e. a state without classical or quantum correlations) has p = 1, but it is generally not clear how many or what kind of correlations a state with p > 1 has. The first main result of this paper is that, if a state has operator Schmidt rank two, then it is separable. Moreover, it can be written as a sum of only two positive semidefinite matrices at each site. Our proof is constructive and gives a method to obtain the positive semidefinite matrices, as we will explicitly show. To state our result formally, denote by PSD d the set of d × d positive semidefinite matrices. To the best of our knowledge, this result was first proven by Cariello in [9, Lemma 4.5] (see also this blog post [10] ). Here we provide a new proof for this result, using other techniques and a new context. The techniques are based on free spectrahedra, which form a relatively young field of study within convex algebraic geometry, and whose connections with decompositions of quantum states are explored in [11] . In particular, the core result of this paper is a relation between separable states and minimal operator systems (Theorem 11), and its consequences (Corollary 13), which we leverage to prove Theorem 1. (See Ref. [12] for other recent connections between free spectrahedra and quantum information.) The context of this work is a connection between decompositions of quantum states and decompositions of nonnegative matrices presented in [13] . Theorem 1 is inspired by an analogous result for nonnegative matrices, and can be seen as a generalisation thereof, as we will show in Section 4.3.
What happens in the multipartite case? For pure states, multipartite entanglement features many novel properties with respect to the bipartite case, see e.g. [14] . For a mixed state that describes the state of a spin chain in one spatial dimension, 0 ρ ∈ M d1 ⊗M d2 ⊗· · ·⊗M dn , the multipartite analogue of Eq. (1) is the Matrix Product Density Operator (MPDO) form [15, 16] ,
..,αn−1=1
A [1] α1 ⊗ A [2] α1,α2 ⊗ · · · ⊗ A [n] αn−1 , where A [1] α ∈ M d1 , A [2] α,β ∈ M d2 , . . . , A [n] α ∈ M dn . The minimal such D is also called the operator Schmidt rank of ρ. If, additionally, we require that each of the local matrices is Hermitian, i.e. A [1] α ∈ Her d1 , A [2] α,β ∈ Her d2 , . . . , A
[n]
α ∈ Her dn , where Her d denotes the set of d × d Hermitian matrices, then the minimal such D is called the Hermitian operator Schmidt rank of ρ [13] .
One of the problems of the MPDO form is that the amount of quantum or classical correlations of the state is not upper bounded by the operator Schmidt rank [13, 17] . Instead, the amount of correlations is upper bounded by the purification rank of ρ, which is the smallest operator Schmidt rank of a matrix L that satisfies that ρ = LL † , i.e. that makes explicit the positivity of ρ [13, 17] . Since the purification rank can be arbitrarily larger than the operator Schmidt rank [17] , the latter generally does not tell us anything about the correlations of the state. In particular, there are families of states with operator Schmidt rank three whose purification rank diverges [17] . A similar thing happens for the Hermitian operator Schmidt rank: while it is lower bounded by the operator Schmidt rank, it does not allow us to upper bound the amount of correlations of the state. The exception to this rule is again the trivial case of product states, in which case the operator Schmidt rank, its Hermitian counterpart and the purification rank are all one.
The second main result of this paper is that if a multipartite state has Hermitian operator Schmidt rank two, then it is separable. Moreover, it admits a separable decomposition of bond dimension two, which means that it can be written as a sum of at most four positive semidefinite matrices per site. Formally:
α ∈ Her dn . Then ρ is separable and can be written as
α ∈ PSD dn . This paper is structured as follows. In Section 2 we present the preliminary material needed for this work. In Section 3 we prove the core result, Theorem 11. In Section 4 we focus on the bipartite case: we prove Theorem 1, provide a method to obtain the separable decomposition, and explore several implications of this result. In Section 5 we focus on the multipartite case: we prove Theorem 2, and explore its implications. Finally, in Section 6 we conclude and present an outlook. In Appendix A we discuss how to impose hermiticity in the multipartite case.
PRELIMINARIES
Here we present the preliminary material needed to prove the results of this work. First we will define the relevant decompositions of mixed states (Section 2.1), and finally define free spectrahedra and minimal operator systems (Section 2.2).
We use the following notation. The set of positive semidefinite matrices, complex Hermitian matrices, and complex matrices of size r × r is denoted PSD r , Her r and M r , respectively. We denote that a matrix A is positive semidefinite (psd) by A 0. The identity matrix is denoted by I. We will also often ignore normalizations, as they do not modify any of the ranks [13] . For this reason, we often refer to positive semidefinite matrices as states.
Decompositions of mixed states
Throughout this paper we consider a multipartite posi-
We now review the MPDO, the Hermitian MPDO form, the separable decomposition and the local purification of ρ. They are all discussed and characterized in Ref. [13] .
Definition 3. The Matrix Product Density Operator (MPDO) form [15, 16] of ρ is given by
The MPDO form can also be defined for matrices which are not Hermitian or positive semidefinite. In this case, it is simply called the Matrix Product Operator form (since ρ is no longer a density operator), and the corresponding minimum dimension is also called the operator Schmidt rank.
We also need to consider a modified version of the MPDO form, in which the local matrices are Hermitian.
Definition 4. The Hermitian Matrix Product Density Operator (Hermitian MPDO) form [13] of ρ is given by
where A In this paper, we say that ρ is separable if it admits a separable decomposition. That this is a meaningful definition is shown in [13] .
where each of these matrices is psd, i.e. σ [1] α ∈ PSD d1 , σ [n] α ∈ PSD dn , and σ [j] α,β ∈ PSD dj for 1 < j < n. The minimal such D is called the separable rank of ρ, denoted sep-rank(ρ).
We now review the local purification form. 
Finally we review some results about these ranks.
(ii) osr(ρ) ≤ puri-rank(ρ) 2 , and this bound is tight for pure states. It is also known that there is a separation between osr(ρ) and puri-rank(ρ), and between puri-rank(ρ) and sep-rank(ρ) [13] .
Free spectrahedra
Here we review the definitions of (free) spectrahedra, which are discussed more thoroughly in [11] , as well as the definition of minimal operator system.
Definition 8. A spectrahedron is a set of the following form
where A 1 , . . . A m ∈ Her s are Hermitian matrices.
The free spectrahedron is its non-commutative generalization:
Definition 9. For A 1 , . . . , A m ∈ Her s and r ∈ N we define
and call it the r-level of the free spectrahedron defined by
is called the free spectrahedron defined by A 1 , . . . , A m .
Note that the free spectrahedron at level 1 coincides with the spectrahedron.
Finally we review the definition of minimal operator system (see, for example, Ref. [18] for more details).
Definition 10. Let C ⊆ R m be a closed salient convex cone with nonempty interior. Define
The minimal operator system is defined as
.
SEPARABLE STATES AND MINIMAL OPERATOR SYSTEMS
In this section we prove the core result of this paper, namely Theorem 11, which is a relation between separable states and minimal operator systems. We will extract several consequences thereof in Corollary 13, which will be exploited later on to prove Theorem 1 and Theorem 2.
Theorem 11. Let P 1 , . . . , P m ∈ Her s be R-linearly independent, and Q 1 , . . . , Q m ∈ Her t with
Define
Then the following are equivalent:
withP j ∈ V for all j.
Proof. (i)⇒(ii):
By definition of C min there are v 1 , . . . , v n ∈ C and H 1 , . . . , H m ∈ Her t with all H i 0 and
Assume that ρ is of form (7) with all
Substituting in the expression of ρ (Eq. (7)) we obtain that
Comparing this with expression (6) and using that P 1 , . . . , P m are linearly independent, we obtain
Remark 12. In Theorem 11, "(ii) ⇒(i)" fails without the assumptionP j ∈ V for all j. To see this, consider the following example taken from [19] . Consider
One easily checks that ρ 0, and since all appearing matrices are symmetric, ρ passes the separability test of partial transposition [2] . This test is however sufficient for separability in the 3 × 2 case, so ρ is separable. Now consider the Pauli matrices
and note that
is the circular cone, i.e. the cone defined by the real numbers a, b, c such that
, and a ≥ 0. However, on the other hand,
Corollary 13. Let P 1 , . . . , P m ∈ Her s be R-linearly independent, and set
(ii). If C is a simplex cone, then for any choice of 
the state ρ is separable and admits a separable decomposition with at most 2 terms, i.e. sep-rank(ρ) ≤ 2.
Proof. (i):
The condition ρ 0 just means
So the result follows from Theorem 11.
(ii): From [18] we know that if C is a simplex cone, then
is automatically true. So the result follows from (i). Note that the number of terms in the constructed separable decomposition is m, since in the proof of Theorem 11 "(i) ⇒ (ii)" we can choose the v i as the extreme rays of C, of which there are m many. (iii): For C = FS 1 (P 1 , P 2 ) ⊆ R 2 there are three possibilities. First, C might be a simplex cone, so the claim follows from (ii). Second, C might be a single ray. In this case one easily checks that ρ is in fact a product state, so sep-rank(ρ) = 1. Finally C = {0} implies ρ = 0, so everything is trivial.
BIPARTITE STATES WITH OPERATOR SCHMIDT RANK TWO
In this section we focus on bipartite states which have operator Schmidt rank two. We will first prove Theorem 1 (Section 4.1), and then provide a method to obtain the separable decomposition of such bipartite states (Section 4.2). The method closely follows the proof and thereby illustrates our construction. Then we will put Theorem 1 in the broader context of decompositions of nonnegative matrices, and derive some implications for the ranks (Section 4.3). Finally we will derive further implications for quantum channels and the entanglement of purification (Section 4.4).
Proof of Theorem 1
In this section we prove Theorem 1. The key missing element is Lemma 14, which tells us that in the bipartite case we can force the local matrices to be Hermititian without increasing the number of terms.
Lemma 14 (Hermiticity in the bipartite case). Let P 1 , . . . , P r ∈ M s , Q 1 , . . . , Q r ∈ M t and assume
where A α ∈ Her s and B α ∈ Her t .
Proof. First we can obviously assume that r is minimal among all representations of ρ. Then both the P α s and the Q α s are C-linearly independent.
Let us denote the Hermitian part of P α by P 0 α ∈ Her s , and the antihermitian part by iP 1 α where P 1 α ∈ Her s , so that
Similarly, we write
where ⊕ denotes sum modulo 2. The crucial fact here is that, since ρ is Hermitian, and all matrices are Hermitian, the term multiplying i must vanish, namely
Now we consider
We claim that dim R (V ) = r. t , this explicitly means that
and so on. Inserting this in the expression of ρ and reordering we obtain that
But this contradicts the minimiality assumption on r, since 2r − m < m. Now assume that dim R (V ) = m < r. But
. . , P r }, and the complex dimension of the right hand side is r, since the minimality of r implies that the P α 's are Clinearly independent. Since the P j α are Hermitian, the dimension on the left does not change from R to C, and thus we obtain dim R (V ) ≥ r, which contradicts our assumption. Thus, dim R (V ) = r. Now we return to (9) 
where A α ∈ M d1 and B α ∈ M d2 . Then ρ is separable and can be written as
where σ α ∈ PSD d1 and τ α ∈ PSD d2 .
Proof. By Lemma 14, ρ can be written with Hermitian local matrices, namely as
where P α ∈ Her d1 and Q α ∈ Her d2 . By Corollary 13 (iii), there is a separable decomposition with only two terms,
Method to obtain the separable decomposition
We now provide an explicit procedure to obtain the separable decomposition of a bipartite state with operator Schmidt rank two. The procedure follows the proof of Theorem 1, as the latter is constructive. In the following we focus on presenting the method, rather than on justifying why it works. At the end of this section, we will apply this method to an example.
First, the input and output to this method are as follows:
Input: A decomposition of a bipartite positive semdefinite matrix
where the P α 's and the Q α 's are linearly independent.
1
Output: σ α 0 and τ α 0 such that
The method works as follows:
Step 1: Making the matrices Hermitian.
1. Express P α = P are the Hermitian and antihermitian part of P α , respectively 2 , and similarly for Q α .
2. Find two matrices of the set {P 3. Express the other two matrices as a real linear combination of the two linearly independent matrices. Substitute this in ρ and obtain an expression of the form
where each matrix is Hermitian.
Step 2: Finding the extreme rays v, u ∈ R 2 :
Denote the ith diagonal element of C, D by C ii , D ii , respectively. Note that C ii A + D ii B 0 by construction. There are two cases: Case 1: There is an i such that C ii A+D ii B > 0. Since this is positive definite, there is an invertible matrix P such that
and let λ min , λ max be the smallest and largest eigenvalue of
1 This could be, for example, the operator Schmidt decomposition of ρ. 2 Namely P 0 α = (Pα + P † α )/2 and
The extreme rays are
is an extremal ray for any i. If there are two i's whose corresponding vectors (C ii , D ii ) are linearly independent, then we have already found the two extremal rays. If all (C ii , D ii ) are linearly dependent, then we only have one extremal ray. In this case, consider Note that it is very unlikely that Case 2 of Step 2 happens. In most cases there will be an i which provides an interior point.
Step 3: Finding the positive semidefinite matrices
where u = (u 1 , u 2 ) and v = (v 1 , v 2 ). Since u, v are linearly independent, this system of equations has a unique solution.
Substituting in (12) we obtain that the positive semidefinite matrices of (11) are
We now illustrate this procedure with a simple example, namely a two-qubit state. In this case the negativity of the partial transpose is a sufficient criterion for separability. We use the standard conventions for qubits, where I = |0 0| + |1 1|, σ z = |0 0| − |1 1|, and σ x = |0 1| + |0 1|.
Example 15 (Two qubits correlated in σ x basis). Consider the two-qubit state
This has osr(ρ) = 2 and is thus separable. In this case the separable decomposition can be found by inspection, namely
where |± = (|0 ± |1 )/ √ 2, which indeed has sep-rank(ρ) = 2.
We now apply the method above to this state to obain the separable decomposition. From now on we ignore normalization, i.e. we consider 2ρ.
Step 1: The matrices are already Hermitian.
Step 2: The spectrahedron defined by I, σ x is
The extreme rays are u = (1, −1) and v = (1, 1).
Step 3: The positive semidefinite matrices H 1 , H 2 that satisfy
are H 1 = |− −| and H 2 = |+ +|. Thus
which is indeed the decomposition of (13). 
Context and implications of Theorem 1
In this section we put Theorem 1 in the context of Ref. [13] , which presents a relation between decompositions of quantum states and decompositions of nonnegative matrices. Namely, Ref. [13] shows that for bipartite positive semidefinite matrices which are diagonal in the computational basis,
certain decompositions of ρ correspond to decompositions of the nonnegative matrix
In particular, the operator Schmidt decomposition, the separable decomposition, and the local purification form of ρ correspond to the singular value decomposition, the nonnegative factorisation [20] , and the positive semidefinite factorisation [21] of M , respectively. (There are also correspondences between the translationally invariant (t.i.) versions, by which the t.i. separable decomposition and the t.i. local purification form of ρ correspond to the completely positive factorisation [22] and the completely positive semidefinite factorisation of M [23] , respectively). Moreover, each factorisation has an associated rank, and these correspondences imply that the operator Schmidt rank of ρ equals the rank of M , the separable rank of ρ equals the nonnegative rank of M , and the purification rank of ρ equals the positive semidefinite rank of M . In a formula, if ρ is of the form (14) and M of the form (15) (ii) hosr(ρ) = 2.
(iii) sep-rank(ρ) = 2.
Moreover, they imply that:
(iv) puri-rank(ρ) = 2 and ρ is separable. Lemma 14. (ii) implies (i): since osr(ρ) ≤ hosr(ρ) we only have to see that osr(ρ) = 1 cannot hold. If osr(ρ) = 1 then ρ = A ⊗ B for some matrices A, B, but since ρ 0, A and B must both be positive semidefinite or both negative semidefinite. In either case they are both Hermitian, which shows that hosr(ρ) = 1, and contradicts the assumption hosr(ρ) = 2.
Proof. (i) implies (ii): is shown in
(i) implies (iii): is shown in Theorem 1. (iii) implies (i): From Proposition 7 (iii) we have that osr(ρ) ≤ sep-rank(ρ). But osr(ρ) = 1 cannot hold, since this would imply that sep-rank(ρ) = 1 by Proposition 7 (i), which contradicts the assumption that sep-rank(ρ) = 2.
(iii) implies (iv): From Proposition 7 (iii) we have that puri-rank(ρ) ≤ sep-rank(ρ), thus we only have to see that puri-rank(ρ) = 1 cannot be true. By Proposition 7 (i) this implies that sep-rank(ρ) = 1, which contradicts the assumption that sep-rank(ρ) = 2.
This leaves the following situation for bipartite positive semidefinite matrices. Note that we only need to analyse osr, since osr(ρ) = hosr(ρ) by Lemma 14.
• If osr(ρ) = 1, then ρ is a product state, and hosr(ρ) = sep-rank(ρ) = puri-rank(ρ) = 1 by Proposition 7 (i).
• If osr(ρ) = 2 then ρ is a separable state, and hosr(ρ) = sep-rank(ρ) = puri-rank(ρ) = 2 by Corollary 17.
• Ref. [25] provides a family of nonnegative matrices {M t ∈ R t×t ≥0 } t≥3 , for which rank(M t ) = 3 for all t but psd-rank(M t ) diverges with t. Defining the bipartite state
(M t ) i,j |i, j i, j|, and using relations (16) , this immediately implies that there is a family {ρ t } for which osr(ρ t ) = 3 for all t but puri-rank(ρ t ) diverges. By Proposition 7 (iii), this implies that sep-rank(ρ t ) also diverges with t. This is summarised in Table I , and this situation is to be compared with the multipartite case, summarised in Table II. osr(ρ) = hosr(ρ) Bipartite state ρ 1 Product state 2 Separable state, and separable rank and purification rank are both 2 3
If separable, purification rank can be unbounded, and thus separable rank can be unbounded too TABLE I: Overview of the properties of bipartite positive semidefinite matrices ρ with small operator Schmidt rank (osr). Recall that the operator Schmidt rank equals the hermitian operator Schmidt rank (hosr) by Lemma 14.
Further implications of Theorem 1
We now derive some further implications of Theorem 1, first concerning quantum channels, and then the entanglement of purification.
First we focus on quantum channels, which are completely positive and trace preserving maps. Recall that every completely positive map E : M d2 → M d1 is dual to a positive semidefinite matrix 0 ρ ∈ M d1 ⊗ M d2 (sometimes called the Choi matrix of E) via the following relation [26] 
where id is the identity map. Moreover, E is trace preserving if and only if the Choi matrix satisfies that tr 1 (ρ) = I/d 2 , where tr 1 indicates the trace over the first subsystem, and I is the identity matrix of size
It is shown in Ref. [27] that E is entanglement breaking if and only if its Choi matrix ρ is separable. Note that determining whether a quantum channel is entanglement breaking is NP-hard [4] .
Corollary 18 (of Theorem 1). Proof. If the dimension of the image of E is 2, then E can be written as E(X) = 2 α=1 P α tr(Q t α X), where t denotes transposition, and P 1 , P 2 are linearly independent, as are Q 1 , Q 2 . From (17) it is immediate to see that the Choi matrix is
i.e. it has operator Schmidt rank 2. By Corollary 13 (ii), ρ is separable, and thus E is entanglement breaking.
Note that the statement of Corollary 18 also holds if E is not trace preserving, since in that case the Choi matrix also has operator Schmidt rank 2. Now we turn to the implications of Theorem 1 for the correlations in the system. We consider again a bipartite state, which we now denote by ρ AB . The entanglement of purification E p (ρ AB ) [28] is defined as
where the entropy of entanglement E(|ψ A,A ′ ,B,B ′ ) is defined as
where ρ AA ′ = tr BB ′ |ψ AA ′ BB ′ ψ| and S 1 is the von Neumann entropy, S 1 (ρ) = −tr(ρ log d ρ), where ρ has size d × d. The entanglement of purification is a measure of the amount of classical and quantum correlations of the system [28] . It follows from Theorem 1 that if a state has operator Schmidt rank two, then its entanglement of purification is very small:
Proof. From Corollary 17 we have that osr(ρ) = 2 implies puri-rank(ρ) = 2. From [13] we know that E p (ρ) ≤ log d1 (puri-rank(ρ)), from which the result follows.
MULTIPARTITE STATES WITH HERMITIAN OPERATOR SCHMIDT RANK TWO
In this section we focus on multipartite states with Hermitian operator Schmidt rank two. First we prove Theorem 2 (Section 5.1), and then we discuss the context and derive several implications of this result (Section 5.2).
Proof of Theorem 2
In this section we prove Theorem 2. The main difference between the bipartite and the multipartite case (i.e. Theorem 1 and Theorem 2) is that in the bipartite case we need not assume that the matrices are Hermitian. This is because Lemma 14 allows to enforce the Hermiticity of the matrices without increasing the number of terms, i.e. it shows that osr(ρ) = hosr(ρ). Yet, this need not be true in the multipartite case, where we can only prove the looser relations between osr and hosr presented in Appendix A. In particular, they do not guarantee that if osr(ρ) = 2 then hosr(ρ) = 2. Note that, ultimately, we need Hermitian matrices in order to use Corollary 13 (iii).
Let us now state and prove Theorem 2.
Theorem (Theorem 2). Let ρ be a positive semidefi-
where σ [1] α ∈ PSD d1 , σ [2] α,β ∈ PSD d2 , . . ., σ
Proof. We prove the statement by induction on n. In the bipartite case we have
α , where A [1] α and A [1] α are Hermitian. This is a particular case of Theorem 1, and thus it follows that
α , where σ [1] α and σ [1] α are positive semidefinite. For the induction step we also need the following property: if another state admits a representation with the same A
α , then its separable decomposition can be chosen with the same σ [1] α , i.e. only σ [2] α is modified. This follows directly from the proof of Theorem 1. Now, for the induction step, assume that the statement holds for n sites. We first write the positive semidefinite matrix ρ on n + 1 sites as (18) where
are Hermitian, and so are B . Thus, applying Corollary 13 (iii) to ρ in Eq. (18), we find that it is separable and can be written as (19) where σ have separable rank 2 representations, using the same positive semidefinite matrices at the first n − 1 sites. Explicitly,
αn−1,αn , where σ [1] α ∈ PSD d1 , σ [2] α,β ∈ PSD d2 . . . Inserting this expression in ρ of Eq. (19) we obtain a separable decomposition of ρ with separable rank 2. (18)), then the separable decomposition that we have just constructed will only differ at the last site.
Context and implications of Theorem 2
As mentioned in Section 4.3, Theorem 2 can be seen as a generalization of Proposition 16 to the case that ρ is a general quantum state (i.e. not diagonal in the computational basis), and it is multipartite. In particular, Theorem 2 implies the following relations among ranks for the multipartite case. (ii) sep-rank(ρ) = 2.
Moreover, they imply the following:
(iii) puri-rank(ρ) = 2 and ρ is separable.
Proof. (i) implies (ii): is shown in Theorem 2.
(ii) implies (i): From Proposition 7 we have that hosr(ρ) ≤ sep-rank(ρ), and hosr(ρ) = 1 implies sep-rank(ρ) = 1, which contradicts the assumption.
(ii) implies (iii): From Proposition 7 (iii) we have that puri-rank(ρ) ≤ sep-rank(ρ), and from Proposition 7 (i) puri-rank(ρ) = 1 implies that sep-rank(ρ) = 1, which contradicts the assumption. This leaves the following situation for multipartite positive semidefinite matrices of small operator Schmidt rank (summarised in Table II): • If osr(ρ) = 1, then ρ is a product state, and hosr(ρ) = sep-rank(ρ) = puri-rank(ρ) = 1 by Proposition 7 (i).
• If osr(ρ) = 2 and hosr(ρ) = 2, then ρ is a separable state, and osr(ρ) = sep-rank(ρ) = puri-rank(ρ) = 2 by Corollary 20.
• If osr(ρ) = 2 and hosr(ρ) > 2, we cannot conclude anything about the state. (Note that from Proposition 21 we only know that, if osr(ρ) = 2, then 2 ≤ hosr(ρ) ≤ 2 n , where n is the number of sites, i.e. ρ ∈ M d1 ⊗ · · · ⊗ M dn ).
• Ref. [17] provides a family of states
which are diagonal in the computational basis (thus, separable) for which osr(ρ n ) = 3 for all n, and puri-rank(ρ n ) diverges with n. By Proposition 7 (iii), this implies that sep-rank(ρ n ) also diverges with n.
In words, the case hosr(ρ) = 2 behaves very similarly to the trivial case hosr(ρ) = 1, as one can determine the kind of state ρ is, and one can upper bound the amount correlations. On the other hand, the separation between osr(ρ) and puri-rank(ρ) appears for a very small value of osr, namely osr(ρ) = 3. 
CONCLUSIONS & OUTLOOK
We have presented two main results. First, we have shown that any bipartite positive semidefinite matrix of operator Schmidt rank two is separable, and admits a separable decomposition with two positive semidefinite matrices per site (Theorem 1). We have also provided a step-by-step method to obtain this separable decomposition (Section 4.2), and have drawn some consequences of this result concerning the relation among the ranks (Corollary 17, see also the summary of Table I ), for quantum channels (Corollary 18), and for the amount of correlations of the state (Corollary 19). While this result was already known [9] , we have provided a new proof thereof. In particular, we have leveraged a relation between minimal operator systems and separable states (Theorem 11) and its implications (Corollary 13).
Second, we have shown that any multipartite positive semidefinite matrix of Hermitian operator Schmidt rank two is separable, and it has separable rank two (Theorem 2). We have drawn consequences of this result for the ranks (Corollary 20, see also the summary of Table II Table II. A second question is to clarify the relation between the operator Schmidt rank and the hermitian operator Schmidt rank in the multipartite case. In particular, it would be interesting to find out whether Proposition 21 is tight or can be improved, and to find direct relations between the hosr and the separable rank and/or the purification rank.
On a broader perspective, it would be worth studying which of these results extends to the translationally invariant (t.i.) case. Ref. [13] presents the t.i. versions of the MPDO form, the separable form, and the local purification form. For bipartite states which are diagonal in the computational basis, the ranks associated to each of these decompositions correspond to well-studied ranks of nonnegative matrices (such as the cp rank and the cpsd rank), as mentioned in Section 4.3. Exploiting these relations may allow us to generalize results about ranks in that case, too, and gain further insight into the decompositions of t.i. quantum states.
More generally, this paper illustrates how fruitful the connection between quantum states and (free) spectrahedra can be. The latter provide a novel set of techniques that can shed further light into the decompositions of quantum states. This is being explored in [11] .
bound. Yet, we do not know whether the following bound is tight. Proof. The statement for n = 2 corresponds to Lemma 14. For general n, we consider the MPDO form of ρ (Eq. (2)), and express each matrix as a sum of its
Hermitian and anti-Hermitian part (as in (8)), namely as where k = k 1 + · · · + k n . Since ρ is Hermitian, all terms where k is odd must vanish. Thus the above expression contains 2 n−1 terms, all of which are are Hermitian. Thus hosr(ρ) ≤ 2 n−1 osr(ρ).
