Abstract: Weighted nonnegative matrix factorization (WNMF) is a technology for feature extraction, which can extract the feature of face dataset, and then the feature can be recognized by the classifier. To improve the performance of WNMF for feature extraction, a new iteration rule is proposed in this paper. Meanwhile, the base matrix U is sparse based on the threshold, and the new method is named sparse weighted nonnegative matrix factorization (SWNMF). The new iteration rules are based on the smaller iteration steps, thus, the search is more precise, therefore, the recognition rate can be improved. In addition, the sparse method based on the threshold is adopted to update the base matrix U, which can make the extracted feature more sparse and concentrate, and then easier to recognize. The SWNMF method is applied on the ORL and JAFEE datasets, and from the experiment results we can find that the recognition rates are improved extensively based on the new iteration rules proposed in this paper. The recognition rate of new SWNMF method reached 98% for ORL face database and 100% for JAFEE face database, respectively, which are higher than the PCA method, the sparse nonnegative matrix factorization (SNMF) method, the convex non-negative matrix factorization (CNMF) method and multi-layer NMF method.
Introduction
The traditional facial feature extraction [1] method is based on the geometric structure, and a standard normalized feature vector is used to describe the structural data of facial organs [2] , then the Euclidean distance between organs in the image is calculated to compare which two images have the highest consistency. Facial feature extraction based on geometric features [3] is simple and direct. However, at the same time, this method is too simple, which makes the accuracy of the algorithm unsatisfactory and the reliability unstable. Thus, it has to be combined with the semi-supervised machine learning method [4] . Then the facial feature extraction methods based on local features are proposed, such as the Gabor wavelet [5] , HOG (Histogram of Oriented Gradient) [6] , SURF (Speeded Up Robust Features), and SIFT (Scale Invariant Feature Transform) [7] . Gabor wavelet convolutes each pixel of sample image in different scales and directions, and then the extracted multi-resolution features can well express the characteristics of face image. However, the dimension of the characteristics extracted by Gabor wavelet is also too high, which leads to the long operation time and ineffectiveness of the algorithm. In order to solve the problem, some local texture information operators with low dimensions are proposed to extract the facial features, such as LBP (Local Binary Pattern) [8] and LTP (Local Ternary Pattern) [9] . The method of LBP can depict different features of local image texture by binarizing the gray value of the central point pixel and its surrounding point pixel. And the core idea of the LTP method is to replace the single threshold form of traditional LBP with a set of threshold intervals and upgrade binary texture pattern in traditional LBP to obtain a ternary texture pattern [10] . 
Image Preprocessing
To ensure that the extracted features are robust to facial changes, face images need to be pretreated.
Grayscale Normalization
Uneven illumination of the original image can be compensated by the grayscale normalization, thereby the adverse effects of changes in illumination can be overcome for recognition. Given the mean and variance of grayscale, a linear method can be adopted to transform the mean and variance of each grayscale to the given values, and then all face images are in conformity to the same or similar grayscale distribution.
The grayscale distribution matrix of an image of M by N is I(x,y), where I(x,y) is the gray value of the pixel at point (x, y), where 0 < x < M − 1 and 0 < y < N − 1. Thus, the mean µ and variance σ of the image are as shown in Equations (1) and (2), respectively:
The grayscale value of each image pixel can then be converted using Equation (3) , the purpose of which is to give the expected values µ 0 and σ 0 to the mean and variance of the image.
where I(x,y) denotes the image matrix before the grayscale normalization, and andÎ(x, y) denotes the image matrix after normalization. In addition, the effect of changes in illumination on the recognition accuracy can, thus, be overcome through a normalization of the gray scale.
Extracting Low-Frequency Information by Wavelet Transform
Wavelet transform is a local transformation in the time and frequency domains. The local characteristics can be extracted from an image and represented effectively using a wavelet transform.
Here, f (t) is set as a square integrable function, and the continuous wavelet transform is defined through Equation (4):
where a > 0 is a scaling factor and b is a positional parameter, and ϕ a,b (t) is the mother wavelet:
The corresponding two-dimensional discrete wavelet transform is defined through Equation (5), which is used for the original input image, and four sub-images (LL, LH, HL, and HH) can then be produced. In addition, LL is a low-frequency component for the image, which contains most of the information of the original image. When the wavelet transform is performed on LL, a second order wavelet transform is obtained.
A face image in the JAFEE face dataset is used for a wavelet transform, the results of which are shown in Figure 1 . From the Figure 1 , we can find the extracted low-frequency information can be used as an approximation of the original image, while the noise and other high frequency signals can be greatly suppressed. Meanwhile, a face image constructed based on the low-frequency information after second order wavelet transform is relatively obscured. Therefore, the low-frequency information obtained from first order wavelet transform is adopted in this paper. 
SWNMF Method with a New Iterative Rule
Lee and Seung proved the convergence of nonnegative matrix factorization (NMF) [16] . The basic idea of NMF is that for any given nonnegative matrix X with the size of m × n, two nonnegative matrices U and V can be found to satisfy X = UV, where U is the base matrix with size of n × r, which represents the features of the image. Additionally, V is the coefficient matrix with size of r × m, which represents the weight coefficient of the image feature. U and V are smaller than the original matrix, so U and V can be regarded as components in V.
WNMF is developed on the basis of NMF. The main feature of WNMF is to add a weight matrix P when updating U and V, which makes the weight of important information larger and the weight of relatively less important information smaller, so as to improve the expression of local features and then the image features can be better expressed.
New Iteration Rule
The objective function of weighted nonnegative matrix factorization is defined as the weighted Euclidean distance, which is described as Equation (6):
where i p is the element value of weighted matrix, and
Let t v be the current approximation of the minimizer of J(v), then J(v) can be rewrite as the following quadratic form:
where
is explicitly given by:
Then one auxiliary function Z(v,v t ) for J(v) is constructed as Equation (9), which satisfies the conditions as Equation (11) . Meanwhile, v is updated by Equation (12) [25] :
When Z(v,v t ) is constructed to satisfy the conditions as Equation (11) and J is updated by Equation (12), the objective function J(v) can satisfy the Equation (13), which illustrate that J(v) is a 
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where p i is the element value of weighted matrix, and D p = diag(p). Let v t be the current approximation of the minimizer of J(v), then J(v) can be rewrite as the following quadratic form:
where ∇ v J(v t ) is explicitly given by:
Then one auxiliary function Z(v,v t ) for J(v) is constructed as Equation (9), which satisfies the conditions as Equation (11) . Meanwhile, v is updated by Equation (12) [25] : where
When Z(v,v t ) is constructed to satisfy the conditions as Equation (11) and J is updated by Equation (12) , the objective function J(v) can satisfy the Equation (13) , which illustrate that J(v) is a non-incremental and convergent function:
Blondel-Ho have defined the G(v, v t ) in literature [25] , and have proved that G(v, v t ) ≥ J(v). in literature [25] , so we only need prove that
In order to prove Z(v, v t ) ≥ G(v, v t ), based on Equation (9) and the G(v, v t ) described in literature [25] as Equation (14), we only need prove Equation (15):
By the description of L(v t ) as Equation (10) and D(v t ) as Equation (15), we can derive the following:
Based on Equation (16), we can get
, that is, the Z(v,v t ) constructed as Equation (9) is proved to satisfy the conditions as Equation (11) , meanwhile, v is updated with Equation (12), then Equation (13) can be obtained, which illustrates that the objective function J is non-increasing and convergent.
Based on the updating rule of v described as Equation (12), the new iteration rule of v can be derived as Equation (17):
From Equation (17), we can the new iteration step for v is set as α, which is described as Equation (18) . Meanwhile, the traditional iteration step for v is defined as Equation (19):
Similarly, the new iteration rule of u described as Equation (19) can be get, and the new iteration step for u is set as β, which is described as Equation (20): 
The idea of proving the convergence of objective function of WNMF method is adopted to prove the convergence of the SWNMF method. Firstly, a quadratic auxiliary function is found as shown in Equation (9), which satisfies the conditions described as Equation (11) . Then the minimum value of the auxiliary function is get and plugged into the Equation (12), and the value of the next base matrix can be obtained. Then the minimum value of the auxiliary function at this value is taken as the value of the next base matrix. If we continue to use Equation (12) based on the found auxiliary function, we can satisfy Equation (13) . Thus, we can prove that J is an non-increasing function and it is convergent, and the updating rule can be derived as Equation (17) . From the Equation (17), we can get the parameter of iteration step, which is described as Equation (18). Similarly, the other iteration step parameter of Equation (20) can also be decided by the iteration rule described as Equation (19) .
Based on the above deriving process, the objective function J has been proved convergent when the matrix U and V are updated by the new iterative rules described as Equations (17) and (19) . Thus, the SWNMF algorithm is convergent and terminated when the target function (6) reaches the minimum value, or the number of iterations reaches the upper limit. The initial value of U and V of the iterative algorithm can be randomly generated based on the dimensions of U and V. The optimal U and V can be obtained when the iteration process is finished. Therefore, the new SWNMF method can be used to extract the facial features.
Sample Weighting and Sparse Constraints
In order to improve the recognition rate, considering the difference of importance for each sample, the samples can be weighted according to the sample quality, then the above weighted non-negative matrix factorization method is adopted. For example, if the eyes of some samples are closed, that is, the key characteristic eyes are not obvious, the weights of the samples are set low. Additionally, the weights of some samples, whose expressions are too exaggerated, leading to the deformation of the key features such as eye and mouth, which is not conducive to recognition and classification, are also set low. On the contrary, the weights of the clear face images in face dataset are set higher, and the weights of non-exaggerated face images will be set higher.
In addition, in the new iterative rules of SWNMF method, no sparse constraints are added to the base matrix U and, thus, redundant information remains in the dataset. Therefore, the threshold judgment is adopted as the sparse constraint for the base matrix U during the additive iterations of U and V.
A threshold is selected when using Equations (17) and (19) for an iteration. In addition, when U is produced during each iteration, we will reset all data in the columns of base matrix U based on the threshold. If the data are greater than the threshold, the values are reset to 1, otherwise, the data are reset to 0. Then the base matrix is transformed to 0 and 1 matrix, which describes the important features as 1, whereas describes the weight of the less important features as 0, and the facial features can be expressed more concentrated and clear. In this way, the region representing the facial features can be intensely extracted, and the interference of other unrelated areas is reduced. Meanwhile, the number of computations is reduced. Figure 2a -d shows visual images of the base matrices obtained from the training samples based on the PCA, threshold SNMF, CNMF, Multi-layer NMF and the new additive iterative SWNMF method, respectively. Since the initial values of U and V are random values between 0 and 1, the threshold is set as a value between 0 and 1. Usually, the threshold is smaller, the more redundant information can be eliminated, and the data are more centralized. Here, the threshold is set to 0.01. Figure 2a -d shows visual images of the base matrices obtained from the training samples based on the PCA, threshold SNMF, CNMF, Multi-layer NMF and the new additive iterative SWNMF method, respectively. Since the initial values of U and V are random values between 0 and 1, the threshold is set as a value between 0 and 1. Usually, the threshold is smaller, the more redundant information can be eliminated, and the data are more centralized. Here, the threshold is set to 0.01. An image of the optimal base matrix obtained by the new additive iterative SWNMF method is shown in Figure 2e , which can accurately reflect the facial features and expression, and make the facial feature data more concentrated and clear. The images of the base matrices obtained by the other four methods are shown in Figure 2a -d, and their feature information is obviously insufficiently clear and concentrated. Therefore, compared with the other methods, the SWNMF method proposed in this paper can make the data of base matrix U sparser, which can result in the feature information being more accurate and concentrated thus, the recognition based on the corresponding coefficient matrix V for weight U will be more accurate. As shown in Table 1 , the recognition rate is further improved based on the new SWNMF, and is significantly higher than the threshold SNMF method described elsewhere [24] . 
Classification Based on a Support Vector Machine
A support vector machine (SVM) is essentially a binary classifier. In this paper, however, it is a typical multi-classification problem used to classify faces of multiple categories. Although an SVM can handle multiple classification problems using both one-to-one and one-to-many strategies, the results of a one-to-one strategy are more accurate, and thus this particular SVM strategy is adopted. The S classes of samples can be divided into two categories, and S(S − 1)/2 classifiers are then constructed.
Forty faces were used in the experiment, and the one-to-one strategy was applied to construct 780 classifiers. The coefficient matrix V of the face sample set and the corresponding category label set were set as the input training set of the SVM classifier. The parameters of each correct binary classification of training set were stored, and a multiple classification parameter file was obtained. This file can be called to obtain the parameter information of the multi-classifier to classify the test set. An image of the optimal base matrix obtained by the new additive iterative SWNMF method is shown in Figure 2e , which can accurately reflect the facial features and expression, and make the facial feature data more concentrated and clear. The images of the base matrices obtained by the other four methods are shown in Figure 2a -d, and their feature information is obviously insufficiently clear and concentrated. Therefore, compared with the other methods, the SWNMF method proposed in this paper can make the data of base matrix U sparser, which can result in the feature information being more accurate and concentrated thus, the recognition based on the corresponding coefficient matrix V for weight U will be more accurate.
As shown in Table 1 , the recognition rate is further improved based on the new SWNMF, and is significantly higher than the threshold SNMF method described elsewhere [24] . 
Forty faces were used in the experiment, and the one-to-one strategy was applied to construct 780 classifiers. The coefficient matrix V of the face sample set and the corresponding category label set were set as the input training set of the SVM classifier. The parameters of each correct binary
classification of training set were stored, and a multiple classification parameter file was obtained. This file can be called to obtain the parameter information of the multi-classifier to classify the test set.
A category voting matrix is set for the dual-classification determination of each sample. For example, if the sample is determined to belong to class k, then 1 is added to the k th column value of the category voting matrix, i.e., one ticket is voted for the k column. In contrast, if the sample is determined to be of class q by the classifier, then 1 is added to the the q th column of the category voting matrix, i.e., one ticket is voted for the q column. The number of columns with the most votes in the statistical matrix is the category number of the sample.
Based on the following experimental results, the one-to-one SVM classifier is proved that it can correctly recognize the face with different facial expressions.
Experimental Results and Analysis
Since the facial features differ greatly between Europeans and Asians, the JAFEE face database of Japanese female models and ORL library of European face models provided by Cambridge University are selected to identify the SWNMF effectiveness. The SWNMF method was adopted to identify a human face in the two face databases, respectively. The JAFFE database is composed of 200 facial images for ten Japanese women, each person has twenty faces of different facial expressions. Each image has 256 gray levels, and the size of the image is 256 × 256. The first ten images of the ten women were selected as training samples, and the last ten images were used as test samples. Meanwhile, there are forty people in the ORL gallery, with ten faces for each person and, thus, there are 400 faces in total. Each face has 256 grayscale levels, and the size is 112 × 92. The facial expressions and facial details of each person differ, including smiling and not smiling, eyes opening and closing, wearing and not wearing glasses, and so on. The facial postures are also different, and variations in the rotation angles of the depth and plane can reach 20 • , and the variation in the size of the facial image reaches 10%. The first five images were randomly selected for training, and the remaining five images were used for testing, and thus the training and test galleries have 200 images, respectively.
Comparision of SWNMF with multiple iteration NMF methods and PCA
The experiments for the face recognition rate with different values of r based on threshold SNMF [24] , CNMF [21] , multi-layer NMF [22] , of multiplicative iterative rules, PCA [12] and the SWNMF based on the new additive iteration rules proposed in this paper are executed on the JAFEE database and ORL database, respectively. The results of comparison experiments are shown in Figures 3-6 . In Figures 3-6 , comparison curves for various NMF methods and PCA method with continuous changes in the value of r are given. The experiments for the face recognition rate with different values of r based on threshold SNMF [24] , CNMF [21] , multi-layer NMF [22] , of multiplicative iterative rules, PCA [12] and the SWNMF based on the new additive iteration rules proposed in this paper are executed on the JAFEE database and ORL database, respectively. The results of comparison experiments are shown in Figure 3-6. In Figures 3-6 , comparison curves for various NMF methods and PCA method with continuous changes in the value of r are given. The recognition rate for ORL database of the SWNMF method proposed in this paper is given in Figure 3 . From Figure 3 , we can find that the recognition rate of the SWNMF method proposed in this paper is consistently and significantly higher than the other four methods with different values of r. In addition, the highest recognition rate of the SWNMF method is 98%, which is 77% higher than the highest recognition rate of PCA, 8% higher than the threshold SNMF method, 35.5% higher than the CNMF method and 3.5% higher than the multi-layer NMF. As can be seen from Figure 3 , the recognition rate of the ORL database based on the SWNMF method continues increasing when r increases. When r = 175, the highest recognition rate of 98% is obtained, and when r continues to increase, the recognition rate remains unchanged at 98%. For the threshold SNMF method, when r increases to 55, the highest recognition rate is 90%, when r continues to increase, the recognition rate decreases instead. For multi-layer NMF, the highest recognition rate is 94.5% when r = 175, and when r continues to increase, the recognition rate also decreases. For CNMF, the highest recognition rate is 67% when r = 20, and when r continues to increase, the recognition rate also decreases. Meanwhile, for PCA, the highest recognition rate is only 21% when r = 20, and when r continues to increase, the recognition rate decreases. Thus, for the ORL database, the recognition rates of PCA, threshold SNMF, CNMF, and multi-layer NMF are lower than the SWNMF method. The recognition rate for JAFEE database of the SWNMF method proposed in this paper is given in Figure 4 . It can be seen from Figure 4 that the recognition rate of the SWNMF method proposed in this paper is consistently and significantly higher than the other methods with different values of r. In addition, the highest recognition rate of the SWNMF method is 100%, and it is 67% higher than the PCA method, 8% higher than the threshold SNMF method, 22% higher than the CNMF method, and 4.5% higher than the highest recognition rate of the Multi-layer NMF.
As can be seen from Figure 4 , the recognition rate of the JAFEE dataset based on the SWNMF method continues increasing when r increases. When r = 175, the highest recognition rate of 100% is obtained, and when r continues to increase, the recognition rate remains unchanged at 100%. For PCA, the highest recognition rate is only 33% when r = 20, and when r continues to increase, the recognition rate decreases. For CNMF, the highest recognition rate is 78% when r = 35, and when r continues to increase, the recognition rate also decreases. For the threshold SNMF method, when r increases to 55, the highest recognition rate is 92%. However, when r continues to increase, the recognition rate decreases instead. And for Multi-layer NMF, the highest recognition rate is 95.5% when r = 175, and when r continues to increase, the recognition rate also decreases. For the JAFEE database, the recognition rates of PCA, threshold SNMF, CNMF, and multi-layer NMF, are lower than the SWNMF method, and the recognition rates also decrease instead when r increases. After the base matrix is obtained during the experiment, the image can be reconstructed based on the base matrix. In addition, the reconstruction error is smaller, and the image can be reconstructed more accurately. Additionally, the errors of the reconstructed face image of the above five methods can be calculated under different values of r, which can further verify the accuracy of the extracted features for different methods. The errors of the reconstruction for ORL and JAFEE databases based on the five methods are shown as Figures 5 and 6 , respectively. After the base matrix is obtained during the experiment, the image can be reconstructed based on the base matrix. In addition, The recognition rate for ORL database of the SWNMF method proposed in this paper is given in Figure 3 . From Figure 3 , we can find that the recognition rate of the SWNMF method proposed in this paper is consistently and significantly higher than the other four methods with different values of r. In addition, the highest recognition rate of the SWNMF method is 98%, which is 77% higher than the highest recognition rate of PCA, 8% higher than the threshold SNMF method, 35.5% higher than the CNMF method and 3.5% higher than the multi-layer NMF.
As can be seen from Figure 3 , the recognition rate of the ORL database based on the SWNMF method continues increasing when r increases. When r = 175, the highest recognition rate of 98% is obtained, and when r continues to increase, the recognition rate remains unchanged at 98%. For the threshold SNMF method, when r increases to 55, the highest recognition rate is 90%, when r continues to increase, the recognition rate decreases instead. For multi-layer NMF, the highest recognition rate is 94.5% when r = 175, and when r continues to increase, the recognition rate also decreases. For CNMF, the highest recognition rate is 67% when r = 20, and when r continues to increase, the recognition rate also decreases. Meanwhile, for PCA, the highest recognition rate is only 21% when r = 20, and when r continues to increase, the recognition rate decreases. Thus, for the ORL database, the recognition rates of PCA, threshold SNMF, CNMF, and multi-layer NMF are lower than the SWNMF method.
The recognition rate for JAFEE database of the SWNMF method proposed in this paper is given in Figure 4 . It can be seen from Figure 4 that the recognition rate of the SWNMF method proposed in this paper is consistently and significantly higher than the other methods with different values of r. In addition, the highest recognition rate of the SWNMF method is 100%, and it is 67% higher than the PCA method, 8% higher than the threshold SNMF method, 22% higher than the CNMF method, and 4.5% higher than the highest recognition rate of the Multi-layer NMF.
As can be seen from Figure 4 , the recognition rate of the JAFEE dataset based on the SWNMF method continues increasing when r increases. When r = 175, the highest recognition rate of 100% is obtained, and when r continues to increase, the recognition rate remains unchanged at 100%. For PCA, the highest recognition rate is only 33% when r = 20, and when r continues to increase, the recognition rate decreases. For CNMF, the highest recognition rate is 78% when r = 35, and when r continues to increase, the recognition rate also decreases. For the threshold SNMF method, when r increases to 55, the highest recognition rate is 92%. However, when r continues to increase, the recognition rate decreases instead. And for Multi-layer NMF, the highest recognition rate is 95.5% when r = 175, and when r continues to increase, the recognition rate also decreases. For the JAFEE database, the recognition rates of PCA, threshold SNMF, CNMF, and multi-layer NMF, are lower than the SWNMF method, and the recognition rates also decrease instead when r increases.
The SWNMF method adopts the new iteration steps proposed in this paper, from the definition of the new iteration step of Equation (18) and the original iteration step definition of WNMF in literature [25] , we can see that the new iteration step is smaller than the traditional iteration step, so the search accuracy can be improved. In addition, the threshold-sparse rule is added into the iteration rule of base matrix, which make the extracted feature data sparser and concentrated, as well as easier to recognize, thus a higher recognition rate can be achieved. However, the iteration rules of SNMF, CNMF, and multi-layer NMF method are still the traditional multiplicative iteration rules based on the traditional iteration steps, thus, the recognition rate cannot be improved. Moreover, the PCA, CNMF, and multi-layer NMF methods haven't sparse the base matrix, then there are still a lot of redundant information in the base matrix, thus, the features are not obvious to recognize. In addition, the accuracy of multi-layer NMF is related to the number of hidden layers. Too many layers will lead to too long running time.
After the base matrix is obtained during the experiment, the image can be reconstructed based on the base matrix. In addition, the reconstruction error is smaller, and the image can be reconstructed more accurately. Additionally, the errors of the reconstructed face image of the above five methods can be calculated under different values of r, which can further verify the accuracy of the extracted features for different methods. The errors of the reconstruction for ORL and JAFEE databases based on the five methods are shown as Figures 5 and 6 , respectively.
As shown in Figures 5 and 6 , when the image is reconstructed by the base matrix, the errors of the PCA, CNMF, the threshold SNMF and Multi-layer NMF method are larger than the SWNMF. That is, only the new additive iterative SWNMF method proposed in this paper can guarantee both a high recognition rate and high-quality image reconstruction. Therefore, considering the comprehensive factors of the recognition rate and accuracy of an image reconstruction, the method proposed in this paper is significantly better than the other methods.
Based on the new additive iterative SWNMF method, considering the recognition rate and image reconstruction, r = 175 is selected, and facial recognition software based on MATLAB is realized. MATLAB is a commercial mathematical software produced by MathWorks company in the united states. It is used in advanced technical computing language and interactive environment for algorithm development, data visualization, data analysis and numerical calculation. The program results are shown in Figures 7-9 . Randomly picking out the faces of different people from the two face databases, and for cases such as eyes open or closed, and whether or not glasses are worn, the software consistently results in a correct classification. For the ORL database, a person can be recognized, and their face correctly recognized with a probability of 0.98, as shown in Figures 7-9 . For JAFEE database, a person can be recognized, and their face correctly recognized with a probability of 1, as shown in Figure 9 . In addition, the recognition rate for the face category is also shown in the text box in proposed in this paper is significantly better than the other methods.
Based on the new additive iterative SWNMF method, considering the recognition rate and image reconstruction, r = 175 is selected, and facial recognition software based on MATLAB is realized. MATLAB is a commercial mathematical software produced by MathWorks company in the united states. It is used in advanced technical computing language and interactive environment for algorithm development, data visualization, data analysis and numerical calculation. The program results are shown in Figures 7-9 . Randomly picking out the faces of different people from the two face databases, and for cases such as eyes open or closed, and whether or not glasses are worn, the software consistently results in a correct classification. For the ORL database, a person can be recognized, and their face correctly recognized with a probability of 0.98, as shown in Figures 7-9 . For JAFEE database, a person can be recognized, and their face correctly recognized with a probability of 1, as shown in Figure 9 . In addition, the recognition rate for the face category is also shown in the text box in Figures 7-9 . As shown from the results of the software simulation, a significantly high face recognition rate can be achieved using the new additive iterative SWNMF method.
Comparison of SWNMF with CNN
CNN is the popular deep learning technology. For comparing the performance of SWNMF and CNN, the deep learning toolbox of MATLAB for CNNs is applied to the ORL dataset. The facial features are extracted by the convolution and pooling layers, and are classified by the full connection layer. The filter numbers for each convolutional layer are 6, 12, and 6, respectively, and the filter size is 5 × 5. The CNN is adopted for the ORL database, and based on the experiments, we find that the recognition rate of the CNN can be increased when the number of iterations increases. When the iteration number increases from 200 to 2000, the recognition rate increases from 2.5% to 84%, which is shown as Table 2 . Meanwhile, the recognition time increases rapidly. Comparing the SWNMF method, we obtain the results in Table 3 . From Table 3 we can find that the highest recognition rate of CNN is 84% when the iteration number arrived at 2000 is obviously too time-consuming. However, the recognition rate of SWNMF can reach 98% within 89 seconds. As can be seen from Table 3 , when the recognition rate of deep network reaches a high value, it takes a longer time than the SWNMF method. The reason is that the deep learning requires enough learning and training processes to accurately extract features, which can improve the recognition rate, however, the SWNMF method can accurately extract features within a shorter time and it can effectively improves the recognition rate.
When the depth of network layer is further deepened, even if the recognition rate can be further improved, the learning and training time will be longer. Thus, the efficiency of the SWNMF method is still higher than the deep neural network. Since the total number of datasets used in this paper is not large, that is, there is not much information provided for deep network to learn. In this case, the use of deep neural network has no advantage. In the case of insufficient sample information, the SWNMF method has great advantages in recognition rate and recognition time compared with the deep neural network. In many practical application scenarios, it is impossible to collect many samples, and then the SWNMF method can be adopted to achieve higher efficiency than deep learning, such as higher recognition rate and shorter recognition time.
Conclusions
A new additive iterative rule is proposed for facial extraction and recognition based on nonnegative matrix factorization, and a sparse constraint is applied to the base matrix U by setting the threshold value during the additive iteration process. First, the face image is normalized to reduce the influence of light, and a discrete wavelet transform is adopted to extract the low-frequency information of the image to reduce the noise. Second, the new additive iteration rules of the WNMF method are derived to update U and V, and then the threshold sparse constraint is added on the base matrix U during the iterative process, which can effectively extract the facial features. Finally, the testing face datasets are decomposed in the optimized feature subspace represented by the base matrix U, and then the weight coefficient matrix V of the features can be recognized by the SVM.
With a different r, comparative experiments on the face recognition rate and the error of face image reconstruction respectively based on the PCA, threshold SNMF, CNMF, multi-layer NMF, and new additive iterative SWNMF method were conducted. As shown from the experimental results, the new additive iterative SWNMF method has the highest recognition rate, which is 77%, 8%, 35.5%, and 3.5% higher than that of PCA, threshold SNMF, CNMF, and multi-layer NMF, respectively. Moreover, the new additive iterative SWNMF method has the least error of reconstruction for face reconstruction, compared with the PCA, threshold SNMF, CNMF, and multi-layer NMF methods.
At the same time, deep learning methods are also widely used in face feature extraction. CNN is the most state-of-the-art deep learning method. Therefore, the effectiveness of the SWNMF method proposed in this paper is also compared with CNN. From the experimental results, we can find that the SWNMF method is more efficient and it can extract features accurately within the shorter time, thus, it does not require the sufficient learning, and is more suitable for scenarios with insufficient sample information.
In conclusion, compared with the traditional NMF methods, such as CNMF, SNMF, and multi-layer NMF method, the SWNMF method can achieve a higher recognition rate and better image reconstruction effect. At the same time, compared with the current state-of-the-art deep learning method, the SWNMF method is more efficient, and can achieve higher a recognition rate without a large number of samples and sufficient learning.
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