Local models and methods construct function estimates or predictions from observations in a local neighborhood of the point of interest. The bandwidth, i.e., how large the local neighborhood should be, is often determined based on asymptotic analysis. In this paper, an alternative, non-asymptotic approach that minimizes a uniform upper bound on the mean square error for a linear estimate is used. It is shown that the estimator is obtained from a quadratic program, that an automatic bandwidth selection is obtained, and that the approach can be seen as a local version of fitting affine models to data. Finally, the approach is applied to two benchmark systems.
Introduction: Local Models
Non-linear black box models of dynamical systems have long been of central interest in system identification, see, e.g., the survey [10] . In the control community mostly models of function expansion type have been applied, like Artificial Neural Network (ANN) models, wavelets, and (neuro-)fuzzy models. In statistics, the interest has been focused on various local methods, like kernel methods, [6] , local polynomial approaches, [3] and trees, [1] .
A local model or method builds the function estimate or prediction from observations in a local neighborhood of the point of interest. Also most function expansion methods are of this character: A radial basis neural network is built up from basis functions with local support, and the standard sigmoidal (one hidden layer feed-forward) network is local around certain hyperplanes in the regressor space.
No matter what type of local modelling approach is taken, the central problem is the bandwidth question:
• How big should the local neighborhood be? This is a variant of the classical bias/variance trade-off. Intuitively, it is clear that the answer must depend on three items:
1. How many data are available (and how are they distributed)?
2. How smooth is the function surface (supposed to be)?
How much noise is there in the observations?
This problem has been studied extensively in the statistical literature, and there are several solutions based on asymptotic (in the number of observations) analysis [3, 2] .
In this paper, another solution that is not based on the asymptotic behavior of the estimates is proposed. Based on a smoothness measure and noise variance, a uniform upper bound is computed of the mean square error (MSE) of a linear estimate, as a function of the estimator parameters. This upper bound is then minimized. It turns out that this problem can be reformulated as a quadratic programming (QP) problem, which can be solved efficiently. It also turns out that this solution has many of the key features of the asymptotically optimal estimators, but for finite number of observations it produces better guaranteed error bounds. The method will be called a direct weight optimization (DWO) approach, since the weights of the linear estimator are directly optimized, without any reference to kernels or parametric models.
The basic idea was presented earlier in [8] for approximation of scalar functions, where examples also showed that it is sometimes superior to an asymptotically based local linear estimator. In this paper, the approach is extended to multivariate functions and put in a system identification context. The paper is organized as follows: In Section 2, the problem is stated, and a very brief overview of some of the existing local approaches is given. The new approach is described in Section 3, and some of its most important properties are derived in Section 4. In Section 5 some examples are given of how the DWO approach can be used for prediction. Some extensions are described in Section 6 and conclusions are given in Section 7.
Problem Statement
Consider the problem of estimating the value f (ϕ 0 ) of an unknown multivariate function f : R n → R at a given point ϕ 0 , given a set of input-output pairs
, coming from the relation
Assume that the function f is continuously differentiable, and that there is a Lipschitz constant L such that
where · is the Euclidean norm. Denote the class of functions satisfying these assumptions by F L . The noise terms e k are independent random variables with Ee k = 0 and Ee
k . Both L and σ k are assumed to be positive constants, given a priori. The notationφ
and X = (ϕ 1 , . . . , ϕ N ) will also be used.
The given problem arises, e.g., when predicting outputs from a system of NARX structure [10] , where the system dynamics is known to satisfy (2) . In this case, ϕ k is composed of previous inputs u k−τ and outputs y k−τ , i.e.,
This fits in especially well within the "Model-On-Demand" (MOD) framework (see [11] ).
A common approach in statistics for estimation problems of this kind is to use a linear estimator in the form
wheref (ϕ 0 ) is our estimate of f (ϕ 0 ). The problem then reduces to finding good weights w k , which give reasonably small bias and variance of the estimate over the class F L . A common measure of the performance of the estimator is the mean squared error (MSE) [3] defined by
Often one tries to minimize the worst-case MSE, i.e., achieve the linear minimax risk, defined by
where the infimum is taken over all linear estimators. A classic family of methods are the kernel methods, where a kernel function K is used to determine the weights. An example is the Nadaraya-Watson estimator [6, 12] . Common choices of kernels are the Gaussian kernel and the spherical Epanechnikov kernel
where (·) + = max{·, 0} and C is a normalization constant. The width of the kernel is specified by introducing a bandwidth matrix H, and using the kernel
when calculating the weights. In the setting of this paper (i.e., where all that is known is that f satisfies (2)), it is sufficient to consider H = hI.
Another popular approach is the local polynomial modelling approach [3] , where the estimator is determined by locally fitting a polynomial to the given data. A weighted least-squares problem is obtained, which for a first-order polynomial takes the form
Here,f (ϕ 0 ) =β 0 , and the weights w k in (5) are thus implicitly determined. The bandwidth h can be determined to asymptotically achieve the linear minimax risk (see [3] for details).
The different methods given in this section for choosing the weights w k in the linear estimator (5) were all justified using asymptotic arguments, as N → ∞. However, in reality only a finite number of data is given. Furthermore, these data may be sparsely and non-uniformly distributed. This might deteriorate the performance of the estimation methods.
In the following section, a non-asymptotic approach for determining the weights will be presented, based on a uniform (over F L ) upper bound on the MSE (and hence on the linear minimax risk).
A Direct Weight Optimization Approach
As in the previous section, a linear estimator in the form (5) will be considered. For the bias to be bounded over F L , the following requirements on the weights w k are needed (see [9] ):
Under these restrictions, any linear function is estimated with zero bias. Note also that the local linear estimator described in the last section will automatically satisfy these requirements. From (2), one can obtain
Using all these equations, one getŝ
and an upper bound on the MSE (over
Note that this bound is tight and attained by a paraboloid with the Hessian ∇ 2 f (ϕ) = L · I if the weights w k are non-negative.
It is now natural to minimize the upper bound in (12) . Hence, the values of w k are chosen to minimize the following convex optimization problem:
This problem is equivalent to the following QP:
The equivalence between (13) and (14) can be shown as follows: Given a feasible solution w = (w 1 , . . . , w N ) to (13), a feasible solution to (14) with the same value of the objective function can easily be obtained by using the same w and s k = |w k |. Hence (14) is a relaxation of (13), and it suffices to show that when the optimal value of (14) is reached, then s k = |w k | for all k = 1, . . . , N. Suppose, e.g., that s 1 > |w 1 |. Then, without changing any other variables, the value of the objective function can be reduced by decreasing s 1 . This can be seen by observing that the coefficient before s 1 in the first sum of the objective function is non-negative, and the coefficient before s 2 1 in the second sum is positive, so decreasing s 1 will decrease the objective function. Therefore, when the objective function will reach its minimum, then s k = |w k |, and the equivalence is shown.
It should be pointed out, that the fact that the upper bound in (12) is tight for non-negative weights w k does not necessarily mean that minimizing (14) yields the weights that minimize the worst-case MSE, even if the resulting weights are positive. The reason for this is that a subset of the weights that really minimize the worst-case MSE may be negative, and so the upper bound (12) is not tight for these weights. However, preliminary experimental results show that the solution of (14) gives an upper bound which is mostly within a few percents from the optimal worst-case MSE.
Solving the QP (14) can be done very efficiently using standard solvers, e.g., CPLEX [4] .
Some Basic Properties of the DWO Approach
Since the DWO approach minimizes an upper bound on the linear minimax risk, one would expect that the weights w k would asymptotically converge to the weights of the local linear estimator using the Epanechnikov kernel with an asymptotically optimal bandwidth [3] . This is also the case under certain assumptions, as the following theorem shows. For a proof of the result, see [9] . Theorem 4.1 Consider the problem of estimating an unknown scalar function f : R → R, f ∈ F L at a given internal point ϕ 0 ∈ (−1/2, 1/2) under a fixed, equidistant design model as follows 
subject to the constraints (10) . Then asymptotically, as N → ∞,
where 
Remark. When the data are symmetrically distributed around ϕ 0 , e.g., when ϕ 0 = 0, the relation (17) will hold exactly also for finite N . In other words, the non-zero weights will lie along a parabola given by (17), with an asymptotic bandwidth given by (18).
Another interesting feature of the DWO approach is that in most cases, the weights w k corresponding to ϕ k lying beyond a certain distance from ϕ 0 will be zero. This can be regarded as an automatic bandwidth selection, which means that the user does not have to bother about how many of the samples should be included in the estimator. In fact, the following theorem holds:
Theorem 4.2 Suppose that the problem (14) is feasible, and σ
n , and µ 3 ∈ R, µ 3 ≥ 0, such that for an optimal solution (s opt , w opt ), it holds that Proof: To appear. See [9] for the scalar case. Figure 1 shows, for the scalar case, the principal shape of the curve along which the weights w opt k
(which in the figure corresponds to the dashed line being above the upper dash-dotted parabola), the weights will be positive. When µ 1 + µ T 2φk ≤ −µ 3 φ k 2 (the dashed line is below the lower dash-dotted parabola), the weights are negative, and otherwise they are zero.
The last result opens up for a possible reduction of the computational complexity: Since many of the weights w k will be zero, one can already beforehand exclude data that will most likely correspond to zero weights, thus making the QP (14) considerably smaller. Having solved (14), one can easily check whether or not the excluded weights really should be zero, by checking if the excluded data points satisfy |µ 1 
2 (the middle case of (19)). For more details, see [9] .
A third property to note is that, when L = 0, the optimal weights from (13) equal the weights implicitly obtained from (9), with K H (φ k ) replaced by 1/σ 2 k , just as one would expect. Since the latter approach gives a global affine model of ARX type (which is independent of ϕ 0 ), the weights obtained from (13) with L = 0 can also be seen as corresponding to an underlying global affine model. Hence, the proposed DWO approach can be interpreted as an alternative local version of fitting an "affine ARX model" to the data. The property is given in the following theorem: Theorem 4.3 For L = 0, (13) gives the same weights as a local linear model given by (9) (9) can be written
where e 1 is the first vector of the standard basis. This corresponds to the weights
On the other hand, if L = 0, (13) can be formulated as
or, letting
But this is nothing else than finding the least-norm solution of a system of linear equations, which is easily done using the pseduoinverse, i.e., v = (ΦQ) † e 1 . Hence
which are exactly the same weights as (21).
Examples
Example 5.1 To give an example of the DWO approach, it was applied to an extended version of the linear so-calledÅström system [5] :
First α and L 0 were set to zero. To get estimation data, u(t) and e(t) were both selected as random Gaussian sequences of length 500, with unit variance. As validation data, 200 samples of noise-free data were selected, with u(t) generated in the same way as for the estimation data. The simulated output for L = 0.01 is shown in Figure 2 As [7] is considered. The system is defined in state-space form by
Example 5.2 As another example, a nonlinear benchmark system proposed by
The noise term e(t) is added in accordance with [11] and has a variance of 0.1. The states are assumed not to be measurable, and following the discussion in [11] , a NARX331 structure is used to model the system, i.e.,
As estimation data, N = 50000 samples were generated using a uniformly distributed random input u(t) ∈ [−2. 
Extensions

Prior knowledge
One may think of the constraints (10a) and (10b) as ad hoc, although reasonable. These constraints can be removed if instead a restricted family of functions is considered with some prior knowledge of the function value and its derivative:
and formulate the corresponding min-max MSE problem. It can then be shown, see [9] , that for sufficiently large A and B, the solution will automatically be subject to the constraints (10a) and (10b). Moreover, if a reasonable linear estimate of the derivative ∇f (ϕ 0 ) is formed and plugged in as a known value (with or without error), the resulting estimator will obey (10b). (See [9] for the scalar case.)
More smoothness
The criterion that has been used assumes the function to be once continuously differentiable with a bound on the Lipschitz constant of the derivative. It is quite easy to extend this to any degree of assumed differentiability. The minmax problem will still be reducible to a QP problem, [9] .
Conclusions
The proposed non-asymptotic DWO approach to local modelling has a number of interesting features:
• The problem is phrased without any reference to bandwidth. The formulation offers the possibility to use all observations. Theorem 4.2 however shows that there is a bandwidth feature even for a finite number of measurements: Observations outside a certain band carry weights that are exactly zero.
• Although the DWO approach does not give strictly better estimates (in the MSE sense) than, say, the local polynomial approach in all cases, the important point is that the delivered guaranteed MSE bound is better than what other approaches can offer. In practice it is of course only this guaranteed bound that can be used for confidence intervals etc, since the actual MSE depends on the unknown function.
• As is illustrated in [8] , the improvement over asymptotically optimal estimates is more pronounced (naturally enough) for fewer data, and more non-uniformly distributed observation points ϕ k . For applications to higher regressor dimensions and dynamical systems, this is a very valuable property.
Finally, one may ask how to find the "input values" L and σ 2 k to the algorithms. This is the same problem as for the kernel methods and the local polynomial approach, and has been extensively studied in the statistical literature. In [3] related ideas can be found.
The proposed approach can be used as an alternative to building non-linear black-box models in an MOD fashion and applied to, for example, model predictive control. See [11] for such ideas.
