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I. INTRODUCTION
In multicast ABR, simultaneous congestion feedback from all branches can cause a feedback implosion [ 2 ] at the source, especially when the multicast tree is large. Hence, it is important to consolidate the congestion feedback at each branch-point and only the consolidated feedback is sent upstream. Since different downstream-branches' feedback RM-cells may arrive at the branch point at significantly different times, the consolidation of feedback RM-cells must be synchronized at the branch-point before the consolidated RM-cell can be forwarded upstream.
The first-generation feedback consolidation algorithms [3], [4],
[5] employ a simple hop-by-hop feedback mechanism to deal with the feedback implosion problem. On receipt of a forward RM-cell, the consolidated feedback is propagated upwards by a single hop. While hop-by-hop feedback is very simple, it does not scale well because the RM-cell round-trip time (RTT) is proportional to the height of the multicast tree. Additionally, since feedback RM-cells from downstream nodes are freely synchronized at branch nodes, the source may be misled by the incomplete feedback information, which can cause the consolidation noise problem [6] .
To reduce the RM-cell RTT and eliminate the consolidation noise, the authors of [7] , [6] proposed feedback synchronization at branch-points by accumulating feedback from all branches. The main problem with this scheme is its slow transient response since the feedback from the congested branch may have to needlessly wait for the feedback from the longer paths, which may not be
The work reponed in this paper was supported in part by the U.S. One of the critical deficiencies of the schemes described above is that they do not detect and remove non-responsive branches from the feedback synchronization process. One or more nonresponsive branches may detrimentally impact end-to-end performance by providing either stale congestion information or by stalling the entire multicast connection. In [l] , we proposed a Sof-Synchronization Protocol (SSP) which derives a single consolidated RM-cell at each branch-point from feedback RM-cells of different downstream branches that are not necessarily responses to the same forward RM-cell in each synchronization cycle. The SSP not only scales well with the multicast-tree topology, but also can readily detect and remove non-responsive branches.
All of the above-referenced work only focused on the various protocols' design and implementation issues. However, the feedback-delay properties of various feedback synchronization algorithms are neither well understood nor thoroughly studied. In this paper, we develop a balanced and unbalanced binary-tree model to characterize the feedback-delay properties of a class of feedback synchronization algorithms in terms of RM-cell RTTs. In Section 11, we overview the proposed SSP. In Section 111, using the binary-tree model we derive the analytical properties of SSP and hop-by-hop feedback synchronization algorithms. Our analytical results show SSP to not only be able to support efficient feedback synchronization, but also make the effective RMcell RTT virtually independent of the multicast-tree's height and path-length variations. In Section IV, we derive the optimal RMcell interval for SSP to minimize RM-cell RTTs for a given multicast tree. The paper concludes with Section V.
DESCRIPTION OF SSP
We first present an overview of SSP, the switch feedback synchronization algorithm [l] . At the center of SSP is a pair of connection-update vectors: (i) connpatt -vet, the connection pattern vector where conn-patt-vec(i) = 0 (1) indicates the i-th output port of the switch is (not) a downstream branch of the multicast connection. Thus, conn-patt-vec(z) = 0 (1) implies that a data copy should (not) be sent to the i-th downstream branch and 
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no-resp-timer := N,,,t; ! Reset non-responsive timer 09.
reap-branch-uec := 0); ! Reset responsive branch vector
10.
11. On receipt of a forward RM cell: 12. multicast RM cell based on c o n n p a t t s e c ; ! Multicast RM cell 13. n o -r e s p f i m e r := no-resp-timer -1; ! No-responsive branch checking 14. if (no-resp-tamer = 0) { ! There is a non-responsivebranch 15. conn-pattsec := resp-branchuec @ 1; ! update connect. pattern vec. initialized to Q and reset to Q whenever a consolidated RM-cell is sent upward from the switch. respbranch-vec(i) is set to 1 if a feedback RM-cell is received from the i-th downstream branch. The connection pattern specified in conn-patt-vec is updated by resp-branch-vec each time when the non-responsive branch is detected or a new connection request is received from a downstream branch. A simplified pseudocode of the switch RM-cell processing algorithm is given in Fig. 2 . On receipt of a feedback RM-cell returned from a receiver or a connected downstream branch, the switch first marks its corresponding bit in the respbranchuec and then conducts RM-cell consolidation operations. If the modulo-2 addition (the soft-sychcronization operation), conn patt uec @ resp-branch-vec equals 1, an all 1's vector, indicating all feedback RM-cells synchronized, then a fully-consolidated feedback RM-cell is generated and sent upward. But, if the modulo-2 addition is not equal to 1, the switch needs to await other feedback RM-cells for synchronization. Notice that since the synchronization algorithm allows feedback RM-cells corresponding to different forward RM-cells to be consolidated, the feedback RM-cells are "softly-synchronized" at branch nodes.
Upon receiving a forward RM-cell, the switch first multicasts it to all the connected branches specified by conn-patt-vec. Then, decrease the non-responsive timer for this connection by one. The no-resp-timer is initialized to a threshold Nnrt and reset to Nnrt whenever a consolidated RM-cell is sent upward. The predetermined time out value Nnrt for non-responsiveness is determined by such factors as the difference between the maximum and minimum RM-cell RTTs in a multicast tree. We use the forward RM-cell arrival time as a natural clock for detectingkemoving non-responsive branches (such that it will still work even in the presence of faults in the downstream branches). Each time a switch receives a forward RM-cell, the multicast connection's norespdimer is decreased by one. If no-resp-timer = 0 'Note that the negative logic is used for convenience of implementation. (time out) and resp-branch-vec # 0 (i.e., there is at least one downstream branch responsive), then the switch will stop awaiting arrival of feedback RM-cells and immediately generate a partially-consolidated RM-cell, and send it upward. Whenever no-resp-timer = 0, at least one non-responsive downstream branch is detected and will be removed by the simple complementary operation: connpatt-vec := resp-branch-vec 63 1, which updates conn-patt-vec. Therefore, a downstream branch which has not sent any feedback RM-cell for Nnrt forward RM-cell time units will be removed from the multicast tree.
RM-CELL RTT ANALYSIS
It is well-known that feedback delay plays a crucial role in determining the effectiveness of any feedback-based flow-control scheme [I] . In this section, we analyze the properties of RM-cell RTT for different feeback synchronization algorithms.
A. The Binary-Tree Model
To simplify the analysis of RM-cell RTT, we quantize the network feedback-delay by assuming each switch-hop to have a uniform delay (including processing and propagation delays). This assumption can be readily relaxed because the difference in switch processing delay and link-propagation delay of different switchhops can be translated into different numbers of switch-hops with the same delay. We use the hop-delay, q,, which is the sum of the switch-processing delay and link-propagation delay taken in each hop, as the rime unit in our delay analysis. To study the worst case and enable performance comparison, we only consider two types of multicast trees: balanced and unbalanced binary trees. Since we are only concerned with a path's RM-cell RTT which is determined by its length, it suffices to consider binary trees. Notice that in an unbalanced binary tree, the number of paths, denoted by n, from the root to all leaves is equal to the height of the tree, denoted by m, while in a balanced binary tree n = 2m-1. Fig. 2 illustrates these two types of trees with height m = 4.
As discussed in [I], 181, for ABR services only the feedback from the most-congested path in a multicast connection governs the flow-control operations at the source. However, the RM-cell RTT of different paths in a multicast tree may vary significantly since the path lengths differ from each other. Thus, we need to analyze each individual path's RM-cell RTT in a multicst tree. The individual path's RM-cell RTT is also affected by the feedback synchronization algorithms used. In addition, the RM-cell RTT for a given path may vary at the beginning of the flow-control operation in an initial state, during which feedback RM-cells are not yet "regularly" synchronized. The RM-cell RTT becomes stable after feedback RM-cells are regularly synchronized and enters a steady state. In the following, we analyze the RM-cell feedbackdelay properties, in both initial and steady states, of each path in a multicast tree, which is flow-controlled by hop-by-hop and SSP schemes, respectively. We omit all the proofs in the following lemmas, theorems, and corollaries for lack of space, but refer the interested readers to [9] (available on-line) for their detailed proofs.
B. Feedback-Delay Properties for Hop-by-Hop Scheme
The following theorem gives a set of formulas for calculating all paths' RM-cell RTTs in an unbalanced-tree for the hop-by-hop scheme.
Theorem I: If an unbalanced multicast-tree of height m > 2 is flow-controlled by the hop-by-hop scheme with an RM-cell interval A > 1 (rh), then the RM-cell RTT, ru(j, A), of the j-th prepagation and processing delays only (i.e., no synchronization waiting-time delay).
Lemma 2: Let Pj be the j-th path in an unbalanced-tree as defined in Lemma l with l 5 j < rn -l. Then, the following four claims are equivalent for the steady-state RM-cell RTT: Claim 1. Pj's feedback RM-cell doesn't wait for a longer path Pj's (3 > j ) feedback RM-cell to achieve feedback synchronization at the first branch-node from Pj's leaf; Claim 2. Pj's feedback RM-cell doesn't wait for feedback RMcells for synchronization at any branch-node on Pj; Based on Lemma I and Lemma 2, we obtain the following theorem, which gives a set of formulas to calculate all paths' RM-cell RTTs during both initial and steady states in an unbalanced-tree under SSP. The following lemma characterizes the fundamental synchronization relationships between paths under SSP, which lays the foundation for Lemma 2.
Lemma 1: Consider an unbalanced multicast-tree of height m > 2. Let P; be a relatively shorter path than another path P i such that 1 5 i < < m -1. If the multicast-tree is flowcontrolled by SSP with the RM-cell interval A > 1, then P;'s feedback RM-cell does not have to wait for Pi's feedback RMcell to synchronize feedback RM-cells at any branch-node.
0
The lemma given below reveals four ifs conditions for a path's RM-cell RTT to attain its limiting minimum, which consists of where rmar = 2m, 1 5 j _< 2m-1, and r u ( j I A) given by Eq. (5) is Pj's RM-cell RTT for an unbalanced multicast tree of the same Remark I : Comparing Theorem 2 and Theorem 1, we observe the following: (1) for the hop-by-hop scheme, RM-cell RTT in initial-state is the same as that in steady-state. In contrast, for the SSP scheme, RM-cell RTT in initial-state, if any, is larger than, and lower bounded by, RM-cell RTT in steady-state. For SSP, the initial-state acts like a "warm-up" period for feedback RM-cells to be synchronized at each branch-node, during which the initialstate RM-cell RTTs converge to their corresponding steady-state values. The "warm-up" periods for P, (1 5 j 5 m -1) are determined by k; values given in Eq. and (2)). Also, r,,(j, A) is very sensitive to path length j and RMcell update interval A, and increases at a rate up to 0 ( m a ) in the worst case.
height.
D. Numerical Comparison between SSP and Hop-by-Hop
We present the numerical results derived from Theorem I and Theorem 2. We only focus on the unbalanced multicast tree to study the worst case of RM-cell RTT variations. Since Pj's length equals j + 1 for j = 1,2, . I m -1 (see the unbalanced tree shown in Fig. 2), rU(j,A) is the RM-cell RTT for Pj with a length of j + 1 in an unbalanced tree. Fig. 3(a) plots Pj's RMcell RTT ru(j, A) vs. Pj's length j + 1 and RM-cell interval A with tree height m = 50 for the two different schemes. We observe that for both hop-by-hop and SSP schemes RM-cell RTTs
~~( j ,
A)% increase monotonically with path length j + 1, RMcell interval A, and tree-height m. However, rU(jlA) for the hop-by-hop scheme increases much faster, and is always larger, than that for the SSP scheme, and tends to blow up (as high as 1200 Th) as j + 1, A, and rn increase. In contrast to the hopby-hop scheme, the increase of ~~( j , A) for SSP is very limited as j + 1, A, and m get larger. In addition, rU(j,A) for SSP is upper-bounded by 2m = 100 = T~, , as shown in Fig. 3 (a), which verifies Theorem 2. Thus, as shown in Fig. 3(a) , the RMcell RTT for SSP is virtually independent of path length, RM-cell interval, and multicast-tree height, as compared to the hop-by-hop scheme. This is because (1) the synchronization waiting-time is much longer for hop-by-hop than SSP; (2) the number of forward RM-cells required for a feedback RM-cell to return from the leaf node to the root in the hop-by-hop scheme is proportional to m, while in SSP, any single RM-cell can return from the leaf node back to the root by itself. For the hop-byhop scheme, maximum queue length Qmar is observed to increase dramatically (see Fig. 3(b) ) while the average throughput drops significantly (see Fig. 3(c) ) as Pj's path length j + l and tree height m (the maximum for j + 1) increase. This undesirable trend worsens as a gets larger. In contrast, for SSP with the same parameter settings, both Qmaz's increase and 3's drop are very small when j + 1 and m (even as a varies) increase. Again, Qmaz and 3 for SSP are found to be virtually independent of the path-length and tree-height variations. Hence, SSP is more scalable than the hop-by-hop scheme in terms of maximum buffer requirement and average throughput when the multicast-tree topology changes.
IV. ON SELECTION OF RM-CELL UPDATE INTERVAL A
Even though the RM-cell RTT for SSP is much smaller than the hop-by-hop scheme, its ~( j , A) value can be reduced further by properly selecting RM-cell interval A. We now focus on how A affects r( j, A) and discuss how to select A to reduce SSP's RM-cell RTT.
A. Analytical Relationships between RM-cell RlTs and A
Unlike unicast, the selection of value for RM-cell interval A makes a significant impact on all paths' RM-cell RTTs in a multicast-tree. To analytically quantify this impact, we introduce the following definitions.
Dejnition I : If Pj's feedback RM-cell is only synchronized with the feedback RM-cells which correspond to the same forward 0 Obviously, P,-1 is always strictly-synchronized since it is synchronized only with P,. The following theorem describes the i$ condition, as a function of A, for identifying strictly-synchronized paths. Pj is said to be a wait-free-synchronized path.
bounded by A, and Wj is determined by:
where k; is defined by Eq. (4) in Theorem 2;
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Claim 2. If Pj is strictly-synchronized, then Wj = 2(m -jClaim 3. Pj is a wait-free-synchronized path, i.e., Wj = 0 iff 0 Remark 3: (1) According to Lemma 2, the wait-free-synchronized path has the minimum RM-cell RTT. Thus, the number of wait-free-synchronized paths should be maximized. ( 2 ) A smaller A will lead to a larger number of wait-free-synchronized paths. So, a small A is desirable.
The theorem below classifies the entire multicast-tree path set into three exclusive categories, and provides the explicit expressions (as functions of A) for calculating the number of paths for each path-category.
Theorem 5: Let Pj be the j-th path of an unbalanced multicasttree as defined in Lemma I (1 < j < m -2 ) . If this multicast tree is flow-controlled by SSP, then the entire path set P = {Pi, Pz, P3,a. . , Pm-3, P,-z} is partitioned into a strictly-synchronized path subset P s , a wait-free-synchronized path subset PN, and a non-strictly-synchronized and non-waitfree-synchronized path subset P w , i.e., P = Ps @ PN @ P w , and furthermore, for 1 < A < r , , , = 2m the following claims by N A , is determined by:
Claim 3. The number of paths which are neither wait-freesynchronized, nor strictly-synchronized, denoted by W A , is determined by: (4) Taking A = even is preferable in terms of the number of waitfree-synchronized paths.
= {
B. Discussion and Numerical Evaluation
According to Theorem 5, SA is proportional to A while N A is inversely proportional to A. Thus, a smaller A is desired since strictly-synchronized paths maximize RM-cell RTTs while waitfree-synchronization paths minimize RM-cell RTTs. Consider two extreme cases: Case 1: A = 1 (i.e., there is an RM-cell results in a larger number of wait-free-synchronized (Wj = 0) paths, N A , which also verifies Theorem 5.
V. CONCLUSION
We presented an analytical technique to quantitatively characterize the delay performance of feedback synchronization algorithms. This technique was applied to analyze the feedback-delay properties of SSP and compare it with the hop-by-hop scheme. The analytical results showed that SSP outperforms the hop-byhop scheme in terms of feedback-delay performance scalability in both balanced and unbalanced binary multicast-tree cases. We also derived the optimal RM-cell update interval for SSP to minimize RM-cell R'ITs for a given multicast tree. The analytical results have been verified by the simulation for a number of simple cases. We are currently conducting extensive simulations to evaluate the feedback-delay performance of various feedback synchronization algorithms in more general multicast-network scenarios.
