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A partial order on Z obtained by taking the transitive closure of a random rela-
tion [i< j and there is an edge ij ] is studied. Randomness stems from postulating
that an edge ij exists with probability p, independently of all other edges. While
studying the random order on the subset [n], N. Alon, B. Bolloba s, G. Brightwell,
and S. Janson (1994, Ann. Appl. Probab. 4, 108123) introduced a remarkable
notion of a post, defined as an element in Z comparable to all other elements in
the random order. In particular they proved that the interpost distance L has a
distribution with a tail Pr(L>x) decreasing at an exponential rate x12 at least,
whence having all the moments finite. The latter information about L was all they
needed in a proof of the central result, asymptotic lognormality of linear extension
number. However, it remained unclear whether the exponential rate is actually
linear. Our goal in this note is to confirm the conjecture.  2000 Academic Press
AMS 1991 subject classifications: 05C80, 05A15, 06A07, 60C05.
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1. INTRODUCTION
Barak and Erdo s [3], Albert and Frieze [1], Newman [6], Simon et al.
[9], Alon et al. [2], Bolloba s and Brightwell [4], Pittel and Tungol [7]
studied a partial order on the set [n] which is obtained by taking a tran-
sitive closure of the relation [i< j and there is an edge ij]. The relation,
whence the partial order, is random since it is postulated that the edge ij
exists with probability p, independently of all other edges. A key element
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in [2] and [4] is a remarkable notion of a post, which may well be found
instrumental in studies of other posets. Assuming that the random partial
order is defined on the whole of Z, a point (vertex) i # Z is a post if it is
comparable to all other points, or equivalently, if for every j{i there exists
a directed path [k1< } } } <km] with [k1 , km]=[i, j]. The authors of [2]
showed that a given i # Z is a post with probability
‘

j=1
(1&q j)2, q :=1& p,
that a.s. the posts form a two-way infinite sequence, and that the distances
between the neighboring posts are independent, identically distributed
random variables. It was also established that the generic interpost distance
L satisfies
Pr(L>l )e&cl 12, l>0
for some c>0, so that ELr<, \r>0. It is this last property that was
needed to prove the main result in [2], the lognormality of total number
of linear extensions of the partial order on [n]. (Bolloba s and Brightwell
[4] used the post to prove asymptotic normality of several characteristics
of the partial order on [n] for p exceeding ?2log n, for instance.) It was
stated in [2], without proof, that in fact
Pr(L>l )e&c1 llog l,
and that an exponential bound remained problematic.
Our goal in this note is to show that it is indeed true that
Pr(L>l )e&c*l, \l>0 (1.1)
for some c*>0. Unlike the direct combinatorial estimates in [2], we prove
(1.1) by showing that EeuL< is finite if u>0 is sufficiently small. We
achieve this by bounding, rather sharply, the probability generating func-
tion (p.g.f.) of the interpost distance for a stationary subsequence of posts.
Our argument is of algorithmic nature, andquoting a referee‘‘may itself
have further uses.’’
In conclusion, we want to draw the reader’s attention to Rideout
and Sorkin [8], and Sorkin [10], who propose a poset-valued Markov
process, and the emerging posts, as ‘‘the law of motion of a stochastic
spacetime’’.
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2. BOUNDING THE PROBABILITY GENERATING FUNCTION
OF THE INTERPOST DISTANCE
Preliminaries
Introduce r=q12, and
f (z)= :

m=1
(rz)m ‘
m&1
j=1
(1&r j ). (2.1)
The series converges iff |z|<r&1, and
f (1)= :

m=1
[1&(1&rm)] ‘
m&1
j=1
(1&r j )
= lim
n  
:
n
m=1 _ ‘
m&1
j=1
(1&r j )& ‘
m
j=1
(1&r j )&
=1&\;
\ := lim
n  
‘
n
m=1
(1&rm)= ‘

m=1
(1&rm).
In particular, f (1)<1 and f (z) A  as z A r&1. So there exists a unique
positive root z0 of the equation f (z)=1 and z0 # (1, r&1). Since
1&\<
1
1+\
<1,
there also exists a unique z* # (1, z0) such that f (z*)=(1+\)&1.
Theorem. EzL< for every z<z*, and, for every z # (1, z*),
Pr(Ll )(1& f (z) f (z*))&1 } e&cl, c :=log z.
Proof of Theorem. Denote by G(Z, p) the underlying directed graph on
the vertex set Z: for i< j, (i, j) is a directed edge of G(Z, p) with probability
p, independently of other edges. Introduce q1=r=q12 and p1=1&q1 . Define
G1 and G2 , two (blue and green) subgraphs of G(n, p) as follows. If (i, j)
is a directed edge of G(n, p), (i, j) # E(G(n, p)) in short, then with proba-
bility ?=(1&r)(1+r), (i, j) # E(G1) and (i, j) # E(G2); colloquially, the
edge (i, j) is bichromatic, i.e. colored with two colors, blue and green. With
complementary probability 1&?, either (i, j) # E(G1) and (i, j)  E(G2), or
(i, j)  E(G1) and (i, j) # E(G2), and the two alternatives are equally likely.
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So, (i, j) is monochromatic, with fifty-fifty percent chance of either color.
If (i, j)  E(G(n, p)), then (i, j)  E(Gs), s=1, 2. Clearly
Pr((i, j) not blue)=Pr((i, j) not green)=q+ p
1&?
2
=q+
(1&q) q12
1+q12
=q12
and, by the construction,
Pr((i, j) not blue, not green)=q=(q12)2.
This means that G1=G1(Z, p1), G2=G2(Z, p1), are two independent, blue
and green, copies of G(Z, p1), such that G1(Z, p1) _ G2(Z, p1)=G(Z, p).
Every common edge of the two graphs is actually a pair of edges, blue and
green. We can interpret the pairs (i, j) which are not edges of either G1
or G2 , whence not edges of G(n, p) itself, as colorless.
Definition. A vertex i is a blue right post (r-post) if every j>i can
be reached from i via a (directed) blue path. A vertex i is a green left post
(l-post) if i can be reached from every j<i via a green path.
A bichromatic post, that is a vertex which is both a blue r-post and a
green l-post, is obviously a post for G(Z, p). Thus the bichromatic posts,
if any exist, form a subsequence of posts for G(Z, p). It is possible to
bound, rather sharply, the p.g.f. of the interpost distance for bichromatic
posts.
Here is a simple (‘‘blue’’) algorithm for finding a blue r-post next to the
right of 0, say. We begin by checking whether (0, 1) is blue. If it is, we
check whether either (0, 2) or (1, 2) is blue. And so on. There are two
possibilities.
(1) Success. The process never stops, i.e., for every m>0, at least one
of (0, m), ..., (m&1, m) is a blue edge, which means that 0 is a blue r-post,
and this will happen with probability
‘

j=1
(1&r j )=\;
(2) Failure. With probability
rm ‘
m&1
j=1
(1&r j )
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the process stops at time m because m is the first vertex j not connected by
a blue edge to the set [0, 1, ..., j&1]. This certainly means that none of the
vertices in the set [0, 1, ..., m&1] may be a blue r-post.
In the case of failure, we begin the search anew, starting with the vertex
m. The probability of at least k failures (searches started anew) is (1&\)k
 0, as k  . Hence, a.s. a blue r-post, leftmost in the set [0, 1, ...], will
be detected at a random location 0X<. To find distribution of X,
notice that Y, the number of new vertices looked at in a separate unsuc-
cessful search, has distribution and p.g.f. given by
Pr(Y=m)=(1&\)&1 rm ‘
m&1
j=1
(1&r j )
rm
1&\
, m1;
(2.3)
EzY =(1&\)&1 f (z);
(see (2.1) for f (z)). In particular, for z>0,
EzY< iff z<
1
r
.
So, introducing the sequence [Yj] j1 of independent copies of Y, we have:
by (2.3) and (2.1),
EzX= :

j=0
\(1&\) j E(z
j
k=1 Yk)
=\ :

j=0
((1&\) EzY) j=
\
1&(1&\) EzY
=
\
1& f (z)
. (2.4)
Here, for the series to converge, we choose z such that f (z)<1, i.e. z<z0 .
Hence EzX< for every z # (1, z0). So X has an exponentially thin tail
distribution.
Once we have proved that a blue r-post exists a.s., we can argue as in
[2] and show that a.s. there exists a two-way infinite sequence of blue
r-posts, with distances between consecutive r-posts being i.i.d. random
variables. Let Lb stand for the generic distance between two neighboring
blue r-posts. Then, by Kac’s theorem (Durrett [5]),
ELb=
1
Pr(0 is a blue post)
=\&1<.
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X is then the waiting time at point 0 in the renewal process formed by blue
r-posts. And the waiting time Xi at any other point i # Z is distributed as
X. Thus X has the distribution of stationary waiting time for the renewal
process with interarrival times being the independent copies of Lb . Then
from the general theory of renewal processes we have
Pr(X=m)=
Pr(Lb>m)
ELb
, m>0. (2.5)
We notice also that X$, the distance between 0, say, and the blue r-post
closest to 0 from the left, has the same distribution as X. Indeed, for m0,
Pr(X$>m)=Pr(there is no blue r-post in [&m, 0])
=Pr(X&m>m)=Pr(X>m). (2.6)
Next let us show that a.s. there exists a blue r-post which is also a green
l-post, that is a post of G(Z, p). To this end, we apply a left-directed
(‘‘green’’) modification of the blue algorithm.
Begin with the rightmost blue r-post in [..., &1, 0]. Denote its random
location by B. Conditioned on B, the consecutive intervals between the
blue r-posts, counting right-to-left from the r-post at B, are i.i.d. random
variables, each distributed as Lb .
If the edge (B&1, B) is green, then check whether either (B&2, B&1)
or (B&2, B) is green. And so on. If the process never stops, our blue r-post
at B is also a green l-post. If the process does stop at a point M<B, then
none of the blue r-posts in [M+1, ..., B] can be a green l-post. So we
start the search anew, beginning with the rightmost blue r-post in
[..., M&1, M]. i.e. the blue r-post closest to M from the left. (Since we
have started with the blue r-post at B, a vertex jM is the blue r-post in
question, iff j is the rightmost vertex in [..., M] such that every vertex from
[ j+1, ..., B] can be reached from j via a blue path.) Let this blue r-post
be located at some BM. Introduce a shift Y1 :=B&B. Write
Y1=B&B=(B&M)+(M&B).
Here B&M (determined by the green algorithm) is independent of B, and
B&M is distributed like Y from the blue algorithm. Furthermore, given
m<i0, l>0, Pr(M&B<l | B=i, M=m) equals an unconditional
probability that there exists a vertex j # [0, 1, ..., l&1] such that every
vertex from [ j+1, ..., i&m+l&1] is reached from j via a blue path. By
the definition of the waiting time X for the blue algorithm, the last prob-
ability (strictly) exceeds Pr(X<l ). Therefore, conditioned on B and M,
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M&B is stochastically dominated by X. Thus, conditioned on B, the Y1 is
dominated by Y+X where Y and X are independent!
As before, the probability of at least j consecutive failures is (1&\) j, and
so a.s. sooner or later we end up with a bichromatic (left and right) post!
Introduce X, the distance between the blue post at B and this bichromatic
post. Conditioned on the number of failures equal j, X= jk=1 Yk , where
Y2 , ..., Yj are independent copies of Y1 . So, using (2.3), (2.4), we can write
EzX= :

j=0
\(1&\) j E(z
j
k=1 Yk)
\ :

j=0
((1&\) EzY EzX) j=\ :

j=0 \
\f (z)
1& f (z)+
j
=
\(1& f (z))
1&(1+\) f (z)
. (2.7)
The computation makes sense provided that z>1 and the penultimate
series converges, that is z<z*, where z* is the root of f (z)=(1+\)&1.
Therefore, like X, X< a.s. and moreover X has an exponentially thin
tail distribution. Observe that Pr(X=0)=\, and for the random X$ whose
p.g.f. is on the right in (2.7) we have
Pr(X$=0)=
\(1& f (0))
1&(1+\) f (0)
=\,
as well.
Recall that our search started from the blue r-post closest to 0 from the
left. Therefore its distance from 0 is distributed like X, and it is independent
of X. Hence X*, the distance between 0 and the bichromatic post closest
to 0 from the left has the p.g.f. given by
EzX*=EzX } EzX

\(1& f (z))
1&(1+\) f (z)
}
\
1& f (z)
=
\2
1&(1+\) f (z)
, \z # (1, z*). (2.8)
From a.s. existence of a bichromatic post we deduce a.s. existence of a two-
way infinite sequence of bichromatic posts, with the distances between the
neighboring bichromatic posts, defined as the number of blue r-posts in
between plus one, being i.i.d. random variables. But then the actual distances
are also i.i.d. random variables, since the distances between blue r-posts
are i.i.d. to begin with. Let Lbg denote the generic distance between two
consecutive bichromatic posts. Then, in particular,
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ELbg=
1
Pr[0 is a bichromatic post]
=
1
\2
.
Just like the blue algorithm, X* has the distribution of the stationary
waiting time for the renewal process with interarrival distances being inde-
pendent copies of Lbg . Then, (cf. (2.5)),
Pr(X*=m)=
Pr(Lbf>m)
ELbg
, m0,
so that
Pr(Lbg>m)=\&2 Pr(X*=m), m0.
Combining this with (2.8) and Markov’s inequality, we conclude:
Pr(Lbg>m)(1& f (z)f (z*))&1 e&um, u=log z, \z # (1, z*),
for all m>0. K
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