estimators under the widely used hidden Markov model and show that the efficiency of existing nonparametric methods can be greatly improved by incorporating the Markovian dependence structure.
Consider the problem of simultaneous estimation of a sequence of dependent parameters that are generated from a Hidden Markov Model (HMM) (Rabiner, 1989; Churchill, 1992) . Markovian dependence provides a powerful tool for modeling data arising from a wide range of modern scientific applications where parameters of interest are spatially or temporally correlated. This article focuses on an important class of HMMs that have two underlying states: one being the default (null) state where the process is in-control; the other being the abnormal (non-null) state where the process is out-of-control. The observed data are independent conditional on the unknown states. The two-state HMM is a popular model that can be used to describe many data sets collected from various applications. For example, in estimating the Copy Number Variations (CNV) across a genome (Efron and Zhang, 2011; Jiang et al., 2015) , there are regions with high and low variations that can be well described by the non-null and null states, respectively. In event analysis application, such as estimating hourly social media trends of a marketing campaign there are dormant (null) and active (non-null) states which can be adaptively incorporated into an HMM for building a better tracker.
To the best of our knowledge, the important problem of nonparametric shrinkage estimation under dependence has not been studied in the literature. The key idea in our methodology is to combine the ideas in the elegant Tweedie's formula (Brown and Greenshtein, 2009; Jiang et al., 2009; Efron, 2011) and the forward-backward algorithms in HMMs to infer the underlying states, which is further utilized to facilitate fast and robust estimation of the unknown effect sizes (mean parameters) under Markovian dependence. We establish decision-theoretic properties of the proposed estimator and exhibit its enhanced efficacy over popular shrinkage methods developed under the independence assumption. In contrast with existing algorithms in HMMs that proceed with pre-specified families of parametric densities (e.g. Gaussian mixtures), our method is nonparametric and capable of handling a wider class of distributions. Through extensive numerical experiments, we demonstrate the superior performance of our proposed algorithm over existing state-of-the-art methods.
The chapter is organized as follows: in Section 2 we formulate the problem, develop an oracle estimator and compare this estimator with classical shrinkage estimators that do not incorporate HMM structure. In Section 3, we propose a datadriven procedure that mimics the oracle estimator and discuss how to overcome the new difficulties and challenges in the non-parametric approach. In Section 4, we establish theoretical properties of our proposed estimator and show that the nonparametric approach offers substantial efficiency gain over HMM algorithms employing Gaussian mixture models. In Section 5, we present numerical experiments to compare our estimator with existing methods. Section 6 applies the proposed method to three real data examples. Section 7 concludes the article with a discussion on interesting extensions.
Shrinkage estimation in a hidden Markov model
Consider a two-state hidden Markov model. Suppose we are interested in estimating the mean vector µ µ µ = (µ 1 , · · · , µ n ) based on observed output X X X = (X 1 , · · · , X n ). In HMMs, the observed data X X X can be viewed as a contaminated version of the effect sizes µ µ µ, where the contaminations are white noises following a zero-mean normal distribution with known variance σ 2 . The HMM further assumes that µ i s are independently distributed conditional on the unknown states θ θ θ = (θ 1 , · · · , θ n ) ∈ {0, 1} n , where θ i are Bernoulli variables forming a Markov chain. The latent state [θ = 0] usually represents the null or the in-control state and [θ = 1] corresponds to the non-null or the out-of-control state. For example, in CNV studies, X i is the observed number of repeats in the genome, [θ i = 0] represents healthy part of genome, and [θ i = 1] represents the part of the genome that is susceptible to perturbation in diseased patients.
Model and notations
Formally, the data generation process can be described by a hierarchical model:
where given θ i , µ i are conditionally independent following unknown prior distributions g 0 and g 1 :
In practice, we often assume that the null distribution g 0 is either known or can be modeled by a pre-specified parametric family1. By contrast, we do not specify any parametric forms on g 1 because we usually do not have sufficient knowledge on the non-null process g 1 , which may be difficult to describe using any pre-specified parametric families. The setting is reasonable for a wide range of application scenarios. We assume that θ i s follow a spatially homogeneous Markov process with transition probabilities a jk = P(θ i = k |θ i−1 = j), j, k ∈ {0, 1}.
The above probabilities are unknown and obey standard stochastic constraints 0 < a jk < 1, a j0 + a j1 = 1. Figure 2 .1 presents a schematic diagram of the model. We aim to find a decision ruleμ μ µ for estimating the unknown mean vector µ µ µ. The goal is to minimize the Bayes risk R = E {l(μ µ µ, µ µ µ)}, where l(μ µ µ, µ µ µ) is the mean squared error (MSE, or l 2 loss):
Fig. 1
Schematic diagram of the data generation process. We observe x i s only and would like to estimate the µ i s which are related through the Markov chain {θ 1 , θ 2 , · · · , θ n }.
Let Λ = (A, (ψ 0 , ψ 1 ), f 0 , f 1 ) denote the HMM parameters, where A is the transition matrix, (ψ 0 , ψ 1 ) is the initial distribution, and
We use φ σ to denote the normal density with mean 0 and variance σ 2 with the suffix dropped for standard normal density.
Oracle estimator under independence
Ignoring the dependence structure, the optimal solution that minimizes the Bayes risk is given by Tweedie's formula:
and f is the marginal distribution of all the observed X. The formula first appeared in Robbins (1955) , who attributed the idea to Maurice Kenneth Tweedie. Tweedie's formula can be implemented using empirical Bayes methods for constructing a class of non-parametric estimators (Brown and Greenshtein, 2009; Efron, 2011) . The crucial observation is that it works directly with the marginal distribution, which is in particular attractive in large-scale estimation problems since f and f can be well estimated using standard density estimation techniques (Silverman, 2018) .
Oracle Estimator under HMM dependence
Our idea is to extend Tweedie's formula to correlated observations under the HMM dependence. This can effectively increase the statistical efficiency by borrowing strength from adjacent observations. It has been shown in the multiple testing literature that exploiting the dependence structure can greatly improve the power of existing false discovery rate (Benjamini and Hochberg, 1995) methods (Sun and Cai, 2009; Wei et al., 2009; Sun et al., 2015) . We further show in this article that dependence structure is also highly informative and can be exploited to improve the accuracy of shrinkage estimators. Our methodological development is divided into two steps. We first assume that an oracle knows the hidden states and study the oracle rule. Then we discuss the case when the states are unknown and propose data-driven methods to emulate the oracle rule. If the states θ i are known, then it is natural to apply Tweedie's formula to two separate states:μ
The oracle estimator (3)μ i OR (x x x) provides a benchmark in shrinkage estimation, i.e. the theoretically achievable lower limit of the estimation risk.
Next we consider a "weaker" oracle estimator that only knows Λ, the collection of hyper-parameters in the HMM. Then the optimal solution is given by the next lemma.
Lemma 1 Consider Model (1) and assume that HMM parameters are known. Then the estimator that minimizes the MSE is given bŷ
The proof of lemma is straightforward and hence omitted. The formula (4) can be viewed as an extension of Tweedie's formula under HMM dependence. The next section considers the case where HMM parameters are unknown. We shall develop data-driven estimators and computational algorithms to emulate the Bayes estimator (4).
Data-Driven Estimator and Computational Algorithms
We discuss how to estimate f 0 , f 1 and P(θ i = k |x x x) to implement the Bayes estimator. The proposed estimator is a non-parametric Tweedie-based shrinkage estimator under dependence (TD). In light of (4), we consider a class of estimators in the form:
wherep i are estimates of the true conditional probability P(θ i = 1|X), andf 0 andf 1 are estimates of f 0 and f 1 . Next we describe an algorithm for constructing estimates of the unknown quantities in (5).
The modified Baum-Welch algorithm
The most well-known method for constructing estimators of the form (5), under the conventional setting with pre-specified parametric families, is the Baum-Welch (BW) algorithm (Rabiner, 1989; Yang et al., 2015; Baum et al., 1970) . We emphasize that the BW algorithm must proceed with user specified parametric forms for f k 's.
However, while f 0 , the in-control (θ = 0) distribution, can be well modeled by parametric densities, the out-of-control observations may not be easily approximated by parametric densities. For example, the Gaussian mixture model with a fixed number of components is not suitable for approximating very heavy tailed f 1 . To overcome the issue, we describe an HMM-based Tweedie (HMMT) estimator that employs parametric f 0 and non-parametric f 1 . The essential component in our estimator is a generalized BW algorithm that updates the estimates of f 0 and f 1 iteratively based on posterior probability estimates of the latent states.
To avoid the identifiability issues, assume f 0 is unimodal and π 0 > 0.5. These assumptions are usually reasonable in applications. In our HMMT estimator, f 0 is assumed to be a Gaussian density φ[ν, τ] with possibly unknown location ν and scale τ. The Gaussian model can be generalized to Gaussian mixtures as well as other parametric families without essential difficulty. In contrast with existing HMM algorithms that utilize parametric assumptions on f 1 , we consider a nonparametric approach to estimating f 1 . The proposed methodology employs a class of weighted kernel density estimatorsf
where n i=1 w i = 1, h is the bandwidth and K(·) is a standard Gaussian kernel function. Other choices of kernel such as the Cauchy kernel can also be used particularly in applications that are sensitive to the tails of the density.
With an initial choice of A (0) ,f (0) 0 andf (0) 1 , the forward-backward propagation steps of the Baum-Welch algorithm provides updated estimates of the posterior probabilitiesp (0) i . These estimates can be utilized to updatef 1 using new weights
The process is repeated until convergence.
Choice of h
Choosing an appropriate bandwidth h is crucial for constructing an efficient estimator. If h is too small, then we will end up with estimating µ i by the naive estimator x i . If h is too large, then it will be difficult to identifyf 1 , which leads to a severely biased and inaccurate estimator. This section describe a cross validation method for choosing the tuning parameter h. The first step is to split the observed sample X X X into (U U U, V V V) by artifically adding independent Gaussian noise:
The key idea in the second step is to use U U U for estimation and V V V for bandwidth selection. One can think of α as a measure of how much data we use for estimation (Brown et al., 2013) . When α = 0, the entire data set is used for estimation and none for hyper-parameter calibration. This article uses α = 10%.
The steps are repeated for a list of prefixed h values yielding estimates of the posterior probabilities {p i [h] : 1 ≤ i ≤ n} of the latent states and marginal densities estimatesf 1 [h] andf 0 [h]. For each h value, we estimate the MSE as
where,q 1,
The optimal value of bandwidth is chosen as:
Subsequently, the HMMT estimator is computed by running the generalized BW algorithm with the bandwidth set atĥ and α = 0.
Initialization and the HMMT estimator
Another important caveat about Algorithm 1 is the initialization step. To prevent the algorithm getting trapped in a local maximum, a good initialization is important. For this purpose we use the algorithm developed in Ko et al. (2015) for estimation in an HMM with unknown number of changing points. As the probability of the process being in control π 0 ≥ 0.5, ν (0) is estimated by the mode of the component with the largest probability which is subsequently attributed tof (0) 0 . The remaining states as estimated via a Dirichlet process model contributes towards the out-of-process marginal densitiesf (0) 1 . It was found that such an initialization produced reasonable values ofÂ (0) . Henceforth for simplicity, we assume σ = 1. The detailed estimation procedure is summarized by Algorithm 1 below.
Algorithm 1 HMM-Tweedie Estimator
Use U U U for estimation and V V V for bandwidth selection.
2: Intialization
Use the algorithm in Ko et al. (2015) to get estimates
3: E step: For t ≥ 1, compute the following in the t iteration using the previous iteration estimates.
For i = 1, . . . , n and j, k = 0, 1 compute a. The forward variable: 
. 5: Iterate until the parameters and the non-parametric density estimate converges. 6: Repeat steps 3-5 for a list of h values and store the final marginal densities estimatesf 0 [h],f 1 [h] and the posterior probabilities
8: Repeat steps 1 to 5 with bandwidthĥ and α = 0. Based on these posterior estimatesp i (j) and density estimatesf 0 andf 1 report location estimates:
Operational characteristics of the new algorithm
This section discusses the operation characteristics of Algorithm 1 that distinguishes our work from existing ones. The discussions provide intuitions that are helpful for our later theoretical analysis. Algorithm 1 includes several modifications to the conventional Baum-Welch algorithm of Baum et al. (1970) . For understanding the crucial differences first consider α = 1, i.e, no sample splitting. The average log-likelihood for complete data {x x x, θ θ θ} assuming θ θ θ known is:
When θ θ θ is unknown, interchanging logarithm and summation above, we iteratively maximize the following lower boundl n (Λ (t) |Λ (t−1) ) of l n (Λ t ),
Although Q 2,n is concave in (w t 1 , ..., w t n ), it is not strongly concave. Updating w t j by maximizing Q 2,n over the n − 1 dimensional hyperplane as n → ∞ would not yield good solutions. We interchange the logarithm and summation in the first term in Q 2,n above. The resultantQ 2,n have a closed form maxima at w t j
as demonstrated in Algorithm 1 is accordingly updated. Standard forwardbackward procedure (Rabiner, 1989 ) is used to maximize Q 1,n and produce updated posterior probabilitiesp (t) i . For i = 1, . . . , n and j, k = 0, 1 the forward variable:
.., X n = x n |θ i = j) are computed. and the posterior probabilities are updated as:p
The objective Q 1,n +Q 2,n is bounded above and increasing at each step, therefore, our algorithm will converge. In particualr, as n → ∞, the true solution is a fixed point of the algorithm. This insight is crucial for establishing the theoretical properties for the proposed HMMT estimator.
Asymptotic Properties of the proposed estimator
For establishing risk properties of our proposed shrinkage estimators, we consider the following assumption that is popularly imposed for theoretical analysis in HMM starting from the pioneering works of Bickel et al. (1996 Bickel et al. ( , 1998 :
Assumption A1. The hidden states θ θ θ form a stationary ergodic Markov chain and the transition probabilities satisfy 0 < a 00 , a 11 < 1. The Markov chain begins in its stationary state and is reversible.
To understand the risk properties of the proposed estimatorμ µ µ HMMT , we consider the following two quantities:
which are helpful for understanding the behaviors of the proposed estimate of f 1 . Note that f or 1,n [h](u) is an estimator that cannot be implemented in practice, since it uses knowledge of unknown θ θ θ. By contrast,f 1,n [h] is a practical estimator that substitutesp i,n in place of θ θ θ.p i,n , which can be conceptualized as the estimates of posterior probabilities P(θ i = 1|X X X), can be obtained as the outputs from the proposed algorithm.
Considerp i,n defined by (8) at an arbitrary iterative step. Barring sample splitting, the estimate of f 1 in every iterative step of Algorithm 1 has the functional form of f 1,n [h]. We consider a class of f 1 that are smooth, bounded and γ-Holder continuous.
Assumption A2. f 1 comes from a smooth class of functions and has bounded support. f 1 is γ-Holder continuous, i.e., f 1 ∈ H γ , where
It can be seen (cf. Ch. 6 of Wasserman, 2006 ) that the squared L 2 distance of the oracle kernel density estimator f or 1,n [h] from the true f 1 ,
has the following asymptotic expected value:
The intuition is that, under assumption A1,f 1,n [h] can be decomposed aŝ
where the residualR n [h] is asymptotically negligible as n → ∞ providedp i,n are asymptotically unbiased estimates of θ i . Theory underpinning this intuition is rigorously established in the proof of the next lemma. Hence
where ψ 1 = P(θ i = 1) is a fixed probability whose existence is ensured the stationarity of the Markov chain (Assumption A1). We summarize the above discussions in the lemma below.
Lemma 2 If f 1 is γ-Holder continuous and has bounded support then under Assumption A1, the integrated L 2 Bayes risk of non-parametric density estimators of the form (8)-(9) for any h > 0 is
In particular, ifp 1,n are unbiased and h o n = (log n/n) 1/(2γ+1) then, E (θ,X X X) d 2 f 1,n [h o n ], f 1 = O{(log n/n) 2γ/(2γ+1) } as n → ∞.
The above results shows that with good posterior probability estimates, the algorithm 1 provides consistent non-parametric estimation of f 1 . As f 0 is parametrized as a Gaussian density, its estimation consistency also subsequently follows.
The free parameters in Λ are A = (a 00 , a 11 ) and ν, τ and f 1 . For understanding the evolution of the estimates in Algorithm 1 from the initial solutions towards the true Λ * , note that under Assumption A1, the population criteria Q 1 (Λ|Λ) := lim n→∞ Q 1,n (Λ|Λ) andQ 2 (Λ|Λ) := lim n→∞Q2,n (Λ|Λ) are well-defined. Suppose our initial solution Λ 0 n is in the vicinity of Λ * such that with estimatesf (1) 0,n and f (1) 1,n that are improvements over the initial estimatesf (1) 0,n andf (1) 1,n in the sense
0,n ,f (1) 1,n ) and the subsequent application of (8) produces better estimatesp (1) i,n of the true posterior probabilities such thatf (2) 1,n given by (9) is better thanf (1)
1,n , f * 1 ). If this feature of the evolution is maintained over the successive iterations, the bias in the posterior probability estimates decrease in every step andf (1) 0,n and f (1) 1,n will ultimately converge to the true f * 0 and f * 1 respectively at the rate given in Lemma 2. Having a good initial solution that has negligible asymptotic bias, which implies that successive iterations would have the aforementioned properties, is hence essential for successful convergence in Algorithm 1. Our assumption on the properties related to initialization is given next. Assumption A3. The initial solution A 0 , f (0) 0 , f (1) 1 is in the neighborhood of the true solution. The behaviour of the population log-likelihood in this neighborhood is such that for all t, the posterior estimatesp p p (t) based on
The results in Lemma 2 establish the risk optimality of our proposedμ µ µ HMMT . To facilitate a universal optimality statement that is appropriate for both nonsparse and sparse regimes, we impose the following assumption on µ µ µ similar to Brown and Greenshtein (2009) :
Assumption A4. For any fixed positive δ, we have n −δ sup i=1,...,n | µ i | → 0 as n → ∞.
Remark 1 Based on our set-up in Section 2.1 and Assumption A1, the above condition is equivalent to restricting the support of the priors g 1 and g 0 to [−S n , S n ] where n −δ S n → 0 as n → 0 for any positive δ.
For any fixed h > 0, letp i [h],f 1 [h] andγ[h] be the final estimates of the P(θ i |X X X), f 1 and the mode of f 0 respectively, from algorithm 1. Recall that as σ = 1, the estimates of the mean when the process is out of control iŝ
Barring sample splitting (using α = 0, not steps 7 and 8 in algorithm 1) the HMMT estimator isμ HMMT
As the HMMT estimator involves ratio of estimatesf andf , the approximation error bound in Lemma 2 onf does not trivally lead to optimal risk properties of the HMMT estimator. For achieving asymptotically optimal risk performance, consider a modified robust version of the HMMT estimator that truncates very high out-of-control mean values:
The following result akin to Theorem 1 of Brown and Greenshtein (2009) shows that µ µ µ T is asymptotically oracle optimal as it can achieve the mean square error of the oracle shrinkage estimator defined in (3). The proofs of the results in this section are provided in the supplements.
Theorem 1 Under Assumptions A1 to A4, for any h n such that h n log n → 0 but n δ h n → ∞ for any positive δ, we have lim n→∞ E||µ µ µ n −μ µ µ T n || 2 2 E||µ µ µ n −μ µ µ OR n || 2 2 = 1.
Simulation Studies
This section conducts simulation studies to compare the performance of our proposed HMMT with the following four estimators:
(a) GMM.3: we use BW algorithm and Gaussian mixture models with 3 mixing components for modeling f 1 ; (b) GMM.DP: similar to GMM.3, we use BW algorithm and Gaussian mixture models. However, the number of components in the Gaussian mixture will not be fixed as before. Instead, the number of components is estimated using the Dirichlet Process model as described in Ko et al. (2015) ; (c) T.ND: we ignore the Markovian dependence structure and apply Tweedie's formula. The algorithm in Fu et al. (2017) has been used to choose the tuning parameter. (d) OR: the oracle estimator in (3) which uses knowledge about the latent parameters.
Comparison of the MSEs
In Table 1 we report the mean squared errors averaged over 50 replications. We consider 11 simulation scenarios. In each scenario, we simulate n = 2, 000 observations. The latent states θ θ θ are generated based on a two-states Markov chain where the transition matrix has the probability of being in-control A 00 fixed at 0.95 while the probability of being out-of-control A 11 is varied between 0.2 to 0.8. Across all the scenarios g 0 was fixed as the distribution with point mass at 0. In cases I to VI, the out-of-control prior g 1 was generated from the following 6 densities:
(a) uniform distribution with support on [−9, 9]; (b) Asymmetric triangle distribution on [−30, 30] with mode at 6; (c) Levy distribution with scale 7 on [0, ∞];
(d) Non-central Chi-square distribution with 3 degrees of freedom and noncentrality parameter at 2; (e) Weibull distribution with shape 2 and scale 5; (f) Burr distribution with location 0, scale 2 and shape parameters 2 and 0.5. In cases VII to XI, we study the performance of the estimators when g 1 is generated from mixture of the above densities.
The following observations can be made based on the simulation results.
• Across all the regimes, our proposed HMMT estimator significantly improves the non-parametric shrinkage estimator T.ND which does not use dependent structure, which shows the importance of taking the dependence structure into account. • In many cases, incorporating Markov structure result in efficiency gain even when the model is mis-specified. • The HMMT estimator also improves on the Gaussian mixture model based estimation strategies and has error rates quite close to that of the Oracle estimator in (3). GMM.3 sometimes has higher MSE than even the non-parametric shrinkage estimator T.ND that does not use dependent structure. This reflects the usefulness of using Kernel density based non-parametric approach in HMMT.
Comparison of the estimated f 1 's
When implementing the proposed HMMT method, the estimate GMM.DP has been used in the initialization step. This indicates that, in the cases where HMMT improves significantly over GMM.DP, the proposed algorithm employs f 1 that is sufficiently far away from the Gaussian mixture family. This would typically happen when the distribution of out-of-control averages is heavy-tailed. In Figure 2 , the estimated f 1 across these simulation regimes are displayed for the case A 11 = 0.8. Across all the studied regimes, the HMMT estimator is evidently smoother and its shape is closer to the truth.
Fig. 2
From top to bottom (by columns), we have the estimated densityf 1 from GMM.DP (blue) and HMMT (red) across the eleven cases considered in Table 1 . The true f 1 is plotted in black. Table 1 As the probability of remaining out of control A 1 1 and the out of control prior g 1 varies, MSE of the Tweedie estimator that does not use dependence structure (T.ND), conventional Baum-Welch algorithm using Gaussian mixture models with 3 mixing components (GMM.3) and with the number of components estimated by using Dirichlet Process model (GMM.DP) are reported along with the performance of our proposed HMMT estimator and that of the Oracle estimator in (3).
Scenarios Out-of-control prior g 1 A 11 T.ND GMM.3 GMM.DP HMMT Oracle I Unif [-9,9] 
Real data analysis
This section we illustrate our methodology by applying it to several real data analyses.
Copy number variation
We analyze the IMR103 data in Sharp et al. (2006) , which are displayed in Figure 3 . The gene copy number is the number of copies of a particular gene in the genotype of an individual. It is widely believed that in healthy cells, the average copy number should be 2. A shift away from 2 is a genomic disorder and is usually related to certain disease. It is clear from the left panel of Figure 3 that in the region from 100000 to 110000, there is a shift away from 0 in log 2 ratio. We take g 0 = δ 0 and model the data using an HMM. The two hidden states 0 and 1 can be interpreted as healthy/unhealthy genes. The noise variance is estimated as the sample variance of the the first 10000 data (0.183). The right panel of Figure 3 shows the histogram of the first 10000 data along with the density function of N(0, 0.183 2 ). We will take this as f 0 . For the data analysis, we focus on the data from position position 111000 to 112999 (Call it U U U) and from position 1113000 to 117999 (Call it V V V). For each data in U U U we add a random noise 1 ∼ N(0.0.183 2 ). Define U U U 1 = U U U + 1 1 1 , For each data in V V V we also add a noise from the same distribution 2 ∼ N(0, 0.183 2 ). Let V V V 1 = V V V + 2 2 2 and V V V 2 = V V V − 2 2 2 . Under this construction, V V V 1 and V V V 2 are independent with the same mean. We will construct the estimators based on U U U 1 , and estimate the mean vector of V V V 1 (call itμ µ µ). And use the average of μ µ µ − V V V 2 2 2 as prediction error. The plot of U U U and V V V are shown in figure 14 and figure 15 respectively. Fig. 4 Left panel: The IMR103 data gene number 111000 to 112999, the x-axis is the gene number, y-axis is the mean BAC log 2 ratio.Right panel: The IMR103 data gene number 113000 to 118000, the x-axis is the gene number, y-axis is the mean BAC log 2 ratio.
The estimated f 1 using the Gaussian mixture model and our non-parametric method are displayed in Figure 5 . Use the sample splitting method we discussed in Section 3.2, the bandwidth is chosen to be 0.28. Finally we apply the GMM.DP and HMMT methods to the data set. The prediction error for GMM.DP is 0.130, whereas the prediction error of the proposed HMMT is 0.121. This illustrates the benefit of using the nonparametric approach to modeling f 1 .
Fig. 5
Left panel: Estimated f 1 for mean BAC log 2 ratio using GMM. Right panel: Estimated f 1 for mean BAC log 2 ratio using HMMTweedie.
Internet search trend
This section applies the proposed methods for analysis of search trend data. The key word of interest is "NBA". The data are collected from Google Trend for the period 08/29/2013 to 05/28/2018. According to Google, "Numbers represent search interest relative to the highest point on the chart for the given region and time. Hence a value of 100 is the peak popularity for the term. A value of 50 means that the term is half as popular. A score of 0 means there was not enough data for this term." Because of the increasing accessibility of the Internet, if we directly take the time interval to be from 08/29/2013 to 05/28/2018, there will be a clear increasing trend. To adjust for that, we collect the data by taking the time window to be 4 months. Since the numbers are relative, homoscedastic errors seem to be a reasonable assumption. Figure 6 display the search trend data and its histogram. Bottom panel of Figure 6 shows the histogram of the data with value less than 30, where the line represents the density function of 1 3 N(5, 3) + 1 3 N(13, 3) + 1 3 N(25, 3) The two hidden states 0 and 1 can be interpreted as no event/event. An event could be an important game (all-stars,finals etc.). To estimate the homoscedastic error, we compute the standard deviation of the data from 08/29/2013 to 10/02/2013, since it is during the off-season, the search trend should be stable. It turns out the standard deviation is around 3. We are primarily interested in the time when search interest is high. Thus we use f 0 to model those time when search interest is low. By inspection, We take f 0 to be the density for 1 3 N(5, 3) + 1 3 N(13, 3) + 1 3 N(25, 3) . The estimated f 1 is displayed in Figure 7 . For the proposed HMMT method, the bandwidth is chosen to be 3. Using the estimated transition matrix and f 1 , we can calculate the expected proportion of days when the search interest is greater than 80. The Gaussian mixture model gives an estimate of 0.0294, the non-parametric model gives an estimate of 0.0266, whereas the proportion obtained from the data is 0.0243. We can see that the HMMT method provides a better estimate.
Change in unemployment rate
Finally we illustrate the method using the unemployment data. Left panel of Figure  8 is a plot of monthly unemployment rate change from February 1948 to August 2018. The data is from U.S. Bureau of Labor Statistics website. Since we are only considering the changes of unemployment rate, it is reasonable to assume that the errors are homoscedastic. We can see from the left panel of Figure 8 that most of the time the change in unemployment rate is close to 0, and dramatic change often appears in clusters, exhibiting dependence structure that can be reasonably described by an HMM.
Suppose we are interested in the months where there is a big increase in unemployment rate. Economists and policy makers may want to focus on those times and try to figure out the possible causes to avoid increase in unemployment rate in the future. The right panel of Figure 8 shows a histogram of the unemployment rate change when it is ≤ 0.2%, together with the density function for 0.8N(0, 0.11)+0.2N(−0.25, 0.11). We can see the density function matches the data quite well, therefore, we assume f 0 to be 0.8N(0, 0.11) + 0.2N(−0.25, 0.11) The estimated f 1 is given in Figure 9 . For the proposed HMMT, we choose the bandwidth to be 0.15. The Gaussian mixture model assumes there are 6 components. However, as we can see from the histogram, the mixture model is inadequate. By contrast, the proposed nonparametric model describes the data quite well; this clearly shows the flexibility and benefit of the HMMT method. Next we apply our GMM.DP and HMMT to analyze the unemployment rate data (monthly, seasonal adjusted, January 1960 to June 2018), which are displayed in Figure 10 . The data are obtained from the website of Federal Reserve Bank of St. Louis. Top right panel of Figure 10 presents the estimated true change of unemployment rate using a Gaussian mixture model. Bottom panel of Figure 10 is the estimate obtained using the proposed HMMT. We can see that HMMT has a clear "de-noise" effect on the data. The HMMT estimate is less scattered and more robust than GMM.DP. This can help researchers and policy makers to have a better idea of the true change of unemployment rate, and focus on the studies on the policies over the months that have a real impact on the unemployment rate. 
Discussion
We developed a non-parametric estimator for estimating mean vector under Markovian dependence. It will be interesting to introspect if following the bivariate kernel density approach in Fu et al. (2017) the proposed methodology can be extended to heteroskedastic Markov set-ups with known variances. Developing shrinkage algorithms when the variance in the observations is unknown and needs to jointly estimated from the data will be important. Estimation in multivariate HMMs where the observed outputs X i 's are vectors finds wide applications (Kale et al., 2003; Fiecas et al., 2017) . In this context it will be useful to study shrinkage estimation particularly in the presence of latent structual properties on the covariances.
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Supplement
Here, we provide the proofs of the results in Section 4.
Proof of Lemma 2
Note that it is sufficient to bound E (θ,X X X) d 2 f 1,n [h], f or 1,n [h] . The result then follows from the triangle inequality. Let B be the event that | n i=1 θ i − ψ 1 n| < 1 2 ψ 1 n, throughout the proof we assume B holds, as by Hoeffding's inequality, P(B c ) = O(e −n/2 ). Write b j = θ j / n i=1 θ i , b * j =p j,n / n i=1p i,n , and φ h (x − x j ) = 1 h K(
x−x j h ) then
Similarly Var(b j ) = O(n −2 ). It follows from Cauchy-Schwarz inequality that Cov(b * j , b j ) = O(n −2 ). Therefore Var(b * j − b j ) = O(n −2 ) and E(b * j − b j ) 2 = O(n −2 ). Using the fact that
Next we bound E{(b * j − b j )(b * k − b k )} for j k. Consider the decomposition
Note that
Assumption A1 implies Cov(θ j , θ k ) = O(γ | j−k | ) for some γ > 0. Hence for every j we can focus on its log n neighborhood, it follows that
