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ABSTRACT
A study is made of the extent to which the DWBA theory, in its most 
refined form, can account for the observed forward angle j dependence, in 
deuteron stripping reactions, and the inverse pick-up reactions. Calcu­
lations have been performed including configuration mixing effects, in the 
evaluation of the form factor for SL = 3 neutron pick-up reactions on Ni58, 
and including the D state component of the deuteron wavef unction.
A three body model for deuteron stripping reactions, which has recently 
been proposed, is also investigated. This theory, which includes coupling 
to the broken up triplet S wave states of the neutron-proton system, in an 
adiabatic approximation, has been extended to include coupling to the sing­
let S wave states of the neutron-proton system, and applied to a variety 
of experimentally observed reactions. The adiabatic prescription for 
stripping reactions is found to lead to a greater &-space localization of 
the radial integrals which determine the cross section, than the conven­
tional theory. The explanation of the &-space localization produced by 
the adiabatic theory, leads to an understanding of the mechanism by which 
various regions of configuration space contribute to the reaction. The 
adiabatic theory is found to give good agreement with experiment, for 
energies in the deuteron channel of approximately 20 MeV.
The formalism developed for the inclusion of coupling to the singlet 
channel, is applied to the calculation of cross sections and polarizations, 
for several of the reactions analysed in earlier sections, using the 
adiabatic theory without singlet coupling. The effect of this coupling 
is found to be very small for the observable quantities calculated, and 
largest for the tensor polarization calculations at back angles. In all 
cases, the effect of coupling to the singlet channel of the neutron- 
proton system, was less than the other ambiguities in the theory.
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NOTATION
In this work:
References are denoted by the first two letters of the first author’s
name, e.g. (Bu 64), a complete list of references is to be found at the
end of the thesis.
The ’hat’ notation has the following meanings
i
x = (2x + l)2 , x a scaler
K = K/|K| , K a vector
The trace of a matrix (A) is denoted by "Tr(A)", while its hermitian
•j*
conjugate is denoted by "A ,f.
The symbol "V1 means "is asymptotically equal to".
The symbol means "is approximately equal to".
The symbol means "goes to".
Vector coupling (Clebsch Gordon) coefficients are denoted as:
(j 1 bif j^m^ljm). The notation for Racah and 9J symbols is explained when 
they are introduced.
The wavefunction with outgoing wave boundary conditions, generally
&■) +denoted by if; , is written as ^ for typographical convenience, with an
analogous notation for ingoing wave boundary condition wavefunctions.
In all formulae, ii is denoted by h.
In the figures, the following abbreviations are used:-
A*P. - Asymmetry Parameter 
a.u. - Arbitrary Units
Conv. - Conventional
F.R. - Finite Range
Z.R. - Zero Range
G.S. - Ground State
N.L. - Non-local
P - Proton Polarisation
The thesis is divided into chapters, and the chapters into sections, 
equations are numbered as: (5.26). The reference to equations (5.26-28) 
for example, meaning equations 26 to 20 inclusive of Chapter 5.
CHAPTER 1
INTRODUCTION
Deuteron stripping reactions enjoy great popularity as a means of 
extracting information on nuclear spectroscopy. An enormous body of 
experimental results has been built up by the use of accelerated beams of 
deuterons incident on target nuclei. Since the deuteron is such a 
loosely bound particle, it can very easily initiate a direct reaction such 
as a (d,p) stripping reaction, in which the neutron in the deuteron is 
captured by the target nucleus, and the proton proceeds to the detector. 
From the shape of the angular distribution of the outgoing protons having 
a given energy, the orbital angular momentum transferred with the neutron, 
can be easily determined. If the target has spin zero then the total 
spin of the final nuclear state (which can be specified by the Q value of 
the reaction) is determined to within one unit, while in recent years, 
there have been indications that the angular distributions have general 
features sufficient to permit not only the £-■value but also the total spin 
of the final nucleus, to be extracted. The same very loosely bound 
nature of the deuteron which enables it to initiate stripping reactions 
relatively easily, however, also provides a formidable problem for the 
theoretical analysis of these reactions, since it implies that any 
accurate treatment of deuteron induced reactions, must be of a three 
body nature. The significance of theoretical models which, explicitly 
or implicitly, treat the deuteron as a rigid particle of spin one, are 
very difficult to assess. Of all the composite particles used as pro­
jectiles in nuclear collisions, the deuteron is the one for which the two 
body model is least applicable, in view of its very small binding energy.
Deuteron stripping reactions, with which this work is concerned, 
are of the type of nuclear reactions known as direct reactions. These
reactions are characterised by a small number of degrees of freedom of 
the system being excited in the reaction. In general, when a projectile 
falls upon a particular target, many different nuclear reactions are 
possible, and the yield in each channel, depends upon the nucleus and 
incident energy involved. Nuclear reaction can be broadly separated 
into ’direct1 and ’compound nucleus’ (CN) reactions. This separation 
corresponds to a separation by the time scale involved in the reaction.
In the formation of a compound nucleus, the energy of the incident pro­
jectile is shared out amongst all the different modes of excitation of 
the target, and a state of equilibrium is reached, in which the only 
correlations of the final state with the initial state, are those 
associated with the overall conservation laws applying to the whole 
system. In the direct reaction mode, the interaction of the projectile 
and target proceeds on a time scale which is very short, when compared 
with that involved in the formation of the compound nucleus. In this 
case, the final state momentum can be strongly correlated with the direc­
tion of the incident particle, and direct reactions are generally charac­
terised by peaking of the cross section in the forward direction. From 
the nature of these two reaction mechanisms, compound nucleus reactions 
are expected to be strongly energy dependent, while direct reactions are 
not. Direct reactions are expected to predominate as the energy of the 
incident beam is raised, since the process of particle emission is fast 
compared with the process of forming excited states. Cases of compet­
ition between CN and direct reaction modes do occur, of course, and 
the separation mentioned represents an oversimplification, cases when 
both mechanisms compete, however, have never been successfully treated 
theoretically (Au 63).
Two of the simplest examples of direct reactions, are inelastic 
nucleon scattering, and deuteron stripping. It is usually possible to
decide experimentally whether a reaction is proceeding mainly by the 
direct mechanism, for example, in a recent experimental investigation 
(Se 70) of the Caif0(d,p)Caif 1 reaction, over an energy range of 9.8 to
12.1 MeV, the authors were able to conclude that the compound nucleus 
contribution to the cross section a^(0)/(2Jp + 1) < 5 yb/sr, and this is 
to be compared with peak cross sections of around 5 mb/sr for the ground 
state (d,p) transition cross section.
In spite of the small number of degrees of freedom involved in 
deuteron stripping reactions, an exact treatment of the reaction is not 
feasible theoretically, because of the fundamental three body nature of 
the problem. Exact treatments of three body reactions are prohibitively 
complicated to implement numerically, even now that exact mathematical 
treatments have been formulated for three body systems (Fa 61). Most of 
the work using these exact treatments, has aimed at justifying the 
approximate methods used to analyse three body reactions. These methods 
have had a rather surprising success in calculating reaction cross 
sections. Most theoretical analyses of (d,p) stripping reactions treat 
the transition as one between elastic scattering states, the elastic 
scattering state of the deuteron being generated by a two body potential, 
which regards the deuteron as a rigid particle of spin one. These 
elastic scattering states are represented by distorted waves generated by 
optical potentials, giving rise to the "distorted wave Born approximation" 
(DWBA) description.
The DWBA treatment of stripping reactions has reached a high degree 
of sophistication, and, apart from a minority of difficult cases, leads 
to a very satisfactory agreement with experiment. The first part of 
this work is concerned with the development of the DWBA theory of (d,p) 
reactions, and its application to a particular pair of reactions, in its
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most refined form. As has already been mentioned, systematic differences 
have been observed in transitions leading to final states of the target 
nucleus, having the same orbital angular momentum, but differing total 
angular momentum. The theoretical explanation of these systematic fea­
tures, on the basis of the DWBA theory of stripping reactions, requires the 
use of the theory in its most refined form. The two modifications of the 
theory, which have led to a qualitative understanding of the observed for­
ward angle j dependence, are the improved calculations for the form factor 
for the stripping reaction, and the inclusion of D* state effects. The 
form factor for the reaction involves the overlap of two nuclear wave- 
functions, and a realistic calculation of this overlap involves a detailed 
description of the structure of the nuclear states involved. The wave- 
function of the deuteron is known to contain a small D state component, and 
although in the zero range approximation, the contributions of the D state 
vanish, they can be included by means of either a full finite range calcu­
lation, or by the use of an approximation analogous to the local energy 
approximation to finite range effects. Instead of pursuing the refinements 
of the DWBA theory, however, the rest of this work is concerned with the 
development of a different treatment of stripping reactions*
There is ample experimental evidence that the deuteron is easily 
broken up (apart from the ease with which stripping reactions are 
initiated), and the formal theory of deuteron stripping reactions, 
requires the evaluation of a matrix element containing the full three body 
wavefunction. This full three body wavefunction, has incident deuterons 
as a boundary condition, but also contains components corresponding to 
the broken up neutron-proton systems which are readily observed. Udo 
(Ud 65) has measured break up cross sections on Au and Cu, and May et al.
(Ma 67) have measured them on Cu and C at 8 to 15 MeV. While the former 
results were mainly on Coulomb break up, the latter experiments observed
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neutron-proton pairs, identified as coming from nuclear break-up. The 
important points are that break-up effects are large, and that the relative 
energy of the broken up particles is small compared with the centre of mass 
energy. With this experimental evidence in mind, Johnson and Soper (Jo 69, 
So 69), have recently introduced a method of calculating the three body 
wavefunction, which includes coupling to the broken up neutron-proton states. 
The treatment yields a simple prescription for use in stripping reactions, 
which has a similar mathematical form to the conventional DWBA theory. The 
work of these authors has so far concentrated on the use of their approxi­
mations in calculating deuteron elastic scattering cross sections, deuteron 
elastic scattering being basically a three body reaction also. The res­
ults of their investigation were very encouraging, the inclusion of coupling 
to the break-up states producing in a systematic way an improvement over the 
simple predictions of a model ignoring break-up components. The elastic 
scattering results provide considerable support for the use of their pres­
cription in deuteron stripping reactions.
This work can roughly be divided into two sections. The first sec­
tion (Chapters 2 and 3) concerning the conventional theory, has already 
been mentioned, the second section (Chapters 4 to 7) concerns the system­
atic application of the adiabatic prescription of Johnson and Soper, to a 
variety of stripping reactions. The comparison of this method with the 
conventional method (which can be made quite directly) leads to an under­
standing of some of the deficiencies of the conventional theory, and is 
intimately connected with an understanding of the mechanism by which various 
regions of configuration space contribute to the stripping reaction.
In their investigation of elastic scattering, Johnson and Soper 
included, an an approximate way, the triplet S wave neutron-proton states, 
both bound and unbound. The restriction to S wave states is reasonable 
for the low relative momentum states of the neutron-proton system which are
expected to predominate. The restriction to triplet states, however, was 
one of convenience, supported by the knowledge that under certain very reas­
onable conditions, the singlet s wave states could not contribute to the 
reaction. The presence of a resonance in the singlet neutron-proton system 
at approximately 0.06 MeV, however, leads to a need to examine the contri­
butions of the singlet channel more thoroughly. The second part of this 
work contains a refinement of the theory of Johnson and Soper, to include 
the contribution of the singlet S wave neutron-proton states, in the 
adiabatic theory of deuteron stripping reactions. The results of calcula­
tions using the adiabatic theory have been divided into two sections. In 
Chapter 6 the coupling to the singlet channel is neglected, and the general 
features of the adiabatic theory are investigated; and in Chapter 7, the 
effects of singlet coupling upon these general features are investigated.
In parallel with the progressive refinements of the conventional theory, 
witnessed in recent years, it may be hoped that refinements of the three 
body model (as applied to stripping reactions in the second part of this 
work) will lead to an improvement in the predictions of the theory. Secondly 
the investigation of the importance of the singlet S wave contributions to 
the stripping reaction sheds some light upon their importance in other 
deuteron induced reactions, and in particular in elastic scattering where 
they have been neglected.
The motivation for this work stems from the need for an adequate under­
standing of deuteron stripping reactions, in view of their widespread use in 
nuclear spectroscopy, and of the success of the conventional DWBA stripping 
theory. While a complete justification of the conventional DWBA theory can 
only come from an exact three body treatment, it is clear that an approximate 
means of including the dominant break-up components of the three body wave 
function is a great help in the understanding of these reactions. A short 
review of the general features of the three body model predictions for 
deuteron stripping reactions, and the comparison of these results with the 
predictions of the conventional theory, is included in the last chapter of 
this work •
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CHAPTER 2
GENERAL THEORY
This work is concerned exclusively with investigations of deuteron 
stripping and pick-up reactions. These reactions have been extensively 
studied ever since the associated experimental techniques developed suf­
ficiently to allow their observation, approximately twenty years ago.
The first analyses were confined to the use of the plane wave Born 
approximation, but in the last ten years, the vast majority of theoretical 
investigations have employed the well-known distorted wave Bom approx­
imation (DWBA). All methods so far in use, however, invoke approximate 
methods of evaluating the expressions given by the formal theory. This 
chapter contains a brief development of the formal theory of deuteron 
stripping and pick-up reactions, yielding expressions for the observable 
quantities in the reaction, and of the DWBA method for evaluating these 
expressions.
2.1 Formal Theory
The basic reaction to be investigated can be represented by A(d,p)B, 
or more descriptively by
A + d *> B + p , (2.1)
0
Where A and B are the initial (target) and final (residual) nuclei in the 
reaction, and d and p stand for the deuteron and proton respectively.
Use is made of the co-ordinates r and R, where R represents the relative 
co-ordinate of the centre of mass of the deuteron from the nucleus, and 
r is the relative position vector of the neutron from the proton.
cv Proton
Neutron
In the outgoing channel
r = -r + v r , (2.2)~p ~ ' ~n
where y = M /(M. + M ) = A/(A +1). MA is the mass of the target nucleus,A A n A
and Mn the mass of the neutron. Asymptotically, in a (d,p) reaction,
there are a plane wave of deuterons incident, and an outgoing spherical
wave of protons. The total Hamiltonian of the system can be written as
H = HA + H d + T A + V A (2-3)
= HB + Tfi + VB . (2.4)
Where
VA = Vn + Vp , (2.5)
and
VR = V + V . (2.6)B p np
The different representations (2.3) and (2.H), describe the system in the 
entrance and exit channels respectively. H^, Hg and are the internal 
Hamiltonians of the nuclei A and B, and of the deuteron respectively. T^ 
and Tg are the entrance and exit channel kinetic energy operators, V is 
the neutron-proton interaction potential, and and are the interaction 
potentials between neutron and target, and proton and target respectively. 
Asymptotically the functions x^ and in the incident and exit channels 
satisfy
- 17 -
<HA + Hd + V*i = (E1 - ba - Bd>Xi . (2-7)
and
(Hb + TB)Xf = (E2 - BB)Xf . (2.8)
B , B and B, are the binding energies of nuclei A and B, and of the
n B Cl
deuteron respectively, and
K.2
E. = ■ £ -  (i = 1,2) . (2.9)
^ i
and are the initial deuteron momentum and the momentum of the proton
in the final state and u and u are the reduced mass of the deuteron and 
9 2
proton respectively. The Q value of the (d,p) reaction, is defined by
Q = E2 - Ex , (2.10)
= B - B , ,n d 9
where is the separation energy of the neutron. Energy conservation 
requires that the total energy in the- incident and exit channels be the 
same.
The wavefunction of the initial state can be written as
i K .R a.
Xi = e -1 ' * (r) *®°(g) . (2.12)
° 1 a awhere (f> (r) is the deuteron internal wavefunction and $ (£) represents
S1
the nuclear internal wavefunction of co-ordinates J, with angular momentum 
a, projection a.
The full many body wavefunction of the system satisfies the equation 
H (g,n,p) = E \p+ (£,n,p) , (2.13)
where £ again stands for all the internal co-ordinates of the target nucleus
- 18 -
and n and p for the neutron and proton respectively. In principle, the 
theoretical investigation of a (d,p) reaction requires the solution of the 
many body equation (2.13), since ip contains all the information available 
on all of the open reaction channels. Even assuming that the target 
nucleus is inert, however, the exact solution of the three body equation 
is prohibitively complicated. Formally, the asymptotic form of the exact 
solution is given by
+ y2
ip (|,n,p) * --------<b 3 s2 a 2 |t| a a s ^  Kx>
r oo 2iTh2
P
i K r
e 2 P bB 0?
^ - r---  $B *S . <2.1*0
P 2
x
b8where is the wavefunction of the residual nucleus, and y is the B * As^
2
internal (spin) wavefunction of the outgoing proton. The superscript + 
indicates that the problem is to be solved with outgoing wave boundary 
conditions. The determination of the transition matrix element appearing 
in (2.14) is equivalent to solving for the wavefunction ip exactly, and 
the objective of approximate stripping theories, is to provide predictions 
for the T matrix by means of a tractable formalism. The T matrix, which 
is a (2b + 1)(2s2 + 1) x (2a + l)(2s1 + 1) matrix in spin space, determines 
all the observable quantities in the reaction. The density matrix for the 
final state, if the incident beam is unpolarized is given by
pf = T T+ . (2.15)
The density matrix gives the expectation value of any variable by means of 
the formula
<A> = • (2-16)
If the incident beam is polarized (i.e. is not proportional to the
- 19 -
unit matrix) then
pj- = T p. Tf (2.17)f 1
The proton differential cross-section in a (d,p) reaction is given by
da ^2 yl U2 Tr (pf>
dSJ ’ K1 (2!rh2)2 Tr
p2 TP (T Pi T+)
Ki (2im2)2
W t Z T T -  • <2*18)
The unpolarized differential cross-section (when p^ is proportional to the 
unit matrix) becomes
K2 yl y2 Tr (T Tf)da
d Q (2.19)unpol. *1 (2ith2)z a2 s2
The vector polarization of the outgoing beam is defined by the expectation 
value of the spin operator in the final state, and from (2.16)
Tr (p s )
£ = h T (Pfr -  • (2-20)
It is usual when considering the polarization of deuteron beams, to 
make use of the tensors T^(s) in spin space having the matrix elements 
(Go 58)
<sa|TKq(S)|s a *> = (-)S“a (sa’ S-o|Kq) . (2.21)
Other linearly independent sets can be used, in particular the vectors and 
tensors P and as defined in Goldfarb and Johnson (Go 68) for example 
may be used, but the special transformation properties of spherical tensors 
makes them easier to manipulate. The set of operators T^ (S) constitutes 
a complete set in the space of (2s + 1) x (2s + 1) matrices, and the def­
inition (2.21) restricts K to be less than, or equal to, 2s. The set with
- 20 -
K = 0,1 for example, are linear combinations of the spin matrices s and 
the unit matrix. From the definition (2.21)
TKq(3)) = SKK- Sqq' • (2.22)
The expectation values of these tensors give the statistical spin tensors
p„ (s) in the incident and final states Kq
W 1
(s,) =
^  (yi(si} TK q (sl})
Tr '(p.(sj))
(2.23)
PK q (S2)
2 2
*  (pf(S2> TK q (82» 
  2 2_____
Tr (p (s )) 
f 2
(2.24)
For s = J and K =0,1
P (i )oo = 2 (2.25)
pio(i)
;§ (Px + i py) ,
2 ~ 2 P (2.26)
The density matrix for the initial state can be expanded in terms of 
the tensors p^ ^ , and the differential cross-section for a polarized 
deuteron beam in a (d,p) reaction then assumes the form
da , dg
dfi d£2 unpol Kj=l,2 Klql 1 KlqX 1
(2.27)
where
(s„) = s
‘i
Tr (T T* „ (s.) Tf) 
Kiql 1
Tr (T T )
(2.28)
The efficiency tensors e^(s), determine the sensitivity of the differential
- 21 -
cross-section to the polarization of the incident beam, in particular, the 
asymmetry in the cross-section, obtained by using a polarized incident beam, 
is determined by the efficiency tensors with q $ 0. The theoretical 
investigation of a (d,p) reaction, is concerned with the polarization of the 
outgoing protons and the efficiency tensors for the scattering reaction 
using a polarized beam of deuterons. The cross-sections and polarizations 
in stripping and pick-up reactions are related by time reversal invariance, 
in particular, the cross-section for a pick-up reaction can be expressed in 
terms of the cross-section for the inverse stripping reaction, using the 
"principle of detailed balance"
da
dfi (p,d)
rs, a Kjl a a da
.s K- an
(2.29)
(d»p)
In addition, the vector and tensor polarizations of the outgoing particles 
in one reaction with an unpolarized beam, are related to the vector and 
tensor asymmetries in the inverse reaction. When the incident beam is 
unpolarized, the final state polarization becomes
Tr (Tf Tk (s 2) T)
P„ (s„) =  — ------  . (2.30)
2q2 2 Tr (T+ T)
It can be shown (Go 64) that the traces appearing in (2.28) using the time 
reversed T matrices are equal to the traces appearing in (2.30). Hence 
(Go 60)
£ 2 o (s' = *( inverse), . , ,K inverse, >
1 Kq V  Kq 1 r  1 ' eKq lsl' »
(2.31)
where the second equality depends on the y axis being chosen in the direc­
tion K x and follows from parity conservation. The general result 
found by Satchler (Sa 58) may be stated as follows: the tensor polarization
of the outgoing radiation referred to the outgoing axis as z axis 9 is equal 
to the asymmetry parameter for the scattering of the corresponding polarized 
beam, referred to the incident axis as z axis.
By anology with the polarization vectors, the asymmetry vector P0 is 
defined from the efficiency tensors with K a 1, as follows
ei0(si> = Si2 2 'i p z *
(2.32)
e lT l("l} = + V  i<-pl<Sl) + •
The second equality in (2.31) together with an analogous one for pv (s.),Kq £
yield the well-known result that the polarization produced by the reaction, 
and the asymmetry vector, are perpendicular to the scattering plane. It 
is not possible, of course, to perform a particular inverse reaction 
experimentally, except in the case of a ground state transition.
2.2 The DWBA Method
The formal theory of scattering, leads to the following expression 
for the transition amplitude (To 61, Go 65)
T(a,p) = (x^ $b |vb - V U +) . (2.33)
is the complete many body wavefunction, satisfying (2.13), and is a 
wavefunction for the proton, generated by the (as yet arbitrary) potential
- 23 -
The expression (2.33) can be transformed to other equivalent forms, but in 
the form (2.26), the matrix element can be split into two parts as follows
T(d,p) = (xj *B|Vp - Vp |*+ ) + (x; *B|Vnpk +> • (2.35)
The first step in developing the DWBA theory is to neglect the first term 
in (2.35). It is clear that if is suitably chosen, there can be con­
siderable cancellation between the actual interaction V and the interaction
P
Vp is a one body potential however, and it can never completely cancel 
the effects of the many body potential V^ , which couples to excited states of 
the nucleus. In the DWBA theory, the potential V is taken to be the 
phenomenological optical potential, found from analyses of proton elastic 
scattering.
The amplitude above, is derived by assuming all the nucleons to be 
distinguishable, and by symmetrizing in the neutron and proton co-ordinates 
it can be shown (Go 64) that
Tsym = (R + [T - Z TEXj . (2.36)
T is the amplitude (2.33) and T£X is,the exchange scattering amplitude, 
obtained by interchanging the final state protons with the Z  protons in 
the target. It is generally assumed on physical grounds that the second 
term in (2.36) is negligible, and only the term resulting from anti- 
symmetrization of the neutron co-ordinates is used. The exchange term, 
having the form of ,f(d,p) knock-out”, is inconsistent with the simple 
physical picture of the proton in the deuteron having the neutron suddenly 
’’stripped from it”, and continuing alone.
The next step is to neglect the excitation of the target nucleus, 
which enables \/j to be written in the form
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1()+(C, n,p) = $A(C) i|£ g (n,p) . (2.37)
Carrying out the integration over the co-ordinates £, the stripping matrix 
element simplifies to
where F(rn) is the overlap of the initial and final nuclear wavefunctions
This function is known as the form factor of the reaction, and its 
asymptotic form is determined by the separation energy of the neutron from 
the state into which it is captured. The form factor depends only on the 
co-ordinate rn and can be expanded into states of definite angular momentum 
as follows
MB are t*ie sP*ns nuclei A and B, and their z projections 
respectively. Substituting this expression into (2.17) leads to the conclu­
sion that states of different j contribute incoherently to the cross-section,
and very often, only one state of j is important, for example, if the target
ABnucleus has spin zero, then j = Jg. Each can be expanded in terms of 
the complete set of shell model single particle orbitals *n
many cases it is reasonable to assume that only one term in this expansion
is important, and then is taken as the single particle wavefunction
of a particle moving in a potential, the depth of which is adjusted to give 
the correct binding energy. The shape of this potential is taken from the 
potential which acts in the positive energy (continuum) eigenstates of 
neutron elastic scattering, the well-known optical model potential. This
(2.38)
(2.39)
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procedure is theoretically justified for closed shell targets, since if 
core re-arrangement effects are negligible, then equation (2.39) gives 
exactly the single particle wavefunction. If the nucleus was completely 
inert and the single particle description exact, then (N + I)"2 ^
aim
would appear instead of the <j>jm in (2*40). In fact, is usually 
replaced by the single particle function times a numerical factor
S I4
N + 1J ' W j m ^ n *  * (2.41)Yjm ~n
S is known as the spectroscopic factor for the transition.
From equation (2.37), it is clear that the function i|/+(p,n) describes 
exactly, all reaction processes in which the target nucleus remains in its 
ground state. Asymptotically it has outgoing waves corresponding to 
deuteron elastic scattering, and any broken up neutron-proton states which 
do not involve target excitation (this includes some stripping states).
The conventional DWBA (d,p) stripping amplitude, is obtained by making the 
approximation that \Jj (p,n) is given by the product of the deuteron internal 
wavefunction, and a deuteron optical model wavefunction which reproduces the 
observed deuteron elastic scattering
T(d,p) = (X;(Kp, rp) F(rn)|VnpU d(Kd,R) *d(r)) .
(2.42)
It is at this point that the essentially three body nature of the function 
(p,n), is discarded in the conventional theory, which regards stripping 
as a transition between two body elastic scattering states. Using now the 
single particle wavefunction for F ( r ^ ) , and abbreviating the T matrix 
element (2.42) by
<°2 «ai> * (xK,a,(V  a <5
—2 2. — 1 1
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the polarization tensors can be expressed in terms of the matrices A(s^) 
and BCs^) defined by (A is (2s^ + 1) x (2s2 + 1) and B is (2s1 + 1) x 
( 2 s x + 1))
A0 0 ,(s2) = (°2 5 Cri)<02 5 V  * (2,‘t4)
and
' W dm M
2 2
Ba a (si} = I <S  C a{)(a e a.)' . (2.45)
1 1  1 a2C 2 x
The DWBA expressions for the cross-sections and polarizations become
K2 "l >*2
—  L 1^ 4 
1 °la2?
(2.46)
da
dfi 1 K, (o >*2\2 $2*2* 2  ^t ^°2 5 9unpol i (27rh^ ) J^a^s^
\  y l  y2 o ( e )
^1 (2irh2)2 a2 s ^
(2.47)
and
b2
a(0)P|f „ = r- Tr ( t  „(8,).A{s,)) , (2.48)
2^2 2 i* K2q2 2 2
0(0) e* (s,) .= s 2 —  Tr (T,.+ (s.) B(s,)) . (2.49)1 1 «2 1 1
In these equations, the traces are of matrices the size of A and B 
respectively. The evaluation of the DWBA transition matrix element is 
still a formidable numerical task, but with the advent of larger and more 
powerful computers, the approximations introduced to simplify its 
evaluation have progressively been removed.
The simplest way to estimate the stripping matrix element is to use 
the plane wave approximation (To 61) or Butler theory (Bu 51, Bu 59). In 
this case the distorting potential is not introduced and the proton and 
deuteron wavefunctions are taken as plane waves times their respective
internal wavefunctions. In order to account for the absorption inside
the nucleus, the radial integrations are cut off at some suitable value in 
the Butler theory (a slightly different method is employed in the plane 
wave theory of Bhatia and Huang (Bh 52)). This procedure immediately 
leads to predictions of the characteristic diffraction structure observed 
in (d,p) reactions, and the main peak of the cross-section is sufficiently 
accurately predicted, to enable the JUvalue of the transferred neutron to 
be extracted. The absolute magnitude and detailed structure of the cross- 
section predicted by the plane wave theory, however, are typically very 
inaccurate.
Returning to the matrix element (2.43), it is immediately clear that
the major obstacle to its evaluation is the fact that it is six dimensional.
The introduction of the zero range approximation, in which it is assumed
that the neutron-proton interaction is proportional to a delta function,
reduces the matrix element to a three dimensional integral. The zero-
range approximation is based on the assumption, that the wavefunctions in
the matrix element do not change appreciably over the short range of the
neutron-proton interaction Ve np
Full finite range calculations have been performed using a method 
developed by Austern et al. (Au 64), but finite range corrections can be 
included very simply in an approximate fashion, without increasing the 
computational complexity, using the method proposed by Buttle and 
Goldfarb (Bu 64) and Bencze and Zimanyi (Be 64). The correction appears 
as a multiplicative factor which can be considered as modifying the form 
factor. This approximation to finite range effects has been found to 
be quite accurate, when compared with exact finite range calculations, 
and is now widely used in DWBA stripping calculations.
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Another inadequacy of the unrefined DWBA theory, is that in the calcu­
lation of the (d,p) stripping amplitude, the optical model wavefunctions 
used, are generated from local potentials; while the optical potentials 
are, in fact, known to be non-local. This does not affect elastic scatter­
ing calculations, since equivalent local potentials can always be found, to 
give the same asymptotic wavefunctions as the non-local potential. The 
wavefunctions from the local and non-local potentials will differ in the 
nuclear interior, however, and since the stripping matrix element is sensi­
tive to the wavefunction in this region, the resulting matrix elements will 
differ when the non-local and equivalent local potentials are used. In 
general, the wavefunction from a non-local potential will be reduced in 
amplitude in the nuclear interior compared with that from the equivalent 
local potential (Au 65, Pe 62). For one type of non-locality, the correc­
tion to the equivalent local wavefunctions can be accurately calculated in 
the local energy approximation, and appears as another factor analogous to 
the finite range correction factor (Pe 62, Pe 62).
The increasing sophistication of the DWBA theory of stripping reac­
tions, has led to an impressive improvement in the overall agreement with 
experiment. From the original Butler or plane wave theory, from which it 
was possible only to assign the Ji-value of the transferred nucleon, the 
calculations have progressed in recent years, to the point where the dif­
ferences in the angular distributions, between transitions corresponding to 
different j values (for the same £-value of the transferred nucleon), can 
be investigated with the theory. To this end, further refinements have 
been made to the standard theory already outlined. The simple prescription 
for finding the form factor described earlier, has been replaced by more 
realistic calculations, in the work of Huby and Hutton (Hu 66), Prakash 
and Austern (Pr 67, Pr 68), Philpott et al. (Ph 68), and others. In 
addition, the restriction of the deuteron wavefunction to a pure S state,
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has been lifted in the work of Johnson and Santos (Jo 67, Sa 68). These 
latter improvements to the theory, and their implications for the j 
dependence of the DWBA stripping cross sections, are discussed more fully 
in the next chapter, where the DWBA stripping theory is applied to the 
calculation of forward angle j dependence in £ = 3 transitions.
CHAPTER 3
FORWARD ANGLE J DEPENDENCE AMD THE DWBA THEORY
It was noted at the end of the last chapter, that in recent years, con­
siderable interest has centred around the application of the DWBA theory, 
in its most sophisticated form, to the investigation of j dependence in 
H = 3 reactions. Improved agreement with experiment has been obtained by
authors who have taken into account configuration mixing effects in the cal­
culation of form factors for pick-up reactions, and by others who have con­
sidered the effects of the inclusion of the deuteron D state wavefunction
in the calculation of the stripping amplitude. The former calculations
5 -
affected mainly the — distributions for neutron pick-up reactions, while
7 -
the latter calculations modified the predictions for the —  cross sections
5 -
to a greater extent than the predictions for the —  cross sections. Since 
both types of calculations produced a j dependence of the predicted cross 
sections, which was an improvement on the standard theory, but which did 
not explain the observed j dependence completely, it is desirable to per­
form a calculation including both the configuration mixing effects on the 
5 -
form factor where necessary, and the deuteron D state effects, and to 
compare the predictions of these calculations with the experimentally 
observed j dependence. Such an investigation forms the subject of this 
chapter•
3.1 Experimental Evidence for J Dependence
Some of the first experimental evidence for j dependence came from Lee 
and Schiffer (Le 64a) who observed that, for £ = 1 transfers, the shape of 
the angular distributions in (d,p) reactions showed a systematic dependence 
on the total angular momentum transfer. The reactions leading to j = J
transfer had a pronounced dip at large angles (in the region of 140°),
3which was not present in the j = —  transfer. Subsequent experiments 
established a pronounced j dependence in A = 3 transfers. This j 
dependence was found to be important at much smaller angles. The cross- 
section for a j = -  transfer falling off much more rapidly from the main
7
peak, than that for the j = — transfer. The first experimental obser­
vation of this forward angle j dependence in I = 3 reactions was by 
Sherr et al. (Sh 64), subsequently Glashausserand Ricky (G1 67) conducted 
an extensive study of forward angle j dependence in Si = 3 transitions on 
Fe, Ni and Pb. The effect has also been observed in studies of (d,p) 
reactions on isotopes of Ti and Cr by Alty et al. (Al 64, Al 67).
Recently, Yntema and Ohnuma (Yn 67) have studied j dependence in I = 1 
(d,p) reactions for the same target as Lee and Schiffer, but at a much 
higher incident deuteron energy (23 MeV), they found that the pronounced 
large angle j dependence had disappeared, leaving only differences in 
detail over the whole angular range. Yule and Haeberli (Yu 68) have 
studied a very pronounced j dependence found in the measurement of the 
vector asymmetries in a (d,p) reaction with polarized deuterons.
Cavanagh (Ca 70) has recently reported j dependence in 5L = 2 reactions on 
the isotopes of tin, while I = 2 j dependence has also been found by Lee 
et al. (Le 64b) and several others (Sc 66 and references therein).
3.2 J Dependence and the Realistic Formfactor
Before considering in detail the refinements which have been introduced 
into the DWBA stripping theory, in an attempt to explain the observed for­
ward angle j dependence, it is worthwhile to consider the ways in which 
j dependence can be produced. In quite general terms, j dependence can 
arise in the DWBA stripping theory in only a few ways. Firstly,
j dependence is obtained from the inclusion of spin orbit forces in the 
potentials used to generate the deuteron and proton optical model wave­
functions • Secondly, the inclusion of tensor forces in the neutron- 
proton interaction, and consequently the D state component of the deuteron 
wavefunction, has been shown to lead to a j dependence of the predicted 
cross sections (Jo 67, Jo 67a). Finally, j dependence arises from the 
form factors used in the calculation of the transition matrix elements; 
even when these wavefunctions are generated as eigen functions of a simple 
potential well, the different asymptotic behaviour of the form factors 
for different j values (deriving from their different Q values) leads to a 
predicted j dependence in the angular distribution. The form factors will 
also differ because of the spin-orbit force in the potential well, if this 
is included. Much work has been done recently in attempting to improve 
upon the simple Mwell-depthn prescription for the form factor, in the hope 
of improving the predicted angular distributions, it has been noted 
already, that the use of the "well-depth” prescription is theoretically 
justified only for closed shell targets. In other cases, its use is more 
a matter of convenience, when residual interactions between the transferred 
nucleon and the other nucleons in an unfilled shell, give rise to config­
uration mixing effects which are not taken into account in the well depth 
prescription. The well depth form factor does, however, have the correct 
asymptotic form. This latter characteristic has been shown to be very 
important by Pinkston and Satchler (Pi 65), who have performed calculations 
with an oscillator wavefunction for the captured nucleon, and compared them 
with other calculations, in which the oscillator wavefunction is matched 
onto the correct asymptotic tail, outside the nuclear surface.
Siemsson et al. (Si 68a) have investigated j dependence in & = 3 (d,p) 
reactions or Ti, Or, Fe and Ni, in an attempt to discover whether the j 
dependence could be fully ascribed to configuration mixing effects, or
whether other mechanisms (for example, the deuteron D state effects) were 
necessary for its explanation* These authors measured (£ = 3) deuteron 
stripping cross-sections for both j values, when the well depth prescrip­
tion could be expected to give a good description of the form factor for
both and transitions. The difference in Q values between the 
(d,p) reactions, and the (p,d) reactions with which they were compared, and 
the radial cut offs used to obtain agreement with experiment using the 
standard DWBA theory, makes it difficult to draw firm conclusions from 
their work. In spite of these difficulties, these authors did find
evidence that the 5_-2 cross-sections from (d,p) reactions, for which the
well depth prescription was expected to be accurate, were better fitted by
/ \5*-
the standard DWBA calculations, than the — transition cross-sections 
from (p,d) reactions where configuration mixing effects were expected to 
be important. This indicates that configuration mixing effects are 
definitely important in some = 3) pick-up reactions, and should certainly 
be taken into account in any theoretical investigation of forward angle 
j dependence in Z = 3 reactions.
A special case where the accuracy of the well depth prescription can 
be investigated, is the case of a target nucleus consisting of a closed 
shell plus one nucleon. The effects of configuration mixing can be cal­
culated in different ways, and have been investigated by a number of 
authors. An important point to be borne in mind, is that DWBA calculations 
depend sensitively upon the shape and magnitude of the form factor in the 
nuclear surface region, and it is precisely in this region, that small 
though significant differences are found between the well depth form factors, 
and those yielded by more realistic calculations.
ABThe functions d>. (r ), in terms of which the form factor is defined jm ~n 9
(equation (2.40)), have been shown to satisfy the following exact
equations (Pi 65) (x signifies the spin and spaeial co-ordinates of the 
transferred nucleon)
[e(B,A) - T]<J>^ (x) = £ (-)3~b”a (a - a b 6 1 jm)
3 b cxS
d? *3 "(g,x) V(|,x) $?“(?) . (3.1)
The notation of Chapter 2 has been used in equation (3.1), T is the 
kinetic energy operator for the transferred nucleon, e(B,A) is the separ­
ation energy of the transferred nucleon, and the interaction V(£,x) is the 
sum of the residual interactions between the captured nucleon and the 
nucleons of the target. Using the independent particle model, this inter­
action can be divided into the sum of the interactions of the transferred 
nucleon with the closed shells, and the interactions with the valence 
nucleons. The interactions with the closed shells can then be approximated 
by a Hartree-Fock potential Using the techniques of Racah algebra,
the set of equations (3.1) can be reduced to a set of equations for the 
radial form factors
e(B,A) - T. - U.
3 3J
Kf(V  =
V(gf,x) if»B(gf ,x) ,
“  W  • (3-2)
T^  is the radial kinetic energy operator and the bracket {}j^ implies vector 
coupling to a resultant angular momentum J and component M. The integra­
tion d£ * in (3.2) is over the co-ordinates of the 1 active1 nucleons 
(nucleons outside the core) and x symbolizes the spin and angle components 
of x, is an orthonormal spin-angle function. In an attempt to solve
equations (3.2), Pinkston and Satchler used a parentage expansion for the 
function
This is just the inverse of equation (2.40), and when substituted into
equation (3.2), leads to a set of coupled equations for the form factors 
a  J
<f> jm^(x) • (The ctg represent the other quantum numbers necessary to des­
cribe the state B.) Apart from the inherent difficulties of handling the 
coupled equations, the integration on the right hand side of equation (3.2) 
is five dimensional and very awkward to perform. In spite of the 
difficulties, however, several authors have calculated form factors on 
the basis of equations (3.1) and (3.2).
3.3 Comparison of Different Form factor Calculations
The most recent calculation of realistic form factors is contained in 
the work of Philpott et al. (Ph 68). In this work, the authors calculate 
the form factors from equations (3.2) by evaluating the integral on the 
right hand side (the descriptively named 'source* term) directly, using 
shell model wavefunctions for the nuclei A and B. After the evaluation 
of the source term, the radial part of the desired form factor, appears as 
the solution of an inhomogeneous differential equation. Standard methods 
for the solution of such equations are available, but the technique is not 
without difficulties, and in the course of the solution it was typically 
necessary to invert a 150 square matrix. The approximation of using 
shell model wavefunctions to evaluate the source term was first suggested 
by Prakash and Austem (Pr 67). These authors also used shell model 
wavefunctions, but instead of evaluating the source term as it stands, 
equation (3.2) was first converted to a set of inhomogeneous linear 
equations, using an expansion of the form factor in terms of oscillator 
functions, this is described in more detail later. An important point
concerning the work of Philpot et al. and that of Prakash and Austern lies
in taking the wavefunctions ^ and \p from an oscillator-well shell model
A D
calculation. It would be more accurate to take the ip^ and ^  from a 
shell model calculation, using a Woods-Saxon potential rather than an 
oscillator potential. However, in the nuclear interior, the overlap of 
a Woods-Saxon eigen function with a corresponding oscillator wavefunction 
is very good, and it is from the nuclear interior that the main contributions 
to the source term come.
Kawai and Yazaki (Ka 67) have also calculated form factors, which 
they obtain from equation (3.3) directly, again using shell model wave­
functions for ip. and ip-.. This leads to an equation like (3.2), but withA  D
AB os cUj Rj (r) replaced by th (r), and thus this method involves a further
approximation beyond those used by us in the work outlined above. A
further discussion of the method of Kawai and Yazaki has been given in the
work by Philpot et al.
Another different calculation of realistic form factors has been under­
taken by Huby and Hutton (Hu 66 and Hu 68), which does not use equations 
(3.1) or (3.2). Both the work of Prakash and Austern and that of Huby 
and Hutton concentrated on the theoretically convenient choice of target 
Ni58, for the study of neutron pick-up reactions. If Ni56 is considered 
as consisting of an inert N = 28, Z = 28 core, then the low lying states 
of Ni57 are single particle neutron states, and the ground state of Ni58 
consists of two neutrons outside the core, coupled to Jg =0. The 
structure of Ni58 has been studied by several authors in the past 
(Au 66a, Au 66b, Ar 64). Auerbach has concluded that it is essential to 
introduce configuration mixing, in order to obtain agreement with the 
experimental energy levels, and that it is sufficient to consider 
admixtures of configurations formed by the I f  ^ ^9 ^ 3/2 an(^  2^l/2
neutron orbitals, to reproduce the low lying levels. In this case; the 
state ipg is taken as
$ 2  = a  \ p ( 2 p ^ 2 ) + $ If5/2) + Y ^ 2Pi/2) * (3.4)
In the calculation of Huby and Hutton, the 2p2y^ contribution was 
neglected, and a Hartree-Fock type calculation was made for the ground 
state of Ni58. The strength of the two body interaction was adjusted to 
produce a I f r a d i a l  function with the correct asymptotic form.
All the calculations mentioned above can be compared for the case of
Ni58, and give results which qualitatively agree, all the form factors
5-producing an accelerated fall-off of the — cross-section after the main 
peak, when used in a DWBA calculation. None of the calculations pro­
duced a detailed fit to the data however.
3.4 The Deuteron D state and J Dependence in Jl = 3 Transitions
The work of Johnson and Santos (Jo 67, Sa 68) has shown that the 
inclusion of the deuteron D state in the DWBA calculation can introduce a 
marked j dependence at forward angles in & = 3 transitions. Using an 
approximation for the D state part of the deuteron wavefunction in 
momentum space, these authors found that the inclusion of the deuteron
D state wavefunction in the DWBA calculation, greatly reduced the fall-off
7 -  5 -
of the predicted —  cross sections* The effect on — cross sections was
found to be much smaller.
The ground state of Ni58 has a closed I f s h e l l ,  plus two neutrons
paired to total angular momentum zero, mainly in the 2p|^2 configuration
(i.e. the coefficient a in equation (3.4) is the largest in absolute terms)
5 -  q 7
and since the overlap of the low lying -r state of Ni3/ and the ground
state of Ni58 corresponds to the small comPonenti ^  i-s n0't expected
that the well depth method will give a good approximation to the form 
factor. In the case of the ~ state of Ni57 however, the transition 
corresponds to the creation of a hole in the filled subshell of Ni58 and 
it is therefore expected that the well-depth prescription will be fairly 
accurate. The investigation by Philpot et al. has verified this
5 -
quantitatively. In a sense then, the "structure” calculations of the — 
form factor and the D state calculations are complementary in explaining 
the experimentally observed j dependence in I = 3 transitions, when per­
formed independently. It is of great interest to perform a calculation 
5 -
for the —  transition with a realistic form factor and including the
7-
2
transitionD state effect, and compare this with calculations for the 
using a well-depth form factor, and including the effect of the deuteron 
D state.
3.5 Form Factor Calculations for the Ni58(p,d)Ni57 Reaction
The calculation of Prakash and Austern has been repeated for the form 
factor used in the DWBA calculation of the Ni58(p,d)Ni57 angular distribu­
tion. The method used by these authors, as mentioned earlier, starts 
with the equation (3.2). Expanding the desired form factor in terms of 
harmonic oscillator basis functions
<j).A A(r) = J C <p (r) , (3.5)nm L n ynI 9J n
it
and substituting in equation (3,2), multiplying by $ ,(r) on the left and 
integrating over r gives
where
In *n'*r) PAB(r) r2 *  »
(3.7)
and
(E - T - V ) t ( r )  = 0n o n (3.8)
Equation (3.6) can be written as a matrix equation
LC (3.9)
where L is an n x n matrix, which has the matrix elements shown in the 
curly brackets in equation (3.6), and C and I are column vectors which
infinite and must be truncated, in practice, increasing the number of 
terms leads to a more accurate form factor at large r. The calculation 
of the column matrix I involves the evaluation of integrals of the form
If now, the wavefunctions ip. and ip- are evaluated using shell model 
orbitals from a harmonic oscillator potential, and the potential used to 
generate the oscillator functions in (3,5) is taken as this same potential, 
then the 1^, takes the form of a linear combination of two body matrix 
elements. The potential in (3.8) is, of course, arbitrary, but the 
expansion will clearly converge more rapidly if the potential has a 
realistic range for a nucleus in this mass region. In the case of Ni58, 
using equation (3.H)
have components and In * It is clear that the expansion (3.5) is
x ij (£!,x) dx d£f (3.10)
B B " ' *
a<(l£_/,,n'
The calculation of two body matrix elements can be accomplished by
standard means, the method outlined here is based on that of Lee and
Baranger (Le 66). To calculate the matrix element <a b JM|V(r)|c d JM>
where ”an stands for n £ j , the two-particle wavefunctions are firsta a a
converted to L-S coupling
ft- s j \j c c c |
!c d JM> = I j £, s, j , V In £ n, £,,(L), s s,(S); JM>1 ' d d Jd ( * c c d d9 5 c d 5
Lb i 1
Vl S J >
(3.12)
The coefficient in curly brackets is a 9J symbol, as defined in Brink and 
Satchler (Br 62) for example. The spacial part is then transformed 
from relative to centre of mass co-ordinates, using the expansion
|n £ n, £,, LM> = J <n £ N A L|n £ n, £, L>|n£, NA, LM>c c a d n Z M  c c a a
(3.13)
The coefficients <n £ N AL|nc n^ £^ L> are Moshinsky brackets 
(Mo 59, Br 60) and the sum is limited by the triangulation rules for 
angular momentum
| £ - A | < L < £ + A  ,
and energy conservation
2n + £ + 2n, + £, = 2n + £ + 2N + A .c c d d
Using (3.12) and (3.13) in the matrix element yields, after some 
recoupling, the following equation
<ab JM|v(r)|cd JM> = J J JL s
LL'S j
[l S
jb(fd
J J \_L’
d
S J
x I \ J t2{l + (-) }<n I N A A|n £ n, A L>
n£n'£» a a b d
NAJ*
x <n * A* N A L* In I n, Z,  h >1 c c d d
* W(A I JS; LJ') W(A V  JS; L'J') <(nS. S J'|v(rO |(n'i's)J,>
(3.14)
The W coefficients are Racah coefficients (Br 62) and the matrix
elements <(n£S) J 11V(r)|(n,£IS)J,> involve integrations over the relative
and spin co-ordinates. Formulae for these matrix elements and the
functions involved in then are described in Appendix 1. A Nordita
supplied procedure was used for the evaluation of the Moshinsky brackets,
several methods of numerical evaluation are available, their efficiency
depending upon the parameters of the transformation (see, for example,
Baranger and Davies (Ba 66)). The oscillator parameter used by Prakash
-2
and Austern is given by mw/h = 0.25577 (fm) , this is almost exactly 
equal to that used in the calculation of Philpot et al.
The evaluation of the matrix L is fairly straightforward, the cal­
culation of the integrals <n*|u? - vo|n> can be accomplished either by 
direct numerical integration or by expressing them in terms of Talmi 
integrals as described in Appendix 1. For a large matrix, the latter 
procedure is less time consuming and more elegant, but it must be noted 
that for large values of n and n 1, the latter method is extremely sens­
itive to round off errors. This is because the coefficients 
B(n£, n'A1; p) (see Appendix 1) in the expansion become very large in 
absolute magnitude, and oscillate in sign. On an eight figure machine
it was possible to calculate the (7,7) element only to ±5%, while on an 
11 figure machine only a 10 by 10 matrix can be computed with reasonable 
accuracy. Fortunately, however, the series converges in a well behaved 
fashion, and the elements for large n do not need to be known very 
accurately.
In calculating the right hand side of equation (3.6), not only the 
two body matrix elements are needed, but also the coefficients a, 3 , y  
Since these coefficients are fixed by a nuclear structure study of Ni58, 
and this nucleus has been extensively studied in the past, the question 
arises as to whether the two body matrix elements and the coefficients 
a, 3, Y can be taken from the best available structure calculation. 
Unfortunately, the matrix elements are required corresponding to states 
in which the quantum number n takes on several values, and the corres­
ponding configurations do not appear in the structure calculation. It 
is possible to take the coefficients and the "diagonal11 matrix elements 
(i.e. with n 1 = 1 for the if5/2 n* = 2 for the ^ P ^ / 2 ^ 1/2
form factors) from a structure calculation, but the results do not differ 
qualitatively from a consistent calculation. It may be noted that the 
diagonal two body matrix elements are always the largest. The residual 
interaction used by Prakash and Austern was that of Arvieu et al.
(Ar 64), and is given by
V12(r) = Vo exp f - g 2} <PQ + „o Pj) . (3.15)
Pq and Pj are the singlot and triplet projection operators (see equation
(5.7)), and
w = 0.5, y = 1.85 , V = -26 MeV .o ’ o
In a subsequent calculation, Prakash used a Kallio-Kolltveit inter­
action (Ka 64), but his results for the form factor were substantially 
the same, although the predicted energy levels of Ni58 were improved.
The mixing coefficients found by Prakash and Austern using this inter­
action were 0.922, 0 * 2 7 2 and 0.277 for a, g, y respectively. The 
potential tK(r) which is needed on the left hand side of equation (3.6), 
is taken as a Woods-Saxon potential, obtained by a suitable adjustment 
of the parameters obtained from nuclear elastic scattering. The para­
meters are adjusted to reproduce, as far as possible, the single particle 
energy levels of Ni57. Prakash and Austern used the parameters (all 
strengths in MeV, lengths in fermis)
V = -53.5 , V = -4.421 , r = 1.25 , a = 0.75 .o ’ so o
(3.16)
While Philpot et al. used
V = -51.56 , V = -4.11 , r = 1.25 , a = 0.65o so o
(3.17)
The difference produced by using these two sets of parameters in the cal­
culation is quite negligible. Having obtained the matrix elements L f
nn
using this potential, and the integrals I f, the matrix L can be inverted,
and the solutions to the set of equations (3.6) for the coefficients C^,
can be used to generate the form factor. The resulting If_ form
0/2
factor from this calculation is compared with that of the well-depth 
prescription in Fig. (3.1), both are normalized to unity. The effect 
of the configuration mixing, has been to depress the form factor in the 
nuclear interior and to augment it in the tail region. This form factor 
is similar to that obtained by Huby and Hutton, and that obtained by 
Philpot et al.
3-6 DWBA calculations for the Ni58(p9d)Ni57 Reaction
5 -
Having obtained the form factor for the —  transition, it is straight­
forward to use it in a DWBA code without including the D state, for example
Q.|
Cp,cD Ni
j__________ i J___________ L
FIG 3*1
FIG 3-2
it can be input numerically, or the code can evaluate it from the expan­
sion (3.5) and the coefficients Cr. In a DWBA calculation including the 
effects of the deuteron D state in an approximate fashion., however, 
the potential which is normally used to generate the well depth form 
factor, is used in calculating the D state corrections. This arises in 
an analogous way to the way in which it appears in the "finite range 
correction factor" (Bu 64). The calculation replaces K2 by its eigen 
value
K2 = ^  B - V )
~n h2 n n
where is the momentum operator for the neutron. In the calculation 
with the realistic form factor, the D state corrections were calculated 
by the use of the "trivially equivalent potential". This is defined 
as the potential which would give the same function as the calculated 
form factor when used in a radial differential equation of the type used 
for the well depth form factor.
V (R) = - {B + ~  n 1 n 2\i
1<£+1> . V ' (R)
+
} , (3.18)
j*
where the form factor is given by U^(R)/R.
A numerical check of this procedure was provided by calculating the
second derivative of a Woods-Saxon well-depth form factor, and using it
in the D state calculation with the potential defined by (3.18) instead
of the well-depth potential. The potential derived from (3.18) for the
If_ form factor in Ni58 is shown in Fig. (3.2). It is noticeably dif- 
51 1
ferent from the usual Woods-Saxon form and can be considered as the sum 
of a Woods-Saxon potential, and an oscillatory potential.
The code used to perform the DWBA calculations was that written by 
F. D. Santos, and a further description of it can be found in the author’s 
thesis (Sa 68) and in Chapter 6. The results of DWBA calculations are
shown in Figs, (3.3) and (3*4); The optical model parameters used in 
the calculations are listed below, finite range corrections were included, 
even when the D state was not. However, non-locality corrections were 
not included in either channel.
Optical model parameters used in DWBA calculations (Pe 639 Di 65).
V r a W r» a* V W r0 0 0 0 so so c
Proton 42.8 1.25 0.65 11.5 1.25 0.47 11.5 0 1.25
Deuteron 92.5 1.15 0.81 19.5 1.34 0.68 6 0 1.3
The lower set of curves in Fig. (3.3) is for the S state only 
calculations, and the upper set is for the calculations including D state 
effects, all curves have been normalised to the same peak cross section.
In both upper and lower curves, the three distributions shown are for
7- 5” . .the ~  transition using a well depth form factor, and the transition
using the well-depth (W.D.) and realistic (R) form factors. In the
S state only calculations, the j dependence predicted, is an effect no
larger than the variations which can be obtained by using different
optical potentials. It must be noted that other optical potentials
lead to j dependences slightly larger than those in the lower part of
Fig.(3.3), but the interest here is basically in the overall trends
induced by including the D state contributions and a realistic form
factor. The curves in the part of Fig. (3*3) show a much greater
j dependence, and comparison with the S state only curves, shows that the 
5"two j  curves have been substantially unaffected by the inclusion of
7—
D state, whereas the —  distribution has been considerably "filled in" in 
the region of the first minimum. The j dependence exhibited by the cal­
culations including D state effects and the realistic form factor, is
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S  + D
N i 5 8 Cp,
.57
d a  
dQ -I
o _
/
CM
O
20 40 60 80 100
cm.
FIG 3-3
l.U.
58^ _  j n .,.57i Cp,cDNi
E =27-5Mev. 
P
□  A  A D
S +D
 7/2" W.D
-—  5/2" R.
A A
° E x p t .  
A E x p t .
20 40 60 80 100
FIG 34 0 c.m.
greater than that obtained in the calculations which include only one 
refinement of the standard theory. The curves of Fig. (3.3) verify what 
was anticipated earlier, that the successive refinements of including the 
D state effects, and using a realistic form factor, are complementary in 
leading to a j dependence qualitatively in agreement with experiment.
The experimental j dependence for I = 3 transitions at 27.5 MeV is
shown in the upper part of Fig. (3.4). In the lower half of Fig. (3.4)
is plotted the fit to the experimental points, using the full scale DWBA
7" 5“calculations (these are the tj- and —  nRl! curves of the upper part of
Fig. (3.3)). The experimental points have been taken from Glashausser
(G1 65, G1 67),. The comparison of the j dependence predicted by the full
scale calculation, with the experimental j dependence, reveals that
although the agreement is improved by all the refinements, outstanding
discrepancies remain. The most important of these, is the failure of
the calculations to reproduce the exact positions of the peak cross
7- 5~
sections. The shift between the —  and ~  peak cross-sections predicted
by the full scale calculations is about three degrees, while the
experimental shift is almost twice this figure. The exact positions of
both predicted cross sections, however, are at about five degrees too
large an angle. This phenomenon persists for £ = 3 transitions to the
nucleus Fe56 . In the work of Philpott et al. (Ph 68), calculations for
the ~  transition in the Ni58(p,d) reaction with several different
optical potentials, and including the effects of non-locality and finite
range, have failed to reproduce the position of the peak cross section.
These authors have suggested that other processes are contributing to these
transitions, such as inelastic excitation followed by pick-up or vice
5 -
versa. The correct position of the peak cross section in the —  calcu­
lations has only been produced by a calculation using the ’’effective 
binding energy” prescription, in this prescription, the binding energy is 
less than the observed separation energy, and hence the form factor has
the wrong asymptotic form. Modifications to the well depth form factor 
at intermediate distances can produce a similar effect to the "effective 
binding energy" prescription, but the modification needs to be in a 
region well outside the nuclear surface, and there seems to be no mechan­
ism for producing this in equation (3.2) (since the presence of the 
residual interaction ensures that the source term goes to zero, outside 
the range of this interaction).
In spite of these difficulties, the reproduction of the observed 
j dependence in a qualitative and systematic manner, is very satisfying. 
Other calculations of the angular distributions for the (p,d) reactions 
on Ni58 are presented later, using a different theoretical approach to 
stripping reactions. Before presenting these results, it is necessary 
to return to the study of the theory of deuteron stripping reactions.
CHAPTER 4
BREAK-UP EFFECTS IN STRIPPING REACTIONS
At this point, it is necessary to return to a consideration of the 
theory underlying the DWBA stripping calculations, for, instead of pur­
suing the refinements of the standard DWBA theory, the remainder of this 
work is concerned with a different method of analysis of deuteron 
stripping reactions, and the comparison of this method with the standard 
method which has been applied in the last chapter. One of the most 
surprising aspects of the DWBA theory, has been its considerable success 
in reproducing experimental angular distributions, in spite of the many 
approximations which it embodies. Assuming that the transition to be 
investigated can reasonably be regarded as a direct reaction (in the sense 
outlined in Chapter 1), there remain some outstanding simplifications, 
which are implicit even in the most sophisticated form of the theory.
It is usually assumed that a nucleon is transferred to the target to form 
a final nucleus without any re-arrangement of the initial nucleus. In 
the case of strong transitions, for example when the target nucleus con­
sists of closed shells, and it is expected that the spectroscopic factor 
will be close to unity; then this is a reasonable assumption, and it is 
unlikely that "core excitation" effects contribute significantly.
Another major simplification in the conventional DWBA theory is to neg­
lect those parts of the three body wavefunction i|j+(p,n) (see Chapter 2), 
which correspond to the break-up of the deuteron. It is the investigation 
of this latter approx,v..ation that is of the most interest here.
*1.1 The Three Body Deuteron-Hucleus Wavef unction
The transition matrix element used in the DWBA theory of stripping 
reactions, reduces to the familiar form of equation (2.38), assuming the 
coupling between ingoing and outgoing channels to be weak enough for a
first order treatment to be applicable. In this work, an attempt is made 
to improve upon the further approximation, used in the conventional theory, 
of replacing the three body wavefunction ty+(p,n) by the product of a 
deuteron internal wavefunction, and the optical model wavefunction for the 
motion of the deuteron centre of mass. The considerable success of the 
conventional DWBA method, is all the more remarkable in view of the work 
by Grieder and Dodd (Gr 66), showing that the conventional DWBA matrix 
element is the first term of a divergent series. This means that if the 
product of the deuteron internal and optical model wavefunctions is used 
in an iterative series expansion for ^ (p,n), then the corresponding 
series for the transition matrix element will diverge. The extent to 
which this product represents the wavefunction ip (p,n) is not, of course, 
clear. The treatment of deuteron stripping reactions using the DWBA 
method, involves the use of realistic interactions in the incident and 
exit channels, and an approximate mathematical treatment of the three 
body reaction mechanism. Another approach to the theory of deuteron 
stripping reactions which has received increasing attention in recent 
years, has been the use of idealised, unphysical interactions between the 
three bodies involved in the reaction, and an exact, sophisticated, 
mathematical treatment of the reaction process in a three body collision.
It is not clear, to what extent the latter treatments justify the widely 
used DWBA treatment, but a complete justification can only come from 
exact three body calculations. Two examples of the idealised interactions 
used in exact three body treatments, are the separable interaction, and 
the square well potential. Mitra (Mi 62) was the first to introduce 
separable interactions between the three pairs involved in a deuteron 
stripping reaction. This technique has also been used more recently by 
Amado and Aaran and collaborators (Am 63, Aa 64, Aa 64a, Aa 66), and by 
Riener and Jaffe (Ri 67). In the work of Baz et al. (Ba 67 and 
references therein), the interactions between the nucleons and the target 
nucleus, are taken as square well potentials, while the neutron-proton
interaction is taken as having zero range. Yet another approach is 
exemplified in the recent work of the Japanese group (Ic 69, Oh 69), in 
which explicit coupling to the stripping channel is included in the three 
body wavefunction used in the stripping amplitude, and realistic poten­
tials are used for the interactions in both channels. These authors 
have calculated S-matrix elements for a (d,p) reaction on 016, and com­
pared the DWBA method using Coulomb distortion only, the DWBA method 
using nuclear distortion, and their coupled channels calculation. They 
find that the full DWBA and the coupled channels calculations disagree 
for low partial waves, and that both disagree with the Coulomb distorted 
Born approximation for low and intermediate partial waves. A confident 
assessment of their results is difficult, however, since they neglected 
terms arising from the non orthogonality of the deuteron and proton 
channel wavefunctions. Other coupled channels calculations have been
presented by Rawitscher (Ra 67) for (d,p) reactions on Ca1*0. Exact 
three body calculations will have to deal with the complicated problem 
of energy averaging, and are still a long way off. In view of its 
widespread use, an extension of the DWBA method to include the dominant 
contributions from break-up channels, while not requiring an exact three 
body treatment of the reaction, is desirable, in addition, it is hoped 
that such a model will shed some light upon the success of the standard 
DWBA method.
Any study of (d,p) stripping reactions must be linked with a study 
of deuteron elastic scattering, since both are essentially three body 
reactions. In the conventional DWBA theory, while elastic scattering 
is not regarded as a three body reaction, the connection between the 
stripping matrix element and elastic scattering is very simple and direct 
as explained in Chapter 2. The vast majority of analyses of deuteron 
elastic scattering treat the transition as essentially a two body problem 
The elastic scattering is described by the introduction of the rather
artificial deuteron optical potential, in which the deuteron is considered 
as a rigid particle of spin one. Since the elastic scattering is only- 
dependent on the asymptotic form of the deuteron centre of mass wave­
function, this theory gives good agreement with the experimentally 
observed cross-sections, as the optical potential can be considered as 
merely a convenient way of producing the observed phase shifts, and hence 
the asymptotic form of the deuteron centre of mass wavefunction.
In the analysis of a stripping reaction, however, the full three 
body wavefunction appears explicitly in the transition matrix element.
The conventional theory replaces this by the product of the deuteron 
internal and optical model wavefunctions. It is clear from the form of 
the transition amplitude that the three body wavefunction is only required 
within the range of the form factor. In fact, the amplitude depends 
crucially upon the wavefunction in the surface and interior regions of 
the nucleus, where the significance of the deuteron optical model wave­
functions is hard to assess. In this connection, it is not surprising 
that different parametrizations of the deuteron optical model potential 
(the widely reported ambiguities in the deuteron optical model parameters - 
see, for example, Perey and Perey (Pe 63b), Bassel et al. (Ba 64) and 
Rook (Ro 65)), whilst producing equally good sets of phase shifts for 
deuteron elastic scattering, do not give equivalent results when used in 
the stripping calculation in the framework of the conventional DWBA 
calculation. Recently Johnson and Soper (Jo 69, So 69) have introduced 
a model for calculating stripping matrix elements, having a similar mathe­
matical structure to that of the standard DWBA method, but which includes 
the coupling between the deuteron elastic and break-up channels, in an 
adiabatic approximation. In this model, the deuteron optical potential 
plays no part, and the consequent ambiguities mentioned above are avoided. 
There is no longer such a direct link with deuteron elastic scattering as 
in the conventional theory, nevertheless, elastic scattering can be
investigated using the same approximations. The theory of Johnson and 
Soper depends upon an adiabatic approximation, which treats the internal 
motion of the neutron-proton system, for small separations in S wave 
states, as ^low* in comparison with the motion associated with the 
centre of mass of the neutron-proton system. These authors found that 
the use of this theory gave a good account of the partial waves in the 
deuteron channel which are important in stripping reactions. In fact, 
the theory accounted for the elastic scattering of deuterons In the 
20 MeV region with A * 50 quite well, and this result helps to justify 
the use of their approximations in the analysis of stripping reactions 
in this energy region. The adiabatic approximation is discussed in more 
detail later, after it has been introduced into the theory, but it may 
be noted here, that the theory can be formulated in various equivalent 
ways. The adiabatic theory is first introduced, including coupling to 
the broken-up triplet S wave states of the neutron-proton system, using 
the method of Johnson and Soper. In the next chapter, this theory is 
extended to include coupling to the broken-up singlet S wave states of 
the neutron-proton system, and the adiabatic approximation is used in a 
slightly different but equivalent form. Before proceeding to consider 
the theory, however, it is convenient to first introduce the notation 
used.
^•2 Further Notation
|a>: Kets in the space, of functions of r only (the relative co-ordinate)
are denoted by angular brackets, thus
< r | a > = a(r)
(3}: Kets in the space of functions of R (the centre of mass co-ordinate)
and the total spin co-ordinates, are denoted by curly brackets, thus
t s >  X 3  I e  } =  6 3 ( 5 )  •
|y): The round brackets denote kets in the full space of functions of
r, R, and the total spin co-ordinates, with labels referring to R space 
placed first in the bracket. The representation being used in spin 
space is often unspecified, and the spin co-ordinates are sometimes 
omitted entirely, where they are not needed explicitly |as in |t/f(p,n »]. 
The notation (ot13) is used to specify inner products in the full space, 
while <ot13> and {ot13} are used to represent products in the space of 
functions of r, and R and spin only, respectively. The product 
<a|3) (= |y}) is defined according to the following rule, if
<r|a> = a(r) ,
and (omitting spin co-ordinates)
(R,r|B) = B(R,r) ,
then <a|fi) is a vector in the space of functions of R (and spin) corres- 
ponding to the function where
Y(R) =
Analogous considerations apply to equations of the form 
{a|e) = |y> ,
while the product <a|3} is not defined.
4.3 The Adiabatic Approximation
The wavefunction ip+(p,n) in the transition matrix element, is the pro­
jection of the many body wavefunction describing the system with a deuteron
in the incident channel, onto the ground state of the target nucleus.
«|»
The equation satisfied by (p,n) may be written as
(E - Tp - H - V(n,p>) iC+(p,n) = 0 , (h.l)
k np
j d]r a (r) 3(R9r)
where
Hnp
E
T and T are kinetic energy operators, and E is the total energy of r R
the system. V is the neutron-proton interaction potential, E^ is the 
incident deuteron kinetic energy, and is the binding energy of the 
deuteron. The effective interaction V(n,p) is taken as
The co-ordinates R and r are the centre of mass and internal 
co-ordinates for the neutron-proton system, V and V are the neutron
tial, It should be noted, that writing the effective interaction in the 
form above, is an approximation. The nucleon optical potential is the 
effective interaction generated by reducing the many body nucleon-nucleus 
system to a two body model. Unfortunately, the effective interaction in 
a three body situation for one nucleon cannot simply be the nucleon optical 
potential, since both nucleons excite the same internal co-ordinates in the 
target nucleus. A further complication concerns the energy at which these 
potentials are to be evaluated, since it is known that the equivalent 
local nucleon optical potentials are strongly energy dependent. Johnson 
and Soper take the nuclear potentials evaluated at half the incident 
deuteron energy, and it can be shown (So 69) that if the energy dependence 
of the nucleon optical potentials is entirely derived from a non-local 
potential, with a range of non-locality which is small compared with the 
size of the deuteron, this is quite an accurate prescription for generating 
the nWatanabeu potential Vqo (= + V 1^). The effective potential
and corrections to the simple form (4.2), have been studied by Austem and 
Richards (Au 68) and Mukherjee(Mu 68). It is clear that the interaction 
V(n,p) produces break-up in the nuclear field of the target only. The
V(n,p) = V (R + i r) + V (R - J r) + V (R) . (4.2)n ~ - p - - c ~
n p
and proton optical potentials respectively, and is the Coulomb poten-
contributions to elastic scattering and deuteron stripping from Coulomb 
break-up (which are neglected here) have been investigated by Clement 
(Cl 62, Cl 65) and others (Be 65) and are probably small for reactions 
above the Coulomb barrier*
Formally, if the Hamiltonian can be written as the sum of a 
Hamiltonian acting only on the centre of mass of the deuteron, (H(R)), 
and another Hamiltonian acting solely on the internal co-ordinates, 
(Hj(r)), then there can be no break-up. Writing ip in this case as
i K .R
++<£.5> = *d(r) e d ' + e -~h (r ) ■a
having used the boundary condition of a plane wave of deuterons incident, 
the equation can be iterated to give
i|>+(r,R) = X+(£) »
where i K .R
x = 6 + E - H(R) + e + ie x *5* *o
For the solution of equation (4.1), however, a complete set of 
functions for the internal co-ordinate r is required. Defining now the 
projection operators
Po = I v ^ d l  • Qo " 1 - po • ( lK 3)
where <t>,(r) is the deuteron bound state wavefunction a
i|>+(p,n) = Pq ij/+(p,n) + Qq \J>+(p,n) , (4.4)
and
P i{/+(p,n) = X*(R) • (4.5)o a o ~
In the conventional DWBA calculation, the explicit contribution from
ij/+ is neglected. It has already been noted that the evaluation of
the stripping matrix element requires an accurate form for ij>+(p,n) within
the range of the form factor, but more importantly, it is only required
within the range of the neutron-proton force, i.e. for |r| < range of V .
In the limit when V is a zero range force, only the relative s wave
np
components of i/>+(p,n) give a non-zero contribution to the matrix element.
If it is further assumed that the spin dependent terms in V(n,p) are 
symmetric under interchange of neutron and proton space and spin co-ordinates,
then only 3S states of the neutron-proton system can contribute to 
ij>+(n,p). Since the boundary condition specifies a triplet deuteron 
state, this means (in equation (4,2)) that even if neutron and proton 
optical model spin orbit potentials are included, there can be no trans­
itions between triplet and singlet states, if these potentials are equal.
A general solution for rp (n,p) can be written
<J/+(n,p) = *d(r)xo(R) + <J>+(ek,r)x(ek,R) + ^'(p,n) ,
i
(4.6)
where the (e, ,r) are 3S scattering states of the neutron-proton system, 
satisfying (H is the Hamiltonian for the neutron-proton system)
«np <j>+(ek,r) = ek <f>+ (ek#r) , ek > 0
Hnp*d(r) = “ ed * d(r) ’ (U-8)
«J>dl<J>+(ek)> = 0 , «J>+(ek)i<J>+(ek,)> = 6(k - kf) ,
(4.9)
Qo = 1 - |<f>d>«f>dl = j  ^<U+(ek)><({>+(ek)| .
(4.10)
From equations (4.1)s(4.2) and (4.6) (4.8), and putting r = 0,
(E + ed - Tr - Ve(R) - Vzr(R)) *d(0) X0<R)
+ j dk /(ek ,0) x(ek R) = o , (4.11)
where
V „  = V (R) + V (R) . (4.12)liss. n p
The adiabatic approximation consists in assuming that the error 
involved in replacing ek by -s^ in equation (4.11) is small, under which 
circumstances, (4.8) reduces to a differential equation for i/+(0,R).
Writing
then
and
i|)+(r=0, R) = 4>d<0) j^R(R) , (<*.13)
tE + ed - TR " V W  - 5 c (R)I *ZR(R) ' ° •
*ZR = *o(R) +
<|>+<e 0)
S' — j o y  x(v R) • (1>'15)d
The stripping matrix element becomes (see (2.38), in the limit of an 
infinitely heavy nucleus)
lT(d,p)]2R = Dq J dR(x”(R))* F*(R) Xzr(R) , (4.16)
where
D = j dr V (r) <K(r) ,o J ~ np d
= <K=0|V U,> . (4.17)- 1 np1 d
Dq is the usual constant which appears in the zero range DWBA limit. 
The adiabatic approximation clearly requires that the significant values 
of e, associated with relative S wave states in ty+(p,n), should be small 
compared with the energy associated with the motion of the centre of mass 
of the neutron and proton. Johnson and Soper found that the dominant 
were below 10 MeV. It is therefore to be expected that the approxi­
mation will be quite good inside the nucleus where the wavefunctions are 
needed accurately.
The zero range calculation now proceeds on the same lines as a con­
ventional zero range calculation, with the potential used in place of 
the deuteron optical model potential, which is normally used. As men­
tioned in Chapter 2, the zero range approximation can be improved with 
very little increase in the complexity of the calculation, by introducing 
finite range corrections in the local energy approximation, and this 
correction can also be included in the adiabatic treatment, as described 
in the next section.
4.4 Finite Range Effects
The local energy approximation to finite range effects, proposed by 
Buttle and Goldfarb (Bu 64) and Bencze and Zimanyi (Be 64), uses an 
approximation for the momentum space representation of the product of the 
neutron-proton potential and the deuteron wavefunction, which can be 
written (neglecting tensor forces) as
A similar approximation is used here for the broken up S wave states,
It is assumed that the range parameter 6f = 6, which means that the 
important in equation (4.6) are such that the effective range expan­
sion is valid. This, however, is consistent with the other approximations 
already introduced, since it is assumed that only S wave states of the neutron
proton system are important in the transition matrix element. Using now 
(4.18) and (4.19) in (4.6) yields
<k |v U  >
- 1 np1 o
(4.18)
(K < 6 *)
(4.19)
Do (4.20)
Using a Taylor series expansion of XQ(R) and x^s^R) in (4.6), the 
equation for ip (p,n) (neglecting i/*1) becomes
Similarly, expanding the proton wavefunction gives
where
= r - r 
~P ~n ~ = i(£n + V
Using these expansions in the transition matrix element leads to
T(d,p) = dr fdr exp [i r.K ] V (r) ~ n 1 ~ r L ~ ~opJ np
(4.23)
^(r) x A r )  + a o ~n dk 4>+(ek ,r) X(ek ,rn )]} F"<i;n )x“ '(Kp ,rn )
The operator K = i(Rj - K ) = - i(} V. + V ) acts on the functionsr -op ~d -p -d ~p
\p and Xp through and respectively. Using now (4.20) and noting 
that K does not depend on r, (4.23) reduces to
T(d,p) = D dR
1
1 - J 2E
a 2
X (R) x“*tK ,R) f'*(R) . (4.24)
This is of exactly the same mathematical form as the matrix element used 
in the conventional DWBA theory, except that xFR(R) replaces the optical 
model wavefunction. The expression (4.24) can easily be generalized to 
the case of a finite mass nucleus, by including the usual centre of mass 
factors. From (4.20) it is clear that asymptotically
Xfr(R) = (R,K=o|Vnp|^ +(p,n)) , (4.25)
1 Rd«R
j$co e + (outgoing waves)
Multiplying (4.1) on the left by V (r) and integrating over r givesnp
dr V (r) (E - H - T_ - V(n,p)) i|/+(p,n) = 0 . (4.26)np np R
The assumption that the momentum space representations of the products
V cf>,(r) and V <f>+Ce, ,r) differ by a constant (equations (4.18 -»■ 19)) np Yd np k9 J n
implies that the co-ordinate space representation of these functions simi­
larly differ by a constant. In the case of a separable neutron-proton 
potential, this result is exact, and has been derived by Yamaguchi (Ya 54).
Using the adiabatic approximation and the equation (4.6) for ^T(p,n ) in 
(4.26) yields
tE + £0 - TR - V R) ‘ ?FR(?)J;iFR(5) = ° ’ (lt-27)
where
V__(R) = <K=0| V (V + V )  14>>/D . (4.28)FR ' np n p 1 o o
The finite range potential V__(R) is the sum of the neutron and protonr K
potentials, averaged over the range of the neutron-proton force, this folding 
procedure leads to a potential with approximately the same depth as 
(Vn(R) + Vp(R)), but should be distinguished from the potential obtained by 
averaging the nuclear potentials over the deuteron internal wavefunction. 
(This potential is the first term in a formal expansion for the deuteron 
optical potential, and has been much discussed in this connection, see, for 
example, Watanabe (Wa 58), Perey and Satchler (Pe 67) and Soper (So 69).)
The short range of the neutron-proton force leads to a significantly dif­
ferent potential. The Watanabe potential is quite asymmetric (Pe 67) and 
cannot be adequately fitted by a Woods-Saxon form, inasmuch as scattering 
from the ’exact* and ’fitted’ potentials differ appreciably. This diffi­
culty does not arise here as the potential V is of such short range as to 
produce a potential similar to V^(R) which can be elosely represented by 
a Woods-Saxon form.
The method used by Buttle and Goldfarb (Bu 64) to deal with the oper­
ators appearing in (4.24) can be applied here. It consists of using 
Green’s theorem to show that K can be replaced by K’ in the matrix 
element where
K* = J '■ 5 - i V2 - i V2 (4.29)-d ~p ~n
The various Schrttdinger equations satisfied by Xp anc* are
then used to find eigenvalues for K*. Since in the formulation used here 
the operator acts entirely on XpR9 and this function satisfies a differ­
ential equation of the same form as that satisfied by the deuteron optical 
model wavefunction, the finite range correction factor appears in exactly
the same form as it does in the conventional calculation, with VpR(R) instead 
of the deuteron optical potential.
In this prescription, therefore, the descriptions ’zero range’ and 
’finite range’ as applied to the DWBA calculations, have a wider significance 
than in the standard DWBA method4 The potentials used to generate the 
’deuteron’ wavefunctions, differ in zero range and finite range calculations, 
although the difference is not great. It must be emphasised, however, that 
the function x(R) in either zero range or finite range calculations, is not 
expected to yield the elastic scattering of deuterons, since it contains 
components corresponding to the centre of mass motion of broken-up neutron- 
proton pairs.
The term ’adiabatic’, as it is used in this model, has the physical 
interpretation that the internal motion of the neutron-proton system is 
’slow’ compared with the motion of its centre of mass. In contrast, 
roughly the opposite assumption is made in the treatment of Sitenki and 
Levskin (Si 68), Testoni and Gomes (Te 66), and in the work on break-up in 
a Coulomb field (Cl 62, Cl 65, Be 65). It is not to be implied that this 
other approach is necessarily bad, but that.it is not appropriate for the 
treatment of break-up in a nuclear field. In a Coulomb field, the poten­
tial changes so slowly, that the relative motion of the neutron and proton 
can be considered as being in a fixed external field. In this case, the 
internal motion of the deuteron can be considered as ’fast’ when compared 
with the translational motion. What must be compared are the times charac­
terising the internal motion of Hie deuteron, and the time taken for the 
centre of mass to move a distance over which the break-up potentials change 
significantly. In the nuclear surface region, the break-up potentials 
change very rapidly, and it is difficult to justify the use of the 
’adiabatic’ approximation as it is used in the treatment of Coulomb break-up, 
except at very low energies.
4.5 The Spin-Orbit Potential
If the Vr and appearing in the effective interaction term V(n,p) 
are optical model potentials with the usual parametric form, they will in 
general include spin-orbit terms. The evaluation of the contributions 
of the spin-orbit potentials to V(R) is not so straightforward as the 
contributions of the central terms, but has been considered (in the 
similar case of the potentials averaged over ^(r)) by several authors, 
often incorrectly (starting with Watanabe (Wa 58)). Raynal (Ra 65) was 
the first to point out that if the nucleon-spin orbit potential terms 
have a form factor which is the derivative of a volume form factor, then 
this is also true of the folded potential. The derivation of the spin- 
orbit contributions to the potential V(R) is included in Appendix 2, as 
the theory is needed in the consideration of the singlet neutron-proton 
states in the next chapter. The results are quoted below.
The evaluation of the folded potential concerns the matrix elements 
of the nucleon optical model potentials between two spherically symmetric 
states. The more general results derived in Appendix 2, concern the 
evaluation of the sum of the nucleon optical model potentials between 
S wave projection operators, and may be written
P0 fv,(r ) a £ + V (r ) a  .t ] P„
S L 1 p -1 ~p 2 n -2 ~nj S
j (R + 2 r)
= l P. IV.(R + i r) {R. — ---- — }
° L ps Si-if
+ s P<
(R - i r) "i
V2(R - i r) {R. -^---}j Pg £2.L . (4.30)
Pg is an S wave projection operator, and a2 are the Pauli spin 
operators for proton and neutron respectively, and A and are angular 
momentum operators for the proton and neutron, while L is the angular 
momentum operator for the centre of mass of the neutron-proton system
(see Appendix 2). and are optical potentials for the proton and
neutron respectively, and the form (4.30) depends on the spherical 
symmetry of these potentials. Assuming the usual form
then
V (r ) = V° —  — —  f (r )
V  p 1 r dr r l p' 5
F P P F
PS l-Vl(V Si4p + Vrn) 22 - y  ps
= R dR [PS tV l + 2 r|)} Pg(s
+ Ps {V° f2(|R + i r|)} Ps(i a2.L)
(4.31)
(4.32)
This gives Raynal*s result, that if the nucleon spin-orbit potentials have 
the Thomas form, then so does the folded potential <<J>(j|v^ °| •
Assuming in the folded potential, that the spin-orbit parts of the neutron 
and proton optical model potentials are equal in strength and shape, as 
is generally the case (as noted earlier, this leads to the vanishing of 
the singlet contributions), the spin-orbit part of the adiabatic potential 
reduces to
so 1 d
so I ® <R=0lvnP fi(l5 + 4 sl>l+dd 4<2! + zj-b
(4.33)
In a similar notation, if the real and imaginary parts of the proton 
optical model potentials can be written as
V (r ) = V° f (r ) + W° f . (r ) ,
P P pr P Pi
then (with a similar formula for the neutron potential), the real and 
imaginary parts of the folded potential are given by
^ a,(R) = V° <K=0^ f (R + i r)|*->o real p - 1 np pr - ~ 1 d
+ V° <K=0|V f (R + J r) I tf> ,> , (4.34a)n * 1 np nr - ~ 1 d ’
- b/ -
D V. (R) = W° <K=0|V f.(R + ir)U.>o imag p - * np pi ~ ~ ,yd
+ W° <K=01V f .(R + i r) U  ,> . (4.34b)n - 1 np m  - ~ ,Yd
The evaluation of the matrix elements appearing in (4.41) and
(4.43) is quite straightforward, but involves a double integration, an 
approximate method for calculating the finite range potentials is con­
sidered briefly in the next section.
^ Evaluation of the Adiabatic Potential
The adiabatic finite range potential V-.-XR), as has already beenr K
mentioned, differs from the potential obtained by averaging the nuclear 
optical potentials over the deuteron internal wavefunction, nevertheless, 
the same method can be used to calculate it. The procedure has been 
described by Watanabe (Wa 58) and the finite range potential has been 
calculated using a numerical double integration for a variety of nuclei. 
The resulting potential is closely similar to the zero range potential 
V„_., which is merely the sum of the nuclear optical potentials, the main 
difference being in the diffuseness of the surfaces. A typical example 
is shown in Fig. (4.1), where the folded potential Vp^ has been calculated 
for use in the Fe5£f(d,p)Fe55 reaction at 23 MeV, and is compared with a 
deuteron optical potential which has been used in a conventional analysis 
of this reaction (Yn 67). It can be seen that the main features in 
which the two potentials differ are (a) in the radii of the real and
imaginary parts, (b) in the diffuseness of the real and imaginary
potentials, and (c) in their depths. The imaginary part of the deuteron 
optical potential extends further radially than the imaginary part of the
folded potential, while for the real parts, the converse is true. The
large radius of the imaginary part of the deuteron optical model potential 
has been assumed in the past to be related to the break-up of the deuteron
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at large radii. The difference in depths of the two potentials is, of 
course, much greater when other deuteron optical potentials are used. 
However, accumulating evidence favours the use of a deuteron potential 
approximately equal to the sum of the neutron and proton potentials in 
stripping calculations*
The DWBA calculations are not very sensitive to the smaller dif­
fuseness and slightly different depth of the folded potential compared 
to the deuteron optical potential. Experience with using the folded 
potential, indicates that the most important differences are in the radii 
of the real and imaginary parts of the two potentials. Before proceeding 
with the development of the adiabatic theory, it is convenient to note 
here, that approximate formulae can be developed for obtaining the 
adiabatic potential from the nucleon potentials (if these are generated 
by standard functional forms). A particular parametrization of the 
finite range adiabatic potential is included in Appendix 5, the prescription 
given there (A5.6) gives very acceptable fits to the numerically calculated 
potential, and has been used for many of the results reported in this 
work. Since the differences between the use of this prescription and 
the use of the numerically calculated potential are insignificant, no 
further reference to which potential was used will be made. What is 
important in the use of the adiabatic potentials, is not so much the way 
in which the finite range and zero range potentials differ, but the way in 
which both of them differ from the conventional theory.
In the development of the adiabatic theory so far, the neutron-proton 
states included in the calculation have been restricted to triplet states of 
the total spin angular momentum. If the spin dependent potentials acting 
on the neutron and proton are not equal, however, there will be transitions 
to broken-up neutron-proton states having zero total angular momentum.
In the next chapter, the adiabatic theory is extended to include the con­
tributions of these singlet states.
CHAPTER 5
SINGLET COUPLING IN DEUTERON STRIPPING REACTIONS
In the formulation of the adiabatic theory of both stripping reac­
tions in the last chapter, and elastic scattering in the work of Johnson 
and Soper, it was assumed that only triplet relative S wave states of 
the neutron-proton system were important. While it was noted that if 
the spin dependent terms in the effective interaction did not also have 
an isobaric spin dependence, then there could be no singlet contributions 
to the three body wavefunction, evidence on the relative magnitudes of 
the neutron and proton spin dependent potentials, is unreliable. In 
addition, although the approximate equality of the neutron and proton 
spin-orbit potentials implies that singlet coupling effects will be 
small, the presence of a resonance in the singlet neutron-proton system 
at approximately 0.06 MeV leads to a need to examine the singlet states 
more closely. The formal theory of deuteron stripping reactions may be 
developed to include the singlet contributions without invoking the 
adiabatic approximation, and these general results are derived from a 
consideration of the full three body wavefunction, in the subsequent 
section, before using the adiabatic approximation to reduce the calcula­
tion to a soluble form.
5.1 Singlet Coupling in the Zero Range Approximation
In their investigation of deuteron elastic scattering using the 
adiabatic theory, Johnson and Soper (Jo 69, So 69) neglected the singlet 
S wave states, and an investigation of the importance of the singlet 
channel in stripping reactions will throw some light on the validity of 
its neglect in elastic scattering calculations. It is simplest to begin 
with the effect of coupling to the singlet channel in the zero range 
approximation, using the same approximations as were used in the
adiabatic theory of stripping, described in Chapter Using the same 
notation as before, the stripping matrix element required can be written 
(cf. equation (2.43), y is defined in Chapter 2)
(a2 59l) = (*k a (p) ,1’j£(n)lVnpl^ a (p*n)) *
-2 2 * “1 1
= f dr dR i ( y  R-f r) R + i r)
J -2 2 * * 3
x VnD(r  ^^k a • ( 5 t l )
p -11
In equation (5.1), V (r) has been assumed to be local, although this is 
not a necessary assumption, indeed using the techniques of section 4.4, 
the matrix element can be written
(a So > = I  dR ( r R) *?R(R) <R.K|V l<£ > .(5 .2)
J -2 2 -11
where
K = J (Kn - (y + 1)K )
and and are gradient operators acting on the neutron and proton 
wavefunctions respectively. The representation of V ip in (5.2) is 
given by
= I ^  ”  % (P) ’
In the zero range approximation, the matrix element reduces to
(92 5 o l> = |  ®  V 2(Y - } *S‘ (5 ) (?  - ^ ' V n p l ^ ^  •
(5.3)
The boundary conditions on tji imply that (using (4.1))
(E " TR “ Hnp - Vn + in) I  ^ = 1 n l5l Xl1 V  ’
where
„ .
~X 1 (5.4)
l*V n ) = lim. I’f'k n > •
^(r) is the deuteron bound state wavefunction (assumed here to be a pure 
3S state) and the spin functions are defined by
ai o o
x (p,n) * I (J a i crjs a ) Xi2(p) Xl3(n) . (5.6)
1 O ^ ^  2 * 1 1 2 2
a2 a3Xi (ji) and xi (p) are spinors describing the state of the neutron and 
2 2
proton respectively. Defining now the spin projection operators P
si
for triplet and singlet neutron-proton states as
„ + 3 + a .a_ r a. a.T -n ~p= / x 1 x 1 =----- -— - _
1 “ 1 1 9
1
(5.7a)
. 1 - o .a
po = xo xo = — r r ~  • (5-7b)
where
[P , H 1 = 0 , P + P, = 1 ,L s 9 npJ 9 o  i 9
and assuming that V is a spin dependent, orbital angular momentum
conserving potential (consistent with the assumption that the deuteron
is a pure 3S state), the zero range matrix element (5.3) can be written
= I ) •
si "2 2 1 (S.8)
and are the n-p potentials in the singlet and triplet spin states 
respectively. It is convenient at this point to introduce the following 
definitions
|V > = V S1 |K=0> , (5.9)
1 s^ np 9
CRVJ Pl l ^ C )
*£,<,<$> = > (5*10a) -1 1 I'd
(R V |P U* )- o* o ,rk.cr
^ (8) =  W "  • (5aob)
With these definitions, (5.8) becomes
The quantity <V^ 14><j> is the zero momentum Fourier transform of V (r) ^(r) 
defined in equation (4.17). In this equation, the direct singlet and 
triplet contributions to the matrix element have been separated, but it 
should be noted that the inclusion of coupling between the singlet and 
triplet channels, modifies the triplet wavefunctions, in addition to 
producing non-zero singlet matrix elements. Now from the equations 
for and the definitions of ^ S1 ((5.4) and (5.10)),
<V, |p (H - e, - V„)U* )
(E - e - T + i n)l^ } = — -— -— M-- !il2j—
+ i n U d, X®1, k j  ,(5.12a)
<VolPo(Hnp - eo + Vl<.>
(E - eo - TR + 1 »>l*£1a > =  T | V -------------  '-1 1 old
(5.12b)
In these equations, eQ and e1 are at present arbitrary.
In order to render the problem tractable, it is necessary to intro­
duce, at this point, the adiabatic approximation. In Chapter 4, the 
adiabatic approximation consisted of neglecting the energies associated 
with the internal Hamiltonian, or rather in replacing H by -e^, the 
deuteron binding energy. In equation (5.12), PjJ^ a  ^ nee^ec^ 
only within the range of Vn^ (r), and the adiabatic approximation can be 
considered as equivalent to the following approximation
(R r|P |5£ ) = *,(r) 1  1 (R) , (5.13)
- " 1 5i°i 1 ' V i  '
for |r| < range of Vjl (r) ,
since the use of such a form leads to the same equations as were used
before, identifying (R) with x(R) and $ (*0 with 4^(r). Equation
-l°l ~ 1
(5.13) is also consistent with the approximations (4.18-19) for the
momentum representations of the dominant break-up components. It is
also possible to arrive at such a form from a slightly different angle,
by assuming that the dominant components of P |t|^  ) correspond to
-la l
relative S wave eigenstates of H with energies small compared with the
depth of V^. In this case it is to be expected that the shape of all
the important neutron-proton eigenfunctions will be similar for |r| less
than the range of vnp(r)s since <|>d(r) is the dominant component of
^k c s^ ou^  be a good approximation to ^(r). Clearly, if
this approximation is reliable, other low energy eigenstates of H
could also be used for <f> (r), which would lead to different contributions
1 -
from the H terms on the right hand side of equations (5.12). The
adiabatic approximation assumes that the uncertainty associated with
these different choices is not important. As discussed in Chapter 4,
this means that the important components of P ) involve eigenstates
1 -la l
of H with energies small compared with the other energies appearing in 
the equations (5.12) (i.e. the depth of the effective interaction and 
the centre of mass energy). The choice
= > £ i ~ ~ e a 5 (5.14)
has the obvious advantage of ensuring that the asymptotic form of the 
dominant elastic scattering component of P^|^ ^ ) has the correct 
momentum. Using equations (5.13-14), and analogous approximations for 
the singlet channel leads to
(R, Vo (S) ’ (5-15)
for | r | < range of # and
for |r| < range of ,
where
Hnp ♦o*5) * eo *o(c) *
It is natural to identify the state <J>0(r) with the singlet scattering 
state at the resonant energy 0.06 MeV), but within the framework of the 
adiabatic approximation, there is no real reason for doing this, end it is 
to be expected that any other low energy scattering state would be equally 
suitable. Just as the bound state deuteron energy was chosen for the trip­
let channel, however, on the grounds that the dominant part of the wave- 
function will then have the correct asymptotic momentum, it can be argued 
that the dominant singlet break-up will be to the resonant state, and 
choosing the resonant energy for gives the correct asymptotic momentum 
for this part of the singlet wavefunction. The presence of the resonance 
affects mainly the amplitude of the singlet neutron-proton wavefunction in 
this energy region, and not the shape of the scattering wavefunction for 
|r| less than the range of Vn°«> From the point of view of the adiabatic 
approximation, it is the shape which is most important, the approximations 
(5.15) and (5.16) relying on the shape of all the important low energy 
eigenfunctions of H being similar within the range of the neutron-proton 
potential. It therefore seems reasonable to use the adiabatic approxima­
tion in the singlet channel as well as in the triplet channel. Assuming
now that the range of V (r) is the same in both the triplet and singletnp
states, and that the potential differs mainly in strength between triplet 
and singlet states, substituting equations (5.15-16) into equations (5.12) 
for if? and if,1 leads to
V i  V i
E + ed - TR - <V1|<|)d> + 1 n.
< V llP l VH Po l V  <Vo l V '  |To , , . h  o ,
1W  + 1 n|^  x> -1} 5
(5.17a)
and
<V |P V„ P |c|>,>„ o' o N o' d ■ .
E - e - Td ----;r,-|7"s------- + i no R <V ® >o I o
<VolPo VN Pl l V  ,,, , (5.17b)
To simplify equations (5.17), it is convenient to define
, . <VJF1 VN PJ V
ii '
10
<vi l pi VN PoiV
<viiv
V
oo
01
<v Ip v.T p Uo' o N o'Y<
<V
o l V
(5.18)
<VolPQ V j V  
<Vo l V
Note that in the zero range approximation, these expressions are very 
simple, for example 
«ZR,
*n(R) = tpls V5*E> pJ r=Q ’ (5.18b)
with similar equations for VQ0, V1Q, and VQ1. P is a product of spin 
triplet and relative S wave projection operators, which projects out 
triplet S wave eigenstates of Hnp- Equations (5.17) can now be written 
more simply as follows
(Ed - TR- V R) + iT l ) l i k . a > " 7  910(5 > IC J
where
and
-11 -1 1
+ i nlxji <f>d kj} »
(5.19a)
-1 1
<Vo' Yda  = <viiv *
<v u  > 
I _ o' o
<viiv ’
E , = E + e ,d d
- 1 1  
(5.19b)
(5.20)
(5.21)
The boundary conditions built into the equations (5.19) define the 
asymptotic forms of the solution of the equations obtained be setting
a 1
R->® Xl* 6 ~ ~ + <Agoing waves) , (5.22a)
rX  xo (°utgoing waves) . (5.22b)
Since it has been assumed that the dependence upon the energies eQ
and is very weak, the only way in which the properties of the singlet
neutron-proton system enter the calculation is through the factors a and
a*. In fact, since the ranges of V ° and V 1 are assumed to be equal,np np
a and a* are equal to the ratio of the strengths of V ° and V 1 (see  ^ np np
equation (5.20)), and
V °
0 = a i = J2E. . (5.23)
V 1 
np
The direct singlet contribution to the stripping matrix element in
(5.11) thus differs from the triplet contribution by the factor 
(V^/Vnp). It is clear from the coupled equations (5.19), however, 
that even when a tends to zero, and the direct singlet contribution 
becomes negligible, the triplet wavefunctions are still altered by the 
inclusion of the coupling.
5.2 Partial Wave Expansions and the Coupled Equations
-S1In order to actually calculate the functions liL  ^} defined in
11
equations (5.10) and appearing in equations (5.19), it is convenient to 
make a partial wave expansion of them. The form of this partial wave 
expansion is determined by the asymptotic boundary conditions expressed 
in equations (5.22). The asymptotic wavefunction consists of a plane
n = 0
*k a (5> -1°1
and
K  a (R) -1 1
wave of incident triplet deuterons together with outgoing waves, this 
plane wave can be expanded as
|k,. X°\*d} = ■** I (»1Xl 1 i*1 y / * ^ )
1 1 1 
j l5 l
|Uj 1) jj 5j, kl5 *d) , (5.24)
where ^
(R.rfU! 1) ^  = V kiR) Y( (R) ^ ( r ) ,(5.25)
and the spin-angle function is defined by
Y<£ s \  (i } = I ‘V i V j M , *  YN R) X ^ P . n ) .  (5.26) 
A a 1 1 1 1 1 1 i ~ si
Also
ai a
|R> xs (p,n)} = |R, R, xs (p,n)} ,
Vl
x *5: a .
Vl
i  ( V i V ^ i V  Y* r ( 5 }
5 1^1
l(Vi} V i 1 R} • (5-27>
Now the full wavefunction satisfies equation (5.4) which can be written
a
|*J „ > = (E) I xx\  kl *d> , (5.28)
where
fl+(E) = a— W t : • (5.29)£. - ri + l n
Combining equations (5.28), (5.27), (5.24) and (5.10) leads to
s s o *
5k o (R) = I ft. I „.(R) xVp.n) , (5.30)
5i°i o' k i°i°i ~ S 1
where
s, a
X \  V U* )/<V U.> ,
~lGiai 1 S1 ~iai S 1
V 1V 1 1 
v*j'5j
k ^ d)/<Vs |*d> ,(5.31)
If H, the Hamiltonian appearing in the definition of ft+(E) conserves 
angular momentum, then ft+(E) is a tensor of rank zero. Since both (f>^
and V have angular momentum zero, then i, = i ’ and £ = £T. In theto 9 Jj;
model which has been set up, the potential V is diagonal in orbital 
angular momentum £ (by comparison, Raynal (Ra 65) has shown that including 
the D state of the deuteron in the calculation of leads to
tensor spin dependent forces which are not diagonal in £), thus
(R.CajSjS*e’,vs |n+(E)|(*ii)5i5i,ki*d>/<vs |*d>
= 5* f  6m ;  V j , (ki’R) • (5-32)1 1 J1J1 S1 1 1J1
. s!
The final expansion of the functions ik ,(R) becomes
ki V l  ~
V a V (R) = *" I * 1<Vi10ilJi5l)(VI8lff{Uiei)
1 1 1
Ml
 ^ S1
Y.1 (k ) Y. (R) f. t (k R) . (5.33)
*1 -1 *1 " ii 1
From the asymptotic form (5.22) and the equations
n+(E) = 1 + W - h\ —  (h - e) •
s!
it is easy to show that the normalization of the functions f . (k..R)
M l
is given by
f.1. (k R) 3 (k R) + (outgoing waves) , (5.34a)
£ 1 1 K-*» £ 1
1J1 1
and
(k^R) (outgoing waves only) (5.34b)
Using now (5.33) and (5.30) in the coupled equations (5.19) it is
straightforward to obtain the following coupled radial equations for the 
s!
functions f . (R) 
l3 1
where
»Vi, i.
!Ed - T* - -  V j , A vxi(R) f l  i (R) •
1 1 1  1 1  1 1  (5.35a)
£ £
fEd - ed - Eo - \  (R) = A Vol(R)fl  £ (R) •
1 ' 1 1 1 Hs.ssb)
i 3
Vjj 1(R)
«»1i)31e1v1|vH|(£1i ) j 1e1,*d>
<vilV
(5.36)
-*1v00(R) <<4l 0> W o l Vn l ( V ) t l Al * V '
<Vo l V
(5.37)
A V ^ R ) <V Id) > o I Yo <vi | V
, (5.38)
A V (R) ;<*l0> W o l Vnl(V )El W
<Vo | V
(5.39)
and is the radial kinetic energy operator
T (R) =
X1
h i
2]^ dR2
2 d__
R dR
V *1 + 1}
R2
In order to evaluate the coupling terms and the potentials in the 
coupled equations (5.35)3 it is useful to refer to the treatment of the 
spin-orbit potentials in Appendix 2. In Chapter 4 it was assumed that 
the spin-orbit potentials were equal in every respect for the neutron and 
proton. This restriction must be relaxed now, and it is assumed in this 
chapter that the spin-orbit potentials differ in their strength but have
the same shape. Under these conditions, equation (4032) can be written
Fslvi(V V 2i + W k - s J
= J  k  {ps ^ vp + + «|R + 1 El)
+ J(V° + v ° ) . i ( c  - a ).L f(|R - i r|)]p } , (5.40)p n -l -2 - ~ ~ s J
therefore
<<Aisi)3i«i!ps vh
= i k  ^ I^r + JeDRs^ + O^ Vi^ i5!^ 1^!8^3!5^
+ J(V° - V^OljSjUjgjIiCa! - 22).L|(£jspjjq>}
(5.41)
(Note that P f(|R + i r|)P = P f(|R - i r|)P ).s ** ** s s s
Now the first term in the curly brackets has only diagonal matrix 
elements in (s^) spin space, while the second has only off diagonal matrix 
elements. As is well known
<Us)j 5|S.L|U's')3’5’> = 5jr?. 5U . «jj
i |j(3 + 1) - & U  + 1) - s(s + 1)] . (5.42)
It is shown in Appendix 2 that the matrix elements in the second term of
equation (5.41) are given by
<(£l)j£ |i(2x - a2).L|UjO)jV> = <(A0)jC|i(a1 - a 2 ) .L | ( £11) j 1 > ,
= 6jjl 6££’ 6£J +
(5.43)
Using (5.42) and (5.43) in (5.36-39) gives
M l  , , i so so 1 d <Vilfs(£»£)l<f>d>
V_J (R) = V 1 . + i W .1 + J(VS + VSO) ---=-
11 real imag n p R dR ^i Kd
i |  j (  j  + 1 )  -  Ut + 1 )  -  2 j  , ( 5 . 4 4 )
V (R) = V _ + i W.° , (5• M-5)real imag
A _ ^o^ d *  i/„so „so* 1 d <Vl ^ o > | (
A V 10(R) = 5(vp - vn } R dR “ <v;'|T0“ -----  l«* + DI
(5.46)
j
, , <V If (r,R)U,>
AV>  - J(Vp° - v®°, | | r — —  l><* + d .I
(5.47)
fg(rn) is the form factor for the neutron (or proton) spin-orbit poten­
tial. and V1 , and W* are defined in equations (4.34) with V (r)a real imag ^ np
equal to (r). ^ eaq ^imag are &-*-ven by equation (4.34) with
I <i> ,> replaced by |<f> >, D replaced by <V I ij> > and V (r) equal to V° (r).
1 d  ^ 1 o o o ' o  np ^ np
At this point, it is clear, as anticipated in Chapter 4, that if the 
neutron and proton spin-orbit potentials are equal, then the stripping is 
determined by purely triplet states, since the coupling term vanishes and 
no transitions between total spin states are possible.
5*3 The Stripping Matrix Element
The DWBA matrix element S^ven by equation (5.1). In the
conventional DWBA theory, the distorted waves ik+ and \p~ are elastic
V i  V 2
scattering wavefunctions generated by optical potentials, when the 
optical potentials contain non-central terms, these functions have the 
general form
- I, ’ (5-48)
"11 a* - 1 1 1  l
and
t
a o
o = ^k a  o' *s 1 (5.49)
~2°2 a ‘2 ~2 2 2 2
When the D state component of the deuteron wavefunction is neglected,
a 1 o ’
<f> 1 reduces to the product <^(r) Xg1* "the model considered here,
S]L + &1 instead of treating if>, separately, the product of the neutron-proton
V l
potential and the three body wavefunction is used directly in the stripping 
matrix element. In fact, equation (5.11) for the stripping matrix element 
can be rewritten as
(cr^ScO = {(g2 + a (a2 Z a 1^°l ’ (5.50)
S f s
( o ^ O j ) 1 = I <UmT* (yR) ^  (R)* 1 1 i[R) , (5.51)
J 9 J -11
2 1
where
and a is defined in equation (5.23). Using now the expansions (5.30) and 
(5.49) in (5.51) gives
S O * S cf ^
(a ( a ) 1 = I <xs2 £  a 0 f i l V o  a * (5‘52)
2 1 o'o^ sl V z a2 1 * 1 1 1  si
Expanding the form factor as
*U - J ( u  s 3 "she) il Y* V  i3 • (5-53)Ac „ J 33 3
and substituting in (5.52) along with the expansion (5,6) of the spin 
a*
function x 1» leads, by means of the orthogonality properties of the spin 
s i
functions, to the equation
s s
(02 5 °l) 1 = c'al'A ( w  s3 °3|jO(s202S3a3|sia;) Ba'a'a a' ’1 / o  ^Z. 1 1
(5.54)
where ..
s c \ 1
B , , = (<h~ , i Y„ R.JIL ,) . (5.55)
a2°2 la i \ ° 2 ° 2  1 > S i V i
The evaluation of this function is performed by making partial wave expan-
. -Si -*sions of ip, , and ij/, ,, the partial wave expansion of the former is 
~lalai -2°2°2
given by equation (5.33). The partial wave expansion of the proton dis­
torted wave, which is generated by the proton optical potential, is given 
similarly by
*k 0 O 1^  = ^  J  1 2 ( Z 2 m 2 1 °2 lj2M2) U 2 m 2 i °2 lJ2M2) 
-2 2 2
I J 
2 2 .ni* o
x ^ , (r) h A y ' h  j (k2R) • (5-56)
2 2 2 2
The distorted waves with outgoing wave boundary conditions are related 
to those with ingoing wave boundary conditions by time reversal invariance. 
In fact (Go 6M-)
0 .<5> = (-)<J2 ° 2 *+k a - o'(R) ’ (5,57)
2 2 2 "52 2 2
which gives
? il aMq I
\  , 0 >(R) = ^  Z1M i 2<‘> 2 2 2 U 2V 2 - a2 lJ2M2>
-2 2 2 m2m2 2
*2J2
m2* m£
X (£ - a'|J2M2) Y2 (k ) Y (R) f (k2R) .
2 2 a 2 (5.58)
After substituting (5.58) and (5.33) into (5.55), the function B expands to 
s IX
V o ' o . d *  = . T 2 ,u U 2m 2s 2 - °2 |J2H 2)(22^  s 2 - <^|J2M2)
2 2 11 A J n^ niJMj
22J2m2m2M2
x (2 m la [JjM j X U it)2
A, - £ - A a - a* m, A A in A *
X i 1 2 (-) 2 2 Y21(k1)'Y22(k2)"
x FSl
(5.59)
where
s. r s m: m-
FJ 1t1»JJ2t2«-£A “ 1 J ^  ♦*1J 1(5> ♦*«!<*> *n (B)“ . (5-60)
and
s m! s. m* A
♦fcJ(R) = fA j (k R) Y a(R) , (5.61)
1 1 1 1  1
m* m*
* W  (y5> * f2 J (Y k2R) Y2 (R) • (5-62>
2 2 2 2 2
i£ Rj/R) yJ(r) (5.63)
The angular integrations in (5.60) over the spherical harmonics can be 
performed using standard results (see equation (A3.2)) to give
A A
S i A, Z
1 - 2 1 2Ft « = (^ Tr)”2 — “ (A m' A m ’lAA)J £ m ’J A m ’AA j 1 1 2 2
1 1 1 2 2 2 A
X U x 0 *2 0|t0) fJ;V 2 V  . (5.64)
where
FJX£ J A A = j f Z J ^  fA J Rj £ ^  r2 dR *
1 1 2 2  ‘' o i l  2 2  J
(5.65)
Substitution of (5.64) and (5.59) into (5.54) now yields
( ° 2 C° l ) 1 = ^ ( 1Xi a 3l5? ) ( i CT2*0 3 K ° l >(V ,2*
£ - A  - I r, a. “ a’ m * m *
X i 1 2 (irt)3/2(.) 2 ^  (k^Y^2 (£2)
Z A
X 1 2—  (£1mi V *|u)(£ 0£20 |£0) Fj1, £ £ ,
* 1 1 2  2
(5.66)
where the sum is over a*, a ^  cr», X, Jj9 A2, J2, m1# n^, m ’, ,
and M . Six of the angular momentum projection quantum numbers can now 
be summed over; the contraction formula (A3.5) may be used along with the 
symmetry properties of the CG coefficients to show that
o - a*I (~) ( A ^ s ^ *  |J1Mi)(A2m*s2-.aj|J2M2)(AimjA2m^|AA)
m.m‘o * 
1 2  1
a ’X «•
X (S2a2S303lSl°p(2X s3°^ i 35>
n
= s^-0 2 2Jj 3Z % (Jj
:Z 
} 1
s
1
J \ 
1 j
^ 2 S2 J y2 i
I* S 3 3 j
The last factor on the right hand side of (5.67) is a 9J symbol (Br 62).
Using this result in (5.66) gives the final form
s1
J L a  J i  a J1 1 1 2  2 2
f'Z s J  \
*, 1 i i j
S *2 * 0|40)F
» t . i
K.* i j ;
S 
. 1
J Z J Z Z 9 
1 1 2  2
(5.68)
where
i r r 2  2 2
m * m * 
(il2m2i-a2|J2M2)Y£1 (kj)Y (£,,)
(5*69)
The inclusion of singlet S waves into the zero range adiabatic cal­
culation is accomplished by evaluating the singlet and triplet matrix 
elements from (5.68) using the radial functions generated by the coupled 
equations (5.35). Substituting these matrix elements into (5.50) yields 
the full stripping amplitude, which is used to calculate the observable 
quantities in the reaction using the formulae of Chapter 2, The formulae
of this chapter are also, of course, valid for the adiabatic calculation
SO sowithout including singlet coupling. By setting Vr = V » the singlet 
radial functions vanish and so do the singlet matrix elements. The 
triplet radial functions are then generated by separate uncoupled differ­
ential equations.
5.4 Zero Range and Finite Range Calculations
In parallel with the development of the adiabatic stripping theory 
in Chapter 4, it is convenient at this point to compare the zero range and 
finite range approximations, when used in conjunction with coupling to 
the singlet channel. In the zero range approximation, the folded pcten-
trials <Vg 1^1$^ etc. become proportional to the potential V^(r=0,R).
 ^ -ZR -More specifically, from (51*8b) it is clear that is equal to the
of Chapter 4, while the potential acting on the singlet function is equal
to the triplet potential less the spin-orbit potential
Vjj(R) = V^(R) , (5.70)
*00<R > = *Z> >  - *ZR so<R) •
= *ZR + i(VN° +Vp°> I k  fs<R) ' (5-71)
Inspection of equations (5.46) and (5.47) shows that in the zero 
range approximation, the coupling potentials may be written
A V* <R) = V V* (R) = J(VS0 - V®°)[4(4 + 1)]* ~  f (R)
10 01 p n L J R d R s
(5.72)
It has already been noted that the constant a, defined in equations
(5.20) and appearing in (5.50) for the total stripping matrix element, is 
equal to the ratio of the strengths of the neutron-proton interactions in 
singlet and triplet states in the zero range approximation. Admitting to 
the finite range of the neutron-proton force does not alter this conclusion 
provided that the range of the neutron-proton force is independent of the 
total spin state. With this restriction, finite range effects can be 
included quite simply, by analogy with Chapter 4, the potentials Vqo and
become folded potentials averaged over the range of the potential Vnp
Since the range of V is so short compared with that of the functions 
<{>£ and <J>o, it is accurate to assume that
<V |f(r,R)U > <V1|f(r,R)|* >
<Vo l V    “ ' < W "  " * (5'73)
Further, it is clear from (5.46) and (5.47) that the coupling between the
two equations is again symmetric, in fact
v^ ( r ) = ^ ( R) (5.74)
(VSO - vso)
P n |>(£ + 1)1 2 V*
(Vn° + OP n
FR SO * (5.76)
Finite range corrections to the stripping matrix elements (cx^a^) 1 can be
included in the same way as in Chapter 4, the use of the same finite range 
correction factor as in the triplet state only calculation, implies that 
the triplet and singlet wavefunctions are being approximated by functions 
which satisfy equations (5.35) without the coupling term (i.e. the operator
terms). In view of the small nature of the finite range correction, and 
indeed of the singlet coupling effect itself, this approximation gives no 
cause for concern.
It may be pointed out at this stage that if the neutron-proton force 
is taken to be of the separable non-local Yama.guchi form (Ya 54)
then the adiabatic approximations (5.15) and (5.16) are better founded, in 
the sense that
is replaced by its eigenvalue derived from an equation without coupling
(5.77)
and thus
(5*slVipPll<a.) = (MlVnp^ ka. *d> * (5'79)np ~i^i ' * "P =1-1
The evaluation of finite range corrections using the local energy approxi­
mation also requires the use of a polynomial expansion, for the momentum 
representation of the product of the neutron-proton potential and the 
wavefunction (f)^ (or <*>o). These expansions are of the type shown in 
equations (4.18) and (4.19). For the separable Yamaguchi potential, the 
wavefunction is obtained directly in the momentum representation, and the 
expansion of the wavefunction in powers of K2 is particularly convenient 
for the extraction of the constants Dq and 6 used in the theory* The 
bound state and scattering state wavefunctions derived from the Yamaguchi 
potential are
iK(p) = -------------   , (5.80)
7r2 ( a 2 + p2)(62 + p2)
and
Ik (p) = S(p - k) - (k2 -+ P2) f(k)  i-------- - -----
~ ~ 2 n 2 p2 + 62 k2 - p2 + ie
(5.81)
Here a is the deuteron wave number (= 0.2316 fm""1) and 3 is the 
range of the potential. The strength of the potential in the bound state 
must be adjusted to give the correct binding energy, while the function 
f(k) in (5.81) depends upon k,6 and the strength of the potential. The 
above forms are derived from the special case of the potential in (5.77) 
having the form
® 1 } 2
<p|v > = --------   . (5.82)
“ (p2 + 82)
The momentum representations of the products of V and cf>^ or ^  can 
now be derived using (5.80-81) and the equations satisfied by the functions 
4>d and <j>k
<K|V I d),> = D ( l - ~ . . .  ) , (5.83)
np,yd o 32
where
D = - (1 + £) —  (8irct)^  , (5 + 8 * )
o 3 Pi
and
<K|V \$ > = (1 + — ) f(k) (1 - —  . . . ) , (5,85)
np|Yo r \2 O o o2^  (rra ) 8 8
f(k) = - ik + ' . 82 + k2 . (e2 + k2)2-8 +
28 2it2X
-1
.(5.86)
In the last two equations k is the magnitude of the momentum corresponding
to the energy of the state <J>^. It is to be noted that the zero momentum
transfer (i.e. K=0, not k) of V Id) > is complex, while that of V U,> is* np * Yo r  9 np1 d
real. This corresponds to the fact that the deuteron wavefunction is 
bound, while the singlet states are all unbound. Fortunately, this rather 
complicated zero momentum transform is not needed here (see, for example, 
the way in which this was avoided in (5.73)). Yamaguchi was able to fit 
low energy scattering data quite well with several different sets of 
strength and range parameters, for the separable potential of the form
(5.77), in both singlet and triplet states. In particular, the choice 
8 = 8 *  was quite suitable, leading to a ratio of the strengths of the two 
potentials of a = 0.70.
5.5 General Considerations
Having derived the formulae relating to the inclusion of singlet 
coupling in stripping reactions, it is useful to pause to examine the 
basic features of the theory. While the entire development of the form­
alism has been concerned with the adiabatic approximation, it may be noted 
that the equations giving the structure of the singlet contributions to 
stripping ((5.50) and (5.68)) are of a very general nature, and are not
limited by the validity of the adiabatic approximations. The latter 
approximations were used purely to derive simple equations for the singlet 
wavefunctions.
Inspection of the final coupled equations, (5.35) in conjunction with 
the zero-range or finite-range potentials, ((5.70-72) or (5.74-76)) and the 
complete stripping matrix element (5.50), reveals the fact that the only 
dependence of the whole theory upon the detailed properties of the neutron- 
proton system in the singlet state is through the constant a in (5.50) and 
the energy eQ in the coupled equations* The basic adiabatic approximation, 
however, implies that the dependence of the equation upon eQ is very weak; 
thus the only remaining dependence of the calculations upon the properties 
of the singlet neutron-proton system is through the constant a, which scales 
down the strength of the neutron-proton interaction in the singlet state. 
This dependence was expected from the outset, since the stripping matrix 
elements must be proportional to the strength of the neutron-proton 
potential. It must be emphasised, however, that the contribution of the 
singlet channels is not limited to the second term in equation (5.50) for 
the total stripping matrix element. In the limit a-K), this term vanishes, 
but the coupling to the singlet channels still modifies the triplet wave- 
functions, in fact from equation (5.19)
assuming that a/a* = 1. Even if the ranges of the neutron-proton forces 
are not taken to be the same, however, a/a* will still be finite as a-*0 , 
and the singlet channels still play a role in stripping. Generally, the 
effects of introducing coupling to the singlet channel can be split into
(6.87)
where
A+(Ed) 1 (5.88)
two parts, firstly the corrections to the triplet matrix element, caused 
by the coupling to the singlet channel, and secondly the addition of the 
singlet matrix element. The first correction depends on the amount of 
coupling between the spin channels, which in term depends upon the dif­
ference of the neutron and proton spin-orbit forces. The second correc­
tion depends not only on the amount of coupling between the spin channels, 
but also on the ratio of the singlet and triplet neutron-proton potentials.
In the development of the partial wave expansions, it soon became 
apparent that only the £ = J triplet partial wave was coupled to the 
singlet channel (see, for example, equation (5.43)). In the singlet
channel, of course, the total angular momentum is always the orbital 
angular momentum, and the effect of the coupling can be considered as a 
modification of the relationship between the different partial waves 
in the triplet channel with a given orbital angular momentum. In the 
absence of spin-orbit forces, all partial waves are equal for a given 
£ value, and the effect of the coupling on the triplet channel can be 
considered as a modification of the spin dependent forces. In fact, the 
coupling term in (5.87) can be written as
V10 A+(E) V01 = [l(2l - a2).L]2 VJ0 U+(E) V*, ,
Since A (E) is diagonal in the orbital angular monentum. Now
[J(a - a ) .Li2 has non-zero matrix elements only for£ = J in the triplet 
~1 -2
state, and
[L.(al - o 2 ) ] 2 = (a^L)2 + ( a ^ . h ) 2 - 2(qj.L)(a2 .L) . (5.89)
Using the commutation relations for the orbital angular momentum and the
well-known properties of the Pauli spin operators (see equation (A3.6)) 
leads to
(g1.L)2 + (a^.L)2 = 2L2 - + a (5.90)
Thus
[l2 - (L.S)j - (L.S)2 ,
- VTL - 2(L.S) + 1/3 L2 , (5.91)
where
VTL = (L.S)2 + i(L.S) - 2/3 L2 . (5.92)
V is the tensor spin-orbit force, defined by Satchler (Sa 60). Equa­ls
tion (5.92) shows that the correction to the triplet wavefunctions 
introduced by the coupling to the singlet channel, is equivalent to 
introducing a (non-local) tensor spin-orbit potential, and modifying the 
central and vector spin-orbit potentials.
The direct contribution of the singlet channel in the form of the 
singlet matrix element can also be thought of as a modification of the 
partial wave radial integrals for I = J in the triplet channel, and it is 
to be expected that the effects of singlet coupling will be appreciable, 
when such modifications are important. The spin-orbit forces which pro­
duce different weightings of the radial integrals for a given I value 
have important effects in the DWBA theory on the angular distributions 
only at large angles and on the polarizations. In first order it has 
been shown by Johnson, for & = 0, (Jo 62) that the angular distribution 
is unaffected by spin-orbit forces, the vector polarization depends on 
the vector spin orbit-force, and the tensor polarizations on the tensor 
spin dependent forces. It is not expected, therefore, that singlet 
coupling will produce any important effects at forward angles in the 
unpolarized angular distribution, nor is it to be expected that any of the 
gross features of the adiabatic calculations will be affected by the 
inclusion of coupling to the singlet channel.
This completes the formal development of the adiabatic theory of 
stripping reactions. It is now necessary to apply it to the calculation 
of angular distributions and to compare the results with experiment. Of 
great interest also, is the comparison of the adiabatic method with the 
standard DWBA method. It is not clear, in fact, without performing 
numerical calculations, whether the adiabatic theory will differ signifi­
cantly in its predictions from the standard DWBA theory of stripping reac­
tions, since most conventional analyses now use deuteron optical potentials 
which are approximately twice the depth of the nucleon potentials. The 
next two chapters deal with the results of numerical calculations, using 
the adiabatic theory, both with and without the contribution of the 
singlet channel.
CHAPTER 6
RESULTS OF THE ADIABATIC.STRIPPINGJl^ORY
A further assessment of the adiabatic theory in the analysis of 
stripping and pick-up reactions, requires detailed numerical calculations 
This chapter discusses the results of the application of the adiabatic 
theory to a selection of deuteron stripping reactions, and the inverse 
pick-up reactions. Since it is not expected that the inclusion of coup­
ling to the singlet break-up channels, will affect the overall features 
of the adiabatic theory predictions, this chapter deals with the appli­
cation of the theory including only the contributions of the triplet 
channel. The results of calculations including coupling to the singlet 
channel are discussed in the next chapter.
6.1 The Computer Program
The calculations were carried out using a program written in Algol, 
by Santos (Sa 68). The program can handle a large number of refinements 
of the simplest DWBA stripping theory, including finite range corrections 
spin-orbit forces in both channels, and the inclusion of the D state com­
ponent of the deuteron wavefunction using an approximation for the radial 
part of the D state component of the deuteron wavefunction in momentum 
space (this approximation is analogous to the approximation used for the 
radial part of the S state component of the deuteron wavefunction in 
momentum space, when finite range corrections are included in a local 
energy approximation). For this work, the code was modified to include 
the effects of non-locality of the optical potentials in a local energy 
approximation, and the effects of coupling to the singlet channel, using 
the formalism developed in the previous chapter. For the calculations 
which do not include coupling to the singlet channel, the program is sup-
plied with the potential or VpR(R) (as defined in Chapter 4), in
place of the deuteron optical model potential, according to whether a 
zero range or finite range calculation is required. These potentials 
can be specified quite accurately in terms of the standard optical model 
functional forms, as explained in Chapter 4. The program 
generates optical model wavefunctions for use in the DWBA matrix element 
from a potential defined by
Vc(r) = V .(r) - V f(x) - ifw f(x ) + W’s(x’)] , coul *- w
VSO(r) = - (V + i W ) f— ]2 -  f(x )so so Ib cl r dr s v tr / *
(6.1)
c.L ,
where
f(x) = ----- —  , s(xl) = 4
(1 + e ) dx’ }
—X 2or e
x = (r - r A ^ )/a , x = (r - r A^)/a ,w w
x* = (r - r ’ A ^ )/a1 , x = (r - r A /s)/as s s
(h/m^c)2 is taken as exactly 2.0 fm2 . vCOul^r  ^stan^s ^or t i^e Coulomb
potential generated by a uniform spherical charge distribution, of radius
r A The calculations used, in most cases, a form factor generated byc
the "well-depth" method described in Chapter 3. The potential used to 
generate this form factor is given by
v (r) = - V f(x ) - U - ) 2 V®° i  ||- f(x )n n n ( m c j n r j d r  n SL.a . (6.2)
The function f is of a Woods-Saxon form and x is defined in ann
analogous way to the arguments of (6.1). For (d,n) or (n,p) reactions, 
it is, of course, necessary to include a Coulomb potential in V (r), as 
defined for the optical model potential. The experimental separation 
energy may be used to fix one of the four parameters in (6.2), once the 
other three are known. In particular, varying the radius or the depth 
of the potential, leads to the ’constant well depth’ or ’constant well
radius* prescriptions for the form factor respectively. In all the cal­
culations reported here when no explicit reference is made to the form 
factor used, it was generated by varying the well depth to fit the observed 
separation energy, with rn = 1.25 fm, a^ = 0.65 fm and = 6 MeV.
The Nucleon Optical Potentials
The implementation of the adiabatic theory, as presented in the 
previous chapter, involves the use of the nucleon optical potentials, 
evaluated at half the incident deuteron energy. Once these potentials 
are fixed, the adiabatic theory contains no adjustable parameters. This 
is to be contrasted with the conventional theory, in which different 
deuteron optical potentials can be used to obtain different angular dis­
tributions. Intuitively, this is more satisfying, as the nucleon optical 
potentials have a much more reasonable theoretical basis than the optical 
potentials for composite particles. The statement that the adiabatic 
theory is quite unambiguous in its predictions is an oversimplification, 
however, in that it assumes that the nucleon optical model parameters 
are well-known. In fact, there remain ambiguities in these parameters, 
as currently determined, but these are not nearly so serious as the 
ambiguities in the optical potentials for composite particles.
The nucleon optical model potentials used, for a fixed energy and 
target mass, can be chosen either from a detailed study of that nucleus 
and energy region, or from the systematic nucleon optical potentials.
For consistency, and in order to extract the general features of the 
adiabatic predictions, most calculations reported here have used standard 
optical model parametrizations. In any case, individual studies have 
not been carried out for many of the nucleon potentials used here, and 
the use of the systematic potentials avoids the difficulties of inter­
polating between potentials generated from different data, and analysed
by different means. The significance of the results obtained using the 
adiabatic theory rests largely upon the confidence which can be placed 
in the nucleon optical potentials used; only when these are well deter­
mined can the adiabatic method be assessed by comparison with experiment. 
For this reason, most of the calculations reported here are concerned 
with regions of energy and target mass, for which the nucleon optical 
model potentials are most reliable. Roughly, this can be interpreted 
as 50 > E > 10 MeV and A > 40.
From an extensive analysis, Perey (Pe 63) produced a set of proton 
optical model parameters, which generate what will in future be referred 
to in this work as the 1 Perey* potential. The parameters of this poten­
tial, defined by reference to equation (6.1) are included in Appendix 4. 
The neutron potential used in combination with the Perey potential, has 
in all cases been generated by using the local equivalent of the non­
local neutron potential of Perey and Buck (Pe 62). The parameters of 
this potential have been given by Rosen et al. (Ro 65b) and are included 
in Appendix 4. A more recent study, including the latest available data 
for the nucleon elastic scattering, by Bechetti and Greenlees (Be 69) 
led to the conclusion that many different parametrizations of the optical 
potentials can lead to acceptable results, within the limits (all lengths 
in fermis and strengths in MeV)
1.10 < r < 1.25 , 52 < V < 59 ,o 9 *
0.70 < a < 0.78 , V = 6.2 ± 1.0 .9 so
The analysis also produced evidence for a complex isospin dependent 
potential to be included in the optical potential. More precisely, 
these authors found that significant improvements in the fits were 
obtained by including a dependence of some of the parameters upon (N-Z)/A. 
Such a symmetry dependence of the nucleon optical potential, can be 
derived from the expectation value of a more general interaction depending
upon t .T, where t and T are the isospins of projectile and target res­
pectively (see, for example, Lane (La 62)). In view of the more accurate 
data which was analysed in this study, and the fact that the procedure 
used, was to fit simultaneously all of the data over a range of energies, 
these parameters can be considered as superior to the Perey parameters.
The optimum potential determined by these authors will be referred to in 
future as the BG proton potential.
Bechetti and Greenlees also produced a local neutron optical poten­
tial, using the experience gained from the proton data, which will be 
referred to as the BG neutron potential. Both BG potentials are 
included in Appendix 4. Concerning the ambiguities in the nucleon 
optical potentials, it is of interest first of all to ascertain whether the 
adiabatic DWBA calculations are sensitive to these ambiguities.
Secondly, it is of interest to see whether the improvement of the optical 
model parameters (taking the BG potentials as being an improvement over 
the Perey potentials), leads to an improvement in the predictions of 
the adiabatic theory.
The adiabatic theory is expected to become more reliable as the 
energy in the deuteron channel is raised for two reasons. Firstly, the 
adiabatic approximation becomes better as the energy associated with 
the deuteron centre of mass is raised, and secondly the nucleon optical 
model potentials become more reliable as the energy at which they are 
evaluated (this is half the deuteron energy) is raised. Accordingly, 
the first results presented are for reactions in which the energy in 
the deuteron channel is quite high, compared with the energy involved in 
the majority of stripping calculations for which data is available.
6.3 Calculations for the Fe5t*(d,p)Fe5r> Reaction at 23 MeV
It has been mentioned in Chapter 3, that a pronounced j dependence 
was observed by Lee and Schiffer (Le 64) in an investigation of (d,p) 
reactions on Fe5If at 12 MeV. In contrast to this work, Yntema and 
Ohnuma (Yn 67) found no outstanding differences between the angular dis­
tributions for reactions leading to the ground state
excited state v
(f)and the first
of Fe55 at 23 MeV. The cross sections which theyt2
measured, however, had another feature which makes them very interesting; 
the fall-off of the cross section to large angles was very steep, and 
could not be reproduced by a conventional DWBA calculation. Yntema and 
Ohnuma obtained, however, a good fit by the rather arbitrary device of 
increasing the non-locality parameters in the deuteron and proton channels 
to about twice their accepted value. This has the effect of damping the 
contributions from the interior considerably, since the non-locality 
correction factor in the nuclear interior is then approximately a quarter 
of its value outside the nucleus.
Calculations have been performed for the angular distribution using 
the adiabatic method, with BG and Perey potentials, and using zero range 
and finite range approximations. In all cases, the adiabatic approximation 
immediately gave the required fall off of the angular distribution.
Figures (6.1) and (6.2) show the results of these calculations for the
reactions leading to the (f) level. Fig. (6.1) compares the results of 
using the Perey and BG potentials in the finite range approximation.
Also shown, is the conventional calculation with the abnormally large non­
locality parameters 3^ = 2 fm, 3^ = 1 fm. The curves of Fig. (6.2) show 
the results of zero range and finite range calculations, using the BG 
potentials, and also show the results of the conventional calculations 
including finite range corrections, but no non-locality correction. The 
deuteron optical potential parameters for this calculation were taken from 
Yntena and Ohnuma (Yn 67).
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The best fit of all the calculations is that of the finite range BG 
potential calculation. This curve gives an excellent fit to the data 
in Fig. (6.1) except in the region of the third maximum in the distribu­
tion (the second measured peak). In the lower part of Fig. (6.3), the
3“calculated angular distribution for the transition to the —  ground 
state using the BG potentials in the adiabatic theory, is compared with 
th* data of Yntena and Ohnuma. Also shown is the adiabatic calculation 
including a non-locality correction (with range 6^ - 0.85 fm) in the 
proton channel, it is clear that the effect of the non-locality corrections 
is small in the adiabatic calculation. The j dependence in structure 
of the two transitions is very small, but the distribution for the ground 
state transition falls off even more steeply than that for the —
* 4
transition, and this feature is reproduced by the adiabatic theory.
The upper part of Fig. (6.3) shows the j dependence predicted by the 
adiabatic theory.
This is a good transition for which to test the adiabatic theory, 
since the high energy in the deuteron channel leads to the use of nucleon 
optical potentials which are much more reliable than those used at 
deuteron energies of around 12 MeV which are often employed. This 
strikingly successful application of the adiabatic theory, is one in 
which the calculations are quite sensitive to the optical potentials 
used. The difference in normalization between the adiabatic predic­
tions with the BG and Perey potentials, in the region of the first 
measured peak in the angular distribution, is about 25% and even more at 
the first peak of the theoretical distribution. However, the extraction 
of spectroscopic factors is always difficult for such steeply falling 
distributions, and in any case Yntema and Ohnuma do not quote the 
absolute normalization of their curves.
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6.4 Calculations for the Catf0(p,d)Ca3^  Raaction at 30.3 MeV
Neutron pick-up reactions on Ca1*0 create a hole in the closed shells 
of the target nucleus, and it is again expected that the we11-depth' 
prescription will yield an accurate form factor for this transition. 
Several studies have been made of this reaction, and in the most recent, 
by Chant and Nelson (Ch 68), not only the angular distribution of the 
outgoing deuterons, but also the asymmetries in this distribution were 
measured, for the transition leading to the ground state of Ca39, using 
a polarized incident proton beam at 30.3 MeV. In this case the 
asymmetries for the angular distribution using polarized protons are 
identical to the polarization of protons in the inverse reaction (see 
Chapter 2). Angular distributions for this transition have also been 
measured by Cavanagh et al. (Ca 64) at 30 MeV and jGlsshausser et al. 
at 27.5 MeV. This is a further suitable reaction for the evaluation of 
the adiabatic theory, since the energy in the deuteron channel is suf­
ficiently high (in spite of the large negative Q value of the reaction) 
for confidence to be placed in the nucleon optical potentials used.
Great difficulty was experienced by Chant and Nelson, in fitting the 
angular distributions with the conventional DWBA theory. The predicted 
distributions showed little, if any, fall off from the main peak, while 
the experimental distributions were quite strongly forward peaked. A 
similar difficulty was experienced by Chant et al. (Ch 67) in (p,d) 
reactions at the same energy on C12 and 016. For these latter experi­
ments, agreement with the experimental angular distributions was only 
obtained by arbitrarily adjusting the parameters of the deuteron optical 
model potentials. Such a procedure is theoretically objectionable, but 
it is relevant to note, for a later discussion, that the chief changes 
in the deuteron potential parameters were to make the real and imaginary 
radii closer together, and to considerably increase the deuteron absorp­
tion, which has the effect of damping the interior contributions.
The overall fall off of the cross section for the Calt0(p,d)Ca39 
reaction, was reproduced reasonably by Chant and Nelson, using a volume 
absorption strength of 60 MeV (by analogy with the coupled channels 
calculation of Rawitscher (Ra 67)). This overwhelmingly strong 
absorption potential, effectively causes the deuteron wavefunction to 
vanish in the nuclear interior. The differential cross sections and 
asymmetries predicted by the conventional calculation, and the calcula­
tion with 60 MeV volume absorption, are shown in Fig. (6.4), the potential 
parameters for these calculations were taken from Chant and Nelson (Ch 68). 
Also shown on the same figure are the predictions of the finite range 
adiabatic theory, using the Perey nucleon potentials. No non-locality 
corrections were used in this calculation, nor any means of limiting the 
interior contributions, save for the finite range correction factor.
It is immediately clear that the adiabatic theory gives a very satisfying 
account of the fall-off of the angular distribution. Turning to the 
asymmetries, it is again clear that the adiabatic theory does better in 
its predictions than the conventional theory, and gives results similar 
in same respects to the calculation with strong voluise absorption.
Figure (6.5) compares the predictions of a finite range adiabatic 
calculation using the BG potentials, with that using the Perey potentials. 
The fit to the differential cross sections is poorer, in that violent 
diffraction oscillations have been introduced which are not seen 
experimentally, and the fall-off is now greater than that observed 
experimentally. The asymmetry predictions, however, are much improved 
by the use of the BG potentials in the adiabatic theory. All the 
oscillations of the experimental data are reproduced, with the peaks in 
the correct places. In view of the extreme sensitivity of these adiabatic 
calculations, to the nucleon optical potentials used, it is of interest 
to ascertain whether a particular parametrization of the optical model 
potentials can give a satisfactory account of both the asymmetries and
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the cross sections, and to this end, further calculations are reported 
in a later section.
From the results presented so far, it is clear that the adiabatic 
theory is more successful that the conventional DWBA theory when the 
energy in the deuteron channel is in the region of 20 MeV. It is of 
interest to also examine the results of calculations performed at lower 
energies, where the standard DWBA method is known to be quite successful.
6f5 Calculations for the Sr88(d.p)Sr89 Reaction
£n view of the scarcity of accurate polarization data for (d,p) 
reactions, this reaction is of interest for evaluating the adiabatic 
theory in spite of the low energy in the deuteron channel. This is 
because not only the angular distribution, but also the polarization of 
the outgoing protons, have been measured by Ludwig and Miller (Lu 65) 
for the I = 0 transfer of a neutron to the 1.05 MeV level of Sr89. The 
incident deuteron energy in this reaction was 11 MeV. Various studies 
of this reaction have been undertaken in the context of the conventional 
DWBA theory. Briefly, the results of these calculations show that the 
conventional DWBA stripping theory can reproduce quite accurately the 
angular distributions, but fails to reproduce the observed proton 
polarizations. This latter failing was pronounced, in that all varia­
tions introduced by non-locality or finite corrections and the introduc­
tion of a radial cut-off, failed to improve significantly the fit to the 
polarization data.
Angular distributions have been calculated using zero range and 
finite range approximations in the adiabatic theory, and using nucleon 
optical model potentials generated from the Perey and BG parameters.
The results for the cross sections are shown in Fig. (6.6), and the pre­
dicted polarizations are shown in Fig. (6.7). In the upper part of
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Fig. (6.6), the finite range and zero range approximations are compared 
for calculations using the BG potentials. It is clear that the finite
range correction is a very small effect, being quite negligible for this
reaction, except at large angles. The curves in the lower part of
Fig. (6.6) compare the use of the Perey and BG potentials in the adiabatic
theory, both of these calculations were performed using finite range 
corrections. The differences between these predictions are not great, 
but are larger than the corrections for finite range • Both curves are 
normalized to the same cross section at 35°.
The predictions of the adiabatic theory can be compared with the 
data in the lower part of Fig. (6.6), the theory reproduces the general 
features of the distribution, but not the details thereof, except at for­
ward angles. The second minimum exhibited by the data is lost altogether 
and the phase of the oscillations at large angles, is incorrect. As far 
as the cross section is concerned, the adiabatic theory does not reproduce 
the details of the cross section as well as the best conventional DWBA 
calculations. In some respects the damping of oscillations in the 
cross section is similar to the effect of using a large radial cut-off in 
the conventional calculations by Satchler et al., quoted by Ludwig and 
Miller.
Turning now to the polarization of the outgoing protons in Fig. (6.7) 
the upper curves again compare zero range and finite range predictions 
(using the BG potentials), and the lower curves compare the use of the 
Perey and BG potentials in finite range approximation. Finite range 
corrections are unimportant, but it is immediately clear that the use of 
the BG potentials in the adiabat&e theory leads to a great improvement 
in the fit to the polarization data, over the use of the Perey potentials. 
The very large oscillations of the Perey nucleon potential predictions, 
have been replaced by oscillations with roughly the same wavelength, but 
with much reduced amplitude. The fit of the adiabatic curve using the
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BG potentials to the polarization data, is a great improvement over the 
fits quoted by Ludwig and Miller, using the results of conventional 
calculations by Satchler et al. and others. This is an encouraging 
result, but it most be added that the polarization predictions for this 
reaction depend predominantly on the proton spin-orbit potential. For 
I = 0 transitions, the DWBA theory predicts zero polarization for the 
outgoing protons in a (d,p) reaction, unless spin-orbit forces are 
included in the elastic channels, and Hooper (Ho 66) has argued that 
the proton spin-orbit force is more important than the deuteron spin- 
orbit force, in determining the proton polarization, when there is large 
deuteron absorption. It is therefore to be expected that, since the 
calculations of Satchler et al. were based upon earlier proton poten­
tials, the use of the BG proton potential would improve the conventional 
DWBA predictions for the polarization. Limited calculations have been 
performed which support this prediction, the oscillations being consid­
erably damped, but not to quite the same extent as in the adiabatic cal­
culation. Since the predictions of the adiabatic theory for the 
asymmetries in the Calf0(p,d)Ca31* reaction were also greatly improved by 
the use of Hie BG proton potential, it is clear that the independent spin- 
orbit parameters of the BG potential are a great improvement over those 
of the Perey potential. It is well known, that in the conventional 
theory, it is much easier to get good fits to the differential cross- 
sections than to the polarizations. This generalization does not seem 
to apply to the adiabatic theory, when the BG potentials are used.
6.6 Calculations for the Catf0(d,p)Ca£fl Reactions
The nucleus Ca1*0 has been used as a target in a very large number of 
deuteron stripping reaction experiments. Theoretically, Ca!*0 is an 
ideal target, if the simple shell model picture is accepted, being a
doubly magic nucleus. In this case, core excitation effects 
are expected to be very small, and the inert core should not be affected 
by the addition of a nucleon. Under these circumstances, the well-depth 
method of generating the form factor is theoretically justified, and the 
reaction is expected to be a good test of the distorted wave method.
The (d,p) transition to the ground state of Ca^leads to a lf7/2 
level. The angular distributions for this transition have been studied 
at a range of energies from 7 to 12 MeV by Lee and collaborators (Le 64). 
These results were extended by Hjorth et al. (Hj 65) who measured the 
angular distribution and the polarizations of the outgoing protons at a 
deuteron energy of 14.3 MeV. The polarizations have also been measured 
at 10, 11.4, 13.8 and 21 MeV (Be 64a, Ta 60, Pa 63, Bo 62). The dis­
tributions reported by Lee et al. have been widely used, both for testing 
different techniques of analysis of stripping reactions and for testing 
deuteron optical potentials used in the conventional DWBA calculations. 
Recently, however, a further investigation of this reaction with much 
improved energy resolution (- 30 keV) by Seth et al. (Se 70) yielded 
excitation functions between 10 and 12 MeV, and angular distributions 
at 12 MeV, which are not in agreement with the earlier data. The data 
of Lee et al. is also in disagreement with that of Anderson et al. (An 68), 
and it appears that the normalization of the earlier data is incorrect 
by about 30%. This is of great importance for the extraction of spectro­
scopic factors, for example, Lee et al. deduced spectroscopic factors of 
about 0.9 from the conventional DWBA stripping theory, while Seth et al. 
quote 0.7 ± 0.1, where the errors are those due to variation caused by 
the inclusion of finite range and non-locality corrections. From simple 
considerations of course, the expected spectroscopic factor is much nearer 
to unity. However, Gerace and Green (Ge 67) have calculated wavefunctions 
for Ca1*1 including admixtures of low lying deformed states, formed by 
raising two and four particles from the 2s-ld shell into the 2p-lf shell.
This model predicts nearly all the single particle strength to be in the 
ground state with S = 0.9. It is clearly of interest to find the 
spectroscopic factors for this transition, given by the adiabatic model.
The results reported here, concentrate on the analysis of the
14.3 MeV data of Hjorsth et al. since both the outgoing polarizations and 
the angular distribution were measured at this energy. Some difficulty 
was experienced in reproducing the large angle cross sections at 12 MeV, 
by Lee et al. and these difficulties were more pronounced at 14,3 MeV.
In an extensive series of calculations, using eleven different deuteron 
optical model potentials, including non-locality and finite range correc­
tions, the overall fall-off of the experimental cross-section could not 
be reproduced. The fits to the polarization data at 14.3 MeV were very 
poor, and spectroscopic factors deduced from using the different deuteron 
optical potentials varied from 0.4 to 0,9. The other reason for concen­
trating on the 14.3 MeV data, is that this data is for the reaction 
with the highest energy in the deuteron channel.
While the predictions of the conventional DWBA theory did not fit 
the experimental polarization data, these calculations did show, in 
contrast to the stripping reaction calculations for Strontium, that the 
polarization predictions were strongly dependent upon the deuteron spin- 
orbit potential. Before proceeding to examine the results of the 
adiabatic calculations, it must be noted that the fits to the 12 MeV data 
in the work of Seth et al. were very satisfactory, using a deuteron 
optical model potential generated by Schwandt and Haeberli (Sc 69) in an 
analysis of deuteron elastic scattering cross sections and asymmetries 
with a polarized deuteron beam.
The predictions of the adiabatic theory for this transition, are 
shown in Figs* (6.8) and (6.9). The lower curves of Fig. (6.8) show 
the predictions of the adiabatic theory, using finite range corrections
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and the Perey and BG nucleon potentials. The upper part of Fig. (6.8) 
compares a finite range prediction of the adiabatic theory using the BG 
potentials, with the data of Seth et al. at 12 MeV. The angular dis­
tributions in the lower part of Fig. (6.9) show a comparison of the finite 
range and zero range predictions of the adiabatic theory, using the BG 
potentials for the ground state transition at 14.3 MeV. One common
feature of all of these distributions stands out, the adiabatic theory 
predicts a fall-off of the cross section from the main peak, in excess 
of that observed experimentally. In addition, the diffraction structure 
of the adiabatic curves is stronger than that observed experimentally.
This is in sharp contrast to the calculations of Hjotfth et al. at 14.3 MeV, 
where the fall-off from the main peak predicted by the conventional theory, 
was quite inadequate. While the fit to the 12 MeV data is not as good as 
that obtained by Seth et al. using a conventional DWBA calculation, it 
may be, that for this transition the neglect of higher it-values in the 
neutron-proton system is quite important. In particular, the inclusion 
of the D state of the deuteron produces a large effect on the predicted 
cross sections, tending to wash out the diffraction structure in the 
region of the first minimum, and reduce the fall-off of the cross-section 
from the main peak. Such an effect would improve the adiabatic pre­
dictions and worsen the conventional predictions. However, the inclusion 
of D state effects in the adiabatic calculation is not simply related to 
their inclusion in the conventional theory. It can be argued that, as a 
first step, the dominant D state term neglected in the adiabatic calculation 
(neglected in the term ’Kp»n) in equation (4.6)) is that corresponding to 
the product of the elastic scattering component of the deuteron centre of 
mass wavefunction, and the internal D state wavefunction. To include 
this term (and neglect the broken up D state components), the D state con­
tributions would need to be evaluated using the elastic scattering wave­
function (xd) while the S state components were evaluated using the 
function x« Since these wavefunctions do not differ drastically, the
- 120 -
qualitative effects of including the deuteron D state contributions in the 
adiabatic theory, may well be similar to those of the conventional theory.
Turning now to the spectroscopic factors, these are uniformly larger 
when using the adiabatic theory, than when using the conventional theory. 
The spectroscopic factors for the zero range and finite range BG potential 
calculations at 14.3 MeV, using the data of Hjorth et al. are 1.22 and 
1.27, while the spectroscopic factor for the finite range Perey potential 
calculation is 1.08. At first sight, the magnitude of these spectroscopic 
factors is unsettling, but it should be remembered that the data is quoted 
as having a 10% normalization error. In fact, the absolute magnitude of 
the data of Seth et al. is altogether more reliable, with a quoted error 
of ±5%. The peak cross sections at 14.3 MeV and 12 MeV are quoted as 6.2 
and 5.2 mb/sr, while the excitation functions measured by Seth et al. show 
a very small change in absolute magnitude of the cross section between 9.8 
and 12.2 MeV. These excitation function measurements were not made at the 
peak angle, but the slight decrease in magnitude from 9.8 to 12.2 MeV is 
consistent with the greater forward peaking of the cross section as the 
reaction proceeds with a higher incident deuteron energy (the excitation 
functions were measured at 44.5 and 59.5 degrees). The adiabatic DWBA 
calculations yield peak cross sections which differ by less than 0.3 mb/sr 
at 12 MeV and 14.3 MeV. It seems likely that the normalization of the
14.3 MeV data is a little high, and reducing it correspondingly reduces the 
spectroscopic factors. For the 12 MeV data, the spectroscopic factor used 
in plotting the curve in Fig. (6.8) was 1.1, and by analogy with the
14.3 MeV data, the Perey potential calculation can be expected to give a 
result less than unity. The adiabatic theory thus seems to predict a 
spectroscopic factor of about unity, with an error of ±0.1 caused by the 
optical potential ambiguities.
Turning now to the polarizations at 14.3 MeV, the upper part of 
Fig. (6.9) compares the zero range and finite range predictions of the 
adiabatic theory using the BG potentials, and the finite range Perey 
potential calculation, with the data. It is clear that the adiabatic 
calculations cannot reproduce the deep minimum observed near 60 degrees. 
However, the BG calculations do reproduce some of the structure of the 
polarization curves, and are more successful than the conventional cal­
culations of Hjorth et al* In connection with the deep minimum near 
60 degrees, it should be noted that no such minimum appears in the 
measurements of Pasechnik et al. (Pa 63) at 13.8 MeV, who state that at 
no point between 10 and 70 degrees did the absolute value of the polari­
zation exceed 15% for this transition. This is just what one would 
expect from the adiabatic calculations at 14.3 MeV using the BG potentials. 
If this minimum is indeed so strongly energy dependent as to disappear 
over a range of energy of 0.5 MeV, then it is not expected that it can 
be explained by direct reaction calculations. The polarization predic­
tions at 12 MeV, using the BG potentials in the adiabatic theory, are 
very similar to those at 14.3 MeV, with almost the same magnitudes and 
a small phase shift of the oscillations at large angles.
6.7 Calculations for the N1<f(p,d)NM Reaction
It has already been mentioned, that great difficulty was experienced 
in fitting the differential cross-sections for (p,d) reactions on the light 
nuclei C12 and 016, in the contest of the conventional theory. Recently, 
a very similar difficulty was experienced by Satchler (Sa 69) in an 
attempt to fit Nllf(p,d) cross sections at a similar energy. The experi­
mental data was collected by Kozub et al. (Ko 67) using a proton beam at 
30 MeV. The conventional theory consistently predicts, far too little 
fall-off of the differential cross sections beyond the main peak. Extreme 
damping of the interior contributions is necessary to obtain a reasonable
fall-off, for example, Satchler used cut-offs of 3.1 and 3.6 fermis, 
while the real nuclear potential surface was at just over 2 fermis.
Optical potentials are not accurately determined for these small nuclei, 
of course, but the difficulty is not one to be removed by small adjust­
ments of the optical model parameters. On using the adiabatic prescrip­
tion, Satchler immediately obtained the required fall-off, but found 
considerable sensitivity of the details of the cross section to the 
nucleon optical model potentials employed.
In Fig. (6.10) are displayed the predictions for (p,d) reactions at 
30 MeV incident energy, leading to the j and j levels of N13 (the 
latter being the ground state level). The proton optical model potential 
was that obtained by Satchler from a fit to Nllf proton scattering data.
It was assumed that the same potential could be used at 10 MeV for both 
the neutron and proton, but with a change in depth derived from the change 
in energy, using an assumed energy dependence of 5V/6E = - 1/3. In view 
of the uncertain nature of the nucleon optical potentials for this reac­
tion, only the general features of the prediction are of interest.
The diffraction oscillations predicted for the j transition are 
much stronger than those observed experimentally, but the fit to the 
distribution is quite good (again, however, the predicted distribution 
has a stronger diffraction pattern than the experimental one). For 
comparison, the conventional calculation prediction for the j dis­
tribution is also shown, the deuteron optical potential used in this 
calculation was the average !lZ2lf potential of Satchler (Sa 66), obtained 
from a study of deuteron elastic scattering on C12. The predictions 
of the adiabatic theory, are similar to those obtained by Satchler 
using the large radial cut-offs in the conventional theory, mentioned 
earlier. The cross section in fact displays some similar features to 
the Ca**°(p,d)Ca39 calculated cross sections, in that the diffraction 
pattern is much stronger (for the J transition) than that observed
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experimentally, and the fall-off too steep. As an indication of a 
source of a remedy for these large diffraction oscillations, the second 
curve shown in Fig. (6.10) for the j transition, was calculated using 
the same adiabatic potentials as before, but including the deuteron 
D state effects in the approximate way discussed in connection with the 
Cat+0(d,p)Cai*1 transitions. It is clear that the D state effects are 
very large for these transitions (the effect is much smaller for the 
transition), these curves are not normalized to the same peak cross- 
section, and the D state contributions would significantly affect any 
extracted spectroscopic factors, furthermore, the D state effects have 
washed out a lot of the violent diffraction oscillations* A large 
D state effect is expected for this reaction because of the very large 
negative Q value of this reaction and the small atomic number of the 
target (Sa 68).
6.8 A Detailed Comparison of the Conventional and Adiabatic Calculations
In many of the reactions studied, it has been apparent that the use 
of the potential V, instead of the deuteron optical model potential, has 
had a similar effect to that obtained by suppressing the interior con­
tributions to the stripping matrix element. In the Calf0(p,d)Ca39 reac­
tion, the increase in fall-off of the cross section, which is obtained 
by using the folded potential, is similar to the effect of using a very 
large volume absorption in the deuteron optical model potential, which 
effectively suppresses the deuteron wavefunction in the nuclear interior.
In the Fe5l*(d,p)Fe55 calculations, the increased fall-off in the conven­
tional calculation, is obtained by the use of very large non-locality 
parameters, which again have the effect of suppressing the contributions 
from the nuclear interior. In the Nllf(p,d)N13 reaction, the only 
conventional calculations which produced reasonable fits to the experiment, 
included radial cut-offs of such large radius, as to completely eliminate
the interior contributions. In all of these cases, the adiabatic theory 
produced the required fall-off of the angular distribution, without the 
introduction of any means of limiting the contributions from the nuclear 
interior.
In attempting to understand the mechanism for this apparent suppres­
sion of the interior contributions, it is necessary to study the reaction 
amplitude in more detail. To this end, it is convenient to compare the 
radial integrals which determine the cross section in both the conventional 
and adiabatic calculations. Concentrating for the moment upon the reac­
tion Fe5lf(d,p)Fe55, two sets of radial integrals for the conventional 
calculation are shown in Fig. (6.11) (there are, in fact, six overlap 
integrals for a given value of i 0). The diagram shows the radial 
integrals with and without the large non-locality parameters used by 
Yntema and Ohnuma. In both cases, the radial integrals with the non­
locality correction are greatly damped for low partial waves, compared 
with those without the non-locality corrections. This is easily under­
stood, since the main contributions to the low partial wave radial inte­
grals come from the interior and surface regions, where they are greatly 
damped by the correction factor.
The corresponding radial integrals for the adiabatic calculation are 
shown in Fig. (6.12), and they show a similar structure to those of the 
conventional calculation with the large non-locality corrections, that is, 
the low partial wave radial integrals are suppressed and the radial inte­
grals peak at around « 6 8, the 1 surf ace1 partial waves. In this
respect, therefore, the folded potential gives apparent suppression of 
the interior contributions.
Turning now to the actual wavefunctions produced by the conventional 
and the adiabatic theories, it is found that in fact the folded potential 
wavefunctions are slightly bigger inside the nuclear surface than the con-
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ventional wavefunctions. Typical examples are shown in Fig. (6.13)
for = J^, where |tt^  | is plotted against R. It is clear that the
J
radial integrals for low partial waves from the folded potential are 
damped compared with those from the conventional potential, because of 
an interference effect (i.e. by means of cancellations rather than by 
a gross reduction of the integrand). Referring to Fig. (6.13) again, 
in the nuclear interior, the wavefunctions are still predominantly in 
phase, and it is only in the surface region that they begin to get out 
of phase. It is to be expected therefore that it is only in the sur­
face region that the contributions to the radial integrals of the two 
wavefunctions will differ significantly. The difference in phase at 
the surface region is to be expected, since the surface regiois of the 
two potentials are at different radii (see Fig. (4.1)). In this 
particular case of Fe5**, rQ = 1.02 for the conventional potential and 
r^ = 1.25 for the folded potential (the Perey potentials were used to 
construct the potential in Fig. (4.1)), while the radius of the proton 
potential was rQ = 1.25. The wavenuniber for the wavefunction gener­
ated from the folded potential is thus greater in the surface region 
than that from the conventional potential. If, therefore, this change 
in surface contributions is responsible for an interference effect which 
suppresses the low partial wave radial integrals in the folded calcula­
tion, then the effect would be expected to disappear if the radius in 
the folded calculation is reduced to that which is used in the conven­
tional calculation. Accordingly, the calculation has been repeated 
with the radius of the folded potential reduced to r Q = 1.02 fm and all 
other parameters unchanged. The radial integrals for this calculation 
are joined in Fig. (6.13) by the dotted line. It is apparent that the 
lower partial wave radial integrals are no longer suppressed compared 
with the ‘surface 1 partial wave integrals, in fact they are bigger than 
the corresponding radial integrals in the conventional calculations. In
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addition, the fall-off of the angular distribution is reduced. Fig. (6.14) 
compares the predictions of the adiabatic calculations with the radius 
parameter of the folded potential progressively reduced from 1.17 to 
1.0 fermis using the BG potentials; also plotted is the conventional 
calculation prediction. It is clear that in this case, the dominant 
feature of the folded potential which distinguishes it from the conven­
tional potential, is its radius.
The relationship between the radial integrals and the angular dis­
tributions is particularly simple in the case = 0. The cross-section 
in this case depends on an average of Legendre polynomials (P ) over theX/
region of & for which the radial integrals are large. Since successive 
polynomials are very similar for small 0 and drift out of phase as 0 
increases, the cross section falls off to large angles because of the 
destructive interference of the Legendre polynomials when only a few Z 
values contribute. Similar considerations apply to higher £-value 
transitions (Au 61, Ho 66). Localization in £-space often leads to 
angular distributions with marked ’diffraction oscillations’ also.
6.9 L-space Localization in Stripping Reactions
The localization of the radial integrals to the ’surface* region 
(the classical angular momentum of a ’surface grazing’ trajectory) which 
leads to the correct fall-off of the cross-section, is of the type first 
explained by Austera (An 61) in connection with inelastic alpha particle 
scattering. In these calculations, although the wavefunctions themselves 
are not localized in configuration space (i.e. the wavefunctions are not 
associated with negligible penetration of the nuclear interior), the 
radial integrals which they yield are localized in angular momentum space, 
the early explanation of oscillatory type angular distributions being due 
to surface localization of the reaction mechanism (in configuration space) 
being inadequate.
Fc54Cd,p^  Fe55
E , = 2 3 Mev. d
Conventional
The investigation by Austem was concerned with inelastic alpha 
particle scattering, and the explanation of the observed i-space localiz­
ation depends upon the interaction of two factors (apart from statistical 
factors). The first is the actual reduction in magnitude of the wave- 
function for low £-values, due to the action of the absorbing potential. 
This effect, however, is not as marked as one might at first think, and 
low partial waves exhibit considerable penetration into the nuclear 
interior. The second factor is that the absorbing potentials consid­
erably reduce the amplitude of the reflected waves in each channel, 
leading to almost purely ingoing waves. The phase of the product of 
partial waves changes very rapidly with R (the radial co-ordinate) leading 
to severe cancellations among the contributions to the stripping integral. 
This argument is well justified in the case of alpha particle reactions in 
which volume absorption is very large, and the reflection coefficients 
are very small for low £-values (consequently a WKB approach is accurate 
in this case).
The extension of this argument to stripping reactions, however, as 
presented by Hooper (Ho 66) is less well justified. In fact, the use of 
such a simple argument for deuteron stripping reactions is clearly 
inadequate, since it predicts £-space localization for all optical 
potentials, provided only that there is sufficient absorption. It has 
been seen, however, that £-space localization in stripping reactions, 
depends sensitively on the radius of the real part of the deuteron optical 
potential in some cases?
The first point to notice, is that whereas it is reasonable to regard 
the deuteron as a strongly absorbed particle (typical values of |n^ | for 
low partial waves being 'v 0.1), it is not a reasonable description of the 
proton, for which typical values of |ti^ | for low partial waves are around 
0.5. This implies that large reflected wave components are present in
the proton channel. Referring to the deuteron now, the low values of 
the reflection coefficients for small £ values, imply that asymptotically, 
there are only small reflected wave components. It is important to 
realise that the argument presented by Austern, relies on the presence of 
volume absorption. Most deuteron optical potentials used in DWBA strip- 
pring calculations have surface absorption components (as has the folded 
potential) and although there is considerable attenuation of the partial 
wave on transmission through the absorptive surface potential, once in the 
nuclear interior (i.e. inside the surface of the real part of the potential) 
no further absorption takes place. The wavefunction propagates unhindered 
until it reaches the centrifugal barrier, where it experiences total ref­
lection, and the resulting outgoing wave propagates back until it is 
severely damped on retransmission through the absorptive potential. 
Asymptotically, therefore, as already noted, this gives mainly ingoing 
waves, but in the nuclear interior the wavefunctions are predominantly 
standing waves. This argument neglects the reflection from the nuclear 
surface, but in fact this is very small because of the smooth nature of 
the Woods-Saxon potentials. Thus the simple picture of purely ingoing 
waves does not suffice for the proton channel, nor for the deuteron 
channel, when the deuteron experiences surface absorption (in this connec­
tion, it should be noted that the calculations of Hooper were performed 
with volume deuteron absorption potentials). The previous discussion 
of the deuteron wavefunction is made clear by reference to the plots of 
the radial partial waves in Fig. (6.13). The expected standing waves
(characterised by zeros in |u0 |) ape clearly seen in both the conven-
J
tional and folded calculations, in the nuclear interior with amplitude 
just under half the amplitude of the exterior wavefunction. The attenua­
tion of the waves on passing through the absorptive potential is 
especially clear. In both cases, the exterior wavefunctions are mainly
ingoing waves (which are characterised by a constant value of |u0 I»
J
the residual oscillation shown being due to interference with the small
reflected component. As the strength of the absorptive potential is 
increased, the amplitude of the interior wavefunctions, and of the osci­
llations on top of the average value of |u' | decrease.
The rather complex nature of the deuteron and proton wavefunctions, 
and of their contributions to the radial integrals can be simplified in 
the following way; because of the severe cancellations due to phase 
averaging of the purely ingoing waves, the contribution of the proton 
and deuteron waves to the radial integrals arise predominantly from 
their standing wave components. In this connection, the approximate 
equality of and can be important since the integral of the product 
of standing waves with the same wavelengths is clearly very large. The 
contribution of the products of standing waves in the interior is still 
small, however, because of the small wavelength and the fact that is 
not exactly equal to (leading to sign changes in the product). In 
the case of the adiabatic potential, the standing waves are exclusively 
in the nuclear interior, since the surface of the real part of the deuteron 
potential is at approximately the same radius as the peak of the surface 
absorption. Turning now to the conventional deuteron wavefunctions, the 
main difference in the two potentials is in the relative positions of the 
absorptive potential and the real potential surface (in the case of the 
Fe5**(d,p)Fe55 reaction, the relevant radii are 3.86 fm and 5.36 fm for 
the conventional potential). The approximate equality of the interior 
standing waves in the adiabatic and conventional calculations leads to 
approximately the same (small) contribution from the interior standing 
waves to the radial integrals. Standing waves are expected, however, 
at all regions of R between the centifugal barrier (the classical turning 
point) and the absorptive potential, and in the case of the conventional 
potential, part of a standing wave of long wavelength can be expected 
between the nuclear surface and the absorptive potential. The contribu­
tions of the surface region to the radial integrals are particularly
important for quite another reason also, the form factor peaks in this 
region, and depending on the radius chosen for the form factor well, the 
peak of the form factor can be outside the radius of the real part of 
the deuteron optical model potential. It is clear that the contribution 
of the long wavelength part of the standing waves in the conventional 
deuteron wavefunctions can be large, leading to much larger radial 
integrals for small £ values in the conventional calculation than in the 
adiabatic calculation.
To recapitulate, the major contributions to the radial integrals 
(for low A values), arise from the products of standing wave components 
in both proton and deuteron channels, when the deuteron potential has sur­
face absorption (in stripping reactions generally). These con­
tributions can be expected to be larger for the conventional calculation 
because (a) the standing waves extend further radially , into a region 
of longer wavelength where is more nearly equal to (even products 
of standing waves will average to a small result if integrated over several 
wavelengths, where is not exactly equal to K^)9 and (b) because the form 
factor peaks in the nuclear surface region, the long wavelength standing 
wave products in the conventional case are particularly important. In 
the adiabatic case, the standing waves die out rapidly near the nuclear 
surface. Another way of seeing that the conventional radial integrals 
will be larger than those from the adiabatic calculation in general, is 
to consider the outgoing waves in the deuteron channel, these extend into 
the surface region in the conventional calculation where and are more 
nearly equal, while in the adiabatic case the outgoing waves are severely 
damped in the surface region. These outgoing waves interfere construc­
tively with the incoming proton waves in the surface region where the 
form factor peaks. These features of the partial waves are difficult 
to disentangle from the wavefunction plots in Fig. (6.13), but it is clear 
that the standing waves extend further radially in the conventional 
calculation.
Qualitatively then, £-space localization can be expected to be more 
pronounced in the adiabatic calculation than in the conventional calcu­
lation. It is now convenient to assess this explanation of £-space 
localization against experience gained in actual calculations. Firstly, 
the fact that the reduction in radius of the real part of the folded 
potential led to large radial integrals for small ^-values, is easily 
understood as introducing part of a long wavelength standing wave. 
Examination of the radial integrals for the Ca**0(p9d)Ca39 calculation 
and the Nll*(p,d)Nl3 calculation reveals the same features as those of the 
Fe5^(d,p)Fe55 radial integrals. Typical examples are shown in Fig. 
(6.15), the integrals from the adiabatic calculations using the BG poten­
tials , showing strong £-space localization compared with the conventional 
calculation. The case of the Calf0(p9d)Ca39 reaction is particularly 
dramatic, in this case anomalously large radial integrals for the con­
ventional calculation (for low £ values) are no doubt caused by the very 
low value of the surface absorption (6.5 MeV),leading to large amplitudes 
of the standing wave components in the deuteron channel. The sensitivity 
of the adiabatic calculation to the nucleon potentials,is reflected in 
the sensitivity of the radial integrals to thgse potentials. The larger 
radial integrals for small £ values of the adiabatic calculation,using 
the Perey parameters,1filling in* the sharp diffraction minima of the 
adiabatic calculation using the BG potentials.
Returning to the assessment of the explanation of £-space localiza­
tion, it is clear that i n the CaIf0(p,d)Ca39 calculation, £-space 
localization will be produced by the calculation with large volume 
absorption, since in this case the deuteron waves really are purely 
ingoing (in the case of 60 MeV volume absorption, they are also strongly 
attenuated). In the case of the large non-locality parameters in the 
Fesl*(d,p)Fe55 calculations, it might at first sight appear that the 
explanation is lacking, since the contributions from the interior of the
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deuteron potential are expected to be small, and these are mainly what 
the non-locality correction damps. The large non-locality parameters 
do introduce damping of the surface region, but the crucial point is 
that Ynteraa and Ohnuma increased the non-locality parameters for the 
proton channel as well as for the deuteron channel, and this leads to 
damping out to the region of the absorptive potential in the deuteron 
channel. Clearly, little effect is expected upon the angular distri­
bution in the adiabatic calculation when non-locality corrections are 
included (see Fig. (6.7)).
In the case of the (p,d) reaction on N11*, it is significant that 
Satchler reported that the cut-off used to obtain agreement with experi­
ment had to have a radius of between 3 and 4 fermis in order to obtain 
the observed fall-off of the angular distribution. In this case, the 
radii of the real and imaginary deuteron optical potentials are very 
widely separated, being approximately 2.1 and 4.1 fermis respectively, 
and cut-offs up to 2 fermis had little effect on the angular distribution, 
a considerable increase in fall-off was only obtained by increasing the 
cut-off to between 3 and 4 fermis. It is expected from the previous 
argument that the difficulties with obtaining £-space localization will 
be severe in this case, unless a cut-off which eliminates the contribu­
tions from outside the surface of the deuteron real potential is used.
It may be noted that, from the argument already presented, £-space 
localization in the adiabatic calculation is expected, regardless of the 
number of nodes in the form factor. An examination of the radial inte­
grals in the Sr88(d,p)Sr89 calculation, however, shows a moderate £-space 
localization which is predominantly unaffected by non-locality correc­
tions, and by a change in the radius parameters, this behaviour is reflected 
in the insensitivity of the overall form of the predicted cross section 
to these changes. The surface and interior regions do not seem to be 
important in this reaction. In these calculations, however, the differ-
ence between the radii of the real and imaginary parts of the conven­
tional potential is not as marked as in the reactions where the greatest 
trouble with fall-off of the cross section has occurred and the second 
node of the form factor is near the deuteron real potential surface in 
the conventional calculation.
The general picture which emerges then is that in some cases, 
fi-space localization of the radial integrals is not generated when the 
conventional deuteron optical potential is used (apart from that pro­
duced by statistical factors). This failing is often compensated for 
by various adjustments in the parameters of the theory, either by cutting 
out the interior and surface contributions altogether, or by damping them 
out with large non-locality parameters, or by using extreme values of 
the absorptive potential in the deuteron channel. There is a long 
history of the use of radial cut-offs in the DWBA theory of stripping to 
cut out ‘troublesome* interior contributions. It has often been noted 
that these cut-offs have to extend into the surface region in order to 
have the desired effect - that this should be so is clear from the pre­
ceding argument. It is suggested that in all these cases the problem 
derived from the relative radii of the real and imaginary components 
of the deuteron optical potential.
The effortless way in which the adiabatic theory reproduces the 
required Jl-space localization in the radial integrals, can be considered 
as strong support for the use of the theory in analysing deuteron strip­
ping reactions. The methods used to obtain a similar il-space localiza­
tion in the conventional theory, cannot be simply justified on theoretical 
grounds. The arbitrary adjustment of the deuteron optical model para­
meters to produce a better agreement with experiment, loses contact with 
the physics underlying the conventional DWBA calculations. The usual 
justification of the use of large non-locality parameters, is that the 
non-local potential for nucleons, is in fact of a different form from
that investigated by Perey and Buck, and leads to a greater reduction of 
contributions from the interior. In the case of the Nllf(p,d)N13 reac­
tion, however, Satchler has noted that the required values of the non­
locality parameters (assuming the usual form for the correction factor 
as a phenomenological device) are up to three times those found for the 
Perey-Buck form. The use of the adiabatic theory provides a much more 
reasonable alternative.
6.10 Further Calculations for the Catt0(p,d)Ca39 Reaction
Throughout the presentation of the results of the adiabatic theory, 
it has been apparent that the theoretical predictions are sensitive to 
the nucleon optical potentials used. An attempt has been made to assess 
the extent of this sensitivity, by means of a large number of calcula­
tions for one reaction. The results of this investigation are presented 
here by way of a postscript to this chapter, and as a further assessment 
of the capabilities of the adiabatic theory. The reaction chosen for 
this investigation was the neutron pick-up reaction on Ca**° at 30.3 MeV.
It was found that the straightforward application of the theory to this 
reaction led to a reasonable agreement with the experimental angular 
distributions, using the Perey nucleon potentials, but not with the 
asymmetries. In contrast, a straightforward application of the adiabatic 
prescription using the BG potentials gave a good account of the 
asymmetries, but not of the angular distributions. The question arises 
as to whether a set of nucleon potentials could be found, which would 
give a satisfactory account, in the context of the adiabatic theory, of 
both the angular distributions and the asymmetries in this reaction.
Since the Perey potentials gave the best account of the fall-off of 
the angular distribution, it seems possible that a modification of the spin 
dependent parts of the optical potentials used could be made, which would
improve the asymmetry predictions without upsetting the cross section 
predictions,since much of the improvement of the BG potential polari­
zation predictions, is derived from the independent spin-orbit potential 
parameters. Calculations have been performed using the Perey potentials 
for the deuteron channel, and the 30 MeV proton potential of Satchler 
(Sa 67) (this potential is quoted in Appendix 4 as the parameter set 
Sa 1), and also using the Perey potentials in the deuteron channel and 
the BG potentials in the proton channel. The results of these calcula­
tions are shown in Fig. (6il6), while in both calculations the proton 
channel spin-orbit potentials had independent parameters, the predic­
tions for the asymmetries vary widely. The differential cross section 
predictions are now poorer than in the Perey only calculation, exhibiting 
an intermediate structure between the Perey and BG only predictions.
The Perey-BG mixed calculation, does give a reasonable prediction for 
the asymmetries, however, indicating that, in common with the 
Sr88(d,p)Sr89 reaction, the proton optical model potential parameters, 
are the most important in determining the proton polarizations and 
asymmetries.
In their analysis of proton elastic scattering data, Bechetti and 
Greenlees (Be 69) quote a range of correlated parameters, giving good 
fits to the data, no one set of which could be singled out as clearly 
superior to the others. The third curve of Fig. (6.16) gives the pre­
dictions of the adiabatic theory using parameters derived from the paper 
by Bechetti and Greenlees, with radius parameter rQ = 1.12 fm in both the 
incident and exit channels. The other parameters were derived from the 
correlations found in this paper, and are listed in Appendix 4 as the set 
Bl. Again, the use of these potentials gives a reasonable account of 
the asymmetries, but the angular distribution still has very strong dif­
fraction oscillations.
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It appears from the Perey potential predictions that the potentials 
used need to have a radius larger than that of the BG potentials in this 
reaction, and accordingly, further calculations have been performed with 
the best set of potential parameters found by Bechetti and Greenlees 
with rQ held at 1.22 fermis. This set of potential parameters is shown 
in Appendix 4 as the set B2, and the results are shown in Fig. (6.17).
The calculation predicts an angular distribution which again has far too 
strong a diffraction pattern, while the predictions for the asymmetry 
parameters are quite good, in common with all the other calculations 
using the BG parameters. It should be pointed out, that the BG poten­
tials were derived from nuclear scattering data from nuclei with atomic 
number A > 40, that is, the Ca1*0 data was not used. The elastic scat­
tering data for protons on Ca40 is known to be anomalous, the data for 
scattering at 30 MeV exhibiting a deep minimum at back angles, which the 
optical potential cannot reproduce. The recent work of Seth et al.
(Se 70) in (d,p) reactions on Ca1*0, quotes modified BG potentials, which 
were altered to provide a better fit to the relevant elastic scattering 
data. It was found that the major modification necessary was a reduc­
tion in the imaginary surface potential (to around 6.5 MeV). This reduc­
tion would lead to a reduction of the folded deuteron potential to around 
11 MeV, and Fig. (6.17) shows the results of a further calculation with 
this reduction, while using the same parameters as before. This calcu­
lation predicts not nearly such a strong diffraction pattern and fall-off 
of the cross section, and the predictions are quite similar to the Perey 
predictions for the angular distribution, a considerable improvement 
on the other BG predictions. The asymmetry predictions for this calcu­
lation, however, are now not nearly as good as those of the other BG 
calculations. The effect of the decreased W' has been to reduce the 
strength of the &-space localization (in the same way that £-space local­
ization in the Perey potential calculations is not as strong as in the BG 
potential calculations, Fig. (6.15)), and hence fill in the minima.
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Up until now, little mention of the non-locality correction factor 
has been made in the context of the adiabatic theory. However, from the 
explanation of the effects of these corrections on the radial integrals, 
and of the effects of the adiabatic potential calculations on the radial 
integrals, it is clear that the non-locality correction should not have 
a large effect on the adiabatic radial integrals. The effect of the 
non-locality corrections is to increase the £-space localization effects, 
and when this localization is already strong, the effects will be small. 
Referring to the ground state Fe5**(d,p)Fe55 transition in Fig. (6.7), 
where the non-locality correction was included in the proton channel with 
= 0.85 fm, the effect is indeed seen to be small. The non-locality 
corrections for the deuteron channel, using the adiabatic theory are 
difficult to assess. It can be shown (So 69) that the non-localtiy 
parameter (the range of non-locality) for the potential formed by averaging 
the effective potential over the deuteron wavefunction ^ ^ 1 ^  + V |$o>, 
the 'Watanabe* potential) should be half that for the nucleons. This 
demonstration requires the assumption that the range of non-locality of 
the nucleon potentials is much less than the range of the function over 
which the potentials are averaged. While this is a reasonable assump­
tion for the Watanabe potential, it is not very good for the adiabatic 
potential. Some reduction of the interior contributions may be expected 
for the adiabatic potential however, and the deuteron non-locality correc­
tion factor used as a first approximation.
The results of a final calculation using the parameters B2, with 
= 11 MeV and including non-locality corrections in both channels 
with 3^ = 0.85 fm, 8^ =0.54 fm, are also shown on Fig. (6.17). This 
calculation yields some interesting results, the effect of the non­
locality corrections has been to bring the asymmetry predictions into 
good agreement with experiment, but to spoil the agreement with the 
angular distributions producing a curve very similar to the other
unmodified BG potential predictions. This is because the non-locality 
corrections have produced more severe£-space localization again.
In conclusion, while it may be possible to find optical potentials 
which give a good account of the stripping cross sections and asymmetries, 
not at the expense of the elastic scattering predictions for this reac­
tion, a search program would probably be necessary. In any case, it is 
doubtful at this stage whether such nucleon potentials would have any 
great significance,in view of the many body effects which alter the 
effective potential from the sum of the nucleon optical potentials, and 
the other approximations used in the theory. In connection with the 
many body effects, Johnson and Soper found that these mainly altered the 
low partial waves in deuteron elastic scattering using the adiabatic 
theory. In these calculations on the Caz*°(p,d)Ca39 reaction, the 
ambiguities in the nucleon optical potentials have made their presence 
felt in the angular distributions by altering predominantly the low 
partial wave radial integrals (see Fig. (6.15)). The problem of the 
sensitivity of the adiabatic theory to the nucleon optical potentials 
used is closely connected with the problem of many body effects on the 
effective potential.
So far, the investigation of the adiabatic theory has neglected 
the coupling to the singlet channel, and the effects of this coupling on 
the reactions which have been investigated in this chapter are discussed 
in the next chapter.
CHAPTER 7
CALCULATIONS INCLUDING SINGLET COUPLING
This chapter is concerned with numerical calculations for deuteron 
stripping and pick-up reactions, including coupling to the singlet neutron- 
proton channel, based upon the formalism developed in Chapter 5. The mag­
nitude of the contributions from the singlet channel, and of the effect of 
the coupling upon the triplet channel, depend directly upon the difference 
between the nucleon spin-orbit forcesi After some consideration of the 
likely magnitude of this difference, the solution of the coupled equations 
derived in Chapter 5 is discussed. Numerical calculations have been per­
formed by solving these equations in an approximate way, and the resulting 
wavefunctions used to calculate angular distributions, for a number of the 
reactions discussed in the previous chapter.
7 The Difference of the Nucleon Spin-Orbit Forces
As became clear in Chapter 5, the difference of the nucleon spin-orbit 
forces plays a crucial part in the inclusion of singlet S waves in the 
adiabatic theory of deuteron stripping reactions. Indeed, if these forces 
are assumed equal (as is generally the case) then the singlet S waves play 
no part at all in stripping reactions. Nucleon spin-orbit forces, 
however, are very poorly determined, and there is ample scope for a dif­
ference between them on the available experimental evidence. Another way 
of talking about the difference between the spin-orbit potentials^ is to 
consider the possible isobaric spin dependence of the nucleon spin-orbit 
potential. The strong evidence for the isobaric spin dependence of the 
central potential comes from its simple dependence upon the symmetry term 
(N-Z)/A. Lane (La 62) was the first to show that such a dependence is 
expected to result from a more general interaction of the form t.T where
t is the isobaric spin of the nucleon and T that of the target nucleus,
If in fact it is assumed that the strength of the spin-orbit potential is 
proportional to the strength of the real potential (a calculation of this 
type by Veje is reported by Bohr and Mottleson (Bo 69) P239), then dif­
ferences of the neutron and proton spin-orbit strengths of up to 2 MeV are 
obtained for large values of (N-Z)/A.
The evidence for the strength of the spin-orbit terms in the optical 
potential, comes mainly from the phenomenological analyses, but inasmuch 
as the optical potential can be considered as an extension of the shell 
model potential into the continuum, evidence from nucleon bound states may 
give some indication of the strengths of the optical model spin-orbit 
potentials. The latest available determination of the systematic optical 
model parameters is that of Becchetti and Greenlees (Be 69) discussed in 
Chapter 4. These authors quote spin-orbit potential strengths for the 
neutron and proton of 6.2 ± 1 MeV. Values of |v^  - V | up to 2 MeV are 
therefore not unreasonable. Hodgson (Ho 69) has collected a large number 
of independent spin-orbit potential determinations from various optical 
model fits to proton scattering on particular target nuclei at particular 
energies. Plotting their spin-orbit potentials against the symmetry 
parameter (N-Z)/A, failed to reveal any systematic trend, but the spread of 
the data is consistent with the errors quoted in the determination by 
Becchetti and Greenlees.
Turning now to the evidence for bound states, in those cases where the 
single particle model gives a reasonable description of a nuclear state, 
the spin-orbit strength of the single particle potential can be extracted 
from the splitting of the energy levels for different j values * The 
derivation of spin-orbit potentials in a large number of cases, in this 
way, by Millener (Mi 69) led to proton spin orbit forces which average to
a slightly higher (i.e. stronger) value than the neutron spin-orbit forces. 
Typical examples are
Nucleus Vso Level Nucleus Vso Level
| | 
Nucleus | V 1 Level| so ;
....................1 - i
Ca39
K39
7.25
8.17
Id
Id
i
Ca1*9
Sc1*9
8.56
8.88
.
2p
2p
-
o15
N15
*
8.29 lp 
8.61 lp
j
In view of the uncertainty in the spin-orbit forces, the approach 
adopted in the subsequent calculation has been to assume that small dif­
ferences in the nucleon spin-orbit potentials are not unreasonable. The 
relationship of the results to these small differences has been investigated 
to determine the qualitative features of the effects of singlet coupling in 
stripping reactions.
7.2 Solution of the Coupled Equations
With the restrictions of the approximations introduced in Chapter 5, 
the coupled equations for the singlet and triplet radial wavefunctions 
become
The solution of the equation for the triplet channel when  ^Jx 
proceeds in exactly the same was as in the standard adiabatic theory. The 
equation for the = J1 partial wave, however, is coupled to the singlet 
partial wave, forming two coupled second order first degree differential 
equations. Coupled differential equations also arise in the adiabatic 
theory of elastic deuteron scattering (So 69, Jo 69) and they can be solved 
exactly by standard means. The treatment of the coupled equations (7.1) 
adopted here, however, will be somewhat simplified. Inspection of the 
coupled equations, and of the form of the potentials appearing in them 
(see equations (5.44-47) and (5i70-76)), reveals that the coupling is com­
pletely symmetric in the zero range and finite range approximations (this 
symmetry is dependent upon the approximations introduced in Chapter 5, in 
particular upon the neutron-proton potentials having the same range in 
singlet and triplet states, but any asymmetry introduced by a difference in 
these ranges would be very small). In fact, the coupled equations would 
be completely symmetric if the energies and potentials on the left hand 
sides were equal. Now the asymmetry introduced by the difference in the 
energies depends on the terms eQ and e^, and by the fundamental adiabatic 
assumptions, the dependence upon these terms is very weak, and it is not 
expected that the results will depend sensitively upon these energies. Turn­
ing now to the potentials on the left hand side of equation (7.1), these 
differ only in the presence of the spin-orbit potential in the £ = j triplet 
wavefunction equation, which is absent from the singlet wavefunction 
equation. For £ = j, the matrix element of (L.g) is -1 (equation (5.42)), 
and the strength of the spin-orbit term is around 5% of the strength of the
real parts of and .* 11 oo
The equations (7.1) have been solved in the symmetric approximation, 
that is, the solutions of (7.1) have been approximated by the solutions of 
the following equations
[E - T (R) - V^R)] f}.(R) = 6 . A V*(R) f°(R) , (7.2a)
1 a  £ i i  .1 £3 £3 10 £
[E. - T (R) - V* (R)l f°(R) = A V* (R) fl (R) . (7.2b)L d i  i i  -i a oi n
The differences between the solutions of (7.2) and (7.1) are in detail 
only, and the qualitative effects of the coupling to the singlet channel 
(which, in view of the uncertainty in the spin”orbit potentials, are of the
most interest) do not depend upon the use of the equations (7.2) instead of
(7.1). The advantage of using the symmetric equations (7.2) is that by 
addition and subtraction, uncoupled differential equations are immediately 
obtained
|Ed - T^(R) - V^(R)] fJ.(R) = 0 , l fl j , (7.3a)
[E - T (R) - V?f(R) + A (R)"| (fj (R) - f°(R)) = 0 , (7.3b)
1 a £ 11 10 ££ p
[Ed - T^(R) - VjJ(R) - A Vj0(R)] (fj^(R) + = 0 • (7.3c)
Clearly, fJ0(R) and f?0(R) are obtained very easily from the solutions 
of (7.3b) and (7.3c). The solution of the equations X7.3) is a no more 
complicated problem than the solution of the three partial waves for a
given £ value, however, there are now four equations to solve. The coup-
£ling terms A V1Q(R) are easily generated since they have the same radial 
shape as the spin orbit potentials (see equations (5.44-^7)).
Further to the discussion at the end of Chapter 5, in the symmetric 
approximation, the calculation of singlet coupling effects does not depend 
on the detailed nature of the neutron-proton system in the singlet state.
The only requirements for the calculation above those needed for the normal 
adiabatic calculation, are the ratio of the strengths of the neutron-proton 
forces (a) and the difference between the strengths of the spin-orbit forces.
In all subsequent calculations, the value of 0.70 has been used for the con­
stant a,this being the value obtained from the Yamaguchi separable neutron- 
proton potentials, when the ranges are taken as equal in the singlet and 
triplet states (see section 5.5).
Defining now the functions
g^ t) = R{ f u ( R) ± f *<R>} • C7. i t )
Then
where
K2 - —  -ii -J—-l-j. + —Hi av£ (R)
dR2 R2 h2 10
gz(+) - 0 , ( 7 . 5 )
2y
K2 = — - (E, - V^£) . (7.6)
h2 11
Now from the boundary conditions on f^(R) and fj^R) and the definition 
(7.4), the boundary conditions on g^*) are
R*» 2iK W &  H^(KR) “ V K R)} , (7.7)s w  •*   ,r(±)H J R-*» 2iK 1
where
H^(KR) ^  exp {i(KR - n log(2KR) - JiU + ct^ )} . (7.8)
By inverting (7.4), the asymptotic forms of f°(R) and fj (R) are obtained as
fn(R) R- 2li® 9  H£(ke) - Ht(KR)} • <7-9a)
and
R*» 4lKR *nM  " nU* * (7.9b)
The singlet channel having, of course, only outgoing waves at infinity. 
+
The functions are the reflection coefficients used in the discussion of 
I -space localization in the last chapter. It is possible to extract the 
dependence of the asymptotic singlet wavefunctions upon the angular 
momentum £, and see qualitatively which partial waves are most important in 
the singlet coupling. From (7.9b)
where 6“ are the phase shifts corresponding to the reflection coefficients 
nA”. Now it is easy to prove (see for example Messiah (Me 61)) that
Sin(6I - S?  = - ^  fQ ®£<+) A V01(R) • (7*i:l)
z
Since A VQ1(R) is a small perturbation and the difference of the phase 
shifts is very small, it is reasonable to approximate
6*" = ' S C  g*(+) a v°l(R) g‘(_) dR •
(vSO ySO^ ^
- - [£(1 + x)-l* 7 jo -vso, 1 VR) dR(V - V ) J op n
i
= - [£(£ + l)]2 a£ . (7.12)
Having used (5.76), returning now to (7.10)
lf£(R>l % I1 - 1 + 2il«* + 1)]i ' -"I •
RX .  tic +  X ) ^  l“ jil • ( 7 ’1 3 )
Clearly the asymptotic value of |r (which is independent of R)
will tend to increase with Z through the factor [&(& + l)]2, but will go to 
zero eventually, as the phase shifts go to zero (i.e. as a. 0). TheseZ £->oo
features are illustrated in Fig. (7.1) which displays several calculated 
functions |R f°(R)|, plotted against R. Outside the potential region 
these functions rapidly become purely outgoing waves. The variation of the 
asymptotic value of the functions is also shown (inset), demonstrating the 
expected behaviour of a maximum for 'surface1 partial waves. The wave-
oco
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functions in Fig. (7*1) were calculated for the Fe5If(d,p)Fe55 reaction at
23 MeV, discussed in Chapter 5, with a spin-orbit difference of
(Vso - VSO) = 2 MeV. n p
In the formal development of the singlet coupling theory it was noted
a,
that the definition adopted for x (equation (5.6)) was relevant to the
S1
sign of the coupling term (see Appendix 2). At first this is unsettling, 
since in the equation for the three body wavefunctions it was irrelevant 
whether the proton was labelled as particle one or particle two. However, 
once the three body wavefunction is used in the stripping matrix element, 
the problem is no longer symmetric (since one particle is captured).
Having decided upon a labelling correction for the particles, the results 
are fixed, if the labelling of the neutron and proton is then changed, the 
spin wavefunction changes sign since
x%p ,n) = (-) Sl Xg^n.P) , t7-1*)
sl S1
and inspection of the coupling term shows that this also changes sign
(since (V^°- V^ °) changes sign) leading to an exact change of sign of
f?(R) for all Si, Since these wavefunctions are used in the stripping
matrix element multiplied by the spinor xe » the resulting matrix elements
1
is unchanged by the change in labelling. The results of the theory, 
however, are changed by changing the sign of (Vn - ^p^9 that is the results
S O  s owith (V^ - Vp ) set equal to 2 MeV and -2 MeV are quite different,
effectively the spin singlet matrix elements, which add coherently to the 
triplet matrix element are of opposite signs in these two cases, the con­
nection between the two calculations is considered further in the next 
section. In this work, the equation
(Vso - VSO) = K ,n p 9
is taken to mean that V is K MeV less attractive than V , whilen p*
so so(Vn - V ) is often designated by 3 in the Figures.
7 *3 Singlet Coupling Effects on the Angular Distributions
Calculations have been performed for the same stripping reactions as 
were analysed in the last chapter, mainly to investigate whether the con­
clusions reached concerning the adiabatic theory were in any way altered by 
the inclusion of coupling to the singlet channels. In general, the results
show that the inclusion of singlet coupling with reasonable values of 
SO so(Vn - Vp ) produces a negligible effect upon the cross section calculated
using the adiabatic theory. Some calculations of course are more sensitive
to this small correction than others. In particular, it is well known that
the spin-orbit forces themselves affect the angular distributions only at
large angles, and any corrections to the spin dependent forces will show up
mainly in the same angular region. Figure (7.2) displays the results of
calculations on the reaction Fe5If(d,p)Fe55 at 23 MeV leading to the (J~)
state, this is the reaction which was extensively discussed in the last
chapter. It is clear that the effect is quite negligible for reasonable
values of (V - V ), in fact, even the unphysical value of (V - V ) = np p 9 9 *  j  . n p
5 MeV produces no great effect on the angular distribution. As expected,
however, the effect is largest at large angles.
The effect of singlet coupling on the Sr88(d,p)Sr89 cross section is 
extremely small, and quite negligible. For (V^ - V ) set equal to -2, 0,
2 and 5 MeV, the calculations all yielded curves which could not be
resolved on a logarithmic graph of about two inches per cycle. The effect 
on the cross section at all angles was less than 0.1%, and the Sr88(d,p)Sr89 
cross section was in any case found to be insensitive to the optical model 
parameters in Chapter 6. Figure (7.3) shows the results of calculations 
performed for the Ni58(p,d)Ni57 reaction, which was discussed in Chapter 3.
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In the conventional theory, it was found that the calculations failed to
f 5—'J
predict the position of the main peak of the —■ cross section, although 
the qualitative features of j dependence at forward angles were reproduced.
The upper curves in Fig. (7.3) show the calculation in zero range approxi­
mation, and the lower curves the calculation in finite range approximation^ 
The adiabatic calculations are clearly insensitive to the finite range 
corrections, and to the singlet coupling effects, and although the fall-off 
of the cross section from the main peak is better reproduced, the adiabatic 
theory also fails to predict the position of the peak cross section correc­
tly. The adiabatic calculation can be compared with the conventional 
calculation in the lower curves of Fig. (7.3).
As a final example, the effects of singlet coupling upon the 
CaIf0(p,d)Ca39 reaction are shown in Fig. (7.5). This reaction was found 
to be very sensitive to the optical potentials used in Chapter 5, and is 
quite sensitive to the singlet coupling corrections. However, the effect 
is still not important,when compared with the effect of slight changes in 
the nucleon optical potentials.
7 Singlet Radial Integrals and more General Considerations
It is interesting at this point to consider the effect of the coupling 
on the radial integrals directly. The investigation of the last chapter 
showed that in an adiabatic calculation, the radial integrals exhibit a 
pronounced ft-space localization, and anything which upsets this localization 
of the radial integrals could be expected to have a considerable effect on 
the cross section. In view of the general result, however, that the coup­
ling is maximised for the surface partial waves, it is not to be expected 
that the coupling will have any great effect on the lower partial waves, and 
hence on their related radial integrals. In Fig. (7.4) are shown the same
a. u.
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Singlet Coupling
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radial integrals as were discussed in Chapter 6 (these are, in fact, the
functions defined in equation (5.65), the triplet and singlet radial
integrals are FT 0 7 0 and F7 0 T 0 0 respectively). The radial inte- 
112 2 T H Y
grals correspond to the upper parts of Figs. (6.11-12) but in Fig. (6.12)
the Perey potentials were used to generate the wavefunctions in the deuteron
channel, and here the BG potentials have been used. The triplet radial
integrals show the typical £-space localization, but in this case the radial
integrals are uniformly smaller than when using the Perey potentials,
reflecting the lower absolute normalization of the angular distribution
noted in Chapter 6. It is clear from Fig. (7.4) that the effect of
including the coupling to the singlet channel on the triplet radial integrals,
is very small, even in the extreme case of choosing (V^ - V^) as 5 MeV.
The most important effect on the stripping matrix element comes from the
addition of the singlet radial integrals. The shape of the singlet radial
integrals plotted against £, reflects quite closely the shape of the
asymptotic singlet wavefunctions plotted against Z in Fig. (7.1). This is
not too surprising, since the arguments for expecting £-space localization in
the triplet channel do not apply to the singlet channel. The large
'surface' radial integrals in the triplet channel arise from the standing
waves outside the nuclear potentials (real and imaginary) reflected by the
centrifugal barrier when this moves outside the nuclear surface. These
standing waves do not contribute for very large £, since they are damped by
the form factor, and the radial integrals fall off smoothly as Z becomes
very large. However, in the singlet channel there are no standing waves
outside the nucleus for any Z value. The singlet radial integrals can thus
be expected to follow roughly the triplet radial integrals (up to the point
where the beforementioned exterior standing waves become important),
multiplied by a factor giving the normalization of the singlet partial waves
2
(these increase roughly as [£(£ + 1)]2 for small £). Standing waves are
seen in the nuclear interior in contrast to the exterior, and this can be 
understood in the following manner. The singlet wavefunction in the 
symmetric approximation is (half of) the difference of two wavefunctions 
having the same ingoing waves asymptotically (these therefore cancel).
Once the region of the coupling potential is reached, however, these vjave- 
functions differ slightly both in incoming and outgoing waves. The dif­
ference of the two standing waves in the nuclear interior produces another 
standing wave, and the net effect is the same as if the singlet wavefunction 
was generated by an equation with a source potential (in contrast to an 
absorptive potential) in the region of the coupling term. The source 
potential sends ingoing and outgoing waves away from it, and the ingoing 
waves are reflected at the centrifugal barrier, giving standing waves inside 
the source term, and adding asymptotically to the other outgoing waves to 
give purely outgoing waves outside the source term. It is, in fact, 
intuitively clear that the flux from the triplet channel can only be passed 
to the singlet channel in the region of configuration space where the spin- 
orbit potentials are non zero and different.
Since the corrections to the triplet radial integrals are so small, 
the effect of the coupling to the singlet channel on the angular distribution 
and polarizationscan be simply investigated by neglecting the triplet cor­
rections. In this case, the calculations with and without singlet coup­
ling differ in that the place of the triplet matrix elements (cr^ S.Oj), is 
taken by the sum of the singlet and triplet matrix elements. Firstly, it 
has already been shown that the singlet partial wave f°(R) in first order 
is directly proportional to the coupling term and hence to the difference 
of the neutron and proton spin-orbit potentials (see equations (7.9-13)). 
Reference to equations (5.65-66) shows that since all the singlet partial 
waves are directly proportional to the difference in the spin-orbit poten­
tials, so is the singlet matrix element itself. Now at any angle, the
angular distributions, polarizations and asymmetries, without singlet coup­
ling, are all functions of the triplet matrix elements. The angular dis­
tribution, for example, without singlet coupling, can be written as the 
function
elements appearing in the calculation. The angular distribution when the 
singlet coupling is included, can then be written in the form
and 8 is the difference of the neutron and proton spin-orbit potentials. 
Using now a Taylor expansion to first order in all the corrections to the
The summation correction is implied in the second line above.
This equation, of course, holds for any function of the matrix elements 
x^, in particular, for the polarizations and asymmetries, and it means that 
the correction to the triplet angular distributions at any angle is propor­
tional to the difference in the spin-orbit forces. Equation (7.17) only 
holds for real spin-orbit potentials of course. As a particular example, 
the angular distributions for 8 = ±1 MeV, will average to the distribution 
for 8 = 0, that is, they will be equally spaced on either side of the triplet
c(e) = ( x ^  x2 , xn ) (7.15)
where the x,. are the real and imaginary parts of all the triplet matrix
a'(8) = fj (xj, x^» a. x^) , (7.16)
where
co-ordinates x^ gives
a'(e) s f i (xx + 8<5xlV.x2 + 8<5x 2 , ... x r  + 3<$xn ) »
a(0) + 8 a"(0) . (7.17)
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only distribution if the first order expansions are valid. In fact, the 
coupling effects are so small that these expansions are quite accurate.
7.5 The Effect of Singlet Coupling on Polarizations and Asymmetries
Since the polarizations and asymmetries are sensitively dependent on 
the spin dependent forces in the optical potentials, a larger effect can be 
expected from the inclusion of singlet coupling upon them than in the case 
of the angular distribution. In view of the long standing difficulty con­
cerning the polarization of the outgoing protons in the Sr88(d,p)Sr89 
reaction (which, however, is not nearly so acute when the BG potentials are 
used in the adiabatic theory), it is convenient to start by looking at the 
effects in this case. As in the case of the angular distributions, 
however, the effects of singlet coupling are very small. In Fig. (7.6)
(the lower graph) are plotted the predicted proton polarizations for this
reaction using the BG potentials in the adiabatic calculation, and including
SO sosinglet coupling using differences of the spin-orbit potentials (Vr - Vp ) 
equal to zero and 5 MeV. It should be noted that these calculations (and 
others in this chapter) are not internally consistent, in that the spin-
orbit potential for the proton wavefunction is the same no matter what
SO so •value of (V - V ) is chosen, and so is the neutron bound state spin- n p 9 r
orbit potential. As has already been mentioned, however, this investigation 
is concerned with the qualitative effects of introducing a coupling to the 
singlet channel, and these approximations are not important, indeed they 
are consistent with the general uncertainty surrounding the nucleon bound 
state and optical model potentials.
In the deuteron stripping reaction on Sr88, discussed here and in 
Chapter 6, the neutron is transferred to a bound S state, and in this case 
it is a well-known result of the conventional DWBA theory that the predicted
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proton polarization vanishes in the limit when the spin-orbit potentials 
tend to zero. This result also holds for the adiabatic theory when only 
the triplet states are considered. It is of academic interest to consider 
the result of allowing the proton and deuteron spin-orbit potentials to 
tend to zero while retaining the coupling to the singlet channel (such a 
situation could not, of course, arise in the adiabatic theory). In this 
case the polarization does not vanish (the matrix ibt , does not become
V x ° ;
diagonal in spin space) and the residual polarization is purely that 
introduced by the coupling to the singlet channel. The result of a numer­
ical calculation for this situation is also shown in Fig. (7.6). The
SO socoupling strength (V^ - ) has been retained at 5 MeV, while the spin-
orbit potentials in each channel have been set to zero. It is clear that 
the independent polarization of the outgoing protons introduced by the 
coupling is very small. In this reaction, as noted in Chapter 6, the 
outgoing polarization is mostly determined by the proton spin-orbit 
potential.
The upper part of Fig. (7.6) displays the results of several calcula­
tions of the effect of singlet coupling on the proton polarization in the 
Fe5If(d,p)Fe55 reaction at 23 MeV; while above the angular distribution in 
Fig. (7.5), the effect of singlet coupling on the proton asymmetry in the 
Cat+0(p,d)Ca39 reaction is plotted. As in the cases of the angular dis­
tributions, the predictions for these reactions are much more sensitive to 
the coupling than the prediction for the Sr88(d,p)Sr89 reaction. Quali­
tatively, however, the effect is less important than the ambiguities in 
the nucleon spin-orbit potentials.
£ •It is of interest to see whether the deuteron asymmetry vector i n  
a (d,p) reaction or the vector polarization of outgoing deuterons in a 
(p,d) reaction are more sensitive to the singlet coupling than the proton
polarization or asymmetry vectors. This vector is defined in Chapter 2 in
&
terms of the K = 1 efficiency tensors for a (d,p) reaction, and is equalKq
to the vector polarization of outgoing deuterons in the inverse (p,d) reac­
tion (in the case of non ground state transitions of course, the inverse 
experiment cannot be performed). The effect of the various spin-orbit 
potential differences used in the angular distribution and polarization 
calculations on the efficiency vector for the Fe5l4(d,p)Fe55 reaction at 
23 MeV, is shown in the lower graph of Fig. (7.7). The effect is seen to 
be no greater than that on the proton polarization predictions. This
graph does, however, give a striking confirmation of the general result 
embodied in equation (7.17). The cross over points (at which o"(8) 
vanishes) in particular demonstrate the accuracy of the first order expan­
sions used to obtain equation (7.17).
The asymmetry vector has been used to extract the total spin of 
some nuclear levels, by means of the pronounced j dependence which it 
exhibits in I = 3 transitions. Experiments and calculations by Yule and 
Haeberli (Yu 68) have shown that this j dependence is well reproduced by 
the conventional DWBA theory. Calculations of the effects of singlet coup­
ling on the vector polarization of the outgoing deuterons in the
Ni58(p,d)Ni57 reaction, leading to the level, in the adiabatic theory2
corroborated the conclusion reached in the Fe51+(d,p)Fe55 calculations. The 
effect on the deuteron efficiency (or polarization) vector was of a similar 
magnitude to that on the proton polarization (or efficiency) vector, both 
effects being negligible compared with the other uncertainties in the theory, 
The effects of the ambiguities in the optical model parameters, of the 
variations introduced by different form factors, and of introducing finite 
range corrections, were all larger than the effects of singlet coupling.
Turning now to the tensor polarizations and the related efficiency 
tensors, a larger effect may be expected from the inclusion of singlet coup-
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ling, since in first order, it has been shown by Johnson (Jo 62) for 
A = 0 transitions, that the vector polarizations depend on the vector spin 
dependent forces, and the tensor polarizations on the tensor forces. In 
the previous chapter it was noted that the effect of the singlet coupling 
on the triplet wavefunction was equivalent to the introduction of a tensor 
spin-orbit potential. It has been seen, however, that the modification of 
the triplet wavefunctions and consequently on the triplet matrix elements are 
much less important than the inclusion of the singlet matrix elements, and 
qualitative predictions of the effect of the addition of these tensors are 
not easy to make. The addition of the singlet matrix element can, however, 
be considered as equivalent to a further modification of the SL = J partial 
wave in the triplet state, and the differences between partial waves with 
different J but the same A value are produced by different balances of 
vector and tensor spin dependent forces.
The predicted efficiency tensors for the scattering of polarized
SO sodeuterons are shown in Figs. (7.7-8), for the set of values of (V - V )n p
used before in calculations for the deuteron stripping reaction on 
Fe5l+ at 23 MeV. It is clear that the effects are, in fact, larger than 
those on the vector polarizations and asymmetries, but interest in these 
graphs is largely academic, since very few tensor polarized beams of 
deuterons are available, and even fewer of them have been used for stripping 
reactions. Again, however, the curves serve to illustrate the accuracy of 
equation (7.17). A further general feature of these graphs (common to those 
of the angular distributions and vector polarizations and asymmetries also) is 
that singlet coupling effects are more important at large angles, even for the 
tensor polarizations and asymmetries, however, the effects of singlet coupling 
are not as large as the effects of other ambiguities in the theory. The 
tensor polarizations are, in fact, extremely sensitive to any small changes 
in the calculation.
CHAPTER 8
SUMMARY AND CONCLUSIONS
The first part of this work was concerned with the application of the 
conventional DWBA theory of stripping reactions, in its most sophisticated 
form, to determine whether it was capable of explaining the observed for­
ward angle j dependence in ( I = 3) deuteron stripping reactions, and the 
inverse pick-up reactions* This attempt was qualitatively successful#
Two main mechanisms have previously been proposed to explain the observed 
forward angle j dependence, arising from quite separate aspects of the 
DWBA stripping theory* It had been assumed that these two mechanisms 
were complementary in producing a j dependence of the (& = 3) stripping 
cross section, and it was hoped that a calculation enbodying refinements 
derived from both mechanisms,would yield a j dependence of the cross 
sections,which was sufficient to account for all of the experimental 
differences. The calculation performed in Chapter 3 led to a j dependence 
which was qualitatively in agreement with the experimental results for the 
Ni58(p,d)Ni57 reaction, when the D state effects were included, and a
transition calculation. Thisrealistic form factor was used for the 
j dependence was greater than that obtained when separate calculations 
were performed including only one refinement of the standard DWBA theory, 
and shows that the mechanisms are indeed complementary in producing the 
observed forward angle j dependence. Although the exact form of the 
DWBA predictions do depend upon the optical potentials used, difficulties 
of a fundamental nature remained with the position of the peak of the 
reaction cross section for both j value transitions.
The subsequent work reported in later chapters, dealt with the appli­
cation of a three body model for the deuteron nucleus system to stripping 
reactions, which has recently been proposed. The first point to be noted
in connection with this prescription's that it provides, an understanding 
of why the class of deuteron optical potentials having a depth of roughly 
twice that of the nucleon potentials, gives the best results when used in 
stripping reactions. The adiabatic theory justifies this in a very 
direct manner, which may be compared with the indirect argument that, as 
an approximation, the deuteron wavefunction for use in the stripping 
amplitude is generated from an optical potential, and that, in a further 
approximation, this potential is expected to have roughly twice the depth 
of the nucleon optical potentials.
Although it was not clear, before numerical calculations were per­
formed, whether the use of the adiabatic prescription would give signifi­
cantly different results from the use of the deuteron optical potential 
(when this was chosen from the class having approximately twice the depth 
of the nucleon potentials), the numerical investigation showed that the 
results of using the two theories, can differ quite markedly in some 
cases. The major differences between the two sets of theoretical predic­
tions which emerged, were that the cross sections generated by the 
adiabatic prescription, tended to have a greater fall-off and stranger dif­
fraction pattern, than those generated by the conventional theory. These 
two features were found to be related to one feature which distinguishes 
the adiabatic calculations, from the conventional calculations. This was 
that the former calculations yielded in general, a greater &-space locali­
zation of the radial integrals, than the latter calculations. The 
explanation of this general feature required a detailed understanding of 
the mechanism producing &-space localization, and was found to be related 
to one of the features which distinguishes the deuteron optical potential 
from the potential used in the adiabatic prescription. This feature is 
the difference in radius parameters between the real and imaginary 
deuteron optical potentials. In many cases where this difference is
large, the conventional stripping calculation does not yield a sufficiently 
strong ft-space localization of the radial integrals, to produce the observed 
fall-off of the cross section. This difficulty seems to be most acute for 
small nuclei,where the differences in radius parameters can be very large, 
and some means of limiting the interior contributions is always required in 
conventional analyses. In this connection,it is reasonable to predict 
that the use of the adiabatic theory, will resolve many of the difficulties 
encountered by Snelgrove and Kashy (Sn 69a, Sn 69b) in their recent 
investigation of (p,d) reactions on 016 and Nll+ at a range of energies 
between 20 and 45 MeV. The calculations for these reactions are very 
similar to the calculations performed for (p,d) reactions on Nllf in this 
work, where the adiabatic theory reproduced the observed fall-off of the 
angular distributions without difficulty. The adiabatic theory potential 
always has the radius parameters of the real and imaginary parts approxi­
mately equal, and does not require suppression of the interior and surface 
contributions to produce an L-space localization of the radial integrals, 
which will yield a satisfactory fall-off of the cross section. It may be 
relevant to note at this-point, that the large radius parameter of the imag­
inary part of the deuteron optical potential has been: assumed in the past to be 
related to the neglect of break-up components in the deuteron wavefunction.
That the differences in potentials between the three body model including 
break up effects, and the conventional optical model prescription^ should 
be most apparent in the radius of this potential, is therefore reasonable.
The adiabatic theory requires the use of effective two body potentials 
for the interaction of the nucleons in the deuteron, with the target, and 
these are taken as optical potentials evaluated at half the incident 
deuteron energy. This procedure is approximate, and is chosen mainly on 
the grounds of simplicity. Many body corrections to the potentials used, 
when the adiabatic theory is applied to elastic scattering, have been
estimated by Johnson and Soper, and they found corrections of up to 10% in 
depth. In view of the sensitivity found in the adiabatic ca.lculations 
to the nucleon optical potentials used, it is clear that many body correc­
tions could have a significant effect on the adiabatic predictions. It 
must be recorded that in some cases the adiabatic theory does not produce 
a fit to the cross section,which is as good as that produced by the con­
ventional theory. In view of the approximations which were made in 
deriving the adiabatic prescription, however, a detailed fit to the cross 
section could prove to be an embarrassment, using the simplest form of 
the adiabatic theory, since it is hardly likely that all the approxima­
tions used,would be accurate for a particular reaction. One advantage 
of the adiabatic theory is that the approximations made can be more 
clearly recognised, whereas in the conventional theory, they are mostly 
collected together and hidden in the use of the deuteron optical potential. 
The neglect of higher values in the neutron-proton system, and the 
inaccuracy in the effective potential, would almost certainly alter the 
detailed predictions of the adiabatic theory if they were corrected for.
For this reason, a detailed fit to the experimental cross section would 
be lacking in significance at this stage.
The adiabatic theory seems to predict an £-space localization of the 
radial integrals appearing in a DWBA calculation,which is too great in 
some cases. This leads to a fall-off and diffraction pattern in the 
cross section,which is too severe in such cases. It is encouraging to 
note, however, that the inclusion of higher ^-values in the neutron- 
proton system in the conventional calculation, tends to have the effect of 
filling in minima in the cross section. In fact, any refinement of the 
theory which adds incoherently to the usual stripping amplitude, can be 
expected to have this effect. The adiabatic theory is also much more 
reliable in its predictions of polarizations and asymmetries, than the con­
ventional theory, in fact the fits to these distributions are often good, 
when the fits to the cross sections are not. The significance of this 
result is difficult to assess, but it may indicate that the spin dependent 
forces are being taken into account accurately, even with this relatively 
simple formulation of the three body system. The systematic improvement 
of the proton polarization and asymmetry predictions by the use of the BG 
potentials, over the use of the older Perey potentials, is quite striking, 
and is strong evidence for the basic relevance of the three body model. 
This effect, together with the general result that the adiabatic theory 
produces an £-space localization which can often only be obtained in the 
context of the conventional theory, by rather artificial means, con­
stitutes the evidence in support of the use of the adiabatic theory in 
analysing deuteron stripping reactions. While the use of this theory 
will not alter the assignment of the £-value of a particular transition, 
it can alter the extracted spectroscopic factors, as an example, the 
extracted spectroscopic factors for the Caif0(d,p)Caltl reaction were 
found to be close to unity, in comparison with a recent result of the 
conventional theory, of approximately 0.7 for the £ = 3 ground state 
transition (Se 70). When large suppression of the interior and surface 
contributions of the conventional theory are used, however, the 
spectroscopic factors extracted from the two theories come into closer 
agreement•
Probably the major deficiency of the adiabatic theory in its pre­
sent form, stems from the inaccuracy of the approximation used for the 
effective potential. The sensitivity of the calculations to the nucleon 
optical potentials used, is almost as great as the sensitivity of the con­
ventional theory to the different deuteron optical potentials in some 
cases, and further work could be directed towards improving the approxi­
mations used for the effective potential. The correction to the effec­
tive potential introduced by many body effects, which was estimated by
Johnson and Soper, applied to the potentials used in the description of 
elastic scattering, and does not apply directly to the adiabatic poten­
tial. It is significant to note, however, that they found that these 
corrections affected mainly the low partial waves. In the reaction 
analysed in the most detail, the Ca£f0(p,d)Ca39 reaction, the sensitivity 
to the different optical potentials used, was reflected in a sensitivity 
of the low partial wave radial integrals, a reduction in the severity of 
the &-space localization (caused by a change in the low partial wave 
radial integrals) leading to a great improvement in the agreement with 
the experimental cross section. It is quite likely then, that the many 
body corrections will have a considerable effect on the low partial wave 
radial integrals, and hence (via the reduced £-space localization of the 
radial integrals) on the cross section. In comparison, it is not to be 
expected that a correction of similar magnitude to the deuteron optical 
potential,would have a very large effect on the cross section, since the 
&-space localization is not so marked. The sensitivity of the adiabatic 
calculations to the nucleon optical potentials used,seems therefore to be 
intimately related to the many body corrections to the effective potential.
The results presented in the last chapter were concerned with the use 
of a refinement of the adiabatic theory, to include the contributions of 
the singlet neutron-proton break-up components of the three body wave- 
function. These calculations required the use of a reformulated strip­
ping amplitude, consisting of a sum of singlet and triplet matrix ele­
ments, which was developed earlier. When the effective potential is 
chosen as the sum of the neutron and proton optical potentials, the 
singlet contributions vanish in the case where there is no isospin depen­
dence of the spin-orbit potential. The spin-orbit potentials are not 
determined accurately, but the difference between them is limited by the 
available experimental evidence, to less than 2 MeV. For such values of 
the difference in the spin-orbit potentials, it was found that no signif-
icant differences were made to the predictions of the simple theory, 
using only the triplet calculations. The effect was found to be greatest 
on the tensor polarizations and asymmetries, but these parameters are in 
any case extremely sensitive to small alterations in the calculation.
The singlet contributions, although of a formal interest, were not found 
to be of any significance,when compared with the other uncertainties in 
the theory. This result gives considerable justification to the 
neglect of singlet contributions in the investigation of elastic scatter­
ing, using the adiabatic theory, by Johnson and Soper.
Further improvements to the adiabatic theory, other than the improve­
ment of the effective potential, would include the effects of the D state 
component of the deuteron internal wavefunction. These effects are 
certainly large for £ = 3 transitions, and are particularly important when 
the cross section exhibits strong minima. A further test of the 
adiabatic theory of deuteron stripping reactions9 would require its sys­
tematic employment on a scale approaching that of the use of the conven­
tional DWBA model. The sensitivity of the theory to the effective poten­
tial used,presents a problem which will need to be solved, however, before 
detailed fits to the experimental cross sections can be expected.
APPENDIX 1
HARMONIC OSCILLATOR MATRIX ELEMENTS
Matrix elements of a potential between harmonic oscillator wavefunctions 
can be expanded as a series involving Talmi integrals (Ta 52) of the follow­
ing form
<n£|v(r) = f R^Cr) V(r) R . ,(r) r2 dr , (Al.l)
* o
where
\ B(n£, n , p )  I , (A1.2)
P P
(
CO 2
r2P e_r y(r) r2 <3r , (A1.3)
0
Rn*(r) = Nni e"5Yr2 r* UnA(Y r2) ’ (A1*4)
U <v) - y ( 9k n V (2£ t 1)1! k
n£ " k^Q 2 (n-k)lkl (2£ + 2k + 1)!! X 9
(A1.5)
3
N 2 = 2  f. , (A1.6)
n /tt n.11(2£ + 1)I r'J2
2 . 2£-n+2 (2£ + 2n + 1)1! y£*?
Y = —  • (A1.7)
2h
If V(r) has the same sign everywhere, then so does the integrand in 
(A1.3), and numerically, the Talmi integrals are much easier to evaluate 
than the integral in (Al.l). The centre of mass co-ordinates are related 
to the individual co-ordinates in the usual way
£ = -i * -2 » R = i(?i + r2) »
and the radial quantum numbers used above are those used by Moshinsky, 
that is, one less than the usual definition (n = 0 corresponds to a nodeless
wavefunction). The functions B(n£, n*£!,p) can be evaluated using the 
explicit formulae in the paper by Brody et al. (Br 60).
The matrix elements appearing in equation (3.14) reduce quite simply 
to the integrals (Al.l). For example, with the residual interaction 
(P^ are spin projection operators)
V(r) = V (r) P + V.(r) P, , (A1.8)o o 1 1 7
<(n£s) J|v(r)|(n!£*s)J> = 6 0, 6 <n£|v (R)|n f£ *>XrX> SO O
+ S u , 6 ^IVjCrJln’A ^  . (A1.9)
In the case of the residual interaction used by Prakash and Austera,
(Pr 67), the potentials VQ(r) and V^r) are proportional.
APPENDIX 2
A2 The Adiabatic Spin-Orbit Potential
The general problem involved in calculating the spin orbit contributions 
to the adiabatic potential concerns the evaluation of the expression
PSL V £  + * 2r£p + v2(5 - i V-n'l ps • (A2,1)
Defining
R = J(r + r, ) , r - r + r , (A2.2)~p ~n ~ ~p ~n
V = 5 V + V , V = J 7 > v , (A2.3)p R r 9 n R r 9
£ ~ - i r x V , L = - i R x V. , (A2.4)
£ ~ ~ K
it is clear that
£ = 2 L - i R x V - (J) i r x V + i £ . (A2.5)~p ~ r R ~ 5
and
£ = j L + i R x V  + (J) i r x V + J £ . (A2.6)~n ~ ~ r - R
Using equations (A2.5) and (A2.6) in the matrix element (A2.1), and
noting that P consists of eigenstates of zero angular momentum, leads to s
psl V 5  + * S5 V 2p + V ?  -  ^ 22-^Jps
= ps t V V  ( i !;-|'Ex 7R - i 5 x V ,22-Ips
*
+ ps |V2(rn > (i i  + t ' S x 7 R + i S x V ‘2llPs • (A2.7)
Assuming now that the potential is spherically symmetric (V^r^) = 
V^Cr^)) and using the expansion of {r x (r x R)} leads to
P fV,(R + J r) r f(r)|P = R{P
S 1 1 J S ~ £
(r.R)
V (R + 2 r) ----- f(r)
. 1 - - R2
(A2.8)
p } • sJ
Thus
P [V. (R + 1 r) R x V IP = R x ( P  s '■* i ~ - - r 1 s - 1r' s -  s
= 0 .
V (R + i r) r 1 - ~ - r dr P } ,sJ 9
(A2.9)
and
PJV,(R + } r) (J r * = {p V,(R + 5 r)S * 1 •• +* 1 \ S  S *
(r.R)
4R‘
ps}(R x vR) .
(A2.10)
Using similar results for the parts of (A2.7) concerning the neutron leads to
P IV (r ) cj..£ + V (r ) a a  ]P sL l p -1 ~p 2 n -2 -n1 s
= i p
(R + i r)
V (R + I r) {R. -r }
1 R2
P a, .L s ~ l ~
+ J P
(R - 5 r) - 
V_(R - i r) R ~ }
2 - R'
P a .L . (A2.ll)
S ~2 ~
This is the result (equation (4.30))used in Chapters 4 and 5.
A2.2 Singlet Coupling Matrix Elements
In order to calculate the matrix element (5.42) of the product 
|iCa  ^+ a2).Lj, one can make use of the equation
L + S = J . (A2.12)
Such a simple technique does not, however, suffice for the matrix ele­
ment of liKcr, - oJ.Ll . The general form for the reduced matrix element«vl —2 —
of the product of two tensors, forming a tensor of rank zero is given by 
(Br 62)
j  * * f
<jxj2 a|| Rk(i).sk (2)||j;jp-> = {(2jj + i)(2j2 + D } J «„,(-) 3 1 3 1
w( jjj II Rk(l) II j JxjJI Sk|| j p  (A2.13)
While the reduced matrix element between the states of total angular 
momentum J, J 1 of a tensor acting on only one part of the system is given
by
J + j! - k - j i
<jjj2 J||yi)|| = (-) 2{(2J' + D(2j1 + i)}2
X JJ>; kj JcjjIlyDll jj>
x 6 , (A2.li*)
2 2.
where W(a b c d; ef) is a Racah coefficient. Using (A2.13)
^ADJeliCOj-Ojj).L|(A’0)J'C'> = <Ul)j|| iCOj-Sj)*1'!! U ' o ) J ’>
= Sjj, [3(2* t I)]2 (-)J-£
X W(£ A'10;1J) <s.| I L|| £'><l|| J(o -o ) || 0>
(A2.15)
Now 1
<£||l|| A’> = S n , p u  + 1)]* . (A2.16)
With the use of (A2.4) and the explicit values of the Racah coefficient
<i 4 ill Sill i i 0>= 22 W(i i 1 0 ;l J X J H a J I  J> ,
= 1 .
Similarly
<2 2 l | | j  | 2 \ 0> = -1
Thus
<i i l|l ^ (2l-22>l[ i i 0> = 1 • (A2.17)
In this context, the subscripts on the Pauli matrices, refer to the
order in which the individual angular momenta appear in the total angular
a!
momentum vector, i.e. with the coupling scheme for x adopted in
S1
equation (5.6), acts only on the proton spin function s a .
Alternatively, using the methods leading to (A2.17)
<2 2 o ||1(2j-£2)||J i 1> = -3* . (A2.18)
Using (A2.6), (A2;5) and the explicit value of the Racah coefficient 
in (A2.4) gives
<(u)je||i(2l-22)iL||(04')j'e'> = «jj. «u . [*(* + i>] •
(A2.19)
Similarly (using (A2.18))
<(0A)J5|| 4<a -a )*t,|| (l£,)J,Ct> = <(1£)JC|| 2(0^ 0,,).L|| (0£f)J£> .
(A2.20)
Since the reduced matrix element of (a -a ) vanishes between two
•1 ~2
triplet states or two singlet states (this is easily seen by using the 
fact that the singlet state is antisymmetric and the triplet state 
symmetric), the interaction [i^ gj-cr ).l] has only off diagonal matrix ele 
ments in total spin space. Similarly, using (A2.12), the interaction 
[i(a +cy ).L] (=L.S) has only diagonal matrix elements.
APPENDIX 3
VARIOUS USEFUL FORMULAE
The spherical harmonic functions Y^(8,<f») forming a complete orthonormalXt
set of angular functions, are defined by (m > 0)
Y2m(e,^) = Y"'(e,(J>)" , (A3.2)
where the P^(cos0) are the associated Legendre functions. The spherical
(2A + 1) (A - m ) , %m imi|> .^m, ,N
— — TTTiJIJ <_) e V cos6) » (A3*1)
harmonics satisfy
... ... % % 
d Y 3(J2)!i Y 2(£!) Y Ho) = —  — T-- (A m A mjA. m,) 
3 h  1 <*+ir)2a3 1 1 2 2 3 3
(A 0 A 0|A 0) . (A3.3)
Among the many properties of the Clebsch Gordon coefficients, it is 
convenient to list the symmetry relations
.
(jimij2m2l33m3) = (_) ,
j ^j0+m ' i  
B (_) 2 -J-(jm j2-m2| j ^ )  ,
31
= (-) i r  im lj2Tn2) »
3 Z
= (-) ^ i “mi > (A3 .*0
and the contraction formula
I (ilmii2m2K2M12)(3 3m3jtmJJ3AM3A)(:jlmi:53ra3lJ13M13)n^ n^ nig
V l 3H2U ( : 2V lt% iJ 2 A ^ ( J 1 3M13J2 A J JM)
Jl2/
^12 3^1+ ^13 ^24p3 ^34/^12 ^12 ^34 ^31*1* ^
jj, J J j (A3.5)
^ 1 3  2k
The Pauli spin matrices for spin half particles, which are used exten­
sively in Chapter 6 and Appendix 2, have the following useful property, if 
A and B are two vectors which commute with a, then
(a*A) (a.B) = A.B + i a.(A x B) . (A3.6)
APPENDIX H
NUCLEON OPTICAL POTENTIALS
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APPENDIX 5
APPROXIMATE FORMULAE FOR THE ADIABATIC POTENTIAL
The potential Vp^(R) as defined by equation (4.28) must satisfy certain 
general requirements (Pe 67). One general feature of the spin-orbit part
has been noted in section 4.5. In addition, the volume integral over R is
conserved
Vfr(R) R2 dR =
0 n Po <o
V (r) r2 dr + V (r) r2 dr . (A5.1)
Also, the mean square radius of is increased by one quarter of the 
mean square radius of [<J>o(r)] ^  would be useful to obtain a fairly
accurate prescription for the finite range potential in terms of the para­
meters used in the nucleon optical model potentials. The accuracy of any 
such formulae, however, is limited by the fact that the folded potential 
does not have exactly a Woods Saxon form, but such discrepancies are quite 
unimportant for practical purposes, as is mentioned in Chapter 4.
The most obvious effect of the folding procedure is to produce a 
potential which has a greater diffuseness than those of the constituent 
nucleon potentials, or indeed of the zero range potential. Changes in the 
radius and strength parameters from the zero range potential are very small. 
A change in the diffuseness determined by the second requirement above, 
however, leads to a change in the volume integral which is inconsistent 
with the assumption that neither the strength,nor the radius, change from the 
zero range case. In fact, accurate calculations show a change in the 
radius parameter, in the right direction to conserve the volume integral, 
but this is very small (the percentage change in the depth to produce a 
given change in the volume integral is three times that in the radius).
With these points in mind, it is possible to develop formulae for the folded
potential, by using the expansions for integrals of Woods-Saxon functions, 
and r.m.s. radii (see, for example, Elton (El 61))
<R2> = ~ R2 + ~  it2 a2 , (A5.2)5 o 5 ’
t+ir f U(r) r2 dr = U R3 (1 + m2 a2/R2) , (A5.3)J o o o ’
j W(r) r2 dr = -16tt a W R3 (1 + it2 a2/3R2) . (A5.4)J o o o
Higher order terms in a2/R2 have been neglected. Rq and a are the radius
and diffuseness of a Woods-Saxon form factor (U(r)) of which U is theo
strength. W(r) is a derivative Woods-Saxon form factor
X r - RoW eW(x) = 4 ---- — -—  , x =
(1 + e )2
It is not possible to derive the exact change in diffuseness from the second 
general requirement since both radius and diffuseness change slightly. 
However, the following formula, which is proportional to that change which 
is derived from the second requirement by assuming that the radius does not 
change significantly, is quite accurate
A a . =     . (A5.5)
S,;L 7ir2(a^ + a11) s s
As implied in (A5.5), this formula works fairly well for the surface 
diffuseness also (the subscripts s and i refer to volume and surface para­
meters, and the superscripts n and p to neutron and proton). In contrast 
to the volume integral of the central potential, an accurate calculation 
shows that the change in the volume integral of the surface potential, which 
would be produced by the change in diffuseness, is well compensated by a 
change in the strength from the value given by the zero range ^^(rO.
The final prescription for the parameters of V_n(R), which follows, is
r K
fairly accurate, especially for large A
V = Vp + V , (A5.6a)
V . = i(rP . + r .) , (A5ef!b)S S ,1 S ,1
a . = s(aP + a“ .) +  j|--- —  , (A5.6c)
* ‘ S,1 7*2(aP + an )
(ap + a )
= (WP + W11) S,g S . (A5.6d)o o o 23
Note that the change in iL, is calculated from ag. The following table 
shows the actual changes in 0q, rg, ag and Wq, produced by the folding pro­
cedure for two values of A. The changes are shown as percentage differences 
from the zero range prescription, i.e. from the values given by (A5.6a) and
(A5.6b) for 0 and r and from i ( ap + a11) for a and from (Wp + Wn) for W .o s  s s  s o o  o
A A Uo A rs A as
A a
(frSm
(A5.6c))
A Wo
A w ; 
(from 
(A5,6d))
14 -0.3% -1% 9.7% 8 .6% -7.6% -7.8%
54 -0.05% -0.5% 6.0% 8.6% -7.1% -7.8%
1
The fact that the Accurate* changes in r, U , a and W do not lead to& * o’ s o
conservation of the volume integral, is accounted for by the fact that the
actual folded potential is not precisely of the Woods-Saxon form. For use
in a distorted wave code, the prescription (A5.6) works well, although the
precise values of a . are not determined. It may be noted, however, thats ,1
the fitting procedure which yielded the ’accurate' corrections to the dif­
fuseness shown above, is by no means perfect, and variations of a few per
cent in the value of a all produce acceptable fits to the numerically
calculated potential. Such changes in a are unimportant in a distorted
wave calculation, and the differences between r and 0 shown in the tableo o
are also negligible. Basically, the prescription (A5.6) gives very 
acceptable fits to the numerically calculated potential, and has been used 
for many of the results reported in this work.
Aa 64
Aa 64a 
Aa 66 
A1 64
A1 67
. Am 63 
An 68
Ar 64 
Au 61 
Au 63
Au 64
Au 65 
Au 66a 
Au 66b 
Au 68
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ERRATUM
Page 18: Equation (2.14) should include a sum over all the open (d
stripping channels.
Page 22: Equation (2.32) should read
e1(s1 + l)(2s1 + 1)
ei±i(V - g2 + S1 2si(si + l)(2s1 + 1) 2 (p£ ; pe) x  + y
A a  a
Page 40: Equation (3.12) should contain the factors (3 L S)
Page 59: The integral in equation (4.11) should read
+ J dj< (E - ek - TR - Vc(R) - VzR(R)JiJ>+(ek,0) x(e,
Page 80: The left-hand-side of equation (5.40) should read
P_[V (r ) £ .0 + V (r ) £ .ol Pc
Su i p ~p ~i 2 n ~n ~2J S
and the second line of the right hand side should start
J(V° - V°) 
P n
Page 82: Equation (5.45) should read
Erratum contd.
Page 83: Equation (5.53) should have a sum over a 1, not a .
3 3
Page 89: Equation (5.80) should read
c*B(a + B)3*
^d<P> =
tr2 (a2 + p2)(B2 + p2)
1
Page 90: In equation (5.84), the factor (1 + -•) should be (1 + ~-)2
Page 128: The reference to Fig. (6.13) four lines from the bottom of
the page, should be to Fig. (6.12).
Page 153: In the equation before equation (7.12), the factor in the
SO sodenominator should be (V + V ), and the left hand side
p n
of equation (7.13) should be |r f?(R)| .Xf
Page 171: line 9 should read: "qualitative predictions of the effect
of the addition of these terms are" .
Page 184: lines 3 and 4 should read: "Using (A2.17), (A2.16) and the
explicit value of the Racah coefficient in (A2.15) 
gives"
Page 189: The right hand nside of equation (A5.3) should be divided
by 3.
