We study Donsker-Watanabe's delta functions associated with strongly hypoelliptic diffusion processes indexed by a small parameter. They are finite Borel measures on the Wiener space and admit a rough path lift. Our main result is a large deviation principle of Schilder type for the lifted measures on the geometric rough path space as the scale parameter tends to zero. As a corollary, we obtain a large deviation principle conjectured by Takanobu and Watanabe, which is a generalization of a large deviation principle of Freidlin-Wentzell type for pinned diffusion processes.
Introduction
In 1993 Takanobu and Watanabe [25] presented a large deviation principle (LDP) of Freidlin-Wentzell type for solutions of stochastic differential equations (SDEs) under the strong Hörmander condition anywhere. Unlike in the usual LDP of this type, the probability measures in [25] are not the push-forwards of the (scaled) Wiener measure, but the push-forwards of the measures of finite energy which is defined by the composition of the solutions of SDEs and the delta functions (i.e., Watanabe's pullbacks of the delta functions, also known as Donsker's delta function). One interpretation of this LDP is a generalization of the LDP of Freidlin-Wentzell type for pinned diffusion measures. This LDP (Theorem 2.1, [25] ) looks very nice. To the author's knowledge, however, no proof has been given yet.
In this paper we reformulate this LDP on the geometric rough path space by lifting these measures in the rough path sense and prove it rigorously by using quasi-sure analysis (which is a kind of potential theory in Malliavin calculus). Then, Theorem 2.1, [25] is a simple corollary of our main result. After suitably specializing it, we also obtain the LDP for pinned diffusion measures under the strong Hörmander condition anywhere. Our main tools are rough path theory, Watanabe's distributional Malliavin calculus, and quasi-sure analysis.
The elliptic case was already done in the author's previous work [15] . This work is a generalization of it to the strongly hypoelliptic case. Note that many basic results on quasi-sure analysis for Brownian rough path were already obtained in [15] . Compared to [15] , the lower estimate becomes more difficult, while the upper estimate remains somewhat similar.
Let us briefly recall the history of LDP of Schilder type on rough path space. The first result was for the law of (scaled) Brownian rough path by Ledoux, Qian, and Zhang [19] . By the continuity of Lyons-Itô map in the rough path setting, the usual LDP of Freidlin-Wentzell type is immediate. Although a few nice proofs of this LDP are known, this new proof is quite straight forward and looks powerful. Since then, LDPs of Schilder type became one of the central topics in the probabilistic aspects of rough path theory and many papers have been written on it. (For example, an LDP for a wide class of Gaussian rough paths is proved in Friz and Victoir [8] . This class includes fractional Brownian rough path with Hurst parameter H ∈ (1/4, 1/2]. The original motivation of [15] was to extend the idea in [19] to the case of pinned diffusion measures.) Another advantage of this method is that one can also prove Laplace approximation (i.e., the precise asymptotics of LDP of Freidlin-Wentzell type) along the same streamline with or without Malliavin calculus. (For example, see [14, 16] for results for fractional Brownian rough path). In short, LDP theory on rough path space turned out to be quite successful. Therefore, we believe that the geometric rough path space is the right place for the LDP conjectured by Takanobu and Watanabe in [25] .
The organization of this paper is as follows. In Section 2 we introduce the setting, make basic assumptions, and state our main result (Theorem 2.1) and its corollaries (Corollaries 2.2 and 2.4). Section 3 is devoted to calculations of the skeleton ODE. We prove that the deterministic Malliavin covariance matrix is non-degenerate at sufficiently many Cameron-Martin paths. This is a key lemma in the proof of the lower estimate of our main theorem. In Section 4 we present some preliminaries on quasi-sure analysis on rough path space, all of which were already shown or used in [15] .
We prove the large deviation lower estimate in Section 5. Compared to the elliptic case in [15] , this part becomes more difficult for two reasons. (These are closely related, however.) One is non-degeneracy of the deterministic Malliavin covariance matrix. It fails at some Cameron-Martin paths in the hypoelliptic case. (The aim of Section 3 is to deal with this difficulty). The other is that uniform non-degeneracy of Malliavin covariance matrix of the diffusion processes does not hold in general. We will use a modified version of the asymptotic theory, which turns out to fit very well with the localization procedure on the geometric rough path space with Besov type topology.
In Section 6 we prove the large deviation upper estimate. This part is not very different from the corresponding part of [15] . (However, it is not so easy for those who are not familiar with Watanabe's distributional Malliavin calculus). The key point is the integration by parts formula for Watanabe distributions, combined with KusuokaStroock's quantitative proof of non-degeneracy of Malliavin covariance matrix. In Section 7, using Lyons' continuity theorem and the contraction principles for LDPs, we prove the LDP conjectured in [25] as a simple corollary of our main theorem.
Setting and Main results
In this section we introduce our setting and state our main results. Although the setting may seem complicated at first sight, we believe that the reader will gradually find it quite natural. The SDEs we consider in this paper and our assumptions on the coefficient vector fields are standard. Our explanation in this section may not be so detailed, but we will give precise definitions and detailed explanations in later sections.
Let W = C 0 ([0, 1], R d ) be the set of the continuous functions from [0, 1] to R d which start at 0. This is equipped with the usual sup-norm. We denote by H and µ the Cameron-Martin subspace of W and the Wiener measure on W, respectively. The triple (W, H, µ) is called the classical Wiener space. The canonical realization of Brownian motion is denoted by (w t ) 0≤t≤1 .
Let V i : R n → R n be a vector field with sufficient regularity (0 ≤ i ≤ d). Precisely, we assume the following regularity condition. We say that
∞ with bounded derivatives of all order ≥ 1.
Note that V i itself may have linear growth in the above condition. When V i is also bounded, V i is said to be of
is similarly defined for k = 1, 2, . . .). Let ε ∈ (0, 1] be a small parameter. Under (A1), we consider the following SDE of Stratonovich type:
When necessary, we will write X ε t = X ε (t, x, w) or X ε (t, x) and sometimes write λ ε t = ε 2 t. Recall that (A1) is a standard assumption in Malliavin calculus, under which X ε t is D ∞ -functional for all t ≥ 0 and ε ∈ (0, 1].
Next we impose a non-degeneracy assumption on the vector fields. We set
which is a finite subset of R n ∼ = T x R n (i.e., the tangent space at x). We assume the following strong Hörmander condition everywhere.
n in the sense of linear algebra.
Note that the drift vector field V 0 is not involved in (A2).
In this paragraph, we will assume t > 0 and ε ∈ (0, 1]. It is well-known that under (A1)-(A2), X ε t is non-degenerate in the sense of Malliavin. Hence, the composition T (X ε t ) = T • X ε t is well-defined as a Watanabe distribution (i.e., a generalized Wiener functional) on W for any tempered Schwartz distribution T on R n . In particular, the heat kernel p ε t (x, x ′ ) (i.e., the density of the law of X ε (t, x) with respect the Lebesgue measure dx ′ ) exists and is equal to
) is Watanabe's pullback of the delta function and E stands for the generalized expectation. It is known that p
(To check this positivity under our assumptions (A1)-(A2), combine Theorem 3.41, Aida, Kusuoka, and Stroock [2] and Theorem 5.3, Kunita [17] for example.)
Now we introduce the skeleton ODE which corresponds to SDE (2.1). For a CameronMartin path h ∈ H, we consider the following controlled ODE.
Note that this ODE has a unique global solution for any given h under (A1). The solution will often be denoted by φ t (h), φ(t, x, h), etc. Note the absence of the drift term in (2.2). Let V be an l-dimensional linear subspace of R n (1 ≤ l ≤ n) and Π V : R n → V be the orthogonal projection. (For our purpose, we may and sometimes will assume without loss of generality that V = R l × {0 n−l }, where 0 n−l is the zero vector of R n−l .) Set Y ε t = Π V (X ε t ), which will often be denoted by Y ε (t, x, w), and ψ(t, x, h) = Π V φ(t, x, h), where φ is the solution of ODE (2.2). For x, x ′ ∈ R n and a ∈ V, define K
By the controllability of ODE (2.2) under (A2) (and (A1)), −1 has moments of all order (See Nualart [22] for example. This is in fact stronger than non-degeneracy of X ε t in the sense of Malliavin). Since Π * V is an isometry, λ(X
−1 also has moments of all order and consequently Y ε t is non-degenerate in the sense of Malliavin.
(In a similar way, non-degeneracy of the deterministic Malliavin covariance of φ(t, x, h) at h ∈ H implies that of ψ(t, x, h).)
Therefore, for any a ∈ V, δ a (Y ε t ) is a positive Watanabe distribution and equal to (δ a • Π V )(X ε t ). By the positivity of p
n , and a ∈ V. By Sugita's theorem [24] , the positive Watanabe distribution δ a (Y ε 1 ) at time t = 1 is in fact a finite Borel measure on W, which will be denoted by θ ε x,a .
From here we discuss rough path theory. In this paper, we consider the geometric rough path space GΩ B α,4m (R d ) with Besov-type topology. We will always assume that the Besov parameter (α, 4m) satisfies the following assumption so that basic results in [15] are available; (When this is regarded as a geometric rough path space-valued random variable, we will often write W = L(w). On the other hand, a generic element of the geometric rough path space is denoted by w, which is not random.) Since L is quasi-surely defined, we can lift the measure θ ε x,a to a measure on GΩ 
This rate function I 1 is actually good. We also setÎ
x,a }. Note that the minimum above exists. The following theorem is our main result in this paper. It states that the family of finite measures {µ ε x,a } 0<ε≤1 satisfies an LDP of Schilder type on GΩ − inf
(ii) The family {μ ε a,a ′ } ε>0 of probability measures satisfies an LDP on GΩ Since the whole set is both open and closed, Theorem 2.1, (i) implies that 
For h ∈ H, we consider the following controlled ODE;
We may write
Here, the set on the right hand side stands for the space of α-Hölder continuous paths in R N . SinceZ ε is defined uniquely up to a slim subset of W, the pushforward measures of θ ε x,a andθ ε x,a by the mapZ ε are well-defined. As a corollary of our main theorem, we can prove an LDP as ε ց 0 for these measures. Before stating it, let us first define good rate functions I 2 ,Î 2 :
Corollary 2.2 Let 1/3 < α < 1/2. Assume (A1) for both V i and
as ε ց 0 with a good rate function I 2 , that is, for any Borel set A ⊂ C α−H ([0, 1], R N ), the following inequalities hold;
as ε ց 0 with a good rate functionÎ 2 . Take n = l = N, x = z and
i } (or equivalently, to the heat kernel p ε t ) with the starting point x and the ending point x ′ . Then, we have the following result. The proof is almost obvious. 
We remark that Bailleul proved an LDP parallel to Corollary 2.4 on compact manifolds in [3] (and in its extended version [4] with Mesnager and Norris). Their method is basically analytic (with a little bit of rough path theory) and different from ours. Their result can be viewed as a hypoelliptic version of Hsu's result in [10] for pinned Brownian motions on compact Riemannian manifolds.
Remark 2.5 One cannot replace the "strong Hörmander" condition in Theorem 2.1 by the "Hörmander" condition. We have the following counterexample. Consider the following two-dimensional SDE driven by one-dimensional Brownian motion.
t dt. The coefficient vector fields satisfy the Hörmander condition everywhere, but nowhere the strong Hörmander condition. If the solution starts at the origin, the law of (X ε,1
1 ) is the centered Gaussian measure with the covariance
Then, it is easy to see that p
On the other hand, we have K (0,0),(0,x 2 ) = ∅. Therefore, the heat kernel does not behave in the way described in Theorem 2.1. (Recall that the heat kernel is the weight of the whole set in our setting). Remark 2.6 Loosely speaking, our main results above generalize the ones for the elliptic case in the author's previous paper [15] . However, the results in this paper do not cover all of the results in [15] for the following reasons: (i) In this paper the strong Hörmander condition is assumed at any point, while in [15] , the ellipticity condition is assumed only at the starting point and at some point vector fields may even be degenerate (i.e., do not even satisfy the Hörmander condition).
(ii) In [15] the drift vector field is of the form V 0 (ε, x) and is quite general. However, it is of the form ε 2 V 0 (x) in this paper. Although it may be possible to generalize our results for a drift term of the form V 0 (ε, x) with V 0 (0, x) ≡ 0, it is probably impossible if V 0 (0, x) do not vanish identically. (This guess is based on an observation of small noise asymptotics of the heat kernel in Section 3, Ben Arous and Léandre [5] ).
Skeleton ODE
In this section we study the solution φ t (h) = φ(t, x, h) of the skeleton ODE (2.2). Note that it always has a global solution under (A1). The aim of this section is to prove that a Fréchet differentiable map h → φ(1, x, h) is non-degenerate at sufficiently many h's under strong Hörmander condition on the vector fields. (See Proposition 3.1). It will play a crucial role in the lower estimate for the LDP in our main theorem (Theorem 2.1). We emphasize again that the absence of the drift term in (2.2) has a significant meaning and many parts of this section would fail if (2.2) had a drift term.
Basic properties of skeleton ODE
First we set some notations. For
The Hilbert norm is naturally defined by
2) is strongly completely controllable (Theorem 5.3, Kunita [17] ). Hence, for any x, x ′ and T > 0, there exists h ∈ H T such that φ(T, x, h) = x ′ and, in particular, K
x,x ′ := {h ∈ H | φ(1, x, h) = x ′ } = ∅. Now we introduce Jacobian ODE of (2.2) and its inverse.
Here, J, K, ∇V i are all n × n matrices. Note that
t . When dependency on h and x needs to be specified, we write
The deterministic Malliavin covariance of φ 1 at h (and at time t = 1) is defined by
where the superscript * stands for the adjoint operation. From (3.3) and (3.4) we can easily see that
Here, we set
, which is an n×d matrix. Note that the surjectivity of the linear map Dφ 1 (h) : H → R n is equivalent to non-degeneracy of the deterministic Malliavin covariance σ φ 1 (h), which in turn is equivalent to non-degeneracy of C(h) since
The following is the main result in this section. Unlike in the elliptic case, there exists h such that σ φ 1 (h) is degenerate. (For example, think of the constant path 0 ∈ H.) However, there are sufficiently many h's for which σ φ 1 (h) is non-degenerate. The precise statement is given as follows.
Proposition 3.1 Assume (A1) and (A2). Let x, x
′ ∈ R n and h ∈ K x,x ′ be arbitrary. Then, we have the following;
(ii) Moreover, h ε in (i) above can be chosen so that h ε , · H naturally extends to a continuous linear functional on the Wiener space W.
The proof of Proposition 3.1, (i) will be given in the subsequent subsections. Once we have Proposition 3.1, (i), we can prove (ii) by using the following lemma (with K = H, L = W * and W * ⊂ H * ∼ = H).
Lemma 3.2 Let K be a real Hilbert space and ξ ∈ K. Assume that (i) F is an R nvalued Fréchet-C 1 map defined on a neighborhood of ξ with a bounded derivative DF and (ii) DF (ξ) : K → R n is a surjective linear map. Let L be a real Banach space which is continuously and densely embedded in K. Then, there exists ξ j ∈ L (j = 1, 2, . . .) such that lim j→∞ ξ j − ξ K = 0 and F (ξ j ) = F (ξ) for all j. (Necessarily, DF (ξ j ) is also surjective for large enough j.)
Proof. This lemma was proved in [15] .
Before closing this subsection, we prove two simple lemmas for later use. For h ∈ H and x ∈ R n and a vector field W :
Note that both J −1 and φ depend on h and x. (We will sometimes write Q
(ii) For any v ∈ R n , we have
In particular, if for any v with v = 1, there exist t ∈ [0, 1] and i (1
Proof. The first assertion can easily be seen from (2.2)-(3.2). The second one is shown by simple calculation of block matrices and is a routine. So, the proof is omitted.
The next lemma is quite simple. (So we omit a proof.) However, note that the absence of a drift term in (2.2)-(3.2) is crucially important here. If they had a drift term, this lemma would fail.
is the solution of ODEs (2.2), (3.1), and (3.2) driven by h ∈ H T with the initial condition (x, Id n , Id n ), then (φ T −t , J T −t , K T −t ) 0≤t≤T is the solution of (2.2), (3.1), and (3.2) driven by the reversed pathh ∈ H T , with the initial
be the solution of (2.2), (3.1), and (3.2) driven by
is the solution of (2.2), (3.1), and (3.2) driven by h ∈ H T with the initial condition (x, Id n , Id n ), then
is the solution of (2.2), (3.1), and (3.2) driven by k with the initial condition
Lemma 3.5 Let h ∈ H. Assume that, for any β ∈ (0, 1), h β ∈ H which satisfies the following property is given:
Proof. Without loss of generality, we may assume
. The first and the second terms clearly vanish as β ց 0. The third term is dominated by
From the way f is chosen, the sum of the first and the third term is dominated by 3ε if β > 0 is sufficiently small. Due to the uniform continuity of f , the second term vanishes as β ց 0. Thus, we have shown lim
Letting ε ց 0, we finish the proof of the lemma.
We will fix an arbitrary initial point x in what follows. We say {V i } satisfies strong Hörmander condition of degree N at x if N is the smallest integer such that ∪ N k=1 Σ k (x) linearly spans R n . In this case there exists a subset Λ ⊂ ∪ N k=1 Σ k of cardinality n such that {W (x ′ ) | W ∈ Λ} linearly spans R n for any x ′ which is sufficiently close to x. (We will write Λ = {W 1 , . . . , W n }.) By compactness, it holds that 3λ := inf v∈S n−1 max 1≤j≤n | v, W j (x) | > 0, where S n−1 = {v ∈ R n | |v| = 1} is the unit sphere.
Lemma 3.6 Keep the same notations as above. For sufficiently small T > 0, the following property holds: For any v ∈ S n−1 , there exists W ∈ Λ such that
where B r (x) = {x ′ ∈ R n | |x ′ − x| < r} is the ball of radius r > 0 centered at x. Let v ∈ E j . If T is sufficiently small, then φ t (h) stays inside B r (x). Therefore, | v, W j (φ t (h)) | ≥ 2λ when 0 ≤ t ≤ T . On the other hand, there exists a constant M > 0 (independent of such an h) which satisfies that |J t (h)
, we can prove the lemma since Q Remark 3.7 In what follows, the constants r, T ∈ (0, 1) which appear in (the proof of ) Lemma 3.6 above will be fixed. (Of course, so will λ > 0.) 3.2 Proof of Proposition 3.1 (i): For degrees 1, 2, 3
In this subsection we prove Proposition 3.1 (i) when N, i.e., the degree of hypoellipticity at the initial point x, is 1, 2 or 3. (Strictly speaking, this subsection is not necessary. However, we believe it helps the reader understand what is going on in the proof for the general case in the next subsection.)
Before doing so, we set a few notations for general N. First, Let L > 0 be the smallest constant such that
Note that r has already been determined. From this we can see the following estimate (3.6): Let T > 0 be as in Lemma 3.6. Then, there exists M > 0 such that for any
For τ > 0, i ∈ {1, . . . , d}, and κ ∈ {±1}, we set ξ
denotes the canonical basis of R d . For τ 1 , . . . , τ N > 0, i 1 , . . . , i N ∈ {1, . . . , d}, and κ 1 , . . . , κ N ∈ {±1}, we will consider
(When k = 1, τ 1 + · · · + τ k−1 is understood to be 0.) For h ∈ H τ with τ > 0, we will write Ah = h * h ∈ H 2τ . The case N = 1 (i.e., the elliptic case) is almost obvious, because for any h and any v ∈ S n−1 there is i such that v, Q
Next, we consider the case N = 2. Let τ ∈ (0, T ], where T is the constant in Lemma 3.6. We will prove the following:
Proof. Take any v and let W ∈ Λ be as in Lemma 3.6. Since we assume N = 2, W is of the form either
If W = V j for some j, then for any i and κ, v, Q
, then the same argument as above can still be used. So, we may assume that v, V k (x) = 0. Take i = j and κ = +1. By Lemma 3.3, (i), we have
Here, we also used Lemma 3.6 and the choice of W . Since the initial value of v, Q
Lemma 3.9 When N = 2, Proposition 3.1, (i) is true.
Proof. For τ ∈ (0, T ], consider Aξ τ,i,κ = ξ τ,i,κ * ξ τ,i,κ for all i, κ and concatenate them all, which is called k τ . (The order of concatenation does not matter.) Since there are 2d such ξ τ,i,κ 's, the total times length is 2d × 2τ = 4dτ . So,
This means that, at times 2τ, 4τ, . . . , 4dτ , the solution (φ t , J t , J 
In the end of this subsection, we consider the case N = 3. If one understands the proof for this case, then one will easily understand the proof for the general case in the next subsection.
Lemma 3.10 For sufficiently small τ > 0, we set τ 1 = τ and τ 2 = λτ /(2M), where M > 0 is a constant given in (3.6). Then, for any v ∈ S n−1 , there exist i 1 , i 2 ∈ {1, . . . , d},
Proof. We take τ so small that τ 1 + τ 2 ≤ T , where T is given in Lemma 3.6. Take any v and let W ∈ Λ be as in Lemma 3.6. We assume that W is of the for
since the other cases are easier.
On the first subinterval [0,
On this subinterval, the right hand side of (3.7) is of constant sign, due to Lemma 3.6. If the initial value v, Q
Hence, we have
of this subinterval is non-negative, then we choose κ 2 so that the right hand side of (3.8) is positive. If otherwise, then we choose κ 2 so that the right hand side of (3.8) is negative. Either way,
This completes the proof. (In fact, in order to prove this lemma it is enough to assume that v, Q V l τ 1 (ξ τ,j,κ 1 * ξ τ 2 ,k,κ 2 ) = 0 above. However, we deliberately argued in this way for later use.) Lemma 3.11 When N = 3, Proposition 3.1, (i) is true.
Proof. Let τ be sufficiently small and τ 1 , τ 2 be as above. Consider
for all i 1 , i 2 , κ 1 , κ 2 . (There are (2d) 2 of them.) The concatenation of all of them is denoted by k τ . (The order of concatenation does not matter.) The total time length β of k τ is given by
On [0, β], we set h 
Proof of Proposition 3.1 (i): The general case
Now, we are in a position to prove Proposition 3.1 (i) for the general degree N ≥ 1.
For sufficiently small τ > 0, we set
Here, M > 0 is a constant given in (3.6).
Lemma 3.12 Let τ > 0 be sufficiently small and set τ l (1 ≤ l ≤ N − 1) as above. Then, for any v ∈ S n−1 , there exist i l ∈ {1, . . . , d},
Proof. For simplicity we write T l := τ 1 + · · · + τ l . The proof is similar to the ones for Lemmas 3.8 and 3.10. Take any v and let W ∈ Λ be as in Lemma 3.6. We assume that W is of the for
since the other cases are easier. In this case we take i l = j l for 1 ≤ l ≤ N − 1 and write η = ξ τ 1 ,j 1 ,κ 1 * · · · * ξ τ N−1 ,j N−1 ,κ N−1 . We will see that for a suitable choice of κ l 's, v, Q Vm t (η) = 0 holds for m = j N and t = T N −1 .
We will prove by induction that, for suitable choices of κ i 's,
Once this is obtained, the proof of the lemma is done since U N = V j N . In the same way as in Lemma 3.10, we can prove that (3.10) holds for l = 2 for a suitable choice of κ 1 and κ 2 . Let us assume that (3.10) holds up to l − 1 for some κ 1 , . . . , κ l−1 . By the Lipschitz continuity (3.6) and the definition of τ l ,
From this estimate and (3.10) with l − 1,
Hence, the right hand side of (3.9) is of constant sign. If v, Q
(η) is non-negative (or non-positive), then we choose κ l = ±1 so that the right hand side of (3.9) is positive (or negative, respectively). Then, it follows that
, which shows that (3.10) holds up to l. Thus, we have proved (3.10).
Lemma 3.13 Proposition 3.1, (i) is true for any N ≥ 1.
Proof. Once we obtain Lemma 3.12 above, the proof of the lemma is similar to that of Lemma 3.11. Let τ be sufficiently small and τ 1 , . . . , τ N −1 be as above. Consider 
Preliminaries

Preliminaries from Malliavin calculus
We first recall Watanabe's theory of generalized Wiener functionals (i.e., Watanabe distributions) in Malliavin calculus. Most of the contents and the notations in this section are borrowed from Sections V.8-V.10, Ikeda and Watanabe [11] with trivial modifications. There is no new result in this section. Shigekawa [23] and Nualart [22] are also good textbooks of Malliavin calculus. For basic results of quasi-sure analysis, we refer to Chapter II, Malliavin [21] .
Let (W, H, µ) be the classical Wiener space as before. (The results in this subsection also hold on any abstract Wiener space, however.) The following are of particular importance in this paper:
(a) Basics of Sobolev spaces D p,r (K) of K-valued (generalized) Wiener functionals, where p ∈ (1, ∞), r ∈ R, and K is a real separable Hilbert space. As usual, we will use the spaces
Watanabe distributions as in [11] . When K = R, we simply write D p,r , etc. ′ (R n ). Then, the following integration by parts holds;
where
Note that the expectations in (4.1) are in fact the generalized ones, i.e., the pairing of
Let us recall Watanabe's asymptotic expansion theorem. Let {F ε } 0<ε≤1 be a family of R n -valued Wiener functionals indexed by a small parameter ε ∈ (0, 1]. If {F ε } admits an asymptotic expansion in D ∞ (R n ) and their Malliavin covariance matrices are uniformly non-degenerate, then T • F ε admits an asymptotic expansion inD −∞ as ε ց 0 and each term in the expansion is obtained by formal Taylor expansion. (Theorem 9.4, [11] )
In this paper, however, we do not use this method. Instead, we use a modified version of Watanabe's asymptotic expansion theorem, which can be found in pp. 216-217, Takanobu and Watanabe [25] .
Let ρ > 0, ξ ∈ D ∞ and F ∈ D ∞ (R n ) and suppose that
Let χ : R → R be a smooth function whose support is contained in [−1, 1]. Then, the following proposition holds (Proposition 6.1, [25] ).
Proposition 4.1 Assume (4.3). For every T ∈ S
∈D −∞ can be defined in a unique way so that the following properties hold:
Next, we state the asymptotic expansion theorem, which is Proposition 6.2, [25] . Let {F ε } 0<ε≤1 ⊂ D ∞ (R n ) and {ξ ε } 0<ε≤1 ⊂ D ∞ be families of Wiener functionals such that the following asymptotics hold: 
In the above proposition, Φ k ∈D −∞ can be written as the kth coefficient of the formal Taylor expansion of
In particular, Φ 0 = T (f 0 ). (In this paper, however, we do not need the expansion up to high order.)
Preliminaries from rough path theory
In this subsection we recall the geometric rough path space with Hölder or Besov norm and quasi-sure property of rough path lift. For basic properties of geometric rough path space, we refer to Lyons, Caruana, and Lévy [20] , and Friz and Victoir [9] . For the geometric rough path space with Besov norm, we refer to Appendix A.2, [9] . Quasi-sure property of rough path lift is summarized in Inahama [15] . In this paper we basically assume α ∈ (1/3, 1/2) unless otherwise stated. We always assume that Besov parameters (α, 4m) satisfy (2.3), although some results presented in this subsection still hold under weaker assumptions on the parameters.
We denote by GΩ 
is a well-defined, locally Lipschitz continuous map. (See Section 9.4, [9] for instance.) Now we consider a system of RDEs driven by the Young pairing (w, λ) ∈ GΩ
(In most cases, we will assume λ t = const × t.) For vector fields
The RDEs for the Jacobian process and its inverse are given as follows;
Here, J, K, and ∇V i are Mat(n, n)-valued.
Assume that V i 's are of C 4 b for a while. Then, a global solution of (4.6)-(4.8) exists for any x and λ . Moreover, Lyons' continuity theorem holds. (The linear growth case is complicated and will be discussed later). In that case, the following map is continuous:
(The map (w, λ) → x will be denoted by Φ :
.) Recall that in Lyons' formulation of rough path theory, the initial values of the first level paths must be adjusted. When w ∈ C 
(w) for µ-a.a.w, where w denotes the usual Brownian rough path under µ and X ε 1 denotes the solution of SDE (2.1) at t = 1. If λ t ≡ 0 and h = L(h) is the natural lift of h ∈ H, then Γ(h, 0) = σ φ 1 (h), the deterministic Malliavin covariance matrix given in (3.4).
Remark 4.3
In this paper we will use Lyons' continuity theorem only with respect to α-Hölder topology (1/3 < α < 1/2) and for C 4 b -coefficient vector fields. We do not try to extend it to the case of unbounded coefficient vector fields or Besov topology.
For (α, 4m) which satisfies (2.3), GΩ . By the Besov-Hölder embedding theorem for rough path spaces, there is a continuous embedding GΩ
. We remark that we will not write the first embedding explicitly. (For example, if we write Φ(w, λ) for (w, λ) 
, then it is actually the composition of the first embedding map above and Φ with respect to {α − 1/(4m)}-Hölder topology.)
Note also that the Young translation by h ∈ H works well on GΩ
, where τ h (w) is the Young translation of w by h. (In the proof of the continuity, the only nontrivial components are the "cross integrals" in the second level paths of τ h (w), which are computed in Lemma 5.1, [15] .)
Now we discuss quasi-sure properties of rough path lift map L from W to GΩ B α,4m (R d ). For k = 1, 2, . . . and w ∈ W, we denote by w(k) the kth dyadic piecewise linear approximation of w associated with the partition {l2
. (We will always use this version of L.) Note that H and C
and the two definition of rough path lift coincide. Under scalar multiplication and Cameron-Martin translation, Z α,4m is invariant. Moreover, cL(w) = L(cw) and τ h (L(w)) = L(w + h) for any w ∈ Z α,4m , c ∈ R, and h ∈ H.
It is known that Z c α,4m is slim, that is (p, r)-capacity of this set is zero for any p ∈ (1, ∞) and r ∈ N. (See Aida [1] , Inahama [12, 15] ). Therefore, from a viewpoint of quasi-sure analysis, the lift map L is well-defined. (Quasi-sure property of the lift map is recently extended to the case of a certain class of Gaussian processes by Boediharjo, Geng, and Qian [6] 
). We will sometimes write W := L(w) when it is regarded as a rough path spacevalued random variable defined on W. Due to Lyons' continuity theorem and uniqueness of quasi-continuous modification,
Before closing this subsection, we give a brief remark for the coefficient vector fields with linear growth. Below we assume that V i (0 ≤ i ≤ d) satisfies (A1) and has linear growth. In this case it is not easy to prove the existence of a global solution of RDE (4.6) for any (w, λ) ∈ GΩ
. (It must be unique if it exists.) Hence, the Lyons-Itô map Φ may not be defined on the whole space GΩ By Wong-Zakai's approximation theorem (a.s. convergence with respect to the supnorm will do), we can see that, for each ε ∈ (0, 1],
Note that the same remark goes even if GΩ
(In this paragraph, λ t = t.)
Lower estimate
The aim of this section is to prove the lower estimate in our main theorem (Theorem 2.1, (i)). The proof here is more difficult than the one for the elliptic case in the author's previous paper [15] . The keys of the proof are Propositions 3.1 and 4.2.
In what follows, Φ stands for the Lyons-Itô map associated with the vector fields {V 1 , . . . , V d ; V 0 } with respect to {α − 1/(4m)}-Hölder topology. We write λ
, where φ is defined by (2.2) and 0 is the constant one-dimensional path 0.
Let X ε be as in (2.1). It is known that, for any h ∈ H, X ε (1, x, w + (h/ε)) admits an asymptotic expansion in D ∞ -topology as ε ց 0;
Here, f 0 (h) = φ 1 (h) = φ(1, x, h) and f 1 (w; h) = Dφ 1 (h) w , which is continuous, linear in w. (See Section 5, [25] ). We do not need precise information of f i (i ≥ 2) in this paper. Obviously, Y ε (1, x, w + (h/ε)) also admits an asymptotic expansion;
Note that f 1 (w; h) and g 1 (w; h) are mean-zero Gaussian random vectors whose covariance matrices are σ φ 1 (h) and σ ψ 1 (h), respectively.
Let U ⊂ GΩ For R > 0, we set We will estimate the weight ofB R (h) from below instead of that of U.
Even when V i is of linear growth, the left hand side is well-defined for small enough R > 0. Note that the Malliavin covariance matrix of
Recall that the smallest eigenvalue of the Malliavin covariance matrix of ε −1 Y ε (1, x, w + (h/ε)) is larger than or equal to that of ε −1 X ε (1, x, w + (h/ε)). Hence, the smallest eigenvalue of of the Malliavin covariance matrix of ε
By Cameron-Martin formula, it holds that, for any
Here, we used the fact that δ 0 (ε · ) = ε −l δ 0 ( · ). Let χ : R → R be as in Proposition 4.2. Moreover, we assume that χ is non-increasing on [0, ∞) so that χ takes values in [0, 1]. For sufficiently small R > 0, we have
Note that w = W 1 and if (εW) 
) is in fact a finite measure on W by Sugita's theorem [24] , we see that
Assume that the logarithm of the generalized expectation on the right hand side above converges to some (finite) real quantity (for each R > 0 small enough) as ε ց 0, which we will prove later. Then, we have lim inf
Letting R ց 0, we obtain the desired estimate (5.1). Now we use Proposition 4.2 with ξ ε = { (εW) 1 4m
2α,2m−B }/R 4m , T = δ 0 , and
3) is satisfied with F = F ε , ξ = ξ ε , and ρ > 0 defined as above. Proposition 4.2 implies that
Since g 1 (w; h) is a non-degenerate Gaussian random variable taking values in R l , its law has a strictly positive density. Hence, we have
, which completes the proof of the lower estimate of our main theorem.
Remark 5.1 In the last part of the proof above, we used a modifed version of Watanabe's asymptotic expansion (Proposition 4.2). However, as in the proof of the elliptic case in [15] , it may also be nice to use the standard version (Theorem 9.4, [11] ) after proving the uniform non-degeneracy of
when the deterministic Malliavin covariance matrix at h is non-degenerate. (Loosely speaking, the authors of [4] argue in this way, for instance.)
In the hypoeliptic case, however, the proof of uniform non-degeneracy becomes more difficult. We need to combine (i) Kusuoka-Stroock's bound (6.2) below for Y ε instead of X ε and (ii) the Schilder-type LDP for Brownian rough path.
Upper estimate
The aim of this section is to prove the upper estimate in our main theorem (Theorem 2.1, (i)). The proof here is similar to the one for the elliptic case in [15] and is a modification of it.
In this section, we will often use the following fact; For f, g :
We assume without loss of generality that 
First, we consider the case w = h, where h ∈ H \ M x,a . We writeã := Π V (x + Φ(h, 0) 1 0,1 ) ( = a). By the arguments in the previous section, even if V i 's admits linear growth, there exist ε 0 > 0 and R > 0 such that (v, ε) → Φ(v, λ ε ) is well-defined and continuous on B 2 1/4m R (h) × [0, ε 0 ). Moreover, we may assume that
Let us verify that µ and non-increasing on [1, 2] . Let {f k } be a sequence of continuous functions on
We may assume that the support of f k is contained in {ξ ∈ R l | |ξ − a| < |a −ã|/3} for any k. Then we have,
Next, let us consider the other case, namely w ∈ GΩ
1 L p is bounded in ε for any p ∈ (1, ∞) and r = 0, 1, 2, . . ., where D stands for the H-derivative. Recall that the Malliavin covariance matrix of X ε 1 satisfies the following estimate;
Here, the constant K 1 (p) > 0 may depend on p but not on ε and the constant K 2 > 0 does not depend on p, ε (the starting point x is fixed here). This can be found in Section V-10, [11] or originally in Kusuoka-Stroock [18] . any (p, r) .
which is a continuous function from R l to R with polynomial growth and satisfies
Now we use the integration by parts formula for Watanabe distributions as in p. 377, [11] . Then, the right hand side of (6.3) is equal to a finite sum of the following form;
Here, F ε j,j ′ (w) = F j,j ′ (ε, w) is a polynomial in components of (i) X 
(Below K may change from line to line. The exact value of K is of no importance.) Take any p, q ∈ (1, ∞) such that 1/p + 1/q = 1. By Hölder's inequality, the right hand side of (6.4) is dominated by
Here, C = C p,q > 0 is a constant independent of ε. By the large deviation principle of Schilder-type for the scaled Brownian rough path εW on GΩ On the other hand, the weight of B
Proof of Corollary 2.4
In this section we prove Corollary 2.4. Since we are familiar with probability measures, we prove the second assertion, from which the first assertion immediately follows. When the vector fields A i (0 ≤ i ≤ d) are bounded, we can use Lyons continuity theorem for C 3 b -vector fields and the proof is quite simple due to the contraction principle. However, when the vector fields have linear growth, we will rely on a cut-off argument and our proof looks a little bit complicated. (In this section we will write λ ε t = ε 2 t.)
Bounded case
Consider the product measureμ 
Linearly growing case
In this case it is not so easy to see whether the Lyons-Itô map Φ ′ is everywhere-defined continuous map or not. However, as we mentioned before, it is well-defined and continuous around (the lift of) Cameron-Martin space. Hence, we use a cut-off argument and a modified version of the contraction principle (Lemma 7.1 below). This method has already been used for the usual Freidlin-Wentzell type large deviations when the coefficient vector fields admit linear growth (see [13] ).
The following lemma is a slight modification of the contraction principle for LDPs and is formulated in a general setting. It states that, if the map is continuous around the effective domain of the good rate function, then the contraction principle still holds. The map need not be continuous everywhere.
Lemma 7.1 Let S andŜ be polish spaces and let f : S →Ŝ be a measurable map. We assume that {µ ε } ε>0 is a family of probability measures on S which satisfies an LDP with a good rate function J as ε ց 0. Let D = {a ∈ S | J(a) < ∞} be the effective domain of J. Assume further that there is an open subset U of S such that D ⊂ U and f | U is continuous. Then, {µ ε • f −1 } ε>0 satisfies an LDP with a good rate functionĴ as ε ց 0, whereĴ(b) = inf{J(a) | a ∈ f −1 ({b})}. (k) ), λ ε ) 1 = z ε,ν (k)( · , z, w) stays inside the ball of radius ν + 1 for sufficiently large k, it holds that z ε,ν (k)( · , z, w) = z ε (k)( · , z, w). Thus, we have shown the refinement of the Wong-Zakai approximation on the set {w | Z ε ∞ < ν} and, by taking the union with respect to ν, on the whole Wiener space, too.
The proof of the second assertion of the lemma is quite similar. We just need to note that Φ ′ is continuous on the open set O and that z + Φ Our main theorem (Theorem 2.1) implies that lim sup εց0 ε 2 logμ ε x,a ⊗ δ λ ε (O c ) = −∞. Therefore, these two random maps are exponentially equivalent in the sense of Definition 4.2.10, [7] . We see from Theorem 4.2.13, [7] that (Z ε ) * [θ ε x,a ] also satisfies an LDP with the same good rate functionÎ 2 . This completes the proof of Corollary 2.4, (ii).
