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Problemas que requieren un análisis no paramétrico de la inte-
racción surgen con cierta frecuencia en estudios del comporta-
miento. En una revisión de varios cientos de distribuciones de da-
tos procedentes tanto de artículos de investigación como de
evaluaciones psicométricas institucionales se encontró una pro-
porción muy alta de casos en donde se incumplía el supuesto de
normalidad (Micceri, 1989). El cincuenta por ciento de las distri-
buciones mostraban una densidad de puntuaciones en las colas sig-
nificativamente mayor que en el modelo normal, y el treinta por
ciento presentaban asimetría extrema, con aproximaciones a la
función exponencial. En muchas situaciones de este tipo, las prue-
bas no paramétricas muestran mejores propiedades que las prue-
bas clásicas en términos de potencia, eficiencia o en sesgos de
error Tipo I (Wilcox y Keselman, 2003). Sin embargo, y a pesar de
sus implicaciones para la investigación comportamental básica o
aplicada, el análisis no paramétrico de la interacción no está in-
corporado en paquetes estadísticos usuales. 
Un procedimiento propuesto consiste en realizar un contraste
paramétrico mediante el estadístico F calculado a partir de la
transformación de las observaciones a rangos de mayor a menor
(Conover y Iman, 1981). En diseños de un factor, este procedi-
miento es equivalente a las pruebas de Mann-Whitney y Wilcoxon
para comparaciones entre o intra sujetos. Sin embargo, en diseños
de dos factores la presencia de efectos principales confunde el
efecto de interacción, inflando la probabilidad del Error Tipo I
(Blair, Sawilowski y Higgins, 1987; Thompson, 1991a, 1991b).
Una solución propuesta es tratar los efectos principales como fac-
tores de confusión y sustraer su influencia de las observaciones an-
tes de la transformación a rangos y del cálculo del estadístico F.
Este procedimiento denominado Contraste de Rangos Alineados
ha mostrado ser robusto en términos de control del error tipo I y
ventajas de potencia estadística en numerosas distribuciones no
normales (Beasley, 2002; Gorham, 1998; Mansouri y Chang,
1995; Salter y Fawcett, 1993; Toothaker y Newmann, 1994). El
presente trabajo tiene como objetivo revisar sus fundamentos en
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Problemas que requieren un análisis no paramétrico de la interacción surgen con cierta frecuencia en
estudios del comportamiento. Hay, sin embargo, una ausencia de procedimientos en paquetes estadís-
ticos usuales como SAS o SPSS. El objetivo del presente trabajo es revisar los fundamentos del con-
traste de rangos alineados en dos diseños de investigación de dos factores de amplio uso en Psicología.
El procedimiento ha mostrado buenas propiedades en numerosas distribuciones no normales tanto en
control del Error Tipo I como en potencia o sensibilidad estadística.  Es fácilmente ejecutable mediante
programas estadísticos comunes y se ilustra paso a paso con el módulo del modelo lineal general de
Spss. Se aplica a dos estudios de caso donde aparecen diferencias de género en habilidades lingüísti-
cas en niños ciegos no detectadas con otros procedimientos. Limitaciones al contraste de rangos ali-
neados se han observado en situaciones de heterogeneidad de covarianzas entre grupos, y también con
tamaños muestrales inferiores a diez participantes por condición. Su uso adecuado tras el diagnóstico
de supuestos puede aumentar la sensibilidad de detección de efectos comportamentales de interés teó-
rico o aplicado.
An aligned rank test for a nonparametric analysis of the two way interaction. Research problems that
require nonparametric analysis of the interaction frequently arise in the behavioral sciences. There is,
however, a lack of available procedures in commonly used statistical packages such as SAS or SPSS.
The purpose of the present study is to review the fundamentals of the aligned rank test for two widely
used two-way research designs in psychology. The procedure has shown good properties in nonnormal
distributions in terms of Type I Error control and statistical power. It is easily conducted using common
statistical packages. It is applied to two case studies which result in gender differences in linguistic
abilities in blind children not revealed by other procedures. Limitations of the aligned rank test have
been observed in situations of covariance heterogeneity across groups, and also with sample sizes
smaller than ten participants per condition. Its adequate use after model diagnostics can, however,
increase sensitivity to detect behavioral effects of theoretical or practical interest.
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dos diseños de amplio uso en Psicología e ilustrar su aplicación
mediante dos estudios de caso.
Análisis en un diseño entresujetos de dos factores
El modelo lineal de efectos fijos para este diseño puede ser es-
pecificado del siguiente modo (Arnau, 1990; Ato y Vallejo, 2007):
yijk= µ + αi + βj + αβij + eijk (1)
para i= 1, 2, …, a niveles del primer factor,
para j= 1, 2, …, b niveles del segundo factor,
para y k= 1, 2,…, n participantes,
en donde expresamos los supuestos (distribución normal, indepen-
dencia y homogeneidad de varianzas) como:
eijk∼NID(0, σ2e) (2)
A continuación se aplica la siguiente transformación, denomi-
nada de rangos alineados:
y’ijk= Rango (yijk – αi – βj) (3)
de forma equivalente
y’ijk= Rango (µ + αβij + eijk)
o
y’ijk= Rango (αβij + eijk) (4)
puesto que la sustracción de la media total no altera el resultado de
la transformación ordinal. Alternativamente,
y’ijk= Rango [(µij – µi. – µ.j + µ..) + eijk] (5)
en donde,
µij es la media obtenida en la condición experimental definida
por la conjunción de niveles i del factor A y j del factor B.
µi. es la media marginal del nivel i del factor A.
µ
.j es la media marginal del nivel j del factor B.
y µ
..
es la media total.
Contraste de hipótesis
La hipótesis nula de no interacción entre los dos factores pue-
de ser formulada como:
H0 : αβij= 0 para cualquier condición ij (6)
Con el fin de elegir un estadístico para su contraste especifica-
mos los valores esperados de las medias de cuadrados de las fuen-
tes de variación implicadas en el análisis de varianza (Kirk, 1995):
E[MCA×B]= σ2e + nΣΣ(αβ)2ij /(a–1)(b–1) (7)
correspondiendo los dos últimos términos a los componentes alea-
torio de error y el efecto fijo de la interacción, respectivamente, y
E[MCe]= σ2e, que corresponde al componente aleatorio
de error debido a diferencias individuales (8)
Dado que E[MCe] contiene los mismos términos E[MCA×B] ex-
ceptuando el efecto fijo correspondiente a la hipótesis nula, el es-
tadístico F se construye en la variable natural mediante el cocien-
te entre ambas medias de cuadrados (Hocking, 1996):
(9)
mostrando el último término los grados de libertad en el numera-
dor y denominador de la distribución F resultante.
Para la ejecución de la prueba no paramétrica, aplicaremos en-
tonces el mismo procedimiento anterior
(10)
en donde las medias de cuadrados MC’A×B y MC’e son calculadas
sobre la variable transformada en la expresión (5), denominándo-
lo un contraste F de Rangos Alineados (FRA). Sus supuestos esta-
dísticos no incluyen la normalidad, pero sí la independencia de las
observaciones y la identidad de las distribuciones entre grupos. El
procedimiento puede ser ejecutado mediante paquetes estadísticos
usuales (Salter y Fawcett, 1993).  
Ejecución en Spss o Sas
En primer lugar estimaremos la nueva variable de rangos ali-
neados en (5) mediante la siguiente expresión:
y’ijk= Rango [(y-ij – y-i. – y-.j + y-..) + eijk] (11)
Ésta puede obtenerse fácilmente en los programas Sas o Spss,
especificando los factores A y B como fijos en el módulo del mo-
delo lineal univariado y las opciones por defecto. Se obtendrán en-
tonces las estimaciones por mínimos cuadrados de las medias mar-
ginales de filas y columnas, y de las condiciones definidas por la
conjunción de niveles de ambos factores. En Spss éstas se obtienen
en el cuadro de diálogo opciones (Searle, Speed y Milliken, 1980).
En Sas se puede utilizar el comando lsmeans también en el módu-
lo del modelo lineal general (Salter y Fawcett, 1993). Las estima-
ciones del error se obtienen en Spss mediante el cuadro de diálo-
go Guardar y marcando la casilla residuales. En Sas puede
utilizarse el comando Outstat con la opción residuals.
Las medias en la expresión (11) se insertan entonces en la tabla
de datos como cuatro nuevas variables más la columna de residua-
les. A continuación se calcula y’ijk evaluando la expresión aritméti-
ca y realizando la transformación ordinal mediante el procedimien-
to Asignar rangos a casos en Spss o Proc Rank en Sas. Finalmente,
obtendremos la prueba FRA mediante un análisis de varianza ordina-
rio de dos factores aplicado a la nueva variable de rangos alineados.
Análisis de un caso
En un estudio sobre el uso del lenguaje visual se utilizaron cua-
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bilidad Visual (ciegos y videntes) y Género (niños y niñas) (Rosel,
1982). Como variable dependiente utilizaremos aquí el promedio
del número de palabras con contenido visual en dos habilidades de
expresión verbal: a) narración de una historia inventada por el ni-
ño sobre la base de unas palabras guía como familia, padres y
amistad, y b) descripción de uno de los caracteres de la historia.
Tenemos, por tanto, un diseño entre sujetos de dos factores, al que
podemos aplicar el modelo lineal en la expresión (1). 
El contraste F de la interacción de dos factores definido en (9)
no resultó estadísticamente significativo, F(1, 116)= .77, p= .3814.
Los análisis diagnósticos de residuales revelaron, sin embargo,
una marcada asimetría con un valor de 2.07 (figura 1). El supues-
to de normalidad fue rechazado conforme al contraste de Shapiro-
Wilks, W= .82, p<.001.
Los resultados en la literatura revelan un aumento de la potencia
estadística y niveles similares de error tipo I para la prueba de ran-
gos alineados en comparación con el estadístico F en estas situa-
ciones (Salter y Fawcett, 1993). Por este motivo, se aplicó el esta-
dístico FRA en este conjunto de datos, resultando en una interacción
significativa entre Género y Capacidad Visual, FRA (1, 116)= 5.51,
p= .02. Los niños videntes tuvieron mejor ejecución que los ciegos,
mientras que en las niñas sucedió lo contrario (figura 2).
Diseño mixto de dos factores con medidas parcialmente repetidas
Definimos en primer lugar el modelo lineal para un diseño de
dos factores y con un factor intrasujeto como:
yijk= µ + αi + sk + βj + (αβ)ij + εijk (12)
para i= 1, 2, …, a niveles del primer factor,
para j= 1, 2,…, b niveles del segundo factor,
para y k= 1, 2,…, n participantes,
en donde los niveles del factor A son aplicados o medidos en dis-
tintos grupos de participantes, y los distintos niveles del factor B
son medidas intrasujeto. Además, los componentes aleatorios y
supuestos se especifican como:
sk ∼ NID(0, σ2s)
εijk ∼ NID(0, σ2e) 
y ambos son independientes (13)
Un supuesto adicional en este modelo es el de esfericidad mul-
timuestra, que tiene dos componentes: a) igualdad de varianzas en-
tre cualquier par de diferencias entre los niveles del factor intrasu-
jeto (Keselman, Algina y Kowalchuk, 2002), y b) homogeneidad
de estructura de covarianzas entre grupos.
En segundo lugar, definiremos la siguiente transformación a
rangos alineados:
y’ijk= Rango (yijk – αi – βj – sk) (14)
De forma equivalente: 
y’ijk= Rango (µ + αβij + εijk]
o
y’ijk= Rango (αβij + εijk] (15)
dado que la sustracción de la media total no altera la transforma-
ción ordinal. Alternativamente,
y’ijk= Rango [(µij – µi. – µ.j + µ..) + εijk] (16)
Contraste de hipótesis
La hipótesis nula de no interacción entre los dos factores pue-
de ser formulada como:
H0 : αβij = 0 para cualquier condición ij (17)
Con el fin de elegir un estadístico para su contraste, especifica-
remos los valores esperados de las medias de cuadrados de las
fuentes de variación implicadas en el análisis de varianza (Kirk,
1995):
E[MCA×B]= σ2e + nΣΣ(αβ)2ij /(a–1)(b–1) (18)
correspondiendo los dos últimos términos al error de medida y al
efecto fijo de la interacción, respectivamente, y
E[MCe]= σ2e, o varianza de error de medida (19)
Dado que E[MCε] contiene los mismos términos que E[MCA×B]
exceptuando el efecto fijo correspondiente a la hipótesis nula, el
estadístico F se construye en la variable natural mediante el co-
ciente entre ambas medias de cuadrados (Hocking, 1996):
}
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Figura 1. Distribución de residuales entre sujetos de las puntuaciones de
habilidad lingüística
















Figura 2. Rango medio en habilidad de expresión lingüística en función
del género y capacidad visual
(20)
mostrando el último término los grados de libertad en el numera-
dor y denominador de la distribución F resultante. Para la ejecu-
ción de la prueba no paramétrica, aplicaremos entonces el mismo
procedimiento anterior
(21)
en donde las medias de cuadrados MC’A×B y MC’e son calculadas aho-
ra sobre la variable transformada en la expresión (16), denominándo-
lo un contraste F de Rangos Alineados (FRA). Sus supuestos estadísti-
cos no incluyen la normalidad, pero sí la independencia de las
observaciones para los distintos sujetos, la identidad de las distribu-
ciones entre grupos y la esfericidad multimuestra (Beasley y Zumbo,
1998; Harwell y Serlin, 1994; Zimmerman y Zumbo, 1993). El proce-
dimiento puede ser ejecutado mediante paquetes estadísticos usuales.
Análisis alternativos ante el incumplimiento del supuesto de esfericidad
Cuando el supuesto de esfericidad se incumple la distribución
del estadístico F está sesgada positivamente (Box, 1954). Como
consecuencia se produce un aumento del Error Tipo I, y la propor-
ción de rechazos erróneos de la hipótesis nula será mayor que α. 
La corrección del sesgo para la prueba F se realiza habitual-
mente mediante la multiplicación de los grados de libertad de nu-
merador y denominador por el parámetro ε, que es función del gra-
do en que la matriz de covarianzas se aleja del supuesto de
esfericidad (Huyhn y Feldt, 1976). Así, la distribución aproxima-
da del estadístico F será la siguiente: 
(22)
La estimación del valor de ε y los ajustes de grados de libertad
y significación estadística son proporcionados por los procedi-
mientos de medidas repetidas de paquetes estadísticos como Spss
o Sas. Sin embargo, Lecoutre (1991) detectó un error para el mo-
delo mixto que todavía no ha sido corregido en éstos y propuso un
procedimiento que produce en distribuciones normales una reduc-
ción adicional del sesgo (Blanca, 2004; Chen y Dunlap, 1994). La
estimación debería calcularse de acuerdo a la siguiente fórmula:
en donde N es el número total de sujetos, a es el número de gru-
pos y b es el número de niveles del factor intrasujeto. ε~ es el valor
de la estimación de Huhyn y Feldt del parámetro de no esfericidad
para un diseño mixto y es proporcionado por Sas o Spss. Beasley
(2002) ha mostrado cómo esta corrección produce también resul-
tados satisfactorios al ser aplicada a rangos alineados en distribu-
ciones asimétricas con carácter exponencial y simétricas con alta
densidad en las colas.
Otra alternativa es utilizar un análisis multivariado de varianza,
también proporcionado rutinariamente por Sas o Spss (Vallejo y
Lozano, 2006). Su potencia estadística en comparación con el pro-
cedimiento univariado depende de N, b y ε. Una recomendación
aproximada es utilizar el procedimiento multivariado cuando se
incumple el supuesto de esfericidad y el cociente N/b es cercano o
superior a 5 (Algina y Keselman, 1997). En estos casos, el con-
traste de Hotelling-Lawley muestra también ventajas de potencia
sobre la prueba univariada en un modelo mixto cuando se aplica a
los rangos alineados en distribuciones asimétricas con caracter ex-
ponencial o simétricas con alta densidad en las colas (Beasley,
2002).  
Ejecución con el programa Spss o Sas
En primer lugar estimaremos la nueva variable de rangos ali-
neados en (16) mediante la siguiente expresión:
y’ijk= Rango [(y-ij – y-i. – y-.j + y-..) + εijk] (23)
El resultado puede obtenerse fácilmente con los programas
Spss o Sas. En el caso del diseño con un factor intrasujetos reali-
zaremos un modelo anova mixto de dos factores. Para ello es con-
veniente transponer la matriz de datos a un formato univariado con
cuatro columnas: Factor A entresujetos, B intrasujetos, Participan-
te y Variable Dependiente (tabla 1). A continuación introducire-
mos los factores A y B como efectos fijos y Participante como
efecto aleatorio. Incluiremos en la opción modelo personalizado
todas las fuentes de variación de este diseño: factor A, B, Partici-
pante(A), y A×B.  
Los componentes de la expresión (23) se obtienen en Spss esti-
mando las medias en el cuadro de diálogo Opciones, y guardando
los residuales. Se insertan entonces en la tabla de datos como nue-
vas variables, se calcula el efecto de interacción y se suma el error.
A continuación se realiza con el resultado la transformación ordi-
nal mediante el procedimiento Asignar Rangos a Casos en Spss o
Proc Rank en Sas.
Finalmente, obtendremos la prueba FRA mediante un análisis de
varianza mixto ordinario de dos factores aplicado a la nueva va-
riable de rangos alineados. Es conveniente devolver la tabla a un
ˆε =
N − a + 1( ) b − 1( ) ˜ε − 2
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Tabla 1
Conversión de las medidas intrasujetos entre formatos univariado
y multivariado para la tabla de datos en un diseño mixto de dos factores
Formato de medidas Sintaxis SPSS Sintaxis SAS
intrasujeto
De filas a columnas CASESTOVARS Proc transpose prefix=b out=
/ID a sujeto mult;
/INDEX = b var y;
/GROUPBY=INDEX id b;
by a sujeto;
De columnas a filas VARSTOCASES /MAKE b data uni (keep=a sujeto b y);
FROM b1 b2 set mult;
/INDEX = b(2) y=b1; b=1; output;
/KEEP = a sujeto y=b2; b=2; output;
/NULL = KEEP
Nota: la operación puede ejecutarse directamente mediante el procedimiento Reestructu-
rar Archivo en el menú Datos en la versión 14 del programa SPSS y la versión 9.1.3 de
SAS
formato multivariado (véase tabla 1). Podremos así utilizar el mó-
dulo de medidas repetidas del modelo lineal general y obtener los
análisis alternativos cuando no se cumple el supuesto de esferici-
dad.  
Spss y Sas suministran por defecto los valores de ε~ y la correc-
ción a la prueba F univariada según el procedimiento de Huyhn y
Feldt. Para aplicar el procedimiento de Lecoutre, el cálculo de εˆ y
los grados de libertad pueden realizarse fácilmente a mano multi-
plicando los grados de libertad originales por εˆ. La significatividad
estadística puede entonces ser obtenida mediante la función FINV
en Spss o PROBF en Sas a partir de la F empírica.  
Análisis de caso
En el contexto del estudio anterior, se plantea aquí la pregunta
de si las diferencias de género en niños(as) invidentes en utiliza-
ción de palabras con contenido visual depende del tipo de habili-
dad: narración o descripción. Ambas medidas fueron registradas
para cada participante. Tenemos, por tanto, un diseño mixto de dos
factores con uno de ellos entresujetos (Género) y el segundo intra-
sujeto (Habilidad Lingüística) al que podemos aplicar el modelo
lineal en la expresión (12). 
El contraste F de la interacción de dos factores definido en (20)
no resultó estadísticamente significativo, F(1, 58 )= 1.74, p= .19.
Los análisis diagnósticos de residuales revelaron sin embargo una
marcada asimetría con un valor de 2.69 (figura 3). El supuesto de
normalidad fue rechazado conforme al contraste de Shapiro-
Wilks, W= .7833, p<.001.
Los resultados en la literatura revelan un aumento de la poten-
cia estadística y niveles similares de error tipo I para la prueba de
rangos alineados en comparación con el estadístico F en estas si-
tuaciones (Beasley, 2002).  Por este motivo, se aplicó el estadísti-
co FRA en este conjunto de datos, resultando en una interacción
significativa entre Género y Habilidad Lingüística, FAR (1,58)=
8.33, p<.006. Los niños invidentes mostraron una ventaja de la na-
rración frente a la descripción, mientras que en las niñas inviden-
tes se observó el patrón contrario (figura 4).  
Discusión
En el presente trabajo se ha revisado el contraste no paramétri-
co de la interacción de dos factores mediante el método de rangos
alineados. Se ha aplicado a un diseño con ambos factores entre su-
jetos, y a otro mixto con un factor intrasujetos. El procedimiento
consiste en ordenar las observaciones tras la sustracción de los
efectos principales de confusión (Thompson, 1991a, 1991b). A
continuación se aplica a la variable resultante una prueba F me-
diante paquetes estadísticos usuales. Estudios analíticos y de si-
mulación han mostrado ventajas de potencia estadística y niveles
similares de error Tipo I en comparación con el estadístico F con
distribuciones asimétricas de carácter exponencial o con distribu-
ciones de alta densidad en las colas (Beasley, 2002; Mansouri y
Chang, 1995; Salter y Fawcett, 1993). El análisis de casos nos ha
permitido detectar diferencias de género no observadas con otros
tipos de análisis (Rosel, Caballer y Jara, 2005). Éstas pudieran de-
berse a mecanismos compensatorios a la discapacidad visual de-
pendientes del género y la habilidad lingüística (Hyde y Linn,
1999; Kemter, 1999).
Límites a la utilidad del método han sido observados en situa-
ciones de incumplimiento del supuesto de homogeneidad de cova-
rianzas entre grupos en donde se producen sesgos por aumentos de
las tasas de Error Tipo I (Kowakchuk, Keselman y Algina, 2003;
Lei, Holt y Beasley, 2004). Estos sesgos no han sido subsanados
cuando al análisis anterior se ha añadido procedimientos utilizados
en estos casos con variables distribuidas normalmente como la co-
rrección univariada de Huhyn o el método de Welch-James
(Huyhn, 1978; Johanssen, 1980; Kowalchuk, Keselman y Algina,
2003: Lei, Holt y Beasley, 2004). El procedimiento de rangos ali-
neados contrasta parámetros de tendencia central cuando se cum-
ple el supuesto de identidad distribucional entre grupos para las
distintas medidas (Beasley, 2002). Si esto no ocurre el rechazo de
la hipótesis nula de no interacción puede deberse a otras diferen-
cias en estructuras de covarianzas o en parámetros de forma como
la asimetría (Varga y Delaney, 1998).  Tamaños muestrales por
grupo inferiores a diez se han mostrado también como una limita-
ción de la prueba de rangos alineados al producir baja potencia y
tasas conservadoras de Error Tipo I (Serlin y Harwell, 2004). Mé-
todos alternativos a considerar en estos casos pueden ser las prue-
bas de aleatorización (Good, 2005).
El procedimiento se recomienda para el análisis de diseños en-
tre sujetos o mixto de dos factores. Su uso en el análisis de la in-
teracción de dos factores en diseños de orden superior debe estar
apoyado por resultados que no han sido abordados en el presente
trabajo. La mayor parte de los resultados de simulación revisados
han utilizado tamaños muestrales iguales. Sería de interés para fu-
turos estudios investigar las propiedades del procedimiento en di-
seños con muestras desiguales y comparar el valor relativo de los
diferentes tipos de sumas de cuadrados (I y II) alternativos al tipo
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Figura 3. Distribución de residuales intrasujeto de las puntuaciones de
habilidad lingüística

















Figura 4. Rango medio en habilidad de expresión verbal en función del gé-
nero y habilidad lingüística
III utilizado por defecto en Spss o Sas. Este último parece reco-
mendable cuando no se quiere dar un peso desigual a los distintos
niveles de tratamiento, ya que calcula medias marginales no pon-
deradas por el número de observaciones por condición (Speed,
Hocking y Hackney, 1978).
El contraste de rangos alineados ha mostrado también buenos
resultados en el análisis de la interacción de tres factores (Oliver y
Smith, 2007). Más generalmente, un tratamiento teórico de los
modelos lineales generales robustos (Hettmansperger y McKean,
1998; McKeen y Vidmar, 1994) proporciona elementos para el de-
sarrollo de nuevas aplicaciones de esta prueba, así como de otros
métodos relacionados (Serlin y Harwell, 2004). Éstos incluyen
técnicas de diagnóstico y análisis de residuales, análisis de cova-
rianza, contrastes, comparaciones múltiples y tratamiento de dise-
ños balanceados y no balanceados (Akritas, Arnold y Brunner,
1997). 
Las propiedades de los contrastes de rangos como Mann-Whit-
ney, Wilcoxon o el test de rangos alineados se basan en resultados
asintóticos. Se suelen recomendar a partir de muestras de tamaño
intermedio. Es frecuente la creencia que con muestras grandes la
prueba F es más adecuada debido a la tendencia asintótica hacia la
normalidad de la distribución muestral de las medias. Sin embar-
go, recientemente se ha mostrado ventajas de las pruebas no para-
métricas en situaciones realistas con tamaños muestrales superio-
res a cien participantes por condición (Wilcox y Keselman, 2003).
Por tanto, la elección de estadístico no es tan simple, y debe estar
basada en las características de los datos. Siempre es recomenda-
ble el uso de procedimientos gráficos e inferenciales para el diag-
nóstico de supuestos en la elección de estadísticos adecuados
(Maxwell y Delaney, 2004). Un problema recurrente en los estu-
dios del comportamiento es la baja potencia estadística (Maxwell,
2004). Una consecuencia es la generación de resultados no con-
cluyentes en la literatura. El uso de herramientas a la medida de los
datos y de estrategias de análisis de calidad puede ayudar a apor-
tar una mayor sensibilidad para detectar fenómenos de interés teó-
rico o aplicado.
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