We propose a new method to calculate expectation values of a delta function of the Hamiltonian, Ψ | δ(Ĥ − E) | Ψ . Since the delta function can be replaced with a Gaussian function, we evaluate
Introduction
In the quantum physics some dynamical quantities in the matter [1] , [2] can be expressed by
Examples of them are the density of states and the forward scattering amplitude. There are many attempts to calculate the delta function by the polynomial expansions such as the Chebyshev polynomial expansion [3] . In these expansions it is assumed that the eigenvalues are situated inside the fixed ranges. Whether one can obtain a good convergence or not with the expansion, therefore, entirely depends on the state | Ψ .
In this paper we investigate a new method to numerically calculate the expectation value of the delta function. Our starting point is that the delta function can be represented by the Gaussian
It is justified in the evaluation to use β/π · e
−β(Ĥ−E)
2 with large but finite β instead of the delta function because β −1 can be interpreted as the resolution in the actual observations. We then employ the Suzuki-Trotter decomposition to calculate the expectation value of the Gaussian function. This decomposition is quite stable as is well known in the studies of the quantum Monte Carlo method [5] . Extensive work has also been done to calculate e −iĤt by this composition [6] .
In the next section we explain our method in detail, applying it to the one-dimensional quantum mechanics. In Sec. 3 the higher-order decompositions [7] are described and Sec. 4 is devoted to estimating errors in the method. We then present numerical results for the one-dimensional harmonic oscillator in Sec. 5, where the stability of the method is also demonstrated. Sec. 6 contains applications to the three-dimensional problems and the final section is for the summary.
Methods
Our study here will be limited to the quantum mechanics, i.e. to the one particle problems. Here we describe the method in the one-dimensional case. The Hamiltonian is given bŷ
where we adopt units ofh = 1 and m = 1/2. From Eq.(3) it followŝ
Next we employ the discrete space representation,
The wavefunction φ(x) = x | φ is replaced by φ(x i ), which is denoted as φ i hereafter. Then the differentials become
respectively, and we obtain a matrix H 2 to represent (Ĥ − E) 2 . In order to calculate e −βH2 using the Suzuki-Trotter decomposition, we divide H 2 into four matrices, H 
2 + H
2 .
In the second-order decomposition we approximate e −βH2 by
2 )exp(−
2 )
with the finite Trotter number N t . The error in this approximation is O(1/N 2 t ), as is well known.
Higher-order decompositions
In Ref. [7] the higher-order decompositions have been discussed. This section is to briefly refer, for later use in our calculations, to the fourth-and the sixth-order decompositions together with the second-order one. For simplicity we describe here only the case where the operatorĈ is the sum of the two operatorsÂ andB.
The Kth-order formula is defined by
For the second-order decomposition (K = 2) we havê
UsingŜ 2 the fourth-order decomposition (K = 4) is given bŷ
with p 2 = (4 − 4 1/3 ) −1 = 0.4144907717943757, while the sixth-order one (K = 6) is represented aŝ
with p 1 = 0.3922568052387732, p 2 = 0.1177866066796810,
Since we have already obtainedŜ 2 for our problem in the previous section, it is straightforward to apply these higher-order decompositions to our calculations.
Errors in the Suzuki-Trotter decomposition
In this section we roughly estimate errors in our method using eigenstates | ψ i and eigenvalues λ i for the hermitian operatorĈ, namelyĈ
For the operatorŜ K (δ) in the Kth-order formula, where δ denotes some small c-number, we haveŜ
. Then we apply the decomposition for e δNtĈ with a fixed δN t ,
Note that the δ should be O(1/N t ) here. In order to go on with the estimation we neglect the operators of O(δ 2(K+1) ) in Eq.(16), although this is not a rigorous procedure. With this approximation we obtain
For j = i it reads
When j = i, on the other hand, we have
Eq. (19) suggests that the error is
Results in one dimension
Now we present our results for the one-dimensional harmonic oscillator whose potential is
where we fix λ = 1/4 so that the energy eigenvalues are (k − 1/2) (k = 1, 2, 3, · · ·) in the continuum limit. In our calculations with the discrete space representation using Eqs. (5) ∼ (8) we scale the matrix H 2 by ∆ 4 , which demands that the energy should be ∆
Throughout this section we set x min = −25, x max = 25 and L = 500 in Eq. (5).
Let | φ (k) be the eigenstate of the Hamiltonian with the eigenvalue E k , for which the ordering E k < E k+1 is assumed. First, following to Eq.(17) and employing the fourth-order decomposition, we estimate the errors of t ). Fig. 3 is to compare the errors estimated with N t = 1000 and those with N t = 2000 for each k up to 40. Here we see that we can make the errors quite small by increasing N t . Note that the largest error is found at k = 20, which is the case described by the Eq. (18).
Next we calculate
using the wavefunction φ i which is parametrized by
with the discretized wavefunctions φ
Here we use two wavefunctions as φ i . One of them, which we will call the wavefunction (A), is given by
For the wavefunction (B), which is useful to study the effects due to the highly excited states, we set
where C is the normalization factor. In Fig. 4 we plot the error ratios for the wavefunction (A) with the second-, the fourth-and the sixth-order decompositions as a function of the effective Trotter number N ′ t , which is the Trotter number multiplied by the number ofŜ 2 's in Eqs. (12), (13) and (14) 2 . Results for the wavefunction (B) with the fourth-order decomposition are also plotted for a comparison. We see that the errors from each decomposition decrease as O(1/N K t ) in agreement with the theoretical expectation. It should be noted, however, that the fourth-order decomposition is more recommendable than the sixth-order one because the error from the latter turns out to start decreasing only for the large value of N t . 
2 | φ shape a sharp peak in the narrow range around E k = E, while they are negligible for other k's. This powerful selectivity should be emphasized to be one of the most advantageous features of our method.
Finally, we show the results on I(E) and β/π · I(E) in Fig. 6 , where the diamonds are the numerical data and the dashed (solid) line is the analytic result with (without) the extra factor 3 .
In the range 200 ≤ β ≤ 30000, the Gaussian function multiplied by the extra factor is almost flat with the value ∼ 0.5, which is the exact value in the continuum limit L → ∞. This result endorses that β/π · I(E) fills the role of the delta function.
Three-dimensional problems
In this section we discuss the problems of three dimensions. Here the Hamiltonian iŝ
In calculating exp[−β{− ∇ 2 + V ( r) − E} 2 ] we simply extend the method developed in the onedimensional case and add terms of
for which we use the replacements
and so on.
Let us consider the three-dimensional harmonic oscillator, whose potential is given by
where we also fix λ = 1/4 in our calculations. The energy eigenvalues and their eigenstates can be obtained from those in the one-dimensional case. The state | φ is given by the wavefunction
i represents an eigenstate in the one-dimensional case and we take C lmn = 1/ √ 1000 for l ≤ 10, m ≤ 10, n ≤ 10. 2 | φ obtained by the second-order and the fourth-order decompositions, which indicates that the error is O(1/N K t ) in these cases, too. We then apply our method to calculate the density of states defined by
Replacing the delta function with the Gaussian function
we evaluate the trace by means of the random states [1] ,
where a state | i, j, k denotes a particle at the position (x i , y j , z k ) and · represents the statistical average. Results on ρ(E, β) with our method are shown in Fig. 8 by the dots. The solid line in the figure gives the exact value of ρ(E, β) calculated using the all eigenvalues in the discretized three-dimensional space,
where E(i, j, k) = E i +E j +E k and E i(j,k) is the i(j, k)th energy eigenvalue for the one-dimensional harmonic oscillator. We also show E 2 by the dashed line, which is obtained in the continuous space by lim ∆→0 kx,ky,kz=1
where ω x(y,z) denotes k x(y,z) − 1/2. We see that the agreement is satisfactory.
Summary
In this paper we present detailed descriptions of a new method to calculate expectation values of a delta function of the Hamiltonian. We replace the delta function by the Gaussian function and apply the Suzuki-Trotter decomposition to it. For concrete examples we carry out numerical calculations on the quantum mechanical problems. Our results for the harmonic oscillator problems in one-and three-dimensional space indicate that this method is useful to study the dynamical quantities.
Let us close our summary with a few remarks on further possible developments of our method.
It would be very important to apply it to the problems beyond the quantum mechanics, the spin system [8] for instance. Applications to the Green function and a step function are also quite interesting. denotes the kth eigenstate of the Hamiltonian and the error is defined by the absolute value of The analytic result on (β/π) 1/2 · I(E) are also presented by the dashed line. Here we use the wavefunction (B) with E = 0.094716. The Trotter number N t is fixed to be 20β. 
