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Abstract: The energy-energy correlation (EEC) function in e+e− annihilation is cur-
rently the only QCD event shape observable for which we know the full analytic result at
the next-to-leading order (NLO). In this work we calculate the EEC observable for gluon
initiated Higgs decay analytically at NLO in the Higgs Effective Field Theory (HEFT)
framework and provide the full results expressed in terms of classical polylogarithms, in-
cluding the asymptotic behavior in the collinear and back-to-back limits. This observable
can be, in principle, measured at the future e+e− colliders such as CEPC, ILC, FCC-ee or
CLIC. It provides an interesting opportunity to simultaneously probe our understanding of
the strong and Higgs sectors and can be used for the determinations of the strong coupling.
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1 Introduction
Many aspirations of the particle physics community for measuring the properties of the
recently discovered Higgs-like boson with unprecedented precision and possibly finding
new physics beyond the Standard Model are closely linked to the prospects of having a
new high-energy e+e− collider in the near future. Precision QCD studies constitute an
integral part of the CEPC [1, 2], ILC [3, 4], FCC-ee [5] and CLIC [6, 7] physics programs
and it is obvious that our understanding of the strong sector could substantially benefit
from new experimental data obtained in the clean environment of a lepton collider.
Over the decades, infrared- and collinear-safe event shape variables turned out to be
very useful to confront theoretical calculations in perturbative QCD (pQCD) with the
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experimental observations. Being functions of the reconstructed 4-momenta of the final
state particles, they can be easily extracted from the experimental data. For instance, there
are six well-known event shape variables that were studied by the Large Electron Positron
(LEP) collider experiments ALEPH [8], DELPHI [9], L3 [10] and OPAL [11] in great
details. These are thrust [12, 13], heavy jet mass [14], wide and total jet broadening [15–
17], C parameter [18, 19] and the jet transition variable Y23 [20]. Although event shape
observables are usually discussed in the context of e+e− annihilation, it is also possible
to define them in other processes, such as electron-proton [21], proton-antiproton [22] or
proton-proton [23] collisions.
On the theory side, fixed-order numerical predictions at next-to-next-to-leading order
(NNLO) accuracy are available for a wide range of event shape observables [24–28]. Re-
garding the resummation of endpoint divergences, many results at next-to-next-to-leading
logarithmic (NNLL) and even NNNLL accuracy can be found in the literature [29–43].
Publicly available codes such as Eerad3 [27] or NLOJet++ [44, 45] and Event2 [46, 47]
implement parton level predictions for event shape variables at NNLO or NLO accuracy
respectively, while the effects of parton shower and hadronization can be simulated with
dedicated software tools.
One of the tasks of a new e+e− collider will be to measure various event shape vari-
ables with even higher precision as compared to what was possible at LEP. However, one
should also take into account that the new machine, being a Higgs factory, will have much
higher center of mass energy as compared to LEP. This opens up many exciting possi-
bilities to calculate and measure event shape variables that would simultaneously probe
our understanding of the strong and the Higgs sectors [48]. One of such observables is the
Energy-Energy correlation (EEC) function in gluon-initiated Higgs decays, which is the
main subject of this paper.
The original definition of the Energy-Energy Correlation goes back to the late 70s of
the last century, when the authors of [49] suggested to employ two calorimeters separated
by an angle χ to measure the energies of two hadrons a and b produced in e+e− annihilation
e+(k1) e
−(k2)→ γ∗/Z0 → a(pa) b(pb) +X. (1.1)
The EEC is a differential angular distribution that arises from measuring the cosine of the
angle θab between all particle pairs (a, b) in the event and weighting each contribution by
the particle energies Ea and Eb. The resulting histogram is normalized to unit area and
provides a useful way to visualize the energy flow through the calorimeters. The EEC is
defined as
1
σtot
dΣ(χ)
d cosχ
=
∑
a,b
∫
2EaEb
Q2
δ(cos θab − cosχ) dσa+b+X , (1.2)
where dσa+b+X is the differential production cross section for the process in eq. (1.1), Q
is the total center of mass energy and cos θab = pˆa · pˆb. Here σtot denotes the total cross
section for e+e− → hardons. The summation is over all (a, b)-combinations from the final
state hadrons. Notice that we do not include the contributions from self-correlations in our
fixed order calculation such that in our results the summation over a and b was replaced
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by
∑
a6=b. The fixed order pQCD predictions for EEC are obtained by calculating eq. (1.2)
at the parton level, with the LO contribution arising from the tree level hard process
e+(k1) e
−(k2)→ γ∗/Z0 → q(p1) q¯(p2) g(p3). (1.3)
At a future Higgs factory, it appears very natural to measure the EEC in hadronic
decays of the Higgs boson. Higgs can decay to a pair of gluons through a top quark loop,
or to bb¯/cc¯ directly via Yukawa couplings. In this paper we are mainly concerned with the
gluon initiated decay of the Higgs boson within the framework of the Higgs Effective Field
Theory (HEFT) [50–53]. The b or c quark Yukawa initiated decay will be considered in a
future work. In the HEFT, the top quark can be integrated out to obtain operators that
contain the Higgs field H and two QCD field-strength tensors Gµν . The interacting part
of the HEFT Lagrangian is then given by
LHEFT = −1
4
λH Tr (GµνGµν) . (1.4)
The corresponding Wilson coefficient λ is determined from matching the amplitude for
H → gg in SM to the one in HEFT order by order in the strong coupling αs and the
inverse of the top quark mass 1/mt. To lowest order in αs and 1/mt we have
λ =
αs
3pi
√√
2GF , (1.5)
with GF being the Fermi constant. Currently, λ is known at the N
4LO [54] accuracy. The
effective operator in eq. (1.4) gives rise to tree-level coupling of the Higgs with 2, 3, and
4 gluons. In this work, we would like to consider the correlations between energies of the
partons that arise from a gluon-initiated decay of the Higgs particle at rest, via
H → q(p1) q¯(p2) g(p3) (1.6)
and
H → g(p1) g(p2) g(p3). (1.7)
To avoid possible confusion between the EEC from eq. (1.2) and the one considered in
this paper, in the following we will denote them as “standard EEC” and “Higgs EEC”
respectively. Then, in analogy to eq. (1.2) we can define the Higgs EEC as
1
Γtot
dΣH(χ)
d cosχ
=
∑
a,b
∫
2EaEb
m2H
δ(cos θab − cosχ) dΓa+b+X , (1.8)
where mH is the Higgs boson mass, Γtot is the total decay width for H → gg and dΓa+b+X
denotes the differential decay rate for Higgs decaying into gluons plus anything else. Notice
that here the center-of-mass energy squared in e+e− annihilation Q2 was replaced with m2H ,
since we are considering the decay of the Higgs particle at rest, so that Q = (mH , 0, 0, 0).
The normalization of the Higgs EEC with respect to
Γtot =
λ2m3H
8pi
K(µ) (1.9)
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ensures the cancellation of λ in the final result for the Higgs EEC. The factor K accounts
for the corrections to the total decay width H → gg within the HEFT. For our purposes
it is sufficient to use its NLO value [55]
K(µ) = 1 +
αs
2pi
[
73
2
+ 11 log
µ2
m2H
−Nf
(
7
3
+
2
3
log
µ2
m2H
)]
+O(α2s), (1.10)
where Nf is the number of light quark flavors.
The derivation of fixed-order pQCD predictions for event shape variables is usually
done using numerical methods. While for some observables such as EEC or thrust the
LO predictions can be obtained analytically by directly calculating the 3-particle phase
space integrals, this “brute-force” approach is clearly not feasible at NLO and beyond. At
NLO the main complication arises from the evaluation of the double real emissions. The
corresponding 4-particle phase space integrals are very difficult to calculate analytically due
to the complexity of the integrand and its dependence on a (often nontrivial) measurement
function. Even though the final result for the given infrared- and collinear-safe event
shape variable must be finite, the single integrals will suffer from severe soft and collinear
divergences. The cancellation of the divergences occurs only at the very end, when real-
virtual and double-real contributions are added together.
The availability of reliable numerical NNLO predictions for event shape observables in
e+e− annihilation is undoubtedly useful, but the corresponding analytic results (even at
NLO) are still interesting and desirable. Currently, the standard EEC is the only QCD
event shape observable known analytically at NLO [56]. There has also been remarkable
progress in computing EEC analytically in N = 4 supersymmetric Yang-Mills theory [57,
58]. Analytic results are now available not just at NLO [59], but also at NNLO very
recently [60]. The goal of this paper is to obtain the analytic NLO result also for the
Higgs EEC using the same methods as in [56]. To the best of our knowledge, no previous
numerical or analytic studies of this observable exist in the literature, even at LO. However,
we would like to point out that numerical NLO and approximate NNLO results for thrust
in hadronic Higgs decays were recently obtained in [61].
This work is organized in the following way. In section 2 we describe our framework
used to calculate EEC-like observables such as the standard EEC or the Higgs EEC analyt-
ically at LO and NLO. In particular, we explain the nontrivial procedure of deriving IBP
equations for nonlinear propagators and fixing the boundary conditions in the differential
equations for the master integrals. Our analytic results for the Higgs EEC are presented
in section 3, while section 4 is devoted to the discussion of the asymptotics in the collinear
and back-to-back limits. Section 5 contains a comparison of the NLO result to the predic-
tions of Pythia as a way to estimate the importance of the nonperturbative corrections
for our observable. Additionally, we employ the Pythia simulation as a toy model for the
determination of the strong coupling, which should emphasize the importance of the Higgs
EEC for the future, when real data from a new lepton collider should become available.
Finally, we summarize the obtained results and present an outlook for future work in this
direction in section 6.
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For convenience, in the course of our calculation we set mH to unity. This is allowed, as
the dependence of the final result on the Higgs mass can be easily restored by dimensional
analysis. In order to avoid cluttering the notation, we prefer to use mH ≡ 1 in all relations
shown in section 2. Notice that in this case the scalar products pa ·Q and pb ·Q have mass
dimension one. The formulas provided in section 3 and all subsequent sections do not make
use of this simplficiation and display the full dependence on mH .
2 Calculational setup
2.1 Outline
To approach the task outlined in section 1 we directly calculate the matrix elements squared
of all the relevant sub-processes and convert the arising 4-particle phase space integrals
into loop integrals using the method of reverse unitarity [62, 63]. Those integrals are
then reduced to a smaller set of master integrals via Integration-By-Parts reduction [64,
65], while for the evaluation of the master integrals we employ the method of differential
equations [66–71]. Each system of equations is calculated by first turning it to the canonical
form [72] and then fixing the boundary constants.
Among all QCD event shape observables, EEC is arguably the simplest object that
can be computed in this framework. Unlike thrust, jet masses, jet broadening and the jet
transition variable Y23, the measurement function of EEC
EaEb δ(cos θab − cosχ) (2.1)
does not require us to minimize or maximize a particular kinematic quantity. Furthermore,
the measurement function in the contribution from the particle pair (a, b) depends only on
the energies and momenta of these particles, which greatly facilitates the calculation of the
individual contributions. However, since
cos θab = 1− pa · pb
pa ·Qpb ·Q, (2.2)
applying the reverse unitarity [62, 63]
ddp
(2pi)d
2piδ+(p
2 −m2)→ 1
i
ddp
(2pi)d
(
1
p2 −m2 − iε −
1
p2 −m2 + iε
)
(2.3)
to eq. (2.1) yields a propagator that is not linear in the loop momentum dependent scalar
products. At this point it is convenient to introduce a new dimensionless variable z so that
2z ≡ 1− cosχ (2.4)
and
EaEb δ(cos θab − cosχ) = (pa ·Q)2(pb ·Q)2δ (2z pa ·Qpb ·Q− pa · pb) . (2.5)
This property of the measurement function is the reason why the analytic NLO calculation
of an EEC event shape variable is nontrivial. At first glance, the complications related to
the appearance of the nonlinear propagator
1
2z pa ·Qpb ·Q− pa · pb
∣∣∣∣
cut
(2.6)
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make it very challenging to carry out the calculation using the standard techniques. Yet, as
will be explained in the following sections, all these difficulties can be efficiently mitigated
with a minimal amount of out of the box thinking.
The main feature of our approach is the direct IBP reduction of loop integrals with
nonlinear propagators and the subsequent calculation of the corresponding master integrals.
A different route was taken in [73], where the nonlinear propagator was converted into
a product of two linear propagators at the price of introducing an auxiliary parameter
x. While this linearization significantly facilitates the IBP reduction of the phase space
integrals, the evaluation of the auxiliary master integrals using differential equations seems
to become more involved. Nevertheless, it would be very interesting to compare the results
in our approach [56] with those using the method of Ref. [73], once they become available.
2.2 Amplitudes
The main ingredient of this calculation are the squared matrix elements |M(H → gg+X)|2
for the real emission processes
H(Q)→ g(p1) g(p2) g(p3), (2.7a)
H(Q)→ q(p1) q¯(p2) g(p3) (2.7b)
with 3-parton final states and
H(Q)→ g(p1) g(p2) g(p3) g(p4), (2.8a)
H(Q)→ q(p1) q¯(p2) g(p3) g(p4), (2.8b)
H(Q)→ q(p1) q¯(p2) q(p3) q¯(p4), (2.8c)
H(Q)→ q(p1) q¯(p2) q′(p3) q¯′(p4) (2.8d)
with 4-parton final states. To ensure the correctness of the expressions, we generate the
corresponding amplitudes in two different ways, using QGRAF [74] and FeynArts [75],
cf. figure 1.
The FeynArts model for HEFT was created with FeynRules [76] and the Feynman
rules for the Higgs-gluon vertices were additionally rederived using the FeynRule function
of FeynCalc [77, 78]. The same vertices are also employed when obtaining amplitudes
from the output of QGRAF.
Custom FORM [79] code is used to evaluate and simplify the squared matrix ele-
ments in d-dimensions, where the color algebra is handled by the Color [80] package.
Summations over the polarizations of the gluons are done using the axial gauge
2∑
λ=1
εµ(pi, λ)ε
∗ν(pi, λ) = −gµν + (p
µ
i n
ν + pνi n
µ)
pi · n −
n2pµi p
ν
i
(pi · n)2 , (2.9)
where for a particular gluon with the 4-momentum pi we use the 4-momentum of another
gluon pj as the auxiliary vector n.
Some of the terms in |M(H → gg + X)|2 contain linearly dependent propagators
that require partial fractioning. This is also handled by our FORM code, using rules
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H H
(a) gggg
H H
(b) ggqq¯
H H
(c) qq¯qq¯
H H
(d) qq¯q′q¯′
Figure 1: Some of the representative cut diagrams for real corrections to the Higgs EEC
at NLO. For simplicity we do not show diagrams arising from the Higgs couplings to triple
and quartic gluon vertices.
obtained with the ApartFF function of FeynCalc. ApartFF is based on the multiloop
partial fractioning algorithm from [81], which is also implemented in the standalone $Apart
package.
2.3 Topology identification
As far as the topology identification is concerned, the presence of the nonlinear propaga-
tor eq. (2.6) prevents us from using the established methods [82] that rely on the UF -
representation of the loop integrals. Instead, we identify the identical topologies by trying
different combinations of loop momentum renamings pa ↔ pb and shifts pa → Q−
∑
b 6=a pb.
Since the sum of the measurement functions is manifestly invariant under such transfor-
mations, the topology identification proceeds by considering the full expression∫ (∏
k
ddpk
(2pi)d−1
δ+(p
2
k)
)
|M(H → gg +X)|2
∑
a<b
2EaEb δ(cos θab − cosχ) (2.10)
and applying all the allowed shifts and renamings to each distinct denominator and its loop
momentum dependent coefficient. This allows us to identify all subtopologies contained in(∏
k
ddpk
(2pi)d−1
δ+(p
2
k)
)
|M(H → gg +X)|2 2EaEb. (2.11)
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A subtopology is not the final topology of an integral family, since it lacks the nonlinear
propagator. Therefore, each subtopology gives rise to
(
k
2
)
integral families, where k is the
number of the final state partons. For example, at LO the single subtopology yields 1× 3
integral families.
In the case of the subprocess H → gggg we slightly modify this procedure to maximally
exploit the symmetry of the corresponding matrix element squared under pa ↔ pb. This
symmetry allows us to write∫ ( 4∏
k=1
ddpk
(2pi)d−1
δ+(p
2
k)
)
|M(H → gggg)|2
∑
a<b
2EaEb δ(cos θab − cosχ)
= 6
∫ ( 4∏
k=1
ddpk
(2pi)d−1
δ+(p
2
k)
)
|M(H → gggg)|2 2E1E2 δ(cos θ12 − cosχ), (2.12)
so that in this case the number of the final topologies equals the number of the subtopolo-
gies. Of course, in this case the set of possible shifts and replacements becomes more
restricted. For example, transformations such as p1 ↔ p3 or p2 ↔ p4 would introduce
additional measurements functions in eq. (2.12), which we would like to avoid. On the
other hand, the renamings p1 ↔ p2 or p3 ↔ p4 do not alter the measurement function in
eq. (2.12) and are, therefore, allowed. This fully symmetric topology identification gives
us only 10 integral families in the subprocess H → gggg as compared to 18 families when
using the other method. Unfortunately, other subprocesses of the Higgs decay do not pos-
sess such a high degree of symmetry on the level of the matrix element squared so that the
fully symmetric topology identification is not helpful there.
All the manipulations related to the topology identification are handled by an in-house
Mathematica code. Owing to the small number of the loop momenta (at most 4) and
the fact that all quarks are taken massless, on a modern laptop this procedure requires
only few minutes per subprocess. For the sake of completeness, all identified subtopologies
at LO and NLO are listed in appendix A.
2.4 IBP reduction
There are many publicly available codes that can automatize the procedure of the IBP
reduction, but none of those tools can deal with integrals containing nonlinear propagators
such as eq. (2.6) out-of-the box. Nevertheless, the general method of the IBP reduction
is perfectly applicable to those integrals. In this sense, we are facing a technical, rather
than a conceptual limitation. To overcome this difficulty we split the reduction into two
steps, which can be performed using different tools. In the first step we derive the IBP
equations for each topology in the usual way by differentiating with respect to the loop
momenta. This also applies to the nonlinear propagator. However, the so obtained system
of equations turns out to be incomplete, since we miss a relation that would allow us to
lower the integer power of the nonlinear propagator. Therefore, we need to augment the
system by adding the relation
(2z pa ·Qpb ·Q− pa · pb) [δ(Kab(z))]j = [δ(Kab(z))]j−1 , (2.13)
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with
δ(Kab(z)) ≡ 1
2pii
(
1
2z pa ·Qpb ·Q− pa · pb − iε −
1
2z pa ·Qpb ·Q− pa · pb + iε
)
. (2.14)
Once a solvable system of IBP equations has been obtained for each topology, we can
proceed to the second step, where the reduction is performed by explicitly solving these
equations for the relevant loop integrals using the Laporta algorithm [83]. Notice that this
step can be performed without any knowledge about the explicit form of the propagators
in the original topologies. Apart from the IBP equations and the list of the loop integrals
we merely need to specify the positions of the cut propagators.
For the technical realization of the procedure described above, the publicly available
tools LiteRed [84] and FIRE 5 [85] were used to perform the steps one and two respec-
tively. Although LiteRed actually does not support bases with nonlinear propagators,
with a simple trick it can be nonetheless used to derive the corresponding IBP equations.
The basic idea is to first create a new basis that omits the nonlinear propagator, so that
the NewBasis command can be evaluated without errors. The nonlinear propagator can
be then added by directly modifying the list of the propagators Ds and the scalar prod-
uct replacement rules Toj. These two modifications are sufficient to successfully run the
GenerateIBP command of LiteRed and therefore to obtain the IBP equations for the
given topology. The extra relation from eq. (2.13) can be easily added to the existing set of
equations by applying the command Toj to a product of the inverse nonlinear propagator
and a j-integral with symbolic indices. Once we have the full set of valid IBP equations, it
is a trivial exercise to convert them into the FIRE notation and save the result to a text
file that will be later used by our FIRE code.
As far as FIRE is concerned, no additional tricks or modifications are required to use
as it is a pure IBP solver. In order to run the C++ version of FIRE on the given set of
loop integrals we need to generate the so-called start-files that contain all the relevant
information about the current topology. The standard way to generate a start-file is to
enter the basis by specifying the propagators, the loop and the external momenta. However,
it is also possible to bypass this step and to enter only the corresponding IBP equations.
This is done by assigning the set of the IBP equations to the FIRE variable startinglist.
We would like to stress that this working mode of FIRE is well documented (cf. section 4.1
of [85]) and is supported since very early versions of the program. This feature obviously
makes FIRE an ideal tool for our purposes.1 After having marked the cut propagators via
the RESTRICTIONS variable, we can proceed with the commands Prepare and SaveStart
that generate the corresponding start-file and save it to the disk respectively. In the
following we can run the C++ version of FIRE with the obtained start-file in the usual
way, just as one would do it for a standard set of propagators.
1The newest version of KIRA [86] also features the ability to solve custom systems of IBP equations.
This functionality became publicly available only after this calculation has already been completed.
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2.5 Calculation of the master integrals
With the aid of FIRE we can successfully reduce the loop integrals in each topology to a
small set of master integrals. For this particular calculation no further steps are required,
as, upon some loop momentum shifts and renamings, all of the resulting master integrals
can be related to the masters that were already computed in [56]. However, since the
explicit evaluation of these integrals requires some labor and due to the fact that [56]
contains almost no technical details regarding this step, we would like to provide more
explicit explanations in this work.
In section 2.1 we have already voiced our preference for solving the master integrals
using the method of differential equations. We can regard the application of this technique
as a two step process. First, we need to turn each system of differential equations into
a canonical form [72], provided that such a form exists. The algorithms of Lee [87] or
Meyer [88, 89] can be used to construct the corresponding transformation matrix iteratively.
Once the canonical form has been obtained, we can trivially determine the loop integrals
at arbitrary order in ε up to a set of unknown boundary constants. To determine those
constants we need to find suitable boundary conditions, which, depending on the process
of interest, may turn out to be very challenging.
To implement the first step of the method, we can again use the tricks from section
2.4 and employ LiteRed to differentiate with respect to z via the command Dinv. The
resulting loop integrals are then passed to FIRE. After another IBP reduction we obtain
a closed system of differential equations in z. The search for the canonical form can be au-
tomatized using Fuchsia [90], although other publicly available codes such as Epsilon [91]
or CANONICA [92] are also suitable for our purposes.
Some of our topologies can be converted into the canonical form only after performing
a nonrational transformation of z, which is not automatically determined by the public
Python version of Fuchsia2. Luckily, in our case the required transformations can be
directly inferred from the analytic result for the standard EEC in N = 4 SYM [59]. The
functional dependence of the classical polylogarihtms appearing in the final result on
√
z
readily suggests what kind of transformations are required here. Consequently, we find
that using one of the two transformations
z → y2, z → 1/(1− y2)
all systems of equations can be straightforwardly converted into the canonical form. The
solutions of canonical basis can be easily written down iteratively order by order in , all
in terms of harmonic polylogarithms (HPLs) [94] with argument z or y, which can be
conveniently manipulated using the Mathematica package HPL [95].
Then we can proceed to the second step, i. e. the determination of the boundary con-
stants. The difficulty to find suitable boundary conditions for the EEC observable makes
this step the most time consuming part of the whole calculation. This is mainly due to the
2 It is worth noting that in the meantime the development C++ version of Fuchsia offers a helper tool
that can suggest a suitable nonrational transformation, based on [93].
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fact that the fixed order result diverges for z → 0 and z → 1 so that we cannot impose any
regularity conditions in these limits.
Therefore, we have to use several different methods to determine the values of the
integration constants up to O(ε0) which is required for the NLO result. First of all, in the
collinear limit z → 0 we can predict the power of the leading 1/z singularity by applying
collinear power counting to each of the loop integrals. Working with light-cone coordinate
p = (p0 + p3, p0− p3, p⊥), when two of the four partons are collinear (pa ∼ pb ∼ (λ2, 1, λ)Q
with λ  1), the other two can be both anticollinear pc ∼ pd ∼ (1, λ2, λ)Q, both hard
pc ∼ pd ∼ (1, 1, 1)Q, anticollinear and collinear, or anticollinear and hard. Therefore, for
each loop integral and each region we can assign a definite scaling in λ to z, the measure
and the occurring scalar products. For practical purposes, it is most convenient to work
with the symmetric parametrization of the 4-particle phase space from [96]. When the
integral expanded around z = 0 contains stronger poles than predicted by the power
counting, the integration constants of those terms must be fixed in such a way, that these
contributions vanish. Another requirement we impose is that the master integrals which
are pure functions of uniform transcendental weight before converting to canonical basis
must vanish in the unphysical limit z → ∞. While the physical values of z lie within the
region 0 ≤ z ≤ 1, we can always perform an analytic continuation to the whole z plane.
The most powerful but also most time-consuming procedure to determine the integra-
tion constants involves matching to the inclusive 4-particle phase-space master integrals
from [96]. Our starting point is the obvious identity
zˆnab(1− zˆab)m =
∫ 1
0
dz zn(1− z)m 2pa ·Qpb ·Qδ(2z pa ·Qpb ·Q− pa · pb), (2.15)
with zˆab = pa · pb /(2 pa · Qpb · Q), where m and n are some nonnegative integers and
the Dirac delta corresponds to the nonlinear propagator from eq. (2.6) that appears in our
master integrals. These integrals can be represented as∫
dΦ(4)I({p}) δ(2z pa ·Qpb ·Q− pa · pb), (2.16)
where dΦ(4) denotes the 4-particle Lorentz-invariant phase space and I({p}) is the part of
the integrand that does not depend on z. Multiplying the integrand with zn(1− z)m 2pa ·
Qpb ·Q from eq. (2.15) and with (pa ·Qpb ·Q)m+n and integrating over z from 0 to 1 we
obtain the relation∫
dΦ(4)zˆnab(1− zˆab)m(pa ·Qpb ·Q)m+n I({p}) (2.17)
=
∫ 1
0
dz zn(1− z)m
∫
dΦ(4)I({p})2(pa ·Qpb ·Q)m+n+1 δ(2z pa ·Qpb ·Q− pa · pb),
where m and n must be chosen such, that the integral over z is convergent. The right-hand
side of eq. (2.17) is evaluated as follows. First of all, we multiply the original integrand
from eq. (2.16) by 2(pa ·Qpb ·Q)m+n+1 and reduce it to master integrals. All the resulting
master integrals are already present in the corresponding system of differential equations,
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so that we know their solutions up to the unknown boundary constants. Then, we mul-
tiply the resulting linear combination of the master integrals by zm(1 − z)n and employ
HyperInt [97] and HPL [95] to perform the integration over z. Now let us turn to the
left-hand side of eq. (2.17), where the loop integrals do not depend on z and contain no
nonlinear propagators. Hence, it is trivial to reduce those integrals to the master integrals
of the inclusive 4-particle phase space, which are known analytically since long time [96].
Equating both sides of eq. (2.17) provides us with additional relations between the inte-
gration constants. Since each evaluation of the right-hand side of eq. (2.17) requires an
IBP reduction of integrals containing the nonlinear propagator, the practical application
of this method to fix the boundary constants is very time consuming. Moreover, to avoid
spending too much on time on each single reduction, the integer values of m and n should
be chosen sufficiently small, but still large enough to cure the divergences in z → 0 and
z → 1 on the right-hand side of eq. (2.17). Luckily, the values with m,n ≤ 1 are enough for
this calculation. We would also like to remark that this method bears similarity with the
procedure employed in [73]. However, in our case it was much easier to apply, as our master
integrals depend only on z, while the auxiliary master integrals from [73] are functions of
z and the linearization parameter x.
Finally, we also demand that after substituting all master integrals into the full NLO
real correction, in the limit z → 0 it may not diverge stronger than 1/z [98, 99]. When com-
bined together, the above constraints are sufficient to determine all the required boundary
constants.
2.6 Real-virtual correction to Higgs EEC
In the previous sections we were mainly concerned with the double-real corrections to the
Higgs EEC. While this is undoubtedly the most important and also the most complicated
ingredient of our analytic calculation, to obtain the full NLO result we must also include
the real-virtual corrections.
The evaluation of these corrections does not pose any difficulties. The matrix element
squared for the corresponding loop diagrams is currently known analytically at two loops,
for both the dimension 5 effective operator [100] and dimension 7 effective operators [101].
As a cross-check, we have explicitly recomputed the 1-loop contributions to the subpro-
cesses H → ggg and H → qq¯g. The amplitudes were generated with FeynArts and
evaluated using FeynCalc. To calculate the 1-loop integrals analytically we employed
the FeynHelpers [102] interface between FeynCalc and Package-X [103, 104].
To carry out the renormalization, we included the counter terms for the dimension
5 effective operator to our FeynRules HEFT model and generated the corresponding
counter term diagrams using FeynArts. Using the ability of FeynCalc and Package-
X to explicitly distinguish between UV and IR poles at 1-loop, we have verified that the
inclusion of the counter term diagrams removes all UV poles in the real-virtual corrections,
leaving us with IR poles only.
The obtained results agree with the expressions arising from the analytic continua-
tion and proper UV renormalization of the real-virtual contributions from [105]. The final
integrals over the massless 3-particle phase space can be carried out directly using the
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HyperInt [97] package. The still present IR poles in real-virtual cancel against the re-
maining IR poles in the double-real piece. As expected, the final result for the Higgs EEC
is manifestly finite.
3 Full analytic results
The final analytic NLO result for the Higgs EEC can be written as
1
Γtot
dΣH(χ)
d cosχ
=
1
K(µ)
[
αs(µ)
2pi
AH(z) +
(
αs(µ)
2pi
)2(
3β0 log
µ
mH
AH(z) +BH(z)
)
+O(α3s)
]
,
(3.1)
with AH(z) and BH(z) being the LO and NLO coefficients respectively, while β0 =
11/3CA − 4/3NfTf . In QCD we have CA = Nc = 3, CF = (N2c − 1)/(2Nc) = 4/3
and Tf = 1/2, while Nc denotes the number of colors. The overall prefactor 1/K arises
from the normalization with respect to the total decay width for H → gg in HEFT, cf.
eq. (1.9). Figure 2 shows the Higgs EEC at LO and NLO for Nf = 5 with the correspond-
ing uncertainties from varying the renormalization scale µ between 2mH and mH/2. We
set mH = 125.0 GeV and use the following values of the strong coupling αs obtained with
RunDec [106, 107] at 4-loop accuracy
αs(mH/2) = 0.125, αs(mH) = 0.113, αs(2mH) = 0.103. (3.2)
Before presenting the explicit result for the LO and NLO contributions let us, for the
sake of clarity, decompose the corresponding coefficients AH(z) and BH(z) into different
color pieces that appear in the full result. For AH(z) we will use the subscript “lc” to
denote the leading color contribution (∼ Nc). In the case of BH(z) “lc” stands for the
component proportional to N2c , “nlc” for the next-to-leading color part (∼ Nc) and “nnlc”
for the next-next-to-leading color piece (∼ 1/Nc). The components proportional to the
number of flavors Nf will be named accordingly. For LO we find
AH(z) = CAAH,lc(z) +NfTfAH,Nf (z) (3.3)
with
AH,lc(z) =
25z3 − 156z2 + 336z − 216
12(1− z)z5 −
(
2z4 − 14z3 + 51z2 − 74z + 36)
2(1− z)z6 log(1− z) ,
(3.4a)
AH,Nf (z) =
−25z3 + 201z2 − 390z + 216
6(1− z)z5 +
(−z3 + 16z2 − 47z + 36)
z6
log(1− z) . (3.4b)
The color decomposition of the NLO coefficient BH(z) reads
BH(z) = C
2
ABH,lc(z) + CATfNfBH,nlc(z) + (CA − 2CF )TfNfBH,nnlc(z) +N2fT 2fBH,N2f (z),
(3.5)
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Figure 2: Analytic fixed-order results for Higgs EEC at LO (lower curve) and NLO (upper
curve) in the Higgs EFT. In both cases the solid black curves correspond to the central
values, while the colored bands give the uncertainties from varying the renormalization
scale µ between mH/2 and 2mH . We use µ = mH as the central value. The number of
flavors Nf is set to 5 and the number of colors Nc to 3.
It is interesting to observe that the Higgs EEC exhibits a much richer color structure as
compared to the standard EEC. While the LO coefficient of the standard EEC is directly
proportional to CF , eq. (3.3) depends not only on CA but also on Nf . Notice that the
Nf -piece in the standard EEC is an NLO effect, while in the Higgs EEC it appears already
at LO. Furthermore, unlike Eq (3.5) the B(z) coefficient of the standard EEC contains no
terms proportional to N2f . These differences can be largely attributed to the fact that the
Higgs EEC is a gluon-initiated observable, while the standard EEC is a quark-initiated
quantity. For example, the splitting of a gluon into a quark-antiquark pair is a LO effect
in the Higgs EEC, but for the standard EEC it can occur only at NLO and beyond.
The mathematical structure of the explicit expressions for the color coefficients from
eq. (3.5) is very similar to what has already been observed in the analytic NLO result for
the standard EEC. Each term is essentially a product of a rational function of polynomials
in z multiplying a building block function g
(j)
i of pure transcendental weight j. These
functions are
g
(1)
1 = log(1− z) ,
g
(1)
2 = log(z) ,
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g
(2)
1 = 2(Li2(z) + ζ2) + log
2(1− z) ,
g
(2)
2 = Li2(1− z)− Li2(z) ,
g
(2)
3 = −2 Li2
(−√z)+ 2 Li2 (√z)+ log(1−√z
1 +
√
z
)
log(z) ,
g
(2)
4 = ζ2 ,
g
(3)
1 = −6
[
Li3
(
− z
1− z
)
− ζ3
]
− log
(
z
1− z
)(
2(Li2(z) + ζ2) + log
2(1− z)) ,
g
(3)
2 = −12
[
Li3(z) + Li3
(
− z
1− z
)]
+ 6 Li2(z) log(1− z) + log3(1− z) ,
g
(3)
3 = 6 log(1− z) (Li2(z)− ζ2)− 12 Li3(z) + log3(1− z) ,
g
(3)
4 = Li3
(
− z
1− z
)
− 3 ζ2 log(z) + 8 ζ3 ,
g
(3)
5 = −8
[
Li3
(
−
√
z
1−√z
)
+ Li3
( √
z
1 +
√
z
)]
+ 2Li3
(
− z
1− z
)
+ 4ζ2 log(1− z)
+ log
(
1− z
z
)
log2
(
1 +
√
z
1−√z
)
. (3.6)
All these functions have only z and
√
z dependence, but intermediate results do have explict
dependence on i
√
z/
√
1− z, which cancels out when combining real-virtual contributions
with qq¯gg cut or gggg cut. This is a strong check of the correctness of our final results.
The numerator of the rational function is an univariate polynomial with the highest
power of z being 8, while the denominator is a function of type (1−z)mzk with an integer m
between 0 and 1, k between 0 and 6. The only exception to this rule arises from the single
terms present in BH,lc(z), BH,nlc(z) and BH,nnlc(z) which explicitly depend on
√
z through
g
(2)
3 and the corresponding coefficients. The products of those with g
(2)
3 are symmetric with
respect to
√
z → −√z, a property that has already been observed in the standard EEC
result [56] and the result in N = 4 SYM [59].
It is worth noting that BH,N2f
(z), which is the simplest piece of BH(z), turns out to
be much simpler than the BNf (z) part of the QCD result. While the latter contains one
weight 3 function and an explicit dependence on
√
z, the former depends only two weight
1 and three weight 2 functions and is free of square roots.
In the following we list the explicit values of the color components of BH(z).
BH,lc(z) = −3240z
6 − 3240z5 + 981z4 − 207539z3 + 1131821z2 − 2416929z + 1546086
8640(1− z)z5
− 2160z
8 − 3780z7 + 5640z6 − 3909z5 + 2317z4 + 12434z3 − 2958z2 − 36449z + 22565
1440(1− z)z6 g
(1)
1
+
2160z7 − 2700z6 + 4560z5 − 975z4 − 13190z3 + 70367z2 − 151398z + 92556
1440(1− z)z5 g
(1)
2
+
−168z6 + 353z5 − 605z4 + 3080z3 − 3860z2 − 1967z + 4047
240(1− z)z6 g
(2)
1
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− −180z
7 + 90z6 − 330z5 + 75z4 − 460z3 + 3000z2 − 8860z + 7833
120z6
g
(2)
2
− 1920z
4 + 725z3 + 1789z2 − 640z + 960
960z11/2
g
(2)
3
+
−240z5 + 515z4 − 3130z3 + 7770z2 − 7303z + 1893
60(1− z)z6 g
(2)
4
− 3z
4 − 6z3 + 9z2 − 10z + 3
4(1− z)z g
(3)
1 −
2z6 − z5 + 7z4 − 44z3 + 156z2 − 224z + 109
12(1− z)z6 g
(3)
2
+
1
6(1− z)g
(3)
3 +
1− 2z
2(1− z)z g
(3)
4 +
2z5 + z4 + 2z2 − z + 1
4z6
g
(3)
5 , (3.7a)
BH,nlc(z) = +
1080z6 − 1080z5 + 219z4 − 111086z3 + 929054z2 − 1863951z + 1053294
2160(1− z)z5
+
720z8 − 1260z7 + 800z6 − 241z5 − 5602z4 + 18841z3 + 9973z2 − 54396z + 30145
360(1− z)z6 g
(1)
1
− 1440z
7 − 1800z6 + 880z5 − 110z4 − 19445z3 + 127791z2 − 230784z + 122328
720(1− z)z5 g
(1)
2
− 3z
6 − 3z5 − 585z4 + 3220z3 − 4005z2 − 473z + 1923
60(1− z)z6 g
(2)
1
+
−120z7 + 60z6 − 40z5 − 20z4 − 480z3 + 5280z2 − 14135z + 10194
60z6
g
(2)
2 −
3− 25z
480z7/2
g
(2)
3
− 1630z
4 − 12200z3 + 27425z2 − 23383z + 6348
60(1− z)z6 g
(2)
4
− 2z
2 − 2z + 1
2
g
(3)
1 +
(2− z) (z2 − 9z + 10)
z6
g
(3)
2 , (3.7b)
BH,nnlc(z) = +
−360z6 + 360z5 − z4 − 3231z3 + 69389z2 − 158391z + 91874
1440(1− z)z5
+
720z7 − 540z6 + 260z5 − 17z4 + 9434z3 − 28724z2 + 10742z + 14245
720z6
g
(1)
1
− 720z
6 − 180z5 + 260z4 + 205z3 + 9710z2 − 33534z + 31692
720z5
g
(1)
2
+
−6z5 + 10z4 − 760z3 + 3255z2 − 4810z + 2521
120z6
g
(2)
1 +
2z2 − 2z + 1
4
g
(3)
1
+
60z7 − 30z6 + 20z5 + 10z4 − 270z3 + 1935z2 − 4015z + 2521
60z6
g
(2)
2
− 25z
3 + 88z2 − 160z + 240
120z11/2
g
(2)
3 +
−6z3 + 35z2 − 52z + 22
12z6
g
(3)
2
− −1070z
3 + 5250z2 − 8945z + 5042
60z6
g
(2)
4 +
z2 − 2z + 2
4z6
g
(3)
5 , (3.7c)
BH,N2f
(z) = −−623z
3 + 6149z2 − 12633z + 7122
54(1− z)z5 −
2
(
17z2 − 42z + 24)
9z5
g
(1)
2
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−
(
107z4 − 974z3 + 2799z2 − 3118z + 1174)
18(1− z)z6 g
(1)
1 +
(−5z3 + 60z2 − 159z + 116)
3z6
g
(2)
1
+
4(1− z)2(4− z)
3z6
g
(2)
2 −
2
(−7z3 + 72z2 − 177z + 124)
3z6
g
(2)
4 . (3.7d)
To assess the relative importance of the different color components for the final result,
we plot AH(z) and BH(z) together with their color coefficients in figure 3 and figure 4
respectively.
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Figure 3: LO coefficient AH and its color components AH,lc and AH,Nf for Nf = 5 and
Nc = 3. Both components give positive contributions.
4 Asymptotics
Let us now explore the asymptotics of the Higgs EEC by expanding the full NLO result in
the back-to-back and collinear limits. For the limit z → 0 expanded up to O(z) we find
AH(z) =
1
z
[
7CA
20
+
NfTf
20
]
+
59CA
120
+
NfTf
15
+O(z) , (4.1a)
BH(z) =
1
z
[
log(z)
(
−91C
2
A
600
+
89CANfTf
200
− 7CFNfTf
40
+
N2fT
2
f
15
)
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Figure 4: NLO coefficient BH and its color components BH,lc, BH,nlc, BH,nnlc and BH,N2f
for Nf = 5 and Nc = 3. Notice that only the contribution of BH,lc is positive, while the
three other components contribute negatively.
+ C2A
(
−ζ3
2
+
97ζ2
60
+
138427
27000
)
+ CANfTf
(
−7ζ2
30
− 201371
108000
)
+
9CFNfTf
400
− 43N
2
fT
2
f
120
]
+ log(z)
[
C2A
(
−2ζ2 + 9221
3150
)
+ CANfTf
(
ζ2
2
− 8999
25200
)
+ CFNfTf
(
ζ2 − 3163
1800
)
+
2
45
N2fT
2
f
]
+ C2A
(
13ζ3
2
− 47ζ2
15
+
79860499
10584000
)
+ CANfTf
(
−3ζ3
2
+
13ζ2
20
− 2703293
1176000
)
+ CFNfTf
(
−3ζ3 + 41ζ2
30
+
125143
108000
)
− 2207N
2
fT
2
f
5400
+O(z). (4.1b)
The other limit, z → 1 corresponds to the back-to-back limit. In this limit, the
large logarithms originate from soft and collinear radiations. The resummation of large
logarithms in this limit is well understood, and is closely related to various transverse-
momentum dependent distribution [39, 108–110]. The expansion up to O(1− z) yields
AH(z) =
1
1− z
[
−1
2
CA log(1− z)− 11CA
12
+
NfTf
3
]
+ (−6CA + 4NfTf ) log(1− z)
− 77CA
6
+
73NfTf
6
+O(1− z), (4.2a)
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BH(z) =
1
1− z
[
C2A
2
log3(1− z) +
(
11C2A
3
− 4CANfTf
3
)
log2(1− z)
+ log(1− z)
(
C2A
(
3ζ2
2
+
11
8
)
− 17
6
CANfTf +
2
3
N2fT
2
f
)
+ C2A
(
ζ3
2
+
77ζ2
12
− 907
144
)
+ CANfTf
(
−7ζ2
3
+
233
72
)
+
CFNfTf
2
− 5N
2
fT
2
f
18
]
+ log(1− z)
[
C2A
(
16ζ2 +
415
18
)
+ CANfTf
(
−23ζ2
2
− 211
18
)
+ CFNfTf (ζ2 − 17)
(4.2b)
+
29N2fT
2
f
9
]
+ log3(1− z)
(
10C2A
3
− 23CANfTf
12
− CFNfTf
6
)
+ log2(1− z)
(
757C2A
24
− 307CANfTf
12
− 7CFNfTf
2
+ 4N2fT
2
f
)
+ C2A
(
155ζ3
4
+ 15ζ2 log(2) +
7001ζ2
96
− 7115
54
)
+ CANfTf
(
−105ζ3
4
+ 3ζ2 log(2)− 1387ζ2
16
+
21163
108
)
+ CFNfTf
(
−3ζ3
2
− 6ζ2 log(2) + 151ζ2
12
− 929
24
)
+N2fT
2
f
(
8ζ2 − 2279
54
)
+O(1− z).
(4.2c)
Note that the appearance of ζ2 log(2) in the constant term at next-to-leading power, which
comes from both BH,lc and BH,nnlc, is different from standard EEC [56], where it originates
solely from the next-to-leading color part. We note that the leading power terms in the
z → 1 limit are in full agreement with the factorization prediction based on the formalism
in ref. [39].3 The subleading power corrections of the Higgs EEC are closely related to the
perturbative power corrections for Drell-Yan/Higgs pT distribution at hadron collider. In
the latter case, perturbative power corrections in the presence of rapidity divergence [111]
has been studied very recently. We expect the same method can be used to compute the
perturbative power corrections for EEC.
5 Estimates of nonperturbative corrections
As every QCD observable, Higgs EEC necessarily contains nonperturbative corrections to
the result obtained in pQCD. Even though they are considered to be suppressed as the
inverse of the relevant energy scale (in our case mH), these contributions are necessary
for a meaningful comparison between theoretical predictions and experimental data. In
practice, the size of the nonperturbative effects can be estimated using a suitable model
(e. g. DWM [109]) or by simulating parton shower and hadronization with software tools
such as Pythia [112]. The latter approach is also what we choose to assess the influence
of the nonperturbative corrections on the Higgs EEC.
3Private communication with Anjie Gao.
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In our Pythia setup we consider the process e+e− → H → gg at √s = mH and
generate 5000 events, which, according to [113] roughly corresponds to what CEPC expects
to collect in the H → gg decay channel over a data taking period of 7 years. The tiny size
of the Higgs to electrons coupling is irrelevant here, as the Higgs EEC is obtained from the
decay of the Higgs particle at rest and does not depend on its production mechanism.
Pythia itself implements only the LO hard matrix element for H → gg and employs
parton shower to approximate higher order corrections. This is sufficient to simulate gluon-
initiated H → qq¯g final states, but turns out to be problematic in the case of H → ggg. The
reason for this is that the gluon splitting is not the only contribution to the 3 gluon final
state. The other contribution arises directly from the 3-gluon-Higgs interaction vertex and
is not negligible. However, the latter is not implemented in the current version of Pythia,
so that the simulation of the H → ggg final state is obviously incomplete.
In principle, one could overcome this issue by matching the current Pythia two jet
+ parton shower simulation to the full LO matrix element that incorporates both 2-gluon
and 3-gluon vertices. However, since we are mainly interested in a qualitative comparison
between Pythia and our analytic result, we choose not to go this route and content
ourselves with what is already implemented in the code of Pythia.
Despite of these shortcomings, we believe that the comparison of our NLO results to
the Pythia predictions is still interesting, especially in view of the lack of any experimental
data for the Higgs EEC event shape observable. A more careful and meaningful comparison
to a proper numerical simulation that uses the NLO hard matrix element shall be addressed
in a future work.
The Higgs EEC distribution is calculated according to [114]
ΣH(χ) =
1
Nevents
1
∆ cosχ
∑
Nevents
∑
a,b
EaEb
E2vis
Θ (∆ cosχ− | cosχ− cosχab|) , (5.1)
where χab is the angle between the directions of the 3-momenta of the final state particles
a and b, ∆ cosχ is the histogram bin width and cosχ is the lower edge of the bin. The
overall normalization by the total number of events Nevents and the bin width ensures that
the area under the histogram is unity.
We employ Pythia 8.2 and ROOT 6.14 [115] to simulate gluon-initiated Higgs decays
both to hadrons and to partons. In the latter case the hadronization effects are disabled
via the master switch HadronLevel:Hadronize = 0. Only statistical uncertainties are
included. The corresponding plot is shown in figure 5. The discrepancy between the
Pythia data and the NLO result can be attributed to the missing H → ggg vertex in
Pythia hard matrix element, sizeable NLO corrections and nonperturbative effects.
For simplicity, we choose to ignore the systematic errors of this simulation, so that
the displayed error bars stem only from statistical uncertainties. Since a single event with
more than 2 finite state particles generates multiple histogram entries, the errors in different
angular bins are statistically correlated. Thus, it does not seem appropriate to calculate
the errors assuming that the simulated data obeys an uncorrelated Poisson distribution.
Instead, we adopt the approach that was used by the TOPAZ experiment when measuring
EEC at the TRISTAN collider [116]. To be more specific, for each Pythia configuration
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Figure 5: Comparison of a Pythia simulation for Higgs EEC to the analytic LO and NLO
results from eq. (3.1). Both Pythia curves contain contributions from self-correlations,
which are not included in the analytic result. The area under both Pythia curves is
unity. Omitting the self-correlations decreases the area under the Pythia curve with
haronization to 0.96, while the area under the curve without hadronization becomes 0.88.
Adding self-correlations only increases the number of entries in the very last bin in the
collinear (cosχ ≈ 1) region, while the rest of the curve remains unchanged.
we generate 50 additional samples with the same settings and the same number of events
but different random seeds. Then, for each bin i we can calculate the standard deviation
σi via
σi =
√√√√ 1
n
n∑
j=1
(xj(i)− µi)2, (5.2)
where xj(i) is the content of the i
th bin in the jth sample, n = 50 and the mean for the ith
bin, µi is given by
µi =
1
n
n∑
j=1
xj(i). (5.3)
Comparing the size of the errors in our simulations we observe the unphysical effect that
the curve with hadronization seems to have smaller errors than the one without. This
suggests that the systematic errors (especially for hadronization) might be much larger
than the statistical uncertainties. Looking only at the central values, it is interesting to
observe that in the cosχ region between −0.5 and 0.5, both curves seem to lie very close
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to each other. However, given the possibility of underestimated uncertainties, we must
abstain from deriving any conclusions on the size of the nonperturbative corrections.
To check whether our observation is a genuine Pythia effect or a possible artifact of
an accidental fine-tuning, we varied several important parameters responsible for simulat-
ing the hadronization effects according to [117]. In particular, we set the effective value of
αs(MZ) in the final-state radiation to the physical value 0.118 (TimeShower:alphaSvalue
= 0.118), activated the CWM [118] resummation of subleading terms using the 2-loop run-
ning of αs (TimeShower:alphaSuseCMW = on, TimeShower:alphaSorder = 2) and varied
the value of the IR shower cutoff (TimeShower:pTmin) by setting it to 1.0 GeV and 2.0 GeV.
As can be inferred from figure 6, the effects of these changes in the parameter sets are rather
mild and they seem to support the initial observation that, judging from the central val-
ues only, Pythia possibly indicates comparably small influence of the hadronization for
| cosχ| ≤ 0.5. Those effects, however, become more prominent in the collinear and back-
to-back regions, z → 0 and z → 1 respectively. Of course, these naive comparisons should
not be interpreted as a definitive statement on the size of the hadronization effects in the
Higgs EEC. To make such a statement one would need to perform a much more careful
numerical simulation and error analysis. Here we merely describe our observations and
speculate about their possible interpretation.
Finally, it is tempting to attempt a fit of the analytic NLO result to the Pythia
prediction in order to perform a toy determination of αs. Our motivation is clear: It is
well known that the standard EEC measurements at LEP and other experiments were
often used to determine the value of the strong coupling. Therefore, should a future lepton
collider measure the H → gg channel with sufficient precision, it will not take long until
experimentalists and theorists will attempt to extract the value of αs from the Higgs EEC
measurements. The purpose of our toy fit is to attract the attention of the high energy
physics community to this scenario and to ensure that when the real data becomes available,
all other ingredients for a rigorous extraction of αs will be already there.
For simplicity, we model the nonperturbative correction to the analytic NLO result by
employing the “simple power correction” ansatz from [119] which amounts to fitting
ΣH(χ, αs) = ΣH,pert(χ, αs) + C1/mH (5.4)
to the Pythia data, where ΣH,pert(χ, αs) corresponds to eq. (3.1) with Nf = 5, Nc = 3
and αs being a fit parameter. Another fit parameter is C1 which is assumed to be a
constant that accounts for the nonperturbative corrections. Regarding the fit region, it is
important to ensure that the values of cosχ are sufficiently far away from the collinear and
back-to-back regions, where the pure fixed-order result ceases to be valid.
The results of our binned maximum likelihood fit to the 5000 events simulated with
Pythia are summarized in table 1. Despite this being a toy fit, the fitted values of αs
for different cosχ-regions are consistent with αs(mH) = 0.113 within the (admittedly very
large) error bounds. The fitted curve for | cosχ| ≤ 0.5 is shown in figure 7.
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Figure 6: Variation of some Pythia parameters that govern the hadronization. For the
sake of clarity, all curves are normalized to the curve with hadronization generated using
the standard settings (blue curve). In the central region the largest discrepancy to the
standard settings arises when changing the effective value of αs but keeping the CWM
resummation disabled (red curve). Once the CWM resummation is activated (green, cyan
and black curves) the obtained results become very similar to the default output.
Fit region Fitted αs Fitted C1 in GeV Minuit / Migrad χ
2/NDF
−0.40 ≤ cosχ ≤ 0.40 0.115± 0.033 3.36± 5.56 24.6/38
−0.45 ≤ cosχ ≤ 0.45 0.114± 0.023 3.41± 3.95 30.7/42
−0.50 ≤ cosχ ≤ 0.50 0.115± 0.019 3.28± 3.26 43.1/48
−0.55 ≤ cosχ ≤ 0.50 0.116± 0.012 3.28± 2.14 67.6/52
Table 1: Fit of eq. 5.4 to the Pythia data using ROOT with Minuit / Migrad as the
minimizer.
6 Summary
In this paper we have initiated the study of the Energy-Energy Correlation in gluon-
initiated Higgs decays, that can simultaneously probe our understanding of the strong and
Higgs sectors. Using the techniques developed in our previous work on the standard EEC
in e+e− annihilation [56] and working in the framework of the Higgs EFT, we obtained
the fully analytic result for Higgs EEC at NLO in fixed-order perturbation theory. This
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Figure 7: Fit of eq. 5.4 to the Pythia data for | cosχ| ≤ 0.5.
result bears strong similarities to the analytic NLO result for the standard EEC, in the
sense that both observables are described by the same set of master integrals and can be
written using the same basis of building block functions, made of classical polylogarithms
up to weight 3.
Regarding the phenomenological relevance of the new observable, large QCD back-
ground accompanying Higgs decays at hadron colliders makes it very unlikely that the
decay channel H → gg can be measured by the LHC experiments in the near future (if
at all). However, such a measurement will be certainly possible in the clean environment
of a future lepton collider, such as ILC, CEPC, FCC-ee or CLIC. Given sufficiently high
statistics, the Higgs EEC could be also used for the determination of the strong coupling
constant, as it was the case in the studies of the standard EEC conducted by the LEP
experiments.
In order to attract more interest to the Higgs EEC from the experimental and theo-
retical side, we provided a very rough estimate the size of the hadronization effects using
Pythia 8. The simulated data hints that the nonperturbative corrections might be com-
parably small in the central region. Since the simulation is done using only the LO hard
matrix element for H → gg implemented in Pythia and suffers from the absence of the
H → ggg vertex and the error bars in our plots stem only from statistical uncertainties
these results should be obviously taken with a grain of salt. Nonetheless, by comparing
our analytic result to the Pythia prediction and using a naive model for nonperturbative
effects, we also performed a toy determination of αs, obtaining a value that is (within the
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very large error bounds) compatible with the current PDG world average. The purpose of
this exercise is to motivate the high energy physics community to explore the phenomenol-
ogy of the Higgs EEC and other related event shape observables in greater details.
For the future, it would be very useful to obtain the NNLO correction to the Higgs
EEC, at least numerically. This is important for the phenomenological studies, especially
the determination of αs. A fully analytic NNLO result is also very desirable, but as of now
the complexity of the corresponding expressions poses a major obstacle to this endeavor.
Although EEC currently appears to be the most convenient event shape variable for fixed-
order analytic calculations, one may still wonder about the feasibility of analytic NLO
results for other related observables such as thrust or the C parameter. Once such results
are obtained for parton production in e+e− annihilation, it would be a simple exercise to
obtain the corresponding predictions also for the Higgs decays.
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A Subtopologies
A.1 LO
Single subtopology for H → ggg
{p1, p2, Q− p1 − p2, Q− p2, Q− p1} (A.1)
Single subtopology for H → qq¯g
{p1, p2, Q− p1 − p2, p1 + p2, Q− p1} (A.2)
A.2 NLO
Ten (sub)topologies for H → gggg
{p1, p2, p3, Q− p1 − p2 − p3, Q− p1 − p2, Q− p2, Q− p1, p1 + p3, p2 + p3}, (A.3a)
{p1, p2, p3, Q− p1 − p2 − p3, p2 + p3, p1 + p2 + p3, Q− p2 − p3, Q− p3, p1 + p2}, (A.3b)
{p1, p2, p3, Q− p1 − p2 − p3, p2 + p3, p1 + p2 + p3, Q− p1 − p3, Q− p3, p1 + p2}, (A.3c)
{p1, p2, p3, Q− p1 − p2 − p3, p2 + p3, Q− p2 − p3, Q− p1 − p3, Q− p2, p1 + p3}, (A.3d)
{p1, p2, p3, Q− p1 − p2 − p3, p2 + p3, Q− p2 − p3, Q− p3, Q− p1 − p2, p1 + p2}, (A.3e)
{p1, p2, p3, Q− p1 − p2 − p3, p2 + p3, Q− p1 − p3, Q− p3, Q− p2, p1 + p3}, (A.3f)
{p1, p2, p3, Q− p1 − p2 − p3, p1 + p2, p2 + p3, Q− p2 − p3, Q− p2, Q− p1}, (A.3g)
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{p1, p2, p3, Q− p1 − p2 − p3, Q− p1 − p3, Q− p3, Q− p1, p1 + p2, p2 + p3}, (A.3h)
{p1, p2, p3, Q− p1 − p2 − p3, p1 + p2, Q− p3, Q− p1 − p2, Q− p1, p1 + p3}, (A.3i)
{p1, p2, p3, Q− p1 − p2 − p3, Q− p1 − p3, Q− p3, Q− p1 − p2, Q− p2, p1 + p2} (A.3j)
Two subtopologies for H → qq¯gg
{p1, p2, p3, Q− p1 − p2 − p3, p2 + p3, p1 + p2 + p3, Q− p2 − p3, Q− p3, p1 + p2}, (A.4a)
{p1, p2, p3, Q− p1 − p2 − p3, p2 + p3, p1 + p2 + p3, Q− p1 − p3, Q− p3, p1 + p2} (A.4b)
Single subtopology for H → qq¯qq¯
{p1, p2, p3, Q− p1 − p2 − p3, p1 + p2, p2 + p3, Q− p2 − p3, Q− p1 − p2, p1 + p3} (A.5)
Single subtopology for H → qq¯q′q¯′
{p1, p2, p3, Q− p1 − p2 − p3, p1 + p2, Q− p1 − p2, p1 + p3, p1 −Q, p2 + p3} (A.6)
B Asymptotics of the color components
B.1 Collinear limit
AH,lc(z) =
7
20
1
z
+
59
120
+O(z), (B.1a)
AH,Nf (z) =
1
20
1
z
+
1
15
+O(z), (B.1b)
BH,lc(z) =
1
z
[
− 91
600
log(z)− ζ3
2
+
97ζ2
60
+
138427
27000
]
+
[
−2ζ2 + 9221
3150
]
log(z)
+
13ζ3
2
− 47ζ2
15
+
79860499
10584000
+O(z), (B.1c)
BH,nlc(z) =
1
z
[
143
400
log(z)− 7ζ2
30
− 50039
27000
]
+
[
ζ2 − 173
140
]
log(z)
− 3ζ3 + 4ζ2
3
− 1819763
1058400
+O(z), (B.1d)
BH,nnlc(z) =
1
z
[
7
80
log(z)− 9
800
]
+
[
−ζ2
2
+
3163
3600
]
log(z)
+
3ζ(3)
2
− 41ζ2
60
− 125143
216000
+O(z), (B.1e)
BH,N2f
(z) =
1
z
[
1
15
log(z)− 43
120
]
+
2
45
log(z)− 2207
5400
+O(z). (B.1f)
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B.2 Back-to-back limit
AH,lc(z) =
1
1− z
[
−1
2
log(1− z)− 11
12
]
− 6 log(1− z)− 77
6
+O(1− z), (B.2a)
AH,Nf (z) =
1
3
1
1− z + 4 log(1− z) +
73
6
+O(1− z), (B.2b)
BH,lc(z) =
1
1− z
[
1
2
log3(1− z) + 11
3
log2(1− z) +
(
3ζ2
2
+
11
8
)
log(1− z)
+
ζ3
2
+
77ζ2
12
− 907
144
]
+
10
3
log3(1− z) + 757
24
log2(1− z)
+
[
16ζ2 +
415
18
]
log(1− z) + 155ζ3
4
+ 15ζ2 log(2) +
7001ζ2
96
− 7115
54
+O(1− z),
(B.2c)
BH,nlc(z) =
1
1− z
[
−4
3
log2(1− z)− 17
6
log(1− z)− 7ζ2
3
+
251
72
]
− 2 log3(1− z)
− 82
3
log2(1− z) +
[
−11ζ2 − 182
9
]
log(1− z)
− 27ζ3 − 3859ζ2
48
+
76291
432
+O(1− z), (B.2d)
BH,nnlc(z) = − 1
4(1− z) +
1
12
log3(1− z) + 7
4
log2(1− z) +
[
17
2
− ζ2
2
]
log(1− z)
+
3ζ3
4
+ 3ζ2 log(2)− 151ζ2
24
+
929
48
+O(1− z), (B.2e)
BH,N2f
(z) =
1
1− z
[
2
3
log(1− z)− 5
18
]
+ 4 log2(1− z)
+
29
9
log(1− z) + 8ζ2 − 2279
54
+O(1− z). (B.2f)
C Identical-quark interference contributions
In this appendix, we provide the identical-quark interference terms that correspond to the
qq¯qq¯ cut diagram from figure 1 (c), which contributes to BH,nnlc. In addition, BH,nnlc also
receives contributions from the qq¯gg cut diagram from figure 1 (b). We can write the real
contributions to BH,nnlc as
BRH,nnlc = B
R
H,g +BH,qqint . (C.1)
Similarly with Bqqint from the standard EEC [56], there are no virtual corrections to
BH,qqint at NLO. Thus, this contribution is separately IR finite and gauge invariant and
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can be written as
BH,qqint = −
483z2 − 1075z − 8
72z5
+
110z3 − 729z2 + 1116z − 326
36z6
g
(1)
1
− 47z
2 − 231z + 330
36z5
g
(1)
2 −
19z3 − 63z2 + 87z − 55
12z6
g
(2)
1
− 2z
3 − 21z2 + 63z − 55
6z6
g
(2)
2 +
21z3 − 84z2 + 150z − 110
6z6
g
(2)
4
− 4z
3 − 25z2 + 38z − 18
24z6
g
(3)
2 +
z2 − 2z + 2
8z6
(
g
(3)
6 − 2g(3)7
)
, (C.2)
where we introduced two additional building block functions of pure transcendental weight
3, in addition to those already presented in eq. (3.6)
g
(3)
6 = log
3(1− z)− 15ζ2 log(1− z) ,
g
(3)
7 = log(1− z)
(
Li2(z) + log(1− z) log(z)− 15ζ2
2
)
. (C.3)
It is interesting to observe that these two functions always appear together as (g
(3)
6 −2g(3)7 ),
which is also true for Bqqint of the standard EEC [56]. However, BH,qqint is much simpler
than Bqqint . While the latter contains 11 building block functions, including those with an
explicit dependence on
√
z and i
√
z/
√
1− z, the former can be expressed in terms of only
8 functions, all of which depend solely on z.
Expanding the result for BH,qqint in the collinear limit we get
BH,qqint(z) = −
log(z)
720
− 101
14400
+O(z), (C.4)
while the expansion the back-to-back limit yields
BH,qqint =
(
19
4
− ζ2
2
)
log(1− z) + 1
12
log3(1− z)
+ log2(1− z)− 5ζ2
3
− ζ3
2
+
25
3
O(1− z). (C.5)
We would like to stress the fact that both limits are free of leading-power singularities 1/z
and 1/(1− z) respectively. This is mainly because quark-antiquark pairs can only arise in
the splitting of gluons originating directly from the decay of the Higgs and those gluons
cannot be soft.
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