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“The mechanization of translation has been one of humanity‟s oldest dreams. In the twentieth 
century it has become a reality, in the form of computer programs capable of translating a wide 
variety of texts from one natural language into another. But, as ever, reality is not perfect. There 
are no „translating machines‟ which, at the touch of a few buttons, can take any text in any 
language and produce a perfect translation in any other language without human intervention or 
assistance. That is an ideal for the distant future, if it is even achievable in principle, which many 
doubt.”  
                                                        In An Introduction to Machine Translation 
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Desde o seu surgimento nos anos 40, a investigação em Tradução Automática (TA) 
tem-se norteado essencialmente por um objectivo: criar sistemas de tradução totalmente 
automatizados de alto desempenho e qualidade. Embora a tensão entre adequação 
linguística e eficiência computacional seja dificilmente ultrapassável, a distância entre 
as duas vai sendo minorada através da identificação de problemas específicos e da 
definição de especificações que concorram para a melhoria da qualidade dos outputs. 
O presente trabalho examina o desempenho de três ferramentas de tradução automática 
disponíveis na Internet e avalia a qualidade dos seus outputs na tradução de expressões 
adjectivais no par de línguas Português-Inglês, propondo simultaneamente 
especificações linguísticas que contribuam para um melhor desempenho dos sistemas.  
A metodologia adoptada é de carácter eminentemente empírico, tendo-se baseado na 
observação do comportamento dos sistemas Google, Systran e SDL Free Translation na 
tradução de expressões adjectivais (predicados secundários e predicados complexos), na 
identificação e descrição dos problemas detectados e no estabelecimento das 
especificações linguísticas necessárias a integrar num sistema baseado em 
conhecimento. 
Os resultados obtidos demonstram que o desempenho não satisfatório dos sistemas 
relativamente às estruturas linguísticas estudadas se deve a dois factores: por um lado, à 
ambiguidade e complexidade lexical e estrutural dos inputs e, por outro lado, à 
inexistência de especificações linguísticas nos sistemas de TA para lidar com estas 
estruturas.  
Com base nestes resultados, conclui-se que a melhoria da qualidade dos outputs dos 
sistemas de TA passa necessariamente pelo controlo da linguagem para redução da 
ambiguidade e da complexidade linguística e pelo estabelecimento de especificações 
linguísticas a serem codificadas nos sistemas.   
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Ever since the emergence of Machine Translation (MT) in the 1940s, research in this 
field has been guided by one main goal: to create fully automatic, high-quality and high-
performance MT systems. Although the tension between linguistic adequacy and 
computational efficiency remains difficult to overcome, the gap between the two has 
been gradually narrowed by identifying specific problems and defining linguistic 
specifications that can contribute towards enhancing the quality of the output from MT 
systems.  
This work examines the performance of three translation systems available online and 
assesses their output quality in the translation of adjectival expressions in the language 
pair of Portuguese-English, while at the same time proposing linguistic specifications 
that may contribute towards improvements in the performance of these systems. 
The methodology adopted was largely an empirical one and consisted of observing the 
behaviour of the Google, Systran and SDL Free Translation MT systems in the 
translation of adjectival expressions (secondary predicates and complex predicates), 
identifying and describing the problems detected and establishing the necessary 
linguistic specifications to be integrated into a knowledge-based MT system. 
The results show that the non-satisfactory performance of MT systems as far as these 
adjectival expressions are concerned derives from two main factors: on the one hand, 
from the lexical and structural ambiguity and complexity of the inputs; and, on the other 
hand, from the lack of linguistic specifications in MT systems to deal with these 
structures.  
Based on these findings, we can conclude that the improvement of the output quality of 
MT systems must follow two major paths: control of the language in order to reduce 
linguistic ambiguity and complexity; and the establishment of linguistic specifications 
that can be codified in the systems. 
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FUNDAMENTOS E METODOLOGIA 
 
1.0 Introdução 
É inegável que os sistemas de tradução automática (TA) constituem, hoje, um 
instrumento de valor inestimável tanto para tradutores, como para a sociedade em geral.    
Se por um lado a globalização veio elevar a necessidade de transposição da barreira 
imposta pela diversidade linguística à comunicação e à partilha de informação, 
incrementando o volume de trabalho do tradutor, por outro, veio elevar o grau de 
urgência das traduções, num mundo em que o conhecimento, a informação e a 
comunicação são mais do que nunca indispensáveis à sobrevivência do homem.  
A conjugação destes dois factores (maior volume de trabalho e maior urgência na sua 
execução) veio, por sua vez, acrescer a necessidade de recurso a ferramentas de apoio à 
tradução que permitissem responder com maior prontidão e eficiência a estas 
exigências, já que humanamente tal tarefa seria incomportável. Nesse sentido, as 
tecnologias de apoio à tradução, permitindo realizar traduções automaticamente e 
armazenar e recuperar dados através de memórias de tradução, facilitando assim o 
trabalho do tradutor, passaram a constituir recursos incontornáveis na agilização e na 
rentabilização do processo de tradução.  
Porém, os resultados de tradução automática obtidos nem sempre são os mais 
desejáveis, já que embora eficientes, os outputs dos sistemas são de fiabilidade variável, 
sendo, por isso, imprescindível a intervenção do tradutor humano.  
Dependendo do modelo ou paradigma do sistema, do seu estado de desenvolvimento ou 
do fim para que foi concebido, este pode exigir maior ou menor intervenção humana 
antes (pré-edição) da tradução. Em todos os casos, porém, a revisão posterior (pós-




Independentemente dos aspectos acima referidos, o contributo destas ferramentas é já 
um dado adquirido entre os tradutores. No entanto, para que esse contributo seja ainda 
maior e mais generalizado é importante que a actualização e melhoramento destas 
ferramentas sejam constantes, tornando o computador cada vez mais apto a processar as 
línguas naturais. É neste contexto que surge o presente estudo. 
Este trabalho centra-se na avaliação do desempenho dos sistemas de tradução 
automática, com particular incidência na tradução de expressões adjectivais no par de 
línguas Português-Inglês, com vista a estabelecer especificações num sistema baseado 
em conhecimento linguístico, que permitam melhorar a qualidade dos outputs.  
Contudo, não caberá no âmbito de um trabalho desta natureza a especificação de todos 
os fenómenos observáveis e de todas as propriedades do comportamento sintáctico-
semântico dos adjectivos num sistema de TA. Dada a necessidade de delimitar os 
conteúdos tratados, foram seleccionados fenómenos linguísticos que, pela sua natureza 
estrutural e semântica, colocam maior desafio não só aos sistemas de TA como aos 
restantes sistemas de processamento da linguagem natural (PLN). Assim, o objecto de 
estudo deste trabalho diz respeito à tradução automática de estruturas lexical e 
sintacticamente ambíguas, nomeadamente, à questão da predicação secundária, 
exemplificada em frases como: (1) A Joana saiu do escritório nervosa, e da predicação 
complexa, em especial, das construções transitivas-predicativas com ter, ilustradas em 
estruturas como: (2) O João tem a irmã doente.  
O desafio colocado por estas estruturas aos sistemas de PLN, em geral, e de tradução 
automática, em particular, prende-se não só com a capacidade de estes efectuarem, na 
língua fonte (Português), a sua análise e representação sintáctico-semântica, 
identificando devidamente a função do constituinte adjectival e a sua relação com os 
restantes constituintes na estrutura, como também com a capacidade de gerarem, na 
língua alvo (Inglês), uma expressão, obviamente, não idêntica, mas semanticamente 
equivalente. Nesse sentido, é importante que os sistemas integrem as especificações que 
lhes permitam resolver todo o tipo de ambiguidade, de modo a produzirem traduções 
adequadas. 
Ora, a resolução da ambiguidade na tradução automática está longe de ser uma questão 
trivial, na medida em que esta engloba questões tão diversas como polissemia, 
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homonímia, ordem, concordância, regência/dependência, modificação, predicação, caso, 
referência anafórica, entre outras, que geram ambiguidade lexical, ambiguidade 
categorial, ambiguidade referencial e ambiguidade estrutural. Quaisquer que sejam os 
modelos ou paradigmas utilizados na TA, a resolução da ambiguidade não poderá ser 
encarada de forma ligeira, já que para além da ambiguidade intrínseca à própria língua – 
ambiguidade monolingue – (e.g., o termo banco em Português pode designar assento ou 
instituição financeira), cabe aos sistemas de TA a resolução da ambiguidade entre as 
línguas envolvidas – ambiguidade bilingue – (e.g., o termo learn em Inglês pode 
significar aprender, mas também tomar conhecimento de em Português) (Hutchins, 
2003).  
A esta problemática acresce a da especificidade do comportamento sintáctico-semântico 
dos adjectivos em Inglês e das suas diferenças em relação ao Português. Contrariamente 
aos adjectivos em Português, marcados positivamente com os traços de concordância 
em número e em género e variação em grau, os adjectivos ingleses “(…) são invariáveis 
em género (…) e número. Apenas podem – e mesmo assim nem sempre – variar em 
grau.” (Casanova, 1996). Para além disso, quando em posição atributiva, ou seja, como 
modificadores do nome, os adjectivos em Inglês ocupam a posição pré-nominal, ao 
contrário dos adjectivos em Português, cuja posição canónica dentro do SN é a pós-
nominal. Mas quando em posição predicativa, tanto numa como na outra língua 
ocorrem com verbos de cópula, ou, em contextos sintácticos de predicação secundária 
do predicado primário, ocorrendo na ordem linear depois de verbos intransitivos ou dos 
argumentos internos de verbos transitivos. Já em construções transitivas-predicativas 
como a exemplificada em (2), o problema prende-se com a inexistência de estruturas 
similares em Inglês
1
, tendo a tradução das mesmas de ser resolvida com recurso 
exclusivo à equivalência semântica, pré-editando ou controlando as estruturas de partida 
por meio de transformações sintácticas ou propondo estruturas alternativas.   
Embora na sua maior parte já especificadas nos sistemas de TA e noutros sistemas de 
PLN, estas diferenças estruturais serão um factor problemático no processamento das 
construções que serão tratadas neste trabalho, como se verá adiante, nos capítulos 3 e 4. 
                                                          
1 Refira-se aqui que o Inglês possui construções transitivas-predicativas, porém, não há ocorrência do verbo have 




O presente trabalho tem como objectivos explorar diversos sistemas de tradução 
automática, observando o seu comportamento na tradução de predicados secundários e 
de predicados complexos; identificar problemas e proceder à sua descrição; analisar as 
problemáticas detectadas, verificando, nomeadamente, de que modo a irregularidade das 
relações sintácticas estabelecidas pelos sistemas, em virtude da ambiguidade lexical e 
estrutural dos inputs, terá implicações semânticas nos respectivos outputs; e, por último, 
estabelecer as especificações linguísticas necessárias a integrar num sistema baseado em 
conhecimento linguístico, para melhorar a qualidade dos resultados de tradução dos 
sistemas. 
 
1.2 Motivação  
Quaisquer que sejam os fins para que sejam utilizados e os paradigmas em que se 
enquadrem, os sistemas de TA, como quaisquer outros sistemas de processamento das 
línguas naturais, reflectem a tensão entre adequação linguística e eficiência 
computacional, já que a correlação negativa entre estas duas vertentes é dificilmente 
ultrapassável (cf. Marrafa, 2006). Não cabendo no âmbito de um trabalho desta natureza 
encontrar soluções que resolvam tão complexo problema, cabe, contudo, a identificação 
de problemas específicos e a definição de especificações que concorram para o 
incremento da qualidade dos resultados de tradução dos sistemas. 
As deficiências detectadas nos resultados de tradução automática de estruturas com 
constituintes adjectivais despertaram-me o interesse em aprofundar o estudo do 
comportamento dos sistemas de TA, em geral, e do seu comportamento com estas 
estruturas, em particular. A opção pelo estudo da tradução automática de predicados 
secundários e de predicados complexos que envolvem a construção transitiva-
predicativa com ter decorre do facto de estes serem, do ponto de vista sintáctico e 
semântico, ambíguos e complexos, e a investigação sobre esta matéria, no âmbito 




Os dados obtidos através de pesquisas experimentais em diversos sistemas de TA 
disponíveis online demonstram que as especificações de que estes dispõem para a 
identificação e tradução de expressões adjectivais são maioritariamente insatisfatórias. 
Esta lacuna manifesta-se de forma ainda mais pronunciada quando as estruturas 
envolvem ambiguidade. 
Considerem-se as traduções dos exemplos (1) A Joana saiu do escritório nervosa e (2) 
O João tem a irmã doente, efectuadas em dois sistemas de TA baseados em 
conhecimento linguístico (SDL FreeTranslation e Systran) e num sistema de TA de base 
estatística (Google). 
SDL FreeTranslation:  (3) To Joana left of the nervous office.  
                                     (4) The João has sick sister. 
Systran:                        (5) The Joana left the nervous office.  
                                     (6) The João has the sick sister. 
Google:       (7) The Jane left the office nervous.  
                                                 (8) The John has a sick sister. 
Exceptuando o sistema de tradução Google, que apresenta o resultado mais adequado 
em (7), os resultados dos sistemas de TA baseados em conhecimento evidenciam a 
inexistência de quaisquer especificações para estas estruturas. De facto, não sendo 
capazes de as reconhecer, os sistemas estabelecem relações sintácticas erradas entre os 
seus constituintes, gerando outputs semanticamente incongruentes como nervous 
office*, no caso dos predicados secundários, ou, traduzem literalmente as estruturas, 
gerando outputs semântica e sintacticamente distintos dos inputs como sick sister, 
quando se trata de predicados complexos. Em ambos os casos, os dados mostram que o 
constituinte adjectival é, quase sempre, identificado não como predicado, mas como 
modificador do nome que o precede imediatamente. Este fenómeno justifica-se pelas 
limitações dos analisadores sintácticos, que possuem apenas as especificações para a 
identificação do adjectivo nas posições canónicas do Português e do Inglês, o que os 
leva a interpretar a adjacência entre o adjectivo e o nome como uma relação de 
modificação, ou seja, nestes contextos sintácticos, o adjectivo recebe uma interpretação 
não predicativa. Embora esta interpretação possa estar disponível, em alguns contextos 
específicos, havendo mesmo casos em que ambas as interpretações do constituinte 
adjectival – predicativa e não-predicativa – estão disponíveis, como em - A Maria leu a 
 6 
 
carta curiosa. -, o facto é que os sistemas não estão preparados para identificar e 
diferenciar as duas interpretações, tão-pouco para gerar, na língua alvo, as duas 
expressões correspondentes às duas interpretações ou, idealmente, a expressão 
correspondente à interpretação preferencial.  
Na verdade, esta seria uma expectativa demasiado ambiciosa para o estado de 
desenvolvimento em que se encontra, actualmente, a maior parte dos sistemas de TA 
baseados em regras, mas não um objectivo inexequível.  
 Longe de se pretender apresentar uma solução definitiva para as questões aqui 
levantadas, pretende-se, sim, avançar propostas que, pela sua validade e exequibilidade, 
possam contribuir para a melhoria da qualidade dos resultados de tradução automática 
das estruturas com predicados secundários e predicados complexos. 
 
1.3 Objecto de estudo 
Este trabalho centra-se na especificação linguística de expressões adjectivais a serem 
integradas num sistema de tradução baseado em conhecimento, tendo em conta aspectos 
substantivos que diferenciam o Português do Inglês, tais como concordância, regência, 
ordem, entre outros.  
Concretamente, verifica-se de que modo as categorias de flexão dos nomes (género e 
número), que têm consequências nas marcas de concordância sintáctica com os 
adjectivos em Português, influenciam o comportamento dos sistemas de TA na geração 
dos resultados de tradução em Inglês, visto os adjectivos nesta língua não estarem 
sujeitos a este tipo de variação. Verifica-se, igualmente, que alterações semânticas 
sofrem os outputs, de acordo com a interpretação – predicativa e/ou não predicativa – 
que é dada ao constituinte adjectival, em virtude das marcas de concordância, da ordem 
em que ocorre e da sua posição de adjacência ou não adjacência ao constituinte que 
predica e/ou modifica. 





1.4 Enquadramento teórico e metodológico 
Partindo do pressuposto de que as línguas se regem por princípios e parâmetros 
universais, este trabalho foi desenvolvido independentemente de qualquer quadro 
teórico e metodológico específico, tendo-se, contudo, baseado numa abordagem 
orientada para a universalidade de regras e princípios gramaticais. Nesse sentido, as 
especificações aqui propostas não se cingem ao par de línguas, Português-Inglês, em 
que se baseia o estudo, podendo ser extensíveis/adaptáveis a outras línguas.  
A abordagem adoptada neste trabalho é de natureza interdisciplinar (áreas da linguística, 
estudos de tradução e ciências da computação). A metodologia é de carácter 
eminentemente empírico, baseando-se essencialmente na exploração, análise, descrição 
e avaliação do desempenho de três sistemas de tradução automática, sendo um baseado 
em estatística e os restantes num paradigma baseado em regras. Os dados sobre esse 
desempenho foram obtidos através de testes experimentais diversos a que os sistemas 
foram submetidos. Os testes consistiram, primeiramente, na construção de frases 
direccionadas para a problemática dos predicados secundários e predicados complexos, 
ao que se seguiu a sua introdução nos referidos sistemas para respectiva tradução 
automática. Subsequentemente, os dados obtidos foram analisados em termos da 
adequação dos resultados de tradução. À análise, seguiu-se a descrição da problemática 
detectada e, por fim, o estabelecimento das especificações linguísticas necessárias para 
a melhoria da qualidade desses resultados. 
Esta especificação foi efectuada da forma mais neutra possível em termos de modelos 
linguísticos, por forma a poder ser integrada em qualquer sistema que use conhecimento 
linguístico, independentemente da linguagem de codificação. 
 
1.5 Estrutura da Dissertação 
Para além deste capítulo introdutório, esta dissertação inclui mais quatro capítulos 
estruturados do seguinte modo: no capítulo 2, apresentam-se os modelos e paradigmas 
de TA, seguidos da caracterização dos três sistemas de tradução automática cujos 
desempenhos são aqui avaliados; no capítulo 3, apresenta-se a análise dos dados 
empíricos relativos à tradução automática de predicados secundários, efectuada com 
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base na exploração dos referidos sistemas de TA e respectivas conclusões. 
Subsequentemente, no capítulo 4, apresenta-se a análise dos dados empíricos relativos à 
tradução da construção transitiva-predicativa com o verbo ter e respectivas conclusões. 
Por fim, no capítulo 5 apresentam-se as considerações finais e principais conclusões 
deste trabalho. 
 
1.6  Estruturas em que se integram as expressões adjectivais  
Em termos lineares, as estruturas em que se integram as expressões adjectivais tratadas 
neste trabalho têm o seguinte esquema relacional: SNsuj V SNod SA.  
Nos estudos que desenvolve sobre as estruturas com este esquema relacional, Marrafa 
(1985; 1993; 2005) demonstra que “apesar da aparente simplicidade desta sequência, ela 
pode corresponder a diversas estruturas bem distintas. Dependendo de vários factores – 
em particular, das propriedades semânticas dos elementos envolvidos –, o constituinte 
adjectival pode ser interpretado como: (a) predicado secundário orientado para o sujeito; 
(b) predicado secundário orientado para o objecto; (c) modificador dentro do SN 
objecto; (d) parte de um predicado complexo.” Para ilustrar cada um destes casos, 
Marrafa (2005) apresenta os seguintes exemplos (parênteses meus): 
(9)  (a) Ele dança a valsa [descalço]. 
(9)  (b) Ele viu a Maria [furiosa]. 
(9)  (c) Ele prefere [o café brasileiro]. 
(9)  (d) Ele [[põe] [a Maria] [alegre]]. 
Embora não se proceda neste trabalho a uma análise aprofundada das propriedades 
sintácticas e semânticas destas estruturas (a esse respeito cf. Marrafa 1985, 1993, 2005), 
importa salientar, de forma sucinta, as diferenças estruturais que as distinguem: 
Em (9) (a) e (9) (b) o constituinte adjectival desempenha a função de predicado. Em (9) 
(a), o predicado está orientado para o sujeito, em (9) (b) está orientado para o objecto. 
Este predicado não é subcategorizado pelo verbo, ou seja, a sua realização não é 
obrigatória para a boa-formação da frase, sendo pois de carácter optativo. Segundo 
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Marrafa (1993), (9) (a) e (9) (b) pertencem às estruturas com predicados descritivos, ou 
seja, estruturas que envolvem predicações secundárias. 
 Em (9) (c), o constituinte adjectival integra o SN objecto e desempenha função de 
modificador do nome.  
Em (9) (d), o constituinte adjectival e o SN objecto são ambos subcategorizados pelo 
verbo, sendo a sua realização obrigatória para a boa-formação da frase. [V+SA] formam 
uma unidade léxico-conceptual, pelo que a ausência de um dos seus elementos afecta a 
consistência semântica da frase. De acordo com Marrafa (idem), (9) (d) pertence às 
estruturas com resultativos – estruturas com predicados complexos. 
O trabalho aqui apresentado centra a sua análise no desempenho dos sistemas de TA 
relativamente à tradução das estruturas com predicados descritivos; das estruturas em 
que o constituinte adjectival é passível de duas interpretações: como predicado 
descritivo ou modificador; e dos predicados complexos que, obedecendo ao mesmo 
esquema sintáctico, envolvem as estruturas-transitivas predicativas com ter e não as 
estruturas com resultativos.   
Estabelecidas as diferenças estruturais destas construções, cabe agora testar o 
desempenho dos sistemas de TA na sua tradução. Mas antes, analisemos os diferentes 







MODELOS E PARADIGMAS DE TRADUÇÃO AUTOMÁTICA 
 
2.0  Introdução 
Que a tradução é um exercício difícil até para os tradutores humanos é um facto 
incontestável e a demonstrá-lo está o exemplo que abaixo se apresenta, retirado (em 
2001) de uma embalagem de sumos de fruta da marca internacional Parmalat, 
fabricados na África do Sul e comercializados em Moçambique. Atente-se no exemplo: 
Expressão em Inglês: “No preservatives” 
Tradução para o Português: “Sem preservativos” 
Para além do desconhecimento de que preservativo em Português corresponde ao termo 
condom em Inglês, o exemplo traduzido revela o desconhecimento do seu autor 
relativamente ao facto de preservative ser um „false friend‟ de preservativo e, portanto, 
só traduzível por conservante ou aditivo.  
Este é apenas um dos muitos exemplos que nos permitem avaliar a importância e 
calibrar o desafio que a tradução coloca, tanto em termos humanos como em termos 
automáticos. É um dado adquirido que o conhecimento aprofundado das duas línguas de 
trabalho, por si só, não é suficiente para a produção de traduções de qualidade. 
Diversificado é o leque de competências que o tradutor deve dominar para a produção 
de traduções adequadas. Esse leque varia entre os aspectos relativos ao conhecimento 
implícito e explícito das línguas envolvidas, tais como léxico, morfologia, sintaxe, 
semântica e pragmática e os aspectos extra-linguísticos, em que se enquadram, por 
exemplo, o conhecimento do mundo, do contexto situacional e de cultura geral, entre 
outros.  
É a estes últimos aspectos que normalmente os opositores da tradução automática fazem 
referência quando pretendem compará-la e contrapô-la à tradução humana e afirmar a 
superioridade desta sobre aquela. Ora, e, citando Marrafa (2006), “é, evidentemente, 
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estultícia negar qualquer utilidade às ferramentas computacionais auxiliares de tradução 
e, em particular, aos sistemas de tradução automática. Como é revelador de ignorância 
ou demagogia pretender que a tradução automática é, mutatis mutandi, comparável à 
tradução humana.” Não existe propriamente uma oposição entre as duas, dado que a 
tradução é feita por seres humanos e tem como fim último os humanos. O objectivo da 
tradução automática é o de “facilitar o trabalho dos tradutores humanos e não substituí-
los, tentando, todavia, libertá-los de tarefas repetitivas e aproveitando aquilo que já foi 
feito” (Santos, 2007). 
O medo infundado da suposta ameaça colocada pela tradução automática aos tradutores 
humanos leva a que, muitas vezes, os seus opositores ridicularizem a qualidade dos 
resultados produzidos pelos sistemas de tradução automática (TA), como forma de 
contraditar os argumentos dos seus defensores. Mas se os tradutores humanos podem 
produzir resultados de tradução tão inadequados como o exemplo acima apresentado, 
naturalmente, a máquina, que é um produto humano, não será infalível. De facto, a 
qualidade dos outputs só poderá ser avaliada em conformidade com os objectivos para 
os quais o sistema tenha sido desenhado. Não é, pois, de esperar que este produza 
traduções adequadas de frases ou textos para os quais não tenha sido especificamente 
programado. Assim, o sistema muito provavelmente não estará apto, por exemplo, a 
lidar com palavras, frases ou textos portadores de ambiguidade ou sentidos metafóricos, 
dado que estes são computacionalmente difíceis de codificar, contrariamente às 
linguagens técnicas ou científicas, cujos sentidos são maioritariamente literais. A esse 
respeito, cabe aqui dizer que a tradução da expressão “No preservatives”, de cariz 
técnico, em alguns sistemas de tradução automática produziu resultados melhores 
(“Sem conservantes”) do que a tradução humana, o que comprova o que atrás foi dito.  
Outros aspectos igualmente preponderantes na obtenção de melhores resultados e a que, 
como já referimos, se faz referência na dicotomia tradução humana/tradução automática 
dizem respeito aos factores extra-linguísticos, nomeadamente ao conhecimento do 
mundo e à noção de contexto. Uma simples palavra como wall, em Inglês, pode, em 
Português, ser traduzida por parede ou muro. Porém, os sistemas de TA não possuem, 
em geral, conhecimento do mundo nem a „noção‟ de contexto e, por conseguinte, não 
saberão efectuar a „escolha correcta‟, limitando-se a fazer, mecanicamente, a selecção 
de „uma tradução‟ de entre as opções que lhe são fornecidas no léxico, a não ser que 
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sejam auxiliados por memórias de tradução. Do mesmo modo, flies pode, 
sintacticamente, pertencer a duas categorias gramaticais, como verbo, designando a 
acção de voar na terceira pessoa do singular no presente do indicativo e, como nome, 
designando o insecto mosca no plural, e essa ambiguidade pode dar origem a resultados 
de tradução inadequados, e até mesmo de consequências gravosas, se não se verificar a 
intervenção do tradutor humano, interagindo com a máquina e controlando a linguagem 
dos inputs, para que os resultados da tradução automática sejam melhores.  
A Tradução Automática é uma das aplicações não numéricas mais antigas da 
informática e a sua história remonta aos anos imediatamente posteriores à Segunda 
Guerra Mundial. 
Do ponto de vista da investigação científica, a Tradução Automática (TA) centra o seu 
objecto de estudo na investigação e/ou desenvolvimento de modelos e programas de 
computador capazes de realizar parte de ou todo o processo de tradução de uma língua 
natural para outra. Para esse fim, a Tradução Automática baseia-se em conhecimentos 
de áreas tão diversas como as Ciências da Computação, a Inteligência Artificial, a 
Linguística, a Línguística Computacional e os Estudos de Tradução, o que lhe confere 
um carácter interdisciplinar. 
Do ponto de vista prático, a Tradução Automática consiste na aplicação desses sistemas 
computacionais para a realização automática do processo de tradução. 
A mecanização da tradução é, segundo Hutchins e Somers (1992), um dos sonhos mais 
antigos da humanidade, que só no século XX se torna realidade. Porém, a tradução 
automática tal como a conhecemos hoje, distancia-se bastante da sua concepção ideal. O 
que a investigação científica conseguiu atingir até agora foi o desenvolvimento de 
programas de computador capazes de produzir traduções “cruas” de textos de áreas ou 
domínios relativamente bem definidos, que podem ser revistos para dar origem a 
traduções de boa qualidade a um custo rentável ou, não sendo editadas, possam ser lidas 
e entendidas por especialistas no domínio em questão a título meramente informativo. 
Em alguns casos, a linguagem dos textos a traduzir pode ser controlada, dando origem a 
textos de qualidade superior, em que pouca ou nenhuma revisão é necessária.  
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Embora persistam ainda muitos problemas de difícil resolução, a tradução automática é 
já uma realidade no quotidiano de muitas organizações, onde a grande quantidade de 
textos técnicos e comerciais traduzidos rotineiramente já se traduzem, quer com o 
recurso a simples bases de dados de termos técnicos previamente traduzidos, quer com 
recurso a verdadeiros Sistemas de Tradução Automática que podem produzir esboços de 
traduções (desde que o input observe determinadas restrições no que se refere ao tema, 
estilo e vocabulário). 
 
2.1 Breve história 
De acordo com Hutchins (2003), o uso dos computadores para a tradução foi pela 
primeira vez proposto em 1947 por Warren Weaver, em correspondência com Norbert 
Wiener e em conversa com A. D. Booth, e em 1949 no seu memorando enviado a 
cientistas americanos. Os anos que se seguiram foram marcados pelo começo da 
investigação nesta área nos Estados Unidos, na União Soviética e na Europa Ocidental. 
Os cientistas envolvidos acreditavam na viabilidade de um tradutor totalmente 
automatizado de alto desempenho e qualidade. Os projectos desenvolvidos cobriam uma 
vasta gama de matérias: trabalhos lexicográficos, modelos de „tradução directa‟, 
analisadores sintácticos, interlínguas, análises estatísticas, gramáticas de dependências, 
modelos estratificacionais, linguística matemática, etc., e abriram caminho à linguística 
computacional, inteligência artificial, linguística formal e às linguagens de programação 
não-numéricas, entre outras áreas disciplinares. 
Apesar dos esforços, os resultados práticos eram desanimadores: em meados dos anos 
60 havia poucos sistemas de tradução em funcionamento e a qualidade dos outputs era 
insatisfatória. Em 1966, uma comissão estabelecida pelos financiadores americanos da 
investigação em tradução automática (ALPAC – Automatic Language Advisory 
Committee) concluiu que havia poucas perspectivas para uma tradução automática de 
boa qualidade e/ou economicamente viável e que havia tradutores humanos suficientes 
para darem conta das necessidades. Consequentemente, pôs-se termo a uma grande 
quantidade de projectos, não só nos Estados Unidos, como a nível mundial. No entanto, 
nos dez anos que se seguiram, houve um renascimento gradual da tradução automática 
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na Europa e no Canadá, tendo como ponto de viragem o sistema de „sublinguagem‟ 
Météo, em 1976, e a instalação do sistema Systran na Comissão Europeia. 
A investigação acelerou na Europa e no Japão, sendo o quadro conceptual mais comum 
a abordagem por „transferência‟ usada, por exemplo, no sistema Ariane (Grenoble), no 
sistema SUSY (Saarbrücken), no sistema Mu (Kyoto), e no projecto multilingue Eurotra 
da Comissão Europeia. Durante os anos 80 do século XX, investigou-se a abordagem 
por „interlíngua‟, baseada em conhecimento linguístico, na Holanda (Rosetta e DLT) e 
na Universidade de Carnegie-Melon, EUA  (projecto Caterpillar).  
Na mesma altura, no Japão, e em virtude da estreita colaboração entre universidades, 
empresas da área da electrotecnia e governo, começaram a surgir os primeiros 
programas de TA comerciais para computadores pessoais à escala mundial, colocando o 
Japão na posição de líder mundial no desenvolvimento da TA. Simultaneamente, 
diversas companhias começaram a comercializar os computadores pessoais, de entre as 
quais se destacam a Fujitsu, a Hitachi e a NEC. 
Os sistemas de tradução automática começaram a ter utilidade prática num grande 
número de instituições (especialmente em empresas multinacionais), envolvendo, 
invariavelmente, extensas pré-edições e pós-edições e/ou o uso de input em linguagem 
controlada.  
No fim da década surgiram as terminais do tradutor
2
, oferecendo ao tradutor humano 
mais vantagens, que aumentavam verdadeiramente a produtividade. As vantagens de 
controlo da terminologia e processamento melhorado de texto tinham-se tornado 
comuns nos anos 80, mas as memórias de tradução foram o ponto crucial de 
desenvolvimento das ferramentas computacionais auxiliares de tradução.  
Durante os anos 90, a maior parte da investigação centrou-se em métodos baseados em 
corpus (paradigma empírico) e na sua combinação com os tradicionais métodos 
                                                          
2
 A terminal do tradutor inclui todas as ferramentas computacionais auxiliares de tradução tais como: processadores 
de texto multilingues, scanner OCR (com Reconhecimento Óptico de Caracteres para digitalização de texto em 
arquivo editável), transmissão e recepção electrónica de documentos, recursos de verificação ortográfica e gramatical, 
software de publicação, gestão de terminologia, acesso a bancos de dados terminológicos, software de 
concordanciadores textuais, memórias de tradução e acesso a sistemas de tradução automática (Hutchins, 1998). 
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baseados em regras (os chamados sistemas híbridos). Os estudos para a tradução 
automática da fala ganharam um impulso, destacando-se entre eles a criação do projecto 
“Verbmobil” na Alemanha, com o objectivo de interpretar e traduzir discurso 
espontâneo nos pares de língua Alemão-Inglês e Alemão-Japonês. E, também, o sistema 
JANUS, ainda a ser desenvolvido pelo Instituto de Tecnologias da Linguagem da 
Universidade de Carnegie Mellon, em colaboração com outros parceiros de investigação 
do consórcio C-STAR. O sistema traduz diálogos espontâneos em diversas línguas e 
baseia-se principalmente numa abordagem de TA por interlíngua. 
A nível de mercado, a grave crise das Dotcom
3
 no mercado de acções, em 2000 e 2001, 
levou muitas empresas de software de TA à ruína, estando actualmente a operar 
aproximadamente 10 a 20 empresas do sector. O acesso a muitos dos programas de TA 
desenvolvidos por estas empresas é obtido mediante uma licença, de modo a controlar a 
sua aplicação e possíveis variações, o que significa que a maior parte da investigação da 
TA é desenvolvida nas universidades. Até ao presente momento
4
, as aplicações da TA 
perfazem apenas 1% das receitas totais do mercado da tradução.  
Mas a sua procura e/ou desenvolvimento obedecem a uma diversidade de factores, 
como o custo, a celeridade da tradução ou a importância estratégica das línguas 
envolvidas. Essa procura varia entre os softwares de baixo custo (e baixa qualidade) 
para computadores pessoais (maioritariamente baseados em regras), a procura de 
traduções imediatas, ainda que imperfeitas, na Internet, e o desenvolvimento de sistemas 
para a produção rentável e em larga escala de documentação empresarial e institucional, 
motivado pela crescente globalização que exige cada vez mais textos traduzidos para 
uma maior diversidade de línguas, pela maior disponibilização dos textos em formato 
digital e, portanto mais facilmente editáveis, e pelo crescimento da importância 
económica e militar de línguas pouco faladas na Europa e na América, como o Chinês, 
o Coreano, o Japonês, o Tailandês, o Árabe e o Pachto (língua do Afeganistão), por 
exemplo. 
                                                          
3
 Empresa de comercialização electrónica que explora a comercialização de produtos ou serviços pela Internet, em 
geral, através de um website que usa o popular domínio de topo .com 
4
 Informação disponível em www.thelanguagetranslation.com/services-industry.html 
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2.2 Critérios de classificação da TA 
A TA pode ser classificada de acordo com diversos critérios, de entre os quais: o grau 
de intervenção do tradutor humano; desenho do sistema para a tradução genérica ou 
para a tradução especializada; e arquitectura ou abordagem em que se baseia. Na 
tradução totalmente automática ou não assistida, o sistema traduz todo o texto sem a 
intervenção do tradutor humano, produzindo uma tradução crua, normalmente 
conhecida como „tradução informativa‟ ou „tradução para apreensão de sentido‟ 
(Hutchins, 2001). Esta tradução constitui apenas um esboço de tradução do texto 
original. A tradução assistida subdivide-se normalmente em dois grupos, dependendo de 
quem realiza as tarefas centrais e presta auxílio de forma mais secundária: a tradução 
automática assistida por humanos (HAMT) e a tradução humana assistida por 
computador (MAHT).   
De acordo com Hutchins (2003), a tradução humana assistida por computador 
(Machine-Aided Human Translation – MAHT) é constituída por ferramentas de 
tradução assistida por computador que apoiam o tradutor, permitindo o acesso a 
dicionários e enciclopédias em tempo real, a bases de dados terminológicos, a bases de 
textos previamente traduzidos („memórias de tradução‟) e a recursos integrados de 
processamento de textos e de verificação ortográfica e gramatical, geralmente 
designadas por terminais do tradutor. Por se referir apenas às ferramentas de apoio à 
tradução realizada por humanos, a MAHT não é considerada tradução automática. A 
expressão „tradução assistida por computador‟ é por vezes utilizada para englobar todos 
estes sistemas de tradução com base no computador (Hutchins, 2003). As principais 
vantagens que estas ferramentas oferecem são a facilidade e velocidade das consultas e 
a sua possibilidade de actualização.   
No caso da tradução automática assistida por humanos (HAMT), a tarefa é 
maioritariamente executada pelo computador. A intervenção humana pode variar, sendo 
maior na pré-revisão, na pós-revisão ou consistindo numa revisão no decorrer do 
processo da tradução. Em termos práticos, o apoio do tradutor humano traduz-se pela 
eliminação da ambiguidade ou de construções complexas, controlando previamente a 
linguagem (“controlled language”) do texto a traduzir, por exemplo, mediante a 
transformação de frases complexas em frases simples, ou interagindo com o programa 
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na selecção do significado mais adequado para determinada palavra (tratando-se de 
sistemas semi-automáticos). Esta estratégia, além de permitir a resolução de problemas, 
como a ambiguidade lexical, estrutural ou referencial, permite que sejam implementadas 
melhorias no sistema utilizado. Por combinar as capacidades e vantagens 
computacionais e humanas, este tipo de sistema menos automatizado pode ter um 
desempenho bastante satisfatório. Obviamente, não existe um sistema com a solução 
ideal, sendo diversas as linhas de orientação no sentido de chegar a combinações mais 
eficientes.  
No que se refere ao segundo critério de classificação dos sistemas de TA acima referido, 
os sistemas de tradução genéricos são sistemas para fins diversos, que traduzem textos 
de qualquer área ou domínio. Podem ser usados, por exemplo, para se obter uma ideia 
da informação contida numa página electrónica em língua estrangeira. Os sistemas de 
TA para fins específicos destinam-se a grupos de utilizadores em áreas ou domínios 
específicos, como por exemplo a aeronáutica, a indústria automóvel ou a indústria 
farmacêutica. Este tipo de sistema, por ser especializado e poder ser personalizado, 
revela-se muito mais eficiente que os sistemas genéricos. 
Os sistemas podem igualmente ser classificados de acordo com o número de línguas de 
trabalho para que tenham sido programados. Assim, os sistemas de TA podem ser 
programados especificamente para duas línguas em particular - sistemas bilingues - ou 
para mais do que um único par de línguas - sistemas multilingues. Os sistemas bilingues 
podem ser desenhados para operar num único sentido – unidireccional -, por exemplo de 
uma língua de partida para uma língua alvo, ou em ambas as direcções - bidireccional. 
Os sistemas multilingues são normalmente desenhados para serem bidireccionais, mas a 
maior parte dos sistemas bilingues são unidireccionais (Hutchins, 2003). 
 Em termos da sua arquitectura, ou seja, da organização dos seus diversos módulos de 
processamento, os sistemas de TA podem ser agrupados globalmente em duas 
categorias: os sistemas baseados em regras, (onde se enquadram a TA directa, a TA por 
transferência e a TA por interlíngua), e os sistemas baseados em corpus (TA baseada 




2.2.1. TA baseada em regras 
O desenho dos sistemas baseados em regras linguísticas segue três abordagens 
essenciais. A primeira (e historicamente a mais antiga) é geralmente designada por 
método de tradução directa (ou „tradução binária‟): todas as operações do sistema de TA 
são desenhadas para um par de línguas específico. A tradução processa-se directamente 
do texto de partida para o texto alvo, com o mínimo de análise sintáctica e semântica. 
Este método baseia-se no pressuposto de que o vocabulário e a sintaxe dos textos da 
língua de partida (LP) não têm de ser analisados mais do que o estritamente necessário 
para a resolução das ambiguidades da LP, para a correcta identificação das expressões 
da língua alvo (LA) e para a especificação da ordem de palavras da LA. Por outras 
palavras, estes sistemas consistem apenas num grande dicionário bilingue e num 
programa simples para a análise e geração de textos. O texto de partida é traduzido 
palavra a palavra, sem uma análise aprofundada das suas estruturas sintácticas ou da 
relação de significados entre as palavras, ao que se seguem alguns ajustes rudimentares 
ao texto alvo de acordo com as regras morfológicas e sintácticas da língua alvo. Tais 
sistemas de „tradução directa‟ são necessariamente bilingues e normalmente 
unidireccionais. Este é o tipo de abordagem mais primitiva, no entanto, alguns sistemas 
comerciais utilizados hoje em dia ainda se baseiam nele (Hutchins, 2003). 
 A segunda abordagem essencial é a abordagem por transferência, a abordagem clássica 
de TA e a mais amplamente utilizada. Esta abordagem processa-se em três fases, 
envolvendo representações subjacentes (abstractas) tanto para o texto da LP como para 
o texto da LA: análise, transferência e geração. A primeira fase consiste na conversão 
do texto de partida em representações abstractas orientadas para a LP, ou seja, que 
retêm as características da estrutura profunda do texto de partida; a fase de transferência 
consiste na conversão das representações formais do texto de partida em representações 
equivalentes orientadas para a LA; na terceira fase é gerado o texto de chegada na LA. 
A maior parte dos sistemas de processamento comerciais de ampla cobertura utilizados 
hoje em dia, incluindo o METAL, o Systran e o Logos adoptam esta abordagem. O 
conhecido projecto de investigação Eurotra (financiado pela Comissão Europeia), assim 
como o projecto Ariane (desenvolvido pelo Groupe d‟Études de Traduction 
Automatique (GETA) em Grenoble) usaram igualmente esta abordagem.  
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Enquanto a abordagem por interlíngua requer necessariamente que as ambiguidades no 
texto de partida sejam completamente resolvidas (cf. secção seguinte), de modo que seja 
possível a sua tradução para qualquer outra língua, na abordagem por transferência 
apenas são tratadas as ambiguidades inerentes à língua (e.g., palavras homónimas e 
estruturas sintácticas ambíguas). Os problemas das diferenças lexicais entre as línguas 
são tratados na segunda fase (característico da transferência). Por conseguinte, os 
sistemas por „transferência‟ possuem normalmente três tipos de dicionário: dicionários 
da LP que contêm informação morfológica, gramatical e semântica pormenorizada; 
dicionários semelhantes da LA; e um dicionário de „transferência‟ bilingue que 
relaciona as formas básicas da LP com as formas básicas da LA. Do mesmo modo, os 
sistemas por „transferência‟ possuem gramáticas separadas para a análise da LP, síntese 
da LA e para a transformação das estruturas da LP em formas equivalentes na LA. 
Durante as fases de análise e síntese, a maior parte dos sistemas de TA exibe claramente 
componentes separados envolvendo níveis diferentes de descrição linguística: 
morfologia, sintaxe e semântica. Daí que a análise possa ser dividida em análise 
morfológica (identificação e segmentação das unidades morfológicas), análise sintáctica 
(identificação de estruturas sintagmáticas, dependências, subordinação, etc.) e análise 
semântica (resolução de ambiguidades lexicais e estruturais); e a síntese ou geração 
possam igualmente passar por fases de síntese semântica (selecção de formas lexicais 
apropriadas), síntese sintáctica (geração das estruturas sintagmáticas e sintácticas 
necessárias) e síntese morfológica (geração das formas morfológicas correctas). Nos 
sistemas por „transferência‟ a componente de transferência pode igualmente envolver 
programas separados para lidar com a transferência lexical (selecção de palavras 
equivalentes no vocabulário) e com a transferência estrutural (transformação das 
estruturas da LP em estruturas apropriadas na LA). Em algumas formas primitivas dos 
sistemas de transferência, a análise não envolvia uma fase semântica, limitando-se à 
conversão de estruturas sintácticas, i.e. „transferência sintáctica‟ (Hutchins, 2003). 
A terceira abordagem, desenvolvida durante os anos 80, é a abordagem por interlíngua, 
que parte do pressuposto de que é possível converter textos da LP em representações 
sintáctico-semânticas que são comuns a mais do que uma língua. A interlíngua constitui 
uma abordagem fundamentada nos princípios de uma linguística universal, cuja 
metodologia é importada da inteligência artificial, que caracteriza os sistemas em que as 
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representações do significado da língua de partida são feitas de forma independente de 
qualquer língua. Os textos são gerados a partir dessas representações na interlíngua para 
outras línguas. A tradução processa-se, assim, em duas fases: da LP para a interlíngua e 
da interlíngua para a LA. Os procedimentos para a análise da LP são específicos da LP e 
não direccionados para uma LA em particular; do mesmo modo, os programas de 
síntese da LA são específicos da LA e não desenhados para o input de LPs específicas. 
Um argumento comum a favor do método por interlíngua é a economia de esforço num 
ambiente multilingue, isto é, um programa de análise para uma determinada LP pode ser 
usado para mais do que uma LA; e um programa de geração para uma determinada LA 
pode ser usado novamente. Por outro lado, incrementa-se consideravelmente a 
complexidade da interlíngua em si. As interlínguas podem ser baseadas numa 
linguagem „lógica‟ artificial, numa linguagem auxiliar „natural‟ (tal como o Esperanto), 
num conjunto de primitivos semânticos comuns a todas as línguas, ou num vocabulário 
„supostamente‟ universal (Hutchins, 2003). 
O método por interlíngua é útil para traduzir expressões complexas. Por exemplo, não 
podendo traduzir a frase em Inglês If I worked, I would buy a car para o Português, com 
a regra If + Past simple + would (*Se eu trabalhei, compraria um carro), dado que em 
Português esses tempos/modos verbais são incompatíveis em construções condicionais, 
em interlíngua, essa informação seria reconhecida como uma “condicional  hipotética” e 
traduzida pelo pretérito imperfeito do conjuntivo (Se eu trabalhasse, compraria um 
carro).  
Tanto a abordagem por transferência como a abordagem por interlíngua partem do 
pressuposto de que para se obter uma tradução é necessário ter uma representação 
intermédia que capte o significado da frase original para gerar a frase equivalente na 
língua alvo. Em interlíngua esta representação é independente da língua, enquanto na 
abordagem por transferência está mais estreitamente relacionada com as línguas 
envolvidas.  
Em termos globais, os três métodos da TA baseada em regras, o método directo, o 
método por transferência e o método por interlíngua diferem em dois factores: na 
profundidade da análise da língua de partida e no grau de complexidade com que tentam 
atingir uma representação abstracta do significado que seja independente de qualquer 
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língua. O triângulo de Vauquois (Fig. 1), proposto por Bernard Vauquois em 1968, 
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Figura 1 – Triângulo de Vauquois  
 
Na base deste triângulo situa-se a tradução directa - tradução palavra a palavra ou 
conversão lexical directa entre as línguas, sem informação linguística contextual. Entre 
os dois extremos do triângulo encontram-se as abordagens por transferência sintáctica e 
semântica cujo método de tradução se baseia em representações da estrutura sintáctica e 
do significado da frase de origem. No vértice superior do triângulo, a noção de 
transferência é substituída por uma representação conceptual (sintáctica, semântica, 
pragmática) de ambas as línguas – a interlíngua. O método de TA por interlíngua é 
aquele que requer maior profundidade de análise da língua de origem.                                                                              
Uma variante da TA por interlíngua é a TA baseada em conhecimento, que pode 
produzir traduções semanticamente correctas mas que, para a fase de desambiguação, 
precisa normalmente de fazer importações massivas de vários tipos de conhecimento, 
particularmente, informação não linguística relativa aos domínios dos textos a serem 
traduzidos assim como informação sobre cultura geral e conhecimento do mundo. Este 






























morosos. São exemplos deste tipo de abordagem o sistema Caterpillar (desenvolvido 
pela Canergie Mellon University) e o sistema ULTRA (New Mexico State University).  
  
2.2.2 TA baseada em corpus  
Os anos 90 foram marcados pelo aparecimento de um paradigma relativamente novo 
que veio apresentar desafios e também enriquecer as abordagens tradicionais. Trata-se 
do paradigma empírico, baseado em corpus paralelo, isto é, grandes colecções de textos 
e respectivas traduções. A TA baseada em corpus pode ser classificada em duas 
categorias: a TA baseada em estatística e a TA baseada em exemplos.   
Na sua forma mais pura, a TA baseada em estatística não utiliza qualquer tipo de 
conhecimento linguístico. O modelo baseia-se essencialmente no alinhamento de 
palavras, expressões e sequências de palavras num corpus bilingue paralelo e no cálculo 
das probabilidades de uma qualquer palavra/expressão numa dada frase de uma língua 
corresponder a uma ou mais palavras da frase equivalente na língua alvo com a qual 
esteja alinhada (Somers, 2003). A tradução envolve, assim, a selecção, para cada 
palavra do input, das palavras com maior probabilidade de ocorrência na língua alvo, e a 
determinação da sequência das palavras seleccionadas com maior probabilidade de 
ocorrência com base num „modelo de língua‟ monolingue (Hutchins, 2006). A ideia 
subjacente a esta abordagem é a de modelizar o processo de tradução em termos de 
probabilidades estatísticas. Assim, para todos os pares de frases O e A (frase original – 
frase alvo) há uma probabilidade P(OǀA), ou seja, a probabilidade de A ser a frase alvo 
desde que O seja a frase original. O processo de tradução consiste em encontrar o 
melhor valor para P(OǀA). O cálculo destas probabilidades depende de outras duas 
medidas. A primeira é a probabilidade de que as palavras no texto fonte correspondam 
exactamente às palavras que lhe são atribuídas no texto alvo (o chamado modelo de 
tradução). A segunda é a probabilidade de que as palavras estejam correctamente 
combinadas na língua alvo, ou de que a sequência das palavras seja a mais provável 
(modelo da língua alvo). No entanto, calcular as probabilidades de todas as sequências 
possíveis de todas as palavras possíveis da língua alvo é uma tarefa de enorme 
complexidade. Embora se tente simplificar esta tarefa através do cálculo de pequenas 
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sequências de palavras, designadas por n-gramas, em que n é o número de palavras, 
ainda assim o cálculo envolvido é enorme (Somers, 2003).  
A TA baseada em estatística tem sido objecto de estudo, por exemplo, por equipas de 
investigadores na IBM, na Universidade Johns Hopkins, na Universidade da Pensilvânia 
e no Instituto de Ciências da Informação na Universidade da Califórnia do Sul 
(USC/ISI), destacando-se nesta última o longo trabalho de Knight e Marcu no 
desenvolvimento de sistemas de TA baseados em estatística e a criação da empresa 
Language Weaver, líder na comercialização de sistemas de TA baseados em estatística 
para o Árabe, Chinês, Francês, Alemão, Persa, Romeno e Espanhol de e para o Inglês, 
recentemente adquirida pela empresa SDL. Desde 2006, a TA baseada em estatística 
tem sido o paradigma de TA em que mais se tem investido. A popularidade da TA 
baseada em estatística deve-se ao facto de este modelo não exigir qualquer 
conhecimento prévio do par de línguas em questão, não sendo, por conseguinte, 
necessário que as regras linguísticas sejam explicitamente codificadas no sistema por 
especialistas. Além disso, o facto de não estar adaptado a um par de línguas específico 
permite que possa ser generalizado a outras línguas com maior facilidade. A rapidez da 
sua implementação comparativamente aos modelos baseados em regras faz com que 
este modelo seja preferido, por exemplo, pelo Ministério da Defesa norte-americano por 
tornar mais rápida a tradução automática de línguas de enorme interesse estratégico, não 
havendo especialistas disponíveis nem tempo suficiente para a sua codificação. 
Dado que este modelo de tradução funciona com base em corpora, é essencial que a 
construção dos corpora bilingues seja de elevada qualidade para que a qualidade das 
traduções produzidas seja também ela aceitável. 
O modelo de TA baseada em exemplos foi proposto pela primeira vez em 1981, mas o 
seu desenvolvimento só se deu a partir dos anos 90. O objectivo da TA baseada em 
exemplos é a reutilização de exemplos de traduções humanas já existentes como base 
para a tradução de textos nunca antes traduzidos (Somers, 2003). A TA baseada em 
exemplos também utiliza os corpora paralelos bilingues como base principal de 
conhecimento. A tradução é feita através da comparação do input com um corpus de 
exemplos representativos já traduzidos, ao que se segue a extracção das 
correspondências mais próximas que são usadas como modelo de tradução para o texto 
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alvo. Assim, a tradução processa-se em três fases distintas: correspondência (comum à 
TA baseada em exemplos e à memória de tradução), alinhamento e recombinação. A 
fase de correspondência pode ser implementada de diversas formas, dependendo 
crucialmente do modo como os exemplos são armazenados. Os exemplos podem ser 
armazenados como estruturas em árvore totalmente anotadas, ou simplesmente como 
sequências de caracteres. Entre estes dois extremos existem abordagens em que os 
exemplos são anotados em maior ou menor grau. Muito comum é também o 
armazenamento dos exemplos através do uso de etiquetas morfossintácticas. Outra 
abordagem consiste na combinação de vários exemplos semelhantes num único 
exemplo mais geral contendo variáveis. Alguns sistemas usam todas estas abordagens, 
de forma a que o exemplo seleccionado constitua uma mistura de casos gerais que 
representem efectivamente as regras na TA baseada em regras. A fase de 
correspondência consiste na busca de exemplos que irão contribuir para a tradução com 
base na sua semelhança com o input. O passo seguinte, denominado por alinhamento, 
consiste em identificar, nos exemplos traduzidos, as partes ou segmentos 
correspondentes ao input que serão reutilizados. A recombinação consiste na 
combinação e reordenação dessas partes numa unidade de tradução que seja 
gramaticalmente correcta. Esse processo é semelhante ao processo usado em memórias 
de tradução (MT). Tanto a TA baseada em exemplos como as MT implicam a 
correspondência do input a uma base de dados de exemplos reais e a identificação das 
correspondências mais próximas. A maior diferença entre as duas é que enquanto as MT 
identificam os segmentos de tradução correspondentes ao input, cabendo ao tradutor 
humano a sua recombinação para gerar o texto alvo, na TA baseada em exemplos todo o 
processo de identificação dos segmentos de tradução correspondentes, recombinação e 
geração do texto alvo é executado automaticamente pelo sistema de TA. Considera-se 
que esta abordagem se assemelha ao modo como os tradutores humanos executam a 
tradução, na medida em que o texto alvo é produzido essencialmente por analogia, e o 
processo pode ser considerado como um exemplo de raciocínio baseado em casos (o 
processo de resolver problemas novos com base em soluções propostas para problemas 
semelhantes precedentes). Considera-se também que a TA baseada em exemplos resulta 
em traduções mais fluentes e menos literais, dado que não se baseia fundamentalmente 
na análise estrutural do input por programas de computador (Somers, 1999). Contudo, 
estas considerações não reúnem consenso entre os estudiosos da TA.  
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Em suma, a TA baseada em regras e a TA baseada em corpus representam as duas 
principais linhas de orientação da investigação em TA, distinguindo-se principalmente 
pelo facto de na TA baseada em regras se procurar interpretar – a vários níveis 
linguísticos – o sentido do texto original (modelizando explicitamente todo o 
conhecimento linguístico), e a TA baseada em corpus não se centrar na interpretação do 
original mas na busca dos melhores padrões de correspondência para os segmentos do 
texto fonte e do texto alvo com base num corpus alinhado de exemplos de tradução.  
 
2.2.3 Paradigmas híbridos 
Nem a tradução baseada em exemplos nem a TA baseada em estatística demonstraram 
ser melhores do que a TA baseada em regras, ainda que cada uma delas tenha 
demonstrado as suas vantagens em alguns casos. Embora a abordagem dominante na 
investigação em TA seja largamente baseada em regras, tem-se verificado um interesse 
cada vez maior no uso integrado das tecnologias de TA baseadas em regras juntamente 
com as tecnologias de TA baseadas em estatística. Esta tendência levou ao rápido 
surgimento dos chamados sistemas híbridos. Alguns destes sistemas combinam uma 
componente de TA baseada em regras com uma componente de TA baseada em 
exemplos, que é especificamente activada para solucionar problemas de abordagem 
mais difícil para a TA baseada em regras. Outros sistemas híbridos combinam módulos 
de análise e de geração baseados em regras com uma transferência baseada em 
exemplos. Uma terceira combinação, particularmente adequada para o problema da 
tradução da fala, consiste, por exemplo, em aliar a análise estatística, na fase de análise, 
com a abordagem baseada em regras nas fases de transferência e geração. Um exemplo 
de sistema híbrido é o CATALYST, um sistema de grande cobertura de linguagem 
controlada baseado em conhecimento para tradução multilingue de manuais técnicos 
desenvolvido conjuntamente pela Carnegie Mellon University e pela Caterpillar.  
Para além destas abordagens híbridas, existem ainda os sistemas equipados com vários 
processadores (multi-engine systems). Neste caso, os textos de partida são passados por 
diferentes sistemas de TA baseados em diferentes paradigmas, alguns baseados 
essencialmente em léxico, outros em regras e outros puramente estatísticos. Em cada um 
dos sistemas existe um mecanismo de pontuação, através do qual o sistema é capaz de 
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avaliar „por si‟ o grau de fiabilidade/adequação do output. No fim do processo, existe 
uma espécie de „moderador‟ que compara os outputs produzidos pelos diferentes 
sistemas e selecciona a proposta com maior pontuação, ou confirma traduções 
semelhantes propostas por sistemas diferentes, ou ainda, combina os melhores trechos 
de cada um dos outputs (Somers, 2003). 
 
2.3 A qualidade dos outputs  
Embora o objectivo ideal dos sistemas de TA seja o de produzir traduções de elevada 
qualidade sem a intervenção humana em qualquer das suas fases, na prática, não é isto 
que se verifica, excepto em contextos muito restritos (por exemplo, nas linguagens 
controladas). Em especial, se se pretende obter uma tradução de qualidade para 
publicação, aproximando-se daquilo que seria a tradução realizada por um tradutor 
humano, esta tem de passar por um processo de revisão (ou pós-edição), tal como a 
tradução humana necessita de um revisor humano antes da sua publicação. Se a 
utilização de um sistema de TA se destina apenas a obter uma noção do conteúdo do 
texto original (como, por exemplo, nos casos em que a matéria abordada se destina a 
especialistas), então o output dispensa revisão ou pode ser ligeiramente revisto.  
A qualidade das traduções feitas por sistemas de TA pode ser melhorada através de 
ajustes ao input (editando-o ou controlando-o). Uma das opções consiste em marcar 
(pré-editar) o input indicando prefixos, sufixos, divisão de palavras, fronteiras de 
expressões e orações ou categorias gramaticais (por exemplo, distinguindo o adjectivo 
sujo como em O vidro está sujo do seu homónimo verbal sujo, como em Sujo sempre os 
sapatos, quando lavo o carro), ou até mesmo controlando o vocabulário ou as estruturas 
gramaticais. Desta forma, reduzem-se, e, em alguns casos, eliminam-se os problemas de 
ambiguidade e da selecção de equivalentes. Embora os custos de edição preliminar 
possam ser elevados, reduz-se consideravelmente a pós-edição. Outra opção consiste em 
desenvolver sistemas especializados para domínios específicos (sub-linguagens) ou para 
responder às necessidades de utilizadores específicos. Em qualquer dos casos, estes 
sistemas reduzem as já conhecidas insuficiências dos sistemas de TA desenhados para 
uso genérico em larga escala (Hutchins, 2003). 
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2.4 Problemas na Tradução Automática 
A maior parte das dificuldades encontradas pelos sistemas de TA deve-se aos problemas 
inerentes à língua como forma de comunicação humana. Alguns destes problemas são 
também enfrentados pelos tradutores humanos mas outros são específicos da tradução 
automática. Segundo Hutchins (2003), o maior problema dos sistemas de TA, qualquer 
que seja o método ou o paradigma de tradução automática utilizado, diz respeito à 
resolução da ambiguidade lexical e estrutural, tanto no seio da própria língua 
(ambiguidade monolingue) como entre o par de línguas (ambiguidade bilingue). Aos 
problemas de âmbito linguístico, porém, acrescem outros de natureza extra-linguística, 
igualmente complexos. 
Em termos muito gerais, a tradução requer dois tipos de conhecimento: (i) linguístico, 
ou seja, conhecimento gramatical, semântico e pragmático; e (ii) extra-linguístico, onde 
se inserem o conhecimento do domínio específico tratado, o conhecimento do mundo e 
o senso comum. Dependendo do tipo de conhecimento necessário para a sua resolução, 
os problemas na TA também se podem classificar como sendo linguísticos ou não 
linguísticos. Embora a resolução das questões linguísticas na TA esteja ainda muito 
aquém daquilo que seria o ideal, os problemas relacionados com o conhecimento extra-
linguístico são ainda mais difíceis de resolver devido à dificuldade de codificação deste 
tipo de conhecimento.  
A resolução da ambiguidade ou desambiguação tem sido um dos maiores desafios para 
os investigadores no âmbito da TA. Existem dois tipos de ambiguidade: a ambiguidade 
lexical e a ambiguidade estrutural. A ambiguidade lexical deriva da multiplicidade 
conceptual e categorial que uma dada expressão pode assumir. Ou seja, para uma 
mesma palavra na língua fonte pode existir mais do que um equivalente na língua alvo 
(como nail em Inglês, que corresponde a unha e prego em Português), e uma mesma 
palavra poderá pertencer a diferentes categorias gramaticais (em Inglês light pode 
pertencer à categoria dos nomes, dos adjectivos e dos verbos). Hutchins (2003) defende 
que a homonímia e a polissemia assim como a ambiguidade categorial devem ser 
resolvidas antes da tradução, seleccionando os equivalentes mais adequados de acordo 
com o contexto. 
 29 
 
A ambiguidade estrutural ocorre quando uma dada frase (estrutura de superfície) 
permite mais do que uma representação sintáctica. Os casos mais comuns verificam-se, 
por exemplo, em construções de modificação e predicação em que uma palavra ou 
expressão pode potencialmente modificar ou predicar mais do que um elemento na 
frase. A construção Ela falou com a mãe encostada à parede é ambígua dado que a 
expressão encostada à parede tem dois candidatos a Sujeito (ela estava encostada à 
parede quando falou com a mãe ou a mãe estava encostada à parede quando falou com 
ela), sendo ambas as interpretações igualmente válidas. Outro caso comum de difícil 
resolução para a TA, diz respeito à interpretação da co-referência, em especial quando a 
tradução é efectuada para uma língua que marca positivamente os pronomes com traços 
de género ou a partir de línguas que permitem a ocorrência de sujeitos pronominais 
nulos para línguas onde a realização lexical dos pronomes é obrigatória. Por exemplo, a 
construção em Português O café está quente mas [Ø] está muito doce, traduzida para o 
Inglês The coffee is hot but [it] is too sweet, teria de incluir a realização lexical do 
pronome. Do mesmo modo, na tradução para o Francês, para além de estar realizado 
lexicalmente, o pronome concordaria em género com o seu antecedente Le café est 
chaud mais [il] est très doux.  
Outros problemas detectados na TA são causados por expressões idiomáticas e 
metáforas. Tendo em conta que as expressões idiomáticas e as metáforas não devem ser 
interpretadas literalmente, o sistema deverá dispor de informação sintáctica e semântica 
sofisticada que ajude a determinar se a expressão é de natureza idiomática/metafórica ou 
não. Uma das formas mais eficazes para a desambiguação do sentido das palavras 
consiste na introdução de expressões nos dicionários dos sistemas de TA, de modo a 
permitir que a consulta do significado das palavras passe primeiramente pelo dicionário 
de expressões e só depois pelo dicionário de termos individuais. Por exemplo, a 
incorporação da expressão „chave de fenda‟ (screwdriver) no dicionário de expressões 
do sistema evitaria que a mesma fosse traduzida por crack key (Systran).  
Os casos de não correspondência ou problemas de transferência lexical e estrutural 
constituem outro desafio para a TA. A não correspondência lexical ou a ocorrência de 
vazios lexicais deve-se às diferenças na forma como a categorização do mundo se 
processa nas línguas. Por exemplo, em Gujarati a terminologia utilizada para designar as 
diferentes relações de consanguinidade é muito mais vasta que em Português, dado que, 
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para além dos parâmetros da linearidade vs. colateralidade, masculino vs. feminino, tem 
em conta o parâmetro materno vs. paterno. Assim, avó materna, por exemplo, designa-
se por nani, avó paterna por dadi, avô materno por nanô, avô paterno por dadô, 
estendendo-se a diversidade terminológica aos restantes graus de parentesco. Uma 
tradução correcta implica um conhecimento que ultrapassa as fronteiras do texto e pode 
até tornar-se inexequível se não houver elementos contextuais que permitam a sua 
desambiguação. 
A não correspondência estrutural ocorre quando as diversas línguas utilizam estruturas 
diferentes para a mesma realidade conceptual ou a mesma estrutura para diferentes 
realidades conceptuais. Por exemplo, o tempo verbal do Present perfect em Inglês não 
tem uma correspondência plena ou directa no Português, podendo ser traduzido ora pelo 
presente do indicativo, em exemplos como This is the first time I’ve driven a car (é a 
primeira vez que conduzo um carro.) -, ora pelo pretérito perfeito numa construção 
como Somebody has spilt coffee on the carpet (Alguém entornou café no tapete). Do 
mesmo modo, os tempos verbais das construções hipotéticas do Português não 
encontram uma correspondência directa no Inglês. Assim, uma construção como Se 
tiveres tempo, telefona-me não poderá ser traduzida por  *If you will have time, call me, 
visto que o futuro do conjuntivo só é traduzível pelo Simple present em Inglês. Para 
além dos tempos verbais, refiram-se igualmente os problemas relacionados com a 
ordem de constituintes específica das línguas, ou com o uso do artigo definido com 
nomes próprios. Estes exemplos são apenas uma amostra da extensa lista de problemas 
que tornam complexa a tarefa dos sistemas de TA e constituem o objecto de estudo de 
grande parte da investigação científica em TA. 
 
2.5 Sistemas de TA online  
Um dos desenvolvimentos mais importantes na área da TA nos últimos anos foi a 
pronta disponibilidade de software de TA em lojas especializadas em material 
informático assim como na Internet. Com o rápido crescimento da Internet, cada vez 
mais fornecedores de sistemas de TA passaram a colaborar com entidades que 
disponibilizam conteúdos/serviços na Internet com o intuito de oferecer serviços de 
tradução online. Em meados dos anos 90, a CompuServe começou a oferecer, a título 
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experimental, um serviço de tradução de emails online e a Systran disponibilizou na 
Internet os seus sistemas para tradução de texto e de páginas electrónicas através do 
motor de busca Alta Vista. Actualmente, a maior parte dos portais da Internet, incluindo 
Google e Yahoo, assim como alguns chat rooms oferecem serviços gratuitos de TA 
online.  
A crescente visibilidade da TA teve diversos efeitos secundários. Por um lado aumentou 
a consciência do público em geral relativamente à TA, em alguns casos demonstrando 
as suas limitações, mas noutros também os seus benefícios. Por outro lado, a procura de 
traduções online irá impulsionar o desenvolvimento de sistemas de TA no sentido da 
melhoria da qualidade das traduções de páginas electrónicas e emails. 
 
2.6 Novos Rumos na Investigação em TA 
De acordo com Ke Ping
5
, entre as diversas abordagens exploradas na investigação em 
TA, há duas que se destacam por se afigurarem particularmente promissoras: a TA 
baseada em conhecimento e a TA baseada em estatística. 
Uma das descobertas da investigação em Inteligência Artificial (IA) foi a utilização do 
método heurístico para a resolução de problemas através de programas de computador 
que, de outro modo, seriam de difícil solução. Esta descoberta levou à construção de 
sistemas de TA baseados em conhecimento para ajudar a resolver os tradicionais 
problemas da TA. Os sistemas de TA baseados em conhecimento baseiam-se nos 
métodos e técnicas da IA e estão programados para imitar os seres humanos na 
resolução de problemas através da inteligência artificial e da referência a uma base de 
conhecimento num domínio específico. As componentes principais de um sistema de 
TA baseado em conhecimento são a base de conhecimento e os mecanismos de 
inferência. O desenvolvimento de recursos e bases de dados de conhecimento (incluindo 
dicionários de regras gramaticais e semânticas, glossários e dicionários especializados, 
bancos de dados terminológicos, memórias de tradução, corpora paralelos alinhados, 
modelos do mundo, etc.) visa essencialmente melhorar a qualidade da TA. 
Caracterizada por uma estreita integração entre as tecnologias da tradução automática e 
                                                          
5
 In Routledge Encyclopedia of Translation Studies (2009) 
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a competência e experiência de tradutores/linguistas altamente qualificados, a TA 
baseada em conhecimento é considerada como a ponte que liga os dois extremos da 
tradução: a tradução humana de elevada qualidade e a tradução automática de baixa 
qualidade. O projecto mais conhecido de TA baseada em conhecimento chama-se 
KANT
6
, fundado em 1989 no Centro de Tradução Automática na Carnegie Mellon 
University. O projecto KANTOO é uma implementação orientada a objectos em C++ da 
tecnologia KANT para a TA. Esta versão do KANT, destinada a clientes comerciais, é 
mais robusta e eficiente e contém uma ferramenta para o desenvolvimento e 
manutenção da base de conhecimento. A ferramenta possui uma interface que permite 
aos utilizadores a edição estruturada de regras gramaticais e a personalização, 
manutenção e actualização da base de conhecimento. 
 As tecnologias de TA baseada em conhecimento foram igualmente aplicadas em 
sistemas comerciais tais como a SDL Kb T da SDL International e a Caterpillar Inc.‟s 
da Caterpillar Corporate Translations.  
O Instituto de Linguística Computacional na Universidade de Pequim prevê construir 
uma Base de Conhecimento Linguístico de ampla cobertura para servir de apoio às 
tarefas de processamento de informação em língua chinesa (incluindo a tradução no par 
de línguas Chinês-Inglês). A Base de Conhecimento irá integrar todos os recursos 
importantes de dados linguísticos desenvolvidos pelo Instituto até ao presente, tais 
como a Base de Conhecimento Gramatical do Chinês Contemporâneo, Corpus Anotado 
do Chinês Contemporâneo, a Base de Conhecimento Semântico do Chinês 
Contemporâneo, um corpus paralelo bilingue e um banco de dados terminológico multi-
disciplinar.  
A segunda abordagem que promete resultados melhores para a TA é a abordagem 
baseada em estatística. De acordo com a informação disponível na página electrónica do 
Statistical Machine Translation Group
7
 (Universidade de Edimburgo), a TA baseada em 
estatística é actualmente a abordagem mais eficiente para pares de língua como Chinês-
Inglês ou Árabe-Inglês. 
                                                          
6
 Dados disponíveis em The KANT Project: http://lti.cs.cmu.edu/Research/Kant 
7
 Informação disponível em: http:// www.stamt.org/ued  
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A Google anunciou igualmente resultados promissores obtidos através do seu sistema 
próprio de TA baseada em estatística e das suas enormes bases de dados de textos. 
Actualmente serve-se da SYSTRAN para muitos dos pares de língua com que lida, mas 
está a trabalhar num método de tradução estatística para implementar na maior parte dos 
serviços oferecidos pela ferramenta Google Translate no futuro. Embora o método de 
tradução estatístico esteja actualmente a ser utilizado apenas nos pares de língua Árabe-
Inglês, Chinês-Inglês, Japonês-Inglês, Coreano-Inglês, em breve mais pares de línguas 
irão migrar do sistema Systran para o sistema de tradução baseado em estatística da 
Google. Em 2007, a Google aumentou a capacidade de tradução do seu sistema através 
da importação de aproximadamente 200 biliões de palavras de material das Nações 
Unidas com o objectivo de treinar o seu sistema. Desde essa data, a qualidade das 
traduções fornecidas pela Google aumentou consideravelmente (Hutchins, 2006). 
 
2.7 Caracterização dos sistemas de TA explorados neste trabalho 
A secção que se segue, caracteriza os sistemas de tradução automática explorados neste 
trabalho, nomeadamente, os sistemas Google Translator, Systran e SDL Free 
Translation Online. Mais do que tentar caracterizar, do nosso ponto de vista, os 
referidos sistemas, optou-se por apresentar uma adaptação da apresentação que é feita 
de cada sistema na Internet. Os três sistemas encontram-se disponíveis gratuitamente 
online. Com excepção do Google, que não comercializa ferramentas de tradução 
automática, as empresas SDL e Systran possuem versões melhoradas e versões 
especializadas em domínios específicos que comercializam para consumo doméstico e 
para consumo institucional/empresarial. A maior parte das versões que desenvolvem 
destinam-se à tradução automática profissional. A apresentação que é feita das empresas 
baseia-se essencialmente nos produtos e serviços disponíveis para comercialização e 
não nos programas de tradução que disponibilizam gratuitamente online, os quais, como 
veremos nos capítulos que se seguem, por serem versões mais antigas e simplificadas 






Na página electrónica http://www.google.pt/intl/pt-PT/help/faq_translation.html#statmt 
do Google pode ler-se que o sistema, “contrariamente à maior parte dos sistemas de 
tradução automática comerciais actualmente em utilização, que são baseados em regras 
e exigem, por isso, um trabalho especializado na definição de léxicos e gramáticas, o 
sistema Google Translator adopta uma abordagem que se baseia na introdução de 
corpora no computador, tanto corpora monolingues como corpora bilingues alinhados, 
constituídos por exemplos de traduções humanas entre as diversas línguas. A esses 
corpora aplicam-se, subsequentemente, técnicas de aprendizagem estatística, para criar 
um modelo de tradução.”  
No sentido de melhorar a qualidade das suas traduções, o Google solicita a colaboração 
dos utilizadores do serviço Google Translate que possuam grandes volumes de texto 
bilingue e multilingue e desejem enviá-los para contribuir para a melhoria do serviço. 
Além disso, permite que os utilizadores façam comentários acerca dos textos ou páginas 
electrónicas traduzidas e sugiram traduções melhores através do link “Sugerir uma 
tradução melhor”. Os comentários são posteriormente utilizados para melhorar a 
qualidade da tradução nas actualizações futuras dos pares de línguas desenvolvidas pelo 
Google. Outro serviço fornecido pela tecnologia de tradução do Google é a tradução de 
texto e de conteúdos na Internet. O link “Traduzir esta página” junto a um resultado de 
pesquisa significa que essa página em particular pode ser traduzida automaticamente 
para a língua de pesquisa do utilizador. Para regressar à versão original da página basta 
clicar no link “ver página Web original” na parte superior da página traduzida ou 
regressar à página de resultados do Google. No entanto, este link só é apresentado 
quando há certeza quanto à língua em que a página electrónica está escrita. Algumas 
páginas de resultados poderão conter várias línguas ou não conter texto suficiente que 
permita fornecer um elevado grau de certeza sobre a língua em que estão escritas. 
 A opção “Detectar idioma” determina automaticamente o idioma do texto que está a ser 
traduzido. A precisão da detecção automática do idioma aumenta à medida que a 
quantidade de texto vai aumentando. A opção “Pesquisa traduzida” permite pesquisar 
conteúdos na Internet noutras línguas. Os resultados da pesquisa traduzidos são 
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apresentados na coluna esquerda da página e os resultados da pesquisa originais são 
apresentados na coluna da direita. 
Systran 
Na apresentação que é feita na página electrónica do Systran em 
http://systran.co.uk/systran/corporate_profile/translation_technology consta que o 
sistema, “um pioneiro na tradução automática, criado em 1956, permanece até hoje na 
linha da frente no que respeita à pesquisa no campo do processamento da linguagem 
natural – tanto linguística como estatística, sendo constantemente explorados novos 
métodos para a melhoria da qualidade, do desempenho e interoperabilidade do 
software.”  
 Inicialmente, um sistema de tradução automática baseado exclusivamente em regras, a 
Systran tem vindo a desenvolver um sistema que combina, de forma híbrida, as 
vantagens da TA estatística e da TA baseada em regras. Por outras palavras, o sistema 
combina a previsibilidade e a consistência linguística da TA baseada em regras com a 
fluência e a flexibilidade da TA estatística para responder às exigências de qualidade do 
cliente.  
 A Systran fornece soluções de software de tradução a empresas, instituições 
governamentais e clientes particulares. As soluções de tradução automática da Systran 
apoiam as organizações a melhorarem as comunicações multilingues tanto interna como 
externamente e podem ser personalizadas para um objectivo ou domínio específico de 
modo a melhorar a qualidade das traduções. Para além disso, são usadas para aumentar 
a produtividade da tradução humana e integram-se facilmente em trabalhos de 
localização e outras aplicações da empresa. A personalização é apropriada para 
companhias com grandes volumes de traduções em domínios específicos como viagens, 
indústria automóvel, automatização industrial, pesquisa de patentes e produtos 
electrónicos para consumo. Qualquer indústria com terminologia específica e com um 






A SDL é uma empresa internacional que conta com diversos escritórios na América do 
Norte, na Ásia, na Europa e no Médio Oriente, está sediada em Maidenhead, no Reino 
Unido, e cotada na Bolsa de Londres (símbolo SDL). O papel da empresa consiste em 
ajudar as empresas a transmitir as suas mensagens (e a sua marca) com coerência, por 
todo o mundo e em todas as línguas, permitindo-lhes lançar mais rapidamente os seus 
novos produtos no mercado, assegurando a divulgação de todos os conteúdos de forma 
eficaz e em qualquer língua. Este processo chama-se «Gestão global de informação» 
(gestão da difusão das informações da empresa a um público internacional). Trata-se de 
uma estratégia comercial incontornável a ser adoptada por muitas empresas para fazer 
face ao crescimento exponencial da procura de tradução, que faz intervir diferentes 
indivíduos, processos e tecnologias.  
A SDL propõe um gama variada de produtos e serviços neste mercado. As ferramentas 
que desenvolve compreendem: tecnologias que permitem às empresas redigir um 
conteúdo para um público internacional, com uma terminologia coerente e um processo 
de tradução eficaz, com a ajuda de serviços de gestão de tradução centralizados e 
disponibilizados quando solicitados; uma tecnologia para PC utilizada por mais de 80% 
dos tradutores profissionais em todo o mundo; gestão real de conteúdo Web multilingue 
que permite às empresas criar e actualizar conteúdo multilingue em diversos sites da 
Internet; o sistema KbTS, que utiliza uma combinação de traduções automáticas e de 
revisão dessas traduções. Este método permite a tradução mais rápida de conteúdo 
multilingue, com um custo reduzido de 40%. Para além disso, possui uma vasta rede 
interna de tradutores profissionais, permitindo ajudar as empresas a traduzir os seus 
conteúdos em todas as línguas. Entre os seus clientes contam-se pequenas e médias 
empresas, particulares e empresas internacionais tais como Best Western, Canon, CNH, 
Dell, Emirates, HP, Intel, Microsoft, Phillips, salesforce.com, Sony, Chrysler, DAF 
Truck Sales, Volkswagen e Virgin Atlantic.”   (adaptado de http://www.sdl.com/en)  
Em termos muito gerais, a informação prestada torna claro que a tradução automática é 
a única solução viável para traduzir conteúdos que, de outro modo, não seriam 
traduzidos ou seriam de custo bastante elevado, dado que é mais rápida e o custo não 
dependente do volume traduzido.  
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No que respeita à caracterização dos sistemas, resumidamente, pode dizer-se que o 
serviço de tradução oferecido pelo Google destina-se a traduções de natureza genérica e 
a um público diversificado, caracterizando-se por uma forte componente interactiva 
com os seus utilizadores, para a melhoria da qualidade das traduções. Os sistemas SDL 
e Systran, para além de disponibilizarem um serviço gratuito na Internet para traduções 
em larga escala, desenvolvem programas específicos para clientes específicos através 
das chamadas sub-linguagens e linguagens controladas. Por estarem desenhados para 
lidar com um único domínio, estes programas permitem que a qualidade da tradução 
seja, efectivamente, elevada, reduzindo em grande medida o trabalho de pós-edição. O 
mesmo não se poderá dizer, contudo, dos programas generalistas disponibilizados 
gratuitamente, que são de qualidade manifestamente inferior e exigem uma revisão 





TRADUÇÃO DE PREDICADOS SECUNDÁRIOS 
 
3.0 Introdução 
No presente capítulo procede-se ao estudo do comportamento dos sistemas de TA na 
tradução de frases como: 
(1) A Maria leu a carta curiosa. 
(2) A Ana encontrou a porta arrombada. 
(3) O João saiu do escritório nervoso. 
Predicados descritivos é como Marrafa (1993) classifica estes predicados.  
Argumentando contra as análises de autores como Rothestein (1983:83), Nakajima 
(1990:276) e Demonte (1991:159), a autora defende que os predicados descritivos, 
entendidos, em geral, como uma subclasse dos predicados secundários, a par dos 
predicados complexos que envolvem as estruturas resultativas, são a única classe de 
predicados secundários. Para Marrafa (1993), dizer predicado secundário equivale, pois, 
a dizer predicado descritivo, ainda que o inverso não seja verdadeiro.  
 
3.1 Predicados Secundários e Predicados Complexos 
Os predicados secundários, ilustrados em (1) - (3), envolvem construções em que há 
uma predicação primária, a predicação verbal, e uma predicação secundária, a 
predicação adjectival, que ocorre em posição pós-verbal mas não é subcategorizada por 
V, podendo predicar sobre o constituinte nominal com a relação gramatical de Sujeito 
da predicação primária (predicado descritivo orientado para o Sujeito – (3)), assim 
como sobre o constituinte nominal com a relação gramatical de Objecto directo do 
verbo (predicado descritivo orientado para o Objecto – (2)). Nos termos de Marrafa 
(2005), “os predicados secundários envolvem um argumento do predicado primário - o 
argumento externo, nos predicados orientados para o Sujeito; e o argumento interno, 
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nos predicados orientados para o Objecto – e um predicado não-verbal que exprime um 
evento atómico (ou seja, um estado) que ocorre no mesmo intervalo de tempo em que 
ocorre o predicado primário. Estas circunstâncias justificam as restrições de co-
ocorrência nos predicados secundários impostas pela cabeça do predicado primário, 
como abaixo se ilustra:” (tradução minha)  
(4) Ele dançou descalço. 
(5) *Ele dançou arrependido.  
(6) Ele chegou arrependido. (exemplos de Marrafa, op.cit.) 
Por dependerem do predicado primário, sendo o seu sujeito constituído por um dos 
argumentos deste, Marrafa (1993; 2005) argumenta que os predicados secundários são 
uma espécie de “parasitas” da predicação primária.  
Atente-se, agora, nas construções (7) e (8) (exemplos de Marrafa): 
(7) O Jorge dançou (a valsa) descalço. 
(8) Os pescadores tornaram o rio navegável. 
Embora, em termos meramente lineares, exibam os mesmos constituintes, e pela mesma 
ordem, constituindo sequências idênticas (idem), predicados secundários, em (7), e 
predicados complexos, em (8), são estruturalmente diversos. A par da predicação 
verbal, frases como (7), integram outra predicação, a predicação adjectival, que não 
deve ser confundida com a modificação. “De facto, em nenhuma das frases o SA que as 
integra pode ser interpretado como modificador do constituinte nominal em relação ao 
qual manifesta marcas de concordância. Se o SA de (8) fosse um modificador, integraria 
o SN objecto directo. Ora acontece que esse verbo não subcategoriza para SN, como se 
evidencia: 
(9) *Os pescadores tornaram o rio. (idem) 
Adicionalmente, O Jorge e descalço, em (7), não podem constituir um SN, porque, a ser 
assim, o SA teria uma função restritiva, quando os nomes próprios não admitem 
restritores, dado terem referência fixa. Além disso, em (7), entre o nome e o seu 
modificador ocorreriam elementos exteriores ao SN, sem que tal acarretasse 
agramaticalidade, em oposição aos factos, como se ilustra em (10) (a) e (10) (b)”: 
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(10) (a) A água mineral acabou. 
      (b) *A água acabou mineral. (idem)” 
Com efeito, embora o SA tenha o estatuto de predicador em (7), assim como em (8), 
diverge na relação estrutural que estabelece com V e os restantes constituintes, numa 
como na outra frase.  
Por sua vez, os predicados complexos, ilustrados em (8), envolvem construções em que 
V subcategoriza para SA, não sendo o SA modificador do SN que ocorre em posição 
pós-verbal, mas sim parte de um predicado complexo que forma com V (V+SA). Sendo 
subcategorizados por V, não têm autonomia temática nem uma estrutura eventiva 
independente e a gramaticalidade da frase é afectada se forem omitidos (veja-se (9)). 
V+SA formam, por isso, uma unidade léxico-conceptual. A este respeito, os predicados 
secundários divergem dos predicados complexos, na medida em que têm autonomia 
temática e, sendo omitidos (e.g. A Maria leu a carta. / O João dançou.), a 
gramaticalidade da frase não é afectada. 
 
3.1.1 Propriedades dos Predicados Secundários  
Marrafa (1993: 85-86) aponta duas propriedades em função das quais os predicados 
secundários são, de um modo geral, definidos. A primeira diz respeito à sua 
identificação, e, segundo a autora,  
“o predicado adjectival é identificado por um SN argumento de V, ou por outras palavras, é identificado 
(...) por um SN que recebe uma função temática independente do predicado adjectival.” 
Assim, retomando os exemplos de Marrafa (1993), aqui numerados (11) e (12), 
(11) O mago falou eufórico. 
(12) A Ana viu o João embriagado. 
“o sujeito de eufórico, o mago,  é também sujeito do predicado verbal, saturando-o 
tematicamente, e em (12) embriagado tem como sujeito o SN o João, objecto directo de 
V, do qual recebe função temática.” (idem)  
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A segunda propriedade dos predicados secundários apontada pela autora diz respeito ao 
seu carácter optativo. “A sua ocorrência, contrariamente ao que acontece com o 
predicado verbal - predicado primário, nos termos da oposição que estamos a considerar 
-, não é, de facto, indispensável à boa-formação da frase, como (13) e (14) mostram: 
(13) O mago falou. 
(14) A Ana viu o João.” (idem)  
 
3.1.2 Interpretação predicativa vs interpretação não predicativa  
Consideremos as frases seguintes: 
(15) (a) A Maria encontrou os livros rasgados. 
         (b) A Maria encontrou livros rasgados. 
De acordo com a análise de Marrafa (1993), enquanto rasgados em (15) (a) recebe 
preferencialmente uma interpretação predicativa, em (15) (b), a sua interpretação mais 
natural é não predicativa. “E o contraste dever-se-á, como se torna óbvio, à presença vs 
ausência de determinante no SN objecto, dado as frases serem idênticas quanto a tudo o 
mais.” (idem) 
A presença do determinante com valor [+Definido] no SN objecto surge, assim, 
directamente associada à interpretação predicativa do adjectivo (16), e a sua ausência à 
interpretação não predicativa. Porém, embora (15) (a) receba preferencialmente uma 
interpretação predicativa, é também susceptível de receber uma interpretação não 
predicativa, como se verifica em (17): 
(16)  A Maria encontrou [os livros] [rasgados]. 
(17)  A Maria encontrou [os livros rasgados]. 
Este facto evidencia que o valor [+Definido] do determinante constitui a pré-condição 
para a interpretação predicativa, mas não exclui a interpretação não predicativa, 
podendo ambas ser válidas e o SA exercer ou as funções de predicado ou modificador, 
como representado em (16) (17), respectivamente. Em termos estruturais, estas 
diferenças, em Português, apenas são perceptíveis através das respectivas 
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representações sintácticas, ou com recurso ao contexto situacional, já que, em termos 
lineares, aparentam exibir os mesmos constituintes e pela mesma ordem, sendo difícil a 
sua desambiguação sintáctico-semântica. Em Inglês, pelo contrário, há ausência total de 
ambiguidade, não se colocando sequer a questão da opção entre uma interpretação 
predicativa e uma interpretação não predicativa para a mesma frase, dado que a ordem 
dos constituintes na frase é suficiente para estabelecer, à partida, uma leitura predicativa 
ou uma leitura não predicativa. Em termos específicos, o adjectivo ocupa posições 
sintácticas diferentes, de acordo com as funções que desempenha: como predicado, 
ocupa a posição pós-nominal, à semelhança do que acontece em Português, e como 
modificador ocupa a posição pré-nominal, como se ilustra em 18 (b) e (c): 
(18)  (a) A polícia encontrou o homem morto.  
(b) The police found [the man] [dead]. – SA predicado (posição pós-
nominal)  
(c) The police found [the dead man]. – SA modificador (posição pré-    
nominal) 
A ambiguidade que caracteriza estas estruturas em Português e o comportamento 
sintáctico-semântico que as distingue numa como na outra língua tornam complexa a 
sua codificação bem como o seu processamento em sistemas de TA. A aptidão dos 
sistemas para analisar e gerar estruturas com predicados secundários passa, 
necessariamente, pela especificação das relações de dependência que o constituinte 
adjectival estabelece com outros constituintes assim como dos vários tipos de restrições 
que o regem. Contudo, os resultados de tradução que têm sido obtidos ao longo da 
pesquisa revelam que a informação sobre as propriedades dos predicados secundários 
não se encontra devidamente representada, nos sistemas baseados em conhecimento. De 
outro modo, estes estariam aptos a apresentar traduções adequadas destas estruturas, 
produzindo, inclusivamente, duas traduções sempre que uma frase fosse passível de 
duas interpretações.  
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3.1.3 Propriedades semânticas dos adjectivos 
Atente-se nos exemplos que se seguem: 
(19)  (a) A Ana viu o Pedro triste. 
 (b) *A Ana viu o Pedro alto. 
(20)  (a) A menina leu o livro curiosa. 
 (b) *A menina leu o livro estudiosa. 
Com base em exemplos como estes, Marrafa (1993) defende que nem todos os 
adjectivos são susceptíveis de se projectarem como predicados descritivos, sendo difícil 
determinar as propriedades dos que podem ocorrer com essa função sintáctica. Marrafa 
põe em causa as propostas de Rothestein (1983: 84) e McNulty (1988: 217) por falta de 
fundamento, defendendo parecer ser mais adequada uma caracterização em termos da 
dicotomia adjectivos predicativos e não predicativos (proposta por Casteleiro, 1981). 
Aparentemente, só são compatíveis com a predicação secundária os adjectivos que 
denotam propriedades transitórias, ou os adjectivos que, “sendo ambíguos entre a 
expressão de propriedades inerentes e propriedades acidentais, na ausência de V-cópula, 
actualizem o valor [+Acidental], (21),” (Marrafa, 1993:190).  
(21)  Elas fizeram a prova calmas. (exemplo de Marrafa)   
No entanto, “(…) as propriedades não são individuais ou transitórias em absoluto. O 
que para uma dada entidade é uma propriedade individual pode, para uma outra, ser 
uma propriedade transitória. Por outro lado, porque para uma mesma entidade e para 
uma mesma propriedade, a predicação secundária pode ser aceitável nuns contextos e 
excluída noutros.” (idem:191) Veja-se o exemplo: 
(22)  (a) Conheci o João magro. 
 (b) *O João discursou magro. (idem) 
 “Como se verifica, a predicação secundária é condicionada pela natureza semântica da 
cabeça do predicado primário. O que não será de estranhar, se tivermos em conta que a 
predicação secundária é “parasita” da predicação primária.” (idem) 
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3.2 Desempenho dos Sistemas de Tradução Automática 
Esta secção incide sobre o comportamento dos sistemas de TA na tradução dos 
predicados secundários no par de línguas Português-Inglês. A metodologia adoptada é 
essencialmente empírica e consistiu, primeiramente, na construção de frases 
direccionadas para a problemática dos predicados secundários e a sua respectiva 
tradução com recurso às três ferramentas de tradução automática apresentadas no 
capítulo 2, Google, Systran e SDL Free Translation Online (doravante SDL). 
Subsequentemente, segue-se a avaliação do desempenho dos sistemas utilizados, através 
da comparação dos resultados de tradução obtidos. Por fim, procura-se estabelecer um 
padrão de erros „produzidos‟ pelos sistemas, por forma a que as especificações 
linguísticas a estabelecer exprimam as especificidades destas expressões linguísticas, 
por forma a evitar os erros detectados. 
 
 3.2.1  Tradução de Predicados Secundários Orientados para o Objecto 
O desempenho dos sistemas de TA avaliado nesta secção centra-se na tradução de 
predicados secundários orientados para o objecto. Para maior economia de espaço e 
melhor visualização dos outputs produzidos pelos sistemas, a apresentação gráfica dos 
exemplos deste capítulo é feita com recurso a tabelas. Exceptua-se o caso dos dois 
primeiros exemplos (23) e (24), cuja apresentação é feita de forma linear, por terem um 
carácter introdutório e serem utilizados a título ilustrativo dos aspectos contrastivos 
preliminares que se pretende pôr em evidência.   
Partindo de dois exemplos apresentados por Marrafa (1993): 
(23) O João comprou as rosas murchas. 
(24) O João comprou rosas murchas. 
e no seguimento da análise efectuada na secção 3.1.2 deste capítulo, considera-se, tal 
como a autora, que a interpretação preferencial de (23) é predicativa e a de (24) é não 
predicativa, devendo-se o contraste “à presença vs ausência de determinante no SN 
objecto, dado as frases serem idênticas quanto a tudo o mais” (idem). De acordo com 
esta análise, a preferência por uma interpretação predicativa para (23) não exclui, no 
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entanto, a possibilidade de este exemplo receber também uma interpretação não 
predicativa. Assim, e independentemente das várias opções de tradução do item lexical 
murchas, a tradução de (23) e (24) terá de contemplar as três interpretações e não 
apenas duas:   
(25) (a) John bought the roses wilted. 
          (b) John bought the wilted roses. 
(26) John bought wilted roses. 
Na tradução de (23), o constituinte adjectival interpretado como predicado ocupa a 
posição pós-nominal e como modificador a posição pré-nominal, enquanto na tradução 
de (24), o mesmo é colocado em posição pré-nominal, mantendo assim a interpretação 
não predicativa. Estas diferenças estruturais não são, contudo, sistematicamente 
identificadas pelos sistemas de TA, que parecem “baralhar” as três interpretações. 
Senão, vejamos: 
Tradução do sistema Google: 
(27) John bought the roses wilted. 
(28) The John bought roses wilted. 
Tradução do sistema Systran: 
(29) The João bought the roses witherings.  
(30) The João bought roses witherings. 
Tradução do sistema SDL: 
(31) The João bought the droopy roses. 
(32) The João bought droopy roses. 
Nos sistemas Google e Systran, o adjectivo quer tenha uma interpretação predicativa, ou 
não predicativa é, invariavelmente, colocado em posição pós-nominal, ao contrário do 
que acontece no sistema SDL. Sendo em Inglês a posição canónica do adjectivo a pré-
nominal seria de esperar que os sistemas generalizassem a referida regra e a aplicassem 
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aos contextos de interpretação predicativa, à semelhança daquilo que faz o terceiro 
sistema. O que se verifica, porém, é que tanto o sistema Google como o sistema Systran 
têm um comportamento anómalo quando testados com o adjectivo murchas, já que este 
não é reconhecido sequer como modificador do nome rosas - confronte-se (28) e (30) -, 
e quando testados com o adjectivo secas ambos os sistemas apresentam um resultado 
idêntico ao do SDL, ou seja, colocando o constituinte adjectival em posição pré-
nominal, quer para a estrutura com interpretação predicativa (ou com duas 
interpretações), quer para a estrutura com interpretação não predicativa. Por outras 
palavras, actuam por defeito, generalizando a regra canónica para o contexto 
predicativo:      
Google: 
(33) The John bought the dried roses.  
(34) The John bought dried roses. 
Systran: 
(35) The João bought dry roses. 
(36) The João bought dry roses.  
Para além disso, em (35) e (36) o sistema Systran produz um resultado de tradução 
idêntico para as duas frases, independentemente da presença ou ausência de 
determinante, um fenómeno algo curioso tendo em conta que o determinante de (23) é 
reconhecido e traduzido em (29) e são igualmente (e erradamente) traduzidos os 
determinantes que precedem o nome próprio, comportamento esse que se repete em 
todos os sistemas. Estranho é também o facto de o sistema gerar outputs com marcas de 
concordância sintáctica entre o adjectivo e o nome de que é predicado e/ou modificador, 
em (29) e (30), contrariando a regra gramatical da não variação em número dos 
adjectivos em Inglês.  
Por sua vez, o sistema SDL, em (31) e (32) exibe um comportamento regular, quer em 
presença do adjectivo murchas, quer em presença do adjectivo secas, colocando-os 
sempre em posição pré-nominal, o que aponta para a inexistência de qualquer 
especificação relativamente à predicação secundária.  
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Outro aspecto igualmente relevante diz respeito à alternância entre o adjectivo 
terminado em –ed e o adjectivo terminado em –ing. O sistema Google traduz o 
adjectivo murchas por wilted, enquanto os outros sistemas optam por withering(s) ou o 
seu sinónimo wilting, este último verificado no output do sistema Free Translation 
Online, que não deve ser confundido com o sistema SDL Free Translation Online e que 
pelas dimensões deste trabalho não é aqui contemplado. Esta variação leva a crer que 
todos os sistemas terão alguma informação semântica codificada relativamente à 
estrutura eventiva deste adjectivo, nuns casos interpretado como estado [+FINAL] e 
noutros como processo. Mas esta hipótese não é ainda satisfatória para explicar a 
irregularidade no comportamento dos sistemas no que concerne à tradução do adjectivo 
murchas e também ao facto de este não ser identificado sequer como modificador do SN 
complemento directo, sendo colocado em posição pós-nominal nos outputs dos sistemas 
Google e Systran. 
Decorridos dez meses entre os primeiros testes efectuados aos sistemas e a revisão do 
presente texto e na tentativa persistente de encontrar uma explicação para estes 
fenómenos, submeteram-se os sistemas a novos testes, tendo-se registado alguma 
melhoria no desempenho do Systran, nomeadamente no que respeita: 
 à tradução do adjectivo murchas por withered que, sendo um particípio passivo, 
à semelhança do adjectivo em Português, denota igualmente um estado 
[+Final], contrariamente a withering(s), o que revela uma melhoria ao nível da 
informação especificada no léxico; 
 à correcção (neste caso, apagamento) das marcas de concordância sintáctica 
entre o nome e o adjectivo, evidenciando melhorias ao nível das especificações 
das regras gramaticais;    
 à posição sintáctica do adjectivo com função de modificador, que é colocado na 
sua posição canónica em (38).    
(37) The João bought [-] withered roses. (contrastar com (29)) 
(38) The João bought withered roses. (contrastar com (30)) 
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Embora (37) não seja a tradução adequada para (23), visto que bloqueia a interpretação 
predicativa, este output, quando comparado com (29) The João bought the roses 
witherings, obtido dez meses antes no mesmo sistema, constitui uma evidência das 
melhorias implementadas no analisador sintáctico durante esse período. Referimo-nos, 
concretamente, à omissão do determinante artigo definido marcado com parênteses 
rectos [-]. Não existindo especificações para o processamento dos predicados 
secundários, o sistema interpretou a adjacência do constituinte adjectival ao nome como 
uma relação de modificação e procedeu à respectiva eliminação do artigo definido, 
actuando conforme as especificações existentes para as relações de modificação.  
Passemos à análise de outros exemplos, apresentados agora em formato de tabela para 
melhor visualização e contraste dos outputs.  
        Sistemas de TA 





A Maria encontrou 
a porta arrombada. 
(b) 
Maria found the 
door forced open. 
 
(c) 
The Maria found 
the door 
burglarized.   
(d) 
To Maria found the 
door cracked. 
(40) (a) 
A polícia encontrou 
o homem morto.  
(b) 
The police found 
the man dead.  
(c) 
The police found 
the man dead. 
(d) 
The police found 
the dead man. 
(41) (a) 
O rapaz entregou o 
embrulho molhado. 
(b) 
The boy handed the 
wet wrap. 
(c) 
The boy delivered 
the wrapping wet.       
(d) 
The boy delivered 
the wrapping wet. 
(42) (a) 
Deves apanhar o 
tomate verde. 
(b) 
You must take the 
green tomatoes. 
(c) 
You must apanhar 
the green tomatoe. 
(d) 
 Deves pick up the 
green tomato. 
(43) (a) 
Ele devolveu-me a 
bicicleta nova. 
(b) 
He returned me a 
new bike. 
(c) 
It returned to me 
new bicycle to it. 
(d) 
He returned me the 
new bicycle. 
(44) (a) 
Ele devolveu-me o 
livro rasgado. 
(b) 
He handed me the 
book torn. 
(c) 
It returned the torn 
book to me. 
(d) 
He returned me the 




Ela comeu a sopa 
fria. 
(b) 
She ate the soup 
cold. 
(c) 
It ate the cold soup. 
(d) 
She ate the cold 
soup.   
(46) (a) 
Prefiro o café 
quente. 
(b) 
I prefer the coffee 
hot. 
(c) 
I prefer the coffee 
hot. (2009)              
I prefer the hot 
coffee. (2010) 
(d) 
I prefer the hot 
coffee. 
Quadro 1 – Tradução de predicados secundários orientados para o Objecto 
Todos os exemplos apresentados no quadro acima são ambíguos, ou seja, passíveis de 
receberem mais do que uma interpretação. Embora estes exemplos tenham 
preferencialmente uma interpretação predicativa, a interpretação não predicativa é 
também possível (veja-se secção 3.1.2). Os sistemas de TA testados não estão, contudo, 
aptos para processarem estas estruturas de modo a apresentarem dois outputs para o 
mesmo input, um que traduza a interpretação predicativa dos predicados secundários e 
outro que traduza a sua interpretação não predicativa, respectivamente. Nesse sentido, a 
análise dos outputs do Quadro 1 pode ser conduzida em duas perspectivas diferentes. 
Por um lado, se se considerar que os sistemas não estão ainda aptos para produzir dois 
outputs para a mesma frase, então, dever-se-á considerar válida qualquer das 
interpretações produzidas pelos sistemas e, nessa perspectiva, considera-se válida a 
quase totalidade dos outputs reproduzidos no Quadro 1, tenha ela interpretação 
predicativa ou não predicativa (com excepção das estruturas não predicativas sem 
determinante [+Definido]). Por outro lado, se se considerar que estas estruturas têm uma 
interpretação preferencial e que é essa interpretação que se espera ver produzida pelos 
sistemas, só poderão ser consideradas adequadas as traduções que estejam de acordo 
com a mesma, sendo inadequadas todas as restantes. 
Contudo, o problema não se prende apenas com a validade de uma ou de outra 
interpretação, mas igualmente com a irregularidade ou falta de sistematicidade no 
desempenho dos sistemas. Essa irregularidade verifica-se não apenas a nível transversal, 
ou seja, na comparação do desempenho dos três sistemas relativamente à tradução do 
mesmo exemplo, como também a nível interno, ou seja, dentro do mesmo sistema, na 
comparação do seu desempenho relativamente à tradução de estruturas sintáctico-
semânticas idênticas. De facto, se se observar o comportamento individual de cada um 
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dos sistemas, verifica-se que o constituinte adjectival, embora desempenhando a mesma 
função sintáctica em todos os exemplos, é umas vezes interpretado como predicado e 
outras como modificador. Do mesmo modo, um mesmo exemplo recebe interpretações 
diferentes de sistema para sistema, causando aquilo a que se poderia chamar de 
irregularidade transversal. De salientar que só em três dos casos testados, os sistemas 
são regulares e coincidentes na interpretação atribuída ao constituinte adjectival: na 
tradução de arrombada, que recebe a interpretação predicativa, e na tradução de verde e 
nova, que recebem, invariavelmente, interpretação não predicativa.  
De acordo com a primeira linha de análise, os outputs do Quadro 1 consideram-se todos 
válidos e o desempenho dos sistemas bastante satisfatório, visto que contemplam quer a 
interpretação predicativa, quer a interpretação não predicativa, excluindo-se apenas o 
output do sistema Google em (43) (b), em que o artigo definido é substituído por um 
indefinido. Idealmente, porém, este exemplo seria traduzido de forma mais adequada 
não com recurso ao artigo definido, mas ao possessivo e a uma expressão comparativa 
com o advérbio as - He returned my bicycle as good as new.   
Como falhas de âmbito geral, há a registar o erro ortográfico do sistema SDL, em que a 
tradução do adjectivo rasgado(a) para o Inglês é thorn em vez de torn correspondente a 
espinho em vez de rasgado(a), em (44) (d); o erro ortográfico verificado no Systran em 
(42) (c), em que tomato aparece grafado com um e no final da palavra, tomatoe, 
aparentemente um resíduo do morfema de plural (–es). No entanto, esta hipótese é 
infirmada pelo teste efectuado com potato, cuja regra de formação do plural é a mesma 
que a de tomato; a tradução, no sistema Systran, dos pronomes pessoais ele e ela pelo 
pronome neutro it, interpretados como sujeitos nulos em Português e traduzidos como 
sujeitos expletivos em Inglês, erro, aliás, recursivo em todos os testes efectuados a este 
sistema, assim como a tradução do determinante artigo definido que precede o nome 
próprio, em (39) (c), típico de uma tradução literal; a inexistência de equivalentes em 
Inglês no léxico para as palavras apanhar e deves em (42) (c) e (d); e, por último, uma 
falha causada pela ambiguidade categorial da palavra a em (39) e (43), categorialmente 
um artigo definido nos referidos exemplos, mas interpretado pelo sistema SDL como 
preposição em (39) (d) e pelo sistema Systran como preposição regida pelo verbo 
devolver em (43) (c). Numa análise sintáctica eficiente, a adjacência de a ao nome 
próprio em (39) (d) e a função de sujeito desempenhada pelo SN em que ambos se 
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integram (A Maria) teriam sido suficientes para a desambiguação categorial de a, mas o 
analisador sintáctico falha essa interpretação, sendo o artigo definido traduzido pela 
preposição homónima. 
De acordo com a segunda perspectiva de análise, que considera válidos apenas os 
resultados de tradução com interpretação predicativa, o sistema SDL é aquele que revela 
o pior desempenho, dos oito inputs submetidos produz apenas dois outputs com 
interpretação predicativa do constituinte adjectival, em (39) (d) e (41) (d). O tradutor 
automático Systran apresenta igual número de outputs com interpretação predicativa e 
outputs com interpretação não predicativa do SA. Relativamente ao desempenho deste 
sistema, importa ressaltar a variação do output (46) (c) no intervalo de um ano. Em 
2009 o sistema produz um resultado de tradução com interpretação predicativa e, em 
2010, o resultado contrário. Esta variação estará provavelmente relacionada com a 
exploração e implementação de novos métodos de tradução automática pela empresa 
Systran, que combinam, de forma híbrida, as vantagens da TA estatística e da TA 
baseada em regras (veja-se capítulo 2, secção 2.7 sobre esta questão). Porém, as 
hipóteses de explicação da irregularidade dos sistemas nos seus mais diversos aspectos 
são várias e por essa razão dedica-se neste capítulo uma secção específica para a sua 
discussão. O tradutor Google é aquele que apresenta maior número de outputs com 
interpretação predicativa, cinco contra três de interpretação não predicativa. Tendo em 
conta que este sistema se baseia num paradigma estatístico e recorre a memórias de 
tradução, não surpreende que produza o maior número de traduções adequadas dos 
predicados secundários, dado que se cinge à recuperação de dados de traduções já feitas 
e ao cálculo das probabilidades de ocorrência, não procedendo a uma análise linguística 
dos inputs. Assim sendo, não produz os erros linguísticos produzidos pelos sistemas 
baseados em conhecimento, os quais dependem da especificação de regras para o 
tratamento das diferentes estruturas, para que o seu desempenho seja mais satisfatório, 
razão pela qual este estudo está a ser desenvolvido.
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3.2.2  Tradução de Predicados Secundários orientados para o Sujeito 
A secção que agora se apresenta analisa o desempenho dos sistemas de TA na tradução 
de predicados secundários orientados para o Sujeito. O quadro que se segue apresenta os 
exemplos que servem de base a esta análise. 






Os copos chegaram 
partidos. 
(b) 
The glasses arrived 
broken. 
(c) 
The cups had arrived 
left. 
(d) 
The cups arrived 
broken.   
(48) (a) 
 Ele saiu do carro 
nervoso. 
(b) 
He left the car 
nervous.  
(c) 
It left the nervous car. 
(d) 
He left of the nervous 
car. 
(49) (a) 
Ela chegou à clínica 
cansada. 
(b) 
She came to the clinic 
tired. 
(c) 
It arrived at the tired 
clinic. 
(d) 
She arrived to the 
clinical one tired. 
(50) (a) 
Comecei o projecto 
entusiasmada. 
(b) 
I started the project 
excited. 
(c) 
I started the 
enthusiastic project. 
(d) 
Begin the enthusiastic 
project.   
(51) (a) 
Os soldados chegaram 
ao campo exaustos. 
(b) 
The soldiers arrived at 
the field exhausted. 
(c) 
The exaustos soldiers 
had arrived at the 
field. 
(d) 
The soldiers arrived to 
the exhausted field. 
(52) (a) 
Atendi o telefone 
intrigada. 
(b) 
Answering the phone 
intrigued. 
(c) 
I took care of the 
intrigued telephone. 
(d) 
I attended the 
telephone intrigued. 
(53) (a) 
O Paulo terminou o 
trabalho cansado. 
(b) 
The finished work 
tired Paulo. 
(c) 
Pablo finished the 
work tired. 
(d) 
The Paulo finished the 
work tired. 
Quadro 2 – Tradução de predicados secundários orientados para o Sujeito 
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Contrariamente aos exemplos do Quadro 1, na secção anterior, os exemplos do Quadro 
2 não são ambíguos, dado que apenas são passíveis de uma única interpretação: a 
interpretação predicativa orientada para o sujeito. Ou seja, o constituinte adjectival 
desempenha exclusivamente a função de predicado, sendo o sujeito do predicado 
primário o seu único candidato a sujeito. Em construções com verbos intransitivos 
((47)), o predicado segue, na ordem linear, o verbo, e em construções transitivas segue o 
complemento directo ((48) e restantes), ocupando a posição pós-nominal, quer em 
Português quer em Inglês. 
Começando pela análise dos aspectos com carácter mais genérico dos resultados 
produzidos pelos sistemas salienta-se, em (47) (c), uma falha do Systran na 
desambiguação entre o adjectivo verbal partidos, equivalente semântico de broken (to 
break), e o seu homónimo, o particípio passivo do verbo partir, como sinónimo de sair 
de um lugar com destino determinado (correspondente ao verbo to leave), dando origem 
a uma incongruência semântica em que eventos opostos – o de partir e o de chegar – 
início do processo e fim do processo são apresentados como simultâneos. Sobre este 
output realça-se, ainda, o facto de a forma verbal do verbo chegar, no pretérito perfeito 
simples, ser traduzida pelo pretérito perfeito composto em Inglês. Este comportamento 
dever-se-á, em princípio, ao facto de as formas verbais do referido verbo, na 3ª pessoa 
do plural, no pretérito perfeito simples e no pretérito mais-que-perfeito simples do 
indicativo serem homónimas, e, embora estatisticamente a ocorrência do pretérito 
perfeito simples na língua falada e na língua escrita seja maior do que a do pretérito 
mais-que-perfeito composto, o sistema não dispõe deste conhecimento para que uma 
tradução mais adequada possa ser produzida. Como estratégia de desambiguação entre 
as duas formas, recorreu-se ao advérbio ontem, mas o erro persistiu, continuando a 
forma verbal chegaram a ser traduzida por had arrived, assim como todas as outras 
formas verbais da 3ª pessoa do plural no pretério perfeito do indicativo testadas. Com 
efeito, foram testadas diversas formas de verbos regulares e irregulares, com e sem o 
advérbio de tempo ontem, como brincaram, trouxeram, saíram, entre outras, e o sistema 
manteve o mesmo desempenho, o que indica a inexistência de uma especificação para 
desambiguação das duas formas. Outro aspecto a salientar diz respeito à tradução do 
verbo atender em (52) (a). Em (52) (b), a palavra seleccionada em Inglês é 
semanticamente equivalente ao verbo em Português. No entanto, encontra-se conjugado 
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no gerúndio ou na forma -ing, que não corresponde ao pretérito perfeito do verbo em 
Português. Mais ainda, o SN sujeito, cuja realização lexical é obrigatória em Inglês, não 
se encontra realizado, adquirindo um valor indeterminado. Pela natureza estatística do 
sistema, este resultado dever-se-á à inexistência de formas flexionadas do verbo atender 
nas bases de dados do sistema, onde, provavelmente, constarão apenas ocorrências do 
verbo no infinitivo, o que explica também que o SN sujeito não seja lexicalmente 
realizado. Note-se, ainda, que este é o sistema que apresenta a tradução mais adequada 
para o verbo, precisamente por se basear em exemplos armazenados na base de dados e 
a co-ocorrência de atender com telefone ser estatisticamente bastante elevada. Os outros 
dois sistemas, pelo contrário, apresentam equivalentes semânticos inadequados, em 
virtude da ambiguidade lexical de atender. Tanto o Systran como o SDL traduzem 
atender, efectivamente, por duas das acepções do verbo, mas nenhuma corresponde 
àquela que o verbo denota na co-ocorrência com telefone, ou seja a de responder a uma 
chamada. Em (52) (c), take care denota a acepção de cuidar de e em (52) (d), attend 
denota a acepção de servir e/ou trabalhar para. Este exemplo demonstra como a 
existência de dicionários de expressões ou de combinatórias, nos sistemas, é de grande 
utilidade para a resolução da ambiguidade lexical, na medida em que esses dicionários, 
pelas restrições de significado que impõem, servem de meio de controlo da linguagem, 
limitando desde logo as opções de tradução.    
Passemos à análise do desempenho dos sistemas no que concerne à questão da 
predicação secundária. Embora os exemplos apresentados no Quadro 2 estejam 
desprovidos de ambiguidade, alguns dos resultados de tradução obtidos evidenciam que 
a interpretação destes exemplos constitui um exercício computacional complexo para os 
sistemas de TA, nomeadamente no que se refere à análise sintáctico-semântica. Uma 
observação superficial dos resultados de tradução é suficiente para que o leitor se 
aperceba da incongruência semântica de uma parte significativa dos outputs. Em termos 
específicos, essa incongruência decorre dos equívocos nas relações morfossintácticas e 
semânticas que os sistemas estabelecem entre os constituintes das frases, em particular 
entre o constituinte adjectival e os dois candidatos a sujeito, ou seja, o SN sujeito e o SN 
objecto. Veja-se, entre outros exemplos, os casos (48) (c) e (49) (c), em que 
constituintes adjectivais com o traço semântico [+ANIM], e nos exemplos citados com 
o traço [+HUM], são relacionados com nomes cujos traços são semanticamente 
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incompatíveis com os primeiros ([-ANIM] e [-HUM]), dando origem a resultados 
semanticamente incongruentes como *nervous car e *tired clinic, facto que se repete 
em (48) (d), (50) (c) e (d) (*enthusiastic project), (51) (d) (*exhausted field) e (52) (c) 
(*intrigued telephone). Note-se que, nem a ausência de concordância em género 
(constituinte nominal no masculino e constituinte adjectival no feminino ou vice-versa) 
constitui elemento facilitador da interpretação sintáctico-semântica. Consequentemente, 
esses equívocos bloqueiam a relação de predicação entre os constituintes adjectivais e 
os sintagmas nominais para os quais estão orientados, neste caso, o SN sujeito, 
passando aqueles a desempenhar a função de modificadores do SN objecto. Este 
comportamento deve-se ao facto de os analisadores sintácticos identificarem o 
constituinte adjectival como modificador do nome que lhe é adjacente, 
independentemente de existência ou não de concordância sintáctica (neste caso, em 
género). A adjacência do adjectivo a um SN, qualquer que seja a sua função (de 
complemento directo ou constituinte de SP), é interpretada como uma relação de 
modificação e, em face disso, o constituinte adjectival é colocado na posição canónica 
de modificador em Inglês, a posição pré-nominal. 
Neste aspecto, o sistema Google é aquele que revela melhor desempenho. Com 
excepção do output (53) (b), que é semanticamente distinto do seu input, os restantes 
exemplos são considerados adequados do ponto de vista sintáctico-semântico, dado que 
os constituintes adjectivais são colocados em posição pós-nominal, para preservação da 
leitura predicativa do SA orientado para o sujeito. O resultado obtido em (53) (b) não se 
prende, em nosso entender, com a questão da predicação secundária, visto que o sistema 
tem um desempenho bastante satisfatório relativamente a este aspecto, nem com a 
questão da ambiguidade, visto que esta está ausente nos exemplos apresentados neste 
quadro, o que justifica igualmente a regularidade dos resultados de tradução. A hipótese 
mais provável para este resultado poderá estar relacionada com a inexistência de 
exemplos semelhantes ou com um baixo nível de significância ou de representatividade 
da amostra de exemplos na sua base de dados. De notar que, é neste output que o 
desempenho do Google se destaca negativamente do desempenho dos sistemas 
baseados em conhecimento linguístico.   
 A regularidade dos resultados produzidos pelo Google, no quadro que estamos a 
analisar (Quadro 2), é um aspecto importante a salientar, na medida em que vem pôr em 
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evidência que o controlo ou a ausência de ambiguidade é um factor determinante para a 
melhoria da qualidade dos outputs, sobretudo num sistema que, por se basear num 
paradigma exclusivamente estatístico, não envolve qualquer análise linguística. 
Compare-se, a este respeito, a diferença, em termos de regularidade, entre o 
desempenho do sistema no Quadro 1 e no Quadro 2.  
No que concerne ao desempenho do Systran, importa ressaltar um aspecto já referido na 
análise do Quadro 1 e que diz respeito à tradução do pronome pessoal ele pelo pronome 
pessoal neutro it, como se ilustra em (48) (c). Apesar de verificadas algumas melhorias 
no desempenho do sistema no decurso do presente trabalho, o problema da tradução dos 
pronomes pessoais mantém-se. Relacionando este aspecto com a tradução automática 
dos predicados secundários orientados para o sujeito, duas questões se colocam 
relativamente aos resultados produzidos pelo sistema: (1) será a tradução de ele por it 
que leva o sistema a não interpretar nervoso como predicado de ele, pois que, sendo it 
um sujeito expletivo, não deveria permitir uma interpretação de predicado orientado 
para o sujeito? (2) Será a adjacência pós-nominal de nervoso a carro que leva o 
adjectivo a ser interpretado como modificador desse nome, visto ser essa a posição 
canónica do modificador em Português?  
Tentando encontrar respostas para estas questões, substituiu-se o pronome pessoal ele 
por ela e nervoso por nervosa. Contudo, o erro persistiu, como se pode verificar em (54) 
(b). Tanto ele como ela são traduzidos pelo sujeito expletivo/pronome pessoal neutro it 
e o adjectivo nervosa é interpretado como modificador de carro, o que nos leva a 
concluir que é o factor da adjacência que prevalece na análise.  
(54) (a) Ela saiu do carro nervosa. 
(b) It left the nervous car. 
Para além desta lacuna na tradução dos pronomes pessoais da 3ª pessoa do singular pelo 
sujeito expletivo em Inglês, o output (54) (b) vem pôr em evidência duas outras lacunas 
no desempenho do sistema, nomeadamente ao nível da análise morfossintáctica e da 
análise sintáctico-semântica. Em termos concretos, essas lacunas materializam-se, por 
um lado, no estabelecimento de uma relação de concordância inexistente e/ou não 
esperada entre um nome no género masculino carro e um adjectivo no género feminino 
nervosa. Por outro lado, na não identificação do traço [+HUM] do adjectivo nervosa, 
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sendo estabelecida uma relação de modificação incompatível entre nervosa e carro, em 
vez da relação de predicação esperada entre nervosa e ela. Estes factos sugerem que o 
sistema se baseia num método de tradução palavra a palavra, seguida de reordenação do 
constituinte adjectival para a sua posição canónica, não atentando à componente 
semântica dos constituintes envolvidos. Se na tradução para o Inglês o factor 
morfossintáctico da concordância em género ou em número é irrelevante para os 
adjectivos, não o deveria ser a identificação dos seus traços semânticos e consequente 
relação sintáctico-semântica entre os constituintes. 
Esta conclusão preliminar é, contudo, posta em causa por um novo dado obtido no 
sistema, quando a frase é testada com novas variáveis morfossintácticas. Ou seja, 
colocando o exemplo no plural, com excepção do SN adjacente ao SA, o sistema produz 
um resultado adequado no que diz respeito à predicação secundária e à posição pós-
nominal do SA na frase, como se verifica em (55) (b): 
(55)  (a) Eles saíram do carro nervosos. 
(b) They had left the car nervous. 
Dir-se-ia que o sistema teve um desempenho bastante satisfatório. Mas este resultado, 
de modo algum, é indicador da existência de especificações para a análise e geração dos 
predicados secundários, como adiante se verá com outros exemplos. Embora o sistema 
estabeleça uma relação semanticamente incompatível entre nervosa e carro em (54) (b), 
não procede do mesmo modo com nervosos e carro em (55) (b), evidenciando ter 
especificações para estabelecer relações de concordância em número entre nominais e 
adjectivos, constatação esta que é confirmada pelo output (51) (c), onde se verifica um 
facto curioso. O sistema não possui no léxico a tradução para exaustos, e embora não 
estabeleça a relação funcional apropriada (de predicado) entre o referido adjectivo e o 
nome soldados, apresentando um resultado como The soldiers arrived at the field 
exhausted, morfossintáctica e semanticamente é bem sucedido. E esse sucesso deve-se 
ao reconhecimento da existência de uma relação de concordância entre ambos, movendo 
o constituinte adjectival para a posição pré-nominal - The exaustos soldiers had arrived 
at the field -, ou seja, estabelecendo uma relação de modificação, mesmo não estando 
apto a apresentar uma tradução para exaustos. O mesmo comportamento se verifica, 
quando exaustos é substituído por outros adjectivos para os quais existe uma entrada no 
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léxico, como por exemplo, cansados. Os soldados chegaram ao campo cansados 
produz o output The tired soldiers had arrived at the field. Para além de dar sustentação 
ao que atrás foi dito, este resultado confirma que as análises sintáctico-semânticas 
efectuadas pelo Systran, ainda que insatisfatórias, têm em conta alguns aspectos 
linguísticos fundamentais. O mesmo não se poderá dizer do sistema SDL, que apresenta 
um resultado idêntico para todos os inputs, quer se trate de constituintes adjectivais no 
feminino ou no masculino, no singular ou no plural, adjacentes a um SN no masculino 
ou no feminino. Eles saíram do carro nervosos, Ela saiu do carro nervosa, Ele saiu do 
carro nervoso, Elas saíram do carro nervosas, Os meninos saíram do carro nervosos - 
produzem, respectivamente, os outputs - They left of the nervous car,  She left of the 
nervous car,  He left of the nervous car,  They left of the nervous car,  The boys left of 
the nervous car. O único aspecto tido em conta na tradução das frases é a adjacência do 
nome ao constituinte adjectival, sendo negligenciados todos os outros aspectos 
linguísticos. 
Retomando agora a análise de (55) (b), cabe aqui dizer, ainda, que este resultado tão 
satisfatório, no que à predicação secundária diz respeito, se deve exclusivamente ao 
facto de they ser pronome pessoal e ter referência fixa, à semelhança do que acontece 
com os nomes próprios, pelo que não poderá receber uma interpretação restritiva. 
Excluída a possibilidade de nervosos ser modificador de carro, não seria, pois, de 
esperar que o sistema optasse por eles como segundo candidato a sujeito da 
modificação, produzindo um output como *nervous they, facto que explica que o 
adjectivo tenha sido deixado na posição em que originalmente se encontrava, a posição 
pós-nominal, dando origem, por mero acaso, a um output adequado. A confirmar esta 
análise está o output (56) (a), em que, substituindo-se o pronome pessoal eles por uma 
expressão nominal, não pronominal, os meninos, o sistema é levado a interpretar a 
expressão nominal como candidata a sujeito da modificação de nervosos e a produzir 
um output como the nervous boys.   
(56)  (a) Os meninos saíram do carro nervosos. 
(b) The nervous boys had left the car.  
Embora bem sucedido em termos de compatibilidade semântica entre meninos e 
nervosos, (56) (b) não é o output adequado para (56) (a), visto que bloqueia a relação de 
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predicação entre o SA e o SN sujeito, estabelecendo entre esses constituintes uma 
relação de modificação inexistente no input.  
Conclui-se, por esta análise, que a tradução dos predicados secundários orientados para 
o sujeito, no sistema Systran, obedece a vários níveis de análise. Considerando os 
outputs semanticamente incongruentes, obtidos em (48), (49), (50) e (52), pode inferir-
se que a adjacência do adjectivo ao nome tem precedência sobre a análise 
morfossintáctica. Independentemente da existência ou não de compatibilidade 
semântica e de concordância em género entre o nome e o constituinte adjectival que lhe 
é adjacente (Ela saiu do carro nervosa), este último é sempre interpretado como 
modificador do nome. No entanto, a análise morfossintáctica precede a verificação da 
adjacência nos casos em que o nome adjacente ao constituinte adjectival se distingue 
deste em termos de concordância em número (Eles saíram do carro nervosos), sendo o 
adjectivo mantido na sua posição de predicado em Inglês, a posição pós-nominal. 
Também a análise morfossintáctica precede a verificação da adjacência quando o SN 
sujeito é constituído por uma expressão nominal (Os (As) meninos (as) saíram do carro 
nervosos (as)), sendo estabelecida uma relação de modificação entre o SN sujeito e o 
adjectivo.  
Assim, e para tornar mais clara a sua compreensão, os padrões de comportamento do 




Exemplos Tipo de análise Resultados 
 
Ele saiu do carro nervoso.  
Ela saiu do carro nervosa. 
O soldado chegou ao campo 
cansado. 
A enfermeira chegou ao hospital 
cansada. 
O João saiu da sala irritado. 





A existência ou 
inexistência de 
concordância 
em género é 
irrelevante para 
a análise 
Modificação do SN adjacente ao 
SA:  
It (ele/ela) left of the nervous 
car. 
The soldier arrived at the tired 
field. 
The nurse arrived at the tired 
hospital. 
The João left the irritated 
room. 
The Maria ate the enthusiastic 
icecream. 
Eles saíram do carro nervosos. 
Elas saíram do carro nervosas. 
Morfossintáctica 
e/ou literal? 
Predicação orientada para o 
Sujeito: 
They left of the car nervous. 
Os meninos saíram do carro 
nervosos. 
As meninas saíram do carro 
nervosas. 
Morfossintáctica Modificação do SN sujeito: 
The nervous boys/girls left of 
the car. 
Quadro 3 - Padrões de comportamento do Systran na tradução dos predicados 
secundários orientados para o Sujeito 
 
3.2.3 Tradução de expressões adjectivais ambíguas entre Predicado e Modificador 
A presente secção centra-se na descrição e análise do comportamento dos sistemas de 
TA na tradução de estruturas com um SA que suporta mais do que uma interpretação no 
que respeita à função sintáctico-semântica. O quadro que se segue apresenta exemplos 





       Sistemas de TA 
Exemplos               
Google Systran SDL 
(57) (a) 
O João saiu do 
carro sujo. 
(b) 
The John left the 
car dirty. 
(c) 
The João left the 
dirty car. 
(d)  
The João left of the 
car I soil.   
(58) (a) 
A Maria leu a carta 
curiosa. 
(b) 
Maria read the 
letter curious. 
(c) 
The Maria read the 
curious letter. 
(d) 
To Maria read the 
curious letter.   
(59) (a)  
O João leu o livro 
triste. 
(b) 
The John read the 
book sad. 
(c) 
The João read the 
sad book. 
(d) 
The João read the 
sad book.     
Quadro 4- Tradução de expressões adjectivais com dupla função sintáctica 
Cada um dos exemplos apresentados no Quadro 4 é passível de receber duas 
interpretações. Ou seja, os constituintes adjectivais sujo, curiosa e triste são ambíguos 
nas estruturas acima, podendo ser interpretados, por um lado, como predicados do SN 
sujeito, e por outro, como modificadores do SN constituinte de SP, em (57), e do SN 
objecto, em (58) e (59). Por outras palavras, os exemplos (57), (58) e (59) são todos 
ambíguos, e a ambiguidade decorre essencialmente do facto de os adjectivos sujo, 
curiosa e triste poderem aplicar-se quer a nomes [+Hum] quer a nomes [-Hum]. Em O 
João saiu do carro sujo, sujo pode receber interpretação de predicado orientado para o 
SN sujeito, Foi sujo que o João saiu do carro, assim como a interpretação de 
modificador do SN que lhe é adjacente - Foi do carro sujo que o João saiu. Do mesmo 
modo, A Maria leu a carta curiosa pode ser parafraseável por Foi curiosa que a Maria 
leu a carta ou Foi a carta curiosa que a Maria leu. As frases são ambíguas, não 
havendo uma interpretação preferencial. Por conseguinte, e não sendo possível o 
recurso ao contexto situacional para desambiguar as frases, cada um dos exemplos 
deverá ser traduzido, quer por um tradutor humano quer por um tradutor automático, de 
forma a dar conta das duas interpretações, ou seja, deverão ser apresentadas duas 
traduções para cada frase. Assim, as traduções para os exemplos acima, de acordo com 
a interpretação predicativa seriam: João left the car dirty, Maria read the letter curious 
e João read the book sad. De acordo com a interpretação não predicativa seriam: João 
left the dirty car, Maria read the curious letter e João read the sad book. Na primeira 
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interpretação, o SA seria colocado em posição pós-nominal e, na segunda, em posição 
pré-nominal.  
Contudo, os sistemas não estão ainda aptos para processar estas estruturas de acordo 
com esta análise, ou seja, apresentando as duas traduções possíveis, pelo que alguns 
optam por uma interpretação, e outros por outra. Em termos globais, e exceptuando o 
output (57) (d), constata-se que, no Google, os constituintes adjectivais destas estruturas 
recebem preferencialmente a interpretação de predicados orientados para o sujeito, e nos 
sistemas Systran e SDL as mesmas estruturas recebem a interpretação de modificadores 
do SN objecto ou constituinte de SP. Em conformidade com essas interpretações, os 
adjectivos são colocados em posição pós-nominal nos outputs apresentados pelo 
Google, e em posição pré-nominal nos outputs do Systran e do SDL, como se pode 
verificar pelas respectivas colunas no Quadro 4.  
Excluindo as já conhecidas lacunas de alguns sistemas, analisadas nas secções 
anteriores, como a tradução do determinante que precede o nome próprio ((57) (c) e (d)) 
e o problema da desambiguação categorial entre a artigo definido e a preposição ((58) 
(d)), o Quadro 4 apresenta apenas uma questão de relevo, que deve ser analisada.  
A questão prende-se com o desempenho do sistema SDL em (57) (d) e está relacionada 
com a ambiguidade categorial da palavra sujo, que tanto pode pertencer à categoria 
sintáctica dos adjectivos, como à categoria dos verbos, sendo uma forma flexionada do 
verbo sujar na 1ª pessoa do singular do presente do indicativo. No exemplo em análise, 
sujo pertence à categoria sintáctica dos adjectivos. O sistema, contudo, interpreta o 
adjectivo sujo como a sua forma homónima, ou seja, a forma flexionada do verbo sujar 
com sujeito nulo ou subentendido, e traduz o adjectivo por soil, com recuperação do 
pronome pessoal, cuja realização lexical é obrigatória em Inglês, pelo que se obtém I 
soil (eu sujo). Ora, este „equívoco‟ dá origem a uma construção agramatical, He left of 
the car I soil, evidenciando insuficiências no sistema na fase de desambiguação, de 
certa forma, evitáveis, já que o nome carro, que precede o adjectivo, poderia ter 
funcionado como elemento de desambiguação. E, embora a interpretação de sujo como 
modificador de carro só pudesse vir a produzir um resultado com interpretação não 
predicativa, He left the soiled car ou He left the dirty car, à semelhança do que acontece 
em (58) (d) e (59) (d), este seria mais aceitável relativamente ao que é apresentado.   
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Na tentativa de verificar se o adjectivo no género feminino tornaria mais fácil a 
desambiguação, o sistema foi testado com a frase Ela saiu do carro suja mas o 
resultado manteve-se inadequado - She left of the car soils. Este output revela a 
inexistência de especificações para suja como adjectivo no género feminino, pelo que a 
palavra é apenas identificada como forma flexionada do verbo sujar na 3ª pessoa do 
singular do presente do indicativo, formalmente idêntica ao adjectivo, o que indica que 
o conhecimento morfológico que possui é limitado. De salientar que, neste último 
exemplo, o sistema não realiza lexicalmente o pronome pessoal juntamente com a forma 
flexionada do verbo contrariamente ao que acontece na frase anterior. Terá sido 
estabelecida uma relação morfossintáctica entre suja e o pronome pessoal do SN sujeito, 
ela, daí que o referido pronome não seja novamente realizado em posição pré-verbal. Se 
a informação codificada relativamente a sujo e suja se refere apenas às formas verbais, 
naturalmente que a relação primária a ser estabelecida é a relação morfossintáctica com 
os pronomes pessoais que legitimam os traços de pessoa e número na flexão.  
Esta mesma interpretação é verificada noutras estruturas não ambíguas testadas no 
sistema, como, por exemplo, as frases copulativas A minha mão está suja, As minhas 
mãos estão sujas, cujos resultados foram, respectivamente, To my hand is soils e The my 
hands are you soil. Não só é confirmada a inexistência de especificações para o valor 
feminino do adjectivo (suja) como também para a sua flexão no plural (sujas), cujo 
resultado you soil corresponde à forma verbal homónima do verbo sujar, flexionada na 
2ª pessoa do singular no presente do indicativo (tu sujas). 
Pelo contrário, o valor masculino deste adjectivo encontra-se especificado no sistema, 
quer para o singular quer para o plural, como se pode verificar pelos exemplos O teu pé 
está sujo, Os meus sapatos estão sujos, cujos resultados foram, respectivamente, Your 
foot is dirty e My shoes are dirty.  
Como explicar então o facto de o sistema não reconhecer o adjectivo na primeira frase - 
Ele saiu do carro sujo (He left of the car I soil) - mas reconhecê-lo em O teu pé está 
sujo (Your foot is dirty)? A explicação para este comportamento deve-se ao facto de o 
sistema reconhecer o adjectivo como tal, quando este se encontra em posição pós-
verbal. Na frase Ela comprou sujo o cobertor, o sistema traduz por She bought dirty the 
blanket, mas na posição sintáctica de predicado secundário é sempre interpretado como 
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forma do verbo sujar. Ou seja, o sistema identifica os constituintes do predicado 
primário (Ele saiu do carro) como uma unidade sintáctico-semântica separada do 
predicado secundário (sujo), e, sendo sujo uma forma ambígua em virtude da identidade 
formal entre o adjectivo e a forma verbal, o sistema interpreta-a preferencialmente como 
predicado verbal, pelo que traduz os dois predicados de forma segmentada. Este facto 
explica também que os adjectivos limpo, limpa e limpas em posição de predicados 
secundários sejam traduzidos, respectivamente, por I clean, cleans e you clean, tal como 
acontece com sujo (I soil), suja (soils) e sujas (you soil).  
Em (58) (d) e (59) (d) não é verificado este comportamento, visto que os adjectivos 
curiosa e triste não são formalmente idênticos a outras categorias sintácticas, pelo que o 
sistema imediatamente os identifica como modificadores dos nomes que os precedem. 
Para concluir, pode dizer-se, em termos gerais, que o desempenho dos sistemas 
relativamente às estruturas em que o SA é ambíguo entre predicado orientado para o 
sujeito e modificador do SN que lhe é adjacente é ainda pouco satisfatório. Embora 
ambas as interpretações sejam válidas, e, nesse sentido, os resultados sejam positivos, 
os sistemas deveriam estar aptos para apresentar traduções referentes a todas as 
interpretações possíveis, ou seja, duas traduções para cada input.  
 
3.3 A não sistematicidade dos sistemas       
A irregularidade dos resultados que os sistemas produzem, diacrónica e 
sincronicamente, atribuindo uma interpretação predicativa a algumas estruturas e a 
outras uma interpretação não predicativa, pode ter origem em diversos factores, sendo 
por isso diversas as hipóteses que se podem colocar para a sua explicação. A primeira 
hipótese que se nos coloca é que esta irregularidade se deva a insuficiências dos 
próprios sistemas ou a problemas estruturais dos modelos em que se baseiam, e aquilo 
que se considera serem traduções “adequadas” ou resultados satisfatórios dos sistemas, 
nada mais serão do que traduções literais dos enunciados com predicados secundários, 
não resultando, por conseguinte, de uma análise linguística apropriada.  
Outra hipótese é que os processos de melhoramento de alguns sistemas e a exploração 
de novos métodos para a melhoria da qualidade, do desempenho e interoperabilidade do 
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software afectam os resultados de tradução, como é o caso do sistema Systran, que, 
segundo uma informação divulgada na página electrónica da empresa, tem vindo a 
desenvolver um sistema que combina, de forma híbrida, as vantagens da TA estatística e 
da TA baseada em regras, deixando de ser um sistema exclusivamente baseado em 
regras. A irregularidade resultará não da hibridez do método de tradução, que essa, sim, 
virá futuramente incrementar a qualidade dos outputs, mas do facto de o sistema estar 
em período de adaptação e treino.  
Outra hipótese, ainda, que pode explicar esta irregularidade diz respeito aos sistemas 
baseados em estatística. Se os resultados de tradução apresentados não reflectem 
qualquer conhecimento linguístico, baseando-se apenas em cálculos efectuados com 
base na informação disponível nos corpora e nas memórias de tradução, a qualidade 
desses resultados dependerá da quantidade de informação que é introduzida nas 
memórias. Quanto mais informação for armazenada, maior é a probabilidade de o 
sistema produzir um resultado adequado. Não havendo nas suas memórias de tradução 
exemplos de tradução correspondentes ao input, o sistema terá maior probabilidade de 
errar, exibindo, por esse motivo, um desempenho irregular. 
Por último, a hipótese que deriva da anterior e explica a razão do presente trabalho: a da 
inexistência de especificações linguísticas para a análise e geração dos predicados 
secundários no par de línguas Português-Inglês.  
 
3.4 Especificações Linguísticas 
Contrariamente ao que acontece com os predicados complexos que envolvem a 
construção transitiva-predicativa com ter (sobre que se debruça o capítulo 4), em que a 
ambiguidade é quase nula, os predicados descritivos caracterizam-se frequentemente 
pela presença de ambiguidade, dificultando a tarefa de interpretação dos inputs. Embora 
o contexto linguístico em que ocorre o SA e a natureza semântica dos candidatos a 
sujeito possam facilitar a interpretação e desambiguação do enunciado, o que se verifica 
é que os sistemas de TA nem sempre se revelam capazes de os interpretar de forma 
apropriada, produzindo, por conseguinte, traduções inadequadas, como em (60) (b)):  
 (60)  (a) O João saiu da sala nervoso. 
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                 (b) The João left of the nervous room. (SDL) 
Com efeito, a resolução da ambiguidade na tradução automática e restantes sistemas de 
PLN é dificultada, por um lado, pela inexistência ou insuficiência de especificações 
linguísticas nos sistemas para uma dada área gramatical, e por outro, por factores 
inerentes à própria máquina, como o desconhecimento do contexto situacional e a falta 
de conhecimento do mundo. E traduções como (60) (b) são disso uma evidência, em 
que à deficiente análise morfossintáctica se uniu a falta de especificações semânticas 
para interpretar o traço [+HUM] do constituinte adjectival, estabelecendo-se entre este e 
o nome uma relação de modificação linguisticamente incogitável.  
De acordo com os resultados de tradução obtidos nos sistemas de TA, as restrições 
morfossintácticas que podem condicionar a ambiguidade na interpretação dos 
predicados secundários são o contraste de género [+Fem], [+Masc] e a flexão em 
número [+Sing], [+Plur]. No que se refere às restrições de selecção semântica, estas 
podem ser lexicalmente intrínsecas, tais como [+Hum], [+Anim], [+Obj], e, portanto, 
especificáveis nas entradas do léxico, ou derivados composicionalmente a partir de um 
conjunto de diferentes traços sintácticos. São os traços semânticos e os traços 
morfossintácticos dos predicados que irão determinar, na maior parte dos casos, a 
orientação para o Sujeito ou para o Objecto, ou para ambos, a validade da interpretação 
predicativa e da interpretação não predicativa do SA orientado para o Objecto. Noutros 
casos, a resolução da ambiguidade terá que passar pela intervenção do tradutor humano. 
Estes são os casos em que são simultaneamente válidas duas interpretações. Ao sistema 
caberá a produção de dois outputs, semântica e estruturalmente diferentes, e ao tradutor 
humano a escolha da tradução mais adequada ao contexto em questão.  
Segue-se uma lista das especificações linguísticas consideradas essenciais para o 
condicionamento da ambiguidade dos predicados secundários e melhoria da qualidade 
dos outputs. 
Especificações 
A) Modelização das representações sintáctico-semânticas do esquema relacional 
SNsuj V SNod SA, de modo a facilitar a análise das estruturas com predicados 




B) Restrição sobre o determinante, nomeadamente do seu carácter [+DEF];  
C) Enriquecimento da informação semântica nas entradas do léxico com a 
especificação dos traços [+HUM], [-HUM], [+OBJ], [+ANIM], [-ANIM], etc., 
de modo a facilitar a interpretação das estruturas com recurso às propriedades 
semânticas dos adjectivos e dos candidatos a sujeito. Estas propriedades 
funcionam como restrições selectivas, evitando correspondências semânticas 
irregulares; 
D) Melhoria das especificações morfossintácticas - traços de variação formal em 
número e género – [+SINGULAR], [+PLURAL], [+FEM], [+MASC], de forma 
a aumentar o conhecimento morfológico dos sistemas e evitar que estabeleçam 
relações morfossintácticas irregulares entre os constituintes das frases.  
Exemplos: 
a. O João [+HUM] saiu do escritório [-HUM] nervoso [+HUM]. – Ambiguidade 
condicionada semanticamente. Validade exclusiva da interpretação predicativa 
orientada para o SN Sujeito (He left the office nervous). 
b. Elas [+HUM; +FEM; +PLURAL] saíram do carro [+OBJ; +SING; +MASC] 
nervosas [+HUM; +FEM; +PLURAL]. (They got out of the car nervous). – 
Ambiguidade condicionada morfossintáctica e semanticamente. 
c. A Maria [+HUM] encontrou a porta [+OBJ] arrombada [-HUM]. – 
Ambiguidade condicionada semanticamente. Validade exclusiva da 
interpretação predicativa orientada para o SN Objecto (Mary found the door 
forced open). 
d. O Paulo [+HUM] leu o livro [+OBJ] triste [[+HUM] e [-HUM]] – Ambiguidade 
não condicionada. Validade das duas interpretações: predicativa orientada para 
o Sujeito (Paulo read the book sad.) e não predicativa orientada para o Objecto 
(Paulo read the sad book.). Com base nas duas interpretações, os sistemas 
devem produzir duas traduções. 
e. A polícia [+HUM; +FEM; +SING] encontrou o homem [+HUM; +MASC; 
+SING] morto [+HUM; +MASC; +SING]. – Ambiguidade não condicionada. 
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Validade das duas interpretações: interpretação predicativa orientada para o 
Objecto (The police found the man dead) e interpretação não predicativa 
orientada para o Objecto (The police found the dead man).  
 
3.5 Conclusão 
A análise apresentada neste capítulo demonstra que a tradução automática de estruturas 
com predicados secundários em sistemas de TA constitui ainda um desafio à eficiência 
computacional destes sistemas devido à ambiguidade estrutural que caracteriza estas 
construções. 
Para além de não possuírem as especificações linguísticas que lhes permitam identificar 
e analisar os predicados secundários, os sistemas observados revelam insuficiências ao 
nível do conhecimento morfológico que possuem, ao nível da análise morfossintáctica e 
da análise semântica. Em virtude destas insuficiências e da inexistência de 
especificações para o tratamento dos predicados secundários, os sistemas são levados a 
estabelecerem relações sintáctico-semânticas irregulares entre os constituintes das frases 
e a gerarem outputs distintos dos inputs ou outputs semanticamente incongruentes. 
 Em face disso, defende-se que seja especificado nos sistemas o esquema relacional em 
que se baseiam os predicados secundários, que sejam melhoradas as especificações 
morfossintácticas e enriquecida a informação semântica nos léxicos.  
Considera-se que as especificações propostas são válidas, visto que procuram, por um 
lado, colmatar as insuficiências detectadas nos sistemas em termos gerais, e, por outro, 
melhorar a qualidade dos resultados de tradução das estruturas com predicados 
secundários. E ainda que, numa primeira fase, não fosse possível implementar de 
imediato a modelização das representações sintáctico-semânticas do esquema relacional 
SNsuj V SNod SA, o enriquecimento da informação semântica e a melhoria das 




TRADUÇÃO DE CONSTRUÇÕES TRANSITIVAS-PREDICATIVAS COM TER 
 
4.0 Introdução   
Neste capítulo tem-se como objectivo a descrição do comportamento dos sistemas de 
TA na tradução de frases como: 
(1) Ele tem o carro avariado.  
(2) Ela tem as mãos frias. 
Em Marrafa (1993) defende-se que estas construções envolvem predicados complexos 
(V+SA). Com efeito, à semelhança do que acontece com os predicados complexos em 
que a autora centra a sua análise, também nestes casos o SA não é modificador do SN 
que ocorre em posição pós-verbal, como se evidencia na análise que se segue. 
Embora não caiba aqui uma discussão aprofundada das construções transitivas-
predicativas em Português (a este respeito, ver Marrafa (1985) e Marrafa (1993)), a 
descrição rigorosa dos problemas detectados nos sistemas de TA e o estabelecimento de 
especificações para a modelização desta construção passam, obrigatoriamente, pela 
abordagem dos diferentes aspectos linguísticos que a sua tradução envolve. São 
aspectos a considerar aqui não só a complexidade sintáctica e semântica da construção, 
mas também o facto de, em Inglês, ser inexistente uma estrutura semelhante, o que, por 
si só, constitui factor de dificuldade de tradução. 
 
4.1 A construção transitiva-predicativa 
A construção com o esquema relacional SU + V (TER) + OD (DETERMINANTE 
ARTIGO DEFINIDO + N) + SA, sobre que incide este capítulo, é, na sequência de 
Marrafa (1985), designada por construção transitiva-predicativa (V P(redicador). 
Embora a autora não faça incidir o seu estudo particularmente no uso transitivo-
predicativo do verbo ter, debruçando-se sobre outros verbos como considerar, achar, 
julgar, …, promover, eleger, nomear, …, fazer, tornar, ..., trata-se aqui do mesmo 
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quadro sintáctico, “em que ocorre um elemento na posição de objecto directo (N1) em 
relação com um predicador que ocorre à sua direita (P)” (idem), conforme, abaixo, se 
ilustra:  
(3) A Ana considera o irmão bonito. (V P) 
(4) O João tem o braço inchado. (V P) 
Para demonstrar a relação de P com N1 e V e comprovar o seu estatuto como elemento 
predicador, Marrafa (1985) recorre a testes sintácticos como Passiva, Relativização, 
Posição de Contraste e Topicalização à Esquerda
8
, que põem em evidência, “em frases 
de forma N0 V N1 P, uma autonomia relativa de N1 e P, ao contrário do que acontece 
quando o item que ocorre na posição deste último elemento é um restritor.” Veja-se o 
exemplo (3), aqui renumerado (5), fazendo actuar apenas Topicalização à Esquerda: 
(5)       (a) A Ana considera o irmão bonito. 
      (b) O irmão, a Ana considera-o bonito. 
      (c) *O irmão bonito, a Ana considera-o. 
O mesmo comportamento é exibido por P na construção com o verbo ter, quando 
submetido ao mesmo teste. Veja-se o exemplo (4), aqui retomado: 
(6)       (a) O João tem o braço inchado. 
(b) O braço, o João tem-no inchado. 
(c) *O braço inchado, o João tem-no. 
Compare-se, agora, o comportamento do constituinte adjectival com a função de 
restritor (exemplo de Marrafa): 
(7)       (a) Ele viu o urso branco. 
(b) O urso branco, ele viu-o. 
(c) *O urso, ele viu-o branco. 
                                                          
8
 Cf. Marrafa (1985: 24-29) 
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Estruturalmente, verifica-se que o restritor integra o SN e não é subcategorizado pelo 
verbo, ao passo que o predicador é sempre subcategorizado pelo verbo, quando integra 
o SN também.  
Esta diferença de funções permite que se dê conta da ambiguidade de frases como (8) 
(a) (exemplos de Marrafa): 
(8)       (a)  Ele pediu a sopa quente. 
(b) A sopa, ele pediu-a quente. 
(c) A sopa quente, ele pediu-a. 
(8) (a) pode ser analisada como N0 V N1 P e como N0 V N1, funcionando o adjectivo 
quente num caso como predicador, ou seja, recebendo uma interpretação predicativa, e 
no outro como restritor, ou seja, recebendo uma interpretação não predicativa.  
Este é um aspecto da maior relevância para o presente estudo, na medida em que 
determina grande parte das especificações que são aqui estabelecidas. Contrariamente 
ao que acontece em Português, e como foi já referido no capítulo 3, em Inglês, a questão 
da ambiguidade entre a interpretação predicativa e a interpretação não predicativa do 
constituinte adjectival não se coloca, dado que este ocupa posições sintácticas diferentes 
consoante a sua função, como predicado ou como restritor. No primeiro caso, e à 
semelhança do que acontece em Português, o constituinte adjectival ocupa a posição à 
direita do elemento que ocorre como objecto directo, e no segundo caso, ou seja, como 
restritor, o adjectivo ocupa a posição à esquerda do elemento que ocorre como objecto 
directo. 
Outros processos sintácticos que atestam o estatuto de P como predicador e, 
aproximam, desse modo, a construção com o verbo ter das outras construções 
transitivas-predicativas, são a aceitabilidade da sua Interrogação com Como? em (9) 
(10), a Posição de Contraste em (11) e (12), e a inaceitabilidade da omissão de P em 
(13) e (14).   
Retomemos os exemplos (3) e (4), aqui renumerados: 
(9)      (a) A Ana considera o irmão bonito. 
(b) P: Como é que a Ana considera o irmão? 
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(c) R: Bonito. 
(10) (a) O João tem o braço inchado. 
(b) P: Como é que o João tem o braço? 
(c) R: Inchado. 
(11) É bonito que a Ana considera o irmão. 
(12) É inchado que o João tem o braço. 
(13) *A Ana considera o irmão. 
(14) *O João tem o braço. 
Como se verifica, para a construção com o verbo ter, assim como para as outras, a 
omissão de P, provoca inaceitabilidade, revelando-se P como obrigatório. Mas é o 
processo da cliticização que melhor atesta o seu estatuto de predicador: 
(15) (a) O João tem o braço inchado. 
(b) Ele tem-no inchado há dias.  
(16) (a) Ela tem os olhos azuis. 
(b) Ela tem-nos azuis, iguais aos do pai. 
Compare-se com: 
(17) (a) A Ana acha / considera o irmão bonito. 
(b) A Ana acha-o / considera-o bonito. 
De facto, os resultados dos testes sintácticos a que a construção foi submetida não só 
atestam o estatuto de P como predicador como a sua proximidade com outras 
construções tradicionalmente consideradas transitivas-predicativas. Contudo, a 
construção distancia-se destas, no que respeita à alternância Activa-Passiva (19). 
(18) O irmão é considerado bonito pela Ana.  
(19) *O braço é tido inchado pelo João. 
Finalmente, outra propriedade apontada por Marrafa (1985), aplicável também a esta 
construção diz respeito a uma restrição geral sobre a construção transitiva-predicativa, 
definida pela autora, como se segue: 
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(20) N1 = Det N → Det = /+Def/ 
Duarte (2003:292), na descrição que faz das propriedades típicas de P, ou do 
predicativo do objecto directo, assim designado na tradição gramatical luso-brasileira, 
corrobora a descrição de Marrafa (1985) no que concerne a este aspecto:  
 “Em construções com verbos transitivos-predicativos, o SN acerca do qual é predicado o predicativo do 
objecto directo não pode ser um indefenido específico (e.g., *O João acha [uma colega] [uma óptima 
astrofísica] PredOD.).” 
No que respeita à ordem por que pode ocorrer o predicado, Marrafa (1993:267) 
argumenta que “embora a ordem não marcada seja objecto directo < resultativo, a 
ordem inversa não é completamente excluída”, como se ilustra em (21) (b): 
(21) (a) Considero a obra excelente. 
(b) ?Considero excelente a obra.9  
Mais uma vez, Duarte (2003:292) corrobora esta análise, dizendo: “o predicativo do 
objecto directo pode ocorrer adjacente ao verbo que o selecciona, formando um 
predicado complexo: O João considera simpática [a Maria]”.  
No entanto, na construção transitiva-predicativa com ter, a adjacência do predicativo do 
objecto directo ao verbo, em alguns casos, induz ambiguidade e até mesmo alteração 
semântica, na medida em que o verbo ter actualiza valores sintáctico-semânticos 
diversos ou adquire novos valores, consoante os elementos linguísticos com que co-
ocorre. Contraste-se (22) (a) com (22) (b):  
(22) (a) O João tem o carro avariado.  
(b) O João tem avariado o carro.  
Enquanto (22) (a) é passível de uma única interpretação, a de construção transitiva-
predicativa, em (22) (b), a adjacência do predicado ao verbo permite que o enunciado 
seja passível de duas leituras. Por um lado, (22) (b) pode receber a interpretação de uma 
                                                          
9 Marrafa (1993:275) refere a heterogeneidade de juízos e o que parece ser a necessidade de um acento de intensidade 




construção no pretérito perfeito composto, assumindo o verbo ter o valor de verbo 
auxiliar. Por outro, e em virtude da identidade formal entre o adjectivo participial 
(avariado) e o particípio passado do verbo (avariado), (22) (b) pode ser interpretado 
como uma construção transitiva-predicativa numa ordem marcada. No entanto, essa 
ambiguidade é neutralizada, quando não há identidade formal, como se ilustra em (23), 
ou nos casos em que os adjectivos não derivam de formas participiais, como em (24): 
(23) Ele tem avariada a máquina de lavar. 
(24)  Ela tem doentes a mãe e o pai. 
Em termos prosódicos, no entanto, a adjacência do predicativo do objecto directo ao 
verbo, quer seja formalmente idêntico ou não a um particípio passivo, não induz 
ambiguidade, visto que se distinguem os traços prosódicos de uma construção e de 
outra. 
Para concluir, pode dizer-se que, sintacticamente, estas estruturas exibem um 
comportamento semelhante aos restantes predicados complexos
10
. Tal como estes, a 
estrutura com o verbo ter não possui autonomia temática nem uma estrutura eventiva 
independente, formando o objecto directo, o constituinte adjectival e o verbo uma 
unidade léxico-conceptual (Marrafa, 1993). Ou seja, a omissão do constituinte 
adjectival torna a construção transitiva-predicativa inaceitável (25) (b). Neste aspecto, 
os predicados complexos distinguem-se dos predicados secundários, descritos neste 
trabalho no capítulo 3, sendo que nestes, a omissão do constituinte adjectival não induz 
agramaticalidade (26) (b), por serem constituídos por dois predicados, um primário e 
um secundário.  
(25) (a) Ele tem o escritório desarrumado. 
(b) *Ele tem o escritório. 
(26) (a) O João saiu irritado. 
(b) O João saiu.   
Semanticamente, contudo, as estruturas transitivas-predicativas com ter subdividem-se 
em dois grupos: o grupo de estruturas que, por denotarem estados [+Finais], resultados 
                                                          
10 Veja-se Marrafa (1993) sobre as diferenças entre estas construções e a secção 3.1 do capítulo 3 desta dissertação. 
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ou processos culminados (e.g., Ela tem as malas feitas) têm um parentesco semântico 
com os predicados complexos que envolvem estruturas com resultativos (e.g., Ela 
tornou a conversa agradável.), e o grupo de estruturas que não revelam parentesco 
semântico com esses predicados (e.g., Ele tem os dedos roxos), por veicularem apenas 
um valor estativo e não resultativo.
11
    
 
4.1.1 Restrições de selecção semântica do objecto directo 
Um aspecto linguístico que marca a especificidade desta construção diz respeito às 
restrições de selecção lexical impostas pela relação semântica estabelecida entre o 
objecto directo e o SN na posição de sujeito: em alguns casos, as unidades lexicais que 
integram o SNsuj e o SNod exprimem uma relação de meronímia/holonímia, noutros 
uma relação de parentesco e/ou proximidade social e, noutros, ainda, uma relação de 
pertença. Tendo por base estas relações, o argumento interno com a relação gramatical 
de objecto directo realiza-se lexicalmente como:  
 nome que designa membro ou parte do corpo (humano/não-humano) (e.g., Ele 
tem o braço inchado. / A mesa tem a perna partida. / O candeeiro tem a 
lâmpada fundida.) 
 nome que designa relação da esfera familiar ou social (e.g., Ela tem a amiga 
doente. / A Maria tem o filho constipado.)  
 nome que designa objecto ou espaço de uso pessoal: (e.g., O João tem o 
escritório arrumado. / Ela tem a saia rasgada.)  
Veja-se como a violação das restrições de selecção lexical/semântica torna a construção 
inaceitável:  
(27) *A Maria tem a casa da vizinha desarrumada. 
Mas (28), mesmo não violando as referidas restrições, é de aceitabilidade duvidosa:  
(28) ?A Joana tem o director constipado. 
                                                          
11
 Note-se, porém, que as estruturas com resultativos também denotam estados e, nesse sentido, existirá um certo 
“parentesco” com o segundo grupo, ainda que não de “1º grau”. 
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Com efeito, apesar das restrições enunciadas, as relações semânticas que se estabelecem 
entre a parte não verbal do predicado e o SN na posição de sujeito diferem de frase para 
frase. Em Ele tem o filho constipado, por exemplo, há uma relação de implicação bi-
unívoca entre Ele (pai) e filho, que não se verifica entre Ele e telefone, em Ele tem o 
telefone desligado.  
Determinar o tipo de relação sintáctico-semântica que se estabelece entre os diferentes 
constituintes da construção torna-se importante, na medida em que essa relação irá 
condicionar a opção de tradução mais adequada a ser especificada no sistema. Acresce 
ainda que, essas relações constituem parte da estruturação do valor semântico do verbo 
ter na construção transitiva-predicativa. 
  
4.1.2 Propriedades sintáctico-semânticas dos adjectivos 
São apenas compatíveis com esta construção os adjectivos predicativos, estando 
excluídos os não-predicativos
12
. Aqueles podem denotar tanto estados transitórios (Ele 
tem o braço inchado), como propriedades permanentes/estáveis
13
 (Ela tem os olhos 
redondos), assim como processos culminados, resultados ou estados [+Finais] (Ele tem 
os testes corrigidos).  
Contudo, nem todos os adjectivos predicativos são passíveis de ocorrência nesta 
construção. Veja-se, por exemplo, a inaceitabilidade de (29), que integra adjectivos 
predicativos que denotam propriedades permanentes/estáveis: 
(29) *Ela tem o filho inteligente / paciente / estudioso / alto. 
A restrição não parece, contudo, ser entre V e SA, mas entre SNod e SA, como o 
contraste entre (29) e (30) sugere: 
(30) Ela tem o QI alto. 
                                                          
12
 Sobre as propriedades dos adjectivos predicativos e não-predicativos, veja-se Casteleiro (1981) 
13
 Veja-se Mendes (2009) sobre este assunto. 
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O que parece justificar o efeito de definitude é o carácter único ou não da entidade 
denotada pelo OD no domínio denotado por ou associado a SU. Veja-se: ?* Ela tem o 
dedo pequeno. 
Contraste-se, ainda, (29) com (31), uma estrutura transitiva, onde a ocorrência dos 
mesmos adjectivos é aceitável, mas a interpretação predicativa é bloqueada pelo efeito 
de indefinitude
14
 causado pelo artigo: 
(31) Ela tem um filho inteligente / paciente / estudioso / alto. 
São também admitidos nesta construção adjectivos que denotam propriedades 
normalmente interpretadas como estáveis mas que podem, em alguns contextos, ser 
interpretados como resultados de um processo (32): 
(32) Ela tem o filho magro. (O filho está magro.) 
São particularmente produtivos nesta construção os adjectivos participiais, que denotam 
processos culminados, resultados ou estados [+Finais]: 
(33) Já temos a casa pintada. 
(34) A Ana tem a sala arrumada. 
Como se verifica através dos exemplos apresentados, embora válida até certo ponto, a 
tradicional dicotomia entre adjectivos que denotam propriedades transitórias e 
adjectivos que denotam propriedades permanentes não é, por si só, suficiente para a 
modelização sintáctico-semântica da construção transitiva-predicativa com ter, na 
medida em que a possibilidade de ocorrência destes depende largamente da combinação 
das suas propriedades semânticas com as propriedades semânticas potenciadas pelo 
verbo ter. Além disso, a ocorrência dos adjectivos participiais na construção envolve 
outros valores sintáctico-semânticos que devem ser observados na sua modelização. 
Valores esses que, por emergirem mais facilmente das paráfrases propostas para a 
construção, são discutidos na secção 4.4.2, dedicada às propriedades das paráfrases.  
 
 
                                                          
14
 Sobre o efeito de indefinitude cf. Marrafa (1993:199-208) 
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4.1.3 Estatuto do verbo ter  
O verbo ter, tradicionalmente designado como verbo estativo de posse, não funciona 
aqui com esse estatuto, visto não ser uma relação de posse que denota nesta construção, 
não existindo para tal um possuidor (argumento Locativo) nem um objecto possuído 
(argumento Tema), como se ilustra em (35):  
(35) Ele tem um barco à vela.  
parafraseável por Ele possui um barco à vela, sendo o verbo possuir aquele cujo sentido 
mais se aproxima do significado de ter nesta frase. Compare-se esta paráfrase com as 
paráfrases de (36) e (37): 
(36) (a) Ele tem o barco avariado. 
(b) *Ele possui o barco avariado. 
(37) (a) Ela tem a mãe doente. 
(b) *Ela possui a mãe doente. 
 
Com efeito, o verbo ter na construção transitiva-predicativa ((36) e (37)), não tendo o 
mesmo valor sintáctico-semântico que tem na construção transitiva, ou seja, um verbo 
transitivo directo com valor de posse, não é parafraseável pelo verbo possuir. Em (38), 
(39) e (40) exemplificam-se outras construções em que o verbo ter não ocorre com o 
valor de posse, representando outros valores sintáctico-semânticos: 
(38) O Paulo tem a casa em obras. (verbo transitivo-predicativo) 
(39) Ela tem dores de cabeça. (verbo leve; equivalente a Dói-lhe a cabeça) 
(40) O João tem feito o trabalho. (verbo auxiliar) 
Note-se como (40), embora aparentando semelhanças com (41), difere substancialmente 
do valor representado neste último:  
(41) O João tem o trabalho feito.  
No capítulo dedicado aos tempos verbais, Oliveira (2003:144 e 161 in Mateus et al) 
refere, em nota de rodapé, a semelhança aparente entre a construção em (40) e a 
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construção em (41). Enquanto (41) tem uma leitura claramente perfectiva, (40), sendo 
uma construção no pretérito perfeito composto, não marca perfectividade e pode ainda 
apresentar uma leitura de iteratividade, pelo que as duas construções não devem ser 
confundidas. 
Embora o verbo ter na construção transitiva-predicativa não tenha o valor de posse e 
não seja parafraseável por possuir, força uma interpretação de possessivo ou de 
pertença, pelo que as paráfrases da construção devem ter esta leitura disponível. Assim, 
as estruturas semanticamente mais próximas das construções transitivas-predicativas 
com ter são as construções copulativas e as passivas adjectivais, em que, para além da 
preservação da expressão adjectival, se recupera igualmente o valor estativo do verbo 
ter através do verbo estar e é ainda recuperada a interpretação de possessivo ou de 
pertença através de um determinante possessivo e/ou complemento determinativo. 
Semanticamente, estas paráfrases denotam uma relação de implicação face às estruturas 
originais, ou seja, a expressão Ela tem a saia rasgada implica que A saia dela está 
rasgada. Vejam-se os exemplos abaixo e as respectivas paráfrases e traduções: 
(42) (a) Ele tem o braço inchado. 
(b) O braço dele está inchado. 
(c) His arm is swollen. 
(43) (a) A Ana tem o cabelo comprido. 
(b) O cabelo da Ana é/está comprido. 
(c) Ann‟s hair is long. 
(44) (a) A bicicleta tem os pneus vazios. 
(b) Os pneus da bicicleta estão vazios. 
(c) The bike tires are flat. 
Sendo semanticamente equivalentes à estrutura original, as paráfrases monolingues (42) 
(b), (43) (b) e (44) (b), assim como as traduções em Inglês, (42) (c), (43) (c) e (44) (c), 
evidenciam que o verbo ter na construção transitiva-predicativa licencia dois tipos de 
relações semânticas. Por um lado, licencia o valor de possessivo ou de pertença através 
da relação estabelecida entre o SN sujeito e o SN objecto directo. Essa relação é 
expressa não só com recurso aos determinantes possessivos, como também ao caso 
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genitivo (relacionado com o possessivo) e aos tradicionalmente designados 
complementos determinativos, associados à expressão de pertença. Por outro lado, entre 
o SN objecto directo e o constituinte adjectival estabelece-se uma relação de cópula ou 
de passiva (quando o constituinte adjectival é formado por formas participiais). Assim, 
O Paulo tem o escritório arrumado, equivale a: O escritório [do Paulo] (valor de 
possessivo ou de pertença) + O escritório [está arrumado] (valor de cópula e/ou de 
passiva adjectival). Na intersecção de uma com a outra, obtém-se a paráfrase completa 
da construção, O escritório do Paulo está arrumado.
15
  
Em termos globais, esta análise permite-nos concluir que as diferenças nos valores 
semânticos do verbo ter na construção transitiva e na construção transitiva-predicativa 
assentam essencialmente na possibilidade de, na primeira, o verbo ter ser parafraseável 
por possuir e, na segunda, apenas por estar, e eventualmente ser. 
 
4.1.4 Propriedades das paráfrases 
Para além do valor de possessivo e/ou de pertença denotado pelo verbo, a construção 
transitiva-predicativa com ter tem, como as paráfrases nos permitem constatar, outras 
propriedades: são elas as propriedades das construções copulativas, ilustradas em (45) 
(a), e as propriedades da diátese passiva, verificáveis através da paráfrase com a 
passiva adjectival
16
, também designada por passiva resultativa ou de estado e 
construída com estar, ilustrada em frases como (46) (a).  
(45) (a) A Joana tem o irmão doente. 
(b) O irmão da Joana está doente. 
(46) (a) O Paulo tem as malas feitas. 
(b) As malas do Paulo estão feitas. 
Do ponto de vista interpretativo, enquanto nas passivas adjectivais o constituinte 
adjectival focaliza o estado resultante de uma transição sofrida pelo objecto directo, nas 
frases copulativas o constituinte adjectival que ocorre com a relação gramatical de 
                                                          
15
 Refira-se que esta descrição é informal, não envolvendo qualquer perspectiva transformacional.  
16
 A propósito das passivas adjectivais veja-se Duarte (2003:535) 
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predicativo do sujeito descreve um estado ou uma mudança de estado (Duarte 2003:521 
in Mateus et al). Na verdade, tanto a construção copulativa (45) (b) como a passiva 
adjectival (46) (b) constituem as paráfrases mais adequadas das correspondentes com 
ter, visto que através das construções copulativas com estar se veicula o mesmo valor 
aspectual de transitoriedade, presente em grande parte dos exemplos que temos vindo 
a analisar, e através das passivas adjectivais se veicula o mesmo efeito de 
perfectividade presente nas construções com adjectivos participiais, também 
representados de forma significativa nos exemplos. Com efeito, embora (43) seja 
ambígua, permitindo duas leituras para o constituinte adjectival, uma em que é 
interpretado como denotando uma propriedade transitória e outra em que é interpretado 
como denotando uma propriedade permanente, na quase totalidade das frases que 
integram a construção transitiva-predicativa com ter, os adjectivos denotam 
propriedades transitórias.  
Apesar de possuírem uma estrutura sintáctica idêntica
17
, passivas adjectivais e frases 
copulativas divergem nas propriedades sintácticas do adjectivo que nelas ocorre, sendo 
que, nas primeiras ocorrem exclusivamente formas participiais com natureza adjectival 
e nas segundas ocorrem adjectivos. Não cabendo no âmbito deste trabalho a discussão 
sobre a natureza verbal ou adjectival das formas participiais que ocorrem na passiva 
adjectival, cabe, contudo, a distinção das propriedades sintáctico-semânticas dessas 
formas e dos adjectivos que ocorrem nas frases copulativas, na medida em que é com 
base em frases copulativas e passivas adjectivais que a paráfrase da construção 
transitiva-predicativa com ter é feita. Acresce ainda que, a ocorrência de adjectivos e/ou 
de formas participiais nesta construção tem consequências ao nível da tradução em 
geral, e da tradução automática, em particular. Assim, o contraste de gramaticalidade 
entre (47) e (48), correspondentes a (45) (b) e (46) (b), transformadas em passivas 
sintácticas, atesta que estamos perante adjectivos de diferente natureza: 
(47) *O irmão da Joana foi doente.  
(48) As malas do Paulo foram feitas. 
Outro argumento que atesta essa diferença é a possibilidade de recuperação da forma 
activa de (46) (b), O Paulo fez as malas., mas não de (45) (b), *A Joana adoeceu o 
                                                          
17 Duarte (2003:535) 
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irmão. De facto, contrariamente a (45) (b), (46) (b) denota uma Acção e um Agente, o 
que permite que a frase seja traduzida em duas versões, uma com valor estativo, Paulo’s 
bags are packed, e outra com valor agentivo, Paulo has packed his bags. Para (45), 
apenas a tradução com valor estativo está disponível,  Joana’s brother is sick.    
A diferença reside, de acordo com esta análise, na possibilidade de as formas 
participiais de natureza adjectival que ocorrem nas passivas adjectivais serem 
convertíveis em formas participiais de natureza verbal, contrariamente ao que se verifica 
com os adjectivos que ocorrem nas frases copulativas. A constatação destas diferenças 
permite propor para as construções transitivas-predicativas com ter uma subdivisão de 
acordo com o tipo de adjectivos utilizado nas paráfrases: construções transitivas-
predicativas parafraseáveis por frases copulativas e construções transitivas-
predicativas parafraseáveis por passivas adjectivais (ou resultativas).  
No âmbito da tradução automática, a relevância sintáctica desta subdivisão deve-se ao 
facto de alguns tradutores automáticos, nomeadamente os sistemas baseados em 
estatística, em virtude da identidade formal entre adjectivos participiais e particípios 
passados, apresentarem como resultados de tradução para o segundo grupo outputs em 
que o adjectivo participial, associado ao verbo ter, é interpretado preferencialmente 
como particípio passado do verbo, logo, gerando frases no pretérito perfeito composto 
(Present perfect). A título ilustrativo, Ela tem a saia rasgada, é traduzido pelo sistema 
Google por She has torn her skirt. Embora a interpretação/paráfrase com valor estativo, 
A saia dela está rasgada, seja preferencial, seguindo-se, na ordem de preferência, a 
construção pronominal A saia dela rasgou-se, e, só depois, a construção com valor 
agentivo Ela rasgou a saia, o sistema traduz com base nesta última interpretação. A 
explicação para este desempenho não se deve ao facto de o tradutor automático ter 
disponível a especificação das três interpretações, visto ser um sistema baseado em 
estatística e não dispor de conhecimento linguístico, mas ao facto de a interpretação do 
verbo ter como verbo auxiliar no contexto linguístico em que ocorre (ou seja, na 
vizinhança de um adjectivo participial) ser estatisticamente mais elevada. Note-se que 
nem o facto de o adjectivo estar no género feminino constitui factor inibidor para a 




4.1.5 Estatuto do determinante artigo definido 
Nesta secção, analisa-se o estatuto do determinante artigo definido no âmbito da 
tradução do Português para o Inglês, visto recair sobre este a restrição geral sobre a 
construção, acima definida. Para além desta restrição (cf. secção 4.1), importa salientar 
que, na construção transitiva-predicativa com ter, contrariamente ao que acontece nos 
predicados secundários, analisados no capítulo 3, se impõem outras restrições ao 
determinante artigo definido. Essas restrições prendem-se com o valor semântico que o 
artigo definido actualiza na construção transitiva-predicativa com ter, o valor de 
possessivo nulo
18
, e que está intimamente ligado ao valor de possessivo/pertença 
licenciado pelo verbo.  
Do ponto de vista da tradução, em geral, e da tradução automática, em particular, 
importa pôr em evidência o valor semântico do artigo definido em Português, tendo em 
conta que este pode ser passível de duas interpretações, consoante o contexto linguístico 
em que ocorre. Por um lado, o artigo definido em Português pode ser interpretado e 
traduzido pelo determinante artigo definido the em Inglês, e, por outro, pode ser 
interpretado e traduzido por qualquer um dos determinantes possessivos my, your, his, 
her, our, their, nos contextos linguísticos em que o possessivo é nulo em Português, 
mas o seu valor pode ser recuperado através dos traços formais de pessoa e número na 
flexão ou através de pronomes pessoais circunvizinhos (e.g., Ela levou a filha ao circo, 
She took her daughter to the circus; Vendi o carro, I sold my car.) Nestes contextos 
linguísticos, o possessivo está subentendido em Português, pelo que a sua realização 
lexical se torna redundante. No entanto, na tradução para o Inglês ou para o Francês, o 
possessivo tem, necessariamente, de ser realizado lexicalmente, dado que nenhuma das 
línguas dispõe de possessivos nulos. Veja-se, a título de exemplo, a frase que se segue: 
(49) (a) Cortei o cabelo. 
(b) I  have cut my hair. 
(c) J‟ai coupé mes cheveux. 
                                                          
18
 Note-se, no entanto, que, nos predicados secundários, ocorrem alguns casos em que o artigo definido tem o valor 
de possessivo. Por exemplo, Prefiro os bifes espessos é preferencialmente traduzido por I prefer my steaks thick.  
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No âmbito da tradução automática, e em especial nos sistemas baseados em estatística, 
logo, baseados numa abordagem empírica do uso que os falantes fazem da língua, a 
nossa análise é sustentada pelo facto de o determinante artigo definido ser traduzido por 
um possessivo, quando o artigo definido denota uma relação de implicação entre o 
SNsuj e o SNod como em Ele tem a camisa aberta, traduzido por He has his shirt open 
(undone) (Google), e, quando não denota essa relação de implicação, ser traduzido pelo 
determinante artigo definido the, como em Ele tem a loja aberta, traduzido por He has 
the store open (Google). 
 
4.1.6 O efeito de indefinitude: interpretação predicativa vs. interpretação não  
predicativa  
Atente-se nos exemplos que se seguem: 
(50) (a) Ele tem os olhos azuis. 
(b) Ele tem olhos azuis. 
(51) (a) Ele tem o computador avariado. 
(b) Ele tem computadores avariados. 
Uma restrição geral sobre a construção transitiva-predicativa, definida por Marrafa 
(1985), e já aqui apresentada na secção 4.1 deste capítulo, diz respeito ao carácter de 
definitude do determinante, aqui retomado em (52): 
(52) N1 = Det N → Det = /+Def/ 
Na sequência de Marrafa (1993) assume-se que a definitude do determinante é condição 
indispensável para a interpretação predicativa do constituinte adjectival. Por outras 
palavras, o estatuto do SA como predicador, em (50) (a) e (51) (a), está inteiramente 
dependente da presença do determinante, que deve ter um valor [+Definido]. A ausência 
de determinante definido (50) (b) e (51) (b) provoca um efeito de indefinitude que 
bloqueia a interpretação predicativa do adjectivo, que passa a ter função restritiva, logo 





4.2 Opções de tradução 
Esta secção tem por objectivo apresentar as opções de tradução mais adequadas para a 
construção transitiva-predicativa com o verbo ter, tendo em consideração as suas 
propriedades sintácticas e semânticas, enunciadas e exemplificadas nas secções 
anteriores.  
Como se tornou evidente através da análise, esta construção encerra aspectos 
linguísticos muito específicos, pelo que as propostas de tradução devem ser conformes a 
esses aspectos e, simultaneamente, corresponderem ao significado que a mesma possui 
na língua de partida.  
Contudo, traduzir a construção para a língua alvo, tentando preservar uma estrutura 
próxima do original, seria de todo inadequado. Veja-se o resultado da tradução literal de 
(53) (a): 
(53) (a) Ela tem as mãos molhadas. 
(b)*She has the hands wet.  
Embora susceptível de ser interpretada, (53) (b) não é uma sequência gramatical, logo 
não poderá ser aceite como tradução adequada.  
 
4.2.1 Controlo da linguagem vs. não controlo da linguagem  
De acordo com o que tem vindo a ser proposto neste trabalho, a adequação da tradução 
da estrutura transitiva-predicativa com ter passa primeiramente pelo controlo da 
linguagem através de uma paráfrase monolingue. E, ainda que perca em naturalidade e 
espontaneidade face à estrutura original, a paráfrase é semanticamente equivalente 
àquela, pelo que se afigura a melhor opção de tradução. Assim, se (53) (a) for 
parafraseado por (54) (a), obtém-se (54) (b), que é semanticamente equivalente a (53): 
(54) (a) As mãos dela estão molhadas. 
                 (b) Her hands are wet.  
De igual modo, em construções cujo SNsuj integre um nome próprio, como em (55) (a), 
recorrer-se-á ao mesmo processo, sendo que o SN integrará o sujeito em questão com a 
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chamada função de complemento determinativo na paráfrase monolingue (55) (b), que, 
na tradução, em (55) (c), é expresso pelo morfema do caso genitivo. 
(55) (a) A Ana tem as mãos molhadas. 
(b) As mãos da Ana estão molhadas. 
(c) Ann‟s hands are wet.  
Em construções elípticas, (56) (a), com sujeitos subentendidos, não sendo estes 
recuperáveis em contexto, recorrer-se-á aos pronomes pessoais correspondentes. 
(56) (a) Têm a casa inundada. = Eles/elas têm a casa inundada. 
(b) A casa deles/delas está inundada. 
(c) Their house is flooded. 
O possessivo nulo, (57) (a), é recuperado através dos traços formais de pessoa e número 
na flexão do verbo ter.   
(57) (a) Tenho o braço inchado. = Tenho o meu braço inchado. 
     (b) O meu braço está inchado. 
            (c) My arm is swollen. 
No entanto, a resolução das dificuldades de tradução colocadas por esta estrutura nem 
sempre se processa com a mesma simplicidade, ou seja, com recurso à paráfrase. 
Exemplos há que, embora parafraseados, não podem ser traduzidos de forma tão linear, 
ou, dito de outro modo, a paráfrase não constitui a solução mágica para todos os 
problemas que a construção transitiva-predicativa com ter coloca à tradução. É o caso 
de (58), em que a expressão estar constipado não encontra na língua alvo um 
equivalente semântico com a sequência verbo [to be] + [adjectivo], mas sim com o 
verbo [have got] + [nome], (58) (c). A tradução do exemplo implica, pois, que a 
expressão constituída pelo verbo e pelo adjectivo seja traduzida como um todo ou como 
uma combinatória e não palavra a palavra, o que resultaria num output de todo 
inadequado.  
(58) (a) Ela tem o filho constipado. 
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(b) O filho dela está constipado. 
(c) Her son has got a cold. 
Do mesmo modo, Ele tem o carro avariado, não poderá ser traduzido com recurso à 
referida sequência [to be] + [adjectivo], baseada na paráfrase O carro dele está 
avariado. Embora His car is broken. seja uma sequência gramaticalmente correcta, 
estando o adjectio broken registado em Cambridge Dictionaries Online com o 
significado de damaged, no longer able to work e ilustrado com o exemplo My watch is 
broken., quando o nominal watch é substituído por car, a sequência é considerada 
“estranha” pelos falantes nativos, sendo apresentadas como alternativas as construções 
My car has broken down. ou My car isn’t working.19  
Este exemplo vem, por um lado, demonstrar que o controlo da linguagem através das 
paráfrases, ainda que válido para a maioria dos exemplos, não constitui o ponto de 
partida universal para a tradução de todos os exemplos da construção transitiva-
predicativa com ter. Por outro lado, a frase demonstra também que, embora o núcleo da 
construção transitiva-predicativa seja constituído por um adjectivo, muitos exemplos 
não têm disponível uma tradução para o Inglês com recurso a expressões adjectivais, 
mas apenas a expressões verbais. Este facto deve-se, em alguns casos, à natureza verbal 
dos referidos adjectivos que, na sua denotação, implicam uma Acção e um Agente. 
Noutros casos, o recurso a expressões verbais em detrimento das expressões 
nominais/adjectivais deve-se unicamente à idiossincrasia da língua inglesa, que 
privilegia as primeiras. A comprovar a primeira justificação está o exemplo Ele tem os 
testes corrigidos, que não encontra na paráfrase com valor estativo – Os testes dele 
estão corrigidos – a solução ideal para uma tradução adequada, mas antes nas paráfrases 
com valor agentivo – Ele já corrigiu os teste. ou Ele corrigiu os testes cuja correcção 
lhe cabia – sobre as quais se baseiam as opções de tradução mais adequadas para este 
exemplo – He has already marked/corrected the tests e He corrected/marked the tests 
that were assigned to him ou He corrected/marked the tests that were part of his 
assignment. A razão para a inadequação da primeira paráfrase deve-se à ambiguidade 
introduzida pelo complemento determinativo dele que, aliado à estrutura qualia do 
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nome teste, torna o complemento determinativo passível de duas interpretações: do 
professor ou do aluno. Ou seja, Os testes dele estão corrigidos pode, por um lado, ser 
interpretado como Os testes do aluno X estão corrigidos e, por outro lado, pode ser 
interpretado como Os testes cuja correcção cabia ao professor Y estão corrigidos. Esta 
ambiguidade está relacionada com os papéis da estrutura qualia do nome teste, em 
particular, com o seu papel agentivo (elaborar e corrigir, relacionado com professor) e 
o seu papel télico (resolver, relacionado com aluno). Num sistema em que a informação 
léxico-semântica possa ser representada, a representação dos papéis temáticos de teste 
na sua estrutura qualia permitiria uma análise mais eficiente deste tipo de frases.       
Outros exemplos, ainda, admitem a tradução da construção transitiva-predicativa com 
ter pela sequência [to be] + [adjectivo], (59) (c), assim como por expressões verbais 
[have/has] + [Past participle], (59) (d).  
(59) (a) Temos as malas feitas. 
     (b) As nossas malas estão feitas. 
     (c) Our bags are packed. 
     (d) We‟ve packed our bags.  
Exemplos há ainda que, para além dos seus equivalentes mais neutros, dispõem de 
equivalentes de natureza idiomática, como é precisamente o caso de (59), que poderia 
ser traduzido pela expressão We are all packed., mais natural e espontânea do que (59) 
(c) e (d).  
Finalmente, outros exemplos (60), admitem a tradução pela sequência [to be] + 
[adjectivo], (60) (c), e simultaneamente pelo esquema [have/has got] + [adjectivo] + 
[nome], (60) (d). 
(60) (a) A mesa tem a perna partida. 
(b) A perna da mesa está partida. 
(c) The table leg is broken. 
(d) The table has got a broken leg.  
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Contudo, as traduções aqui apresentadas são propostas por tradutores humanos, e a 
possibilidade de escolher entre opções de tradução mais ou menos adequadas e mais ou 
menos expressivas, é de carácter eminentemente humano, dificilmente podendo ser 
exercida pela máquina. Não cabendo no âmbito deste trabalho a especificação 
linguística do leque variado de opções de tradução para a construção transitiva-
predicativa com ter, este limitar-se-á à modelização das opções de tradução 
consideradas mais neutras, isto é, aquelas que permitem captar de forma mais eficaz o 
significado que a construção possui na língua de partida.  
Assim, a análise sobre a tradução da construção transitiva-predicativa com ter permitiu-
nos identificar três padrões sintácticos possíveis na tradução desta estrutura para o 
Inglês, com ou sem necessidade de recurso à paráfrase: 
 SN [Possessive + Noun] + [To Be] + [Adjective] 
E.g. Her mother is sick. / His eyes are round. 
 SN [Noun / Pronoun] + [Have/Has Got] + [[Noun] / [Adjective + Noun]]  
E.g. The table has got a broken leg. / He has got round eyes. 
Her son  has got a cold. 
 SN [Noun / Pronoun] + [Have/Has] + [Past participle] + [Noun] 
E.g. We have packed our bags. / He has corrected the tests. 
Note-se que o primeiro padrão sintáctico é substituível pelo segundo, sempre que os 
exemplos se refiram à descrição das características físicas de uma dada entidade: The 
table leg is broken ou The table has got a broken leg, His eyes are round ou He has got 
round eyes. 
 
4.3 Desempenho dos sistemas de TA  
A secção que agora se apresenta incide sobre o comportamento dos sistemas de TA na 
tradução da construção transitiva-predicativa com ter no par de línguas Português-
Inglês. À semelhança da metodologia adoptada no capítulo anterior, procedeu-se, 
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primeiramente, à construção de frases direccionadas para a problemática das estruturas 
transitivas-predicativas com ter e à sua respectiva tradução com recurso às ferramentas 
de tradução automática já apresentadas, nomeadamente Google, Systran e SDL Free 
Translation Online, ao que se seguiu a avaliação do desempenho dos sistemas através da 
comparação dos resultados de tradução obtidos.  
A análise do desempenho dos sistemas divide-se em duas partes: na sub-secção 4.3.1 
analisa-se a tradução automática das construções transitivas-predicativas com ter 
parafraseáveis por frases copulativas, aqui designadas por Grupo 1, na secção 4.3.2 
analisa-se a tradução automática das construções transitivas-predicativas com ter 
parafraseáveis por passivas adjectivais, aqui designadas por Grupo 2. 
 
4.3.1 TA de construções transitivas-predicativas com ter (Grupo 1) 
Esta subsecção centra-se na avaliação do desempenho dos sistemas de TA na tradução 
de construções transitivas-predicativas parafraseáveis por frases copulativas.  
Atente-se nos exemplos (50) (a) e (50) (b) da secção 5, aqui renumerados (61) e (62) e 
traduzidos nos sistemas Google, Systran e SDL: 
(61) (a) Ele tem olhos azuis. 
         (b) He has blue eyes. (Google)  
                     (c) It has azuis eyes. (Systran.)  
                     (d) He has blue eyes. (SDL) 
(62) (a) Ele tem os olhos azuis. 
                     (b)  He has blue eyes. (Google) 
                     (c) It has the azuis eyes. (Systran) 
                     (d) He has the blue eyes. (SDL) 
Atente-se, ainda, no exemplo (63):  
(63)  (a) Ela tem a irmã doente. 
              (b) She has a sick sister. (Google)  
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                    (c) It has the sick sister. (Systran)  
        (d) She has sick sister. (SDL) 
A razão por que se apresenta aqui o exemplo (61), em contraste com (62), prende-se 
com a necessidade de pôr em evidência o comportamento dos sistemas de TA 
relativamente à diferente natureza sintáctico-semântica do verbo ter na construção 
transitiva (61) e na construção transitiva-predicativa (62). Se compararmos os resultados 
das traduções de (61) (a) e (62) (a), podemos imediatamente constatar que a construção 
transitiva não predicativa (61) (a), ou seja, aquela em que o verbo ter é conjugado 
transitivamente e o adjectivo tem interpretação não predicativa, é facilmente 
interpretada e traduzida pelos tradutores automáticos, por esta ser a interpretação 
preferencial do verbo e, por conseguinte, encontrar-se já especificada nos sistemas, a 
par de outras construções transitivas.  
Contrariamente, (62) (a) e (63) (a), cujas estruturas são transitivas-predicativas, não são 
reconhecidas pelos sistemas como tal. Não sendo capazes de as reconhecer, os sistemas 
atribuem, por defeito, a interpretação transitiva ao verbo e a interpretação não 
predicativa ao constituinte adjectival, gerando resultados de tradução inadequados, por 
serem sintáctica e semanticamente diversos das estruturas de partida. Tal é a dimensão 
das dificuldades no reconhecimento da construção que as estruturas são ora traduzidas 
de forma quase literal, em (62) (d) e (63) (c), ora traduzidas como estruturas transitivas, 
em (62) (b), ora traduzidas com omissão do determinante artigo definido, em (63) (d), 
ora traduzido o artigo definido por um indefinido em (63) (b).  
A justificação para as dificuldades encontradas pelos sistemas e para os fenómenos aqui 
descritos deve-se, em nosso entender, essencialmente a dois factores: por um lado, à 
inexistência de uma estrutura semelhante em Inglês, o que justifica o desempenho 
insatisfatório do sistema baseado em estatística, dado que opera com recurso a 
recuperação de informação numa base de dados, e por outro, à inexistência de 
especificações linguísticas para a tradução da construção transitiva-predicativa nos 




Vejamos outros exemplos do mesmo grupo, agora apresentados em forma tabular, para 
maior facilidade de consulta, e analisemos de forma mais pormenorizada os fenómenos 
linguísticos que ocorrem no processo de interpretação dos inputs e geração dos outputs.   
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Ele tem a camisa 
aberta. 
(b) 
He has his shirt 
open. 
(c) 
It has the open 
shirt. 
(d) 
He has the open 
shirt.     
(65) (a) 
Ele tem a casa 
cheia. 
(b) 
He has a full house.  
(c) 
It has the full 
house. 
(d) 
  He has home full. 
(66) (a) 
Ela tem o filho 
constipado. 
(b) 
She has a son 
constipated. 
(c) 
It has the 
constipated son. 
(d) 
She has the stuffed 
up son. 
(67) (a) 
A Maria tem as 
mãos frias. 
(b) 
Maria has cold 
hands. 
(c) 
The Maria has the 
cold hands. 
(d) 
  To Maria has the 
cold hands.   
(68) (a) 
O rapaz tem os 
calções rotos. 
(b) 
The boy has torn 
shorts.  
(c) 
The boy has the 
ragged shimstocks. 
(d) 
The boy has the 
ragged shorts. 
Quadro 5 – Tradução de construções transitivas-predicativas com ter (Grupo 1) 
Em termos globais, pode dizer-se que, tanto nos exemplos do Quadro 5 como nos 
exemplos (61), (62) e (63), a transformação sintáctica de maior relevo nos resultados de 
tradução dos sistemas é o total apagamento da estrutura transitiva-predicativa, que dá 
lugar a uma estrutura meramente transitiva e bloqueia por completo a predicação. E 
outro desempenho não seria expectável, tendo em conta que, como já referido, esta 
estrutura é inexistente em Inglês. Ainda assim, a substituição da estrutura transitiva-
predicativa pela estrutura transitiva não justificaria a quantidade de sequências 
agramaticais obtidas nos sistemas. A justificação para este desempenho parece dever-se 
ao facto de os sistemas “se perderem” na análise da estrutura transitiva-predicativa. 
Analisemos com mais pormenor os fenómenos observados. 
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Com excepção dos outputs (64) (b) e (66) (b) do Google, em que o adjectivo é mantido 
em posição pós-nominal, preservando assim uma leitura predicativa, nos restantes 
outputs o constituinte adjectival deixa de ter o estatuto de predicado, passando a 
modificador. E embora o Systran não possua no léxico a tradução para o adjectivo azuis 
em (62) (c), interpreta-o como um modificador, colocando-o na posição canónica em 
Inglês, a posição pré-nominal, à semelhança do que se observara com exaustos no 
exemplo (51) do capítulo 3. 
O não reconhecimento da estrutura transitiva-predicativa e a interpretação do verbo ter 
com valor transitivo tem consequências de vária ordem para a interpretação do artigo 
definido. Em termos muito gerais, o desempenho dos sistemas essencialmente baseados 
em conhecimento (Systran e SDL) distingue-se do desempenho do sistema Google. 
Exceptuando-se o output (63) (d), que será analisado mais adiante nesta secção, e (65) 
(d), em que casa é traduzido por home e full não é interpretado como seu modificador, 
pelo que dispensa o determinante, nos restantes outputs, os sistemas baseados em 
conhecimento são regulares na tradução do artigo definido, traduzindo-o sempre por 
the, quer esteja no feminino, no masculino, no singular ou no plural. O Google, sendo 
de base estatística, traduz com base nos corpora que constam da sua base de dados e 
apresenta as hipóteses de tradução com maior probabilidade de ocorrência. 
Sintomaticamente, não se regista nos seus outputs a ocorrência do artigo definido, o que 
evidencia a inexistência de uma estrutura transitiva-predicativa semelhante a esta em 
Inglês, mas apenas uma estrutura transitiva com ter. Esse facto é corroborado pelos 
resultados apresentados em (63) (b), (65) (b) e (66) (b), que confirmam que, 
estatisticamente, a maior probabilidade de ocorrência do verbo ter em Inglês é na 
qualidade de verbo transitivo, seguido de artigo indefinido e não de artigo definido em 
SNs que integram nominais no singular, e de artigo zero em SNs que integram nominais 
plurais modificados por adjectivos, como ilustram os outputs (62) (b), (67) (b) e (68) 
(b).  
No entanto, esta análise é imediatamente posta em causa quando o verbo no presente do 
indicativo é alterado para o pretérito perfeito ou imperfeito do indicativo e são alterados 
os pronomes pessoais ou alternados os nomes por pronomes no SNsuj. A título 
ilustrativo, vejam-se as frases que se seguem e respectivas traduções: Ele teve a casa 
cheia, He had the full house (cf. (65) (b)). Ele tinha a casa cheia, He had a full house, 
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(cf. (65) (b)). Ela teve o filho constipado, She had the son constipated (cf. (66) (b)). O 
rapaz tinha os calções rotos, The boy had his shorts torn. O rapaz teve os calções rotos, 
The boy had torn the shorts (cf. (68) (b)). Ele tem os calções rotos, He has torn the 
shorts (cf. (68) (b)).   
Bastante irregulares é como se classificam os resultados deste sistema, sendo que o 
artigo definido em Português é umas vezes traduzido pelo definido the, outras vezes 
pelo indefinido a(n), outras ainda pelo possessivo his. A esta irregularidade acresce 
ainda a diversidade de resultados sintáctico-semânticos para as variantes do exemplo 
(68), em que rotos é traduzido ora como particípio passado ora como adjectivo 
modificador do nome (ele tem calções rotos (torn shorts), rasgaram-lhe os calções (had 
his shorts torn), rasgou/tinha rasgado os calções (has/had torn the shorts), em vez do 
resultado esperado The boy’s shorts are torn/ripped.). Esta irregularidade só é 
explicável pela natureza empírica do modelo em que o sistema se baseia, ou seja, não 
havendo ocorrências de estruturas transitivas-predicativas com ter na sua base de dados, 
dificilmente pode o sistema apresentar resultados aceitáveis e/ou regulares, pelo que 
opera um tanto aleatoriamente. Há, porém, a destacar um fenómeno linguístico bastante 
satisfatório relativamente à tradução do artigo definido, que se regista em (64) (b) e 
igualmente numa das variantes de (68), já referido acima. Nestes exemplos, o artigo 
definido que integra o SNod a camisa é traduzido pelo determinante possessivo his, 
denotando a relação de pertença existente entre Ele e camisa (his shirt) e entre Ele e 
calções (his shorts). Interessa aqui pôr em evidência este fenómeno, tendo em conta que 
sustenta empiricamente a análise do valor sintáctico-semântico do verbo ter acima 
apresentada. Embora não esteja explicitamente modelado nos sistemas baseados em 
conhecimento, o valor de possessivo nulo denotado pelo artigo definido em exemplos 
como estes, emerge naturalmente das bases de dados nos sistemas estatísticos, o qual 
reflecte não só as regras gramaticais de uma dada língua, assim como o uso que os 
falantes fazem da mesma. 
Retomando, agora, a análise do output (63) (d), o SDL gera um output sintacticamente 
diferente do output (62) (d). Sendo as frases de partida estruturalmente idênticas, 
esperava-se que o comportamento do sistema na interpretação e geração dos outputs 
fosse homogéneo, facto não verificado aqui. Na verdade, enquanto em (62) (d), o 
sistema interpreta e traduz o exemplo de forma literal, o mesmo não se passa com o 
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exemplo (63) (d), onde o artigo definido é omitido. A explicação para esta aparente 
incoerência reside no facto de haver identidade formal entre a determinante artigo 
definido no feminino singular e a preposição, facto que explica igualmente a tradução 
do artigo definido pela preposição to em (67) (d). Apesar da ambiguidade do termo, o 
sistema dispunha ainda de um elemento desambiguador, adjacente ao determinante, o 
nome irmã, que seria suficiente para a determinação da sua categoria gramatical. Ainda 
assim, o seu desempenho é insatisfatório. Por seu lado, o determinante definido no 
masculino plural “os”, sendo categorialmente menos ambíguo, é facilmente reconhecido 
e traduzido pelo sistema. 
É interessante verificar que o Systran, sistema inicialmente baseado em conhecimento, 
tal como o SDL, revela um desempenho diferente deste, na medida em que traduz o 
artigo definido tanto num exemplo - (62) (c) - como no outro -  (63) (c) -, demonstrando 
maior eficiência e adequação na fase de desambiguação. Esta melhoria dever-se-á 
certamente ao novo método de tradução que tem vindo a ser implementado no sistema, 
caracterizado por uma abordagem híbrida. Contudo, o sistema não possui ainda 
especificações para diferenciar os pronomes pessoais da terceira pessoa do singular ele e 
ela, traduzindo-os todos pelo pronome neutro it. 
Atentemos, agora, no exemplo (66) (a). Para além dos fenómenos já notados acima e 
que se repetem neste, nomeadamente, o da não identificação da estrutura e consequente 
interpretação do adjectivo como restritor e não como predicado, verifica-se aqui um 
fenómeno que merece ser destacado: o da tradução do adjectivo. Com excepção do 
SDL, em (66) (d), que, embora não apresentando a tradução mais adequada (stuffed up), 
oferece a solução mais “próxima” do significado de constipado, os outros sistemas 
apresentam soluções, no mínimo, bizarras. Sabendo-se comummente que constipated e 
constipado são false friends, denotando o adjectivo em Inglês obstipação e o adjectivo 
em Português defluxo e obstrução nasal, é estranho que nenhum dos sistemas possua as 
especificações semânticas no léxico para estas entradas lexicais e faça corresponder o 
significado de um ao significado de outro. Evidentemente, o resultado obtido é 
inadequado, visto que diverge semanticamente da frase de partida. Contudo, a alteração 
das especificações semânticas de constipado e constipated não bastaria para a melhoria 
dos resultados de tradução, na medida em que na paráfrase correspondente a este 
exemplo ocorre uma combinatória ou uma expressão lexicalizada (69), estar 
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constipado, que implica que seja traduzida como um todo e não palavra a palavra, como 
já havia sido referido na secção 4.2.1.
20
   
(69)  O filho dela está constipado. 
Para que tal seja concretizável e o resultado de tradução seja mais adequado, como em 
(70), na entrada lexical do verbo estar deverá constar o significado da lexia estar 
constipado em Inglês, to have a cold:   
(70) Her son has got a cold.  
Os resultados obtidos em (66) (b) e (66) (c) demonstram ainda que a geração dos 
outputs por parte dos sistemas não se deve processar de forma directa e que uma das 
fases intermédias deve implicar a busca no léxico das combinatórias ou lexicalizações 
do SA com estar e respectivos equivalentes semânticos em Inglês. Desse modo, 
garantir-se-á que a qualidade dos outputs seja ainda melhor. 
 
4.3.2 TA de estruturas transitivas-predicativas com ter (Grupo 2) 
Vejamos, agora, o desempenho dos sistemas na tradução das estruturas transitivas-








                                                          
20
 Note-se que o problema não se põe apenas com os adjectivos constipado e constipated e com a lexia estar 
constipado, mas também com o nome constipação que é traduzido por constipation. 
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Ela tem a saia 
rasgada. 
(b) 
She has torn her 
skirt. 
(c) 
It has the torn skirt. 
(d) 
She has it leave 
thorn.   
(72) (a) 
A Maria tem os 
testes corrigidos. 
(b) 
Maria has corrected 
the tests. 
(c) 
The Maria has the 
corrected tests. 
(d) 
To Maria has the 
tests corrected.   
(73) (a) 
Ele tem as malas 
feitas. 
(b) 
He has made the 
bags. 
(c) 
It has the done 
luggages. 
(d) 
He has the suitcases 
made.   
(74) (a) 
O João tem o 
telefone desligado. 
(b) 
John has the phone 
off. 
(c) 




 The João has the 
telephone turned 
off.   
(75) (a) 
Ele tem o carro 
avariado. 
(b) 
He has damaged the 
car. 
(c) 
It has the damaged 
car. 
(d) 
He has the car 
damaged.   
Quadro 6 – Construções transitivas-predicativas com ter (Grupo 2) 
Considerando que os fenómenos linguísticos e computacionais observados nos 
exemplos do Quadro 6 são idênticos aos fenómenos observados nos exemplos do 
Quadro 5, já descritos exaustivamente, a análise agora apresentada cingir-se-á à 
descrição do desempenho dos sistemas no que concerne à interpretação do verbo ter 
como verbo auxiliar e de aspectos pontuais que mereçam algum destaque.   
Um dos aspectos que merece ser salientado diz respeito ao resultado de tradução 
semanticamente incongruente apresentado pelo SDL para o exemplo (71) (a) - Ela tem a 
saia rasgada -, traduzido, respectivamente, por She has it leave thorn. A incongruência 
semântica deve-se principalmente a dois factores, por um lado ao erro ortográfico/erro 
tradução de rasgado por thorn em vez de torn, erro, aliás, já notado no capítulo 3; por 
outro lado, à ambiguidade do termo saia - nome comum no feminino singular - aqui 
interpretado pelo seu homónimo, forma verbal do verbo sair no modo Imperativo, e 
traduzido por leave  e não por skirt, como seria adequado. 
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Outro aspecto a realçar tem a ver com o problema gramatical produzido pelo Systran em 
(73) (c), onde luggage, um nome massivo, ocorre com marca de plural luggages. Além 
disso, o item seleccionado não é o mais adequado para traduzir malas, que seria 
traduzido de forma mais exacta por bags. 
Passando ao cerne da análise a que se propõe esta secção, nomeadamente, à descrição 
do desempenho dos sistemas relativamente à interpretação do verbo ter como verbo 
auxiliar em virtude da sua vizinhança com adjectivos participiais, cabe dizer que o 
tradutor Google é o único que produz resultados com essa interpretação. Vejam-se os 
outputs (71) (b), (72) (b), (73) (b) e 75 (b).    
Embora a tradução de alguns dos exemplos da construção transitiva-predicativa com ter 
contemple também o recurso ao Present perfect [have/has + past participle] (João’s car 
has broken down, He has packed his bags, He has corrected the tests), a ocorrência do 
Present perfect nos resultados produzidos pelo tradutor Google não deriva de uma 
análise linguística das frases de partida, dado tratar-se de um sistema de base estatística 
e, portanto sem conhecimento linguístico. Estes resultados derivam da consulta 
efectuada pelo sistema aos seus corpora bilingues alinhados e de cálculos 
probabilísticos que indicam ser a sequência [have/has + past participle] aquela que tem 
maior probabilidade de ocorrência em Inglês, sempre que em Português ocorra, numa 
dada frase, a sequência [ter + adjectivo participial]. Por conseguinte, a ocorrência do 
Present perfect nos resultados do sistema deve ser encarada com reserva. 
Com excepção do output (74) (b), em que o adjectivo desligado é traduzido pela 
preposição off, presumivelmente por ser essa a correspondência com maior 
probabilidade de ocorrência, todos os outros exemplos são traduzidos pela sequência 
[have/has + past participle] - has torn, has corrected, has made, has damaged. Em 
termos semânticos, os resultados de (71) (b) e (72) (b) podem ser considerados 
satisfatórios, embora (72) (b) tenha, como foi notado na secção 4.1.4, uma opção de 
tradução mais neutra e portanto mais adequada, por veicular o valor estativo denotado 
na frase de partida – Her skirt is torn. O resultado obtido em (73) (b) não pode ser 
considerado satisfatório, ainda que veicule um dos seus valores semânticos mais 
preponderantes - o valor agentivo. A inadequação do output prende-se com o facto de 
este ser traduzido literalmente - make the bags, não tendo em conta a lexia fazer as 
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malas, correspondente à expressão pack the bags. Mas outro resultado não seria 
expectável, tendo em conta que a tradução não está a ser feita com base numa análise 
linguística, mas sim, na busca dos melhores padrões de correspondência entre 
segmentos da língua de partida e segmentos da língua alvo. Quanto ao resultado obtido 
em (75) (b), considera-se que seja pouco satisfatório, na medida em que é atribuída ao 
Sujeito a responsabilidade da acção de avariar o carro – He has damaged the car –, 
quando na frase de partida apenas é veiculado o valor estativo – Ele tem o carro 
avariado (O carro dele está avariado).   
 
4.4 Regras para o controlo da linguagem  
De acordo com o que é defendido neste capítulo, a melhoria da qualidade dos outputs na 
tradução da construção transitiva-predicativa com ter passa, necessariamente, pelo 
controlo da linguagem através de paráfrases. As paráfrases propostas para esse controlo 
são as frases copulativas e as passivas adjectivais, por serem as construções que 
denotam maior proximidade semântica com aquela construção e apresentam maior grau 
de neutralidade. A motivação para a proposta do controlo da linguagem deve-se, em 
primeiro lugar, à constatação de que a maior parte das construções transitivas-
predicativas com ter, quando traduzidas para o Inglês, correspondem à paráfrase em 
Português. Desse modo, reduz-se substancialmente as especificações linguísticas a 
integrar no sistema, cingindo-se estas ao enriquecimento da entrada lexical de estar no 
dicionário bilingue, nomeadamente no que concerne às suas combinatórias (estar 
constipado, estar avariado, estar desligado, etc.), atendendo ao facto de, apesar de 
pertencerem ao mesmo padrão sintáctico em Português, serem traduzidas de acordo com 
diferentes padrões sintácticos em Inglês. 
Retomando as propostas feitas ao longo da análise da construção, apresentam-se as 
regras necessárias para o controlo da construção transitiva-predicativa com ter: 
Regra 1 – Substituir a estrutura transitiva-predicativa com ter por uma construção 
equivalente com estar – frase copulativa ou passiva adjectival, fazendo corresponder o 
tempo verbal de um ao tempo verbal de outro.  
E.g. Ela tinha [ter – pretérito imperfeito] o braço inchado.  
 102 
 
→ O braço dela estava [estar – pretérito imperfeito] inchado. 
Regra 2 – Transformar o SNod da frase original em SNsuj da paráfrase, integrando no 
SNsuj da paráfrase o SNsuj da frase original através de um possessivo ou de um 
complemento determinativo.  
E.g. O João [SNsuj] tem os sapatos [SNod] molhados.  
→ Os sapatos do João [SNsuj] estão molhados. 
Regra 3 – Substituir o determinante artigo definido por um possessivo ou complemento 
determinativo. 
 E.g. Tenho o carro avariado. 
 → O meu carro está avariado. 
Regra 4 – Recuperar os sujeitos subentendidos para que sejam realizados lexicalmente 
através dos possessivos e dos complementos determinativos, de modo a evitar a 
ambiguidade. 
 E.g. [Ø] Têm a casa inundada. (Ø = Eles / Elas / Os meus vizinhos / etc.) 
 → A casa deles / delas / dos meus vizinhos está inundada. 
Relativamente aos exemplos em que a interpretação preferencial da construção 
transitiva-predicativa com ter é agentiva e não estativa como em Ele tem os testes 
corrigidos, o controlo da linguagem deve ser feito preferencialmente através do verbo 
correspondente ao adjectivo – Ele já corrigiu os testes. 
Através do controlo da linguagem aqui proposto, os resultados de tradução automática 
irão ao encontro dos únicos padrões sintácticos possíveis para a tradução desta estrutura 
em Inglês, aqui retomados e numerados (76), (77) e (78): 
(76) SN [Possessive + Noun] + [To Be] + [Adjective] 
E.g., Her mother is sick. / His eyes are round. 
(77) SN [Noun / Pronoun] + [Have/Has Got] + [[Noun] / [Adjective + Noun]]  
E.g., The table has got a broken leg. / Her son has got a cold. 
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(78) SN [Noun / Pronoun] + [Have/Has] + [Past participle] + [Noun] 
E.g. We have packed our bags. / He has corrected the tests. 
Como foi referido na secção 4.2.1, o padrão sintáctico em (76) é substituível pelo 
padrão sintáctico em (77), sempre que os exemplos se refiram à descrição das 
características físicas de uma dada entidade: Her hands are wet ou She’s got wet hands.  
 
  4.5 Conclusão 
 Apesar da inexistência de uma estrutura transitiva-predicativa com ter equivalente em 
Inglês e da inexistência de especificações linguísticas nos sistemas de TA para o seu 
tratamento, este estudo demonstra que a qualidade dos resultados de tradução desta 
estrutura pode ser melhorada através do controlo da linguagem por meio de paráfrases 
com estar. E embora as paráfrases apresentem ainda alguns problemas no seu 
processamento computacional, nomeadamente no que diz respeito a algumas 
combinatórias com estar, ainda assim a qualidade da TA é melhorada, por se tratar de 
estruturas mais simples.  
Assim, recorrendo às paráfrases, as especificações linguísticas a integrar no sistema 
cingir-se-iam ao enriquecimento da entrada lexical de estar e das suas combinatórias no 
léxico dos sistemas. 
Considera-se esta proposta bastante mais vantajosa do que o estabelecimento de 
especificações linguísticas a partir das estruturas originais, ou seja, as estruturas 
transitivas-predicativas com ter, na medida em que produz resultados de tradução de 
elevada qualidade e, simultaneamente, reduz de forma substancial as especificações 
necessárias a integrar nos sistemas.  
Pela facilidade da sua implementação, pela economia de esforço e pelo incremento da 
qualidade dos outputs, considera-se que esta é a melhor solução para a tradução 




CONCLUSÕES E CONSIDERAÇÕES FINAIS 
 
Ao longo deste trabalho procurou mostrar-se a relevância do estudo da tradução de 
expressões adjectivais na perspectiva da Tradução Automática, com o intuito de 
determinar as especificações linguísticas necessárias para o processamento destas 
expressões num sistema de tradução automática baseado em conhecimento. Não sendo 
possível, no âmbito desta dissertação abarcar todos os fenómenos linguísticos 
observáveis no comportamento sintáctico-semântico dos adjectivos, optou-se por 
estudar apenas expressões adjectivais que, por induzirem ambiguidade, colocam maior 
desafio aos sistemas de TA, em particular, e aos sistemas de PLN, em geral. A escolha 
da tradução automática de expressões adjectivais como objecto de estudo surge, 
também, do facto de esta ser um fenómeno ainda muito pouco explorado no par de 
línguas Português-Inglês. 
Deste modo, no capítulo 2, apresentaram-se os modelos e paradigmas de Tradução 
Automática que constituem a base da arquitectura dos diferentes sistemas de TA e 
procedeu-se à caracterização dos três sistemas avaliados neste estudo: o sistema Google, 
baseado em estatística, o sistema SDL, baseado em conhecimento, e o sistema Systran, 
inicialmente baseado exclusivamente em conhecimento, mas actualmente híbrido. No 
capítulo 3, avaliou-se o desempenho destes sistemas na tradução de predicados 
secundários. No capítulo 4, avaliou-se o desempenho dos sistemas na tradução de 
estruturas transitivas-predicativas com ter. Tanto no capítulo 3 como no capítulo 4, 
verificou-se que a inexistência de especificações linguísticas nos sistemas para o 
tratamento destas estruturas, aliada à ambiguidade e complexidade estrutural dos inputs, 
tinham como consequência imediata o estabelecimento de relações morfossintácticas e 
semânticas irregulares e a geração de outputs distintos dos inputs ou outputs 
semanticamente incongruentes. Esta situação é ainda agravada, nos sistemas baseados 
em conhecimento, pelas limitações dos próprios sistemas no que respeita ao 
conhecimento morfológico que possuem, aos analisadores sintácticos e à informação 
semântica especificada nas entradas do léxico. 
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Com base nestes resultados insatisfatórios e com o objectivo de melhorar a qualidade 
dos outputs foram propostas duas soluções, de acordo com a problemática revelada por 
cada uma das estruturas: por um lado, o estabelecimento de especificações linguísticas 
que contribuam para o condicionamento da ambiguidade no processamento dos 
predicados secundários e, por outro lado, o controlo da linguagem através de paráfrases 
para o processamento das estruturas transitivas-predicativas com ter.    
Espera-se, com este trabalho, ter contribuído para a compreensão da tradução 
automática de expressões adjectivais, assim como para minorar a distância, dificilmente 
ultrapassável, entre adequação linguística e eficiência computacional. 
Apesar de não ter sido feito um levantamento exaustivo de todas as construções com 
expressões adjectivais, o tratamento das expressões adjectivais abordado neste trabalho 
apresenta possibilidades variadas de trabalhos futuros, com expressões adjectivais e 
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