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1 .- Introducción Sea V un espacio de Hilbert real . Una aplicación mul-
tívoca T':V~V se llama operador monótono si
(1 .1)
	
(u l-u
2 ,
ui-uz)ao si uIET(u 1 ) y u2 ET(u2)
Si el grato de T no está contenido propiamente en el grafo de ningun -
otro operador monótono, se dice que T es maximal monótono . Se llama re-
gularización Yosida de T al operador unívoco T S definido por
(1 .2) T = I-R, , s>os
siendo R
s
= (I+sT) -1 el resolvente de T . Ambos operadores permiten carac-
terizar la imagen de un operador maximal monotono mediante una igualdad,
como se establece en el siguiente lema
Lema 1 .1 (ver Bermudez-Moreno [l1 ) . Las siguientes afirmaciones
son equivalentes
b) uí=Ts (u l+s uí) s>o
c) ul=Rs (u l+s ui) ,s>o
Si f es funcional convexo semicontínuo inferiormente (s .c .i .) pro
pio en V, su subdiferencial Df es un operador maximal .monótono, que per
mite distinguir a los elementos que realizan el mínimo de f
(1 .3) f(u)=Minf( v ) si y solo si oQ3f(u)
v£V
109
Puesto que -bf (u) es la diferencial Frechet (ver Brezis [2) ) en u dels
funcional f definido por
s
(1 .4)
	
f (z)= Minlf(v)+(1/2s)jIvz II 2 ,s vav
usando el lema 1 .1 se deduce
(1 .5) f(u)=Min f(v) si y solo si F (u)= Min f (v)
veV 5 veV
S
Por consiguiente, el problema de optimizacion no diferenciable puede ser
transformado en otro problema equivalente correspondiente a un funcional
diferenciable . Es razonable utilizar el método del gradiente para aproxi
mar los elementos que realizan el mínimo de f (o de fs
k+l k k
(1 .6) u = u -rk Ofs(u -
Tomando s=rk , se obtiene
(1 .7) u
k+l- Rr (uk )= Arg .min . {f(v)+(1/2rk ) 11v-uk 11 2 ~ 1
k
La sucesión 1u k 1 definida por (1 .7) coincide con la que genera el algo-
ritmo del punto próximo (ver Rockafellar 16) )-
La convergencia fuerte de este algoritmo está garantizada si Zf es
un operador fuertemente monótono, es decir, si f verifica la desigualdad
siguiente
(1 .8~ (ul-u2, ui-u2 ~ aIIu l
-uj, 2	 u~E7f(u l ) y u2
eZf(u2 ) ;x>o
En el caso general, si existe al menos un elemento que realice el minimo
de f, se tiene asegurada la convergencia debil de la sucesión definida --
por (1 .7) a uno de tales elementos . . Permanece abierta la cuestión de si -
la convergencia es también fuerte .
De particular interés es el caso, en el que f= g+h, siendo g y h -
funcionales convexos s .c .i . y propios en V, tales que existe w£ domgndomh,
en donde g es contínua . El algorítmo del punto próximo genera la sucesión
definida por
(1 .9) uk+l_ Arg . min {g(v)+h(v)+(l/2s'k )IIv-uk 11 2 1 .
Utilizando la equivalencia (1 .3) se obtiene
(1 .10)
	
oezg(ukyl)+Üh(uk_~1)+(l/sk) (uk ,-l-uk) .
Representado por R el operador resolvente de gs
de transformarse en
uk+1- R (uk-skzktl )
la relación (1 .10 pue-
Esta formulación del algorítmo del punto próximo está motivada por nume-
rosos ejemplos en los que el funcional a minimizar puede ser descompuesto
en dos sumandos, uno de los cuales posee una cierta regularidad y el otro
es tal que el operador resolvente de su subdiferencial es simple desde el
punto computacional . Ya que la fórmula (1 .11 es de tipo implícito parece
natural plantearse el estudio de algorítmos análogos de tipo explícito,
tales como (se supone que g es G-diferenciable) .
(1 .12
uk+1
R
s (u
k-Skg , (uk »
k
Si h_-Y es la función indicadora del conjunto convexo y cerrado K el algo
rítmo definido por (1 .12) coincide con el clásica algorítmo del gradiente
con proyección .
Si g' es un operador fuertemente monótono y{sk ] está acotada supe-
.riormente por una cota convenientemente pequeña, la sucesión
tukj
converge
fuertemente al único elemento u que realiza el mínimo de f .
Un segundo tipo de aplicaciones del algorítmo del punto próximo, co
rresponde al método de Uzawa para la aproximación de puntos de silla de -
las lagrangianas asociadas al problema de optimización considerada .
Para desarrollar estos métodos se considera un cuadro funcional ligera-
mente distinto del anterior . - Sean E y V dos espacios de Hilbert reales
(de normasllyllllrespectivamEnte),g (resp .h) un funcional convexo s .c .i .
propio en V (resp . en E) y L un operador lineal y continuo de V en E .
Se considera el siguiente problema
Hallar ueV tal que f(u)-<f(v) para todo vQV, siendo f el funcional
definido por
(1 .13) f(v)=g(v)+h(Lv)
El problema dual según el formalismo de Fenchel y Rockafellar ccnsiste
en hallar wiE (que se identifica con su dual) que realiza el mínimo del
funcional
(1 .14) T(w)=g,(-L'w)+h"(w)
siendo g* (resp .h') la función conjugada de g (resp .h), es decir
(1 .15)
	
g'(w)=sup {(w,v)-g(v)~
v EV
Formalmente ( ge piier_1,e ji lstifirar imponiendo hipótesis poco restrictivas
sobre g y h ) el algorítmo de punto próximo aplicado al problema dual
nera la sucesión twk 1 definida por
En las siguientes secciones se considerará . también el algorítmo de tipo
explícito definido por
wkfl= Dh s (Lvk+l+skwk )
k
vk= Arg . Min {g(v)+(Lv,wk»
wk+1-
Zhs (Lvk+skwk )
k
Arg . Min {g(v)+(Lv,wk)}
k
En la sección 2 se establecen resultados de convergencia : de los
algorítmos que se han considerado . En las restantes secciones se dan -
aplicaciones a la resolución numérica de problemas de control óptimo .
ge
2 .- Convergencia de los mátodos duales El siguiente teorema proporcio
na un resultado de convárgencia para el algorítmo definido por (1 .16)
Teorema 2 .1 . Bajo las siguientes hipótesis
1) g es fuertemente convexo
2)
	
Existe w E dom g n dom h, en donde h es contínua
3) o<sk<s
se tiene
a) {v
k
}yu , u es la solución del problema original
b) {.k}-+-w , w es una solución del problema dual
Demostración . Usando la equivalencia (1 .3) y puesto que gracias
a la hipótesis 2) las reglas de la suma y de la cadena del cálculo sub
diferencial se verifican (ver Ekeland-Temam [3] ), se obtiene
(2 .1) oe3g(u)+L'c)h(Lu)
Si wsah(Lu), del lema 1 .1 se deduce
(2 .2) w=~h (Lu+sñw) , s>os
además
(2 .3 u .= Arg .min {g(v)+(Lv,w)1
P.estando la primera igualdad de (1 .16) de (2 .2) se obtiene
k+1 2 k+1_ k+l k - k+1(2 .4) Iw-w 1 <.(1/sk) (Lu-Lv w-w )+(w-w w-w ) . De la re-
k+l
lación de o .£ ~gcu)tl'w y la análoga para v , usando la hipótesis
1) (es decir, Dg es fuertemente monótono de módulo a) se deduce
(2 .5) (w-wk+l Lu-Lvk+1 ) 6
-
0(11
u-vk+1
0
2
Combinando (2 .4) y (2 .5) se obtiene
k+1 2 k+1 2 k k+l(2 .6) Iw-w I +(a/sk ) Ilu-v 11 < (w-w ,w-w )
(2 .7) Iw-w
k+1
1
2+(2
k+l
II
2
+Iw
k+lwk
I
2
s Iw-W,1
2. a/sk ) Ilu-v -
Consecuentemente
(2 .8)
	
{ vk -->U, llu-v
k+l
11 =0w%)
Para realizar la iteración definida por (1 .16) es preciso resol
ver una ecuación no lineal, de la que hasta el momento se ignora-si -
posee solución y en caso afirmativo, si esta es única (lo que es im-
prescindible para que el algorítmo esté bien definido) . No obstante,-
por un razonamiento similar al anterior se puede probar que la trans-
formación definida por
(2 .s)
Tw= Dh s +s (Lz+sk
wk+sw)
k
z= Arg .min {g(v)+(Lv,w)1
es una contracción estricta que tiene a w como único punto fijo .
Además, la existencia de solución de la ecuación (1 .16) garantiza que
k
la sucesión rw coincide con la generada por el algorítmo del punto
próximo aplicado al problema dual . En consecuencia b) se verifica .
El siguiente teorema proporciona un resultado de convergencia -
para el algorítmo definido por (1 .17) . ,
Teorema 2 .2 . Bajo las siguientes hipótesis
1) g es fuertemente convexo
2) Existe wa dom g(1dom h, en donde h es contínua
3) (1/2rt)<sk<s
se tiene que {v
k
}-*u y la sucesión
Demostración . Las relaciones (2 .1), (2 .2) y (2 .3) sor. aún válidas,
gracias a las hipótesis l) y 2) . Además
es acotada .
(2 .10) Iw_w
k+l l 2~ (l/sk) 111 11 ¡ u-vk,2+1w-wk,2+(2/sk)(Lu-Lvk,w-wk)
6lW-wk i
2+(fl/sk)-(2K/sk )) Hu-uk1 1 2
La desigualdad (2 .10) permite concluir la tesis del teorema .
3 .- Problemas de control óptimo Sea W el espacio de Hilbert de los esta
dos ; H 1 un espacio de Hilbert en el que el estado es observado mediante
el operador (1 L(W,H1 ) ;
U el espacio de Hilbert de los controles (que se
identifica a su dual) y K1 el subconjunto convexo y cerrado de U, consti
tuido por los controles admisibles .
do por
Se supone que el estado es una función afín contínua del control
(3 .1)
	
y(v)= Dv+g , DeL(U,W) .
Sea zdcH1 la observación del estado deseada y J el funcional coste defini
(3 .2) J(v)= lic1y(v)-zd
11H
1+r 11v u
El problema de control óptimo se formula del siguiente modo
Hallar uEK1 , tal que J(u)<J(v) para todo veK1
Los siguiente resultados de existencia y unicidad son clásicos (ver Lions
1) Si r>o, existe un control óptimo único
2) Si r=o y K1 es acotado, existe un conjunto convexo cerrado y no
vacío de controles .
El problema de control considerado puede incluirse en el cuadro
funcional de la sección l .tomando g=(l/2)J y h=YK
En este caso, la fórmula (1 .12) adopta la forma particular
(3 .3) uk+l-
PK (uK-sk(D "D1
(Dly(uk)-zd)+ruk))
1
siendo PK el operador de proyección sobre K1 .
1
Si r>o, la sucesión definida por (3 .3) es convergente al único con
k
trol óptimo . Por el contrario, si r=o, {u } no es en general convergente
y en todo caso, razones de inestabilidad numérica desaconsejan su uso .
En esta situación, resulta adecuado utilizar el algorítmo de punto próxi
mo
(3 .4)
	
uk+l= Arg .min «1/2)J(v)+)CK (v)+(1/2s) Jiv-uk 11 2U }
1
La realización de cada iteración requiere la resolución de un problema
de control óptimo del tipo r>o, para lo cual es aconsejable el uso del -
algorítmo definido por (3 .3) .
4 .- Problemas de control .áptimo con restriccion es sobre el estado Sea -
H un espacio de Hilbert real en el que el estado es observado por un se
2
gundo operador C2EL(W,H 2 ) . Se formula el siguienta problema de control
(4 .2)
Hallar u EUad= 1vrK1 : C2y(v)EK21 tal que J(v)SJ(u) para todo vcUad
Tomando
E=H2 , V= U
g(v)= (1/2)J(v)+XK (v) , h(W)=CK (w+C2g)
1 2
L= D
el problema de control puede incluirse en el cuadro funcional de la sec-
ción 1 . El algorítmo definido por (1 .16) adopta en este caso la siguien-
te forma
k+lv
wk+1-
Gs
(C2y
(vk+1)+skwk)
k
siendo Gs la regularización Yosida de )CK
Arg .min 1(1/2)J(v)+XK (v)+Gs (C2y(u)+skwk), C2Dv)}
1 ,k
2
Similarmente el algorítmo (1 .17) es
(4 .4)
vk+1
Arg .min {(1/2)J(v)+XK (v)+(wk
1
wk+1-
Gs (C2Y(v
k )+skwk )
k
Si rho, el funcional g es fuertemente convexo . Desafortunadamente,
la condición 2) de los teoremas de convergencia (2 .1) y (2 .2) se verifi-
ca si y solo si el interior de K2 es no vacío, lo cual es una fuerte li
mitación en el caso infinito dimensional . No obstante, en la siguiente -
sección, se pondrá de manifiesto en ejemplos, como la discretización del
problema contínuo, levanta generalmente esta limitación . Si el problema
es previamente penalizado, es decir, el operador múltívocoaXK se susti
k k+l
	
2tuya por (1/s)(1-PK ), la transformación w--iw es contractiva . Un algo
rítmo próximo al definido por (4 .4), ha sido propuesto por Mossino ~51
para resolver el problema penalizado
n5 .- Ejemplo Seag un abierto acotado de P ,
regular . El estado es la solución de
en
en
con fEL2(S?)
(5.2)
Y-AY=f+v
y = o
El problema de control es
VEU
ad
siendo Uad= 1vEH;(Q) ; (grad v1<_1 c .p .d .Q1 . A la fórmula (4 .4) le co-
rresponde en este caso
/ /
Min { S,(Y(v)-zd)2dx +rJ~v
2
dx!
C2Dv )J
vk+l- Arg .min ((1/2)J(v)+ fnkgrad y(v)dxj
k+l
w (1/sk )(I-PK )(grad y(vk )+skwk )
2
de frontera r suficientemente
2
zdeL (S?) , rZo
siendo
	
K2= {QEL2 (S?) n : ~c~~<l c .p .d . Q
J
	De modo similar se describe el
algorítmo definido por (4 .2)
Puesto que el interior de K2 es vacío, la hipótesis 2) de los teo
remas 2 .1 y 2 .2 no se verifica y consecuentemente la convergencia estos
algorítmos no está garantizada . No obstante, el algorítmo (5 .2) para po
der ser utilizado requiere una discretización previa del problema, gra-
cias a lo cual esta limitación desaparece .
Sea L2(Q) hel espacio de las funciones escalonadas
(5 .3) v = £ e v (M) GJhM
h MES2 h h
(consultar en Termam J7] las notaciones usuales del método de les dife-
rencias finitas), provisto del producto escalar
(5 .4) (vh,wh)= MS2h vh(M)Wh(M)
h
y H1 (Q)h el espacio de las funciones escalonadasn
(5 .5) yh=
<~1
uh(M)LJhM
h
provisto del producto interior
(5 .6) ((Yh'zh»h= ~~h yh(M)zh(M)+i? Meizh S i-yh (M)Szh(M)
Sea fh6L¿ (52) h definido por
(5.7) fh(M)=(h1h2 . .hn) f(x)dx
T.h (M)
2
y zdheL (9) h definida de modo similar .
El operador gradh de H
1
1(P)h
en L2(,)nh está definido por sus com-
ponentes
(5 .8) (M)=(l/h.-,)(yh(M+h :,.e~)-yh(M))
El operador transpuesto de grad
h
es
(5 .9)
	
-divhc~ h = gradh qh= 1l (l/h¿)(~lh(M-hiei)- qh(M»
Se considera
(5 .10)
K2h= tghEL2(,) h	 ~
El problema de control discretizado es
Min ~(yh(vh ) -zd 1 Yh(vh ) -zd	) h+r(vh vh ) h
viUadh h h
siendo Uadh=
(
ivhEL
2
(Q) h : Igradhvh e yh
(v
h
) la única solución en
H (S?)h d
(
leo
(5 .11
yh-
divhgradhyh=fh
Resultados de convergencia del problema descretizado al problema
exacto se puede encontrar en Temam [71 . Además el algorítmo (5 .2) es
convergente en este caso, ya que el interior de K2h es no vacío .
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