Abstract-The linearization of radio frequency power amplifiers (PAs) for wireless communication systems can be performed by a digital baseband predistorter (DPD). The DPD design includes the parameter identification of a post-inverse or a pre-inverse model. Such process depends on measurements of discrete-time complex-valued envelopes. With the adoption of larger envelope bandwidths and the PA operation at stronger nonlinear regimes, the requirements on the sampling frequency are very stringent. To relax the specifications on the analog-to-digital and digital-to-analog converters, a band-limited memory polynomial can be employed. To reduce the amount of calculations, polynomials can be replaced by linearly interpolated look-up tables (LUTs). Traditionally, a non optimal two step procedure is performed to identify the values to be stored in the LUTs. This work contribution is to propose an optimal identification technique that computes directly the values to be stored in the LUTs. The reported case study uses an LTE OFDMA envelope and Matlab simulation results show that the modeling accuracy can be significantly improved by the adoption of the proposed technique instead of the traditional one, quantified by reductions in normalized mean square error and adjacent channel power ratio of up to 10.8 dB and 12.4 dB, respectively. Index Terms-digital baseband predistortion; memory polynomial; power amplifier; radio frequency; wireless communication systems.
I. INTRODUCTION
Digital baseband predistorters (DPDs) are included in the transmitter chain of wireless communication systems for guaranteeing the required level of linearity, at the same time keeping the most power consuming element, which is the radio frequency (RF) power amplifier (PA), operating in an efficient way [1] . A common approach is to design the DPD block by using a discrete-time feed-forward dynamic nonlinear model with adjustable coefficients [2] . Examples include the Volterra series and its simplified versions like the memory polynomial (MP) [3] .
Two DPD identification strategies are available [4] - [6] . The direct and indirect learning architectures are based on measurements of discrete-time complex-valued envelope signals. When an envelope signal passes through a nonlinear operator, its bandwidth is increased. A very high sampling frequency requires expensive and very power consuming analog-to-digital converters (ADCs) inside the measurement instruments [7] . For a given number of resolution bits, to relax the specifications on the instrument ADCs, in recent years some techniques were reported in literature for the identification of DPD schemes based on measurements adopting reduced sampling frequencies that comply with the Nyquist criterion only for the undistorted envelope signal [8] - [11] . The success of such DPD strategies using reduced sampling frequency, or equivalently under-sampling, is theoretically justified by the works of [12] - [14] . The work of [15] reports a comparison between the modeling accuracies of the direct and indirect learning architectures in scenarios of reduced sampling frequencies.
Digital-to-analog converters (DACs) are also necessary to feed the analog PA with a digitally predistorted signal whose bandwidth is wider than the undistorted one. In [16] , a band-limited DPD was proposed to alleviate both ADC and DAC sampling frequency specifications. Such technique attenuates only the distortions located around the main channel and inside a bandwidth equal to the ADC and DAC sampling frequency.
In polynomial-based models, the amount of additions and multiplications required to process a single sample throughout the DPD model increases very rapidly with the polynomial order and memory depth. To relax the computational burden in real-time DPD application, in [17] polynomial functions are replaced by linearly interpolated lookup tables (LUTs). In such LUT-based models, the values to be stored in the LUTs become the adjustable coefficients. Traditionally, the parameter identification is performed in a two step procedure. First, the polynomial coefficients are found assuming the continuous model description. Then, the known polynomials are sampled at a finite number of amplitude levels to obtain the values to be stored in the LUTs. However, the optimality of the solution provided by the traditional approach can not be guaranteed. To circumvent such drawback and improve the modeling accuracy, this work proposes an identification technique that computes directly the values to be stored in the LUTs and, therefore, it is able to provide an optimum set of values.
This work is organized in the following manner. Section II addresses PA linearization through the use of DPDs. Direct and indirect learnings are detailed in Section III. Section IV describes the LUT-based band-limited MP model adopted in this work, whereas its parameter identification is discussed in Section V. Simulation results of a comparative study are reported in Section VI. Conclusions are provided in Section VII. rrect the nonlinearities introduced by the PA, a DPD block is put before the PA in a cascade connection. The DPD provides the inverse effect with respect to the behavior of the PA. Figure 1b shows Fig. 1b , the DPD has an expansive characteristic, in contrast with the PA compression aspect. Besides, Fig. 1c indicates that the DPD is fed with an undistorted envelope . n x % Nonlinearities inside the DPD model intentionally distort the DPD output n v % , causing spectral regrowth in the signal applied as PA input. The nonlinear distortions generated by the PA cancel those produced by the DPD, providing an undistorted PA output . n y % To design a DPD, a topology of its behavioral model must be selected. Such model must manipulate complexvalued envelopes, provide a nonlinear relationship between input and output envelopes, take into account memory effects and perform as few as possible computations. Neural networks and polynomials with memory are the most common choices [2] . In common, they have adjustable coefficients that must be chosen based on optimization procedures. In this work, polynomial approaches are employed because, in contrast to neural networks, they are linear in their parameters. 
III. DIRECT AND INDIRECT LEARNING ARCHITECTURES
Once a DPD model is chosen, the next step is the identification of its parameters. This section addresses the direct and indirect approaches for performing such task. Figure 2 shows the block diagram of the direct learning architecture [5] . Observe that the DPD desired output is not known. In a cascade connection of a DPD followed by a PA, the purpose is that the cascade output be a linear replica (apart from a linear gain g) of the cascade input. Hence, the DPD coefficient estimation by this method must include the PA model, which manipulates in a nonlinear way the DPD output. In this way, the coefficient extraction is posed as a nonlinear optimization problem, where the nonlinear function to be minimized is the mean square of an error signal n e % defined by the difference between the DPD input signal n x % and the PA output signal divided by g ( n y % /g). Therefore, direct learning, in addition to the need for a PA model, always requires nonlinear optimization algorithms, like Gauss-Newton, Levenberg-Marquardt [18] . Depending on the initial guess, such algorithms can be trapped in local minima that can only be corrected by the inclusion of additional algorithms (e.g. genetic algorithms, particle swarms, simulated annealing), which demand for greater computational complexity than a linear algorithm such as the least squares (LS). In the direct learning, the error signal has a bandwidth equal to the undistorted envelope signal.
A. Direct Learning

B. Indirect Learning
Indirect learning [6] is an architecture in which the coefficients of a post-distorter (PoD) -connected in cascade after a PA -is first identified and then copied to a DPDconnected in cascade before a PA -of same topology. In fact, for polynomial models truncated to the same order P, the pre-and post-inverse models are the same [19] .
In a first PoD identification, as shown in Fig. 3a , the PA is excited by an undistorted input ' n v % and a distorted signal corrupted by spectral regrowth is measured at the PA output ' . n y % Since the input and output roles are exchanged in PA and PoD blocks, the PoD input ' n y % /g is distorted (where g is the PA small-signal gain), while the PoD output n w % is an undistorted signal. The polynomial parameters are obtained through a linear algorithm, such as LS, and then copied as parameters of a DPD of same topology. In a DPD, as shown in Fig. 1 , the input n x % is an undistorted signal and the output n v % is a distorted signal. Hence, the DPD works in a differ-ent configuration, concerning the input and output distortion levels, in comparison with the first identified PoD. As a consequence, degradation in linearization capability is expected. To solve this problem, the PoD parameter identification process must be repeated, but now with the PA excited by a predistorted signal obtained based on the DPD parameters previously identified, as shown in Fig. 3b . These new PA input " n v % and output " n y % signals are used to identify a second PoD, whose operation now resembles the operation of the DPD (e.g. undistorted input and distorted output). Novel PoD estimations can be computed, repeating the same procedure, but using the previous DPD as the starting point for collecting PA data. From the second PoD and so on, the error signal n e % to be minimized is computed as the difference between two distorted signals. 
IV. LUT-BASED BAND-LIMITED MP MODEL
In this work, the DPD model is described by a bandlimited MP model according to:
where n x % and n v % indicate complex-valued DPD input and output envelopes, respectively, n a is the amplitude compo-
h % are complex-valued parameters, P is the polynomial order, M is the memory length, * stands for convolution and LPF refers to a lowpass filter. The block diagram of the band-limited MP model is shown in Fig. 4 . As reported in [16] , the lowpass filter has the purpose of constraining the spectral content of the predistorted signal inside the ADC/DAC sampling frequency of BW. Due to the limited bandwidth of (1), the DPD is only able to linearize the PA output at the frequency range from -BW/2 to +BW/2. For DPD purposes, the PA output must then be subject to a bandpass filter of same bandwidth.
The computation of outputs from polynomials such as (1) demands for a huge quantity of additions and multiplications. Besides, the amount of necessary calculation increases very rapidly with the polynomial order and memory length. As proposed in [17] , to reduce the computational complexity the one-dimensional polynomials of (1) can be replaced by linearly interpolated look-up tables (LUT). To that purpose, first rewrites (1) as:
where the one-dimensional polynomials Table I . 
The LUT-based technique allows for a simpler implementation because it reduces the amount of necessary additions and multiplications, at the expense of reading pre-viously stored data and then performing linear interpolation. Indeed, in the LUT-based approach, according to (4), the computation of an output is always performed by the same number of additions and multiplications, independent of the polynomial order.
V. PARAMETER IDENTIFICATION OF THE LUT-BASED BAND-LIMITED MP MODEL
This section addresses the identification of the bandlimited LUT-based memory polynomial. Two techniques are reported here to find the LUT complex-valued output values , . 
A. Traditional technique
The traditional parameter identification method is divided into two processes. The first one is to calculate all of the polynomial parameters , m p h % of (1). Because (1) is linear in the parameters , m p h % , such task can be performed by a linear method such as the LS. Given a set of N input and output data, all polynomial parameters can be found with:
where the operator (.) H indicates the complex conjugate transpose, 0,1 , 
With all polynomial parameters identified, the second phase of this approach can be done, that is, all polynomial functions of (3) m q s % Therefore, in the traditional approach, the order of the system to be solved by the LS is dependent on the polynomial order P, but not on the number of LUT addressable positions Q.
B. Proposed Technique
The optimality of the solution provided by the LS in the traditional approach is assured only if continuous polynomial functions are employed. Hence, after the sampling of polynomial functions and the application of linear interpolation, there is no guarantee that the error is minimized. To circumvent such drawback of the traditional approach, this work proposes a technique that is able to provide an 
where 0,1 ,
is the row vector containing all the LUT complex-valued parameters,
is the row vector containing the output data and LUT % X is the regression matrix which manipulates the input samples by: 
Therefore, in the proposed approach, the order of the system to be solved by the LS is dependent on Q, but not on the polynomial order P.
VI. VALIDATION
In this section, Matlab simulation results of several distinct DPDs are reported. The undistorted envelope signal is an LTE OFDMA with a bandwidth of 20 MHz. The PA to be linearized is described by (1) , exchanging the input and output roles, with the complex-valued coefficients reported in Table II , followed by a lowpass filter with BW = 38.4 MHz described by an idealized frequency sequence of 4096 equally spaced samples, composed by ones and zeros for desired and undesired frequencies, respectively. The sampling frequency is set to 153. The validation of the linearization capability of a DPD is assessed by the normalized mean square error (NMSE) [20] and the adjacent channel power ratio (ACPR). The ACPR calculation employs main channel bandwidth of 18 MHz, adjacent channels with 9 MHz bandwidth and frequency separation between main and adjacent channels of 14.7 MHz. Table III presents the results obtained with the distinct strategies.
Five iterations of the indirect learning architecture are reported in Table III . NMSE and ACPR values improved significantly from first to second iterations. These improvements reflect the behavior explained in Section III.B, since the second identified PoD works in a scenario closer to the DPD validation. Third to fifth iterations improve only slightly the linearization capability with respect to the second iterations. For the parameter identification with the direct learning architecture, Levenberg-Marquardt algorithm was used as the optimization algorithm by Matlab nonlinear least squares [18] . The initial guess uses the parameters found in the fifth iterations of indirect learning. In comparison with the indirect learning, the direct learning improves the NMSE and ACPR results up to 0.9 dB and 2.4 dB, respectively. However, such improvement can only be achieved at the expense of performing a nonlinear procedure. In a comparison with the traditional technique, independent from the adopted learning architecture, the proposed technique always shows a superior behavior. In particular, improvements in NMSE results between 4.1 dB and 10.8 dB, as well as reductions in ACPR results between 1.6 dB and 12.4 dB, are reported when the proposed approach is employed instead of the traditional one. Figure 5 shows the power spectral densities (PSDs) of linearized PA output signals. A further substantial reduction in the distortions at adjacent channels is observed when the proposed technique is employed instead of the traditional one. Figure 6 shows the output amplitude as a function of the input amplitude for the PA model, the DPD model and the cascade connection of DPD followed by PA. Notice that the gain expansion of the DPD almost completely cancels the PA gain compression. 
VII. CONCLUSION
An optimal parameter identification for a band-limited LUT-based MP model is proposed in this work. Using two iterations of the indirect learning, which demands for the implementation of two least squares, NMSE and ACPR results of -40.0 dB and -52.8 dB, respectively, were obtained when the proposed technique is employed in the case study reported in this work. Conversely, the best NMSE and ACPR results obtained by the traditional approach, which was based on the direct learning that requires a nonlinear procedure, were equal to -31.5 dB and -47.5 dB, respectively. Therefore, a very significant superior performance is obtained by the proposed technique in comparison with the traditional one. support provided by Coordenação de Aperfeiçoamento de Pessoal de Nível Superior and Organization of American States.
