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DIFFERENCE OF A HAUPTMODUL FOR Γ0(N)
DONGXI YE
Abstract. In this short note, by modifying the results and proofs given in the author’s recent
work [5], we simply show that the difference of a Hauptmodul for any genus zero group Γ0(N) is a
Borcherds lift. This work extends Scheithauer’s results [3] in a different direction. As a consequence,
we derive Monster denominator formula like product expansion for these Hilbert modular forms.
1. Introduction
In his seminal work [1, 2], Borcherds developed a remarkable method to construct meromorphic
modular forms Ψ(z, f), which is now called Borcherds lift, on an orthogonal Shimura variety asso-
ciated to some rational quadratic space of signature (n, 2) from some holomorphic modular forms f
for Weil representation via regularized theta-lift against Siegel theta function. Moreover, Borcherds
showed that Ψ(z, f) has a beautiful product representation called Borcherds product for its Fourier
expansion near a cusp of the Shimura variety. One of the most famous Borcherds lift is the differ-
ence of the well known j-invariant, j(τ), as a Hilbert modular function for SL2(Z)×SL2(Z), namely,
j(z1)− j(z2) = Ψ(z, j−744). If we write j(τ) = q
−1+
∑
n≥0 c(n)q
n, then computing the Borcherds
product of Ψ(z, j− 744) near the cusp of the underlying Shimura variety that is identified with the
cusp (i∞, i∞) of Y (1)× Y (1), we can easily obtain the famous Monster denominator formula
j(z1)− j(z2) = (q
−1
1 − q
−1
2 )
∏
m,n>0
(1− qm1 q
n
2 )
c(mn) .
In recent work [5], the author obtained a family of Borcherds lift and showed that for Hauptmodul
πN (τ) for Γ1(N) for N ∈ {3, 4, 5, 6, 8, 10, 12} with some extra conditions,
(πN (z1)− πN (z2))
∏
γ∈Γ1(N)\Γ¯0(N)
γ 6=I
(
1− πN (z1)
−1πN (γz2)
)
are all Borcherds lifts. Recall that for a genus zero congruence subgroup Γ of SL2(R) commensurable
with SL2(Z), the function field on X(Γ) can be generated by a single modular function, and such
function is called a Hauptmodul for Γ if it has a unique simple pole of residue 1 at the cusp i∞,
i.e., it has Fourier expansion of the form q−1/h + c(0) + c(1)q1/h + · · · with q = exp(2πiτ) at the
cusp i∞ where h is the width of the cusp i∞. In this short note, we modify some results obtained
in [5], and show that πN (z1)− πN (z2) are all Borcherds lifts for Hauptmodul πN (τ) for any genus
zero groups Γ0(N). These extend Scheithauer’s results [3], in which he worked for N square free
using the twisted denominator identity of the Monster algebra. The method we use is different
from Scheithauer’s and is more natural from the analytic point of view.
The main result of this work is as follows.
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Theorem 1.1. Let πN (τ) be a Hauptmodul for Γ0(N). Then πN (z1) − πN (z2) is a Borcherds lift
Ψ(z, FN ) for some FN .
Define, here and throughout the remainder of this work, C(Γ1(N)) to be the set of inequivalent
cusps s = as/cs ∈ Q of Γ1(N) with (as, cs) = 1, Ms =
(
as bs
cs ds
)
∈ SL2(Z), ms = (cs, N), and write
hs = N/ms. Note that when N 6= 4, Γ1(N) has no irregular cusps, and then hs = N/ms is the
width of cusp s ∈ C(Γ1(N)). If s is regular write
(f |Ms)t =
∑
−∞≪n
As(nhs + t)q
(nhs+t)/hs
where
f |Ms =
∑
−∞≪n
As(n)q
n/hs and f |Ms := f
(
asτ + bs
csτ + ds
)
.
Moreover, let n(N) be the number of inequivalent cusps of Γ1(N) that are equivalent to 1/N(=∞)
under Γ0(N).
Corollary 1.2. Let πN (τ) be a Hauptmodul for Γ0(N) and define for d|N ,
∞∑
ℓ=−1
A(ℓ, d)qℓ =
1
n(N)


∑
s∈C(Γ1(N))
s regular
ms=d
[(πN |Ms)0 −As(0)] +
∑
s∈C(Γ1(N))
s irregular
ms=d
1
hs
[(πN |Ms)0 −As(0)]


.
Then we have
(1.1) πN (z1)− πN (z2) = (q
−1
1 − q
−1
2 )
∏
m,n>0
∏
d|N
(
1− (qm1 q
n
2 )
N
d
)A(mn,d)
where qj = exp(2πizj).
Proof. This follows from Theorem 1.1 and the proof of [5, Cor. 1.2]. 
Here is a concrete example of Corollary 1.2.
Example 1.3. Let π8(τ) be a Hauptmodul for Γ0(8) given by
π8(τ) =
η(τ)4η(4τ)2
η(2τ)2η(8τ)4
,
where η(τ) is the Dedekind eta function. Then
η(z1)
4η(4z1)
2
η(2z1)2η(8z1)4
−
η(z2)
4η(4z2)
2
η(2z2)2η(8z2)4
=
(
q−11 − q
−1
2
) ∏
m,n>0
∏
d|8
(
1− (qm1 q
n
2 )
8
d
)A(mn,d)
.
where
∞∑
ℓ=−1
A(ℓ, 8)qℓ =
η(τ)4η(4τ)2
η(2τ)2η(8τ)4
+ 4,
∞∑
ℓ=1
A(ℓ, 4)qℓ = 4− 4
η(τ)4η(8τ)4η(2τ)2
η(4τ)10
,
A(ℓ, 2) = a(2ℓ) and
∞∑
ℓ=1
a(ℓ)qℓ = 8−8e (1/12)
η(2τ)2η(4τ)4
η(8τ)2η
(
τ + 14
)4 = 8−8
∞∏
n=1
(1− q2n)2(1− q4n)4
(1− q8n)2(1− (iq)n)4
,
2
A(ℓ, 1) = b(8ℓ) and
∞∑
ℓ=1
b(ℓ)qℓ = 32
η(8τ)4η(2τ)2
η(4τ)2η(τ)4
.
We organize the remainder of this work as follows. In Section 2, we briefly review the theory of
Borcherds lift for O(2, 2). In Section 3, several preliminary results are set up, and the desired FN
is constructed. In the end, since we borrow heavily from the proofs of [5, Th. 1.2], we will simply
give the sketch of proof of Theorem 1.1.
2. Review of Borcherds Lift for O(2, 2)
In this section, we briefly review the theory of Borcherds lift for O(2, 2). We heavily borrow a
nice summary from [4, Subections 2.1 and 3.1], and we refer the reader to it for descriptions of the
general case O(n, 2).
2.1. Rational Quadratic Space of Type (2,2). Let V = M2(Q) be a rational quadratic space
with the quadratic form Q(·) = det(·) and the associated bilinear form (·, ·). Then
H := GSpinV = {(g1, g2) ∈ GL2 ×GL2| det(g1) = det(g2)}
acting on V via (g1, g2) ·X = g1Xg
−1
2 for X ∈ V and there is an exact sequence
1→ Gm → H → SO(V )→ 1.
For a field F ⊃ Q, write VF = V ⊗Q F . A Hermitian symmetric domain for H(R) is the oriented
Grassmannian of negative 2-planes of VR, denoted by D. Let
L = {Z ∈ VC| (Z,Z) = 0 and (Z, Z¯) < 0}.
Then we can see that D possesses a complex structure via the isomorphism pr : L/C∗ → D sending
Z = X + iY to RX + R(−Y ). There is another useful realization for D as follows. Let L be a
lattice of V , and let L′ be the dual lattice of L defined by
L′ = {X ∈ V | (X,Y ) ∈ Z for all Y ∈ L}.
Take isotropic elements ℓ ∈ L and ℓ′ ∈ L′ with (ℓ, ℓ′) = 1, and let Mℓ be the Lorentzian lattice of
LN associated with ℓ defined by Mℓ = L ∩ (Qℓ+ Qℓ
′)⊥. Then a tube domain associated to ℓ and
ℓ′ defined by
H = {Z = X + iY ∈Mℓ,C|X,Y ∈Mℓ,R and Q(Y ) < 0}
is isomorphic to L/C∗ via w(Z) = ℓ′−Q(Z)ℓ+Z. For a compact open subgroup K ⊂ H(Af ), there
is an associated Shimura variety XK over Q such that XK(C) = H(Q)\ (D×H(Af )/K). Assuming
that K fixes L and acts trivially on L′/L. Then the map w induces an action of Γ = K ∩H(Q)+
on H and an automorphy factor j(g, Z) characterized by the following identity
g · w(Z) = ν(g)j(g, Z)w(g · Z)
where H(Q)+ = H(Q)∩H(R)+, H(R)+ is the identity component of H(R), and ν(g) is the spinor
norm of g. Note that this action preserves the two connected components H± of H. Fix one of these
two connected components, say, H+. A meromorphic function Ψ on H+ is called a meromorphic
modular form for Γ of weight k if
Ψ(g · Z) = j(g, Z)kΨ(Z).
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2.2. Hilbert Modular Surface as a Shimura Variety. In this subsection, we will see how the
Hilbert modular surface Y0(N) × Y0(N) is identified with a Shimura variety XKN . The following
proposition is useful and is well known (see, e.g., [4, Proposition 3.1]).
Proposition 2.1. Define
w˜ : H2 ∪ (H−)2 → L
by w˜((z1, z2)) =
(
z1 −z1z2
1 −z2
)
. Then the composition pr ◦ w˜ gives an isomorphism between H2 ∪
(H−)2 and D. One can check that such an isomorphism induces an action of H(R) on H2 ∪ (H−)2
via the usual fractional linear transformation, i.e.,
(g1, g2) · (z1, z2) = (g1 · z1, g2 · z2),
and an automorphy factor j(g1, g2; z1, z2) = (c1z1 + d1)(c2z2 + d2) for gj =
(
aj bj
cj dj
)
.
Now set L =
(
Z Z
NZ Z
)
and denote it LN . Then one can check that L
′
N =
(
Z Z/N
Z Z
)
. Let
K0(N) =
{
g ∈ GL2(Zˆ)| g ≡
(
∗ ∗
0 ∗
)
(mod N)
}
and denote K = (K0(N)×K0(N)) ∩ H(Af ) by KN . Then ΓN := Γ = Γ0(N) × Γ0(N), and one
can check that ΓN ⊂ O(L
′
N/LN ) ∩ Aut(LN ). By Proposition 2.1 and the Strong Approximation
Theorem, we have XKN
∼= Y0(N) × Y0(N). Moreover, the Heegner divisor of index (n, µ) can be
identified with
Z(n, µ) = (Γ0(N)× Γ0(N)) \
{
z = (z1, z2) ∈ H
2| w˜(z) ⊥ X for some X ∈ µ+ LN with Q(µ) = n
}
.
2.3. Borcherds’ Theorem. Let C[L′/L] be the group algebra of L′/L for some lattice L, and let
{φµ}µ∈L′/L be its standard basis. The Weil representation ρL of SL2(Z) on C[L
′/L] is defined by
ρL(T )φµ = e(−Q(µ))φµ,
ρL(S)φµ =
1√
|L′/L|
∑
γ∈L′/L
e((γ, µ))φγ
where T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
. A holomorphic function f : H→ C[L′/L] is called a weakly
holomorphic modular function with respect to ρL if it satisfies
(1) f |M = ρL(M)f(τ) for all M ∈ SL2(Z),
(2) f(τ) is meromorphic at the cusp i∞, i.e.,
f(τ) =
∑
µ∈L′/L
∑
n∈−Q(µ)+Z
−∞≪n
c(n, µ)qnφµ.
Denote by M !0,ρL the space of weakly holomorphic modular functions with respect to ρL. Now we
can summarize and state Borcherds’ Theorem of type O(2, 2) for our case as follows.
Theorem 2.2 (Borcherds). Let LN be as defined in Subsection 2.2. For a given f ∈M
!
0,ρLN
with
f(τ) =
∑
µ∈L′/L
∑
n∈−Q(µ)+Z
−∞≪n
c(n, µ)qnφµ,
c(n, µ) ∈ Z for n < 0 and c(0, 0) = 0 such that ΓN ⊂ Aut(LN , f), there is a meromorphic function
Ψ(z, f) on Y0(N)× Y0(N) such that
4
(1) the divisor of Ψ(z, f) on Y0(N)× Y0(N) is given by
div(Ψ(z, f)) =
1
2
∑
µ∈L′/L
∑
n∈−Q(µ)+Z
0<n
c(−n, µ)Z(n, µ),
where Z(n, µ) is the Heegner divisor of index (n, µ),
(2) near each cusp Qℓ of XKN , Ψ(z, f) has a product expansion of the form
Ψ(z, f) = Ce ((z, ρ(Wf,ℓM , f))
∏
λ∈M ′
ℓ
(λ,Wf,ℓM )>0
∏
µ∈L′
N,ℓ
/LN
p(µ)=λ+Mℓ
[
1− e
(
(λ, z) + (µ, ℓ′)
)]c(−Q(µ),µ)
where C is a constant with absolute value∣∣∣∣∣∣∣∣
∏
δ∈Z/N
δ 6=0
(1− e(δ/N))
c(0, δ
N
ℓ)
2
∣∣∣∣∣∣∣∣
.
For the definitions of the notation, we refer the reader to [4, Subsection 2.1].
3. Preliminary Results and Sketch of Proof of Main Result
In this section, we aim to construct an appropriate Borcherds lift input FN for hN (z1, z2). First,
with LN =
(
Z Z
NZ Z
)
and L′N =
(
Z Z/N
Z Z
)
, we note that {µ}µ∈L′
N
/LN
=
{(
0 j/N
k 0
)}
0≤j,k≤N−1
.
Then to simplify our notation, we write µj,k for
(
0 j/N
k 0
)
, and write L′N/LN = {µj,k}0≤j,k≤N−1.
We also write φj,k for φµj,k ∈ C[L
′
N/LN ].
The following lemma gives the Heegner divisor of index (1, µ0,0) explicitly.
Lemma 3.1. Let Z(1, µ0,0) be the Heegner divisor of index (1, µ0,0). Then
Z(1, µ0,0) = {(τ, τ)| τ ∈ Y0(N)} .
Proof. By the identification given in Subsection 2.2, we have
Z(1, µ0,0) = (Γ0(N)× Γ0(N))\
{
(z1, z2) ∈ H
2| w˜(z1, z2) ⊥ X for some X ∈ µ0,0 + LN with Q(X) = 1
}
= (Γ0(N)× Γ0(N))\
{
(z1, z2) ∈ H
2| z2 =
az1 + b
cz1 + d
for some
(
a b
c d
)
∈ Γ0(N)
}
= {(τ, τ)| τ ∈ Y0(N)} .

Note that the divisor of hN (z1, z2) is {(τ, τ)| τ ∈ Y0(N)} . Then Lemma 3.1 tells us that div(Ψ(z, FN ))
must be Z(1, µ0,0), and thus the φ0,0-component function of FN must have a simple pole of residue 1,
and the other component functions are all holomorphic at i∞.
Lemma 3.2. For N 6= 4, the following set
⋃
d|N


d−1∑
k=0
N
d
−1∑
j=0
φjd, kN
d


is a basis for the space of vector valued modular forms with constant component function with respect
to SL2(Z) and ρLN .
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For N = 4, the following set 

φ0,0 + φ1,0 + φ2,0 + φ3,0,
φ0,0 + φ0,1 + φ0,2 + φ0,3,
φ2,0 − φ0,1 + φ2,2 − φ0,3


is a basis for the space of vector valued modular forms with constant component function with respect
to SL2(Z) and ρL4 .
Proof. Setting up the equations
ρLN (T )

N−1∑
k=0
N−1∑
j=0
aj,kφj,k

 = N−1∑
k=0
N−1∑
j=0
aj,kφj,k,
ρLN (S)

N−1∑
k=0
N−1∑
j=0
aj,kφj,k

 = N−1∑
k=0
N−1∑
j=0
aj,kφj,k,
expanding the left hand side by the Weil representation, and equating the coefficients by the linear
independence of φj,k, we can obtain the desired results after some routine calculations. 
Lemma 3.3. Let πN = πN (τ) be a Hauptmodul for Γ0(N), and let
πN |Ms =
∞∑
n=−1
As(n)q
n/h˜s
where h˜s = 1 if N = 4 and s = 1/2, otherwise, h˜s = hs as defined in Section 1. Let fN = fN (τ) be
the Γ1(N)–lifting of
1
2πN (τ) against φ0,0 defined by
(3.1) fN =
∑
M∈Γ1(N)\SL2(Z)
1
2
πN |M · ρ(M
−1)φ0,0.
For N 6= 4, let FN = FN (τ) be defined by
FN =
1
n(N)

fN −
∑
s∈C(Γ1(N))
As(0)
N−1∑
k=0
φ0,k −
∑
s∈C(Γ1(N))
ms 6=N
As(0)

ms−1∑
k=0
hs−1∑
j=0
φjms, khs −
N−1∑
k=0
φ0, k



 .
(3.2)
For N = 4, let F4 = F4(τ) be defined by
F4 = f4 −
(
A1/4(0) +A0/1(0) +
1
2
A1/2(0)
) 3∑
k=0
φ0,k −A0/1(0)
3∑
k=1
(φk,0 − φ0,k)(3.3)
−
1
2
A1/2(0) (φ2,0 − φ0,1 + φ2,2 − φ0,3) .
Then we have
(1) FN (τ) is in M
!
0,ρLN
, and is invariant under O(L′NLN ),
(2) c(0, µ0,0) = 0 and the φ0,0–component of FN has Fourier expansion
q−1 +
1
n(N)


∑
s∈C(Γ1(N))
s regular
∞∑
n=1
As(nhs)q
n +
∑
s∈C(Γ1(N))
s irregular
1
hs
∞∑
n=1
As(n)q
n

 ,
6
(3) c(0, µj,0) = 0 for 0 ≤ j ≤ N − 1,
(4) for d|N and d 6= N ,
N
d
−1∑
k=0
d−1∑
j=0
c(0, µj N
d
,kd) = 24.
Proof. See [5, Lem. 3.3 and 3.4]. 
We now end this work with
Sketch of proof of Theorem 1.1. We first note by Borcherds’ Theorem, Proposition 2.1 and Lemma
3.3 that Ψ(z, FN ) can be viewed as either a meromorphic function on the Shimura variety XKN or
a meromorphic function on Y0(N) × Y0(N), and hN (z1, z2) = πN (z1) − πN (z2) is a meromorphic
function on Y0(N)× Y0(N). Let
g(z1, z2) =
Ψ(z, FN )
hN (z1, z2)
.
Then g(z1, z2) is a meromorphic function on Y0(N)× Y0(N) with no zeros or poles by Lemma 3.1.
Let us fix z2 ∈ H. Then g1(z1) := g(z1, z2) is a meromorphic function in z1 on Y0(N). Let us
investigate the behavior of g1(z1) at the cusps of Y0(N). By Proposition 2.1, we can know that
the Fourier expansion of Ψ(z, FN ) at the cusp (s = as/cs, i∞) is equal to the Borcherds product
expansion of Ψ(z, FN ) at the cusp Qℓs where ℓs =
(
0 as
0 cs
)
. Then by Theorem 2.2(3) together
with [5, Eq. (4.1) and (4.2)], we have that when z2 ∈ H is fixed, as a meromorphic function on
Y0(N), the order of vanishing of Ψ(z, FN ) at the cusp s = as/cs can be computed and is given by
ords(Ψ(z, FN )) =
{
0 if ms 6= N ,
−1 if ms = N .
Also, we can easily compute the Fourier expansion of hN (z1, z2) at the same cusp, and obtain the
order of vanishing of hN (z1, z2) at the cusp s = as/cs when z2 ∈ H is fixed, which is
ords(hN ) =
{
0 if ms 6= N ,
−1 if ms = N .
Therefore, as a meromorphic function on Y0(N), the modular function g1(z1) is holomorphic at all
of the cusps, and thus g(z1, z2) is constant on Y0(N)×{z2}. Similarly, if we fix z1 ∈ H, by Theorem
2.2(3) and [5, Eq. (4.3) and (4.4)], we can also show that g(z1, z2) is constant on {z1} × Y0(N).
Hence, g(z1, z2) is constant on Y0(N)× Y0(N), which is 1 by comparing the Fourier expansions of
Ψ(z, FN ) and hN (z1, z2) at (i∞, i∞) = (1/N, 1/N), and this completes the proof. 
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