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FATOU-BIEBERBACH DOMAINS AS BASINS OF ATTRACTION
OF AUTOMORPHISMS TANGENT TO THE IDENTITY
LIZ RAQUEL VIVAS
Abstract. We prove that there exists an automorphism of C2 tangent to the
identity with a domain of attraction to the origin, biholomorphic to the origin,
along a degenerate characteristic direction.
1. Introduction
In the 1920’s, Fatou and Bieberbach proved the existence of proper subdomains
of C2 that are biholomorphically equivalent to C2, nowadays known as Fatou-
Bieberbach domains. Their examples were the basins of attraction of automor-
phisms of C2 with more than one fixed point. In fact, the basin of attraction of
an attracting fixed point of an automorphism of Ck is always biholomorphic to Ck,
with the fixed point in the interior of the domain. A complete proof of this fact,
as well as a variety of examples, was given by Rosay and Rudin [Ro-Ru]. In the
same article the authors posed several questions about Fatou-Bieberbach domains.
In recent years several mathematicians have made progress towards solving some
of these questions (see for example work by Peters and Wold[Pe-Wo], Peters [Pe],
Stensønes [St], Wold [Wo1], [Wo2]).
One of the most interesting remaining open questions is the following: Does
there exist a Fatou-Bieberbach domain in C2 that avoids the set {zw = 0}? In
the aforementioned paper, Rosay and Rudin proved that it is possible to avoid
one complex line. It has also been proved by Green [Gr], that a non-degenerate
image of C2 cannot avoid three complex lines. The answer for the case of two lines
still remains open. In this paper we find a Fatou-Bieberbach domain in C2 that
avoids one axis and one image of C in C2 that is locally tangent to an arbitrarily
high order to the other axis (see Theorem 4). We will make these statements more
precise after we introduce the definitions at the end of this section.
As a step towards finding (counter)examples for open questions about Fatou-
Bieberbach domains, it is natural to look for methods to construct such domains.
In 1997 Weickert [We1], and then Hakim [Hak1] found an entire new class of Fatou-
Bieberbach domains. The construction goes as follows: Let F be an automorphism
of Ck tangent to the identity at a fixed point p (i.e. F (p) = p and DF (p) = Id).
Under some hypotheses on the 2-jet of the automorphism there will exist a non-
degenerate characteristic direction [v] ∈ Pk−1 (we should think of v as a vector in
Ck and of [v] as the natural image in Pk−1). Define the basin of attraction of p
along [v] as follows:
Ωp,[v] = {z ∈ C
k | lim
n→∞
fn(z) = p; lim
n→∞
[fn(z)] = [v]}.
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Then depending on a certain index r[v] associated to this direction we have that Ω
is biholomorphic to Ck, and p is in the boundary of Ω.
One strategy to find a Fatou-Bieberbach domain that avoids two lines is to
consider an automorphism of C2 for which the origin is a neutral fixed point and
restricts to the identity on the coordinate axes. Then, if we could satisfy the extra
assumptions needed in Hakim’s theorem we could find a Fatou-Bieberbach domain
attracted to the origin that avoid both axes. In [Vi], we prove that, assuming a
well-known conjecture, this will never be the case. In particular we prove that,
under the assumptions of Hakim’s theorem the number r[v] is always negative and
therefore there will not be an open domain attracted to the origin.
Nonetheless, in this paper we prove that there exist automorphisms of C2 tangent
to the indentity at a fixed point admitting basins of attraction along degenerate
characteristic directions. These automorphisms, however, do not preserve both
axes.
The local dynamics of maps tangent to the identity at a fixed point have been
studied with a lot of success in the last years by Weickert [We1], Hakim [Hak1],
Abate [Ab1] and Abate-Bracci-Tovena [ABT]. Our work is also a contribution in
this direction, because it features dynamical behavior that has not been seen before.
From now on, all the maps we consider have the origin as the fixed point, and
when we say tangent to identity we mean it is tangent to the identity at the origin.
Then Weickert proved [We1, Thm. 1]:
Theorem 1. There exist automorphisms of C2 tangent to the identity with an
invariant domain of attraction to the origin, biholomorphic to C2, on which the
automorphism is biholomorphically conjugate to the map
(x, y)→ (x− 1, y)
Hakim [Hak1] proved a more general result. In order to state her theorem, we
need to introduce some definitions.
Definition 1. A parabolic curve or an invariant piece of curve for F at the origin
is an injective holomorphic map φ : ∆→ Cn satisfying the following properties:
• ∆ is a simply connected domain in C with 0 ∈ ∂∆;
• φ is continuous at the origin, and φ(0) = O;
• φ(∆) is invariant under F , and
(
Fn|φ(∆)
)
→ O as n→∞.
Furthermore, if [φ(ζ)]→ [v] ∈ Pn−1 as ζ → 0 (where [.] is the projection of Cn\{O}
onto Pn−1), we say that φ is tangent to [v] at the origin. Writing
F (z) = z + Pk(z) + Pk+1(z) + ...
where for each h ∈ N, h ≥ k, Ph is a homogeneous polynomial function of degree h
from Cn to Cn, and Pk 6≡ 0. Then k = ν(F ) is the order of F .
A characteristic direction for F is a vector [v] ∈ Pn−1 such that there is λ ∈ C,
so that Pk(v) = λv. If λ 6= 0, we say that v is non-degenerate; otherwise, it is
degenerate. Note that [v] is a non-degenerate characteristic direction if the induced
map of Pk on P
n−1 has [v] as a fixed point.
Then Hakim proved the following result [Hak1, Thm. 1.3]:
Theorem 2. Let F be a germ of an analytic transformation from Ck fixing the
origin and tangent to the identity. For every nondegenerate characteristic direction
[v] of F , there exists a parabolic curve, tangent to [v] at zero, attracted to the origin.
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In order to have open regions attracted to the origin, though, we need to look at
one more invariant associated to the non-degenerate characteristic direction. We
follow Abate’s exposition [Ab2] in order to define this invariant, because it is more
illustrative than the original definition:
Definition 2. Given F a germ of an analytic transformation of Ck fixing the
origin and tangent to the identity, and a non-degenerate characteristic direction
[v] ∈ Pk−1, the eigenvalues α1, α2, . . . , αk−1 ∈ C of the linear operatorD(Pk)[v]−Id :
T[v]P
k−1 → T[v]P
k−1 are the directors of [v].
Hakim also proves [Hak1]:
Theorem 3. Let F be an automorphism of C2 tangent to the identity. Let [v] be
a non-degenerate characteristic direction at 0. Assume that the real parts of all the
directors of [v] are strictly positive. Let Ω be defined by
Ω = {z ∈ Ck\{0} : lim
n→∞
zn = 0, lim
n→∞
[zn] = [v]}
Then Ω is biholomorphic to C2. In this domain the automorphism is biholomorphi-
cally conjugate to the map
(x, y)→ (x− 1, y)
It turns out that the domain of Weickert’s example is the set Ω(0,V ) for a non-
degenerate characteristic direction V associated to a positive director.
Although these are very interesting results, they do not say anything for the case
of degenerate characteristic directions. In this paper we prove:
Theorem 4. There exists an automorphism F of C2 tangent to the identity such
that there is an invariant domain Ω in which every point is attracted to the origin
along a trajectory tangent to v, where v is a degenerate characteristic direction of
F on which the automorphism is biholomorphically conjugate to the map
(x, y)→ (x− 1, y).
Moreover, Ω is a Fatou-Bieberbach Domain and Ω ∩ {(0, w) : w ∈ C} = ∅. Fur-
thermore, there is a biholomorphic copy of C injected in C2, locally tangent to the
z-axis, that is entirely contained in the boundary of Ω.
The proof of the theorem is similar in spirit to the proof of Weickert’s Theorem
(Theorem 1). We first explain the general structure of both proofs. In the remarks
that follow we point out the major differences between the case of non-degenerate
characteristic directions and that of degenerate directions.
Given an automorphism F of C2 tangent to the identity at the origin. The steps
we follow to show that the region of attraction is a Fatou-Bieberbach domain are:
(1) First we find a domain D such that F (D) ⊂ D and 0 ∈ ∂D. Also we prove
that for any z ∈ D,Fn(z) → 0. Moreover, [Fn(z)] → [v] where [v] ∈ P1 is
a degenerate characteristic direction.
(2) We work locally in D and find an Abel-Fatou coordinate. That is, φ : D →
C such that φ(F (p)) = φ(p)− 1.
(3) A global basin of attraction Ω is obtained as Ω = ∪∞n=0F
−n(D). We extend
φ to all of Ω. We prove that φ is surjective onto C (this normally comes for
free with the use of the Abel-Fatou coordinates).
(4) After this we prove that Vt = φ
−1(t) is biholomorphic to C for each t. We
call the biholomorphism ψt : Vt → C.
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(5) Using φ and ψt, we construct a global map G = (φ, ψ) : Ω→ C2. We prove
G is a biholomorphism, i.e. G is injective and surjective.
Note that many of these steps could also be carried out for a germ of a biholo-
morphism. Therefore we find explicit examples of germs for which there exists an
open basin along a degenerate characteristic direction. This phenomenon has al-
ready been explored by Abate in [Ab2], where he gives an example of a germ of C2
with (0, 1) a degenerate characteristic direction and an open basin along (0, 1) (see
case 1(10) Page 8).
The major difference between the case of degenerate and non-degenerate charac-
teristic direction is in Step 2. The condition of being a non-degenerate characteristic
direction allows one to make a simple change coordinates in order to prove Step 2.
In the general case, this change of coordinates does not always exist. In our case we
prove the existence of φ by solving a differential equation. We remark that given
Steps 1 through 4, Step 5 is exactly the same as in Weickert’s case.
We should point out that for most of these steps to be completed, we need a
very good estimate of the size of the change of variables. The difficulty of proving
surjectivity depends in general on how the shape of our domain changes with the
change of coordinate.
The presentation of the proof is as follows. We start with an automorphism of
C2 tangent to the identity. Then each section will be used to prove steps 1 through
5 of the outline of the proof. We also prove the existence of an F -invariant curve Γ
biholomorphic to C and contained in ∂Ω, where Ω is the Fatou-Bieberbach domain.
Acknowledgments. I would like to thank my advisor Prof. Berit Stensones for
fruitful discussions and Prof. Mattias Jonsson for invaluable comments on an earlier
draft.
2. Invariant Domain
We first describe a class of automorphisms where we are able to find a basin.
Theorem 5. Let F be an automorphism tangent to the identity at the origin of
the form:
F (z, w) = (z + z2 + O(z3, z2w), w − zw2 +O(z4, z3w, z2w2, zw3)).(1)
Then the vector (0, 1) is a degenerate characteristic direction for F . Moreover,
there exists a basin of attraction D, for which every point p ∈ D is attracted to the
origin along (0, 1).
It is not obvious that there exist automorphisms of C2 that have a germ as in
(1). Buzzard-Forstneric [Bu-Fo] and Weickert [We2] have proven that given a finite
jet germ of a biholomorphic map, it is possible to construct a global automorphism
with the prescribed jet. However, this theorem is not enough for our purposes,
since we want to prescribe which higher order terms can appear. Specifically we
want F (0, w) = (0, w).
Below we construct automorphisms of the form (1) using a composition of shears
and overshears.
Lemma 1. There exists F ∈ Aut(C2) such that:
F (0) = 0
F ′(0) = Id
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and
(2) F (z, w) = (z+z2+O(z3, z2w), w−w2z−
z4
3
+
8z3w
3
+O(z5, z4w, z2w2, zw3))
is the germ of F at (0,0).
Proof. We will define F as the compositions of shears and overshears in C2. Let us
start with:
(z, w)
f1
−→ (z, w + z)
(z, w)
f2
−→ (zew, w)
(z, w)
f3
−→ (z, w − z)
(z, w)
f4
−→ (ze−w, w)
If we compute the power series of f = f4◦f3◦f2◦f1 around the origin we obtain:
f(z, w) = (z+z2+O(z3, z2w), w−zw−z2−
z3
2
−z2w−
z3
2
+O(z4, z3w, z2w2, zw3))
We want to get rid of the terms −zw,−z2,−z2w and − z
3
2 in the second coordi-
nate. So, we apply a shear and an overshear to cancel these terms.
The terms zα can be canceled by using shears of the kind (z, w)→ (z, w+ f(z))
and the terms zβw can be canceled using overshears of the kind (z, w)→ (z, weg(z)).
We call O(4) = O(|z|4, |z|3|w|, |z|2|w|2, |z||w|3).
• To cancel −z2; we use the shear s1(z, w) = (z, w + z2). Now we compute
the power series expansion of s1 ◦ f around (0, 0) and we get:
s1 ◦ f(z, w) = (z + z
2 +O(z3, z2w), w +
3z3
2
− zw − z2w −
zw2
2
+O(4))
• To cancel 3z
3
2 ; we use the shear s2(z, w) = (z, w −
3z3
2 ) and now we get:
g(z, w) = s2 ◦ s1 ◦ f(z, w) = (z + z
2 +O(z3, z2w), w − zw − z2w −
zw2
2
+O(4))
• To cancel −zw; we use the overshear o1(z, w) = (z, we
z) and now we get:
o1 ◦ g(z, w) = (z + z
2 +O(z3, z2w), w −
z2w
2
−
zw2
2
+O(4))
• To cancel −z
2w
2 ; we use the overshear o2(z, w) = (z, we
z2/2) and now we
get:
h(z, w) = o2 ◦ o1 ◦ g(z, w) = (z + z
2 +O(z3, z2w), w −
zw2
2
+O(4))
which is the desired power series around 0.
We can also conjugate by φ(z, w) = (z, 2w) and finally we have:
F (z, w) = φ−1 ◦ h ◦ φ(z, w) = (z + z2 +O(z3, z2w), w − zw2 +O(z4, z3w, z2w2, zw3))
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To summarize we are composing the following shears and overshears:
(z, w)
φ
−→ (z, 2w)
(z, w)
f1
−→ (z, w + z)
(z, w)
f2
−→ (zew, w)
(z, w)
f3
−→ (z, w − z)
(z, w)
f4
−→ (ze−w, w)
(z, w)
s1−→ (z, w + z2)
(z, w)
s2−→ (z, w −
3z3
2
)
(z, w)
o1−→ (z, wez)
(z, w)
o2−→ (z, wez
2/2)
(z, w)
φ−1
−−→ (z, w/2)
and
F = φ−1 ◦ o2 ◦ o1 ◦ s2 ◦ s1 ◦ f4 ◦ f3 ◦ f2 ◦ f1 ◦ φ
so
F (z, w) = (F1(z, w), F2(z, w))
where
F1(z, w) = z exp(ze
2w+z)(3)
and
F2(z, w) =
[
w +
z
2
−
z
2
e2w+z +
z2
2
exp(2ze2w+z)−
3z3
4
exp(3ze2w+z)
]
×(4)
exp
(
z exp(ze2w+z) +
z2
2
exp(2ze2w+z)
)
which gives the expansion we were looking for. 
Notice that by using more shears and overshears we can get rid of the pure terms
zα and zβw for α and β as large as we want meaning we can get an automorphism
of C2 with power series around (0, 0):
F (z, w) = (z + z2 +O(z3, z2w), w − w2z +O(zα, zβw, z2w2, zw3))
Since F (0, w) = (0, w) it follows that F restricted to C∗×C is an automorphism
of C∗ × C.
As we said before, it is easy to see that F has two characteristic directions: (1, 0),
which is nondegenerate and (0, 1), which is degenerate.
Hakim’s Theorem 2 says that for any nondegenerate characteristic direction [v],
there exists an invariant piece of curve attracted to the origin tangent to [v]. Ap-
plying this theorem in our setup, it follows there exists an invariant piece of curve
attracted to (1, 0) for the map F in Lemma 1.
The assumption of the existence of a non-degenerate characteristic direction
allows us to blow-up the origin to get a simpler expression for F . In these new
coordinates Hakim proves that the invariant piece of curve is locally a holomorphic
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graph over the z-axis, and she gives precise estimates of the size of the graph
function and its derivative. We will also need estimates in our case therefore we
present her results and apply them to our case. The estimates of her paper that
we use are scattered in different parts of the paper. Therefore for the reader’s
convenience we summarize them in the following proposition (see Main Theorem
1.3, Lemma 4.5, Lemma 4.6 and Proposition 4.8 in [Hak1]).
Proposition 1. Assume that a transformation tangent to the identity is written
as follows:
x1 = f(x, u) = x− x
2 +O(ux2, x3),(5)
u1 = Ψ(x, u) = u− axu +O(u
2x, ux2) + xk+1ψk(x).
where a /∈ N. Then there exists an invariant piece of curve (x, u(x)), where u
is defined in some Dr = {x ∈ C; |x − r| < r} and where limx∈Dr,x→0 u(x) = 0.
Moreover,
|u(x)| ≤ C1|x|
k and |u′(x)| ≤ C2|x|
k−1(6)
for x ∈ Dr, where C1 and C2 are positive constants.
We refer to Hakim’s proof of Main Theorem 1.3 for this result, but let us point
out that we should compare (5) with equation (4.1) on section 4 of [Hak1]. Note
that, as stated, Proposition 1 does not involve log terms as opposed to equation
(4.1) in [Hak1]. This is because we are assuming a /∈ N. The estimates we are
quoting for the size of u should be compared to Lemmas 4.5 (p.420) and 4.6 (p.421)
of [Hak1]. In our case we do not need the log terms since a /∈ N, and we will use
k = 4 in both lemmas.
Let us define, for any ǫ > 0:
(7) Vǫ = {z ∈ C | 0 < |z| < ǫ, |Arg(z)− π| < π/8} ⊂ C
It is clear that for ǫ small enough, z ∈ Vǫ implies −z ∈ Dr. Note that Vǫ is a
local basin of attraction for the map z 7→ z + z2.
Now we can give our result:
Proposition 2. Let F be as in Lemma 1. Then there exists a parabolic curve
attracted to (0, 0) along (1, 0) i.e. there exists γ defined in the closure of Vǫ with
values in C such that γ is analytic in Vǫ, continuous up to the closure of Vǫ, γ(0) = 0
and such that if p ∈ C = {(z, γ(z)), z ∈ Vǫ} then F (p) ∈ C and Fn(p) → 0 when
n → ∞. Also we have the following estimates on the size of γ and its derivative,
i.e. there exist constants C1 and C2 such that:
|γ(z)| ≤ C1|z|
3(8)
and
|γ′(z)| ≤ C2|z|
2(9)
for z ∈ Vǫ.
Proof. This result follows almost directly from Proposition 1. The existence of an
attracting piece of curve is immediate, since (1, 0) is a non-degenerate characteristic
direction. For the estimates on the size of the graph, we want to change coordinates
so that
F (z, w) = (z + z2 +O(z3, z2w), w − w2z +O(z4, z3w, z2w2, zw3))
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is locally of the form (5).
Let our invariant curve for our original map be C = {(z, γ(z)), z ∈ Vǫ}. We know
this curve exists by Hakim’s theorem, since (1, 0) is a non-degenerate characteristic
direction.
We use the change of coordinates:
(x, u) := ϕ(z, w) = (−z, w)
(z, w) = ϕ−1(x, y) = (−x, u)
In these coordinates we have:
F˜ (x, y) = ϕ ◦ F ◦ ϕ−1(x, y) = ϕ ◦ F (−x, y)
= ϕ(−x+ x2 +O(x3, x2u), u+ xu2 + cx4 +O(x5, x3u, x2u2, xu3))
= (x− x2 +O(x3, x2u), u+O(x3u, xu2) + x4ψ(x))
Comparing with (5), we can see our map is in the desired form, for a = 0 and
k = 4. Under the change of coordinate ϕ the invariant curve (z, γ(z)) will be
(x, u(x)) where:
(x, u(x)) = ϕ(z, γ(z))
and (x, u(x)) is the attractive invariant curve for F˜ . We use the estimates we have
in (6) and the relationship:
x = −z
u(x) = γ(z)
And we obtain:
|γ(z)| ≤ C1|z|
3
|γ′(z)| ≤ C2|z|
2
for z ∈ Vǫ. 
We can compute the director associated to v = (1, 0). We use the following
equivalent definition as in Definition 2 of the director (see [Ab1] for a proof of this
fact):
A(v) :=
r′(u0)
Pk(1, u0)
in our case we have P2(z, w) = z
2, Q2(z, w) = 0. We defined r(u) = Q2(1, u) −
uP2(1, u), then r(u) = 0−u = −u, and r′(u0) = −1. We have then A((1, 0)) = −1.
Therefore we can expect there is not an open invariant region around C.
We can extend the curve C and prove:
Proposition 3. If we define
Γ =
⋃
n≥0
F−n(C)(10)
then we have that
(i) F (Γ) = Γ
(ii) Γ is biholomorphic to C.
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Proof. The first part is clear. For the second part we need to understand the action
of F in C. We have C = {(z, γ(z)); z ∈ Vǫ}, with F (C) ⊂ C. Clearly this action is
conjugated to the following action:
z1 = z + z
2 +O(z3, z2w) = z + z2 +O(z3)
on Vǫ. It is a consequence of Fatou’s work [Fa] that the transformation is conjugated
to ζ1 = ζ + 1 in a domain of type U = {ℜeζ > R}, for R big enough. Define the
following holomorphic map from Γ to C:
Φ :Γ→ C
Φ(p) = ζ(π1 ◦ F
N (p))−N
where π1 is the projection in the first coordinate and N is large enough so F
N (p) ∈
C. We check now that Φ is well-defined, injective and surjective.
• Φ is well defined. We want to prove that Φ is independent of N . If
N and M are both integers such that FN (p) and FM (p) are both in
C, then without loss of generalization we can assume N < M . Then
FM−N (FN (p)) = FM (p) implies ζ(π1(F
M (p))) = ζ(π1(F
N (p))) +M −N .
Therefore ζ(π1(F
M (p))) − M = ζ(π1(FN (p))) − N , and we see Φ(p) is
well-defined.
• Φ is injective. Let p and q in Γ such that Φ(p) = Φ(q). We know there
exists N large enough such that FN(p) and FN (q) are both in C. Therefore
we will have ζ(π1 ◦ FN (p)) −N = ζ(π1 ◦ FN (q)) −N . Since ζ is injective
in Vǫ we have F
N (p) = FN (q) and therefore p = q.
• Φ is surjective. By the definition of Φ, we clearly have:
Φ(Γ) =
∞⋃
n=0
U − n =
∞⋃
n=0
{ℜeζ > R− n} = C
and we get Φ is surjective.
Therefore Γ is biholomorphic to C. 
Now we describe the open region U attracted to the origin along the degenerate
characteristic direction (0, 1).
We will show later that the attracting curve C, as in (10) and this open region
U are disjoint. In fact, we will prove that the attracting curve is contained in the
boundary of the basin of the open region.
The main proposition is the following:
Proposition 4. DefineD(z,w) := {(z, w) ∈ C
2 : z ∈ Vǫ, w − γ(z) ∈ Vǫ, |z| < |w − γ(z)|}.
Then F (D(z,w)) ⊂ D(z,w).
Moreover, denote Fn(z, w) = (zn, wn) for (z, w) ∈ D(z,w). Then:
|zn| ∼
1
n
(11)
and
|wn| ∼
1
logn
(12)
Proof. Let (z, w) ∈ D(z,w), i.e. z ∈ Vǫ, u = w − γ(z) ∈ Vǫ and |z| < |u| where we
introduce the new variable u := w − γ(z). We want to prove:
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(i) z1 ∈ Vǫ
z1 = z + z
2 +O(z3, z2w)
= z + z2 +O(z3, z2(u + γ(z)))
= z + z2 +O(z3, z2u)
Proving that z1 ∈ Vǫ is equivalent to proving that 1/z1 ∈ UR where
UR := {ζ ∈ C : |ζ| > R, |Arg(ζ)− π| < π/8}(13)
and R = 1/ǫ. Rewriting the equation for z1 we see:
1
z1
=
1
z + z2 +O(z3, z2u)
=
1
z
(
1
1 + z +O(z2, zu)
)
=
1
z
(1− z +O(z2, zu))
1
z1
=
1
z
− 1 +O(z, u)(14)
By decreasing the value of ǫ as necessary (or equivalently, increasing the
value of R) it is clear than |O(z, u)| < 1/8. So 1/z ∈ UR implies 1/z1 ∈ UR
and therefore z1 ∈ Vǫ. Later we will need a more refined estimate for 1/z1.
(ii) u1 = w1 − γ(z1) ∈ Vǫ. This is the most delicate part of the proof. We
recall the second coordinate of F and rewrite it in a convenient way for our
purposes:
w1 = w − w
2z −
z4
3
+O(z5, z3w, z2w2, zw3)
w1 = w − w
2z − l(z) + zwθ(z, w)(15)
where θ(z, w) =
∑
i+j≥2 aijz
iwj . We would like to express u1 = w1−γ(z1)
in terms of u and z. We need therefore to estimate γ(z1). Substituting
u+ γ(z) for w in (15) we obtain:
u1 + γ(z1) = (u + γ(z))− (u+ γ(z))
2z − l(z) + z(u+ γ(z))θ(z, u+ γ(z))(16)
Recall that the curve C is invariant. This implies that F (z, γ(z)) ∈ C, since
z ∈ Vǫ. Let F (z, γ(z)) = (z′, γ(z′)) ∈ C. Then z′ ∈ Vǫ and using equation
(15):
γ(z′) = γ(z)− γ(z)2z − l(z) + zγ(z)θ(z, γ(z))(17)
Noting that Equation (17) and Equation (16) are very similar and subtract-
ing one from the other, we get:
u1 + γ(z1)− γ(z
′) =u− (u2 + 2uγ(z))z + zuθ(z, u+ γ(z))+
zγ(z)[θ(z, u+ γ(z))− θ(z, γ(z)]
Then solving for u1:
u1 =u− u
2z − 2uzγ(z) + zuθ(z, u+ γ(z))+(18)
zγ(z)(θ(z, u+ γ(z))− θ(z, γ(z)) + γ(z′)− γ(z1)
Claim: The following holds for z ∈ Vǫ and u ∈ Vǫ:
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∗ γ(z′)− γ(z1) = O(z4u)
∗ θ (z, u+ γ(z))− θ(z, γ(z)) = O(uz)
∗ zuθ (z, u+ γ(z)) = O(z3u, z2u2, zu3)
Assume the claim is proved. Equation (18) yields:
u1 = u− u
2z +O(uz3, z2u2, zu3)(19)
We use again the same idea as in (i). Proving that u ∈ Vǫ is equivalent to
proving that 1/u ∈ UR, where UR is defined as in equation (13). Rewriting
the Equation (19) we get:
1
u1
=
1
u
(
1
1− uz +O(z3, z2u, zu2)
)
=
1
u
(1 + uz +O(z3, z2u, zu2))
=
1
u
+ z +O(z3/u, z2, zu)
Since we are assuming |z| < |u| we have |z3/u| < |z2|. Shrinking ǫ if
necessary, we get |O(z3/u, z2, zu)| < 18 |z|. Since z ∈ Vǫ, we see that 1/u ∈
UR implies 1/u1 ∈ UR, and hence u1 ∈ Vǫ.
We now prove the claim.
∗ γ(z′)− γ(z1). For this term we have to use the previous estimates for
γ and its derivative, as well as an estimate for z′ − z1:
z′ − z1 = F1(z, γ(z))− F1(z, γ(z) + u) = O(z
2u)
where F1 is the first coordinate of F . Note that both z1 and z
′ are in
Vǫ. Thus (8) and (9) imply:
γ(z′)− γ(z1) = γ
′(z1)(z
′ − z1) +O((z
′ − z1)
2)
= O(z2)O(z2u) +O(z4u2) = O(z4u)
∗ θ (z, u+ γ(z)) − θ(z, γ(z)) = O(uz). For this term we use θ(z, w) =
O(z2, zw,w2) and therefore
θ (z, u+ γ(z))− θ(z, γ(z)) = O(zu, u2)
∗ zuθ (z, u+ γ(z)) = O(z3u, z2u2, zu3): This follows from θ(z, u+γ(z)) =
O(z2, zu, u2).
This completes the proof of the claim and of (ii).
(iii) |z1| < |u1|. This is equivalent to proving that |1/z1| > |1/u1|. From part
(i) and (ii) we obtain |1/z1| > |1/z|+ 1/2 and |1/u1| < |1/u|+ |2z|. Since
|z| < |u| we got |1/z| > |1/u|. By shrinking ǫ we have |1/z1| > |1/z|+1/2 >
|1/u|+ 2|z| > 1/|u1|, and we get |z1| < |u1|.
Therefore, we proved F (D(z,w)) ⊂ D(z,w). If (z, w) ∈ D(z,w), then (zk, wk) :=
F k(z, w) ∈ D(z,w) for all k ≥ 0. Set uk = wk − γ(zk). Therefore we have:
1
zk+1
=
1
zk
− 1 + O(zk, uk)
summing from k = 0 to N , and dividing by N , we get:
1
NzN
=
1
Nz0
− 1 +O(
∑
k
zk, uk)/N.
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Letting N tend to infinity we get
lim
N→∞
1
NzN
= −1
In the same way for u:
1
uk+1
=
1
uk
+ zk +O(z
3
k/uk, z
2
k, zkuk),
summing from k = 0 to N , and dividing by logN :
1
logNuN
= −
∑
k zk
logN
+ O(
∑
k
z3k/uk, z
2
k, zkuk)/ logN
and, letting N tend to infinity,
lim
N→∞
1
logNuN
= −1
which implies:
|zN | ∼ 1/N
|wN | ∼ 1/ logN.

Note that this does not prove that our curve C is in the boundary of the region
D(z,w). We prove a weaker statement now:
Proposition 5. There exists δ > 0 and N > 0, such that if (z, w) ∈ C2, z ∈ Vδ
and w − γ(z) ∈ Vδ, then FN(z, w) ∈ D(z,w).
Proof. Let u = w − γ(z). We are considering any z, u ∈ Vδ, and we want to prove
that there exists N large such that |zN | < |uN | and zN , uN ∈ Vǫ. If |z| < |u|, then
there is nothing to do. If |z| > |u|, going back to the proof of the last proposition
we will still have z1 ∈ Vǫ, since we did not use |z| < |u| in the proof of z1 ∈ Vǫ. The
only part of the proof in which we use |z| < |u| was to prove u1 ∈ Vǫ. Recall from
equation (19):
u1 = u− u
2z +O(z3u, z2u2, zu3).
Since we do not have |z| < |u|, we can not replace |z3u| < |zu|2. Therefore we do
not get u1 ∈ Vǫ. Nonetheless, we have the following estimate:
1
u1
=
1
u
(1 +O(z3)) + z +O
(
z2, zu
)
and therefore
1
uN
=
1
u
∏
i
(1 +O(z3i )) +
∑
i
zi +
∑
i
O
(
zi
2, ziui
)
.
We choose δ small enough, so we have |ui| < ǫ, for all 1 ≤ 1i ≤ N . Consequently
we have zi ∈ Ve for all 1 ≤ i ≤ N , since zi+1 ∈ Vǫ depends only on the size of ui.
We will have:
1
zN
∼
1
z
−N
and
1
uN
=
1
u
∏
i
(1 +O(z3i )) +
∑
i
zi +
∑
i
O
(
zi
2, ziui
)
.
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Since |zk| = O(1/k), for every k < N , the term
∏
i(1 +O(z
3
i )) ∼ exp(
∑
i(O(z
3
i )) <
C|zN | < 2C/N , where C is a finite number. Therefore, the dominant term in the
expression for u is
∑
i zi ∼ logN . This means that choosing N large enough, or
equivalently choosing δ small enough, we have |zN | ∼ 1/N < 1/ logN ∼ |uN |. 
Corollary 1. There exists δ > 0 and N > 0; such that
FN (C ∩Bδ(O)) ⊂ ∂D(z,w)(20)
Proof. We have C ∩Bδ(O) ⊂ ∂({(z, w), z ∈ Vδ, w − γ(z) ∈ Vδ}). Applying FN and
using Proposition 5 we get (20). 
Remark 1. Note that the curve C is tangent to the z-axis to order 3.
It will be more useful for our purposes to change coordinates in D(z,w). We use
the following change of coordinates (we have already used it implicitly):
(21) (x, y) := φ(z, w) =
(
1
z
,
1
w − γ(z)
)
Let D(x,y) = φ(D(z,w)). Clearly:
D(x,y) = {(x, y) ∈ C
2 : x, y ∈ UR, |y| < |x|}(22)
where UR is defined as in (13). We will work from now on with the map F˜ =
φ−1 ◦ F ◦ φ. As we said before, we need more precise equations for F˜ . We give
them in the following proposition:
Proposition 6. Let F˜ (x, y) = (x1, y1), where F˜ is defined above and (x, y) ∈
D(x,y). In these coordinates we have:
x1 = x− 1 + g
(
1
y
)
+
c
x
+O
(
1
x2
,
1
xy
)
(23)
y1 = y +
1
x
+
1
x
h
(
1
y
)
+O
(
1
x2
)
(24)
for all (x, y) ∈ D(x,y), where g and h analytic functions in Vǫ, g(1/y) = O(1/y)
and h(1/y) = O(1/y).
Proof. It is clear from the Proposition 5 that the map F˜ is well-defined. Indeed
F (D(z,w)) ⊂ D(z,w) and because C = {(z, γ(z)), z ∈ Vǫ} ∩D(z,w) = ∅ we can invert
w − γ(z) in D(z,w). In the proof of the last proposition we saw equation (14):
1
z1
=
1
z
− 1 +O(z, u)
We put together all the terms in O(z, u) that contain only u terms and we call this
function g(u). This function is analytic in a neighborhood of 0 and in particular in
Vǫ. We also separate the linear term on z:
1
z1
=
1
z
− 1 + g(u) + cz +O(z2, zu)
where c ∈ C is a constant. In the new coordinates (x, y) we have:
x1 = x− 1 + g
(
1
y
)
+
c
x
+O
(
1
x2
,
1
xy
)
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Similarly for y = 1/(w − γ(z)) = 1/u we have from equation (19)
1
u1
=
1
u
+ z +O
(
z3
u
, z2, zu
)
and rewriting it in terms of x and y, we obtain:
y1 = y +
1
x
+O
(
y
x3
,
1
x2
,
1
xy
)
= y +
1
x
+
1
x
h
(
1
x
)
+O
(
y
x3
,
1
x2
)
Since we have |y| < |x|, O(y/x3) is bounded by O(1/x2). Also, we separated the
terms of the form zuk, or equivalently, the terms 1/xyk. So we have:
y1 = y +
1
x
+
1
x
h
(
1
y
)
+O
(
1
x2
)
where h is an analytic function defined for y ∈ UR. The proposition is proved. 
Notice that D(z,w) is the invariant region for F and D(x,y) is the invariant region
for F˜ . The following diagram commutes:
D(z,w)
F
−−−−→ D(z,w)
φ
y φ
y
D(x,y)
F˜
−−−−→ D(x,y)
In the following section we introduce new coordinates on D(z,w) in which our
map takes a simpler form.
3. Semiconjugacy to translation
In this section we change coordinates (z, w)→ (ψ(z, w), w) in D(z,w) so we have
(as in Weickert, or Hakim) that ψ is an Abel-Fatou coordinate. More precisely, we
want to find a map ψ : D(z,w) → C such that
(25) ψ ◦ F (z, w) = ψ(z, w)− 1
for all (z, w) ∈ D(z,w).
This coordinate is known in the literature as the Abel-Fatou coordinate. It
always exists for maps tangent to the identity in one dimension; see Milnor [Mi].
So far we have introduced one biholomorphic change of coordinates as in equation
(21) that transform D(z,w) as follows:
(x, y) := φ(z, w) =
(
1
z
,
1
w − γ(z)
)
Notice that this can be translated to our new coordinates (x, y) in the following
way: if µ is defined as µ := ψ ◦ φ−1 then we have:
µ : D(x,y) → C
and
(26) µ ◦ F˜ (x, y) = µ(x, y)− 1
for all (x, y) ∈ D(x,y).
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So, finding a solution for (26) and for (25) are equivalent problems. We will first
find µ that solves (26) and then translate it to the original coordinates.
Let us recall how our map looks in the (x, y) coordinates.
x1 = x− 1 + g
(
1
y
)
+
c
x
+O
(
1
x2
,
1
xy
)
y1 = y +
1
x
+
1
x
h
(
1
y
)
+O
(
1
x2
)
So, our coordinate x → x1 is close to being a translation. Nonetheless we have
several terms to deal with, such as g(1/y) and c/x. We prove the following lemma,
which will help us clean up some of these inconvenient terms.
Lemma 2. Choose and fix a branch of the logarithm in UR. For (x, y) in D(x,y) =
UR × UR, with R big enough we have:
a)
(27) log(x1)− log(x) = −
1
x
+O
(
1
x2
,
1
xy
)
b)
(28) log(y1)− log(y) =
1
xy
+O
(
1
x2y
,
1
xy2
)
c) There exists a holomorphic solution β : UR → C to the following first-order
linear differential equation:
(29)
(
1 + h
(
1
y
))
β′(y)−
(
1− g
(
1
y
))
β(y) = −g
(
1
y
)
such that β(y) = O(1/y) and β′(y) = O(1/y2), where x, y ∈ UR. If
α(x, y) = xβ(y) then we have the following estimate:
(30) α(x1, y1) = α(x, y)− g
(
1
y
)
+O
(
1
x2
,
1
xy
)
.
Proof. We start by proving (27):
log
(x1
x
)
= log
(
x− 1 +O(1/x, 1/y)
x
)
= log
(
1−
1
x
+O
(
1
x2
,
1
xy
))
= −
1
x
+O
(
1
x2
,
1
xy
)
Now, we prove Equation (28):
log
(
y1
y
)
= log
(
y + 1/x+O(1/x2, 1/xy)
y
)
= log
(
1 +
1
xy
+O
(
1
x2y
,
1
xy2
))
=
1
xy
+O
(
1
x2y
,
1
xy2
)
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Finally we prove (30). This is probably the hardest part of the proof, so we give
each step very carefully.
First we want to compute α(x1, y1)−α(x, y), where α is defined as in the propo-
sition.
α(x1, y1)− α(x, y) = x1β(y1)− xβ(y)
= x1β(y1)− x1β(y) + x1β(y)− xβ(y)
= x1[β(y1)− β(y)] + β(y)[x1 − x]
Recall that y1 − y =
1
x
[1 + h
(
1
y
)
] +O(1/x2) and we will prove later that β′(y) =
O(1/y2). We first compute β(y1)− β(y):
β(y1)− β(y) =(y1 − y)β
′(y) +O
(
β′′(y)|y1 − y|
2
)
=β′(y)
[
1
x
(
1 + h
(
1
y
))
+O
(
1
x2
)]
+O
(
1
x2
)
=
1
x
(
1 + h
(
1
y
))
β′(y) +O
(
1
x2
)
so, putting it back we get:
α(x1, y1)− α(x, y) =x1
[
1
x
(
1 + h
(
1
y
))
β′(y) +O
(
1
x2y2
)]
+ β(y)
[
−1 + g
(
1
y
)
+O
(
1
x
)]
=(x+O(1))
[
1
x
(
1 + h
(
1
y
))
β′(y)
]
−
(
1− g
(
1
y
))
β(y) +O
(
1
xy
)
,
since β(y) = O (1/y). So, we see:
α(x1, y1)− α(x, y) =
(
1 + h
(
1
y
))
β′(y)−
(
1− g
(
1
y
))
β(y) +O
(
1
x2
,
1
xy
)
From (29) we then get:
α(x1, y1)− α(x, y) = −g
(
1
y
)
+O
(
1
x2
,
1
xy
)
and Equation (30) is proved. It remains to prove is the estimates on the solution
of the differential equation (29).
Recall that g and h are holomorphic equations defined in a neighborhood of
the origin and g(z) = O(z) and also h(z) = O(z). Choosing R large enough we
can guarantee that |h(1/y)| < 1/4 for all y ∈ UR, and therefore we can divide by
1 + h(1/y) to obtain:
β′(y)−
1− g(1/y)
1 + h(1/y)
β(y) = −
g(1/y)
1 + h(1/y)
,
renaming for convenience we have the following differential equation
β′(y)− (1 + s (y))β(y) = t (y) ,
where s(z) = O(1/z) and similarly t(z) = O(1/z).
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If we call σ(y) = β(y) + t(y), the differential equation will become
σ′(y)− (1 + s (y))σ(y) = τ (y)
where s(z) = O(1/z) and similarly τ(z) = O(1/z2). We will prove that the solution
of the equation σ(y) = O(1/y), and therefore we will have β(y) = O(1/y).
By increasing R if necessary we have all the estimates for s, t and τ in an open
neighborhood of UR. Using differential equations theory, we see that one solution
of this differential equation is
σ(y) =
∫ y
−RH(ζ)τ(ζ)dζ
H(y)
,
where the integral is in any path joining the points −R and y in UR and:
H ′(y)
H(y)
= −1− s(y).
Notice that all the integrals are independent of the path chosen because we are
working in UR, which is a simply connected region. We prove the following
max
ζ∈γ
|H(ζ)τ(ζ)| = |H(y)τ(y)|
If τ ≡ 0 there is nothing to prove. Assume then τ(y) =
∑
n≥k an/y
n, where k
is the lowest index such that ak 6= 0. Then τ(y) =
ak
yk
(1 + O(1/y)) by increasing
R we can make |O(1/y)| < 1/2. So we have τ(y) 6= 0 for all y ∈ UR. We can
choose a branch of logarithm for τ(y). LetM(y) = log(τ(y)) or equivalently τ(y) =
exp(M(y)). We have
M(y) = log
(
ak
yk
(
1 +O
(
1
y
)))
= log
(
ak
yk
)
+ log
(
1 +O
(
1
y
))
= log ak − k log y +O
(
1
y
)
.
From the definition of H , we have:
log(H(y)) = L(y) = −y − b1 ln y −
∑
i≥2
bi
(i − 1)yi−1
,
where L′(y) = −1− s(y) and s(y) =
∑
i≥1
bi
yi .
We call u(t) = | exp(M(ζ(t)) + L(ζ(t))|, where ζ(t) = (1 − t)(−R) + ty is a
parametrization of the line that joins the points −R and y. We rewrite what we
want to prove as max
0≤t≤1
u(t) = u(1). We are gonna prove u′(t) ≥ 0 for 0 ≤ t ≤ 1, if
we choose y large enough.
We have
u(t) = | exp(M(ζ(t)) + L(ζ(t))| = expℜ [M(ζ(t)) + L(ζ(t))]
Therefore u′(t) = u(t)ℜ[(M(ζ) + L(ζ))′|ζ=ζ(t)(y +R)] and
[M(ζ) + L(ζ)]′ =M ′(ζ) + L′(ζ)
= [−
k
ζ
+O
(
1
ζ2
)
] + [−1 +O(1/ζ)]
= −1 +O(1/ζ)
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Then u′(t) = u(t)ℜ[(y + R)(−1 + O(1/ζ(t))] By considering y large enough we
can guarantee ℜ[(y + R)(−1 + O( 1R+tR+ty ))] is positive. So, we have u
′(t) ≥ 0,
then maxζ∈γ |H(ζ)τ(ζ)| = |H(y)τ(y)|. Putting back on the solution σ we will have
|σ(y)| ≤ |τ(y)|O(y) = O(1/y). Therefore β(y) = O(1/y).

We use these functions to define the Abel-Fatou coordinate. In the (x, y) coor-
dinates, the first coordinate map looks as follows:
x1 = x− 1 + g
(
1
y
)
+
c
x
+O
(
1
x2
,
1
xy
)
.
By using the last lemma and the auxiliary functions we found we will be able to
prove the existence of µ such that µ(x1, y1) = µ(x, y)− 1.
Theorem 6. Choose and fix a branch of the logarithm on UR. Define:
µn(x, y) = xn + n+ r log(xn) + s log(yn) + α(xn, yn),
with r and s constants well chosen. Then µn(x, y) is Cauchy with the uniform norm
topology and therefore we define the limit function as µ(x, y).
Proof. We want to show that µn(x, y) is Cauchy and therefore converges uniformly
in UR × UR. Using the lemma above, we have:
µn+1 − µn =(xn+1 + n+ 1 + r log xn+1 + s log yn+1 + α(xn+1, yn+1))−
− (xn + n+ r log xn + s log yn + α(xn, yn))
=(xn+1 − xn) + 1 + r(log xn+1 − log xn)+
+ s(log yn+1 − log yn) + (α(xn+1, yn+1)− α(xn, yn))
=
(
−1 + g
(
1
yn
)
+ 1 +
c
xn
)
−
r
xn
+
+ s
(
1
xnyn
)
− g
(
1
yn
)
+
k
xnyn
+O
(
1
x2n
,
1
xny2n
)
We choose r = c and s = −k, where the term k/xnyn is the sum of all the terms of
this form in the other factors. Therefore:
|µn+1 − µn| =
∣∣∣∣O
(
1
x2n
,
1
xny2n
)∣∣∣∣
Using the fact that |xn| ∼ n and |yn| ∼ logn we can see that these terms add up
and converge. Therefore:
(31) µn − µ0 =
n∑
i=0
(µi+1 − µi)
converges absolutely uniformly onD(x,y) to a holomorphic limit µ. Let µ = limµn =
µ0 + η. We have:
|η| = |
∑
n
(µn+1 − µn)| ≤
∑
n
∣∣∣∣O
(
1
n2
,
1
n log2 n
)∣∣∣∣ = O
(
1
n
,
1
logn
)
Our estimates above show that η → 0 uniformly in D(x,y) as (x, y)→∞. 
We summarize what we have found in the following proposition:
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Proposition 7. There exists a map ψ : D(z,w) → C such that:
ψ(F (z, w)) = ψ(z, w)− 1
for all (z, w) ∈ D(z,w). We have:
ψ(z, w) = µ(x, y) = µ0(x, y) + η(x, y)
= x+ r log(x) + s log(y) + α(x, y) + η(x, y)(32)
Proof. Let µ = limµn = µ0 + η = x+ r log(x) + s log(y) + α(x, y) + η; and ψ(z, w) =
µ(x, y) = µ(φ(z, w)). Then:
ψ ◦ F (z, w) = lim
n→∞
[xn+1 + n+ r log xn+1 + s log yn+1 + α(xn+1, yn+1) + η(xn+1, yn+1)]
= lim
n→∞
[xn+1 + n+ 1 + r log xn+1 + s log yn+1 + α(xn+1, yn+1) + η(xn+1, yn+1)]− 1
= ψ(z, w)− 1,
and so (25) is satisfied. 
Consider the mapping from D(z,w) to C
2 given by:
Θ(z, w) =
(
ψ(z, w),
1
w − γ(z)
)
=: (t, y)
In the next proposition we prove Θ is a change of coordinates.
Proposition 8. Θ = (t, y) is a biholomorphism from D(z,w) onto its image D(t,y).
Proof. We have to show that (t, y) is injective in D(z,w), or equivalently in D(x,y).
If
(µ(x1, y1), y1) = (µ(x2, y2), y2)
for (x1, y1) and (x2, y2) ∈ D(x,y) then we have:
y1 = y2
and
µ(x1, y) = µ(x2, y).
Recalling how we define µ(x, y) then we should have:
x1 + r log x1 + s log y + α(x1, y) + η(x1, y) = x2 + r log x2 + s log y + α(x2, y) + η(x2, y)
x1 − x2 + r (log x1 − log x2) + α(x1, y)− α(x2, y) + η(x1, y)− η(x2, y) = 0
In case x1 6= x2 we can divide by x1 − x2:
1 + r
log x1 − log x2
x1 − x2
+
α(x1, y)− α(x2, y)
x1 − x2
+
η(x1, y)− η(x2, y)
x1 − x2
= 0(33)
We have that η(x, y) is bounded, so by increasingR we can assume
η(x1, y)− η(x2, y)
x1 − x2
is less than ǫ. Also: ∣∣∣∣ log(x1)− log(x2)x1 − x2
∣∣∣∣ =
∣∣∣∣1x˜
∣∣∣∣
for some x˜ ∈ VR therefore:
∣∣∣∣r log(x1)− log(x2)x1 − x2
∣∣∣∣ < |r|R .
And for the third term:
α(x1, y)− α(x2, y)
x1 − x2
= β(y) = O
(
1
y
)
,
we have |β(y)| < C/|y| < C/R.
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Therefore we can choose R large enough such that:
1 >
|r|
R
+
C
R
+ ǫ
So our map is injective and we have a valid change of coordinates. 
In the following section we modify the open region D(t,y) for convenience, so it
will be easier to visualize each fiber of Ψ.
4. Modification of D(z,w)
In this section we investigate the geometry of the image D(t,y) of D(z,w) in the
new coordinates Θ = (t, y).
We want to prove:
Lemma 3. D(t,y) ⊃ D
′
(t,y) where
D′(t,y) = {(t, y) ∈ U2R × UR : |y| <
|t|
2
}.
Proof. Fix yo ∈ UR, we call µyo(x) := µ(x, yo). Define:
Dyo = {x ∈ C : (x, yo) ∈ D(x,y)}
By the definition ofD(x,y) we haveDyo(x) = {x ∈ UR, |yo| < |x|}. We want to prove
µyo(Dyo) ⊃ U2|yo|. We have µyo(x) = x+ r log(x) + s log(yo) + α(x, yo) + η(x, yo).
Notice that log(y) = log(|yo|e
iθ) = log |yo|+ iθ where θ ∈ [π − π/8, π + π/8], which
is basically just a translation along the real axis, since log |yo| ≫ π and since
x ∈ Dyo we have log |yo| < log |x|. Also η(x, yo) is bounded, therefore we can
assume |η(x, yo)| < 1. The only term we need to estimate is α(x, yo). We can
choose |α(x, y)| < |x|/10, since α(x, y) = xβ(y) and β(y) = O(1/y2). Putting all
together we have:
|µyo(x)− (x+ (r + s) log(x))| <
|x|
10
+ 1
We will have that the image of Dyo = {x ∈ UR : |yo| < |x|} by µ will not change the
asymptotic behavior of UR and µyo(Dyo) ⊃ U2|yo|. This proves that D(t,y) contains
D′(t,y) = {(t, y) ∈ U2R × UR : |t| > 2|y|}. 
It follows from the asymptotic behavior of F in the coordinates (t, y) that the
region D(t,y) will be mapped into the region D
′
(t,y) under a finite number of iterates
of F. So, we have F k(D(z,w)) ⊂ D
′
(z,w) for some k big enough. Therefore, if we
define Ω as follows:
(34) Ω =
⋃
n≥0
F−n(D′(z,w))
then we also have:
Ω =
⋃
n≥0
F−n(D(z,w))
From now on we work in D′(z,w), D
′
(x,y) and D
′
(t,y), where:
D′(t,y) = (t, y)(D
′
(z,w)) = Θ(D
′
(z,w))
D′(x,y) = (x, y)(D
′
(z,w)) = φ(D
′
(z,w))
D′(t,y) = {(t, y) ∈ U2R × UR : |y| < |t|/2}
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All the open regions are displayed in the following diagram, where each vertical
arrow is a biholomorphic change of coordinates and F˜ and ˜˜F is defined so the
diagram commutes.
D′(z,w)
⊂
−−−−→ D(z,w)
F
−−−−→ D(z,w)
φ
y φ
y φ
y
D′(x,y)
⊂
−−−−→ D(x,y)
F˜
−−−−→ D(x,y)
(µ,id)
y (µ,id)
y (µ,id)
y
D′(t,y)
⊂
−−−−→ D(t,y)
˜˜F
−−−−→ D(t,y)
We are now ready to prove that the invariant curve attracted to the origin
along the nondegenerate characteristic direction is contained in the boundary of the
invariant region attracted to the origin along the degenerate characteristic direction.
Proposition 9. For Γ defined as Γ = ∪F−n(C), we have:
(35) Γ ⊂ ∂Ω
Proof. First we claim that for K large, FK(C) ⊂ ∂D(z,w). Assume the claim is
proved. By definition Γ =
⋃
n≥0 F
−n(C) and Ω =
⋃
n≥0 F
−n(D(z,w)). Let p ∈ Γ,
then p /∈ Ω, since iterating forward a finite number of times we should be in C∩D(z,w)
which is empty. If p /∈ ∂Ω, then there exits a small ball around p, which is entirely
outside Ω. By iterating forward with F a finite number of times, we should have
a ball around F k(p) ∈ FK(C) ∈ ∂D(z,w), but by shrinking enough, the whole ball
should be outside D(z,w), which is a contradiction. Therefore p ∈ ∂Ω. So Γ ⊂ ∂Ω.
Now, we prove the claim. We have seen that F (C) ⊂ C. Let δ > 0 and N > 0
be as in corollary 1. We proved FN (C ∩ Bδ(0)) ⊂ ∂D(z,w). Since C is invariant,
attracted to the origin by F , there exists M large enough so FM (C) ⊂ C ∩ Bδ(0).
So, FM+N (C) ⊂ ∂D(z,w) and the claim is proved. 
For Ω as in (34):
Ω =
⋃
n≥1
F−n(D′(z,w))
we can extend our coordinate ψ = µ ◦ φ to all of Ω in the usual way: Given
(z, w) ∈ Ω, there exists some N such that (zN , wN ) := FN (z, w) ∈ D′(z,w). We
define:
ψ(z, w) := ψ(zN , wN ) +N
It is straightforward to show that ψ is well defined. From the equation it follows
that ψ(Ω) covers µ(D′(x,y)) +N for all N . Since ψ(D
′
(z,w)) = µ(D
′
(x,y)) = U2R, for
R fixed, then we have:
(36) ψ(Ω) = C
Now we want to choose new coordinates in each fiber of ψ and prove that Ω is
biholomorphic to C2.
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5. New coordinates on the fibers of ψ
We start by proving that each fiber is connected and simply connected.
Proposition 10. For each t ∈ C, ψ−1(t) is connected and simply connected.
Proof. For each t ∈ C we can exhaust ψ−1(t) by the sequence:
ψ−1(t) =
⋃
n≥0
Wn
where
Wn := ψ
−1(t) ∩ F−n(D′(z,w)),
We have the following biholomorphism:
Fn : ψ−1(t) ∩ F−n(D′(z,w))→ ψ
−1(t− n) ∩D′(z,w)
From the last section we have that Θ biholomorphically maps (z, w)→ (ψ(z, w), y).
Therefore for n large enough, Θ = (t, y) maps ψ−1(t−n)∩D′(z,w) biholomorphically
to {t− n} × TR,2|t−n| where we introduce the new notation
Tb,a := {ζ ∈ C : ζ ∈ Ub, |ζ| < a}(37)
for b < a. Clearly, for R large enough, TR,2|t−n| is connected and simply connected.

We would like to prove now that each fiber is biholomorphic to C. As before,
defining a function in D′(z,w) is equivalent to defining a function on D
′
(t,y). We will
define a function ξ on D′(t,y) and therefore, by composing with Θ we will get a
function Υ in D′(z,w).
In the commutative diagram before we know the form for F , for F˜ but we have
not computed the exact form for ˜˜F . We will not need to compute it explicitly but
have an estimate so we can map each fiber to C.
We have:
x1 = x− 1 + g
(
1
y
)
+
c
x
+O
(
1
x2
,
1
x2y
,
1
xy2
)
y1 = y +
1
x
+O
(
1
x2
,
1
x2y
)
and we have:
t1 = t− 1
y1 = G(x, y) = H(t, y)
We will not find H exactly, but instead we will see it in terms of t and x. For
that purpose we use:
t = x+ r log x+ s log y + xβ(y) + η(x, y).
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Now:
1
t
−
1
x
=
1
x+ r log x+ s log y + xβ(y) + η
−
1
x
= (−r log x− s log y − xβ(y)− η)
1
x2 [1 + r log x/x+ s log y/x+ β(y) + η/x]
=
(
−r
log x
x2
− s
log y
x2
−
β(y)
x
−
η
x2
)
1
1 + r log x/x+ s log y/x+ β(y) + η/x
=
(
−r log x
x2
−
s log y
x2
−
β(y)
x
−
η
x2
)[
1 +O
(
log x
x
,
log y
x
, β(y),
η
x
)]
= −
β(y)
x
+O
(
β(y)s2
x
,
log x
x2
)
= −
1
xy
+O
(
1
xy2
,
1
x4/3
)
.
So, we have:
−
1
t
+
1
x
=
1
xy
+O
(
1
xy2
,
1
x4/3
)
,
where we write these terms since they are the largest ones asymptotically. The
term that we need to cancel is therefore 1/xy. We can use the equation (28), which
tells us:
log(yn+1)− log(yn) =
1
xnyn
+O
(
1
x2nyn
,
1
xny2n
)
to get rid of 1/xy.
Proposition 11. Define:
ξn(t, y) = yn − log(yn) + log(tn)
Then ξn is Cauchy with the uniform norm topology.
Proof. Using the relationships worked out above, we compute:
ξn+1 − ξn = [yn+1 − log(yn+1) + log(tn+1)]− [yn − log(yn) + log(tn)]
= yn+1 − yn − [log(yn+1)− log(yn)] + [log(tn+1)− log(tn)]
=
1
xn
+O
(
1
x2n
)
−
1
xnyn
+O
(
1
x2nyn
,
1
xny2n
)
−
1
tn
+O
(
1
t2n
)
= O
(
1
xny2n
,
1
x
4/3
n
,
1
x2n
,
1
t2n
,
1
x2nyn
)
.
Using |xn| ∼ n , |tn| ∼ n and |yn| ∼ logn, we have:
|ξn+1 − ξn| = O
(
1
n2 logn
,
1
n4/3
,
1
n log2 n
)
= O
(
1
n log2 n
)
which is summable. 
Therefore we can define:
ξ(t, y) := lim
n→∞
ξn(t, y). = ξ0(t, y) + η
′(t, y),
where η′(t, y) is a bounded function. Summarizing we get:
(38) Υ(z, w) := ξ(t, y) = y − log(y) + log(t) + η′(t, y).
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Notice here that
|ξ(t, y)− y| = |− log(y) + log(t) + η′(t, y)| < 2 log |y|+ log |t|
which means that Υ(z, w), or equivalently ξ(t, y), is still close to y, when t is fixed.
We will be able to extend this function ξ to a larger domain in D′(z,w). In the next
proposition we give an estimate for the image of D′(t,y) under the map ξ. Increase
R if necessary so we have 2R− 2 log 2R > R + 2 logR.
Lemma 4. Given the function ξ defined as in equation (38), we have:
(1) Fix to ∈ U4R, we call Dto = {y ∈ C; (to, y) ∈ D′(t,y)}. Then ξto(y) is
injective in Dto and ξ({to}×Dto) ⊃ T ′
R+2 logR,
|to|
2
−2 log
|to|
2
+log(to). Where
T ′a,b = {z ∈ C; a < |z| < b, |Arg(z)− π| < π/20} and U + w = {z + w : z ∈
U}.
(2) For (z, w) ∈ D(z,w), we have:
Υ(z1, w1) = Υ(z, w)
Proof. It is immediate that ξto is injective, by using the relationship
|ξto(y)− log(to)− y| < 2 log |y|.
Recall that D′(t,y) = {(t, y) ∈ U2R × UR; |y| < |t|/2}. Fix yo ∈ U4R, the fiber is
Dto = {y ∈ UR, |y| < |to|/2}. Recall the definition of Ta,b from equation (37), we
have then Dto = TR,|to|/2. Since |ξto(y)− log(to)− y| < 2 log |y| and for y ∈ D
to we
have R < |y| < |to|/2. Choose R large enough so we have 2R sin(π/8) > 4 logR,
which implies 2S sin(π/8) > 4 logS, for any S > R. Fix, S any number R < S <
|to|/2. We have y ∈ Dto , |y| = S if and only if y = Seiπθ, where |θ − π| < π/8.
Then |ξto(y)− log(to)− y| < 2 logS i.e. ξto(y)− log(to) = Se
iπθ +2 logSeiα, where
|θ − π| < π/8 and α is any number. Using the relation 2S sin(π/8) > 4 logS we
get Arg(ξto (y)) > π/20. Also, |ξto(y) − log(to)| < |y| + 2 log |y| = S + 2 logS and
|ξto(y)| > S − 2 logS. Run S from R to to/2 and we will get that ξto(D
to) ⊃
T ′
R+2 logR, |to|
2
−2 log |to|
2
+ log(to) and the first claim is proved.
Now let us look at the relationship between Υ(z1, w1) and Υ(z, w):
Υ(z1, w1) = ξ(t1, y1)
= lim
n→∞
(yn+1 − log(yn+1) + log(tn+1))
= lim
n→∞
(yn − log(yn) + log(tn))
= ξ(t, y)
= Υ(z, w)
where t = ψ(z, w). This completes the proof of the second claim. 
We extend Υ to {p ∈ Ω : t = ψ(p) ∈ U4R} by defining:
Υ(p) = Υ(Fn(p))(39)
where n is chosen so that Fn(p) ∈ D′(z,w). It is clear that this definition is in-
dependent of n and that, for t ∈ U4R, the mapping from ψ
−1(t) to C defined by
Υt(p) = Υ(t(p), y(p)) is injective.
Lemma 5. The mapping Υt defined above is a biholomorphism of ψ
−1(t) onto C,
for every t ∈ U4R.
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Proof. We want to show that it is surjective. Fix t ∈ U4R. Consider again the
sets wn. Recall ψ
−1(t) =
⋃
n≥0
Wn, where Wn := ψ
−1(t) ∩ F−n(D′(z,w)). We have
defined Υt in ψ
−1(t) by defining it onW0 first, as in (38), and defining it recursively
in Wn with the relationship (39). We will prove that
⋃
n≥0
Υt(Wn) = C. For this
purpose, we fix n. By definition, the image of Wn by Υt is equal to the image of
ψ−1(t − n) ∩ D′(z,w) by Υt−n. We first analyze the image of ψ
−1(t − n) ∩ D′(z,w)
by Υt−n. This set is the image of {t− n} ×Dt−n by ξt−n. Using Lemma 4 we get
ξ({t− n}×Dt−n) ⊃ T ′
R+2 logR, |t−n|
2
−2 log |t−n|
2
+ log(t−n). We see that, for a large
n, Υt(Wn) ⊃ T ′2R,n + logn, Clearly we have
⋃
n>N T
′
2R,n + logn = C, for any N .
This concludes the proof. 
We now have that the mapping (ψ,Υ) is a biholomorphism of ψ−1(U4R) onto
U4R×C, and furthermore, for n ∈ N, (ψ,Υ◦Fn) is a biholomorphism of ψ−1(U4R+
n) onto (U4R + n)× C.
So we have the function ψ : Ω → C, the open cover {ψ−1(U4R + n)}n∈N of Ω,
and the coordinates (ψ,Υ ◦ Fn) on each ψ−1(U4R + n) define on Ω a structure of
locally trivial fiber bundle with base C and fiber C.
6. Biholomorphism to C2
We can define the following biholomorphic map to C2
(ψ,Υ) : Ω→ C2
and
(ψ,Υ)(p) = (ψ(Fn(p))− n,Υ(Fn(p)))
for p ∈ Ω. We have:
(ψ,Υ)(F (p)) = (ψ(p)− 1,Υ(p))
for p ∈ Ω.
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