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Abstract
The Artificial Fish Swarm Algorithm (AFSA) is inspired by the ecological behaviors of
fish schooling in nature, viz., the preying, swarming, following and random behaviors.
Owing to a number of salient properties, which include flexibility, fast convergence,
and insensitivity to the initial parameter settings, the family of AFSA has emerged as
an effective Swarm Intelligence (SI) methodology that has been widely applied to solve
real-world optimization problems. Since its introduction in 2002, many improved and
hybrid AFSA models have been developed to tackle continuous, binary, and combi-
natorial optimization problems. This paper aims to present a concise review on the
family of AFSA, encompassing the original ASFA and its improvements, continuous,
binary, discrete, and hybrid models, as well as the associated applications. A com-
prehensive survey on the AFSA from its introduction to 2012 can be found in [1]. As
such, we focus on a total of 123 articles published in high-quality journals since 2013.
We also discuss possible AFSA enhancements and highlight future research directions
for the family of AFSA-based models.
Keywords: Artificial fish swarm algorithm, fish schooling, swarm intelligence,
optimization.
1. Introduction
As part of artificial intelligence, the Swarm Intelligence (SI) [2] methodology is
largely inspired by the collective behaviors of biological and natural evolutional phe-
nomena, e.g. swarms of worms, bees and ants, schools of fish and flock of birds. The
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main reasons for the recent popularity of SI-based algorithms in solving optimization
problems include their capability of self-learning, fast convergence, flexibility, simple
structure, insensitivity to initial parameters and adaptability to external variants [3].
They have been applied to undertake various problems successfully, such as image
processing [4, 5], feature selection [6, 7, 8, 9], medical diagnosis [10, 11] and training
machine learning models [12, 13, 14], dynamic optimization problems [15, 16, 17].
In general, SI-based models start with a set of random solutions. Each member of
swarm evolves individually, and is guided toward a better position iteratively in the
search space until the stopping criterion is satisfied [18]. The evolving behavior to-
wards optimality is usually achieved by the self-organizing capability of the swarm
through simple interaction rules. The popular SI-based optimization algorithms in-
clude particle swarm optimization (PSO) [19], ant colony optimization (ACO) [20],
firefly algorithm (FA) [3], artificial fish swarm algorithm (AFSA) [21], and brain storm
optimization (BSO) [22].
Comparatively, AFSA [21] is inspired by the behaviors of a fish swarm, which is a
more recent SI-based optimization method introduced by Li in 2002. It is a stochastic
algorithm that searches for a set of solutions in a randomized procedure to solve NP-
hard problems. The basic idea is to simulate a number of ecological behaviors of fish
schooling in the water. The first behavior is praying or foraging, where every fish in
nature probes for its prey individually within its visual distance. The second behavior
is swarming or clustering, where every fish tends to avoid danger by assembling in
a group. The third behavior is the following or rear-end, where once a fish finds a
food source with a high concentration, other fishes in its neighborhood tend to reach
the food. The last one is the random behavior, where a fish moves randomly in the
swarm to find the food source. The AFSA considers each food position as a feasible
solution for the optimization problem in hand, and the density of the corresponding
food indicates the quality of the solution that can be measured by a fitness function.
The AFSA uses the preying behavior to identify the optimal solution, the following
behavior to escape from the local optimal solutions, the swarming behavior to gather
the fish swarm around the optimal solution, and the random behavior to search for
other optimal solutions in a larger search space.
Since its introduction in 2002, many improved and hybrid models of AFSA have
been developed to solve real-world optimization problems, including data cluster-
ing [23], image segmentation [24], fault diagnosis [25], power allocation scheme [26],
parameter optimization of the deep auto-encoder [27], spoiled meet detection [28],
manufacturing [29], risk probability prediction [30], guidance error estimation [31],
navigation [32], wireless sensor network [33], and energy management [34]. A com-
prehensive survey on the AFSA from its introduction to 2012 can be found in [1].
However, more than 350 articles, conference papers, and book chapters have been
published since 2013, which are yet to be reviewed. Table 1 shows the number of
published articles, conferences and book chapters during two periods, i.e., 2002-2012,
and 2013-present. In this study, we aim to review the AFSA, its improvements,
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Table 1: The number of published articles, conferences and book chapters between two periods,
i.e., 2002-2012 and 2013-present.
2002-2012 2013-present
Journal articles 34 223
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Fig. 1: The number of published articles, conferences and book chapters in English from 2013 to
May 2020.
hybrid models, and applications from 2013 onwards. Fig. 1 shows the number of
published articles, conferences and book chapters for the period 2013-2019. This
review mainly focuses on articles published in key indexed journals by conducting
searches in ScienceDirect, Springer, IEEE Xplore, and Google Scholar. The keywords
include “artificial fish swarm algorithm”, “fish schooling”, “AFSA”, “AFs”, “hybrid
AFSA”, “dynamic AFSA”, “multi-objective AFSA”, “discrete AFSA” and “swarm
intelligence”. In addition, articles that report the original AFSA without modifica-
tions are excluded, in order to focus the review on recent advances pertaining to the
AFSA. As such, a total of 123 articles have been collected and reviewed. The scope
of our review is focused on parameter adjustments, behavior modifications, and hy-
brid models of the AFSA family, which have been proposed to solve combinatorial
optimization problems.
In this review paper, we provide a hierarchical categorization of the AFSA-based
models. As shown in Fig. 2, the AFSA-based models are grouped into two cate-
gories, i.e., continuous and discrete models. In addition, the discrete models are
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Fig. 2: A taxonomy of the family of AFSA-based models.
divided into its respective constituents. Based on this taxonomy, this review con-
sists of five sections. Section 2 explains the AFSA procedure and the four associated
behaviors in detail. Section 3 reviews the continuous AFSA-based models including
modified, multi-objective, hybrid and dynamic AFSA models. Section 4 reviews the
discrete AFSA models. Specifically, sub-sections 4.1 and 4.2, respectively, focus on
the discussion on the binary and combinatorial AFSA models, their modifications,
improvements, and hybrid techniques. The limitations of the AFSA and its variants
as well as several suggestions for future research are presented in Section 5. The
concluding remarks are given in Section 6.
2. Artificial Fish Swarm Algorithm
Fig. 3 shows a schema of an artificial fish (AF) and its environment. Assume X =
(x1, x2, ..., xd) is the current position of an AF. Step (S) represents the maximum step-
length that a fish can take at each movement, Visual (V ) is the visual distance, andXv
denotes the visual position, Xn1, Xn2 and Xn3 are the companions located within the
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visual distance of the current AF. Each AF inspects the search space around its vision
distance. If a new position is better than its current location, it moves a step toward
that position. Note that Y = f(X) denotes the food concentration of the AF at the
current position, where Y is the value of the objective function, di,j =‖ Xi − Xj ‖
represents the distance between two AFs, i.e., i and j, while 0 < δ < 1 is the crowding











Fig. 3: An artificial fish and its environment.
The AFSA starts by generating n randomly distributed AFs within the search
space. Each AF searches for a position with a high concentration of food with four
behaviors, as highlighted in sub-section 2.1. The AFSA uses a bulletin board to record
the best global optimum (i.e., the best AF) that has been identified so far. Therefore,
at the end of each iteration, once all AFs execute their respective behaviors and move
to their new locations, the best fitness function score achieved by the best AF is
compared with the optimal solution recorded in the bulletin board (i.e., the previous
best AF from earlier iterations). If the new AF performs better than the recorded
one, replacement takes place. This search cycle continues until the stop criterion is
met. Algorithm 1 summarizes the AFSA procedure. The four basic behaviors of the
AFSA are explained in detail in the next sub-section.
2.1. Behavior Description
The four possible behaviors of an AF are described as follows.
2.1.1. Preying behavior
Preying is the basic behavior for a fish to move to a location with the highest
concentration of food. This behavior can be modeled within a radius of neighborhood
of a fish. Let X
(t)
i be the current position of the ith AF, and Xj be a state of an AF
randomly selected within the visual distance of the ith AF as follows:
Xj = X
(t)
i + V × rand(), (1)
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Algorithm 1: The AFSA procedure.
Input: Initial parameters;
Output: Optimal solution;
1 Generate n random AFs within the search space;
2 while the stop condition is not met do
3 for each AFs do
4 Compute the fitness value;
5 Execute the behaviors;
6 end
7 Update the bulletin board.
8 end
where V is the visual distance of the AF, di,j < V and rand() is a random vector
with each element between 0 and 1.
If Yi < Yj, X
(t)









where .∗ indicates multiplication of the corresponding elements in two vectors.
However, if the forward condition is not satisfied, a new state Xj is randomly
selected using (1). If the criterion is not satisfied after Trynumber times, X
(t)
i moves





i + V. ∗ rand(). (3)
2.1.2. Swarming behavior
In nature, a swarm of fishes tends to assemble, so as to be protected from danger
while avoiding over-crowded areas. Let n be the total number of AFs, nf be the
number of companions within the visual distance of the ith AF with di,j < V , and














where δ is the crowding factor, this means there is more food in the center, and the
area is not overcrowded. As such, X
(t)











However, if the conditions in (5) are not satisfied, the preying behavior is executed.
If nf = 0 this means there is no companion within the visual distance of the ith AF,
and the preying behavior is executed.
2.1.3. Following behavior
When a fish finds a location with a better concentration of food, other fishes
follow. Let X
(t)
i be the current position of the ith AF that finds a better companion,
i.e., Xj, within its visual distance di,j < V . If Xj contains more food, i.e., Yj > Yi,
and it is not overcrowded, i.e., nf/n < δ, X
(t)









Otherwise, it executes a preying behavior. Similar to the swarming behavior, the
preying behavior is executed if nf = 0.
2.1.4. Random behavior
In nature, a swarm of fishes moves freely to find food. The random behavior
enables an AF to search for food, or to follow a swarm in a larger space. The
AF selects a random behavior when none of the criteria pertaining to the preying,
swarming, and following behaviors are satisfied. To this end, the AF selects a random





i + V × rand(). (8)
2.2. Discussion
In general, population-based algorithms are able to maintain a trade-off between
exploration and exploitation. Exploration refers to the procedure of discovering vari-
ous solutions within the search space, while exploitation is the procedure of searching
within the vicinity of the best solution found so far. These two can be controlled
by the algorithm parameters [35]. In the AFSA, the balance between exploration
and exploitation is controlled by δ, V , and S. Large δ, V , and S values increase
the exploration ability, and reduce the stability and exploration ability in subsequent
iterations. In addition, Trynumber and n are two other parameters that affect the
AFSA performance. Large Trynumber and n values lead to finding a better solution,
but the computational time is increased. Many investigations have been conducted
to modify the AFSA behaviors to improve the exploration and exploitation abilities,
as well as the convergence speed. Subsections 3.1.2, 3.1.3, 4.1.1 and 4.2.1 present
comprehensive review of parameters tuning and modified behaviors of the AFSA to
achieve the aforementioned improvements.
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3. Continuous AFSA
This section reviews the continuous AFSA models including their improvements,
hybrid, dynamic and multi-objective models, and the associated applications. Table 2
summarizes the continuous AFSA models along with their applications.
3.1. Modified AFSA
In this section, we review improved variants of the AFSA including population
initialization, parameter adjustments, and modified behaviors.
3.1.1. Initialization
Most population-based algorithms start by randomly generating a set of solutions
in the search space. For some applications, however, the approximate position of the
optimal solution is roughly known. As such, the AFs can be initialized systematically
to prevent immature convergence and increase the convergence speed. As an example,
Fei et al. [36] selected nine search positions to initialize the AFs for motion estimation.
Zhu et al. [37] and Gao et al. [38]used the chaotic transformation [39] method to
generate a more stable and uniform population. Kang et al. [40] used a uniform
initialization method to initialize the population, while Liu et al. [41] initialized the
AFs based on the optimization problem in hand.
3.1.2. Parameter Modification
As stated earlier, the AFSA parameters play a vital role in balancing between
exploration and exploitation. Specifically, the AFSA controls this balance using δ, V
and S. A rational value of δ helps the AFSA to avoid the local optimal solutions [42].
A large δ setting permits a lower crowding level, which causes the AFSA to jump
out of local optima, but it reduces the convergence speed owning to executing the
random behavior to avoid overcrowding. In the subsequent stage, if the food location
is too crowded, AFs cannot swim to that area to probe for more accurate optimum
solutions. The experiment results in [43] indicate that the convergence speed can be
accelerated by gradually reducing δ.
In addition, V and S play affect the AFSA convergence performance, as both pa-
rameters are related to almost all behaviors. Large V and S settings cause stranger
exploration but weaker exploitation. These settings enable AFs to change their lo-
cations with a large range. As such, they move faster toward the global optimum
in the early stage and they are not able to search for more accurate position at the
subsequent stages, causing the AFs to oscillate around the global optimum until the
termination criterion is met. In contrast, small V and S settings enable the AFs to
improve local search, but they can fall into the local optimum solutions. When V is
large, the AFs tend to execute the following and swarming behaviors more frequently
than the prey and random behaviors, and vice versa. To alleviate these issues, adap-
tive S and V settings are proposed; which use large values at the early stages, and
small values at later stages.
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Many studies focus on adjusting the δ, S and V parameters. Yuan et al. [44] dy-
namically adjusted S to allow a fast convergence toward the optimal position in the
later iterations. Yan et al. [45] used larger V and S values for the preying behavior to
obtain a better global search capability in the early stages, and consequently smaller
V and S values for the following and swarming behaviors to improve the local search
capability. Gao et al. [38] employed a broader V setting for the foraging behavior
to increase the global search capability and convergence speed. Fei et al. [36] used a
linear function to gradually reduce the S and V values. In [46, 47, 48, 49], an expo-
nential function based on the current and maximum iteration numbers was adopted
to gradually reduce the S and V settings. Cheng and Xiang [50] adaptively reduced
the δ and S as the number of iteration increased. Li et al. [51] introduced a S function
based on the fitness value of the current and previous iterations of the corresponding
AF, and a conditional V value. If the improvement was higher than a user-defined
threshold, a large V setting was used, and vice versa. Yan et al. [52] developed a S
function based on the fitness value of the newly generated position and the current
position of the AF, and a visual function with respect to the distance of other AFs.
Zhu et al. [37] exploited the Lorentzian and exponential functions to adaptively op-
timize the V and S parameters, respectively. Mao et al. [53] introduced adaptive V
and S based on five neighborhood AFs. A self-adaptive AFSA (SAAFSA) [54] used
adaptive S and V, while a multi-strategy AFSA (MSAFSA) [55] introduced an adap-
tive S based on the number of iterations. In [56, 57, 58, 59], V and S were adaptively
tuned. Liu et al. [41] dynamically adjusted V and S. In [60], a predefined threshold
was used to reduce V at each iteration.
Zhang et al. [61] adaptively adjusted V and S using the attenuation and Gaussian
distribution functions respectively. Azizi [62] introduced a parameter known as the
movement weight, which could be linear, nonlinear or a positive value lower than
1, to adaptively adjust S and V . In [63], a contraction factor similar to the inertia
weight parameter in PSO [64] was used to select different V settings during the
iteration process. The contraction factor allowed successful individuals to influence
the movements of AFs more than the inferior ones. In [65], an attention factor was
introduced to adjust S and V . Inspired by the ocean current power (OCP), the
AFSAOCP [66] model divided the AFs into three groups, and assigned a different S
setting to each group. Kang et al. [40] divided the population into two groups, i.e.,
elite and normal, and assigned different adaptive S and V settings to each group.
3.1.3. Behavior Modification
A leaping behavior was introduced in [67]. If after a certain number of iterations,
the objective function of the best AF is not improved or the improvement is smaller
than a threshold, the leaping behavior is executed. It randomly selects a fraction of
the AFs, and re-initialize them within their visual distance. Note that the best AF
should not be included among the selected AFs. The MSAFSA [55] model introduced
both the leaping and swallow behaviors to escape from the local optima and reduce
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complexity, respectively. It activates the leaping behavior in situations when no
improvement in the objective function of two adjacent iterations. In addition, it
applies the swallow behavior after a certain number of iterations. When the fitness
value of an AF is β times more than the global optimum, the AF is aborted to release
the memory and reduce the model complexity.
The AFSA model in [63] consisted of two behaviors, i.e., individual and group
behaviors. The individual behavior is based on a combination of both the prey and
random behaviors, and the group behavior generates a new AF based on the center
position if the fitness value of the center position is better than the current AF, oth-
erwise, it generates a new AF based on the global best position. In [68], the Gaussian
distribution function was used to initialize the AFs with the preying behavior. Peng et
al. [47] applied a lévy search strategy [69] to the preying and following behaviors. Li et
al. [70] modified the behaviors based on a Bloch spherical-based quantum coding. Zhu
et al. [37] divided the population into multiple sub-populations. Each sub-population
is searched independently, and the best individuals of all sub-populations are allowed
to interact efficiently. In [58], the Euclidean distance was applied to the swarm and
follow behaviors. Jia et al. [71] used a bulletin board to show the distance between
the AFs and each privacy-sensitive service selection in an internet-of-things (IOT)
environment. Gao et al. [38] applied Cauchy mutation to the foraging behavior of
the AFSA to jump out of the local optima. In addition, an elimination and regen-
eration mechanism is developed to improve the quality of AFs. As such, those AFs
whose fitness values are lower than a user-defined threshold are removed, and the
same number of AFs are generated for replacement purposes.
Inspired by the PSO [64], Zhang et al. [61] used the inertia weight factor to
improve the movement of AFs in the search space, and balanced the trade-off between
exploration and exploitation. Huang and Chen [72] introduced an inertia weight-based
adaptive movement behavior and a log-linear model to select the behaviors. The log-
linear model is formulated based on three feature functions i.e., diversity function,
dimensional distribution function, and average distance metrics function. In addition,
the population inhibition behavior is used to increase the convergence speed. In this
behavior, after a certain number of iterations, big fishes eat small fishes. Cheng and
Lu [73] applied the velocity and position update procedure of the PSO to the preying
behavior of the AFSA. Cao et al. [74] modified the swarming and following behaviors
of the AFSA based on the velocity-displacement strategy of the PSO.
3.2. Use of the Memory to Define Attractors
The original AFSA uses a bulletin to record the best AF. This is because of the
random behavior can move the best solution into a worse location. As such, other
AFs cannot use the advantageous of the current best solution to move toward the best
position; consequently, they do not effectively search the local position. To overcome
this issue and improve the local search ability of the AFSA, several studies implement
the global best or local best positions, as inspired by the PSO, into the behaviors of
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the AFSA. As an example, [56, 75, 76] integrated the optimal best solution into the
behaviors of the basic AFSA. In [56, 63], the global best position was implemented
in the swarming behavior. Zhang et al. [61] modified the following behavior using
the global best position. Cheng and Lu [73] implemented the local best position in
the preying behavior. Mao et al. [53] applied the velocity and global best position to
the following behavior. Fei et al. [36] modified the preying behavior by combing the
current AF and the best AF (i.e., Xbest).
3.3. Multi-Objective AFSA
Multi-objective optimization considers problems involving more than one objective
function to be optimized. It aims to find a trade-off between two or more conflicting
objectives. Sun et al. [77] proposed a multi-objective optimization algorithm based
on the AFSA for undertaking the trajectory problems. Later, Xu et al. proposed an
iterative deletion AFSA (IDAFSA) to solve multi-objective problems [78]. IDAFSA
integrated the global optimal solution into the behaviors of the original AFSA. In
addition, the Pareto optimally proposed by [79] was adopted as a sorting mechanism
to select a Pareto optimal solution set. Ma and He [80] combined an adaptive GA [81]
with the AFSA to solve green wave traffic control. When the recorded solution in the
AFSA remained unchanged or improved slightly, the adaptive crossover and mutation
operators were used to retain the optimal solution state of the AFs and conduct
mutation pertaining to a small number of dimensions for other AFs.
3.4. Hybrid AFSA
Many hybrid models of the AFSA with other methods have been proposed. The
goal of the hybrid models is to exploit the strengths of each method by integrating
them into one single model. Hybrid AFSA-based models can be divided into two
groups: (i) hybrid models with population-based methods; and (ii) hybrid models
with non-population-based methods. These two groups are reviewed as follows.
3.4.1. Hybrid AFSA Models with Population-based Algorithms
Hybrid AFSA models with population-based algorithms can be further divided
into two groups. In the first group, two or more methods are merged into a unified
model, while in the second group, the methods co-operate in parallel or serial to find
the global optimum.
Merged hybrid models: PSO has been widely merged with the AFSA. An
AFSA-PSO model [82] to optimize the basic structure of the deep belief network
was proposed. The AFSA’s behaviors are implemented in the PSO structure to
improve the movement of particles. Yassen et al. [83] integrated the follow and swarm
behaviors of the AFSA in PSO. To achieve this, PSO is used to find the global best
and local best positions, and then, the particles are divided into two sub-populations.
The following behavior of the AFSA is applied to one group, and the swarm behavior
is carried out on the other group. Finally, the best particle obtained by these two
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behaviors is compared with the recorded particle in memory. If the new particle is
better than the recorded one, replacement takes place. In MPSO [84], the preying
and random behaviors of the AFSA were embedded in PSO, in order to increase its
local search capability for the purpose of K-means clustering optimization. In [73],
the velocity and position update of PSO was used to improve the preying behavior
of the AFSA. In addition, a non-uniform mutation operator was used as a reference
to enhance the local searchability. CIAFSA [53] combined PSO with an extended
memory (PSOEM) [85] and the AFSA. CIAFSA implemented the velocity of particles
into the behaviors of the AFSA. Later, normative AFSA (NFSA) [59], namely a
hybrid model of PSOEM-FSA and normative knowledge [86], was proposed. Yuan
and Yang [87] implemented the swarming and following behaviors of the AFSA in the
search strategy of PSO. Zhang et al. [88] implemented the speed-up behavior of PSO
in the AFSA. MSAFSA [55] implemented the search strategy of DE and PSO in the
AFSA’s behaviors. Cao et al. [74] applied the velocity-displacement strategy of PSO
in the AFSA to increase the convergence speed.
The AFSA has also been merged with other population-based algorithms. He
et al. [89] implemented the crossover and mutation strategies of DE in the later
stage of the AFSA to improve the global search ability and to jump out of local
optimum. Hajisalem and Babaei [90] introduced ABC-AFSA for anomaly detection.
ABC-AFSA implemented the preying behavior of the AFSA in ABC. SA-IAFSA [91],
namely a hybrid model of the AFSA and simulated annealing (SA), was proposed to
device a fuzzy-based clustering approach. SA-IAFSA used the AFSA with the leaping
behavior, and it applied the simulated annealing (SA) in the preying behavior of the
AFSA to increase stability and convergence speed of the model. AF-GBFO [92]
combined the following and swarming behaviors of the AFSA with the chemotaxis
part of the BFO to update the bacteria positions through an evaluation of their own
positions as well as others. AFSA-BFO [93] adapted the bacterial foraging algorithm
(BFO) in the later stage of the AFSA to improve its local search ability. LFFSA [47]
applied the moving strategy of the firefly algorithm in the preying and following
behaviors of the AFSA, and used the lévy flight strategy during search. Xian et
al. [94] integrated the chemotactic behavior of bacterial foraging optimization (BFO)
in the preying behavior of the AFSA, and a mutation strategy-based lévy flight search.
Co-operative-based hybrid models: A hybrid model of the AFSA with PSO
based on Gaussian learning to improve the parameters of active disturbance rejection
was proposed by Kang et al. [40]. This method divides the solutions into several
groups and then ranks the members of each group based on their fitness value. The
top 20% of individuals are defined as the elites, and the rest as normal. In addition,
Gaussian learning is applied to further improve the position of the final particles.
Fang et al. [95] proposed a hybrid model of the AFSA with PSO to detect the onset
of ultrasonic signals. This model, which uses a multi-modal objective function, firstly
employs the AFSA to find all possible search space. After extracting the optimal
solutions in every space, PSO is used for exploitation. PSO-AFSA [96] was proposed
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to optimize the control parameters of an underwater vehicle. PSO-AFSA uses PSO
and the AFSA to separately search for the best position (global best and local best in
PSO, and the best AF in the AFSA). At the end of each iteration, their best positions
are compared. If the global best position is better than the best AF, the result from
the AFSA is replaced with the global best position, and vice versa.
RCGA-AFSA [97], which is a hybrid model of real-coded genetic algorithm (RCGA)
and AFSA, for solving short-term hydrothermal scheduling is proposed. RCGA-
AFSA uses RCGA as a global search algorithm to explore better solution spaces,
and then AFSA is applied as a local search to exploit an accurate optimal solution.
Guo et al. [98] propose a hybrid model of AFSA, ACA, and backpropagation network
(BPN), i.e., AFSAACA-BPN, to control thermal error. It, firstly, uses AFSA to ad-
just BPN’s weight, and then, AFs with top 5% concentration is used to initialize the
pheromone value of ACA. Li et al. [99] develop a hybrid parallel model of AFSA and
ABC. This model, in the early stage, randomly divides swarms into two groups, and
then applies different search strategy, i.e., AFS and ABC, to each group. In the late
stage, DN-AFS [100] and RP-ABC [101], which are variants of AFSA and ABC, are
used to further improve the optimization performance. In [73], the Metropolis rule of
the simulated annealing (SA) is implemented in AFSA. The Metropolis rule avoids
model from premature convergence. In [51], chaos adaptive AFSA for fault detection
optimization problems is proposed. This model applies Chaos search at the end of
each iteration to further improve the best AF that is stored in the bulletin board.
3.4.2. Hybrid AFSA Models with Non-population-based Algorithms
The AFSA has also been integrated with non-population-based methods. In [60,
102], hybrid models of the AFSA with fuzzy C -means (FCM) for clustering were
proposed. The AFSA is used to avoid FCM from being trapped in the local optimum.
Serapiao et al. [103] combined a variant of the AFSA proposed in [104] with K -means
and K -harmonic for data clustering. El-Said [57] combined the AFSA with FCM for
image quantization. GAFSA-SVR [105], namely a hybrid model of GAFSA [75] and
the support vector regression (SVR), for prediction of network traffic was proposed.
This model uses GAFSA to optimize the parameters of SVR. Hybrid fish-swarm logic
regression (FSLR) was proposed in [106].
In [107], the AFSA was combined with an artificial neural network (ANN) to find
the best weights for the ANN. MSAFSA-SVR [55] was used to calculate the stability
of rocks in tunnel engineering. MAFSA-SVR [45] was developed to predict the heat
transfer capacity of radiators. In [108], the AFSA was used for feature selection and
parameter optimization of the random forest for detecting Cervical cancer. In [38],
a hybrid model of twin SVM (TSVM) with an improved AFSA model for tackling
the flame recognition problem was proposed. Specifically, the improved AFSA model
was used to solve the parameter selection problem of TSVM.
ZAFSA [109], namely a hybrid model of the AFSA and normal distribution, was
proposed to evaluate the interfacial heat transfer coefficient. ZAFSA, firstly, dimin-
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ishes the search space using the normal distribution and then applies the AFSA to
find the best solution. A hybrid model of the AFSA with singular value decomposition
(SVD) for enhancing weak digital signals was proposed in [110].
3.5. Dynamic AFSA
The AFSA also has been used to tackle dynamic optimization problems (DOPs).
In a DOP, the search space, either constraint, variables or objective function, changes
over time. A DOP requires an algorithm to find the global optimum, and tracks
the changing optima [111]. However, the original AFSA cannot be directly used to
solve DOPs, as several challenging issues such as diversity loss and outdated memory
need to be addressed [112]. To achieve this, Yazdani et al. [113, 17] introduced
mNAFSA for optimization in dynamic environments. mNAFSA is a multi-swarm
model in which the sub-swarms consist of a modified AFSA. In the modified AFSA,
the S and δ settings were removed. In the prey behavior, the AFs directly moved
to a better-found position. Besides that, in the following behavior, the best AF
was used as the global attractor instead of the neighbor AFs. The modifications
increased the convergence speed and exploitation ability of the AFSA significantly;
but the exploration ability was deteriorated due to increase of early convergence
possibility. However, this shortcoming was addressed by the multi-swarm approach
and information sharing between the sub-swarms.
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Table 2: A summary of the continuous AFSA-based models along with their applications (V , S, and
δ indicate Step, V isual and crowding factor, respectively).
Reference Description Initialization V S δ Behavior Application
Fei et al. [36] Modified X X X × X Motion estimation
Zhu et al. [37] Modified X X X × X Medical prediction
Gao et al. [38] Modified and X X X × X Flame recognition
Hybrid with TSVM
Kang et al. [40] Hybrid with PSO X X X × × Control system
Liu et al. [41] Modified X X X × × Water supply network
Yuan et al. [44] Modified × × X × × Water consumption prediction
Yan et al. [45] Modified and × X X × × Heat transfer prediction
hybrid with SVR
Gao et al. [46] Modified × X X × × Calibration
Peng et al. [47] Hybrid with FA × X X × X Benchmark
Zhang et al. [48] Modified × X X × X Image processing
Feng et al. [49] Modified × X X × × Wireless sensor networks
Cheng and Xiang [50] Modified × × X X × Economic
Li et al. [51] Hybrid with chaos × X X × × Control system
Yan et al. [52] Modified × X X × × Wireless sensor networks
Mao et al. [53] Hybrid with PSOEM × X X × × Tracking
Liu et al. [54] Hybrid with SVR × × X X × Segmentation
Zhuang et al. [55] Modified × X X × X Parameters optimization
Gao et al. [56] Hybrid with FCM × X X × X Calibration
El-Said [57] Modified × X X × × Image quantization
Chen and Zhao [58] Hybrid with PSOEM × X X × X Power control
Tan and Saleh [59] Hybrid with FCM × X X × × Benchmark
Xi and Zhang [60] Modified × X × × × Clustering
Zhang et al. [61] Modified × X X × X Path planning
Azizi [62] Modified × X X × × Benchmark
Gao and Wang [63] Modified × X X X X Navigation systems
Qin and Xu [65] Modified × X X X X Wireless sensor networks
Wang et al. [66] Modified × × X × × Benchmark
Wei and Changliang [68] Modified × × × × X Wireless sensor networks
Li et al. [70] Modified × × × × X Benchmark
Jia et al. [71] Modified × × × × X Internet-of-things
Huang and Chen [72] Modified × × × × X Function optimization
Cheng and Lu [73] Hybrid with PSO × × × × X Control system
and SA
Cao et al. [74] Hybrid with PSO × × × × X Communication system
Wang and Guo [75] Modified × × × × X Benchmark
Liu et al. [76] Modified × × × × X Berth allocation problem
Sun et al. [77] Multi-objective × × × × × Trajectory
Xu et al. [78] Multi-objective × × × × X Optimizing mechanical
elastic wheel
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Ma and He [80] Multi-objective × × × × × Traffic control
Wei et al. [82] Hybrid with × × × × × To optimize DBN
GA and PSO
Yassen et al. [83] Hybrid with PSO × × × × × Optimize reservoir
Yuan and Yang [87] Hybrid with PSO × × × × × Power system
Zhang et al. [88] Hybrid with PSO × × × × X Power allocation scheme
He et al. [89] Hybrid with DE × × × × X Control system
Zheng et al. [92] Hybrid with BFO × × × × × Benchmark
Hajisalem and Babaie [90] Hybrid with ABC × × × × × Fault detection
He et al. [91] Hybrid with SA × × × × X Clustering
Fei and Zhang [93] Hybrid with BFO × × × × X Localization
Xian et al. [94] Hybrid with BFO × × × × X Fuzzy time series forecasting
Fang et al. [95] Hybrid with PSO × × × × X Ultrasonic signal detection
Jiang et al. [96] Hybrid with PSO × × × × × Control system
Fang et al. [97] Hybrid with RCGA × × × × × Scheduling
Guo et al. [98] Hybrid with ACA × × × × × Thermal error prediction
Li et al. [99] Hybrid with ABC × X X × × Benchmark
Mao et al. [102] Hybrid with FCM × × × × X Image segmentation
Serapiao et al. [103] Hybrid with k -means × × × × X Clustering
and k -harmonics
Liu and Wang [105] Hybrid with SVR × × × × X Traffic prediction
Zhang et al. [106] Hybrid with LR × × × × × Regression
Sathya and Geetha [107] Hybrid with ANN × × × × × Optimize ANN
Wang et al. [109] Hybrid with normal × × × × × Evaluation of the heat
distribution transfer
Zhang and Ma [110] Hybrid with SVD × × × × × Signal processing
Yazdani et al. [113, 17] Dynamic × × X X X Benchmark
4. Discrete AFSA
In this section, we review the discrete AFSA variants including binary and com-
binatorial models. A summary of the discrete AFSA-based models along with their
applications is presented in Table 3.
4.1. Binary AFSA
The binary AFSA models can be further grouped into modified and hybrid models.
The details are as follows.
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4.1.1. Modified AFSA
Since binary-based optimization methods use 0 or 1 to represent each dimension,
the original AFSA cannot be directly applied to solve binary problems. Therefore,
some modifications to the structure of the original AFSA are required. The first
modification is transforming the continuous values into binary (i.e., 0 or 1). In [114,
115, 116, 117], binary values are used to represent the positions. Singhal et al. [118]
adopted the tangent hyperbolic function to scale the positions within 0 and 1. If
the corresponding position is larger than a randomly generated value, it is set to 1,
otherwise 0. SBAFDEP [119] mapped the positions into 0 or 1 using the sigmoid
function.
The second modification is measuring the distance between two AFs, where the
Euclidian distance is not able to give an accurate distance. To alleviate this prob-
lem, [114, 115, 116, 117, 120] use the hamming distance (HD). The hamming distance
between two AFs with an equal size is the number of positions with different bits.
The third modification is the parameter setting and movement of the AFs in
the search space. In [114], b-AFSA introduced a V based on hamming distance. It
also applied a uniform crossover operator in the chasing and preying behaviors, and
the mutation operator into the swarming and leaping behaviors. However, b-AFSA
required a long execution duration for solving high-dimensional problems, and it
might converge to non-optimum solutions. To alleviate this issue, simplified b-AFSA
(SbAFSA) [115] and improved SbAFSA [116] were proposed. SbAFSA uses proba-
bility to execute behaviors, and a random heuristic technique to make the solutions
feasible. It also uses an adaptive function to gradually reduce δ.
Singhal et al. [118] generated new AFs based on three behaviors including chasing,
searching/preying and random behaviors. The global best AF is implemented in the
chasing behavior, which uses probability for the behavior selection. Besides that,
two operators, i.e., cyclic re-initialization and local search, are employed in the later
stage to jump out of local optimum. Cyclic re-initialization randomly re-initializes
all AFs except the global best at every certain number of iterations, and the local
search improves the quality of solutions by exploiting space around the current AFs.
SBAFSA [119] introduces a spread behavior. This behavior assigns a value to each
AF and updates it during the iteration process. Then, the breading operator is
executed, and a new offspring is generated. Cui et al. [117] proposed a hybrid model
of binary AFSA and binary SA, known as BAFS-BSA-BIC, to develop a bi-clustering
technique. BAFS uses a Boolean vector to represent the AFs, and adaptive V and δ.
4.1.2. Hybrid AFSA
A combination of spread binary AFSA (SBAFSA) and double-fault measure (DFM),
known as SBAFDEP, for ensemble pruning, was proposed in [119]. Zhu et al. [121]
combined binary AFSA with glowworm swarm optimization (GSO) for ensemble
pruning. This model applies the moving strategy of GSO based on probability in
the AFSA and introduces a behavior named the competitive behavior. The com-
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petitive behavior uses the crossover operator to maintain the elite AFs and removes
the weak ones. Inspired from GSO, weak-link co-evolution is proposed, which en-
ables communication between AFs located outside the visual distance. To this end,
after dividing the population into several sub-populations, each sub-population indi-
vidually searches for the optimal solution, and then the crossover operator between
optimal solutions found by each sub-populations. Finally, the leaping behavior is
used to increase the model diversity.
4.2. Combinatorial AFSA
Several studies have been focused on using the AFSA to solve combinatorial op-
timization problems. Combinatorial optimization refers to problems in which the
optimal solutions exist within a large search space [122]. A combinatorial optimiza-
tion problem requires an objective function to be maximized/minimized as well as
a number of constraints to be satisfied. One possible way to satisfy the constraints
is adding a penalty function to the objective function. However, the focus of this
section is on parameter adjustments, behavior modifications, and hybrid models of
the AFSA which have been proposed to solve combinatorial optimization problems.
4.2.1. Modified AFSA
Parameter setting: Similar to the original AFSA and binary AFSA, several
studies propose adaptive V and S parameters. MAFSA [123] used a dynamic V
setting based on the endocrine formula. It assigns a large V setting for those AFs
that have lower fitness values, and conversely a small V setting for those AFs with
higher fitness values. This helps the former AFs to search for the global optimum, and
the later AFs to improve on local searches. Yan et al. [124] used two S parameters,
one for the prey and random behaviors, and another for the swarming and following
behaviors. It also used an exponential function to adaptively adjust the V and δ
settings. Zou et al. [125] used a piecewise adaptive function to control V and S.
Quantum AFSA (QAFSA) [126] adjusted S using an exponential function. Zhanwu et
al. [127] used an adaptive V that could reduce the visual distance when improvement
could be observed between two iterations and increase it in cases of no improvement.
In [128, 129], Cauchy and normal distribution functions were used to optimize S, V ,
and Trynumber. VAFSA [130] adjusted V and S based on the number of current and
final iterations. In addition, several studies including [125, 131, 132, 133]used the
hamming distance to compute the distance between two AFs.
Modified behaviors: Zou et al. [125] modified the following and swarming be-
haviors to increase the convergence speed, and introduced the extinction and re-birth
strategy to reinitialize the worse AFs at the end of each iteration. QAFSA [126]
generated random AFs in the quantum space and transformed them into the search
space to compute the fitness value. Then, the quantum rotation gate and mutation
operators were used to update the position of the AFs. Later, improved QAFSA
(IQAFSA) [134] was proposed to solve high-dimensional and non-convex problems.
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IQAFSA increases the convergence speed and accuracy by adding the preying and
following behaviors in the late stage, and mutation at each iteration.
Modified AFSA [123] conducted a search based on the best AF at the end of each
iteration to exploit the search space around the best position found so far. Later,
Manikandan and Kalpana [135] applied a modified AFSA [123] for feature selection
of big data. A novel AFSA [136] consisting of three behaviors, including foraging,
reproductive and random behaviors, was formulated. The foraging behavior generates
the new positions using either the global best or local best solutions. The reproductive
and random behaviors employed the crossover and mutation operators, respectively.
AFSRHA [137] partitioned the search space into a set of sub-regions and initialized
an AF in each sub-region. The food concentration was represented using vitality
value, and three swarms including free-fish swarm, central-fish swarm, and active fish
swarm, were introduced into the behaviors of the AFSA.
IAFSA [128] applied the crossover and mutation operators to balance between the
accuracy and convergence speed. It also reduced the model complexity by removing
the preying behavior. An improved discrete AFSA (IDAFSA) [138] used a good
point set strategy to initialize the AFs, and a probability to update the AFs position.
Besides that, a crossover operator was used to generate new AFs. Later, they added
a leaping behavior into the proposed model [139].
AF-2S [140] was a bi-swarm algorithm. Its sub-swarms, i.e., master and training,
move differently and cooperate by sharing information. The master sub-swarm is
responsible for exploration and identification of promising regions and avoidance of
the local optima. The promising positions found by the master sub-swarm are sent
to the training sub-swarm, which is responsible for exploitation.
4.2.2. Multi-objective AFSA
A Pareto improved AFSA to solve multi-objective optimization problems was
proposed in [79]. This algorithm integrated a crossover operator into the preying be-
havior, and a filter-based strategy to select the Pareto optimal solutions. To further
improve the quality of the solutions and increase the convergence speed, the Pareto
optimal solutions in the previous iteration were used to initialize the population in
the current iteration. Sengottuvelan and Prastah [132] proposed a multi-objective
optimization algorithm based on a modified AFSA to reduce the network energy con-
sumption. The modified AFSA divided the solutions into two groups, and performed
either the preying or the following behavior. After selecting the best AFs, the preying
behavior was applied. Then, the roulette wheel selection was used to select the best
AFs.
Dabba et al. [141] introduced a multi-objective framework based on the AFSA,
known as MOAFS, for solving the multiple sequence alignment problems. MOAFS
used two objective functions, i.e., a weighted sum of pairs (WSP) and a similarity
function, to evaluate the effectiveness of the generated AFs. The WSP was used to
determine horizontally the similar regions, and the similarity function was used to
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find similar areas between the sequences of alignment vertically. A multi-objective
AFSA [142] used the fragment distance to measure the distance between two AFs was
proposed. It also applied four neighborhood-based search strategies to probe within
the search space.
4.2.3. Hybrid AFSA
Guo et al. [143] proposed a hybrid model of the AFSA with a genetic algorithm
(GA) and chaotic theory, known as CAAFG, to solve disassembly sequence problems.
Firstly, CAAFG used the chaos theory to initialize the AFs within the feasible region.
After executing behaviors, a tournament selection was applied to select an individual.
Then, the crossover and mutation operators were used to generate a new solution.
Zhao et al. [144] introduced a two-step optimization based on the AFSA and ABC for
flaws or damage detection in structures. In the first step, a discrete AFSA (DAFSA)
was introduced. Following the same procedure in [145], a series of pseudo grid nodes
were used to uniformly discretize the feasible search space, and then an AF was
assigned to each sub-domain. Each AF was restricted to improve itself within its
exploration range. After converging each AF to a sub-domain, the AFs were clustered
into several groups using K-means clustering. In the second step, a multi-population
ABC algorithm was employed to detect flaws.
IAFSA-IHS [127] is a hybrid model of the improved AFSA (IAFSA) with an
improved harmony search (IHS). In IAFSA-HIS, IAFSA and HIS were used to a find
the global optimum and accurate solution, respectively. To achieve this, a switching
condition was used to switch from the AFSA to HIS. IAFSA, firstly, initialized the
AFs based on chaos and opposition-based learning method. Then, a multi-swarm
strategy was used to search for the local optimum solutions in parallel. In addition,
a movement strategy based on a combination of the self-searching ability of AF and
its companions was developed. Li et al. [146] introduced a hybrid model of the AFSA
and ACO for developing the routing protocol in wireless sensor networks. Specifically,
this model merged the crowd factor in the AFSA with ACO’s pseudo-random route
selection strategy. Zhang and Dahu [147] implemented the crowding factor of the
AFSA into the ACA to better search for the global optimum solution.
5. Discussion on Comparison and Directions for Improvements
The AFSA and its variants are effective SI-based algorithms. They have been ex-
tensively used for solving continuous optimization problems and have achieved good
results as compared with other population-based optimization problems. In the fol-
lowing discussion, we provide a comparison between the AFSA and one of the most
popular SI algorithms, namely the PSO, as well as offer several directions for further
improvement of the AFSA.
In analyzing the AFSA and PSO, several key differences from the structure, pro-
cedure, and update rule perspectives can be noticed, as follows:
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Table 3: A summary of the discrete AFSA-based models along with their applications (V , S, and δ
indicate Step, V isual and crowding factor, respectively).
Reference Description V S δ Behavior Application
Azad et al. [114, 115, 116] Binary, HD X × X X Knapsack problem
Cui et al. [117] Binary, hybrid X X × X Clustering
with binary SA
Singhal et al. [118] Binary, × × × X Profit-based unit
tangent hyperbolic commitment problem
Zhu et al. [119] Binary, × × × X Ensemble pruning
hybrid with DFM
Liu at al. [120] Binary × × × X IP Network
Zhu et al. [121] Binary, × × × X Ensemble pruning
hybrid with GSO
Lin et al. [123] Combinatorial X × × X Feature selection
Yan et al. [124] Combinatorial X X X × Insurance fraud detection
Zou et al. [125] Combinatorial, HD X X × X Rough set reduction
Zhu and Jiang [126] Combinatorial × X × X Benchmark
Zhanwu et al. [127] Combinatorial, X × × × Weapon target
hybrid with HIS assignment
Luan et al. [128] Combinatorial X X × X Attribute reduction
SU and Huo [129] Combinatorial X X × × Attribute reduction
Zheng et al. [130] Combinatorial X X × × Chiller loading
Chen et al. [131], Combinatorial, × × × × Rough set reduction
Sengottuvelan and Prasath HD
[132], Chen et al. [133]
Du et al. [134] Combinatorial × × × X Wireless sensor networks
He et al. [136] Combinatorial × × × X Large-scale reliability
-redundancy
Xin et al. [137] Combinatorial × × × X Random active shield
Zhu et al. [138, 139] Combinatorial × × × X Ensemble pruning
Rocha et al. [140] Combinatorial × × × X
Zhang et al. [79] Combinatorial, × × × X Benchmark
multi-objective
Dabba et al. [141] Combinatorial, × × × × Sequence alignment
multi-objective




Guo et al. [143] Combinatorial, × × × X Disassembly sequence
hybrid with GA problems
and chaotic theory
Zhao et al. [144] Combinatorial, × × × × Damage detection
hybrid with ABC
Keegan and Mtenzi [146] Combinatorial, × × × X Wireless sensor network
hybrid with ACO
Zhang and Dahu [147] Combinatorial, × × × X Image processing
hybrid with ACA
• In PSO, the candidate solutions are particles. In addition to the candidate
solution, each particle keeps the information of its personal best (Pbest) position.
Pbest is used as an attractor in determining the subsequent positions of the
particle. Comparatively, each AF in the AFSA does not keep any previous
information, except its current position, in the memory structure;
• In PSO, the neighborhood particles are determined according to their indices.
In the AFSA, however, the neighborhood AFs are determined according to their
Euclidean distances among each other and the Visual parameter.
• In both algorithms, the candidate solutions are attracted toward the better
neighbor candidate solutions. In PSO, the attractors are chosen among the
personal best solutions and the neighborhood topology. In the AFSA, however,
the attractors of each AF are the best AF in its visual range and the center
position of the swarm.
• In the AFSA, the movement length is limited by the Step parameter, while in
PSO, the movement size, which is defined by the velocity vector, is not limited.
This results in a higher convergence speed of PSO in comparison with that
of the AFSA. Nevertheless, the tradeoff is a higher probability of pre-mature
convergence in PSO.
• In PSO, the particles converge to an optimum region, and after performing
exploitation, they concentrate on the optimum solution. Consequently, the
swarm diversity decreases rapidly in this algorithm, which leads to an increase
in the probability of being trapped in local optima. On the other hand, in the
AFSA, the selection rules, which are defined based on the Crowd Factor, do not
allow the AFs to collapse around an optimum. This results in maintaining a
higher degree of diversity over time in the AFSA and increasing its exploration
capability. However, the tradeoff is a reduction in the AFSA convergence speed.
• In the AFSA, the update rules are separated as behaviors that are performed
on the AFs according to certain conditions. Therefore, in each iteration, each
22
AF can either perform local search around itself or a social-based behavior and
move towards other attractors. In contrast, in PSO, the personal and social
attractors are unified in the velocity formula. Therefore, each particle’s next
position is dependent on both individual and group attractors simultaneously.
Despite many successful studies, the AFSA and its variants normally are com-
putationally complex, owing to the use of the Euclidian distance for measuring the
neighborhood AFs and the adoption of different behaviors to search for a better po-
sition. In addition, the AFSA and its variants often converge slowly towards the best
position, since the movement length is limited by S, and they are not able to effec-
tively perform the local search. As such, there are rooms for further improvement of
the AFSA. A number of optimization problems that the AFSA and its variants can
be effectively used are discussed, as follows.
• The AFSA is yet to be comprehensively utilized for large-scale optimization
problems (LSOPs). Indeed, LSOPs are complex high dimensional problems
(usually more than 100 dimensions) that cause scalability issues. Many SI
algorithms including the AFSA can easily be trapped into local optimum solu-
tions. Considering the capability of the AFSA in maintaining diversity with the
crowding factor and the individual local search of the AFs by performing the
preying behavior, the AFSA has the potential to address the typical challenges
of LSOPs. In this regard, effective method to ensure the scalability of the AFSA
and its variants are necessary.
• The AFSA can be used to find multiple optimum solutions in multi-modal op-
timization problems. In fact, by enhancing the adaptation of the crowding
factor pertaining to the swarming behavior, the AFSA can maintain its over-
all diversity. Furthermore, by using the following behavior with distance-base
neighborhoods, the population can be naturally divided into multiple species
(sub-populations), which are attracted by different regions (peaks). In addition
to the following behavior, a local search capability can be incorporated, in order
to allow the AFSA to find multiple peaks in complex multi-modal environments.
• In the case of dynamic optimization problems (DOPs), the AFSA and its vari-
ants can offer efficient solutions. One important challenge of the DOPs is diver-
sity loss in algorithms. Indeed, population-based algorithms whose populations
are gathered around the previous optimum solutions normally are ineffective
in tracking the new optimum position after environmental changes. Using the
crowd factor, the AFSA can easily maintain its diversity to increase its abil-
ity in tracking the moving optimum solutions. Furthermore, as stated before,
the AFSA can be enhanced with a speciation-based method by changing the
swarming behavior and crowd factor. Therefore, the AFSA and its variants can
be adapted for tracking the moving optima in DOPs.
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6. Conclusion
In this paper, a detailed review of the AFSA, which is a SI-based optimization al-
gorithm inspired by the ecological behaviors of the fish swarm in nature, is presented.
Specifically, the parameters and behavior modifications, as well as hybrid models of
the AFSA with population-based and other methods for solving continues, binary and
combinatorial real-world problems are surveyed. A total of 123 articles published in
high-indexed journals since 2013 have been reviewed, retrieved from searches in Sci-
enceDirect, SpringerLink, IEEE Xplore, and google scholar for “artificial fish swarm
algorithm”, “fish schooling”, “AFSA”, “AFs”, “hybrid AFSA”, “dynamic AFSA”,
“multi-objective AFSA”, “discrete AFSA” and “swarm intelligence”. By reviewing
these articles, it can found that the AFSA and its improved variants have been widely
used to solve real-world problems. Finally, suggestions for further work have been
put forward for researches to further explore the capabilities of the AFSA and its
applications to complex problems.
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