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Abstract Analytical Jacobian, nonlinear least square and three layer artificial neural network models are
employed to predict deformation of mouse embryos under needle injection, based on experimental data
captured from literature. The Maximum Absolute Error (MAE), coefficient of determination (R2), Relative
Error of Prediction (REP), Root Mean Square Error of Prediction (RMSEP), Nash–Sutcliffe coefficient of
efficiency (Ef ) and accuracy factor (Af ) are used as the basis for comparison of these three models.
Analytical Jacobian, nonlinear least square and ANN models have yielded the correlation coefficient of
0.9985, 0.9964 and 0.9998, respectively. The REP between the models predicted values and experimental
observations are 2.8228(%), 4.7647(%) and 0.4698(%) for the analytical Jacobian, nonlinear least square
and ANNmethods, respectively. Results showed that ANN performed relatively better than the analytical
Jacobian and nonlinear least squaremethods. Findings indicate that the ANN technique can predict mouse
embryo dimple depth by needle injection with considerable accuracy and the least error.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
In the human body, biological cells are constantly subjected
to mechanical perturbations, so, understanding the behavior of
biological cells and studying how they respond to environmen-
tal stimulus is highly important. One application of these inves-
tigations can be in the field of medicine for probing the state of
diseases [1].
Consequently, to understand the relationship between ex-
ternal stimulus and biological cell behavior, more experimen-
tal techniques and mechanical models need to be developed.
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Open access under CC BY-NC-ND license.For this purpose, different experimental techniques have re-
cently been devised in the literature, such as micropipette as-
piration [2], Atomic Force Microscopy (AFM) [3], laser optical
tweezers [4], taperedmicropipette [5],micro plate stretcher [6],
and cell injection or cell poking [7].
To interpret and explain experimental data from these dif-
ferent experimental techniques, a variety of different mechan-
ical models have been developed by various researchers, such
as cytoskeletal models for adherent cells, the spectrin-network
model for erythrocytes, the fractional derivative model, vis-
coelastic models and solid models [1].
Due to some uncertainties, it is difficult to model and simu-
late the deformation of biological cells under external force by
conventional mathematical modeling approaches.
The analytical Jacobian, nonlinear least square, and ANN
methods are able to relate the input and output variables
without having any pre-information about the physics of the
problem. Both Newton [8–10], and nonlinear least square
methods [11] have successfully been used for prediction of
dependent variables and for solving the nonlinear system
of equations. The ANN method is an information processing
system that can generalize a solution from the pattern it
receives [12]. This approach has the advantage that it can
simulate the relationship between the input and output in
complex systems without any additional assumptions [13]. If
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are selected, a multilayer ANN will be able to approximate
any measureable and smooth function between input and
output data sets [13]. Hence, representation of an equilibrium
relationship by a non parametric technique, such as a feed
forward back propagation neural network, is preferable [11].
The present study describes the prediction of dimple depth
under external force for mouse embryos in a needle injection
experiment. Hence, analytical Jacobian, nonlinear least square,
and ANN models have been used to predict the deformation of
mouse embryos under needle injection. Thepredicted results by
the three modeling approaches (analytical Jacobian, nonlinear
least square and ANN) have been discussed and compared with
experimental observations obtained from literature
2. Material and methods
The needle injection technique is in a class of experimental
studies in which a controlled external force is exerted to the
top portion of biological cells [7]. According to experimental
observations, the deformed cell shape can be characterizedwith
three geometric parameters [14]: dimple depth (wd), dimple
radius (a) and the semicircular curved surface of the cell (R).
Also, the external force that causes deformation in the cell
can be predicted as follows [14]:
F = 2πEhw
3
d
a2(1− ν)

3− 4ζ 2 + ζ 4 + 2 ln ζ 2
(1− ζ 2) · (1− ζ 2 + ln ζ 2)3

, (1)
where ζ = ca in which c is the indenter radius. In Eq. (1), E, h
and ν are the Youngmodulus, membrane thickness and Poisson
ratio, respectively. On the other hand, Eq. (1) can be written as
follows [15]:
F = 2πEhw
3
a2(1− ν)

3− 4ζ 2 + ζ 4 + 2 ln ζ 2
(1− ζ 2) · (1− ζ 2 + ln ζ 2)3

≈ F0, (2)
where, F0 is the force on the membrane exerted by the
micropipette. Using Eq. (2), cell deformation can be calculated
as follows:
wd = −F
1/3(ah)2/3
h(2πE)1/3
×

((1− ζ 2) · (1− ν))1/3 · (1− ζ 2 + ln ζ 2)
(−3+ 4ζ 2 − ζ 4 − 2 ln ζ 2)1/3

. (3)
The total volume of the deformed cell shown in Figure 1 is
the filled torus volume minus the volume generated by dimple
depth [14]:
V = πR
3
· (6a2 + 3πaR+ 4R2)− πwd
2

a2 · (1− ζ 2)2
1− ζ 2 + ln ζ 2

. (4)
The volume of the cell is constant and hence [14]:
V = V0, (5)
where V0 is the initial volume of the cell. Using Eqs. (2), (3)
and (5) as a system of nonlinear equations, unknown variables,
wd, a and R, can be obtained. Analytical Jacobian or nonlinear
least square methods can be used for solving these nonlinear
equations. These methods were earlier considered by other
researchers [15]. For further investigation, and for comparison
of these two models with ANN modeling, we implemented
nonlinear least square and analytical Jacobean methods in this
study.Figure 1: Cell injection experiment [14].
3. Modeling
3.1. Analytical Jacobian modeling
Let the variable vector X to be defined as:
X =
a
R
w

. (6)
Then in a similar manner, the mismatched Eqs. (2), (3) and (5)
are likewise assembled into a vector, such that:
F(X) =
f1(x)
f2(x)
f3(x)

. (7)
Central to Newton’s method is a Jacobian matrix, JN , of par-
tial derivatives. There are two methods for obtaining the ele-
ments of the Jacobianmatrix in the iterativeNewtonmethod for
solving the nonlinear system of equations: numerical methods,
used when analytical derivatives are not available, and analyt-
ical methods in which the Jacobian matrix contains the partial
derivative of every mismatched function with respect to every
variable (the latter method is also called the analytical Jacobian
method). This method is an iterative process for finding the so-
lution vector, X˜ , that causes the mismatched vector (system of
nonlinear equations) to be zero [16].
F(X˜) = 0. (8)
The iterative process is defined by:
F(XN) = JNY , (9)
X (N+1) = XN − Y . (10)
Convergence is deemed to have occurred when some norm
of the residual vector, F(XN), is less than a present tolerance.
Newton’s method is not guaranteed to converge, but conver-
gence is likely if the starting point is close to the solution. For a
system of 3 equations, the Jacobian is of order of 3, as it contains
the partial derivative of eachmismatched functionwith respect
to each variable. Of particular importance is the method of de-
termining a suitable starting point for the Newton method, the
updating of the Jacobianmatrix, the spares solution of the linear
Jacobian system and the stopping criteria for the iterative pro-
cess [16]. In the analytical method of calculating the Jacobian,
considerable effort is needed to obtain all the partial derivatives
in analytic form, but it has the advantage of achieving an im-
proved solution and exceptionally fast convergence [16].
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Parameter Value
Total layers 1
Hidden layers 5
Neurons in input layer 3
Neurons in input layer 1
Learning momentum 0
Learning rate 0.15
Learning algorithm Error back propagation
Input layer transfer function Linear
Hidden and output layers transfer functions Hyperbolic sigmoid
Number of training 70000
3.2. Nonlinear least square modeling
Nonlinear least square regression is a multivariate calibra-
tion technique that attempts to find a global minimizer of the
sum of the squares ofm nonlinear functions [17]:
min
x∈Rn
f (x), f (x) = 1
2
m
i=1
r2i (x) m ≥ n, (11)
where each ri(x), i = 1, . . . ,m, is a nonlinear functional
defined over Rn. If all ri(x) are linear in x, then Eq. (11) will
be a linear least squares problem. In special cases, if m = n,
we obtain a square system of nonlinear equations. Such least
square problems start at point x0 and find a local minimum to
the sum of squares of functions ri(x), described in F(X). Even
when X contains highly correlated variables, thismethod is able
to give stable predictions [18].
3.3. Artificial neural network modeling
A neural network is a computing system made up of a
number of interconnected processing elements called neurons
or nodes [19]. Three different distinctive layers; the input layer,
the hidden layer or layers, and the output layer, are usually
constructed on the basic structure of an ANN model [11]. The
number of hidden layers in anANNmodel is usually determined
by a trial and error method and, commonly, a single hidden
layer network is sufficient for most problems [20]. Each weight
and activation function modifies the signals that pass through
the neurons and this process is repeated until the output layer
is reached [20].
Here, three layer artificial neural networks with error back
propagation learning algorithms have been constructed for the
prediction of dimple depth in the cell injection experiment. The
architecture of the ANN model is summarized in Table 1 in
which the input layer transfer function is a linear function. In
other words, the input layer is used for transmitting the signal
to other layers. The hidden and output layer transfer functions
are hyperbolic sigmoid activation functions.
Experimental data for training and testing the capability
of the ANN model were earlier deduced by Yu Sun and his
coworkers in [14,15]. Among this data, 8 samples have been
used for training and 3 samples for the prediction and validation
of the ANN model. The optimal values of ANN parameters have
been determined, based on the minimum value of the Mean
Square Error (MSE), which is as follows [20]:
MSE = 1
N
N
i=1
(ymodel − ymeas)2. (12)
Here, ymeas and ymodel represent the measured and mode
predicted values, and N represents the number of observations.4. Evaluation of modeling performance
Six different criteria are used to calculate the performance of
the analytical Jacobian, nonlinear least square and ANNmodels.
These criteria are: Maximum Absolute Error (MAE), coefficient
of determination (R2), Relative Error of Prediction (REP),
Root Mean Square Error of Prediction (RMSEP), Nash–Sutcliffe
coefficient of efficiency, Ef , and the accuracy factor (Af ).
MAE is evaluated as follows [21]:
MAE =
N
i=1
Ymeas,i − Ymodel,i
N
, (13)
where Ymeas,i = ymeas,i − ymeas, ymeas,i is the measured value,
and ymeas is the mean of measured values. Ymodel,i = ymodel,i −
ymodel ymodel,i are the model computed values, and ymodel is
the mean of the model computed data. Here, N represents the
number of observations.
The relative error of the dependent variable, in percentage,
for prediction is calculated as follows [22]:
REP =

N
i=1
(ymodel,i − ymeas,i)2
N
i=1
(ymeas,i)2
× 100. (14)
The RMSEP represents the error associated with each model
and can be calculated using the following equation [23]:
RMSEP =
 Ni=1(ymodel,i − ymeas,i)2
N
. (15)
The RMSEP can be used to describe a measure of goodness
of fitting. The coefficient of determination (square of the
correlation coefficient) explains the percentage of variability,
using the following equation [20]: Eq. (16) is given in Box I
The Nash–Sutcliffe coefficient of efficiency (Ef ) is an indica-
tor of the model fit and can be computed as follows [20]:
Ef = 1−
N
i=1
(ymodel,i − ymeas,i)2
N
i=1
(ymeas,i − ymeas)2
. (17)
The Ef is the normalized measure (−∞ to 1) and can be used to
compare the mean square error deduced by a particular model
simulation to the variance of the target output sequence. If the
Ef value is equal to 1, it means that the model perfectly simu-
lates the target output [20]. The accuracy factor, (Af ), is a simple
multiplication factor that shows the spread of results about the
prediction, and is calculated using the following equation [20]:
Af = 10
Ni=1
log ymodel,iymeas,i

N

. (18)
When the value of Af is one, perfect agreement between
predicted and measured values has been yielded. The large
values of Af indicate that the average estimate is less accurate.
Each of the above criteria represents specific information,
which can be used for evaluation of the predictive performance
efficiency of a specific model.
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6)R2 =

N
N
i=1
ymeas,iymodel,i −

N
i=1
ymeas,i

N
i=1
ymodel,i

N N
i=1
y2meas,i −

N
i=1
ymeas,i
2
×
N N
i=1
y2model,i −

N
i=1
ymodel,i
2

2
. (1
Box I:Figure 2: Model predicted values of dimple depth versus measured values
using analytical Jacobian method.
Figure 3: Model predicted values of dimple depth versus measured values
using nonlinear least square method.
5. Results and discussions
The initial estimate for analytical Jacobian and nonlinear
least square methods is obtained from experimental obser-
vations. The performance criteria parameters (R2, Af , Ef , . . .)
obtained from the analytical Jacobian model are summarized
in Table 2. The analytical Jacobian model yielded a RMSEP of
0.5375 and a determination coefficient of 0.9970 between ex-
perimental andmodel predicted observations. Lowerror values,
Af and Ef , closer to unity, suggest the goodness of the analytical
Jacobian method in prediction of mouse embryo deformation.
The measured and model predicted values of dimple depth, us-
ing the analytical Jacobian method, are plotted in Figure 2.Table 2: The analytical Jacobian model re-
sults in prediction of dimple depth.
Parameter Value
MAE 0.3800
REP (%) 2.8228
RMSEP 0.5375
R2 0.9970
Ef 0.9833
Af 1.0259
Table 3: The nonlinear least square model
results in prediction of dimple depth.
Parameter Value
MAE 0.6546
REP (%) 4.7647
RMSEP 0.9072
R2 0.9928
Ef 0.9525
Af 1.0464
Table 4: The ANNmodel results in prediction
of dimple depth.
Parameter Value
Calibration Prediction
MAE 0.0623 0.0866
REP (%) 0.4698 0.4974
RMSEP 0.0899 0.0934
R2 0.9997 0.9999
Ef 0.9996 0.9992
Af 1.0034 1.0050
Results of nonlinear least square yielded the minimum
RMSE, MAE and REP values of 0.9072, 0.6546 and 4.7647 (%),
with a significantly high correlation coefficient (R2) of 0.9928
between the experimental and predicted values (Table 3). Also,
Ef and Af values closer to unity (Table 2) show that nonlinear
least square regression is successful in fitting the output data to
experimental observations. Figure 3 compares the results given
by the nonlinear least square method and the experimental
observations.
Comparing the performance of analytical Jacobian method
and that of nonlinear least square method (Tables 2 and 3)
shows that analytical Jacobian prediction is closer to the
experimental data sets.
Calibration and prediction results of ANN modeling are
shown in Table 4. The network has been trained using training
data sets (8 samples) and validated using testing data sets (3
samples). For better examination of the prediction capability
of the ANN model, the testing data sets have been selected
randomly. In this investigation sample, 3, 6 and 9 have been
used for this purpose. Plots of the training and testing of ANN in
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for ANN modeling.
Figure 5: Comparison of predicted and experimental values using testing data
for ANN modeling.
comparison with experimental data sets are shown in Figures 4
and 5, respectively.
After 70000 training, the selected model has yielded a
minimum MAE of 0.0623 (Table 3). Also, the REP (%), the
RMSEP, the coefficient of determination (R2), the Nash–Sutcliffe
coefficient of efficiency (Ef ) and the accuracy factor (Af ) that
were computed for the training and test data sets are presented
in Table 3. As can be seen, significantly high correlation (R2),
and high Ef and Af values for training and testing data sets are
closer to unity. This shows that ANN predictions are precise.
Also, considerably lowREP (%), RMSEP andMAE suggest that the
ANN model is appropriate for the prediction of mouse embryo
deformation.
From the model, performance parameter criteria values for
the selected analytical Jacobian (Table 2), nonlinear least square
(Table 3) and ANN models (Table 4), it can be seen that the
performance of all three models in the prediction of dimple
depth is satisfactory. However, it should be noted that the
predictive performance of the ANN model is relatively better
than the other two models.6. Conclusion
In this investigation, the performances of analytical Jacobian,
nonlinear least square and three layer back propagation ANN
models, in the prediction of biological cell deformation, have
been studied and compared. Performance of these threemodels
has been calculated using the criteria of Mean Absolute Error
(MAE), Relative Error of Prediction (REP (%)), Root Mean Square
Error of Prediction (RMSEP),coefficient of determination (R2),
Nash–Sutcliffe coefficient of efficiency (Ef ) and the accuracy
factor (Af ). All three models predicted the deformation of
mouse embryos in the cell injection experiment, satisfactorily.
However, prediction results of the ANN model, with respect
to experimental findings, have higher accuracy, in comparison
with analytical Jacobian and nonlinear least square methods.
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