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Abstract
Fossil fuel consumption continuous to increase world wide and of all the fossil fuels, natural
gas is growing the most. The combustion of natural gas, which mainly contains methane, is
more environmental friendly than oil or coal thanks to its high specific energy. More energy
gained and less CO2 released per kg fuel motivates the increased production. This in turn
increases the demand on manageability, resulting in the practice of liquefying natural gas.
The gas is kept in liquid form, via high pressure or low temperature, for transport and
distribution. In an effort to reduce the energy cost of managing gaseous energy resources,
the conversion of methane into its liquid counterpart methanol is highly desired. The
established procedure for the conversion is a large scale, multi-step, power-plant process,
and there is a need for a small scale, direct conversion alternative. Copper-exchanged
zeolites are considered promising candidates for the methane-to-methanol reaction, where
mono-, dimer, and trimer Cu-clusters have been suggested to be the active site.
In this thesis, the catalytic properties of Cu-dimers in zeolites are studied using first-
principles calculations, ab initio thermodynamics, and micro kinetic modeling. As a
first step, the stability of the Cu-dimer structure in SSZ-13 is investigated under direct
conversion conditions. The zeolite is found to be very humid and the structure of the
proposed active site highly dependent on temperature and partial pressure of relevant
gases. Under reaction conditions, the Cu2O and Cu2OH structures are found to be the
energetically most preferred. Performing the direct conversion over the identified active
sites reveals a low activity for the reaction, stemming from a high free energy barrier
of the C-H bond in methane and an inability for methanol to desorb. The activity of
the Cu2O site is, however, increased when water is added into the reaction mechanism.
Presence of water enables desorption of the reaction products and results in an endergonic
reaction path. The Cu2OH site responds in the opposite manner with respect to water,
becoming less active. The new insights on the nature of the active site and the reaction
mechanism provide a deeper understanding, which will aid the future search for new
catalytic materials with high activity and selectivity.
Keywords: partial methane oxidation, density functional theory, micro-kinetic modeling,
zeolites, CHA, SSZ-13, copper
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Chapter 1
Introduction
Approximately 25% of the fuel consumed in the world during 2019 was in the form of
natural gas, a number that is projected to increase over the coming years [1]. With an
increasing use of 1.1% yearly (compared with liquids’ 0.6% per year growth and coal’s
0.4% per year growth), natural gas is the world’s fastest growing fossil fuel [1]. The
increasing consumption is driven by an expanding industrial sector and a replacement of
coal with methane in electricity generation [1].
Natural gas is comprised mainly of methane, which has a higher specific energy (Wh per
kg) than any other hydrocarbons thanks to its high carbon-to-hydrogen ratio [2]. This
does not only mean more energy gained upon combustion, but also less CO2 released
per combusted kilogram of the fuel. However, methane is a gas and, thus, precarious to
store and distribute. Although not toxic, it is highly flammable and a potent greenhouse
gas. Thus, leakage or partial combustion is a potential danger, both in the short and
long term. A better utilisation of methane resources would be possible if it was converted
into a liquid. Today, liquification of natural gas (LNG) is done at very high pressure
(850 kPa at room temperature) or low temperature (-162◦C) [3]. To save the energy
spent in liquefying methane, the same safety and convenience effects could be reached by
converting methane into its liquid counterpart, i.e. methanol.
Industrial transformation of methane to methanol is performed over a Cu/ZnO/Al2O3
catalyst [4] in two steps: conversion of methane into syngas at high temperature, from
which CO and H2 is converted into CH3OH and H2O over a catalyst surface at high
pressure [5]. The process is highly energy demanding and partly results in unwanted
bi-products of CO2 and H2O. Furthermore, it is a power plant process; the technology
needs large scale production to be economically feasible. A cost and energy effective
alternative to this large scale process would be direct conversion of methane. Partial
oxidation of methane over a highly selective catalyst performed at low temperature would
enable small scale, maybe even portable, use. However, this process needs a catalytic
material not yet identified.
1.1 Catalysis
Catalysis is a phenomena in which the rate of a chemical reaction is increased by addition
of a catalyst. A catalytic material is a material that aids and promotes a reaction without
being consumed. Enhancing the rate of a reaction is a two-fold problem. The activity of
the reaction should increase while the selectivity towards the desired product is maintained.
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By adding a catalyst, the reaction is directed into a more complex, but energetically more
favourable reaction path, leading to an increase in activity. Depending on the reaction
path, the catalyst can also control the selectivity to the desired product. An example of a
catalyzed reaction is illustrated in fig. 1.1.
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Figure 1.1: The purpose of catalysis is to increase the rate of a desired reaction. By
diverting the reaction into a path which divides the process into several steps, the new
energy barrier for the reaction to occur is lower than that of the uncatalyzed reaction.
By forming new bonds with the reactants, the catalyst is able to break existing bonds
and provide a lower energy barrier for the reaction to take place. For this to happen, the
catalyst should follow the Sabatier’s principle [7, 6]. If the bonds between the catalyst and
the reactants are too weak, the coverage of the reactants will be too low and the barrier
too high, resulting in a low conversion. If the bond between the catalyst and any of the
intermediate steps in the reaction is too strong, the reaction will not be able to proceed,
and the catalyst will become poisoned. Importantly, a catalyst only changes the kinetics
of a reaction, it does not affect the thermodynamics. If the reaction is thermodynamically
unfavourable without a catalyst, it will continue to be so in the presence of a catalyst.
The two main catalyst categories are homogeneous and heterogeneous catalysts. A
homogeneous catalyst is a catalyst existing in the same phase as the reactants and
products, e.g. a liquid promoting a liquid reaction. A heterogeneous catalyst is a catalyst
existing in a different phase than the reactants, e.g. a solid surface promoting a gaseous
reaction. The site on which the reaction takes place is called an active site [8]. This can
be a small cluster or an atom that has a different structure and composition as compared
to the surrounding material. Controlling the structure and composition of this active site
influences the catalytic properties of the material. One important aspect of the catalytic
properties is the interplay between activity and selectivity. For instance, increasing
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activity of a reaction does not necessarily mean that selectivity is maintained. The most
selective catalysts are enzymes, able to produce almost exclusively the desired product.
This type of naturally occurring (often protein based) catalyst is called a biocatalyst.
In a biocatalyst there is a geometric component that influences the selectivity; like a
puzzle where only the correct piece fits, only one reaction is promoted. Although these
catalysts are selective, the activity is generally low. On, for instance, an extended surface
catalyst, where this geometric featured is missing or less pronounced, this same effect
might be difficult to achieve. However, it might be formed during reaction conditions, by
the adsorbate coverage. A catalytic material with porous structure has the additional
effects of confinement. Where, the selectivity might then be controlled by the catalysts
ability to act as a sieve, in addition to the properties given by the active sites.
1.2 Methane to methanol conversion in zeolites
Drawing inspiration from nature and naturally occurring biocatalysts is helpful when
designing more selective catalytic materials. One example of this is enzymatic methane
monooxygenases (MMOs)[9, 10]. On the sparse metal sites in the porous protein structure,
methane is converted into methanol with a very high selectivity, but (for industrial use)
too low activity. In an effort to mimic this very selective process and increase the rate of
the reaction, metal ion-exchanged zeotypes (then called zeolites), systems with a similarly
porous structure and the possibility of single active sites (as seen in fig. 1.2), are being
investigated.
A zeotype is a porous material comprised of corner-sharing SiO4 tetrahedrons, or T-sites.
Owing to the flexibility of how these primitive building-blocks can be connected, there are
more than 200 confirmed structures [12] with different porosity. The pore sizes, ranging
from 4 to 12 membered rings (MRs), is a way to control the accessibility in the material.
By replacing an Si4+ for an ion of either lower or higher charge, the otherwise chemically
inert framework becomes prone to catalytic reactions and the acidity of the structure is
changed. If substituting Al3+ into the framework, the structure is called zeolite. The
introduced charge deficit must be compensated by the insertion of cations, like H+, Na+,
or Cu+. The concentration and relative position of the framework Al3+ and the choice of
cation contributes to the characteristics of the zeolite catalyst [13].
Two of the zeolite structures studied for the partial oxidation reaction are called ZSM-5
and SSZ-13. The MFI structure of ZSM-5 has 4, 5, 6, and 10 MRs, where the odd MRs
gives the structure channels. The smaller chabazite structure SSZ-13 is made up of 4,
6, and 8 MRs, connected to form a network comprised of one small and one large cage,
as seen in fig. 1.2. In the MMO, the active sites are spares metal atom sites. Zeolites,
ion-exchange with metal atoms such as iron and copper, have shown the same ability to
convert methane to methanol [14, 15, 17, 16]. However, the specific structure of these
metal-ion sites in the catalyst is still under debate.
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Figure 1.2: The protein responsible for biological oxidation of methane, MMO [11], along
side the zeolite structure of SSZ-13. The structures are similar, both on a small and
a large scale, having a porous structure and the possibility of single, metal atom sites.
MMO is composed of carbon, nitrogen, oxygen, and sparse metal sites (here denoted
M1 and M2); the components of the zeolites are silicon, aluminium, oxygen, and the
possibility of charge compensating metal sites (here represented by protons).
1.3 Objective
This thesis has two aims. The first is to investigate and determine the coordination
and oxidation state of the [Cu-O-Cu]2+ motif in copper exchanged SSZ-13 during the
conditions of direct methane-to-methanol conversion. The second is to explore the
reaction mechanism for the partial oxidation over the relevant active sites. This is
explored using computational methods, in particular density functional theory (DFT), ab
initio thermodynamics, and micro kinetic modeling.
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Chapter 2
Electronic structure calculations
Investigating the catalytic potential of an atomic system means that the physical and
chemical properties of the material should be determined. From a theoretical and
computational point of view, this can be done by studying the electronic structure of
the system. Systems of a single electron (i.e. H or He+) can be solved exactly from the
Schrödinger (or Dirac) equation. However, systems with more electrons are complex and
an exact solution of the many-body wave function very quickly becomes unattainable.
As such, a method is required for gaining the desired electronic structure of the system,
while circumventing the need to solve the full Schrödinger equation.
2.1 Many-body systems
The complete description of a many-body atomic system comprised of N electrons with
charge −e, and K nuclei with charge ZIe, is given by the Hamiltonian [18],
Hˆ = −
N∑
i
~2
2me
∇2i −
K∑
I
~2
2MI
∇2I +
1
4pi0
N∑
i
N∑
j>i
e2
|ri − rj |
− 14pi0
K∑
I
N∑
i
ZIe
2
|ri −RI | +
1
4pi0
K∑
I
K∑
J>I
ZIZJe
2
|RI −RJ |
(2.1)
where the basic components are the kinetic and potential energy of the system, more
specifically:
T = −
N∑
i
~2
2me
∇2i −
K∑
I
~2
2MI
∇2I kinetic energy
Vel =
1
4pi0
N∑
i
N∑
j>i
e2
|ri − rj | electron-electron interaction
Vel−nuc = − 14pi0
K∑
I
N∑
i
ZIe
2
|ri −RI | electron-nuclei interaction
Vnuc =
1
4pi0
K∑
I
K∑
J>I
ZIZJe
2
|RI −RJ | nuclei-nuclei interaction.
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To be able to solve the Schrödinger equation, HˆΨ = EΨ, for any but the most elementary
systems, the first step is to assume that the electronic and ionic part of the wave function
are independent of each other and can be separated, i.e. Ψtot(r,R) = Ψel(r,R)Ψnuc(R).
This ansatz is called the Born-Oppenheimer approximation [19]. This can be understood as
the electrons instantaneously adapting to changes in the nuclei positions while remaining
in their stationery state. The electronic wave function is, thus, decoupled from the nuclei,
which is fixed at position R, where any crossterm between Ψel and Ψnuc is ignored. The
electron-nucleic interaction is considered as an external potential, and the electronic
Hamiltonian becomes
Hˆel = T + Vel + Vel−nuc. (2.2)
The Coulomb attraction between the electrons and nuclei, described in the electron-nuclei
interaction term, Vel−nuc will now be referred to as an external potential Vext.
Though decoupled from the nuclei, the electronic Schrödinger equation formed using
eq. (2.2) is still very computationally expensive. The description possesses one major
obstacle, namely the wave function’s dependence on the particle positions Ψ(r1...rN ,R);
the dimensionality of the Schrödinger equation is proportional to the number of electrons
in the system. Thus, with increasing system size, solving the Schrödinger equation
becomes an insurmountable task.
2.2 Density functional theory
Chronologically, the first method for circumventing the difficulties with the many-body
wave function was the Hartree-Fock method [20, 21, 22]. By approximating the electronic
many-body wave function with a Slater determinant [23] constructed from one-electron
wave functions, the anti-symmetry of a fermionic system is enforced. All interaction that
is not included in this spin-interaction (from now on called exchange) is referred to as
correlation, and is completely neglected.
In 1964, two theorems devised by Hohenberg and Kohn layed the foundation for a way of
handling the atomic system with both accuracy and a smaller computational effort. The
two theorems tell us to relinquish the idea of solving the wave function and that instead
the electron density could be considered [24]. The theorems states that: (1) when in any
external potential, Vext, the total energy of a system is a functional of the electronic
density
E[n(r)] =
∫
drVext(r)n(r) + F [n(r)], (2.3)
and (2) the ground state of the system is determined by the global minimum value of
eq. (2.3) [25]. Thus, using the electron density, n(r) = |Ψ|2, a function of three spatial
coordinates can replace the myriad of electronic positions in a many-body wave function
of the system.The energy of the system is now a function of the electron density, which is
a function of positions, a function of a function or a functional, a density functional.
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2.2.1 Kohn-Sham orbitals - A non-interacting representation
The introduced universal functional F [n(r)] on the right hand side in eq. (2.3) contains the
individual contributions of the kinetic energy, the classic Coulomb interaction (or Hartree
energy, EH), and the non-classical interactions of the electrons (or exchange-correlation
energy, E˜xc),
E[n(r)] = T [n(r)] +
∫
drVext[n(r)]n(r) + EH [n(r)] + E˜xc[n(r)]. (2.4)
The Hartree term in eq. (2.4) contains an unphysical self-interaction error as the electron
interacts with all other electrons in the system, including itself. This error should be
completely canceled by the exchange-correlation term, E˜xc.
Another challenge is that the exact form of the kinetic functional is not known. Kohn-Sham
solves this problem by introducing a non-interacting system and allow the exchange-
correlation term, Exc, to compensate also for this ansatz. This fictitious non-interacting
system generates the same electron ground state density as the given system of interacting
particles, and thus the same ground state energy,
E[n(r)] =
n∑
i
i −
∫
drVext[n(r)]n(r)− EH [n(r)] + Exc[n(r)]. (2.5)
Exc should account for T − T0, which is the difference between the true kinetic energy of
the system and that of the non-interacting system. In eq. (2.5), i are the Kohn-Sham
energies of the non-interacting system.
The Kohn-Sham decomposition effectively separates the terms in the functional that are
possible to solve from those that are not. Using atomic units (e = ~ = me = 14pi0 = 1),
the Kohn-Sham equations of this model system becomes(
−12∇
2 + vext(r) + vH(r) + vxc(r)
)
ψi(r) = iψi(r). (2.6)
Solving these Kohn-Sham equations in a self-consistent field manner results in the systems
density and energy. The problem is that the exact form of the exchange-correlation
interaction remains unknown. This means that DFT is an exact theory, given the exact
exchange-correlation energy. The accuracy is, in principle, given by the approximation of
the exchange-correlation term in eq. (2.5).
2.2.2 Exchange-correlation approximations
The exchange-correlation energy, Exc[n(r)], can be interpreted as the Coulomb interaction
between the electronic density and a positively charges "hole" around the electron caused
by the Pauli and Coulomb repulsion [26]. This hole represents a fictitious charge depletion
around the electron where the likelihood for finding a second electron is greatly reduced.
How to model this charge depletion is a matter of approximations.
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LDA - Local density approximation
The LDA [27, 24] is an approximation which is solely dependent on the local electron
density, and is expressed according to,
Exc[n(r)] =
∫
drn(r)LDAxc [n(r), r]. (2.7)
This can be extended into a Local Spin-Density Approximation (LSDA)[28, 29], taking
the electron spin into account. For LDA to be sufficient, the electron density must vary
sufficiently slow, such as in the homogeneous electron gas or simple metal-like systems.
The LDA generally overbinds, producing too short bonds and too small lattice parameters
[30]. In addition, it also performs poorly when modeling strongly correlated systems, such
as transition metal oxides [31].
GGA - Generalized gradient approximation
Including a dependence on the change in electron density via an exchange-correlation
enhancement factor Fxc, a semi-local approximation that improves on the LDA and LSDA
called the generalized gradient approximation (GGA) [32, 33], is formed. This expression
looks like,
EGGAxc [n(r)] =
∫
drn(r)LDAxc [n(r)]Fxc[n(r),∇n(r)]. (2.8)
GGA functionals outperform L(S)DA when it comes to over-binding, and in many cases
predict the lattice constants closer to experimental values. However, just as LDA, it
performs poorly for strongly correlated systems [31].
Hybrid functionals - Beyond first-principles
When it comes to strongly correlated systems, one way to improve on GGA is to include
the exact exchange energy of Hartree-Fock, EHFx , into the functional
Ehybxc = αEHFx + (1− α)EDFTx + EDFTc . (2.9)
In this, so called, hybrid functional [34], EDFTx and EDFTc are the exchange and correlation
parts of the density functional, calculated with a chosen GGA functional. This mixing
of exact and approximated exchange energies enables the approximation to improve the
calculation of properties for which LDA and GGA are not sufficient. The value of the
constant α in eq. (2.9) is often chosen after fitting against experimental data sets [34, 35],
resulting in the effect that one choice of α might suit one particular type of system better
than another.
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van der Waals interaction
One correlation effect that LDA, GGA, and hybrid functionals does not account for
properly, is the long range interaction (also called dispersion interaction or van der
Waals interaction) that exists between systems without overlapping charge densities. It
is commonly explained as an instantaneous dipole moment on one system inducing a
dipole moment on the other, the attraction between these dipole moments results in an
interaction which, in the limit of large separation R, has the behaviour
Edist = −C6
R6
, (2.10)
where C6 is a dispersion coefficient whose value depends on the systems involved. One
method for calculating the interaction is determining the C6 coefficient. This can be done
empirically or semi-empirically [36, 37, 38, 39]. Another approach is basing the interaction
on the adiabatic connection [40], an exact expression for the exchange-correlation energy
in terms of electron–electron repulsion [41]. This results in a non-local expression involving
the density at two different points [42, 43, 44]. This allows for including vdW-interaction
self-consistently in DFT.
2.2.3 Solving the Kohn-Sham equation
After choosing an exchange-correlation approximation, the more practical task of solving
the Kohn-Sham equation remains. Depending on the nature of the system, the sought
after information, and the computational resources, different approaches are appropriate.
One approach is to expand the Kohn-Sham orbitals in a linear combination of atomic
orbitals (LCAO) [45],
ψi(r) =
∑
j
cijχj(r) (2.11)
where ψi(r) are the Kohn-Sham one-electron orbitals of eq. (2.6) and χj(r) are the chosen
basis set. Here, cij are coefficients determined self-consistently through minimising the
energy in eq. (2.6). This approach makes calculations considerably cheap, although the
accuracy will be limited by the quality of the chosen basis.
If periodic boundary conditions are applied to the system, a plane wave basis is suitable
due to its inherent periodic nature,
ψj(r) =
∑
k
cjke
ik·r. (2.12)
The series is truncated such that the kinetic energy of the plane waves is lower than
a specified cut off energy, ~2k22me < Ecut. A higher Ecut includes more rapidly changing
features in the calculation resulting in a more accurate description of the system, but at
a higher computational cost.
9
Treatment of core electrons - Pseudopotentials and PAW
Rapidly changing orbitals of the core electrons cannot in a practical manner be represented
by a plane wave basis set. This problem is mended by e.g. the use of pseudopotentials
[46]. Assuming a frozen core approximation [47], in which the core states are assumed to
be unaffected by the ion’s environment, the pseudopotentials model the core electrons
by an effective potential, treating the behaviour of the core separately for that of the
valence. Since the valence electrons describe the chemical behaviour of a system, this
separate treatment of the core is often appropriate when bonding and rehybridization are
investigated. The Vienna Ab initio Simulation Package (VASP) [48, 49, 50, 51, 52, 53,
54] (used to implement DFT in this thesis) implements the projector augmented-wave
method (PAW) [55] for treatment of the core regions.
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Chapter 3
From energies to measurable
properties
Although the use of DFT allows us to determine the electronic ground state energy for
the present configuration, a single total energy does not tell us much. In order to draw
chemical and physical conclusions about the system, the energies must be related to
something.
3.1 Geometry optimization
A calculation performed using DFT generates the energy of the current geometry of a
system, and the first thing one is usually interested in, is to find a geometric configuration
that reduces the inter-atomic forces in the system, i.e. a local minimum. This geometry
can be found by following the energy gradient in every coordinate direction and when the
norm of the force components is below a predetermined value, the structure is considered
relaxed, and the optimum geometry is found. It is possible to remove some of the degrees
of freedom in the system by freezing positions, distances, bonds, or angles in the geometry.
This often leads to a faster convergence, but if done carelessly, the procedure may result
in an unphysical geometry.
One way of implementing a force minimization is through a steepest decent method (SD)
[56]. SD follows the direction in which the forces decrease the fastest, using a set size
proportional to the slope of the potential energy surface (PES). Adding a memory of
previous search direction to the method results in what is called the conjugate gradient
method [57, 58], which is used in this thesis.
As well as E and ∂E∂R , the second derivative of the energy
(
∂2E
∂R2
)
can be used for optimizing
the structure. When including the Hessian matrix, the optimization is faster thanks to
the extended knowledge of the local curvature of the PES. However, the Hessian is, for
many systems, prohibitively expensive to calculate and it is, thus, often updated from an
initial guess [59].
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3.2 AIMD - Ab initio Molecular Dynamics
The PES sampled in the search for low energy structures might contain several local
minima, the challenge in this case often turns into finding the local minimum with the
lowest energy, i.e. the global minimum. In this search, a method for moving from one
local minimum to another is needed. One such method is using the forces obtained from
DFT to solve the classical Newtons laws of motion, F = ma. To calculate the trajectory
in the simulation, the equations of motion are integrated numerically using the Verlet
algorithm [60, 61]:
Ri(t+ ∆t) ≈ 2Ri(t)−Ri(t−∆t) + dvi(t)
dt
∆t2. (3.1)
This moves the system in time and along the PES. Often, the system is given an initial
increase in energy to avoid getting stuck in a local minima.
The two prevailing methods for implementing molecular dynamics in computational
code is Born-Oppenheimer Molecular Dynamics (BOMD) [62] (used in this thesis) and
Car-Parrinello MD (CPMD)[63]. The first propagates the ionic degrees of freedom by
solving the Kohn-Sham equation at each step, the second treats the parameters describing
the electronic wave function as classical degrees of freedom and propagates them as such
instead of directly solving the wave function at each step.
3.2.1 Controlling the temperature
AIMD simulations are either performed in the canonical (keeping N, V, and T constant)
or micro-canonical (keeping N, V, and E constant) ensemble. In this thesis, the canonical
ensemble is chosen, and there are several different techniques for controlling the tempera-
ture. The majority of these techniques uses an external system, a heat bath, to moderate
the temperature; very similarly to how an experimental setup might interact with the
surrounding environment. The basic idea of all these methods is to achieve a fixed average
temperature, but allowing fluctuations in accordance with a canonical distribution.
Anderson’s stochastic collisions
The Anderson thermostat connects the heat bath to the studied system by use of stochastic
collisions acting on randomly chosen particles [64]. The new velocities are given by the
Maxwell-Boltzmann distribution for the desired temperature. However, the randomness
of the assigned velocities may interrupt the dynamics of the system and thus result in a
non-physical behaviour.
Berendsen’s constant scaling
The Berendsen thermostat [65], which is also called a proportional thermostat, uses
velocity scaling of all particles in the system to adjust the temperature. When the
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temperature starts to deviate too much from the desired one, all velocities are multiplied
by the same factor to move the system dynamics towards the fixed average temperature.
This method minimises the local interference of the temperature adjustment. However,
the constant scaling of all velocities at once does not always result in a true physical
behaviour [66].
Nosé-Hoover’s friction moderation
This thesis utilises the Nosé-Hoover [67, 68] thermostat, in which the heat bath is
introduced as an additional degree of freedom in the Hamiltonian of the system. The heat
bath will work like friction, slowing down och speeding up the particles in the system,
such that the electronic response moves the system towards the desired temperature.
This method introduces the inherent energy fluctuations of a system with temperature,
thus the coupling between the heat bath and the system must be chosen carefully for the
process to work. If the coupling is too loose the temperature control will be poor and if it
is too tight the system temperature will start to oscillate.
3.3 Transition state search
Moving along the PES and jumping between local minima configurations means crossing
an energy barrier as the energy between the sites, by definition, is higher than those
of the minima. On a realistic PES, there might be several different paths between two
minima. The top of the barrier is a saddle point called a transition state (TS). These
saddle points are local maxima only in the direction in which the transition occurs, in all
other directions it is a local minimum. To find these reaction paths, methods utilising
the first order derivative of the PES are employed. Often it is the reaction path with the
lowest TS energy that dominates the kinetics of the system.
The Nudge Elastic Band method (NEB)
As the method name suggests, the idea behind NEB [69, 70] is to attach an elastic band
to the initial and final state of the reaction and, tightening the band, forcing it down
to the lowest energy path between the states. To determine what this path looks like,
intermediate equidistant states are connected with springs along the band and optimised
both on spring force and potential energy. The distance between the intermediate states
might result in missing the actual position and the exact energy of the saddle point, even
though the path is found. An addition to the standard NEB allows the intermediate state
closest to the saddle point to climb to the top of the barrier, thereby capturing the energy
of the actual transition state [71], as illustrated in fig. 3.1. NEB must be supplied with
an initial and a final state. NEB also needs a starting guess of the path, often provided
by an interpolation between the two given states [72]. The method will only find the TS
closest to the starting guess, i.e. a different starting guess might result in different TS.
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Figure 3.1: The NEB method will use the starting interpolation (dashed line) and find a
lower energy path (solid line). When applying the climb option, one image will climb the
band, making sure the transition state in captured.
The Dimer method
If the end state of the transition is unknown or for another reason not available, the
Dimer method [73] is a transition state tool that only requires an initial state. The
Dimer method connects two images by a vector and rotates the second image around the
starting guess to find the direction for which the gradient of the vector is the smallest.
The procedure is repeated until a first-order saddle point is reached.
These two TS-methods, NEB and Dimer, can be used both individually and concurrently.
When calculation the TS in this thesis the NEB with the additional climbing option was
chosen.
3.4 Ab initio Thermodynamics
Standard DFT yields the ground-state properties at zero-temperature conditions. In
contrast, experiments are performed at elevated temperature and in the presence of reacting
gases. To account for a more realistic environment, DFT can be used together with
thermodynamics. As compared to MD, ab initio thermodynamics includes temperature
and pressure in terms of the free energy change in the system.
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3.4.1 Relative stability of different structures
To compare the relative stability of different systems the total energy of the combined
systems must be known, along with the energy of the components. Adding atoms to a
system means taking them from a reservoir, the cost of taking and moving the atoms can
be accounted for in terms of their chemical potential. The standard chemical potential or
standard free energy [74] is given by,
µ0(T ) = −kBT ln
[(
2pimkBT
h2
)3/2
kBT
]
, (3.2)
where kB is Boltzmann’s constant, T is the temperature, m is the mass of the atom
comprising the gas, and h is Planck’s constant. To calculate the maximum of reversible
work that can take place in the NVT ensemble under a given set of environmental
conditions, the change in Gibbs free energy, ∆G (at a fixed temperature T) is calculated
according to
∆G = ∆H − T∆S, (3.3)
where ∆H is the change in enthalpy and ∆S is the change in entropy. When a system
reaches equilibrium at constant pressure and temperature, this available free energy,
is minimized [75]. When comparing systems where the number of constituents or the
included species change, the Gibbs free energy of formation must include the change in
chemical potential,
∆Gform = ∆H − T∆S −∆µ. (3.4)
In this thesis, the change in enthalpy is approximated as the relative total energy of
formation [76], and is given by
∆H ≈ ∆Eform = EA+B − EA − EB , (3.5)
where EA+B is the energy of the total system, ErA the energy of system A, and EB the
energy of system B. ∆S in eq. (3.4) is the difference in entropy between system A+B
and system A,
∆S = SA+B − SA, (3.6)
while the entropy of system B, the chemical potential, is calculated calculated in relation
to a chosen reference pressure
∆µ(T, p) = µo(T, po) + kBT ln
(
p
po
)
. (3.7)
To calculate the entropies in eq. (3.6), the partition function of the systems must be known
and, thus, the vibrational frequencies of the relevant species calculated. In this thesis, the
translational degrees of freedom were calculated using the ideal gas-approximation whereas
their vibrations, along with the vibrations of the zeolite systems, were approximated as
harmonic oscillators as per the implementation in the Atomic Simulation Environment
(ASE) [77, 78].
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3.4.2 Molecular vibrations
A non-linear molecule of N atoms has 3N degrees of freedom corresponding to translations,
rotations, and vibrations. 3N-6 of these are normal modes of vibration, the 6 degrees
of freedom removed being those of translation and rotation in 3 dimensions (a linear
molecule has 3N-5 degrees of freedom since rotation along the axis of the molecule has
an infinite symmetry number). The vibrations are oscillations around the equilibrium
structure found by a geometry optimization. The composition and character of the bonds
determine the vibrational frequencies, which becomes an identifying characteristic of the
molecule.
When calculating the vibrational frequencies, all degrees of freedom related to movements
in space (i.e. translations and rotations) will be (close to) zero, only the true vibrational
degrees of freedom will have positive values. For a transition state, the configuration is
not at a local minima, and is thus possible to displace along the reaction path. Depending
on the shape of the TS, one or more of the vibrational degrees of freedom will then be
characterized by imaginary frequencies.
3.5 Reaction kinetics
One of the purposes of using a catalyst is to divert a reaction into a new, more energetically
favorable path, thereby increasing the rate of the reaction. This new catalyzed reaction
path is identified using the tools introduced previously in this chapter, resulting in a
reaction mechanism with the characteristics of that in fig. 1.1. Connecting the identified
reaction to experimentally measurable conversion and selectivity, can be done through
kinetic modeling. The first step in kinetic modeling is to calculate the rate of the reaction.
3.5.1 Time evolution of the reaction
To get the time evolution of the system, a master equation [79] is used. In this context,
all reaction intermediates and TSs are referred to as states, and the master equation
describes the changing probability of finding the system in a given state. Written in the
form
dPα
dt
=
∑
β
(WβαPα −WαβPβ) , (3.8)
the equation gives the change in probability of finding the system in state α, where Wβα
is the transition rate from state β to state α and Pα is the probability of finding the
system in state α. The sum over β account for all paths to α.
Mean-field approximation
In a system of single-site catalysts, the distance between the active sites implies no
interaction between different sites and for a sufficiently large number of sites, a mean-
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field approximation [7] (additionally assuming an even and random distribution of the
reactants) should be acceptable. With this approximation, the probability of being in
state α is the average concentration of α.
Transition State Theory (TST)
To calculate the rate for a transition, i.e. Wβα or Wαβ in eq. (3.8), rate constants are
estimated using transition state theory (TST) [80]. Moving from the reactant R, through
the activated transition state R‡ to the product state P , can be visualized as
R
 R‡ → P. (3.9)
In TST, recrossing the barrier is not allowed, hence the one way arrow between R‡ and
P. However, the back reaction is gained from letting R and P switch places. From this,
the rate at which a given reaction occurs is given by the probability of being in the TS
compared to that of being in the reactant state, times the trial frequency f ,
Wβα = f
P(R‡)
P(R) = f
Z‡
Z
. (3.10)
The trial frequency is generally considered to be the vibration along the reaction coordinate,
i.e. the vibration crossing the TS. The second identity in eq. (3.10) comes from the mean
field approximation, equating the probability of being in a state with the partition function
of that particular state. Assuming that the system follows the Boltzmann distribution
and that the trial frequency is low (kBT >> hf), and relating the energy of the TS to
that of the reactant, the rate becomes
Wβα =
kBT
h
Z
′‡
Z
e
−∆E
kBT = kTST , (3.11)
where ∆E is the energy difference between the two states, and Z ′‡ and Z are the partition
functions with reference to the local energy minima. The reaction coordinate has been
excluded in Z ′‡. kTST is the transition state rate constant.
In steady-state, the time derivative of the rate in eq. (3.8) equals zero. For a closed
system, this implies an equilibrium between the reactants and the product.
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Chapter 4
Cu-SSZ-13 during
methane-to-methanol direct
conversion
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(a) Paper I: The stability of different Cu2-cluster
structures are investigated in the context of di-
rect methane-to-methanol conversion.
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(b) Paper II: The reaction mechanism is inves-
tigated over the most stable active site motifs.
Figure 4.1: The two papers included in this thesis investigate the structure of the active
site during the conditions of reaction, and what path the reaction would take over the
identified site motifs.
Studies of the 4/5/6/10 MR MFI zeolite ZSM-5 has shown catalytic activity for the
direct conversion of methane to methanol, with the cation system of Cu-ZSM-5 being
the most active for the conversion [81], although the detailed configuration of the active
site is still under debate [82, 83, 84]. In addition to methane conversion, the Cu-ZMS-5
structure has also shown the ability to promote the selective catalytic reduction of NOx
using NH3 as reducing agent [85]. However, ZSM-5 is in this process out-preformed by
the small-pored chabazite (CHA) system of Cu-SSZ-13 [86]. A natural next step would
be to investigate whether the small pore zeolite system would act as a catalyst for the
direct methane-to-methanol reaction as well. The experimental reaction cycle for partial
oxidation of methane to methanol over zeolites is a quasi-catalytic three step process:
activation of the oxidant (O2, N2O, or NO) at high temperature (>350◦C); reaction phase
at 50-210◦C and addition of CH4; extraction at 25-210◦C where reactants are flushed out
using water/ethanol or an other solvent [17, 87]. To design a functional catalyst we would
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like to know what the material looks like during reaction conditions, as well as how the
reaction proceeds over the active sites of the catalytic material.
The SSZ-13 was modeled using the small unit sell of 12 T-sites and an Si:Al ratio of
10:2. The position of the aluminum atoms were chosen as the most energetically favorable
positions while also adhearing to Löwenstein’s rule, stating that two AlO4-tetrahedrons
are not allowed to share an oxygen bond [88]. To compensate for the introduced charge,
one copper for each aluminum was added to the system. Thus, this Z2[Cu2] motif formed
the initial configuration of the active site. The notation Z2 is here chosen to emphasize
the Si:Al=10:2 ratio in the SSZ-13 framework.
The first topic of investigation is to determine how the experimental conditions of the
activation and extraction phase affects the Z2[Cu2] motif (see fig. 4.1aa)). The stability
of different Cu2OxHy clusters in the zeolite were, thus, compared.
When the most stable motifs of the active site were identified, the partial oxidation of
methane was performed over the systems. The conditions of reaction and extraction was
applied, as seen in fig. 4.1b. Both active site motifs were investigated separately and the
reaction landscape elucidated. In addition, as the zeolite was found to be very humid,
the effects of water on the reaction landscape was also investigated. Finally, to relate the
reaction mechanism to experimental findings, a micro-kinetic model was made for each
motif.
4.1 Paper I: Cu-dimer active site motifs during reaction conditions
In the phase diagram of fig. 4.2, the stable cluster structures are shown for a range of
conditions. It is found that the stable state is dependent on temperature and pressure,
as well as the starting configuration of the cluster. A cluster formed from the already
oxidized Cu2O will in general be more stable than one formed from Cu2. The Cu2O
structure also stabilizes larger clusters. At lower temperature and higher partial pressure
of oxygen, the zeolite is very humid, thus both adsorbed and free water molecules are
present when temperature decreases. However, for experimentally relevant temperatures
and pressures, only the Cu2O and the Cu2OH are thermodynamically feasible active site
configurations.
With the two most stable active site motives identified, the reaction mechanism over the
two sites was investigated in paper II.
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Z[Cu2]
Z[Cu2O]
Z[Cu2OH]
Z[Cu2(OH)2]
Z[Cu2(OH)2(H2O)2](H2O)5
Z[Cu2(OH)(H2O)5](OH)(H2O)4
Z[Cu2(OH)2(H2O)4](H2O)6
Z[Cu2O(H2O)3](H2O)9
Figure 4.2: Phase diagram of oxidized Cu2-clusters in SSZ-13. At higher temperature and
lower partial pressure (top left corner), the Cu2 situated inside the double 6MR is the
most stable configuration. Decreasing temperature and increasing the partial pressure
of O2 means moving first to Cu2O and then Cu2OH and Cu2(OH)2 clusters. At lower
temperature and higher pressures the cage becomes very humid. The red triangle (848 K,
20% oxygen, 10−8% water) corresponds to activation conditions, and the yellow circle
(448 K, 4% water, 10−8% oxygen) corresponds to the conditions of extraction [87].
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4.2 Paper II: Reaction mechanism over Cu2O and Cu2OH
The reaction (over both sites) start with the activation of the C-H bond in CH4 through
a methyl radical, CH3*. This TS is responsible for the highest barrier in the path,
0.99 eV and 2.91 eV, for the Z2[Cu2O] and Z2[Cu2OH] site, respectively. In both systems,
the reaction path under dry conditions (T=448 K and pCH4 = 2%, pH2O = 10%, and
pCH3OH = 10−9%, with respect to atmospheric pressure) is endergonic. The reaction over
Z2[Cu2O] passes through two intermediate states (see fig. 4.3). Depending on how much
water is added to the reaction, the reaction may have three possible final structures. The
final desorption of methanol under dry conditions is at a cost of 0.72 eV, while the path
including one water are exergonic at -0.39 eV. The need for a solvent in the quasi-catalytic
reaction [17] is, thus, confirmed on this particular active site.
*O TS1*O,CH4 *OH,CH3 TS2
*CH3OH,H2O
Si
Al
O
Cu
C
H
*CH3OH
*H2O
*H2O,H2O
*
Figure 4.3: Reaction path over Z2[Cu2O] in SSZ-13. Without water in the reaction, the
reaction is endergonic. The red squared path shown the reaction during dry conditions,
and is endergonic. Adding water to the mechanism gives the blue cross path for one H2O,
and the gray triangle path for two H2O. For these two reaction paths the energy of the
final desorption of CH3OH is lowered, producing an exergonic reaction path. Reaction
conditions are set to T=448 K, pCH4 = 2%, pH2O = 10%, and pCH3OH = 10−9%, with
respect to atmospheric pressure.
Over the Z2[Cu2OH] site, there are two different possible intermediates in the first reaction
step. One forming a bound CH3OH molecule directly on the active site, the other passing
through a surface stabilized CH3, which requires adding water for the reaction to proceed
and produce methanol in the next step. However, according to fig. 4.4, none of the
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mechanisms will take place over the Z2[Cu2OH] motif. Both with and without water in
the reaction, the explored paths are endergonic. The desorption of methanol has the
lowest cost under dry conditions, at 1.53 eV, contradicting the use of a solvent to extract
methanol. Even though the desorption step itself is exergonic at -0.51 eV, the complete
reaction is performed at a minimum cost of 1.53 eV. Adding one and two water molecules
increases the desorption energies to -0.31 eV and 1.13 eV, or an overall cost of 2.00 eV
and 3.76 eV, respectively.
*CH3OH,H
*H,H2O
*H,2(H2O)
*OH TS1
*H
*OH,CH4 *CH3OH,H,H2O
Si
Al
O
Cu
C
H
*CH3,H2O
Figure 4.4: Reaction path over Z2[Cu2OH] in SSZ-13. Purple diamonds mark the
mechanism under dry conditions, blue cross the addition of one H2O, and gray triangles
when two H2O are included in the reaction. All explored paths are endergonic. Over
Z2[Cu2OH], the reaction under dry conditions has the lowers energy cost. The inclusion of
water into the mechanism increases the free energy of the system and thus the desorption
energy for methanol. Reaction conditions are set to T=448 K, pCH4 = 2%, pH2O = 10%,
and pCH3OH = 10−9%, with respect to atmospheric pressure.
Micro-kinetic model
With the help of a micro-kinetic model, using the reaction paths shown in figs. 4.3 and 4.4,
the performance of the active site, e.g. over time, can be analyzed. In fig. 4.5 the activity
of the site is shown as the active site half-time, i.e. how fast half of the active sites
in a system has undergone a full reaction, as a function of temperature. It has been
shown that ZSM-5 can facilitate partial oxidation of methane and the Z2[Cu2O] is one
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of the structures proposed as the active site [82, 81], and in fig. 4.5 the Z2[Cu2O] and
Z2[Cu2OH] sites in SSZ-13 are compared to the same reaction mechanism performed over
the Z2[Cu2O] site in the large pore zeolite ZSM-5 [81].
Table 4.1: The elementary reactions used in the micro-kinetic model of the reaction over
the sites in Cu-SSZ-13. The notation is *X,Y, with X forming the current state of the
active site, and Y as either adsorbed on the active site or free in the zeolite cage.
Site Reaction Type
Z2[Cu2O] *O + CH4(g) 
 *O,CH4 adsorption
*O,CH4 
 *OH,CH3 surface reaction
*OH,CH3 
 *CH3OH surface reaction
*CH3OH 
 * + CH3OH(g) desorption
Z2[Cu2OH] *OH + CH4(g) 
 *OH,CH4 adsorption
*OH,CH4 
 *H,CH3OH surface reaction
*H,CH3OH 
 *H + CH3OH(g) desorption
In the description of intermediate steps in the reaction mechanism, the two copper atoms
of the active site is denoted by *. A structure denoted *X,Y implies that reaction
intermediate X is coordinated to both Cu atoms, forming the current state of the active
site, while reaction intermediate Y is either adsorbed in the active site or free in the zeolite
cage; all reaction steps under dry conditions are described in table 4.1, for Z2[Cu2O] and
Z2[Cu2O], respectively.
Z2[Cu2OH] SSZ-13
Z2[Cu2O] SSZ-13
Z2[Cu2O] ZSM-5
Figure 4.5: The active site half-time as a function of temperature. The Z2[Cu2O] and
Z2[Cu2OH] sites are here compared to that of the same reaction performed over the
Z2[Cu2O] site in the large pore zeolite ZSM-5 [81].
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The micro-kinetic model follows the result of the free energies in fig. 4.4, clearly showing
that neither of the sites in SSZ-13 are good candidates for methane-to-methanol conversion.
With a half-time of 1013 − 103s, neither the Z2[Cu2O] nor Z2[Cu2OH] motifs, are likely
responsible for any activity in the material. For the temperature range shown, the
Z2[Cu2O] MFI structure is the most active site. This corresponds well with experiments
where large pore zeolites (such as ZSM-5 or mordenite) has a larger turnover than small
pore zeolite (such as SSZ-13) [89].
*O TS1*O,CH4 *OH,CH3 TS2 *CH3OH *
ZSM-5
SSZ-13
Figure 4.6: Reactions path over Z2[Cu2O] in SSZ-13 (red squares), and ZMS-5 (yellow
dots). The difference in activity for the reaction can be traced to the first TS, that of the
methyl radical, and the energy of desorption of the CH3OH molecule, which is exergonic
only for the ZSM-5 system. Reaction conditions are set to T=448 K, pCH4 = 2%, and
pCH3OH = 10−9%, with respect to atmospheric pressure.
Comparing the Gibbs free energies landscapes of the Z2[Cu2O] in SSZ-13 (red squares),
and ZMS-5 (yellow dots) in fig. 4.6, makes it possible to trace the cause of the difference
in activity between the two systems. The ZSM-5 is consistently lower in free energy. The
highest barrier in both systems is the first TS, corresponding to the methyl radical. In
SSZ-13 it is calculated to 1.60 eV, as compared to 1.10 eV in ZSM-5. The second barrier
is 0.80 eV in SSZ-13 and 0.76 eV. Thus, the 0.50 eV higher barrier to break the first C-H
bond explains the lower activity of the Z2[Cu2O] site in SSZ-13. One further limit to the
activity is posed by the desorption of methanol. The desorption in SSZ-13 is at a cost of
0.78 eV, while it is an exergonic step of -0.22 eV in ZSM-5. Under dry conditions, it is
exergonic to desorb methanol only in the ZMS-5 system.
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Chapter 5
Conclusions and Outlook
In Paper I and II, the stability and activity of Cu-SSZ-13 has been investigated for
direct methane-to-methanol conversion using ab initio thermodynamics and micro-kinetic
modeling. The structure of the active site in the zeolite is found to be highly dependent
on temperature and pressure. At low temperature conditions, a plethora of active site
motifs are energetically feasible, and the system is likely to be very humid. This is
in good correspondence with what has been known about zeolite since their discovery
[90]. However, increasing the temperature makes the water leave the system, thereby
reducing the number of motifs to two, namely the Z2[Cu2O] and Z2[Cu2OH] structures.
The inherent humidity of the system turn out to be an important factor for whether
the conversion is thermodynamically feasible or not. The presence of water has a most
pronounced effect as it enables desorption of methanol. However, in both dry and humid
conditions, the activity of the investigated active site motifs is low, much lower than that
of ZSM-5. This discrepancy between stability and activity, as clearly presented by the
inactivity of the Cu-SSZ-13 sites, highlights a very important fact: the most stable, and
thus prevalent structure is not necessarily the one responsible for the activity.
It should be noted that in the experimental procedure used as a reference for the applied
conditions, the temperature is adjusted to reactivate the active sites. This makes it only
a quasi-catalytic process. Thus, the same is true for the investigated reaction path where
neither the initial activation nor the subsequent reactivation of the active site is accounted
for. A future challenge will be to close the cycle and make it into a truly catalytic process.
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