We present dislocation dynamics (DD) simulations of shear loops in a highly anisotropic linear elastic crystal. The equilibrium shapes of the loops are determined for the four principal slip systems of the body-centered-cubic lattice, using empirical elastic constants for α-Fe, for a range of temperatures over which its elastic anisotropy varies considerably. The results are compared with those obtained from the isotropic elasticity approximation, and from an analytical line tension model. Sharp corners, which have been observed in the electron microscope and arise due to the thermodynamic instability of certain dislocation orientations, are reproduced by DD simulations in qualitative agreement with existing analytical calculations. Some differences are observed between the DD and the line tension model predictions.
Introduction
As the α-γ phase transition in iron at 912
• C is approached, the tetragonal shear modulus C = (C 11 − C 12 )/2 falls sharply towards zero while the trigonal shear modulus C 44 remains relatively close to its low-temperature value (figure 1) [1] . This is due to the displacive nature of the transformation: tetragonal displacements are conducive to the change in crystal structure, and experience less resistance from the lattice as the transition temperature is approached. The large difference between the two shear moduli (which reaches a factor of more than 7) means that the isotropic approximation to elasticity theory does not apply. The mechanical properties at high elastic anisotropy can differ substantially from those of the isotropic limit, a fact of special significance for the development of high-temperature ferritic-martensitic steels for advanced fission and fusion reactors. In particular, steels which exhibit an α-γ phase transition suffer a pronounced loss of strength as the transition temperature is approached [2] , a phenomenon which has been attributed to anisotropic dislocation behavior [3, 4] .
The equilibrium shapes adopted by crystal dislocations strongly depend on the elastic properties of the crystal lattice. In particular, sharp corners betray thermodynamic instabilities of certain dislocation orientations in highly anisotropic crystals, such as α-Fe at elevated temperatures. Furthermore, these structures should be visible in the electron microscope, and if they are sufficiently large, their shapes are expected to be scale-free, and should apply to dislocation segments and loops of any size.
The phenomena of sharp corners and dislocation instability have investigated analytically [4, 6, 7] and in the microscope [6, [8] [9] [10] [11] [12] , with qualitatively good agreement between theory and observation. Most of the theoretical work is based on a local line tension approximation, where interactions between different parts of the dislocation are neglected. In this paper, we report dislocation dynamics (DD) simulations of loops in highly anisotropic α-Fe, where interactions are taken fully into account.
The anisotropic continuum theory of dislocations has been developed over several decades (for a review see for example [13] ). Several attempts have been made to develop DD simulation programs [14, 15] based on anisotropic elasticity, but the computational cost is much higher than for DD simulations using only isotropic elasticity. In [16] [17] [18] , we explain how anisotropic elasticity was added to ParaDiS and how it compares with alternative approaches. The detailed study of [14] considered various fundamental dislocation processes, including Frank-Read sources and junction formation, and concluded that elastic anisotropy principally impacted dynamic processes, whereas static equilibrium phenomena were largely insensitive to it. In this study, we focus on the equilibrium shapes of shear loops, and show that these also are significantly affected by the anisotropy, once we consider a sufficiently anisotropic crystal, such as the high-temperature α-Fe.
As well as testing the validity or otherwise of the line tension approximation, the DD method provides a more accurate and detailed model for the shear loops, and its predictions are suitable for quantitative comparison with electron microscope observations. This provides a stringent benchmark for the simulation, testing both the implementation itself and the validity of the underlying models. Furthermore, capturing the correct equilibrium shapes of dislocations is important for studies of interacting ensembles of dislocations, as it identifies which configurations are energetically favored, and hence are realized most often in a deformed crystal. This will impact on dislocation reactions, and hence must be taken into account in any attempt to model yield and work hardening in anisotropic crystals.
Our simulations confirm that sharp corners indeed arise in Fe when the temperature, and hence anisotropy, is high enough and that surprisingly, they also arise in an isotropic approximation provided the isotropic moduli are computed using Scattergood and Bacon's slip system-dependent prescription ( [19] , see section 4). We find that the shapes predicted by the line tension approximation are close to those found using the fully interacting DD simulations.
In the next two sections we briefly summarize the analytical approach from [4, 6, 20] , the implementation of anisotropic elasticity in our DD simulation program and the relaxation algorithm we use to determine the equilibrium shapes of the loops. Using empirical elastic moduli for α-Fe, we compute the shapes for loops in the four principal orientations of the body-centered-cubic (bcc) lattice, for a range of temperatures over which the anisotropy of α-Fe varies considerably. In section 4 we compute the shapes predicted by several isotropic averages of the true moduli. In section 5 we discuss the effects of the core energy, and compare the resulting shapes with those obtained using the analytical line tension approximation. The appendix contains some technical details of the algorithms.
Analytical variational method based on the line tension model
A variational approach to determine the equilibrium shapes of shear loops originally developed in [20] was extended in [4] to include the sharp-cornered configurations encountered in crystals of high anisotropy. The general idea is to balance the work done by an applied stress σ with the energy change as a planar dislocation loop L undergoes an infinitesimal displacement. We parametrize the curve as r(λ), and denote the infinitesimal displacement δr(λ), where λ is any suitable monotonically increasing parameter. Adopting a local line tension model for the energy of the dislocation leads to [4] 
where b is the loop's Burgers vector and E is the energy per unit length [13] , which depends only on the elastic moduli and the local line direction. The first term originates from the PeachKoehler force due to the applied stress, and the second from the variation in the self-energy of the loop. Overdots denote derivatives taken with respect to λ, soṙ is a local tangent to the line. The derivatives with respect toṙ thus correspond to the angular dependence of the line energy. This approximation neglects interactions between different parts of the loop, and hence is a significant idealization. Yet it yields a tractable equation for the loop's shape, which can be written in terms of intrinsic coordinates (s, ψ) in the glide plane as
where s is the distance along the curve and ρ is the local radius of curvature. ψ is the angle the curve makes with any fixed reference datum in the plane; we choose the datum to be the direction of the Burgers vector b. When the line tension (ψ) is positive for all ψ, as is the case for isotropic crystals 3 and those of modest anisotropy, equation (2) defines a convex planar curve. However, when the crystal is highly anisotropic, as is the case for α-Fe at high temperatures, the line tension can become negative for some orientations, leading to thermodynamically unstable directions. The dislocation can avoid these directions by introducing sharp corners.
The explicit expression for (ψ) in anisotropic elasticity is considerably more complicated than in isotropic elasticity, and only semi-analytical. It is given by the equation between equations (4.1.45) and (4.1.46) [13, p 151 ].
Simulation methodology
Our code is an extension of the DD simulation package ParaDiS [21] to account for anisotropic elasticity [16] . The dislocation structure is discretized, represented by a network of nodes connected by straight segments. The network evolves under the influences of the forces on its nodes, which are determined from the elastic forces acting on each segment. The origin of these forces is threefold:
(1) The force due to the external applied stress σ ext . This is given by the Peach-Koehler formula for the force per unit length on a dislocation with Burgers vector b and line direction ξ:
The elastic force due to the stress fields of the rest of the dislocation network. The PeachKoehler formula still applies and the nodal forces correspond to a weighted integral of the Peach-Koehler forces. (3) The self-force acting on a segment. This is caused by the Peach-Koehler force from the segment's own stress field. This self-force is perpendicular to the segment and tends to rotate the segment away from high-energy orientations. When an orientation-independent core energy is added, as is done in this study, the self-force acquires a longitudinal component, which tends to shorten the segment.
The force on a given node is calculated by combining contributions from (1), (2) and (3) over each segment connected to the node. Finally, the network is evolved according to a mobility law relating nodal force to velocity. For the simulations we report here, the mobility law is essentially a relaxation, see the appendix. In isotropic elasticity, the stress field generated at a point x by a straight dislocation segment from x A to x B can be given by explicit analytical expressions. However in a general anisotropic medium, no such formula exists. The stress field generated by any dislocation configuration can be calculated via Mura's expression [22] for the strain, using the secondrank Green's function G. Several methods exist to calculate G, and involve either solving a sextic polynomial or performing an integral around the unit disk [13] . We use the integral method, as it is numerically robust for all dislocation orientations, whereas the sextic method requires extra care for certain high-symmetry configurations and the isotropic limit. Either method clearly introduces a significant computational cost compared with the isotropic case, which requires only the evaluation of an explicit analytical formula. When using the integral method, we take 31 uniformly distributed integration points along the unit circle. This ensures that the maximum relative error of d 2 E/dψ 2 is less than 10 −4 . The self-force acting on a segment can be calculated either by integrating the selfstress field (with proper cut-off) [16, 17] , or by taking spatial derivative of the segment selfenergy [18] . The two methods are equivalent, provided that their corresponding approaches are applied to segment-segment interactions, i.e. the interaction forces between two segments are also calculated by integrating the stress field of one segment over the other segment, or by taking spatial derivative of the segment-segment interaction energy. In this work, we use the method of integrating the self-stress field to evaluate the self-force. It is more efficient and numerically stable because it does not involve numerical derivatives.
In order to determine the equilibrium shapes of shear loops in the four slip systems in a bcc crystal, shown in table 1, we start by defining a circular loop in the appropriate slip plane, and allow it to relax until the force on each node is zero while keeping the area of the loop constant. The energy of the loop is subsequently determined by numerical integration of the nodal forces as the loop is continuously shrunk to zero radius (see appendix).
Isotropic averages
Various prescriptions for calculating effective isotropic moduli for anisotropic crystals have been proposed, e.g. Voigt and Reuss average elastic moduli, which were developed to model the aggregate behavior of polycrystals. Voigt's procedure [23] assumes the strain is uniform everywhere (and results in inter-grain forces being out of equilibrium), whereas Reuss' procedure [24] assumes the stress is uniform (leading to deformed grains which do not fit together). The Voigt average µ V is similar to the arithmetic mean of the two shear moduli, C 44 and C , while the Reuss average µ R is closer to the geometric mean, so it better captures the severe softening of C . In general, the Voigt average will overestimate characteristic stresses, whereas the Reuss average will underestimate them, when compared with the values calculated using the full anisotropic theory. While useful for treating the elastic behavior of polycrystals, globally defined pair of isotropic constants cannot capture the elastic behavior of dislocations in an elastically anisotropic single crystal grain in which failure usually initiates. Scattergood and Bacon's method [19] was specifically developed with dislocations in mind, and the effective shear modulus and Poisson ratio are defined as follows:
where E screw and E edge are the pre-logarithmic part of the energy of a straight screw and a straight edge dislocation respectively in the given slip system. Since the isotropic moduli as defined by equation (3) vary for different slip systems, they cannot truly be interpreted as effective isotropic moduli. The various average values are shown in figure 2. We note that for both [1 0 0] systems, the lattice is auxetic, i.e. it has a negative effective Poisson ratio [25] . The Scattergood and Bacon's shear modulus for a given Burgers vector is independent of the glide plane, since it depends only on the energy of a screw dislocation for that Burgers vector.
An isotropic crystal's stability depends on the Poisson ratio ν lying between −1 and 0.5. However, effective values of ν as defined above can fall outside this range without implying crystal instability. When this happens, the isotropic expression for the line tension
can become negative for some ψ values (ψ is the angle between the dislocation line and its Burgers vector). This only occurs when ν falls outside the range [−1, 0.5], which is consistent with the statement that sharp corners on equilibrated dislocations are only possible in highly anisotropic crystals. However, the equilibrium loop shapes predicted by isotropic elasticity line tension models using Scattergood and Bacon's effective moduli are likely to match anisotropic elasticity results (DD and line tension) better than those using Voigt or Reuss average moduli, as we will see in the next section.
Results
In this section we present the simulation results for the four cases described in table 1. We compare the full anisotropic method implemented using DD, the anisotropic line tension given ( 1 12) in [13] and the three different isotropic approximations given by the Voigt, the Reuss and the Scattergood and Bacon shear modulus and Poisson's ratio. In the case of the full anisotropic method, the loops are initialized as circles, and then allowed to relax under the self-and interaction forces on the segments, subject to the constraint that their area remains constant. The area constraint is equivalent to an applied stress that stabilizes the shear loops (see appendix). The core cut-off parameter is equal to the norm of the Burgers vector b. In all cases 1-4, a core energy per unit length of µ|b| 2 /4π is added to the dislocations to enhance numerical stability in both isotropic and anisotropic elasticity. For isotropic elasticity simulations, the value of µ in the core energy expression equals to either µ V , µ R or µ S , depending on the type of average procedure used. For anisotropic elasticity simulations, the value of µ in the core energy expression is chosen to be µ R . While enhancing the numerical stability, the core energy term is believed to be small enough and to have a negligible effect on the equilibrium shape of the dislocation loops. This has been verified for cases 1 and 2. Figure 3 shows the equilibrium shapes for shear loops in the four principal slip systems of bcc Fe, calculated using the empirical elastic moduli for 900
• C, and also the Reuss and Voigt averages of those moduli. The most striking features appear in the [1 0 0] systems, where The deformation of Fe at low temperature is widely believed to be governed by the motion of 1 2 [1 1 1] dislocations, though at elevated temperatures this is no longer necessarily the case. The dislocation energetics are very sensitive to the level of anisotropy, and above around 500
• C, various [1 0 0] orientations become energetically favorable, despite having a larger |b| 2 than the corresponding 1 2 [1 1 1] cases [5, 6] . This underlines the importance of considering all dislocation species when modeling the deformation of highly anisotropic crystals. Figure 4 shows the same anisotropic shapes, compared with the shapes predicted by full isotropic elasticity and using the Scattergood and Bacon values of µ and ν. The approximation case. This is not surprising since the Scattergood and Bacon's averages are slip-system dependent, and hence are not true isotropic moduli. They capture the orientation dependence of the dislocation energies by definition, and hence provide a much closer fit to the full anisotropic results. Figure 5 shows the effect of the core energy on the equilibrium shape of the dislocation loop, for the example of case 4. Without this core energy term, the elastic instabilities encountered near the [11 0] orientations lead to the zig-zag behavior of the dislocation loop. The introduction of a core energy acts to smooth out the zig-zags by introducing an additional energy penalty on increasing the dislocation line length. An estimate for this value can be inferred from atomistic simulations [26] , but more simulations will be necessary to reliably determine this parameter for the extremely anisotropic crystal considered here. If core energy is not added, the same zig-zag behavior is exhibited in case 3, but not in cases 1 and 2. For consistency, we added the same core energy in all four cases considered in this work. Figure 6 compares the full anisotropic simulation loop shapes with those derived using the analytical anisotropic line tension model [4, 13] . The two sets of predictions are in good qualitative agreement. For example, the cusps in case 3 are reproduced in both models, in agreement with [10, 11] . However, there are also differences between the DD and line tension model predictions. In case 2, i.e. b = [1 0 0] andn = (0 0 1), the DD prediction at T = 900
• C It is of interest to identify the causes for the differences between the DD and line tension model predictions. We have verified that (for case 2) the addition of the core energy in the DD model has a negligible effect on the equilibrium loop shape. It tends to smooth out sharp corners, and may be responsible for the differences in the upper-right and lower-left corners of the loop in case 3 at T = 900 • C. We believe the differences in the aspect ratio of the equilibrium dislocation loops are caused by the dislocation interaction energies in the full elasticity (DD) model that is not present in the local line tension model. However, the full elasticity model is expected to reduce to the line tension model in the limit of infinitely large dislocation loops. We have verified that this is indeed the case, by repeating the simulation in case 2, starting from a circular dislocation loop with radius 1000 Å, i.e. twice as that used in figure 6 . This leads to a better agreement between the DD and line tension model predictions. Therefore, we conclude that the differences observed here are a finite-size effect and that the equilibrium shape of dislocation loops smaller than the sizes considered here is expected to deviate from the line tension model predictions.
The DD method used in ParaDiS computes forces. They can numerically be integrated to compute the energy of a dislocation loop as explained in the appendix. The energy comparisons give an indication of how close the different isotropic approximations are to the anisotropic solution and complement the observations made by comparing their shapes. approximations compare with anisotropic elasticity at T = 900
• C. It shows that the energy values from anisotropic elasticity are always lower than those from the Voigt approximation, and higher than those from the Reuss approximation. Although it gives better predictions for the equilibrium shapes, the Scattergood and Bacon approximations exaggerate the relative Figure 7 . The black line is the relaxed dislocation loop by full anisotropic DD simulation starting from circular loops of radius 500 Å under the constant area constraint. The gray line is the equilibrium shape predicted by the line tension model, uniformly scaled to match the dimension of the DD prediction in the horizontal axis. energy difference between loops on different slip systems, most likely because it uses different elastic moduli for different slip systems.
Conclusions
Using fully interacting three-dimensional anisotropic elasticity DD simulations, we have shown that the equilibrium configurations of dislocations in highly anisotropic α-Fe exhibit sharp corners, and that no globally averaged effective isotropic moduli can capture them. We have also shown that the sharp corners can in principle be modeled using an isotropic elasticity model, via the Scattergood and Bacon approximation, provided that the stability constraint ν ∈ [−1, 0.5] is violated. Although the Scattergood and Bacon model may produce results in reasonable agreement with the full anisotropic calculations for a dislocation loop in one plane, the full anisotropic elasticity approach is necessary when modeling dislocations occupying multiple planes in three dimensions, since Scattergood and Bacon's method does not provide a unique pair of elastic constants µ and ν for different slip systems. The sharp corners are a direct result of the emerging thermodynamical instability of certain dislocation orientations as the crystal anisotropy is increased. The structures we predict are consistent with those observed in the microscope [10, 11] (see also [27] ), and with the analytical modeling approach described earlier. These insights will aid future attempts to model yield and plastic flow in the highly anisotropic limit.
One way to solve this problem iteratively is to update dislocation nodal positions by In DD simulations, this means using a mobility law v i = F i and modifying the nodal force according to equation (A.2). When the relaxation converges, F i n will be parallel to g n i , as required by equation (A.1), andF n i = 0. Since we are searching for the equilibrium dislocation shape at which the force on the dislocation vanishes, the result should be independent of the magnitude of dislocation mobility. The fact that edge dislocations move faster than screw dislocations in bcc Fe can affect the shape of an expanding dislocation loop, but has no effect on the equilibrium shape of a dislocation loop.
A.2. Energy calculations
ParaDiS computes the driving force F i at node i as described in detail in [16, 21] . In the bulk, this force is the sum of three forces described in section 3. The total energy of the dislocation loop can be computed by integrating the force on all the nodes as the loop continuously shrinks to zero radius.
Let {r i }, i = 0, . . . , N, be the positions of nodes in the loop. Now consider a series of loops defined by nodes at positions {αr i }. As α goes from 0 to 1, the loop continuously scales from radius zero to the current size. .
