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DIFFERENTIAL OPERATORS ON AZUMAYA
ALGEBRA AND HEISENBERG ALGEBRA
UMA N. IYER
1. Introduction
Let k be a field and A an associative k -algebra. Let
⊗
mean
⊗
k
and
Ae := A
⊗
Ao, where Ao denotes the opposite algebra of A. Any left
Ae-moduleM is the same as an A-bimodule given by a·m·b = (a⊗bo)·m
for m ∈ M and a, b ∈ A. In [7], V. Lunts and A. Rosenberg give a
definition for the ring of differential operators on a left A-module L
(denoted by Dk(AL)) and the A-bimodule of differential operators on L
of order less than or equal to m denoted by Dm
k
(AL). When L = A, we
denote the ring and module respectively by Dk(A) and D
m
k
(A). These
definitions are recalled in the section of preliminaries in this paper.
In this paper we compute the ring of differential operators for some
noncommutative rings, namely the Axumaya algebras and the Heisen-
berg algebras. The initial interest was to compute these rings for matrix
algebras and the Weyl algebras, which were easily generalized.
We consider Azumaya algebras over a noetherian ring. We conclude
that the ring of differential operators are generated as modules by the
ring of differential operators on their centre and homomorphisms given
by multiplication by elements of the bigger ring (called inner homo-
morphisms). That is, if R is the centre of A (where A is an Azumaya
algebra over R), we show that Dk(R) can be embedded into Dk(A) and
that Dk(A) = (A
⊗
RA
o).Dk(R).(A
⊗
RA
o), that is, Dk(A) is gener-
ated as an A-bimodule by Dk(R) (Theorem 3.2.5).
In the case of Heisenberg algebras of zero characteristic, we need
two copies of differential operators on the centre to generate all the
differential operators (Theorem 4.1.9). The non zero characteristic fol-
lows from the study on Azumaya algebras, because in this case the
Heisenberg algebra is Azumaya over its centre (Theorem 2 [8]).
In particular, our work on these general rings show that
1. If R is a k -algebra, we show that Dk(Mn(R)) = Mn2(Dk(R)),
whereMn(R) denotes the algebra of n×n matrices over R (Corol-
lary 3.1.3).
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2. If An denotes the n-th Weyl algebra over a field of characteristic
0, then Dk(An) = A2n (Corollary 4.1.8).
In the case of Azumaya algebras, we show that there is a one-to-one
correspondence between ideals of Dk(A) and Dk(R) (section 3.3). If Hn
denotes the nth- Heisenberg algebra, we show that Dk(Hn) is simple
(Theorem 4.1.10 and corollary 4.2.2).
We give some definitions and prove some elementary results in the
section of preliminaries. These results will be used later, and are in-
teresting in their own right. This will be followed by a section on the
differential operators on the Azumaya algebras. Here, we first show
that if A is an Azumaya algebra over R, then Dm
k
(A) = Dm
k
(RA) (The-
orem 3.1.1) for each m ≥ 0. Then we show that Dk(R) embeds as an
R-bimodule in Dk(RA) (respecting the filtration given by the order of
differential operators), and along with the inner differential operators,
generate the entire ring Dk(RA) (Theorem 3.2.5).
The last section covers the Heisenberg algebras. We consider the two
cases of zero characteristic and non zero characteristic separately.
Notations :
1. For any k-algebra S, and s ∈ S, denote by λs ∈ Homk(S, S)
(respectively ρs) to be the homomorphism given by left-multiplication
(respectively, right-multiplication) by s.
2. For any ϕ ∈ Homk(S, S), let [ϕ, s] := ϕ · s− s · ϕ.
3. For r, s ∈ S, let [r, s] := rs− sr.
2. Preliminaries
We recall from [7] some definitions.
Definition 2.0.1.
1. For an Ae module M , its centre is the k -submodule
Z(M) := {z ∈M |a · z = z · a for a ∈ A}.
2. Define the i-th differential part ofM , ZiM by induction as follows:
Z0M := A
eZ(M), and
ZiMupslopeZi−1M := AeZ (MupslopeZi−1M) for i ≥ 1.
3. The differential part of an Ae module M is Mdiff := ∪i≥0ZiM .
For L a left A-module, the k -vector space Homk(L, L) has an Ae-
module structure given by c · ϕ · a(b) = cϕ(ab) for a, b, c ∈ A and
ϕ ∈ Homk(L, L). The differential part of Homk(L, L) is the algebra of
k -linear differential operators on L, and denoted by Dk(AL). The Ae
module of differential operators of order ≤ m on A is ZmHomk(L, L)
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and is denoted by Dm
k
(AL). This definition generalizes the definition of
differential operators on a commutative ring as given by Grothendieck
([5]). We denote Dk(AA) simply by Dk(A).
We state and prove some preliminary results.
Proposition 2.0.2. For any ring A, the ring D0
k
(A) consists of left
and right multiplications by elements of A.
Proof. The central elements of the Ae-module Homk(A,A) are homo-
morphisms given by right multiplication by elements of A. Hence the
result.
Corollary 2.0.3. There is a surjection
A
⊗
Z(A)
Ao → D0
k
(A) given by
a⊗ bo 7→ [c 7→ acb],
where Z(A) is the centre of the ring A.
Proposition 2.0.4. Let R ⊂ S be two k -algebras, and M be an Se-
module (hence an Re-module). If R ⊂ Z(S), the centre of S, then the
i-th differential part of M considered as an S-bimodule is contained in
the i-th differential part of M considered as an R-bimodule.
Proof. For any S-bimodule N we have,
S · ZS(N) ⊂ ZR(N),
where ZS(N) denotes the S-centre of N (analogously defined for R).
Hence the proposition.
Corollary 2.0.5. Let R ⊂ S be two k -algebras. If R ⊂ Z(S), then
Dm
k
(S) ⊂ Dm
k
(RS) for m ≥ 0.
Remark 2.0.6. The corollary above is not true if R * Z(S). Con-
sider for example,
R = k[x] ⊂ S = k < x, y > upslope < [y, x] = y > .
Note that R is commutative. Hence, ϕ ∈ Dk(RS) satisfies
[[· · · [ϕ, r1], rs], · · · rn] = 0,
for some n ≥ 0. We know that λy, the homomorphism given by left
multiplication by y is in Dk(S). But [λy, x] = λy. Hence λy /∈ Dk(RS).
4 UMA N. IYER
Let L be a free, left-R-module, where R is a commutative k -algebra.
Fix a basis {l1, l2, · · · , ln} of L over R. Any Φ ∈ Homk(A,A) can be
written as
Φ =
R.l1 R.l2 · · · R.ln
R.l1
R.l2
...
R.ln


ϕ1,1 ϕ1,2 . . . ϕ1,n
ϕ2,1 ϕ2,2 . . . ϕ2,n
...
...
. . .
...
ϕn,1 ϕn,2 . . . ϕn,n

(2.0.1)
where ϕi,j ∈ Homk(R,R).
Proposition 2.0.7. Referring to the equation 2.0.1, Φ ∈ Dm
k
(RL) if
and only if ϕi,j ∈ D
m
k
(R).
Proof. Since R is commutative,
Φ ∈ Dm
k
(RA) (respectively, ϕ ∈ D
m
k
(R)), if and only if
[· · · [[Φ, r0], r1], · · · , rm] = 0 (respectively, [· · · [[ϕ, r0], r1], · · · , rm] = 0),
for r0, r1, · · · , rm ∈ R. The proposition follows immediately once we
notice that if Φ is given by a matrix (ϕi,j), then [Φ, r] is given by the
matrix ([ϕi,j, r]) for r ∈ R.
3. Differential operators on Azumaya algebras
Let R be a commutative, Noetherian k -algebra. Let A be an Azu-
maya algebra over R (see [3] for a complete study); i.e., A is an R-
algebra which is finitely generated, projective, and faithful as an R-
module, such that R · 1 = Z(A) and the map
A
⊗
R
Ao → HomR(A,A),
a⊗ bo 7→ [c 7→ acb]
is an isomorphism. Examples are matrix algebras over R. Some imme-
diate remarks follow:
Remark 3.0.8. D0
k
(A) = HomR(A,A) ∼= A
⊗
RA
o, and hence
D0
k
(A) = D0
k
(RA). Indeed, referring to the corollary 2.0.3, there is a
surjection
A
⊗
R
Ao → D0
k
(A)(3.0.2)
On the other hand, since A is an Azumaya algebra,
A
⊗
RA
o ∼= HomR(A,A) given by the map a ⊗ b
o(c) = acb. Thus,
A
⊗
RA
o injects into Homk(A,A). Hence, the surjection 3.0.2 onto
D0
k
(A) is an isomorphism. By definition, D0
k
(RA) = HomR(A,A).
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Remark 3.0.9. By corollary 2.0.5, for each m ≥ 0, we have a map of
R-bimodules, namely
ιA : D
m
k
(A) →֒ Dm
k
(RA).(3.0.3)
3.1. Proof of Dk(RA) = Dk(A).
Theorem 3.1.1. The inclusion of 3.0.3 is an isomorphism. That is,
for each m ≥ 0, we have Dm
k
(A) = Dm
k
(RA) as R-bimodules.
Proof. We first prove the theorem in the case when A is free over R
with basis {a1, a2, · · · , an}. By proposition 2.0.7, any Φ ∈ D
m
k
(RA) if
and only if all the ϕi,j ∈ D
m
k
(R). It remains to show that if all the
ϕi,j ∈ D
m
k
(R), then Φ ∈ Dm
k
(A). Let ai · aj =
∑
k r
k
i,jak. For any
ϕ ∈ Homk(R,R), define ϕ˜ ∈ Homk(A,A) as ϕ˜(rai) = ϕ(r)ai. For each
1 ≤ l, k ≤ n, define ℘l,k ∈ HomR(A,A) (and hence in D
0
k
(A)) given by
℘l,k(ai) = δi,kal. Then, we have Φ =
∑
i,j ℘
i,1ϕ˜i,j℘
1,j. Thus, it remains
to show that if ϕ ∈ Dm
k
(R), then ϕ˜ ∈ Dm
k
(A). Using induction on m
and the following identity,
[ϕ˜, aj ] =
∑
i,k
˜[ϕ, rkj,i]℘
k,i
we conclude the theorem in the case when A is free as an R-module.
In the case when A is not free as an R-module, we consider the
localization of A with respect to a prime ideal P of R. By Lemma 5.1,
pg61 of [3], AP := RP
⊗
RA is an Azumaya RP -algebra. Consider the
injective (by flatness of RP as an R-module) map
id⊗ ιA : RP
⊗
R
Dm
k
(A)→ RP
⊗
R
Dm
k
(RA).(3.1.1)
By Proposition 16.8.6 of [5], RP
⊗
RD
m
k
(RA) ∼= D
m
k
(RPAP ) which by
our discussion on the free Azumaya case is isomorphic to Dm
k
(AP ).
Thus, it is sufficient to show that the inclusion of equation 3.1.1 id⊗ιA :
RP
⊗
RD
m
k
(A) → Dm
k
(AP ) is surjective. The following lemma proves
this which completes the theorem.
Lemma 3.1.2. For m > 0, the map
id ⊗ ıA : RP
⊗
R
Dm
k
(A) −→ Dm
k
(AP )
is surjective.
Proof. We prove both the statement by induction on m. Let
x =
∑
i
(ai/si)⊗ (bi/ti)
o ∈ (AP
⊗
RP
AoP )
∼= D0k(AP )
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be given. There is an s in R\P , such that sx =
∑
i a
′
i⊗ (b
′
i)
o ∈ D0
k
(A).
Thus, (1/s) ⊗ sx ∈ RP
⊗
RD
0
k
(A) is mapped to x under id ⊗ ıA. So,
the result is proved for m = 0.
Assuming that the proposition is proved for m (which implies that
Dm
k
(A) = Dm
k
(RA)), let
d ∈ RP
⊗
R
Dm+1
k
(RA) = D
m+1
k
(RPAP ) = D
m+1
k
(AP ),
be such that (a/s) · d− d · (a/s) ∈ Dm
k
(AP ) for every (a/s) ∈ AP . It is
enough to show that d is in the image of (id⊗ıA). Note, sd ∈ D
m+1
k
(RA)
for some s ∈ R \ P . Let {a1, a2, · · · , an} be a finite set of generators
of A as an R-module. (ai/1) · (sd) − (sd) · (ai/1) ∈ D
m
k
(RPAP ) . By
induction hypothesis, for each i, 1 6 i 6 n, there exists a ti in R \ P ,
such that ti · [ai · (sd)− (sd) · ai] ∈ D
m
k
(A). Let, t = t1t2 · · · tn. Then,
[ai · (tsd)− (tsd) · ai] ∈ D
m
k
(A), for all i, 1 6 i 6 n. Let ts = T ∈ R.
For, r ∈ R and ai a generator, consider (rai) · (Td) − (Td) · (rai) =
r[ai · (Td) − (Td) · ai] + [r · (Td) − (Td) · r] · ai. Now, r[ai · (Td) −
(Td) · ai] ∈ D
m
k
(A). Since sd ∈ Dm+1
k
(RA), Td ∈ D
m+1
k
(RA), which
implies [r · (Td)− (Td) · r] ∈ Dm
k
(RA). But, by induction hypothesis,
Dm
k
(RA) = D
m
k
(A). Hence, [r · (Td) − (Td) · r] · ai ∈ D
m
k
(A). Hence,
for any a ∈ A, a · (Td) − (Td) · a ∈ Dm
k
(A). Thus, (Td) ∈ Dm+1
k
(A).
Hence, d ∈ RP
⊗
RD
m+1
k
(A). This proves the lemma.
Corollary 3.1.3. Let Mn(R) denote the ring of matrices over R where
R is a commutative k -algebra. Then,
Dm
k
(Mn(R)) = Mn2(D
m
k
(R)), and hence
Dk(Mn(R)) = Mn2(Dk(R)).
Proof. The theorem above shows that Dm
k
(Mn(R)) = D
m
k
(RMn(R)).
The ring Mn(R) is free as a left R-module. By Proposition 2.0.7 the
corollary is proved.
Remark 3.1.4. In [6] we have proved a more general statement. If
R and S are two k -algebras such that S is finite dimensional as a k
-vector space, then Dk(R
⊗
S) = Dk(R)
⊗
Dk(S).
3.2. Dk(A) is generated by Dk(R) and inner homomorphisms.
Here we embed Dm
k
(R) (as R-bimodules) into Dm
k
(RA) for each m ≥ 0.
By Lemma 3.1 of [3], R is an R-direct summand of A; that is, A ∼=
R ⊕ B as left R-modules. Fix one such decomposition. Since A is
projective as a left R-module, B is also a projective as a left R-module.
By assumption, R is a Noetherian ring. Hence B is a finitely generated
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R-module. By the Dual Basis Lemma (lemma 1.3 of [3]), we choose a
a collection {bi, fi}1≤i≤n, where bi ∈ B and fi ∈ HomR(A,R) (we can
consider fi to be elements of HomR(A,A) by the natural inclusion of
R into A) such that b =
∑
i fi(b)bi for b ∈ B. Let f0 ∈ HomR(A,A)
be the projection of A onto R, and b0 = 1. Extend fi for i ≥ 1 to A
by defining fi(r) = 0 (we denote the extension also by fi). Then the
collection {bi, fi}0≤i≤n is a dual basis of A.
Remark 3.2.1. By definition, for 0 ≤ i ≤ n, the homomorphisms fi
are differential operators of order 0. That is, they are inner homomor-
phisms.
We describe a way to extend elements of Homk(R,R) to that of
Homk(A,A).
Definition 3.2.2. For ϕ ∈ Homk(R,R), define ϕ¯ ∈ Homk(A,A) as
ϕ =
n∑
i=0
ρbiϕfi,
where ρbi is the homomorphism given by right multiplication by bi.
Since a =
∑
i≥0 fi(a)bi, we have, id = id where id denotes the iden-
tity homomorphism in the respective rings. An immediate consequence
is the following lemma.
Lemma 3.2.3. If ϕ ∈ Dm
k
(R), then ϕ ∈ Dm
k
(A).
Proof. It is clear to see that s · ϕ · r = s · ϕ · r for r, s ∈ R and ϕ ∈
Homk(R,R). Thus, ϕ ∈ D
m
k
(R) implies that ϕ ∈ Dm
k
(RA). Now use
theorem 3.1.1 to complete the lemma.
Remark 3.2.4. By choice of fi, we have ϕ(r) = ϕ(r) for r ∈ R.
Hence the association ϕ 7→ ϕ is an injective map of R-bimodules.
Theorem 3.2.5. Dm
k
(A) is generated as an A-bimodule by {ϕ|ϕ ∈
Dm
k
(R)}; that is,
Dm
k
(A) = (A
⊗
R
Ao) ·Dm
k
(R) · (A
⊗
R
Ao).
Proof. Let Φ ∈ Dm
k
(A). For each i, j ∈ {0, 1, 2, · · · , n} let
(Φ)i,j = fiΦρbj .(3.2.1)
Note that (Φ)i,j (R) ⊂ R. For r, s ∈ R, we see that
r · (Φ)i,j · s = (r · Φ · s)i,j .
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Hence, (Φ)i,j ∈ D
m
k
(R). Now, by the dual basis lemma,
Φ(a) =
∑
j≥0
Φ(fj(a)bj)
=
∑
i,j≥0
fi(Φ(fj(a)bj))bi.
Hence,
Φ =
∑
i,j≥0
ρbifiΦρbjfj
=
∑
i,j≥0
ρbi (Φ)i,j fj(3.2.2)
Since fj(A) ⊂ R, we have (Φ)i,j fj = (Φ)i,jfj. Hence, equation 3.2.2
gives
Φ =
∑
i,j≥0
ρbi(Φ)i,jfj ∈ (A
⊗
R
Ao) ·Dm
k
(R) · (A
⊗
R
Ao).
Hence the theorem.
3.3. Ideals of Dk(A). In this section, we show a one to one correspon-
dence between ideals of Dk(A) and of Dk(R). Let IA and IR denote
the collection of ideals in A and R respectively.
Lemma 3.3.1. For I ∈ IA, the set f0If0 is an ideal in Dk(R).
Proof. The lemma follows from the fact that, for ϕ1, ϕ2 ∈ Dk(R), and
Φ ∈ Dk(A), we have ϕ1f0Φf0ϕ2 = f0ϕ1Φϕ2f0.
Define functions ζ and η as follows:
ζ : IA → IR
I 7→ f0If0(3.3.1)
η : IR → IA
J 7→ Dk(A)JDk(A)(3.3.2)
Theorem 3.3.2. The correspondence ζ is a bijective function from IA
to IR with η being its inverse function.
Proof. We show that ηζ is the identity on IA. Clearly, η(ζ(I)) ⊂ I.
Let any Φ ∈ I. The (Φ)i,j as defined in 3.2.1 are in I∩f0If0. Referring
to equation 3.2.2, the claim is proved.
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Now we show that ζη is the identity on IR. Again, it is obvious that
J ⊂ ζη(J). For the reverse inclusion, use the fact that
Dk(A) = (A
⊗
R
Ao)Dk(R)(A
⊗
R
Ao).
For a, b, c, d, p, q,m, n ∈ A,ψ1, ψ2 ∈ Dk(R) and ϕ ∈ J , we see that
f0
(
(p⊗ qo)ψ2(c⊗ d
o)ϕ(a⊗ bo)ψ1(m⊗ n
o)
)
f0
=
∑
i,j,k≥0
(f0(pbkq) · ψ2 · fk(cbid)) ◦ (ϕ · fi(abjb)) ◦ (ψ1 · fj(mn))
∈ J.
Hence the theorem.
Corollary 3.3.3. The ring Dk(A) is noetherian if and only if the ring
Dk(R) is.
Corollary 3.3.4. A ring S is called Prime if for any ideals P,Q of S,
if PQ = 0 and P 6= 0, then Q = 0. The ring Dk(A) is prime if and
only if Dk(R) is.
4. Differential operators on the Heisenberg algebras
Let k be a field and n a positive integer. Let Hn denote the nth-
Heisenberg algebra over k. That is, Hn is a k-algebra with generators
h, x1, x2, · · · , xn, y1, y2, · · · , yn such that [xi, yj] = δi,jh and all the other
commutators between the generators equal 0.
In this section, we show that the ring of differential operators on Hn
is generated by two copies of Dk(R) in the case of zero characteristic
and one copy in the non zero characteristic, where R denotes the centre
of Hn. Note that in the case of non zero characteristic, the centre is
very large (that is, Hn is free of finite rank as a module over its centre).
4.1. Characteristic of k is 0. In this case, the centre of Hn is k[h],
the polynomial ring in one variable. Here, we have two different inclu-
sions of Dk(k[h]) into Dk(Hn).
Let I = (i1, i2, · · · , in) ∈ (Z+)n be a multi index. Denote by xI the
element xi11 x
i2
2 · · ·x
in
n . Note that every element a ∈ Hn can be written
uniquely as a =
∑
I,J pI,J(h)x
IyJ where I, J are multi indices in (Z+)n
and pI,J(h) is a polynomial in h with coefficients in k.
For a multiindex I = (i1, i2, · · · , in), let |I| denote the sum (i1+ i2+
· · ·+ in). We define two kinds of degree on Hn.
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1. For a ∈ Hn such that a =
∑
pI,Jx
IyJ define deg1 of a as
deg1(a) = max{|I|+ |J | | pI,J 6= 0}.
2. Define deg2(xi) = deg2(yi) = 1 and deg2(h) = 2 and extend this
degree to the entire ring.
We see that Hn is filtered as Hn = ∪k≥0H
k
n where
Hkn = {a|deg1(a) ≤ k}.
Note 4.1.1. For a ∈ Hkn, and r ∈ {x1, x2, · · · , xn, y1, y2, · · · , ym}, we
have [r, a] ∈ Hk−1n .
Lemma 4.1.2. For any Hn-bimodule M , let m ∈Mdiff (as defined in
definition 2.0.1). Then there exists a k ≥ 0
such that [· · · [[m, r1], r2], · · · , rk] = 0 for
ri ∈ {x1, x2, · · · , xn, y1, y2, · · · , yn}.
Proof. Let m ∈ ZtM (definition 2.0.1) for some t ≥ 0 such that m =
a.n for some a ∈ Hn and n ∈ Z(MupslopeZt−1M). It is enough to show
that there exists an l ≥ 0 such that [· · · [[m, r0], r1], · · · , rl] ∈ Zt−1M
for
ri ∈ {x1, x2, · · · , xn, y1, y2, · · · , yn}. If a ∈ k[h] then l = 1. Else,
a ∈ H ln for some l ≥ 0. By referring to the note 4.1.1, we have the
lemma.
Corollary 4.1.3. Let ϕ ∈ Dk(Hn). Then there exists a k ≥ 0 such
that [· · · [[ϕ, r0], r1], · · · , rk] = 0 for
ri ∈ {x1, x2, · · · , xn, y1, y2, · · · , yn}. Note that a ϕ ∈ Homk(Hn, Hn)
satisfying this condition is in Dk(Hn).
The corollary above provides another filtration of Dk(Hn) given by
Dk(Hn) = ∪l≥0Ml where
Ml = {ϕ ∈ Dk(Hn)|[· · · [[ϕ, r0], r1], · · · , rl] = 0}
for ri ∈ {x1, x2, · · · , xn, y1, y2, · · · , yn}.
Note 4.1.4. Ml is closed under + and [Ml, h] ⊂Ml−2.
Lemma 4.1.5. Ml ·Ms j Ml+s
Proof. Immediate once we see that [ϕ1ϕ2, r] = ϕ1[ϕ2, r]+ [ϕ1, r]ϕ2.
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Definition 4.1.6. Let ∂xl , ∂yl, ∂h, ∂h ∈ Homk(Hn, Hn) be defined as
∂xl(px
i1
1 x
i2
2 · · ·x
in
n y
j1
1 y
j2
2 · · · y
jn
n ) = ilpx
i1
1 x
i2
2 · · ·x
il−1
l · · ·x
in
n y
j1
1 y
j2
2 · · · y
jn
n ,
∂yl(px
i1
1 x
i2
2 · · ·x
in
n y
j1
1 y
j2
2 · · · y
jn
n ) = jlpx
i1
1 x
i2
2 · · ·x
in
n y
j1
1 y
j2
2 · · · y
jl−1
l · · · y
jn
n ,
∂h(px
i1
1 x
i2
2 · · ·x
in
n y
j1
1 y
j2
2 · · · y
jn
n ) = p
′xi11 x
i2
2 · · ·x
in
n y
j1
1 y
j2
2 · · · y
jn
n ,
∂h(py
i1
1 y
i2
2 · · · y
in
n x
j1
1 x
j2
2 · · ·x
jn
n ) = p
′yi11 y
i2
2 · · · y
in
n x
j1
1 x
j2
2 · · ·x
jn
n ,
where p′ denotes the usual derivative of p with respect to h.
We list some immediate properties:
1. [∂r, ∂s] = 0 for r, s ∈ {x1, · · · , xn, h, y1, · · · , yn}.
2. [∂xl, xl] = 1 and [∂xl, r] = 0 for
r ∈ {x1, · · · , xn, h, y1, · · · , yn} \ {xl}.
3. [∂yl, yl] = 1 and [∂yl , r] = 0 for
r ∈ {x1, · · · , xn, h, y1, · · · , yn} \ {yl}.
4. [∂h, h] = 1 , [∂h, yl] = −∂xl and [∂h, xl] = 0, for 1 ≤ l ≤ n.
5. The above properties show that ∂xl , ∂yl ∈M1 and ∂h ∈M2.
6. λxl − ρxl = h∂yl , and ρyl − λyl = h∂xl.
7. ∂h = ∂h +
∑
l ∂xl∂yl .
8. [∂h, xl] = ∂yl , [∂h, yl] = 0 and [∂h, h] = 1.
Following the theorem 2.3.4 of [7], we show the following
Proposition 4.1.7. Let characteristic of k be 0. The k -algebra
Dk(Hn) is generated by left multiplications by elements of Hn and by
{∂xl, ∂yl}1≤l≤n, ∂h.
Proof. Let Rs ⊂ Hn denote the k -span of monomials in
x1, · · · , xn, h, y1, · · · , yn of deg2 ≤ s.
Claim : Let D ∈Ms be such that D|Rs = 0. Then D = 0.
When D ∈ M0 then D = ρD(1) and hence the claim. Assume that we
have proved the claim for s  i and fix D ∈ Mi such that D|Rj = 0
for some j ≥ i. It is enough to show that for c ∈ Rj, c
′ ∈ Rj−1, we
have D(xlc) = D(ylc) = D(hc
′) = 0. Note that D(xlc) = [D, xl](c) +
xlD(c) = 0+0. Similar argument for the variables yl and the fact that
[Mi, h] ⊂Mi−2 complete the claim.
Let A ⊂ Dk(Hn) be the k -subalgebra generated by Hn and
{∂xl, ∂yl}1≤l≤n, ∂h.
Claim : Hn is a simple A-module.
By assumption, the characteristic of the field is 0. Hence the claim
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follows from the fact that given a 0 6= c ∈ Rj , there exists a D ∈
{∂xl, ∂yl}1≤l≤n ∪ {∂h} such that D(c) 6= 0 and D(c) ∈ Rj−1.
Note that HomA(Hn, Hn) = k. Now fix 0 6= D ∈ Ms. Then by the
Jacobson Density Theorem, we can find d ∈ A such that d|Rs = D|Rs.
If d /∈ Ms, then clearly, d|Rs = 0. Now, by the first claim, d = D.
Hence the proposition.
Corollary 4.1.8. If An denotes the nth-Weyl algebra (that is h = 1)
over a field of characteristic 0, then Dk(An) = A2n
Proof. By the above proposition, Dk(An) is generated by {∂xl, ∂yl}1≤l≤n
and left multiplication by elements of An. Since [xi, yj] = δi,j , we have
∂xl, ∂yl are inner (A more general statement is true, due to Dixmier
(Lemma 4.6.8 of [2]): All derivations on a Weyl algebra are inner).
That is, Dk(An) = D
0
k
(An). By corollary 2.0.3, we have a surjection
An
⊗
Aon → D
0
k
(An). Note that A
o
n is isomorphic to An by mapping
xol 7→ −yl and y
o
l 7→ xl. Also, An
⊗
An ∼= A2n by Corollary 1.2, page
122 of [1]. Thus, we have a surjection A2n → D
0
k
(An). Now use the
fact that A2n is simple to complete the corollary.
Theorem 4.1.9. Let characteristic of k be 0. The ring Dk(Hn) is
generated by left multiplication by elements of Hn and by {∂h, ∂h}. That
is, the ring Dk(Hn) is generated by two copies of Dk(k[h]) and inner
derivations.
Proof. By the properties following definitions 4.1.6 we see that ∂h and
∂h generate ∂xl and ∂yl for all l. The previous proposition completes
the theorem.
Theorem 4.1.10. Let k be a field of characteristic 0. The ring of
differential operators on Hn is simple.
Proof. Let a ∈ Dk(Hn). Then a can be written as a k -linear combina-
tion of monomials of the form hmxIyJ∂sh∂x
K∂y
L where
∂x
K = ∂k1x1∂
k2
x2
· · ·∂knxn
where K = (k1, k2, · · · , kn) a multiindex. Let I be an ideal in Dk(Hn).
Let 0 6= a ∈ I. As [∂sh, h] = s∂
s−1
h and the fact that h commutes with
all the other generators, we can assume that ∂h does not appear in the
expression of a. Now use the fact that [xkl ∂
s
yl
, yl] = khx
k−1
l ∂
s
yl
+sxkl ∂
s−1
yl
and the fact that yl commutes with all the other generators, to assume
that in the expression of a, the generators xl and ∂yl do not appear.
Similarly, as [ykl ∂
s
xl
, xl] = −khy
k−1
l ∂
s
xl
+ sykl ∂
s−1
xl
, we can assume that a
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is a polynomial in h. Now use the fact that [hs, ∂h] = sh
s−1 to conclude
that there is a non zero scalar in I and hence I = Dk(Hn).
4.2. Characteristic of k = p 6= 0. In this case, the centre is the
polynomial ring in 2n+ 1 variables
R := k[h, xp1, x
p
2, · · · , x
p
n, y
p
1, y
p
2, · · · , y
p
n].
Theorem 2 of [8] shows that the nth-Weyl algebra is Azumaya over
its centre when characteristic of k is nonzero. The same proof works to
show that Hn is Azumaya over its centre. Now we refer to the section
on Azumaya algebra to claim:
Theorem 4.2.1. Dk(Hn) = (Hn
⊗
RH
o
n) ·Dk(R) · (Hn
⊗
RH
o
n).
In [9], the differential operators on polynomial ring in one variable,
on a field of nonzero characteristic has been studied. In particular it is
shown that Dk(R) is simple.
Corollary 4.2.2. Let k be a field of non zero characteristic. The ring
Dk(Hn) is simple.
5. Concluding remarks and acknowledgements
This work suggests that if R is the centre of A, and if there is a way
of embedding Dk(R) into Dk(A), then Dk(R) generates Dk(A) as an
Ae-module. Further natural questions are to find differential operators
on the enveloping algebras of Lie algebras.
This work was part of my thesis written at Indiana University, Bloom-
ington, Indiana, U.S.A, under the guidance of Professor Valery A.
Lunts. I would like to thank Professors Darrell Haile and Valery Lunts
for their generous help and suggestions. I would also like to thank
Professors Dipendra Prasad and R.Sridharan for suggesting some use-
ful questions. I would like to thank Dr. Timothy McCune for useful
discussions.
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