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第1章 序論
1.1 背景
近年，カーナビゲーションシステム (以下，カーナビ) やPDA (Personal Digital Assis-
tance) などの経路案内システムの需要が高まっており，この分野で日本は世界をリードし
ている．特にカーナビは 1981 年に本田技研がジャイロ式カーナビを発売 [Honda88]して
以来，自車位置推定精度の向上による正確な案内表示や様々な表示方式の開発など，急激
な成長を遂げている．一方で，カーナビの機能・操作の複雑化に伴い，1999年 11月に道路
交通法の改訂により運転時のカーナビ画面の注視が禁止になった．もともとカーナビ画面
を見続けることは難しく，ユーザにとって瞬時の視認性1の高いカーナビ表示が必要である
[Mold03, Asoh02]．運転中に連続してカーナビ操作をする場合，視線が前方からカーナビ
画面に移動し始めてから再び前方へ戻るまでの時間は 1秒程度という結果が麻生らによっ
て報告されている [Asoh02]．また，ここ数年，高度交通システム (ITS: Intelligent Trans-
portation Systems)の開発分野の \ナビゲーションの高度化"に関する研究 [ITS05][KIWI]
も盛んに行われている．瞬時の視認性の向上のために，日本では，上面図の二次元表示
(図 1.1)，鳥瞰図 (図 1.2)やドライバーズビュー (図 1.3)などの三次元CG (3D-CG: Three
Dimensional Computer Graphics) による表示が一般化している．また，二次記憶媒体に
ある衛星写真を利用し，走行中の位置を画像上で案内することにより現在地との対応付け
を容易にしている (図 1.4)．さらに，高速道路のインターチェンジやジャンクションなど
の平面で表現しにくい場所では，イラストなどを用いて高精細化を図っている (図 1.5)．
1本研究ではユーザの瞬時の目視による案内情報の認識・理解のしやすさを瞬時の視認性と呼び，重要視
している．
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第 1章 序論
図 1.1: 上面図
Fig. 1.1: Top view
図 1.2: 鳥瞰図
Fig. 1.2: Bird's eye view
図 1.3: ドライバーズビュー
Fig. 1.3: Driver's eye view
2
1.1. 背景
図 1.4: 衛星写真による案内表示
Fig. 1.4: A route guidance image with a satellite image
図 1.5: 高速道路のジャンクションの案内表示
Fig. 1.5: A route guidance image in a junction of a high way
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第 1章 序論
現行の経路案内システムにおける都心部の表示では，利用者が多いため，詳細な3D-CG
モデリングデータを利用して周辺の案内情報を提示している．一方で，郊外においては
二次記憶媒体に含まれるモデリング情報が少ないため，特徴のある建物のみを 3D ランド
マーク等を利用して提示している．そのため，実際の風景 (図 1.6(a))とカーナビ表示 (図
1.6(b)) を対応付ける，すなわち，同一のシーンであると認識することが困難な場合が少
なからずあり，瞬時の視認性が極めて低いと考えられる．詳細なモデリングデータの情報
収集・作成のために，ヘリコプタを用いて建物を複数方向から撮影し，その実写画像に基
づいて 3D-CG モデリングデータを作成する手法 [Zhang03]が Zhangらによって提案され
ている．このように詳細なデータを作成するためには，膨大なデータ量の記憶媒体とそ
のための情報収集コストが必要であり，国中のあらゆる風景に対応することは現実的では
ない．
そこで本論文では，日々変化する道路シーンに対応するために，システムが移動中にリ
アルタイムに情報収集・解析することを目的とした道路環境認識法及び，以下の特徴を持
つ次世代経路案内システム（以下，本システム）とそのための構成方式 [Pat0304, Pat0308,
Pat0406]を提案する．本システムは，(I) システムに搭載されたカメラを利用して移動中
に実写動画像の取得，(II) センサから得られる異種情報 (マルチモーダル情報) の集約，
(III)コンピュータビジョン (CV: Computer Vision)技術による道路幾何情報の抽出，(IV)
リアルタイム経路案内情報の生成， (V) 案内情報の提示，という戦略を持つ．さて，上記
に示したように，本研究では経路案内表示において，瞬時の視認性を重要視している．そ
こで瞬時の視認性を向上させる経路案内として，実写動画像とCG画像を融合した，拡張
現実感 (AR: Augmented Reality) 技術を利用した表示方式 (以下，本表示方式) (図 1.6(c))
を提案する．本システムにより，道路環境情報のリアルタイム収集・解析による位置推定
精度の向上及び詳細な 3D-CGモデリングデータコストの削減，AR技術による瞬時の視
認性の向上，が期待される．
1.2 マルチモーダル情報集約に基づく経路案内システム
経路案内システムが経路案内情報をユーザに提示する場合，二次記憶媒体に格納されて
いる地図情報及びシステムの位置情報を用いる．特に近年では経路案内の精度向上のため
の様々な検出装置が開発されている．本研究では図 1.7に示されるように，それらの検出
装置から得られる情報，地図情報，及びカメラからの実写動画像を加えたマルチモーダル
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(a) 実際の映像
(b) 通常の表示
12:58
20 min. to go Yahatanishi-ku Kitakyushu
Mitsusadadai
Approx.  50m
西日本シティ銀行
View Police
(c) 提案手法
図 1.6: 実際の風景と対応したカーナビ表示
Fig. 1.6: An actual window scenery in a suburb and car navigation display images
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図 1.7: 高次の情報処理に基づくマルチモーダル情報集約とその応用
Fig. 1.7: Multimodal information integration based on high dimensional information
processing and its application
情報を集約することで道路環境を認識し，経路案内に応用する．いくつかの車輌や PDA
などには，後進時の後方視界確保やエンタテインメントなどを目的としてカメラが搭載さ
れており，経路案内システムにカメラを搭載することは技術的，コスト的に問題がないた
め，本研究ではカメラの利用を前提とする．経路案内システムに表示装置が用いられてい
る場合，瞬時の視認性の向上のために，得られた道路環境情報に基づいて 3D-CG 画像を
生成し，実写動画像と重ね合わせた AR 表示画像を提示する．一方，表示装置がない場
合，ユーザへの負担をできる限り少ない障害物回避等を目指す．また道路環境情報に基づ
いた注意喚起も想定している．
1.3 道路環境認識
一般的な道路シーンには，白線，歩道と車輌用道路の境界など，様々なエッジが存在す
る．道路白線は車輌用道路領域に対して輝度値が高いため，本研究では道路エッジとして
道路白線に着目する．特に直線道路を追跡対象とし，カーブなどのトポロジ的に直線と
等価な道路も対象とする．さて，道路両端を対にしたとき，道路白線には右側と左側の
物理的なエッジが合計 4 つ存在する．本論文では複数の動的輪郭モデル (Active contour
model)のひとつである，Kass らによって提案された snake[Kass]を応用し，4 つのエッジ
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を選択的かつ同時に追跡するための新たな手法を提案する．Snakeによる道路エッジ追跡
では道路に関する様々な知識をエネルギとして定義して扱うことができるため，柔軟な応
用が期待できる．本論文では、画像の輝度値の一階偏微分の方向とピークの符号を考慮し
た画像エネルギ，消失線付近の制御点の拘束条件，snake 間の交差禁止処理による収束点
の決定法，道路白線の幅を考慮した拘束条件を提案する．それぞれの snake の相互作用に
より，エッジの追跡精度の向上が期待される．関連研究と提案手法はそれぞれが要素技術
であり，併用することで追跡精度やノイズ等に対するロバスト性の向上が期待される．
1.4 ユーザの好みを考慮した情報提示法
認識した全ての道路環境情報を提示することは瞬時の視認性の低下やユーザの混乱を
招く可能性が考えられる．すなわちユーザの必要とする情報のみを提示することが望まれ
るが，ユーザの好みによって求められる情報が異なると考えられる．そこでユーザの好み
を考慮した情報提示法について考察するために，情報提示法としてカーナビ表示を例に挙
げ，(a) 表面が平坦な 3D-CG 道路，(b) 車速と同期してテクスチャが移動する 3D-CG 道
路，を用いた二種類のAR表示画像を提案する．またできるだけ多くのユーザに対応する
ために，ユーザが必要とする情報に対応したパラメータの必要性についても言及する．
1.5 論文の構成
本論文では，マルチモーダル情報に基づく次世代の経路案内システムのための道路環
境認識とその応用について述べる．第 2章では現在の経路案内システムと本システムの
構成法を述べる．また本システムを構築するための課題を挙げる．第 3章では道路シーン
における環境情報を列挙する．そこで道路環境情報のひとつとして道路エッジに注目し，
snake を利用した道路エッジ追跡法を提案する．第 4章では経路案内に関する関連技術を
紹介し，ユーザの好みを考慮した経路案内情報の提示法について言及する．そこではカー
ナビ表示を例に挙げた経路案内について議論する．第 5章では提案手法の有効性を示すた
めに実験を行う．道路白線追跡法，および追跡結果に基づく表示画像の生成法による実験
結果を示す．これらの実験結果について考察することにより今後の課題を見いだす．第 6
章で本論文をまとめ，本システムの応用及び今後の課題を示す．
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第2章 マルチモーダル情報集約に基づく
経路案内システム
関連論文
[JART06]
[IFCV04, IISICE07]
[DGCAD02, DTOKAI02, DIMG03, DFIT03, DCAD07]
2.1 はじめに
現在の経路案内システムでは，二次記憶媒体からの地図情報，全地球位置発見システム
(GPS: Global Positioning System)からの自車位置情報 (緯度，経度)，ジャイロからの姿
勢情報，自車速度情報などの入力情報に基づいて 2D-CG，もしくは 3D-CGによる案内表
示もしくは音声案内を提示している．日本では道路交通情報通信システム (VICS: Vehicle
Information and Communication System)，欧州では RDS/TMC (Radio Data System /
Tra±c Message Channel) を利用して，渋滞や道路工事などの地図データベースに格納で
きない動的な情報に対応している [KIWI]．また経路案内の精度向上のために，様々なセ
ンシングデバイスから得られるマルチモーダル情報を利用しているが，新設道路などに対
して地図情報の更新など全国の風景を網羅して柔軟に対応できているとはいえない．本章
ではこの問題を解決するために，マルチモーダル情報に基づいた経路案内システムについ
て述べる．
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2.2 関連技術
経路案内表示に三次元CG (3D-CG: Three-dimensional Computer Graphics) 技術が用
いられているが，さらに瞬時の視認性を向上させるために，拡張現実感 (AR: Augmented
Reality)技術 [Azuma]を利用した案内システム [Pasman, Makita, Todoroki]が提案されて
いる．Pasman らはカメラ付きPDAで取り込んだ実写静止画像をサーバに送信し，サー
バ側で表示画像を生成して，PDA上で表示するシステム [Pasman]を提案している．こ
のシステムは持ち運び可能という点で便利だが，PDAでサーバにアクセスできない場合
に表示画像を生成することができない．またMakitaらはHMD (Head Mounted Display)
を，Todorokiら，中村ら，そして SteinfeldらはHUD (Head Up Display) を利用した経
路案内システム1[Makita, Todoroki, Nakamura, Steinfeld]を提案している．HMDやHUD
を用いた場合，実風景と表示画像間の視線移動が少なくなるため，表示画像の注視によ
る前方不注意事故の可能性が軽減されると考えられる．またHuらはAR表示を利用した
カーナビ [Hu04]の開発に取り組んでいる．しかしこのシステムでは，経路案内表示があ
らかじめ用意された地図情報に依存しているため，日々変化する道路風景に対応して，道
路，建物，標識，障害物といった交通に関する環境情報 (道路環境情報)を利用すること
はできない．また高度道路交通システム (ITS: Intelligent Transportation System)[ITS05]
の研究領域では，車車間通信を利用した道路環境情報の取得の概念が提案されている．そ
の応用として国土交通省では 2010年頃を目標に車輌自動運転サービスの開始を目指して
いるが，車輌に通信可能な媒体が常に存在しなければ，全国を網羅して対応することは極
めて難しい．一方Yoonが提案している盲導犬ロボット [Yoon]のような，表示装置を用い
ないシステムの場合，周辺の歩行者や車輌などの障害物をユーザが無理なく回避できる経
路案内が求められる．このように正確かつ円滑な経路案内を提示するシステムを構築する
ためには，道路環境情報の収集という重要な課題がある．そこで筆者は走行中に実写動画
像から道路環境情報を収集し，経路案内として最も確からしい画像を提示する次世代カー
ナビの一手法を提案している．
12008年 12月時点における日本の道路交通法において，フロントガラスで案内表示することは禁止され
ている．
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2.3 マルチモーダル情報集約
2.3.1 目的
従来の案内システムでは，ユーザの位置・姿勢情報と二次記憶媒体にある地図情報に基
づいて，経路案内する方法が一般的であった (図 2.1)．しかし瞬時の視認性の高い案内表
示をするためには，地図情報内に建物などの膨大な量の形状データやその情報収集作業が
必要であり，従来の手法では多大なコストが掛かるため現実的ではない [Zhang03]．さら
にユーザ周辺の道路風景において，車輌や歩行者などの障害物が存在する場合，あらかじ
め用意された地図情報のみで障害物を回避することはできない．そこでリアルタイムに周
辺の道路，建物，標識，歩行者などの障害物，といった道路環境情報を収集し，道路環境
を考慮した経路案内情報を提示することが本研究の目的である．前節で示した関連研究で
は，地図情報に依存しているため柔軟な経路案内が極めて難しいそれに対して本研究は
リアルタイムに情報収集するため地図情報の依存性が小さく，柔軟な経路案内が可能とな
る点で明らかな違いがある．近年，経路案内の精度向上のための様々な検出装置が開発さ
れている．本研究ではそれらの検出装置から得られる情報，二次記憶媒体に格納されてい
る地図情報，及びカメラからの実写動画像を加えたマルチモーダル情報を集約すること
で道路環境を認識する．いくつかの車輌や PDA (personal digital assistance)，携帯電話
(図 2.2)などには，後進時の後方視界確保やエンタテインメントなどを目的としてカメラ
が搭載されており，経路案内システムにカメラを搭載することは技術的，コスト的に問題
がないため，本研究ではカメラの利用を前提とする．本研究で想定している次世代経路案
内システムの例を図 2.3に示す．経路案内システムに表示装置が用いられている場合，瞬
時の視認性の向上のために，得られた道路環境情報に基づいて 3D-CG画像を生成し，実
写動画像と重ね合わせたAR表示画像を提示する．方，表示装置がない場合，ユーザへの
負担をできる限り少ない障害物回避等を目指す．また道路環境情報に基づいた注意喚起も
想定している．
2.4 戦略
本研究では周辺の道路環境情報を収集するために，カメラ，距離センサ，GPS (Global
Positioning System)，ジャイロスコープ，ステアリング，加速度センサ，VICS (Vehicle
Information and Communication System)[KIWI]といった多種多様な検出装置から得られ
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図 2.1: 従来の経路案内システムの概要 (カーナビの例)
Fig. 2.1: An outline of an ordinary route guidance system
(an example of a car navigation system)
図 2.2: 携帯電話に設置されたカメラの例 (au)
Fig. 2.2: An example of a camera equipped on a mobile
12
2.4. 戦略
(a) An example of a car navigation system with an LCD device
(b) An example of a car navigation system an HUD on a windshield
(c) An example of a personal route guidance system with a PDA
図 2.3: 次世代経路案内システムの例
Fig. 2.3: Examples of next generational route guidance systems
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図 2.4: 本研究の戦略と次世代経路案内システム
Fig. 2.4: A strategy of this research and next generational route guidance systems
る，実写動画像，距離画像，位置，姿勢，自車速度・他車速度，渋滞情報，それに加え地
図情報といったマルチモーダル情報を利用する．そしてユーザが必要とする情報のみを選
択するためにマルチモーダル情報を集約する．本研究の戦略を以下に示す (図 2.4)．
0. カメラからの実写動画像取り込みなど，センサからの情報取得
1. 実写動画像の幾何補正，ノイズ除去
2. 検出装置からの情報に基づくマップマッチング
3. CV（Computer Vision） 技術を利用した道路環境の認識
4. マルチモーダル情報集約
ここで処理手順の番号と図中の番号は対応している．本システムは，従来のカーナビに使
用される多種の入力情報とCV技術を併用することで，自車位置精度の向上や効率的な道
路環境情報の収集などといった交通環境認識とその応用の分野での大きな貢献が期待され
る．図 2.5に車輌に設置した試作システム (カーナビ)を示す．
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図 2.5: 車輌に設置した試作システム (カーナビ)
Fig. 2.5: A prototype equipped in a vehicle (car navigation system)
2.5 システム実装時の課題
提案手法を現実の経路案内システムとして実装するためには，様々な問題点が予想され
る．以下に課題とその対策について述べる．
a) 低解像度のカメラの使用
経路案内システムではコストの制約を考慮しなければならないため，携帯電話等に使
用されるような安価なCCD (Charge-coupled Device) カメラユニットの使用を前提と
する必要がある．すなわち低解像度のカメラで道路環境情報を認識するとともに，瞬
時の視認性の高い表示をしなければならない．
b) レンズによって生じる影響
システムに利用しているレンズは常に良好な状態ではない．レンズに傷が生じた場合，
実写動画像にノイズとして現れる．このノイズは動画像処理技術を利用することで除
去される．またカメラの設置状況によってレンズが汚れる場合は，専用ワイパーの使
用も検討する．もしくは風を利用して雨粒や汚れを落とすような装置の利用も考慮す
15
第 2章 マルチモーダル情報集約に基づく経路案内システム
る．事故などでカメラの光軸がずれた場合は，幾何補正による対応やカメラに異常が
生じているという情報を提示することも検討する．
c) マルチモーダル情報の誤検出
地図情報の未更新やセンサの誤差などにより情報が食い違う場合がある．特に他の通
信媒体と通信する場合，時間的・空間的誤差が発生する．移動速度や車速情報，位置
情報，姿勢情報などを利用して，道路環境及び周辺環境を推定し，情報の信頼度に応
じた情報集約を行う．また集約結果に対する信頼度が低い場合は，経路案内が間違っ
ているという可能性をユーザに提示することも検討する．
d) カメラの搭載箇所
車載システムを想定した場合，設置されるカメラの位置は，図 2.6の例以外に前方の
バンパー，フロントグリルなども考えられる．ドライバーズビューに対応するために，
運転者の視界に対応するように実写動画像を幾何補正する．また本論文では価格的コ
ストを考慮して単眼カメラについて言及しているが，将来価格的かつ設置の容易性を
考慮した場合，ステレオカメラの利用も必要である．ステレオ視による走行環境認識
の一方法 [Ninomiya08]が二宮によって提案されている．ステレオ視の利用も今後の検
討課題のひとつである．また携帯電話に設置されているカメラを利用する場合，ユー
ザが手に取って移動するため，カメラの姿勢が一定ではない．そのため姿勢が変化し
た場合にも，マップマッチング可能なアルゴリズムの検討が求められる．
2.6 アルゴリズム上の問題点
a) 経路案内に必要な道路環境情報の整理
案内表示として必要な道路幾何情報は道路エッジだけではないと考えられる．案内標
識，看板などを実写動画像から認識できれば，経路案内表示画像中の対応する場所に，
標識等を強調してユーザに提示することができる．そのため瞬時の視認性の向上に必
要な道路環境情報を検討する．3.2節で道路環境情報について述べる．
b) 撮影環境の考慮
悪天候，夜間 (図 2.7)などの環境下の場合，光学カメラでは道路環境を抽出すること
が難しいため，赤外線カメラの使用も考慮している．悪天候の場合，瞬時の視認性が
16
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(a) On the reserve sides of the room mirror
(b) On a door mirror
図 2.6: 車載カメラの位置の例
Fig. 2.6: Examples of position of the camera equipped on a vehicle
低下する [Hagiwara]．そのため道路環境情報の抽出以外に，経路案内についても考慮
しなければならない．実写動画像から道路環境情報を抽出可能であり，瞬時の視認性
の高い表示が得られない場合は，従来の 3D-CGのみのカーナビ表示や，地図情報に依
存した経路案内に自動的に切り替えることも必要である．またトンネルの出入口付近
の光の急激な変化 (図 2.8)にも対応する必要がある．この場合，撮影画像が光により
ドライバにとって視認性の低い道路表示をする可能性がある．夜間と同様の処理を検
討する．
c) 道路環境情報の遮蔽
図 2.9のように道路エッジの遮蔽によりCV技術で道路環境情報が抽出できなくなる．
地図情報と動画像の特性を利用して，前方の状況を予測し，表示時においては遮蔽物
17
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図 2.7: 夜間の道路風景
Fig. 2.7: Road scenery in night
図 2.8: トンネルの出入り口付近
Fig. 2.8: A tunnel mouth
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図 2.9: 前方車輌による道路環境情報の隠蔽
Fig. 2.9: Road environment information hiding with a front vehicle
をCG道路で塗りつぶして前方の状況を提示することも検討する．このことについて
は 3.4節で議論する．
d) 新設道路による道路状況の変化
図 2.10のように道路状況が変化した場合，あらかじめ用意された地図情報よりも実写
動画像から抽出された道路環境情報の方が，視界風景に対して正確である．信頼度に
応じた情報集約により，ロバスト性を向上させる．
e) カメラの死角の考慮
図 2.11のように，上り坂や下り坂，カーブにおけるカメラの死角では，実写動画像か
らの道路環境情報の抽出は主観的輪郭のような考え方を導入しない限りほぼ不可能で
あるため，実写動画像以外の入力情報に依存する．経路案内表示ではCG技術や主観
的輪郭抽出技術等で道路環境情報を提示する (図 1.7)．
f) 実写動画像とCG道路の同期表示
臨場感のある表示をするためには，実写動画像とCG道路の同期表示が必要である．速
度情報は，車体の車速度センサとCV技術からの取得方法が考えられる．それぞれの
19
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図 2.10: 工事現場
Fig. 2.10: A tra±c work zone
図 2.11: カメラの死角
Fig. 2.11: A blind spot
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表 2.1: 道路シーンからのノイズや外乱の例
Tab. 2.1: Examples of noise and disturbance from a road scene
種類 例
外乱
路面凹凸や急操舵による姿勢角の急変動
道路形状や道路幅の変動
周辺車両の稜線や影
ノイズ 側物（ガードレールや樹など）の稜線や影
道路境界以外の路面表示
交差点通過時の道路端表示の欠落
その他 時間帯（昼夜）や天候による照明条件による道路境界の見え方の変化
道路境界（白線）のメンテナンス状況による劣化
速度情報を利用してロバスト性の向上を図る．CG道路にはテクスチャを使用するこ
とも検討しており，道路のテクスチャを車速同期して移動させることにより臨場感の
向上が期待される．しかし，ユーザによっては臨場感を必要としない場合も考えられ，
好みによって瞬時の視認性が異なる可能性が大きい．そのため，4.4節でユーザの好み
に関する検討を行う．
g) 外乱やノイズ等の影響
実写動画像で道路エッジを追跡するためには，様々な外乱やノイズ等を想定しなけれ
ばならない．ノイズなどの影響の例を表 2.1に示す．本研究ではノイズなどに対しても
ロバスト性で，かつ正確に物理的なエッジを追跡することを目的とする．しかし，現
行手法ではノイズなどに対するロバスト性を考慮いない．これらの解決は今後の課題
である．
2.7 まとめ
本章ではマルチモーダル情報集約に基づいた次世代経路案内の一手法を提案した．提
案手法ではマルチモーダル情報集約によりリアルタイムに道路環境情報を収集・解析
することで，周辺の道路環境に柔軟に対応することが可能である．前節で述べたよう
に，マルチモーダル情報は常に正確であるとは限らないため，情報の食い違いが考え
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られる．情報の信頼度に応じたマッチングにより，最も確からしい経路案内を提示す
ることが本研究の今後の中心課題のひとつになるだろう．またシステム実装時に考慮
すべき点とアルゴリズム上の問題点を整理することで，本研究を進めて行く上での指
針が得られた．次章では本研究の重要課題のひとつである道路環境認識について明ら
かにする．
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関連論文
[JIEICE06, JIPSJ07]
[TJIP08]
[IICPR04, IISICE07]
[DKYUSHU03b]{[DKYUSHU07]
3.1 はじめに
本章ではユーザ周辺の交通環境を考慮した経路案内情報を提示するために，道路環境認
識について述べる．はじめに経路案内システムに有用だと思われる道路環境情報を列挙
し，その利用法について述べる．次に道路環境情報として道路エッジに注目し，道路エッ
ジ追跡法を提案する．道路エッジとして道路白線に注目し，道路白線の特徴に着目した追
跡法を検討する．
3.2 道路環境情報
ヒトは移動動作 (歩行，走行，車輌の運転を含む)に伴って，道路環境の認識，必要な情
報 (進行方向，障害物の認識・予測移動位置) の選択，周辺状況に応じた安全な行動，と
いう情報処理を瞬時に行っている．本研究では必要な情報の選択がマルチモーダル情報集
約に対応する．さて実写動画像の道路環境情報には様々な認識対象が存在する．車輌運転
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図 3.1: 車輌運転時におけるユーザ周辺の道路環境情報の例
Fig. 3.1: An example of road environment information around an user while driving
時におけるユーザ周辺の道路環境情報の例を図 3.1に示す．以下に認識対象としての道路
環境を列挙し，その利用法を述べる．
a) 道路
一般に，現在市販されているカーナビにおける地図情報には道路形状が格納されてい
るが，高速道路の出入り口では案内の表現が難しいため，イラストを利用して誘導し
ている．また一般道路と高速道路では高低差が大きいため，位置・姿勢情報だけでは
マップマッチング精度が低下することなどが考えられる．これらの問題を解決するた
めに実写動画像中の道路の認識結果を案内表示，マップマッチングの精度向上に利用
する．また新設道路の設置などにより道路状況が変化した場合，あらかじめ用意され
た地図情報よりも実写動画像から得られた道路環境情報の方が，視界風景に対して正
確である可能性が高いため，リアルタイムに進行可能な道路を認識することは有用で
ある．図 3.2に道路の例 (アメリカ)を示す．
b) 建物
道路と同様に建物の情報はランドマークとして地図情報に格納されている．経路案内
表示画像における建物の例を図 3.3に示す．建物の認識することにより，認識結果を
マップマッチングの精度向上に利用できる．経路案内として，AR技術による表示に
おける注釈，建物による死角に存在する経路の提示，そして目的の建物のハイライト
表示などに利用する．
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図 3.2: 道路の例 (アメリカ)
Fig. 3.2: An example of a road in US
図 3.3: 経路案内表示画像における建物の例 (Pioneer 社製カロッツェリア)
Fig. 3.3: An example of a building in a route guidance image (Pioneer carrozzeria)
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図 3.4: 日本における道路標識 (案内標識) の例
Fig. 3.4: An example of a road tra±c sign (information sign)
c) 道路標識
道路標識はユーザに必要な交通情報を提供している．例として案内標識 (図 3.4) には
目的地までの方角・距離や前方道路のトポロジ形状が示されている．また警戒標識で
は落石注意などの注意喚起を提示している．道路標識認識結果を地図情報の補正や注
意喚起に利用する．実写画像における円形の道路標識の抽出法 [Uchimura98]が内村ら
によって提案されており，道路環境情報のひとつとして注目されている．
d) 看板
看板は店舗や会社の広告や宣伝，工事現場などの注意喚起，非常口などの避難経路の案
内などに用いられている．経路案内システムがリアルタイムに看板から情報収集する
ことで，移動時にユーザが見落とした情報を提示することができると考えられる．夜
間時にも目立つように看板には電灯が組み込まれていることが多いため，認識対象と
して看板は有用である．夜間の看板の例を図 3.5に示す．
e) 交通信号機
視覚障害者にとって誘導音や盲導犬に頼らずに，進行・停止などの指示を交通信号機
から判断することは難しい．そこで視覚障害者を快適に誘導するために，信号機の指
26
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図 3.5: 夜間の看板の例 (7-ELEVEn)
Fig. 3.5: An example of a sign (7-ELEVEn)
示の認識は重要である．
f) 障害物
周辺車輌や歩行者等の障害物の認識はユーザの危険回避に利用される．ここで障害物
が移動可能な場合，移動方向の予測が必要である．ユーザと障害物の予測された移動
方向に基づいた円滑な経路案内を提示する．図 3.6に空港における障害物の例を示す．
これらの障害物を回避しながら円滑に案内するための経路案内システムを目指す．
3.3 道路エッジ追跡
3.3.1 道路エッジ
一般的な道路シーンには，白線，歩道と車輌用道路の境界など，様々なエッジが存在す
る．図 3.7に道路の左側のエッジにおける例を示す．ここで（図 3.7では `∧’によって示
されている）連続的な線をエッジ候補と呼ぶ．図 3.7(a)の場合，明瞭なエッジ候補が多く
存在する．しかし図 3.7(b)のように，エッジ候補と他の領域間の低コントラスト，白線の
有無，影，水たまりなどのいくつかの要因によって，明瞭なエッジ候補が必ずしも存在す
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図 3.6: 空港における障害物の例
Fig. 3.6: An example of obstacles in an airport
る訳ではない．高コントラストの連続的な線は高い存在確率を持つエッジ候補である．本
プロジェクトの目的は道路形状，中心線もしくは白線，歩道などの識別である．そこで始
めのステップとして，動画像中において輝度値による影響のため，高い存在確率を持つと
いう理由で，道路白線を道路エッジとする．ここで動画像には搭載車の進行方向における
道路上に道路白線が存在することを前提とする．特に直線道路を追跡対象とし，カーブな
どのトポロジ的に直線と等価な道路も対象とする．さて， 図 3.8に示すように道路両端
を対にしたとき，道路白線には左側と右側の物理的なエッジが合計 4個存在する．本論文
では複数の snakeにより，4個のエッジを選択的かつ同時に追跡するための手法を提案す
る．画像の輝度値の一階偏微分の方向とピークの符号を考慮した画像エネルギ，消失線付
近の制御点の拘束条件，snake間の交差禁止処理による収束点の決定法を提案する．それ
ぞれの snakeの相互作用により，エッジの追跡精度の向上が期待される．
3.3.2 道路エッジ追跡の関連研究
道路エッジ追跡に関する研究は既にいくつか報告されている．代表的な戦略として，
テンプレートマッチングやHough変換などを使用した道路エッジ追跡手法 [Ninomiya03,
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(a) Clear edge
(b) Poor edges
図 3.7: 道路の左側のエッジの候補
Fig. 3.7: Edge candidates of the left side of a road
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図 3.8: 道路白線における右側と左側のエッジ
Fig. 3.8: A de¯nition of right and left edges in road white lines
Macdonald]が挙げられるが，これらはあらかじめ用意された形状に依存するため，複雑
な形状の道路に対応することが困難である．また画像の解像度の限界から生じる遠方の
レーン形状推定誤差を地図情報によって補償する手法 [Kojima]が小島らによって提案さ
れている．地図情報を利用する以上，未更新の地図情報では正確な道路エッジ追跡は困
難であると考えられるが，画像以外の情報を利用することは有効な手法であると考えら
れる．毛利らはHough変換と拡張カルマンフィルタを用いた道路レーンマーカ追跡手法
[Mouri]を提案している．カルマンフィルタを用いることにより，画像情報だけでなく，車
輌の動特性を利用できるため，カルマンフィルタと他の手法を組み合わせることにより，
道路エッジの追跡精度，ロバスト性の向上が期待される．また道路の平面における線型性
を考慮したモデル [Hu98]が胡らによって提案されている．しかし実際の道路では凹凸な
どが存在するが，大まかな道路形状を抽出するためには有効な手法であるといえる．本
研究においても道路形状とカメラの光軸が平行で道路が平面であるという仮定を利用す
る．本研究では物体に関する様々な知識をエネルギとして定義し，物体の輪郭抽出問題
をエネルギ最小化問題として扱うことができる，Kassらによって提案された動的輪郭モ
デル (active contour model)のひとつである snake[Kass]を利用する．Snakeを利用するこ
とにより，カーナビに使用される入力情報を snakeのエネルギとして応用することを想定
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している．snake を利用した道路エッジ追跡に関する研究も既にいくつか行われている．
大池は snakeの制御点に対する横方向のみの移動という拘束条件による道路エッジ追跡
手法 [Oike]，また八木らは道路平行性を拘束条件とする手法 [Yagi]を提案している．さら
に菅沼らはステレオビジョンシステムと snakeを併用した手法 [Suganuma]，Wangらは
B-Splineを利用した snakeによる手法 [Wang]を提案した．これらの手法では snakeを動
画像処理に適用させて道路エッジ追跡している．動画像処理を応用し，道路形状の微分特
徴及びフレーム間の物体に生じる慣性を考慮した手法 [JIEICE06]を筆者が提案した．ま
た筆者の手法を利用し，レーン認識に基づく，スリット画像を用いたカーナビのための自
車位置補正法 [Honda06]が提案されている．スリット画像の特徴を用いて，車線変更を検
出した．この手法ではスリット画像を用いているため，道路以外の環境情報を追跡するこ
とは極めて難しい．そして本研究では [JIEICE06]に基づいて，1本の道路白線に存在す
るふたつのエッジを追跡する手法を明らかにする．関連研究と本稿における提案手法はそ
れぞれが要素技術であり，それらを併用することで追跡精度，ノイズ等に対するロバスト
性の向上が期待される．
3.3.3 道路白線追跡のためのSnake
Kassらによって報告された snakeは，モデル自身の形状を相対的に変形させる内部エネ
ルギEint，画像中のエッジにモデルを引きつける画像エネルギEimage，画像中の絶対的な
位置に外部から強制的にモデルの形状を変形させる外部エネルギEconの 3つのエネルギの
総和Esnakeが最小となるような状態を解とする手法である．長さのパラメータ 0 · s · 1
による輪郭のベクトル表現を v(s) = (x(s); y(s)) として，エネルギ関数E¤snake は次式で定
義される．
E¤snake =
Z 1
0
Esnake (v(s)) ds (3.1)
Esnake (v(s)) = Eint(v(s))+Eimage(v(s))+Econ(v(s))
パラメータ sは離散空間では制御点のインデックスを示す jとして置き換え，j番目の制
御点を vj = (xj; yj)と表す．本手法では Aminiらのダイナミックプログラミングによる
モデル [Amini88]を用いる．
本研究では道路白線追跡するために微分特徴と慣性を考慮した筆者によって提案された
手法 [JIEICE06]を使用する．道路両端の白線のエッジ追跡のために図 3.9に示すような
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(a) straight road (b) crossing road
(c) T intersection 1 (d) T intersection 2
(e) T intersection 3 (f) complex
図 3.9: 道路エッジ追跡のためのトポロジモデル
Fig. 3.9: Topology model for road edge tracking
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図 3.10: 三次元空間におけるカメラと制御点によるワールド座標系
Fig. 3.10: A world coordinate system with a camera and a control point in a three dimensional
space
開曲線 snakeを利用し，異なる拘束条件を持つ二種類の制御点を用いる．ただし，本論文
では直線道路を対象とするため，図 3.9(a)を用いる．主制御点はトポロジモデルに基づい
て大まかな道路形状を追跡し，副制御点は主制御点の影響を受けながら道路エッジ追跡を
する．ここで主制御点は副制御点の影響を受けながら (a) 消失線付近，(b) 画像端上を移
動する．道路平面上の snake は，三次元シーンにおいて，カメラの光軸と道路平面が常に
平行であるという仮定に基づいて，v0j = (Xj; Zj)と示される (図 3.10)．また動画像を対
象とするため，snakeを動画像処理に適用し，現在のフレームの収束結果を次フレームの
初期値として用いる．
m個の制御点を持つ， n本中 i番目の snake Si(0 · i · n－ 1)における制御点のベク
トル表現は vi;j = (xi;j; yi;j)(0 · j · m－ 1)として定義される．本論文では道路両端の
エッジ追跡のために n = 4本の開曲線 snakeを利用する．
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3.3.4 内部エネルギ
Snake の内部エネルギは，モデルの相対的な位置関係によりモデルを変形させるために
設計される．道路白線追跡するための内部エネルギ関数 [JIEICE06]を以下に示す．
Eint(vi;j) = ® jvi;j¡1 ¡ vi;jj+ ¯ jvi;j¡1 ¡ 2vi;j + vi;j+1j
+E0th(vi;j) + E1st(vi;j) + E2nd(vi;j) (3.2)
E0th(vi;j) = w0(Li;j+Li;j+1) jµi;jj (3.3)
E1st(vi;j) = w1(Li;j+Li;j+1) jµi;j¡1¡µi;jj (3.4)
E2nd(vi;j) = w2 jLi;jµi;j¡1¡(Li;j+Li;j+1)µi;j +Li;j+1µj+1j (3.5)
Li;j = jvj¡1 ¡ vi;jj (3.6)
Li;j =
¯¯¯
v0j¡1 ¡ v0i;j
¯¯¯
µi;j = arctangent(v
0
i;j¡ v0j+1)¡arctangent(v0j¡1¡v0i;j) (3.7)
arctangent(v0i;j) =
8><>: tan
¡1
³
Zi;j
Xi;j
´
: 0 · x
tan¡1
³
Zi;j
Xi;j
´
+ ¼ : otherwise
(3.8)
v0i;j = (Xi;j; Zi;j) (3.9)
®, ¯, w0th, w1st, w2ndは重み係数を示す．E0th(vi;j), E1st(vi;j), E2nd(vi;j)はそれぞれ道路
形状の直線，カーブ，S字カーブに対応した微分特徴を考慮したエネルギ関数である．Li;j,
Li;jは画像平面の snakeの制御点間の長さと三次元投影した snakeの制御点間の長さを示
す．v0i;jは三次元投影した制御点の座標を示す [JIEICE06]．ここで道路は常に平坦でカメ
ラの光軸と一定であるという仮定に基づく．ただし，上記の内部エネルギは道路白線を追
跡するための基本的なものである．次節以降において提案される内部エネルギは，上記の
エネルギに追加して用いられる．
3.3.5 外部エネルギ
外部エネルギは人工的にモデルを変形させるために設計される．道路白線追跡のための
外部エネルギ関数Econ を次式に示す．
Econ(vi;j) = ° jarctangent (R(Á)P (vi;j))j (3.10)
P (vi;j) = (jxi;jj ; yi;j)
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図 3.11: 道路白線追跡のための外部エネルギ
Fig. 3.11: External energy for road white line extraction
R(Á) =
0B@ cos(Á) sin(Á)
¡ sin(Á) cos(Á)
1CA
ここで °, P (vi;j), R(Á)はそれぞれ重み係数，位置ベクトル，引数 Áによる回転行列を示
す．Áはここで画像平面中の原点を画像中心とした．Áは任意の角度を示し，道路形状の
予測位置を決定するために利用され，今回は定数とした．また，画像平面では式 (3.8)の
arctangentのX, Zは，それぞれ x, yに置き換えられる．外部エネルギのエネルギマップ
を図 3.11に示す．ここで内部エネルギのエネルギマップと同様に白領域がエネルギが低
く，黒領域がエネルギが高いことを示す．外部エネルギは本来，道路シーンによって変化
されることが望まれるが，本論文ではあらかじめ計算された外部エネルギを使用する．道
路地図情報などを利用して外部エネルギを決定することは今後の課題である．
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3.3.6 画像一階偏微分を考慮した画像エネルギ
道路白線のエッジのみを追跡する画像エネルギを提案する．幅を持つ道路白線が存在す
る画像の輝度値 (図 3.12(a))を一階偏微分すると，白線の右側と左側の物理的なエッジの
位置に正か負のピークが現れる (図 3.12(b))．そこでこれらのピークの符号を利用するこ
とで，白線の両端のエッジを選択的に追跡することが可能になる．この目的には横方向の
みの一階偏微分による簡易的な手法が考えられるが，道路シーンの遠方のカーブなどでは
横方向のベクトル勾配が小さいという問題が挙げられる．そこで本研究における画像エネ
ルギの計算に，横 (Dx = @@x) と縦 (Dy =
@
@y
)の両方向の一階偏微分を利用する．さらに
制御点に初速を与えやすくするために，ガウシンアン操作を施す (図 3.12(c), (d))．正と
負，横と縦の組み合わせに対応させた画像エネルギEx+, Ex¡, Ey+, Ey¡を次式に示す．
Ex+ (vi;j) =
8><>: ¡wimageG¾DxI (vi;j) : DxI (vi;j) ¸ 00 : otherwise (3.11)
Ex¡ (vi;j) =
8><>: wimageG¾DxI (vi;j) : DxI (vi;j) · 00 : otherwise (3.12)
Ey+ (vi;j) =
8><>: ¡wimageG¾DyI (vi;j) : DyI (vi;j) ¸ 00 : otherwise (3.13)
Ey¡ (vi;j) =
8><>: wimageG¾DyI (vi;j) : DyI (vi;j) · 00 : otherwise (3.14)
ここで，wimage, G¾, r, Iは，それぞれ重み係数，標準偏差¾によるガウシアン演算子，グラ
ジエント演算子及び画像の輝度値である．これらのエネルギはエッジの位置関係と，画像平
面上の制御点vi;j¡1, vi;jによる線分と x軸のなすvi;j中心の反時計回りの角度ÁE(図 3.13)
により選択される (表 3.1)．なお従来手法では画像エネルギの計算の際に，ガウシアン操
作を画像全体に施していた．これに対して評価実験では，提案手法と従来手法の双方で，
処理時間の削減のために，制御点の探索範囲のみガウシアン操作をする．
3.3.7 消失点付近の主制御点の拘束
道路環境認識の研究分野において，車輌の進行方向や姿勢を推定するために消失点は重
要な指針である [Kazui, Tani]．消失線付近を移動する主制御点は，本来，消失点，すなわ
ち無限遠点の位置に存在し，snake の形状を大まかに決定するという重要な役割を持つ．
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(a) Intensity (b) Gradient
(c) Gaussian operater of plus value (d) Gaussian operater of minus value
図 3.12: 画像エネルギの計算の例
Fig. 3.12: Example of calculation of an image energy
図 3.13: 隣接制御点 vi¡1, viによる線分と x軸方向のなす角 ÁE
Fig. 3.13: An angle ÁE of a segment of control points vi;j¡1 and vi;j , to x axis
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表 3.1: ÁEから x軸のなす角を利用した snakeの画像エネルギの選択
Fig. 3.1: Snake image energy selection using an angle ÁE of a segment to x axis
Left Right
Left Right Left Right
0 < ÁE · ¼4 Ey¡ Ey+ Ey¡ Ey+
¼
4
< ÁE · 3¼4
Ex+ Ex¡ Ex+ Ex¡
5¼
4
< ÁE · 7¼4
3¼
4
< ÁE · ¼ Ey+ Ey¡ Ey+ Ey¡
¼ < ÁE · 5¼4
Ey¡ Ey+ Ey¡ Ey+
7¼
4
< ÁE · 2¼
Origin of ÁE is vi;j¡1.
提案モデルでは，道路両端を対にするため，2本の snakeに対して共通の位置に主制御点
を設定している．そのため 4本の snakeを扱う場合，消失線付近を移動する主制御点がふ
たつ存在し，仮の消失点が定まらないという問題点が挙げられる (図 3.14)．また，エッジ
が交差する場合，トポロジ的に正確ではない．そこで本論文ではn本の snakeの消失点付
近の主制御点を統一し，かつ副制御点が追跡した道路形状の延長線上に主制御点が存在
するための拘束条件を検討する．主制御点の内部エネルギは，主制御点から近い左右のそ
れぞれふたつずつの副制御点を用いて求める．主制御点v0Mと近隣の副制御点の関係を図
3.15に示す．Snakeのそれぞれの制御点からなる隣接線分の外角が一定になるようなエネ
ルギ関数Eint;V (v0M)を (3.15)式のように定義する．
Eint;V (v
0
M) =
n¡1X
i=0
¯¯¯
µ
³
v0i;1
´
¡ µ
³
v0i;2
´¯¯¯
(3.15)
µ
³
v0u;v
´
= arctan
³
v0u;v ¡ v0u;v+1
´
¡ arctan
³
v0u;v¡1 ¡ v0u;v
´
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図 3.14: エッジの同時白線追跡における悪いトポロジ関係の例
Fig. 3.14: Example of a bad topology relationship
arctan
³
v0u;v
´
=
8><>: tan
¡1 Zu;v
Xu;v
: 0 · Xu;v
tan¡1 Zu;v
Xu;v
+ ¼ : otherwise
ここで上記で述べたように画像平面上の制御点vi;jを三次元道路平面に投影した制御点を
v0i;j = (Xi;j; Yi;j; Zi;j)として表す．また，v0M = v0i;0; 8iである．
3.3.8 Snake 間の交差禁止処理による収束点決定法
道路白線とそのエッジ間には以下の関係を仮定し，snake 間が交差しないように制御点
を収束させる．
a) 直線道路両端の白線は交差しない
b) 白線の右側と左側のエッジは交差しない
Snake間の交差禁止処理を利用した収束点決定のアルゴリズムを図3.16に示す．まず，vi;j
の p近傍内の探索範囲 al = (xl; yl) ((0 · l · p) ;a0 = (0; 0))による vi;j + alと隣接制御
点 vi;j+1による線分と，Siと異なる snake Sk (0 · k · n¡1; k 6= i)の全ての隣接制御点
間の線分の交差判定をする（図 3.16のCrossCheck関数）．注目線分間が交差せず，かつ
エネルギ（図 3.16のE関数）が最小となる位置に vi;j を移動させる．これを snake間の
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図 3.15: 上面図における両側のセグメント間の外角
Fig. 3.15: External angles between two segments of two sides in top view
交差禁止処理とする（図 3.16のCrossProhibition手続き）．また画像端を移動する主制御
点 vi;m¡1の場合は，vi;m¡1 + alと vi;m¡2による線分の交差禁止処理をする．一方，消失
線付近の主制御点 vi;0は，前節の拘束条件により vi;0 = vk;0である．そのため vi;0 + al
と vi;1による線分は，他の線分と交差しているため，vk;0を一端とする線分との交差判定
はスキップし，vi;0を移動させる (図 3.16のMoveMasterControlPoint手続き)．これらの
処理を全ての snake Sroot = fS0; ¢ ¢ ¢ ;Sn¡1gが収束条件を満たす（図 3.16のCondition関
数）まで続ける（図 3.16のConvergence手続き）．ここで初期フレームにおいて，消失線
付近の主制御点とその隣接制御点による線分以外は交差しないように配置しておく．
3.3.9 同一 snakeにおける制御点に関する拘束条件
従来手法では，図 3.17に示すように実写動画像において snakeの画像エネルギの影響
により，複数の制御点がある位置で密になるという問題があった．そこで 1本の snakeに
おける制御点間の距離に関する拘束条件を提案する．
従来手法 [DPRMU06]では制御点間の距離を一定にするために，snakeの内部エネルギ
を利用していたが，画像エネルギの影響によって複数の制御点が探索範囲においてエネル
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logical function CrossCheck(v1=(x1; y1);v2 = (x2; y2);
Sk=fvk;0=(xk;0; yk;0); ¢ ¢ ¢ ;vk;m¡1=(xk;m¡1; yk;m¡1)g)
for hÃ 0 to m¡ 2 do begin
if x1 ¸ x2 then
if ((x1<xk;h and x1<xk;h+1) or
(x2>xk;h and x2>xk;h+1)) then return false
else
if ((x2<xk;h and x2<xk;h+1) or
(x1>xk;h and x1>xk;h+1)) then return false
end if
if y1 ¸ y2 then
if ((y1<yk;h and y1<yk;h+1) or
(y2>yk;h and y2>yk;h+1)) then return false
else
if ((y2<yk;h and y2<yk;h+1) or
(y1>yk;h and y1>yk;h+1)) then return false
end if
if (((x1 ¡ x2)(yk;h ¡ y1) + (y1 ¡ y2)(x1 ¡ xk;h))
((x1 ¡ x2)(yk;h+1 ¡ y1) + (y1 ¡ y2)(x1 ¡ xk;h+1)) > 0)
then
if (((xk;h¡xk;h+1)(y1¡yk;h)+(yk;h¡yk;h+1)(xk;h¡x1))
((xk;h¡xk;h+1)(y2¡yk;h)+(yk;h¡yk;h+1)(xk;h¡x2))>0)
then return false
end if
end for
return true
end function
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procedureCrossProhibition(v1;v2;Si;Sroot=fS0;¢ ¢ ¢ ;Sn¡1g)
for l Ã 0 to p do begin
°agÃtrue, sÃ 0
for k Ã 0 to n¡ 1 do begin
if ((Si=Sk) or (true=CrossCheck(v1 + al;v2;Sk)))
then °agÃfalse, break
end for
if (°ag=true) then
q Ã E(v1 + al)
if ((t = NULL) or (t > q)) then tÃ q, sÃ l
end if
end for
v1 Ã v1 + as
end procedure
procedure Convergence (Sroot=fS0=fv0;0; ¢ ¢ ¢ ;v0;m¡1g;
¢ ¢ ¢ ;Sn¡1=fvn¡1;0; ¢ ¢ ¢ ;vn¡1;m¡1gg)
do begin
for iÃ 0 to n¡ 1 do begin
CrossProhibition(vi;m¡1;vi;m¡2;Si;Sroot)
for k Ã m¡ 2 to 1 do begin
CrossProhibition(vi;j;vi;j+1;Si;Sroot)
end for
MoveMasterControlPoint (vi;0)
end for
while Condition(Sroot)=false
end procedure
図 3.16: Snake間の交差禁止処理を利用した収束点決定
Fig. 3.16: Cross prohibition between snakes and convergence
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図 3.17: 複数の制御点が集まる例 [DPRMU06]
Fig. 3.17: An example that plural control points congregate[DPRMU06]
ギの低い画素に集まってしまうという問題点があった．そこで同一 snakeにおける制御点
間の距離を利用して収束点を限定する拘束条件を提案する．この拘束条件のために，画像
平面もしくは三次元道路平面に投影された制御点間の距離の利用が考えられる．三次元道
路平面に投影された制御点間の距離を利用した場合，遠方に対応する制御点が画像平面上
で密になり，かつノイズの影響を受けやすい．そこで画像平面における制御点間の距離を
拘束条件として利用する．
本研究では i番目 (0·i·n¡ 1) の snakeにおける j番目 (0·j·mi ¡ 1)の制御点 vi;j =
(xi;j; yi;j)に注目する．制御点 vi;k, vi;j¡1間の距離 li;jを一定にするために，同一 snake上
における全ての隣接制御点間の距離の平均値 lave;iを次式により求める．
lave;i =
1
mi ¡ 1
mi¡2X
l=0
li;l (3.16)
li;j = jvi;j¡1 ¡ vi;jj (3.17)
図 3.18に示すように，vi;jの収束候補位置 v¤i;jと vi;j¡1, vi;j+1との各距離 l¤i;j, l¤i;j+1を用い
て収束位置を限定する．l¤i;jは次式で求められる．
l¤i;j =
¯¯¯
vi;j¡1 ¡ v¤i;j
¯¯¯
(3.18)
以下の条件を同時に満たし，かつ制御点の探索範囲においてエネルギが最小の位置を vi;j
の収束点とする．
l¤i;j < klave;i
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図 3.18: vi;jの収束位置の限定のための制御点間距離の考慮
Fig. 3.18: Consideration of a distance between control points
for limitation of the convergence position of vi;j
l¤i;j+1 < klave;i
ここで kは重み係数である．またこの拘束条件を利用するために，初期フレームにおいて
あらかじめ上記の条件を満たすこととする．
3.3.10 白線幅を考慮した拘束条件
本節では白線幅を考慮した拘束条件を提案する．また本研究では白線を追跡対象とし
ているため，白線の両エッジに対応した 2 本の snake間の距離が，道路交通法 [Kictec]で
定められた白線幅と同一であることが望ましいが，ノイズ等の影響により snake間の距離
が一定ではない．白線幅を考慮した手法として，エネルギ関数への応用が考えられるが，
前節と同様の議論により，収束点を限定する手法に着目する．
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この拘束条件を利用するためには，2本の snake間の距離を定義する必要がある．さて，
1本の snakeを構成する制御点数が等しい場合，前節で定義した拘束条件を用いることに
より，画像平面における白線の両エッジに対応したふたつの snakeにおける j番目の制御
点 vp;j, vp+1;j (p = 0; 2; 4; :::; n¡ 4; n¡ 2)は，白線の中心線に関して線対称に収束するこ
とが望ましい．そこで vp;j, vp+1;j でペアを作り，vp;j, vp+1;j を三次元道路平面に投影し
た制御点 v0p;j = (Xp;j; Zp;j), v0p+1;j = (Xp+1;j; Zp+1;j)の距離Dp;jが白線幅に対応するよう
な拘束条件を検討する．Snake間の距離Dp;jは次式で定義される．
Dp;j =
¯¯¯
v0p;j ¡ v0p+1;j
¯¯¯
(3.19)
白線の幅は道路交通法 [Kictec]で定められているため，白線の幅の最小値 Dmin, 最大値
Dmaxを用いて，v0p;jの収束可能範囲を限定する．図 3.19に示すように，以下の条件を満
たす範囲で v0p;jは収束可能とする．
Dmin · Dp · Dmax +Dth (3.20)
ここで画像端上を移動する主制御点のペア v0p;m¡2, v0p;m¡1を三次元空間に投影した場合，
それらの距離は実際の白線の幅より広くなり，他の副制御点にも影響があるため，Dthを
利用することで対応する．一方で消失点に近い制御点の場合，隣り合う画素の距離が三
次元道路平面では数 kmになり白線幅に比べ極めて大きくなるため，拘束条件の影響によ
り制御点が移動できないことが考えられる．そこで画像平面における制御点間距離 dp;jが
dmax画素以下である場合，条件 (3.20)ではなく，以下の条件を用いる．
dp;j < dmax (3.21)
dp;j = jvp;j ¡ vp;j+1j (3.22)
また条件 (3.20)では白線の幅に着目したが，地図情報に含まれる道路幅を適用することも
可能である．
ここで前節と同様に初期設定においてあらかじめ上記条件を満たす必要がある．そこ
で今回提案した拘束条件を，snakeの初期形状の決定に利用する．またこの条件を利用し
た場合，消失点付近の主制御点と画像端上の主制御点によって補完された制御点位置が異
なる snakeにおいて重なる場合がある．そこで初期位置における副制御点位置が重なる場
合，白線のエッジの対応する方向，すなわち右もしくは左方向に x軸と平行に p[pixel]移
動させる．
45
第 3章 道路環境認識
図 3.19: 三次元空間における v0p;jの収束可能範囲
Fig. 3.19: Available range of convergence of v0p;j in a 3D space
3.3.11 Snakeの初期位置決定法
本研究では道路エッジを追跡するために，二種類の制御点 (主制御点と副制御点)を用
いている．ここで主制御点には (a)画像端上，(b) 消失線上を移動するという拘束条件を
用いている．Snakeの初期位置決定の戦略として，始めに主制御点の位置を決定し，その
間を補完するように副制御点を配置する．以下に主制御点の位置決定法について述べる．
■ 画像端上を移動する主制御点
画像端上の主制御点の移動範囲は snakeに利用されているガウシアンフィルタのサイズ
によって決定される．画像端において画像の輝度値を横 (Dx = @@x)と縦 (Dy =
@
@y
)の両
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3.3. 道路エッジ追跡
方向について一階偏微分し，ピークの符号を考慮した画像エネルギを利用する．ここで
snakeの道路エッジ追跡に用いている画像エネルギでは，エッジから離れた制御点をエッ
ジ方向に移動させるために，大きなサイズのガウシアンフィルタを用いている．目的の
エッジの強度が高い場合には有効であるが，道路白線が遠方に存在する場合，画像上にお
いて白線の領域が小さいため，白線以外のノイズの影響を強く受ける．そのため初期位置
決定のためには，snakeに利用している画像エネルギとは異なるエネルギを利用する．
遠方に存在する白線のエッジを抽出するために，一階偏微分による結果の極大値，極小
値を用いる．画像端上における一階偏微分の結果にはノイズ等も存在するため，一様平滑
化フィルタを用いることにより対応する．画像端上を移動する主制御点のための画像エネ
ルギEE;x+～EE;y¡を示す．
EE;x+ (vi;j) =
8><>: FnDxI (vi;j) : DxI (vi;j) ¸ 00 : otherwise ; (3.23)
EE;x¡ (vi;j) =
8><>: FnDxI (vi;j) : DxI (vi;j) · 00 : otherwise ; (3.24)
EE;y+ (vi;j) =
8><>: FnDyI (vi;j) : DyI (vi;j) ¸ 00 : otherwise ; (3.25)
EE;y¡ (vi;j) =
8><>: FnDyI (vi;j) : DyI (vi;j) · 00 : otherwise : (3.26)
ここで Fn r, I は，それぞれ n £ n[pixel]のサイズを持つ一様平滑化フィルタの演算子，
グラジエント演算子及び画像の輝度値である．大きな強度を持つノイズの影響を軽減する
ために左右および下端におけるエネルギの各平均を計算し，各画像端において平均以上の
エネルギにおけるピークを主制御点の初期位置候補とする．主制御点の移動範囲と画像端
上におけるエネルギの関係を図 3.20に，初期位置候補の例を図 3.21に示す．
上記で得られた初期位置候補から初期位置を決定する．今回，同一進行方向における
複数走行車線において，最も外側に存在する道路白線のエッジを対象とする．以下，左側
の道路白線の両エッジに対応した主制御点の位置決定法を示す．左側の画像端において，
正と負の候補点P yl¡;n¡i, P yl+;m¡jに着目する．以下のふたつの条件を同時に満たす場合，
左側の道路白線のエッジのペアに対応した主制御点の初期位置として採用する．
yP yl+;m¡j < yP yl¡;n¡i (0 · i < n; 0 · j < m)
Wmin < yP yl¡;n¡j ¡ yP yl+;m¡i < Wmax
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EEx+
EEx–
EEy–
EEy+ EEy–
EEy+
x
y
: Average of an energy
: Moving range for master control points
図 3.20: 画像端上を移動する主制御点の移動範囲 (赤)とその端上におけるエネルギの関係
Fig. 3.20: The moving range (red) of the master control point on the margin of the image and
the relationship on the energies
ここで yP yl¡;n¡i , yP yl+;m¡j はP yl¡;n¡i, P yl+;m¡j の y座標値を示す．またWmin, Wmaxは
道路幅に対応したしきい値とする．さらに歩道付近に植えられた木などのノイズの影響
が考えられるため，i < NUM, j < NUMとする．ここでNUMは注目する候補の数であ
る．y方向に主制御点のペアが存在しなかった場合，x方向のペアをNUM個ずつ計算す
る．x方向において候補が存在しなかった場合は，左下端に主制御点のペアを強制的に配
置する．また右側の画像端では，左の画像端に対して正と負のピークの上下関係を入れ替
えて初期位置を決定する．
3.3.12 消失線上を移動する主制御点
消失線上を移動する主制御点は，前節で決定された画像端上を移動する主制御点を利用
する．本手法では車載されたジャイロからカメラの傾きが推定されているとし，消失線が
既知であると仮定する．画像端上の内側のふたつの主制御点と消失線上を移動する主制御
点の候補による三角形を形成したときの三角形内の輝度値の分散を利用する．候補点が消
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x
y
: Candidate with positive peak
: Candidate with negative peak
Pyl–, n–1
Pyl+, 0
Pyl–, 0
Pyl+, m–1 Px–, o–1
Px–, 0 Px+, 0
Px–, p–1
Pyr+, 0
Pyr–, 0
Pyr+, q–1
Pyr–, r–1
図 3.21: エネルギのピークを利用した初期位置候補の例
Fig. 3.21: An example of initial point candidates by using a peak of an energy
失点に近い場合，輝度値の分散が最も小さくなると考えられる．そこで三角形内の輝度値
の分散が最も小さい場合における候補点の位置を消失線付近を移動する主制御点の初期
位置とする．画像端上の内側のふたつの主制御点と消失線上を移動する主制御点による三
角形を用いた探索について図 3.22に示す．ここで道路白線領域の輝度値による影響を少
なくするために，輝度値がしきい値THW以上の画素は処理の対象外とする．副制御点は
消失線上を移動する主制御点と画像端上を移動する主制御点の間を補完して配置する．
3.4 遮蔽物による披隠蔽領域の補間
実写動画像中に周辺車輛や歩行者などの障害物が存在する場合，道路エッジが隠蔽さ
れるため追跡精度が低下する．そこで周辺車輛を検出し，障害物によって隠蔽された部分
（被隠蔽部分）を提示する戦略が求められる．関連研究として，静止画像中に存在するフェ
ンスなどの平行な障害物を検出し，検出部を捕間するという手法 [Suzuki]が Suzukiらに
よって提案された．この手法ではフェンスやネットなどの紐上の障害物に限定すること
により，幾何学的に問題を解いている．しかし車載カメラから得られる実写動画像には，
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x
y
Pv
Scan direction
: Moving range for master control points
図 3.22: 画像端上の内側のふたつの主制御点と消失線上を移動する主制御点による三角形
を用いた初期位置の探索
Fig. 3.22: The initial point search with the triangle by two inner master control points
on the image margin and a master control point around vanishing line.
フェンスなどの紐上の物体があまり存在しないため，今回の問題には適用できない．また
Yamashitaらはチルトカメラを用いた，画像中の水滴を除去する手法 [Yamashita]を提案
した．この手法ではレンズ中心と回転中心を定め，回転角度を指定しているため，この手
法を単純に適用することはできない．またChoiはオプティカルフローを用いた周辺車輛
の認識手法 [Choi]を提案したが，周辺の建物などの影響を受けやすいという問題があっ
た．Bensrhair らはステレオカメラを用いて前方車輛との距離を計算する手法 [Bensrhair]
を提案しているが，複数の車輛が存在する場合，それぞれの車輛について距離値を推定す
るため，被隠蔽部を補間するためには，それぞれの補間領域を距離値に基づいて補間す
る必要がある．本研究では，実写動画像及び，車速が既知であることを前提としている．
そのため図 3.23のように，搭載車輛が移動することにより，あるフレーム nにおいて遮
蔽物によって隠蔽された部分を，フレーム n+mを利用して補間する技術が利用できる．
補間画像のシミュレーションを図 3.24示す．
さて移動物体を検出する際に，ヒトは時間軸方向の視界の変化に基づいて知覚してい
ると考えられる．一方で道路平面や空などのテクスチャがほとんど変化しない場合に対し
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(a) フレーム n (a) フレーム n+m
図 3.23: 実写動画像における非隠蔽部分の移動
Fig. 3.23: A movement of a hiding object in an actual video
図 3.24: シミュレーションにおける補間画像
Fig. 3.24: An interpolating image in simulation
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ては，情報として重要視していない．これは空間方向に対してノイズ除去に対応している
と考えられる．以上の仮定に基づいて動画像における移動物体候補の検出法を提案する．
以下に提案アルゴリズムについて示す (図 3.25)．
1. 時間軸方向において隣接フレームとの差分をとる．
2. 差分から得られた，2n枚の差分フレームを時間軸方向に積分する．
3. その結果をグレースケール化する．
4. グレー画像を平滑化してノイズ除去を施す．
5. 二値化する．
6. 二値化画像をマスクとして，n番目の入力フレームとマスク処理を施すことにより，
移動物体の候補を算出する．
ここで時間軸方向で使用する 2n + 1枚の入力フレームの数と，平滑化するためのフィル
タサイズが実験結果に対して強く影響を及ぼす．第 5章でこれらについて議論する．
3.5 まとめ
本章では経路案内システムにおいて利用されている，あらかじめ用意された地図情報
などの静的な情報を補うために道路環境認識について検討した．ユーザを案内するため
の経路を確保するために，道路環境情報として道路エッジに着目し，特に，明瞭な道路白
線追跡について述べた．道路エッジ追跡に snake を利用し，交差禁止処理による収束点の
決定，消失点付近を移動する主制御点の探索位置の決定などの拘束条件を提案した．また
snake の初期位置決定法を提案し，自動化を目指した．また道路エッジ追跡の精度を向上
させることを目的とした，動画像中の披隠蔽領域の補間のための移動物体検出法を提案し
た．そこでは披隠蔽領域を検出し，t+ n時間後のフレームを用いて補間する．本章にお
ける提案手法は，第 5章で実験し，検証する．
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3.5. まとめ
図 3.25: 時間軸方向の微分と積分を考慮した移動物体候補の検出
Fig. 3.25: Extraction of a dynamic object candidate with integration and di®erentiation of
frames in a time axis
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第4章 ユーザの好みを考慮した情報提示
関連論文
[JART06]
[ISIG05, ISIG06]
4.1 はじめに
ユーザを円滑に目的地に到着させるために，ユーザが必要とする経路案内情報のみを提
示する必要がある．経路案内には目的地までの経路だけでなく，周辺の道路環境情報や建
物などの情報を提示する必要がある．しかしユーザによって必要な情報が異なる．そこで
本章ではユーザの好みを考慮した情報提示について検討する．まず経路案内に使用される
案内情報の関連情報を述べ，これまでに開発を進めてきた，AR技術を用いたカーナビ表
示画像に注目し，比較を行う．
4.2 経路案内情報
経路案内情報はユーザを円滑に目的地に到着させるために使用される．前章で述べた道
路環境情報全てをユーザに提示した場合，ユーザを混乱させる可能性が考えられる．その
ためユーザが必要とする情報のみを効果的に提示することが求められる．しかし，ユーザ
が必要とする情報はユーザごとに異なり，これはフルCGによるカーナビ表示と，実写画
像を利用したカーナビ表示による比較実験により示されている [JART06]．また表示画像
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だけでなく，音声案内，インタフェースやデバイスなどにも同様の概念が適用されると考
えられる．次世代の経路案内システムとして，あらゆるユーザに対してできるだけ有効な
経路案内であることが望ましい．そこで本研究ではユーザの必要とする情報をパラメータ
化し，ユーザが自由に設定できる機構を検討する．次節ではひとつのパラメータとして，
AR技術を利用したカーナビ表示画像における，CG道路に着目する．CG道路の表現の
変更を考察することにより，瞬時の視認性への影響を検討する．
4.3 経路案内表示画像における関連技術
4.3.1 現在のカーナビ表示
現在のカーナビ表示では，二次記憶媒体からの地図情報，GPSからの自車位置情報 (緯
度，経度)，ジャイロからの姿勢情報，自車速度情報などの入力情報に基づいて 2D-CG，
もしくは 3D-CGによる案内表示を提示している．高速道路のインターチェンジなどの
3D-CGによる案内表現が難しい場所における表示では，デザイナによるイラストを利用
して誘導している．しかし，郊外においては，利用頻度が低いため，詳細な道路幾何情報
を収集・解析していない．そのため，単純な案内表示を提示する場合が多い．郊外のカー
ナビ表示とそれに対応する実際の風景の例を図 4.1(a), (b)に再掲する．図 4.1(b)の実際の
風景では，左前方にマンションが存在するにも関わらず，図 4.1(a)のカーナビ表示では，
交番を示すランドマークしか表示されていない．この場合，実際の風景から交番の建物の
存在を知ることは難しく，同一の場所として知覚するための瞬時の視認性が極めて低くな
る典型例と考えられる．この問題は，現在の日本のカーナビメーカ約 20社の製品におい
てもほぼ同様の状況である．
4.3.2 AR 技術を利用した案内表示
ARとは，実写画像の対応位置に仮想物体を配置し，ユーザに周辺環境を知覚させるた
めの情報を提供する技術である [Azuma]．AR 技術を利用した誘導・案内として，カメラ
を付属したPDAやヘッドマウントディスプレイ (HMD: Head Mounted Display)を利用し
たシステムが提案されている [Tenmoku05, Terada02]．設備の設計図面や点検履歴などの
様々な情報を扱うプラント管理では，ICタグやマーカを使用し，AR技術により実写画像
の対応した位置に，設備の詳細な情報を付加して現場の保全員に提供している [Azuma]．
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4.3. 経路案内表示画像における関連技術
(a) 通常の表示
(b) 実際の映像
図 4.1: 実際の風景と対応したカーナビ表示 (再掲)
Fig. 4.1: An actual window scenery in a suburb and car navigation display images (shown
again)
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これにより使用設備のマニュアルの管理コストの削減が期待される．また，天目らや寺田
らは屋外の案内として，地図情報と位置情報を用いてカメラからの実写動画像の対応位
置に建物の情報を付加して案内する手法 [Tenmoku05, Terada02]を提案している．実際の
風景に対して注釈を用いることは視線移動が少なくなり，瞬時の視認性が向上すると考え
られる．さら赤穂らは車載カメラからの実写画像を用いたカーナビ表示における，交差
点までの距離に応じた経路案内表示法 [Akaho]を提案している．距離によって表示法を変
更することは，正確な経路案内のために必要であると考えられる．AR 技術を利用した案
内表示は，フルCGを利用した案内表示よりも実際の風景との対応付けがしやすいため，
瞬時の視認性が向上すると考えられる．
4.3.3 死角領域を考慮した表示法
カーナビ表示では，建物等の遮蔽物による死角領域の案内情報の提示も重要課題のひ
とつである．従来のカーナビでは，3D-CGによる建物を半透明表示することにより，死
角領域の案内情報を提示する方式も採用されている．津田らは複合現実感 (MR: Mixed
Reality)技術における死角領域の案内表示では，遮蔽物をワイヤーフレームで提示する
ことが有用であることを報告している [Tsuda05]．津田らの手法では，あらかじめ撮影さ
れた死角領域の映像のテクスチャを用いており，膨大な量の映像データが必要となるた
め，本システムに適用することは難しい．そこで本システムでは，死角領域の案内情報を
提示するために実写動画像上で遮蔽物に対して CG道路画像を被せて案内表示する方法
[JART06]を検討している．
4.3.4 AR表示のためのレイヤー構造
本表示方式におけるフレームバッファ1は，従来のカーナビ表示と同様に図 4.2, 図 4.3
に示すような 4層からなる以下のレイヤー構造を用いる．
(a) ユーザの好みによって変更される選択可能な付加情報
(b) 信号機や建物の名前を示すシンボル
(c) 道路幾何情報抽出結果に基づいたCGシーン
1表示部分のメモリとして使用される RAM
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図 4.2: レイヤー構造
Fig. 4.2: Layer structure
(d) カメラからの実写動画像
ここで上記は上層からのレイヤーを示している．本システムのような AR表示において，
レイヤー構造を用いることで，各レイヤーの表示・非表示の切り替えなどの操作・管理が
容易になる．
4.4 カーナビ表示画像におけるユーザの好みの比較
本節ではAR技術を利用したカーナビ表示において，ユーザが必要とする情報について
考察する．そこでカーナビ表示画像におけるCG道路に対して考察する．
4.4.1 道路表示における透過率
前節において，CG道路は実写動画像に存在する遮蔽物を隠蔽するために用いられるこ
とを示した．しかし事前調査 [JART06]によって以下の相反する意見が得られている．
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(a) Optional information
(b) Symbol
(c) CG road
(d) Real-time video
図 4.3: 4層のレイヤー
Fig. 4.3: Four layers
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Flat shading road
Synchronized road
(i–1)-th frame
i-th frame
図 4.4: 平坦な道路画像と車速に同期した道路画像
Fig. 4.4: Static and synchronized road rendering methods
(a) CG道路によって走行車や路上駐車車輌，歩行者などが表示されない方が良い
(b) CG 道路を合成せず案内情報や建物の情報のみの合成の方が良いという
この結果はCG道路の透過率®を可変とするこの有効性を示している．CG 道路を透過表
示するために，®ブレンドすることを検討する．背景画像をB, CG道路画像をRとした
とき，カーナビ表示画像Dは次式のようにBとRの透過率 0 · ® · 1による凸結合と
して決定される．
D = (1¡ ®)R+ ®B (4.1)
®の値を変更することにより，ユーザの好みに対応できることが期待される．
4.4.2 平坦な道路画像
CG道路のテクスチャを平坦にレンダリングし，テクスチャを移動させない，という表
示画像を用意する (図 4.4の右上段)．平坦な道路を利用することで，表示画像として情報
量を削減でき，瞬時の視認性の向上が期待される．さらにテクスチャを固定し，テクス
チャ移動によるユーザの混乱を軽減する．ここで道路画像は Phongの拡散面モデルによ
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図 4.5: テクスチャとして利用する道路画像
Fig. 4.5: A texture image for bump mapping for a CG road
るシェーディングを行い，都市名や時刻などを示すウィンドウはあらかじめ用意した画像
を単純インポーズする．
4.4.3 車速と同期したテクスチャを利用した道路画像
CG道路上に実際の道路のテクスチャを使用し，さらに車速と同期してテクスチャを移
動させることでリアリティを向上させる．単純なテクスチャを用いたバンプマッピング法
を利用してCG道路画像を生成する．バンプマッピング法とは，物体表面の法線ベクトル
に揺らぎを与え，光の反射方向を変化させてレンダリングする手法である．これにより実
際に凹凸のある物体を用意する必要がないため，少ない計算量で実現可能である．そこ
で 4.4.1節で使用した物体 (CG道路)を利用する．バンプマッピングを実現するためには，
ランダム関数とテクスチャを用いる手法が考えられる．そこで本研究では実際の道路を撮
影し，その画像をテクスチャとして利用する．図 4.5はバンプマッピングの法線ベクトル
を決定するためのテクスチャとして利用する道路画像を示す．各ピクセルに対応した法線
ベクトルは，テクスチャの輝度値の勾配で決定される．CG 道路のためのバンプマッピン
グによる色情報を得るための手法は，図 4.6で示される．ここで道路平面においてマッピ
ング画像は整列される．
実際の現象として，カメラを搭載している車輌が移動しているため，動画像中の道路の
テクスチャは，手前方向に移動している．そこでリアリティを向上させるためにマッピン
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4.5. まとめ
image plane
road plane
X
Z
O
bump image
図 4.6: パンプ画像からの色情報取得方法
Fig. 4.6: How to obtain a color by bump mapping for a CG road
グ画像を車輌の速度情報に基づいて仮想空間上で移動させる．車輌の速度情報を得るた
めには二つの戦略が考えられる．車輌本体からの検出もしくは動画像からの推定である．
動画像には他の車輌などのノイズや外乱が存在するため，正確に速度情報を検出すること
は難しい．そこで本研究では車輌本体，すなわちセンサから得られた情報を信頼してテク
スチャを移動させる．テクスチャを車輌の速度情報に基づいて移動させることによりリア
リティが向上し，瞬時の視認性の向上も期待される．本論文ではセンサから車速情報が得
られることを前提として，テクスチャを移動させる．経路案内表示画像に用いるウィンド
ウは，前節同様にあらかじめ用意した画像をインポーズする．ここで試作システムはエッ
ジ追跡結果に基づく簡易なAR表示画像の生成しかしておらず，経路案内機能は実装され
ていない．前節で上記のふたつの表示法の比較を次章の実験により検証する．
4.5 まとめ
本章ではユーザの好みを考慮した情報提示について述べた．具体例として，AR技術を
利用した経路案内表示画像におけるCG道路に着目した．簡易化したCG道路として，平
坦で固定したものを提示する．簡易化することによりユーザにとって必要でない情報の削
減が期待される．また逆のアプローチとしてリアリティを向上させるために，CG 道路に
実際の道路のテクスチャを利用し，そのテクスチャを車速情報に基づいて移動させる手法
を提案した．実際の現象に近づけることにより瞬時の視認性の向上が期待される．
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第5章 実験と考察
5.1 はじめに
本章では第 3章において提案した道路エッジ追跡法の有効性を検証するために，実写動
画像からの道路白線追跡実験を行う．実験には道路白線が存在し，他の走行車輌が存在し
ないシーンを用いる．提案手法の実験結果を定量評価し，提案手法の有効性を検証する．
また道路エッジ追跡の結果に基づいて，第 4章で提案した経路案内表示画像の比較を行う．
5.2 実験環境
共通の実験環境を以下に示す．
² Library: OpenCV ver. 1.0
² 画像サイズ: 640£480[pixel]
² G¾のサイズ: 51£ 51[pixel]，¾ = 17[pixel]
各 snakeの制御点数をm = 10，縦横がそれぞれ [¡5; 5]の p = 120の探索範囲を用いた．探
索範囲は [¡5; 5]£ [5; 5][pixel]とし，収束条件は全ての制御点の移動距離の平均値が1[pixel]
以下になったときとした．また消失線上を移動する，両道路端の snakeの主制御点位置を
統一した．ここで，実験には同じ動画像を用いているが，実験結果はフレームレートに依
存するため，初期フレーム以外は同一のシーンではない．実験では車内に設置したカメラ
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図 5.1: 車内に設置されたカメラ
Fig. 5.1: Camera on a vehicle
から時速 50[km/h]で走行中に撮影した動画像を利用す．CCDデジタルビデオカメラをセ
ダン型の車の助手席に設置した (図 5.1)．
5.3 Snakeの初期位置決定
本節では snake の初期位置決定法の有効性を検証する．まずは周辺車輌等のノイズが
存在しない三次元コンピュータグラフィクス (3D-CG) 画像 (図 5.2(a))に対する Snakeの
初期位置推定結果を図 5.2(b)に示す．また使用したエネルギ EE;x+～EE;y¡を図 5.2(c)～
(f)に示す．ここでエネルギの画像は [0, 255]で正規化し，赤線は主制御点が移動できる
範囲を示す．実験に使用した一様平滑化フィルタのサイズは 3£ 3[pixel]とし，Wmin = 2,
Wmax = 50, THW = 200, NUM = 2とした．画像端における初期位置候補リストを表 5.1
に，初期位置推定結果と目視による結果の比較を表 5.2に示す．図 5.2の入力動画像では，
目視による手入力と同じ位置に初期位置を設定することができた．同様に実写動画像に提
案手法を適用した結果，および初期位置候補リストと初期位置比較結果を図 5.3, 5.4, 表
5.3～5.6に示す．図 5.3における左側の道路白線に対応する主制御点は，歩道の影の位置
を初期位置として決定されている．これは提案手法では道路エッジの強度に依存してお
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5.3. Snakeの初期位置決定
(a) Input image (b) Set initial points
(c) EE;x+ (d) EE;x¡
(e) EE;y+ (f) EE;y¡
図 5.2: 3D-CG動画像と初期位置推定結果および各エネルギマップ (Ex+, Ex¡, Ey+, Ey¡)
(赤線上において主制御点が移動可能)
Fig. 5.2: A 3D-CG video, the estimation result of initial point, and each energy map (Ex+,
Ex¡, Ey+, Ey¡) (The red line: the master control points can move)
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表 5.1: 画像端の主制御点の初期位置の候補リスト (図 5.2)
Tab. 5.1: Candidate coordinate list of initial points of master control points on the end of
image (Fig. 5.2)
left end lower end right end
positive negative positive negative positive negative
( 25, 427) ( 25, 445) (614, 427) (614, 445)
表 5.2: 主制御点の初期位置の推定結果と目視による結果の比較 (図 5.2)
Tab. 5.2: Comparison between results of initial positions of master control points
by proposed method and author (Fig. 5.2)
master control point proposed method by author distance[pixel]
left white line
left ( 25, 427) ( 25, 427) 0.0
right ( 25, 445) ( 25, 445) 0.0
right white line
left (614, 445) (614, 445) 0.0
right (614, 427) (614, 427) 0.0
vanishing point (319, 241) (319, 241) 0.0
らず，また探索時の始めに左右の画像端に着目するためであると考えられる．図 5.4の結
果では，消失点に対応した主制御点の初期位置が，目視による位置と大きく離れている．
この原因として左側の snakeの初期位置が実際の道路白線より左側に存在し，輝度値の分
散を計算する際に路側帯と白線による白色領域の影響を強く受けているためであると考
えられる．図 5.3, 5.4の初期位置推定結果を利用した道路エッジ抽出結果の動画像の一部
を図 5.5に示す．
また，2.6節で述べた夜間における実験として，初期形状の設定結果を図 5.6に示す．実
験前の検討と同様に，大まかな初期形状を設定することができなかった．現在は画像の輝
度値にのみ注目しているため，色情報や領域情報，そしてダイナミックレンジの改善を考
慮する必要があると考えられる．
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(a) Input image (b) Set initial points
(c) EE;x+ (d) EE;x¡
(e) EE;y+ (f) EE;y¡
図 5.3: 実写画像 (その 1)と初期位置推定結果および各エネルギマップ
(赤線上において主制御点が移動可能)
Fig. 5.3: An actual video (No. 1), the estimation result of initial point, and each energy map
(The red line: the master control points can move)
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表 5.3: 画像端の主制御点の初期位置の候補リスト (図 5.3)
Tab. 5.3: Candidate coordinate list of initial points of master control points on the end
of image (Fig. 5.3)
left end lower end right end
positive negative positive negative positive negative
( 25, 264) ( 25, 259) ( 30, 454) ( 28, 454) (614, 278) (614, 254)
( 25, 382) ( 25, 280) ( 56, 454) ( 54, 454) (614, 305) (614, 303)
( 25, 453) ( 25, 372) (165, 454) (255, 454) (614, 320) (614, 320)
( 25, 413) (230, 454) (614, 325) (614, 340)
(614, 341)
The coordinates corresponding to positive and negative peaks in each row are not always pair.
表 5.4: 主制御点の初期位置の推定結果と目視による結果の比較 (図 5.3)
Tab. 5.4: Comparison between results of initial positions of master control points
by proposed method and author (Fig. 5.3)
master control point proposed method by author distance[pixel]
left white line
left ( 25, 382) ( 29, 454) 71.1
right ( 25, 413) ( 56, 454) 51.4
right white line
left (614, 340) (614, 342) 2.0
right (614, 325) (614, 342) 19.0
vanishing point (196, 254) (227, 254) 31.0
The hight for the vanishing line in the image is set by manual.
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(a) Input image (b) Set initial points
(c) EE;x+ (d) EE;x¡
(e) EE;y+ (f) EE;y¡
図 5.4: 実写画像 (その 2) と初期位置推定結果および各エネルギマップ
(赤線上において主制御点が移動可能)
Fig. 5.4: An actual video (No. 2), the estimation result of initial point, and each energy map
(The red line: the master control points can move)
71
第 5章 実験と考察
表 5.5: 画像端の主制御点の初期位置の候補リスト (図 5.4)
Tab. 5.5: Candidate coordinate list of initial points of master control points on the end
of image (Fig. 5.4)
left end lower end right end
positive negative positive negative positive negative
( 25, 291) ( 25, 290) ( 26, 454) ( 47, 454) (614, 321) (614, 305)
( 25, 302) ( 25, 298) ( 29, 454) ( 65, 454) (614, 329) (614, 310)
( 25, 406) ( 25, 411) ( 32, 454) ( 75, 454) (614, 340) (614, 337)
( 25, 441) ( 25, 422) ( 35, 454) ( 86, 454) (614, 346) (614, 358)
( 25, 436) ( 57, 454) ( 89, 454) (614, 354)
( 77, 454) (291, 454) (614, 398)
( 85, 454) (506, 454)
(215, 454) (530, 454)
(504, 454)
(529, 454)
(540, 454)
表 5.6: 主制御点の初期位置の推定結果と目視による結果の比較 (図 5.4)
Tab. 5.6: Comparison between results of initial positions of master control points
by proposed method and author (Fig. 5.4)
master control point proposed method by author distance[pixel]
left white line
left ( 25, 406) ( 54, 454) 56.1
right ( 25, 442) ( 76, 454) 52.4
right white line
left (614, 358) (614, 358) 0.0
right (614, 354) (614, 355) 1.0
vanishing point (361, 288) (248, 288) 113.0
The hight for the vanishing line in the image is set by manual.
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5.3. Snakeの初期位置決定
(a) 図 5.3の動画像 (b) 図 5.4の動画像
図 5.5: 初期位置推定結果を用いた道路エッジ追跡結果 (動画像の一部: 3フレーム目)
Fig. 5.5: Edge tracking result with the estimation result of initial points
(part of a video: frame 3)
図 5.6: 夜間の動画像における初期形状の誤設定
Fig. 5.6: Incorrect setting of the initial shape in night scenery
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5.4 比較実験
提案手法の有効性を検証するために白線を含む直線道路の実写動画像による実験を行っ
た．実験には画像サイズは 640 £ 480[pixel]とし，PowerPC G5 2.5[GHz] dual，メモリ
2.5[GB]の環境を用いた．各 snakeの制御点数は 10である．拘束条件に利用したパラメタ
は，k=1:5, Dmin;p=100, Dmax=200, Dth=310, dmax=2, p = 1である．図 5.7に以下の実験
結果を示す．
(a) 従来手法 (文献 [JIEICE06])
(b) 交差禁止処理 (文献 [JIPSJ07]) 及び (a)
(c) 同一 snakeにおける制御点間隔を考慮した拘束条件 (3.3.9節) 及び (b)
(d) 白線の幅を考慮した拘束条件 (3.3.10節) 及び (c)
ここで文献 [JIPSJ07]では交差禁止処理に関する拘束条件を定量評価をしていなかったた
め，(a)を従来手法として位置付ける．またそれぞれの拘束条件における抽出形状を主観
的に評価するために，似ている風景の実験結果を示した．
それぞれの実験結果の主観的評価を以下に示す．
(a) frame 10, 15の結果では，道路左側の白線の右エッジに対応した snakeが歩道を追跡
し，2本の snakeが交差している．これは白線と車道の輝度差に比べて，歩道とその
影の輝度差が大きいために生じたと考えられる．
(b) frame 6 の結果では，道路左側の 2本の snakeが歩道を追跡している．すなわち，交
差禁止処理の影響により，左エッジに対応する snakeの追跡精度が低下した．さらに
複数の制御点がある位置において密，もしくは疎になるという問題も確認された．
(c) 1 snakeにおける制御点間の距離に関する拘束条件を用いることにより，複数の制御
点がある位置において密になるという問題が解決された．しかしながら frame 6では
上記結果と同様に歩道を追跡しているという問題が確認された．
(d) frame 12 では，道路左側の 2本の snakeが正確に道路白線を追跡できていないが，白
線幅を考慮した相互作用によって歩道を追跡するという問題が改善された．しかし白
線幅を考慮することにより，遠方における道路白線を追跡するための 2本の snake間
の距離が極めて小さいことが確認された．
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5.4. 比較実験
frame 0 frame 5 frame 10 frame 15
(a) previous method
frame 0 frame 3 frame 6 frame 10
(b) Cross prohibition and (a)
frame 0 frame 3 frame 6 frame 9
(c) Constraint of constant distance on a snake and (b)
frame 0 frame 6 frame 12 frame 18
(d) Constraint of width of white line and (c)
図 5.7: 異なる拘束条件における実験結果
Fig. 5.7: Experimental results on di®erence condition of constraint
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5.5 追跡結果の定量評価
前節では，提案手法を目視判断により評価した．提案手法の有効性を定量的評価するた
めの評価方法を提案する．
5.5.1 評価方法
提案手法の有効性を定量的評価するための評価方法を以下に示す．道路の理想形状を表
すために手入力による白線の中心の抽出点を真値とした．真値の制御点数m = 20とし，
両道路端にそれぞれ 10ずつとした．真値と抽出点の点列の近さの尺度として収束誤差E
を定めて評価する．収束誤差Eは，式 (5.1), (5.2)に示すようにある抽出点 vE(i)から真
値による線分までの距離 e(i)の平均値として定義する．
E =
1
n
n¡1X
i=0
e(i) (5.1)
e(i) = min
0·j<m¡1
fD(vE(i); j)g (5.2)
ここで D(vE(i); j) は抽出点 vE(i)と隣接する真値 vT(j), vT(j+1)による各線分との距離
であり，次式より求められる．
D (vE(i); j) =
8>>>><>>>>:
jvE(i)¡vT(j)j : t<0
jvE(i)¡X(j; t)j : 0· t· 1
jvE(i)¡vT(j+1)j : 1<t
(5.3)
X(j; t) = vT(j) + (vT(j + 1)¡ vT(j))t (5.4)
t =
h(vT(j+1)¡vT(j)) ¢ (vE(i)¡vT(j))i
jvT(j + 1)¡ vT(j)j2
(5.5)
X(j; t)は vE(i)から vT(j)と vT(j+1)の線分に最も近い点である．tは長さのパラメータ
である．h¢iは内積を表す．消失線は見えないため，消失線近辺を移動する主制御点の評価
はしない．そのためnは消失線近辺を移動する主制御点を除く抽出点数であり，n = m¡2
とする．収束誤差Eが小さい程，抽出精度が高いことを示すが，理想形状及び抽出形状
を線分によって構成しているためEは 0になることはほとんどない．
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図 5.8: 真値と線分の距離 e
Fig. 5.8: Distance e between true point and segment.
5.5.2 評価結果
各実験の 10フレームの結果を提案した評価方法に基づく収束誤差，処理速度について
の定量評価をそれぞれ表 5.7(a), (b)に示す．ここで文献 [JIPSJ07]では白線における内側
と外側のエッジについて評価していたが，走行車線によって内側と外側の定義が変更され
るため，白線における右側と左側のエッジを評価した．最も良好な結果に対して二重下
線，二番目に良好な結果に対して一本の下線を引いた．
収束誤差において，(d) の結果が最も良好であることが示された．これは目視による主
観的評価で述べたように，歩道における画像エネルギの影響が少なかったためであると考
えられる．一方処理時間に関しては，(a), (b),(c) の結果に比べ，(d) の結果では約 2倍速
度が向上した．これは収束可能範囲を限定することにより，探索時間が短縮されたためで
あると考えられる．
実験において snake のパラメータは試行錯誤して手入力により決定している．Snake の
パラメータ決定は抽出形状を決定するために重要な項目であり，極めて難しい [Sakaguchi]．
八木らは手入力による真値に基づいてパラメータチューニングを行い，准最適パラメータ
を算出した．道路状況によってパラメータを動的に変更できる手法の提案が今後の課題で
ある．
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表 5.7: 実験結果の比較 (10フレームの平均)
Tab. 5.7: Comparison between experimental results (means in 10 frames).
(a) Convergence error [pixel]
Side of a road Left Right
MeanEdge of a white line Left Right Left Right
(a) Previous method 6.96 18.60 12.15 12:00 12.43
(b) Cross prohibition and (a) 15.68 20.33 14.37 14.36 16.20
(c) Constraint of constant distance on a snake and (b) 11:72 13:20 9:68 13.51 12.03
(d) Constraint of width of white line and (c) 12.49 10.97 6.49 10.60 10.14
Double underline: best, single underline: second
(b) processing speed
fps
(a) Previous method 1.42
(b) Cross prohibition and (a) 1.29
(c) Constraint of constant distance on a snake and (b) 1.43
(d) Constraint of width of white line and (c) 3.01
5.6 移動物体候補の検出
3.4節で提案したアルゴリズムに基づいて移動物体検出実験を行う．実験環境は 2£2
GHz Dual-Core Intel Xeon, Memory 3GB, MacOS X ver. 10.5.4, 640£480 [pixel], 30[fps]
におけるオフライン処理，とした．空間方向のノイズ除去にガウシアンフィルタを用い
た．また，車速は時速約 50[km/h]ここでパラメータとして用いるのは，フレーム数 nと
ガウシアンフィルタのフィルタサイズmである．それぞれのパラメータについて独立に
評価するために，始めにm = 11として 2nの値を変更した実験を行う．実験結果を図 5.9,
図 5.10に示す．図 5.9の結果では，nの値が小さい場合，車輌の移動に対応した領域が小
さいため，車輌全体を検出できていない．その一方で，木などの静的な物体もフレーム間
で移動しているため，移動物体として検出された．また nの値を大きくした場合，物体
が移動する領域が大きくなるため，車輌全体を検出することができた．しかし，上記と同
様の問題として，静的物体の検出が挙げられる．さらに複数の木が存在する場合におい
ても，それぞれを独立して検出できていないため，今後の課題として，動的物体のみを検
出するために，静的・動的物体の識別のための領域分割が求められる．領域分割をするた
めには，動的物体の候補の領域を包含していることが望ましい．そこで上記の考察からn
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表 5.8: 積分するフレーム数による処理時間の比較 (m=11)
Tab. 5.8: The comparison between processing time with di®erent frame numbers (m = 11)
2n 4 10 20 30
fps 8.65 6.46 5.95 5.77
fps: frames per second
表 5.9: ガウシアンフィルタのサイズによる処理時間の比較 (2n=10)
Tab. 5.9: The comparison between processing time with di®erent Gaussian sizes (2n = 10)
m 3 11 21 31
fps 6.82 6.46 6.22 5.90
fps: frames per second
の値を大きくすればよいが，フレーム nと現在のフレーム 2nにタイムラグが存在するた
め，経路案内システムとして表示するときに現在とかけ離れた表示画像を提示しなければ
ならない．そこで積分するためのフレーム数は処理時間によって許容範囲が決定される．
実際のシステムとして実装するためには，処理時間について考慮しなければならない．そ
こでパラメータを変更して処理時間を計測する．処理時間の比較結果を表 5.8, 5.9に示す．
積分するフレーム数を大きくした場合，処理時間の低下が確認された．さて，現在のカー
ナビ表示の描画速度として 2{5[fps] が要求されている．実験結果では 5[fps]以上の結果が
得られているが，この結果を利用して動的物体の検出をしなければならない．またハー
ドウェア化することにより高速化することも検討しているが，動的物体を検出するために
はフレーム nとフレーム 2nにタイムラグが必要であるという逆問題が生じる．よってフ
レーム数ではなく，物体検出に必要なタイムラグの考察が求められる．
上記で述べたように動的物体のみを検出するためには，領域分割が必要である．しかし
動的物体の領域において画素値の変化が小さい場合，動的物体候補として検出されない．
すなわち動的物体の領域に非動的物体候補の領域が存在する．図 5.11に動的物体の候補
領域を示す．図 5.11(a)のように，非移動物体の候補領域が大きい場合，知識なしで動的
物体として検出することは極めて難しい．図 5.11(b)では，非移動物体の候補領域が小さ
いため，ノイズ除去により対応することができる．今後の課題として，動的物体の領域に
おける，非移動物体の候補領域を考慮した領域分割の検討が挙げられる．
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(a) 2n = 4
(b) 2n = 10
(c) 2n = 20
(d) 2n = 30
図 5.9: 積分するフレーム数の違いによる実験結果の比較 (m = 11)
Fig. 5.9: The comparison of experimental results with the di®erent frame numbes (m = 11)
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(a) 2n = 4
(b) 2n = 10
(c) 2n = 20
(d) 2n = 30
図 5.10: ガウシアンフィルタのサイズの違いによる実験結果の比較 (2n = 10)
Fig. 5.10: The comparison of experimental results with the di®erent Gaussian ¯lter sizes
(2n = 10)
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(a) 非移動物体の候補領域が大きい例
(b) 非移動物体の候補領域が小さい例
図 5.11: 動的物体の候補領域
Fig. 5.11: Region candidates of dynamic objcects
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表 5.10: 道路の透過率の変化によるユーザの支持
Tab. 5.10: The number of supported persons with di®erent values of ®
Permeability ® 0.0 0.5 1.0 Total
Supported persons 2 4 4 10
5.7 道路表示における透過率に関するアンケート
CG道路の透過率に対する個人差を調査するために，CG道路の透過率が異なる画像を
被験者 10名 (男性 9名，女性 1名，平均 24.4歳)に対してアンケートを行った．本実験で
使用した画像は図 5.12に示すように．® 2 0:0; 0:5; 1:0と対応する 3種類である．アンケー
ト結果を表 5.10に示す．アンケート結果により，カーナビ表示に対する瞬時の視認性に
おいて，少数サンプルではあるが個人差が生じることが確認された．すなわち CG 道路
の透過率を固定値にするのではなく，つまみなどにより，ユーザが自在に変更できるよう
にして対応することが望ましいと考えられる．本表示方式には本節のような直接目視可能
な物体の隠蔽表示と 4.4.3節で述べたような死角領域に対する案内表示の相反する問題が
存在する．ユーザによってカーナビ表示に対する感覚的な受容性が異なるため，選択的に
表示・非表示を決定できることが今後の課題である．
5.8 白線追跡結果に基づく表示画像の生成
次世代カーナビの試作システムによる実験を行う．明瞭な道路環境情報として道路白線
に着目し，CV技術による道路環境情報の抽出には提案手法による道路両端白線の両エッ
ジ追跡法を使用する．情報提示法として，(a) 表面が平坦な 3D-CG 道路，(b) 車速と同期
してテクスチャが移動する 3D-CG 道路，を用いた二種類のAR 表示画像 [ISIG06]を用い
る．都市名や時刻などを示すウィンドウにはあらかじめ用意した画像を使用した．ここで
試作システムはエッジ追跡結果に基づく簡易なAR 表示画像の生成しかしておらず，経路
案内機能は実装されていない．画像サイズは 640£480[pixel]とし，PowerPC G5 2.5[GHz]
dual，メモリ 2.5[GB]の環境で行う．図 5.13に道路エッジ追跡結果 (上段)とAR表示画像
(中段，下段)を示す．それぞれのAR表示画像を生成するための 1フレーム当たりの処理
時間は，0.379[s](2.63[fps]), 0.346[s](2.89[fps]) であった．ここで道路エッジ追跡に 0.239[s]
(全体の約 66%) 費やしているため，道路エッジ追跡の高速化が望まれる．
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12:58
20 min. to go Yahatanishi-ku Kitakyushu
Mitsusadadai
Approx.  50m
西日本シティ銀行
View Police
(a) ® = 0:0
12:58
20 min. to go Yahatanishi-ku Kitakyushu
Mitsusadadai
Approx.  50m
西日本シティ銀行
View Police
(b) ® = 0:5
12:58
20 min. to go Yahatanishi-ku Kitakyushu
Mitsusadadai
Approx.  50m
西日本シティ銀行
View Police
(c) ® = 1:0
図 5.12: CG道路の透過率の変化の例
Fig. 5.12: Examples of CG road with di®erent values of ®
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(a) frame 1 (b) frame 2 (c) frame 3 (d) frame 4 (e) frame 5
図 5.13: CV技術による道路エッジ追跡結果を用いたAR技術に基づく表示画像
(上段: 道路エッジ追跡結果，中段: 平坦な 3D-CG道路，
下段: テクスチャを車速同期した 3D-CG道路)
Fig. 5.13: AR-based rendered images with the road edge tracking result with the CV technique
(upper row: road edge tracking result, middle row: °at 3D-CG road,
lower row: texture 3D-CG road synchronizing car velocity)
5.9 経路案内情報に基づくパラメータ
認識した全ての道路環境情報を提示することは瞬時の視認性の低下やユーザの混乱を招
く可能性が考えられる．すなわちユーザの必要とする情報のみを提示することが望まれる
が，ユーザの好みによって求められる情報が異なると考えられる．そこでユーザの好みを
考慮した情報提示法について考察する．二種類のAR表示画像に対する著者らの主観評価
の結果，平坦な 3D-CG道路を用いた場合は，シンプルでわかりやすいがリアルティが低
く，一方テクスチャを車速同期させた場合は，平坦な 3D-CG道路よりもリアリティが高
くなるが，テクスチャがノイズとして知覚される可能性がみいだされた．そこで本研究で
は情報提示法をパラメータによってユーザが自由に変更できる機構を想定する (図 5.14)．
すなわちAR表示画像におけるリアリティに対応したパラメータ®の値を 1に近づける程
フォトリアルになり，0に近づける程シンプルになる．®の概念を導入することで，膨大
な種類のAR表示画像生成法をあらかじめ用意しなくてよく，またユーザ毎に瞬時の視認
性が高い表示画像を提供できると考えられる．3D-CG 道路に適用可能なパラメータの例
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図 5.14: AR表示における直感的経路案内のリアリティパラメータの例
Fig. 5.14: An example of reality parameter corresponding to intuitive route guidance in an
AR-based rendered image
を以下に示す．
² 道路の透過度の調整
² 障害物の隠蔽の有無
² 道路の色
² 死角における道路表示
ユーザに提示する情報に対応した多くのパラメータを利用することで円滑な経路案内を
することができる可能性があるが，そのユーザが理想とする情報提示にたどり着くまでに
手間と時間が必要であると考えられる．そこでパラメータ間の相互作用の調査や，ユーザ
に提示するパラメータの選択方法の検討は今後の課題である．
5.10 まとめ
本章では道路両端白線の両エッジ追跡のための snakeの拘束条件の定量的評価を行った．
目視による主観評価，収束誤差，処理速度による定量評価において，全ての拘束条件の組
み合わせによる結果が最も良好であった．Snakeの相互作用のための拘束条件として，道
路幅一定モデルが考えられるが，車線数などの影響が考えられるため，地図情報による利
用が望まれる．今回の定量評価により，直線道路の道路両端白線の両エッジ追跡のロバス
ト性が向上された．
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6.1 本研究の成果
本論文では，次世代の経路案内システムを構築するための道路環境情報の認識，特に道
路エッジ追跡について述べた．道路エッジとして明瞭である，道路白線に注目した．道路
エッジ追跡のためにKassらによって提案された snakeを改良し，4本の道路エッジに対応
した 4本の snakeを用いて同時に追跡する手法を提案した．従来手法では道路エッジの輝
度値のみに注目していたため，ノイズや中央分離帯を追跡してしまう問題点が存在した
が，道路白線形状を考慮した拘束条件を導入することにより，抽出精度ロバスト性を向上
させた．提案手法で利用している snakeは動的輪郭モデルのひとつであり，自由に拘束条
件・エネルギを追加することが可能である．これまでにいくつかの snakeを利用した物体
抽出に用いられた拘束条件・エネルギを追加することで，道路エッジ追跡精度やロバスト
性の向上が期待される．
道路エッジ追跡に用いる実写動画像には，歩行者や周辺車輌などの障害物が存在する．
動画像におけるその障害物の領域を動画像解析によって補間するための，移動物体候補検
出法を提案した．提案手法では，木や建物などの静的な物体と，周辺車輌などの動的な物
体において，動画像において画素間で変化が大きいものだけを検出できる．今後の課題と
して動的な物体のみを検出するための手法の提案が望まれる．また次世代の経路案内シ
ステムにおける重要課題としての経路案内提示法について述べた．そこではAR表示画像
における関連技術を考慮して，ユーザの好みを考慮した経路案内提示について言及した．
ユーザの好みに対応したパラメータを，ユーザが自在に選択できるようにすることで，で
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きる限り多くのユーザに対して瞬時の視認性が高い経路案内を提示することができると
いうことが示唆された．本研究は経路案内システム開発者のための道路環境情報の収集・
CG化作業，ユーザのための瞬時の視認性の高い表示，円滑な誘導において効果的であり，
ITSの高度化に寄与すると考えられる．また，リアルタイム性を考慮して，災害時におけ
る経路確保などへの応用も期待される．
6.2 今後の課題
提案システムを実用化するためには本論文の内容だけでは充分ではない．そこで以下に
実用化のための今後の課題を述べる．
6.2.1 動画像以外の利用
提案手法は動画像の情報のみを使用しているが，今後の課題として動画像情報以外の情
報の利用が望まれる．特に地図情報は前方の道路環境を予測するために有用な情報である
といえる．すなわち地図情報には道路形状以外に，建物や信号，車輌の進行方向などの情
報が格納されている．この情報を利用して，環境認識モデルの初期形状として応用するこ
とで効率化を図る．
6.2.2 通信技術の利用
自車からの情報だけでなく，車車間通信やネットワーク技術を用いて披隠蔽領域の情報
を補完する技術が求められる．また他車輌において抽出された道路環境情報を利用するこ
とができれば，自車輌における道路環境情報の抽出精度の向上が期待される．また地図情
報のリアルタイム更新への利用も期待される．車車間通信によると道路環境情報の共有と
その応用について図 6.1に示す．
6.2.3 交差点などの他のトポロジへの対応
本論文で対象とした道路形状は，直線道路を想定していた．しかし地方道路や高速道路
を含む一般道では，交差点や丁字路，ジャンクションなどが存在する．提案手法ではこれ
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図 6.1: 車車間通信による環境情報の共有とその応用
Fig. 6.1: Environment information sharing with inter-vehicle communication and its
application
らの形状に対応するモデルを検討していたが，実装には至っていない．提案手法における
トポロジモデルを変更し，交差点などの道路形状に対応することが今後の課題である．
6.2.4 道路白線以外のエッジ抽出
実際の道路シーンには道路白線以外にも多くの道路エッジが存在する．また道路シーン
によっては道路エッジが存在しない．Frankらは白線などのレーンが存在しない道路エッ
ジに対応した抽出法 [Franke]を提案した．道路エッジは画像上の変化を示すため微分情報
に対応しているといえる．それに対してこの手法では道路領域に着目しており，すなわち
積分情報に対応している．本来人間は微分積分の両者を利用して走行レーンを認識してい
ると考えられる．そこで今後の道路エッジ追跡にはその両者の性質を考慮する必要がある
と考えられる．
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