Abstract: In this paper, we give the complete structures of the equivalence canonical form of four matrices over an arbitrary division ring. As applications, we derive some practical necessary and sufficient conditions for the solvability to some systems of generalized Sylvester matrix equations using the ranks of their coefficient matrices. The results of this paper are new and available over the real number field, the complex number field, and the quaternion algebra.
Introduction
The singular value decomposition (SVD) is not only a basic approach in matrix theory, but also a powerful technique for solving problems in such diverse applications as signal processing, statistics, system and control theory and psychometrics (e.g., [8] , [14] , [28] , [29] , [30] , [33] ). To solve various problems, people have already extended the SVD method to a set of matrices instead of a single matrix (e.g., [1] - [9] , [16] - [18] , [20] , [21] , [22] , [32] , [34] , [35] , [47] , [51] ).
Matrix decomposition over an arbitrary division ring is an important part of matrix theory and division ring theory. Since the commutative law of the multiplication does not hold over an arbitrary division ring, the results of matrix decompositions over an arbitrary division ring have not been more fruitful so far than those over fields. Wang, van der Woude, and Yu [34] proposed an equivalence canonical form of a matrix triplet This research was supported by the grants from the National Natural Science Foundation of China (11571220) and the Natural Sciences and Engineering Research Council of Canada (NSERC) (RGPIN 312386-2015 Zhang) over an arbitrary division ring with the same number of columns.
We in this paper investigate the equivalence canonical form of four matrices
where A(m × p), B(m × q), C(s × p) and D(t × p) are arbitrary general matrices over an arbitrary division ring F. In the matrix array (1.2) with four matrices, the matrices A and B have the same number of rows, meanwhile A, C and D have the same number of columns. Note that the matrix triplet (1.1) is a special case of (1.2).
In 2012, Wang, Zhang and van der Woude [35] gave an equivalence canonical form of the general matrix quaternity (1.2) over F. They proved how to find nonsingular matrices M, P, Q, and S such that M AP = S a , M BQ = S b , SCP = S c , T DP = S d .
( 1.3)
The matrices S a , S b , S c , S d are quasi-diagonal matrices, their only nonzero blocks being identity matrices (see [35] ). 9) r θ = r 1 − r 5 − r 10 − r 13 − r 14 , r π = r 2 − r 4 − r 8 − r 12 , (1.10)
(1.12)
(1.14)
17)
The theorem mentioned above is important to matrix theory. However, so far, the explicit expressions of r 8 , r 9 , r 10 , r 11 , r 12 , r 13 , and r 14 have not been given except for giving the relations among r 8 , r 9 , r 10 , r 11 , r 12 , r 13 , and r 14 in [35] . Clearly, we only find the explicit expressions of r 8 , r 9 , r 10 , r 11 , r 12 , r 13 , and r 14 , the equivalence canonical form of the general matrix quaternity (1.2) is complete. The main aim of this paper is to give the complete equivalence canonical form of the matrix quaternity (1.2) in terms of the ranks of the matrices A, B, C, and D. In order to solve this challenging problem, we need to construct some more complicated block matrices and investigate their relationships. Another motivation of this paper is that by the complete equivalence canonical form of the general matrix quaternity (1.2), we investigate some practical solvability conditions for the following two systems of generalized Sylvester-type matrix equations 20) where A, B, C, D, E, F, G, H, Φ, Ψ, and Ω are given matrices over an arbitrary division ring. Note that the system (1.19) and (1.20) contain the classical matrix equations
as a special case. Some non-interacting control problems can be transformed into the system (1.21) (see, [46] ) which was further investigated recently in [19] . Matrix equations have been one of the main topics in matrix theory and its applications. There have been many papers using different approaches to investigate the matrix equations (e.g., [10] - [13] , [15] , [23] - [27] , [31] , [36] - [46] , [48] - [50] , [52] ). The remainder of the paper is organized as follows. In Section 2, we give the explicit expressions of r 8 , . . . , r 14 in Theorem 1.1. In Section 3, as applications of the main results in Section 2, we derive some necessary and sufficient conditions for the solvability to the systems (1. 19) and (1.20) by using the ranks of the given matrices. The conditions presented in this paper are simpler and practical comparing with the solvability conditions given in [35] . Here we only need to check whether these rank conditions hold or not. Moreover, some solvable conditions are given for Hermitian solutions to some systems of matrix equations over a division ring with an involution.
Throughout this paper, we denote the set of all m × n matrices over F by F m×n , the set of all n × n invertible matrices over F by GL n (F). Let A ∈ F m×n , the symbols I, C(A), R(A) and dimR(A) stand for the identity matrix, the column right space of A, the row left space of A and the dimension of R(A), respectively. It is well-known that dimR(A) = dimC(A), which is called the rank of A and denoted by r(A). The symbol A * stands for the conjugate transpose of A over an arbitrary division ring with an involutive anti-automorphism " * ".
2. The explicit expressions of r 8 , . . . , r 14 in Theorem 1.1
In this Section, we consider the explicit expressions of r 8 , . . . , r 14 in Theorem 1.1, which is a challenging problem in [35] .
Theorem 2.1. Consider the equivalence canonical form of the general matrix quaternity (1.2), where A ∈ F m×p , B ∈ F m×q , C ∈ F s×p and D ∈ F t×p are arbitrary general matrices over an arbitrary division ring F. Then the explicit expressions of r 8 , . . . , r 14 that appear in Theorem 1.1 are given by:
Proof. Note that we can not derive the explicit expressions of r 8 , . . . , r 14 from the equalities in (1.15)-(1.18). In order to solve this problem, we need to construct some more complicated block matrices and investigate some relations. We construct the following three block matrices:
We now turn our attention to the ranks of the above three block matrices. We want to give the ranks of these matrices in terms of r 1 , . . . , r 14 , r π , r θ . Upon computations, we obtain
r(B) − r 2 + r 3 + 2r 4 + 2r 5 + r 6 + r 7 + 2r 8 + r 9 + 2r 10 + r 12 + r 13 + r 14 + r π + r θ , Similarly, we can obtain the corresponding results about the matrix array:
where E ∈ F p 1 ×m 1 , F ∈ F p 1 ×s 1 , G ∈ F p 1 ×t 1 , and H ∈ F q 1 ×m 1 .
, and T 1 ∈ GL t 1 (F) such that
where 
Solvability conditions for the systems of matrix equations
One of important applications of the simultaneous decompositions discussed in Section 2 is to investigate some systems of matrix equations. In this section, we consider several systems of generalized Sylvester matrix equations over F. Furthermore, assume that F has an involutive anti-automorphism " * ", Hermitian solutions for the systems (3.37), (3.38), (3.43) , and (3.44) are discussed.
We first consider the following system of generalized Sylvester matrix equations (1.19) over F.
Theorem 3.1. The system of matrix equations (1.19) is consistent if and only if the following rank equalities hold:
Proof. =⇒: Let (X 0 , Y 0 ) be a common solution to the system of matrix equations (1.19) , that is
(3.12)
Now we want to show that the rank equalities in (3.1)-(3.11) hold using the matrix equations (3.12) and elementary matrix operations.
• For the rank equalities in (3.1)-(3.3). Observe that
Similarly, we can prove the other seven rank equalities in (3.1)-(3.3).
• For the rank equalities in (3.4)-(3.10). Observe that
Similarly, we can prove the other eight rank equalities in (3.4)-(3.10).
• For the rank equality (3.11). Observe that 
⇐=: It follows from Theorem 2.1 and 2.2 that the system of matrix equations (1.19) is equivalent to the system of matrix equations
14)
where the block rows of (Φ ij ) 14×14 , (Ψ ij ) 10×10 , and (Ω ij ) 10×10 are the same as the block rows of S a , S c , and S d , the block columns of (Φ ij ) 14×14 , (Ψ ij ) 10×10 , and (Ω ij ) 10×10 are the same as the block columns of S e , S f , and S g . Then it follows from (2.6), (2.7), (3.14), and (3.15) that 
16)
) 
. . .
Similarly, it can be found that
Remark 3.2. Wang, Zhang, and van der Woude [35] gave some necessary and sufficient conditions for the existence of the general solution to (1.19) using the submatrices of (Φ ij ) 14×14 , (Ψ ij ) 10×10 , and (Ω ij ) 10×10 . The conditions presented in Theorem 3.1 are more straightforward than the conditions in [35] . We only need to check whether these rank equalities in (3.1)-(3.11) hold or not.
Next we assume that F stands for an arbitrary division ring with an involutive anti-automorphism " * ", and the characteristic of F = 2. Now we consider the following two systems:
and
where X and Y are unknowns and the others are matrices over F with compatible dimensions.
Theorem 3.3. Given A ∈ F m×p , B ∈ F m×q , C ∈ F s×p , D ∈ F t×p , Φ = Φ * ∈ F m×m , Ψ = Ψ * ∈ F s×s , and Ω = Ω * ∈ F t×t . The system of matrix equations (3.37) has a pair of Hermitian solution (X, Y ) ∈ F p×p × F q×q if and only if the ranks satisfy:
Proof. We first prove that the system of matrix equations ( 
is a pair Hermitian solution of (3.37). We can derive the solvability conditions to the system of matrix equations (3.37) by Theorem 3.1.
and Ω ∈ F s×t be given. The system of matrix equations (3.38) has a pair of Hermitian solution (X, Y ) ∈ F p×p × F q×q if and only if the ranks satisfy:
Proof. The proof is similar to the proof of Theorem 3.3.
In the last part, we investigate another type of generalized Sylvester matrix equations (1.20). 
Proof. It follows from Theorem 2.1 and Theorem 2.2 that the system of matrix equations (1.20) is equivalent to the system of matrix equations 42) where the block rows of (Φ ij ) 14×14 , (Ψ ij ) 10×10 , and (Ω ij ) 10×10 are the same as the block rows of S a , S c , and S d , the block columns of (Φ ij ) 14×14 , (Ψ ij ) 10×10 , and (Ω ij ) 10×10 are the same as the block columns of S e , S f , and S g . Using the similar approach in the proof of Theorem 3.1, we can obtain the solvability conditions to the system of matrix equations (1.20).
As corollaries of Theorem 3.5, we give the solvability conditions to the following systems over F with an involutive anti-automorphism " * " and the characteristic of F = 2:
where X and Y are unknowns and the others are matrices over F with compatible dimensions. is a solution of (3.43). We can derive the solvability conditions to the system of matrix equations (3.43) by Theorem 3.5.
Similarly, we can give the solvability conditions to the system of matrix equations (3.44) as follows.
Theorem 3.7. Let A ∈ F m×p , B ∈ F m×q , C ∈ F s×p , D ∈ F p×t , Φ = Φ * ∈ F m×m , and Ω ∈ F s×t be given. The system of matrix equations 
Conclusion
We have presented all the dimensions of identity matrices in the equivalence canonical form of four matrices over an arbitrary division ring F with compatible sizes: A ∈ F m×p , B ∈ F m×q , C ∈ F s×p , D ∈ F t×p , which is a challenging problem proposed in [35] . Using the complete equivalence canonical form, we have derived some necessary and sufficient conditions for the existence of the general solutions to the systems (1.19), (1.20) , and (3.37)-(3.44) in terms of ranks of the given matrices.
Note that the real number field, the complex number field, and the real quaternion algebra are special cases of an arbitrary division ring F. Hence, all the results in this paper are also valid over the real number field, the complex number field and the real quaternion algebra.
