Abstract. Let L be a degree-2 L-function associated to a Maass cusp form. We explore an algorithm that evaluates t values of L on the critical line in time O(t 1+ε ). We use this algorithm to rigorously compute an abundance of consecutive zeros and investigate their distribution.
Introduction
In [2] , the first author presented an algorithm for the rigorous computation of L-functions associated to automorphic forms. The algorithm is efficient when one desires many values of a single L-function or values of many L-functions with a common Γ-factor. In this paper, we explore the prototypical case of a family of L-functions to which that does not apply, namely Maass cusp forms in the eigenvalue aspect.
As described in [2, §5] , one of the main challenges when computing L-functions is the evaluation of the inverse Mellin transform of the associated Γ-factor. Rubinstein [16] describes an algorithm based on continued fractions that performs well in practice, but for which it seems to be very difficult to obtain rigorous error bounds. On the other hand, the algorithm in [2] , following Dokchitser [7] , uses a precomputation based on simpler power series expansions that are easy to make rigorous; it works well for motivic L-functions of low weight, but suffers from catastrophic precision loss when the shifts in the Γ-factor grow large, as is the case for Maass forms.
A well-known similar problem occurs when one attempts to evaluate an L-function high up in the critical strip. Rubinstein, following an idea of Lagarias and Odlyzko [12] , has demonstrated that this can be dealt with effectively by multiplying by an exponential factor to compensate for the decay of the Γ-factor; specifically, for a complete L-function Λ(s) of degree d, one works with e −iθs Λ(s) for a suitable θ < πd/4. This idea can be made to work for general L-functions, including those associated to Maass forms (albeit with the problems related to precision loss noted above, if the Γ-factor is not fixed), and Molin [13] has worked out rigorous numerical methods in quite wide generality.
For the specific case of Maass cusp forms, Vishe [19] (see also [8] ) has shown that the "right" factor to multiply by to account for the variation in both t and the Γ-factor shifts is not the exponential function e −iθs , but rather the hypergeometric function Since f is holomorphic and vanishes in the cusp, we can change the contour of integration from (0, ∞) to e iθ (0, ∞) for some θ ∈ (−π/2, π/2); writing y = e iθ u for u ∈ R, we obtain Since f is no longer holomorphic in this case, we cannot simply rotate the contour in this expression, but we are free to start with the rotated integral
du u and try to relate it back to Λ(s). As we show in §2, this can be done, and the two are related essentially by the factor (1.1) .
We analyze this strategy in greater detail in §2, but the upshot is that to compute Maass form L-functions for a wide range of values of r and t, it suffices to compute f (ie iθ u) for suitable values of θ and u. In turn, using modularity to move each point to the fundamental domain, the problem reduces to computing the K-Bessel function K ir (y) for various r and y. Fortunately, that is a problem that underlies all computational aspects of Maass cusp forms and has been well studied; see, for instance, [3] .
Numerical results. In §8, using as input the rigorous numerical Maass form data of [1] we compute values of the corresponding Maass form L-functions and use the resulting numerical data to test conjectures about the distribution of zeros of Maass form L-functions in the t-and r-aspects. In particular, we show that the phenomenon of zero repulsion around 1 2 ± ir that Strömbergsson observed [18] disappears in the large eigenvalue limit.
We derive rigorous error estimates and use the interval arithmetic package MPFI [15] throughout our computations to manage round-off errors. Thus, modulo bugs in the software or hardware, our numerical results are rigorous.
Preliminaries on Maass forms
Let f ∈ L 2 (Γ 1 (N )\H) be a cuspidal Maass newform and Hecke eigenform of weight 0 and level N . Then f has a Fourier expansion of the form
where a n is the nth Hecke eigenvalue of f , Moreover, f is related to its dualf via the Fricke involution, so that
for some complex number w with |w| = 1. Associated to f we have the L-function L(s, f ), defined for Re(s) > 1 by the series
It follows from (2.1) that L(s, f ) continues to an entire function and satisfies a functional equation relating its values at s and 1 −s. To see this, let 2 F 1 denote the Gauss hypergeometric function
and consider the family of Γ-factors
where Γ R (s) := π −s/2 Γ(s/2) and θ ∈ (−π/2, π/2) is a parameter. By [9, Sec. 6 .699, Eqs. 3 and 4], we have
for Re s > 0. (Note that for a Maass form with odd reflection symmetry, viz. = 1, (2.2) has a removable singularity at θ = 0; this is related to the fact that the complete L-function is the Mellin transform of ∂f /∂x rather than f .) Making the substitution t → πn cos(θ)u, we can express the complete L-function Λ θ (s, f ) := γ θ (s, f )L(s, f ) as the Mellin transform of the Maass form along a ray in the upper half plane:
Splitting the integral at u = 1/ √ N and employing (2.1) completes the analytic continuation:
Using that f (−z) = (−1) f (z) and making the substitution u → 1 N u , we obtain the functional equation:
In particular, Λ θ (1/2 + it, f ) ∈ R for t ∈ R.
Rigorous computation of L-functions
We describe an algorithm based on the fast Fourier transform that allows one to evaluate Λ θ (s, f ) quickly, if one is interested in many points.
The integral (2.3) is essentially a Fourier transformation,
Similarly for the integral (2.2),
In order to use the fast Fourier transform to compute
we first need to discretize the integral. To that end, let A, B > 0 be parameters such that q = AB is an integer. In the Poisson summation formula,
we solve for g( m A ), which results in
In §4 we will derive precise bounds for this error term.
Bounds
Let Q(s, f ) be the analytic conductor, defined by
Note that γ(s, f ) satisfies the recurrence γ(s
Remark 4.2. The estimate in Lemma 4.1 is not optimal since, for s = 1 2 + it for large t, the right-hand side grows quadratically in t, whereas the convexity estimate would give O(t 1+ε ). Moreover, for = 0 and s = 1 ± ir the bound becomes useless, since |L(1 ± ir, f )| < ∞, whereas lim s→1±ir |χ(s, f )Q(s, f )| → ∞. Nevertheless, the estimate is clean and uniform in all parameters, and suffices for our purposes if we keep away from s = 1 ± ir. Corollary 4.3. For s in the strip {s ∈ C :
with
Proof. Recall that Γ R (s) satisfies the recurrence, reflection, and duplication formulas
Hence, for ∈ {0, 1} and t ∈ R,
which yields
On the critical line we have
and by the Phragmén-Lindelöf theorem,
Thus, in the strip
Using the Kim-Sarnak estimate 
|L(s, f )| = sup
Re s=
Inserting the last three bounds in Lemma 4.1 yields the corollary.
Proof. For γ θ we have the integral representation (2.2a). Since |γ θ (σ − it, f )| = |γ θ (σ + it, f )|, it is enough to prove the lemma for non-negative t.
Making the change of variables u → u + i(δ − θ) and moving the contour of integration back to the real line, we get
and
We bound the first integral using the estimates |K ir (z)| ≤ log (1), and the second integral using
. 
Proof. Using Lemma 4.4 together with
Proof. By Corollary 4.3 and Lemma 4.4,
Applying the estimate (|k| − 
Proof.
, and cos (− ) (x) ≤ 1 in the Fourier expansion of the Maass form gives
and by Fricke involution
e 2π cos(θ)e 2πl/B − 1 .
Writing a := 2π cos θ, u := 2π 1 − e −ae u 0 .
Summing the resulting geometric series gives
, and similarly for the sum over l < −C. For , and summing up gives
(2π tan θ) 6e
Writing a := 2π cos θ, u := 2π (2π tan θ) 2
The argument is slightly different for the sum over l < −C. Using that cosh(
The following two Lemmata show that we can circumvent division by zero in L(s, f ) =
. Lemma 4.9. For any y ∈ R with |y| > 5, |Γ R (x + iy)| is an increasing function of x ∈ R.
Proof. It suffices to show that ∂ ∂x log |Γ R (x + iy)| = Re ψ R (x + iy) > 0. Suppose first that x ≥ 1. Then, differentiating Binet's formula for log Γ R , we have
For x ≥ 1, this is easily seen to be minimum at x = 1, so we obtain
, and apply the above to obtain a bound for Re ψ R (2 − (x + iy)). We calculate that Re cot(
πy sin(πx) 1 − 2e πy cos(πx) + e 2πy , 7 and with a little calculus we see that this is bounded in modulus by 1/ sinh(π |y|). Thus, altogether we have
for all x ∈ R and y = 0. Note that the right-hand side is strictly increasing for y > 0. Using the known value ψ R (1) = −γ− 1 2 log(16π) = −2.53587 . . ., it is straightforward to see that Re ψ R (x+iy)
Proof. We follow the proof of [17] , generalizing it and making the implied constants explicit. Using [9, Sec. 9.132, Eq. 1] and writing
we get
By Lemma 4.9, for σ ≥ 1 2 and |t + r| > 5,
Next,
, and for
Hence for cos
where Θ(x) stands for a value of absolute size at most x. r > 5 implies that |t + r| > 5 or |t − r| > 5. Thus
Adjusting the phase factor (cos θ) ir in (4.3) suitably, i.e. taking θ = θ 1 and θ = θ 2 with (cos θ 2 ) 2ir = e −iπ (cos θ 1 ) 2ir , respectively, completes the proof.
Interpolating zeros
We compute values of L on a grid, but we are ultimately interested in the zeros, which are not regularly spaced. To zoom in on the zeros, we interpolate
8 with g(t) = Λ θ (σ + it, f ) and g(t) = γ θ (σ + it, f ), respectively. The function h has the advantage that it decays rapidly at ∞ and is approximately bandlimited, which allows us to use the Whittaker-Shannon sampling theorem [5] 
Truncating the sum over m and bounding the error of truncation, we get an effective interpolation formula for h.
Proof. For |t| ≤ T , we have |g(t)| ≤ G, and for |t| > T , we bound |g(t)| by (4.1). Hence, 
Proof. The proof is similar to that of the previous lemma, except that for |t| > T we bound |g(t)| by Lemma 4.4.
Proof. By Fourier convolution,
2 ) , as defined in (2.3a). Using (4.2) and writing a := 2π cos θ gives
e a max{e u ,e −u /N } − 1 du.
Changing the order of integration, we have
(πA − u). For u < u 0 , we have x > 0 and erfc(x) < e −x 2 , while for u ≥ u 0 , erfc(x) < 2. Moreover, for u < u 0 , a > 0, σ ≥ e a max{e u ,e −u /N } − 1 < e
Thus,
e ae u du .
Identifying the integrals with the complementary error function and the incomplete gamma function completes the proof.
Lemma 5.4. For g(t) := γ θ (σ + it, f ),
, as in (2.2a). For u < u 0 , we have cosh( du.
For u ≥ u 0 ≥ 0, we use |K ir (y)| < ( π 2y ) 1/2 e −y , and cos (− ) (x) ≤ 1 to obtain Therefore, after interchanging the order of integration,
where we have employed erfc(x) ≤ e
−x
2 for x ≥ 0, and erfc(x) < 2 otherwise. Evaluating the integrals completes the proof.
Detecting zeros
For each Maass form L-function under consideration, we compute rigorously many values on the critical line. For instance, Figure 1 shows a graph of
for the first even Maass form L-function on Γ(1).
Corollary 6.1. Let Ω γ θ := {t ∈ R : γ θ ( There is no proof that the expectation in Remark 6.5 holds, and one can construct sequences (t j ) that contradict the expectation. Nevertheless, with some reasonable choices in the construction of the sequence (t j ) and its refinements, the expectation turns out to be reliable in practice. Namely, for every Maass form L-function that we considered, we never overlooked any zero, as proven after the fact using Turing's method.
Turing's method
Turing's method for verifying the Riemann hypothesis for arbitrary L-functions is described in [2] . For t not the ordinate of some zero or pole of Λ, let
By convention, we make S(t) upper semicontinuous, i.e. when t is the ordinate of a zero or pole, we define S(t) = lim ε→0 + S(t + ε). We select a particular branch of log γ(s) by using the principal branch of log Γ. With this choice, set
We further define N (t) := Φ(t) + S(t), which relates to the number of zeros in the critical strip up to height t. For t 1 < t 2 let Ω L denote the multiset of zeros with imaginary part in (t 1 , t 2 ], and let N (t 1 , t 2 ) denote their number, counting multiplicity, and σ > ϑ + 1, define
Suppose t 1 and t 2 satisfy
for some X > 5, and set
is a given multiset of zeros with imaginary part in
and SΩ
exceeds the right-hand side of the bound in Theorem 7.1, then the setΩ L (0, t 1 ) contains all zeros with imaginary part in (0,
Proof. IfΩ L (0, t 1 ) were a proper subset of Ω L (0, t 1 ), then we would have NΩ
. But the integral of the latter is bounded by Theorem 7.1.
Numerical results
We consider consecutive Maass cusp forms on SL(2, Z) = Γ(1). Booker, Strömbergsson, and Venkatesh [4] have rigorously computed the first 10 Maass cusp forms on SL(2, Z) to high precision. Bian [1] has extended these computations to a larger number of Maass cusp forms. The readily available list of rigorously computed Maass cusp forms is consecutive for the first 2191 Maass cusp forms, which covers all Maass cusp forms whose Laplacian eigenvalue λ = r 2 + 1 4 falls into the range 0 ≤ r ≤ 178.
Previous numerical computations of some non-trivial zeros for a few even Maass form Lfunctions were made by Strömbergsson [18] . We extend his results by rigorously computing, for each of the first 2191 consecutive Maass form L-functions on SL(2, Z), many values of Z, including all non-trivial zeros up to T = 30000, at least. Remark 8.1. At the time of Strömbergsson's work, even the numerical data pertaining to the Maass cusp forms for SL(2, Z) was not rigorously proven to be accurate, so he had no reason to carry out his computations of the zeros with more than heuristic estimates for the error. Making use of the rigorous data sets described above, we have rigorously verified the correctness of Strömbergsson's results. In particular his lists of zeros are consecutive and accurate. Moreover, we confirm his observation of a zero-free region on the critical line for t near r, when r is small.
We note that some theoretical results, such as Cho's theorem [6] on simple zero of Maass form L-functions, assumed the correctness of Strömbergsson's numerical results. With our verification, Cho's theorem becomes unconditional.
Our lists of zeros contain more than 60000 consecutive non-trivial zeros per Maass form Lfunction. All these zeros are simple. The first several zeros of the first five Maass form L-functions are listed in Table 1 . Theorem 8.2. For f a Maass cusp form on SL(2, Z) with spectral parameter 0 ≤ r ≤ 178, all non-trivial zeros with 0 ≤ t ≤ 30000 of the corresponding Maass form L-function are simple and on the critical line. Table 1 . Consecutive lists of the first few non-trivial zeros for the first five Maass form L-functions on SL(2, Z). Each column is for one Maass form L-function and is specified by the spectral parameter r and the parity . The displayed numbers are the ordinates of the first few consecutive zeros for t > 0, all of which are on the critical line. Each number is accurate to within ±1 in the last digit. Figure 2 . Rescaled nearest-neighbor spacing distributions P t<r,−0 , P t=r,+0 , P t=r,+1 , and P t>r,−0 , respectively, in comparison with the Wigner surmise P GUE . Only the distribution of zeros that are in absolute size closest to the value of the spectral parameter might show a stronger level repulsion than the Wigner surmise. In all other cases, the distribution of zeros closely resembles GUE statistics.
According to a conjecture of Montgomery [14] , the distribution of non-trivial zeros should follow random matrix theory (RMT) predictions. In case of Maass form L-functions, the distribution of non-trivial zeros is expected to conform to that of eigenvalues of large random matrices from the Gaussian unitary ensemble (GUE) [10] . This raises the question of how GUE statistics relate to the zero-free region around t = r observed by Strömbergsson [18] -are the GUE statistics asymptotically correct in the large t aspect only?
We investigate this question by distinguishing between zeros with small and large absolute ordinate, respectively. For a given Maass form L-function there are only a finite number of zeros with small ordinate, and the resulting statistics would be poor. Knowing the zeros for many Maass form L-functions, we can evaluate on a common scale the distribution of zeros for each L-function and collate the statistics of many of them together.
Let f be a Maass cusp form with spectral parameter r and parity . Consider the zeros of the associated Maass form L-function. We unfold the zeros,
in order to obtain rescaled zeros x i with a unit mean density. Then s i := x i+i − x i defines the sequence of nearest-neighbor spacings, which has mean value 1 as i → ∞. Now, the distribution of nearest-neighbor spacings is given by
where the index f denotes the corresponding Maass cusp form. Distributions of rescaled nearestneighbor spacings are expected to be independent of the specific parameter values of corresponding Maass cusp forms f and can be collated by writing Figure 3 . Average number Φ of non-trivial zeros for the first even Maass form L-function on SL(2, Z). For comparison, the locations of zeros and unfolded zeros are also included as tics. Clearly visible is the negative density region (Φ < 0) for t around r. Zeros are pulled away from this region resulting in a zero-free region in the t aspect, but not in the unfolded zeros.
To distinguish between zeros with small and large absolute ordinate, we define the respective nearest-neighbor spacings distributions, As is visible, the distribution of zeros resembles GUE statistics for both small and large absolute ordinate, and there appears to be no distinction between the statistics of the two cases. Only the distribution of zeros that are in absolute size closest to the value of the spectral parameter might show a stronger level repulsion than the Wigner surmize. However, it is unclear whether this seemingly stronger level repulsion is just an artefact of the limited number of 2191 spacings that contribute to the histogram of P t=r,+0 . If we take three times as many spacings into account, as is the case with P t=r,+1 , we again find a close resemblance to the Poisson distribution. We speculate that the GUE statistics hold for all t, not only in the large t aspect.
Since the GUE statistics are based on rescaled zeros, x i = Φ(t i ), they do not contradict a zero-free region on the critical line. The density of zeros is described by Φ , and according to the Γ-factor, the density of zeros is smaller for t in a neighborhood of r. In particular, for small values of the spectral parameter r, the density Φ becomes negative for t near r; see Figure 3 . There are finitely many Maass form L-functions on SL(2, Z) that have such a region where Φ is negative. In comparison with the Wigner surmise P GUE , close to the origin of the plots, the first zero shows a stronger level repulsion irrespective of the parity.
By inspection, we find that no zero falls into a negative density region. Moreover, the zeros seem to be repelled away from the negative density regions resulting in the zero-free region around r.
Finally, we investigate the repulsion from zero of the rescaled first zero x 1 in dependence of the parity of the Maass form L-function. For this we consider the distributions of the rescaled first zero, x 0 P =e (x ) dx := lim r→∞ #{j : x 1 < x, r j ≤ r, = e} #{j : r j ≤ r, = e} , for e ∈ {0, 1}. The resulting distributions are displayed in Figure 4 . Close to the origin of the plots, they show a stronger level repulsion than the Wigner surmise P GUE (x).
