This paper is concerned with Chebyshev approximation by linear functions to complex-valued data. The problem is nonlinear, and we present a convergent algorithm for its solution. We also pose a related linear problem which is simple to solve, and which produces approximations which are near-best in the Chebyshev sense within a factor of \J2. Some numerical examples are provided.
1. Introduction. The discrete best linear Chebyshev approximation problem for complex-valued functions can be stated as follows: Let Z = {zp z2, . . . , zm] be a given discrete subset of the complex plane,* f(z) and 0,(z), 4>2(z), . . ■ , <t>"(z) De given complex-valued functions defined on Z, and for any set of 77 (< 777) complex parameters A = {ax, a2, . . . , an} let L(A, z) = 2"=1a.0(z). Then the problem is to determine a best set of parameters, Ax say, satisfying (1) l|r(X.,z)B»<l|r(4>z)IL for all.4, where r(A, z) = f(z) -L(A, z), and, for any complex-valued function g(z) defined on Z, the Chebyshev norm \\g\\", is given by (2) ll*(2)IL =max|g(z)|. z=Z This problem has been considered by many authors (for example, see [2] , [7] , [8] , and [11] ): a best approximation L(Aa¡, z) always exists, but it may not be unique. Most recently Ellacott and Williams [3] have applied Lawson's algorithm [6] to the problem; and although its ultimate convergence rate is very slow, they state that they are unaware of an algorithm which is faster. In this paper we present a globally convergent algorithm which (a) is easy to implement, and (b) often exhibits a rapid rate of convergence. Moreover, we direct attention to a simpler related problem which can be solved far more efficiently using existing numerical software, and which provides an approximation that is near-best in norm within a factor of y/2.
We note that problem (1) can be restated as the mathematical programming problem rrv min {w I \\r(A, z)||" < w}.
Denoting the real and imaginary parts of r(A, zj) by R(A, zj) and I(A, zj), respectively, and squaring the norm in (3), it follows that an A" can be determined by solving the Letting w^ and w" denote the optimal values of vv and w in (3) and (4), respectively, it is clear that vv" = y/w^. We describe in Section 3 an algorithm with guaranteed convergence which solves problem (4) iteratively via an obvious linearization. However, it is apparent that the nonlinearity in (4) is due to the choice of norm (2) . In the next section we propose the use of a different norm which (a) leads to a single linear programming problem in place of (4), and (b) yields a near-solution to (4) . In addition, this alternative norm is perhaps more natural than (2), since in complex approximation the Chebyshev norm is a combination of the real /" and l2 norms. 
75)
Null, = max {maxdXfl, lyrl)}, then it is clear that (6) llu|l,<llulL<>/2 Hull,.
Furthermore, if A * is a best (in the sense of (5)) set of parameters satisfying (7) IK4,,z)||.<||rG4, z)||" for all A, we have the following result. Theorem 1. \\r(Am z)IL < IkU*, z)IL <s/2 ||r(4Mf z)IL. Proof
<v/2IIK^, z)ll, from (6) <y/2\\r(A", z)\\^ from (7) <V5||rC4",z)||oo from (6).
An A ". satisfying (7) can be determined by solving the linear programming problem (8) min {vv I \R(A, zt)\ < w, \I(A, zt)\ < w, for t = 1, 2, . . . ,m}.
V ' A.w (The existence theorem of linear programming guarantees that an A^ exists, but it may not be unique.) Also, the optimal value of vv obtained by solving (8) is equal to llrf^,, z)||#, and this quantity could be used to bound \\r(Ax, z)^ as follows.
Theorem 2. ||r(>l., z)|L < IkU-., z)\L < >/2 Ilr(4" z)|L.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof \HAm, zßt < IIK4.., z)ll* from (7) < IIK4-. z)IL from (6) < IIK4». z)IL from (1) <V2||r(^, z)||" from (6).
Problem (8) can be solved very efficiently using any algorithm which determines the (real) /M solution to an overdetermined system of M linear equations in TV unknowns: in this case M =2m and N = 2n (unless the parameters a-are required to be real, in which case N = n). In Section 5 we explain in more detail how to solve (8) in this manner, by means of a numerical example. In view of Theorem 1, we feel that in most practical applications it is sufficient to solve problem (8) rather than the nonlinear problem (4). Indeed, it seems likely that in many applications the approximation problem will be as naturally, or more naturally, posed in the norm (5) as in the norm (2). However, for users who insist on solving problem (4) we present a suitable algorithm in the next section: it requires an initial estimate A^ of A", and we normally set A^ equal to the set A^ obtained by solving problem (8). (4) is that there are several algorithms described in the literature for solving convex programming problems ( [5] , [9] , [10] , [11] ). However, we describe in this section an alternative method which takes advantage of the special structure of problem (4). It is a simple algorithm with guaranteed convergence, and in practice it often converges rapidly.
Briefly, the method consists of replacing each quadratic constraint by its linear Taylor approximation, solving the resulting linear programming problem, and repeating this procedure until convergence occurs. The details are as follows.
Putting (9) a/ = bf + icr and denoting 5^(0) by 8^s\ we distinguish two strategies:
(21) Choose X(i) to minimize 5^(X), 0 < X < A, for some large constant A.
Choose X^s) to be the largest number X, of the form X, = l/2/_1 (22) ' '
for /= 1, 2, 3, ... , such that 5<i}(X,) < fi« and 8^(K,) < 8^s\\l+x).
By solving (19) for s = 0, 1, 2, ... , either X(i) = 0 because A^ = A^ or we obtain from (20) a sequence ô(0\ 5*1*, 5(2), . . . . We show in the next section that with strategy (21) this sequence converges monotonically to the optimal value w" of problem (4) . In practice, we have instead used strategy (22) without (so far) encountering a single example of nonconvergence.
Finally, we note that problem (19) can be solved more efficiently in its dual linear programming form, which is exhibited in the Appendix. A solution A^ to (8) is formed from the elements in (38) by using (9) . Finally, we note that if the parameters a, are required to be real, then N = n and B is set equal to the left half of the partitioned matrix in (36).
In the numerical examples which follow we exhibit various polynomial approximations to
where % is a complex constant with | £| > 1. For this function it is known [7, p. 33] that on the disc |z| < 1, the polynomial of degree n -1 of best approximation in the Also, we note that if the parameters a-are required to be real, then N = n and B is set equal to the left half of the partitioned matrix in (48).
Finally, and perhaps somewhat surprisingly, the modified Fortran subroutine for solving problem (19) via its dual form (45) 
