Abstract. Let (R, m R , k) be a local maximal commutative subalgebra of Mn(k) with nilpotent maximal ideal m R . In this paper, we will construct a maximal commutative subalgebra R ST which is isomorphic to R and study some interesting properties related to R ST . Moreover, we will introduce a method to construct an algebra in M Cn(k) with i(m R ) = n and dim(R) = n.
Introduction
Throughout this paper, (R, m R , k) is a local maximal commutative subalgebra of M n (k) with nilpotent maximal ideal m R and residue class field k. The set of all local maximal commutative subalgebras (R, m R , k) of M n (k) will be denoted by M C n (k). The socle of the algebra R is denoted by soc(R) and i(m R ) is the index of nilpotency of the maximal ideal m R . Also, we will let E ij be the (i, j)-th matrix unit.
The next theorem is known as the Kravchuk's theorem [10] . Theorem 1.1 ([6] , [10] ). Let (R, m R , k) be an algebra in M C n (k) with i(m R ) ≥ 3. Then, the matrix r in m R can be assumed to be of the following form:
Here, n = ℓ + p + q, ℓ ̸ = 0, p ̸ = 0, q ̸ = 0. Moreover, soc(R) consists of all matrices of the form:
) .
Remark 1.2 ([6]
, [10] ). Let (R, m R , k) be an algebra in M C n (k). If i(m R ) = 3, then the matrix r in m R can be assumed to be of the following form:
where n = ℓ + p + q, ℓ ̸ = 0, p ̸ = 0, q ̸ = 0.
Theorem 1.3 ([10]
). Let (R, m R , k) be an algebra in M C n (k). Suppose the matrices r i in m R of the form 
) · · · A(r t )
In Section 2, we will construct a maximal commutative subalgebra R
ST
which is isomorphic to R and study some interesting properties related to R ST . In Section 3, we will find some conditions that the algebra S = {r ∈ R | r ST = r} can be an algebra in M C n (k).
In Section 4, we will introduce a method to construct an algebra in M C n (k) with i(m R ) = n and dim(R) = n such that r = r ST for all r ∈ R.
ST-isomorphism
In this section, we will first define the skew transpose matrix r ST of a matrix r in M m×n (k) and construct some interesting isomorphic algebras
Definition 2.1. Let A = (a ij ) m×n ∈ M m×n (k) be a matrix with a ij as its (i, j)-th entry. Define A ST = (b ij ) n×m ∈ M n×m (k) be the matrix as follows:
We will call the matrix A ST the skew transpose of A.
Thus, the skew transpose A ST of A is the following n × m matrix:
Let A = (a ij ) n×n ∈ M n (k) be a square matrix. If we call the line from (1, n)-th entry to (n, 1)-th entry as the skew-diagonal line, then the skew transpose A ST can be obtained by symmetric moving the entries of A with respect to the skew-diagonal line of A.
For the skew transpose A ST of the matrix A, the following properties can be easily proved. (1) (A + B)
Proof. Define a map f : R → R ST by f (r) = r ST for all r ∈ R. Then, straightforward computations show that f is an isomorphism as k-algebras by the properties in Theorem 2.2 and Theorem 2.3. Thus, the algebra R ST is also in M C n (k). □ Definition 2.5. The isomorphism f in the proof of Theorem 2.4 will be called an ST-isomorphism as k-algebras.
By Theorem 2.4, the ST-isomorphism as k-algebras is a maximality preserving map. 
Then,
Then, R ST = R and is also an algebra in M C 4 (k). More generally, if we let
Using the properties of skew transpose matrix, the following properties can be proved:
ST is the ST-isomorphism as k-algebras, then the following properties hold:
(1) αf : R −→ R ST defined by (αf )(r) = αf (r) for all r ∈ R is a maximality preserving isomorphism as k-vector spaces for all nonzero α in k.
(
T for all r ∈ R is a maximality preserving isomorphism as k-algebras.
Furthermore, we can consider some maximality preserving maps on M C n (k) as following theorem:
Then the following properties hold:
ST is an algebra in M C n (k) by Theorem 2.4. Thus, the map ψ is a well defined maximality preserving map. Moreover, we can show that ψ is an isomorphism as k-algebras by using Theorem 2.2 and Theorem 2.3. Also, (2) can be proved by similar way. □
We can easily prove the following properties. 
Algebras in M C n (k) with r ST = r
Let R be an algebra as in Theorem 1.1 and define a set S as follows:
Then, obviously the maximal ideal of S consists of the following form of matrices:
Moreover, we have the following Remark 3.1:
Remark 3.1. Suppose R is an algebra in M C n (k). Then, the algebra S = {r ∈ R | r ST = r} is a commutative subalgebra of R but we can not guarantee that S is an algebra in M C n (k) since S doesn't contain all the elements of the following form
which should be in soc(S). Thus, we can not say S is an algebra in M C n (k). 
Proof. Obviously, the algebra S is a commutative algebra. Now, let L ∈ M n (k) be a matrix in the centralizer of S. Then, Lr i = r i L for all r i ∈ m S . Let L and r i be as following block matrices:
Then, from the relation, Lr i = r i L, the following equations hold:
In the equation (1), if we let C(r i ) = 0 ∈ k, then we have T 2 A(r i ) = 0 for all i. Thus, we obtain T 2 = O 1×p since the rank of the matrix H = (A(r 1 ), . . . , A(r t ) ) is p.
Again, from the equation (1) = O 1×p and so T 6 = O p×1 . Now, by letting A(r i ) = O p×1 , and C(r i ) ̸ = 0 ∈ k in the equation (6), we have
Finally, in the equation (3), by letting C(r i ) = 0, we have
In the equation (6), by letting C(r i ) = 0, we obtain
. Therefore, L is of the following form:
and we can conclude that the algebra S is in M C n (k). □
Proof. Suppose dim k (soc(R)) ̸ = 1. Then, dim k (soc(R)) = q 2 for some positive integer q. From the condition r = r ST , all the matrices in soc(R) can't be contained in soc(S), which contradicts to the fact in Theorem 1.1. Thus we have the result. □
Proof. Since dim k (soc(R)) = 1 by Theorem 3.4, ℓ = q = 1 in Theorem 1.1. Also, we may assume R is the algebra of the form in Theorem 1.3. Since the rank of the matrix H = (A(r 1 ), . A(r 1 ), . . . , A(r t ) are linearly independent, we should have p = t = n − 2 and Proof. Since R = k[E 21 + E n(n−1) , . . . , E (n−1)1 + E n2 , E n1 ] by Corollary 3.5, we obtain dim k (R) = 1 + (n − 2) + 1 = n. □ By Corollary 3.7, we can always construct an algebra R ∈ M C n (k) with i(m R ) = 3 and dim(R) = n. Furthermore, the next corollary holds. 
. . , A(r t )) is p and
R = k[E 21 + E n(n−1) , . . . , E (n−1)1 + E n2 , E n1 ]. □Corollary 3.8. Suppose (R, m R , k) is an algebra in M C n (k) such that r ST = r for all r ∈ R. Then, i(m R ) ≥ 3 for all n ≥ 3.
Algebras in M C n (k) with i(m R ) = n = dim(R)
In this section, we will provide a method to construct algebras (R,
Let (B, m B , k) be a finite dimensional commutative local k-algebra with identity and N a finitely generated faithful B-module. Suppose B ∼ = Hom B (N, N ) via the regular representation. Define an algebra R as follows:
where I is the following ideal:
Here, z is a nonzero element in soc(B) with dim k (N z) = 1.
Theorem 4.1. Suppose R is an algebra as in the above statements. If we let
. . , X n−2 ]-module via the following operations:
where b ∈ B and u, u j ∈ N for j = 1, 2, . . . , n − 2. Moreover, if we let x j is the image of X j in R for each j = 1, 2, . . . , n − 2, then M is an R-module via the following operations:
where b ∈ B and u, u j ∈ N for j = 1, 2, . . . , n − 2. Furthermore, by straightforward calculations, we obtain
To show the faithfulness of M , let
for u ∈ N and α j ∈ k for all j. Then we have
Since N is a faithful B-module by assumption, we have
which implies M is a finitely generated faithful R-module.
Then, obviously ϕ 1 and ϕ 2 are B-module homomorphisms. Moreover, the map
is a B-module homomorphism. Since B ∼ = Hom B (N, N ) via the regular representation, ϕ = µ a for some a ∈ B, where µ a : N → N is the natural homomorphism defined by µ a (u) = ua for all u ∈ N . Thus, we have
By the definition of ϕ 2 , there exist n − 2 number of B-module homomorphisms
Since dim k (N z) = 1, there exists an element v ∈ N such that {vz} is a k-vector space basis of N z. Thus, there exist c 1 , c 2 , . . . , c n−2 ∈ k such that
Then, a + c n−2 x 1 + c n−2 x 2 + · · · + c 1 x n−2 ∈ R and we want to show
Since vz generates N z, we can write
and so we want to show that
Briefly, let
Then, µ r (w) is as follows: But, for each i and j, we have
Thus, we have the following identities: Since we can rewrite uz = svz for some s ∈ k, we have the following identities: , c 2 svz, . . . , c n−2 svz, svaz) = (c 1 uz, c 2 uz, . . . , c n−2 uz, suz).
This implies that
ψ j (u) = c j uz for all j = 1, 2, . . . , n − 2. From the above results, we have the following identity:
Therefore, we have proved
Since M is a faithful R-module, we can conclude R is isomorphic to
via the regular representation and so R is in M C n (k). □ Definition 4.2. We will call the algebra R of the form in Theorem 4.1 a C 3 -construction. The following is an example of a C 3 -construction. a n−3 a n−4 a n−5 · · · · · · · · · 0 0 a n−2 a n−3 a n−4 · · · · · · · · · a 0 a n−1 a n−2 a 
