Global coupled climate models are generally capable of reproducing the observed trends in the globally averaged atmospheric temperature. However, the global models do not perform as well on regional scales. Here, we present results from a 20-year, high-resolution ocean model experiment for the Atlantic and Arctic Oceans. The atmospheric forcing is taken from the final 20 years of a twentieth-century control run with a coupled atmosphere-ocean general circulation model. The ocean model results from the regional ocean model are validated using observations of hydrography from repeat cruises in the Barents Sea. Validation is performed for average quantities and for probability distributions in space and time. The validation results reveal that, though the regional model is forced by a coupled global model that has a noticeable sea ice bias in the Barents Sea, the hydrography and its variability are reproduced with an encouraging quality. We attribute this improvement to the realistic transport of warm, salty waters into 
Introduction
Climate and climate change affect the Barents Sea ecosystem by influencing species through changes in reproduction, recruitment (Saetersdal and Loeng 1987; Ellertsen et al. 1989 ), growth, and distribution (Nakken and Raknes 1987; Michalsen et al. 1998 ). Therefore, marine ecosystems are vulnerable to climate change, especially when key species are affected. In order to address the implications of future climate change on assessments of marine resources, results are needed with a resolution that resolves the relevant physical quantities, such as eddies and a realistic description of the bottom topography and the coastline. However, a horizontal resolution of the order of a few kilometers, which is needed for such purposes, is still not feasible when running global climate models.
The Barents Sea is a major heat sink for the Atlantic water on its way to the Arctic Ocean. Water mass transformation through freezing of sea ice and subsequent brine release and cooling of the ocean produces dense water that may sink to great depths in the Arctic Ocean (Midttun 1985) . This contributes to the deep water formation in the Arctic (e.g., Rudels et al. 1994; Schauer et al. 2002; Quadfasel et al. 1988 ) and, thus, also to the Atlantic thermohaline circulation. In order to get a realistic Barents Sea climate, it is therefore important to get a sufficient inflow of warm Atlantic water into the Barents Sea with a subsequent cooling of this water mass.
While model results for the northern hemisphere sea ice edge generally agree reasonably well with observations, Arzel et al. (2006) find that over half of the atmosphere-ocean general circulation models (AOGCMs) used in the fourth assessment report from the Intergovernmental Panel on Climate Change (IPCC-4AR) overestimate sea ice in the southern Barents Sea. Arzel et al. (2006) also note that models that perform well when validating the present climate sea ice extent are not necessarily also superior when it comes to results for the poleward heat transport. According to Parkinson et al. (2006) , the oceanic heat transport by the North Atlantic Current in the Nordic Seas is underestimated in several of the IPCC-4AR climate models. This often leads to excessive sea ice cover in the Barents Sea region in the models. Moreover, the coarse resolution of these models makes it impossible to represent the topographic features with which the currents that transport heat into the Barents Sea are associated.
Here, we try to overcome some of these problems by applying atmospheric forcing from the atmospheric module of an AOGCM to a basin-scale, highresolution, coupled ocean/sea ice model. Thus, some important processes that are not resolved or included in the coarser climate models are described in the highresolution regional model. These differences include a more realistic bathymetry, shelf-ocean interactions, tides, and improved mixing. Our model will reproduce the Atlantic inflow to the Nordic Seas (Sandø and Furevik 2008) , as well as to the Barents Sea, as long as the large-scale wind stress curl over the Atlantic and Nordic Seas is captured. The higher-resolution ocean model can then properly represent the roles of topography, tidal mixing, and fronts to produce a realistic ocean circulation. A similar effort has previously been performed for another shelf area, the North Sea (Ådlandsvik and Bentsen 2007) .
Most evaluations of the performance of climate models in the Arctic have focused on atmosphere properties (e.g., Chapman and Walsh 2007; Walsh et al. 2008 ) and the seasonal variability and/or trends of sea ice extent (e.g., Parkinson et al. 2006; Arzel et al. 2006; Overland and Wang 2007) . Regional sea ice/ocean circulation models for the Arctic forced with atmospheric reanalysis products have also been examined (e.g., Karcher et al. 2003; Maslowski et al. 2004 ). Walsh et al. (2008) compute the multi-model area-mean root-mean-square error (RMSE) of the surface temperature of the atmosphere. They find that the RMSE is in the range 3-6 K for the various seasons, when the region northward of 60
• N is considered. Chapman and Walsh (2007) report negative biases during winter in the Barents Sea of 8-12 K in their examination of 14 IPCC-AR4 AOGCMs. In order to examine the relations between such relatively large errors in the atmospheric module of coupled climate models with the corresponding ocean circulation in the Arctic, we force a regional ocean/sea ice circulation model with atmosphere results from an AOGCM. The distribution of oceanic heat and salt in the problematic region of the Barents Sea are validated using various techniques, including a novel examination of how well the inter-annual variability is reproduced. Results for a 15-year present climate period are evaluated in this study, and we find that the results are substantially improved when compared to the corresponding results from the global model.
The aim of this paper is to validate the regional model for the Barents Sea and quantify the added value relative to a global simulation. Section 2 presents the AOGCM that is considered, and describes the highresolution ocean/sea ice model from which results will be analyzed here. Then, the data sets used in the validation are described in Section 3. A brief introduction to the general hydrography and circulation at the entrance to the Barents Sea is given in Section 4. The validation follows in Section 5, and some conclusions are presented at the end of the paper in Section 6.
The model experiment
From the International Panel on Climate Change Fourth Assessment Report (IPCC WG-I/8 et al. 2007b ), results from 20 AOGCMs are available. Ideally, all AOGCMs should be used in making an ensemble of regional simulations. However, due to both feasibility and the quality of the results of global AOGCMs on regional scales, results from only one AOGCM are used to force the regional ocean/sea ice model. In this study, a good representation of sea ice in the Arctic in general and the Barents Sea in particular is rated as the most important criterion when choosing an AOGCM. Overland and Wang (2007) use a limit of reproducing Arctic ice area within 20% and seasonal ice zone within 30% of observations as criteria for classifying a model as "good" in the present context. Then, out of the 20 AOGCMs, only three models perform well in both the Arctic as a whole and in the Barents Sea. In the present study, the Goddard Institute for Space Studies Atmosphere-Ocean Model (GISS AOM) is chosen. The other two models passing the two "goodness" criteria in both the Arctic and the Barents Sea are Community Climate System Model version 3.0 of the National Center for Atmospheric Research and the Hadley Centre Global Environmental Model version 1 of the Hadley Centre for Climate Prediction and Research.
GISS AOM ran on a global grid with a resolution of four by three degrees in longitude and latitude, respectively, in both the atmosphere and the ocean. Geo-potential was used as the coordinate in the vertical direction in the ocean module, with a maximum of 16 z levels. The number of vertical layers in the ocean depends on the horizontal location but is constant in time. The layer thicknesses are adjusted at each horizontal location after computation by the dynamical subroutines at each time step such that the ratio of the mass of a grid box divided by the mass of the grid box below it is 8/11. A sea ice model calculating sea ice thickness and snow amount was coupled to the model system. Tides were not included. See the GISS AOM website http://aom.giss.nasa.gov/ for further details.
The coupled ice-ocean numerical model used for the regional simulation is the Regional Ocean Modeling System (ROMS), described in Shchepetkin and McWilliams (2005) . The regional model is run on a stretched orthogonal curvilinear grid with an average resolution of 10 km, covering the Arctic and the Atlantic down to about 20
• S. The domain and the variable resolution is displayed in Fig. 1 . In the vertical, 40 generalized sigma (s-coordinate) levels are applied using the scheme of Song and Haidvogel (1994) , with stretching that enhances the resolution towards the surface and the bottom. This provides a very good vertical resolution in shelf areas. For example, with a depth of 200 m and the parameter for surface stretching θ s = 5.0, the parameter for bottom stretching θ b = 0.4, and a critical depth of 10 m, at a pycnocline depth of about 20 m, the vertical grid resolution is better than 3.7 m. The method for computing the horizontal pressure gradient has been described by Shchepetkin and McWilliams (2003) .
Daily mean sea level pressure, surface winds, surface air temperatures, surface specific humidity, downward long wave radiation at the surface, downward short wave radiation at the surface, and precipitation values were extracted from the GISS AOM results and used to provide atmospheric forcing for ROMS through the use of the bulk flux algorithm due to Fairall et al. (2003) .
At the lateral open boundaries of the ocean module, monthly mean climatological values from the Simple Ocean Data Assimilation (SODA) data set (Carton et al. 2000a, b) for the period 1981-2000 are used. Ice Tides are included in the ROMS simulation, with eight tidal constituents (M2, S2, N2, K2, K1, O1, P1, and Q1) from TPX 0.7 (Egbert and Erofeeva 2002) and tidal potential. Preliminary validation of model results with current meter data in the Barents Sea region suggests that modelled tidal current amplitudes are approximately 10% too large (G. Forristal, personal communication). The tides are important for mixing and ice freezing/melting in the Barents Sea and, thus, important for the heat transfer from ocean to atmosphere. In a numerical sensitivity study covering the Barents Sea, Harms et al. (2005) found an annual average of 15% increase in heat loss from ocean to atmosphere by including M2 tide compared to a control run without tides.
The ice model dynamics are based on the elasticviscous-plastic (EVP) rheology after Hunke and Dukowicz (1997) and Hunke (2001) , and the ice thermodynamics are based on Mellor and Kantha (1989) and Häkkinen and Mellor (1992) . The ice module used in ROMS has been ported from the Norwegian Meteorological Institute's Ice Model (MI-IM), documented by Røed and Debernard (2004) .
The Barents Sea includes areas that are seasonally or permanently ice-covered. Atmosphere-ocean fluxes therefore have a large spatial and temporal variability. There is no coupling back from the regional model to the atmospheric boundary layer. However, feedback between the model surface temperature and the computed sensible, latent, and net long-wave radiation heat fluxes reduces the problem with drift in the surface temperature in ROMS. Still, wrong ice distribution in the climate model will affect the atmosphere-ocean fluxes in the high-resolution model. This is a major challenge.
To prevent long-term drift in the model salinity, the sea surface salinity is restored to climatology based on the Common Ocean-Ice Reference Experiment (CORE; see http://data1.gfdl.noaa.gov/nomads/ forms/mom4/COREv2.html) (Large and Yeager 2008) , with a restoration time of 360 days. Although restoring the sea surface salinity towards climatology, this allows for some inter-annual variability in the model salinity. Together with the flux correction, this reduces the regional model sensitivity to regional biases in the climate model atmosphere.
Surface freshwater runoff forcing was also obtained from CORE. The data are the annual mean river runoff distributed globally with a resolution of 1
• in longitude and latitude. The data were interpolated to the model grid and took the same form as precipitation input, i.e., the freshwater supply altered the surface salt flux but no mass or momentum was added to the system. Hence, the diffuse nature of this runoff forcing does not allow for the evolution of coastal currents and salinity fronts at a distance of the order of 100 km off the coastline, even though the resolution in ROMS is sufficiently fine to describe such currents. Additional errors result from the lack of an annual cycle in the river runoff forcing.
The ROMS simulations have been performed for two periods, 1981-2000 representing the present climate and 2046-2065 representing the future scenario SRES A1B (IPCC WG-I/2 et al. 2007a ). Five years is considered as spin-up, and only the remaining 15 years are used in the analysis. The first period will be used as a control run and is validated in this work, while analysis of results for the latter period will be reported in an upcoming publication.
Observations and model results
Hydrographic data along fixed cruise tracks and cast positions are available from the Institute of Marine Research (IMR; Kangas et al. 2006 ). The data have been subjected to a quality assurance process at IMR, using the The Integrated Global Ocean Services System standard. Observations were made as CTD casts with a vertical resolution ranging from 1 to 5 m. Here, the data were integrated over 10-m bins prior to the model validation. There are three cruise tracks that are frequently visited, from which the data are relevant for the present purpose. These tracks are "Bjørnøya west" (BW), "Fugløya-Bjørnøya" (FB), and "Vardø north" (VN). The number of CTD casts from these cruise tracks that are used in the present analysis is listed in Table 1 . The cruise tracks and positions of the CTD casts are displayed in Fig. 2 .
The results from GISS AOM are available as monthly means. Results were provided on a variable resolution grid in the vertical, consisting of 31 geopotential levels. As described in Section 2, the spatial resolution in GISS AOM is 4
• in longitude, 3
• in latitude. As can be seen from Fig. 2 , each of the cruise tracks is spanned by very few grid cells in the GISS AOM (two to four cells). Hence, examination of horizontal gradients along the cruise tracks is of little value. Note also that a point-to-point comparison along the FB track will be tainted by the the poor local representation of the Norwegian coast in this region. The present ROMS simulation uses variable resolution in the horizontal. As shown in Fig. 1 , the resolution in the Barents Sea region is 8-9 km. Results from ROMS were available at the 40 s levels used in the simulation.
For the validation in Section 5, all model results are interpolated linearly in time. In the vertical direction, results are extracted from the model layer that corresponds to the observation depth. When a model's bottom depth is smaller than the observed bottom depth, the deepest model value is extrapolated downward. In the horizontal, bi-linear interpolation is applied.
The seasonal variability has a considerable magnitude in the present region, both in the atmosphere and in the upper ocean. Moreover, while sea ice has only rarely occurred in the tracks in recent years, more than half of the coupled ocean-atmosphere models have a seasonal ice cover in the entire Barents Sea in their baseline climate (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (IPCC WG-I/8 et al. 2007b ). Hence, we will conduct the present analysis on a seasonal basis. Here, we define the seasons as winter in December, January, and February, spring in March, April, and May, summer in June, July, and August, and fall in September, October, and November. Note that there were very few casts available from the BW track during winter, so hydrographic data and model results from BW for this season are discarded in the present analysis.
The regional ocean circulation and hydrography
The mean values for salinity and temperature from the upper 50 m reveal that all of the three tracks are dominated by water masses that are relatively saline and warm for such high latitudes. The main source is the poleward-flowing Norwegian Atlantic Current, which splits into two branches as it leaves the coast of northern Norway.
The western branch continues northward along the continental shelf break and becomes the West Spitsbergen Current. The BW cruise track intersects this current. The eastern branch flows eastward into the Barents Sea as the North Cape Current. This current is first intersected by the FB track, and further to the east by the VN track.
Coastal water in the Norwegian Coastal Current (NCC), occupying the southernmost part of the FB track, accounts for an additional volume and heat transport into the Barents Sea. This water mass is distinguishable from Atlantic water by its lower salinity range (S < 34.7). A common definition of Atlantic water in the Barents Sea is by temperature (T > 3
• C) and salinity S > 35.0 (Loeng 1991). Based on an array of moorings along the FB track and using these criteria, Skagseth et al. (2008) found that this branch carries 1.8 Sv of Atlantic water on average, with a corresponding heat flux of 48 TW. The inflow was reported to show an upward trend of 0.1 Sv/year from 1997 to 2006 and a relatively large temporal variability on several time scales.
The data show that the saltiest water is found in the BW track, reaching an average value of 34.99 in the upper 50 m of the cross-section during spring. The corresponding maxima for the FB and VN tracks are 34.88 and 34.83, respectively. There is a general freshening in the upper 50 m as the water flows eastward from FB to VN, ranging from 0.01 during fall to 0.09 during spring.
The coldest cross-sectional average of the upper ocean water is found in BW, which is the northernmost track. Here, the average temperature reaches a high of 5.3 • C during summer. In FB and VN, the seasonal highs are attained during fall, with values of 7.1
• C and 6.3
• C, respectively. There is a cooling in all seasons of the upper ocean as the water flows eastward in the southern part of the Barents Sea. The largest cooling from FB to VN is 1.3 K, which occurs during winter when the overlying atmosphere is at its coldest.
Model validation
The model validation is performed by comparing model results that are interpolated in space and time to the observed data, as outlined in Section 3. It is important to realize that the atmospheric forcing in this region has considerable variability, which, to a large extent, is associated with the North Atlantic Oscillation (NAO; Hurrell 1995; Hurrell et al. 2003) . NAO is due to processes that are internal to the atmosphere (Thompson et al. 2003 ) and has a random and unpredictable character on time scales ranging from months to decades (Hurrell et al. 2003) . The GISS AOM simulation does not include assimilation of observations; hence, the local atmospheric circulation in GISS AOM from a particular month and year will generally correspond to a NAO signal that is different from the observed index value at that time. The validation that follows in Subsections 5.1-5.3 is restricted to the upper 50 m of the water column, which is significantly impacted by the ocean-atmosphere fluxes. In order to account for the discrepancy regarding NAO, we compare observations with model results at the corresponding time of the year, but the actual year is chosen randomly from the 15 years with available model results from ROMS.
Most of the NAO variability occurs at time scales less than 3 years (see, e.g., Fig. 12 in Hurrell et al. 2003) . Hence, statistical measures such as biases and probability distributions that are derived from a 15-year analysis are representative, since errors that are associated with mismatching conditions and different NAO indices will tend to cancel each other. Even the temporal variability itself can be validated by examining the scatter in time in the observations and model results.
There is an underlying trend in the global atmospheric surface temperature for the period in question due to trends in the composition of Earth's atmosphere (IPCC WG-I/2 et al. 2007a ). Changes in the radiative forcing are included in the coupled GISS AOM simulation, which this study is based upon. However, the amplitude of the regional internal atmospheric variability in the Arctic is of a much larger magnitude than the global trends (Räisänen 2002) .
Due to the poor match between the horizontal resolution in GISS AOM and the distance between the positions of the CTD stations, we will limit the validation of results from GISS AOM to integrated statistics (mean bias) for the BW track (which represents the water masses in the Nordic Seas adjacent to the Barents Sea) and VN track (the longest of the cruise tracks). Validation of integrated quantities (fluxes of mass and heat) from GISS AOM is also provided.
Overall validation
The biases of the model results with respect to the observations are listed in Table 2 . We note that, in the upper 50 m, ROMS is somewhat warmer than the observations in the west (BW and FB), and generally slightly too salty in the east (FB and VN) . Overall, the ROMS results are remarkably close to the observations. GISS AOM is too cold (by about 1 K) and too fresh (by 0.2-0.3) when compared to data from the BW track. Moreover, the validation of GISS AOM exhibits a significant deterioration inside the Barents Sea, with biases of 5 K and 1 in temperature and salinity, respectively.
In order to gain more insight into the performance of ROMS, we compute the probability density function (pdf) for temperature and salinity in the upper 50 m, The pdf from the ROMS results for salinity is also similar to the observed distribution in most aspects.
The most striking misrepresentation is that salinity values that are smaller than 34.4 are absent in the model. These results are representative for all seasons from the FB track. The lack of water masses in the model that have the signature of a coastal current is a primary cause for the narrower distributions and higher peaks in the pdfs of ROMS results. This discrepancy is due to the use of a 1
• product for the runoff forcing. The pdfs provide valuable information about the overall variability in the sampled region. However, they give no information about how the variability is distributed in space and time.
Variability in space
The cross-sectional averages of temperature and salinity in the FB track for the fall season are displayed in Figs. 5 and 6, respectively. Model results were interpolated to the observations' positions prior to averaging.
Again, we find that the results from ROMS are strikingly similar to the observations, particularly for temperature. There are horizontal fronts in the ROMS results that are in the correct positions when compared to the observed fronts; the ROMS salinity fronts are too weak, though. Observations and ROMS results for other seasons exhibit similar features to those from the fall season.
The results for the BW track (not shown) are similar to those from FB, with a temperature front near Bjørnøya in the observations and in the results from ROMS. For the VN track (also not shown), there are no well-defined temperature fronts in the cross-sectionally averaged fields, although the observations and the ROMS results are somewhat colder in the north. The salinities from ROMS are close to the observed values in the interior, but ROMS underestimates the gradient near the coast, as it does not reproduce the magnitude of the salinity minimum in this region. This is due to the coarse resolution of the freshwater runoff forcing from the CORE data set, as discussed in Section 2.
In order to assess the magnitude of the differences between model results and observations, it is useful to scale these differences by a spatially dependent quantity that represents variability. Here, we compute the standard deviation of temperature and salinity for each season, from each CTD station and each 10 m bin in the vertical, based on all of the observations available from 1980 to 2007. The absolute values of the normalized model vs observation differences are then computed, and results are weighted spatially by the distance between the Table 3 . Note that results from GISS AOM are not given, due to its insufficient horizontal resolution for the present purpose. As explained above, there is no inter-annual phase lock between model results and observations. Hence, any mean normalized difference significantly smaller than 1 should be treated with suspicion. However, since the validation is performed with monthly means from the models, and instantaneous measurements, even a "perfect" model will have a normalized difference that is not 1. Presently, the normalization is carried out based on the observed variability, which has a higher variability than that from monthly mean values. Thus, we expect normalized differences to be somewhat lower than 1 for a "perfect" model. From Table 3 , we Results for the upper 50 m for temperature (in K) and salinity are shown in the upper and lower halves of the table, respectively see that, with one exception, the normalized ROMS model vs observation differences are in the range 0.7-1.4.
Variability in time
As discussed above, it is difficult to assess the normalized model vs observation differences due to the lack of an optimal result. In order to shed more light on this topic, we propose to take advantage of the fact that the inter-annual variability in the observations and model results are de-coupled. Then, we can examine how well the observed temporal variability is described by the model by applying the method of ranking that is used for validation of an ensemble (Hammill 2001) . Based on the mean temperature from ROMS in the upper 50 m of the FB track, we find that the auto-correlation at lags of 1 and 2 years are 0.4 and −0.3, respectively. Hence, we set the de-correlation time scale to 2 years and can construct an eight-member ensemble of the results for 1986-2000. Another topic that needs to be addressed in this context is the mismatch in the sampling from the model and instruments. Model results are available as monthly means, whereas observations from the CTD casts are instantaneous. An analogous issue in the analysis of ensembles in weather forecasting is that, in order to correctly analyze the ensemble, one needs to take errors in the instrumental records into account. This can be done by adding noise to the observations to mimic instrument errors (Saetra et al. 2004) .
In the present case, the mismatch introduced by monthly averaging of model results is much greater than the instrument errors. We have four time series of continuous temperature observations in the vicinity of the FB track at our disposal, their locations are displayed as red dots in Fig. 2 . From two of the moorings, no data were available at depths smaller than 50 m. As an estimate of the variance that is lost by application of a monthly average, we compute the root mean square (RMS) offset from a least squares fit to each month of data from all moorings, at the 50-m level. We find that, during spring, the RMS offsets range from 0.1 to 0.4 K, while the corresponding range from the fall season is 0.1 to 0.55 K. For both seasons, the RMS differences increase from south to north. In the analysis that follows, we have thus added Gaussian noise with standard deviation given by the RMS values after the model results for each year were found by interpolating linearly in time between the monthly averages.
If the statistical properties of the inter-annual variability in the observations and the model results are the same, the probability that the observed value is smaller than the ensemble minimum, between the ensemble minimum and the second smallest ensemble value, etc., is the same for each interval (Hammill 2001) . In an eight-member ensemble, there are nine different possible outcomes of such a ranking. Here, we simplify by restricting the analysis to count the frequency of observations that are inside the range of the ensemble. This corresponds to seven of the nine intervals, so ideally, the frequency should be 7/9 = 0.78.
The aim here is to validate variability in time. However, the representation of spatial scales will also have an effect on ranking. If fronts such as those displayed in, e.g., the left panel of Fig. 5 are not resolved in the model, ranking will show that the model underestimates variability even if the temporal variability is described correctly. Hence, due to the coarse horizontal resolution in GISS AOM, we will limit the ranking analysis to the results from ROMS.
The results from the analysis for the FB track are provided as Table 4 , for the low and high estimates of the RMS offsets in the data from the moored instruments. The probability of observed values falling inside either ensemble range is lower than the optimal value of 0.78, for both seasons and the whole RMS range. Nevertheless, given the slight underestimation of spatial variability that is evident from Fig. 5 , we find that the temperatures from ROMS give a reasonable representation of the observed variability. A crude measure of the model performance in this context is "variability percentage," as given by the fraction between the tabulated values and the optimal value (0.78). Using the debiased model results, the percentage from the average of the low and high RMS estimates becomes 70% and 81% for spring and fall, respectively.
Volume and heat fluxes
It is difficult to make a consistent comparison between observed and modeled volume and heat fluxes. Observations are based on point measurements, while model data provide area averages over a grid box, but with higher spatial resolution than the observations. The distance between observation points is larger than the eddy scale, which would influence the comparison between model and observations even for a "perfect" model. Bias and possible drift in modeled salinity often complicate the comparison further, by obscuring the water mass definitions that are appropriate for the analysis of model results. Figures 4 and 6 show that the salinity in the ROMS results is biased. They also show that water masses such as coastal water are underestimated in the model, seen by the lack of a tail at the lower end in the salinity pdf (Fig. 4) . Two different approaches to separate Atlantic water from coastal water in the model include using temperature only and restrict the analysis to the geographical extent of the moorings, or using both temperature and salinity adjusted for model bias. In this validation, the first method is applied. This is consistent with the observations by Ingvaldsen et al. (2004) , and will effectively distinguish between water masses of Atlantic origin and water masses in the NCC, as the NCC is situated south of the mooring section. The latter method, however, gave only slightly different results. In GISS AOM, the criterion is applied on the whole opening between Norway and Svalbard.
For the period 1986-2000, the modeled net inflow to the Barents Sea is 2.4 Sv in GISS AOM and 2.1 Sv in ROMS for all water masses. Using the definition above gives a corresponding Atlantic inflow of 1.1 Sv in GISS AOM and 1.8 Sv in ROMS. The observations reported by Skagseth et al. (2008) give an average Atlantic inflow of 1.8 Sv. The different results from the two models are mainly due to too-low temperatures in GISS AOM, as shown in Fig. 5 . In winter/spring, no water masses are classified as Atlantic water in GISS AOM, resulting in zero inflow of Atlantic water in the months February through May. The net inflow of all water masses, however, only shows a slight decline throughout winter and spring, and varies between 2.1 Sv in June and 2.9 Sv in October. The heat flux reflects the low temperatures and varies between 13 TW in March (0 TW for Atlantic water) and 45 TW in October (42 TW for Atlantic water), with an average of 27 TW (16 TW for Atlantic water) for the whole period 1986-2000. This agrees poorly with observations (Skagseth et al. 2008) , which suggest that the average heat flux carried by the Atlantic water into the Barents Sea is 48 TW. The heat flux is greatly increased in ROMS, despite a reduction in the total volume flux. For the whole period, the average net heat flux from all water masses amounts to 65 TW in the ROMS simulation, while the Atlantic water contributes with 46 TW.
Further, Skagseth et al. (2008) find that variability in heat flux through FB track is dominated by fluctuations in volume transport rather than temperature fluctuations: They found a higher heat flux in winter, when temperatures are lower, and attributed this to the stronger volume transports in winter.
GISS AOM shows the opposite behavior, with temperature changes being the dominant factor for the variability of heat flux in the inflow to the Barents Sea. The extensive Barents Sea ice cover in winter in GISS AOM (see Fig. 7 for the results from May) is attributed to the low heat flux into the Barents Sea in winter.
Although the ROMS results agree very well with observations regarding average fluxes on decadal timescales, the temporal variability is too low in the model. Skagseth et al. (2008) found the 12-month running mean volume transport into the Barents Sea to vary between a minimum of 0.8 Sv and maximum of 2.9 Sv within the 10-year period 1997-2006 (see Table 5 here). For the heat flux, the minimum and maximum values were 29 and 70 TW, respectively. The corresponding values from the 15-year period with results from ROMS are 1.5 and 2.1 Sv for volume transport minimum and maximum, respectively, and 41 and 51 TW for heat transport minimum and maximum, respectively. GISS AOM shows a larger relative variability than the ROMS results, but the average fluxes are substantially underestimated, as described above. As also revealed by Table 5 , ROMS produces realistic inflow of both volume and heat into the Barents Sea.
Conclusion
In the ROMS simulation that is examined here, ROMS was coupled to a dynamic-thermodynamic sea ice model as described in Budgell (2005) . The results for sea ice from the GISS AOM and ROMS experiments are connected to the ocean temperature results as expected, since the Barents Sea has a much larger ice cover in the colder GISS AOM. We particularly observe that the sea ice retreat in GISS AOM is delayed in the spring season, as can be seen from Fig. 7 . The GISS AOM results for sea ice, where the Barents Sea is, e.g., almost completely ice-covered during winter, does not at all correspond to the observations. The sea ice results can be compared to the observations from 1990 that are displayed in Rayner et al. (2003) , see, e.g., their Fig. 1c,d . While the ROMS results also display a too-extensive sea ice cover, it is much closer to the observations than the GISS AOM ice cover.
The excess heat carried into the Barents Sea by Atlantic water in ROMS, as compared to GISS AOM, has an average value of 30 TW (see Table 5 ), or 8 · 10
19 J per month. If all of this energy is consumed by ice melting, this corresponds to a 1-m-thick ice cover over the entire Barents Sea being melted during a period of 4 months. We also note from Fig. 7 that ice retreat in ROMS due to advection only has an impact locally. Advection of sea ice in GISS AOM is slowpaced everywhere in the Barents Sea. Hence, most of the improvement in the description of sea ice in ROMS can be attributed to its realistic heat transport.
The same atmospheric forcing is applied to both of the ocean and sea ice models, albeit in different ways, since GISS AOM is a fully coupled system. Obviously, one must expect that the ROMS results are at least somewhat tainted by the GISS AOM atmosphere that has a lower boundary that is much too cold. Hence, it is encouraging to find that, even under these conditions, ROMS can provide results that constitute a realistic description of the hydrographic conditions in the upper water masses of the Barents Sea.
We have demonstrated that a regional ocean circulation model, run with a much higher horizontal resolution than what is feasible with a coupled general circulation model, is capable of a realistic representation of the ocean circulation in a shelf sea. However, it is important to realize that the impact of the large-scale circulation may differ from one shelf sea to another. The Barents Sea is characterized by a strong impact from relatively warm waters that enter in the west, making it a much warmer shelf sea with less sea ice than other shelf seas at similar latitudes.
This study gives us reason to believe that much value can be added to projections of the future ocean climate from coupled AOGCMs by down-scaling using regional modeling. While AOGCMs that are eddy resolving in the ocean are not likely to transpire in the foreseeable future, regional models can provide information with a resolution that is more relevant for, e.g., oceanic biota.
The present results are generated on a variable mesh grid that is sufficient for resolving important large-scale circulation features such as the Gulf Stream separation (Smith et al. 2000) , but too coarse to reproduce the circulation on the scales at which most meso-scale activity is found at high latitudes. Hence, extending the methodology by nesting an even smaller domain into a regionally downscaled model may be useful from the viewpoint of climate change impact studies.
