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Abstract
Spherical logarithmic quantization (SLQ) is a vector quantization method for efﬁcient digitizing analog signals at a
high dynamic range as well as a high Signal-to-Noise Ratio (SNR) while preserving the original waveform as close
as possible. Short vectors of samples are represented in sphere coordinates while correlations within the source
signal are exploited by means of differential pulsecode modulation (DPCM). This paper introduces a solution for
combining this vector quantization scheme with DPCM in the sense of a stepwise spherical quantization which
results in an extreme reduction of computational effort with respect to the state of the art. Moreover an optimum
indexing of the quantization cells covering the surface of a multidimensional unit sphere is presented for both the
encoder and the decoder side.
1 Introduction
Digital representation of analog waveforms offers lots
of advantages concerning efﬁcient and robust trans-
mission, procession or storage. For this purpose, the
analog signal usually is quantized and digitized by
means of PCM encoding, afterwards data compression
methods are applied. Depending on the purpose of
the digital representation, there is a large variety of
data compression methods: especially at the consumer-
side, special properties of the (human) listener often
are exploited in order to reduce irrelevance within the
source signal allowing a very efﬁcient transmission or
storage with a sufﬁcient quality of the reconstructed sig-
nal. At the production side (e.g. a digital microphone),
there are often harder requirements towards digitizing
and compression of the recorded signal: usually, the
signal is to be post-processed and dubbed which might
result in an unpredictable loss of quality if some kind
of irrelevance reduction (e.g. psychoacoustic masking)
was used. In addition to that, some applications (e.g.
audio transmission for stage monitoring purposes) do
not grant a delay of more than only a few samples.
Moreover, gains that have been achieved by exploitation
of irrelevance cannot be measured in the sense of a
Signal-to-Noise Ratio (SNR) - the only way to evaluate
the quality is by means of complex performance tests
with well-trained persons.
In [1], we proposed a new waveform-conserving1
method, spherical logarithmic quantization (SLQ),
which on the one hand side combines gains from multi-
dimensional and logarithmic quantization at a tolerable
complexity for implementation and on the other hand
side is capable of further SNR gains by means of
linear prediction. This method offers an advantageous
tradeoff between rate and distortion and is particularly
characterized by its extreme high dynamic range and a
very low structural delay of only a few (typically up to
16) sample periods. With the method being waveform-
1We use the expression “waveform-conserving” instead of the often
applied term “lossless” waveform coding, because digitizing analog
Signals at a ﬁnite data rate is not “lossless” in principle.
conserving, the quality can be measured as a SNR, for
details, see [1].
SLQ combines a set of D samples to a vector
performing a joint quantization and therefore belongs
to the family of vector quantization methods. In order
to achieve further SNR gains by linear (backward)
prediction, we proposed a combination of SLQ and
differential pulse code modulation (DPCM) using a
method very closely related to the principle “analysis
by synthesis” well known from CELP waveform coding
methods [2]. Following a very simple discrete step gra-
dient descent algorithm, a search for the reconstruction
vector that results in the lowest distortion is performed.
In [3] we demonstrated a solution of the assignment of
an index to the optimum quantization cell by nested
lookup-tables which implies a limitation of rate as
well as dimensionality and therefore a limitation of
performance depending on the size of the lookup-tables.
In this paper a new successive quantization method
is proposed which tackles the contradiction between
DPCM and vector quantization in an elegant as well as
effective way and with low computational effort. More-
over we present an intuitive approach of calculating
the index of the optimum quantization cell instead of
using nested lookup-tables but nevertheless taking into
consideration the prediction.
2 Spherical Logarithmic
Quantization
2.1 Sphere Coordinates in D Dimensions
Applying SLQ, a vector x := (x1,...,xD) of D samples
in Cartesian coordinates at ﬁrst is expressed by polar
coordinates u := (ϕ1,...,ϕD−1,r). The D − 1 angles
ϕi as well as the radius r are given by the fol-
lowing equations (j: imaginary unit, arg(·):argument-
function delivering the angle of a complex number in
rad):
ϕ1 =a r g ( xD +j xD−1) ∈ [−π,+π) (1)ϕi =a r g
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Please note that we use the “time ﬂipped” sample
vector x for transformation into sphere coordinates, the
necessity of this will become clear in section 3 of this
paper.
The reconstruction of the cartesian components from
vector u is given by
xi = r · bD−i · sin(ϕD−i),i∈{ 1,...,D − 1} (4)
xD = r · b1 · cos(ϕ1)=r · b0 (5)
with the radii bi of the “circles of latitude” of a unit
sphere (radius 1):
bD−1 =1 (6)
bD−i =
D−1  
l=D−i+1
cos(ϕl),i ∈{ 2,...,D} . (7)
2.2 Logarithmic Quantization using
Sphere Coordinates
In order to achieve the properties of a logarithmic
quantization, i.e. independence of the SNR of the
signal variance and its special (short time) probability
density function (pdf), we proposed in [1] to apply
usual logarithmic quantization according to the A-law
(see [4]) for the radius (magnitude). For the angle
variables ϕi we simply apply individual uniform quan-
tization but with quantization intervals being func-
tions of the quantized angle variables of higher orders
  ϕl, l ∈{ i +1 ,i+2 ,...,D − 1}, used for reconstruc-
tion.
The uniform quantization of the angles corre-
sponds to a quantization of the surface of a D-
dimensional sphere roughly into (D − 1)-dimensional
(hyper-) cubes (e.g. ordinary squares for D =3 )a s
long as the number of quantization cells is very large,
see Fig.1. As shown in [1], this suboptimal quanti-
zation of the surface of the sphere results in a loss
of only 10log10(πe
6 )=1,53dB for D →∞ , which
corresponds to a rate loss of about 1/4bit/sample, which
we accept for the beneﬁt of low complexity.
Let ∆r(r) be the width of each quantization cell
covering the surface of a D-dimensional sphere. With
the SNR being independent from the radius r within the
logarithmic area of the A-law quantizer we proposed
to quantize the radius separated from the surface of the
sphere. Thus, for surface quantization, we can chose
r =1without loss of generality which means that we
consider the quantization cells covering the surface of
the unit sphere.
Let R denote the average bits per sample (rate) and
M := 2R the number of quantization levels which are
Fig. 1. Quantization cells covering the surface of the unit sphere
(D =3 , R =4bit/sample, MD−1 =9 ).
available per sample. In [1] we discussed how to split
the MD quantization levels (which are available per
quantization step) into MD quantization intervals for
the radius and Mϕ quantization intervals for the surface
of a D-dimensional unit (hyper-) sphere in an optimum
way. The width of the quantization cells reads:
∆: =∆ r(r =1 ) : =
1
M
·
 
βD
c
  1
D
(8)
with c :=
1
1+l nA
(9)
and βD := D ·
πD/2
Γ(D/2+1 )
. (10)
Here A denotes the usual parameter of the logarithmic
quantization according to the A-law, and βD denotes
the surface of a unit sphere in D dimensions using the
Gamma-Function (Γ(x +1 )=x!,x ∈
R+).
Since the surface of our unit sphere is uniformly
covered with D − 1-dimensional hypercubes each of
them contributing an area (e.g. a “D − 1-dimensional
Volume”) of ∆D−1 to the whole surface area of the
sphere, we can calculate the number of quantization
cells that are available for the quantization of the
surface by using (8), for details see [1]:
Mϕ :=
βD
∆D−1 = β
1/D
D · MD−1 · c(D−1)/D . (11)
[5] also discusses the problem of uniform distributing
quantization cells on a unit sphere’s surface, but ﬁrstly,
a suitable length of the cell is found by an iterative
procedure, starting from a suboptimal initial value and
secondly, no aspects of radius quantization are taken
into account for the calculations.
For example, Fig.1 shows for D =3 and
R =4bit/sample how the surface of the unit sphere
can be divided into MD−1 horizontal layers, each of
them corresponding to a reconstruction angle we will
denote by   ϕD−1. Dependent on   ϕD−1, each layer
itself can be subdivided into MD−2(  ϕD−1) sublayers
each of them corresponding to a reconstruction angle.
  ϕD−2. This can be continued down to M1; pleasenotice, that the numbers Mi of quantization intervals in
layer i is a function of the selected quantization layers
(reconstruction angles, resp.) in all higher dimensions
i +1 ,...,D − 1.
2.3 Spherical Quantization and DPCM
For the beneﬁt of a further increase in SNR by exploit-
ing correlations within the source signal, we use DPCM
with backward prediction as shown in Fig.2. It is well
known that prediction gain due to DPCM is directly
converted into a SNR-gain, if DPCM with feed back
prediction is combined with logarithmic quantization
[4]. Of course, e.g. using uniform quantization, an
approximately equivalent prediction gain is evident, but
the transformation into a SNR-gain requires some addi-
tional effort (e.g. reducing the quantization range at the
same number of quantization intervals) and the trans-
mission of side information. As SLQ is the most ef-
ﬁcient method for logarithmic quantization yet known,
the combination of SLQ and DPCM with feedback pre-
diction offers a near optimum logarithmic quantization
method. Unfortunately, the same problem arises as for
any vector quantization method that is combined with
DPCM using feedback prediction: for the calculation
of the actual prediction error sample x[k] all previous
reconstructed samples   q[k − i],i =1 ,2,...,h a v et o
be available and for a high prediction gain the most
recent values (i =1 ,i =2 ) are indispensable. But this
claim seems to be inconsistent with jointly quantizing
blocks of length D of samples.
Fig. 2. Block diagram: DPCM-Encoder using backward prediction.
3 Encoding
In the following we introduce a method for successive
SLQ that includes prediction ﬁltering of the initial
signal vector q := (q1,...,qD). First we need to ap-
proximate the signal magnitude of the vector x that
is to be transformed into the spherical domain i.e. the
radius r according to (3). This is done by a forward
prediction for the actual D samples; i.e. by disabling
the chain “Spherical Quantization” and “Cartesian Re-
construction” in Fig.2 or equivalently, feeding q[k],
k = l · D,l · D +1 ,...,l · D + D − 1 into the predic-
tion ﬁlter instead of   q[k].
The vector q := (q1,...,qi,...qD) will now be quan-
tized according to Fig.2 sample by sample starting with
i =1 . The sample xi is fed into the spherical quantizer
which ﬁrstly provides the corresponding unquantized
angle ϕD−1 by the use of (4):
ϕD−i = arcsin
 
xi
r · bD−i
 
,i∈{ 1,...,D−2} . (12)
Assume the number MD−i of quantization intervals to
be used for quantizing this angle is given (we will
discuss this point in detail in section 4 for better
readability), the unit sphere is divided into MD−i
layers (see Fig.1). Now, the layer that comprises the
unquantized angle ϕD−i ∈
 
−π
2, π
2
 
is selected and
denoted by the index νD−i where νD−i =0refers to
the bottom layer, νD−i = MD−i − 1 to the top layer,
resp.:
νD−i =
  
ϕD−i +
π
2
 
·
MD−i
π
 
(13)
with  x ∈
Z: largest integer ≤ x with x ∈
Z.
The corresponding reconstruction angle (which
points to the middle of the selected layer) reads
  ϕD−i =( νD−i +0 ,5) ·
π
MD−i
−
π
2
. (14)
We now use the quantized radius   bD−i of the se-
lected layer’s “circle of latitude” to reconstruct the ith
cartesian component of y
yi = r ·  bD−i · sin(  ϕD−i),i ∈{ 1,...,D − 2} (15)
which is further processed according to Fig.2. Increas-
ing i by 1 leads to the next sample of x, i.e. xi.
Please notice, that the unquantized raddii of the
“circles of lattitude” bD−i are given by eqs. (6) and (7)
whereas their quantized equivalents may be obtained
by
  bD−1 =1 (16)
  bD−i =
D−1  
l=D−i+1
cos(  ϕl),i ∈{ 2,...,D} . (17)
At this point, we want to emphasize that gains due to
linear prediction can only be achieved if the quantiza-
tion preserves the chronological correct order of the
signal samples. Thus, our step by step quantization
scheme uses the time-ﬂipped signal vector of x for
transformation into sphere coordinates, see eqs. (1) to
(3). With the appropriate reconstruction of the cartesian
components, see eqs. (4) to (5), starting at the “last”
angle ϕD−1, we immediately get the chronological ﬁrst
quantized sample y1, etc.!
This succession only holds for i ≤ D − 2 because,
the last layer (i.e. i = D − 1) resembles a circle that
is parallel to the (xD,xD−1)-plane. Now, both yD−1
and yD depend on the same angle   ϕD−1, see also (1).
This is not compatible to our successive quantization
and prediction scheme according to Fig.2 since we ﬁrst
need the quantized component yD−1 for being able to
calculate the prediction error sample xD which itself
leads to the quantized component yD.
In order to quantize yD−1 independently of yD,
we have to rotate the quantization cells within the
(xD,xD−1)-plane by π
2 counterclockwise such that a
quantization of ϕ1 symmetric towards the xD−1-axis
is achieved, see Fig.3.0
0
~
Fig. 3. Rotation of the quantization cells resp. their reconstruction
angles (•) within the (xD,xD−1)-plane by π
2 to achieve
symmetry (−−− ) towards the xD−1-axis.
Therefore, we have to write
  ϕ1 = arcsin
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At this point we have to use the notation   ϕ1 and     ϕ1
instead of ϕ1 and   ϕ1, resp., because we still have
an angular ambiguity of (ϕ1 =   ϕ1 or ϕ1 = π−   ϕ1)
dependent on the sign of xD which we will solve later.
In any case, the next cartesian component of y reads
yD−1 = r ·  b1 · sin(    ϕ1) (20)
which is now ready to be immediately processed by the
prediction ﬁlter according to Fig.2. Prediction ﬁltering
provides xD the sign of which decides whether we have
to correct   ϕ1 and     ϕ1, resp. or not:
ϕ1 =
 
  ϕ1 if xD ≥ 0
π −   ϕ1 if xD < 0 (21)
  ϕ1 =
 
    ϕ1 if xD ≥ 0
π −     ϕ1 if xD < 0 .
(22)
To illustrate this, assume that eqs. (18) and (19) lead to
a quantized angle of     ϕ1 as it is depicted in Fig.3. In this
case, the reconstruction angles labelled with “0” and
“4” are possible candidates, because they both share
the same component xD−1. As soon, as the sign of xD
is known, an unique decision can be made.
The last cartesian component of y now yields
yD = r ·  b1 · cos(  ϕ1) , (23)
and the selected quantization cell on the last layer can
be described by an index
ν1 =
 
  ϕ1 +
3π
2
 
M1
2π
. (24)
As already mentioned, the algorithm introduced above
needs to know the exact signal magnitude of the signal
vector x after the backward prediction (i.e. the radius r
at the input of the “Spherical Quantization”, see Fig.2).
Since the initial approximation by means of forward
prediction is not sufﬁciently accurate, the algorithm
above has to be parallelized for some (about 10 to 20)
discrete values of the radius   r ∈ [r − ∆,r+∆ ].The
aim is to ﬁnd a value of   r for which the metric
d2(q, ˆ q)=
D−1  
i=0
(q[D · l + i] − ˆ q[D · l + i])2 . (25)
is minimized. Since this search does not necessarily in-
volve an iterative procedure, it can easily be parallelized
in a hardware implementation.
This new successive encoding procedure is a funda-
mental improvement of the procedure presented in [1],
where the iterative search (η iterations, usually η =3 )
for the optimum quantization cell has to be performed
in the D-dimensional spherical domain with a compu-
tational complexity proportional to Dη.
4 Indexing
4.1 Preliminaries
In this section we discuss a new mapping scheme of an
index N ∈{ 0,1,...,MD − 1} to the quantization cell
that is to be transmitted as well as its reconstruction
at the receiver side. As the assignment of an index
ND ∈{ 0,1,...,MD − 1} to the radius is independent
of the index Nϕ ∈{ 0,1,...,Mϕ − 1} of the selected
cell on the unit sphere, we can concentrate on the
problem of assigning indices to the cells on the unit
sphere. Of course, we have to claim
Mϕ · MD
! = MD . (26)
4.2 Index Distribution among the layers
The surface of the D-dimensional unit sphere is now
successively split up into
MD−i =
 
π ·  bD−i
∆
 
(27)
layers (starting with stage 1, e.g. i =1 ) corresponding
to the indices νD−i =0 ,...,MD−i − 1, serially num-
bered from the bottom of the sphere to the top. Each
layer comprises a reconstruction angle cf.(14) which
we will denote with   ϕ
(νD−i)
D−i and holds a number
K
(νD−i)
D−i , of quantization cells (i.e. D − i-dimensional
Hypercubes). In order to achieve a uniform distribu-
tion of the quantization cells among the surface of
the sphere, K
(νD−i)
D−i is proportional to each layer’s
quantized surface.
Fig.4 illustrates how to calculate the surface of a
layer νD−i by the subtraction of two partial surfaces
represented by S+ and S−.
Fig. 4. Calculation of a layer’s surface by subtraction of two partial
surfaces: SLayer = S+ − S− .
In order to achieve an unique index representation
despite rounding we have to quantize the two surfaces
to be subtracted towards multiples of the quantizationcell area (i.e. the surface of our D − i-dimensional
hypercubes).
Let SD−i+1(ϕD−i) denote the partial surface accord-
ing to Fig.4 of a D − i +1 -dimensional unit sphere
between the sphere’s bottom (i.e. ϕD−i = −π
2) and the
angular ϕD−i:
SD−i+1(ϕD−i)=
=
ϕD−i  
− π
2
π
2  
− π
2
···
2π  
0
ρ dϕ 
1 ···dϕ 
D−i−1dϕ 
D−i
(28)
with the element of surface
ρ=cosD−i−1(ϕD−i)·cosD−i−2(ϕD−i−1)···· ·cos(ϕ2).
(29)
With the radius  bD−i of the sphere and a quantization
cell’s area of ∆D−i we calculate the number K
(νD−i)
D−i
of quantization cells that are available for being spent
on each layer
K
(νD−i)
D−i =
  

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∆
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  ϕ
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
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  bD−i
∆
 D−i
· SD−i+1
 
  ϕ
(νD−i)
D−i −
π
2MD−i
 
 

, (30)
i ≤ D − 2 .
At the ﬁrst stage of the encoding process, we have to
use the radius   bD−1 =1 . (31)
As soon as ϕD−i is quantized by the use of (14) during
encoding, we ﬁx νD−i to the number of the selected
layer (comprising the reconstruction angle   ϕD−i).
The radius   bD−i−1 that has to be used for the next
stage of encoding is now interpreted as the radius of
a D − i-dimensional sphere holding the same (quan-
tized) surface as the selected layer of our D − i +1 -
dimensional sphere divided by ∆:
 
  bD−i−1
 D−i−1
· βD−i
! =
K
(νD−i)
D−i · ∆D−i
∆
(32)
leading to
  bD−i−1 =∆·
 
K
(νD−i)
D−i ·
βD−i
  1
D−i−1
. (33)
This can be quite easily depicted by the fact that the
orthogonal cutting area of a D − i-dimensional sphere
resembles a D − i − 1-dimensional sphere, e.g. cutting
a 3-dimensional sphere results in a circle.
Now we move to the next stage i.e. we increase
i by 1 and, as long as i ≤ D − 2 is still valid, we
recursively continue in dividing the actual layer into
MD−i sublayers according to (27). This successive
procedure is somewhat similar to the source coding
algorithm known as arithmetic coding.
At i = D − 1 we have reached the last layer which
consists of
M1 =
 
2π ·  b1
∆
 
= K
(ν2)
2 (34)
quantization cells.
4.3 Surface Index Selection
The index Nϕ which represents the selected cell on the
surface of our unit sphere can now easily be calculated
by summing up the numbers of quantization cells
spent on the D − 1 layers, resp. subspheres between
their “bottoms” and the selected layer νD−i on each
subsphere, see Fig.5.
Nϕ =
 
D−2  
i=1
 νD−i−1  
m=0
K
(m)
D−i
  
+ ν1 , (35)
Fig. 5. Summing up the number of quantization cells in each layer
: Surface cells, resp. indices to be accumulated, cf.(35)
: Surface cell to be transmitted (cell index Nϕ)
The surface index Nϕ is combined with the index
ND of the (scalar) quantization of the radius towards
the overall index
N = Nϕ · MD + ND (36)
that is transmitted.
4.4 De-Indexing and Decoding
The decomposition of the transmitted index N into Nϕ
and ND can easily be achieved by a modulo operation
ND = N mod MD (37)
Nϕ =
N − ND
MD
, (38)
with the modulo operator mod x, x ∈
N, mapping an
integer into the interval [0,...,x − 1].
The recovery of νD−i, i ∈{ 1,...,D − 1} requires
some calculations similar to those used while encod-
ing: the decoding algorithm successively processes the
stages for i =1 ,...,D − 1 and provides at each stage
a “remaining surface index”   ND−i, starting with
  ND−1 := Nϕ . (39)
At the ﬁrst stage of the decoding process (i.e. i =1 ), the
K
(νD−i)
D−i are recalculated for all possible reconstruction
angles   ϕ
(νD−i)
D−i of the current layer using (30). The
reconstruction index νD−i is now ﬁxed by fulﬁlling
i  
n=1
νD−n−1  
m=0
K
(m)
D−n ≤   ND−i <
i  
n=1
νD−n  
m=0
K
(m)
D−n
(40)
and the corresponding reconstruction angle   ϕD−i can
be calculated by applying (27) and (14). The remaining
index for the next stage of decoding yields
  ND−i−1 =   ND−i −
i  
n=1
 νD−n−1  
m=0
K
(m)
D−n
 
. (41)Now i is increased by 1 and as long as i ≤ D − 2 is
valid, we continue with calculating νD−i, cf. (40).
Reaching i = D − 1, leads to
ν1 =   N1 (42)
and   ϕ1 =( νD−i +0 ,5) ·
2π
M1
+
π
2
. (43)
The reconstruction of the cartesian components of the
signal is performed by applying (4) and (5) to the
reconstructed angles.
5 Simulation Results
The simulation of joint SLQ with DPCM was per-
formed for the ouverture and the aria “Der Vogelf¨ anger
bin ich ja” of the opera “Zauberﬂ¨ ote” of Wolfgang
Amadeus Mozart [6]. The aria “Vogelf¨ anger” is stored
at a mean signal level of −32,15dB and offers a
challenging example for audio coding due to signal
dynamic and timbres (prelude, singing, reed pipe). The
mean signal level of the ouvertuere is −27,20dB and
is characterized by a wide dynamic range from below
-70dB up to -17dB, see also Fig.7.
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Fig. 6. SNR of SLQ in combination with DPCM
R =3b i t /sample , A = 102726 ,P =2
“Ouvertuere”, (W. A. Mozart), [6] Track1
Time = 7:11 min, −27,20dB
“Der Vogelf¨ anger bin ich ja”, (W. A. Mozart), [6] Track3
Time = 3:02 min, −32,15dB
First the signal was coded, then decoded and the
SNR was calculated by comparison with the orig-
inal CD-signal. Fig.6 shows simulation results for
R =3bit/sample, A = 102726 and various dimensions
of D. Here the Signal-to-Noise Ratio is averaged on
the whole pieces of music. Using an universal pre-
diction ﬁlter of low prediction order (P =2 ) with the
coefﬁcients h[k]=( 1 ,687811;−0,760414;0,054830),
these simulation results can be considered as repre-
sentative for a multiplicity of audio signals. The SNR
increases with D and approaches the rate-distortion
bound at D =1 6 by 3,34dB for gaussian variables
(i.e. regardless of the prediction gain) - the theoretical
maximum (D →∞ ) is 1,53dB, for details see[1]. At
a ﬁrst glance, the extreme high values for A chosen
for our examples may look quite unrealistic and not
implementable, but please notice that usually much
more than M intervals are devoted to the quantization
of the radius (MD >M / 2), [1]. Even for extreme
low rates, e.g. R =4bit/sample very ﬁne quantization
intervals still exist for the radius.
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Fig. 7. Segmental signal level and segmental SNR of SLQ with
DPCM (segments of 6000 samples or 0.136s, resp.)
“Ouvertuere” (W. A. Mozart), [6] Track1,
R =3b i t /sample , A = 102726 ,D =1 6
In Fig.7 segmental signal level and segmental SNRs
are plotted for the example ouvertuere; each segment
consists of 6000 samples, i.e. 0.136s at a sample rate
of 44.1kHz. Spherical log. quantization in D =1 6di-
mensions with A = 102726 and the same compromise
predictor with degree P =2as in the ﬁrst example are
applied.
The upper curve shows the high dynamics of the ou-
verture: especially at the beginning and in the middle of
this popular piece of music, the well known long heavy
tones separated by general pauses over entire bars can
easily be observed. Please notice, that despite of the low
rate R =3bit/sample a 10 log10(SNR) >30dB (w.r.t.
the original CD) is even maintained during this general
pauses.
6 Conclusion
We presented a solution of tackling the contradiction
between the schemes of DPCM and spherical vector
quantization by successively processing the dimen-
sions. This allows spherical quantization at a higher
dimensionality and therefore reduces the remaining gap
towards the rate distortion bound to below 3dB even for
practical cases. Moreover we presented how to perform
the index calculation in a straightforward way and at
tolerable computational complexity both well suited for
a realtime low delay hardware implementation.
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