Abstract
Introduction
Over the past years, the immerse popularity of peer-topeer (P2P) resource sharing services has produced a significant stimulus to content-delivery overlay network research. An important class of the overlay networks is distributed hash tables (DHTs) [7, 11, 8, 10] that map keys to the nodes of a network based on a consistent hashing function. However, consistent hashing [3] produces a bound of O(log n) imbalance of keys between nodes, where n is the number of nodes in the system. Load balancing algorithm is to avoid load imbalance by distributing application load among the nodes in proportional to node capacities. The design of a load balancing algorithm should take into account DHT proximity feature to minimize load balancing cost and dynamic feature to handle churn -a situation where a great number of nodes join, leave and fail continually and rapidly.
In the past, numerous load balancing algorithms were proposed with different characteristics [11, 6, 2, 16, 4] . However, few of them are able to deal with both the dynamism and proximity. In general, the dynamic feature of DHTs should be dealt with by randomized matching between heavily loaded nodes with lightly loaded nodes. Rao and Godfrey et al. [6, 2] proposed randomized load balancing algorithms for dynamic DHTs with churn. The algorithms treat all nodes equally in random probing, without consideration of node proximity information in load balancing. Zhu and Hu presented a proximity-aware algorithm to take into account the node proximity information in load balancing [16] . The algorithm is based on an additional network constructed on top of DHTs. Although the network is self-organized, the load balancing algorithm is hardly applicable to DHTs with churn.
In this paper, we present novel locality-aware randomized (LAR) load balancing algorithms to deal with both the proximity and dynamic features of DHTs. The algorithms take advantage of the proximity information of the DHTs in node probing and distribute application load among the nodes according to their capacities. We introduce a factor of randomness in the probing process in a range of proximity so as to make the load balancing algorithm resilient enough to deal with the dynamic feature of DHTs. We further improve the efficiency of the random probing process by d-way probing. The algorithms are implemented in Cycloid [10] , based on a concept of "moving item" for retaining DHTs' network efficiency and scalability. We evaluated the performance of the LAR load balancing algorithms via comprehensive simulations. Simulation results demonstrate the superiority of a locality-aware 2-way randomized load balancing algorithm in DHTs, in comparison with other pure random approaches and locality-aware sequential algorithms. In DHTs with churn, it performs no worse than the best churn resilient algorithm.
The rest of this paper is structured as follows. Section 2 presents a concise review of representative load balancing approaches for structured P2P systems. Section 3 details a load balancing framework. Section 4 presents the LAR load balancing algorithms. Section 5 shows the performance of the approaches in terms of a variety of metrics in DHTs with and without churn. Section 6 concludes this paper with remarks on possible future work.
Related Work
Load balance is an aftermath problem in any DHTs based on consistent hashing functions. Karger et al. proved that the consistent hashing function in chord [11] leads to a bound of O(log n) imbalance of keys between the nodes. Stoica et al. proposed an abstraction of "virtual servers" for Chord load balancing. This abstraction simplifies the treatment of load balancing problem at the cost of higher space overhead and lookup efficiency compromise. The original concept of "virtual servers" ignored the file size and node heterogeneity. Later on, Rao et al. [6] proposed three algorithms to rearrange load based on nodes' different capacities. Their basic idea is to move load from heavy nodes to light nodes so that each node's load does not exceed its capacity. Most recently, Godfrey et al. [2] extended this work for dynamic P2P systems. This is, if a node's capacity utilization exceeds a predetermined threshold, its excess virtual servers will be moved to a light one immediately without waiting for next periodic balancing. The algorithms assumes a goal of minimizing the amount of load moved. They neglects the effect of proximity information. With proximity consideration, load transferring and communication are between physically close heavy nodes and light nodes. One of the first work to utilize the proximity information to guide load balancing is due to Zhu et al. [16] . The authors suggested to build a K-nary tree (KT) structure on top of a DHT overlay. The KT tree helps to use proximity information to move load between physically close heavy and light nodes. However, the construction and maintenance of KT are costly, especially in churn. Besides, when a parent fails or leaves, the load imbalance of some of its children in the subtree cannot be solved before its recovery. Most recently, Karger and Ruhl [4] proved that the "virtual servers" method could not be guaranteed to handle item distributions in a certain condition. As a remedy, they proposed two schemes with provable features: moving items and moving nodes to achieve equal load between a pair of nodes, and then a system-wide load balance state. This paper presents LAR algorithms to take into account proximity information in load balancing and deal with network churn meanwhile and a first implementation of item movement based load balancing algorithms though it is also suitable for "virtual servers".
Load Balancing Framework
Cycloid is a lookup efficient constant-degree DHT Figure 1 shows the routing links of a Cycloid node (4,10111010). They include the node's predecessor and successor in the local cycle, two primary nodes of the preceding and the succeeding remote cycles, one cubical neighbor and two cyclic neighbors. For more information about Cycloid, please refer to [10] .
In the following, we will present a framework for load balancing based on "moving item" on Cycloid. It takes advantage of the Cycloid's topological properties and conduct a load balancing process in two steps: local load balancing within a cluster and global load balancing between clusters.
A general load balancing approach with consideration of node heterogeneity is to partition nodes into a super node with high capacity and a class of regular nodes with low capacity [14] . Each super node, together with a group of regular nodes, forms a cluster in which the super node operates as a server to the others and all the super nodes operate as equal nodes. Super-peer network strikes a balance between the inherent efficiency of centralization and distribution, and takes advantage of capacity heterogeneity, as well. Since Cycloid consists of cycles with a primary node in each cycle, we build a Cycloid super-peer network by assigning each primary node as a super node in its cycle/cluster. The neighborhood construction mechanism in [12] can be used to construct super-peer networks in other DHTs such as Chord, Pastry, etc.
Let L i represent the actual load of a real server i. It is the sum of the load of the items it stores: L i = mi k=1 L i,k , assuming the node has m i items. Let C i be the capacity of node i and T i its pre-defined target load in a percentage of the node capacity. We refer to the node whose actual load is no larger than its target load (i.e. L i ≤ T i ) as a light node; otherwise a heavy node. We define node utilization NU i as the fraction of its target capacity that is used:
A system utilization is the fraction of the system's total target capacity.
Each node contains a list of data items, labelled as
To reduce the workload of a heavy node, the items chosen to transfer are called excess items. Each primary node has a pair of donating sorted list (DSL) and starving sorted (SSL) list which store the load information of all nodes in its cluster. A DSL is for light nodes and a SSL is for heavy nodes. The free capacity of light node i,
Load rearrangement is executed between a pair of DSL and SSL, as shown in Algorithm 1. This scheme guarantees that heavier items have high priorities to be reassigned to a light node, which means faster convergence to a system-wide load balance state.
Algorithm 1
Primary node performs load rearrangement periodically between a pair of DSL and SSL.
1: for each item k in SSL do 2: for each item j in DSL do 3: if L i,k <= Lj then 4: item k is arranged to be transferred from i to j
end if 8: end if 9: end for 10: end for
We use a centralized method for local load balancing, and a decentralized method for global load balancing. Periodically, each node reports its load information to its primary node. A primary node with nonempty starving list (PNS) first performs local load rearrangement between its DSL and SSL. It then probes other primary nodes' DSLs for global load rearrangement until its SSL becomes empty. This scheme can be extended to perform load rearrangement between one SSL and multiple DSLs for improvement.
Locality-Aware Randomized Load Balancing Algorithms
The load balancing framework presented in the preceding section facilitates the development of load balancing algorithms with different characteristics. The key difference between the algorithms is, for a PNS, how to choose another primary node for a global load rearrangement between their SSL and DSL. It affects the efficiency and overhead to reach a system-wide load balance state.
D-way Randomized Probing
In a randomized probing policy, each PNS probes other primary nodes randomly for load rearrangement. A simple form is one-way probing, in which a PNS, say node i, probes other primary nodes one by one to execute load rearrangement between SSL i and DSL j , where j is a probed node.
The randomized probing in our load balancing framework is similar to load balancing problem in other contexts: competitive online load balancing and supermarket model. Competitive online load balancing is to assign each task to a server on-line with the objective of minimizing the maximum load on any server, given a set of servers and a sequence of task arrivals and departures. Azar et al. [1] proved that in competitive online load balancing, allowing each task to have two server choices to choose a less loaded server instead of just one choice can exponentially minimize the maximum server load and result in a more balanced load distribution. Supermarket model is to allocate each randomly incoming task modelled as a customer with service requirements, to a processor (or server) with the objective of reducing the time each customer spends in the system. Mitzenmacher et al. [5] proved that allowing a task two server choices and to be served at the server with less workload instead of just one choice leads to exponential improvements in the expected execution time of each task. But a poll size larger than two gains much less substantial extra improvement.
The randomized probing in our load balancing framework can be represented by the above models if we regard SSLs as tasks, and DSLs as servers. As to the problem of the same capacity for each server in those models, we treat the condition that different DSLs have different total free capacity in the same way as that those DSLs are already assigned some tasks and with different free capacity left; that is, in the middle way of task assignment with a same very large total target capacity for each of DSLs. We generalize the one-way random probing policy to a d-way probing, denoted by R d (d≥1), in which d primary nodes are probed at a time, and the primary node with the most total free capacity in its DSL is chosen for load rearrangement. We expect that 2-way probing could achieve a more balanced load distribution with faster speed even in churn, but d (>2)-way probing may not result in much additional improvement.
Locality-Aware Probing
One goal of load balancing is to keep each node's utilization below one with minimum overhead and time. Proximity is one of the most important performance factors. We integrate proximity-neighbor selection and topologicallyaware overlay construction techniques [13] into Cycloid to build a topology-aware Cycloid. That is, a node selects the routing table entries pointing to the topologically nearest among all nodes with nodeId in the desired portion of the Id space, and each node Id is represented by its Hilbert number so that physically close primary nodes are close to each other in the large cycle. As a result, the primary nodes of a node's neighbors are closer to the node than randomly chosen primary nodes in the entire network, such that the cost for communication and load movement can be reduced if a primary node contacts its primary node neighbors or primary nodes of its neighbors. There are two methods for locality-aware probing: randomized and sequential method. In locality-aware randomized probing, each PNS contacts its primary node neighbors or primary nodes of its neighbors. After all neighbors have been tried, if the PNS's SSL is still nonempty, global random probing is started in the entire Id space. In locality-aware sequential probing, denoted by Lseq, each PNS contacts its successor, Successor(PNS). After load rearrangement, if its SSL is still nonempty, Successor(Successor(PNS)) is tried. This process is repeated, until that SSL becomes empty.
Performance Evaluation
We designed and implemented a simulator in Java for evaluation of the load balancing algorithms on topologyaware Cycloid. We selected 15 nodes as landmark nodes to generate the landmark vector and a Hilbert number [13] for each node Id. We use two transit-stub topologies generated by GT-ITM [15] : "ts5k-large" and "ts5k-small". "ts5k-large" has 5 transit domains, 3 transit nodes per transit domain, 5 stub domains attached to each transit node, and 60 nodes in each stub domain on average. "ts5k-small" has 120 transit domains, 5 transit nodes per transit domain, 4 stub domains attached to each transit node, and 2 nodes in each stub domain on average. "ts5k-large" is used to represent a situation in which Cycloid overlay consists of nodes from several big stub domains, while "ts5k-small" represents a situation in which Cycloid overlay consists of nodes scattered in the entire Internet and only few nodes from the same edge network join the overlay. To account for the fact that interdomain routes have higher latency, each interdomain hop counts as 3 hops of units of latency while each intradomain hop counts as 1 hop of unit of latency. Table 1 lists the parameters of the simulation and their default values. Pareto distribution reflects real world where there are machines with capacities that vary by different orders of magnitude. We will compare the different load balancing algorithms in Cycloid without churn in terms of the following performance metrics; performance of the LAR in Cycloid with churn will be evaluated in Section 5.4.
(1) Load movement factor, defined as the total load transferred due to load balancing divided by the system actual load. It represents load movement cost for load balance. (2) Total time of probings, defined as the time spent for primary node probing assuming that probing one node takes 1 time unit, and probing n nodes simultaneously also takes 1 time unit. It represents the speed of probing phrase in load balancing to achieve a system-wide load balance state. Because metrics (2) and (3) are not affected by topology, we will only show results of them in "ts5k-large".
Effectiveness of LAR Algorithms
In this section, we will show the effectiveness of LAR load balancing algorithms. First, we present the impact of LAR algorithm on the alignment of the skews in load distribution and node capacity when the system is fully loaded. From Figure 2 (a) and (b), we can see that many nodes are overloaded before load balancing and after load balancing they become light by transferring excess items to light nodes. Figure 2(c) shows the scatterplot of loads according to node capacity. These figures show that the load balancing frame assigns load to nodes based on their capacity with the consideration of node heterogeneity.
We measured the load movement factors due to different load balancing algorithms: one-way random (R 1 ), two-way random (R 2 ), LAR 1 , LAR 2 , and Lseq, on systems of utilization from 0.5 to 1, with 0.05 increase in each step. The simulation results showed that the algorithms require the same amount of load movement in total for load balance. This is in consistent with the observations by Rao, et al. [6] that the load moved depends only on distribution of loads, the target to be achieved and not on load balancing algorithms. This result suggests that a better load balancing algorithm should explore how to move the same amount of load along shorter distance to reduce item transfer cost; in another word, how to achieve locality-aware load balancing. In the following, we will examine the performance of various load balancing algorithms in terms of other performance metrics.
Comparison Between Different Algorithms
Figure 3(a) shows the probing time of Lseq is much more than R 1 and LAR 1 . This result implies that random algorithm is better than sequential algorithm in probing efficiency. Figure 3(b) shows that the rearrangement number of those three methods are almost the same. This implies that these three algorithms need almost the same number of primary nodes for load rearrangement to achieve load balance. However, more probing time of Lseq suggests that Lseq is not as efficient as random probing. It is consistent with the observation of Mitzenmacher in [5] that simple randomized load balancing schemes can balance load effectively although it is often difficult to analyze such schemes. Figure 3 (c) and (d) show the performance of the algorithms in "ts5k-large". From Figure 3(c) , we can observe that bandwidth for probings of R 1 , LAR 1 and Lseq are almost the same in lightly loaded system with utilization no more than 0.6. When system utilization is greater than 0.6, this bandwidth of R 1 is more than LAR 1 and Lseq, and the performance gap increases as the system load increases. It is because that much less number of probings is needed in lightly loaded system compared with that in heavily loaded system. Such that, probing distance has less effect in bandwidth consumption in lightly load system. The bandwidth results of LAR and Lseq are almost the same when system utilization is no more than 0.9, and when system utilization is more than 0.9, the bandwidth of LAR is more than Lseq's. This is due to the fact that in more heavily loaded system, more randomly chosen nodes from entire Id space need to be probed, which have longer distances to probing nodes than sequential nodes, resulting in more probing bandwidth consumption. Figure 3(d) shows the moved load distribution in global load balancing with system utilization approaches to 1. We can see that LAR 1 and Lseq are able to transfer about 60% of total moved load within 10 hops, while R 1 transfers only about 15% within 10 hops. That's because R 1 is locality-oblivious while LAR 1 and Lseq are locality-aware. Figure 3 (e) and (f) show the performance of algorithms in "ts5k-small". These results also confirm that LAR 1 and Lseq achieve better locality-aware performance than R 1 , although the improvement is not so significant as that in "ts5k-large". It is because that in "ts5k-small" topology, nodes are scattered in the entire network. In this case, the neighbors of a primary node may not be physically closer than other nodes.
In summary, these results suggest that the randomized algorithm is more efficient than the sequential algorithm in the probing process. The locality-aware approaches can effectively assign and transfer loads between neighboring nodes first, thereby reduce network traffic and improve load balancing efficiency. The LAR algorithm performs best among the three algorithms. Figures 4 and 5 show the breakdown of total probed nodes in percentage of the probed nodes got from neighbors or from randomly choosing in entire Id space in LAR 1 and LAR 2 respectively. Label "one neighbor and one random" in Figure 5 represents the condition when there's only one neighbor in routing table, then another probed node is chosen randomly from Id space. We can see that the percentage of neighbor primary node constitutes the most part. With system utilization increases, the percentage of neighbor primary node decreases because the neighbors' DSLs don't have enough free capacity for a larger number of excess items. Therefore, neighbors can support most of system excess items in load balancing, and randomly chosen primary nodes must be resorted to for excess items that cannot be supported by neighbors. 
Effect of D-Way Random Probing
We tested the performance of the LAR d algorithms with different concurrency degree d. Figure 6 (a) shows that LAR 2 has much less probing time than LAR 1 . It implies that LAR 2 reduces the probing time of LAR 1 at the cost of more number of probings. Unlike LAR 1 , in LAR 2 , a probing node only sends its SSL to a node with more total free capacity in its DSL between two probed nodes. The more item transfers in one load rearrangement, the less probing time. It leads to less number of SSL sending operation of LAR 2 than LAR 1 , resulting in less number of load rearrangements as shown in Figure 6(b) . Therefore, simultane- ous probings to get a node with more total free capacity in its DSL can save load balancing time and reduce network traffic load. From Figure 6 (a) and (b), we can observe that the probing efficiency of LAR d (d>2) is almost the same as LAR 2 , though they need to probe more nodes than LAR 2 . Our results are almost in consistent with the observations of randomized algorithms in parallel computing that a twoway probing method leads to an exponential improvement over one-way probing, but a d-way (d>2) probing leads to much less substantial additional improvement [5] . In the following, we will show whether the improvement of LAR d (d ≥ 2) over LAR 1 is at the cost of more band-width consumption or locality-aware performance degradation. Figure 6 (c) and (d) show experiment results in "ts5k-large". We can see from Figure 6 (c) that the probing bandwidth of LAR 2 is almost the same as LAR 1 . Figure 6(d) shows the moved load distribution in global load balancing of each algorithm. We can see that the distribution of LAR 2 is proximately the same as LAR 1 , and their performance is better than that of LAR 4 and LAR 6 , which are almost the same. This is caused by the fact that the more simultaneous probed nodes, the less possibility that the best primary node is a close neighbor node. Based on these results, we can conclude that LAR 2 improves on LAR 1 at no cost of bandwidth consumption. It retains the advantage of locality-aware probing. Figure 6 (e) and (f) show the performance of each algorithm "ts5k-small". The nodes in "ts5k-small" are scattered all over the network. This feature leads to less significant result in Figure 6 (f). However, we can get the same conclusions as those in "ts5k-large".
Load Balancing in Systems with Churn
In practice, nodes and items continually join and leave P2P systems. It is hard to achieve load balance with churn because of two facts. First, before a node leaves, it transfers all its items to its neighbor, which becomes overloaded if it cannot provide sufficient capacity for those items. Second, continuous and fast file joins increase the probability of overloaded nodes generation. These require an load balancing algorithm to find nodes with sufficient free capacity for excess items quickly in order to keep load balance condition in churn.
We evaluated the efficiency of the LAR algorithms in dynamic situations with respect to a number of performance factors. Experiment results verified the superiority of the algorithm in DHTs with churn, in comparison with a churn resilient algorithm (CRA) proposed in [2] . Due to space constrains, we present a summary of experimental results in this section; more details can be found in [9] . In this experiment, We run each trial of the simulation for 20T simulated seconds, where T is a parameterized load balancing period, and it was set to 60 seconds in our test. The item join/departure rate was modelled by a Poisson process with a rate of 0.4; that is, there were one item join and one item departure every 2.5 seconds. The system utilization of system was set to 0.8. We adopted the same metrics as in [2] : divided by the total load of items moved due to node joins and departures in the system. Figure 7 plots the performance due to LAR 1 and CRA versus node interarrival time. By comparing results of LAR 1 and CRA, we can have a number of observations. First, the 99.9th NUs of LAR 1 and CRA are kept no more than 1 and 1.25 respectively. This implies that on average, LAR 1 can achieve the load balancing goal in churn. Second, LAR 1 moves up to 20% and CRA moves up to 45% of the system load to achieve load balance for system utilization as high as 80%. Third, the load moved due to load balancing is very small compared with the load moved due to node joins and departures and it is up to 0.4 for LAR 1 and 0.53 for CRA. When the node interarrival time is 10, the L/DHT-L is the highest. It is because faster node joins and departures generate much higher degree of load imbalance, such that more load transferred is needed to achieve load balance. The fact that the results of LAR 1 are comparable to CRA implies that LAR algorithm is as efficient as CRA to handle churn. In summary, in the face of rapid arrivals and departures of items of widely varying load and nodes of widely varying capacity, LAR algorithm achieves load balance while moving up to 20% of the load that arrives into the system, and up to 40% of the load the underlying DHT moves due to node arrivals and departures. It ensures a load balance condition even in churn.
Conclusions
This paper presents LAR load balancing algorithms to deal with both of the proximity and dynamic features of DHTs. The algorithms distribute application load among the nodes by "moving items" according to node capacities, as well as node proximity information in topology-aware DHTs. We introduce a factor of randomness in the probing process in a range of proximity to deal with DHT churn. We further improve the randomized load balancing efficiency by d-way probing. Simulation results show the superiority of a locality-aware 2-way randomized load balancing in DHTs with and without churn.
We note that the load balancing algorithms work for key distribution load balancing. In file sharing P2P systems, Query load balancing is a critical part of P2P load balancing; that is, the number of queries that nodes receive, handle and forward is based on their different capacities accordingly. We will explore methods for this.
