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Abstract
We consider the convective Cahn–Hilliard equation with periodic boundary conditions as an infinite dimensional dynamical
system and establish the existence of a compact attractor and a finite dimensional inertial manifold that contains it. Moreover,
Gevrey regularity of solutions on the attractor is established and used to prove that four nodes are determining for each solution on
the attractor.
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1. Introduction
Recently there has been renewed interest in the convective Cahn–Hilliard (CCH) equation as a model of coarsening
dynamics. (See e.g. [14,15,6].) Coarsening can be loosely described as an increase of the characteristic spatial scale
with time and appears in various physical phenomena describing phase separation. The dynamic way this coarsening
is achieved is the main object of study. Potential models like the Swift–Hohenberg, Cahn–Hilliard (CH) equations
were studied first as possible models; however these models admit a Lyapunov functional which guarantees that
generically all solutions converge to an equilibrium. With the addition of a convection term the potential character of
CH disappears and the ground is set for richer dynamical behaviour. The CCH equation is on one side a close relative
of CH, and on the other side it is a relative of a famous model of pattern formation, the Kuramoto–Sivashinsky (KS)
equation. It is therefore natural to expect the dynamical aspects of both equations, i.e. KS and CH, to be influential
in various limits (see e.g. [7,12,13]). These equations give rise to infinite dimensional dynamical systems on the
appropriate function spaces, but their true dynamical nature is finite dimensional and this can be established in a
variety of ways. It is the main aim of this paper to establish this finite dimensional behaviour for the initial value
problem for the periodic CCH equation in a precise manner. Namely, we first set CCH as a dynamical system on H˙ 1per
and show that solutions enter an absorbing ball in a finite time. The parabolic nature of the equations then allows us to
conclude that the solution semigroup is compact, which leads to the existence of a compact attractor [10,13]. In fact,
one can find an absorbing set in a more regular space, H˙ 2per, that also contains the attractor. With this new absorbing set
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the stage is set for the existence of an inertial manifold for the prepared equation. We achieve this using the existence
of spectral barriers (see [3,1]). Finally, we show that the CCH equation solutions fall into the Gevrey class and deduce
as a simple corollary that four nodes are determining for solutions. We will consider the following problem for CCH:
ut − uux + (u − u3 + ux x)x x = 0, x ∈ (0, L), t > 0, (1.1)
u(x + L, t) = u(x, t), x ∈ R, t > 0, (1.2)
u(x, 0) = u0(x), x ∈ R. (1.3)
We assume that the initial function has zero mean, i.e.
∫ L
0 u0(x)dx = 0; then it follows that
∫ L
0 u(x, t)dx = 0 for
t > 0. Let A := − d2dx2 with the domain D(A) := H˙ 2per(0, L). Applying P = A−1 to (1.1) we get
Put + P(uux ) + u3 − u − ux x = 0. (1.4)
It was through (1.4) that the existence of an absorbing ball in H˙ 1per(0, L) was shown for the CH equation in [8]. Here
we proceed in a similar fashion.
2. Absorbing balls
We first establish some a priori estimates in H 1 and H 2 norms. Using these estimates and a standard Galerkin
approximation we can deduce the existence and regularity of solutions to (1.1)–(1.3) in H˙ 1per(0, L). Multiplication of
(1.4) by ut gives
‖P 12 ut‖2 +
(
P
1
2 (uux), P
1
2 ut
)
+ d
dt
[
1
4
∫ L
0
u4dx − 1
2
‖u‖2 + 1
2
‖ux‖2
]
= 0.
It follows then that
d
dt
[
1
4
∫ L
0
u4dx − 1
2
‖u‖2 + 1
2
‖ux‖2
]
≤ 1
2
‖P 12 (uux)‖2, (2.1)
On the other hand, multiplying (1.4) by u we get
1
2
d
dt
‖P 12 u(t)‖2 +
(
P
1
2 (uux), P
1
2 u
)
+ ‖ux‖2 − ‖u‖2 +
∫ L
0
u4dx = 0.
This equality implies
1
2
d
dt
‖P 12 u‖2 + ‖ux‖2 − ‖u‖2 +
∫ L
0
u4dx − 1
2
‖P 12 u‖2 ≤ 
2
‖P 12 (uux)‖2. (2.2)
Finally we multiply (1.1) by u and integrate over (0, L):
1
2
d
dt
‖u‖2 + 3
∫ L
0
u2u2xdx − ‖ux‖2 + ‖ux x‖2 = 0. (2.3)
Next we add (2.3), (2.2) and (2.1) multiplied with some positive parameter μ:
d
dt
[
1
2
‖P 12 u‖2 + 1 − μ
2
‖u‖2 + μ
4
∫ L
0
u4dx + μ
2
‖ux‖2
]
− ‖u‖2 +
∫ L
0
u4dx
− 1
2
‖P 12 u‖2 + 3
∫ L
0
u2u2x(x, t)dx + ‖ux x‖2 ≤
 + μ
2
‖P 12 (uux)‖2. (2.4)
Let us note that for each w ∈ H˙ 1per(0, L) the following inequalities hold true:
‖P 12 w‖2 ≤ d1‖w‖2 and ‖w‖2 ≤ d‖wx‖2, (I1)
where 1/d21 is the smallest positive eigenvalue of A. By using (I1) we obtain from (2.4):
d
dt
Eμ(t) − ‖u‖2 +
∫ L
0
u4dx − 1
2
‖P 12 u‖2 + 3
∫ L
0
u2u2x dx + ‖ux x‖2 ≤
 + μ
2
d1
∫ L
0
u2u2x dx,
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where Eμ(t) = 12‖P
1
2 u‖2 + 1−μ2 ‖u‖2 + μ4
∫ L
0 u
4dx + μ2 ‖ux‖2. By choosing  = μ = 3d1 in the last inequality we get
d
dt
Eμ(t) + δEμ(t) − δEμ(t) − ‖u(t)‖2 +
∫ L
0
u4(x, t)dx − d1
6
‖P 12 u(t)‖2 + ‖ux x(t)‖2 ≤ 0,
where δ is a positive parameter. The last inequality implies
d
dt
Eμ(t) + δEμ(t) −
(
δ
2
+ d1
6
)
‖P 12 u‖2
−
(
1 + δ
2
)
‖u‖2 − 3δ
2d1
‖ux‖2 +
(
1 − 3δ
4d1
)∫ L
0
u4dx + ‖ux x‖2 ≤ 0.
By using the inequality (I1) and the Cauchy inequality “with ” we obtain
d
dt
Eμ(t) + δEμ(t) +
(
1
2
− 3δ
4d1
)∫ L
0
u4dx +
(
1 − 3δ
2
)
‖ux x‖2 ≤ K1(δ),
where K1(δ) = 12 ( δd12 +
d21
6 + δ2 + 1)2. We can choose δ so small that
d
dt
Eμ(t) + δEμ(t) + 14
∫ L
0
u4dx + 1
2
‖ux x‖2 ≤ K1(d1), (2.5)
Since μ2 ‖u‖2 ≤ μ4 + μ4 ‖u‖4 we have
‖ux‖2 − 34d1 ≤ Eμ(t) ≤
1
2
‖P 12 u‖2 +
(
1
2
+ 3
2d1
)
‖u‖2 + 3
4d1
∫ L
0
u4dx + 3
2d1
‖ux‖2.
From the last inequality and (2.5) it follows that the semigroup Vt : H˙ 1per(0, L) → H˙ 1per(0, L), generated by the
problem, has an absorbing ball B1 = {u ∈ H˙ 1per(0, L) : ‖u‖H1 ≤ ρ1}. In order to obtain an absorbing ball B2 in H˙ 2per,
we first multiply (1.1) by D4u and integrate over space to get
1
2
d
dt
‖D2u‖2 − (u(t)Du, D4u) − ‖D2u‖2 − (D2(u3), D4u) + ‖D4u‖2 = 0.
By using the Cauchy inequality “with epsilon” we get
1
2
d
dt
‖D2u‖2 + (1 − 2)‖D4u‖2 ≤ C1()‖Du‖2 + 6(u(Du)2, D4u) + 3(u2 D2u, D4u)
≤ C1()‖Du‖2 + (2)‖D4u‖2 + 94 ‖u
2 D2u‖2 + 9
4
‖u(Du)2‖2. (2.6)
Now we estimate the last term in the right hand side of (2.6) by using the inequality ‖v‖L∞(0,L) ≤ β0(L)‖vx‖, and the
multiplicative inequality ‖v‖L4(0,L) ≤ β(L)‖vx‖
3
4 ‖v‖ 14 (see [11], page 65) which are valid for each v ∈ H˙ 1per(0, L).
So we have
6
∫ L
0
u2(x, t)u4x (x, t)dx ≤ 6 max
x∈[0,L]
|u(x, t)|2
∫ L
0
u4x(x, t)dx ≤ β20β4‖ux‖5‖ux x‖2.
By using this estimate and the estimate
∫ L
0 (u
4)u2x xdx ≤ β40‖ux‖4‖ux x‖2 we can obtain from (2.6) with  = 18 the
inequality
d
dt
‖D2u‖2 + ‖D4u‖2 ≤ R1 + R2‖Du‖2 + R3‖D2u‖, (2.7)
By using (2.5) and (2.7) and the fact that ‖ux‖ ≤ ρ1 for t ≥ t0 we obtain (ν > 0)
d
dt
[
Eμ(t) + ν‖D2u‖2
]
+ δEμ(t) + ν‖D4u‖2 + 14
∫ L
0
u4dx +
(
1
2
− νR3
)
‖ux x‖2 ≤ K2(d1, ρ1).
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Choosing νR3 ≤ 14 we deduce from the last relation the existence of an absorbing ball
B2 = {u ∈ H˙ 2per(0, L) : ‖u‖H2 ≤ ρ2}.
3. Spectral barriers and an inertial manifold
Note that the CCH equation can also be written as ut + Au + R(u) = 0, where A = D4, D(A) = H˙ 4per(0, L), R(u)
= −uux + (u −u3)x x . Then the eigenvalues of A counting multiplicity are given by λ2N−1 = λ2N = [ 2π NL ]4, N =
1, 2, . . .. In order to construct an inertial manifoldM we first prepare the equation by restricting its behaviour to the
absorbing ball B2 in H˙ 2per(0, L) that is established in Section 2. According to [3] (see also [1] prop. 2.4.), the existence
of a spectral barrier is guaranteed when
‖R′(u)g‖ ≤ C‖Aαg‖ ∀u ∈ B2,∀g ∈ D(A), (3.1)
and
dist(β, σ (A)) > C ′βα, (3.2)
where α ∈ [0, 12 ] is a fixed number. As in [1] let us take α = 12 , β = 12 (λ2N + λ2N+1) for some N . Then (3.2) is
equivalent to λ2N+1 − λ2N > c(λ1/22N+1 + λ1/22N ) (the spectral gap condition), i.e. N ≥ cL2. Choosing N large enough,
(3.2) can be satisfied. As for (3.1), let us note that
R′(u)g = −ugx − gux + gx x − (3u2g)x x
can be estimated by
‖R′(u)g‖ ≤ Cρ‖A 12 g‖ + (Cρ + Cρ2)‖A 12 g‖ ≤ Cρ2‖A 12 g‖.
Hence for u ∈ B2, (3.2) holds as well. The existence of a spectral barrier allows us conclude the existence of an
inertial manifoldM for our problem.
4. Gevrey class regularity and determining nodes
We have the following set-up:
u =
∑
n∈Z
un(t)e
inqx ,
where q = 2πL . Note that u0(t) ≡ 0, since
∫ L
0 udx = 0. We set
v = eαt A
1
4
u =
∑
n∈Z
et |nq|un(t)einqx .
Then u0(t) = 0 implies that v0(t) = 0. We write the CCH equation in the following form:
ut + Au − B(u, u) + A 12 T (u, u, u) − A 12 u = 0, (4.1)
where B(u, u) = uux as in Kuramoto–Sivashinsky equation, and T (u, u, u) = u3 is a trilinear term (a similar term,
without A, appears in complex Ginzburg–Landau equation and we will use the approach of Kukavica [9] in dealing
with this term).
Operating on (4.1) with eαt A
1
4 and taking the inner product with v = eαt A
1
4 u in L2, we obtain
1
2
d
dt
‖v‖2 − α(A 14 v, v) + ‖A 12 v‖2 − (eαt A
1
4 B(u, u), v) + (eαt A
1
4 T (u, u, u), A
1
2 v) − ‖A 14 v‖2 = 0. (4.2)
Let us estimate various terms in the above equation starting from the bilinear term. Collet et al. have shown that
(see [2] Lemma 3.2)
|(eαt A
1
4 B(u, u), v)| ≤ c√αt‖v‖2‖A 14 v‖2. (4.3)
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The bilinear term can be estimated as in Lemma 3.1 in Kukavica [9]; when modified properly it gives
|(eαt A
1
4 T (u1, u2, u3), A
1
2 v4)| ≤ |(T (v1, v2, v3), A 12 v4)|, (4.4)
where vi = eαt A
1
4 ui , i = 1, 2, 3, 4. Hence we have
|(eαt A
1
4 T (u, u, u), A
1
2 v)| ≤ |(T (v, v, v), A 12 v)| ≤ 1
8
‖A 12 v‖2 + C1‖v‖10, (4.5)
where we have used Agmon’s inequality for ‖v‖L∞ , an interpolation inequality and Young’s inequality with p = 4
and q = 43 . Going back to (4.3), an interpolation inequality and Young’s inequality results in
|(eαt A
1
4 B(u, u), v)| ≤ 1
8
‖A 12 v‖2 + 2C2αt‖v‖4. (4.6)
The other terms on the left hand side of (4.2) can be estimated similarly, e.g.
|α(A 14 v, v)| ≤ α‖A 14 v‖‖v‖ ≤ 1
8
‖A 12 v‖2 + C2α 43 ‖v‖2, (4.7)
Combining (4.5)–(4.7) and substituting into (4.2), we get
d
dt
‖v‖2 + 1
2
‖A 12 v‖2 ≤ 2C1‖v‖10 + 4C2αt‖v‖4 + 2(C2α 43 + 2)‖v‖2. (4.8)
Assume that ‖v(0)‖2 = ‖u0‖2 ≤ ρ20 ; then there exists t0 such that for t ≤ t0
‖v(t)‖2 ≤ 4ρ20 . (4.9)
Integrating (4.8) and using (4.9),
‖v(t)‖2 ≤ ‖u0‖2 +
[
2c1(4ρ20)
5 + 4c2αt0(4ρ20)2 + 2(c2α4/3 + 1)4ρ20
]
t . (4.10)
Hence, first choosing α large enough (so that 2c1(45ρ80 ) + 64c2αt0ρ20 + 8 ≤ c2α4/3) we get
‖v(t)‖2 ≤ ρ20 + 3(c2α4/3 + 1)4ρ20 t ≤ 2ρ20 (4.11)
when 2c2α4/3t ≤ 1. Going back to (4.8) with the above choice of α, we also have
d
dt
‖v(t)‖2 + 1
2
‖A 12 v(t)‖2 ≤ 3c2α4/3ρ20 . (4.12)
Integrating (4.12) and now using (4.11) gives us the a priori estimate∫ t
0
‖A 12 v(τ )‖2dτ ≤ 5c2α4/3ρ20 ≤ 4ρ20 . (4.13)
Next, we set out to estimate Gevrey class norms for the difference of two solutions of (4.1). Here we are no longer
able to make use of the bilinear estimate (4.3). For u˜ = u1 − u2,
u˜t + Au˜ + B(u1, u1) − B(u2, u2) + T (u1, u1, u1) − T (u2, u2, u2) − A 12 u˜ = 0 (4.14)
Proceeding similarly to above, setting v˜ = eαt A
1
4 u˜,
1
2
‖v˜‖2 − α(A 14 v˜, v˜) + (eαt A
1
4
(B(u˜, u1) + B(u2, u˜)), v˜) + ‖A 12 v˜‖2
−‖A 14 v˜‖2 + (eαt A
1
4
(T (u1, u1, u1) − T (u2, u2, u2)), Av˜) = 0. (4.15)
Then
|α(A 14 v˜, v˜) + ‖A 12 v˜‖2| ≤ 1
4
‖A 12 v˜‖2 + (2 + c2α4/3)‖v˜‖2. (4.16)
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For the bilinear terms, |(eαt A
1
4 (B(u˜, u1) + B(u2, u˜)), v˜)| is estimated as in [5] by
|(B(v˜, v1), v˜)| + |(B(v2, v˜), v˜)| ≤ c4ρ16/50 ‖v˜‖2 +
1
8
‖A 12 v˜‖2, (4.17)
by an interpolation inequality, Agmon’s inequality and Young’s inequality. For the trilinear term we proceed as in [2]
and note that
|(eαt A
1
4 T (u1, u2, u3), eαt A
1
4
u4)| ≤ |(T (v1, v2, v3), v4)|, where vi = eαt A
1
4
ui .
|(eαt A
1
4
(T (u1, u1, u1) − T (u2, u2, u2)), A 12 v˜)| ≤ 18‖A
1
2 v˜‖2 + c7ρ60‖v˜‖2‖A
1
2 v2‖2. (4.18)
Combining (4.16)–(4.18), we get
1
2
‖v˜‖2 ≤ (2 + c2α4/3)‖v˜‖2 + c4ρ16/50 ‖v˜‖2 + c7ρ60‖v˜‖2‖‖A
1
2 v2‖2. (4.19)
Assume that ‖v˜0‖2 ≤ ρ21 then there exists t2 such that for t ≤ t2‖v˜(t)‖2 ≤ 4ρ21 . Hence
‖v˜(t)‖2 ≤ ‖v˜0‖2 + t
[
(1 + c2α4/3)4ρ21 + c4ρ16/50 (4ρ21 )
]
+ c7ρ60 (4ρ21)
∫ t
0
‖Av
1
2
2 (τ )‖2dτ. (4.20)
As t → 0 the right hand side of (4.21) can be made less than 2ρ21 .
It has been observed in [4] that four nodes are determining for the Kuramoto–Sivashinsky equation with periodic
boundary conditions.
Theorem 2. There exist 1(L), 2(L) such that every {x1, x2, x3, x4} ⊆ [0, L] for which x1 < x2 < x3 < x4,
x4 − x1 = 1, x2 − x1, x4 − x3 < 2 is a determining set of nodes.
Proof. With the notation of [4], if u1 and u2 are solutions of (1.1) then v = u1 − u2 satisfies
vt + vx x x x + vx x + vu1x + u2vx + (u31 − u32)x x = 0 (4.21)
with v(x1, t) = v(x4, t) = 0. Since u1, u2 are in the global attractor A which is bounded in H˙ 2per(0, L), ‖ui (t)‖H2 ≤
ρ2, ∀ui ∈ A. The argument in [4] goes through except the last term in (4.21) which we now deal with.
Let Ω ′ = [x1, x4], multiply (4.21) by v and integrate over Ω ′ noting the zero boundary conditions and consider only
the contribution of the last term in (4.21) in the argument given in [4]:∫ x4
x1
(vw)x xvdx = −
∫ x4
x1
(vw)xvx dx =
∫ x4
x1
vwvx x dx
≤ ‖v‖L2(Ω ′)‖w‖L∞(Ω ′)‖vx x‖L2(Ω ′) ≤ cρ2‖vx x‖L2(Ω ′)
so that this term can also be absorbed into ‖vx x‖L2(Ω ′) by choosing  small enough. 
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