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We use the Random Matrix Theory (RMT) to study the probability distribution funtion and mo-
ments of the wave power transmitted inside systems with ergodi wave motion. The results desribe
either open multihannel systems or their losed ounterparts with loal-in-spae internal dissipa-
tion. We onentrate on the regime of broken time-reversal invariane and employ two dierent
analytial approahes: the exat supersymmetry method and a simpler tehnique that uses RMT
eigenstatistis for losed non-dissipative systems as an input. The results of the supersymmetri
method were onrmed by numerial simulation. The simpler method is found to be adequate for
losed systems with uniform dissipation, or in the limit of a large number of weak loal dampers.
I. INTRODUCTION
Transport through open haoti systems is often
viewed as a sattering proess. Standard examples
of systems of that kind are ompound-nulei, meso-
sopi quantum dots and wires, mirowave avities
and aousti or ultrasoni bodies [1-12℄. Inident
waves are introdued into a disordered or irregularly
shaped part of the struture via hannels, e.g. waveg-
uides or innitely long ideal leads. Assuming negligi-
ble dissipation, transport properties are obtained by
relating inident and outgoing wave elds in terms
of the unitary sattering matrix S. If internal dissi-
pation is not negligible, it an be simulated by the
ation of additional open hannels [9℄. This is the
ase, for example, with mirowave avities where non-
perfetly reeting walls ause loss of wave energy or
with ultrasoni solids where internal frition ats in
the bulk [8, 9, 12℄.
The sattering model thus applies to open systems
both with and without internal dissipation. The sat-
tering approah provides a useful tool for statistial
haraterization of haoti transport. Assuming the
wave dynamis inside the system to be ergodi so that
the entire phase spae of the system is explored [2-6℄,
the sattering approah is ombined with a statistial
analysis based on Random Matrix Theory. For sys-
tems without losses, one an make assumptions on
the statistis of the S-matrix [2, 11℄. An alternative
method uses a Random Matrix assumption on the
level of the wave equation assoiated with the losed
non-dissipative struture. Here the basi objet is
the Green funtion (resolvent) related to that wave
equation, and the method works equally well in both
open and losed, dissipative and non-dissipative om-
plex strutures [1-9,10,12℄. Matries from a Random
Matrix Ensemble then replae the wave equation's
linear dierential operator, and the problem of on-
struting various moments of the transport hara-
teristis is expressed in terms of ensemble averages of
the produts of the resolvents. Transport harater-
istis alulated in that way are known, under ertain
onditions, to desribe results of experimental mea-
surements in systems with ergodi wave motion [1-6℄.
In this paper we are interested in haraterizing the
wave power T transmitted between a soure at site i
and a reeiver at site j in a losed system with internal
losses. The statistis of T are potentially useful for
studies of power transmission in omplex reverberant
strutures [12-14℄, where both mean power and the
magnitude of its utuations away from the mean
are important. In partiular, we wish to alulate
average T and T 2 with the ultimate goal to ompare
with measurements suh as these of Ref. [12℄. The
omplex amplitude of the transmitted wave is sim-
ply proportional to the o-diagonal matrix element
of the resolvent: G(E) ≡ [E I + iε I −H + iΓ]−1.
Here H orresponds to the Hamiltonian of the losed
non-dissipative haoti struture. The matrix Γ de-
sribes oupling to external hannels or internal loal-
in-spae losses, I is the identity matrix, the parameter
ε > 0 desribes uniform dissipation and E is the spe-
tral variable. The quantity of prime interest is T =
|Gij (E)|2 , i 6= j, i.e. the produt of retarded and
advaned Greens funtions (propagators): GRji(E) ≡
[E I + iε I −H + iΓ]−1ji and GAij =
(
GRji(E)
)∗
respe-
tively. Exept for slowly varying fators of reeiver
gain and soure strength, the quantity T represents
the ultrasoni power of Ref. [12℄; see also [10,13℄.
The utuations in T , as measured in Ref. [12℄
were in only modest agreement with theoretial pre-
ditions based on a simplied version of the random
matrix approah. The moments of T were alulated
there using a naive form of ensemble averaging, [8,12-
14℄. This relatively simple approah uses statistial
assumptions for eigenfuntions and the real parts of
the eigenvalues of the open (dissipative) system iden-
tial to those of the orresponding losed system. As
will be seen later, suh an assumption is stritly justi-
ed only for a speial ase of uniform dissipation. In
a more general situation this approah fails. A proper
treatment alls for a more elaborate tehnique, whih
we outline and present below.
When losses are negligible the systems disussed in
2Ref. [12-14℄ are invariant under time reversal. The
appropriate hoie for the orresponding random ma-
trix H should therefore be a real symmetri matrix
taken e.g. from the Gaussian Orthogonal Ensemble
(GOE). In priniple, the powerful methods of ensem-
ble averaging we employ here an be used for suh
an ensemble, but the alulations are tehnially in-
volved and will be presented in a separate publia-
tion.
Here we address ourselves to the somewhat simpler
ase in whih H is omplex Hermitian, generi for
systems with broken time reversal invariane. Corre-
spondingly, H is treated as a Hermitian N×N matrix
onsisting of unorrelated entered random omplex
numbers, their varianes dened by: 〈HijH∗lm〉 =(
λ2/N
)
δilδjm with angular brakets indiating en-
semble averaging. Suh an H is a member of the
Gaussian Unitary Ensemble (GUE) of random matri-
es [1℄. Although our present results on the statistis
of T are not diretly appliable to the time-reversal
invariant systems disussed in [12-14℄, they may elu-
idate the disrepanies found in Ref. [12℄ between
measurements and the preditions of the 'naive' av-
eraging. They also develop and illustrate the mathe-
matial methods whih will be used for a proper non-
perturbative analysis of the time reversal-invariant
problem. The present alulations are also relevant
for sattering systems with broken time reversal in-
variane as exemplied in ertain haoti billiards
[8℄, optial and semiondutor superlatties [15℄ and
quantum graphs [16℄. In fat, our results on the dis-
tribution of the o-diagonal elements of the resolvent
extend earlier studies onentrated on diagonal en-
tries for the same quantity, see [22-23℄ and referenes
therein. Let us nally mention that there exist lear
analogy between our researh and that presented in
the paper [19℄, see also the review [20℄. However,
the model onsidered in [19-20℄ did not take loal
dampers into aount, but rather addressed eets of
Anderson loalization.
The damping matrix Γ is in general Hermitian pos-
itive semi-denite. In our model there is no loss of
generality in assuming it to be diagonal. Indeed, in
view of the rotational invariane of the Gaussian Uni-
tary ensemble: H 7→ UHU−1 (U−1 = U †) we always
an selet the basis whih diagonalizes Γ, bringing
it to the form Γ = diag{γ, γ, ...γ, 0, ...0}. The num-
ber M < N of non-zero entries an be interpreted
either as a number of equivalent open hannels in the
sattering system [3,4,9℄ or a number of equivalent
loalized 'dampers' in a losed system with losses.
While we take all the γs to be equal, the expressions
we develop are easily generalized to the ase of vary-
ing damper strengths. It should be stressed that in
general the matries Γ and H do not ommute, and
therefore the eigenvetors and eigenvalues of the 'ef-
fetive non-Hermitian Hamiltonian' H − iΓ are not
trivially related to those of H . This very fat makes
the naive averaging inorret. In ontrast, the term
iε I interpreted as the 'uniform damping' preserves
eigenvetors of H and just adds a uniform shift iε to
all eigenvalues.
The presene of an N ×N random Hamiltonian H
in the expression for the resolvent matrix G enables
us to arry out the ensemble averaging exatly using
the supersymmetry method [3,4,17,18,20,21℄. Appli-
ation of this non-perturbative tehnique leads to an
expression for the entire probability distribution fun-
tion of T . We present the orresponding derivation
in Setion II. In Setion III, we ompare the results
for the rst two moments of T as obtained using the
supersymmetry method and the methods of Ref. [12-
14℄. The results are then veried numerially by di-
ret simulation of the model. Setion IV ontains
onlusions.
II. PROBABILITY DISTRIBUTION
FUNCTION OF THE POWER.
SUPERSYMMETRIC CALCULATION
In the previous Setion we dened the power T
as a produt of advaned and retarded Green fun-
tions Gij . Our goal is to ompute the statistis,
i.e. ensemble averages: 〈T 〉H ,
〈
T 2
〉
H
, et., where
subsript H designates averaging with the Gaussian
weight exp
{− N2λ2 TrH†H}. At the rst stage of the
supersymmetri alulation we make use of the fol-
lowing identities for the inverse propagator Dij =
[E + iε−H + iΓ]ij [3,4,17,18,20,21℄:
detD−1b =
∫ [
dS†
]
[dS] exp {iLb (E, S)} ,
detDf = (−1)N
∫
[dχ∗] [dχ] exp {iLf (E,χ)} .
Here we introdued 2N−dimensional vetors ST =(
ST1 , S
T
2
)
and χT =
(
χT1 , χ
T
2
)
, onsisting of omplex
ommuting or bosoni (b) variables and antiommut-
ing or fermioni (f) variables respetively. Db =
diag
{
D,−D†} and Df = diag {D,D†} are 2N×2N
blok diagonal matries, and Lb (E, S) = S
†DbS ,
Lf (E,χ) = χ
†Dfχ . The negative sign of D
22
b is
neessary for onvergene of the integrals in what fol-
lows. Dierentiating the rst equality with respet to
D11b ji and D
22
b ij , and then ombining the result with
the seond equality, we obtain:
T =D−1ij D
∗−1
i j
=
∫ [
dΦ†
]
[dΦ]S∗1jS1iS
∗
2iS2j exp {iL (E,Φ)} , (1)
where the integration involves four-omponent su-
pervetors ΦT =
(
ST , χT
)
, and where L (E, S) =
Lb (E, S) + Lf (E,χ) = Φ
†DΦ, D = diag {Db,Df}
[3,4,17,18,20,21℄. Beause the random matrix H is in
the exponent, T is now suitable for ensemble averag-
ing.
In a similar fashion, employing the Wik theorem
one an verify the following formula neessary for the
3alulation of an arbitrary moment of transmitted
power 〈T n〉H :
T n = (n!)
−2
∫ [
dΦ†
]
[dΦ]S∗n1j S
n
1iS
∗n
2i S
n
2j
× exp {iL (E,Φ)} = 〈S∗n1j Sn1iS∗n2i Sn2j〉Φ . (2)
A shorthand notation 〈...〉Φ has been introdued
for the 'Gaussian' integration over the supervetor
omponents. Hereafter we use the more onvenient
'[1,2℄' ('retarded-advaned')-blok notation for su-
pervetors and supermatries, see for example Ref.
[4℄. With the supervetor ΨT =
(
ST1 , χ
T
1 , S
T
2 , χ
T
2
)
and the 4 × 4 supermatries L = diag {1, 1,−1, 1},
Λ = diag {1, 1,−1,−1} the exponent in the integrand
reads:
L (E,Ψ) = EΨ† (I ⊗ L)Ψ + iΨ† (Γ⊗ ΛL)Ψ
−Ψ† (H ⊗ L)Ψ + iεΨ† (I ⊗ L)Ψ,
and, Eq. (2) beomes:
T n = (n!)
−2 〈Fn [Ψ]〉Ψ , F [Ψ] = S∗1jS1iS∗2iS2j . (3)
The ensemble averaging an now be performed
with the aid of the identities [4℄:
〈
exp
{
iΨ† (H ⊗ L)Ψ}〉
H
= exp
{
− 1
2N
StrA2
}
,
A(kl)pq = L
1/2
kk,pp
N∑
i=1
(Ψi)
p
k
(
Ψ†i
)q
l
L
1/2
ll,qq,
StrAL = Ψ†
(
I ⊗ L1/2ΛL1/2
)
Ψ = Ψ† (I ⊗ ΛL)Ψ,
where we have set λ = 1, and introdued a 4 × 4
supermatrix A. Thus
〈T n〉H = (n!)−2
∫ [
dΨ†
]
[dΨ]Fn [Ψ] exp
{
iEΨ† (I ⊗ L)Ψ−Ψ† (Γ⊗ ΛL)Ψ− 1
2N
StrA2 − εStrAL
}
, (4)
where k, l distinguish between retarded and ad-
vaned, (1 and 2) supermatrix bloks indies and p,
q equal to b or f [4,17℄. The next stages of super-
symmetri proedure inlude [1,3,4,17,18,20,21℄: 1)
the Hubbard-Stratonovih transformation, that re-
moves quarti (in Ψ) term in the exponential; 2)
Ψ−variables integration; 3) evaluation of the remain-
ing integral using saddle point approximation in the
limit N →∞. We have, after step 1):
〈T n〉H = (n!)−2
∫
[dR] exp
{
−N
2
StrR2 + iεNStrRΛ + iStrRA
}
(5)
×
∫ [
dΨ†
]
[dΨ]Fn [Ψ] exp
{
i
(
EΨ†LΨ+ iΨ† (Γ⊗ ΛL)Ψ)} .
Sine StrRA = Ψ†L1/2RL1/2Ψ, for an arbitrary 4× 4 supermatrix R,
〈T n〉H = (n!)−2
∫
[dR] exp
{
−N
2
StrR2 + iεNStrRΛ
}∫ [
dΨ†
]
[dΨ]Fn [Ψ]
× exp
{
−iΨ†L1/2 (−EI4 ⊗ IN −R⊗ IN − iΛ⊗ Γ)L1/2Ψ
}
. (6)
Using the Gaussian nature of the integral:∫ [
dΨ†
]
[dΨ] exp
{−iΨ†fΨ} = S det f−1,
the following general relation, an be derived simi-
4larly to Eq. (3):∫ [
dΨ†
]
[dΨ]
[
(Ψi)
b
(
Ψ†j
)b
(Ψi)
b
(
Ψ†j
)b]n
(7)
× exp{−iΨ†fΨ} = (n!)2 f−112,bbijf−121,bbjiS det f−1
Setting f = L1/2 (−EI4 ⊗ I −R⊗ I − iΛ⊗ Γ)L1/2,
we integrate out the omponents of Ψ with the help
of Eq. (7):
〈T n〉H =
∫
[dR]Fn [G] exp {−NL [R] + δL} , (8)
where
F [G] = G−112, bbG
−1
21,bb,G = −EI4 −R,
L [R] = 1
2
StrR2 + Str ln (−EI4 −R) ,
δL =iεN StrRΛ
−M Str ln
[
I4 − iγΛ (−EI4 −R)−1
]
.
See Appendix A for the details.
〈T n〉H is now written as an integral over 4× 4 su-
permatrix R. The stationarity ondition for L [R],
in the limit of large N , yields a stationary point Rs,
satisfying: Rs = 1/ (−EI4 −Rs). The solution is not
unique, it is a saddle manifold in a spae of 4× 4 su-
permatries, spanned by 'pseudounitary' supermatri-
es T: Rs = −EI4/2 + iπνT−1ΛT = −EI4/2− πνQ,
where ν =
√
4− E2/ (2π) is Wigner's semiirular
mean density of eigenvalues (GUE, λ = 1). See Refs.
[4,17℄ for the expliit form of supermatrix Q.
After integrating out loal utuations over di-
retions R orthogonal to the manifold of stationary
points (the proedure is asymptotially exat for large
N) the remaining integration goes over the manifold
parametrized by Q:
〈T n〉H = (πν)2n
∫
[dQ] (Q12,bbQ21,bb)
n
× S det −M
[
I4 + i
E
2
γΛ + iπνγQΛ
]
× exp {−iεπνNStrQΛ} . (9)
The expression for the n-th moment of power al-
lows one to nd the entire distribution funtion P (T ),
f. [17,19,20℄:
P (T ) =
∫
[dQ] δ
(
T − (πν)2Q12,bbQ21,bb
)
Y (Q) ,
or, for the 'saled' power y = T/ (πν)
2
:
P (y) =
∫
[dQ] δ (y −Q12,bbQ21,bb) Y (Q) , (10)
where
Y (Q) = S det −M
[
I4 + i
E
2
γΛ + iπνγQΛ
]
× exp {−iεπνNStrQΛ} .
Evaluation of the superintegral in Eq. (10) is pre-
sented in Appendix A. The result redues to:
P (y) = δ (y) +
(
d
dy
+ y
d2
dy2
)∫ ∞
1
dλ1
∫ 1
−1
dλ2δ
(
y + 1− λ21
) λ21 − λ22
(λ1 − λ2)2
exp {−ǫ (λ1 − λ2)}
(
g + λ2
g + λ1
)M
(11)
=
(
d
dy
+ y
d2
dy2
)
exp
{−ǫ√1 + y}
2
√
1 + y
(
g +
√
1 + y
)M
∫ 1
−1
dλ2
√
1 + y + λ2√
1 + y − λ2 exp {ǫλ2} (g + λ2)
M
,
where g = (1/γ + γ) / (2πν) and ǫ = 2πνNε.
Setting the 'uniform damping' ǫ to zero we were
able to evaluate the remaining integral expliitly (see
Appendix A for the details) and Eq. (11) yielded:
P (y) =
{
(g − 1)M+1 − (g + 1)M+1
}
p1 +
{
(g + 1)
M+1
+ (g − 1)M+1
}
p2
8
√
(1 + y)
5 (
g +
√
1 + y
)M+2 ,
p1 =
g (y − 2)
(M + 1)
(
g + (M + 2)
√
1 + y
)
− (y + 1) (2 + (M + 1) (y + 2)) , (12)
p2 = 2 (y + 1)
(
g + (M + 2)
√
1 + y
)
.
5Eqs. (11) and (12) onstitute the main result of this
Setion.
At this point it is interesting to observe that Eq.
(12) an be in fat used to over the ase of uni-
form damping in losed system: ǫ > 0, M = 0.
For this we note that in the limit γ → 0 (i.e. g ∼
1/2πνγ → ∞) and M → ∞ but γM ∼ const the
fator (g + λ2)
M
/ (g + λ1)
M
in the integrand of Eq.
(11) is onverted to exp {2πνγM (λ2 − λ1)}. Suh
a replaement is equivalent to generating an ee-
tive uniform damping ǫ = 2πνγM . The fat that the
large number of weakly open hannels (or weak loal-
in-spae dampers) is essentially equivalent to uniform
damping is well known, see e.g. [4℄. Performing the
limit g → ∞,M → ∞ when keeping the produt
2πνγM = ǫ nite we nd that the distribution Eq.
(12) is redued to:
P (y) = exp
{−ǫ√1 + y} sinh ǫ
4ǫ
√
(1 + y)
5
×
[
ǫ2 (y + 1) (y + 2)− (y − 2)
(
1 + ǫ
√
1 + y
)]
+
exp
{−ǫ√1 + y} cosh ǫ (1 + ǫ√1 + y)
2
√
(1 + y)
3
, (13)
This distribution of transmitted power for systems
with uniform damping is interesting and important
on its own.
Let us onsider now a few other regimes. For the
weakly damped system (M is xed, g ≫ 1), Eq. (12)
an be approximated by:
P (y) ∼ 4 + y
4
√
(1 + y)
5
+O
(
1
g2
)
. (14)
The asymptoti behavior of P (y) in the limit y →
∞ for any M and g is given by:
P (y) ∼ (M + 1)
4y(M+3)/2
{
(g + 1)
M+1 − (g − 1)M+1
}
+O
(
1
y(M+4)/2
)
, (15)
whih shows that moments 〈yn〉 exist only for n <
(M + 1) /2. At the same time, as it follows from Eq.
(11), any non-zero ǫ guarantees existene of all mo-
ments. For large y, the asymptoti forms of the prob-
ability distribution funtion at non-zero ǫ are:
P (y) ∼ ǫ sinh ǫ√
y
exp
{
−ǫy1/2
}
, (16)
P (y) ∼ g
M exp
{−ǫy1/2}
y
M+1
2
, (17)
for M = 0, and for nite M respetively.
Finally we want to ompare the results of this
Setion with numerial solution of the model RMT
problem. For this goal we numerially generate
an ensemble of N × N Hermitian random matries
[H ], typially hoosing 1500 samples from the en-
semble and N = 1000. The entries of the matrix
H are onstruted using a random number gener-
ator, with 〈HijH∗lm〉 = (1/N) δilδjm. To simulate
the uniform damping and the ase of a nite num-
ber of loal dampers we take Γ = εI and Γ =
diag{γ, γ, ..., γ, 0, ...0} (with M ≤ N non-zero en-
tries) respetively. Then, for all members of our en-
semble we generate the o-diagonal elements of the
resolvent matrix Gij(E) = [EI + iΓ−H ]−1 model-
ing the response at site i due to exitation at site j,
with E being the spetral parameter.
We rst onsider the ase of uniform damping:
Γ = εI. The modal density ν for suh a sys-
tem is approximated by Wigner's semiirular law:
ν =
√
4− E2/ (2π). Therefore, for a xed size of the
matries N and spetral variable E, we an explore
the range of ǫ by hanging ε. For E = 0 the modal
density is ν = 1/π and so we need not distinguish
between T and y. In Fig.1, the numerially obtained
histograms are ompared with P (y) (Eq. (11)) for
several values of ǫ. We see that numerial results
orrespond well with the theoretial urves.
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Figure 1: Probability distribution funtion (Eq. (11))
and histograms of power for: (a) ǫ = 1.0, (b) ǫ = 2.0,
() ǫ = 4.0, (d) ǫ = 6.0, as obtained numerially. Data
are saled to unit area. For eah plot 1500 samples of
|Gij (E)|
2
, i 6= j were omputed.
This proedure was repeated for the damping ma-
trix [Γ] = diag{γ, γ, ..., γ, 0, ...0} withM non-zero en-
tries, by omputing Gij(E = 0) for dierent ombi-
nations of parameters M and g. We The results are
presented in Fig. 2. Again, the preditions of the su-
persymmetry method agree well with the numerial
results.
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Figure 2: Probability distribution funtion (Eq. (12)) and
histograms of power for: (a) M = 2, g = 2.16, (b) M =
6, g = 2.16 () M = 40, g = 400, (d) M = 40, g = 40, (e)
M = 400, g = 400, (f) M = 400, g = 40. Data are saled
to unit area. For eah plot 1500 samples of |Gij (E)|
2
were omputed. We imposed the restritions: i 6= j, and
i > M, j > M for the non-uniform damping ase, to avoid
'reording' the response from damped sites or from the
'soure' site j, and to orrespond to the assumptions in
the theoretial analyses. Note, that for large values of g
(plots () and (e)), P (y) is not sensitive to either g or M
(Eq. (14)).
III. MOMENTS OF POWER
In this Setion we analyze the rst two moments of
power y using two dierent approahes, both based
on the RMT. These moments as obtained using the
supersymmetri alulation (Eqs. (11), (12)) will be
ompared to those obtained using the naive approah.
We rst onsider uniform damping and then M 6= 0.
In the simpler, but inexat, approah Gij is on-
struted as a modal sum,
Gij (E) =
∑
r
uriu
r∗
j
E − Er − iζr ,
and then averaged using the eigenstatistis of the un-
damped GUE system. Here ur is the rth eigenmode
and we all the imaginary part ζr of the eigenenergy
Er the resonane width.
We rst onsider the ase when ζr is uniform: ζr =
ε, for all r [12℄:
y (πν)
2
=
∑
r
∑
m
uriu
r∗
j
E − Er − iε
um∗i u
m
j
E − Em + iε . (18)
On averaging Eq. (18) over the eigenmodes ur, and
assuming they are unorrelated, 〈y〉 beomes:
〈y〉 (πν)2 =
∑
r
〈
|u|2
〉2
(E − Er − iε) (E − Er + iε) .
The summation over the eigenenergies Er is then re-
plaed with an integral (
∑
r → Nν
∫
dEr)
〈y〉 =
〈
|u|2
〉2
(πν)
2
∫ +∞
−∞
(Nν) dEr
(E − Er − iε) (E − Er + iε) ,
where ν =
√
4− E2/ (2π) is the GUE modal density.
Therefore, in the uniform damping ase, the naive
proedure produes:
〈y〉 = πν
〈
|u|2
〉2
(πν)
2
π
ε
(19)
= N2
〈
|u|2
〉2 2
2πνNε
=
2
ǫ
,
where
〈
|u|2
〉
has been set to 1/N (by normalization).
The seond moment of power is alulated in Ap-
pendix B by means of the same approah, and is given
by: 〈
y2
〉
=
1
π3ν3N3ε3
+
1
4π4ν4N4ε4
(20)
×
[
1 + 8π2 (Nν)
2
ε2 − exp (−4πNνε)
]
For the uniform damping ase (ζr = ε for all
modes), appliation of the results of Setion II is es-
peially straightforward. As already disussed, Eq.
(11) shows that in our model this ase is realized ei-
ther by settingM = 0 with nite ǫ or by lettingM be
large and γ be small, suh that γM is nite. One an
use Eq. (13) for this purpose, but it is more onve-
nient to start with the rst part of Eq. (11). Setting
M = 0 and introduing:
f =
∫ ∞
1
dλ1
∫ 1
−1
dλ2δ
(
y + 1− λ21
)
× λ
2
1 − λ22
(λ1 − λ2)2
exp {−ǫ (λ1 − λ2)} ,
we integrate by parts in Eq. (11):
P (y) = δ (y) +
(
d
dy
+ y
d2
dy2
)
f,
〈yn〉 =
∫ ∞
0
ynP (y) dy = −yn (nf+ yf′y) |∞0 (21)
+n2
∫ ∞
0
yn−1fdy = n2
∫ ∞
0
yn−1fdy.
Integration with respet to y in Eq. (21) eliminates
the delta funtion, and gives:
〈y〉 =
∫ ∞
1
dλ1
∫ 1
−1
dλ2 exp {−ǫ (λ1 − λ2)}
×
(
λ1 + λ2
λ1 − λ2
)
=
2
ǫ
, (22)
7〈
y2
〉
= 4
∫ ∞
0
yFdy =
4
ǫ4
(1− exp {−2ǫ})
+
8
ǫ2
(
1 +
1
ǫ
)
, (23)
whih takes the same form as Eqs. (19) and (20)
upon substitution of 2πνNε for ǫ. Thus, for uniform
damping, the 'naive' and supersymmetri methods
agree, for both 〈y〉 and 〈y2〉. This is not unexpeted,
beause uniform damping with M = 0 leaves eigen-
statistis idential to those of losed systems, merely
shifting all eigenenergies by iε. The results (22) and
(23) an readily be reprodued by using P (y) as given
by Eq. (13). These moments are plotted in Fig. 3 to-
gether with the results of numerial simulations. The
rst two moments of y were obtained numerially, by
inverting matrix EI + iΓ − H for eah member of
the ensemble. More preisely - we omputed the ol-
umn vetor Gij(E) (j is xed, i = 1, ..N) by solving
the algebrai equations:[EI + iΓ−H ]Gij = δij for a
xed value of E. Repeating this proedure 1500 times
and averaging over the ensemble of H and over the
N − 1 values of i 6= j, we obtained 〈y〉 and 〈y2〉 for
ǫ = 1, 2, 4, 6. As seen in Fig. 3, the orrespondene
is exellent.
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Figure 3: (a) Log 〈y〉 and (b) Log
〈
y2
〉
plotted as the
funtions of parameter ǫ for the ase of uniform damping.
The solid lines represent theoretial preditions (Eqs. (19)
and (20)). The one sigma error bars were omputed based
on the observed varianes of y and y2.
Our next goal is to alulate 〈y〉 and 〈y2〉 for the
system with M equivalent dampers and without ad-
ditional uniform damping (i.e. with ǫ = 0). For
this problem the probability distribution funtion of
saled power is given by Eq. (12) and losed form ex-
pressions for the mean value of y and its variane are
umbersome. It is, therefore, reasonable to arry out
the orresponding integrations numerially. In on-
trast, the naive averaging, whih now also inludes
integration over the resonane widths ζr, distributed
[1,8℄ aording to χ2 distribution:
p
(
ζr
Γ
)
=
MM
Γ (M)
(
ζr
Γ
)M−1
exp
{
−M ζr
Γ
}
,
where Γ is mean resonane width, produes a rela-
tively ompat answer for the statistis of y (see Ap-
pendix B):
〈y〉 (πν)2 = (πν)2 2
ǫM
M
M − 1 , (24)
〈
y2
〉
=
4M2
(M − 2) (M − 1) ǫ2M
f (ǫM ,M)
f (ǫM ,M) = 2 +
4M (M − 1)
(M − 3) ǫM (25)
− M (4MǫM − 4ǫM −M)
(2M − 3) ǫ2M
− (ǫM +M)
4
M2 (2M − 3) ǫ2M
(
1 +
ǫM
M
)4−2M
,
where ǫM = 2πνNΓ. We note that the χ
2
distribu-
tion for ζr, is stritly orret only for the ase of Γ
muh less than mean level distane. It does, how-
ever, orrespond well with the atual distribution [4℄
for more arbitrary value of Γ, as long as M is large.
In order to ompare Eqs. (24) and (25) to orre-
sponding results obtained by numerial integration of
Eq. (12), it is neessary to establish how Γ is related
to the parameters N , M and g of the supersymmetri
alulation. By denition, the mean saled resonane
width in open systems is proportional to the produt
of modal density ν and average resonane width Γ
[4℄. Under the ondition of uniform damping, the
eigenmodes are equally damped, and the latter quan-
tity is just equal to the individual damper strength
ε. In general, the relationship is not that simple and
is given by Moldauer-Simonius formula [4℄:
γ = 2π
Γ
∆
= 2NνπΓ =
1
2
M∑
a
ln
ga + 1
ga − 1 ,
ga =
1
2πν
(
1
γa
+ γa
)
, (26)
for the mean saled resonane width, where ∆ =
1/νN is the mean eigenenergy spaing and γa is the
oupling onstant of ath hannel. Note that our de-
nitions of γ and eigenwidth ζr are dierent by fator
of two from notation of Ref. [4℄. For the uniformly
damped system we nd:
γ ≃ 1
2
N∑
a
ln
1
2piνε + 1
1
2piνε − 1
∼ 2πνεN ≡ ǫ, (27)
8whih was also shown at the end of Setion II. Thus,
we onlude that our parameter ǫ oinides with the
mean saled resonane width in the limit of large
number of equivalent weak hannels. Moreover, pa-
rameter ǫM in Eqs. (24), (25) is the same as γ.
The averaging, performed in Ref. [12℄ for the uni-
formly damped GOE system led to the dependene of
the rst two moments of the transmitted ultrasoni
power on a single strutural parameter, the modal
overlap M. M was dened in Ref. [12℄ in terms of
average imaginary part of the eigenfrequeny ωr and
modal density: M = 2π 〈Imωr〉 (∂N/∂ω). We see
that modal overlap may be identied with γ.
〈y〉 and 〈y2〉 as predited by supersymmetri al-
ulation (from Eq. (12)) and by 'naive' averaging
(Eqs. (24) and (25)) are ompared in Fig. 4 and
Fig. 5 with numerial results for several dierent
values of M and γ. The predition by the super-
symmetry method agrees with numerial results. In
ontrast, the results of the 'naive' averaging underes-
timate both rst and seond moments of the power,
exept for very largeM , lose to the uniform damping
ase.
Finally, in onnetion with disussion of Ref. [12℄
we present the omparison of the relative variane
(Relvar =
〈
y2
〉
/ 〈y〉2 − 1) of power in Fig. 6, and
ompare the supersymmetri and naive preditions.
IV. CONCLUSIONS
We investigated the statistial behavior of the
power transmitted in a losed RMT system with in-
ternal dissipation, or an open RMT system oupled
to the exterior via a nite number of equally strong
hannels. Using the supersymmetry method for sys-
tems with broken time reversal invariane we derived
an expression for the probability distribution fun-
tion for this quantity and studied its rst two mo-
ments. The theoretial preditions were ompared
to the results of numerial simulations on GUE sys-
tems with dissipation, and to the results of a 'naive'
theory based on the RMT eigenstatistis of a losed
non-dissipative system. The results of the supersym-
metri alulation agree with the numerial data for
the full range of parameters studied.
The naive averaging preditions are in general in-
onsistent with numerial results, beause its assump-
tions (χ2 distribution of resonane widths and deou-
pled unorrelated Gaussian eigenmode amplitudes)
follow from the rst order perturbation theory, valid
for small saled resonane width. However, beause
the χ2 distribution redues to the exat distribution
for the ase of uniform damping or in the limit of a
large number of weak hannels, the naive theory is
aurate in this limit, for all values of saled level
width.
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Appendix A: EVALUATION OF THE
SUPERINTEGRAL
The result of 'Gaussian' integration in Eq. (6) has
to be simplied. To bring the integrand into a form
onvenient for saddle point integration, we use the
series of identities for the supermatrix f = L1/2f˜L1/2
(L2 = I4)
f˜ = −EI4 ⊗ IN −R⊗ IN − iΛ⊗ Γ
=
(
IN ⊗ I4 − iΓ⊗
(
ΛG−1
))
G, (A1)
f˜ −1 = G−1
(
I4 ⊗ IN −
(
ΛG−1
)⊗ iΓ)−1
= G−1
∞∑
k=0
(i)
k [(
ΛG−1
)⊗ iΓ]k ,
where G = −EI4 − R was introdued. Supermatrix
f˜ −1 is diagonal in i and j, thus:
f bb = L1/2f˜ bbL1/2, f12, bbiif21, bbjj = G12,bbG21,bb.
Substituting Sdetf −1 = exp
{
−Str
i
ln f˜
}
into the
result of Gaussian integration with respet to the su-
pervetor omponents, and onsidering
〈T n〉H = (n!)−2
∫
[dR]
(
G−112, bbG
−1
21,bb
)n
S det f −1
× exp
{
−N
2
StrR2 + iεNStrRΛ
}
, (A2)
we separated the terms in the exponent aording to
their order in N and obtained Eq. (8):
L [R] = 1
2
StrR2 + Str lnG,
δL = iεNStrRΛ− Str ln [IN − iΓ⊗ (ΛG−1)]
= iεNStrRΛ−MStr ln [I4 − iγΛG−1] . (A3)
The last identity was proved by expanding the loga-
rithm into the series (see Ref. [4℄).
After the Gaussian integration around the sad-
dle point in Eq. (A2) the probability distribution
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Figure 4: Log 〈y〉 plotted as a funtion of mean saled width γ for dierent number of hannels: (a) M = 6; (b) M = 8;
() M = 40; (d) M = 400. Here we omputed Gij(E = 0) (i 6= j, and i > M, j > M) for xed i and j and averaged y
over 1500 samples from the ensemble of H . The naive averaging predition (solid line) is ompared to the predition
by supersymmetry method (dotted line). The one sigma error bars were omputed based on the observed variane of
y.
funtion for the saled power is expressed as an
integral over the manifold formed by supermaries
Q = T−1ΛT:
P (y) =
∫
[dQ] δ (y −Q12,bbQ21,bb)Y (Q) ,
Q is parametrized by four ommuting variables λ1,
λ2, µ1, µ2 and four antiommuting α, α
∗
, β, β∗
[4, 17℄. Here λ1 ∈ (1,∞), λ2 ∈ (−1, 1), and |µ1|2 =
λ21 − 1, |µ2|2 = 1 − λ22. We an also introdue an-
other set of variables, aording to λ1 = cosh θ1, µ1 =
sinh θ1 exp {iφ1}, λ2 = cos θ2, µ2 = sin θ2 exp {iφ2},
where θ1 ∈ (0,∞), θ2 ∈ (0, π), φ1, φ2 ∈ (0, 2π). Next
we observe [4℄
StrQΛ = −2i (λ1 − λ2) , Y (Q) = S det −M
[
I4 + i
E
2
γΛ+ iπνγQΛ
]
exp {−iεπνNStrQΛ} (A4)
=
(
1 + 2πνγλ2 + γ
2
1 + 2πνγλ1 + γ2
)M
exp {−2επνNStr (λ1 − λ2)} =
(
g + λ2
g + λ1
)M
exp {−2επνNStr (λ1 − λ2)} ,
where g = (1/γ + γ) / (2πν) ,
Q12,bb = µ1 (1− α∗α/2) (1 + β∗β/2)− α∗βµ∗2,
Q21,bb = µ
∗
1 (1− α∗α/2) (1 + β∗β/2) + αβ∗µ2,
Q12,bbQ21,bb = |µ1|2 + |µ1|2 α∗β∗αβ
+ |µ2|2 α∗β∗αβ + |µ1|2 (β∗β − α∗α)
+ |µ1| |µ2| ei(φ1+φ2)αβ∗ (A5)
− |µ1| |µ2| e−i(φ1+φ2)α∗β,
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Figure 5: Log
〈
y2
〉
plotted as a funtion of mean saled width γfor dierent number of hannels: (a)M = 6; (b)M = 8;
() M = 40; (d) M = 400.
〈
y2
〉
was obtained from the same data for Gij(E = 0) as 〈y〉 in Fig. 4. The naive averaging
predition (solid line) is ompared to the predition by supersymmetry method (dotted line). The error bars in ases
() and (d) were omputed based on the observed variane of y2. Error bars for ases (a) and (b) are omitted, as one
sigma bars would misrepresent ondene intervals. Indeed, standard deviation in ase (a) do not exist.
and the integration measure was dened as
dQ =
dα∗dβ∗dαdβdλ1dλ2dφ1dφ2
(2π (λ1 − λ2))2
.
Substituting Eqs. (A4), (A5) we proeed with inte-
gration with respet to Grassman variables. First, we
need to expand the delta funtion retaining only the
terms of zero and maximum order in these variables
[4, 17, 18℄. Setting Q12,bbQ21,bb = −1 + λ21 + z we
expand the delta funtion,
δ
(
y −Qbb12Qbb21
)
= δ
(
y + 1− λ21 − z
)
= δ
(
y + 1− λ21
)
− (δ′z (y + 1− λ21)+ δ′′zz (y + 1− λ21) (1− λ21))
× (λ21 − λ22)α∗β∗αβ + ... = δ (y + 1− λ21)
+
(
d
dy
+ y
d2
dy2
)
δ
(
y + 1− λ21
)
α∗β∗αβ + ...,
where we used the fat that the argument of delta
funtion is linear in y (z and 1 − λ21), in order to
be able to take the dierential operator out of the
integral. Then, we alulate the integral over φ1, φ2
and Grassman variables,
P (y) = δ (y) +
(
d
dy
+ y
d2
dy2
)
×
∫ ∞
1
dλ1
∫ 1
−1
dλ2δ
(
y + 1− λ21
)
(A6)
× λ
2
1 − λ22
(λ1 − λ2)2
exp {−ǫ (λ1 − λ2)}
(
g + λ2
g + λ1
)M
,
where ǫ = 2επνN and we have used
∫
[dQ] exp {−ǫ (λ1 − λ2)}
×
(
g + λ2
g + λ1
)M
δ
(
y + 1− λ21
)
= δ (y) ,
for the 'Efetov-Wegner' term [4,18℄. Integration with
respet to λ1 is simple beause of the presene of the
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Figure 6: Relative variane of power as a funtion of mean saled width γ for dierent number of hannels: (a) M = 6;
(b) M = 8; () M = 40; (d) M = 400 The results of naive averaging (solid line) onsistently underestimate the results
by supersymmetry method (dotted line).
delta funtion.
P (y) = δ (y) +
(
d
dy
+ y
d2
dy2
)
exp
{−ǫ√1 + y} θ (y)
2
√
1 + y
(
g +
√
1 + y
)M
×
∫ 1
−1
dλ2
√
1 + y + λ2√
1 + y − λ2 exp {ǫλ2} (g + λ2)
M
= δ (y) +
(
d
dy
+ y
d2
dy2
)
θ (y)F(y).
Using property δ (y) = −yδ′ (y), we arrive at:
P (y) = δ (y) + δ (y) y ddyF(y)
+
(
d
dy + y
d2
dy2
)
F(y), (A7)
Eq. (A7) ompletes the alulation of probability
distribution funtion for the saled power. This
equation yields Eq. (11) upon substitution of:
limy→0 y
d
dyF(y) = −1.
Finally, we set ǫ = 0 and derive Eq. (12). We note
that integral in F(y) is a table integral:
P (y) =
(
d
dy
+ y
d2
dy2
)
× (g + 1)
M+1
f (g + 1) − (g − 1)M+1 f (g − 1)
(M + 1)
(
g +
√
y + 1
)M+1 ,
f (u) =2 F1
(
M + 1, 1,M + 2,
u
g +
√
y + 1
)
.
Thus, it is possible to apply dierential operator to
obtain the nal form of P (y) for this ase. However,
we notie:
F(y) =
−1(
g +
√
y + 1
)M
∫ 1
−1
(g + λ2)
M
λ2 −
√
y + 1
dλ2 (A8)
− 1
2
√
y + 1
(
g +
√
y + 1
)M
∫ 1
−1
(g + λ2)
M dλ2.
The seond term in the above equation an be eval-
uated immediately, while for the rst one we an use
an identity:
(g + λ2)
M
=
M∑
m=0
(
g +
√
y + 1
)m
×
(
λ2 −
√
y + 1
)M−m M !
m! (M −m)!
12
We integrate eah term in Eq. (A8) separately,
and after the rst dierentiation of the result with
respet to y, the series an be summed bak, so
that the remaining proedure beomes straightfor-
ward and leads to Eq. (12).
Appendix B: MOMENTS CALCULATION FOR
THE CASE OF M EQUIVALENT DAMPERS
In this Appendix we demonstrate the intermediate
steps leading to the Eqs. (20), (24), (25). We start
with the modal expansion for T 2 without making an
assumption about uniform damping:
y2 (πν)
4
=
∑
r,m,l,k
uriu
r∗
j
E − Er − iζr
um∗i u
m
j
E − Em + iγm (B1)
× u
l∗
i u
l
j
E − El − iζl
uk∗i u
k
j
E − Ek + iγk .
Absene of orrelation between dierent eigen-
modes produes the following result for the variane
of y:
〈
y2
〉
(πν)
4
=
∑
r
〈
|uri |4
〉〈∣∣urj ∣∣4〉
(E − Er − iζr)2 (E − Er + iζr)2
+
∑
r 6=l
〈
|uri |2
〉〈∣∣urj ∣∣2〉〈∣∣uli∣∣2〉〈∣∣ulj∣∣2〉
(E − Er − iζr)2 (E − El + iζl)2
+
∑
r 6=l
〈
|uri |2
〉〈∣∣urj ∣∣2〉〈∣∣uli∣∣2〉〈∣∣ulj∣∣2〉
(E − Er − iζr) (E − Er + iζr) (E − El − iζl) (E − El + iζl) (B2)
Next, we replae summation over Er and El with
integration (
∑
r → Nν
∫
dEr) and take into a-
ount the orrelation between the GUE eigenval-
ues in Eq. (B2) by introduing the fator 1 −
Y2 (πNν (Er − El)), [1℄:
〈
y2
〉
=
Nν
〈
|u|4
〉2
(πν)
4
∫ ∞
−∞
dx
(x− iζr)2 (x+ iζr)2
+
2 (Nν)
2
〈
|u|2
〉4
(πν)
4 (B3)
×
∫ ∞
−∞
∫ ∞
−∞
(1− Y2 (πNνz)) dxdz
(x2 + ζr)
(
(x− z)2 + ζ2l
) + (Nν)
2
〈
|u|2
〉4
(πν)4
∫ ∞
−∞
∫ ∞
−∞
(1− Y2 (πNνz)) dxdz
(x− iζr)2 (x− z + iζl)2
,
where x =E − Er, z = Er − El and the Dyson two-
level orrelation funtion for the GUE is Y2 (ξ) =
(sin ξ/ξ)
2
. Integration over x and z in Eq. (B3) for
the ase of uniform damping ζr = ζl = ε yields Eq.
(20):
〈
y2
〉
=
Nν
〈
|u|4
〉2
(πν)
4
π
2ζ3r
+
2 (Nν)
2
〈
|u|2
〉4
(πν)
4
× ζr + ζl
2ζrζl
∫ ∞
−∞
(1− Y2 (πNνz)) dz
z2 + (ζr + ζl)
2 (B4)
=
〈
|u|4
〉2 N
2 (πν)3 ε3
+
〈
|u|2
〉4 1
4 (πν)4 ε4
×
[
1 + 8 (Nν)
2
π2ε2 − exp {−4Nνπε} − 4Nνπε
]
,
upon substitution
〈
|u|4
〉
/
〈
|u|2
〉2
= 2, (as is the ase
for omplex Gaussian random numbers) and
〈
|u|2
〉
=
1/N .
In the ase of nite number M of weak dampers
(ǫ = 0) the ensemble averaging inludes an integra-
tion with over a distribution of widths, given by [1,8℄:
p
(
ζr
Γ
)
=
MM
Γ (M)
(
ζr
Γ
)M−1
exp
{
−M ζr
Γ
}
, (B5)
where Γ is average resonane width and Γ (M) is a
Gamma funtion. Starting with Eq. (21) we average
y over the eigenmodes and eigenenergies to get:
〈y〉 (πν)2 = Nν
〈
|u|2
〉2 π
ζr
. (B6)
Whih beomes Eq. (24) upon integration over p (ζr).
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We indiate this averaging by overbar:
〈y〉 (πν)2 = Nν
〈
|u|2
〉2 π
ζr
=
〈
|u|2
〉2 πNν
Γ
M
M − 1 .
To evaluate the seond moment of power we integrate
over x, and then over ζr and ζl in Eq. (B3):
〈
y2
〉
(πν)
4
= Nν
〈
|u|4
〉2 π
ζ3r
+ 2 (Nν)
2
〈
|u|2
〉4
I
I =
ζr + ζl
2ζrζl
∫ ∞
−∞
(1− Y2 (πNνz)) dz
z2 + (ζr + ζl)
2 . (B7)
The remaining integral with respet to z in I it
is onvenient to use the Fourier transform of Y2 (ξ),
whih has a form:
b (q) =
∫ ∞
−∞
Y2 (ξ) exp {2πiξq} dξ = 1− |q| , |q| ≤ 1,
b (q) = 0, |q| ≥ 1,
I = (B8)
=
ζr + ζl
4ζrζl
∫ 1
−1
(
1− |q|
2π
)
exp {−Nν (ζr + ζl)} dq.
The average over ζr and ζl is now straightforward.
Finally, substituting the result into the Eq.(B7), and
taking into aount
〈
|u|4
〉
/
〈
|u|2
〉2
= 2, we obtain
the seond moment in its losed form (Eq. (25)).
The derivation presented above assumes that reso-
nane widths ζr and eigenmodes u
r
are statistially
independent.
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