We present a new uniform random sampler for binary trees with n internal nodes consuming 2n + Θ(log(n)
Introduction
Rooted Plane trees are central data structures in computer science, and have been widely studied in both mathematics and computer science. They are a natural way of representing hierarchy and arise in a huge number of algorithms such as depth first search, sorting algorithms and search algorithms. In this paper, we focus on uniform random sampling of Catalan and Motzkin trees (i.e., rooted plane binary tees and rooted plane unary-binary tees). More precisely, we address the search of a algorithm which returns uniformly a tree having n nodes with minimal cost in terms of random bit, while keeping good time and space complexities. Contrariwise with the uniform-real-variable model where the measure of complexity is the number of calls to iid uniform real variables U on the compact [0, 1], we deal with the realistic and tractable random-bit model introduced by Von Neumann and further developed by Knuth and Yao. In this model, the unit of complexity is the random bit. For obvious reasons, this notion is much more natural in computer science and coherent with Shannon information entropy [13] . This notion have already been investigated [9, 6] It is clear that the uniform random sampler of an object γ inside a set of cardinality C needs at least ln 2 (C) random bits.
The efficient (in time space and random bits) sampling of trees is of central interest in many domain. Since these structures appear in numerous settings (data structures, bioinformatics, probabilities,...), an efficient uniform drawing enables testing, conjecturing, and simulating important properties.
The generation of trees is quite a long story. The classical ways of sampling trees include the recursive method [10] , the Boltzmann method [7] , bijection with words [2, 1] , bijection with walks [3] and, for Catalan trees, Rémy's Algorithm [11] and Galton-Watson branching processes.
Rémy's Algorithm is certainly the most efficient algorithm until now. It consists to grow up a tree by local transformations that we can call grafting. Our first contribution is to reinterpret this algorithm as based on a holonomic equation (linear differential equations with polynomial coefficients) over Catalan trees. This algorithm runs in linear time and space if we consider that uniformly choosing a node over n in a tree can be done in constant time, and uses Θ(n log n) random bits in every case. We improve this algorithm such that it still runs in linear time in average and only uses a nerly optimum number of random bits, in average too.
Actually this method is not limited to Catalan trees: there is a similar, though more intricate, holonomic equation over Motzkin tree. We give a combinatorial interpretation to this equation, which gives us a way to grow a Motzkin tree by local modifications. Thus, we can extend our version of Rémy's Algorithm to Motzkin trees, in average linear time and random bits.
We present in the first section the bijections on catalan and Motzkin trees leading to holonomic specifications, then in Section 3 we give our sampler and analyse them. Finally, in Section 4 we give a bivariate specification for weighted unary-binary trees.
Holonomic specification of trees

Holonomic equations
The goal of this section is to find combinatorial specifications [8] for the classes of binary and Motzkin trees based on holonomic equations (linear differential equations with polynomial coefficients) on their generating functions rather than algebraic equations. In other words, these specifications may involve pointing but no branching.
Finding a holonomic equation from an algebraic one can be done automatically with a computer algebra system (for instance Maple with the gfun package [12] ). In the cases of binary and Motzkin trees, these equations are:
. The above equations rewrite into:
Combinatorially, we denote by B
• and M • the classes of binary trees and Motzkin trees, respectively, with a pointed node. We also denote by B (ℓ) and M (ℓ) the classes of trees pointed on a leaf and by M (u) the class of Motzkin trees pointed on a unary node. We define:
In other words, the class B ⋆ is the class of binary trees pointed in two possible ways on a leaf, and the class M ⋆ is the class of Motzkin trees pointed either on a leaf in two possible ways, or on a unary node. For convenience, we refer to these points with colors: a tree of B ⋆ can have either a blue pointed leaf or a red pointed leaf, and a tree of M ⋆ can have a blue pointed leaf, a red pointed leaf, or a green pointed unary node. We refer to T as a color pointed tree.
Obviously, the respective generating functions of B
• and M • are B • (z) and M
• (z). In Section 2.2, we give combinatorial interpretations of the equations (1) and (2) . In Section 2.3, we complete the specification by interpreting the equations
The graft operation
This section first give a bijection F for Catalan trees:
and then the bijection G for Motzkin trees:
These bijections are based on the idea of grafting, i.e., a local growth which can be locate anywhere in the tree (by opposition to most recursion which make trees grow from the root or the leaves) The reverse bijections are given in proofs.
Bijection F for Catalan trees
The term 2Z correspond to the two trees reduced to a leaf, either blue pointed or red pointed. Now, there is 4 ways to grow a tree from B
• : Let T be be pointed tree of B
• . Let n be the pointed node, p its parent (if n is the root, p = ⊥). There is now 4 possible cases, named F 1, F 2, F 3 and F 4. In each of this case, we create a new binary node b and a new leaf ℓ such that b become the parent of n, p become the parent of b and either:
• in case F 1, ℓ is the right child of b and is red pointed This bijection is represented on Figure 1 , where apointed node is represented by • , a blue pointed leaf by տ and a red pointed leaf by ր . . Note that the node b takes the place of n: it becomes the root if n was the root, and the left (resp. right) child of p if n was the left (resp. right) child of p.
Proof. First observe that there is a unique way in F to obtain each tree red pointed on a left leaf, red pointed on a right leaf, blue pointed on a right leaf and blue pointed on a left leaf. Now, we describe the reverse bijection, F −1 which, from a tree (of size 3 or more) of M ⋆ give a unique tree of B
• . Let ℓ be the (red or blue) pointed leaf, let b be its parent (as the size of the tree is at least 3 a leaf cannot be the root), s the other child of b (s can be a binary node or a leaf) and p the parent of b. We supress ℓ and b and p become the parent of s: if b where a left (resp.right) child, s become a left (resp. right) child. We place a point on s.
By composing F and
Bijection G for Motzkin trees
The identity
can be translated to the case it produces Motzkin trees of size n, with n ≥ 3:
Now we decompose the operation G n according to its starting set. These operators are represented in Figure 2 , where a green pointed unary node is represented by ↓ .
The operation depend of the color of the point.
-If we start from a tree red pointed on a leaf ℓ, we call p the parent of ℓ. The operation G1 n consists in adding a new unary node as the new parent of ℓ and (left, right or only according to what ℓ was) child of p. We keep the red point on ℓ.
-If we start from a tree blue pointed on a leaf ℓ, we do a similar modification and keep the blue point on ℓ.
-If we start from a tree green pointed on a unary node, we note p its parent and n its child. The operation G1 n consists in transforming u into a binary node of parent p, left child n and right child a newly created leaf ℓ. The new tree is considered red pointed on ℓ.
• G2 n :
We start from a tree pointed on a node n, of parent p. The new tree is formed by adding a new node u which become the new
The bijection G for Motzkin trees. In the case G1 (above), the result depends on the color of the pointed node. Note that applying G1 or G2 increases the size by one, while applying G3, G4 or G5 increases the size by two.
parent of n and the (left, right or only according to what n was) child of p. The tree is now considered green pointed on u.
We start from a tree pointed on a node n, of parent p. We create a new binary node b and a new leaf ℓ such that b become the parent of n, p become the parent of b and ℓ is the right child of b. The new tree is considered is blue pointed on ℓ.
We start from a tree pointed on a node n, of parent p. We create a new binary node b and a new leaf ℓ such that b become the parent of n, p become the parent of b and ℓ is the left child of b. The new tree is considered is red pointed on ℓ.
We start from a tree pointed on a node n, of parent p. We create a new binary node b and a new leaf ℓ such that b become the parent of n, p become the parent of b and ℓ is the left child of b. The new tree is considered is blue pointed on ℓ.
Proof. The reverse bijection G −1 is described as different operators, depending of the type of point of T ∈ M ⋆ n .
• If T is red pointed on a only child ℓ, its image is in M ⋆ n−1 . Let u be the parent of ℓ, p the parent of u. G −1 (T ) is the tree where u is erased, and ℓ become the (left, right or only according to what u was) child of p. We keep the red point on ℓ.
• If T is blue pointed on a only child ℓ, its image is in M ⋆ n−1 . Let u be the parent of ℓ, p the parent of u. G −1 (T ) is the tree where u is erased, and ℓ become the (left, right or only according to what u was) child of p. We keep the blue point on ℓ.
• If T is red pointed on a right leaf ℓ, its image is in M ⋆ n−1 . Let u be the parent of ℓ, p the parent of u and n the left child of u. G −1 (T ) is the tree where ℓ is erased, and u become a unary node of parent p and only child n. The tree is considered as green pointed on u.
• If T is green pointed on a unary node u, its image is in M • If T is red pointed on a left leaf ℓ, its image is in M • If T is blue pointed on a left leaf ℓ, its image is in M 
The repointing operation
We now give bijections realizing the two identities between combinatorial classes:
To do this, we start from a color pointed tree T of B ⋆ or M ⋆ . Our bijections work by leaving the tree T intact and changing the point; for this reason, we call it repointing the tree T .
Let v be a node of T . The node v can be a left child, a right child, or an only child (in case its parent is unary). By convention, the root node of T is considered a right child. We also order the ancestors of the pointed node v from v to the root, including v itself.
The repointing operation is defined as follows.
• If T has a blue pointed leaf, say ℓ, let v be the first ancestor of ℓ that is a left child, or v = ⊥ if no such ancestor exists.
• If T has a red pointed leaf ℓ, let v be the first ancestor of ℓ that is a right child (since the root node is a right child, v always exists).
• If T has a green pointed unary node u, let v be the unique child of u.
In all cases, the result is the pointed tree (T, Proof. Let v be either a node of T or ⊥; we prove that there exists a unique pointing of T the repointing of which yields the tree (T, v). We distinguish four cases.
• If v = ⊥, the original point must be a blue leaf ℓ with no left child in its ancestors. This means that ℓ is the rightmost leaf of T .
• If v is a left child, the original point must be a blue leaf ℓ descendant of v such that the branch from v to ℓ contains no left child. This means that ℓ is the rightmost descendant leaf of v.
• Similarly, if v is a right child, the original point must be the red leaf ℓ, where ℓ is the leftmost descendant leaf of v.
• If v is an only child, the original point must be the green unary node u, where u is the parent node of v.
This completes the proof.
The advantage of this bijection is that it is easily realized as an algorithm, as shown in Section 3.
Random sampling
All algorithms in this section assume that the following operations on a node v of a tree T can be done in time O(1):
• determine if v is a left child, right child, or only child, and find its father;
• determine if v is a binary node, unary node, or leaf, and find its children.
In addition, it is assumed that drawing a random integer in {1, . . . , m} can be done in time O(1) for m = 4 or 9.
Practical implementation is discussed in Section 3.3.
Binary trees
We first present a sampler which is linear in time, space and random bits. The proof will be reuse in the case of Motzkin trees. Then, we slightly modify the algorithm in order to obtain a random bits complexity in 2n + Θ(log 2 n), the entropy being 2n − Θ(log n).
Remark. In line 1 of Algorithm 1 we can substitute "blue or red" by "red". Indeed, the algorithm fails until the starting leaf is red.
Theorem 2. Algorithm 2 outputs a uniformly distributed Catalan tree with 2n+ 1 nodes. It runs in average linear time.
To prove the theorem, we first establish the following lemmas.
Lemma 3. Let T be a color pointed binary tree with 2n + 1 nodes. A run of Algorithm 1 reaches T with probability:
P(T ) = 1 2 · 4 n .
Algorithm 1: A try for random binary tree
Input: A size n. Output: A binary tree of size 2n + 1 or FAIL 1 T := a blue or red pointed leaf (with probability 1/2 each) 2 Repeat n times:
Choose one of the following cases: Proof. Let T be the tree generated. Generating T takes n graft operations and n repointing operations. One graft operation has complexity O(1); however, repointing costs O(d), where d is the distance traveled by the point during repointing. We prove that the point travels a distance O(n) overall.
Consider the depth in the tree T being generated of the pointed node. Each graft operation adds one to the depth, while repointing operations reduce the depth. As the depth is nonnegative, this means that the point traveled at most a distance n in repointing. This concludes the proof.
Proof of Theorem 2. By Lemma 3, all color pointed trees with 2n + 1 nodes are generated with the same probability. Since every tree has 2n + 2 possible colored points, every tree has the same probability of being generated as well. This proves uniformity.
To prove the complexity, we first note that the number of binary trees with 2n + 1 nodes is the Catalan number C n , which is asymptotically on the order of 4 n n −3/2 . By Lemma 3, since every tree has 2n + 2 possible colored pointings, the probability for a run of Algorithm 1 to reach size 2n + 1 is:
This means that there are, on average, O( √ n) failed runs.
Let us now find the expected cost of a failed run, by computing the probability of failing at size 2k + 1 with k < n. By Proposition 1, only one colored pointing of every tree with 2k + 1 nodes causes Algorithm 1 to fail at the next step. By Lemma 3, the probability of failing at size 2k + 1 is thus:
By Lemma 4, the expected cost of a failed run is therefore:
Putting this together, generating a tree with 2n + 1 nodes involves, on average, O( √ n) runs of Algorithm 1, each costing O( √ n) on average. Therefore, the average total cost is O(n). Figure 5 .
The next algorithm is an improved version of Algorithm 2. It is illustrated in
Algorithm 3: Efficient sampler of binary tree
Input: A size n. Output: A binary tree of size 2n + 1 1 T := a red pointed leaf (with probability 1/2 each) 2 Repeat n times: 
This result means that the number of random bits required is close to the entropy 2n in a very strong sense: the excess bits are of the order of log 2 n, making the algorithm nearly optimal in this respect.
Proof. To correction of the algorithm is easily shown by remarking that, at each step i, the tree T is uniformly distributed among the colored pointed trees of size 2i + 1.
To show the complexity, we first note that every iteration of the loop consumes 2 random bits to choose between the four graft operations. This adds up to 2n random bits. Now, consider a step i. Since the tree T is uniformly distributed and since, for every unpointed tree, only one colored pointing causes v to be equal to ⊥, the probability of having to randomly repoint the tree is 1/(2i + 2). Moreover, since there are 2i + 1 possible choices for v, the cost in random bits is ⌊log 2 (2i + 1)⌋. By summing over all steps i, the average number of random bits consumed in this way is:
We thus get the announced estimate. Finally, we prove that the average time complexity is linear. The only operation that might not be is the repointing. As in the proof of Lemma 4, we consider the depth of the pointed node in the tree T being genereated. This time, the depth is not only increased by the graft operations, but also by the random repointings.
At step i, there is a probability 1/(2i + 2) of randomly repointing; after this operation, since the tree T is random, the pointed node will have depth on the order of √ i on average. Thus, the total depth increase due to the random repointings is of the order of:
As the depth of the pointed node is nonnegative, the point cannot travel more than n + O( √ n) nodes during repointing, which shows that the generation takes linear time on average.
Motzkin trees
Theorem 6. Algorithm 5 outputs a uniformly distributed Motzkin tree with n nodes. It runs in average linear time.
The proof is very similar to that of Theorem 2. In the following, we skim over the similar parts to focus on the differences. We start by stating two lemmas that are analogues to Lemmas 3 and 4.
Lemma 7. Let T be a color pointed unary-binary tree with n nodes. A run of Algorithm 4 reaches T with probability:
P(T ) = 1 2 · 3 n−1 .
Loop index Chosen Graft Obtained tree
Repointed tree 0 Proof. By induction on n.
Lemma 8.
Assume that Algorithm 5 successfully generated a tree with n nodes. The generation took O(n) operations.
Proof. Like in the proof of Lemma 4, we need to prove that, in the course of the algorithm, the point only travels a distance O(n) during repointing. We again consider the depth of the pointed node in the tree T being generated. This depth:
• increases by one every time one of the operations G1, G3, G4 or G5 is applied;
• increases by one every time a green pointed node is repointed;
• stays the same if G2 is applied;
• decreases if the point travels upward during repointing.
Moreover, a green node can only be produced by G2, which means that the depth of the point increases at most one unit per iteration. Since the depth is nonnegative, this means that the point can only travel upward n times at most.
Proof of Theorem 2. By Lemma 7, all color pointed trees with n nodes are generated with the same probability; since every tree has n + 1 possible pointings, uniformity is proven. The number of Motzkin trees with n nodes is the nth Motzkin number M n , which is on the order of 3 n n −3/2 . Using Lemma 7, we prove, in a manner identical to the proof of Theorem 2, that the probability of success of a run of Algorithm 4 is:
so that there are on average O( √ n) failed runs.
Let us find the average cost of a failed run. If k < n, Proposition 1 and 7 show that the probability of failing at size k is:
Moreover, there are (n + 2)M n+1 color pointed trees of size n + 1. By Lemma 7, the probability of failing at size n + 1 is at most:
By Lemma 8, the average cost of a failed run is thus:
The total average cost of Algorithm 5 is thus O( √ n) times O( √ n), or O(n).
Data structures and practical implementation
To implement our algorithm, we represented trees as an array of nodes, each node consisting of four values:
• one flag representing its arity (leaf, unary, or binary),
• the index of its parent (with a special value for the root),
• two indices for its eventual children.
Thus, a node requires 128 bits of storage if the tree has less than 2 32 nodes. With this information, all required operations can be done in constant time.
Our implementation is able to sample a tree of size 10 million in about 5 seconds on a standard PC.
Weighted specification
In order to simulate other distribution we might want to put different weights to different types of node. We present in this section how to adapt the bijection and the random sampler for the class A of unary-binary trees with a weight U on unary nodes.
In fact, the negative term
• can be rewritten as ZU(ZUM • ) which, in the bijection for Motzkin tree correspond to the operation of creating a green pointed unary node and then transform it in a binary node. So the equation 3 become:
• where A (ℓ) is the class of weighted unary-binary tree blue pointed on a leaf and A (ℓ) the class of weighted unary-binary tree red pointed on a leaf. From this, we describe the bijection H : 2Z + ZU(
We start from a tree red pointed on a leaf ℓ, we call p the parent of ℓ. The operation G1 n consists in adding a new unary node as the new parent of ℓ and (left, right or only according to what ℓ was) child of p. We keep the red point on ℓ.
We start from a tree blue pointed on a leaf ℓ, we do a similar modification and keep the blue point on ℓ.
We start from a tree pointed on a node n, of parent p. The new tree is formed by adding a new node u which become the new parent of n and the (left, right or only according to what n was) child of p. The tree is now considered green pointed on u.
• H5 n,k :
• H6 n,k : A • H7 n,k : A With this specifiaction we can immediately obtain a random sampler, similar to Algorithm 4 with a extra rejection when we want to grow a green pointed tree. However, this algorithm will be in average complexity exponential and so is not as efficient than classical algorithms (like for example, bivariate Boltzmann samplers [5] , anticipated rejection [3] or methods via Łukasiewicz words [4] ). A perspective work of the authors is to tune this sampler in order to obtain a good complexity for weighted specifications.
Conclusion
We presented two new uniform random samplers for binary and unary-binary trees which respectively consume 2n + Θ(ln(n)
2 ) (resp. Θ(n)) random bits in average. These samplers are based on holonomic specifications that replace the branching process with a local growing process (grafting process).
As every algebraic generating function is also holonomic, we can imagine defining a whole family of combinatorial objects which can be drawn using grafting processes. The main drawback is the need to be able to find a combinatorial interpretation for the holonomic equations. It is not necessary always possible, and even for simple combinatorial objects this is not elementary. The first extensions we expect to tackle are the classes of constrained words, such as the class of words on the alphabet {a, b} having the same number of a and b and all the variations around this class. Other classes bring traditionally holonomic equations, such as constrained paths, meanders or permutations with forbidden patterns. Each of these classes presents a challenge, and finding an optimal generator for any of them would be an important step for the general framework of random sampling.
