In this paper, we describe a novel deep convolutional neural networks (CNN) 
INTRODUCTION
Recently, deep convolutional neural networks (CNN) [1, 2] have been extensively used for a wide range of visual perception tasks, such as object detection, action/activity recognition, etc. Behind the remarkable success of deep CNN on image/video analytics are its unique capabilities of extracting underlying nonlinear structures of image data as well as discerning the categories of semantic data contents by jointly optimizing parameters of the convolutional and fully connected classification layers together.
Lately, there have been increasing efforts to use deep learning based approaches for hyperspectral image classification [3, 4] . In [3] , stacked autoencoders (SAE) are used to learn deep features of hyperspectral signatures in an unsupervised fashion followed by logistic regression used to classify extracted deep features into their appropriate material categories. Both a representative spectral pixel vector and the corresponding spatial vector obtained from applying principle component analysis (PCA) to hyperspectral data over the spectral dimension are acquired separately from a local region and then jointly used as an input to the SAE. In [4] , individual spectral pixel vectors are independently fed through simple CNN in which local convolutional filters are applied to the spectral vectors extracting local spectral features. Convolutional feature maps generated after max pooling are then used as the input to the fully connected classification stage for material classification.
As can be seen in [3, 4] , the current state of the art approaches for deep learning based hyperspectral classification fall short of fully exploiting spectral and spatial information together. The two different types of information, spectral and spatial, are more or less acquired separately from pre-processing and then processed together for feature extraction and classification in [3] . [4] also failed to jointly process the spectral and spatial information together by only using individual spectral pixel vectors as input to the CNN.
In this paper, inspired by [5] , we propose a novel deep learning based approach called contextual deep CNN that uses fully convolutional layers (FCN) [6] to better exploit spectral and spatial information from hyperspectral data together. At the initial stage of the proposed deep CNN, multiple 3-dimensional local convolutional filters with different sizes are simultaneously scanned through local regions of hyperspectral images generating initial spatial and spectral feature maps. The initial spatial and spectral feature maps are then combined together to form a joint spatiospectral feature map, which contains rich spatio-spectral characteristics of hyperspectral pixel vectors. The joint feature map is in turn used as input to subsequent fully convolutional layers that finally predict the labels of the corresponding hyperspectral pixel vectors.
The main contributions of this paper are as follows:
1. We present a novel deep CNN architecture called contextual deep CNN that can jointly optimize the spectral and spatial information of hyperspectral images together. 2. The proposed work is one of the first attempts to successfully use a very deep fully convolutional neural network for hyperspectral classification.
CONTEXTUAL DEEP CNN

The Proposed CNN Network
We propose a fully convolutional network (FCN) [6] with 9 convolutional layers for hyperspectral image classification, as shown in Fig. 1 . FCN can take as input hyperspectral images of arbitrary size and produce the output with the same image size as the input without employing any subsampling layers. This means that the network can process hyperspectral images with different sizes. It also does not need any further post-processing required to resize the output to the same size as the input. In practice, we evaluate the proposed network on two benchmark datasets with different sizes (145×145 pixels for Indian Pines dataset and 610×340 pixels for Pavia University scene dataset). Fig. 1 illustrates the proposed network architecture. Note that the height and width of all data blobs in the architecture are the same and only their depth changes. No dimension reduction is performed throughout the FCN processing. The first convolutional layer applied to the input hyperspectral image uses an inception module [5] that locally convolves the input image with two convolutional filters with different sizes (1×1×B and 3×3×B where B is the number of spectral bands). The 3×3×B filters are used to exploit local spatial correlations of the input image while the 1×1×B filters are used to address spectral correlations. The output of the first convolutional layer, the two convolutional feature maps, as shown in Fig. 1 , are combined together to form a joint feature map used as input to the subsequent convolutional layers. To prevent local spatial information of the input hyperspectral image from spilling over, we do not use convolutional filters, whose size is larger than 3×3×B in the first convolutional layer.
The subsequent convolutional layers use 1×1×B filters to extract nonlinear features from the joint spatio-spectral feature map. We use two modules from the residual learning approach [7] , which demonstrated to ease the training of deep network. The residual learning is to learn layers with reference to the layer inputs using the following formula:
where x and y are the input and output vectors of the layers considered. The function F is the residual mapping of convolution filters W i to be learned. The operation F + x is the element-wise addition of F and x that the size of F and x should be the same. In the proposed architecture, the residual mapping uses two convolutional layers. ReLU (Rectified Linear Unit) is the one that makes the first layer in the module nonlinear. Both the inception module and the residual learning are proven to be effective in increasing the depth and width of the network while keeping the computational budget constraint [5, 7] . This helps to effectively learn the deep network with a small number of training samples.
The 7 th and 8 th convolutional layers have dropout in training, which reduces overfitting by preventing multiple adaptations of training data simultaneously (referred to as "complex co-adaptations"). The layer combination in the last three convolutional layers is the same as the fully connected layers of Alexnet [1] . ReLU is used after each inception module, the 2 nd , 3 
Learning
We randomly sample a certain number of pixels from the hyperspectral image for training and use the rest to evaluate the performance of the proposed network. For each training pixel, we crop surrounding 3×3 neighboring pixels for learning convolutional filters. The proposed network contains approximately 400K parameters, which are learned from several hundreds of training pixels from each material category. To avoid overfitting, we augment the number of training samples four times by mirroring the training samples across the horizontal, vertical, and diagonal axis.
For learning the proposed network, stochastic gradient descent (SGD) with a batch size of 10 samples is used with 100K iterations, a momentum of 0.9, a weight decay of 0.0005 and a gamma of 0.1. We initially set a base learning rate as 0.001. The base learning rate is decreased to 0.0001 after 33,333 iterations and is further reduced to 0.00001 after 66,666 iterations. To learn the network, the last argmax layer is replaced by a softmax layer commonly used for learning convolutional neural network. The first, second, and ninth convolutional layers are initialized from a zero-mean Gaussian distribution with standard deviation 0.01 and the rest convolutional layers are initialized with standard deviation of 0.005. Biases of all convolutional layers except the last layer are initialized to one and the last layer is initialized to zero.
EXPERIMENTAL RESULTS
The hyperspectral classification performance of the proposed network is evaluated on two datasets: the Indian Pines dataset and the Pavia University scene dataset. The Indian Pines dataset consists of 145×145 and 220 spectral reflectance bands covering the range from 0.4 to 2.45μm with a spatial resolution of 20m. The Indian Pines dataset originally has 16 classes but we only use 8 classes with relatively large numbers of samples. The Pavia University scene dataset contains 610×340 pixels with 103 spectral bands covering the spectral range from 0.43 to 0.86μm with a spatial resolution of 1.3 m. For the Pavia University scene dataset, we use the entire 9 classes because it does not contain a class with a small number of samples.
We compare the performance of the proposed method to the one reported in [4] that used a different deep CNN ar chitecture and RBF kernel-based SVM on both hyperspectral datasets. The deep CNN used in [4] consists of two convolutional layers and two fully connected layers, which is much shallower than our proposed network with nine convolutional layers. For a fair comparison, we randomly select 200 samples from each class and use them as training samples as in [4] . The rest is used for testing the proposed network. The selected classes and the numbers of Tables 3 and 4 show the performance comparison among the proposed network and the baselines on the Indian Pines dataset and the Pavia University scene dataset, respectively. The proposed network provided improved performance over both the baselines on both datasets. The Tables show that the proposed network outperforms the performance reported in [4] by 1.9 % for the Indian Pines dataset and 1.47 % for the Pavia University scene dataset. The performance enhancement is achieved from using a deeper network that jointly exploits spatio-spectral information of the hyperspectral data. The improved performance also demonstrates that learning of a large number of weights of the proposed network by using two advanced concepts, the inception module and the residual learning, is effective. The ground truth map of the Indian Pines dataset and the Pavia University scene dataset (left) and the classification maps 
CONCLUSIONS
A fully convolutional neural network that can jointly exploit local spatio-spectral characteristics of hyperspectral images has been proposed. The proposed CNN architecture uses a total of 9 convolutional layers, which are effectively trained using a relatively small number of training samples without overfitting. The proposed network provided enhanced classification performance over the current state of the art using different deep CNN architectures. 
