We study the complexity of computing the simulation preorder of finite transition systems, a crucial problem in model checking of temporal logic, showing that it is strongly related to some variants of matrix multiplication.
ω+o (1) time (where ω < 2.4 is the exponent of matrix multiplication). Moreover, we exhibit O(n 2 )-size canonical certificates that can be checked by verifying a constant number of n × n standard matrix multiplications over the integers, i.e., in O(n 2 ) (randomized) time. For cyclic structures, we give some evidence that the problem might possibly be harder. We define the max-semi-boolean matrix multiplication (MSBMM) as the matrix multiplication on the semi-ring (max, ×) where one of the two matrices contains only 0's and 1's. We obtain O(n 2 )-size canonical certificates for cyclic Kripke structures that can be checked by verifying a constant number of n × n MSBMMs. Then, we show that verifying a n × n MSBMM can be reduced to verifying the simulation preorder in a O(n log n)-states Kripke structure. Hence, for any α ≥ 2, if MSBMM can be verified inÕ(n α ) time, then the simulation preorder admits certificates that can be checked inÕ(n α ) time, otherwise the simulation preorder does not admit aÕ(n α )-time algorithm.
Introduction
In the context of model checking, the simulation preorder of a transition system provides an abstraction that allows to reduce the state space while preserving the satisfiability of a large class of temporal logic formulas [3] . In the case of Kripke structures, the transition system is described as a graph, whose vertices are labeled and represent states of the system, and edges represent transitions between states. The simulation preorder is defined co-inductively: a state s simulates a state t whenever t and s are labeled in the same way and, for every transition from s to s , there is a transition from t to t such that t simulates s . The problem of computing the simulation preorder on finite Kripke structures has been studied thoroughly, and a large family of algorithms have been proposed. Let n be the number of states and m the number of transitions (where we assume n ≤ m). Polynomial algorithms have been presented in [1, 5, 6] , improved to O(mn) time independently in [12] and [2] . More recently, a new parameter has been introduced for the analysis of the running time, namely, the number n * of equivalence classes in the simulation preorder relation. New algorithms have been proposed [10, 11, 16, 17, 15, 4] that run faster when n * is much smaller than n.
In this work we address the following concerns. First of all, the above algorithms all require Ω(n 3 ) time in the worst case, yet no argument is given to show why this running time seems to be required. Secondarily, previous algorithms do not provide explicit certificates, and no procedure has been proposed to check the simulation preorder more efficiently than computing it from scratch. We provide some answers to both these questions.
First, we show that the Simulation problem on an n-state Kripke structure is at least as hard as n × n boolean matrix multiplication. This gives a good reason why obtaining a truly subcubic algorithm seems to be hard, without relying on "algebraic" techniques such as those employed to get fast matrix multiplication. To prove this lower bound, we do not rely on the possibility that transition systems may be cyclic: actually, our reduction uses acyclic transition systems of constant depth. It is interesting to study acyclic transition systems on their own, since, to the best of our knowledge, no asymptotically faster algorithm for the acyclic case is known with respect to the cyclic case. We show that, employing fast matrix multiplication, a truly subcubic algorithm for the acyclic case is possible. Specifically, if two n × n boolean matrices can be multiplied in n ω+o (1) time (known to be true for ω ≈ 2.4 [7] ), then the simulation preorder of acyclic n-states Kripke structures can be computed in n ω+o (1) time. Together with the previous result, this shows that the simulation problem in acyclic Kripke structures is essentially equivalent to boolean matrix multiplication. We also obtain O(n 2 )-size canonical certificates that can be checked by verifying a boolean matrix multiplication. By transforming this boolean matrix multiplication into a standard matrix multiplication, these certificates can be verified in (randomized) O(n 2 ) time [9, 13, 14] .
In the cyclic case, we provide O(n 2 )-size canonical certificates, too. In this case, however, they are checked using a more general variant of matrix multiplication. We introduce the maxsemi-boolean matrix multiplication (MSBMM), a kind of matrix multiplication between a matrix of numbers and a boolean matrix, where the outer operation is max, and the columns of the boolean matrix act as a mask, selecting which values of the other matrix should be taken into account and which should be ignored. The MSBMM can be defined equivalently as the matrix multiplication on the semi-ring (max, ×), where one of the two matrices contains only zeros (for false) and ones (for true). This variant of matrix multiplication is more general than boolean matrix multiplication (consider the case where both matrices contain only zeros and ones) and, to the best of our knowledge, no n ω+o(1) -time algorithm is known to either compute or verify its result. We show that the verification of the MSBMM between two n × n matrices can be reduced to computing the simulation preorder in a O(n log n)-states Kripke structure. Hence, if MSBMM does not admit aÕ(n α )-time verification algorithm, for some α ≥ 2, then then simulation preorder cannot be computed inÕ(n α ) time.
In this work, we study the simulation preorder considering an equivalent two-player game, which we call two-pebble game. Determining the winner in these games is equivalent to determining whether a state simulates another in a Kripke structure. We say that this game is a pseudo-infinite game, since its plays can be infinite, but the winning condition is non-trivial only on finite plays. Many of our results on simulation, including a self-certifying O(nm)-time algorithm for cyclic Kripke structures, arise naturally from a more general analysis of pseudo-infinite games.
Preliminaries
Simulation. A labeled directed graph is a structure T = (V, E, L) where (V, E) is a directed graph, and L : V → Λ is a labeling function on vertices.
A binary relation R ⊆ V × V is a simulation if, for every (u, v) ∈ R, we have that:
, and
For u, v ∈ V , we say that v simulates u (written u v) if there exists a simulation R with (u, v) ∈ R.
The relation is a preorder relation, called the simulation preorder of T . The problem Simulation of size n = |V | asks to compute the relation over V ×V . In the Acyclic variant, (V, E) is required to be acyclic.
Pseudo-infinite games. Let A and B denote the two players Alice and Bob. For a player P ∈ {A, B}, denote by 1 − P the other player (i.e., 1 − A := B and 1 − B := A). An arena is a structure G = (V, E, V A , V B ) consisting of a directed graph (V, E) and a partition (V A , V B ) of V. The set V(G) = V is the set of configurations, E(G) = E ⊆ V × V is the set of moves, and V P (G) = V P are the configurations where player P holds the turn. We assume all these sets to be finite. We write σ → G σ if (σ, σ ) ∈ E(G).
A play on G is a finite or infinite walk on the directed graph (V, E). More specifically, a play π on G of length |π| ∈ N ∪ {∞}, from the initial configurations V 0 ⊆ V, is a sequence of configurations σ i (π) for 0 ≤ i < |π| + 1 such that σ 0 (π) ∈ V 0 and σ i (π) → G σ i+1 (π) for every i < |π|. We write π ↑ if |π| = ∞ and π ↓ U if |π| = ∈ N and σ (π) ∈ U (we omit and U in this notation as needed). We describe a finite play π of length with the notation
A positional strategy on G for player P ∈ {A, B} is a function s P : V P → V ∪ {⊥} such that if s P (σ) = σ ∈ V then σ → G σ . A positional strategy s P prescribes the next move of player P when she holds the turn: player P moves from σ to s P (σ) if s P (σ) = ⊥ and stops on σ if s P (σ) = ⊥. A play π is consistent with s P if σ i+1 (π) = s P (σ i (π)) whenever i < |π| with σ i (π) ∈ V P , and s P (σ (π)) = ⊥ if π ↓ V P . Given a property P for a generic play π, player P guarantees P on G from V 0 ⊆ V, with the strategy s P , if every play π on G from V 0 consistent with s P satisfies the property P.
A pseudo-infinite game is a pair (G, F), where F = (F A , F B ) is a partition of V. For a play π on G, player P wins π on (G, F) if π ↓ F P . Infinite plays are neither won nor lost by any player. Player P survives π if either P wins π or π ↑.
Certificates for pseudo-infinite games. Let (G, F) be a pseudo-infinite game and U ⊆ V(G).
where as usual ∅ = false and ∅ = true. Observe that P guarantees, with a positional strategy
. If U is stable, then player P guarantees with s P to survive from U: indeed, for every play π from U consistent with s P , we have σ 0 (π) ∈ U and if
where
If p is decreasing for P , then P guarantees to win with s P from {σ 0 | p(σ 0 ) < ∞}. Indeed, for any play π consistent with s P such that p(σ 0 (π)) = p 0 < ∞, the value p(σ i (π)) decreases strictly with i so |π| ≤ p 0 and π ↓ F P .
Winning rank. Define recursively W P <0 = ∅, and
, and inductively W P <k ⊆ W P <k+1 for every k ∈ N since f P G,F is monotone. Define the sets W P k = W P <k+1 \ W P <k for k ∈ N, observing that they are pairwise disjoint, and let r P G,
Observe that S P (G, F) is stable for P , and actually S P (G, F) = f P G,F (S P (G, F)). Thus, P guarantees to survive from S P (G, F).
Computing the winning rank. Let δ + (σ) be the number of moves σ → G σ , and let c k (σ) ≤ δ + (σ) be the number of moves σ → G σ such that σ ∈ W P <k . We can characterize W P <k+1 as follows: for σ ∈ V P , we have σ ∈ W P <k+1 iff σ ∈ F P or c k (σ) > 0, while for σ ∈ V 1−P , we have σ ∈ W P <k+1 iff σ ∈ F P and c k (σ) = δ + (σ). The winning rank can be computed in linear time with the following algorithm. We maintain a counter c : V → N. Start with c(σ) = c 0 (σ) = 0 for every σ ∈ V, and compute the set
Then, for each k = 1, . . . , |V| − 1, compute c k and W P k as follows: for each move σ → G σ with σ ∈ W P k−1 , increase the value of c(σ) by one. At the end of this process, c(σ) = c k (σ) for every σ ∈ V. If a configuration σ satisfies for the first time the condition
Visiting any single move takes constant time. Since each move is visited at most once, the total time is O(|V| + |E|).
Observe that the winning rank can be verified in linear time and logarithmic space by checking
We obtain the following.
Theorem 1. The winning and surviving sets of a pseudo-infinite game can be computed in linear time, producing a linear-size canonical certificate verifiable in linear time and logarithmic space.
Two-pebble games. Let G A and G B be directed graphs, where G P = (V P , E P ) for each player P ∈ {A, B}. In the following we write u
A two-pebble arena can be interpreted as follows. There are two pebbles, one controlled by player A and the other controlled by player B, which are moved in turn by the two players along the edges of G A and G B respectively. In the configuration (P, u, v) ∈ V P , the pebble of P is located on u ∈ V P , the pebble of 1 − P is located on v ∈ V 1−P , and player P has to move next. Let n P = |V P | and m P = |E P |. Observe that |V| = 2 n A n B , |E| = n A m B + n B m A , and
. The problem TwoPebble Winning Set (2PWS) asks to compute the set W P = W P (G, F).
In the Acyclic variant, G A and G B are both required to be acyclic. In the Semi-Acyclic variant, we require at least one of G A or G B to be acyclic. In the Equivalence variant, we require
where ∼ is an equivalence relation. Moreover, in this last variant we are interested in computing only W A and not W B .
Reductions. The following lemma shows that Simulation is equivalent to Equivalence 2PWS.
We prove that U is stable on (G,
( ⇐= ) We prove that the relation (A, u, v) → G (B, v, u ) and, since  (A, u, v) ∈ S B (G, F), also (B, v, u ) ∈ S B (G, F) . However, since (B, v, u ) / ∈ F B , then there exists a v ∈ V such that (B, v, u ) → G (A, u , v ) and (A, u , v ) ∈ S B (G, F) .
} and E contains all the edges in E A ∪ E B plus the following extra edges:
Let x ∼ y for every x, y ∈ V A ∪ V B , u * ∼ u * for u ∈ V A and x ∼ y in any other case. Define
Define the potential p on G as follows
Boolean matrix multiplication. Given an n 1 × n 2 boolean matrix B 1 and an n 2 × n 3 boolean matrix B 2 , their boolean product is the n 1 × n 3 boolean matrix B 1 B 2 defined by:
The problem Boolean Matrix Multiplication (BMM) of size n 1 × n 2 × n 3 asks to compute B 1 B 2 given B 1 and B 2 . It is folklore that BMM can be reduced to a standard matrix multiplication over integers, of the same size. If n 1 , n 2 , n 3 ≤ n then BMM can be computed in n ω+o(1) time, where ω < 2.4 is the exponent of matrix multiplication [7] . Moreover, a standard matrix multiplication can be verified in (randomized) O(n 2 ) time [9, 13, 14] . If the output of the standard matrix multiplication is provided as a certificate, then BMM can be also checked in O(n 2 ) time.
Semi-boolean matrix multiplications. Given an n 1 × n 2 matrix of numbers 1 A and an n 2 × n 3 boolean matrix B, their min-and max-semi-boolean products are the n 1 × n 3 matrices A min B and A max B defined as follows:
The problems Min-and Max-Semi-Boolean Matrix Multiplication (MSBMM) of size n 1 × n 2 × n 3 ask to compute A min B and A max B given A and B. The min and max versions are clearly equivalent since A min B = −((−A) max B).
In the Distinct variant of MSBMM, we require
Observe that, to solve MSBMM, we can replace A[i, k] with its rank in the set {A[i, k] | k = 1, . . . , n 2 }, breaking ties arbitrarily, and we get an equivalent Distinct MSBMM problem.
Acyclic Simulation

Hardness
Consider the two-pebble game (G(G A , G B ), F) , where G P = (V P , E P ) and F = (F A , F B ), defined as follows. Let V A = {x 1 , . . . , x n } ∪ {y 1 , . . . , y p } and
Since G B has no edges, the only plays on G from (A, x i , z j ) for i ∈ {1, . . . , n} and j ∈ {1, . . . , m} are (A, x i , z j ) ↓, and (A, x i , z j ) → (B, z j , y k ) ↓ for k ∈ {1, . . . , p}. Clearly, A guarantees to win on
1 Integers, reals, or elements of any totally ordered set.
Theorem 5. If Simulation of size n or Two-Pebble Winning Set of size n×n can be computed in O(n α ) time, for some α ≥ 2, then Boolean Matrix Multiplication of size n × n × n can be computed in O(n α ) time.
Employing boolean matrix multiplication
Let (G(G A , G B ) , F) be a two-pebble game where G P = (V P , E P ) for P ∈ {A, B} and |V A |, |V B | ≤ n. Let G = G(G A , G B ) = (V, E, V A , V B ) be the corresponding two-pebble arena. For a given set U ⊆ V, we show how to compute f P G,F (U) ∩ V P using a BMM. To obtain f P G,F (U) ∩ V 1−P , first compute f 1−P G,F (V \ U) ∩ V 1−P and then apply de Morgan laws:
}. Define the following matrices:
U P : an n P × n 1−P boolean matrix where
We have
Hence, we can compute f P G,F (U) ∩ V P by computing the BMM E P U P with only O(n 2 ) overhead. We obtain the following.
Lemma 6. For a given set U ⊆ V, the set f P G,F (U) can be computed by solving two BMMs of size at most n × n × n, and only O(n 2 ) extra time.
Verification and certificates
If any of G A and G B is acyclic, then G = G(G A , G B ) is also acyclic and the set S P (G, F) = W P (G, F) is the unique solution of the equation f P G,F (U) = U. To verify that U = S P (G, F) for a given set U ⊆ V(G), it is sufficient to verify that this equation holds, which, by Lemma 6, is equivalent to verifying two BMMs.
This technique can be applied to verify (Semi-)Acyclic 2PWS, but cannot be used to verify Acyclic Simulation. Indeed, by Lemma 2, the solution of Simulation coincides with the set S B (G, F) ∩ V A in the corresponding 2PWS problem, but does not provide the set S B (G, F) ∩ V B . Nevertheless, the whole set S B (G, F) is a certificate for Acyclic Simulation that can be checked by verifying two BMMs. Moreover, if we provide the output of the corresponding standard integer matrix multiplications in the certificate, then it can be checked in (randomized) O(n 2 ) time. This is summarized in the following. Theorem 7. Acyclic and Semi-Acyclic 2PWS of size n × n can be verified by verifying two boolean matrix multiplications of size n × n × n, with only O(n 2 ) extra time.
Acyclic Simulation of size n and (Semi-)Acyclic 2PWS of size n × n admit a O(n 2 )-size certificate that can be verified by verifying two integer matrix multiplications of size n × n × n, which can be done in (randomized) O(n 2 ) time.
Subcubic algorithm
In this section we give an algorithm for Acyclic Simulation of size n running in time n ω+o(1) , where ω < 2.4 is the exponent of matrix multiplication.
Dicut decomposition of arenas.
Let G be an arena and
Consider a pseudo-infinite game (G, F) on the arena G = (V, E, V A , V B ), and let (V T , V H ) be a dicut of (V, E). Let F P H = F P ∩ V H for P ∈ {A, B} and let
Lemma 8. We have
For any U T ⊆ V T and σ ∈ V T ∩ V P we have
We prove the following facts:
so S P ∩ V T ⊆ S P T and, together with (1), S P ∩ V T = S P T .
The equality S P = S P H ∪ S P T follows.
Algorithm for two-pebble games.
. Such a dicut can be easily obtained from a topological sort of G A , splitting at about half. Observe that the dicut
Then, we compute f P G,F (S P H ) with two BMMs and set
recursively. Finally, we apply the formula
given by Lemma 8.
At each recursive call we swap the players A and B, so that the running time T (n A , n B ) satisfies the recurrence
ω+o (1) .
Under the assumption n A , n B ≤ n and ω ≥ 2, we get T (n) := T (n, n) ≤ n ω+o (1) . (If ω = 2, we get an extra logarithmic factor which is accounted for in the n o(1) term.)
Theorem 9. Acyclic Simulation and Acyclic Two-Pebble Winning Set can be computed in n ω+o(1) time, for any ω such that boolean matrix multiplication can be solved in n ω+o(1) time.
Cyclic Simulation
Certificates
Recall that the winning rank r P G,F is the only solution of the equation r P G,F = g P G,F (r P G,F ), so it can be verified by checking that this equation holds.
We show that the computation of g P G,F for a two-pebble arena G = G(G A , G B ) can be transformed into a pair of Distinct MSBMM.
}. For P ∈ {A, B}, define the following matrices: E P : an n P × n P boolean matrix where E P [i, j] = true if v P i → P v P j , P P : an n P × n 1−P matrix where
and for (P, v P i , v
) ∈ F P we have h P F = 0 and
Notice that all the other cases are either trivial or can be reduced to one of the two above. By transforming the multiplications P P min E P and P P max E P to their Distinct version, we obtain the following.
Theorem 10. Simulation of size n and Two-Pebble Winning Set of size n × n admit O(n 2 )-size certificates that can be verified by verifying two Distinct Max-Semi-Boolean Matrix Multiplications of size n × n × n, and only O(n 2 ) extra time.
Hardness
In this section we present a reduction from the problem of verifying Distinct Max-Semi-Boolean Matrix Multiplication to the problem of verifying Two-Pebble Winning Set. An m × m boolean matrix B and two n × m matrices of numbers A and C are given, where
We want to check that, for every i and j, We exhibit a two-pebble game (G(G A , G B ), F) where Bob survives on some initial configurations iff there exists an invalid triangle. Let G P = (V P , E P ) and define V A = {1, . . . , n} and Permutation networks. To describe the graph G B , we first need to introduce the concept of permutation network. A permutation network [19] of size n has n inlets u 1 , . . . , u n , n outlets v 1 , . . . , v n and a set of gates S. For each gate s ∈ S, there are four ports: two input ports x s 1 , x s 2 and two output ports y s 1 , y s 2 . Let O = {u 1 , . . . , u n } ∪ s∈S {y s 1 , y s 2 } and I = s∈S {x s 1 , x s 2 } ∪ {v 1 , . . . , v n }. The network has a set of wires W ⊆ O ×I, which form a bijective relation between O and I. Finally, there is a function f that takes in input a permutation π : {1, . . . n} → {1, . . . n} and output the subset of gates f (π) ⊆ S which are active on permutation π. A gate connects each of the two inputs to an output: when a gate is active, its inputs get swapped. Given π, we define the directed graph G π = (I ∪ O, W ∪ T π ), where T π ⊆ I × O contains the pairs of the form (x s i , y s j ) for s ∈ S and i, j ∈ {1, 2}, with i = j if s is inactive on π and i = j is s is active on π. The property of the network is that for every permutation π, the graph G π is composed of n vertex-disjoint paths P 1 , . . . , P n , where P i goes from u i to v π(i) . Waksman [19] shows a construction of permutation networks of size n = 2 k where |S| = O(n log n) and f is computable in O(n log n) time.
Gadget graphs. Take a permutation network of size n. For every gate s ∈ S we define the gate gadget graph (Fig. 1) (Fig. 2) contains the inlets u 1 , . . . , u n and the outlets v 1 , . . . , v n as vertices, a gate gadget for each gate s ∈ S, and all the wires W as extra edges. For a given permutation π, we define K X (π) = s∈S K s (π). Observe that the only maximal paths in the graph not passing through K X (π) are P 1 , . . . , P n where P i goes from u i to v π(i) .
Game construction. We identify the k-th columns of A with = k ∈ {1, . . . , m} and the j-th column of C with = m + j ∈ {m + 1, . . . , 2m}. For every i, let π i : {1, . . . , 2m} → {1, . . . , 2m} be a permutation that sorts the indices ∈ {1, . . . , 2m} according to the value A[i, k] for = k ∈ The graph G B contains distinct vertices x , y , z , w for each ∈ {1, . . . , 2m} and the following objects.
• A permutation gadget Y of size 2m, associated with the permutation family π Y i := π i , with inlets x 1 , . . . , x 2m and outlets y 1 , . . . , y 2m .
• For each 1 ≤ , ≤ 2m, the edge y → z if ≤ .
• A permutation gadget Z of size 2m, associated with the family of inverse permutations π Z i := π −1 i , with inlets z 1 , . . . , z 2m and outlets w 1 , . . . , w 2m .
• For each 1 ≤ j, k ≤ m, the edge w m+j → x k if B[k, j] is true.
Then, we define F
The reduction is complete.
Lemma 11. If A, B, C comprise an invalid triangle (i, j, k), then (A, i, x k ) ∈ S B (G, F).
Proof. We provide the strategy s B with which Bob guarantees to survive from (A, i, x k ). For each configuration (B, u, i), if u is a non-last vertex in a maximal path P not passing through K X (π X i ) in the permutation gadget X ∈ {Y, Z}, then let s B (B, u, i) = (A, i, u ) where u is the next vertex in the path. Next, let s B (B, y π i (k) , i) = (A, i, z π i (m+j) ), possible since A[i, k] > C[i, j] so π i (k) > π i (m+j), and s B (B, w m+k , i) = (A, i, x j ), possible since B[k, j] is true. In all the other cases, stop.
Following this strategy, Bob moves from x k along the permutation gadget Y until he reaches y π i (k) . Then, he moves to z π(m+j) . Next, he moves along the permutation gadget Z going from z π i (m+j) to w π −1 i (π i (m+j)) = w m+j . Finally, he moves back to x k , closing a cycle. Since Bob never moves to a configuration in F A , he survives. Proof. Consider the strategy s A where s A (A, i, u) = ⊥ if (A, i, u) ∈ F A and s A (A, i, u) = (B, u, i) otherwise. Take any play π consistent with s A . If π ↓, since F B ⊆ V A (G), then π ↓ F A and Alice wins. Otherwise, π is infinite and never passes through a configuration in V A (G) ∩ F A . We define a potential p : V(G) → N and show that p is non increasing along π and strictly decreases frequently, a contradiction.
Let P Y i be the only maximal path in Y that goes from x to y π i ( ) and does not contain any u ∈ K Y (π Y i ). For every vertex u along P Y i (including x and y π i ( ) ), let p(A, i, u) = p(B, u, i) = π i ( ). Let P Z i be the only maximal path in Z that goes from z π i ( ) to w and does not contain any u ∈ K Z (π Z i ). For every vertex u along P Z i (including z π i ( ) and w ), let p(A, i, u) = p(B, u, i) = π i ( ). The only possible moves are either along a path P Y i or P Z i , where the potential remains constant by definition, or fall into one of the following two types:
