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Abstract
The present thesis is the result of a four year experimental research, which aims
at studying the impact of non-Newtonian droplets (i.e., droplets of complex fluids
such as polymer solutions) on heated surfaces (i.e., surfaces with a temperature
above the Leidenfrost point) and soft surfaces (i.e., surfaces that undergo tempo-
rary or permanent deformations upon drop impact) through high-speed imaging.
In the first year we focused on the Leidenfrost drop impact of different model
fluids with matching flow curves. We demonstrate that the total kinetic energy
carried by low-viscosity Newtonian drops during retraction is partly transformed
into rotational kinetic energy rather than dissipated (published on Physical Re-
view E, 2016). In the second year we extended the Leidenfrost drop impact
experiment to viscoplastic fluids. The results show that the main contribution to
drop rebound is due to surface forces rather than the elasticity of vapour cushion
(published on Soft Matter, 2016). A systematic investigation on the impact of
viscoplastic drops onto viscoplastic substrates was carried out in the third year.
It is shown that the yield stress magnitude of drop/substrate strongly affects the
final shape of the impacting drop (published on Soft Matter, 2017). The fourth
year was devoted to the drop impact on spherical elastic surfaces. The dynamic
contact angle measured using a novel digital image processing scheme is found
to be significantly affected by the impact parameters and a quantitative estima-
tion of the deformation energy is proposed (published on Physics of Fluids, 2017).
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Chapter 1
Introduction
Drop impact dynamics on solid surfaces is a classical subject of interfacial hy-
drodynamics. So far, most of the studies are restricted within Newtonian fluids
and isothermal solid surfaces. Although the drop impact characteristics of some
non-Newtonian fluids such as shear-thinning and yield-stress fluids on solid sur-
faces have been experimentally investigated using different model fluids, there is
very little research contribution which characterises the drop impact morphology
of non-Newtonian fluids and the drop impact behaviours on heated and soft sur-
faces. However these situations are relevant to various applications, such as spray
cooling, 3D ink-jet printing, and manufacture processes of food, pharmaceutical
and cosmetic industries. Thus the experimental investigation of these cases is of
both scientific and practical importance.
1.1 Research background and motivation
1.1.1 Leidenfrost drops
When a liquid droplet impacts on a high-temperature surface, one may observe
bouncing back of the droplet off the surface due to the creation of a thin vapour
film between the drop and surface upon impact. This phenomenon is known as
”dynamic Leidenfrost phenomenon” [24, 130, 151], and is encountered in various
industrial applications including spray cooling, fire suffocation [83] and spray
quenching [11] (as shown in Figure 1.1). So far research efforts to understand
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the Leidenfrost phenomenon were mainly focused on Newtonian fluids such as
water [13, 117]. However, there is a growing interest in non-Newtonian drops
because of their role in food, cosmetics, and biopharmaceutical industries, among
others. Thus a better understanding of Leidenfrost drop impact behaviours of
both Newtonian and non-Newtonian fluids and the physical mechanisms behind
them is necessary to improve such industrial processes.
Fire suffocation 
Spray cooling 
Spray quenching 
Dynamic Leidenfrost phenomenon 
Hot surface Hot surface Hot surface 
Vi 
Drop 
Vapour layer 
Rebound 
Vi* 
before impact ~5 ms after impact ~15 ms after impact 
Figure 1.1: Dynamic Leidenfrost phenomenon and its industrial applications.
Effect of polymer additives on maximum bouncing height
In recent studies on Leidenfrost drops of dilute polymer solutions, quantitative
measurements (such as the maximum diameter, maximum bouncing height and
retraction velocity etc.) which characterise the impact morphologies are obtained
for both Newtonian drops (water) and viscoelastic drops (PEO) through high-
speed imaging [17, 30]. The polymer additives are found to slightly reduce the
maximum spreading diameter and retraction velocity of the impacting drop [17].
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Figure 1.2: Normalised maximum spreading diameter of water drops (open sym-
bols) and polymer solution drops (filled symbols) as a function of Weber numbers
with a surface temperature T = 400oC. The equilibrium drop diameter is nor-
malised with respect to the capillary length (lc = √σ/(ρg)): D˜0 =D0/(2lc). Solid
and dashed lines represent the scaling laws Dm/D0 ∼ We1/4 and Dm/D0 ∼ We1/2
respectively. (Adapted from [17])
Figure 1.2 compares the normalised maximum spreading diameter of water drops
(open symbols) to that of polymer solution (PEO, 200 ppm) drops (filled symbols)
at different Weber numbers, in which it can be clearly observed that polymer ad-
ditives cause a slight reduction of the maximum spreading diameter. Surprisingly
the maximum bouncing height of the impacting drops is observed to increase sig-
nificantly by adding very small amount of polymer additives as shown by Figure
1.3 [17, 30]. This effect has been explained in terms of the reduction of energy
dissipation caused by polymer additives during the drop retraction and rebound,
resulting in higher mechanical energy available for bouncing (see Section 2.6.2 for
details). However this proposal is questionable since it only qualitatively com-
3
Figure 1.3: Maximum bouncing height of water and polymer solution drops as
a function of the impact Weber number. The data for PEO polymer solution
(polyethylene oxide, 300 ppm) drops and XG polymer solution (xanthan gum,
300 ppm) drops are represented by circles and diamonds respectively; triangle
symbols denote the data for water drops. (Adapted from [30])
pares the energy dissipations between Newtonian and non-Newtonian drops based
on various assumptions. Further systematic investigations of the effect of rheol-
ogy on the impact morphology are needed to understand the energy distribution
during the impact process.
Rebound mechanisms in Leidenfrost drops
The reflection of impacting drops is a distinct feature of the drop impacts in the
Leidenfrost regime. In principle, the rebound of Leidenfrost drops results from the
combination of two independent mechanisms: (i) the rapid release of the surface
energy stored during inertial spreading, and (ii) the elasticity of the compressible
vapour film between the drop and the surface [133]. The former mechanism is
4
Figure 1.4: Rebound mechanisms of a drop impinging on a hot surface in the
Leidenfrost regime: (A) surface tension; (B) vapour cushion.
also responsible for drop rebound on non-heated, hydrophobic surfaces (where no
vapour film exists) [114, 135]. After impact the drop first spreads radially and
then forms a liquid lamella at the end of spreading after impact on a hot surface.
The curvature of the free surface at the rim is very large, which provides strong
surface tension forces pointing radially to the centre of the lamella, therefore a
retraction phase follows the initial spreading. In terms of energy transformation,
the excess surface energy stored during spreading is converted into kinetic energy
as the drop retracts, and propels the drop off the surface, as illustrated in Figure
1.4A. In several Leidenfrost drop models, rebound is described using only the
surface energy approach, while the elasticity of the vapour layer is not considered
explicitly. The only effect of the vapour layer is to introduce a slip boundary
condition at the liquid-solid interface. The good agreement between numerical
results and experimental data indicates that Leidenfrost drop rebounds can be
explained by the surface tension mechanism alone [72, 96].
However, some authors suggest that the rebound is also due to the formation
of a high-pressure vapour layer between the liquid and solid surface during impact.
The high-pressure vapour layer is working as an elastic cushion which provides
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forces opposite to the impact velocity. The upward forces cause a change in the
momentum of the impinging drop leading to its reflection, as shown schematically
in Figure 1.4B. In the so-called disk model [133], rebound is driven by the cushion
mechanism, in which the shape dynamics of the liquid drop is not considered (i.e.,
radius and thickness of the liquid disk are constant).
So far, no systematic investigations on the contributions of surface tension
and elasticity of the vapour layer to the rebound behaviours of Leidenfrost drops
have been reported in literature. The special properties of a yield-stress fluid
enable one to examine the two reflection mechanisms by conducting Leidenfrost
drop impacts using viscoplastic drops with different magnitudes of yield stress.
1.1.2 Effect of yield stress in capillary flows
Capillary flows describe the type of flows where the capillary forces dominate.
They are often associated with a flow characteristic length which is comparable
or smaller than the capillary length. Examples of the capillary flows are shown
in Figure 1.5, including the dynamics/oscillations of free-fall or deposited drops,
the capillary breakup of liquid jets, the drop impacts and the flows in capillar-
ies/microchannels.
Introduction 
The impact of viscoplastic drops on a heated surface in the Leidenfrost regime 
Capillary flows of viscoplastic fluids 
Drop dynamics/oscillations 
Capillary breakup 
Drop impact 
Flow in capillaries/microchannels 
Yield stress ≈ Laplace pressure: What happens? 
Dream world: 
Real world: • Surface tension ill defined in viscoplastic fluids 
• Yield stress might be different from the value 
found in rheometric tests (e.g. drop impact) 
Figure 1.5: Examples of capillary flows.
In simple cases, such as Newtonian fluids, the capillary flow is usually char-
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acterised by a dimensionless number called capillary number:
Ca = µV
σ
, (1.1)
where V represents the characteristic velocity, µ is the dynamic viscosity of the
fluid, and σ is the surface tension between the two fluid phases. It expresses the
competition between viscous forces and surface forces on the interface between a
gas and a liquid, or between two immiscible liquids. If the capillary number is suf-
ficiently low (a rule of thumb: Ca ≤ 10−5), e.g., the flow in porous media [59], the
flow is dominated by capillary forces. However for high Ca number the capillary
forces are negligible compared to the viscous forces. Here the capillary flows of
viscoplastic (or yield-stress) fluids are considered. In particular, the attention is
paid on the capillary flows where the yield stress is comparable with the Laplace
pressure. In such cases the capillary number is no longer favourable to describe
the flow behaviours due to the uncertainty of the apparent viscosities. Ideally the
flow behaviours could be characterised by a single dimensionless number referred
as the ’Bingham-Capillary’ number [16] which is the product of Bingham number
(Bm = (τ0D0)/(µV )) and capillary number:
B̂ = Bm ×Ca = τ0D0
σ
, (1.2)
where τ0 denotes the yield stress of the viscoplastic fluid. The Bingham-Capillary
number expresses the relative effect of the yield stress to the Laplace pressure.
At low Bingham-Capillary numbers (B̂ < 1), the action of capillarity is able
to overcome the yield point of the fluid thus the fluid flows. However in case
of high Bingham-Capillary numbers (B̂ ≥ 1), the capillary forces fail to deform
the fluid hence the flow stops. However, so far there are two defects with this
dimensionless number. Firstly, the surface tension of viscoplastic fluids is ill-
defined. It is difficult to isolate the effect of yield stress when measuring the
surface tension of viscoplastic fluids using conventional techniques. Secondly, the
measured value of yield stress from rheometers is only a single component of the
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stress tensor. Thus the yield stress in three-dimensional flows (e.g., drop impact)
might be different from the value found in rheometric tests.
1.1.3 3D ink-jet printing
Figure 1.6: Manufacturing process of 3D inkejet printing.
3D inkjet printing is a non-contact, data-driven, low-cost, high-speed, addi-
tive, and automated, eco-friendly technique. Its exploitation can rapidly shorten
product development, significantly reduce the production cost of many devices,
and it has been shown to enable a reduced time-to-market. When used as a rapid
manufacturing technology, 3D inkjet printing enables the fabrication of products
layer by layer, which makes it possible to manufacture customised products in
small series without having to use expensive tools.
The manufacturing process of 3D inkjet printing involves the formation of
yield-stress drops from the printing head and their interaction with the target
surfaces. The target surfaces are not solid, non-deformable materials, but can
be better described as soft solids, which undergo local deformations upon drop
impact. The response to deformations of these materials ranges from pure elastic
response to permanent plastic deformation, which can be either instantaneous or
time-dependent. This affects the drop impact dynamics hence the characteristics
8
of the final product.
The inkjet manufacturing process (as shown in Figure 1.6), where a layer of
fresh material is deposited on a partially dried or cured layer of the same material,
is modelled by the impact experiments of viscoplastic drops on viscoplastic sur-
faces characterised by different magnitudes of yield stress. So far, no systematic
studies about these systems have been reported in the open literature to date,
including their basic phenomenological characterisation.
1.1.4 Effect of geometrical shapes of target surfaces
The geometrical shapes of target surfaces may not always be planar in many
industrial applications. For example, drop impact on curved surfaces of cylinders
in horizontal-tube falling film evaporators, in the manufacturing of digital displays
consisting of numerous polymer light-emitting diodes, or drops of polymer liquid
impact on rectangular microcavities [106]. However, most of the studies on the
effect of geometrical shapes of target surfaces are constricted in rigid (i.e. non-
deformable) surfaces. In some cases, the compliance of the surface also play an
important role in the drop dynamics, such as the 3D inkjet printing where the
surface of partially cured material could be convex (see Section 1.1.3). Thus, a
better understanding of the effect of arbitrary shape of the surface, soft surface in
particular, on the dynamics of impacting drops is necessary. To date, the research
work focusing on the coupled effect of surface curvature and surface compliance
on drop impact dynamics is very limited in literature.
1.2 Aims and objectives
The objective of the present work is to get a deeper insight on the dynamic be-
haviours of the impact of non-Newtonian droplets on heated and soft surfaces by
conducting experiments using different combinations of model fluids and model
surfaces, and to investigate the effect of different factors (such as impact kinetic
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energy, rheology, substrate softness, geometric shape of the surface etc.) on the
drop impact morphology by comparing the experimental results of different com-
binations. More specifically, the present research targets the following objectives:
1. The first objective of the investigation on Leidenfrost drops is to get a deeper
insight on the energy distribution in the Leidenfrost drop impact process, and to
investigate the effect of different factors (such as viscosity, shearthinning or visco-
elastic behaviour, and flow structure) on the energy distribution by comparing
the Leidenfrost drop impact experimental results of three fluids (water solutions
of glycerol, xanthan gum and polyacrylamide, respectively) with similar rheology
(see Figure 1.7 for the strategy of model fluids preparation and Section 3.4.1 for
measured flow curves).
Fluid choice 
• Investigate three effects (viscosity, shear-thinning & viscoelasticity) 
Shear rate 
V
is
c
o
s
ity
 
Shear-thinning fluid  
(xanthan gum) 
Flow curves 
Viscoelastic fluid 
(polyacrylamide) 
Newtonian fluid  
(glycerol) 
Disentangle 
shear-thinning 
effect 
Symmetry break in Leidenfrost drops 
Figure 1.7: Model fluids with similar rheology.
2. The second objective of the investigation on Leidenfrost drops is to examine
the two reflection mechanisms (Section 1.1.1) by conducting Leidenfrost drop im-
pacts using viscoplastic drops with different magnitudes of yield stress, and to
characterise the impact morphology using a single dimensionless number called
the Bingham-Capillary number, which compares the yield stress with the Laplace
pressure. Through the comparisons of the maximum bouncing height of yield-
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stress drops with different BinghamCapillary numbers at the same impact Weber
number, the contribution of the elastic vapor cushion to the reflection can be
evaluated.
3. The objective of the investigation on the impact of viscoplastic drops on vis-
coplastic surfaces is to construct a map showing the final profiles of the impacting
drops for different combinations of drops and substrates with different magnitudes
of yield stresses at different Weber numbers, and to compare the experimental
data of the temporal crater evolution with the prediction of one of the existing
models on crater evolution through a different definition of the Reynolds num-
ber. In particular, the effect of various impact parameters on the volume of final
shape, which is an important indicator of surface roughness in inkjet printing
manufacturing process, is to be extensively investigated.
4. The investigation of drop impact on spherical soft surfaces aims at systemati-
cally studying the effect of various impact parameters, such as substrate softness,
surface curvature, Weber number etc., on the drop dynamics. In particular, the
dynamic contact angle is to be measured using a novel digital image-processing
scheme based on a goniometric mask (see Section 2.11 for details), which does
not require edge fitting. In addition, a theoretical analysis on the quantitative
estimation of substrate deformation energy is to be carried out.
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Chapter 2
Literature Review
2.1 Drop impact on solid surfaces
Drop impact has been a classic research subject since Worthington [156] firstly
studied the morphology of drop impacts of different fluids on a horizontal plate
in 1876. It has a variety of applications in industry such as the delivery of
agrochemicals [10] and pharmaceuticals [56], spray coating, ink-jet printing [60],
fire suffocation [83] and the fabrication of micro-lenses [21]. High-speed drop
impacts on solid walls can cause severe erosion (e.g., in steam turbines). In
spray coating, the interaction between droplets and the bare or partially coated
surfaces can significantly affect the coating quality (e.g., roughness and/or bubble
entrainment). In agriculture, knowledge of the impact behaviour of pesticide
droplets on foliage (such as rebound or splashing) enables a reduction of the
quantities of pesticides used per unit area. Furthermore, pesticides falling off
the foliage due to rebound or splashing can pollute soil. The morphology of
drops impacting on a surface can vary significantly with the properties of the
fluid, and of the substrate, as well as those of the fluid medium where drops
travel before impact. The simplest case which has been studied extensively in
the literature is the drop impact on a homo-thermal solid surface, however there
is a growing interest in other cases, e.g., drop impact on heated surface, drop
impact on deformable surfaces etc.
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2.1.1 Dimensionless numbers
Figure 2.1: Schematic of a spreading drop.
Due to inertial forces, drops will spread after the initial impact with a surface
and will form a thin disk called a lamella surrounded by a toroidal rim at the
end of the inertial expansion stage as shown schematically by Figure 2.1. Dur-
ing this process, the kinetic energy of the drop will be converted into surface
energy through the increase of the drop surface area. Thus drop impacts can be
characterized by the competition between inertial force and capillary force. This
competition is described by a dimensionless Weber number,
We = ρv2iD0
σ
, (2.1)
where ρ is the fluid density, σ is the surface tension of the fluid, vi denotes
the normal component of the impact velocity with respect to the surface, and
D0 represents the equilibrium drop diameter before impact. However the We
number alone can not completely describe drop impact since it does not take
energy dissipation into account. For drops of highly viscous fluids, most of the
kinetic energy of the drop may dissipate during impact rather than convert into
surface energy. The Reynolds number can be introduced to account for viscous
effects,
Re = ρviD0
µ
, (2.2)
where µ denotes the dynamic viscosity of the fluid. Another option is the intro-
duction of Ohnesorge number,
Oh = √We
Re
= µ√
ρσD0
, (2.3)
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which relates the viscous forces to inertial and capillary forces. A retraction
phase may occur after the spreading, especially for drop impacts on hydrophobic
surfaces. At the beginning of retracting, the impacting droplet is static. As a
result the retraction is driven by the surface forces which minimize the free surface
of the drop and resisted by viscous forces. This can be expressed as the Capillary
number,
Ca = µvret
σ
, (2.4)
where vret represents the retraction velocity of the liquid lamella. The Ohnesorge
number statically describes the properties of the fluid and the characteristic length
whilst the Capillary number contains dynamic information of the flow due to the
introduction of the velocity term.
2.1.2 Spreading behaviours
Figure 2.2: The four spreading regions in the (We, Oh) plane. (adapted from
[143])
The spreading behaviour is mainly characterized by the We number and the
Oh number. The Weber number scales the driving force for the spreading process
of a droplet. At high Weber number the droplet is more likely to expand radially
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due to large kinetic energy during the inertial spreading stage. On the contrary
the Ohnesorge number scales the resisting force which counters the spreading
process. At high Ohnesorge number large viscous forces are able to resist the
radial expansion of the droplet. The spreading characteristics of a liquid droplet
can be divided into four asymptotic regions on the We and Oh plane, as shown
in Figure 2.2.
Region I (inviscid impact-driven). The spreading is primarily driven by dy-
namic pressure. The characteristic time scale of the inertial spreading is very
short. Viscous effects are negligible during the initial stage of spreading, however
damp the subsequent oscillations in next stage.
Region II (inviscid capillarity-driven). The spreading is mainly driven by the
capillary forces at the contact line and the impact velocity effects are negligible.
Spreading is followed by interfacial oscillations with the a time scale of the same
order as the spreading.
Region III (highly viscous capillarity-driven). The spreading is driven by cap-
illary forces and resisted by viscous forces. Impact velocity has negligible effects.
The inertial oscillations are overdamped by high viscosity.
Region IV (highly viscous impact-driven). The spreading is driven by iner-
tial forces and resisted by viscous forces. Capillarity has negligible effects. The
oscillations are absent as in Region III.
2.1.3 Wettability of the surface
Depending on the properties of materials and dynamic parameters, the impact
may result in different outcomes, such as deposition, splashes and rebound etc.
One of the important factors is the wettability. Wettability describes the ability
of a drop to spread on the solid surface and is characterised by the static contact
angle at the contact line. The contact angle is determined by the balance between
adhesive and cohesive forces. In other words, it is the result of the minimization
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Figure 2.3: Schematic of a static drop on the solid surface showing the surface
tensions at the contact line.
of surface energies between three phases: liquid, gas and solid. This is expressed
by the well-known Young’s equation, as shown in Figure 2.3:
σsg − σsl − σlg cos θ = 0, (2.5)
which correlates the surface tensions (σsg: solid & gas, σsl: solid & liquid, σlg:
liquid & gas) between the three phases. Conventionally a system with a static
contact angle below 90○ is described as wetting and it becomes non-wetting if
the contact angle is over 90○. The two scenarios are schematically compared in
Figure 2.4.
Figure 2.4: Non-wetting and wetting systems.
When the droplet is moving on the solid surface, one can define the dynamic
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contact angles, namely the advancing contact angle in the spreading stage and
the receding contact angle in the recoiling stage. Advancing and receding contact
angles provide the maximum and minimum static contact angles a droplet can
have on the solid surface. The difference between them is called the contact
angle hysteresis. Contact angle hysteresis arises from the chemical and structural
heterogeneity of the surface, solution impurities absorbing on the surface, or
rearrangement of the surface by the solvent [74, 115]. Dynamic contact angles
and contact angle hysteresis have attracted intensive research interests because of
its relevance to the rapid development of hydrophobic and self-cleaning surfaces
[35, 66]. Generally there are two methods to measure the dynamic contact angles:
changing the volume of the droplet or tilting the surface. Schematic of the volume
changing method is shown in Figure 2.5(a). The advancing contact angle is
measured by recording the gradually growing droplet (increasing volume) through
the injection of liquid from a needle, while the receding contact angle is measured
by decreasing the volume. Figure 2.5(b) demonstrates the principle of tilting
surface method. The drop is firstly deposited on a horizontal surface and then
the surface is gradually tilted. The advancing contact angle is measured at the
front three-phase interface just before the moment that the droplet begins to
move; the receding contact angle is measured at the back three-phase interface
at the same moment.
Figure 2.5: Measurement methods of dynamic contact angles: (a)volume chang-
ing; (b)tilting surface.
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2.1.4 Prediction models of spreading behaviours
Scaling laws
There are a number of empirical, semi-empirical and theoretical models to pre-
dict the maximum spreading diameter, Dm (or minimum height, hm) reached by
the liquid lamella at the end of spreading. Early development of the prediction
models considers the algebraic relationships between maximum spreading factor
(i.e., normalised maximum spreading diameter with respect to equilibrium drop
diameter), βm = Dm/D0 (or minimum height factor, ξm = hm/D0) and a single
dimensionless number (e.g., We, Re). These models are commonly referred to as
’scaling law’ models. Since the complex flow physics is not considered in these
models, their predictive capabilities are limited.
In a theoretical study, Bejan and Gobin presented a model of geometry gener-
ation during molten droplet impact based on the constructal law of maximisation
of flow access [9]. The maximum spreading factor is proposed as:
βm ∼ 2Re 12 . (2.6)
Clanet et al. experimentally investigated the drop impact of low-viscosity fluid
on super-hydrophobic surface [48]. Resulting from the effective acceleration ex-
perienced by the drop during impact, the scaling law is given as:
βm ∼ We 14 . (2.7)
This model is also observed to be valid when predicting the spreading behaviours
on partially wetted surface as long as drop liquids of low-viscosity are used. In
the same study, it is proposed that, for a viscous drop, the spreading is expected
to be limited by the effect of viscosity, which yields a scaling law as:
βm ∼ Re 15 , (2.8)
with a corresponding height scale of
ξm ∼ 1
Re
2
5
. (2.9)
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Furthermore, Attane et al. suggested that since the We
1
4 scaling law works well for
the drop fluids with low Ohnesorge numbers, this scaling law should be modified
to [3]:
βm ∼ We 16 (2.10)
at higher Ohnesorge numbers, with a corresponding minimum height factor:
ξm ∼ 1
We
1
3
. (2.11)
Energy balance models
In literature, the method that has been most frequently utilized in order to predict
the maximum spreading factor of an impact drop is the energy balance approach.
The energy balance equation of an impact drop can be expressed as:
d
dt
(Ek +Eg +Es) + W˙ = 0, (2.12)
where Ek denotes the kinetic energy carried by the drop, Eg is the gravity poten-
tial energy, Es is the surface energy, W˙ is the rate of total energy loss during drop
impact, including viscous dissipation and the energy transmitted to the substrate
due to deformation. However, in most of the studies, the energy absorbed by the
substrate is often neglected and only the viscous dissipation is considered for the
energy loss rate. The viscous dissipation is the most difficult quantity to estimate
precisely due to the limited information about the velocity profiles and secondary
flows inside the drop. Another difficult quantity to estimate accurately is the
surface energy, because the precise calculation of the surface energy at the end of
spreading is greatly determined by the accuracy of shape approximation of the
spreading drop. Ford and Furmidge proposed an approximation of cylindrical
shape of the drop at maximum spreading, which leads to an expression of surface
energy as [68]:
Es = pi
4
D2mσ(1 − cos θa), (2.13)
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where θa represents the advancing contact angle. Equation 2.13 can be rewritten
using the static contact angle θs as [114]:
Es = σ[pi
4
D2m(1 − cos θs) + 23pi D30Dm ]. (2.14)
However some authors suggested that the drop shape could be approximated by
a spherical cap [8, 131], resulting in an equation of surface energy,
Es = pi
3
D20σ[ξ−1m + 2ξ2m − (ξ−1m − ξ2m) cos θs] (2.15)
as a function of the minimum height factor ξm.
Bechtel et al. utilized Lagrangian methods with an assumed flow field and
a truncated sphere model to derive a second-order differential equation for the
drop height as a function of time [8]. The reduced first-order system from the
second-order differential equation is given in dimensionless form as:
ξ˙ = y,
y˙ = −C(ξ)y2 +D(ξ)y +E(ξ)
2A(ξ) , (2.16)
where a dot represents differentiation with respect to the dimensionless time,
t∗ = t(ρD30/σ)−1/2, A(ξ) expresses the kinetic energy of the drop. The functions
C(ξ), D(ξ) and E(ξ) are defined, respectively, by
C(ξ) = (13ξ4
36
+ 11ξ
72
+ ξ−2
72
)(1
3
+ 2ξ3
3
)2(ξ
3
+ ξ4
6
)−2
+ (13ξ5
90
+ 11ξ2
72
+ ξ−1
36
)(1
3
+ 2ξ3
3
)
× [2ξ2(ξ
3
+ ξ4
6
) − (1
3
+ 2ξ3
3
)2](ξ
3
+ ξ4
6
)−3,
(2.17)
D(ξ) = V IS(ξ4 − 2ξ + ξ−2)(1
3
+ 2ξ3
3
)2(ξ
3
+ ξ4
6
)−2, (2.18)
E(ξ) = 2[4ξ − ξ−2 − ST (2ξ + ξ−2)], (2.19)
in which V IS and ST are introduced dimensionless viscosity and surface tension
parameters respectively:
V IS = √pi
12
Oh1/2, (2.20)
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ST = − cos θs. (2.21)
The initial conditions for Equations 2.16 are provided by
ξ∣t∗=0 = 1,
y∣t∗=0 = −We1/2. (2.22)
The system (Equations 2.16 - 2.21) was rewritten by Attane et al. in a more
concise way [3]:
1
12
d
dt∗ [(1 + 2ξ32ξ + ξ4 )2(ξ−19 + 11ξ218 + 26ξ545 )( dξdt∗ )2]+ d
dt∗ [13(ξ−1 + 2ξ2 − (ξ−1 − ξ2) cos θs)]+ Λ
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Oh[(ξ3 − 1)2(1 + 2ξ3)2
ξ4(2 + ξ3)2 ]( dξdt∗ )2 = 0,
(2.23)
where
Λ = √piOh−1/2. (2.24)
However, in the same study it was pointed out the expression for Λ in Equation
2.24 was incorrectly derived due to a sing error in Equation 2.17 and a more
precise empirical expression was proposed as [3]:
Λ = 23Oh−1/2. (2.25)
Equating the kinetic and surface energies at the impact moment of the drop to
the sum of the kinetic energy, surface energy and viscous dissipation energy at the
end of the spreading phase (i.e., maximum spreading), Chandra and Avedisian
derived an energy balance equation based on the approximation of a cylindrical
shape of the drop at maximum spreading [44]:
3
2
We
Re
β4m + (1 − cosa)β2m − (13We + 4) ≈ 0. (2.26)
The expression of total viscous dissipation energy, W during spreading was pro-
posed as:
W = ∫ tc
0
∫
V
φdV dt ≈ φV tc, (2.27)
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where φ is defined as the dissipation function, given by
φ = µ( ∂vi
∂xj
+ ∂vj
∂xi
) ∂vi
∂xj
≈ µ(U
h
)2 (2.28)
and U is the impact velocity, h is the height of the lamella. tc in Equation 2.27 is
approximated by assuming it to be the time taken for drop height h to decrease
from the maximum value D0 to zero:
tc = D0
U
. (2.29)
Under the assumption of a cylindrical shape of the drop at end of spreading, the
volume V can be written as:
V = 1
4
piD2mh. (2.30)
Combining Equations 2.27 - 2.30, the viscous dissipation energy W can be esti-
mated as:
W = 1
4
piµ(U
h
)D0D2m. (2.31)
In a following experimental and numerical investigation by Pasandideh-Fard
et al. [123], the energy balance model proposed by Chandra and Avedisian (Equa-
tion 2.26) was observed to overpredict the values of Dm up to 40% for low-viscosity
droplets. It was suggested that the poor performance of this model is due to the
incorrect estimate of the value of characteristic length (h) in the viscous dis-
sipation term (Equation 2.28). Instead of the lamella height h, the boundary
layer thickness δ is proposed as the characteristic length (L), and the viscous
dissipation function (φ) can be rewritten by
φ ≈ µ(U
L
)2 = µ(U
δ
)2. (2.32)
Under the assumption of an axisymmetric stagnation flow inside the impacting
droplet, an analytical expression for the boundary layer thickness (δ) in Equation
2.32 is obtained:
δ = 2 D0√
Re
. (2.33)
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Using the approach described above, a simple expression of the maximum spread-
ing factor is derived:
βm = ¿ÁÁÀ We + 12
3(1 − cos θa) + 4(We/√Re) . (2.34)
Based on the energy balance model by Chandra and Avedisian [44], Mao et al.
developed a more broadly applicable model through a number of modifications
[114]. First, instead of the dynamic advancing contact angle (θa), the static
contact angle (θs) was used to estimate the surface energy of the droplet disk
at maximum spreading due to its unique relationship with the surface tensions
(Equation 2.14). Second, it was pointed out that, for highly viscous liquids, the
boundary layer thickness δ obtained from the analytical solution of a stagnation-
point flow is actually larger than the height of the droplet disk: δ > h. Thus it was
suggested that the boundary layer thickness δ should be defined separately for
low-viscosity (δ < h) and high-viscosity regimes (δ > h), and a theoretical viscous
dissipation model was proposed for two regimes. A general viscous dissipation
model was obtained empirically by fitting the experimental data of both low-
viscosity and high-viscosity liquids to a model structure, which led to a general
maximum spreading model:
[1
4
(1 − cos θs) + 0.2We0.83
Re0.33
]β3m − (We12 + 1)βm + 23 = 0. (2.35)
2.1.5 Outcomes of drop impacts on solid surfaces
Based on the morphologies of drop impacts on solid surfaces, the impact outcomes
can be divided into six different categories as shown in Figure 2.6 [136]. A detailed
description of the distinguishing features of each outcome is given below.
Deposition. The drop stays attached to the solid surface during the entire
impacting process without any types of breakup.
Prompt splash. Prompt splash is only observed when drops are impacting
on rough surfaces. It is characterised by the generation of numerous droplets at
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Figure 2.6: Six different outcomes of impact drops. (adapted from [136])
the moving contact line during early spreading and is obviously affected by the
surface structure.
Corona splash. Corona splash is characterised by a liquid corona detached
from the solid surface with droplets formed around the rim. Despite the fact
that corona splash often occurs in drop impacts on liquid films, it can also be
observed on solid surfaces. This happens in a later stage of impact process and
is well investigated in literatures [160].
Receding breakup. The receding breakup is completely a wetting phenomenon.
After the spreading drop reaches its maximum diameter, it starts to recoil as the
dynamic contact decreases. Some smaller droplets are left behind if the dynamic
contact angle decrease to the limiting value of zero [33].
Partial rebound. The rebound behaviour of drops impacting on solid surface
mainly depends on two parameters: the impact Weber number (i.e., ratio of
kinetic energy to surface energy) and the receding contact angle (i.e., wettability
of the surface). A receding phase may follow the maximum spreading provided
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both parameters are sufficiently high. If the receding contact angle is not very
high, the drop may break up into two (or more than two) droplets, with one (or
more than one) bouncing off the surface and another attaching the surface. This
is referred as partial rebound.
Rebound. As described in the partial rebound section, if the receding contact
angle is high enough, the entire drop may be observed to bounce off the surface.
2.2 Drop impact on heated surfaces
The present research work focuses on the experimental investigation of drop im-
pact phenomena, where either the drop, or the surface or both, are made of com-
plex fluids or materials, which exhibit non-linear mechanical behaviour. These
include: drop impact on viscoplastic surface, drop impact on elastic surface and
drop impact on heated surface, where drops are separated from the surface by a
thin vapour film, which is known as the Leidenfrost phenomenon. Drop impacts
on heated surface in the Leidenfrost regime can be regarded as a model exper-
iment without wetting effects due to the creation of a thin elastic vapour film
which acts like a ’cushion’ between the drop and the surface upon impact.
2.2.1 Impact morphology
The collision of droplets with hot surfaces is observed everywhere in our daily
lives as well as in various industrial applications, including spray cooling [37],
fuel injection in combustion engines [116], fire suppression [83, 113] and spray
quenching [11]. When a droplet makes contact with a surface which is heated far
above the boiling point of the liquid. The liquid at the contact point is rapidly
heated above the saturation temperature and the temperature of the solid sur-
face drops sharply [144]. Boiling only occurs at the liquid/surface interface due
to high local temperature since the temperature profile in the liquid decreases
dramatically away from the interface. There are two kinds of bubble nucleation
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in boiling: heterogeneous nucleation and homogeneous nucleation [4, 34]. If the
liquid temperature is below the superheat limit, the heterogeneous boiling mech-
anism dominates, in which the bubbles are generated at pre-existing nuclei such
as cavities, defects etc. on the solid surface [34]. Homogeneous nucleation occurs
when temperature is above the limit of superheat, where nuclei are spontaneously
generated in the liquid due to molecular density fluctuations associated with rapid
phase change from liquid to vapour [34]. If the liquid is heated abruptly up to the
limit of superheat, both heterogeneous nucleation and homogeneous nucleation
happen, which leads to the nucleation of numerous vapour bubbles. These rapidly
generated bubbles grow and coalesce to form a very thin vapour film between the
liquid and the solid surface. In conclusion, the morphology of the droplet is
strongly affected by these boiling phenomena which depend on the temperature
of the solid surface. Besides the influence of surface temperature, the morphology
of drop impacts on heated surfaces is also affected by other impact parameters
such as Weber, Reynolds numbers etc., which has been discussed in Section 2.1.1.
Figure 2.7: Different impact outcomes on heated surfaces: (a, d), secondary
atomization; (b), rebound; (c), breakup/splashing; (e), rebound with secondary
atomization; (f), splashing with secondary atomization (adapted from [19]).
Figure 2.7 shows different possible types of impact outcomes of a single droplet
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on heated surfaces, including secondary atomization (numerous small droplets
burst out from the liquid surface); rebound (entire drop bounces off the heated
surface); rebound with secondary atomization; breakup/splashing (entire drop
breaks up into small droplets); splashing with secondary atomization.
2.2.2 Impact regimes
Figure 2.8: Impact regimes of drop impacts on heated surfaces (adapted from
[19]).
Temperature of the solid surface, impact velocity and fluid properties of the
droplet play important roles in the morphology of drop impacts on hot surfaces.
Surface temperature affect the local boiling phenomena of the liquid. High surface
temperature enables fast bubble generations and evaporation at the interface
between liquid and solid surface. If the evaporation rate is high enough a stable
thin vapour film can be formed, which separates the liquid from the solid surface
and reduces heat transfer rate. The formation of a stable vapour film is essential
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to the dynamic Leidenfrost phenomenon, which will be discussed in later sections.
The impact velocity indicates the kinetic energy carried by the droplet before
impact. The breakup of the impacting drop is the result of the competition
between kinetic energy and surface energy, which can be expressed as the impact
Weber number. Smaller satellite droplets are generated when the local dynamic
pressure is over the Laplace pressure at the liquid/gas interface. Therefore a
map with surface temperature and Weber number as variables can be created to
characterised the behaviours of impacting drops on heated surfaces in different
regimes.
Figure 2.8 displays an example of the drop impact regimes as a function
of the Weber number and the dimensionless wall temperature (T∗) [19]. The
dimensionless wall temperature is defined as:
T∗ = TS −Tsat
TL −Tsat , (2.36)
where TS denotes the wall temperature, Tsat the saturation temperature, and TL
represents the Leidenfrost temperature of a sessile drop on polished aluminium. If
the Weber number is beyond a critical threshold, the capillary forces and viscous
effects can no longer maintain the integrity of the drop so that it breaks up into
smaller droplets (breakup/splashing). The increase of the wall temperature will
lower the critical Weber number for splashing since the drop receives more energy
and becomes more unstable during the impact process [133].
For intermediate values of the wall temperature and of the Weber number (as
shown by the filled blue circles and open black circles in Figure 2.8), one can
observe secondary droplets bursting from the drop surface [119, 151], which is
often referred as secondary atomisation. The size of the droplets can be very
small compared to the major drop.
For high wall temperatures and low Weber numbers (as indicated by the filled
green circles in Figure 2.8), bouncing back of the droplet off the surface occurs due
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to the creation of a continuous vapour film between the drop and surface upon
impact [151]. This phenomenon is known as ’dynamic Leidenfrost phenomenon’
[101]. The impact morphology of Leidenfrost drops is relatively simple: upon
impact, the drop spreads over the vapour film in a short time (about 5 ms);
after maximum spreading, it will recoil under the action of surface forces, to
minimize the surface energy, and eventually bounce off the surface if there is
sufficient kinetic energy at the end of the recoil. Bouncing Leidenfrost drop
impact experiment represents a unique model system to investigate the effect of
fluid properties on the impact behaviour without the influence of drop-surface
interactions due to the existence of the vapour film. Whilst there is extensive
literature on Newtonian Leidenfrost drops [14, 50, 73, 81, 124, 133, 151, 152, 158],
the number of studies about non-Newtonian drops in the Leidenfrost regime is
very limited [17, 18, 30].
Other examples of maps of impact regimes based on wall temperature and
impact Weber number can also be found in previous studies [5, 99]. The prin-
ciples are similar and they are all essentially qualitative. The impact regimes
are approximately defined and no analytical criteria for transition boundaries are
available. Recently more precise criteria for transitions between different regimes
have been achieved by utilizing K-number and effective wall temperature [42].
If the wall temperature is lower than the Leidenfrost temperature, droplets par-
tially make contact with the solid surface due to an unstable vapour film. In
order to take the local cooling of the wall surface by the droplets into account,
the wall temperature is replaced by the effective contact temperature, which has
been proposed to characterise the secondary atomization of impacting droplets
[51]:
Teff = εwTw + εlTl
εw + εl , (2.37)
where Tw and Tl denote the wall temperature and droplet temperature before im-
pact respectively. εw = √kwρwCp,w and εl = √klρlCp,l correspond to the thermal
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effusivities of the materials of solid wall and drop liquid. Equation 2.37 originates
from the conservation of the heat flux at the interface between the droplet and
the wall when neglecting any thermal contact resistance [140]. Instead of impact
Weber number, the dimensionless number K = WeOh−2/5 = We4/5Re2/5, which
has been used successfully to describe the transition between from deposition to
splashing regimes for drop impacts on thin liquid films [49], has been adopted
as the threshold for splashing to account for viscous effects. Based on these two
parameters, an example of the T ∗ −K diagram clearly describing three regimes
(deposition, rebound and splashing) is shown in Figure 2.9. Note here the ef-
fective wall temperature is nondimensionalised (T ∗ = (Teff − Tb)/(TLeid − Tb)) by
the difference between the boiling temperature, Tb and Leidenfrost temperature,
TLeid.
Figure 2.9: Example of impact regimes in T ∗ −K diagram. (adapted from [42])
In addition, experimental investigations have shown that dry impact (Lei-
denfrost regime) may occur at a temperature much lower than the Leidenfrost
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temperature which has long been taken as the criterion to classify impact regimes
due to the squeeze film effect [152]. Besides, contrary to the constant value of
the boiling temperature which only depends on the properties of the liquid, it
has been shown the surface roughness is able to decrease the Leidenfrost temper-
ature due to the increased number of nuclei for local boiling [12]. If the drop is
moving towards the wall with very high momentum, the vapour film needs to be
thicker to avoid the direct contact between liquid and solid surface, which causes
an increase of the Leidenfrost temperature [133]. In short, the pursuit for more
accurate mapping of impact regimes is a never-ending task.
2.2.3 Disk model for Leidenfrost drops
Rein proposed a ’disk model’ which accounts for the contribution of elasticity
of the vapour film to the rebound behaviours of Leidenfrost drops [133]. In this
model, the reflection of an impacting drop from a heated surface is compared to
the scenario of the bouncing back of an elastic plate impinging on a solid wall. In
the case of an elastic plate impacting on a wall, the physical mechanism for the
reflection is based on the deformation of the elastic plate, which stores a part of
the kinetic energy as elastic energy during impact. In the next stage, the elastic
energy is released and converted back to the kinetic energy as the deformed plate
recovers its original shape, which leads to the bounce back of the impinging plate.
The deformation of the plate is resulted from the high pressure of the vapour film
formed between the plate and the wall, which provides upward forces to the plate
and finally causes the reversal of the momentum.
In order to simplify the modelling of the physics, Rein made a number of
assumptions on which the disk model is based [133]. Here some important as-
sumptions are listed below.● The radius and thickness of the disk are constant, thus the hydrodynamics of
the drop is not considered.
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● The entire drop liquid is at the saturation temperature, so the heat transfer
inside the drop is not considered.● The evaporation rate and the heat transfer between the drop and the wall
surface are considered to be spatially uniform (i.e., do not change in the radial
direction).● A one-dimensional, inviscid and incompressible flow is assumed for the radial
flow of the vapour in the gap between the drop and the surface.
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Figure 2.10: Schematic of the disk model.
The schematic of the disk model is shown in Figure 2.10. The radius of the
disk is derived from an energy balance approach which takes into account the
kinetic energy, the surface energy and also the energy loss during impact. The
energy loss is obtained by subtracting the kinetic energy after reflection from the
kinetic energy before impact:
Eloss = Eik −Erk, (2.38)
where Eik = 4pi/3R30ρv2i /2 and Erk = 4pi/3R30ρv2r/2, and vi and vr are the impact
velocity and reflection velocity respectively. The disk radius is taken from the
radius reached by the liquid lamella at maximum spreading: Rd = Dm/2, and it
is assumed that the kinetic energy at the end of spreading is zero. For the sake
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of simplicity, the energy loss is assumed to happen only in the spreading stage of
the whole impact process. Consequently, considering the moment before impact
and the moment at maximum spreading, an energy balance equation is given by:
Eik +Eis −Eloss = Eds , (2.39)
where Eis = 4piR20σ represents the surface energy of the impacting drop and Eds =
2piR2dσ denotes the surface energy of the disk. A parameter called the reflection
ratio is defined as the ratio of the reflection velocity to the impact velocity:
α = vr/vi. (2.40)
Combing Equations 2.38, 2.39, 2.40 and the definition of Weber number We =
ρu2i 2R0/σ, the normalized disk radius with respect to the equilibrium drop radius
can be solved as:
Rd
R0
= √α2
6
We + 2. (2.41)
In the disk model, the value of α is approximated by 0.5 based on the experimental
results from [2].
2.3 Drop impact onto liquid surfaces (deep pools)
Early investigations on the drop impacts on liquid surfaces are mainly limited
to simple Newtonian fluids [62, 108, 138], such as water, ethanol and glycerol
solutions etc. Some researchers have investigated the effect of the depth of the
liquid pool (close or smaller than the drop diameter) on the splashing behaviours
of impact droplets [107]. However in most cases the liquid pool is assumed to be
deep, which means the thickness of the liquid layer does not affect the impact
process of drops. Although in some papers the depth of the liquid pool may not
be explicitly mentioned, it is clear from the context that a deep liquid layer has
been considered. In the present study, the drop impacts onto liquid pools have
been extended to a special type of non-Newtonian fluids called visoplastic (or
yield-stress) fluid.
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2.3.1 Impact morphology
Figure 2.11: Outcomes of drop impacts onto deep pools. (adapted from [131])
The outcomes of the collisions of droplets with liquid pools can be classified as
floating, bouncing, coalescence and splashing. The schematic of all the scenarios
is shown in Figure 2.11. Sometimes the drops may be observed to float or bounce
off the liquid surface. The drops can stay on the surface for several seconds and
finally merge with the liquid pool. It has been shown that the cleanliness of
the liquid surface is crucial to produce such floating behaviours [134]. However
sometimes the drops disappear quickly when they make contact with the liquid
surface without any floating or bouncing. If the impact Weber number is low
(We ∼ 1 ), the liquid surface is only slightly perturbed, with the formation of small
crater, and no secondary droplets are generated during the entire impact process.
This phenomenon is usually referred to as ’coalescence’; it is often followed by the
formation of vortex rings which travel downwards below the surface. If the Weber
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number is sufficiently high (We > 60), the surface experiences a large deformation
as a crater with a radius which can be an order of magnitude larger than the drop
radius is formed. A cylindrical liquid sheet rises at the circumference of the crater,
which is usually referred to as ’crown formation’ in literatures. After the crater
and liquid sheet collapse, a central jet (Worthington jet) may be formed at the
centre of the crater. The generation of the central jet has been suggested as the
criterion for splashing by some authors [138]. Sometimes secondary droplets are
ejected from the rim of the crown and/or from the central jet.
2.3.2 Criteria of splashing
Re 
F
r 
Figure 2.12: Different impact zones based on the combination of Froude number
and Reynolds number. (adapted from [138])
The transition from coalescence to splashing in drop impacts onto deep pools
has attracted the interest of many researchers. Besides the dimensionless num-
bers mentioned in Section 2.1.1, another important dimensionless number which
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has been used frequently to characterised the impact behaviours is the Froude
number:
Fr = vi√
gD0
, (2.42)
where g denotes the gravitational acceleration. It compares the inertial forces with
the external forces, namely gravity. Gravity must be taken into account because
of its influence on the crater formation, crown formation and central jet during
the impact process. In early experimental investigations, the combination of
Froude number and Reynolds number has been used to characterise the transition
from coalescence to splashing [138]. The map showing different impact regimes
(coalescence and splashing) based on these two numbers is plotted in Figure
2.12, from which it is clear that the transition boundary between coalescence and
splashing regimes is not sharp but rather defines a region where either impact
outcome may occur. In a previous numerical investigation, it has been found
that splashing can occur in the coalescence zone [86, 87]. However, some authors
point out this surprising behaviour is observed when surface tension is neglected
in the numerical simulations [41]. For this reason, the Weber number could also
play a role in the splashing criterion. In a following experimental study on the
splashing limit, a single dimensionless number (Weber number) was found to
characterise the splashing behaviour successfully [92]. The Weber number can be
defined as the ratio of two time scales (We = λs/λc): a characteristic time scale
of surface tension effects, λs = √ρD30/σ and a convective time scale, λc = D0/vi.
(Note: normally the Weber number takes the form of the square of this ratio in
literatures: We = (λs/λc)2.) If λc ≫ λs, which means the convective time scale
is much longer than the time scale of surface tension effects, the surface tension
can easily deform the drop into a vortex ring without splashing. On the contrary
when λs ≫ λc, the convective time scale is so short that the surface tension is
not able to deform the drop. Then splashing occurs. Drop impact experiments
onto liquid pools have been conducted using water and mercury (with a surface
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tension value one order of magnitude greater than water) to validate the proposed
criterion for slashing in terms of Weber number [92]. It was found that the
critical Weber number for splashing is almost independent of the Froude number:
Wecrt = vi√ρD0/σ ≅ 8, as shown in Figure 2.13. (Note: in the more common
form of We it should be Wecrt = ρD0v2i /σ ≅ 64.) However, viscosity effects are
not taken into account if one uses only the Weber number to characterise the
splashing behaviours. Moreover, it was shown that splashing is more likely to
happen at low kinematic viscosities, and coalescence occurs when the kinematic
viscosity is high [149]. As a result, the critical Weber number can be a function
of the Reynolds number.
Figure 2.13: Critical Weber number for splashing as a function of Froude number.
(adapted from [92])
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2.3.3 Crater formation model
The interactions between impacting drops and liquid layers are related to various
engineering applications, including secondary atomization by collision with a wall,
spray deposition, coating, and spray cooling. In these applications, the crater for-
mation by drop impact plays an important role because of its relation to several
basic impacting outcomes (e.g., maximum spreading, penetration depth, splash-
ing behaviour etc.). The underwater noise of rain generated by crater formation
during drop impact enables the detection and characterization of rain over the
oceans by remote acoustic sensors [128]. An experimental study on the impact
of a water drop onto a water surface using high-speed imaging shows that the
crater formation and impact drop behaviour depend on both the Weber and the
Froude numbers [102]. The impact of a drop on liquid surface (water & aqueous
glycerol solution) has been studied experimentally and theoretically in the region
of fully developed splashing [65]. A theoretical model for the crater evolution is
presented and it is found that the maximum crater radius and the crater collapse
time depend both on the Froude number and on the (dimensionless) capillary
length.
More recently, an experimental and theoretical investigation on the crater
formed by impact of a single drop onto a semi-infinite target of the same liquid
led to a theoretical model which is able to predict the temporal variation of the
crater depth for various impact parameters [29]. Basically, the whole process of
crater evolution is divided into two phases, illustrated in Figure 2.14 (note the
dimensionless time λ = vit/D0, is used here). During the first stage (λ < λ∗),
the material interface between the drop and the substrate is not visible and
the penetration velocity of the crater is found to be 0.44vi, which is derived
from a modified quasistationary model of the initial drop penetration. Thus, the
dimensionless crater depth, ∆, grows linearly with respect to the dimensionless
time: ∆ = 0.44λ. During the second phase (λ > λ∗), the shape of the crater can be
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well approximated by the shape of the drop/target interface due to a very thin
residual liquid layer of the drop material on the crater surface. The evolution
of the crater is obtained from the balance of stresses at the crater interface,
accounting for inertia, gravity, and surface tension. In the present work, this
model is adapted to viscoplastic fluids and compared with experimental results.
u+ = (1 + a32r3)U sin + . !2b"
where U* z˙c is the velocity of the sphere translation. This
velocity field satisfies the kinematic boundary conditions at
the crater surface r=a and far from the cavity at r→..
Pressure can now be determined using the nonstationary
Bernoulli equation, which has to include an additional term
accounting for the acceleration of the moving coordinate sys-
tem,
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ary conditions. Since the pressure field far from the cavity,
r→., is determined by the hydrostatic pressure, p→!g!zc
+r cos +", Eq. !3" yields f!t"=U2 /2.
The pressure distribution pcr!+ , t" in the liquid at the crater
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It contains two unknown functions, a!t" and zc!t", which
have to be determined from the dynamic boundary condi-
tions at the crater surface accounting for the capillary forces
and gravity.
B. Crater evolution at times t*2D ÕV
1. Inviscid flow
At large times the pressure gradient in the thin drop
spreading on the expanding crater is negligibly small. The
Young-Laplace equation applied to the crater surface, pcr
+2" /a=0, cannot be satisfied exactly over the entire cavity
surface. On the other hand expression !4" can be linearized
near the cavity bottom, +%0. The dynamic boundary condi-
tion can then be written in the form,
0 = −
7U2
4
+ gzc +
3a˙2
2
+ aa¨ +
2"
!a
+ ,9U2
4
+ ga +
aU˙
2
+
3a˙U
2
-cos + + O!U2+4" . !5"
It should be noted that at large times U/ a˙ since in all the
considered cases the Froude number is small, therefore the
last term in Eq. !5" is negligibly small in comparison with
other terms.
Denote the dimensionless crater radius and axial coordi-
nate of the center of the sphere as 0 and 1. The dimension-
less penetration depth is expressed as $=1+0. Condition !5"
yields a system of ordinary differential equations for 0!%"
and 1!%" which can be written in dimensionless form,
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The evolution of the crater can be now evaluated by numeri-
cal integration of the system of ordinary differential Eqs. !6"
and !7", subject to the initial conditions which will be con-
sidered later.
It can be shown that in the limiting case We→., Fr
→. the system #Eq. !6"$ can be reduced to
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one partial solution of which is
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where C1 and C2 are constants determined from the initial
conditions. The relation 05/2. t has been previously pro-
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Figure 2.14: Two phases of crat r evolution. (Adapted from [29])
2.4 Drop impact on flexible surfaces
The role of the compliance of flexible substrates is important to understand since
it is involved in various application such as the delivery of pesticides on leaves
[142] and the spray cooling of flexible surfaces. Also it is suggested that the use
of a compli nt coating on some m erials could redu e the damage of erosion
processes caused by drop impacts [67]. One of the most important effect of the
substrate flexibility is the partial absorption of kinetic energy of the impacting
drop by the substrate, which may influence the outcome of drop impact (e.g.,
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splashing, rebound).
2.4.1 Elastic surfaces
Wetting ridge
Figure 2.15: Schematic of the formation of wetting ridge at the TPCL: (a) L, S
and V represent the liquid, solid and gas phases respectively. θ is the equilibrium
contact angle and h the height of the ridge; (b) Magnified schematic of the contact
point at the TPCL. (Adapted from [127])
The majority of the early research works on the role of the substrate compli-
ance in drop impact considers an elastic substrate. It has been shown that the
surface tension component of the drop liquid perpendicular to the surface of elas-
tic substrate can significantly influence the wetting behaviours at the three-phase
contact line (TPCL) [63, 94, 126, 127, 147]. This is to due to the formation of
a ’wetting ridge’ at the TPCL (see Figure 2.15). The scale of this ridge ranges
from tens of nanometers to several micrometers. A more recent study reports
that the formation of ’wetting ridge’ associated with the viscoelastic nature of
the substrate is able to slow the motion of the TPCL, which is referred as the
’visoelastic braking’ effect [45].
Influence on impact outcomes
Compared to rigid surface, elastic surface allows much higher transformation
rate of kinetic energy of the drop to the elastic energy of the substrate due to
the deformation of the surface. This could considerably reduce the inertial forces
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Figure 2.16: Images of drop impact (D0 = 2.02 mm, vi = 2.5 m/s) on membranes
with different tensions. (Adapted from [125])
Figure 2.17: Splashing behaviour as a function of Young’s modulus and Weber
number. (Adapted from [91])
of the drop and lead to completely different impact outcome. It is found that
the tension in the elastic membrane could strongly affect the splashing behaviour
and reducing this tension is able to suppress the splashing (as shown by Figure
2.16) [125]. The effect of substrate stiffness on the splashing threshold has been
experimentally investigated in [91] by imaging ethanol drops impacting on silicone
gels of different Young’s moduli. The splashing behaviour as a function of Young’s
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modulus and Weber number is displayed in Figure 2.17, from which it is observed
that the splashing threshold decreases and approaches the limit of rigid substrate
threshold as the Young’s modulus increases.
The substrate flexibility is also found to enhance the superhydrophobicity
of the surface [150, 154], resulting in less contact time for the rebound of the
impacting drop.
2.4.2 Other types of flexible surfaces
Besides the investigations on solid elastic surfaces, Gart et al. consider a cantilever
system [75], where it is found that the hydrophobicity of the surface can reduce the
torque experienced by the bending beam. While most of the existing literature
has a focus on PDMS or other hydrophobic substrates, some is limited to an
elastic or viscoelastic surface, there are some interesting experiments on wetting
on soft hydrophilic substrates [95].
2.5 Non-Newtonian fluids
Newtonian fluids represent the simplest type of all the fluids in terms of the
reactions when subjected to external forces. The constitutive equation exhibits
a linear relationship between the stress tensor and the strain rate tensor:
T = −pI + 2µD, (2.43)
where T and D denote the stress tensor and strain rate tensor respectively, I the
identity matrix as shown below,
T = ⎡⎢⎢⎢⎢⎢⎣
τxx τxt τxz
τxy τyy τyz
τxz τyz τzz
⎤⎥⎥⎥⎥⎥⎦ , I =
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦ ,
D = 1
2
⎡⎢⎢⎢⎢⎢⎣
2∂u∂x (∂u∂y + ∂v∂x) (∂u∂z + ∂w∂x )( ∂v∂x + ∂u∂y ) 2∂v∂y (∂v∂z + ∂w∂y )(∂w∂x + ∂u∂z ) (∂w∂y + ∂v∂z ) 2∂w∂z
⎤⎥⎥⎥⎥⎥⎦ ,
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p the local pressure, and µ the dynamic viscosity. From the expression of the
constitutive equation, the two most important features of Newtonian fluids can
be derived: the constant viscosity and zero normal stress differences (i.e., isotropic
pressure).
Non-Newtonian 
Time-independent Time-dependent 
Power-law Viscoplastic Thixotropic Viscoelastic 
Figure 2.18: Classification of non-Newtonian fluids.
The relationship between the stress tensor and strain rate tensor for non-
Newtonian fluids is non-linear. The stress may not be only the function of strain
rate but also the spatial position x and sometimes the time t, which means the
flow history also plays a role:
T = f(D,x, t). (2.44)
As a result, the viscosity of a non-Newtonian fluid is no longer a constant, and it
can be expressed as a function of the strain rate: µ = µ(D). However it should be
noted that in some cases the function f(D,x, t) in Equation 2.44 can be linearised
depending on certain flow conditions and the non-Newtonian behaviours may
not be explicitly revealed. Thus the Newtonian or non-Newtonian natures are
the properties of the flow, rather than the properties of the fluid. In general,
non-Newtonian fluids can be classified into two groups (see Figure 2.18): ’time-
independent’, where normally viscosity is a monomial function of the shear rate,
and ’time-dependent’, where the apparent viscosity varies in time (thixotropic)
or viscoelastic behaviours occur.
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In nature, almost all the fluids exhibit non-Newtonian behaviours, e.g., crude
oil, lavas, clays etc. Also the liquids used industrial process (such as the food
and cosmetics industries) are non-Newtonian fluids and their non-Newtonian be-
haviours are of great importance if one aims to improve the efficiency of manu-
facturing processes in these industries. Several common types of non-Newtonian
fluids and constitutive models will be introduced in this section.
2.5.1 Power-law fluids
The power-law model (also called the Ostwald-de Waele model) is perhaps the
best known and simplest non-Newtonian model. It expresses the shear stress, τ
as a power-law function of the shear rate, γ˙:
τ =Kγ˙n, (2.45)
where K is referred to as the consistency with the units of Pa ⋅sn, and n is the flow
index (also called power-law index). If Equation 2.45 is rewritten in the form of
common linear relationship between shear stress and shear rate (τ = µ(γ˙) ⋅ γ˙) one
can obtain the so-called ’apparent viscosity’:
µ =Kγ˙n−1, (2.46)
Depending on the value of n, these fluids exhibit different behaviours : n < 1,
shear-thinning; n = 1, Newtonian; n > 1, shear-thickening. A schematic of the
typical flow curves for different power-law fluids is shown in Figure 2.19.
The biggest drawback of the power-law model is that it is only valid for a
certain range of shear rate. For instance, in the case of shear-thinning fluids
(n < 1), if the shear rate gets infinitely low (γ˙ → 0), the apparent viscosity will
be infinitely high (µ = Kγ˙n−1 →∞), which is not physical. In order to overcome
such limitations, the power-law model has been extended to various more complex
models featuring additional parameters as described in the following.
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(n > 1) 
(n = 1) 
(n < 1) 
Figure 2.19: Flow behaviours of power-law fluids.
Shear-thinning fluids
Since viscometers became available to investigate the influence of shear rate on
viscosity, most common non-Newtonian fluids (such as dispersions and polymer
solutions) were found to exhibit ’shear-thinning’ effect (i.e., the viscosity decreases
with the increase of the shear rate). For shear-thinning fluids, the general flow
curve (the variation of viscosity with shear rate) is shown in Figure 2.20.
Contrary to the singular property at low shear rates in the power-law model,
the viscosities of real shear-thinning fluids in the limit of very low shear rate
are constant (called ’zero-shear-rate viscosity’) as indicted in Figure 2.20. When
the shear rate becomes considerably large, the viscosity reaches another constant
value (called ’infinite-shear-rate viscosity’), which is lower than the previous con-
stant. The constitutive equations which predict the shape of the flow curve in
Figure 2.20 need at least four parameters. Cross [54] proposed such an equation
in 1965,
µ − µ∞
µ0 − µ∞ = 11 + (Kγ˙)m , (2.47)
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Figure 2.20: Flow curve of typical shear-thinning fluids.
where µ0 and µ∞ refer to the zero-shear-rate viscosity and the infinite-shear-rate
viscosity respectively. K is a constant parameter with the dimension of time and
m is a dimensionless parameter representing the degree of shear-thinning in the
middle region of the general flow curve.
We can obtain some other simpler and widely used models by making approx-
imations to the Cross model. For instance, if µ ≪ µ0 and µ ≫ µ∞, the Cross
model reduces to
µ = µ0(Kγ˙)m , (2.48)
which can be rewritten as
µ =K2γ˙n−1. (2.49)
Equation (2.49) is the power-law model mentioned previously.
If µ≪ µ0 and η∞ is not negligible, Equation (2.47) reduces to
µ = µ∞ + µ0(Kγ˙)m , (2.50)
which can be further rewritten as
µ = µ∞ +K2γ˙n−1. (2.51)
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This is called the Sisko model [145]. If n is set to zero in Sisko model, we have
µ = µ∞ + K2
γ˙
, (2.52)
which, with a change of parameters can be rewritten as
τ = τ0 + µpγ˙, (2.53)
where τ0 is called the yield stress and µp the plastic viscosity. Equation (2.53) is
called the Bingham model [25]. The fluids with a constitutive equation of Bing-
ham model are called yield-stress or viscoplastic fluids, which will be discussed
in Section 2.5.2.
A popular modification of the original Cross model was made by Carreau [39],
µ − µ∞
µ0 − µ∞ = 1(1 + (K1γ˙)2)m1/2 . (2.54)
where K1 and m1 have similar physical significances to the K and m in the Cross
model. Yasuda et al. [161] introduced a parameter a in the Carreau model later,
µ − µ∞
µ0 − η∞ = 1(1 + (KCY γ˙)a)n/a , (2.55)
which is called the ’Carreau-Yasuda’ model or more simply the ’CY’ model, where
KCY is a constant with a dimension of time representing the onset of shear-
thinning. The flow curve of shear-thinning fluids can be described more precisely
using the CY model since it contains five parameters whilst there are only four
parameters in both Cross model and Carreau model. Based on the advantage
of CY model over other models, the CY model has been selected to characterise
the rheological behaviours of the shear-thinning fluids used in the present study.
Examples of shear-thinning fluids are food thickeners (e.g. xanthan gum), paints
(e.g. nail polish) and paper pulp.
Shear-thickening fluids
The act of external forces may cause the rearrangement of microstructures of
a material such that the viscosity increases with shear rate. This rheological
47
behaviour is called ’shear-thickening’. Particle suspensions are the most common
type of shear-thickening fluids.
Figure 2.21: Flow curve of a colloid suspension with volume fraction of 0.603.
(Adapted from [23])
For particulate systems, the action of shear stress can cause the rearrangement
of the particles such that the resistance to flow increases with shear rate. Figure
2.21 displays the flow curve of a colloidal suspension with volume fraction of
0.603 measured using a rotational rheometer [23]. The dashed line represents a
power-law model fit with a value of n greater than unity to the last five points of
the flow curve. In almost all known cases of shear-thickening, there is a region of
shear-thinning at lower shear rates. This feature can also be observed in Figure
2.21.
In a colloidal system, shear-thickening is related to a mechanism called di-
latancy, which depends on the competition between interparticle forces such as
Van der Waals forces and shear forces. If the applied shear forces are very low
and the interparticle forces still dominate, the suspended particles are kept in an
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ordered, layered and equilibrium structure by the interparticle forces and the col-
loidal system remains in a stable state. However, as the shear forces increase and
once exceed a threshold value the particles are forced out of their equilibrium po-
sitions and pushed together to form hydroclusters as shown in Figure 2.22. These
hydroculsters are irregular, rod-like chains of particles, which cause ’traffic jam’
and finally lead to the dramatic increase of viscosity. Thus the shear-thickening
effect is a result of the transition from an order structure of suspended particles
to a disordered structure [36, 64, 118]. Examples of shear-thickening fluids are
cornstarch-water mixtures and silica nanoparticles suspensions.
2.5.2 Viscoplastic fluids
Equilibrium state Hydroclustering 
Figure 2.22: Schematic of hydroclustering process.
Viscoplatic fluids are an important type of non-Newtonian fluids, which re-
spond like an elastic solid when the applied stress is below a threshold value
(called the yield stress), and start to flow when the yield stress is overcome.
In practice, many soft materials in industrial or everyday products exhibit such
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property, including slurries and suspensions, crystallizing lavas, some polymer
solutions, muds and clays, heavy oils, cosmetic creams, hair gel, liquid chocolate,
and toothpaste [7, 52]. Due to this special property viscoplastic fluids have im-
portant applications in various fields ranging from the oil and chemical industries,
to food processing, cosmetics, and geophysical fluid dynamics. Currently, there
is a growing interest in studying the behaviour of viscoplastic fluids in the drop-
on-demand process [53, 77, 88] because it is relevant to additive manufacturing
(3D printing).
The Bingham model is the simplest model to describe the viscoplastic or yield-
stress nature. The full constitutive equation of the Bingham model as mentioned
previously in Equation 2.53 is
{γ˙ = 0 τ ≤ τ0
τ = τ0 + µpγ˙ τ > τ0 , (2.56)
where a linear relationship between shear stress and shear rate is established once
the yield stress is overcome. However, another popular viscoplastic model called
the Herschel-Bulkley model relates the shear rate experienced by the fluid to the
shear stress according to a power law:
{τ = Gγ τ ≤ τ0
τ = τ0 +Kγ˙n τ > τ0 , (2.57)
where K denotes the consistency coefficient and n the flow index similar to the
parameters in power-law model, and G is the elastic modulus. As shown in Equa-
tion 2.57, the material is assumed to respond like elastic solid, where the shear
rate is proportional to the applied shear stress, when the shear stress is lower
the yield stress. The typical flow curves of both Bingham and Herschel-Bulkley
model fluids are schematically shown in Figure 2.23. Beside the yield-stress prop-
erty, the Herschel-Bulkley model also describes shear-thinning behaviours once
it starts to flow provided that the flow index n is smaller than one. Since most
viscoplastic fluids exhibit shear-thinning effect rather than Newtonian behaviour,
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the Hershel-Bulkley model is able to better describe real materials. For this rea-
son, the Herschel-Bulkley model (HB model) has been selected to characterise
the rheological behaviours of the viscoplastic fluids used in the present research.
Herschel-Bulkley model 
Bingham model 
τ0 
τ 
γ 
• o 
Regularisation model 
Figure 2.23: Flow curves of Bingham model and Hershel-Bulkley model.
When Bingham model (or Hershel-Bulkley model) is adopted in numerical
simulations of viscoplastic flows, in order to avoid discontinuity problem in first
derivative, regularisation methods are commonly used as shown by the inset in
Figure 2.23. Among the available regularisation models in literature, the Pa-
panastasiou regularisation model can best approximate the ideal discontinuous
model [70]. The exponential regularisation of Bingham model was proposed by
Papanastasiou as [121]:
τ = τ0(1 − e−mγ˙) +Kγ˙, (2.58)
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where the parameter K controls the exponential growth of stress as shown in
Figure 2.24.
In an experiment study on the solid-fluid transition in a yield-stress gel (Car-
bopol 940), a clear hysteresis upon increasing and decreasing external forces was
observed [129]. A simple kinetic model based on an analogy between the solid-
fluid transition and a first order phase transition was proposed to describe the
structural hysteresis in the solid-fluid transition. More recently, a Gibbs random
field model for the microscopic interactions in a viscoplastic fluid was presented
in a theoretical and experimental investigation [141]. This model contains three
parameters: the internal energy if the material is sufficiently described by only
two parameters; and a constant externally applied stress is controlled by a third
parameter. Despite the limited number of parameters involved in this model,
a decent agreement between the predictions of the model and the experimental
data was found for various yield-stress materials.
Figure 2.24: Papanastasiou regularisation of Bingham model for different values
of m (adapted from [57]).
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Figure 2.25: Schematic of the conformational rearrangement of microstructures.
2.5.3 Viscoelastic fluids
The term ’viscoelastic ’ means the simultaneous existence of viscous and elastic
properties in a material. When a viscoelastic liquid is subject to shear stress,
a part of the deformation energy is stored as elastic energy, and released with
a certain delay depending on the relaxation time of the fluid. From the micro-
scopic point of view, the action of hydrodynamic forces causes the conformational
rearrangement of microstructures such that the elastic energy is stored in the rear-
ranged microstructures as shown in Figure 2.25. The observable microscopic time
scale of the relaxation time (λ) for simple fluids is extremely short: λ ∼ 10−15 s.
Thus the viscoelastic effect is negligible. However in the case of some complex
fluids, depending on the properties of the microstructures the time scale of λ can
be considerably long : λ ∼ 10−3 − 103 s. The most common dimensionless number
used to characterise the viscoelasticity is called the Weissenberg number:
Wi = elastic forces
viscous forces
= λγ˙ (or λ˙), (2.59)
which compares the elastic forces to the viscous forces. Since this number is
derived from scaling the evolution of stress, it can be defined by either shear rate
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(γ˙) or elongation rate (˙).
G μ 
μ 
G 
(a) (b) 
Figure 2.26: Schematic of the viscoelastic models: (a) Maxwell model; (b) Kelvin-
Voigt model.
One of the simplest constitutive models of viscoelasticity is the ’Kelvin-Voigt’
model,
τ = Gγ + µγ˙, (2.60)
where G is the elastic modulus, γ the shear strain, and µ the viscosity. The
Kelvin-Voigt model can be derived from a parallel combination of a spring and
a dashpot. In this model the shear (tensile) rates in elastic and viscous elements
are the same whilst the total stress is equal to the sum of stresses in the two
elements. Similar to the Kelvin-Voigt model, Maxwell introduced another simple
model of a spring and a dashpot but in series connection:
τ + (µ/G)τ˙ = τ + λτ˙ = µγ˙, (2.61)
where µ/G = λ is the so-called the ’relaxation time’. Contrary to the Kelvin-Voigt
model, the total shear (strain) rate is equal to the sum of strain rates in elastic
and viscous elements while the shear (tensile) stresses in the two elements are the
same. The two basic viscoelastic models are schematically contrasted in Figure
2.26.
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2.5.4 Polymer solutions
The academic literatures relevant to rheology are dominated by the investiga-
tions of rheological behaviours of the polymer solutions. This is due to both their
great importance in various industrial applications and a wide range of rheolog-
ical phenomena exhibited by them. A better understanding of the rheological
behaviours of the polymer solutions will also enable us to tailor-make them to
facilitate fundamental rheological research.
The wide range of observed rheological phenomena is attributed the long
chain molecules dissolved in the solvent, which are a unique characteristic of
polymer solutions. The viscosity of the polymer solution increases with the mass
concentration of the polymers. However the increase rates have been observed to
be inconsistent for different regimes of concentration. For instance, Figure 2.27
shows the measured viscosities of water-based Polyvinyl alcohol (PVA) solutions
as a function of the polymer mass concentration [120], from which it is clear that
the viscosity grows much faster after a critical value of concentration called the
’overlap concentration’, which depends on the ’intrinsic viscosity’ as discussed
below.
Firstly, we define a quantity called relative viscosity (µr), which is simply the
ratio of the solution viscosity (µ) to the solvent viscosity (µsol):
µr = µ
µsol
. (2.62)
This quantity is greater than one (µr > 1) since adding polymers to a Newtonian
solvent will always increase the viscosity (µ > µsol). And the specific viscosity is
determined by subtracting one from the relative viscosity:
µsp = µr − 1 = µ − µsol
µsol
, (2.63)
which expresses the relative viscosity increase due to polymer additives compared
to the solvent viscosity. Then if one divides the specific viscosity by the mass
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overlap concentration, c* 
Figure 2.27: Viscosity versus Polyvinyl alcohol (PVA) concentration showing
polymer overlap concentration (c∗). (Adapted from [120])
concentration c (w/w) of the polymers, the reduced viscosity (or reduced specific
viscosity) is obtained:
µred = µsp
c
. (2.64)
Finally the limit of c→ 0 of µred is defined as the intrinsic viscosity ([µ]):
[µ] = lim
c→0 µred = limc→0 µ − µsolc ⋅ µsol . (2.65)
Note that the quantities here (such as µ, µsol etc.) are all zero-shear-rate viscosi-
ties. Where there is a dependence of the apparent viscosities on the shear rate
for non-Newtonian fluids, an extrapolation to zero shear rate using appropriate
model is required. A simple correlation between the overlap concentration and
the intrinsic viscosity was provided by Graessley in 1980 [82]:
c∗ = 0.77[µ] . (2.66)
The intrinsic viscosity [µ] is so named because it is an intrinsic function of the
dissolved macromolecules. One of the most important properties of the macro-
molecules is the molecular weight. The famous Mark-Houwink equation, also
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known as the Mark-Houwink-Sakurada equation, provides a correlation between
the intrinsic viscosity [µ] and the molecular weight M [89]:
[µ] =KMHMa, (2.67)
where KMH and a are constant parameters, and the values of them depend on
the particular polymer-solvent system. A value of a = 0.5 is an indicator of the
so-called ’theta solvent’ (θ solvent), where the polymer coils act like ideal chains.
For most flexible polymers, a is in the range of 0.5 ∼ 0.8. However for semi-flexible
polymers, a ≥ 0.8. In case of polymers acting like absolute rigid rods, e.g., tobacco
mosaic virus, a = 2.0.
c c→0 
(solvent) 
0<c<c* 
(dilute) 
c=c* 
(overlap) 
c>c* 
(semi-dilute) 
c>>c* 
(concentrated) 
Figure 2.28: Different regimes of solutions of flexible polymers as a function of
polymer concentration.
A schematic showing different regimes of solutions of flexible polymers as a
function of polymer concentration is plotted in Figure 2.28. If the polymer con-
centration is sufficiently low (0 < c < c∗), there is very weak interaction between
the macromolecules (dilute regime). As the concentration starts to increase, the
macromolecules begin to feel the existence of their neighbours and there is inter-
mediate interaction between them (overlap regime). If the concentration increases
even further, the macromolecules can no longer remain the coiled state individu-
ally and join together to form an entangled and cross-linked structure (semi-dilute
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or concentrated regime), which dramatically increases the viscosity of the solu-
tion. All the model fluids of polymer solutions used in the present research are
within the dilute regime.
2.6 Non-Newtonian Leidenfrost drops
2.6.1 Effect of polymer additives
We = 20 
We = 220 
Figure 2.29: Comparison of the impact morphologies between a drop of pure
water and one of polymer solution (200 ppm PEO: polyethylene oxide) at surface
temperature T = 180oC for different Weber numbers (We = 20&220). (Adapted
from [15])
After the first description about the ’Leidenfrost effect’ in 1756 [100], the Lei-
denfrost drops have been extensively studied for simple Newtonian fluids (such as
water). However there is a growing interest in Leidenfrost drops of complex fluids
(i.e., non-Newtonian fluids) in both industry and academia due to the effect of
their intriguing rheological behaviours on impact outcomes. Early investigations
on drop impact of non-Newtonian fluids in Leidenfrost regime qualitatively de-
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scribe that by adding very small amount of polymer additives the impacting drops
may exhibit completely different morphologies [15, 20]. For instance, the polymer
additives (PEO: polyethylene oxide) are observed to inhibit secondary atomiza-
tion (the scattering of secondary droplets from the free surface of the liquid) at
impact Weber number, We = 20 and to prevent splashing (the disintegration of
the drop into numerous small droplets) at We = 220 as demonstrated by Figure
2.29. It should be noted that although the surface temperature (T = 180oC) in
Figure 2.29 is below the dynamic Leidenfrost temperature of water drops, the be-
haviours of non-Newtonian drops are still in the Leidenfrost regime (the bouncing
back of the impact drops off the surface), which suggests the dynamic Leidenfrost
temperature is lower for a drop of dilute polymer solution compared to one of
pure water.
2.6.2 Comparative energy balance approach
In Leidenfrost drops, the energy dissipation during the whole impact process
(including impact, spreading, retraction, and rebound) can be easily calculated
by the difference between the gravity potential energies of the drop when it is
released from the needle and when it reaches the maximum bouncing height. Thus
the ratio of the total energy dissipation to the initial potential energy which also
equals the initial impact kinetic energy can be written as
Ediss
E0
= 1 − Hm
H0
, (2.68)
where Ediss denotes the total energy dissipation during the whole impact process,
E0 the initial impact kinetic energy, Hm the maximum bouncing height, and H0
the vertical distance between the surface and the released point.
In order to get a deeper insight of the energy re-distribution during impact
and rebound, one can adopt the comparative energy balance approach to conduct
the energy analysis between two drops of different fluids with the same kinetic
energy before impact [22]. The effect of the elasticity of the vapour layer [133]
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can be neglected since this effect is similar for drops with different fluids at
the same Weber number. In particular, a comparative energy balance analysis
between water drops and polymer solution (XG, 300 ppm) drops was presented
in [30]. At the end of spreading, the kinetic energy of the impacting drop is
partially converted into the surface energy, and partially dissipated due to viscous
resistances. Consequently for the water-XG drop pair, the energy balance can be
expressed as:
EWσ +EWdiss−sp = EXGσ +EXGdiss−sp, (2.69)
where EWσ (or E
XG
σ ) and E
W
diss−sp (or EXGdiss−sp) denote the surface energy of the
water (or XG) drop at maximum spreading and the energy dissipation for the
water (or XG) drop during the spreading phase, respectively. Since the difference
between the maximum spreading diameter of water drops and that of XG drops is
very small [30], the surface energies of these two different drops are approximately
equal:
EWσ ≈ EXGσ , (2.70)
which leads to the same energy dissipation during the spreading stage:
EWdiss−sp = EXGdiss−sp. (2.71)
After maximum spreading, the drop starts to retract and rebound, converting
the surface energy stored at the end of spreading into mechanical energy. When
the drop reaches the maximum bouncing point, all the mechanical energy avail-
able for drop rebound is entirely converted into the potential energy which is
proportional to the maximum bouncing height, Hm. Based on energy balance,
the potential energy at maximum bouncing height is equal to the net available
surface energy at maximum spreading, minus the viscous dissipation during the
retracting phase (EWdiss−ret or EXGdiss−ret). Since the polymer solution (XG) drops
are observed to bounce higher than the water drops, the potential energy restored
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at the maximum bouncing height for them is greater:
EXGσ −EXGdiss−ret > EWσ −EWdiss−ret. (2.72)
Combining Equation 2.70 and Equation 2.72 yields:
EXGdiss−ret < EWdiss−ret. (2.73)
As shown in Equation 2.73, the polymer additives cause smaller viscous energy
dissipation during the retraction and rebound stages, which results in greater
maximum bouncing height compared to water drops.
2.6.3 Effect of polymer concentration
Figure 2.30: Maximum spreading diameter as a function of the Weber number for
different polymer concentrations. The lines of different types represent the trends
predicted by Dm/D0 = √(α2/6)We + 2 [133] for different values of restitution
coefficient (α, the ratio between the rebound and impact velocities): (a) solid
line: α = 0.75; (b) long dashed line: α = 0.62; (c) short dashed line: α = 1; (d)
dash-dot line: measured values of α. (Adapted from [18])
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Figure 2.31: Maximum bouncing height as a function of the Weber number for
different polymer concentrations. (Adapted from [18])
Recently, a systematic investigation of the effect of polymer solution on the
dynamics of Leidenfrost drops of dilute polymer solution was reported in [18].
Polymer solutions (PEO: polyethylene oxide) of different mass concentrations at
100 ppm, 200 ppm, 300 ppm and 400 ppm were obtained by preparing and dilut-
ing a master solution with a concentration of 400 ppm. Drops with equilibrium
diameter ∼3 mm were released from a blunt hypodermic needle and impacted on
a polished aluminium surface heated up to 400oC. It was found that the poly-
mer additives cause a slight reduction of the maximum spreading diameter of
the impacting drops, however the dependence of the magnitude of reduction on
polymer concentration is very weak as shown in Figure 2.30. Compared to the
effect of polymer concentration on maximum spreading diameter, the effect on
maximum bouncing height is relatively stronger. Figure 2.31 compares the max-
imum bouncing height as a function of the Weber number for different polymer
concentrations, in which it is clearly observed that if the Weber number is beyond
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a critical value (We > 50) the polymer additives enable the impacting drops to
bounce higher. Although the data seem to show that the magnitude of increase
in maximum bouncing height is greater as the polymer solution becomes more
concentrated (especially for We > 50), these differences are comparable with the
experimental error. In the same study, the frequency of free oscillations was mea-
sured and compared between the drops with different polymer concentrations. It
was observed that the effect of polymer additives on the frequency of free oscil-
lations is not significant, the oscillation behaviours can still be predicted by the
well-known model for Newtonian fluids.
2.7 Capillary flows of viscoplastic fluids
2.7.1 Viscoplastic drops
The process of formation and detachment of viscoplastic drops from a capillary
nozzle is experimentally studied through high-speed imaging in [77]. The results
of viscoplastic drops are compared with Newtonian drops and shear-thinning
drops. The capillary nozzle is made of a flat-ended metallic hypodermic needle
with 1.27 mm outside diameter and 0.838 mm inner diameter (needle gauge 18).
The model yield-stress fluids are prepared by mixing a commercial hairdressing
gel with de-ionized water. Fluids with different values of yield-stress are achieved
by different mixing mass fractions. The drop shape during detachment for three
different fluids (Newtonian, shear-thinning and viscoplastic) is shown in Figure
2.32.
The formation and detachment behaviours of Newtonian and shear-thinning
drops are qualitatively similar, which leads to spherical drops at the end. How-
ever viscoplastic drops exhibit strongly prolate shapes and a significantly different
breakup dynamics of the capillary filament initially connecting drops to the noz-
zle.
In a subsequent study on viscoplastic drops [78], the drop dynamics during
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Figure 2.32: Drop shape during detachment (Upper: Newtonian fluid; Middle:
shear-thinning fluid; Lower: yield-stress fluid). (Adapted from [77]).
free-fall is experimentally investigated using high-speed imaging. The behaviours
of yield-stress drops are compared with Newtonian drops. A dimensionless num-
ber as a function of time referred as the ’shape factor’ is introduced to characterise
the drop shape during free-fall:
S(t) = H(t) −L(t)
H(t) +L(t) , (2.74)
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Figure 2.33: The equilibrium drop shape factor as a function of Bingham-
Capillary number. Open symbols represent the data from a nozzle of inner diam-
eter 0.838 mm while filled symbols are the data from a nozzle of inner diameter
0.495 mm. (Adapted from [78]).
where H and L represent the horizontal dimension and vertical dimension of the
drop respectively. The drop shape of viscoplastic fluids during free-fall is observed
to be significantly affected the yield-stress magnitudes. This effect is interpreted
by the Bingham-Capillary number B̂ (Equation 1.2) which compares the yield
stress with the Laplace pressure. The equilibrium shape factor (SE) at the end of
the transient as a function of Bingham-Capillary number is displayed in Figure
2.33. A transition of the equilibrium shape factor is observed at around B̂ ≈ 1,
where the capillary forces equal those arising from the yield stress.
The motion and shape of an axisymmetric viscoplastic drop slowly falling
through an infinite viscous fluid is numerically studied in [146]. In the numerical
simulations, the Green function for the Stokes equation is utilized and the non-
Newtonian stress is treated as a source term. It is found that, the presence
of yield stress is able to stabilize the deformations of initially deformed drop
(finally leads to a steady shape) even at sufficiently high Ca numbers, where
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Figure 2.34: Evolution of the shapes of viscoplastic drops slowly falling through a
Newtonian fluid: (a) initially oblate drop, Ca=20, Bm=0.05; (b) initially oblate
drop, Ca=20, Bm=0.15; (c) initially prolate drop, Ca=14, Bm=0.05; (d) initially
prolate drop, Ca=14, Bm=0.1. (Adapted from [146]).
the Newtonian drop breaks up. The numerical results showing the evolution of
shapes of viscoplastic drops slowly falling through a Newtonian fluid for different
combinations of Ca, Bm number and initial shape condition are displayed in
Figure 2.34. All cases in Figure 2.34 are numerically solved at sufficient high
Ca numbers, in which the Newtonian drops with the same viscosity ratio would
break up [98]. However, if the Bm number is beyond a critical value ((b) and (d)
in Figure 2.34), the yield-stress drops behave similar to the Newtonian drops at
sufficient low Ca number and finally reach a steady shape. It is proposed that the
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existence of unyielded zones inside the falling drops which grow with Bm number
causes this strong stabilization.
The impact morphology of viscoplastic drops on solid flat surfaces is exper-
imentally investigated by means of high-speed imaging in [76]. The results are
compared with Newtonian and shear-thinning drops at different impact Weber
numbers. One interesting observation of the impact morphology of viscoplastic
drops is the formation of central drop peaks at the end of inertial spreading,
while the impact morphology of shear-thinning drops is qualitatively similar to
that of Newtonian drops. Through measuring the dimensions of these central
drop peaks, the role of yield stress magnitude in the impact morphology of vis-
coplastic drops is qualitatively characterised. In another experimental study on
the spreading behaviour of capillary driven viscoplastic drops [79], through the
comparison with purely shear-thinning drops, the spreading rate is shown to be
influenced independently both by the degree of shear-thinning and by the yield-
stress magnitude. In addition, it is observed that the spreading can be inhibited
if the yield stress is beyond a critical value, preventing drops from reaching a
shape of spherical cap.
The spreading of axisymmetric viscoplastic droplets extruded slowly on glass
surfaces is investigated experimentally using shadowgraphy and swept-field con-
focal microscopy [93]. In this study, the confocal microscopy system enables one
to directly measure the vertical profile of the radial velocity, revealing apparent
slip of spreading drops of viscoplastic fluids (Carbopol solutions) over untreated
glass surfaces (as shown in Figure 2.35), which is a factor that has not always
been considered explicitly.
A lattice Boltzmann model is used to simulate multiphase viscoplastic fluid
flow in [157]. Good agreements between the simulation results and the corre-
sponding theoretical solutions are obtained for different cases, including droplet(s)
falling and interaction in Bingham fluid, and sessile viscoplastic droplet motion.
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Figure 2.35: Vertical velocity profile of Carbopol droplet (0.036 % w/w) spreading
on a glass surface at different moments. (Adapted from [93]).
More recently, the free oscillation of a yield-stress drop is theoretically investi-
gated in [47]. In particular, the question of whether there exists a finite stopping
time for an unforced motion of a viscoplastic drop is addressed. The dynamics
of viscoplastic fluid with a free surface is described by a variational inequality
formulation which leads to an energy balance equation. It is proved that under
certain assumptions the finite stopping time of oscillations exists if the yield stress
is positive and the flow index is above or equal to one.
2.7.2 Flows of viscoplastic fluids in microchannels
The flow of viscoplastic fluids (yield stress range: 5∼21 Pa) in horizontal glass
tubes with different diameters (diameter range: 0.46∼1.5 mm) under the action
of capillarity is experimentally studied in [16]. It is observed that the motion of
fluid stops after it penetrates a few centimetres. The normalised maximum length
of penetration (measured from where the fluid stops to the starting point) with
respect to tube diameter is plotted as a function of Bingham-Capillary number
(B̂) as shown in Figure 2.36. The experimental data exhibit different scaling
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Figure 2.36: Dimensionless maximum length of penetration as a function of
Bingham-Capillary number. The dashed lines represent the power-law best fits
of the experimental data: x¯/d = 7.8B̂−1.9 (B̂ < 0.5) and x¯/d = 3.1B̂−4.1 (B̂ > 0.5).
(Adapted from [16]).
laws (dashed lines in Figure 2.36) with respect to B̂ number which compares
the yield stress with the Laplace pressure. However the experimental data of
maximum length of penetration is found to be much higher than the predicted
values obtained by a simple model based on the balance between capillary and
frictional forces. It is suggested that such behaviour is due to the apparent wall
slip which is a well-known mechanism for viscoplastic flows.
The inertialess immiscible displacement of vicoplastic fluid by a second vis-
coplastic fluid in a pressure-driven plane channel with interfacial tension effects
is numerically studied in [69]. The viscoplastic fluids are modeled as Bingham
materials (Equation 2.56) with an exponential regularisation proposed by Pa-
panastasiou (Equation 2.58). In particular, the fraction of mass attached to the
wall and the flow regimes as functions of the Ca number, the viscosity ratio
and the yield number (defined as the ratio of yield stress to the characteristic
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viscous stress) of the displacing and displaced fluids are investigated. The yield-
ing/unyielding zones are also captured by the classical criterion τ ≥ τ0 for the
yielding zones. It is shown that the variation of the yield number of the dis-
placed fluid has a greater effect on the mass fraction attached to the wall and
the flow regimes than that of the displacing fluid. In addition, the effects of yield
number and Capillary number on the yielding/unyielding zones are investigated.
It is observed that increasing the yield number will always cause the growing of
unyielding zones in the corresponding fluid domain. However the role of Capil-
lary number is more complex. On one hand, the local stress can be increased
by increasing the interfacial forces (i.e., increasing the Capillary number), which
leads to higher probability of overcoming the yield stress. On the other hand, the
increase in the interfacial tension will lower the strain-rate of the flow and the
viscous stress, which induces the decrease of probability of overcoming the yield
stress.
Figure 2.37: Schematic of the encapsulated droplet train in viscoplastic fluid.
(Adapted from [110]).
More recently, the encapsulation of droplets within a viscoplastic fluid for
the purpose of transportation is explored both analytically and computationally
in [110]. The geometry of the physical set-up is schematically shown in Figure
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2.37. It is found that the stability of the encapsulated droplets is governed by
the length scale of the flow and yield stress of the encapsulating fluid.
2.8 Drop impact on viscoplastic surfaces
Figure 2.38: Impact outcome as a function of four independent parameters.
(Adapted from [31]).
Blackwell et al. experimentally investigate the impact of yield stress fluid
drops on horizontal surfaces coated with a layer of the same material [31]. In this
study the large long-lifetime ejection sheets with redirected momentum which
extend away from the impact location are observed under certain impact param-
eters. In addition, the sheet may breakup and small droplets of threadlike shapes
can be ejected from the rim of liquid sheet under critical splash conditions. In
particular, the effect of four independent parameters on impact outcomes is in-
vestigated, including impact velocity, thickness of coating material, droplet size
and concentration of Carbopol solution (i.e., rheological properties). Figure 2.38
maps the impact regimes of these four parameters. Each subplot in Figure 2.38
shows a specific impact outcome (indicated by the colour-coded box as: splash,
71
broken sheet, intact sheet, crater and lump) as a function of coating thickness
and droplet size. The subplots are arranged as a grid with Cartesian coordinates
of solution concentration and impact velocity.
Figure 2.39: Reduced impact regime map by the introduction of a single di-
mensionless number which represents the ratio of the inertial force to flow force.
(Adapted from [31]).
A single dimensionless number is proposed to predict the transition between
splashing and sticking behaviours:
IF∗ = ρu2i
σ0 + µ∞ui/(D0 ), (2.75)
where  denotes the thickness of the coated material, σ0 is the yield stress, and
µ∞ is the infinite shear rate viscosity. This quantity expresses the competition
between the inertial force (∼ ρu2i ×D20) and dissipative flow force ((σ0 +µ∞ui/)×
D0) which is contributed by both the force resulted from yield stress and the
viscous force. The dimensionality of the impact regime map is reduced to one
by the introduction of this single dimensionless number (IF∗) as shown in Figure
2.39, in which it is observed the transition regime scales as:
ρu2i
σ0 + µ∞ui/ ∼ D0 (2.76)
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Furthermore, beyond the identification of sticking/splashing transition, the
quantitative measures, such as impact event duration time, material rebound
height, maximum radial spread distance, and final crater diameter are investi-
gated in [32] by plotting these measures as a function of the same dimensionless
number which reduced the impact regime map (Equation 2.75). The scaling laws
are observed and the dimensionless number is found to be capable of describing
the impact behaviours characterised by these quantitative measures.
2.9 Drop impact on PDMS surfaces
PDMS (Polydimethylsiloxane) is perhaps the most widely used silicon-based or-
ganic polymer in scientific research. It optically clear and elastic. Its Youngs mod-
ulus is determined by the mixing ratio of the ’base’ and ’curing agent’ (sometimes
also referred as ’crosslinker’). For this reason, it is often adopted to manufacture
model elastic materials with a wide range of elastic modulus in various types
of experiments (e.g., drop behaviours on elastic surfaces) by altering the mixing
ratios. This section reviews some recent works on the drop impact on PDMS
surfaces.
Mangili et al. have experimentally studied the impacts of water drops (di-
ameter ∼ 2.85mm) on flat PDMS substrates with different softness and surface
roughness [112]. Particularly the effect of substrate softness on drop behaviours
and the maximum deformation of the substrate during impact are investigated.
With the observation of the same maximum spreading diameter for drop impacts
on both hard and soft substrates, it is found that the effect of substrate softness
on the spreading behaviour is almost negligible. However the retraction stage
and the post-spreading oscillations can be considerably affected by the substrate
softness. The recoiling of impacting drops on a relatively hard substrate (i.e.,
high elastic modulus) is more pronounced compared to that on a soft substrate.
The oscillation of the impacting drop after the initial spreading is also observed
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Figure 2.40: Spreading factor (ξ(t) =D(t)/D0) as a function of time for different
substrates: hard (red line), hard roughened (green dashed line) and soft (blue
dotted line). (Adapted from [112]).
to be largely inhibited by the substrate softness (the fluctuation time of the im-
pacting drop on soft substrate is only half of that on hard substrate). The effect
of substrate softness on drop behaviours can be clearly seen in Figure 2.40 which
plots the spreading factor (ξ(t) = D(t)/D0) as a function of time for different
substrates (hard, hard roughened and soft).
Figure 2.41: Schematic of the operating mechanism of the inserted cantilever
system to measure the substrate deformation: (A) before impact, (B) during
impact. The substrate deformation δ (Adapted from [112]).
The substrate deformation is measured by inserting a cantilever into the
PDMS substrate just under the impact point and calculating the deformation
from the displacement of the free end of the cantilever. The operating mech-
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anism of the inserted cantilever system to measure the substrate deformation
is schematically shown in Figure 2.41: (A) before impact, (B) during impact.
The measured data of maximum substrate deformation as a function of impact
velocity (ui) are fitted to a power law, which gives:
δ = 13.8u1.56i . (2.77)
As a result, a nonlinear correlation between the maximum substrate deformation
and the impact kinetic energy is found: δ ∼ E0.78k .
The fact that the retraction of impacting drops decreases with decreasing
substrate elasticity is confirmed by the work of Alizadeh et al. [1], however in
this study it is also shown that the substrate elasticity has very little effect on
the dynamics of impacting drops on textured surfaces with periodic arrays of
microstructures (i.e., superhydrophobic surfaces). In another experimental study
of drop impact on soft PDMS surfaces [46], the evolution of the entrapped air
under an impact droplet is investigated. A thin air film during the impact is
observed due to the shear-thinning property of the surface, which reduces the
surface energy and leads to the rebound of the droplet.
2.10 Drop impact on surfaces with arbitrary shapes
Hardalupas et al. conduct experiments on sub-millimetre droplet impingement
onto spherical surfaces with diameters of the order of 1 mm, and it was found
that the onset of reatomisation is promoted with the increase of surface curvature
[85]. Motivated by the aim to measure the spatial and temporal variation of film
thickness during drop impact, which is extremely difficult for drop impact on a flat
surface, Bakshi et al. [6] investigate the impact of a droplet onto a spherical target
experimentally and theoretically. Reynolds number and target-to-drop size ratio
are observed to affect the dynamics of the film flow on the surface of the target.
Additionally, an experimental study on the drop impact of heptane and butanol
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on wetted spheres shows that the spreading factor defined as the ratio between
the spreading area and the drop surface area increases as the curvature ratio
grows or liquid viscosity reduces [103].More recently the dynamics of drop impact
on spherical surfaces has been simulated numerically using different methods
including Lattice-Boltzmann method and Volume of Fluid method [111, 162, 163],
results show good agreement with the existing experimental data in literatures.
Besides a spherical shape of the impact surface, the drop impact on substrates of
other arbitrary shapes has also been investigated experimentally and numerically,
such as cylindrical surfaces [104, 105, 122] or rectangular microcavities [106, 148].
Figure 2.42 displays some examples of drop impact on surfaces with arbitrary
shapes in literature: (A) spherical surface, (B) rectangular microcavity & (C)
cylindrical surface.
Figure 2.42: Examples of drop impact on surfaces with arbitrary shapes: (A)
spherical surface (experiment from [6]), (B) rectangular microcavity (experiment
from [148]) & (C) cylindrical surface (numerical simulation from [104]).
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2.11 A novel image-processing technique based
on a goniometric mask
Recently, a novel image-processing scheme based on a goniometric mask has
been proposed to measure the dynamic contact angle during the impact process
[26, 27, 28]. In conventional goniometry methods, contact angles are generally
measured by fitting one or more analytical functions to the drop shape (e.g., the
Axisymmetric Drop Analysis method) [58, 90, 139]. Compared to these methods,
the novel technique does not require either the drop symmetry or the drop shape
of a spherical cap, which is desirable when measuring the dynamic contact angle
of drop impact on convex surfaces.
2.11.1 Angle-area correlation in a Cartesian coordinate
system
Figure 2.43: Geometric schematic for the correlation between angle α and area of
polygon (represented by the shaded area): (a) acute angle (α < 90o), (b) obtuse
angle (α > 90o). (Adapted from [27])
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In a Cartesian coordinate system, the angle α between the x-axis and a
straight line y = mx is normally formulated as: α = arctan(m). However, this
angle can also be correlated to the area of a polygon enclosed by the x-axis and
three straight lines y = mx, y = R − x, y = R + x, where R represents a positive
constant. The type of the polygon is determined by the values of m: a triangle
for m > 0 and a quadrangle for m < 0 (as shown in Figure 2.43(a) and Figure
2.43(b), respectively). The formula which correlates the angle α to the polygon
area Aλ is derived as [27]:
α = pi
2
(1 − λ) + arctan[λR2(1 − λ) − 2Aλ
2Aλ −R2 ], (2.78)
where λ is the sign function of m: λ = sgn(m).
As a result, the triangle formed by the lines y = R ± x and x-axis can be
conceived as an ideal goniometer, which is able to measure the angle between a
line through the origin of the Cartesian coordinate system and x-axis.
2.11.2 Goniometric mask
The angle-area correlation discussed in last section can be utilized to measure the
angle between the tangent line to any point of a contour line in a binary image
and the horizontal line. As shown in Figure 2.44(a), the triangle goniometer in
the Cartesian coordinate system can be represented by a smaller binary image
containing a triangle made up of pixels with value 1 (referred as the goniometric
mask). The area can be readily obtained by counting the number of pixels in the
region where the target object and the reference triangle overlap. In the case of a
binary image, the count of pixels within a certain region can be achieved through
a two-dimensional convolution operation. The discrete convolution operation be-
tween two matrices gives a matrix whose elements are the sums of the products of
the elements of these two matrices. As shown in Figure 2.44(b), the goniometric
mask must be flipped both vertically and horizontally since the convolution op-
eration reverses the order of the rows and columns of the second matrix. Hence
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Figure 2.44: Example of angle measurement by a goniometric mask on a binary
image: (a) A sampling window of the binary image, the solid line indicates the
contour line of the target object, and the elements enclosed by the dashed line
are considered for angle-area calculation. (b) The binary image generated by the
matrix of the goniometric mask. (Adapted from [27])
the general form of the goniometric mask matrix is written as:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 ... 0 0 0
..
.
..
.
..
.
... ..
.
..
.
..
.
0 0 0 ... 0 0 0
1 1 1 ... 1 1 1
0 1 ... 1 ... 1 0
..
.
0
. . . 1 . .
.
0 ..
.
0 ... 0 1 0 ... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.79)
where the mask size z (i.e., the number rows or columns of the matrix) is 2n + 1
(n is an integer number).
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Chapter 3
Experimental Techniques
3.1 Fluid preparation
All the non-Newtonian model fluids used in the present research are water-based
polymer solutions. The solvent water was de-ionised using a purifier (Barnstead
Easypure II 7136) before mixing.
Xanthan gum solutions were chosen as pure shear-thinning model fluids since
they only exhibit shear-thinning behaviour due to the rigid rod-like conformation
of dissolved molecules. The mixture of xanthan gum power (Sigma-Aldrich, ρ =
1500 kg/m3, average molecular weight: 4×106−12×106 Da) and de-ionised water
was stirred by a magnetic stirrer (Stuart CB162) for about four hours to ensure
homogeneity.
Polyacrylamide solutions were chosen as viscoelastic model fluids. However ex-
cept the viscoelastic behaviour, they also exhibit shear-thinning behaviour like the
xanthan gum solutions. The mixture of polyacrylamide power (Sigma-Aldrich,
ρ = 1130 kg/m3, average molecular weight: 27×106 Da) and de-ionised water was
stirred by the same magnetic stirrer for about four hours to ensure homogeneity.
Glycerol solutions were chosen as Newtonian model fluids. The mixture of
glycerol (Sigma-Aldrich, ρ = 1250 kg/m3) and de-ionised water was stirred by the
same magnetic stirrer for about one hour to ensure homogeneity.
Carbopol solutions were chosen as viscoplastic model fluids. They were pre-
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pared by dispersing Carbopol 940 powder (Lubrizol, true density: ρ = 1400 kg/m3)
into de-ionised water. Carbopol solutions must be neutralised in order to achieve
maximum viscosity (see Appendix B for reference). Aqueous NaOH solution (30%
w/w) was then used to neutralise the Carbopol dispersions [55, 137].
3.2 Equilibrium drop diameter measurement
Table 3.1: Average single drop weights and equilibrium diameters with standard
deviations for different model fluids.
Fluid
Drop mass, m
[mg]
Density, ρ
[kg/m3]
Diameter, D0
[mm]
100 ppm XG 14.96±0.70 1000 3.06±0.05
400 ppm XG 14.82±0.92 1000 3.05±0.06
80 ppm PAA 13.70±1.83 1000 2.97±0.13
300 ppm PAA 13.00±1.70 1000 2.92±0.13
6.39% GLY 14.20±1.32 1030 2.97±0.09
21.9% GLY 14.40±0.84 1060 2.96±0.06
74.0% GLY 16.20±1.40 1190 2.96±0.08
85.9% GLY 15.80±1.23 1240 2.90±0.08
0.067% CA 14.75±1.16 1000 3.04±0.08
0.079% CA 13.95±0.60 1000 2.99±0.04
0.086% CA 13.95±0.69 1000 2.99±0.05
0.1% CA 13.55±1.67 1000 2.96±0.12
0.113% CA 10.80±0.70 1000 2.74±0.06
0.124% CA 10.00±0.65 1000 2.67±0.06
0.142% CA 9.65±0.59 1000 2.64±0.05
water 15.40±1.36 1000 3.09±0.09
The value of the equilibrium drop diameter is of great importance in drop
impact experiments both because of its role in the accurate calculation of im-
pact Weber number (We = ρv2iD0/σ) and in the normalization of morphological
parameters (e.g., maximum spreading diameter, maximum bouncing height etc.).
In order to minimize the experimental error, the equilibrium diameter of a
single drop was calculated based on the assumption that the drop is spherical,
D0 = 3√6m/piρ. A precision balance (Denver Instrument TP-124A) was used to
measure the drop weight. Table 3.1 displays the average single drop weights over
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50 samples (released from a blunt hypodermic needle: gauge 21, i.d. 0.495 mm)
and the calculated equilibrium diameters with standard deviations for all the
model fluids used in experiments (XG: xanthan gum solutions; PAA: polyacry-
lamide solutions; GLY: glycerol solutions; CA: Carbopol solutions).
3.3 Surface tension measurement
Figure 3.1: Schematic diagram of the Wilhelmy plate method.
The calculation of impact Weber numbers requires accurate values of the
surface tensions of model fluids. In the present study, the surface tensions were
measured by a tensiometer (Kruss K20 EasyDyne) using the Wilhelmy plate
method. A schematic diagram of the Wilhelmy plate method is shown in Figure
3.1. In this method, a platinum plate is used to perpendicularly contact the
interface between air and fluid to ensure complete wetting. The force exerted on
the plate is measured by a sensitive force sensor. The surface tension is calculated
by the Wilhelmy equation:
σ = F
l cos θ
, (3.1)
where l represents the wetted perimeter, l = 2w + 2d (w: plate width & d: plate
thickness), and θ is the contact angle between the plated and liquid. However
in practice the contact angle is often not measured based on the assumption of
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complete wetting (θ = 0).
Table 3.2: Measured values of surface tensions and calculated capillary lengths
of model fluids (∗ value taken from [38]).
Fluid
Surface tension, σ
[mN/m]
Capillary length,
lc = √σ/(ρg) [mm]
100 ppm XG 72.70 2.72
400 ppm XG 71.50 2.70
80 ppm PAA 72.70 2.72
300 ppm PAA 71.40 2.70
6.39% GLY 72.30 2.68
21.9% GLY 71.50 2.62
74.0% GLY 66.90 2.40
85.9% GLY 65.60 2.32
CA (all concentrations) 66.00∗ 2.60
water 72.75 2.72
Table 3.2 displays the measured values of surface tensions at room temper-
ature 20 ○C and calculated capillary lengths of model fluids of different weight
concentrations used in all the experiments. However so far there has not been a
consensus on the definition of surface tension of the yield-stress fluids. This is due
to the difficult task of isolating the contribution of yield stress when measuring
the surface tension of a yield-stress fluid using conventional technique. Recently a
systematic investigation on the measurements of the surface tension of viscoplas-
tic fluids by Boujlel et al. showed that Carbopol gels appear to have almost the
same value (0.066 N/m) of surface tension irrespective of their yield stress, but
this value is only about 10% smaller than that of pure water at ambient temper-
ature: 23 oC [38]. This value of the surface tension of Carbopol gels is used in
the calculation of Weber number in the present work since our experiments were
conducted at a close ambient temperature of 20 oC.
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3.4 Rheology characterization
3.4.1 Shear-thinning & viscoelastic model fluids
Polyacrylamide (PAA) solutions were chosen as model viscoelastic fluids because
they are also shear-thinning, therefore it was possible to isolate the effects of
viscoelasticity by comparing them with purely shear-thinning fluids. To obtain
fluids with matching rheology, two xanthan solutions (XG) with mass concen-
trations of 100 ppm (XG1) and 400 ppm (XG2) were prepared, and their flow
curves were measured using an MCR302 rheometer (Anton Paar) equipped with
cone-plate geometry (cone angle: 2○; diameter: 75 mm). A set of polyacrylamide
0.00
0.01
0.10
1E-03 1E-01 1E+01 1E+03 1E+05
V
is
c
o
s
it
y
 [
P
a
∙s
] 
Shear rate [1/s]  
   10-3                      10-1                       101                       103                       105 
 
 
10-1 
 
 
1 -2 
 
10-3 
Figure 3.2: Flow curves of the model fluids measured with an MCR302 rheometer
(Anton Paar) equipped with a cone-plate geometry (75 mm diameter; 2○ angle):#, 100 ppm XG, ▲, 80 ppm PAA, ◻, 400 ppm XG, and  , 300 ppm PAA.
Solid lines represent the Carreau-Yasuda model fit curves of the average values
of measured XG and PAA data. Dashed lines and dot-dashed lines indicate the
constant viscosities of GLY with infinite-shear viscosity and GLY with zero-shear
viscosity, respectively.
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Table 3.3: Rheological parameters obtained from CY model fitting.
Parameter XG1 & PAA1 XG2 & PAA2
µ0, [mPa⋅s] 33 129
µ∞, [mPa⋅s] 1.2 1.9
λCY, [s] 1.71 4.93
a, [-] 0.54 0.84
n, [-] 0.63 0.59
solutions of different concentration was then prepared from successive dilutions
of a master solution with mass concentration of 1600 ppm. The flow curves of
these solutions were measured and compared with those of xanthan solutions;
the procedure was repeated until 80 ppm (PAA1) and 300 ppm (PAA2) poly-
acrylamide solutions with flow curves matching those of xanthan solutions were
identified. The average values of measured XG and PAA data were fitted with
the Carreau-Yasuda model, to obtain the values of the zero-shear rate (µ0) and
infinite shear rate (µ∞) viscosities:
µCY = µ∞ + µ0 − µ∞[1 + (λCY ⋅ γ˙)a]na . (3.2)
The values of zero-shear-rate viscosities, µ0, infinite-shear-rate viscosities, µ∞,
and other rheological parameters obtained from the Carreau-Yasuda model fitting
are shown in Table 3.3.
Table 3.4: Rheological properties of shear-thinning, viscoelastic & Newtonian
model fluids.
Fluid
Concentration
[w/w]
Newtonian viscosity
[mPa⋅s] µ0[mPa⋅s] µ∞[mPa⋅s]
GLY1 6.39% 1.2 - -
GLY2 21.9% 1.9 - -
GLY3 74.0% 33 - -
GLY4 85.9% 129 - -
XG1 100 ppm - 33 1.2
XG2 400 ppm - 129 1.9
PAA1 80 ppm - 33 1.2
PAA1 300 ppm - 129 1.9
Finally, Newtonian glycerol solutions (GLY) were prepared with viscosities
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equal to the zero-shear-rate viscosity (µ0) and infinite-shear-rate viscosity (µ∞)
of the corresponding XG and PAA solutions. A synopsis of the model fluid
parameters is reported in Table 3.4, while Figure 3.2 shows their flow curves.
Open and filled symbols represent the measured data of XG and PAA solutions,
respectively, and solid lines are the Carreau-Yasuda model fit curves of the average
values of measured XG and PAA data. The dashed lines represent the constant
viscosities of the GLY solutions matching µ0 and µ∞ for each corresponding XG
solutions.
3.4.2 Viscoplastic model fluids
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Figure 3.3: Flow curves of the model viscoplastic fluids of different concentra-
tions.
Fluids with eight different concentrations of Carbopol (Ca 0.067%, 0.079%,
0.086%, 0.1%, 0.113%, 0.124%, 0.142% w/w and 0.7% w/w, respectively) were
prepared in order to study the effect of large variations of the yield stress on drop
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Figure 3.4: Shear stresses of the model fluids as a function of shear rates and
the corresponding H-B fit curve.
impact behaviour. Viscosities of the model viscoplastic fluids were measured
using a rotational rheometer (TA Instruments AR 1000) with a parallel plate
geometry (diameter: 40 mm) with rough surfaces to avoid wall slip artefacts.
The measured flow curves are shown in Figure 3.3. To identify the yield stress,
viscosity data obtained for shear stresses above the yield point were fitted with
the Herschel-Bulkley (H-B) model, as shown in Figure 3.4:
τ = τ0 + kγ˙n. (3.3)
where τ is the shear stress, τ0 the yield stress, γ˙ the shear rate, k the consis-
tency index, and n the flow index. The resulting yield stress values for Carbopol
solutions of different concentrations were shown in Table 3.5, which is consis-
tent with values reported in the reference literature [137]. The concentrations of
the Carbopol solutions were intentionally selected to yield a Bingham-Capillary
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number range covering unity, which ensured that the yield stress was comparable
with or higher than the Laplace pressure at relatively high B numbers.
Table 3.5: Properties of model viscoplastic fluids.
Ca
k
[Pa⋅sn] n[-] Yield stress, τ0[Pa] Bingham-Capillarynumber, B = τ0D0/σ [-]
0.067% 1.04 0.40 1.13 0.052
0.079% 1.48 0.45 3.64 0.16
0.086% 2.32 0.43 7.24 0.33
0.1% 3.31 0.42 11.7 0.52
0.113% 3.74 0.47 21.1 0.88
0.124% 4.66 0.46 29.1 1.2
0.142% 4.31 0.53 56.5 2.3
0.7% 53.3 0.36 94.0 -
3.5 Convex hemispherical elastic substrates
3.5.1 Selection of elastic modulus & manufacturing
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Figure 3.5: The measured elastic modulus of PDMS as a function of mixing ratio
reported by different research groups.
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Table 3.6: Elastic modulus of PDMS of different mixing ratios.
Mixing ratio
Elastic modulus,
E [Mpa]
10:1 2.05
30:1 0.23
40:1 0.08
The convex hemisphere elastic substrates were manufactured using polydimethyl-
siloxane (PDMS). The commercial product Sylgard 184 (SigmaAldrich) was se-
lected since it has been widely used in previous works. The elastic modulus of
PDMS can be adjusted by changing the mixing ratio of the base polymer and the
crosslinker. Figure 3.5 shows the measured experimental data of the elastic mod-
uli of PDMS as a function of the mixing ratio reported by five research groups
[40, 43, 71, 153, 155]. The methods for measurement include compression, stretch
and buckling. The baking temperatures range from room temperature to 100 ○C.
It is observed that the experimental data obtained by different researchers show
Figure 3.6: Manufactured samples of hemispherical PDMS substrates of different
diameters and mixing ratios.
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very good consistency and the elastic modulus decreases exponentially as the
mixing ratio grows. Thus all the data are fitted into an exponential model, which
yields a coefficient of determination R2 = 0.988:
E = 6.17 ⋅ e−0.11x, (3.4)
where x represents the mixing ratio of the base and the curing agent. In order
to study the effect of the elastic modulus on the impact morphology of the drop,
three different mixing ratios are selected to manufacture the substrates: 10:1,
30:1 & 40:1. The corresponding elastic moduli of the PDMS of different mixing
ratios are calculated using Equation 3.4 and the values are shown in Table 3.6.
Figure 3.7: Photograph of the mould for manufacturing PDMS substrates.
PDMS hemispheres of different diameter were produced by curing the Sylgard
184 compound in a suitable mould (Figure 3.7). After the mould was filled with
the mixture of base and curing agent, it was baked in an oven at 65 ○C for 24 hours
to make sure the sample was completely cured [71]. Some manufactured samples
of hemispherical PDMS substrates of different diameters and mixing ratios are
displayed in Figure 3.6.
3.5.2 Wetting properties of PDMS
It has been experimentally shown that the contact angle hysteresis (∆θ = θad−θre,
where θad represents the advancing contact angle and θre the receding contact
angle) changes with the elastic modulus of the soft substrates [63]. The static
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Table 3.7: Static, advancing & receding contact angle (θ0, θad & θre) and contact
angle hysteresis (∆θ) of flat substrates with the same elastic moduli in experi-
ments.
E [MPa] θ0 [○] θad [○] θre [○] ∆θ [○]
2.05 104 ± 3 118 ± 2 81 ± 3 38 ± 5
0.23 115 ± 6 123 ± 5 49 ± 4 73 ± 5
0.08 114 ± 2 128 ± 3 0 128 ± 3
contact angle and contact angle hysteresis of water drop on flat PDMS substrates
with the same elastic moduli as the hemispherical substrates used in the present
experiments were measured, and their values are reported in Table 3.7. Advancing
and receding contact angles were measured using the volume change method;
the advancing contact angle was measured by recording the gradually growing
droplet (increasing volume) through the injection of liquid from a needle, whereas
the receding contact angle was measured by decreasing the volume. As shown
in Table 3.7, the contact angle hysteresis increases significantly as the elastic
modulus decreases. Especially in the case of the softest surface (E=0.08 MPa),
the decrease in the drop volume does not lead to retraction of the contact line and
the liquid periphery remains pinned until the volume reduces to zero; thus, in this
case the receding contact angle is almost zero. The experimental data in Table
3.7 is consistent with the data reported in a previous experimental investigation
[112].
3.6 Leidenfrost drop impact
3.6.1 Experimental setup
The experimental setup for Leidenfrost drop impacts is schematically described in
Figure 3.8. The drop dispensing system consists of a syringe, a blunt hypodermic
needle (gauge 21, i.d. 0.495 mm) and a flexible tube which connects the syringe to
the needle. The surface of the aluminium block was well polished and kept at the
temperature of 400 ○C. Temperature could be controlled within ±1○C by a PID
91
f 
g 
e 
d 
i 
h 
b 
a 
c 
400 ºC 
Figure 3.8: Schematic of the experimental setup for Leidenfrost drop impacts:
(a) optical breadboard; (b) high-speed camera; (c) heated aluminium block; (d)
LED backlight; (e) drop dispensing system; (f) temperature controller; (g) height
gauge; (h) needle; (i) computer.
controller driven by a K thermocouple placed 1 mm below the point of impact.
This temperature is high enough to keep the vapour film stable and avoid the
formation of secondary droplets [13, 19, 133]. The photograph of experimental
rig is displayed in Figure 3.9.
The digital height gauge (indicted by ’g’ in Figure 3.8) allowed one to adjust
the vertical distance between the needle and the aluminium surface hence the
impact velocity and the Weber number, We = ρD0u2i /σ, which represents the
competition between kinetic energy and surface energy. It has been proved that
the impact velocity is almost identical to the theoretical free fall velocity, u =√
2g(H0 −D0), if the falling heights are smaller than 15cm in the previous work
[17]. Thus the Weber number can be calculated as
We = 2ρgD0(H0 −D0)
σ
. (3.5)
In this study, the impact velocities of 300 ppm PAA drops are reduced due to the
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Figure 3.9: Photograph of the experimental rig for Leidenfrost drop impacts:
(a) optical breadboard; (b) high-speed camera; (c) heated aluminium block; (d)
LED backlight; (e) drop dispensing system; (f) temperature controller; (g) height
gauge; (h) needle; (i) computer.
creation of a long filament after the drops are released because of high viscoelastic
effect. Thus instead of the calculated We numbers, the impact Weber numbers
based on the true impact velocity (measured from digital image processing) were
used for 300 ppm PAA drops. For Leidenfrost drop impact experiments, the
impact Weber numbers were in the range between 8 and 110. For each set of
experimental parameters (i.e., fluid concentration and Weber number), the drop
impact experiment was repeated five times for the sake of statistical analysis.
To determine the properties of the fluids during impact on a hot surface, it
is necessary to estimate the drop temperature with a reasonable precision. Since
there is a co-existence of the liquid and the vapour phase, and neglecting non-
equilibrium effects, in the Leidenfrost regime the drop should be at saturation
(100○C for water at atmospheric pressure). However, the impact duration is very
short; typically, the contact time of Leidenfrost drops with D0 = 3 mm is about
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15 ms [17]. Thus, the temperature distribution in the drop may not be uniform,
so that only the part directly exposed to the heat flux from the impact surface
reaches the saturation temperature. An estimate of the heat transfer between the
drop and the surface suggests that, even for drop diameters of few millimetres,
and in the most favourable heating conditions, the average temperature of the
drop increases by only about 10○C with respect to the ambient temperature [18].
Thus, one can evaluate the fluid properties at ambient temperature as a first
approximation.
The impacts of single drops were recorded using a high-speed CMOS camera
(Mikrotron MC1310) equipped with a 18-108/2.5 zoom lens (Navitar Zoom 7000)
at the rate of 1000 frames per second and a resolution of 480×576 pixels, which
allowed measurements with a typical spatial resolution of 27 µm per pixel. The
camera was horizontally aligned with the impact surface in order to measure
the bouncing height of the drop with precision. Back-to-front illumination was
provided by a LED lamp (Philips Accent LED), which ensured a uniform intensity
in the field of view.
3.6.2 Image processing
Drop impact movies were analysed using a custom-built LabView application
operating in two stages: in the first stage, the background is subtracted from
each frame, and the image brightness, contrast, gamma correction and digital
gain can be adjusted manually; in the second stage, the application extracts from
each frame the gap between the drop and the surface, G, and the horizontal
and vertical dimensions of the drop, DH and DV , normalized with respect to the
equilibrium drop diameter, as shown in Figure 3.10. From these measurements,
the height of the drop centre of mass was calculated as HC = G+DV /2 (note that
such definition relies on the assumption drops are symmetric during rebound,
which is not always the case).
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Figure 3.10: Digital image processing software and definition of measured lengths.
For the case in which the drop does not break up into smaller droplets dur-
ing the bouncing phase after the impact on the heated surface, the maximum
bouncing height can be easily obtained by finding the maximum value of the HC
series. However this method can not be applied to the case in which a satellite
drop is created during rebound (as shown in Figure 3.11) due to the incorrectly
measured values of DV (the length from the bottom of the major drop to the top
of the satellite drop) in the software. The high vertical velocity of the satellite
drop, VS, enables the satellite drop to reach a much larger bouncing height than
the major drop thus it will ’escape’ from the upper limit of the recording area and
reappear in the recording area again when it falls back. The maximum bounc-
ing height of the major drop can be obtained by selecting the maximum value
of the certain HC series which are measured without the satellite drop during
rebound. However if one wants to calculate the energy dissipation during impact
for this case using Equation (2.68), the calculated value would be inaccurate due
to the neglected kinetic energy of the satellite drop. Here an approach which is
devised to modify the measured maximum value of HC series based on energy
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Figure 3.11: The creation of satellite drop during rebound.
conservation is proposed as follows.
Let M0 denote the total mass of the original drop before break-up, MS the
mass of the satellite drop, MM the mass of the major drop, H
(mea)
max the measured
maximum bouncing height of the major drop, H
(mod)
max the modified maximum
bouncing height, HS the height of the centre of mass of the satellite drop, VS the
instantaneous vertical velocity of the satellite drop (the velocity can be calculated
by the displacement of the centre of mass between two consecutive images), g
the acceleration of gravity. According to energy conservation, the sum of the
mechanical energy of major and the mechanical energy of satellite drop equals
the maximum possible gravitational potential energy of the original drop if it did
not break up into two drops,
(MSgHS + 1
2
MSV
2
S ) +MMgH(mea)max =M0gH(mod)max . (3.6)
Define a parameter k as the ratio of the mass of the satellite drop to the mass
of the original drop, k = MSM0 = (DSD0 )3, where DS and D0 denote the diameter of
satellite drop and original drop respectively. Then Equation (3.6) can be rewritten
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as
H
(mod)
max = kHS + (1 − k)H(mea)max + kV 2S
2g
. (3.7)
The Equation (3.7) is the derived formula for the calculation of the modified
maximum bouncing height for the case of ’one satellite drop’ and it can be easily
extended to the case of two or more satellite drops. The formula for the case of
two satellite drops is presented as
H
(mod)
max = k1HS1 + k2HS2 + (1 − k1 − k2)H(mea)max + k1V 2S1 + k2V 2S2
2g
, (3.8)
where the subscripts ’1’ and ’2’ are used to distinguish the symbols of the first
satellite drop and those of the second satellite drop. The experimental data of
the maximum bouncing heights presented in this work are all modified values if
not specified.
3.7 Drop impact on liquid substrates
3.7.1 Experimental setup
Replacing the heated aluminium surface in the experimental setup for the Lei-
denfrost drop impact shown in Figure 3.8 with a liquid substrate contained in a
transparent box, one can get the experimental setup for drop impact on liquid
substrates as described schematically in Figure 3.12. The corresponding photo-
graph of experimental rig is shown in Figure 3.13.
Drops were released from a blunt hypodermic needle (gauge 21, i.d. 0.495 mm)
and impacted on a viscoplastic fluid layer contained in a cubic transparent plastic
box (10cm×10cm×10cm). For drop impact experiments on liquid substrates, the
impact Weber numbers were in the range between 15 and 176. The depth of
the liquid substrate was always set to 1 cm since in preliminary experiments
it was found that the substrate depth had negligible effect on the morphology
of drop impact if the depth was more than three times the equilibrium drop
diameter. The impacts of single drops were recorded using a high-speed CMOS
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Figure 3.12: Schematic of the experimental setup for drop impacts on liquid
substrates: (a) optical breadboard; (b) high-speed camera; (c) transparent plastic
box filled with model fluids; (d) LED backlight; (e) drop dispensing system; (f)
computer; (g) height gauge; (h) needle.
camera (Phantom v9000) at the rate of 4000 frames per second; this yields an
uncertainty on time, and in particular on the impact time, t0, of ±0.125 ms.
The camera was horizontally aligned with the impact surface in order to measure
the dimensions of both drop fluid and crater with precision, and was inclined to
around 20○ with respect to the horizontal plane in order to capture the contour
of the spreading drop above the substrate surface. Corrections of measured data
were properly made by considering the magnification change due to the variation
of the refraction index (from the substrate, through the plastic wall, to the air).
Back-to-front illumination was provided by an LED lamp (Philips Accent LED),
which ensured a uniform intensity in the field of view. Drops were dyed with 0.1%
(w/w) black ink in order to distinguish the drop fluid from the substrate/crater;
the effect of the dye on the fluid yield stress and surface tension was negligible.
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Figure 3.13: Photograph of the experimental rig for drop impacts on liquid sub-
strates: (a) optical breadboard; (b) high-speed camera; (c) transparent plastic
box filled with model fluids; (d) LED backlight; (e) drop dispensing system; (f)
computer; (g) height gauge; (h) needle.
3.7.2 Image processing
Drop impact movies were analysed by digital image processing in two stages (see
Appendix A.1 for the corresponding code): in the first stage, the background is
subtracted from each frame and the image brightness, contrast, gamma correc-
tion, and digital gain were adjusted manually in order to get clear profiles of both
the crater and the drop fluid, represented by the dark and grey regions in the
left part of Figure 3.14, respectively. In the second stage, the image is processed
further to capture both the profiles of the crater and the drop fluid through basic
image segmentation algorithms; in particular, boundaries were identified as the
lines corresponding to maximum intensity gradients as shown by the close-ups
in Figure 3.14. Three different colours are used to denote different regions (red:
crater; dark blue: drop; & light blue: substrate). The measurements of the crater
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Figure 3.14: Schematic of the digital image processing: background-subtracted
image (left); processed image using self-developed Matlab code (right).
dimensions (Ωcrater, ∆crater) and drop fluid dimensions (Ωdrop, ∆drop) can be easily
obtained from the processed image displayed in the right part of Figure 3.14.
3.8 Drop impact on spherical elastic surfaces
3.8.1 Experimental setup
The experimental setup was conceptually similar to that of the Leidenfrost drop
impact experiments (Figures 3.8 & 3.9). Drops of de-ionized water were released
from a blunt hypodermic needle (gauge 21, i.d. 0.495 mm) and impacted on
the centre (”north pole”) of the hemispherical PDMS substrate (see Section 3.5
for details about the PDMS substrate). The impact velocities ui were measured
through digital image processing.
In this study, each set of experimental parameters contains three variables:
(a), the elastic modulus of the substrate; (b), the diameter ratio, which is defined
as the ratio of the hemispherical substrate diameter (Dsub) to the drop equilibrium
diameter D∗ = Dsub/D0; (c), the impact Weber number. Values of the impact
parameters are presented in Table 3.8. For each set of experimental parameters
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Table 3.8: Values of the impact parameters.
Elastic modulus, Diameter ratio, Weber number,
E [MPa] D∗ [-] We [-]
14
2.05 2.91 47
0.23 7.12 81
0.08 12.0 114
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(i.e., elastic modulus, diameter ratio and Weber number), the impact experiment
is repeated five times for the sake of statistical analysis.
The impacts of single drops are recorded using a high-speed CMOS camera
(Mikrotron MC1310) with a resolution of 640 × 365 pixels at the rate of 2000
frames per second. Magnification was kept constant throughout all experiments
and lengths on the image could be calculated by comparison with the reference
length of the substrate diameter (spatial resolution: 21 µm/pixel). The camera
is horizontally aligned with the north pole of the substrate in order to obtain
precise measurements. Back-to-front illumination is provided by an LED lamp
(Philips Accent LED), which ensures a uniform intensity in the field of view.
3.8.2 Image processing
Figure 3.15: Schematic of the image processing.
The recorded images by high-speed camera were processed through a self-
developed Matlab program (see Appendix A.2 for the corresponding code), which
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allows one to observe the contour of the deforming drop and obtain quantitative
measurements. Figure 3.15 shows an example of how the recorded grayscale im-
age (I) is converted to the processed RGB image (I∗). Image I represents a
snapshot which is taken 6 ms after impact at Weber number 47, elastic modulus
2.05 MPa & diameter ratio 2.91. The whole process consists of two steps. In
the first step, both the image during impact (I, drop & substrate) and the im-
age before impact (S, substrate) are converted into binary images through image
thresholding. Then the contour of the deforming drop (Db) is obtained by sub-
tracting the hemispherical substrate (Sb) from the binary image containing both
the drop and the substrate (Ib). In the second step, the binary images of the
substrate and the drop (Sb & Db) are coloured into RGB images (Sc & Dc). In
order to differentiate between the substrate and the drop, they are coloured red
and blue respectively. Finally the RGB image of the drop is superimposed on the
RGB image of the substrate, which produces the processed RGB image (I∗).
Figure 3.16: Schematic of the contact angle measurement procedure.
A schematic of the contact angle measurement procedure is shown in Figure
3.16. Firstly the centre of the hemispherical substrate must be found before any
further measurements can be done. This is achieved by solving the coordinates of
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the centre using the coordinates of three randomly selected points (e.g., P1, P2 &
P3) on the arc of the substrate since three noncollinear points determine a circle.
Secondly the left & right contact points, CL & CR, are identified and the value
of the angle ∠CLOCR (referred as the ’base angle’, α = θL + θR) is measured.
3.8.3 Quantitative measurements
The dynamic contact angle measurement is achieved by goniometric-mask method
(see Section 2.11 for details). However this method is only able to measure the
angle with respect to the horizontal line (e.g., θRx & θLx in Figure 3.16) from the
digital image. By means of some simple geometrical analysis, the actual dynamic
contact angles can be calculated as follows:
θRC = θRx − θR (θLC = θLx − θL), (3.9)
where θRC (or θLC) represents the dynamic contact angle on the right (or left)
side of the view, and θRx (or θLx) denotes the measured angle of the tangential
line of the drop contour at the contact point with respect to x -axis, and θR (or
θL) is the angle between line OCR (or OCL) and y-axis.
Figure 3.17: Contact angles at different stages: (a) spreading, (b) retracting.
The contact angle measurement via the goniometric mask method depends on
the mask size [27, 28]. The mask size, z, strongly affects the angle measurement
because a discrete mask can resolve a maximum number of discrete angle values
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equal to the number of pixels in the triangle, (z+1)2/4. Thus, the minimum value
(in radians) that can be measured, corresponding to one pixel, is 4/(z + 1)2; for
example, to measure an angle of 1○, the mask size should be z = √180 − 1 = 25.
Thus, a mask size of 25×25 pixels is the minimum size to achieve a resolution of
1○. The algorithm performance is a trade-off between the mask size and the mask
size/image size ratio; on one hand, increasing the mask size pays back in terms of
accuracy but, on the other hand, if the image size to mask size ratio is too small
angles are not measurable. In other words, the optimal mask size is a trade-
off between the need to capture the drop contour curvature near the contact
point, which requires a smaller mask, and the need to obtain more accurate
measurement, which requires a larger mask. For this reason, the measurements
of the dynamic contact angles are taken in a range of mask size from 1 to 81 pixels
with the following impact parameters: We = 14, E = 2.05 MPa & D∗ = 2.91. In
particular, two snapshots after impact are selected as shown in Figure 3.17: (a), t
= 5.5 ms (in spreading phase); (b), t = 15.5 ms (in retracting phase). In case (a)
the measured contact angles on both left and right sides (θOL & θOR) are obtuse,
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Figure 3.18: Measured contact angles as a function of mask size.
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while in case (b) two acute angles are measured (θAL & θAR). The measured
results of four contact angles as a function of mask size z are shown in Figure
3.18. The mask size was set to 25 pixels for all the contact angle measurements in
this study. In order to further validate the measurement method, the temporal
variation of left dynamic contact angle in the same case is measured at z=25
pixels as shown in Figure 3.19. The results are compared with the results of a
smaller mask size z=19 pixels and a bigger mask size z=31 pixels. The high
consistency among the results implies that the measurement method is valid and
the choice of mask size is reasonable.
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Figure 3.19: Measured dynamic contact angles (left) as a function of time after
impact.
Furthermore, as shown in Table 3.9, the measured data using the goniometric
mask method (z = 25 in Figure 3.19) in the initial oscillation stage after maxi-
mum spreading are compared with the measured values of contact angles through
a conventional tangent line method [61]. It is shown that the maximum differ-
ence of measured values between these two methods is around 3○. Thus it is
estimated that the potential experimental error of the goniometric mask method
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is within 5○. One of the advantages of goniometric mask method is that it is more
efficient to analyse large stacks of images. In conventional tangent line method,
the curve fitting of the drop contour with polynomial functions requires the se-
lection of suitable nodes on the drop edge. At present the position of nodes on
the drop edge cannot be automatically generated, but must be designated man-
ually. Another advantage of this novel technique is that it is able to measure the
dynamic contact angles of drops which undergo large and non-symmetric defor-
mations, which cannot be achieved by the Axisymmetric Drop Shape Analysis
method [139]. The major disadvantage of the goniometric mask method is that
the measurement accuracy depends on the mask size and the image resolution.
Inappropriate selection of the mask size or low resolution of the image may cause
large experimental errors.
Table 3.9: Comparison of contact angle measurements between goniometric mask
method and tangent line method.
Time, Goniometric mask, Tangent line, Difference,
t [ms] θG [○] θT [○] ∣ θG − θT ∣ [○]
7.0 113.77 111.04 2.73
7.5 107.08 107.40 0.32
8.0 96.28 96.55 0.27
8.5 96.28 95.91 0.37
9.0 92.33 90.00 2.33
9.5 87.56 85.60 1.96
10.0 73.99 74.74 0.75
10.5 65.74 63.43 2.31
11.0 59.70 60.26 0.56
11.5 68.08 70.35 2.27
12.0 58.25 56.31 1.94
12.5 66.52 63.43 3.09
13.0 55.40 53.13 2.27
13.5 55.21 56.31 1.10
14.0 53.27 51.65 1.62
14.5 50.19 48.80 1.39
15.0 52.71 50.11 2.60
15.5 50.46 49.70 0.76
16.0 50.07 49.72 0.35
16.5 56.98 56.58 0.40
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Another obvious quantity of interest is the substrate deformation caused by
drop impact. In the case of a flat substrate, the substrate deformation can be
calculated by inserting a cantilever into the PDMS substrate just under the im-
pact point, and measuring the displacement of the free end of the cantilever
[112]. Unfortunately, in the case of spherical substrate this method cannot be
used, because due to the substrate curvature the impact surface is not paral-
lel to the cantilever, and the cantilever would be moved by the expanding drop,
which causes a displacement of the free end at least one order of magnitude larger
than the displacement caused by the PDMS deformation only. According to the
experimental results by Mangili et al. [112], in case of a flat PDMS substrate
with an elastic modulus of 0.017 MPa an impacting drop with vertical velocity of
about 2m/s (We ≈ 152) will cause a maximum substrate deformation of ≈ 40 µm.
In the present work, the maximum Weber number is 147 and the lowest elastic
modulus is 0.08 MPa (i.e., almost five times larger than 0.017 MPa), hence one
can estimate a maximum deformation of the order of 8-9µm, which is below the
spatial resolution of these measurements (21µm/pixel).
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Chapter 4
Results and Discussion
4.1 Symmetry breaking and somersaults in Lei-
denfrost drops
The results presented in this section are obtained through the experimental setup
described in Section 3.6.1.
4.1.1 Morphology
Figure 4.1: Impact morphology of XG and PAA drops with different concen-
trations at Weber number ∼65. Top: lamellae at maximum spreading; bottom:
prolate shapes of the drops at the beginning of rebound.
For xanthan gum (XG) and polyacrylamide (PAA) solutions, generally the
outlines of the drops of the high concentration solutions at low Weber numbers
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during impact and rebound are smoother than those of the drops of low concen-
tration solutions at high Weber numbers, and the amplitude of the deformation of
the drops in former cases is much smaller than that in later cases. Figure 4.1 dis-
plays the impact morphology of XG and PAA drops with different concentrations
at the moment of maximum spreading and the moment of the onset of rebound
at the same Weber number ∼65. The diameter of lamella for low concentration
solution at maximum spreading is slightly larger than the diameter of lamella for
high concentration solution. The length of the prolate shape of the drop along
the vertical direction at the beginning of rebound decreases with the increase of
the concentration. The shape of the drops of PAA solutions during rebound are
smoother and more symmetric compared to the XG drops with similar rheology
due to the viscoelastic effect. The drop of the 100 ppm XG solution was observed
to break up into two drops (i.e., one satellite drop was created) during the later
stage of rebound whilst the drops of PAA solutions and the higher concentration
solutions of XG maintained as ’one drop’ for the whole impact and rebound pro-
cess. Moreover the creation of satellite drop was also observed both at a lower
Weber number ∼50 and higher Weber number ∼80 for the drop impacts of 100
ppm XG solution. No creation of satellite drop was observed for the drop impacts
of 400 ppm XG solution in the considered Weber number range. This may be
due to the high energy dissipation during impact resulted from the high viscosity
of the high concentration solution.
Table 4.1: Regime map of impact morphology in terms of the creation of satellite
drop(s).
GLY [w/w] We ∼15 We ∼30 We ∼50 We ∼70 We ∼85
6.39% - one - - -
21.9% - one - - -
74.0% - two+ two+ two+ two+
85.9% - - - - one
For Newtonian glycerol (GLY) solutions, the situation is even more compli-
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cated. Table 4.1 shows the regime map of impact morphology in terms of the
creation of satellite drop(s) for glycerol drops with different concentrations (i.e.,
different viscosities) and different Weber numbers, where ’one’ denotes the case
that only one satellite drop was created, ’two+’ denotes the case that two or more
satellite drops were created and ’-’ denotes the case that no break-up was ob-
served. The creation of one satellite drop was observed for the drop impacts of
two low concentration GLY solutions (6.39% & 21.9%), however no satellite drop
was created at higher Weber numbers (∼50, ∼70 and ∼85). It is also surprising
that from the drop impact experiments of 74.0% GLY solution the creation of
two or more satellite drops was observed in a wide Weber number range (from∼30 to ∼85) even if the viscosity of 74.0% GLY solution is much higher than the
viscosities of the two low concentration solutions. The typical process of the cre-
ation of two satellite drops for drop impact of 74.0% GLY solution is shown in
Figure 4.2.
Figure 4.2: Typical process of the creation of two satellite drops for drop impact
of 74.0% GLY solution (We ∼70).
4.1.2 Maximum spreading diameter
The diameter of the lamella formed at the end of the spreading stage is called
the maximum spreading diameter. The value of this parameter is proportional to
the surface energy of the drop at the end of spreading hence it is also an indi-
cator of the energy dissipation during the spreading process if the initial kinetic
energy (i.e., the We) of the drop remains unchanged [30]. Figure 4.3 shows the
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Figure 4.3: Normalised maximum spreading diameter of the drops of model fluids
as a function of the impact Weber number: (a) 100 ppm XG, 80 ppm PAA and
matching GLY solutions; (b) 400 ppm XG, 300 ppm PAA and matching GLY
solutions.
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normalised maximum spreading diameter with respect to the equilibrium drop
diameter of the drops of model fluids as a function of the impact Weber num-
ber. For the case of low concentration (Figure 4.3(a)), the maximum spreading
diameters of the drops of all the model fluids are almost consistent. However for
high concentration (Figure 4.3(b)), the maximum spreading diameters of infinite-
shear-viscosity GLY drops are systematically higher than those of XG, PAA and
zero-shear-viscosity GLY drops in the considered Weber number range, which in-
dicates that the viscosity dominates the energy dissipation of the spreading stage
(i.e., higher viscosity leads to higher energy dissipation).
4.1.3 Maximum bouncing height
Figure 4.4 displays the normalized maximum bouncing height of XG, PAA, and
the matching GLY drops as a function of the impact Weber number. The maxi-
mum bouncing height (Hmax) denotes the maximum height reached by the drop
centre of mass during rebound. Under certain conditions satellite drop(s) may
be created during rebound (see Section 4.1.1), therefore the corresponding re-
ported data in Figure 4.4 were corrected by taking the kinetic energy of satellite
drop(s) into account (see Section 3.6.2 for details). As shown in Figure 4.4(a),
the maximum bouncing heights of 100 ppm XG, and 80 ppm PAA and GLY with
zero-shear viscosity drops are almost consistent in the considered Weber number
range. It can also be observed that the maximum bouncing height tends to reach
a constant value at high Weber numbers for these three fluids. However, the
maximum bouncing height of GLY with infinite-shear viscosity drops starts to
decrease at a critical Weber number ∼30. Coincidentally, this feature can also be
seen in a higher concentration case with the same critical Weber number as shown
in Figure 4.4(b). One may conclude that the GLY with infinite-shear viscosity
drops (i.e., those with the lowest viscosity) are subjected to large energy dissipa-
tion during impact, which leads to less potential energy restored when reaching
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maximum height.
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Figure 4.4: Normalised maximum bouncing height of the drops of model fluids
as a function of the impact Weber number: (a) 100 ppm XG, 80 ppm PAA and
matching GLY solutions; (b) 400 ppm XG, 300 ppm PAA and matching GLY
solutions.
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4.1.4 Retraction velocity
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Figure 4.5: Retraction velocity of the drops of model fluids as a function of
the impact Weber number: (a) 100 ppm XG, 80 ppm PAA and matching GLY
solutions; (b) 400 ppm XG, 300 ppm PAA and matching GLY solutions.
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The retraction velocity of drops after maximum spreading is displayed in
Figure 4.5 with respect to the Weber number. This quantity plays a major
role in the phenomenon of drop rebound, because drops will bounce only if the
rim retraction is fast enough, and no rebound can be observed if the retraction
velocity is lower than a certain value. The values in Figure 4.5 represent the slope
of the base diameter vs. time curve in the linear range observed after maximum
spreading, showing a linear growth for We < 100 except the case of infinite-
viscosity GLY drops. The retraction velocity of infinite-viscosity GLY drops is
observed to increase more slowly (slower than the initial linear increase at low
Weber numbers) and be moderately less in magnitude compared to other three
model fluids at high Weber numbers in both Figure 4.5(a) and Figure 4.5(b).
However the discrepancy of retraction velocities among all the model fluids is
much smaller than the discrepancy of the maximum bouncing height (see Figure
4.4) at high Weber numbers, which is unexpected since the kinetic energy which
is proportional to the square of retraction velocity of the low viscosity Newtonian
drops during retraction is not significantly different from that of the other three
model fluids while the energy stored as gravitational potential energy which is
proportional to the maximum bouncing height after impact of the low viscosity
Newtonian drops is found to be considerably less than that of the other model
fluids.
4.1.5 Somersaulting of bouncing drops
Interestingly, the bouncing drops of glycerol with infinite-shear viscosity were
observed to ”somersault” beyond this critical Weber number (∼30) and no dis-
tinct rotational motion can be observed below this critical Weber number for all
types of drops. Figure 4.6 shows the rebound morphology of Leidenfrost drops
of different model fluids at We ≈ 70. It can be clearly seen that the GLY with
infinite-shear viscosity drops rotate during rebound, while drops of the other three
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Figure 4.6: Rebound morphology of Leidenfrost drops of different model fluids at
We ≈ 70. The time between two consecutive images is 5 ms.
116
model fluids exhibit only symmetric oscillations in the direction of rebound. The
dashed red lines parallel to the stretching direction of the drops in the first row
of images in Figure 4.6 approximately represent the transient vibrational direc-
tion of the bouncing drops while the vibrational directions of other three types
of drops remain almost vertical. Thus, the angular velocity of the rotating drops
can be roughly estimated as the ratio of the angle of rotation in two images over
the time between the images: ω = ∆θ/∆t. In general, this introduces an error
because the rotation angle is measured in the plane of the field of view, while
the actual rotation occurs in a three-dimensional space; however, the error can
be removed provided the rotation angle is measured taking reference points on
the axes of an orthogonal Cartesian coordinate system (for example, the angle
corresponding to one revolution, ∆θ = 2pi, remains the same for any reciprocal
position of the rotation plane and the field of view). Thus, there is only one case
where the angular velocity is not measurable, that is, when the rotation is exactly
in the plane perpendicular to the field of view.
Figure 4.7: Cylindrical-shape approximation of the bouncing drop.
The calculated values of mean angular velocities of infinite-viscosity GLY
drops are displayed in Figure 4.8 for Weber numbers beyond ∼30 (critical We).
The overall result of this complex oscillation dynamics is that the drop centre of
mass does not move along the same vertical trajectory during drop rebound, but
combines the vertical, ascending movement with a rotational movement of smaller
amplitude. The energy associated with the drop dynamics must be independent
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Figure 4.8: Normalised maximum bouncing height (modified data for GLY with
infinite-shear viscosity) of the drops of model fluids as a function of the impact
Weber number: (a) 100 ppm XG, 80 ppm PAA and matching GLY solutions; (b)
400 ppm XG, 300 ppm PAA and matching GLY solutions. Error bars represent
the mean square value of the errors on the centre of mass height and on the
virtual lengths obtained from Eq. 4.3.
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of the reference frame; thus, we estimate this energy in a reference frame moving
with the drop centre of mass, as if the drop was rotating instead of oscillating.
In order to estimate the rotational kinetic energy of the tumbling drops we use
the moment of inertia of a solid cylinder as an approximation (see Figure 4.7),
although the shape of the bouncing drop is changing due to vibration:
I =m(R2
4
+ l2
12
) = 1
72
piρD50 (1 + 2k32k ) . (4.1)
where l = kD0 is the cylinder length, measured from images, and R is the cylinder
radius, calculated imposing volume conservation. By inserting the moment of
inertia into Equation 4.1 the rotational kinetic energy can then be expressed as:
Erot = 1
2
Iω2 = 1
144
piρω2D50 (1 + 2k32k ) . (4.2)
The increment in maximum bouncing height (normalised with respect to the
equilibrium drop diameter) if all the rotational kinetic energy was converted into
potential energy can be written as:
∆h
D0
= Erot
mgD0
= D0ω2
24g
(1 + 2k3
2k
) , (4.3)
where ω denotes the mean angular velocity, and g the gravity acceleration.
If ∆h/D0 defined by Equation 4.3 is added to the original maximum bouncing
height data of the infinite-viscosity GLY drops for Weber numbers higher than∼30, a new graph which displays the normalised maximum bouncing height of
XG, PAA and the matching GLY drops with respect to the equilibrium drop
diameter as a function of the impact Weber number can be plotted (see Figure
4.8).
It is important to observe that the measured angular velocities are in quan-
titative agreement with the shape oscillation frequencies reported in [18], which
confirms that the drop rotation in the relative coordinate system corresponds to
non-symmetric drop oscillations/deformations in a fixed reference frame.
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The fact the ”virtual maximum bouncing height” of infinite-viscosity GLY
drops are consistent with measured maximum bouncing height of other types
of drops indicates that the total kinetic energy carried by low-viscosity Newto-
nian drops during retraction is only partly transformed into rotational kinetic
energy rather than dissipated. The small difference of maximum bouncing height
between Newtonian and non-Newtonian drops in Figure 4.8 implies that non-
Newtonian effects play little role in the energy distribution.
4.1.6 Symmetry breaking in retraction stage
To investigate the physical mechanism of symmetry break (i.e., why some drops
exhibit symmetric oscillations during rebound, and others do not), the high-speed
camera was inclined with respect to the impact surface with an angle of ∼ 20○ in
order to view the morphology of spreading and retracting drop from the top (see
Figure 4.9). One can observe distinct finger-like protrusions on the rim in the
case of GLY with infinite-shear viscosity drops at Weber numbers beyond ∼30,
which indicate the onset of the well-known rim instability eventually leading to
splashing. Similar disturbances on the rim are also observed for drop impact onto
a solid surface [131] and, as it is well-known, they become more pronounced in
case of low-viscosity fluids [131, 159]. These protrusions grow during the inertial
spreading stage, and form an axisymmetric crown at maximum spreading; how-
ever, at the onset of recoil one can observe that some of the protrusions coalesce
to create bigger fingers during retraction, while others do not. This is likely to
be caused by another instability of the rim, which can be modelled as a toroidal
ring subject to radial compression. Thus, the mass distribution in the retract-
ing droplet becomes non-uniform, which induces asymmetries both in the drop
shape and in the internal flows, and eventually causes the drop to rotate during
rebound.
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Figure 4.9: Spreading and retracting morphology of Leidenfrost drops of different
model fluids at We ≈ 70. The time between two consecutive images is 1 ms.
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4.2 Viscoplastic Leidenfrost drops
The results presented in this section are obtained through the experimental setup
described in Section 3.6.1.
4.2.1 Morphology
The impact morphology of different viscoplastic Leidenfrost drops at low impact
Weber number (10∼20) and high impact Weber number (100∼120) are shown
respectively in Figure 4.10(a) and Figure 4.10(b). Specifically four important
moments during the whole impact process are selected: beginning of impact,
maximum spreading, beginning of bouncing and maximum bouncing. The shape
of viscoplastic drop produced from a capillary nozzle becomes more prolate when
B increases [Figure 4.10(a)] since the surface tension is not able to deform the
natural prolate shape forming under the needle due to the existence of high yield-
stress [77]. This effect weakens at high impact Weber number, due to a longer
falling time for drops to reach spherical shape at higher releasing position (i.e.,
higher Weber). It is obvious that the spreading is inhibited for drops with high
values of B: at low We drops with high B (B = 1.2 & 2.3) end up with a conical
shape during spreading while others form a disk-like shape; at high We drop
with higher B tend to achieve a thicker liquid lamella with shorter radius. This
is associated with high viscous energy dissipation in drops with a high value of
yield-stress. Retracting behaviours of low B drops are much more pronounced
as revealed by the long prolate shapes at the beginning of bouncing. They also
bounce higher compared with high B drops. In the middle range of B (0.16∼1.2),
there is a monotonous decrease in the maximum bouncing height with respect to
the B number.
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B 0.052 0.16 0.52 0.88 1.2 2.3 
Weber  10   ̴ 20 
D0 
Dmax 
Dmin 
Hmax 
(a)
B 0.052 0.16 0.52 0.88 1.2 2.3 
Weber  100   ̴ 110 
(b)
Figure 4.10: Impact morphology of Leidenfrost different viscoplastic drops with
different Bingham-Capillary numbers: (a) Weber number 10∼20; (b) Weber num-
ber 100∼110. The first row indicates the Bingham-Capillary number of impacting
drop, second the beginning of impact, third the maximum spreading, fourth the
beginning of bouncing and last the maximum bouncing.
4.2.2 Temporal variation of drop diameter
Figure 4.11(a) and Figure 4.11(b) show the drop diameter (horizontal dimension)
normalised with respect to the equilibrium drop diameter as a function of impact
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Figure 4.11: Normalised drop diameter (horizontal dimension) of model fluids as
a function of impact time: (a) Weber number 10∼20; (b) Weber number 100∼110.
time at low Weber number (10∼20) and high Weber number (100∼120). The
time is measured from the moment when impacting drop makes contact with the
hot surface. For drops with low values of B [B = 0.052,0.16 in Figure 4.11(a);
B = 0.052,0.16&0.52 in Figure 4.11(b)], the drop diameter continues to oscillate
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after the initial spreading and retracting phases. A wave trough is observed
after the initial retraction stage where the drop diameter is noticeably smaller
than the equilibrium drop diameter (D/D0 < 1). Then a secondary expansion of
the drop diameter follows, as a result the drop keeps oscillating during rebound.
However as the yield stress increases (B = 1.2,2.3), the drop diameter remains
almost constant after the initial spreading and retracting stages. No noticeable
oscillation is observed for drop with a B number of 1.2 at high impact Weber
number [see Figure 4.11(b)] though the maximum spreading diameter is around
twice the equilibrium drop diameter. In this case the spreading drop is not able
to retract to its equilibrium diameter (D/D0 > 1), resulting in an oblate bouncing
drop [see Figure 4.10(b)].
4.2.3 Maximum spreading diameter
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Figure 4.12: Maximum spreading diameter of the drops of model fluids as a
function of the impact Weber number. Lines represent the fitting results of scaling
law for B = 0.052 (solid) and B = 2.3 (dashed).
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Figure 4.12 shows the normalised maximum spreading diameter with respect
to the equilibrium drop diameter (Dmax/D0) of the drops of model fluids as a
function of the impact Weber number. The maximum spreading diameter de-
creases monotonously with respect to B number since larger B number means
more viscous energy dissipation during spreading. For each model viscoplastic
drop (i.e., the same B), the correlation between Dmax/D0 and We follows the
scaling law: Dmax/D0 ∼ Weα [24]. The experimental data of the most concen-
trated solution (B = 2.3) and the least (B = 0.052) are fitted to the scaling law
and yield values of α as 0.32 and 0.3 (see solid and dashed lines in Figure 4.12).
However the obtained index (α) for viscoplastic drops is slightly higher than the
value (α = 0.25) of Newtonian cases reported in literature [24]. Similar effect
has also been observed for other type (shear-thinning) of non-Newtonian drops
[30]. Though the yield stress does inhibit the spreading of liquid lamella to some
degree, a monotonous increase of maximum spreading diameter with respect to
We is observed for all viscoplastic drops. This is due to the dominance of inertial
force during spreading. The considered range of Weber numbers is from 10 to
150, which means inertial force is at least one order of magnitude higher than
surface tension. While the yield stress is either smaller than or comparable with
surface tension (check B values in Table 3.5), inertial force always plays a major
role in spreading for all cases.
4.2.4 Maximum bouncing height
The maximum bouncing height (Hmax) denotes the maximum height reached
by the drop centre of mass during rebound. While the maximum spreading
diameter indicates how much of the initial impact kinetic energy is stored as
surface energy as the drop is deformed, the maximum bouncing height indicates
how much energy remains after the impact or, alternatively, can give a measure
of the total energy dissipation during impact when subtracted from the impact
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kinetic energy [30].
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Figure 4.13: Maximum bouncing height of the drops of model fluids as a function
of the impact Weber number.
The normalised maximum bouncing height (Hmax/D0) of drops of model fluids
with respect to the equilibrium drop diameter is displayed in Figure 4.13 as a
function of the impact Weber number. The data of drops with a Bingham-
Capillary number higher than unity (B = 1.2&2.3) are labelled using open symbols
while others are represented by filled symbols. For drops with a relatively low
yield stress (B = 0.052,0.16&0.52), the rebound behaviour is similar to high
viscosity Newtonian drops: after an initial almost linear increase with respect
to We the maximum bouncing height tends to reach a plateau at high impact
Weber numbers [see Figure 4.4(a)]. This behaviour is probably due to the fact
that the viscous dissipation during impact becomes large enough to compensate
the increment in bouncing height, due to the increase of surface energy stored
during impact.
When the yield stress force is close to but still slightly lower than surface
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tension (B = 0.88), no sign of plateau is observed in the considered We range
except for the linear increase. Nevertheless the rebound behaviour of drops with
values of B over unity (B = 1.2&2.3) is totally different from others: the maximum
bouncing height of drop with a yield stress force slightly higher than surface
tension (B = 1.2) fluctuates between 0.5D0 and D0 whilst that of drop with an
even higher Bingham-Capillary number (B = 2.3) stays around 0.5D0 regardless
of the change of impact Weber number. It is observed that for higher yield stress
magnitudes (B = 1.2&2.3) drops keep a prolate morphology at impact, therefore
the definition of Weber number based on the equivalent equilibrium drop diameter
is not as accurate as in other cases. However, even a large correction of the
Weber number for these points would not affect the main results; with reference
to Figure 4.13, for example, this would cause a horizontal shift of the points in the
two corresponding series (open symbols), which would not change the conclusion
either qualitatively or quantitatively.
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Figure 4.14: Maximum bouncing height of the drops of model fluids as a function
of the Bingham-Capillary number.
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Figure 4.13 can be replotted as Figure 4.14 by replacing the Weber number
with the Bingham-Capillary number for x-axis in order to show the effect of B
on maximum bouncing height directly. The data are regrouped into five sets ac-
cording to impact We range. The varying trend of Hmax/D0 with respect to B is
similar for all We range groups: after an initial plateau at low Bingham-Capillary
numbers, the maximum bouncing height drops considerably as B exceeds unity.
This is related to the high resistance of yield stress to counter the retraction
driven by surface tension, which will be discussed in Section 4.2.5. In addition,
an interesting phenomenon observed here is the complete inhibition of drop re-
bound at sufficiently high Bingham-Capillary numbers regardless of the impact
Weber numbers. This could lead to important potential industrial applications.
For example, the delivery of pesticides in agriculture requires the inhibition of
drop bouncing in order to reduce the quantities of pesticides used per unit area.
Furthermore, the soil can be polluted due to the rebound of pesticides drops.
Another important engineering implication is spray printing. The no-rebound
nature of drops with high Bingham-Capillary numbers can considerably reduce
the quantities of waste materials due to drop rebound during the printing process.
4.2.5 Minimum retracting diameter
The diameter of the prolate bouncing drop formed at the beginning of rebound
is called the ’minimum retracting diameter’ (Dmin). This parameter can quali-
tatively describe the magnitude of retraction after the spreading phase, in other
words, the effect of yield stress to counter the retraction driven by surface tension.
Figure 4.15 shows the normalised minimum retracting diameter (Dmin/D0) with
respect to the equilibrium drop diameter of the drops of model fluids as a func-
tion of the impact Weber number. For cases of low Bingham-Capillary numbers
(B = 0.052, 0.16 & 0.52), the variation of minimum retracting diameter with re-
spect to impact Weber number follows the same pattern: after an initial drop the
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Figure 4.15: Minimum retracting diameter of the drops of model fluids as a
function of the impact Weber number.
Dmin/D0 reaches a plateau as We increases. In addition, the minimum retracting
diameter is always smaller than the equilibrium drop diameter (Dmin/D0 < 1),
which means the surface tension still dominates during the retraction process for
low B numbers. However when B increases to 0.88, the value of Dmin fluctuates
around the equilibrium drop diameter (Dmin/D0 ≈ 1) indicating that the resistant
yield stress is comparable to the surface tension. As the Bingham-Capillary num-
ber becomes larger (B = 2.3), the minimum retracting diameter even increases
monotonously with respect to the Weber number in the considered We range.
At high impact We (60 ∼ 100), the spreading drop is not able to retract to its
equilibrium diameter due to the existence of high yield stress (Dmin/D0 > 1) and
the inertial deformation upon impact becomes permanent, resulting in an oblate
bouncing drop [see Figure 4.10(b)]. Here the ratio of the maximum spreading
diameter to the minimum retracting diameter is defined as the ’retraction coef-
ficient’ (Dmax/Dmin) and its correlation with the maximum bouncing height is
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Figure 4.16: Maximum bouncing height of the drops of model fluids as a function
of the retraction coefficient: (a) viscoplastic drops; (b) water and dilute polymer
solution drops of different diameter [17].
plotted in Figure 4.16(a). A linear correlation between these two parameters is
obtained:
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Hmax/D0 = 1.15(Dmax/Dmin) − 0.968. (4.4)
This feature indicates that the deformation of the drop during retraction stage
is crucial to the bouncing behaviour while the assumption that the disk-like drop
remains rigid in the so-called disk model (e.g., [133]) may not be physical. Thus,
the major contribution to the rebound of a drop impacting onto a heated surface
is the surface tension whilst the contribution of intrinsic elasticity of the vapour
cushion between the drop and the surface is negligible. It should be noted that
when the same analysis is done on drops of water or dilute polymer solutions
[Figure 4.16(b)], data do not display a clear linear correlation, except in the lower
limit of the bouncing height (Weber number), both because of the lower viscosity,
which makes the drop shape highly irregular at the beginning of rebound, and to
the more complex energy dissipation mechanism [17, 30, 18].
4.3 Spreading behaviours of drop impact on vis-
coplastic surfaces
The results presented in this section are obtained through the experimental setup
described in Section 3.7.1 with an inclined high-speed camera (around 20○ with
respect to the horizontal plane).
4.3.1 Morphology
Examples of the impact morphology of drops on different viscoplastic substrates
are displayed in Figures 4.17 and 4.18. In the first experimental set (Figure 4.17),
water was chosen as the working fluid for drops while the substrate varies from
the softest case (τ0 = 1.13 Pa) to the hardest (hydrophilic glass). In the second
experimental set (Figure 4.18), the 0.1% Carbopol gel (τ0 = 11.7 Pa) was selected
as the drop fluid and the impact morphology on a more solid gel substrate (0.7%
Carbopol, τ0 = 94.0 Pa) was investigated at three different Weber numbers: 15,
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Figure 4 Image sequences showing the impact morphology of water drops onto the substrates varying gradually 
from soft to solid: the values at the top of each image sequence indicate the yield stress values of the substrates 
while the time elapsed after impact point (the moment when the drop contacts the surface) is shown at the right. 
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Figure 4.17: Image sequences showing the impact morphology of water drops
onto the substrates varying gradually fro soft to solid: the val es at t e top of
each image sequence are the yield stress values of the substrates while the time
after impact is shown at the right.
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Figure 5 Image sequences demonstrating comparisons of impact morphologies of the same gel drops (τ0 = 
11.7) onto a more solid gel (τ0 = 115) substrate and hydrophilic glass substrate at different Weber numbers: 15, 
86 and 176. The time elapsed after impact point is shown at the right. 
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Figure 4.18: Image sequences demonstrating comparisons of impact morphologies
of the same gel drops (τ0 = 11.7 P ) o a more solid gel (τ0 = 94.0 Pa) substrate
and hydrophilic glass substrate at different Weber numbers: 15, 86 and 176. The
time after impact is shown at the right.
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86 and 176, while the glass substrate was used as a comparison.
The image sequences in Figure 4.17 display the impact morphology of water
drops onto the substrates varying gradually from soft to solid (i.e., with the
increase of the yield stress). The impact height was set to 2 cm which gives a
value of impact velocity at ui = √2g(H −D0) ≈ 0.6 m/s and of Weber number
at We = ρD0u2i /σ ≈ 15. As shown in Figure 4.17, the impact morphology for the
very soft substrates (τ0 = 1.13 & 7.24 Pa) is similar to that of a water drop impact
into a water substrate. As the drop penetrates the substrate capillary waves are
stimulated and crater is formed. Finally the drop cannot be distinguished from
the substrate anymore. However when the yield stress is increased to τ0 = 11.7 Pa
the drop partially stays on the surface of the substrate as shown by the liquid
disk in the last image of the third sequence. The profiles of the spreading liquid
disk become clearer for the cases of more concentrated gels (τ0 = 29.1 & 94.0 Pa)
which indicates major part of the drop stays over the surface of the substrate
during inertia spreading.
4.3.2 Spreading behaviours
The spreading base diameter DB/D0 (the diameter of the interface of drop and
substrate) of water drops normalised with respect to the equilibrium drop diam-
eter as a function of spreading time t for cases of different substrates (Carbopol
gels: τ0 = 11.7, 29.1, 94.0 Pa and hydrophilic glass) is plotted in Figure 4.19.
An obvious feature which can be found in Figure 4.19 by comparing the data for
three gel substrates (τ0 = 11.7, 29.1, 94.0 Pa) is that the Newtonian drop spread
faster when the gel substrates become more solid. And the explanation for such
phenomenon is simple: the magnitude of deformation rises with the increase of
the softness of the substrate under the same impact Weber number. When a
softer substrate is considered: first, larger volume of drop fluid penetrates the
surface of the substrate, which leaves less volume of fluid for spreading; second,
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Figure 4.19: The normalised spreading base diameter DB/D0 of water drops as a
function of spreading time t for substrates with different softness.
the kinetic energy which is dissipated through the deformation of the substrate
is proportional to the magnitude of deformation, which further slows the spread-
ing speed of the drop. The unexpected phenomenon is that when the substrate
becomes totally solid (glass), which leads to zero deformation of the substrate,
the drop spreads slower than the case of the most concentrated gel (τ0 = 94.0 Pa)
though it spreads faster than the most soft case (τ0 = 11.7 Pa).
The image sequences in Figure 4.18 demonstrate comparisons of impact mor-
phologies of the same gel drops (τ0 = 11.7 Pa) onto a more solid gel (τ0 = 94.0 Pa)
substrate and hydrophilic glass substrate at different Weber numbers. The nor-
malised spreading base diameter DB/D0 as a function of spreading time t for those
cases is plotted in Figure 4.20. The impact morphology at low Weber number
(We ≈ 15) is similar for two substrates; however, in the case of glass substrate
the spreading speed of gel drop rises significantly with the increase of the We-
ber number (see Figure 4.20) while gel drop appears to have the same maximum
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Figure 4.20: The normalised spreading base diameter DB/D0 of water drops as a
function of spreading time t for substrates with different softness.
spreading diameter at high Weber numbers (We ≈ 86 and We ≈ 176) indicated
by the minor changes of open triangle and circles. Further experiments at We-
ber numbers between 86 and 176 were conducted and no distinct changes in the
maximum spreading diameter were found. Even compared to the very low Weber
number case (We ≈ 15) the maximum spreading diameter at high Weber numbers
does not increase much (within 15%). A yield-stress fluid drop stops spreading
on a gel substrate with higher yield stress regardless of the impact velocity, which
is quite different from the case of Newtonian fluid with low viscosity (water) as
reported in Figure 4.19. Large portion of kinetic energy of the drop is dissipated
during impact as indicated by the large deformation of the substrate at high We-
ber numbers (see the last several images of third and fifth image sequences in
Figure 4.18). Due to the complicated non-Newtonian nature of the viscoplastic
fluid more detailed investigation on the flow field inside the gel drop is needed in
order to fully understand the mechanism.
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4.3.3 Possible mechanism for spreading behaviours
Figure 4.21: The schematic displaying the velocity profile during inertial spread-
ing: (A) a spreading Newtonian drop on a solid glass substrate; (B) a spreading
Newtonian drop on a soft gel substrate.
Here we propose a possible mechanism which explains the spreading be-
haviours of Newtonian drops impacting on different substrates as follows: (i)
for the case of a glass substrate, a velocity boundary layer is formed close to the
solid wall during spreading as displayed by the schematic in Figure 4.21. The
velocity gradient at the wall surface is large, which leads to large local shear
stress:
τglass = µdux
dy
∣y=0 . (4.5)
Thus, the drop is subjected to large friction force during spreading. (ii) In the
case of a gel substrate, the boundary layer is different since the momentum of
the drop fluid can be transferred to the substrate fluid. The horizontal velocity
increases more gently within a larger range of y axis, as shown schematically in
Figure 4.21. It should be noted that the value of δ (Figure 4.21) can be very small
or even negligible compared with the equilibrium diameter of the drop, especially
at sufficient low Weber numbers. As a consequence the velocity gradient at the
virtual interface is lower:
τgel = µdux
dy
∣y=δ < τglass, (4.6)
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and the drop is subject to a smaller friction force. The spreading of an impacting
Newtonian drop on a gel is a result of the competition between the deformation
of the substrate and the drag reduction resulting from the gel surface. For a soft
substrate (τ0 = 11.7 Pa), the deformation effect dominates hence it spreads slower
than a solid surface. Nevertheless for a much more solid substrate (τ0 = 94.0 Pa)
the drag reduction effect becomes dominant, which leads to faster spreading. In
the case of intermediately soft substrate (τ0 = 29.1 Pa), the drag reduction effect
compensates the deformation effect, as a result the inertia spreading stage is
similar to the case of glass substrate (see Figure 4.19).
4.4 Cavity evolution and permanent nestling of
viscoplastic drop impact on viscoplastic sur-
faces
The results presented in this section are obtained through the experimental setup
described in Section 3.7.1 with a high-speed camera which is horizontally aligned
with the impact surface.
4.4.1 Morphology
The impact morphology of viscoplastic drops onto viscoplastic substrates is shown
in Figure 4.22 & 4.23. In particular, six cases are selected: (1) an impacting
drop with yield stress τ0 = 1.13 Pa on substrate with the same yield stress at
impact Weber number 15 [Figure 4.22(a)]; (2) an impacting drop with yield stress
τ0 = 1.13 Pa on substrate with the same yield stress at impact Weber number 85
[Figure 4.22(b)]; (3) an impacting drop with yield stress τ0 = 3.64 Pa on substrate
with the same yield stress at impact Weber number 15 [Figure 4.22(c)]; (4) an
impacting drop with yield stress τ0 = 3.64 Pa on substrate with the same yield
stress at impact Weber number 85 [Figure 4.23(a)]; (5) an impacting drop with
yield stress τ0 = 1.13 Pa on substrate with τ0 = 3.64 Pa at impact Weber number 50
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Figure 4.22: Impact morphology of viscoplastic drops onto gel substrates: (a)
drop (τ0 = 1.13 Pa), substrate (τ0 = 1.13 Pa) & We = 15; (b) drop (τ0 = 1.13 Pa),
substrate (τ0 = 1.13 Pa) & We = 85; (c) drop (τ0 = 3.64 Pa), substrate (τ0 =
3.64 Pa) & We = 15. The first row displays original images and the second row
the same images after processing; the time after impact is shown at the bottom.
[Figure 4.23(b)]; (6) an impacting drop with yield stress τ0 = 3.64 Pa on substrate
with τ0 = 1.13 Pa at impact Weber number 50 [Figure 4.23(c)]. From these image
sequences the common feature of the morphology of a viscoplastic drop impacting
on a viscoplastic substrate can be summarized: first, the drop fluid penetrates
the substrate with an approximately hemispherical shape; second, a crater is
developed due to the large kinetic energy of the impacting drop which deforms
the free surface; last, the crater retracts due to the combined effects of buoyancy
and surface energy minimisation and finally disappears, however some of the drop
fluid remains permanently nestled into the substrate (see the last two images for
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(a)
(b)
(c)
Figure 4.23: Impact morphology of viscoplastic drops onto gel substrates: (a)
drop (τ0 = 3.64 Pa), substrate (τ0 = 3.64 Pa) & We = 85; (b) drop (τ0 = 1.13 Pa),
substrate (τ0 = 3.64 Pa) & We = 50; (c) drop (τ0 = 3.64 Pa), substrate (τ0 =
1.13 Pa) & We = 50. The first row displays original images and the second row
the same images after processing; the time after impact is shown at the bottom.
each case).
Although the interface between the gel substrate and air is of difficult in-
terpretation, both because of the change in the refractive index and because of
some blurring due to background subtraction, one can observe capillary waves
[132] propagating in the radial direction from the impact point. Previous studies
showed that viscoplastic drops may have highly non-spherical shapes prior to im-
pact [76, 78, 77], which may affect significantly the crater evolution; however the
relatively low yield stresses of the fluids used in the present work ensure the drop
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Figure 4.24: Drop shapes before impact. Impact Weber number We=15 & 85.
shape before impact is spherical irrespective of the Weber number, as shown in
Figure 4.24 (note that the optical system is focused on the drop profile below the
surface so the drop profile above the liquid surface is less sharp).
The morphology of a softer drop impacting on a harder surface is compared
with that of a harder drop impacting on a softer surface at the same impact Weber
number in Figures 4.23(b) and 4.23(c). The initial development is almost identi-
cal. However a larger crater is formed for the case of harder-drop/softer-surface
combination due to the softness of the surface which leads to greater deforma-
tion. The final shape at the end of impact becomes asymmetric compared to the
softer-drop/harder-surface case (note this asymmetry is observed systematically
in repeated experiments).
Figure 4.25 and 4.26 plot the temporal variations of the normalised dimensions
(∆ & Ω) with respect to equilibrium drop diameter of both the drop fluid and
the crater for four different cases. An almost linear increase of the depth of both
the crater and the drop fluid with respect to time is observed in the initial stage
for all cases. The growth rate of the crater depth is higher than that of the drop
fluid in case of low Weber numbers [Figure 4.25(a) & Figure 4.25(b)] whilst the
growth rates are almost the same at high impact We numbers [Figure 4.26(a)
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Figure 4.25: The normalised dimensions (∆ & Ω) of both drop fluid (open sym-
bols) and crater (filled symbols) as a function of dimensionless time (λ) for differ-
ent cases: (a) τ0,drop = 1.13 Pa, τ0,substrate = 1.13 Pa, We = 15; (b) τ0,drop = 3.64 Pa,
τ0,substrate = 3.64 Pa, We = 15.
& Figure 4.26(b)]. A systematic comparison between the experimental data and
the prediction of crater evolution model for Newtonian drops by Bisighini et al.
[29] will be discussed in Section 4.4.4.
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Figure 4.26: The normalised dimensions (∆ & Ω) of both drop fluid (open sym-
bols) and crater (filled symbols) as a function of dimensionless time (λ) for differ-
ent cases: (a) τ0,drop = 1.13 Pa, τ0,substrate = 1.13 Pa, We = 85; (b) τ0,drop = 3.64 Pa,
τ0,substrate = 3.64 Pa, We = 85.
4.4.2 Permanent nestling
An interesting phenomenon observed here is the permanent nestling of the drop
fluid in the substrate under the impact point. The drop fluid remains confined
within a volume with either conical, irregular, or spherical-cap shape, which is
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1.13 Pa 
3.64 Pa 
11.7 Pa 
1.13 Pa 3.64 Pa 11.7 Pa 
We = 15 
We = 50 
We = 85 
Figure 4.27: The morphology map of impacting drops for different drop/substrate
combinations at low (We=15, blue line), intermediate (We=50, green line) and
high (We=85, red line) Weber numbers. The top row indicates the yield stress
values of the substrate while the column on the left denotes the values of impacting
drops.
preserved in time due to the intrinsic yield-stress nature of both the drop and
the substrate, which reduces significantly molecular diffusion and advection in
comparison with low-viscosity Newtonian fluids. The final shape of a drop de-
posited onto a partially cured substrate is of great importance in the inkjet man-
ufacturing process. For this reason, the final profiles of the impacting drops
for different drop/surface yield stress combinations and different Weber numbers
(We = 15, 50&85) are displayed in Figure 4.27. One can observe that the final
shape of the impacting drops has is approximately a spherical cap at low Weber
numbers, but tends to evolve into a conical or truncated-conical shape as the
Weber number increases for all combinations of drop/substrate yield stresses.
The depth of the impacting drop grows with the Weber number for drop
impacts on harder substrate (τ0 = 11.7 Pa), however for softer substrates (e.g.,
τ0 = 1.13 Pa) the impacting drop expands horizontally instead of penetrating
vertically at high impact Weber numbers. As a consequence, in the case of softer
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Figure 4.28: Depth of final profiles of impact drops as a function of the yield
stress of impacting drops at three different Weber numbers for a soft substrate
(τ0 = 1.13 Pa).
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Figure 4.29: Depth of final profiles of impact drops as a function of the yield
stress of impacting drops at three different Weber numbers for an intermediate
substrate (τ0 = 3.64 Pa).
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Figure 4.30: Depth of final profiles of impact drops as a function of the yield
stress of impacting drops at three different Weber numbers for a stiff substrate
(τ0 = 11.7 Pa).
substrates the penetration depth of the impacting drop surprisingly decreases
with respect to the increase of the Weber number, as shown in Figure 4.28, which
plots the depth of final profiles of impacting drops as a function of the yield
stress at three different Weber numbers. The experimental data averaged over
five experiments per set are divided into three groups according to the stiffness
of the substrate (soft: τ0 = 1.13 Pa in Figure 4.28, intermediate :τ0 = 3.64 Pa in
Figure 4.29 and hard: τ0 = 11.7 Pa in Figure 4.30). It is observed that the depth
of the impacting drop increases monotonically as the drop becomes harder (i.e.,
higher yield stress) except in the case of the intermediate substrate at We = 85,
which does not show significant changes.
4.4.3 Volume of final shape
The volume of the final shape of the drop fluid underneath the surface of the
substrate can be estimated through the digital information extracted from the
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Figure 4.31: Schematic of the volume calculation of drop fluid.
processed images (Figures 4.22 & 4.23) at the end of impact. Under the assump-
tion that the final shape is axisymmetric, the total volume of the depositing drop
material below the substrate surface can be calculated from the sum of the vol-
umes of several thin disks as shown in Figure 4.31. The integral expression of the
total volume can be discretised by the sum of finite small disks with thickness of
one pixel:
Vfinal = ∫ Xdepth
0
dV = ∫ Xdepth
0
piD2(x)
4
dx ≈ n∑
i=1
piD2(i)
4
∆x, (4.7)
where D(i) denotes the local diameter of the disk measured by image processing,
∆x the thickness of the disk (size of one pixel) and n the number of disks.
The ratio of this quantity to the original volume of the drop released from
the needle (Vfinal/V0) can be used as an indicator of the degree of penetration or
diffusion. For a case of Vfinal/V0 < 1, the drop partially penetrates the substrate
leaving a part of the original fluid material over the surface of the substrate
(a bump over the substrate surface is observed). However if Vfinal/V0 ≈ 1, it is
suggested all the drop material is immersed in the substrate (i.e., full penetration),
which occurs when the apparent drop volume (calculated from the grey region, see
Figure 3.14) is almost the same as the volume of the original drop. This quantity is
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closely related to two parameters: (i) the impact Weber number (We = ρD0u2i /σ);
(ii) the ratio of the yield stress magnitude of the drop to that of the substrate
(β = τ0, drp/τ0, sub). The former expresses the magnitude of kinetic energy carried
by the impacting drop since the surface tension is approximately the same for
all model fluids (Table 3.5). The latter indicates the relative stiffness of the
impacting drop compared to the substrate. At higher impact Weber numbers, a
high value of Vfinal/V0 is expected due to the large crater formation induced by
high kinetic energy. Since the substrate is more likely to deform if the relatively
stiffness of the drop is higher, it is anticipated that Vfinal/V0 grows as the yield
stress ratio, β, increases.
Figure 4.32 shows the normalized drop volume beneath the surface as a func-
tion of the yield stress ratio at different impact Weber numbers. These data
suggest the amount of drop fluid penetrated into the substrate increases as a
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Figure 4.32: Normalized drop volume beneath the surface as a function of β at
different impact Weber numbers.
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function of the yield stress ratio; this becomes more evident when data cor-
responding to drop/substrate combinations with similar values of β (e.g., the
combination with τ0, drp/τ0, sub = 1.13/3.64 ≈ 0.310 and the combination with
τ0, drp/τ0, sub = 3.64/11.7 ≈ 0.311) are grouped together, as shown in Figure 4.33.
The horizontal dashed line is provided as a guide to the eye to distinguish the
’full penetration’ (Vfinal/V0 ≈ 1) regime and the ’partial penetration’ (Vfinal/V0 < 1)
regime. As expected, Vfinal/V0 increases monotonically with respect to both We
and β, therefore this quantity can be conveniently re-plotted as a function of a
single dimensionless parameter, i.e., the product (βWe); the experimental data of
normalized drop volume as a function of βWe is plotted in Figure 4.34. Consider-
ing a function representing these experimental data Vfinal/V0 = f(βWe) with the
following asymptotic properties, limβWe→0 Vfinal/V0 = 0 and limβWe→∞ Vfinal/V0 = 1,
one can propose an empirical correlation:
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Figure 4.33: Normalized drop volume beneath the surface as a function of β at
different impact Weber numbers. Data with close values of yield stress ratios are
grouped together for clarity.
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Vfinal/V0 = 1
1 +m(βWe)−n , (4.8)
where m and n are constants obtained from least-squares fitting, and their
numerical values are m = 1.2 & n = 0.82, with a correlation coefficient 0.92.
4.4.4 Crater evolution
Experimental data are compared with the prediction of a crater evolution model
developed for Newtonian fluids [29]. Since the model assumes the same fluid for
the drop and the impact surface, only the drop/substrate combinations with the
same yield stress are considered. The temporal evolution of the dimensionless
diameter (or width), Ω, during the initial stage can be approximated as:
Ω ≈ 2√(α0 + 0.17λ)2 − (0.27λ − α0)2, (4.9)
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Figure 4.34: Normalized drop volume beneath the surface as a function of βWe.
Experimental data are represented by open circles while solid line indicates the
empirical fit.
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Figure 4.35: Temporal evolution of the dimensionless diameter of drop/crater for
different impact parameters and the fit curve by crater evolution model: (a) drop
fluid; (b) crater.
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where λ is the dimensionless time and α0 a constant associated with the initial
cavity radius. Measurements of the temporal evolution of the crater and drop
fluid diameters in the initial stage reported in Figures 4.25 & 4.26 were fitted
to Equation 4.9 separately, as shown in Figure 4.35 (note dimensionless time is
used). Fitting experimental data relative to Newtonian fluids using the same
model yields a constant α0 = 0.77 [29]. Here, a constant α0 = 0.71 with standard
error 0.011 (Figure 4.35a) was obtained for the temporal evolution of drop fluid
diameter, while a value α0 = 0.85 with standard error 0.027 (Figure 4.35b) for the
crater diameter evolution. Thus, the model is in better agreement with the drop
fluid diameter rather than the crater diameter.
In the crater evolution model (see Section 2.3.3), the dimensionless depth
grows linearly with respect to dimensionless time in the initial stage (λ < λ∗):
∆ = 0.44λ. (4.10)
In the second stage (λ > λ∗) the crater evolution for inviscid flow can be described
by the following differential equations (where ∆ = α + ζ):
α¨ = −3
2
α˙2
α
− 2
α2We
− 1
Fr
ζ
α
+ 7
4
ζ˙2
α
, (4.11)
ζ¨ = −3 α˙ζ˙
α
− 9
2
ζ˙2
α
− 2
Fr
. (4.12)
Viscous effects can be taken into account by introducing the viscous energy dis-
sipation terms into Equation 4.11 and Equation 4.12:
α¨ = −3
2
α˙2
α
− 2
α2We
− 1
Fr
ζ
α
+ 7
4
ζ˙2
α
− 4α˙
α2Re
, (4.13)
ζ¨ = −3 α˙ζ˙
α
− 9
2
ζ˙2
α
− 2
Fr
− 12ζ˙
α2Re
. (4.14)
Initial conditions can be obtained from the linear approximation in the first stage
of impact [29]:
α˙ ≈ 0.17, α ≈ α0 + 0.17λ, ζ˙ ≈ 0.27, ζ ≈ −α0 + 0.27λ. (4.15)
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Figure 4.36: The dimensionless depth of crater/drop as a function of dimension-
less time at various impact parameters: (a) dimension of drop fluid, τ0 = 1.13 Pa;
(b) dimension of crater, τ0 = 1.13 Pa. The experimental data are represented
by symbols. Solid lines indicate the model prediction for inviscid flow while the
dashed lines show the difference if viscous effect is taken into account.
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Figure 4.37: The dimensionless depth of crater/drop as a function of dimension-
less time at various impact parameters: (a) dimension of drop fluid, τ0 = 3.64 Pa;
(b) dimension of crater, τ0 = 3.64 Pa. The experimental data are represented
by symbols. Solid lines indicate the model prediction for inviscid flow while the
dashed lines show the difference if viscous effect is taken into account.
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The model prediction of the crater evolution can be calculated by numerical
integration of the system of ordinary differential Equations 4.11 and 4.12 (Equa-
tions 4.13 and 4.14 if considering viscous effects) using the initial condition from
Equation 4.15 at λ = λ∗. For instance λ∗ = 1.3 is observed for the case of the
evolution of drop fluid in Figure 4.25(a). Together with α0 = 0.72 obtained from
the diameter evolution model fit for drop fluid (Figure 4.35a), the initial condi-
tion for this case can be calculated as: α˙(1.3) = 0.17, α(1.3) = 0.941, ζ˙(1.3) =
0.27, ζ(1.3) = −0.369. The predicted dimensionless depth as a function of di-
mensionless time is compared with the experimental data for both drop fluid and
crater in Figures 4.36 & 4.37. The Reynolds numbers in Equation 4.13 and 4.14
are calculated using the generalized definition of Reynolds number for the flow of
a Herschel-Bulkley fluid derived by Madlener et al. [109]:
ReHB = ρu2−ni Dn0(τ0/8)(D0/ui)n +K((3m + 1)/(4m))n8n−1 . (4.16)
where K and n are flow parameters in Equation 2.57, ui the impact velocity
and m = (nK(8ui/D0)n)/(τ0 + K(8ui/D0)n). As shown in Figure 4.36(a) and
4.37(a), the agreement between the experimental data the model prediction for
the dimension of the drop fluid is reasonable at least in the first stage. The
linear growth predicted by the model (Eq. 4.10) in the first stage is observed
and the maximum depth is also correctly predicted. However for the case of
crater dimension [Figures 4.36(b) and 4.37(b)], the depth grows faster than the
model prediction in the first stage at low impact Weber number [see the filled
square symbols in Figures 4.36(b) and 4.37(b)]. Also the crater evolution model
underpredicts the maximum crater depth at We = 15 while at a higher impact
Weber number the maximum depth is overpredicted. The discrepancy between
the model predictions of inviscid flow and those obtained considering viscous
effect is negligibly small, therefore viscous effects do not play a major role in the
model, which is not obvious a priori. Nevertheless the fact that the maximum
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depth for both cases of drop fluid and crater decreases as the yield stress increases
indicates the magnitude of yield stress still plays an important role in case of
viscoplastic fluids. The overall agreement between the experimental data and
model prediction is better when describing the dimension of drop fluid than the
crater.
At high impact Weber number, the drop fluid distributes almost uniformly
over the large surface of the crater, forming a thin layer; thus, the difference
between the dimensions of the crater and those of the drop fluid are negligibly
small. For this reason, the crater evolution model is better at predicting the crater
evolution at high impact Weber numbers, where the crater and the drop fluid are
almost coincident. However, when the impact Weber number is low the drop
forms a thick layer, hence there are greater differences between the evolution
of the crater and that of the drop fluid. This behaviour was not observed in
previous studies using low-viscosity Newtonian fluids, where there is an almost
instantaneous mixing of the drop into the liquid substrate.
4.5 Drop impact on spherical elastic surfaces
The results presented in this section are obtained through the experimental setup
described in Section 3.8.1.
4.5.1 Morphology
Effect of elastic modulus on morphology
The morphology of drop impact on elastic convex surfaces showing the effect of
elastic modulus is displayed in Figures 4.38 & 4.39. In particular, four groups
of image sequence are selected: Group A & Group B (Figure 4.38) compare the
results at the same Weber number but different diameter ratios while Group C
& Group D (Figure 4.39) compare the results at the same diameter ratio but
different Weber numbers. The impact morphologies of the two cases of high
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Figure 4.38: Morphology of drop impact on elastic convex surfaces showing
the effect of elastic modulus. For each group of image sequences, the elastic
modulus decreases from (1) to (3): (1) E = 2.05 MPa, (2) E = 0.23 MPa & (3)
E = 0.08 MPa. In order to show the effect of E under various conditions, different
combinations of the other two impact parameters (D∗ & We) are chosen for each
group: A, D∗ = 2.91, We = 47; B, D∗ = 12.0, We = 47. The first row in each case
represents the recorded images and the second row shows the processed images.
elastic moduli in Group A [A(1) & A(2)] are almost the same: the drop firstly
spreads on the convex surface until the spreading angle reaches its maximum
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Figure 4.39: Morphology of drop impact on elastic convex surfaces showing
the effect of elastic modulus. For each group of image sequences, the elastic
modulus decreases from (1) to (3): (1) E = 2.05 MPa, (2) E = 0.23 MPa & (3)
E = 0.08 MPa. In order to show the effect of E under various conditions, different
combinations of the other two impact parameters (D∗ & We) are chosen for each
group: C, D∗ = 7.12, We = 14; D, D∗ = 7.12, We = 81. The first row in each case
represents the recorded images and the second row shows the processed images.
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and then the thin liquid cap starts to recoil as the contact angle decreases. A
central column of liquid may be observed at the end of the retraction stage (as
shown by the last but one image). After the initial retraction the drop sits on the
top of the hemisphere and oscillate periodically between horizontal direction and
vertical direction. This stage is dominated by capillary forces. But for the case of
low elastic modulus [A(3)], the liquid cap fails to retract and the rim of the liquid
is almost pinned at the maximum spreading location. The height of central liquid
column is also smaller than other two cases due to this pinning effect. However
in the case of a higher impact Weber number (We = 81) and a greater diameter
ratio (D∗ = 7.12) as shown in Group C, besides the substrate with the lowest
elastic modulus, the substrate with the intermediate elastic modulus [D(2)] also
exhibits the ’pinned effect’. This effect becomes less pronounced at a relatively
low impact Weber number and high diameter ratio (e.g., see Group B & C).
Generally the spreading phase is not affected greatly by the elastic modulus. No
splashing or breakup was observed in the range of Weber numbers considered, in
agreement with other studied that demonstrated a strong increase of the splashing
threshold due to the absorption of the kinetic energy of the impacting drop by
the deformation of the substrate [125, 91].
Effect of diameter ratio on morphology
Figures 4.40 & 4.41 show the effect of diameter ratio on the morphology of drop
impact on elastic convex surfaces. Specifically four groups of image sequence
are selected: Group A & Group B (Figure 4.40) compare the results at the
same Weber number but different elastic moduli while Group C & Group D
(Figure 4.41) compare the results at the same elastic modulus but different Weber
numbers. In Group A, surprisingly the case with the smallest diameter ratio
[A(1)] exhibits the largest degree of retraction even though the gravity component
applied on the liquid rim along the tangential direction is higher during both
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Figure 4.40: Morphology of drop impact on elastic convex surfaces showing the
effect of diameter ratio. For each group of image sequences, the diameter ratio
increases from (1) to (3): (1) D∗ = 2.91, (2) D∗ = 7.12 & (3) D∗ = 12.0. In
order to show the effect of D∗ under various conditions, different combinations
of the other two impact parameters (E & We) are chosen for each group: A,
E = 2.05 MPa, We = 47; B, E = 0.08 MPa, We = 47. The first row in each case
represents the recorded images and the second row shows the processed images.
spreading and retracting phases than the other two cases. And the height of the
liquid column formed after recoiling is greater compared to large diameter ratio
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Figure 4.41: Morphology of drop impact on elastic convex surfaces showing the
effect of diameter ratio. For each group of image sequences, the diameter ratio
increases from (1) to (3): (1) D∗ = 2.91, (2) D∗ = 7.12 & (3) D∗ = 12.0. In
order to show the effect of D∗ under various conditions, different combinations
of the other two impact parameters (E & We) are chosen for each group: C,
E = 0.23 MPa, We = 14; D, E = 0.23 MPa, We = 81. The first row in each case
represents the recorded images and the second row shows the processed images.
cases. This effect has also been observed in Group D. Here it is proposed that
this ’de-wetting effect’ is due to the combinational influence of gravity and large
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curvature of the impact surface, which leads to a large dynamic contact angle at
the beginning of retraction. For cases with very low elastic modulus, where the
’pinned effect’ dominates, and very low impact Weber number (e.g., Group B &
C) the ’de-wetting effect’ becomes less significant.
Effect of Weber number on morphology
The effect of the impact Weber number on the impact morphology is displayed
in Figures 4.42 & 4.43. Four groups of image sequences are selected: Group A
& Group B (Figure 4.42) compare the results at the same diameter ratio but
different elastic moduli, while Group C & Group D (Figure 4.43) compare the
results at the same elastic modulus but different diameter ratios. As the impact
Weber number increases, due to the curvature of the surface, the central part
of the liquid lamella is no longer covered by the rim and becomes visible (e.g.,
Group A, B & D). Moreover flow instabilities are observed at high impact Weber
number during the spreading stage as indicated by the wavy shape near the rim
of the spreading lamella in (3) for all groups. In case C(3), the flow instabilities
cause symmetry breaking during the retraction. As a result the drop partially
slide off the top of the hemisphere.
4.5.2 Maximum spreading & minimum retracting
After impact the drop spreads radially from the top of the hemisphere to form a
cap, and the base angle attains its maximum value at the end of the spreading
stage. The maximum spreading angle (αmax) for different impact parameters
is measured through digital image processing. If the same liquid lamella (i.e.,
the same surface energy) is deposited on hemispheres with different diameters,
obviously the hemisphere with the lowest diameter will give the largest spreading
angle. Thus the maximum spreading angle is very dependent of D∗ and it is more
reasonable to plot the normalised maximum length of the wetted arc (denoted
by
>
CLCR in Figure 3.16): Lmax = (αmax/180○) ⋅ pi ⋅ (Dsub/2), which is proportional
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Figure 4.42: Morphology of drop impact on elastic convex surfaces showing the
effect of impact Weber number. For each group of image sequences, the Weber
number increases from (1) to (3): (1) We = 14, (2) We = 81 & (3) We = 147. In
order to show the effect of D∗ under various conditions, different combinations
of the other two impact parameters (E & D∗) are chosen for each group: A,
E = 2.05 MPa, D∗ = 7.12; B, E = 0.08 MPa, D∗ = 7.12. The first row in each case
represents the recorded images and the second row shows the processed images.
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Figure 4.43: Morphology of drop impact on elastic convex surfaces showing the
effect of impact Weber number. For each group of image sequences, the Weber
number increases from (1) to (3): (1) We = 14, (2) We = 81 & (3) We = 147. In
order to show the effect of D∗ under various conditions, different combinations
of the other two impact parameters (E & D∗) are chosen for each group: C,
E = 0.23 MPa, D∗ = 2.91; D, E = 0.23 MPa, D∗ = 12.0. The first row in each case
represents the recorded images and the second row shows the processed images.
to the surface energy of the liquid cap, as a function of the Weber number for
different impact parameters as shown in Figure 4.44. Data with the same diameter
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Figure 4.44: Maximum length of the wetted arc (normalized by equilibrium drop
diameter) as a function of impact Weber number for cases of different diameter
ratios and elastic moduli.
ratio are marked using the same colour (red: D∗ = 2.91, green: D∗ = 7.12 &
blue: D∗ = 12.0). Good consistency is exhibited by the experimental data in
the considered Weber number range, where follow a scaling law [24] (Lmax/D0 ∼
We0.33) indicated by the solid line, which implies that the spreading behaviours
are still dominated by the Weber number (i.e., the effect of elastic modulus and
diameter ratio is negligible). In addition, the curvature effect on the spreading
behaviours of impacting drops observed in our experiments is in consistent with
the results from a recent numerical investigation [97].
After maximum spreading, the drop recoils to the top of the hemisphere and
starts to oscillate. The minimum base angle reached at the end of the initial
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Figure 4.45: Minimum length of the wetted arc (normalized by equilibrium drop
diameter) as a function of impact Weber number for cases of different diameter
ratios and elastic moduli.
retraction phase is referred to as the ’minimum retracting angle’ (αmin). The
normalised minimum length of the wetted arc (defined the same way as Lmax but
with αmin) as a function of impact Weber number for different impact param-
eters is plotted in Figure 4.45. Unlike the spreading behaviour, the retracting
behaviour is strongly affected by the magnitude of the elastic modulus of the
substrate. Especially in the case of the lowest diameter ratio (red symbols), the
minimum length of the wetted arc for substrates with high/intermediate stiff-
ness (E=2.05 MPa or E=0.23 MPa) remains around 1 regardless of the increase
of Weber number. The data for Weber number ∼147 are unavailable since the
flow instabilities at high impact velocity lead to symmetry break during the re-
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traction of the drop, and the drop partially or completely slide off the top of
the hemispherical substrate (see case C (3) in Figure 4.43 for example). How-
ever the minimum length of the wetted arc for the case of most soft substrate
(E=0.08 MPa) increases significantly as the Weber number grows and is only
slightly smaller than the maximum one (compare the red square data between
Figure 4.44 and Figure 4.45), which means the periphery of the drop almost stays
pinned after maximum spreading. In case of higher diameter ratios (D∗ = 7.12
& D∗ = 12.0), although the data for any substrate stiffness seem to rise with the
increase of Weber number, the minimum length of the wetted arc for the highest
stiffness substrate (E=2.03 MPa) is systematically lower compared to the other
two cases of softer substrates.
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Figure 4.46: Retraction coefficient as a function of impact Weber number for
cases of different diameter ratios and elastic moduli.
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In order to better characterize the retraction behaviour, a quantity which is
referred as the retraction coefficient is defined:
β = (αmax − αmin)/αmax. (4.17)
It expresses the relative decrease in the maximum spreading angle due to re-
traction with respect to the magnitude of maximum spreading angle. Figure 4.46
shows the retraction coefficient as a function of impact Weber number for different
impact parameters. In the cases of highest-stiffness substrates (symbols: #,◇,+),
the retraction is more pronounced as the Weber number increases for all diam-
eter ratios, which is reasonable since larger impact velocity will result in higher
retraction velocity of the liquid lamella. Surprisingly the data for the smallest
diameter ratio (#) are systematically higher than those with larger diameter ra-
tios (◇,+). Here this effect is called the ’de-wetting effect’ due to the curvature of
the surface, which indicates that impacting drops experience a more significant
retraction phase on a substrate with higher curvature. In the case of substrates
with intermediate stiffness (△,◁,×), the de-wetting effect is still applicable though
some data of highest diameter ratio (×) is comparable or even higher than those
with a higher curvature (◁). However the de-wetting effect completely fails in
cases of substrates with lowest stiffness (◻,▷,☆). The substrate with highest di-
ameter ratio (☆) yields most pronounced retraction. The retraction coefficient of
impacting drops on substrate with lowest diameter ratio (◻) even decreases with
the increase of Weber number, also the values of β are below 0.1 when the Weber
number is higher than 50, which means the peripheries of spreading drops almost
remain stationary after maximum spreading. Thus the effect of diameter ratio
on the retraction behaviours in case of the most soft substrate is totally different
from the other two cases with a higher-stiffness substrate.
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Figure 4.47: Dynamic contact angle as a function of impact time showing the
effect of elastic modulus. The impact parameters in each subfigure (A & B)
correspond to the image sequence group (A & B) in Figure 4.38. Filled symbols
represent the data of dynamic contact angle while the length of wetted arc is
denoted by open symbols.
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Figure 4.48: Dynamic contact angle as a function of impact time showing the
effect of elastic modulus. The impact parameters in each subfigure (C & D)
correspond to the image sequence group (C & D) in Figure 4.39. Filled symbols
represent the data of dynamic contact angle while the length of wetted arc is
denoted by open symbols.
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4.5.3 Dynamic contact angle
Effect of elastic modulus on dynamic contact angle
The dynamic contact angle as a function of time showing the effect of elastic
modulus is displayed in Figures 4.47 & 4.48 (corresponding to the cases of mor-
phology shown in Figures 4.38 & 4.39). All the experimental data of dynamic
contact angle in this study is measured from the left contact point. The length of
the wetted arc is also shown as open symbols in order to provide a clear reference
of the impact phases (i.e., spreading, retracting & oscillating). The data of con-
tact angles in the initial stage (within ∼ 5ms after impact) are not shown since
the magnification of our experimental setup (spatial resolution: 21 µm/ pixel)
is not high enough to clearly capture the drop contour near the contact line in
the early stage. As shown in Figures 4.47 & 4.48, the dynamic contact angle
during spreading and the early stages of retraction is almost consistent for all
cases. However, as retraction progresses the softness of the substrate is observed
to dampen the dynamic contact angle oscillations (see blue triangle data in [A] &
[D] and green circle data in [D]). This is due to contact line pinning after maxi-
mum spreading (see the corresponding open symbols for length of the wetted arc).
The oscillation amplitude of the dynamic contact angle is considerably reduced
for a softer substrate since the contact line is fixed. Nevertheless the effect of the
substrate stiffness on the dynamic contact angle is much less significant in cases
of smaller curvature ([B]) and lower impact Weber number ([C]).
Effect of diameter ratio on dynamic contact angle
The effect of diameter ratio on the temporal evolution of the dynamic contact
angle is shown in Figures 4.49 & 4.50 (corresponding to the cases of morphology
shown in Figures 4.40 & 4.41). Similar to the effect of substrate stiffness on the
dynamic contact angle, the surface curvature does not play an important role
during the spreading and early retracting stages. However the increase in the
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Figure 4.49: Dynamic contact angle as a function of time for different diameter
ratios. The impact parameters in each subfigure (A & B) correspond to the
image sequence group (A & B) in Figure 4.40. Filled symbols represent the
data of dynamic contact angle while the length of wetted arc is denoted by open
symbols.
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Figure 4.50: Dynamic contact angle as a function of time for different diameter
ratios. The impact parameters in each subfigure (C & D) correspond to the
image sequence group (C & D) in Figure 4.41. Filled symbols represent the
data of dynamic contact angle while the length of wetted arc is denoted by open
symbols.
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curvature of the surface (i.e., the decrease in the diameter ratio) is observed to
enlarge the oscillation amplitude of the dynamic contact angle after the retraction
of the drop (see red square data in [A] & [D]); this is associated with a larger and
faster retraction of the contact line (de-wetting). The differences in the de-wetting
behaviour can be explained in terms of the surface deformation upon impact,
which absorbs part of the impact kinetic energy. In the following section (Section
4.5.4), this mechanism will be discussed in details. Nevertheless the dynamic
contact angle is much less affected by the diameter ratio when the stiffness of
the substrate is very low ([B], where the pinned effect dominates) or the Weber
number is small ([C]).
Effect of Weber number on dynamic contact angle
The dynamic contact angle as a function of impact time for different Weber num-
bers is shown in Figures 4.51 & 4.52 (corresponding to the cases of morphology
shown in Figures 4.42 & 4.43). The increase in the impact Weber number is
observed to systematically reduce the dynamic contact angle in all cases. In
addition, the oscillation of the dynamic contact angle after drop retraction is
significantly inhibited when the Weber number increases to 147 (see filled blue
triangle data in Figures 4.51 & 4.52). However if the Weber number is suffi-
ciently low (see red square data in Figures 4.51 & 4.52), a pronounced oscillation
phase with large oscillation amplitude of the dynamic contact angle is observed
regardless of the diameter ratio or the elastic modulus of the substrate.
4.5.4 Energy dissipation due to substrate deformation
In this section, the influence of the diameter ratio and of the elastic modulus on
the spreading behaviour is interpreted in the light of the substrate deformation
energy. Firstly, a simple scenario, schematically shown in Figure 4.53 (A) is con-
sidered, where a drop impacts on a flat elastic surface and reaches the maximum
spreading diameter. The surface is deformed (as indicated by the dashed line)
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Figure 4.51: Dynamic contact angle as a function of time for different Weber
numbers. The impact parameters in each subfigure (A & B) correspond to the
image sequence group (A & B) in Figure 4.42. Filled symbols represent the
data of dynamic contact angle while the length of wetted arc is denoted by open
symbols.
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Figure 4.52: Dynamic contact angle as a function of time for different Weber
numbers. The impact parameters in each subfigure (C & D) correspond to the
image sequence group (C & D) in Figure 4.43. Filled symbols represent the
data of dynamic contact angle while the length of wetted arc is denoted by open
symbols.
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Figure 4.53: Schematic of energy dissipation mechanism due to substrate defor-
mation: (A) drop impact on flat elastic substrate; (B) drop impact on spherical
elastic substrate.
due to the pressure exerted by the impacting drop. Since an element of surface
which is closer to the impact centre experiences a longer contact time during
impact, the magnitude of deformation, δy(r) reaches its maximum (δymax) at the
centre of impact, and decreases radially with the distance from the centre, r, up
to a value of zero at maximum spreading radius, rmax. To simplify the quanti-
tative estimate of the elastic energy stored by the substrate, the contour of the
deformed surface is approximated by a parabola:
δy(r) = δymax[1 − ( r
rmax
)2]. (4.18)
Let Pave represent the average pressure subjected by the surface with respect to
spreading time; then, the normal force on an infinitely small annular surface area
can be written as:
dF = Pave ⋅ 2pirdr, (4.19)
and the corresponding differential expression of deformation energy is given by:
dWdef = dF ⋅ δy = 2piPaveδymax[1 − ( r
rmax
)2]rdr. (4.20)
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Thus the total deformation energy during impact can be obtained by the integral
of Equation 4.20 with respect to r:
Wdef = ∫ rmax
0
dWdef
= 2piPaveδymax∫ rmax
0
[1 − ( r
rmax
)2]rdr
= 1
2
piPaveδymaxr
2
max (= 18piPaveδymaxL2max).
(4.21)
Secondly, this simplified model is extended to the case of a spherical elastic
surface [Figure 4.53 (B)]. If the impact kinetic energy is the same, i.e., the im-
pacting drops have the same Weber number, one can expect the vertical pressure
(Pave) on the impact surface to be almost identical for two cases. However, in
the case of a spherical surface, only the normal component of Pave to the target
surface is responsible for its deformation, while the tangential component con-
tributes to spreading. As a result, the differential expression of normal force on
the substrate surface shown by Equation 4.19 can be modified for the case of a
spherical surface as:
dF ∗ = Pave cosω ⋅ 2piR2sub sinωdω= piPaveR2sub sin 2ωdω, (4.22)
where ω is the polar coordinate measured form the center of the spherical sub-
strate, and Rsub denotes the radius of the substrate. Similar to Equation 4.18, a
parabolic deformed contour is assumed to radially distribute on the target surface:
δy∗(ω) = δymax[1 − ( ω
ωmax
)2], (ωmax = Lmax
2Rsub
). (4.23)
By integrating the product of Equation 4.22 and Equation 4.23 with respect to ω,
the total deformation energy for the case of a spherical surface can be expressed
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as:
W ∗def = ∫ ωmax
0
dW ∗def= ∫ ωmax
0
dF ∗δy∗(ω)
= piPaveR2subδymax× ∫ ωmax
0
[1 − ( ω
ωmax
)2] sin 2ωdω
= piPaveR2subδymax× (1
2
+ sin2 ωmax − ωmax sin 2ωmax
2ω2max
)
(4.24)
Substituting Rsub =D∗D0/2 and ωmax = Lmax/2Rsub = Lmax/(D∗D0) into Equation
4.24, the deformation energy as a function of D∗ is obtained:
W ∗def = piPaveδymax(D∗D0)48L2max× [ Lmax
D∗D0 ( LmaxD∗D0 − sin 2LmaxD∗D0 ) + sin2 LmaxD∗D0 ].
(4.25)
Let Lmax = Lmax/D0 denote the normalized maximum length of the wetted arc,
then Equation 4.25 can be simplified as:
W ∗def = piPaveδymaxD20(D∗)4
8L
2
max× [Lmax
D∗ (LmaxD∗ − sin 2LmaxD∗ ) + sin2 LmaxD∗ ]= piPaveδymaxD20
8
⋅Φ(D∗, Lmax)
(4.26)
where
Φ(D∗, Lmax) =(D∗)4
L
2
max
[Lmax
D∗ (LmaxD∗ − sin 2LmaxD∗ ) + sin2 LmaxD∗ ]. (4.27)
According to the impulse-momentum theorem, the momentum change (m∆uy)
of the drop in the vertical direction during impact is equal to the average force
(F ) applied on the drop times its duration (∆t):
F∆t = Pavepi(Rsub sinωmax)2∆t
= piPave(D0D∗ sin LmaxD∗ )2
4
∆t =m∆uy, (4.28)
where ∆uy = ui − 0 = ui because the vertical velocity of the drop decreases from
the impact velocity (ui) to zero during impact, and the impact duration can be
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approximated by the characteristic time:
∆t ≈ D0
ui
. (4.29)
Thus the average pressure can be estimated as:
Pave ≈ 4mu2i
piD30(D∗ sin LmaxD∗ )2 (4.30)
In order to estimate the magnitude of δymax, the classical solution for elastic
contact mechanics between two spheres is adopted to correlate the force and the
maximum deformation [84]:
F = 4
3
⋅ E
1 − ν2 ⋅R 12effδy 32max ≈ 43 ⋅ER 12effδy 32max, (4.31)
where ν is the Poisson’s ratio, F (Equation 4.28) is the applied force, and Reff
represents the effective radius:
Reff = R1R2
R1 +R2 = D∗D02(1 +D∗) , (4.32)
in which R1 and R2 denote the radii of the two spheres. Thus, from Equations
4.31 & 4.32 δymax is estimated as:
δymax = ui
2D0D∗ sin LmaxD∗
3
√
9(1 +D∗)m2ui
D∗E2 (4.33)
Combing Equations 4.26, 4.30 & 4.33, the deformation energy for the case of a
spherical substrate can be rewritten as:
W ∗def = 3√9m 53u 103i
4(D0D∗ sin LmaxD∗ )2E 23 3
√
1 +D∗
D∗ ⋅Φ(D∗, Lmax) (4.34)
Substituting the drop mass, m = (1/6)piρD30 into Equation 4.34, W ∗def can be
rewritten as:
W ∗def = 13(12) 113 (piσWe) 53D 430(D∗ sin LmaxD∗ )2E 23 3
√
1 +D∗
D∗ ⋅Φ(D∗, Lmax), (4.35)
where We = ρu2iD0/σ is the Weber number.
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4.5.5 Considerations on the energy balance
A simple energy balance approach [44, 123, 114] can be used to estimate the max-
imum length of the wetted arc reached by a water droplet impacting on an elastic
spherical substrate. Whilst energy (or momentum) conservation approaches are
very popular due to their simplicity, it must be kept in mind their accuracy re-
lies heavily on empirical coefficients. In particular, it is well-known that if the
fluid viscosity is not close to that of water, all drop impact models based on
energy conservation fail to predict experimental results with an acceptable error
[80]; it was also shown that if the model coefficients are judiciously adjusted the
scaling Dmax/D0 ∼ We1/2 can fit experimental data in a very large range of the
variables[18]. In other words, if one locks the Weber number exponent and shifts
all the empirical input on the other coefficients, it is still possible to obtain very
good agreement with experiments, but this does not mean the scaling is true.
Equating the kinetic energy (E
(b)
k ) and surface energy (E
(b)
s ) of a spherical
drop before impact to the sum of the kinetic energy (which is assumed to be zero),
surface energy (E
(m)
s ), viscous dissipation energy (Wvis) and energy dissipation
due to substrate deformation (W ∗def) at maximum spreading, the energy balance
yields:
E
(b)
k +E(b)s = E(m)s +Wvis +W ∗def. (4.36)
The kinetic energy before impact is simply written as:
E
(b)
k = 12mu2i = 112piρD30u2i = 112piσD20We, (4.37)
and the surface energy of a spherical drop is:
E
(b)
s = piD20σ. (4.38)
The drop shape at maximum spreading is assumed to be a spherical cap with a
bottom surface area of Ab = 2piR2sub(1−cosωmax), a thickness of Tc = (1/6piD30)/Ab,
and a rim area of Ar = 2piRsub sinωmax ⋅ Tc. The surface energy at maximum
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spreading is the sum of surface energy at the liquid-gas interface E
(m)
s,LG, and the
surface energy at the liquid-solid interface E
(m)
s,LS, minus the surface energy at the
solid-gas interface E
(m)
s,SG, which is gradually lost during the impact process:
E
(m)
s = E(m)s,LG +E(m)s,LS −E(m)s,SG= (Ab +Ar)σLG +AbσLS −AbσSG, (4.39)
where σLG is the liquid-gas surface tension, σLS is the liquid-solid surface tension,
and σSG is the solid-gas surface tension. According to Young’s Equation, the
difference between σSG and σLS can be correlated to σLG by the static contact
angle θ0:
σSG − σLS = σLG cos θ0. (4.40)
Combining Equations 4.39 and 4.40, E
(m)
s is written as:
E
(m)
s =[Ab(1 − cos θ0) +Ar]σLG
=pi(D∗D0)2
2
(1 − cos Lmax
D∗ )(1 − cos θ0)σ
+ piD20 sin LmaxD∗
3D∗(1 − cos LmaxD∗ )σ,
(4.41)
Using the boundary layer thickness (determined from the analytical solution of
an axisymmetric stagnation point flow) as the length scale associated with the
viscous dissipation term, Pasandideh-Fard et al. derived an expression of the
energy lost due to viscous dissipation [123]:
Wvis = pi
3
ρu2iD0L
2
max
1√
Re
= pi
3
σ(LmaxD0)2WeRe− 12 , (4.42)
Although Equation 4.42 was obtained for the case of a flat surface, here it is
adopted to estimate the viscous energy dissipation for spherical surfaces as an
approximation (in particular, the error decreases as the diameter ratio D∗ in-
creases).
Substituting E
(b)
k , E
(b)
s , E
(m)
s , Wvis and W ∗def, given by Equations 4.37, 4.38,
4.41, 4.42 and 4.35, respectively, into the energy balance equation (Equation
4.36), a correlation between the Weber number (We) and normalised maximum
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Figure 4.54: The normalised maximum length of the wetted arc as a function
of Weber number for a parameter set of E = 0.08 MPa & D∗ = 12.0. Lines
of different types represent the model predictions with different energy dissipa-
tions: no energy dissipation (solid line); only the dissipation due to deformation
(dashed line); only viscous dissipation (dotted line); energy dissipations due to
both viscous forces and deformation (dash-dot line). Blue star and line indicate
the experimental data and fitting, respectively.
length of the wetted arc (Lmax) can be established. Given a certain value of
the Weber number, Lmax can be obtained by Equation 4.36 since all the other
parameters are known. The normalised maximum length of the wetted arc is
plotted in Figure 4.54 (dash-dot line) as a function of We for a parameter set
of E = 0.08 MPa & D∗ = 12.0 (i.e., the case where the energy dissipation due to
deformation is the highest). The results are compared with different predictions
using the same model, and considering: (i) no energy dissipation (solid line);
(ii) only the energy dissipation due to substrate deformation (dashed line); (iii)
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Figure 4.55: The normalised maximum length of the wetted arc as a function of
impact Weber number for cases of different diameter ratios and elastic moduli.
Lines of different types and colors represent the model predictions, and symbols
denote the experimental data.
only the viscous energy dissipation (dotted line). The experimental data for the
same parameter set and the best fit line (from Figure 4.44) are also shown for
comparison. As shown in Figure 4.54, taking into account the energy dissipation
due to deformation without viscous energy dissipation decreases the predicted
values only slightly, while the prediction is closer to experimental data if the
viscous dissipation is taken into account, because the viscous energy dissipation
in the fluid is much larger than the dissipation due to surface deformation. The
model predictions of Lmax for all the cases reported in Figure 4.44 are plotted
and compared with the corresponding experimental results in Figure 4.55. The
model results confirm the effects of elastic modulus and diameter ratio on the
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spreading behaviours are modest and do not change the scaling of the maximum
spreading length with respect to the Weber number. However, the proposed
energy conservation approach is not able to predict the scaling Lmax/D0 ∼We0.33
observed experimentally.
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Chapter 5
Conclusions
5.1 Leidenfrost drop impact
5.1.1 Symmetry breaking and somersaults
The impact of Newtonian and non-Newtonian drops on a heated surface in the
Leidenfrost regime was studied experimentally to get a deeper understanding of
the energy redistribution during the impact process and to investigate separately
the effects of different flow behaviours (Newtonian, shear-thinning and viscoelas-
tic) on the energy redistribution by comparing the drop impact process using
three model fluids (water solutions of glycerol, xanthan gum and polyacrylamide,
respectively).
The main experimental findings are:● The maximum bouncing height of glycerol drops with infinite-shear viscosity
starts to decrease at a critical Weber number (around 30) while those of other
types of drops are almost consistent in the considered Weber number range.
However the retraction velocity of infinite-shear-viscosity Newtonian drops is only
slightly smaller than those of the zero-shear-viscosity Newtonian, xanthan gum
and polyacrylamide drops.● The non-Newtonian effects (shear-thinning and viscoelasticity) have limited
influence on the energy redistribution during impact.● The bouncing drops of glycerol with infinite-shear viscosity are observed to
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somersault beyond the critical Weber number (around 30) and no distinct rota-
tional motion can be observed for all the other types of drops. By comparing the
virtual maximum bouncing height (calculated by transforming rotational kinetic
energy into extra potential energy) and top view images in the retraction phase of
low-viscosity Newtonian drops with those of high-viscosity Newtonian and non-
Newtonian drops, we show that the somersault effect is due to the symmetry
break observed during the retraction of low-viscosity drops.● The total kinetic energy carried by low-viscosity Newtonian drops during
retraction is partly transformed into rotational kinetic energy rather than dissi-
pated when compared with high-viscosity or non-Newtonian drops.
5.1.2 Viscoplastic Leidenfrost drops
The impact morphology of viscoplastic drops onto a heated surface in Leidenfrost
regime was studied experimentally though high-speed imaging. Several important
parameters which characterize the impact morphology (such as maximum spread-
ing diameter, minimum retracting diameter and maximum bouncing height) were
measured by analysing the impact process. In particular six water-based Car-
bopol solutions with different concentrations were prepared as model fluids in
order to study the effect of yield-stress magnitude on morphology.
The main experimental findings are:● Due to the dominance of inertial force during spreading, the maximum
spreading diameter increases monotonously with respect to Weber number for all
viscoplastic drops.● For drops with a relatively low yield stress, the rebound behaviour is similar
to high viscosity Newtonian drops. As the yield stress grows, surface forces are no
longer able to minimize the free surface of the drop, and the inertial deformation
upon impact becomes permanent, resulting in an oblate bouncing drop during
rebound. These effects can be interpreted in terms of the Bingham-Capillary
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number, which compares the yield stress magnitude and the capillary (Laplace)
pressure.● The linear correlation between retraction coefficient and maximum bouncing
height in the considered Weber number range means the deformation of the drop
during retraction is crucial to its rebound behaviour and the main contribution
to drop rebound is due to surface forces, and not to the intrinsic elasticity of the
vapour cushion between the drop and the surface, which is a major assumption
in one of the existing models.
5.2 Drop impact on viscoplastic surfaces
5.2.1 Spreading behaviours
The impact morphology of drops Newtonian and yield-stress fluids on viscoplastic
surfaces was studied through high-speed imaging. The experimental results were
compared with the drop impact morphology on a hydrophilic glass surface. Espe-
cially the inertial spreading stage for different combinations of drop and substrate
at different impact Weber numbers was carefully investigated.
The main experimental findings are:● The spreading of an impacting Newtonian drop on a gel is a result of the
competition between the deformation of the substrate and the drag reduction
resulting from the gel surface. For a relatively soft substrate, the deformation
effect dominates hence it spreads slower than a solid surface. Nevertheless for a
much more solid substrate, the drag reduction effect becomes dominant, which
leads to faster spreading.● The gel drop stops spreading (tends to have the same maximum spreading
diameter) on a gel substrate with higher yield stress regardless of the impact
velocity, implying that large portion of kinetic energy of the drop is dissipated
during impact at high Weber numbers.
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5.2.2 Cavity evolution and permanent nestling
The impact of viscoplastic drops onto viscoplastic substrates characterized by
different magnitudes of yield stress was investigated experimentally. The impact
morphology of different drop/substrate combinations was studied through high
speed imaging for impact Weber numbers between 15 and 85. A map showing
the final profiles of the impacting drops for different combinations of drops and
substrates at different Weber numbers was constructed. The volumes of the final
shapes for different impact parameters were calculated through image processing.
Experimental data of the temporal crater evolution were fitted to one of the
existing models on crater evolution.
The main experimental findings are:● The final shapes of the impacting drops transform from a hemisphere to a
cone as the Weber number increases for all combinations. Also the magnitude of
the yield stress of the substrate strongly affected the penetration depth of drop
fluid: depth increases as the impact Weber number grows for stiff surface while
decreases for soft surface.● A single dimensionless parameter has been introduced by the product of
drop/substrate yield stress ratio and Weber number to reduce the regime map of
behaviour from two parameters to one.● The comparison between the experimental data of crater evolution and
model prediction implies the crater evolution model is more suitable to describe
the dimension of the drop fluid rather than the crater.
5.3 Drop impact on spherical elastic surfaces
The impact of water drops on convex, hemispherical, elastic surfaces was inves-
tigated experimentally by means of high-speed imaging. Convex hemispherical
elastic substrates characterized by different diameters and different elastic moduli
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were produced using a polydimethylsiloxane silicone elastomer. The impact mor-
phology was characterized through several quantities, including the maximum
and the minimum spreading angles, the length of the wetted curve and the dy-
namic contact angle. The dynamic contact angle was measured utilizing a novel
digital image processing scheme based on a goniometric mask. The morphology
of the impacting drop was studied under different impact parameters. In particu-
lar, the effect of three independent impact parameters (elastic modulus, diameter
ratio and Weber number) on the dynamic contact angle was systematically in-
vestigated.
The main experimental findings are:● The decrease in the elastic modulus of the substrate and the increase in
the diameter ratio are observed to inhibit the oscillation of the dynamic contact
angle after impact at sufficiently high Weber number, where both the deformation
energy and the viscous dissipation become significant. However the effect of
elastic modulus (or diameter ratio) is much less significant if the diameter ratio
is very high (or the elastic modulus is very low). The increase in the impact
Weber number is observed to systematically reduce the dynamic contact angle in
all combinations of impact parameters.● The effect of diameter ratio and elastic modulus on spreading behaviours of
the drops is limited.● The retraction of the drop impacting on the substrate with lowest stiffness
is significantly inhibited because of contact line pinning. Drops impacting on
a surface with higher curvature are observed to experience a more pronounced
retraction phase compared to the case of a small curvature.● A simple energy conservation approach accounting for the energy dissipation
due to substrate deformation has been proposed and is able to explain some of
the experimental observations. However it is not able to predict the scaling of
the maximum spreading length without further empirical adjustments.
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Chapter 6
Outlook and Future Work
6.1 Leidenfrost drop impact
Although a mechanism based on the observation of symmetry breaking and som-
ersaulting in Leidenfrost drops has been proposed to demonstrate the energy
redistribution after impact, which successfully explains the fact that the Newto-
nian drops with infinite-shear viscosity bounce much lower than other types of
drops (Section 4.1), the nature of the flow instabilities which lead to the forma-
tion of finger-like protrusions and symmetry breaking is still poorly understood.
Detailed information of the flow structure inside the retracting drop is needed
in order to further understand the mechanism. One possible way is to use the
fluorescent particles and track them inside the droplets through a PIV system.
However the number of the particles within a single droplet can not be too small
to obtain precise measurements and not too large to avoid changing the viscosity.
Besides the velocity data measured through the PIV system must be corrected
due to the variance of refraction index at the curved interface between the drop
fluid and air. Thus measuring the velocity profile experimentally is not a simple
task. Another possible approach is numerical simulation. Simulating the impact
of drops with sufficient low viscosity on heated surface at sufficiently high Weber
number using appropriate two-phase flow numerical methods may reproduce the
symmetry breaking and rotating of bouncing drops observed in our experiment.
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However the biggest challenge of simulating the Leidenfrost drops is the correct
modelling of the dynamics of vapour film which is formed between the droplet
and the solid surface during impact.
6.2 Viscoplastic drop impact on viscoplastic sur-
faces
We propose a possible mechanism which explains the spreading behaviours of
Newtonian drops impacting on different substrates based on the difference in
velocity profiles (Section 4.3). However, so far we are not able to validate the
proposed mechanism experimentally. In order to obtain the velocity profile in
both the droplet and the substrate, one could set up a small-scale PIV system
as shown schematically by Figure 6.1. Though it would be difficult to visualise
the correct movement of particles inside the droplet as mentioned in Section 6.1,
the flow field of the substrate under the impact point is much easier to capture
since the correction process due to the refraction index change is simpler without
curved interface. In addition, with the help of the velocity profile, one is able to
identify the yielded/unyielded regions during the drop impact process.
Figure 6.1: Schematic of a small-scale PIV system for measuring the velocity
profile.
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6.3 Drop impact on spherical soft surface
The deformation of the substrate is negligible compared to the equilibrium drop
diameter (i.e., micro-scale substrate deformation) in our drop impact experiments
on spherical PDMS substrates (Section 4.5). Thus it is impossible to capture the
contour of the deformed surface through digital image processing. However it
would be interesting to observe the macro-scale substrate deformation (compa-
rable with the equilibrium drop diameter) during impact. Using PDMS as the
convex substrates to achieve macro-scale substrate deformation is not very prac-
tical since the liquid behaviours and high stickiness of PDMS at high base/agent
mixing ratio (i.e., low elastic modulus) would make it very difficult to separate
the PDMS from the mould. One possible future plan is to conduct drop impact
experiments on a thin flexible film with a spherical shape as schematically shown
in Figure 6.2, in which macro-scale substrate deformation is expected to be ob-
served by a high-speed camera. In addition, the novel digital image processing
scheme based on a goniometric mask can be adopted to measure the dynamic
contact angle in this scenario where both the drop fluid surface and the solid
surface deform during drop impact, which cannot be achieved by conventional
techniques of contact angle measurement.
Figure 6.2: Schematic of drop impact on a thin flexible film with a spherical
shape.
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Appendix A
Image-processing Code
The present Matlab® code has been developed by the author to process the
recorded images from high-speed cameras.
A.1 Code for capturing the contours of both
crater and drop fluid
(See Figure 3.14 for reference.)
fprintf(’image_No drop_depth cavity_depth
drop_diameter cavity_diameter \n’)
for n = 8:200
% Define interface
interface = 290;
% Deepen upper part
bright = 20; %deepening height
min_r = 400; %degree of deepening
%Image thresholding
threshold = 0;
%Dilate time
time = 3;
%Dilate time cavity
time2 = 2;
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if n<100
filename=[’Frame00’ num2str(n) ’.jpg’];
else
filename=[’Frame0’ num2str(n) ’.jpg’];
end
geldrop_original = imread(filename);
[r_total, c_total]=size(geldrop_original);
imtool(geldrop_original)
%Gaussian filter
h1 = fspecial(’gaussian’,[6 4], 2);
%h1 = fspecial(’gaussian’,[15 10], 6);
%h1 = fspecial(’gaussian’,[3 2], 1);
%Canny edge detection
geldrop_edge = edge(imfilter(geldrop_original, h1),’canny’);
%Get rid of the ’frame’
cut = 5; %(pixels)
geldrop = geldrop_original(cut:(r_total-cut+1),
cut:(c_total-cut+1));
geldrop_edge_cut = geldrop_edge(cut:(r_total-cut+1),
cut:(c_total-cut+1));
[r_total, c_total]=size(geldrop_edge_cut);
%imtool(geldrop_edge_cut)
white_row = 255*ones(1,c_total);
for i = 1 : interface
geldrop(i,:) = white_row;
end
%uniform intensity
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k_cavity_t = interface;
geldrop_uniform = geldrop;
drop_height = bright;
unit = 1/bright;
for i = interface:interface+bright
for j = 1:c_total
if geldrop_uniform(i,j)<=245
geldrop_uniform(i,j) = geldrop(i,j)-
fix(1*(1-(i-k_cavity_t)*unit)*min_r);
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%imtool(geldrop_uniform)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Correction
%vertical
%geldrop_uniform(:,1:125) = 255*ones(r_total,125);
%geldrop_uniform(:,555:c_total) =
255*ones(r_total,c_total-554 );
%imtool(geldrop_edge_cut)
geldrop_edge_cut = edge(imfilter(geldrop_uniform, h1),
’canny’);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%imtool(geldrop_edge_cut)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Correction
%horizontal
216
%geldrop_edge_cut(330:430,:)= zeros(430-330+1,c_total);
%geldrop_edge_cut(335:430,505:550)= zeros(430-335+1,
550-505+1);
%vertical
geldrop_edge_cut(:,1:162)= zeros(r_total,162);
geldrop_edge_cut(:,394:c_total)= zeros(r_total,c_total-393);
%imtool(geldrop_edge_cut)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Get rid of the ’frame’
cut = 5; %(pixels)
geldrop2 = geldrop_uniform(cut:(r_total-cut+1),
cut:(c_total-cut+1));
geldrop_edge2 = geldrop_edge_cut(cut:(r_total-cut+1),
cut:(c_total-cut+1));
[r_total, c_total]=size(geldrop_edge2);
white_row = 255*ones(1,c_total);
black_row = zeros(1,c_total);
%Capture the drop fluid and the cavity
se = [1 1 1];
se2 = [0 1 0;1 1 1;0 1 0];
geldrop_edge2_expd = zeros(r_total+50,c_total+100);
geldrop_edge2_expd(1:r_total,50:(c_total+49)) =
geldrop_edge2;
geldrop_edge2_expd(interface-cut+1,:) = ones(1,c_total+100);
for i=1:time
geldrop_edge2_expd = imdilate(geldrop_edge2_expd,
strel(’disk’,10));
end
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imtool(geldrop_edge2)
geldrop_edge2_expd = imfill(geldrop_edge2_expd,’holes’);
for i=1:time
geldrop_edge2_expd = imerode(geldrop_edge2_expd,
strel(’disk’,10));
end
geldrop_edge2_expd(interface-cut+1,:) = zeros(1,c_total+100);
geldrop_edge2 = geldrop_edge2_expd(1:r_total,50:(c_total+49));
%imtool(geldrop_edge2)
geldrop_cavity2 = imcomplement(im2bw(geldrop2, threshold));
geldrop_cavity2_temp = geldrop_cavity2;
%imtool(geldrop_cavity2_temp)
for i=1:1
geldrop_cavity2_temp = imerode(geldrop_cavity2_temp,
strel(’disk’,1));
end
for i=1:1
geldrop_cavity2_temp = imdilate(geldrop_cavity2_temp,
strel(’disk’,1));
end
geldrop_cavity2_expd = zeros(r_total+50,c_total+100);
geldrop_cavity2_expd(1:r_total,50:(c_total+49)) =
geldrop_cavity2_temp;
geldrop_cavity2_expd(interface-cut+1,:) = ones(1,c_total+100);
for i=1:time2
geldrop_cavity2_expd = imdilate(geldrop_cavity2_expd,
strel(’disk’,8));
end
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geldrop_cavity2_expd = imfill(geldrop_cavity2_expd,’holes’);
for i=1:time2
geldrop_cavity2_expd = imerode(geldrop_cavity2_expd,
strel(’disk’,8));
end
geldrop_cavity2_expd(interface-cut+1,:) = zeros(1,c_total+100);
geldrop_cavity2_temp = geldrop_cavity2_expd(1:r_total,
50:(c_total+49));
geldrop_cavity2 = geldrop_cavity2_temp;
geldrop_cavity2 = imfill(geldrop_cavity2,’holes’);
%imtool(geldrop_cavity2)
%Generate RGB components
air = uint8(zeros(r_total, c_total, 3));
substrate = uint8(zeros(r_total, c_total, 3));
drop_fluid = uint8(zeros(r_total, c_total, 3));
cavity = uint8(zeros(r_total, c_total, 3));
all_white = 255*ones(r_total, c_total);
for i=1:interface
air(i,:,1) = white_row;
air(i,:,2) = white_row;
air(i,:,3) = white_row;
end
drop_fluid_b = and(geldrop_edge2,
imcomplement(geldrop_cavity2));
time_extra = 1;
for i=1:time_extra
drop_fluid_b = imerode(drop_fluid_b,se2);
end
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for i=1:time_extra
drop_fluid_b = imdilate(drop_fluid_b,se2);
end
substrate_b = imcomplement(or(drop_fluid_b,geldrop_cavity2));
substrate_b = imcomplement(imfill(imcomplement(substrate_b),
’holes’));
drop_fluid_b = and(imcomplement(substrate_b),
imcomplement(geldrop_cavity2));
interface = 0;
for i = 1: r_total
if min(substrate_b(i,:)) == 0;
break
else
interface = interface+1;
end
end
for i=1:interface
substrate_b(i,:) = black_row;
end
substrate(:,:,2) = substrate_b.*all_white;
substrate(:,:,3) = substrate_b.*all_white;
drop_fluid(:,:,3) = drop_fluid_b.*all_white;
cavity(:,:,1) = geldrop_cavity2.*all_white;
whole = substrate+air+drop_fluid+cavity;
%imtool(substrate)
%imtool(air)
%imtool(drop_fluid)
%imtool(cavity)
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%Measurement
%Depth
drop_bot = r_total;
cavity_bot = r_total;
for i=r_total:-1:1
s = sum(drop_fluid_b(i,:));
if s > 0
break
else
drop_bot = drop_bot - 1;
end
end
for i=r_total:-1:1
s = sum(geldrop_cavity2(i,:));
if s > 0
break
else
cavity_bot = cavity_bot - 1;
end
end
drop_depth = abs(interface-drop_bot);
cavity_depth = abs(interface-cavity_bot);
%Diameter
drop_le = 1;
drop_ri = c_total;
cavity_le = 1;
cavity_ri = c_total;
%imtool(drop_fluid_b)
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for i=1:c_total
s = sum(drop_fluid_b(:,i));
if s > 0
break
else
drop_le = drop_le + 1;
end
end
for i=1:c_total
s = sum(geldrop_cavity2(:,i));
if s > 0
break
else
cavity_le = cavity_le + 1;
end
end
for i=c_total:-1:1
s = sum(drop_fluid_b(:,i));
if s > 0
break
else
drop_ri = drop_ri - 1;
end
end
for i=c_total:-1:1
s = sum(geldrop_cavity2(:,i));
if s > 0
break
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else
cavity_ri = cavity_ri - 1;
end
end
drop_diameter = abs(drop_ri-drop_le);
cavity_diameter = abs(cavity_ri-cavity_le);
%if drop_diameter < cavity_diameter
% drop_diameter = cavity_diameter;
%end
fprintf(’%g %g %g %g %g \n’,n,
drop_depth,cavity_depth,drop_diameter,cavity_diameter)
imtool(whole)
if n<100
filename2 = [’Processed00’ num2str(n) ’.bmp’];
else
filename2 = [’Processed0’ num2str(n) ’.bmp’];
end
imwrite(whole,filename2,’bmp’)
end
A.2 Code for isolating drop morphology from
spherical substrate and quantitative mea-
surements
(See Figures 3.15 & 3.16 for reference.)
clear all;
clc;
close all force;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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input_path = ’C:\Users\csm13\Desktop\Temp\Frames\’;
output_path = ’C:\Users\csm13\Desktop\Temp\Processed\’;
convex_original = imread([input_path ’Frame0020.bmp’]);
start = 9;
finish = 200;
smooth = 3;
extradialte = 0;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
R_hemisphere = 9/2; %/mm
r1 = 100;
r2 = 150;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
D_water = 3.09; %/mm
threshold = 0.4;
cut = 3;
%h1 = fspecial(’gaussian’,[3 2], 1);
h1 = fspecial(’gaussian’,[6 4], 2);
convex_background = imread([input_path ’Frame0000.bmp’]);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
convex_original = rgb2gray(imfilter(convex_original, h1));
convex_background = rgb2gray(imfilter(convex_background,
h1));
convex_binary = im2bw(convex_original,threshold);
convex_background_binary = im2bw(convex_background,
threshold);
[r_total, c_total]=size(convex_binary);
convex_bi = convex_binary(cut:(r_total-cut+1),
cut:(c_total-cut+1));
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convex_background_bi = convex_background_binary(cut:
(r_total-cut+1), cut:(c_total-cut+1));
[r_total, c_total]=size(convex_bi);
convex_bi_reverse = imcomplement(convex_bi);
convex_background_bi_reverse =
imcomplement(convex_background_bi);
convex_bi_reverse_fill = imfill(convex_bi_reverse,’holes’);
s = regionprops(convex_bi_reverse_fill, ’Area’, ’PixelList’);
[~,ind] = max([s.Area]);
pix = sub2ind(size(convex_bi_reverse), s(ind).PixelList(:,2),
s(ind).PixelList(:,1));
convex_bi_reverse_fill_biggest =
zeros(size(convex_bi_reverse));
convex_bi_reverse_fill_biggest(pix) =
convex_bi_reverse_fill(pix);
convex_background_bi_reverse_fill =
imfill(convex_background_bi_reverse,’holes’);
s = regionprops(convex_background_bi_reverse_fill, ’Area’,
’PixelList’);
[~,ind] = max([s.Area]);
pix = sub2ind(size(convex_bi_reverse), s(ind).PixelList(:,2),
s(ind).PixelList(:,1));
convex_background_bi_reverse_fill_biggest =
zeros(size(convex_background_bi_reverse));
convex_background_bi_reverse_fill_biggest(pix) =
convex_background_bi_reverse_fill(pix);
convex_background_bi_reverse_fill_biggest =
imerode(convex_background_bi_reverse_fill_biggest,
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strel(’disk’,smooth));
convex_background_bi_reverse_fill_biggest =
imdilate(convex_background_bi_reverse_fill_biggest,
strel(’disk’,smooth));
%%%% not necessary %%%%
convex_background_bi_reverse_fill_biggest =
imdilate(convex_background_bi_reverse_fill_biggest,
strel(’disk’,extradialte));
%%%% not necessary %%%%
drop_bi_reverse =
xor(convex_bi_reverse_fill_biggest,
convex_background_bi_reverse_fill_biggest);
s = regionprops(drop_bi_reverse, ’Area’, ’PixelList’);
[~,ind] = max([s.Area]);
pix = sub2ind(size(drop_bi_reverse), s(ind).PixelList(:,2),
s(ind).PixelList(:,1));
drop_bi_reverse_biggest = zeros(size(drop_bi_reverse));
drop_bi_reverse_biggest(pix) = drop_bi_reverse(pix);
contact_line_temp =
imdilate(convex_background_bi_reverse_fill_biggest,
strel(’disk’,1)) & drop_bi_reverse_biggest;
drop_bi_reverse_biggest_temp =
(drop_bi_reverse_biggest - contact_line_temp) |
convex_background_bi_reverse_fill_biggest;
drop_bi_reverse_biggest_temp =
imdilate(drop_bi_reverse_biggest_temp,strel(’disk’,1));
drop_bi_reverse_biggest_temp =
imerode(drop_bi_reverse_biggest_temp,strel(’disk’,1));
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drop_bi_reverse_biggest = xor(drop_bi_reverse_biggest_temp,
convex_background_bi_reverse_fill_biggest);
s = regionprops(drop_bi_reverse_biggest, ’Area’,
’PixelList’);
[~,ind] = max([s.Area]);
pix = sub2ind(size(drop_bi_reverse_biggest),
s(ind).PixelList(:,2), s(ind).PixelList(:,1));
drop_bi_reverse_biggest_temp =
zeros(size(drop_bi_reverse_biggest));
drop_bi_reverse_biggest_temp(pix) =
drop_bi_reverse_biggest(pix);
drop_bi_reverse_biggest = drop_bi_reverse_biggest_temp;
convex_background_bi_reverse_fill_biggest_dilate =
imdilate(convex_background_bi_reverse_fill_biggest,
strel(’disk’,1));
contact_line =
convex_background_bi_reverse_fill_biggest_dilate
& drop_bi_reverse_biggest;
[~,hemi_left] =
max(convex_background_bi_reverse_fill_biggest(r_total,:));
[~,hemi_right] =
max(fliplr(convex_background_bi_reverse_fill_biggest
(r_total,:)));
hemi_right = c_total - hemi_right;
convex_background_bi_reverse_fill_biggest(r_total,
(hemi_left:hemi_right)) = 1.;
convex_background_bi_reverse_fill_biggest =
imfill(convex_background_bi_reverse_fill_biggest,’holes’);
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convex_bi_reverse_fill_biggest(r_total,
(hemi_left:hemi_right))=1.;
convex_bi_reverse_fill_biggest =
imfill(convex_bi_reverse_fill_biggest,’holes’);
s_bottom =
sum(convex_background_bi_reverse_fill_biggest(r_total,:));
imtool(convex_background_bi_reverse_fill_biggest)
hemi_middle = round(hemi_left+0.5*s_bottom);
[~,hemi_top] =max(convex_background_bi_reverse_fill_biggest
(:,hemi_middle));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%find the centre
[~,hemi_lefttop] =
max(convex_background_bi_reverse_fill_biggest
(:,hemi_middle-r1));
[~,hemi_righttop] =
max(convex_background_bi_reverse_fill_biggest
(:,hemi_middle+r1));
p1 = [hemi_middle -hemi_top];
p2 = [hemi_middle-r1 -hemi_lefttop];
p3 = [hemi_middle+r1 -hemi_righttop];
m_r = (p2(2)-p1(2))/(p2(1)-p1(1));
m_t = (p3(2)-p2(2))/(p3(1)-p2(1));
c1x = (m_r*m_t*(p3(2)-p1(2))+m_r*(p2(1)+p3(1))-
m_t*(p1(1)+p2(1)))/(2*(m_r-m_t));
c1y = (-1)/m_r*(c1x-(p1(1)+p2(1))/2)+(p1(2)+p2(2))/2;
c1 = [round(c1x) round(-c1y)]
[~,hemi_lefttop] =
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max(convex_background_bi_reverse_fill_biggest
(:,hemi_middle-r2));
[~,hemi_righttop] =
max(convex_background_bi_reverse_fill_biggest
(:,hemi_middle+r2));
p1 = [hemi_middle -hemi_top];
p2 = [hemi_middle-r2 -hemi_lefttop];
p3 = [hemi_middle+r2 -hemi_righttop];
m_r = (p2(2)-p1(2))/(p2(1)-p1(1));
m_t = (p3(2)-p2(2))/(p3(1)-p2(1));
c2x = (m_r*m_t*(p3(2)-p1(2))+m_r*(p2(1)+p3(1))-
m_t*(p1(1)+p2(1)))/(2*(m_r-m_t));
c2y = (-1)/m_r*(c2x-(p1(1)+p2(1))/2)+(p1(2)+p2(2))/2;
c2 = [round(c2x) round(-c2y)]
center = [round((c1x+c2x)/2) round((-c1y-c2y)/2)]
radius =
round(sqrt((center(1)-hemi_middle)^2+(center(2)-hemi_top)^2))
[~,contact_line_left_border] = max(max(contact_line));
contact_line_mid_x = center(1);
%contact_line_mid_x = contact_line_left_border
+round(sum(max(contact_line))*0.5);
left_contact_line = contact_line(:,1:contact_line_mid_x);
right_contact_line =
contact_line(:,contact_line_mid_x+1:c_total);
[~,contact_line_lepoint_y] =
max(flipud(max(left_contact_line,[],2)));
contact_line_lepoint_y = r_total-contact_line_lepoint_y+1;
[~,contact_line_lepoint_x] =
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max(left_contact_line(contact_line_lepoint_y,:));
[~,contact_line_ripoint_y] =
max(flipud(max(right_contact_line,[],2)));
contact_line_ripoint_y = r_total-contact_line_ripoint_y+1;
[~,contact_line_ripoint_x] =
max(fliplr(right_contact_line(contact_line_ripoint_y,:)));
contact_line_ripoint_x = c_total - contact_line_ripoint_x+1;
mid =
[round((contact_line_lepoint_x+contact_line_ripoint_x)/2),
round((contact_line_lepoint_y+contact_line_ripoint_y)/2)];
tip = zeros(1,2);
if mid(1) == center(1)
tip = [center(1) hemi_top];
else
l = sqrt((center(1)-mid(1))^2+(center(2)-mid(2))^2);
tip(1) = round(center(1)+(mid(1)-center(1))*radius/l);
[~,tip(2)] =
max(convex_background_bi_reverse_fill_biggest(:,tip(1)));
end
tip
line = zeros(r_total,c_total);
if mid(1) ~= center(1)
x1 = center (1);
y1 = -center (2);
x2 = tip(1);
y2 = -tip(2);
k=(y2-y1)/(x2-x1);
b=y1-k*x1;
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if abs(k) >= 1
for j = min(center(2),r_total):-1:1
x_temp = round((-j-b)/k);
if (x_temp >= c_total) || (x_temp <= 1)
break
end
line(j,x_temp)=1;
end
else if k > 0 && k < 1
for i = max(center(1),round((-(r_total-1)-b)/k)):c_total
y_temp = round(-(k*i+b));
if (y_temp >= r_total) || (y_temp <= 1)
break
end
line(y_temp,i)=1;
end
else
for i = min(center(1),round((-(r_total-1)-b)/k)):-1:1
y_temp = round(-(k*i+b));
if (y_temp >= r_total) || (y_temp <= 1)
break
end
line(y_temp,i)=1;
end
end
end
else
line(:,center(1)) = 1. ;
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end
film_north = line & drop_bi_reverse_biggest;
film_thickness_north =
round(sqrt(sum(max(film_north))^2+
sum(max(film_north,[],2))^2));
film_thickness_north =
film_thickness_north/radius*R_hemisphere/D_water;
if contact_line_lepoint_y >= center(2)
theta_le =
90 + asind(abs(contact_line_lepoint_y-center(2))/radius);
else
theta_le = asind((center(1)-contact_line_lepoint_x)/radius);
end
if contact_line_ripoint_y >= center(2)
theta_ri =
90 + asind(abs(contact_line_ripoint_y-center(2))/radius);
else
theta_ri = asind((contact_line_ripoint_x-center(1))/radius);
end
theta = theta_le+theta_ri;
imtool(convex_bi_reverse_fill_biggest)
imtool(drop_bi_reverse_biggest)
imtool(contact_line)
imtool(line)
imtool(film_north)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Loop %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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film_thickness_north_seq = zeros(finish-start+1, 1);
theta_seq = zeros(finish-start+1, 1);
contact_angle_left_seq = zeros(finish-start+1, 1);
contact_angle_right_seq = zeros(finish-start+1, 1);
for n = start:finish
if n<100 && n>=10
filename=[input_path ’Frame00’ num2str(n) ’.bmp’];
elseif n<10
filename=[input_path ’Frame000’ num2str(n) ’.bmp’];
else
filename=[input_path ’Frame0’ num2str(n) ’.bmp’];
end
convex_original = imread(filename);
convex_original = rgb2gray(imfilter(convex_original, h1));
convex_binary = im2bw(convex_original,threshold);
[r_total, c_total]=size(convex_binary);
convex_bi = convex_binary(cut:(r_total-cut+1),
cut:(c_total-cut+1));
[r_total, c_total]=size(convex_bi);
convex_bi_reverse = imcomplement(convex_bi);
convex_bi_reverse_fill = imfill(convex_bi_reverse,’holes’);
s = regionprops(convex_bi_reverse_fill, ’Area’,
’PixelList’);
[~,ind] = max([s.Area]);
pix = sub2ind(size(convex_bi_reverse),
s(ind).PixelList(:,2), s(ind).PixelList(:,1));
convex_bi_reverse_fill_biggest =
zeros(size(convex_bi_reverse));
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convex_bi_reverse_fill_biggest(pix) =
convex_bi_reverse_fill(pix);
convex_bi_reverse_fill_biggest(r_total,
(hemi_left:(hemi_left+s_bottom-1)))=1.;
convex_bi_reverse_fill_biggest =
imfill(convex_bi_reverse_fill_biggest,’holes’);
drop_bi_reverse =
xor(convex_bi_reverse_fill_biggest,
convex_background_bi_reverse_fill_biggest);
s = regionprops(drop_bi_reverse, ’Area’, ’PixelList’);
[~,ind] = max([s.Area]);
pix = sub2ind(size(drop_bi_reverse),
s(ind).PixelList(:,2), s(ind).PixelList(:,1));
drop_bi_reverse_biggest = zeros(size(drop_bi_reverse));
drop_bi_reverse_biggest(pix) = drop_bi_reverse(pix);
contact_line_temp =
imdilate(convex_background_bi_reverse_fill_biggest
,strel(’disk’,1))
& drop_bi_reverse_biggest;
drop_bi_reverse_biggest_temp =
(drop_bi_reverse_biggest - contact_line_temp) |
convex_background_bi_reverse_fill_biggest;
drop_bi_reverse_biggest_temp =
imdilate(drop_bi_reverse_biggest_temp,strel(’disk’,1));
drop_bi_reverse_biggest_temp =
imerode(drop_bi_reverse_biggest_temp,strel(’disk’,1));
drop_bi_reverse_biggest = xor(drop_bi_reverse_biggest_temp,
convex_background_bi_reverse_fill_biggest);
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%%%% not necessary %%%%
%drop_bi_reverse_biggest =
imdilate(drop_bi_reverse_biggest,strel(’disk’,4));
%%%% not necessary %%%%
s = regionprops(drop_bi_reverse_biggest, ’Area’,
’PixelList’);
[~,ind] = max([s.Area]);
pix = sub2ind(size(drop_bi_reverse_biggest),
s(ind).PixelList(:,2), s(ind).PixelList(:,1));
drop_bi_reverse_biggest_temp =
zeros(size(drop_bi_reverse_biggest));
drop_bi_reverse_biggest_temp(pix) =
drop_bi_reverse_biggest(pix);
drop_bi_reverse_biggest = drop_bi_reverse_biggest_temp;
%
%%%% not necessary %%%%
%drop_bi_reverse_biggest =
imerode(drop_bi_reverse_biggest,strel(’disk’,4));
%%%% not necessary %%%%
contact_line =
convex_background_bi_reverse_fill_biggest_dilate
& drop_bi_reverse_biggest;
line = zeros(r_total,c_total);
if mid(1) ~= center(1)
x1 = center (1);
y1 = -center (2);
x2 = tip(1);
y2 = -tip(2);
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k=(y2-y1)/(x2-x1);
b=y1-k*x1;
if abs(k) >= 1
for j = min(center(2),r_total):-1:1
x_temp = round((-j-b)/k);
if (x_temp >= c_total) || (x_temp <= 1)
break
end
line(j,x_temp)=1;
end
else if k > 0 && k < 1
for i = max(center(1),round((-(r_total-1)-b)/k)):c_total
y_temp = round(-(k*i+b));
if (y_temp >= r_total) || (y_temp <= 1)
break
end
line(y_temp,i)=1;
end
else
for i = min(center(1),round((-(r_total-1)-b)/k)):-1:1
y_temp = round(-(k*i+b));
if (y_temp >= r_total) || (y_temp <= 1)
break
end
line(y_temp,i)=1;
end
end
end
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else
line(:,center(1)) = 1. ;
end
film_north = line & drop_bi_reverse_biggest;
film_thickness_north =
round(sqrt(sum(max(film_north))^2+sum(max(film_north,
[],2))^2));
film_thickness_north =
film_thickness_north/radius*R_hemisphere/D_water;
[~,contact_line_left_border] = max(max(contact_line));
contact_line_mid_x = center(1);
%contact_line_mid_x =
contact_line_left_border+
round(sum(max(contact_line))*0.5);
left_contact_line = contact_line(:,1:contact_line_mid_x);
right_contact_line =
contact_line(:,contact_line_mid_x+1:c_total);
[~,contact_line_lepoint_y] =
max(flipud(max(left_contact_line,[],2)));
contact_line_lepoint_y = r_total-
contact_line_lepoint_y+1;
[~,contact_line_lepoint_x] =
max(left_contact_line(contact_line_lepoint_y,:));
[~,contact_line_ripoint_y] =
max(flipud(max(right_contact_line,[],2)));
contact_line_ripoint_y = r_total-
contact_line_ripoint_y+1;
[~,contact_line_ripoint_x] =
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max(fliplr(right_contact_line
(contact_line_ripoint_y,:)));
contact_line_ripoint_x = c_total -
contact_line_ripoint_x+1;
if contact_line_lepoint_y >= center(2)
theta_le =
90 + asind(abs(contact_line_lepoint_y-center(2))/radius);
else
theta_le = asind((center(1)-
contact_line_lepoint_x)/radius);
end
if contact_line_ripoint_y >= center(2)
theta_ri =
90 + asind(abs(contact_line_ripoint_y-center(2))/radius);
else
theta_ri = asind((contact_line_ripoint_x-center(1))
/radius);
end
left_point = [contact_line_lepoint_x
contact_line_lepoint_y];
right_point = [contact_line_ripoint_x
contact_line_ripoint_y];
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
n_mask = 12;
mask_size = 2*n_mask+1;
goniometric_mask = zeros((n_mask+1) , mask_size);
for i= 1:(n_mask+1)
goniometric_mask(i, (n_mask+1-(i-1)):(n_mask+1+(i-1)))
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= 1.;
end
mask_area = (n_mask+1)^2;
whole_bi =
convex_background_bi_reverse_fill_biggest+
drop_bi_reverse_biggest;
left_measure_region =
whole_bi((left_point(2)-n_mask):left_point(2),
(left_point(1)-n_mask):(left_point(1)+n_mask));
right_measure_region =
whole_bi((right_point(2)-n_mask):right_point(2),
(right_point(1)-n_mask):(right_point(1)+n_mask));
left_area = sum(sum(left_measure_region.*
goniometric_mask));
right_area = sum(sum(right_measure_region.*
goniometric_mask));
if left_area < mask_area/2
lambda = 1;
left_angle =
90*(1-lambda) +atand(lambda*(mask_area*(1-lambda)
-2*left_area)/(2*left_area-mask_area));
elseif left_area > mask_area/2
lambda = -1;
left_angle =
90*(1-lambda) +atand(lambda*(mask_area*(1-lambda)
-2*left_area)/(2*left_area-mask_area));
else
left_angle = 90;
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end
if right_area < mask_area/2
lambda = 1;
right_angle =
90*(1-lambda)+atand(lambda*(mask_area*(1-lambda)-
2*right_area)
/(2*right_area-mask_area));
elseif right_area > mask_area/2
lambda = -1;
right_angle =
90*(1-lambda)+atand(lambda*(mask_area*(1-lambda)-
2*right_area)
/(2*right_area-mask_area));
else
right_angle = 90;
end
left_angle = left_angle-theta_le;
right_angle = right_angle-theta_ri;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
theta = theta_le+theta_ri;
film_thickness_north_seq(n-start+1) = film_thickness_north;
theta_seq(n-start+1) = theta;
contact_angle_left_seq(n-start+1) = left_angle;
contact_angle_right_seq(n-start+1) = right_angle;
%imtool(contact_line)
%imtool(film_north)
RGB_hemisphere = uint8(zeros(r_total, c_total, 3));
RGB_drop = uint8(zeros(r_total, c_total, 3));
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RGB_background = uint8(255*ones(r_total, c_total, 3));
all_white = uint8(255*ones(r_total, c_total));
RGB = uint8(255*ones(r_total, c_total, 3));
RGB_hemisphere(:,:,1) =
all_white.*uint8
(convex_background_bi_reverse_fill_biggest);
RGB_drop(:,:,3) = all_white.*uint8(drop_bi_reverse_biggest);
for i=1:3
RGB_background(:,:,i) = RGB_background(:,:,i).
*uint8(imcomplement
(xor(convex_background_bi_reverse_fill_biggest
,drop_bi_reverse_biggest)));
end
RGB_whole = RGB_hemisphere+RGB_drop+RGB_background;
%imtool(RGB_whole)
%path(output_path);
if n<100 && n>=10
filename2 = [output_path ’Processed00’ num2str(n) ’.bmp’];
elseif n<10
filename2 = [output_path ’Processed000’ num2str(n) ’.bmp’];
else
filename2 = [output_path ’Processed0’ num2str(n) ’.bmp’];
end
imwrite(RGB_whole,filename2,’bmp’)
% if n==20
% RGB_drop_temp = uint8(zeros(r_total, c_total, 3));
% for i=1:3
% RGB_drop_temp(:,:,i) =
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% all_white.*uint8(drop_bi_reverse_biggest);
% end
% imwrite(RGB_hemisphere+RGB_drop_temp+RGB_background,
% ’RGB_hemisphere.bmp’)
% for i=1:3
% RGB_hemisphere(:,:,i) =
% all_white.*uint8
% (convex_background_bi_reverse_fill_biggest);
% end
% imwrite(RGB_hemisphere+RGB_drop+RGB_background,’drop.bmp’)
% imwrite(convex_background_bi_reverse_fill_biggest,’1.bmp’)
% imwrite(drop_bi_reverse_biggest,’2.bmp’)
% imwrite(xor(convex_background_bi_reverse_fill_biggest,
% drop_bi_reverse_biggest),’3.bmp’)
% end
end
[film_thickness_north_min, loc_film_thickness_north_min] =
min(film_thickness_north_seq);
[film_thickness_north_max, loc_film_thickness_north_max] =
max(film_thickness_north_seq(loc_film_thickness_north_min
:length(film_thickness_north_seq)));
loc_film_thickness_north_max =
loc_film_thickness_north_min +
loc_film_thickness_north_max - 1 + start -1;
loc_film_thickness_north_min =
loc_film_thickness_north_min + start -1;
[theta_max, loc_theta_max] = max(theta_seq);
[theta_min, loc_theta_min] =
242
min(theta_seq(loc_theta_max:length(theta_seq)));
loc_theta_min = loc_theta_max + loc_theta_min - 1 + start -1;
loc_theta_max = loc_theta_max + start -1;
[contact_angle_left_max, loc_contact_angle_left_max] =
max(contact_angle_left_seq(3:
length(contact_angle_left_seq)));
[contact_angle_left_min, loc_contact_angle_left_min] =
min(contact_angle_left_seq(3:
length(contact_angle_left_seq)));
loc_contact_angle_left_min =
loc_contact_angle_left_min + 3 - 1 + start -1;
loc_contact_angle_left_max =
loc_contact_angle_left_max + 3 - 1 + start -1;
[contact_angle_right_max, loc_contact_angle_right_max] =
max(contact_angle_right_seq(3:
length(contact_angle_right_seq)));
[contact_angle_right_min, loc_contact_angle_right_min] =
min(contact_angle_right_seq(3:
length(contact_angle_right_seq)));
loc_contact_angle_right_min =
loc_contact_angle_right_min + 3 - 1 + start -1;
loc_contact_angle_right_max =
loc_contact_angle_right_max + 3 - 1 + start -1;
fid=fopen([output_path ’Measurement.txt’],’a+’);
fprintf(fid,’Mask_size Min_film_north
Max_film_north Max_theta Min_theta Max_CA_left
Min_CA_left Max_CA_right Min_CA_right\r\n’);
fprintf(fid,’%3d %8.6f %8.6f %8.4f
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%8.4f %8.4f %8.4f %8.4f %8.4f\r\n’,mask_size,
film_thickness_north_min,film_thickness_north_max,
theta_max,theta_min,contact_angle_left_max,
contact_angle_left_min,contact_angle_right_max,
contact_angle_right_min);
fprintf(fid,’loc %8d %8d %8d %8d %8d %8d %8d
%8d\r\n’,loc_film_thickness_north_min,
loc_film_thickness_north_max,loc_theta_max,
loc_theta_min,loc_contact_angle_left_max,
loc_contact_angle_left_min,
loc_contact_angle_right_max,
loc_contact_angle_right_min);
fprintf(fid,’\r\n’);
fprintf(fid,’Image_no. t_/ms film_thickness_north
theta CA_left CA_right\r\n’);
for n = start : finish
fprintf(fid,’%3d %5.1f %8.6f %8.4f %8.4f
%8.4f\r\n’,n,0.5*(n-start),
film_thickness_north_seq(n-start+1),
theta_seq(n-start+1),
contact_angle_left_seq(n-start+1),
contact_angle_right_seq(n-start+1));
end
fclose(fid);
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Appendix B
Technical Data Sheet
A technical data sheet for Carbopol neutralisation from Lubrizol® is presented
below.
 
 
  
 
TECHNICAL DATA SHEET 
 TDS-237
Edition:  September 16, 2009
Previous Editions:  January, 2002 / July 10, 2008
Neutralizing Carbopol®* and Pemulen™* Polymers in  
Aqueous and Hydroalcoholic Systems 
Effect of pH on Viscosity 
Carbopol® and Pemulen™ polymers must be 
neutralized in order to achieve maximum viscosity.  
Unneutralized dispersions have an approximate pH 
range of 2.5-3.5 depending on the polymer 
concentration. The unneutralized dispersions have 
very low viscosities, especially Carbopol® ETD and 
Carbopol® Ultrez polymers.  Once a neutralizer is 
added to the dispersion, thickening gradually occurs 
as shown in Figure 1. Optimum viscosity is typically 
achieved at a pH of 6.5-7.5.  As demonstrated by the 
graph, high viscosities can be achieved in pH  ranges 
of 5.0-9.0. 
Lubrizol Advanced Materials, Inc. / 9911 Brecksville Road, Cleveland, Ohio 44141-3247 / TEL: 800.379.5389 or 216.447.5000
For further information, please visit www.personalcare.noveon.com
The information contained herein is believed to be 
reliable, but no representations, guarantees or 
warranties of any kind are made as to its accuracy, 
suitability for particular applications or the results to be 
obtained therefrom.  The information is based on 
laboratory work with small-scale equipment and does 
not necessarily indicate end product performance.  
Because of the variations in methods, conditions and 
equipment used commercially in processing these 
materials, no warranties or guarantees are made as to 
the suitability of the products for the application 
disclosed.  Full-scale testing and end product 
performance are the responsibility of the user.  Lubrizol 
Advanced Materials, Inc. shall not be liable for and the 
customer assumes all risk and liability of any use of 
handling of any material beyond Lubrizol Advanced 
Materials, Inc.’s direct control.  THE SELLER MAKES NO 
WARRANTIES, EXPRESS OR IMPLIED, INCLUDING, 
BUT NOT LIMITED TO, THE IMPLIED WARRANTIES  
OF MERCHANTABILITY AND FITNESS FOR A 
PARTICULAR PURPOSE.  Nothing contained herein is 
to be considered as permission, recommendation, nor 
as an inducement to practice any patented invention 
without permission of the patent owner. 
  
Lubrizol Advanced Materials, Inc. is a wholly owned subsidiary of The Lubrizol Corporation  
* Trademark owned by The Lubrizol Corporation 
© Copyright 2009 / The Lubrizol Corporation 
 
A frequently asked question is "What pH is correct for 
my finished product?"  The answer is that the best pH 
of the system should be determined by the 
performance desired for the particular application.  
The final pH should be consistent with desired 
functional attributes of the targeted application. 
The viscosity of Carbopol® and Pemulen™ polymers 
will begin to decrease at pH of 9.0 and higher.  This is 
caused by the dampening of the electrostatic 
repulsion caused by the presence of excess 
electrolytes.  It is possible to achieve high viscosity 
systems at pH values below 5 and above 9, but the 
use level of the Carbopol® and Pemulen™ polymer 
must be increased to obtain these higher viscosity 
levels. 
 
 
Figure 1  
Carbopol® Polymers Viscosity vs. pH                                          
(0.5 wt% TS Concentration) 
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Viscosity Results:  Brookfield RVT, 20 rpm @ 25°C 
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Figure 2 
Schematic Depicting Molecule of Carbopol® Polymer  
in Coiled State 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3  
Diagram Depicting Molecule of Carbopol® Polymer  
in Uncoiled Neutralized State 
 
 
 
Thickening Mechanism 
Carbopol® and Pemulen™ polymers as supplied are 
dry, tightly coiled acidic molecules.  Once dispersed in 
water, the molecules begin to hydrate and partially 
uncoil. The most common way to achieve maximum 
thickening from Carbopol® and Pemulen™ polymers 
is by converting the acidic Carbopol® or Pemulen™ 
polymer to a salt. This is easily achieved by 
neutralizing the Carbopol® or Pemulen™ polymer with 
a common base such as sodium hydroxide (NaOH) or 
triethanolamine (TEA). 
Figure 4  
Neutralization Ratio Chart 
     
Trade Name CTFA Name Manufacturer 
Neutralization 
Ratio Base/ 
Carbopol® 
Polymer 
NaOH (18%) Sodium Hydroxide  2.3/1.0 
Ammonia 
(28%) 
Ammonium 
Hydroxide  0.7/1.0 
KOH (18%) Potassium Hydroxide  2.7/1.0 
L-Arginine Arginine Ajinomoto 4.5/1.0 
AMP® Ultra 
PC2000 
Aminomethyl 
Propanol Dow 0.9/1.0 
Neutrol® TE 
Tetrahydro-
xypropyl 
Ethylenediamine 
BASF 2.3/1.0 
TEA (99%) Triethanolamine  1.5/1.0 
Tris Amino® 
(40%)* Tromethamine Dow 3.3/1.0 
Ethomeen®  
C-25 
PEG-15 
Cocamine Akzo 6.2/1.0 
Diisopropanol-
amine 
Diisopropanol-
amine Dow 1.2/1.0 
Triisopropanol-
amine 
Triisopropanol-
amine Dow 1.5/1.0 
*NOTE:  The 40% solution should be made from Tris Amino crystals from the manufacturer.   
   Do not use the pre-dispersed solution from the manufacturer as it contains many impurities. 
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Common Neutralizers 
Figure 4 lists the most common neutralizers used, the 
manufacturers of these neutralizers, and the 
appropriate ratio to use (as compared to one part of 
Carbopol® or Pemulen™ polymers) to achieve exact 
neutralization at a pH of 7.0.  The chart is based on 
Carbopol® Ultrez 10 polymer, but is applicable to all 
Carbopol® and Pemulen™ polymers because they all 
have the same equivalent weight of 76 ± 4. 
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