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GIRSANOV THEOREM FOR FILTERED POISSON
PROCESSES
L. DECREUSEFOND AND N. SAVY
Abstrat. Shot-noise and frational Poisson proesses are instanes of
ltered Poisson proesses. We here prove Girsanov theorem for this kind
of proesses and give an appliation to an estimate problem.
1. Introdution
At the beginning of the theories of mathematial nane and performane
analysis of teleommuniations networks, asset pries or input tras were
modeled by Markovian diusion proesses. It is by now well known that
these proesses don't apture some of the essential features observed in the
real datas. Namely, diusion proesses do no reet long-range dependane
exhibited in many traes [6, 7℄. Alternative models are urrently being on-
sidered suh as Lévy proesses, frational Brownian motion, shot noise pro-
esses and dierent ombinations of them. For instane, in [6℄, it is sug-
gested that one ould represent the evolution of an asset prie by a proess
St = exp(Bt+Nt), where B is a standard Brownian motion and N is a shot
noise proess (for disussions about the validity of this model we refer to [6℄).
Motivated by this work, we here investigate some of the basi properties of
proesses whih enompass shot-noise models. Given a marked Poisson pro-
ess N and a deterministi kernel K, we dene ltered Poisson proess NK ,
by
NKt =
∫ t
0
K(t, s)dNs
=
∫ t
0
∫
E
zK(t, s)µ(ds, dz).
If K is a onvolution kernel, i.e., K(t, s) = k(t − s) then NK is usually
alled a shot-noise proess. Shot-noise proesses are used in numerous elds
of appliations, e.g. eletronis, hydrology, limatology, teleommuniations
(see [9℄, [8℄, [11℄ and referenes therein), insurane (see [1℄ and referenes
therein) and nane (see [6℄ and [10℄ for a review on this topi). It follows
that ltered Poisson proesses an, in the same elds, model more general
phenomena so that we believe, it is an interesting lass of proesses to on-
sider. This paper is organized as follows. In the next setion, we give some
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preliminaries on point proesses. In setion 3, we prove the Girsanov theo-
rem for ltered Poisson proesses and in setion 4, we apply this result to an
estimate problem.
2. Preliminaries
Let R
d
equipped with its borelian σ-algebra and (Ω,F, (Ft)t∈R+ ,P) a l-
tered probability spae. We onsider that we are given an F-adapted, marked
Point proess µ of intensity measure ν of the form (for details, see [3℄)
ν(ω, ds, dz) = λ(s)ds η(dz).
This means that there exist two sequenes of random variables (Tn)n∈N∗ and
(Zn)n∈N∗ suh that : (Tn)n∈N∗ is a stritly inreasing sequene of R
+
(jump
times) verifying limn→∞ Tn = +∞ and (Zn)n∈N∗ is a sequene of R
d
(the
marks assoiated with the jump times), suh that
µt,z =
∑
n∈N∗
δ(Tn,Zn)(t, z).
We assoiate with µ the Marked Poisson proess N dened as:
Nt =
∑
n∈N∗
Zn1[Tn≤t].
Hypothesis 1. We assume now that our deterministi kernel satises a few
regularity assumptions :
• K is triangular, i.e., K(t, s) = 0 for s > t.
• K is suiently integrable in the sense that (s, z) → zK(t, s) is in
L2(ν) for any t > 0.
• K is ontinuously dierentiable with respet to t and s in {(t, s) :
0 < s < t}.
We now dene a ltered Poisson proess by
(1) NKt =
∫ t
0
∫
E
z K(t, s)µ(ds, dz).
The rst hypothesis thus appears as neessary if we want to have a non-
antiipative proess NK . The other two are only tehnial assumptions. The
next proposition is immediate.
Proposition 1. The sample-paths of NK are àdlàg i K(t, t) is nite for
any t and that they are ontinuous i K(t, t) = 0 for any t.
3. Girsanov Theorem
We hereafter assume that K is degenerate on the diagonal, that is to say
K(t, t) = 0 for any t. It has thus a sense to look at the perturbations of the
sample-paths whih indue an absolutely ontinuous hange of probability
measure.
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Theorem 1. Let {N˜t : t ≥ 0} the ompensated Marked Poisson Proess
assoiated with N dened by
N˜Kt =
∫ t
0
∫
E
z K(t, s)(µ(ds, dz) − ν(ds, dz)).
Consider a funtion h ∈ L1(ν) and introdue the probability measure Ph
whih is absolutely ontinuous with respet to P of Radon-Nikodym density
given by:
Zt =
dPh
dP
∣∣∣∣
Ft
= ED
(∫ .
0
∫
E
h(s, z)(µ − ν)(ds, dz)
)
t
(2)
where ED(X)t indiates the Doléans-Dade exponential of the proess X at
time t.
Let Nh,K be dened by
Nh,Kt =
∫ t
0
∫
E
z K(t, s)(µ(ds, dz)−ν(ds, dz))−
∫ t
0
∫
E
z K(t, s)h(s, z) ν(ds, dz).
Then the following equality in law holds:
L(N˜K ,Ph) = L(N˜
h,K ,P)
Proof. Let n ∈ N∗ and (t1, . . . , tn) ∈ [0, T ]
n
xed. When these instants are
xed, the proesses
M ir : r →
∫ r
0
∫
E
zK(ti, s)µ(ds, dz)
are marked Point proesses whose ompensators are:
Φir : r→
∫ r
0
∫
E
zK(ti, s)ν(ds, dz)
Hene,
(
M i − Φi
)n
i=1
is a P-martingale and the Girsanov theorem (see [3℄)
makes ertain that:(
M i,h : r →M ir − Φ
i
r −
∫ r
0
1
Zs−
d
〈
M i − Φi, Z
〉
s
)n
i=1
is a Ph-martingale. Z is dened by (2) so Z is solution of the equation:
Rt = 1 +
∫ t
0
∫
E
Rs− [h(s, z) − 1](µ − ν)(ds, dz)
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Hene, we an write:
(A) =
〈
M i − Φi, Z
〉
s
=
〈∫ .
0
∫
E
zK(ti, s)(µ − ν)(ds, dz), 1 +
∫ .
0
∫
E
Zs− [h(s, z)− 1](µ − ν)(ds, dz)
〉
s
=
〈∫ .
0
∫
E
zK(ti, s)(µ − ν)(ds, dz),
∫ .
0
∫
E
Zs− [h(s, z) − 1](µ − ν)(ds, dz)
〉
s
=
∫ s
0
zK(ti, s)Zs− [h(s, z) − 1]d
〈∫ .
0
∫
E
(µ − ν)(ds, dz);
∫ .
0
∫
E
(µ − ν)(ds, dz)
〉
s
=
∫ s
0
∫
E
zK(ti, s)Zs− [h(s, z) − 1]ν(ds, dz)
We an onlude that:
M i,hr =M
i
r − Φ
i
r −
∫ r
0
1
Zs−
d
〈
M i − Φi, Z
〉
s
=M ir − Φ
i
r −
∫ r
0
1
Zs−
∫
E
zK(ti, s)Zs− [h(s, z) − 1]ν(ds, dz)dz
=M ir − Φ
i
r −
∫ r
0
∫
E
zK(ti, s)[h(s, z) − 1]ν(ds, dz)
=
∫ r
0
∫
E
zK(ti, s)µ(ds, dz) − Φ
i
r −
∫ r
0
∫
E
zK(ti, s)h(s, z)ν(ds, dz) + Φ
i
r
=
∫ r
0
∫
E
zK(ti, s)µ(ds, dz) −
∫ r
0
∫
E
zK(ti, s)h(s, z)ν(ds, dz)
(3)
thus,
r →
∫ r
0
∫
E
zK(ti, s)µ(ds, dz) −
∫ r
0
∫
E
zK(ti, s)h(s, z)ν(ds, dz)
is a Ph-martingale and
(4) r→
∫ r
0
∫
E
zK(ti, s)h(s, z)ν(ds, dz)
is the Ph-ompensator of M
i
.
>From (3), M i,h is written:
M i,h : r →
∫ r
0
∫
E
zK(ti, s)(µ(ds, dz) − h(s, z)ν(ds, dz))
So its ompensator under P is (4).
It follows (see [3℄) that:
L
([
r →M ir
]n
i=1
;Ph
)
= L
([
r →M i,hr
]n
i=1
;P
)
Now, taking r = Sup
1≤i≤n
ti, the kernel being triangular, the result holds. 
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4. An appliation
Suppose now that we are given to observe the paths of a perturbed ltered
Poisson proess:
Xθt = N˜
K
t − θt with θ > 0.
We now investigate the problem of the estimate of θ. Suh a problem has been
thoroughly investigated when a standard Brownian motion is put in plae
of N (i.e., a frational Brownian motion is substituted to N˜K) [2, 4, 5℄. We
here need to assume that ν and K are suh that there exists one and only
one funtion φ suh that:
∫ t
0
∫
E
zK(t, s)φ(s)ν(ds, dz) = t.
We then introdue the likelihood funtion:
Zθt =
dPθ
dP
∣∣∣∣
Ft
= ED
(∫ .
0
∫
E
θφ(s)(µ− ν)(ds, dz)
)
t
.
Aording to the previous theorem, the proesses Xθ under P and N˜K under
Pθ have the same law thus an estimate of θ is given by:
θˆt = Argmax
θ∈[0,1]
Zθt .
Unfortunately, the exat expression of the Doléans-Dade exponential is so
intriate in ase of jump proesses that we have to nd another expression
of Zθ more suitable for omputations θˆt.
Lemma 1. If φ ∈ L1(ν) and ln(1 + θφ) ∈ L1(ν) then:
{
ED
(∫ .
0
∫
E
θφ(s)(µ− ν)(ds, dz)
)
t
: 0 ≤ t ≤ T
}
=
{
exp(Y θt ) : 0 ≤ t ≤ T
}
with for any 0 ≤ t ≤ T :
Y θt =
∫ t
0
∫
E
ln(1 + θφ(s))µ(ds, dz) −
∫ t
0
∫
E
θφ(s)ν(ds, dz)
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Proof. Apply It formula to the funtion x → exp(x) with respet to the
jump proess Y θ. One gets:
exp(Y θt )− 1
=
∫ t
0
exp(Y θs−)dY
θ
s +
∑
s≤t
[exp(Y θs )− exp(Y
θ
s−)− exp(Y
θ
s−)(Y
θ
s − Y
θ
s−)]
=
∫ t
0
exp(Y θs−)dY
θ
s +
∫ t
0
∫
E
[exp(Y θs− + ln(1 + θφ(s)))− exp(Y
θ
s−)
− exp(Y θs−)(ln(1 + θφ(s)))µ(ds, dz)]
=
∫ t
0
exp(Y θs−)dY
θ
s +
∫ t
0
∫
E
[exp(Y θs− + ln(1 + θφ(s)))
− exp(Y θs−)(1 + ln(1 + θφ(s)))µ(ds, dz)]
But we have:
dY θs =
∫
E
ln(1 + θφ(s))µ(ds, dz) −
∫
E
θφ(s)ν(ds, dz)
hene:
exp(Y θt )− 1
=
∫ t
0
∫
E
exp(Y θs−)[ln(1 + θφ(s))µ(ds, dz) − θφ(s)ν(ds, dz)]
+
∫ t
0
∫
E
[exp(Y θs− + ln(1 + θφ(s)))
− exp(Y θs−)(1 + ln(1 + θφ(s)))]µ(ds, dz)
=
∫ t
0
∫
E
exp(Y θs−)[ln(1 + θφ(s))− (1 + ln(1 + θφ(s)))
+ exp(ln(1 + θφ(s)))]µ(ds, dz)
−
∫ t
0
∫
E
exp(Y θs−)θφ(s)ν(ds, dz)
=
∫ t
0
∫
E
exp(Y θs−)θφ(s)µ(ds, dz)−
∫ t
0
∫
E
exp(Y θs−)θφ(s)ν(ds, dz)
=
∫ t
0
∫
E
exp(Y θs−)θφ(s)(µ− ν)(ds, dz)
It follows that the proess exp(Y θ) is a solution to the Stohasti Dierential
Equation whih denes the Doléans-Dade exponential. By uniqueness of the
solution, the result holds. 
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Proposition 1. Suppose φ ∈ L1(ν) and ln(1 + θφ) ∈ L1(ν). Then, for any
t ∈ [0, T ], θˆt exists and is the unique positive solution of
(5)
∑
Tj≤t
φ(Tj)
1 + θˆtφ(Tj)
=
∫ t
0
φ(s)λ(s)ds.
Proof. Fix t ∈ [0, T ]. The likelihood funtion reahes its maximum when the
funtion:
f : θ →
∫ t
0
∫
E
ln(1 + θφ(s))µ(ds, dz) −
∫ t
0
∫
E
θφ(s)ν(ds, dz)
reahes its maximum. Notiing that:
f ′(θ) =
∫ t
0
∫
E
φ(s)
1 + θφ(s)
µ(ds, dz)−
∫ t
0
∫
E
φ(s)ν(ds, dz)
f ′′(θ) =
∫ t
0
∫
E
−φ(s)2
[1 + θφ(s)]2
µ(ds, dz),
wee see that the funtion f is onave hene that it admits a unique maxi-
mum and that this maximum θˆt satises (5). 
Remark 1. If we onsider the frational Poisson Proess: this means that
K is taken to be the kernel KH assoiated to frational Brownian motion
(see [2℄):
KH(t, s) =
1
Γ(H + 1/2)
(t− s)H−1/2F (H − 1/2, 1/2 −H,H + 1/2, 1 − t/s),
where F (a, b, c, z) = Γ(c)Γ(b)Γ(c−b)
∫ 1
0 u
b−1(1−u)c−b−1(1− zu)−a du, and that N
is a Poisson proess with onstant intensity λ. Then, we know (see Dereuse-
fond Üstünel [2℄) that φ is given by:
(6) s→ φ(s) =
Γ(32 −H)
Γ(2− 2H)
s
1
2
−H
λ
The theorem an be applied beause φ ∈ L1(ν) as soon as 12 < H < 1 and in
this ase so does ln(1 + θφ).
We now prove that for θ > 0, θˆt is strongly onsistant, i.e., that θˆt on-
verges a.s. to θ.
Lemma 2. The proess θˆt is dereasing on any interval [Tn, Tn+1[.
Proof. Let ψ(x, y) = x/(1 + xy), it is lear that for x > 0, the partial map
(y 7→ ψ(x, y)) is dereasing. We know that θˆt is the solution of the equation
(7)
∑
Tj≤t
ψ(φ(Tj), θˆt) =
∫ t
0
φ(s)λ(s) ds.
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For t ∈ [Tn, Tn+1[, the number of terms in the left-hand-side in (7) is onstant
and the right-hand-side is an inreasing funtion of t. It follows that θˆt must
derease between Tn and Tn+1. 
To go further, we need additional hypothesis on φ. Note that all these
hypothesis are satised by φ as dened in (6). We don't know whether θˆTn
is dereasing sequene and we annot thus onlude to the onvergene of
θˆt. However, we now prove that it is a bounded proess.
Lemma 3. Assume θ > 0 and that φ and ln(1+θφ) belong to L1([0, T ], λ(s)ds)
for any T > 0. Assume that
lim
t→∞
∫ t
0
φ2(s)λ(s) ds =∞
and that
(8) lim
t→∞
∫ t
0 φ
2+j(s)λ(s) ds∫ t
0 φ
2(s)λ(s) ds
= 0, for any j > 0.
Then, {θˆt, t ≥ 0} is Pθ-a.s. bounded.
Proof. Let M > θ and onsider
AM = {ω ∈ Ω, lim sup
n→∞
θˆt(ω) ≥M}.
On AM , there exists a sequene {tn, n ≥ 1} of positive reals suh that
θˆtn ≥M for any n ≥ 1. Thus∑
Tj≤tn
ψ(φ(Tj), θˆtn) ≤
∑
Tj≤tn
ψ(φ(Tj),M)
By the very denition of θˆt,
∑
Tj≤tn
ψ(φ(Tj), θˆtn) =
∫ tn
0
φ(s)λ(s) ds,
thus
(9)
∫ tn
0
φ(s)λ(s) ds −
∫ tn
0
ψ(φ(s),M)(1 + θφ(s))λ(s) ds
≤
∑
Tj≤tn
ψ(φ(Tj),M)−
∫ tn
0
ψ(φ(s),M)(1 + θφ(s))λ(s) ds.
Left-hand-side of Equation (9) an be simplied as
∫ tn
0
φ(s)λ(s) ds −
∫ tn
0
ψ(φ(s),M)(1 + θφ(s))λ(s) ds
= (M − θ)
∫ tn
0
φ2(s)λ(s)
1 +Mφ(s)
ds.
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Thus, Equation (9) now reads as
(10) (M − θ)
∫ tn
0
φ2(s)λ(s)
1 +Mφ(s)
ds ≤
∑
Tj≤tn
ψ(φ(Tj),M)
−
∫ tn
0
ψ(φ(s),M)(1 + θφ(s))λ(s) ds.
Furthermore, sine φ ≥ 0 and M > θ, we have
(11)
∫ t
0
φ2(s)λ(s)(1 + θφ(s))
(1 +Mφ(s))2
ds ≤
∫ t
0
φ2(s)λ(s)
1 +Mφ(s)
ds.
On the other hand, Central Limit theorem for martingale, says that, Pθ a.s.,
∑
Tj≤tn
ψ(φ(Tj),M) −
∫ tn
0 ψ(φ(s),M)(1 + θφ(s))λ(s) ds∫ tn
0 ψ(φ(s),M)
2λ(s)(1 + θφ(s)) ds
n→∞
−−−→ 0,
Then, divide both sides of (10) by
∫ tn
0 ψ(φ(s),M)φ(s)λ(s) ds and let n go to
innity. In virtue of (8) and (11), this yields to the ontradition that on AM ,
θ ≥M. Finally, Pθ(AM ) = 0 and thus {θˆt, t > 0} is Pθ-a.s. bounded. 
Theorem 2. Assume θ > 0 and that φ and ln(1+θφ) belong to L1([0, T ], λ(s)ds)
for any T > 0. Assume that
lim
t→∞
∫ t
0
φ2(s)λ(s) ds =∞
and that
lim
t→∞
∫ t
0 φ
2+j(s)λ(s) ds∫ t
0 φ
2(s)λ(s) ds
= 0, for any j > 0.
Then θˆt tends Pθ-a.s. to θ.
Proof. Let Nt(φ) =
∑
Tn≤t
φ(Tn). Aording to (7), we have
0 =
∑
Tn≤t
φ(Tn)
1 + θˆtφ(Tn)
−
∫ t
0
φ(s)λ(s) ds
= Nt(φ)−
∫ t
0
φ(s)λ(s)(1 + θφ(s)) ds
− θˆt
(
Nt(φ
2)−
∫ t
0
φ2(s)λ(s)(1 + θφ(s)) ds
)
+ θˆ2t
∑
Tn≤t
φ(Tn)
3
1 + θˆtφ(Tn)
− θθˆt
∫ t
0
φ3(s)λ(s) ds
+ (θ − θˆt)
∫ t
0
φ2(s)λ(s) ds.
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After some simple algebra, this yields to
(12) (θ − θˆt)
(∫ t
0
φ2(s)λ(s) ds + θˆt
∫ t
0
φ3(s)λ(s) ds
)
= −(Nt(φ)−
∫ t
0
φ(s)λ(s)(1 + θφ(s)) ds)
+ θˆt
(
Nt(φ
2)−
∫ t
0
φ2(s)λ(s)(1 + θφ(s)) ds
)
− θˆ2t
(
Nt(φ
3)−
∫ t
0
φ3(s)λ(s)(1 + θφ(s)) ds
)
− θˆ2t
∑
Tn≤t
( φ(Tn)3
1 + θˆtφ(Tn)
− φ(Tn)
3
)
+ θθˆ2t
∫ t
0
φ4(s)λ(s) ds.
For any deterministi ζ, the proess {Nt(ζ)−
∫ t
0 ζ(s)λ(s)(1+θφ(s)) ds, t ≥ 0}
is a martingale whose square braket given by∫ t
0
ζ(s)2λ(s)(1 + θφ(s)) ds.
It follows from hypothesis and Central Limit Theorem for martingales that
(13) lim
t→∞
Nt(φ
j)−
∫ t
0 φ(s)
jλ(s)(1 + θφ(s)) ds∫ t
0 φ
2(s)λ(s) ds
= 0,
for any j ≥ 1. Moreover,
(14)
∑
Tn≤t
( φ(Tn)3
1 + θˆtφ(Tn)
− φ(Tn)
3
)
= θˆt
∑
Tn≤t
φ(Tn)
4
1 + θˆtφ(Tn)
.
Thus,
0 ≤
∑
Tn≤t
( φ(Tn)3
1 + θˆtφ(Tn)
− φ(Tn)
3
)
≤ θˆtNt(φ
4).
Aording to (13) and to hypothesis (8), we have
(15) lim
t→∞
Nt(φ
4)∫ t
0 φ
2(s)λ(s) ds
= 0, Pθ a.s..
Divide (12) by
∫ t
0 φ
2(s)λ(s) ds and let t goes to innity, it follows from (13)
and (15) that θˆt onverges to θ. 
Referenes
[1℄ A. Dassios and J.W. Jang. The shot-noise proess and its distribution at laim jump
times as the intensity of a doubly stohasti proes. Preprint.
[2℄ L. Dereusefond and A.S. Üstünel. Stohasti analysis of the frational Brownian
motion. Potential Anal., 10(2):177214, 1999.
[3℄ J. Jaod. Calul stohastique et problèmes de martingales, volume 714 of Leture Notes
in Mathematis. Springer, Berlin, 1979.
GIRSANOV THEOREM FOR FILTERED POISSON PROCESSES 11
[4℄ M. L. Kleptsyna and A. Le Breton. A Cameron-Martin type formula for general
Gaussian proessesa ltering approah. Stoh. Stoh. Rep., 72(3-4):229250, 2002.
[5℄ M. L. Kleptsyna, A. Le Breton, and M.-C. Roubaud. General approah to ltering
with frational Brownian noisesappliation to linear systems. Stohastis Stohas-
tis Rep., 71(1-2):119140, 2000.
[6℄ C. Kühn. Shoks and Choies - an Analysis of Inomplete Market Models. PhD thesis,
Tehnishe Universität Münhen, 2002.
[7℄ W.E Leland, M.S. Taqqu, W. Willinger, and D.V. Wilson. On the self-similar nature
of ethernet tra. IEEE/ACM trans. Networking, 2(1):115, Februar 1994.
[8℄ D.L Snyder M.I Miller. Random Point Proesses in Time and Spae. Springer Verlag,
New York, 1991.
[9℄ E. Parzen. Stohasti proesses, volume 24 of Classis in Applied Mathematis. Soiety
for Industrial and Applied Mathematis (SIAM), Philadelphia, PA, 1999. Reprint of
the 1962 original.
[10℄ G. Samorodnitsky. A lass of shot noise models for nanial appliations. In Athens
Conferene on Applied Probability and Time Series Analysis, Vol. I (1995), volume
114 of Leture Notes in Statist., pages 332353. Springer, New York, 1996.
[11℄ S. Yue and M. Hishino. The general umulants for a ltered point proesses. Applied
Mathematial Modelling, 25:193201, 2001.
Département Informatique et Réseaux, Eole Nationale Supérieure des
Téléommuniations, 46, rue Barrault, 75634 Paris Cedex 13, Frane
Institut de Reherhe Mathématiques de Rennes, Université de Rennes 1,
35042 Rennes Cedex, Frane
