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Abstract
Traces of human activities, communication, travel, work can all be found in information 
systems. Data from these systems can be analyzed by machine learning tools that identify 
the patterns of normal behaviour and identify unusual or risky events from continuously 
produced streams of data.
In our study, we present the possibilities of data-driven Big Data analysis to detect 
security risks. Machine learning methods work proactively: instead of triggering the inves-
tigation by a certain event or query, all data are permanently monitored, with patterns and 
models continuously being applied to identify potential signs of risk.
During the over 20 years of their use, data mining methods have changed trends partly 
because new methods have appeared, and partly because knowledge from actual results have 
explosively increased. Early textbooks focused on clustering and association analysis, while 
currently new methods of classification such as boosting and deep learning are gaining ground.
Finally, we present the main quality of Big Data, which lies in the fact that traditional 
methods cannot cope with the computational requirements for data analysis. We introduce 
the Big Data phenomenon, the challenges and emerging answers. Recent, mostly open-
source distributed software systems are capable of utilizing a large number of cheap com-
modity servers to implement complex data preparation and analysis tasks, which makes it 
possible, for example, to detect risk patterns in Web-scale social media streams.
Keywords: anomaly detection, Big Data, data mining, data-driven methodology, clas-
sification, data science, machine learning, models of security 
Introduction
Most aspects of our daily life are already linked to information systems: almost all of the 
events of telecommunication, web, social media, transport, travel activities, and monetary 
transactions are recorded in the log files of servers, and in certain cases – for example, the 
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content of web and social media – they can be accessed by anyone. When we are looking 
for risks, we can obviously leverage all the data available to us. For example, we can link 
names in criminal records to those retrieved from social media, and we can map in this way 
the circumstances of known abuses, and we can extract the characteristics of the persons 
involved. In a similar way, we can launch an investigation based on public content discov-
ered on the web when we need to find the actual persons behind some content that poses a 
risk. However, we can also look at the data as a whole in which known persons, suspicious 
content and relationships can be transformed into attributes and huge tables that contain 
quantitative information and can be used for model building, allowing us to look for known 
or yet to be discovered risk patterns.
The key characteristic of data-driven surveillance is that it is proactive instead of 
being triggered by an event. A machine learning process will assign a risk classification 
to all events arising in the system, contrary to search-based surveillance that operates by 
retrieving the environment and the characteristics of specific events and persons, looking 
for similar objects. When searching, we will probably identify the patterns only in a very 
small portion of the data. Currently, the most widely accepted name for the discipline that 
develops predictive models based on available data is data science. 
Certain predictive modeling methods, such as the decision tree (Safavian et al., 1998) 
or logistic regression (Cox, 1958) have been used in statistical analysis for more than fifty 
years. The phrase “data mining” emerged in the middle of the 1990s to identify the dis-
cipline that puts emphasis on the issues of size and efficiency in data analysis (Han et al., 
2001). One of the first innovations of data mining was associative analysis, which, however, 
along with a few other methods, proved to be of limited use in practice.
Today data science primarily focuses on the processing and cleansing of huge data 
volumes, the generation of attributes, followed by the learning of the attributes of individual 
data points. It employs new methods, such as deep learning which has recently become 
computationally feasible with the improvement of the algorithms for training large neural 
networks, or the so-called boosting procedures that have extremely beneficial properties for 
practical applications. About ten years ago it was mostly the explosive growth of web-based 
data volumes that drove the emergence of big data as a distinct discipline, which has become 
more of an interdisciplinary field supporting data science and offering recommendations 
for solutions to special data volume related issues. The most important tools of big data are 
open source software applications like Hadoop (White, 2012), Spark (Zaharia, 2010) or 
Flink (Carbone at al., 2015), all engineered by Apache Software Foundation.
This study is intended to describe how data science methodologies can be used to dis-
cover security risks. We will also give an overview of the methods that are an integral part of 
data science and incorporate practical experience and new scientific advances starting with 
the first procedures that have been in use for more than fifty years. First we will introduce 
the two major types of security systems – the positive and negative model – that are capable 
of recognizing risks and we will examine their advantages and shortcomings. In the next 
subsection, the principles of data-driven methodology and the methodology of providing 
training and evaluation test data will be described. It will be followed by a discussion of the 
new trends in machine learning, the factors behind the changes, and the features of the new 
methods that are most important in applications. Finally, we will examine the phenomenon 
of big data and touch upon the methods of analyzing, for example, the data deluge pouring 
from the social media to recognize risk factors.
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Security models
The significance of risk models lies in the fact that they describe potential behaviour patterns 
that we wish to identify and select from a set of possible events to conduct an investigation or 
to take preventive action. The concept of risk models originated from the network security 
field of information technology (Bertino et al., 1997), but obviously it is also present in any 
other types of security systems. The first risk models were based on positive authorization 
patterns that were later supplemented with negative and mixed rules (Bertino et al., 1997) 
(See Figure 1). Next follows the explanation of the essential differences between the two 
types of models in terms of their potential applications as well as their relationship to ma-
chine learning methodologies, and we will also address the possible ways to move forward 
and combine the best of both worlds. 
This paper will focus on machine learning mechanisms implementing the negative 
security model. We find it very important to explore the extra capabilities of the positive 
model and the alternative methods that can be used to extend typical negative models.
Negative security model
A negative security model built of past security events that represented threats can only 
detect security events that have a precedent. This solution is quite efficient if the number 
of detected security events is significant and their characteristics do not change over time, 
which makes these systems better suited for catching credit card fraud than detecting acts 
of terrorism.
Positive security model
We seldom encounter positive security model based solutions, especially one that can han-
dle data from the transactions, the computer network and the physical sensor network in a 
standardized way. A key part of the possible solutions is to analyze hidden relations in the 
data, for example by finding identical attributes between different entities (e.g. the same 
home address shared by “different” clients).
Further directions
In the past ten years, machine learning applications have mainly focused on supervised 
models. This means that current systems are mostly based on the negative security model 
where some anomalous events had to be detected and logged previously in order to train the 
system. Use of the positive security model may be enabled, for example, by the so-called 
active learning methodology (Tong et al., 2001), where the system constantly requests ex-
pert feedback about events it is uncertain how to classify. In this way human collaboration 
makes it possible to investigate cases suggested by the machine, leading to the formulation 
of a model tweaked for more accurate automated recognition.
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Negative: analysing
Positive: compares
to normal behaviour
Single source of data
Fusion of several data sources
Figure 1
Security models 
Source: The author’s own contribution
Figure 1 shows the central point of the data-driven methodology in a three-dimensional 
spatial diagram of the security models. Contrary to rule-based systems that require tremen-
dous manual work, data driven methods learn patterns from the data. While most of the 
conventional systems check data sources one by one, data driven methods can model the 
joint behaviour of several data sources.
Data science and data-driven methodology
The data-driven methodology draws conclusions by processing and analysing all available 
data, and by using qualitative methods. The possible methods can parse huge amounts of 
various types of data (text, physical measurements, data traffic, date, period, monetary 
amount or category). Operation of data-driven systems is shown in Figure 2. After cleans-
ing the data and converting them to a uniform format, classical or more recent data mining 
and machine learning algorithms are used to create patterns, signatures, extracts, profiles 
and aggregates for further analysis and modelling. 
Data fusion, feature engineering
Modeling (training) and 
validation
Public Web
Social media Travel, 
financial dataIT logs
… …
Figure 2
Central data fusion phase of the data-drive platform 
Source: The author’s own contribution
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In the phase of generating the attributes, we need to select the base object of prediction, 
which can be a person, an IT system event, or a financial transaction. Available data about 
the base objects should be transformed to produce an array of attributes associated with 
the objects as rows. Figure 3 shows numeric and categorical values. Figure 4 shows a table 
consisting of text data.
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1 1000 1100 1200 0 0.2 … … … no 0.17 no 3
2 1000 1200 1100 1 0.5 … … … yes 0.49 no -1
3 2000 3100 3200 1 0.1 … … … no 0 no 1
4 2000 2200 2100 0 0.3 … … … no 0.39 no 3
5 3000 3100 3200 2 0.6 … … … yes 0.84 yes -3
6 3000 3200 3100 0 0.5 … … … no 0.54 no 1
7 3000 4100 4200 1 0.2 … … … no 0 no 1
8 3000 3200 3100 3 0.3 … … … yes 0.96 yes -1
9 4000 5200 5100 0 0.3 … … … no 0 no 3
10 4000 4200 4100 0 0.7 … … … yes 0.69 yes -1
Figure 3
Sample data of ten suspected persons, with numerical attributes
Source: The author’s own contribution
(1) John likes to watch movies. Mary likes movies too.
(2) John also likes to watch football games. 
List of words: “John,” “likes,” “to,” “watch,” “movies,” “also,” “football,” “games,” 
“Mary,” “too”.
Word bag representation:  (1) [1, 2, 1, 1, 2, 0, 0, 0, 1, 1] 
(2) [1, 1, 1, 1, 0, 1, 1, 1, 0, 0]
Figure 4
A set of text data examples and their bag of words representation
Source: https://en.wikipedia.org/wiki/Bag-of-words_model
The output of data-drive methodologies is the prediction associated with the individual 
objects that can be binary (yes/no), a risk probability, or an estimated risk value. We can 
measure the performance of the system either by new events entering the system or by using 
the test data set compiled during model building. We will explain the training and validation 
options and certain evaluation metrics below.
When training the model, we need to compile information from previous events and 
use them as training data for building our model. The completed model can be applied to 
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making predictions based on the constant influx of new so-called test data or the validation 
data that was set aside at the time of building the model. Test data can be selected from 
what is the future relative to the moment of building the models, or by sampling the avail-
able data. Cross validation is a frequently employed method where objects are randomly 
divided into several groups, and then one of these groups is selected in every possible way 
as a validation set to calculate the average performance of the produced models. Measuring 
model performance on training data is not recommended because we will overestimate the 
quality. We may also overfit the model, which means that there is an alternative model that 
underperforms on the training data, but outperforms the original model when it is applied 
to the test or validation data set. Overfitting restricts our ability to generalize the model to 
unknown cases. The possible training and validation methods are summarized for example 
by Tan (2013, Section 4.5).
Finally, there are two options to quantify the quality of predictions. If the method in 
question produces a binary (yes/no) risk forecast, the quality can be derived by reviewing 
the so-called class confusion matrix (Power, 2011). The four elements of the matrix (as 
shown in Figure 55): the numbers of true positive (TP), true negative (TN), false positive 
(FP), and false negative (FN) events.
Actual risk: YES (positive) Actual risk: NO (negative)
Classified as risk by M1: 
YES (positive)
True Positive (TP) 3
(ID 5, 8, 10)
False Positive (FP) 1
(ID 6)
Classified as risk by M1: 
NO (negative)
False negative (FN): 1
(ID 2)
True Negative (TN): 5
(ID 1, 3, 4, 7, 9)
Figure 5
Confusion matrix for risk prediction for threshold value M1 > 0,5 of model M1 in Figure 3
Accuracy in the example: (3 + 5)/10 = 80%; precision: 3/(3+1) = 0.75; recall: 3/(3+1) = 0.75; false 
positive rate: 1/(1 + 5) = 0.16.
Source: The author’s own contribution
From the confusion matrix, the following values can be derived: 
• accuracy: (TP + TN)/total number of cases,
• precision: TP/(TP + FP),
• recall or true positive rate: TP/(TP + FN),
• false positive rate: FP/(FP + TN).
If we examine a model that assigns risk probabilities to the individual incidents, then ad-
ditional quality measurement options will be available. We can obviously create a confusion 
matrix for any risk thresholds: entries below the threshold will have a negative, those above 
the threshold will have a positive classification. We will get a more stable measure, however, 
if we manage to evaluate the prediction independent of the threshold value.
The so-called ROC (Receiver Operating Characteristic) curve (Swets, 1996) plots 
the true positive rate for the possible threshold values in related to the false negative rate 
(Figure 6). The area under the curve is called AUC (Area Under the ROC Curve), which is 
a value between 0 and 1. The AUC value determines the probability that a random positive 
PB
357DATA-DRIVEN METHODOLOGIES AND BIG DATA
event is ranked higher than a random negative event by the model. AUC = 1 indicates perfect 
prediction, while AUC = 0.5 means that the model is guessing randomly. If the AUC values 
are below 0.5, we will get better results by inverting the output of the model. As a result, 
we can work with the Gini = 2 × AUC – 1 value.
Figure 6
AUC curve for prediction M1 in the example of Figure 3
Source: The author’s own contribution
Supervised and unsupervised learning
Supervised learning relies on training data labelled by an expert or as a result of some 
process. Supervised machine learning is best suited for implementing negative security 
models as it relies on known risk events. The unsupervised methods do not require the 
manual labeling of data, and as such they are perfectly suited for positive security models 
in theory. However, the practice of machine learning shows that it is very hard to use su-
pervised learning in real-world environments as it is difficult to evaluate the quality of the 
methods and interpret the results.
In this subsection, we will introduce the most important supervised classification, 
regression and anomaly detection methods, and we will also describe the limitations of 
the popular (unsupervised) clustering approach. We will not discuss frequent pattern and 
association rule mining, the earliest methods of data mining, as they did not prove to be 
useful in practice.
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Supervised learning progressed considerably in the past twenty years. The earliest 
methods, such as decision tree (Safavian et al., 1998) or logistic regression (Cox, 1958), 
was followed first by SVM (Support Vector Machines), which, for example, is excellent for 
classifying text entries (Joachims, 1998). Boosting-based methods (Freund–Schapire, 
1997) are usually included in the solutions at most of the data analysis contests (Chen et al., 
2016). The scope of application for deep learning (Lechun et al., 2015) has been expanding 
continuously beyond its original use, classification of images and videos.
In order to look for anomalies, most of the supervised classifiers can be transformed 
into a single-class version that receives only the elements of one of the classes (that repre-
sents normal behaviour) during the training. Anomaly detection, however, is characterized 
by the general issues of unsupervised methods: evaluation and interpretation are typically 
difficult. Very often, for example, we may find vast amounts of anomalous events that are 
not relevant in terms of security.
Classification
A prerequisite of classification is that events should be labelled automatically or through 
human intervention into classes. Classification is based on the negative security model in 
the first place, but it can also learn the patterns of normal operation. In the history of clas-
sification, after the initial methods (decision trees, logistic regression) there were quite a 
few paradigm changes which we will describe briefly in the following section along with 
an overview of the key methods.
Conventional methods
Next, we will explain the key principles of “conventional” classification methods already 
used before the millennium.
Figure 7
The form of the expit or logistic function
Source: https://en.wikipedia.org/wiki/Logistic_function
PB
359DATA-DRIVEN METHODOLOGIES AND BIG DATA
The input of logistic regression (Cox, 1958) consists of numerical variables. We learn the 
weight of each variable to calculate the weighted sum of each event. Above a threshold value 
a positive classification (risky) and below the threshold a negative classification is assigned 
to the given incident. When applied to the data set in Figure 3, the following formula will 
produce a 100% accurate model
score = expit (– 0.2 × Travel – 0.8 × Location + 0.5)
where the plot of expit or logistic function 1
1 + 𝑒𝑒−𝑥𝑥
  is shown in Figure 7.
Logistic regression tends to overfit to strongly correlated variables. For example, the fol-
lowing formula obtained through actual training 
score = expit (–0.0136 × Activity1 + 0.004 × Activity2 + 0.009 × Activity3
–1.0 × Travel –0.15 × Location)
reaches an accuracy of only 60%. 
The name of the method is related to the use of the logistic function. The logistic function 
transforms the weighted sum of variables into a value between +1 and -1, and so it can as-
sign a risk probability to every incident. The prediction that belongs to the first model in the 
example that uses only the Travel and Location variables is shown on the left side of Figure 
8. The distribution of risk probabilities is shown on the right side. It is important to know 
that the threshold value applied to the weighted sum of the variables will always produce a 
high-dimensional linear separation of the data points similar to that on the left side of Fig-
ure 8, and thus it is not capable of recognising classes delimited by curves. This limitation 
will be overcome by the SVM method that we will describe in the following subsection.
noitaco
L
Travels
Prediction
C
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nt
Figure 8
Logistic regression of data in Figure 3
On the left: separation of cases according to the model containing the Travel and Location variables On 
the right: distribution of risk probabilities produced by the model 
Source: The author’s own contribution
Logistic regression is very popular today. For example, in the financial sector it is a competi-
tive modelling procedure typically used for making crediting-related predictions.
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Loca on < 0.55? 
Root node: all IDs 1-10 
Travel < 3? 
Internal node: IDs 1, 2, 3, 4, 6, 7, 8, 9 
on: risky 
Leaf node: IDs 5, 10 (actual pos ve) 
on: risky 
Leaf node: ID 8 (actual posi ve) 
on: Normal 
Leaf node: IDs 1, 2, 3, 4, 6, 7, 9 
Actual negavive, except ID 2 
Figure 9
Depth two decision tree for the data in Figure 3
Source: The author’s own contribution
As shown in Figure 9, decision trees (Safavian et al., 1998) split data points progressing 
from the root node (which is positioned at their upper end) by selecting variables with thresh-
old values. As we proceed from top to bottom, we keep splitting the data set. While training 
the model, we need to find the decision that separates the two classes as much as possible in 
order to split the data points. If the quality of split is not satisfactory or we think the tree is 
too deep, we stop and construct a leaf node where the data points assigned to the leaf will 
determine the output decision as their majority class. Decision trees are popular due to the 
fact that the model is easy to interpret. Their quality, however, is lower than that of other 
methods. The renaissance of decision trees was brought about by the boosting methodology 
we will describe later, which can create high quality models built on decision trees.
Bayesian models (Gelman et al., 1995) are created by examining the distribution of the 
single variables or variable groups (V) by each class (O) in the training data as a function 
of the variable values. Using the concepts of probability theory, we observe the conditional 
distribution P (V|O). Classification of a data point with an unknown value V = v is obtained 
by finding the maximum of the following formula for O, based on Bayes’ theorem:
P (O|V = v) =
(P(V = v|O)P(O)
(P(V = v)
 
The concept of artificial neural networks (Haykin, 1998) originates from the efforts to 
model the operation of the human brain. We can regard a neuron as a logistic regression 
model that produces the weighted aggregate signal received through their nerve-endings 
and activates output nerve-endings by applying the logistic activation function shown in 
Figure 7. An artificial neural network is formed by connecting nerve-endings to other neu-
rons where certain neurons will receive input data while another group will provide output 
data according to Figure 10.
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x1 x2 x3 x4 x5
y
Input 
layer
Hidden
layer(s)
Output 
layer
Figure 10
Artificial neural network
Source: The author’s own contribution
Artificial neural networks have been used for a long time with moderate success for a wide 
variety of classification tasks. Today the growth of computing capacities allows for training 
very large networks (the so-called deep networks). Later we will explain the principle of 
deep learning and the options for its application.
Kernel methods and text mining
The SVM (support vector machine) (Vapnik, 1995) method can transform a model that 
resembles regression and separates data points linearly (see Figure 8) into a model of non-
linear classes, such as classes delimited by curves. The key idea behind this model is to 
transform data to a higher dimensional space by using so-called kernel functions. As shown 
in Figure 11, a data set that cannot be split in a single dimension can be split into two parts 
with a line, which can be achieved by applying the kernel function.
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Figure 11
Linear separation by mapping to a higher dimensional space
Source: The author’s own contribution
SVM can be used very successfully to classify text data (Joachims, 1998; Tong–Coller, 
2001). A proven method of analyzing text is to use the so-called “bag-of-words model”, 
which describes the properties of single documents with the number of words in them or 
with variables derived from the weighted and transformed versions of those figures (see 
Figure 4). For bag-of-word data, SVM usually provides high quality classification results. 
A recent area of application for SVM is the classification of time series. For time series, 
similarity measures are often difficult to manage mathematically and cannot be directly 
combined with other variables. The so-called similarity kernel methods, however, can be 
used to map time series to a space shared with other data types (Daróczy et al., 2015).
Boosting
Boosting is perhaps the most successful and widely usable method of supervised clas-
sification (Chen et al., 2016). Its basic principle is the constant correction of the results 
from very simple classifiers by training more and more simple classifiers that eliminate 
the errors made by the previous set of classifiers. Its most successful implementations 
are AdaBoost (Freund–Schapire, 1997), LogitBoost (Friedman et al., 2000) and GBT 
(Gradient Boosted Tree) (Friedman, 2001). Boosting methods typically rely on small-size 
decision trees that may consist of as few as a single decision or a limited number of levels 
(two to four) as simple classifiers. A possible instance of the model that corrects the first 
decision tree with a second tree in the next iteration is shown in Figure 12. An advantage of 
the model produced by combining two decision trees is that the second tree can be trained 
by using the entire set of data compared to the single large tree, where the deeper branches 
may have been determined by using a very small subset of the data points.
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Figure 12
A GBT example using data from Figure 3
Source: The author’s own contribution
Deep learning and image classification
Deep learning means training a neural network consisting of a very large number of 
neurons. Neurons are often interconnected in layers modelling human vision, such as the 
convolutional network that is capable of recognizing edges in an image or the max pool-
ing network that changes resolution and proceeds from the smaller units towards bigger 
ones (Figure 13). Deep learning is very successful in recognising images (Krizhevsky 
et al., 2012) and sounds (Lee et al., 2009) and in resolving special word processing tasks 
(Ronan–Weston, 2008). Its most recent areas of application includes recommender systems 
(Wang et al., 2015).
Figure 13
Building blocks of artificial neural networks
On the left: convolutional neuron. On the right: Max-pooling neuron
Source: Teterwak (2015)
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Regression
Regression is also part of the supervised learning methodology. Unlike classification, in-
stead of separating positive and negative events, it is numerical values such as risk levels 
or the extent of damage caused that must be predicted. Most of the classification methods 
have a regression counterpart, such as the support vector regression (Basak et al., 2007). 
We will explain two basic methods below. The earliest version of the regression method 
is linear regression that, much like logistic regression (which, contrary to its name, is not 
a regression but a classification method), produces output values as a weighted aggregate 
of the variables. Regression trees can be constructed if we assign to the levels of decision 
trees a continuous numeric value, calculated as the average of data point values associated 
with that level, instead of a class designation. The boosting method presented in Figure 12 
is actually made up of regression trees as we assigned numeric values to the levels.
Clustering
Clustering is a popular tool for unsupervised learning; its similar or synonymous names 
are segmentation, unsupervised classification, or grouping. This method can be efficiently 
used for presenting and visualizing small sets of data, and for this reason it is popular in the 
field of social sciences (Newman, 2001) and in the study of biological systems (Barabasi–
Oltvai, 2004). The simplest method of clustering is the k-means algorithm that repeatedly 
assigns data points to k clusters, initially selected at random until they create good separation 
of the data points (Ball–Hall, 1965). There are a huge number of other known methods, 
which are summarized, for example, in Jain (2010). In a big data environment, cluster-
ing can deliver results that are relatively difficult to interpret and verify as very strongly 
associated events dominate the entire system. Typically data points are clustered around 
the centre and the easy-to-interpret groups make up only a negligible part of the data set 
(Kurucz–Benczúr, 2010) as shown in the examples of Figure 14.
Figure 14
Typical substructures in a very large network: a small number of densely connected vertices that are 
linked loosely to each other with long appendages.
Source: Subgraphs of Livejournal with 29 and 317 vertices (Kurucz–Benczúr, 2010)
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Anomaly detection
Recognition of anomalies (Patcha–Park, 2007) appears to be a very promising method 
that seems to be very useful for practical applications at first glance. In real cases, however, 
the fact that recognized anomalies do not necessarily pose a risk is often a problem. If the 
methods have no access to external knowledge, they can identify as an anomaly all human 
actions performed only by few people, generating a lot of false alerts. Adding external 
knowledge often means that an originally unsupervised task is turned into a supervised 
one, which involves adding labels to known incidents. Two popular methods of detecting 
anomalies is to check distributions to filter out statistically extreme values and to use clas-
sifiers to build a model that fits normal behaviour the best. An example of the latter is the 
one-class SVM (Manevitz–Yousef, 2001) or the generation and separation of artificial 
data from normal patterns.
Methods of network science
Network science (Lewis, 2011) is a relatively young field that specializes in the study of 
the structure, formation, and stability of linked events. In the context of security and risks, 
persons who are connected with each other, either in real life or virtually on community 
portals or who are found at the same location and communicate with each other, persons 
entering into a contractual relationship, or members of organizations and hierarchies can 
form a network. Visualization of networks will reveal the system of connections between 
cooperating groups and events, as shown in Figure 15. Network connections can be de-
scribed using various distance measures. Such terms may include the least number of con-
nections through which a party can contact the other, or the number of common interactions. 
Complex metrics such as Google PageRank (Brin–Page, 2012) characterizing centrality 
or SimRank (Jeh–Widom, 2002) measuring similarity are based on the length of random 
walks within the network.
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Figure 15
A screenshot of a device providing assistance in the fight against organized crime, displaying network 
connections
Source: MTA SZTAKI
Challenges of big data
In the past years launching big data projects has become a fashionable trend in all areas of 
application. This subsection of our study will present examples of the big data phenomenon, 
and we will attempt to debunk a few misconceptions. Real Big Data tasks are rarely found, 
Big Data is an exception rather than the rule. Such exceptional cases include web content, 
social media, and mobile network traffic. Installation of a large number of sensors, for ex-
ample, in urban or manufacturing plant environments may also generate huge amounts of 
data, but such sensor networks are not yet widespread. Processing video streams requires 
special, mostly graphics processing unit (GPU)-based powerful pre-processing and infor-
mation extraction capabilities and constitute a distinct field of application.
The three “V” – volume, velocity, and variety
Big Data implies tasks that cannot be completed at all with conventional software tools 
(database management systems, office applications, desktop servers). The most important 
characteristic of Big Data is that it requires the coordinated computing capacity of a large 
number of servers, using special software tools. It is surprising that Big Data problems arose 
while computing capacities were growing. We will use examples to show that data volumes 
increased at the same pace as the computational capacities. As a result, algorithms that do 
not scale linearly with the amount of data became more difficult to handle than before. One 
of the simplest, most basic routine task that does not scale linearly is sorting: it is no wonder 
that system developers demonstrate the capabilities of their devices by sorting terabytes 
and then petabytes of data.
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Big Data, however, is more than the size of data. Its three key features are as follows:
1. Volume: the amount of data, which, in itself, is considered a Big Data sized task if 
it is in the order of petabytes.
2. Velocity: the rate of data influx. Secondary storage devices are often too slow to 
store the data, which prevents the recording of the entire data content, or the single 
incidents require too fast a response, for example, in road traffic situation.
3. Variety: it greatly increases data processing costs if data is heterogeneous and 
unstructured, and contains noise or errors. An example is extraction of persons and 
relations from unstructured text, and recognition of events using camera data.
Quick, cheap, and high quality
In everyday life we usually learn that tasks can seldom be completed quickly, cheaply, and 
to high standards. Out of the three conditions, two are usually satisfied, but unfortunately 
the three are almost never. In the case of Big Data systems, the above observation is surpris-
ingly reinforced by a mathematical fact, the famous Fox–Brewer theorem (CAP theorem) 
(Gilbert–Lynch, 2012). We will describe the theorem and its consequences below.
In the case of IT systems, speed refers to response times, while quality means the ac-
curacy of the received answers. Cheapness corresponds to a much less natural concept called 
“partitionability”. It is very expensive to add large amounts of memory and a high-capacity 
mass storage device to a single processing server, and after a while costs will rise sharply, 
thus limiting usability. A cheap solution is that the required computing resources are par-
titioned over a large number of inexpensive servers that perform distributed computations 
communicated through the network.
Figure 16
An illustration of the Fox-Brewer theorem
Source: The author’s own contribution
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The Fox–Brewer theorem states that there is no distributed system (cheapness) that can 
provide both instant responses (speed) and assuredly correct responses (quality). Below we 
will describe the very simple proof provided by Gilbert and Lynch (2012). Let us assume 
that our system is partitioned and responds instantly. In such a case, as shown in Figure 16, 
it may occur that the system is split into two parts due to a network connection failure. If 
the left side in the figure receives new data, the right side will not be able to answer even 
the simplest questions, for example, about the number of records until the network con-
nection is restored.
Let us examine what options are allowed by the Fox–Brewer theorem. We can have a 
fast and correct solution. Such solutions include conventional single-server systems where 
data is stored and directly accessed in the memory. The bigger the systems are, the faster 
the costs of these solutions grow – typically a single server will not be able to accommodate 
the required amount of memory or occasionally the disk capacity.
We can have a partitioned and correct solution. If the connection to a processing unit is 
lost, such a system will indicate the failure and attempt to rebuild the data from, for example, 
redundant server backups. The system will not respond until all failures are eliminated so it 
will not be fast in every case. We can have a fast and partitioned solution. If a fault or failure 
occurs, such a system will regard inaccessible data elements as if they did not exist, and 
will respond to queries without taking those elements into account. The answer will not be 
correct, but it will at least approximate the correct answer. Once those faults or failures are 
eliminated, these systems can synchronize missing data and achieve correctness in time.
NoSQL repositories
Database management usually means systems that provide fast and correct answers. Based 
on what we have so far discussed, we may encounter serious problems when database man-
agement systems outgrow servers even with the largest available capacity, and we need to 
migrate to a distributed system of several smaller servers. A number of open source systems 
have been released that offer partial support for SQL database queries and are capable of 
storing data distributed on several servers. Such systems are commonly called NoSQL 
(Cattel, 2011), which, in the first place, refers to the fact that certain operations are either 
not supported or only supported by alternate distributed operations. Most often the table 
joint operation is missing, which would require moving the data of several servers of the 
distributed data storage. NoSQL is frequently called Not-Only-SQL, but in reality the ca-
pabilities of the query language are almost always restricted. 
The simplest NoSQL systems are the so-called key-value stores (DeCandia et al., 
2007). Next, we will touch upon the most important systems and the principle of consis-
tent hashing on which most of these systems are based. The objective of key-value stores 
is to support the capability of inserting new data by distributing huge volumes of data on 
several servers, and retrieving them on the basis of keys. The difficulty lies in the fact that 
in order to prepare for occasional server outage, data should be stored in a redundant way, 
and we will need to find the server containing the given key even if the primary server is 
unavailable due to failures.
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Figure 17
The principle of consistent hashing
Source: The author’s own contribution
The basic idea behind key-value stores is the so-called consistent hashing technique 
(Karger et al., 1997), which is illustrated in Figure 17. Both the keys and the storage servers 
are mapped to the unit circle. Every key is assigned to some of the closest servers clockwise. 
In this way we do not need to determine either the number of servers or the number of pos-
sible keys in advance. Uniform random mapping ensures that keys are evenly distributed 
among the servers even if the number of servers changes constantly due to units dropping 
out of service and replacement servers being started up.
MapReduce paradigm and more
The MapReduce paradigm was introduced by Google (Dean–Ghemawat, 2008), mostly 
to support building large search indexes. Later they tried to apply it to almost all Big Data 
solutions, and its open source version called Hadoop (White, 2012) has also been released. 
MapReduce is a special distributed execution schedule that can be used to implement paral-
lelized tasks on a large number of servers. The general principle is illustrated in Figure 18. 
The input data of MapReduce – in this case, a big text file – is shown on the left side. In the 
distributed system, the data is already partitioned across servers. In the first “Map” phase, 
the elements of the partition are processed one by one, which means counting the number 
of words in them in this case. Then the result set (word, count) is broken down into pairs 
and sorted by using “word” as a key. The “Reduce” phase receives values associated with 
a single key so that the server may count its occurrences in a subset of words.
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Figure 18
MapReduce example – counting word occurrences
Source: The author’s own contribution
MapReduce systems are partitioned and provide correct answers. Correctness is ensured 
by repeating the individual Map and Reduce steps, possibly after moving them to a server, 
until successful execution is verified. However, this is exactly their most severe limitation: 
they are unable to respond quickly. The emergence of the MapReduce paradigm and the 
open source Hadoop system was a key step towards, among other things, reducing the costs 
of processing huge volumes of web documents, and making them available to analysts, 
companies, and authorities. However, MapReduce is no “super weapon,” as implementation 
of complex tasks over big data may be hindered by serious limitations. New approaches 
requiring a different principle of processing include data stream system, machine learning, 
and processing of network structures. There are two emerging open source systems that 
target the above mentioned areas: Apache Spark (Zaharia et al., 2010) and Apache Flink 
(Carbone et al., 2015).
Summary
This part of our study summarizes applicable data based risk prediction methodologies, the 
key steps of preparing data and building and evaluating models. Several machine learning 
techniques offering high quality solutions to supervised learning in the first place were 
shown. The universal principle of economics – “there is no free lunch” – also emerges 
in the field of risk predictions: in general, anomaly detection systems that do not require 
external intervention and perform unsupervised classification do not prove successful in 
practice. We also emphasized the significance of human labelling, incident investigation 
and generation of training patterns in machine learning based risk detection. We showed 
that many data sources available to risk detection fall within the Big Data category, which 
means that they cannot be processed and analyzed using conventional software solutions. 
In order to tackle Big Data tasks, we also explored available, mostly open source systems, 
including their capabilities and limitations.
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