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REZIME
Integracija ima xiroku primenu prilikom matematiqkog mode-
lovaǌa mnogih pojava koje se javǉaju u prirodnim, tehniqkim
naukama, ekonomiji i drugim oblastima. Kada se vrednost
integrala ne moe analitiqki izraqunati, potrebno je kon-
struisati formulu koja aproksimira ǌegovu vrednost sa prih-
vatǉivom taqnoxu. Pored tradicionalnih formula koje se ko-
riste, tendencije u razvoju ove oblasti odnose se na poveaǌe
taqnosti formule i ocenu grexke nastale kada se integral za-
meni konaqnom sumom.
Predmet ove disertacije su Gauss–ove kvadraturne for-
mule sa qvorovima proizvoǉne vixestrukosti (glava 3), ili
sa dvostrukim qvorovima (glave 2 i 4). Ukoliko je, kao qvor,
fiksiran jedan od krajeva intervala integracije, radi se o
Gauss-Radau kvadraturnim formulama, a ukoliko se fiksiraju
oba kraja intervala integracije, takve formule su Gauss-Lobatto
tipa. Pored pomenutih formula, u tezi se bavimo i analizom
Kronrod–ove ekstenzije Gauss-Turán–ove kvadraturne formule u
kojoj se pored vrednosti funkcije u qvorovima posmatraju i
vrednosti proizvoǉnih izvoda funkcije. Ciǉ je dati efikasne
ocene grexaka pomenutih formula u odnosu na razliqite vrste
Chebyshev–ǉevih teinskih funkcija kao i Gori-Micchelli–jeve
teinske funkcije koja u specijalnom sluqaju predstavǉa uop-
xteǌe prve Chebyshev–ǉeve teinske funkcije.
Prva glava je uvodnog karaktera i sadri poznate pojmove
i tvreǌa koja se koriste u ostatku rada. Opisana su osno-
vna svojstva ortogonalnih polinoma koji uqestvuju u konstruk-
ciji Gauss–ovih kvadraturnih formula. Takoe, definixu se
razliqiti tipovi ostataka kvadraturnih formula pri qemu e
se u narednim glavama analizirati integralna reprezentacija
ostatka, a izloeni su i noviji rezultati koji se odnose na
poveavaǌe vixestrukosti qvorova.
Preostale tri glave sadre poglavǉa sa originalnim rezul-
tatima.
Druga glava je posveena oceni grexke Gauss-Lobatto kvadra-
turne formule sa dvostukim qvorovima u krajǌim taqkama.
Nakon detaǉne analize jezgra ostatka (videti 2.2.1), dokaza-
li smo Teoreme koje govore o uslovima pod kojima se dostie
maksimum modula jezgra ostatka, odredili fiksirane vrednos-
ti koje se spomiǌu u Teoremi i prikazali stvarne grexke i
ocene grexaka datih formula.
U treoj glavi se bavimo Kronrod–ovim uopxteǌem Gauss-
Turán–ove kvadraturne formule u odnosu na specijalni sluqaj
Gori-Micchelli-jeve teinske funkcije. Pomenuta uopxteǌe se
sastoji u tome da se pored qvorova Gauss-Turán–ove formule
uvedu novi qvorovi, nule Chebyshev–ǉevog ortogonalnog poli-
noma druge vrste, u kojima se posmatra samo vrednost funkcije
(ne i ǌenih izvoda). Ovom modifikacijom, Kronrod–ova formu-
la je zapravo kvadraturna formula Chakalov-Popoviciu tipa, pa
smo, primenom metoda koje vae za tu formulu, u nekim sluqa-
jevima izraqunali koeficijente i grexku Kronrod–ovog uopxt-
eǌa.
U qetvrtoj glavi smo dokazali Gautschi-Li hipoteze o Gauss-
Radau kvadraturnim formulama u odnosu na Chebyshev–ǉeve
teinske funkcije druge i tree vrste. Poglavǉe 4.4 se sastoji
od numeriqkih primera i sadri tabele u kojima su izloene
efikasne ocene grexaka.
Kǉuqne reqi: numeriqka integracija, Gauss–ova kvadraturna
formula, ostatak kvadraturne formule, ocena grexke
Nauqna oblast: Matematika
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ABSTRACT
Mathematical modeling of many phenomena which occur in the
natural, technical sciences, economy requires significant knowledge of
the theory of numerical integration. In the situations where the integral
cannot be determined analytically, it is necessary to construct the for-
mula which approximates its value with acceptable error. Besides the
traditional formulae, the tendencies in the development of this area refer
to increment of algebraic degree of precision of the quadrature formula
and its error estimation.
The subject of this dissertation is Gaussian quadrature formula with
increased number of nodes which may have double multiplicity (sections
2 and 4) or arbitrary multiplicity (section 3). When we consider the
addition of one node, one of the integration interval ends, the
corresponding quadrature formula is called Gauss-Radau, and in the case
of adding two new nodes, the appropriate formula is of Gauss-Lobatto
type. Beside those formulae, in this dissertation we consider the
Kronrod’s extension of Gauss-Turán quadrature formula, which includes
the derivatives of the function at nodes. Here, the main aim is to deter-
mine efficient error bounds of these formulae with respect to the
different types of Chebyshev weight functions and Gori-Micchelli weight
function which, in one special case, represents the generalization of the
first Chebyshev weight function.
Introductory theorems and well-known statements that are used in
the rest of the thesis are presented in the first section. We described basic
properties of orthogonal polynomials participating in the construction
of Gaussian quadrature formula. Furthermore, the different types of
remainder terms of quadrature formula are defined, whereby in the
following sections we analyze the integral representation of the remainder
term. The recent results relating to the increasing number of the nodes of
arbitrary multiplicity are exposed. The remaining three sections contain
the chapters with original results.
The second section is devoted to the estimation of the error of Gauss-
Lobatto quadrature formulae with a double nodes at the endpoints. Af-
ter detailed analysis of the kernel of the remainder term (see subsection
2.2.1), we proved the Theorems stating the behavior of the maximum
modulus of the kernel. We computed fixed values mentioned in the The-
orems and established the real errors and the error bounds of quadrature
formula.
In third section we examine the Kronrod’s extension of Gauss-
Turán quadrature formulae with respect to the special kind of Gori-
Micchelli weight function. This extension, beside the nodes of Gauss-
Turán quadrature formula, also contains the zeros of Chebyshev polyno-
mial of the second kind. In those new nodes, we consider just the values
of the function (not the values of its derivatives). Previously mentioned
Kronrod’s extension is actually Chakalov-Popoviciu quadrature formu-
la, so, by applying the methods for those formulae, we computed the
coefficients and the error of Kronrod’s formula.
Gautschi-Li hypotheses are proven in the fourth section. Those
hypotheses concern the Gauss-Radau quadrature formulae with respect
to the Chebyshev weight functions of the second and the third kind.
Subsection 4.4 consists of numerical examples and the tables with
efficient error bounds.
Key words: numerical integration, Gaussian quadrature formula,
remainder term of quadrature formula, error estimation
Scientific field: Mathematics
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U ovoj glavi su definisani osnovni pojmovi i tvreǌa koja
se koriste u narednim glavama. Zavisno od odabira ortogo-
nalnih polinoma i teinskih funkcija, opisani su razliqiti
tipovi Gauss–ovih kvadraturnih formula i ǌihove konstrukci-
je. U poglavǉu 1.4 su definisani naqini prikazivaǌa ostatka
kvadraturne formule. Poglavǉe 1.5 je posveeno opisu modi-
fikacija Gauss–ovih formula. Kroz kratak istorijski pregled,
prikazane su modifikakacije koje se sastoje u uvoeǌu novih
qvorova proizvoǉne vixestrukosti, a izloeni su i noviji
rezultati.
1.1 Matematiqki aparat
Definicija 1. Vektorski prostor sa skalarnim proizvodom
naziva se unitaran ili pred-Hilbert–ov prostor. Unitaran pros-




Definicija 2. Skup vektora {uk}k∈J u Hilbert–ovom prostoru
X obrazuje ortogonalan sistem ako je
(1.1) (un, uk) = δn,k||un||2 = δn,k||uk||2, ∀n, k ∈ J,
gde je δn,k Kronecker–ov delta simbol, i ||uk|| =
√
(uk, uk), ∀k ∈ J .
Ukoliko je ||uk|| = 1, ∀k ∈ J , kaemo da skup vektora {uk}k∈J iz
X obrazuje ortonormiran sistem.
1.1 Matematiqki aparat
Definicija 3. Funkciju ω(x) definisanu na konaqnom inter-
valu (a, b) nazivamo teinskom funkcijom ukoliko je ona na tom
intervalu nenegativna, integrabilna i ako je ǌen integral
pozitivan, tj. ako su ispuǌeni uslovi




Pri tome je ω(x) = 0 samo na skupu mere nula. U sluqaju kada
je interval (a, b) beskonaqan (na primer, (−∞, b), (a,+∞) ili





xkω(x)dx, k = 1, 2, . . .
Integrale νk nazivamo momentima teinske funkcije ω(x).
Lema 1.1. Polazei od bazisa {1, x, x2, . . . }, mogue je
konstruisati ortogonalni bazis {pk}k∈N0 u prostoru L2(a, b),
u kom je skalarni proizvod definisan pomou
(1.4) (f, g) =
∫ b
a
ω(x)f(x)g(x)dx, f, g ∈ L2(a, b).
Lineal nad ovim bazisom je skup svih algebarskih polinoma ko-
ji je svuda gust u Hilbert–ovom prostoru (videti [1]). U zavisno-
sti od teinske funkcije ω(x), dobijaju se razliqite klase
ortogonalnih polinoma.
Neka je {pk}k∈N0 skup ortogonalnih polinoma na intervalu
(a, b) u odnosu na teinsku funkciju ω(x) (t.j. u odnosu na
skalarni proizod koji je zadat jednakoxu (1.4)).
Teorema 1.2. Sve nule polinoma {pk}, k = 1, 2, . . . su realne,
razliqite i nalaze se unutar intervala (a, b).
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Teorema 1.3. Za tri uzaspotna polinoma niza {pk}k∈N0 postoji
rekurentna relacija
(1.5) pk+1(x)− (αkx− βk)pk(x) + γkpk−1(x) = 0,
gde su αk, βk, γk konstante.
Teorema 1.4. Za moniqan niz ortogonalnih polinoma {pk}k∈N0
vai rekurentna relacija
(1.6) pk+1(x) = (x− βk)pk(x)− γkpk−1(x).
U konstruktivnoj teoriji ortogonalnih polinoma trosloj-
na rekurentna relacija ima fundamentalnu ulogu iz vixe ra-
zloga. Na primer, jednostavno se generixe niz ortogonal-
nih polinoma, kao i vrednost polinoma pk(x) i konaqnih suma∑m
i=0 λkpk(x); koeficijenti rekurentne relaciji uqestvuju u
generisaǌu Jacobi–eve matrice, jako znaqajne u konstrukciji
Gauss–ovih kvadraturnih formula.
Znaqajnu klasu ortogonalnih polinoma qine takozvani kla-
siqni ortogonalni polinomi.
Definicija 4. Neka je {pk}k∈N0 niz ortogonalnih polino-
ma definsanih na segmentu (a, b) sa teinskom funkcijom ω(x).
Polinomi pk, k = 0, 1, ... se nazivaju klasiqim ako teinska








gde je B(x) polinom prvog stepena, dok funkcija A(x) u





(x− a)(b− x) a i b konaqni,
x− a a konaqno, b = +∞,
b− x a = −∞, b konaqno,
1 a = −∞, b = +∞,
(videti [71]).
Teorema 1.5. Za svako m = 0, 1, . . . teinska funkcija
klasiqnih ortogonalnih polinoma zadovoǉava uslove
(1.8) lim
x→a+
xmA(x)ω(x) = 0, lim
x→b−
xmA(x)ω(x) = 0.
Dokaz se moe nai u [18].
S obzirom na to da je rexeǌe diferencijalne jednaqine (1.7)
zadato izrazom




gde je C proizvoǉna konstanta, u zavisnosti od a i b
(sa taqnoxu do na konstantu) dobija se
ω(x) =

(b− x)α(x− a)β a i b konaqni,
(x− a)serx a konaqno, b = +∞,
(b− x)te−rx a = −∞, b konaqno,
e
∫
B(x)dx a = −∞, b = +∞,
gde su
α = −B(b)b−a −1, β =
B(a)
b−a −1, s = B(a)−1, t = −B(b)−1, B(x) = rx+q.
Poxto se primenom jednostavne transformacije svaki inter-
val (a, b) moe transformisati u jedan od narednih intervala
(−1, 1), (0,+∞), (−∞,+∞), teinska funkcija moe imati neki
od oblika (1− x)α(1 + x)β , xse−x, e−x2 , respektivno, pri qemu
parametri α, β i s ispuǌavaju uslove α > −1, β > −1, s > −1,
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(videti [71] i [72]).
Razmotrimo detaǉnije sluqaj ω(x) = (1− x)α(1 + x)β.
Funkcija A(x) je u ovom sluqaju zadata sa A(x) = 1 − x2. Pri-
menom diferencijalne jednaqine (1.7), funkcija B(x) se moe
izraziti na sledei naqin
B(x) = 1ω(x)
d
dx (A(x)ω(x)) = β − α− (α+ β + 2)x.
Odgovarajui ortogonalni polinomi se nazivaju Jacobi–evi
polinomi i oznaqavaju sa P (α,β)k (x).
Specijalni sluqajevi Jacobi–evih polinoma su
Chebyshev–ǉevi polinomi
• prve vrste Tk(x) (α = β = − 12 ),
• druge vrste Uk(x) (α = β = 12),
• tree vrste Vk(x) (α = −12 , β =
1
2),
• qetvrte vrste Wk(x) (α = 12 , β = −
1
2),
kao i Lagendre–ovi polinomi Pk(x) (α = β = 0).
Teorema 1.6. Za qlanove niza klasiqnih ortogonalnih poli-






(A(x)kω(x)), k = 0, 1, . . . ,
gde su ck konstante razliqite od nule.
Dokaz se moe nai, na primer, u kǌizi [71]. Formula (1.10)
je poznata kao Rodrigues–ova. Primenom Cauchy–eve formule za
izvod reda k regularne funkcije, data formula se moe













gde je Γ zatvorena kontura za koju vai x ∈ intΓ. U formulama
(1.10) i (1.11) konstanta ck se moe odabrati ili iz uslova da
su polinomi moniqni ili da je ||pk|| = 1. Za Chebyshev–ǉeve












gde je (s)k = s(s+1) . . . (s+k−1) = Γ(s+k)Γ(s) , dok je Γ gama funkcija.
Teorema 1.7. Diferencijalna jednaqina Jacobi–evih polinoma
P
(α,β)
k (x) ima oblik
(1.13) (1− x2)y′′ + (β − α− (β + α+ 2)x)y′ + k(k + α+ β + 1)y = 0.
U sluqaju prve teinske funkcije ω(x) = 1√
1−x2 , izrazi u formu-
li (1.7) iznose A(x) = 1 − x2, B(x) = −x. Kada se u jednaqini
(1.13) uvrsti α = β = 12 , odgovarajua diferencijalna jednaqi-
na ima oblik
(1.14) (1− x2)y′′ − xy′ + k2y = 0,
koji se smenom x = cos θ, y(x) = z(θ), −1 ≤ x ≤ 1 svodi na
z′′ + k2z = 0. Poxto je opxte rexeǌe prethodne jednaqine
(1.15) z(θ) = C1 cos(kθ) + C2 sin(kθ),
gde su C1 i C2 proizvoǉne konstante, opxte rexeǌe Chebyshev–
ǉeve diferencijalne jednaqine (1.12) je
y = C1 cos(k arccosx) + C2 sin(k arccosx).
Za −1 ≤ x ≤ 1 izraz (1.12) se moe prikazati u obliku
(1.16) Tk(x) = cos(k arccosx),







(−1)i(k − i− 1)!
i!(k − 2i)!
(2x)k−2i, k = 1, 2, . . . , T0(x) = 1.
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Korixeǌem jednakosti arccosx = −i ln(x+ i
√























Konaqno, ako se u jednakosti cos(k+1)θ+cos(k−1)θ = 2 cos θ cos kθ
odabere θ = arccosx, dobija se rekurentna relacija
(1.19) Tk+1(x) = 2xTk(x)− Tk−1(x).
Nule Chebyshev–ǉevih polinoma prve vrste se mogu eksplicitno






(2i− 1), i = 1, . . . , k.
U sluqaju Chebyshev–ǉevih polinoma druge vrste, Uk(x), gde
je α = β = 12 , a teinska funkcija ω(x) =
√
1− x2, odgovarajui
izrazi u formuli (1.7) su zadati sa A(x) = 1− x2, B(x) = −3x.
Diferencijalna jednaqina qije jedno partikularno rexeǌe





+ k(k + 2)y = 0.







dok je jedna od standardnih reprezentacija za |x| ≤ 1 data sa
(1.23) Uk(x) =
sin((k + 1) arccosx)√
1− x2
.
Polinomi Uk(x) zadovoǉavaju istu rekurentnu relaciju kao
polinomi Tk(x), odnosno,
(1.24) Uk+1(x) = 2xUk(x)− Uk−1(x).
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Chebyshev–ǉevi polinomi tree vrste, Vk(x), odreeni sa
α = − 12 , β =
1
2 , ω(x) =
√
1+x
1−x su eksplicitno zadati sa
(1.25) Vk(cos θ) =
cos(k + 12 )θ
cos( 12θ)
.
Za ove polinome vai ista rekurentna relacija
(1.26) Vk+1(x) = 2xVk(x)− Vk−1(x).
Chebyshev–ǉevi polinomi qetvrte vrste, Wk(x), odreeni sa
α = 12 , β = −
1
2 , ω(x) =
√
1−x
1+x su eksplicitno zadati izrazom
(1.27) Wk(cos θ) =
sin(k + 12 )θ
sin( 12θ)
.
Za polinome ove vrste vai ista rekurentna relacija kao i u
prethodna tri sluqaja.
Definicija 5. Uvedimo niz moniqniqnih polinoma stepena n,
Pn,s(·, dλ), (n = 1, 2, . . . ) sa osobinom da je ǌihov (2s+1)-vi stepen





2s+1Pk,s(t)dλ(t) = 0, k < n.
Ovako uvedeni polinomi, Pn,s(·, dλ), se nazivaju s-ortogonalni,
i za s = 0 se svode na ortogonalne polinome, [24, str. 94-95].
Uopxte, svaki niz nenegativnih celobrojnih vrednosti












2 < . . . τ
(n)










Pk,σ(t)dλ(t) = 0, k < n.
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1.2 Gauss–ova kvadraturna formula
Polinomi Pn,σ(t) se nazivaju σ-ortogonalni polinomi.
U sluqaju kada je σ = (s, s, . . . ), oni se svode na s-ortononalne
polinome.
1.2 Gauss–ova kvadraturna formula
Kvadraturna formula u kojoj se i koeficijenti i qvorovi bi-
raju tako da formula bude taqna za polinome xto je mogue
vixeg stepena, naziva se kvadraturna formula Gauss–ovog tipa.
Gauss–ova kvadraturna formula sa teinskom funkcijom ω(x) je
definisana kao linearna kombinacija vrednosti funkcije f(x)








Taqke x1, x2, ... , xn se nazivaju qvorovi, vrednosti λ1, λ2, ... , λn
se nazivaju koeficijenti, dok se izraz Rn(f) naziva ostatak
kvadraturne formule.




Priblina vrednost integrala iznosi 5216.926477323024....
Proizvoǉni interval [a, b] se primenom jednostavne transforma-
cije t = b−a2 x+
b+a
2 moe svesti na interval [−1, 1].
Primer pokazuje grexku koja nastaje primenom Gauss–ovih
kvadraturnih formula sa, redom, 2, 3, 4, 5 i 6 qvorova. Svoe-











gde je f(x) = (4x+ 4)e4x+4.
Ukoliko je n = 2, potrebno je odrediti qvorove x1, x2 i koefi-
cijente λ1, λ2 tako da formula
∫ 1
−1 f(x)dx = λ1f(x1) + λ2f(x2)
9
1.2 Gauss–ova kvadraturna formula
bude taqna za x0, x1, x2, x3. Rexavaǌem sistema
f(x) = 1 −→
∫ 1
−1
1dx = 2 = λ1 + λ2,
f(x) = x −→
∫ 1
−1
xdx = 0 = λ1x1 + λ2x2,











f(x) = x2 −→
∫ 1
−1












Sasvim analogno, za proizvoǉno n, qvorovi i koeficijenti se
mogu izraziti rexavaǌem sistema vixeg reda. Korixeǌem
rezultata iz tabele 1.1, dobijamo










= 3477.5439362670846274 . . .
Grexka u ovom sluqaju iznosi 33.34111%.
Sluqaj n = 3, I ≈ 4967.106689, grexka 4.78862%.
Sluqaj n = 4, I ≈ 5197.543750, grexka 0.37151%.
Sluqaj n = 5, I ≈ 5215.987635, grexka 0.01799%.
Sluqaj n = 6, I ≈ 5216.895500, grexka 0.00059%.
Definicija 6. Gauss–ova kvadraturna formula ima alge-
barski stepen taqnosti m − 1 ukoliko je Rn(f) = 0 za svako
f ∈ Pm−1 (tj. Rn(xi−1) = 0, i = 1, . . . ,m), dok za bar jedno f ∈ Pm
vai Rn(f) ̸= 0 (tj. Rn(xm) ̸= 0).
Newton 1676. godine uvodi takozvani ,,metod konstrukcije
paraboliqke krive koja prolazi kroz zadate taqke”. Naime, za
zadatu funkciju f i n razliqitih taqaka xi, Newton konstruixe
jedinstveni polinom pn−1(f, xi) stepena ne veeg od n− 1 koji u
taqkama xi uzima iste vrednosti kao funkcija f ,
10
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Tabela 1.1: Teine λi i qvorovi xi u sluqajevima n ≤ 6
n λi xi n λi xi
2 1 - 0.577350269 5 0.236926885 - 0.906179846
1 0.577350269 0.478628670 - 0.538469310
3 0.555555556 - 0.774596669 0.568888889 0
0.888888889 0 0.478628670 0.538469310
0.555555556 0.774596669 0.236926885 0.906179846
4 0.347854845 - 0.861136312 6 0.171324492 - 0.932469514
0.652145155 - 0.339981044 0.360761573 - 0.661209386
0.652145155 0.339981044 0.467913935 - 0.238619186
0.347854845 0.861136312 0.467913935 0.238619186
0.360761573 0.661209386
0.171324492 0.932469514
pn−1(f, xi) = f(xi), i = 1, ..., n, pn−1 ∈ Pn−1.




gde su Ji(x) polinomi sa osobinama Ji ∈ Pn−1, Ji(xi) = 1 i
Ji(xj) = 0 za i ̸= j. Ovim se funkcija f(x) moe prikazati na
sledei naqin
f(x) = pn−1(f ;x) + rn(f ;x),
gde rn(f ; ·) oznaqava grexku. Zbog jedinstvenosti interpola-
cionog polinoma, vai rn(f ; ·) = 0 za f ∈ Pn−1.





f(x)dx = Qn(f) +Rn(f), Qn(f) =
∑n
i=1 λif(xi),
gde su a i b konaqni brojevi.
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Postavǉaju se pitaǌa – koji je maksimalni stepen taqnosti
koji se moe postii ukoliko su u Newton-Cotes–ovoj formuli
qvorovi xi proizvoǉni, a vrednosti λi poznate; kako odabrati
qvorove xi da bi se postigao maksimalni stepen taqnosti. Ovim
pitaǌima se bavio Gauss u radu [21] iz 1814. godine.
Neka je {pk}k∈N niz ortogonalnih polinoma na intervalu
(a, b) u odnosu na teinsku funkciju ω(x). Naredne teoreme
opisuju neka znaqajna svojstva kvadraturnih formula.
Teorema 1.8. Gauss–ova kvadraturna formula ima algebarski
stepen taqnosti 2n − 1 ako i samo ako su xk, k = 1, . . . , n nule
polinoma pn(x).
Teorema 1.9. Potreban i dovoǉan uslov da niz Qnf =∑n
k=1 λkf(xk) konvergira ka I(f) za svako f ∈ C[a, b] jeste da
dati niz konvergira za svaki algebarski polinom i da postoji




|λk| ≤ M, n = 1, 2, 3...
Teorema 1.10. Teinski koeficijenti λk Gauss–ove kvadraturne








, k = 1, . . . , n,
gde su xk nule polinoma pn(x), dok su αn i γn konstante koje se
javǉaju u troslojnoj rekurentnoj relaciji (1.5).
Dokazi posledǌe tri teoreme se mogu nai u kǌizi [71].
Zavisno od ortogonalnih polinoma i klasa teinskih funkci-
ja razlikuje se vixe tipova Gauss–ovih kvadraturnih formu-
la. Teinski koeficijenti λk Gauss-Jacobi–eve formule se mogu
12
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odrediti na osnovu jednakosti (1.34). Dobija se
(1.35)
λk =
2α+β(2n+ α+ β)Γ(n+ α)Γ(n+ β)










gde su xk, k = 1, . . . , n nule Jacobi–evog polinoma P
(α,β)
n (x).
Gauss-Chebyshev–ǉeva kvadraturna formula, kao klasa Gauss-

















U sluqaju prve teinske funkcije, na osnovu (1.35) dobija se
(1.36) λk =















S obzirom na to da je Tn−1(xk)T
′






pa se pomou jednakosti (1.20), Gauss-Chebyshev–ǉeva kvadratur-
















Takoe, korixeǌem prethodnih rezultata, Gauss-Chebyshev–
















1.3 Konstrukcija Gauss–ovih kvadraturnih formula
Specijalno, ako je α = β = 0, ω(x) = 1, dobijamo Gauss-
Legendre–ovu formulu. Za odreivaǌe qvorova i koeficijenata,
najpre je potrebno nai nule Legendre–ovog polinoma.
U konstrukciji Gauss-Laguerre–ove kvadraturne formule
uqestvuju Laguerre–ovi ortogonalni polinomi definisani na
intervalu [0,∞] u odnosu na teinsku funkciju ω(x) = e−x.
Gauss-Hermite–ove kvadraturne formule su odreene Her-
mite–ovim ortogonalnim polinomima na intervalu [−∞,∞] u
odnosu na teinsku funkciju ω(x) = e−x
2
.
Razlikuju se tri vrste Gauss–ovih kvadraturnih formula u




β(β − 2α)x2 + 2δ(β − α)x+ α2 + δ2




β(β − 2α)x2 + 2δ(β − α)x+ α2 + δ2





β(β − 2α)x2 + 2δ(β − α)x+ α2 + δ2
, x ∈ (−1, 1).
1.3 Konstrukcija Gauss–ovih
kvadraturnih formula





razlikuju se dva pristupa u sluqajevima
a) poznata je troslojna rekurentna relacija ortogonalnih poli-
noma u odnosu na teinsku funkciju,
b) poznati su momenti u odnosu na teinsku funkciju.
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a) Konstrukcija Gauss–ove kvadraturne formule je usko povezana
se konstrukcijom ortogonalnih polinoma. Neka je zadat skup
moniqnih polinoma {pk(x)}k∈N0 ortogonalnih u odnosu na tein-
sku funkciju ω(x) koji zadovoǉavaju troslojnu rekurentnu
relaciju
pk+1(x) = (x− αk)pk(x)− βkpk−1(x), k = 0, 1, 2, ...








, k = 0, 1, 2, ...






































(1.40) xP (x) = TnP (x) + pn(x)En(x),
gde je P (x) = (p0(x), . . . , pn−1(x))T , matrica Tn data trodijago-
nalna matrica, dok je En(x) kolona En(x) = (0, 0, ..., 0, 1)T .
Trodijagonalna matrica Tn se, primenom transformacije DTnD−1,
15
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moe svesti na simetriqnu trodijagonalnu matricu Jn,



























k−1(x), k = 0, 1, 2, ...












odgovara upravo simetriqna matrica Jn sliqna matrici Tn.
Kao xto je poznato, qvorovi xk kvadraturne formule su nule
polinoma pn(x). Odabirom x = xk u jednakosti (1.40), moe se
zakǉuqiti da je xk ujedno i sopstvena vrednost matrice Tn i da
je P (xk) odgovarajui sopstveni vektor jer je xkP (xk) = TnP (xk).
Isto vai i za Jacobi–evu matricu, odnosno iz jednakosti
(1.43), sledi JnP ∗(xk) = xkP ∗(xk), xto znaqi da je xk sopstvena
vrednost, a P ∗(xk) sopstveni vektor matrice Jn.
Dakle, koeficijenti λk i qvorovi xk kvadraturne formule
(1.28) se odreuju pomou sopstvenih vrednosti i prvih
komponenti ortonormiranih sopstvenih vektora matrice Jn.
Obiqno se kod rexavaǌa problema sopstvenih vrednosti nalaze
normalizovani sopstveni vektori, odnosno trae se sopstvene
vrednosti xk i sopstveni vektori qk takvi da je
(1.44) Jnqk = xkqk, k = 1, 2, ..., n,
16
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gde je qk = [q1,k, . . . , qn,k]T vektor kolinearan sa P ∗(xk), odnosno
qk = const · P ∗(xk) i vai qTk qk = 1.
Konstanta const se moe jednostavno odrediti. Primetimo
(1.45) [P ∗(xk)]








S obzirom na jednakosti (1.42) i (1.43), vai
(1.46) qk,1 = const · p∗0(x) = const · c
−1/2
0 ,
pa se zamenom u jednakost (1.45) dobija




Zakǉuqujemo da se odreivaǌe parametara λk i xk kvadraturne
formule (1.28) svodi na rexavaǌe problema sopstvenih
vrednosti, pri qemu je dovoǉno odrediti samo prve komponente
sopstvenih vektora qk(xk).
b) U nekim sluqajevima teinska funkcija ω(x) nije data





ω(x)xkdx, k = 0, 1, ..., 2n.
Neka je Ω podskup n-dimenzionog Euclid–skog prostora na kom za





ω(x)xγ1xγ2 · · · xγndx,
i vai ν0,0,...0 > 0.
Ukoliko se qlanovi xγ1xγ2 . . . xγn , γ1 ≥ 0, ..., γn ≥ 0 oznaqe sa
ϕk(x)
L
k=1, tada su skalarni proizvodi





1.3 Konstrukcija Gauss–ovih kvadraturnih formula
ujedno i elementi Gram–ove matrice M = [(ϕi, ϕj)]Li,j=1 = [mi,j ],
i pritom vai sledea Lema
Lema 1.11. Polinomi
Fj(x) = s1jϕ1(x) + s2jϕ2(x) + ...+ sjjϕj(x), j = 1, 2, ..., L
formiraju ortonormirani sistem.
Xtavixe, kada je n = 1, tada je Fj = pj−1 polinom stepena j − 1
i vai rekurentna veza
(1.51) xpj−1(x) = βj−1pj−2(x) + αjpj−1(x) + βjpj(x), j = 1, ..., n.
Detaǉniji opis se moe nai u radu [39].
1.3.1 Konstrukcija Gauss-Radau i Gauss-Lobatto
kvadraturnih formula











kod koje su qvorovi {zk}Mk=1 unapred zadati.
Definicija 7. Kvadraturna formula (1.52) je:
Gauss-Radau tipa ukoliko je M = 1, z1 = a ili z1 = b,
Gauss-Lobatto tipa ukoliko je M = 2, z1 = a i z2 = b.
Golub u radu [40] iz 1973. godine opisuje algoritam za
konstrukciju Gauss-Radau i Gauss-Lobatto kvadraturnih formula
koji predstavǉa modifikaciju algoritma zasnovanog na proble-
mu sopstvenih vrednosti. Neka je ω(x) ≥ 0 teinska funkci-
ja definisana na intervalu [a, b] i neka je dat niz polinoma
p0(x), p1(x), ... ortonormiranih u odnosu na ω(x). Polinomi
18





i ), kn > 0





2 < ... < b
i zadovoǉavaju rekurentnu relaciju koja se moe zapisati u
obliku matriqne jednaqine (1.43). Pod pretpostavkom da je
mogue odrediti sve koeficijente i qvorove formule (1.52),















ω(x)dx, a < η < b.
Neka je M = 1 i z1 = a dati fiksirani qvor. Za konstrukciju
Gauss-Radau kvadraturne formule potrebno je odrediti poli-
nom pN+1(x) tako da je
(1.54) pN+1(a) = 0.
Iz relacije (1.5) sledi
(1.55) 0 = pN+1(a) = (a− αN+1)pN (a)− βNpN−1(a),
odnosno,




Iz matriqne jednaqine (1.43) sledi
(1.57) (JN − aI)P (a) = −βNpN (a)EN ,
xto se uvoeǌem δj(a) = −βN
pj−1(a)
pN (a)
, j = 1, . . . , N svodi na
(1.58) (JN − aI)∆(a) = β2NEN , ∆(a) = [δ1(a), δ2(a), ..., δN (a)].
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Konaqno, element na poziciji (N+1, N+1) novodobijene matrice
JN+1 je dat izrazom
(1.59) αN+1 = a+ δN (a).
Dakle, konstrukcija Gauss-Radau kvadraturne formule se
sastoji iz sledeih koraka
1. generisati matricu JN i element βN ,
2. rexiti sistem jednaqina koji je zadat izrazom (1.58),
3. odrediti koeficijent αN+1 iz jednakosti (1.59),
4. odrediti sopstvene vrednosti i prve komponente sopstve-







Sliqno, prilikom konstrukcije Gauss-Lobatto kvadraturne
formule, potrebno je odrediti polinom pN+1(x) tako da je
(1.60) pN+1(a) = pN+1(b) = 0.
Relacija (1.5) se svodi na
(1.61) αN+1pN (a) + βNpN−1(a) = apN (a),
αN+1pN (b) + βNpN−1(b) = bpN (b).
Ukoliko se u jednakosti (1.43) uvedu oznake
(1.62) (J − aI)γ = eN ,
(J − bI)η = eN ,
tada se odgovarajue komponente vektora γ i η mogu odrediti
na sledei naqin





j = 1, ..., N,
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, j = 1, ..., N.
Sistem jednakosti (1.61) se ovim svodi na
(1.64) αN+1 − γNβ2N = a,
αN+1 − ηNβ2N = b.
Konstrukcija Gauss-Lobatto kvadraturne formule obuhvata sledee
1. generisati matricu JN ,
2. odrediti γN i ηN iz sistema (1.63),
3. odrediti αN+1 i β2N pomou jednakosti (1.64),
4. odrediti sopstvene vrednosti i prve komponente sopstve-







1.3.2 Konstrukcija uopxtene Gauss-Turán–ove kvadraturne
formule











(i)(τν) (n ∈ N, s ∈ N0).
Osnovna razlika u odnosu na Gauss–ovu kvadraturnu formu-
lu se sastoji u tome xto se, pored vrednosti funcije u qvorovi-
ma, sada posmatraju i vrednosti izvoda funkcije, zakǉuqno sa
(2s)-tim. Oqigledno je da se u sluqaju s = 0 ova formula svodi
na Gauss–ovu kvadraturnu formulu.
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Uopxteǌe ove formule, Gauss-Turán–ova kvadraturna for-










(i)(τν) (n ∈ N, s ∈ N0),
gde su τν nule polinoma πn, poznatog kao s–ortogonalni polinom




π2s+1n (x)p(x)ω(x) dx = 0, p ∈ Pn−1.
Algebarski stepen taqnosti formule (1.66) iznosi 2(s+1)n− 1.
U radu [31] Gautschi i Milovanovi izlau metod za odrei-
vaǌe qvorova i koeficijenata Gauss-Turán–ove kvadraturne
formule. Najpre se konstruixu s-ortogonalni polinomi. Za
fiksirane n i s, uz oznaku dµ(x) = dµs,n(x) = (Pn(x))2sdλ(x),





νdµ(x) = 0, ν = 0, 1, . . . , k − 1,
gde je {P s,nk } niz moniqnih ortogonalnih polinoma u odnosu
na novu meru dµ(t). Ovi polinomi zadovoǉavaju troslojnu
rekurentnu relaciju
P s,nν+1(x) = (x− αν)P s,nν (x) + βνP
s,n
ν−1(x), ν = 0, 1, . . .
P s,n−1 (x) = 0, P
s,n
0 (x) = 1.
Zbog ortogonalnosti, vai
αν =
(xP s,nν , P
s,n
ν )































1.3 Konstrukcija Gauss–ovih kvadraturnih formula
Kao xto je opisano poglavǉu 1.1, koeficijenti αν i βν ima-
ju fundamentalnu ulogu u konstruktivnoj teoriji ortogonalnih
polinoma. Ukoliko su oni poznati za ν = 0, 1, . . . , n − 1, pozna-
to je i prvih n + 1 ortogonalnih polinoma P s,n0 , P
s,n
1 , . . . , P
s,n
n .
Traeni s-ortogonalni polinomi su upravo posledǌi elemen-
ti prethodnih nizova, odnosno, P s,nn , n = 0, 1, . . . .
Poxto je mera dµ(x) zadata implicitno, tj. poxto ukǉuqu-
je i nepoznate polinome P s,nn , da bi izraqunali koeficijente
αν i βν , Gautschi i Milovanovi najpre rexavaju sistem neli-
nearnih jednaqina
f0 = β0 −
∫
R











ν−1(x)− P 2ν (x)
)
P 2sn (x)dλ(x) = 0, ν = 1, 2, . . . , n− 1,
primenom Newton-Kantorovič–evog metoda. Vixe detaǉa se moe
nai u radu [31].













Cjf(τ̂j) (n ∈ N, s ∈ N0),
gde su qvorovi τν isti kao u formuli (1.66), dok su novi
qvorovi τ̂j i novi koeficijenti Bi,ν i Cj odabrani tako da
dovedu do maksimalnog algebarskog stepena taqnosti formule
(1.69). U istom radu je pokazano da, kada je ω proizvoǉ-
na teinska funkcija na intervalu [a, b], tada se uvek moe
postii maksimalni algebarski stepen taqnosti, jednak
2n(s+1)+n+1, odabirom da novi qvorovi τ̂j budu nule polinoma
23
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n (t)p(t)ω(t) dt = 0, p ∈ Pn.
Istovremeno je pokazano da polinom π̂n+1 uvek postoji i da je
jedinstven do na konstantu. U specijalnom sluqaju, kada je
ω(t) = (1− t2)−1/2, polinom π̂n+1 je eksplicitno odreen i dobi-
jeni su koeficijenti formule (1.69) za s = 1 i za s = 2.
Koeficijente u preostalim sluqejevima s ≥ 3 je kasnije odredio
Shi u radu [104].
Naredno uopxteǌe Gauss-Turán–ove kvadraturne formule se
sastoji u tome da qvorovi ne moraju imati istu vixestrukost,
odnosno da se proizvoǉni qvor τν moe pojaviti sν puta. Takva










(i)(τν) (n ∈ N, sν ∈ N0).
U radu [74] se nalaze algoritmi koji opisuju naqine raqunaǌa
koeficijenata Ai,ν formule (1.70). Navedimo Teoremu qija e
nam primena biti neophodna u glavi 3.
Teorema 1.12. Za fiksirano ν, 1 ≤ ν ≤ n, koeficijenti Ai,ν
uopxtene Gauss-Turán–ove kvadraturne formule (1.70) su
zadati sa
b2sν+1 = (2sν)!A2sν ,ν = µ̂2sν ,ν ,
bk = (k − 1)!Ak−1,ν = µ̂k−1,ν −
2sν+1∑
j=k+1













1.4 Ostatak kvadraturne formule









(2si + 1)(τi − τν)−l, l = 2sν , . . . , 1.
1.4 Ostatak kvadraturne formule








se naziva ostatkom kvadraturne formule i on predstavǉa
grexku koja nastaje pri zameni integrala konaqnom sumom. Kod
nekih elementarnih kvadraturnih formula ostatak se moe
eksplicitno izraziti, dok, u opxtem sluqaju Rn(f) moe imati
sloen oblik.
Definicija jezgra, Peano–ov izraz
Teorema 1.13. Neka je Rn(f) = 0 za svako f ∈ Pm. Tada je, za






gde je Km(t) = 1m!Lu = Rn(u),








1.4 Ostatak kvadraturne formule
a funkcija x → u(x) definisana pomou
(1.76) u(x) = (x− t)m+ =
(x− t)m x ≥ t,0 x < t,
(videti [72]).
Dokaz. S obzirom da se ostatak Em u Taylor–ovoj formuli
(1.77) f(x) = f(a) + f
′
(a)(x− a) + · · ·+ 1
m!
f (m)(a)(x− a)m + Em






























S obzirom na to da je Lf = 0 za svako f ∈ Pm, posledǌa







qime je dokaz zavrxen. 





|Ks(t)|dt, s = 1, 2, ..., d+ 1,
Peano–ve konstante ostatka Rn. Primenom jednakosti (1.75),
dobija se ocena ostatka
(1.82) |Rn(f)| ≤ es · max
a≤t≤b
|f (s)(t)|.
Prethodni izraz je pogodan za ocenu grexke kvadraturne
formule u sluqajevima u kojima su poznati samo izvodi nieg
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reda funkcije f . Neke vrednosti Peano–vih konstanti es za
s = 1, 2, 4, 8... za razliqite tipove Gauss–ovih formula su
izraqunate u radovima Stroud–a i Secrest–a iz 1966. godine.
U radu [84] iz 1836. godine je pokazano da jezgra Ks
koja odgovaraju Gauss-Legendre–ovoj kvadraturnoj formuli sa
n taqaka sadre taqno 2n − s promenu znaka na intervalu
[−1, 1]. Sliqan rezultat vai i za Gauss-Radau i Gauss-Lobatto
kvadraturne formule (videti [7]).
Ocena modula ostatka u Hilbert–ovom prostoru i ocena na
osnovu aproksimacija
Ukoliko je Rn ograniqen linearni funkcional na Hilbert–
ovom prostoru H, on se moe oceniti na sledei naqin
(1.83) |Rn(f)| ≤ σn||f ||,
gde je σn = ||Rn|| norma funkcionala Rn, a ||f || norma funkcije
f na prostoru H. Davis u radu [14] iz 1953. god. uvodi metode
za ocenu linearnih funkcionala. Ukoliko je {pk} kompletan





Na krunoj konturi Γ = Cr ocena (1.83) se moe izraziti na
sledei naqin





Sliqno, na eliptiqkoj konturi Γ = Eρ sa zbirom poluosa
a+ b = ρ, dobija se ocena






1.4 Ostatak kvadraturne formule
Ukoliko je funkcija f neprekidna na konaqnom intervalu
[a, b] i ukoliko je p∗2n−1 polinom stepena ≤ 2n− 1, ǌena najboǉa
aproksimacija, tada se uvoeǌem oznake




|f(t)− p(t)| = ||f − p∗2n−1||∞,
moduo ostatka bilo koje Gauss–ove kvadraturne formule moe
oceniti na sledei naqin





(1.89) |Rn(f)| ≤ 2η0E2n−1(f).
Prethodni rezultat je dobio Bernstein [2], a sliqne ocene se
mogu nai i u radu [60].
Sydow [121] dolazi do poboǉxane ocene modula ostatka
(1.90) |Rn(f)| ≤ 4η0(1− ρ−2)−1ρ−2n ·max
z∈Eρ
|f(z)|
gde je funkcija f holomorfna u unutraxǌosti elipse Eρ i
neprekidna na ǌenoj granici.
Ocena integralne reprezentacije ostatka
Neka je H Hilbert–ov prostor funkcija f(z) regularnih u
disku |z| < 1 i neprekidnih na Γ = {z| |z| = 1} sa skalarnim
proizvodom





















ds, (dξ = iξds),
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gde je Lf = Rn(f).











Kada je f holomorfna funkcija, ostatak Rn(f) se moe izra-










Pretpostavǉa se da je interval [a, b] konaqan, tako da se moe
transformisati u interval [−1, 1]; funkcija f je holomorfna
na domenu D koji okruuje interval [−1, 1]; Γ je kriva unutar
domena D koja takoe okruuje interval [−1, 1], dok je izraz






dλ(t), z /∈ [a, b].
Kriva Γ je najqexe: krug Γ = Cr, |z| = r, r > 1, ili elipsa
Γ = Eρ sa fokusima u taqkama ±1 i zbirom poluosa jednakim ρ,
ρ > 1. Odabir kruga Cr je pogodan ukoliko je domen D dovoǉno
veliki i moe da sadri krug polupreqnika r, dok je prime-
na elipse Eρ dosta vea jer se smaǌivaǌem ρ −→ 1 sve maǌe
odstupa od intervala [−1, 1]. Elipsa, kao kriva integracije, je
pogodna i za funkcije koje su analitiqke na intervalu [−1, 1].
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na krivoj Γ ili ǌegova asimptotska ocena za n −→ ∞.
Primenom prethodnog izraza, dobijene su ocene grexaka za neke
od Gauss–ovih kvadraturnih formula (videti [16], [103], [108]).















kriva unutar koje su sve nule polinoma pk(z) i pk+1(z).
Uz pretpstavke da je dλ(t) = λ(t)dt na intervalu [−1, 1] i da
je funkcija f holomorfna unutar oblasti |z| < 1 i neprekidna





gde su α2k koeficijenti Maclaurin–ovog razvoja funkcije f , dok
je rn,k = Rn(t2n+2k). Moduo |Rn(f)| se moe oceniti primenom
Cauchy-Schwarz–ove ili Hőlder–ove nejednakosti.
1.5 Neke modifikacije Gauss–ove
formule, noviji rezultati








λkf(xk) +Rn(f) = Qn(f) +Rn(f).
iznosi p = 2n− 1, odnosno Rn(f) = 0 za svako f ∈ P2n−1.
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Gauss je u radu [21] analizirao prethodnu formulu u sluqaju
ω(x) = 1 i numeriqki odredio parametre λk za k ≤ 7.
Christoffel u radu [10] iz 1858. godine uvodi sluqaj proizvoǉne
mere dλ(t) na konaqnom ili polu-beskonaqnom intervalu. Kasni-
je, Christoffel uopxtava Gauss–ove rezultate, pa se prethodna
kvadraturna formula u literaturi javǉa i pod nazivom Gauss-
Christoffel–ova kvadraturna formula.
Heun [45] vrxi daǉe uopxteǌe Gauss–ove ideje i primeǌuje
je na rexavaǌe diferencijalnnih jednaqina qime se unapreuje
do tada poznato numeriqko rexavaǌe diferencijalnih jednaqi-
na i inicira nastanak metode Runge Kutta [54].
Jacobi u radu [42] iz 1826. godine uvodi pojam ortogonalosti
polinoma. Pored toga, pokazuje da za proizvoǉni ceo broj k,
0 ≤ k ≤ n, kvadraturna formula (1.100) ima stepen taqnosti
jednak n− 1+ k ako i samo ako su zadovoǉena sledea dva uslo-
va
i) Qn je interpolaciona formula
ii) I(πnp) = 0, p ∈ Pk−1, gde je πn zadat sa πn(t) =
∏n
k=1(t− xk).
Takoe, zahteva se da je polinom πn ortogonalan na sve poli-
nome stepena ne veeg od k − 1. Sluqaj k = n je naroqito bitan
jer vodi ka Gauss–ovoj formuli maksimalnog stepena taqnosti.
U ovom sluqaju πn mora biti ortogonalan i na sve polinome
nieg stepena, odnosno (ukoliko je interval [a, b] standardizo-
van na
interval [−1, 1]), πn je Legendre–ov polinom stepena n
πn(t) = pn(t), I(pkpl) = 0, k ̸= l.
Mera dλ(t) = λ(t)dt odreuje jedinstven sistem moniqnih




pk(t)pl(t)dλ(t) = 0, k ̸= l.
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Polinomi pk(t) zadovoǉavaju troslojnu rekurentnu relaciju
zadatu izrazom (1.6) (videti [11], [13] i [118]).
Uslov ortogonalnosti polinoma πn na sve polinome stepena
meǌeg ili jednakog k−1 moe biti zapisan i u sledeem obliku
πn(t) = pn(t)− c1pn−1(t)− ...− cn−kpk(t),
gde su ci proizvoǉne konstante. Ukoliko je k = n, dobija se
jedinstven oblik πn(t) = pn(t, dλ).




















(videti [11], [48]) qiji su se specijalni sluqajevi javǉali u
ranijim radovima Chistoffel–a i Jacobi–ja. Oqigledno je


























, z −→ ∞.
















































xto, zajedno sa jednakoxu (1.105) daje Rn(tk) = 0 za svako
0 ≤ k ≤ 2n − 1. Dobijeni rezultat znaqi da je formula (1.100)
Gauss–ova kvadraturna formula maksimalnog algebarskog ste-
pena taqnosti. Vixe detaǉa se moe nai u radu [24].
Jedan od prvih naqina prikazivaǌa ostatka dao je Markoff u
radu [61]. Primenom Hermite–ove interpolacije, umesto funkci-
je f , posmatra se integracija Hermite–ovog interpolacionog
polinoma q2n−1(f ; ·) stepena ≤ 2n − 1. Uslov da sve teine do-
deǉene izvodima f
′
(xk) u kvadraturnoj sumi budu jednake nuli,
namee da se qvorovi xk odaberu kao nule ortogonalnog poli-
noma pn(· ; dλ). U istom radu Markoff dolazi do eksplicitnog




p2n(t)[x1, x1, ..., xn, xn, t]fdλ(t),
gde [x1, x1, ..., xn, xn, t]f oznaqava podeǉene razlike funkcije f .














m ∈ [a, b].
Ostatak (1.109) se moe izraziti i korixeǌem Euler-
Maclaurin–ove formule, xto predlae Bilharz u radu [4] posvee-
nom analizi ostatka Gauss-Legendre–ove formule, dok Krylov
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u radu [53] iz 1959. godine analizira ostatak proizvoǉne
kvadraturne formule. S obzirom na to da je u nekim sluqa-
jevima texko odrediti izvode vixeg reda, ova formula nema
xiroku praktiqnu primenu.
Turán [125] 1950. god. uvodi novi pristup Gauss–ovim kva-
draturnim formulama koji obuhvata da se pored vrednosti
funkcije u qvorovima posmatraju i vrednosti izvoda funkci-
je. Pored toga, pokazuje da postoji jedinstven polinom pn(x)
takav da formula (1.110) ima maksimalni stepen taqnosti jed-








(τν)+· · ·+λ(r−1)ν f (r−1)(τν)]+Rn(f),





(2s+1)xkdλ(x) = 0, k = 0, 1, . . . , n− 1.
Bernstein u radu [3] dokazuje da za svako s i svako neparno r,
nule Chebyshev–ǉevih polinoma prve vrste mogu biti qvorovi
svih Turán–ovih formula oblika (1.110). Ovaj rezultat je isko-
rixen u potpoglavǉu 3.2.
Primena kvadraturnih formula Turán–ovog tipa se moe
nai u radu [64] u kom Micchelli i Rivlin raqunaju Fourier–ove
koeficijente, kao i u radu [49] autora Kastlunger i Wanner gde
se konstuixu implicitne formule Runge-Kutta.
Kronrod ([51], [52]) uvodi ideju o vixestrukosti qvorova
Gauss–ovih kvadraturnih formula, kao i odabiru qvorova i
teina koji vode ka maksimalnom stepenu taqnosti (glava 3).
Gatteschi [22] uvodi uopxteǌe Gauss-Lobatto kvadraturne for-
mule u sluqaju Legendre–ove teinske funkcije koje se sasto-
ji u tome da se krajevi intervala integracije posmatraju kao
vixestruki qvorovi.
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Milovanovi, Spalevi i Cvetkovi u radu [77] iz 2004.
godine prikazuju algoritam za konstrukciju nekih tipova Gauss–
ovih kvadraturnih formula sa vixestrukim qvorovima.
Integral I(f) u formuli (1.100) se moe aproksimirati i








Fiksirani qvorovi u1, . . . , uL su zadati realni brojevi van
otvorenog intervala (a, b), dok su x1, . . . , xK ∈ (a, b) slobodni
qvorovi. Specijalni sluqaj formule (1.112) gde je L = 2, u1 = 1,
u2 = −1 je formulisao Rehuel Lobatto u radu [59]. Rodolphe Radau
je analizirao istu formulu u sluqaju L = 1, u1 = a ili u2 = b
u radu [102] iz 1880. godine.
Markoff u radu [61] eksplicitno, pomou trigonometrijskih
funcija, izraava pomenute formule u sluqaju druge Cheby-
shev–ǉeve mere dλ(t) = (1− t2) 12 dt.
Posledǌih 20 godina javǉa se veliki broj radova u kojima se
razmatraju modifikacije i primene Gauss-Lobatto i Gauss-Radau
formula u raliqitim oblastima.
Gautschi i Varga se u radu [25] bave ocenom integralne
reprezentacije ostatka Gauss–ove formule. U nekim sluqajevi-
ma je dokazano da se maksimum modula jezgra ostatka dostie
na realnoj ili imaginarnoj osi. Dopuna prethodnog, rad [28] iz
1990. god, predstavǉa dokaz da se u ostalim sluqajevima maksi-
mum ne dostie na imaginarnoj osi, ve u uglu koji odstupa od
imaginarne ose maksimalno π2n+2 (sliqno ponaxaǌe zapaamo i
u potpoglavǉu 2.2.5).
Hunter i Nikolov u radu iz 1999. god. analiziraju jezgro
ostatka Gauss-Lobatto kvadraturnih formula u odnosu na neke
tipove simetriqnih teinskih funkcija i definixu dovoǉne
uslove za postizaǌe maksimuma modula jezgra.
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Veliki doprinos u izuqavaǌu razliqitih modifikacija
Gauss-Lobatto i Gauss-Radau kvadraturnih formula krajem 20. i
poqetkom 21. veka daje xvajcarsko-ameriqki matematiqar Wal-
ter Gautschi. U radovima [32] i [33] iz 2000. godine Gautschi
eksplicitno izraava koeficijente Gauss-Lobatto i Gauss-Radau
kvadraturnih formula u odnosu na Jacobi–evu i Laguerre–ovu
teinsku funkciju. Uopxteǌe pomenutih formula, koje se
sastoji u tome da krajevi intervala integracije mogu biti
proizvoǉne vixestrukosti, je prikazano u radu [35].
Rad [43] iz 2009. godine dopuǌuje Gautschi–eve rezultate
iz rada [35] time xto je pokazana pozitivnost koeficijena-
ta kvadraturne formule. Modifikacija pomenutih formula u
ciǉu postizaǌa veeg stepena taqnosti je opisana u radovima
[17] i [62] iz 2005. godine.
Notaris u radu [87] iz 2010. godine posmatra ostatak
Gauss-Radau kvadraturne formule kao neprekidni linearni
funkcional i raquna (ili oceǌuje) ǌegovu normu u sluqaju
Chebyshev–ǉevih teinskih funkcija. Rad [8] prikazuje vezu
izmeu Anti-Gauss–ovih i Gauss-Lobatto kvadraturnih formula.
Radovi [98], [99], [93], [114], [115] se bave analizom ostatka
Gauss–ove kvadraturne formule u odnosu na teinske funkcije
Bernstein-Szegő tipa.
U radu [33] se analizira Gauss-Lobatto kvadraturna formula
u odnosu na Jacobi–evu meru efikasnijom metodom od one koja je
opisana u radu [40]. Prikazan je i algoritam za konstrukciju
kvadraturne formule baziran na modifikovanoj verziji Jacobi–
eve matrice Jn+2 (poput matrice (1.41), ali dimenzije n+ 2) u
kojoj su αk, βk takoe koeficijenti rekurentne relacije (1.42),
dok su koeficijenti α∗n+1 i β
∗
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Nedostatak datog algoritma se sastoji u tome xto sa porastom
broja qvorova, n, sistem postaje singularan. Zbog toga se pred-
lae da se u sluqaju Jacobi–eve mere, koeficijenti α∗n+1 i β
∗
n+1
ne raqunaju pomou linearnog sistema, ve direktno:
α∗n+1 =
a− b
2n+ a+ b+ 2
,
β∗n+1 = 4
(n+ a+ 1)(n+ b+ 1)(n+ a+ b+ 1)
(2n+ a+ b+ 1)(2n+ a+ b+ 2)2
.
Gauss-Lobatto formula u odnosu na Jacobi–evu meru je time
eksplicitno odreena sopstvenim vrednostima i prvim kompo-
nentama sopstvenih vektora matrice Jn+2.
Sliqno, u radu [32] su eksplicitno izraqunati koeficijenti
Gauss-Radau kvadraturne formule u odnosu na Jacobi–evu i La-
guerre–ovu teinsku funkciju. Najpre je eksplicitno odreen
element α∗n na poziciji (n + 1, n + 1) modifikovane Jacobi–eve
matrice Jn+1, a zatim i odgovarajue sopstvene vrednosti i
sopstveni vektori.
Gautschi 2004. godine konstruixe uopxteǌe Gauss-Radau
kvadraturne formule koje se sastoji u posmatraǌu vrednosti
















U istom radu Gautschi formulixe hipotezu da su odgovarajui
koeficijenti pozitivni, dok je dokaz ovog tvreǌa dat u radu
[43] iz 2009. godine.
Primena Gauss-Lobatto i Gauss-Radau kvadraturnih formu-
la prilikom rexavaǌa parcijalnih diferencijalnih jednaqi-
na, metode konaqih elemenata, interpolacije, hiperboliqkih
jednaqina, Navier-Stokes–ove jednaqine kao i pri rexavaǌu
nekih problema optimalnog upravǉaǌa se moe videti u rado-





2.1 Gauss-Lobatto kvadraturne formule
sa dvostrukim qvorom u krajǌim
taqkama, osnovni pojmovi
Gauss-Lobatto kvadraturna formula sa krajǌim taqkama















(2.1) Rn+2,r(f) = 0, f ∈ P2n+2r−1,
dok su xν nule polinoma pn(·, ωL), ortogonalnog u odnosu na
teinsku funkciju
(2.2) ωL(t) = (t2 − 1)rω(t)
na intervalu [−1, 1].
Neka je Γ prosta zatvorena kriva u kompleksnoj ravni ko-
ja okruuje interval [−1, 1] i neka je D ǌena unutraxǌost.
Ukoliko je funkcija f analitiqka na domenu D koji sadri
2.1 Osnovni teorijski pojmovi
interval [−1, 1], tada je integralna reprezentacija ostatka







Modifikacijom osnovnih oblika jednakosti za izraqunava-
ǌe jezgra, (1.95) i (1.96), u ovom sluqaju se dobija
(2.4) Kn+2,r(z, ω) =
ϱn,r(z;w)
ωn,r(z;w)
, z /∈ [−1, 1],
gde je
(2.5) ωn,r(z;w) = (z
2 − 1)rpn(z;w),




















gde je ℓ(Γ) duina krive Γ.














, 0 ≤ θ ≤ 2π, u = ρ eiθ, ρ > 1
}
.
Kada ρ −→ 1, elipsa (2.9) se svodi na interval [−1, 1], dok sa
rastom ρ, postaje sve vixe nalik krugu (slika 1). Prednost
eliptiqkih kontura u odnosu na krune je taj xto se zahteva
analitiqnost funkcije f(z) u maǌoj oblasti kompleksne ravni.
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Slika 1: Elipse u sluqajevima ρ = 9 (levo), ρ = 2 (sredina) i
ρ = 1.3 (desno)
Ukoliko se integracija vrxi po elipsi Γ = Eρ zadatom izra-














Razmatraǌe nastavǉamo u sluqaju kada je vixestukost krajǌih
taqaka reda dva, odnosno r = 2.
S obzirom na to da se za zadatu funkciju f(z) izraz
maxz∈Eρ |f(z)| moe jednostavno odrediti, glavni ciǉ prilikom
ocene grexke je odrediti gde taqno du krive integracije
jezgro Kn+2,r(z;ω) dostie svoju maksimalnu vredost.
U sluqaju druge Chebyshev–ǉeve teinske funkcije ω = ω2,
s obzirom na jednakost (2.2), sledi
(2.11) ωL2 (t) = (1− t2)5/2.
U daǉem razmatraǌu e biti potrebno i sledee tvreǌe ([29])
Lema 2.1. Neka je Un,k polinom stepena n, ortogonalan na
intervalu (−1, 1) u odnosu na teinsku funkciju
(1− t)1/2(1 + t)1/2+k gde je k ≥ 0, ceo broj. Tada vai















k = 1, 2, 3, . . .
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Iz jednakosti (2.11), (2.5) i Leme 2.1, sledi
(2.12) ωL2 = (1− z2)2T
′′′
n+3,
gde je Tn+3 Chebyshev–ǉev polinom prve vrste stepena n + 3.





ǉevih polinoma druge vrste, Uk(z), dobija se
ωL2 (z) = (n+ 3)
[(
(n+ 3)2 − 1
)














(n+ 1)(n+ 2)Un+4(z)− 2(n+ 1)(n+ 5)Un+2(z)
+ (n+ 4)(n+ 5)Un(z)
]
.
Zamenom prethodnog izraza u jednakosti (2.4) i (2.6) dobija se





u4 − αu2 + β
β[un+5 − u−(n+5)]− α[un+3 − u−(n+3)] + [un+1 − u−(n+1)]
,
(2.13)






, z = (u+ u−1)/2 i u = ρeiθ.
U sluqaju tree teinske funkcije w = w3, primenom jedna-
kosti (2.2), sledi
(2.14) ωL3 (t) = (1− t)3/2(1 + t)5/2,
odnosno, wL3 (z) = const · (z2 − 1)2P
(3/2,5/2)
n .





2n+ α+ β + 2
(n+ β + 1)P
(α,β)
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{P (α,β)n (x)} =
1
2










































dolazi se do izraza
ωL3 (z) = −
1
2

























u3 + α(u2 − u)− β










, z = (u+ u−1)/2 i u = ρeiθ.
Da bi se dobile efikasne ocene grexke (2.10), potreb-
no je odrediti interval promenǉive ρ na kom moduo jezgra
|Kn+2(z;ω)| dostie svoju maksimalnu vrednost.
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U radu [26] je u sluqaju prve teinske funkcije dokazano da
jezgro Kn+2(z;ω1) uvek dostie svoju maksimalnu vrednost na
realnoj osi, dok su za ostale teinske funkcije postavǉene
samo hipoteze zasnovane na asimptotskim rezultatima.
Rad [68] se bavi analizom modula jezgra u sluqaju druge
teinske funkcije. Jedan deo pretpostavki dobijenih u radu
[26] je dokazan, dok su neke hipoteze modifikovane.
U radu [70] je analiziran moduo jezgra u sluqaju tree i
qetvrte teinske funkcije.
2.2 Gauss-Lobatto kvadraturne formule u
odnosu na Chebyshev–ǉevu teinsku
funkciju druge vrste
2.2.1 Uvodno razmatraǌe
Gautschi i Li su u radu [26, poglavǉe 4.2] analizirali
maksimalnu vrednost modula jezgra Kn+2(z;ω2) datog izrazom
(2.13) i postavili hipoteze de se maksimum dostie
i) na pozitivnom delu realne ose ukoliko je ρ > 1 i 1 ≤ n ≤ 9;
ii) na imaginarnoj osi ukoliko je ρ ≥ ρn i n ≥ 10;
iii) na pozitivnom delu realne ose ukoliko je 1 < ρ < ρn i
n ≥ 10,
gde je ρn ∈ [1,∞], vrednost izraqunata za 10 ≤ n ≤ 20.
Moe se pokazati da date hipoteze ne opisuju najprecizni-
je ponaxaǌe maksimuma modula jezgra Kn+2(z;ω2). Naime,
po hipotezama ii) i iii) funkcija f(θ) := |Kn+2(z;ω2)| (videti
poglavǉe 2.2.2) za n ≥ 10 dostie svoju maksimalnu vrednost
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ili u uglu θ = 0 ili θ = π/2. Fiksiraǌem nekih od vrednosti
n i ρ, jednostavan raqun daje sledee:
Neka je, na primer, n = 20, ρ = 1.13, tada
f(0) = 0.022769... ; f(π/2) = 0.023550... ; f(1.5094) = 0.023680... .
Funkcija f(θ) je implementirana u preciznoj aritmetici simbo-
liqkog izraqunavaǌa pomou programskog paketa MATLAB.
Takoe, ukoliko je n = 30, ρ = 1.1368 ili bilo koja vrednost iz
intervala [1.1368,∞), maksimum se dostie u uglu θ = π/2; sa
druge strane, za ρ = 1.0629, ili bilo koju vrednost iz intervala
(1, 1.0629], maksimum se dostie u uglu θ = 0. Meutim, ukoliko
odaberemo n = 30 i bilo koji broj iz intervala (1.0629, 1.1368),
na primer, ρ = 1.090, dobijamo
f(0) = 0.01457367... ; f(π/2) = 0.02162440... ; f(1.6157) = 0.02175132...
Ovakvi primeri pokazuju da postoji mali interval promenǉi-
ve ρ u kom funkcija f(θ) ne dostie svoju maksimalnu vrednost
niti na realnoj, niti na imaginarnoj osi. To ujedno znaqi i da
hipoteza iii) vai na uem skupu, odnosno na intervalu (1, ρ1],
gde je ρ1 ≤ ρn.
U ostatku poglavǉa emo pokazati egzistenciju vrednosti
ρn pomenutih u hipotezi ii), kao i izraqunate vrednosti ρ1.
Sa praktiqne strane, najvanije je prikazati efikasne ocene
grexke Gauss-Lobatto kvadraturne formule |Rn+2(f)| u odnosu na
teinsku funkciju ω = ω2. Hipoteze i) i ii), kod kojih je ρ
vee od neke fiksirane vrednosti ρn, su bitnije za pronalae-
ǌe efikasnih ocena, pa e biti razmatrane detaǉno.
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2.2.2 Maksimum modula jezgra






4 − αu2 + β
β[un+5 − u−(n+5)]− α[un+3 − u−(n+3)] + [un+1 − u−(n+1)]
.
Potrebno je odrediti moduo jezgra kao i moduo jezgra u
fiksiranim uglovima θ = 0 i θ = π/2 jer odgovarajue hipoteze
tvrde da se, zavisno od n, maksimum modula jezgra dostie
upravo u tim uglovima.









a = |u2 − 1|2 = ρ4 − 2ρ2 cos 2θ + 1,
c = |u4 − αu2 + β|2
= ρ8 − 2α cos 2θρ6 + (α2 + 2β cos 4θ)ρ4 − (2αβ cos 2θ)ρ2 + β2,
δ =
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odnosno,
d = δ ·ρ2n+10 =
∣∣β[un+5 − u−(n+5)]
− α[un+3 − u−(n+3)] + [un+1 − u−(n+1)]
∣∣2 · ρ2n+10
= β2 · ρ4n+20 − 2αβ cos 2θ · ρ4n+18 + (α2 + 2β cos 4θ) · ρ4n+16
− 2α cos 2θ · ρ4n+14 + ρ4n+12 − 2β cos(2n+ 6)θ · ρ2n+14
+ (2α cos(2n+ 4)θ + 2αβ cos(2n+ 8)θ) · ρ2n+12
+ (−2 cos(2n+ 2)θ − 2β2 cos(2n+ 10)θ − 2α2 cos(2n+ 6)θ) · ρ2n+10
+ (2αβ cos(2n+ 8)θ + 2α cos(2n+ 4)θ) · ρ2n+8
− 2β cos(2n+ 6)θ · ρ2n+6 + ρ8 − 2α cos 2θ · ρ6
+ (α2 + 2β cos 4θ) · ρ4 − 2αβ cos 2θ · ρ2 + β2.
Da bismo izraz d(ρ) predstavili kao polinomijalnu funkci-
ju po promenǉivoj ρ, izraz δ(ρ) je pomnoen sa ρ2n+10, qime se







Ukoliko sa A0, C0, D0 oznaqimo vrednosti izraza a, c, d u uglu








Potrebno je pokazti da je ovo ujedno i maksimalna vrednost
modula za sve ρ > 1 i θ ∈ [0, 2π] ukoliko je 1 ≤ n ≤ 9.
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Odgovarajue smene su date izrazima
A0 = ρ
4 − 2ρ2 + 1,
C0 = |u4 − αu2 + β2 = ρ8 − 2αρ6 + (α2 + 2β)ρ4 − 2αβρ2 + β2,
D0 = β
2 ·ρ4n+20 − 2αβ · ρ4n+18 + (α2 + 2β) · ρ4n+16
− 2α · ρ4n+14 + ρ4n+12 − 2β · ρ2n+14
+ (2α+ 2αβ) · ρ2n+12 + (−2− 2β2 − 2α2) · ρ2n+10
+ (2αβ + 2α) · ρ2n+8 − 2β · ρ2n+6 + ρ8
− 2α · ρ6 + (α2 + 2β) · ρ4 − 2αβ · ρ2 + β2.
Kada je n = 1, izraz D0 sadri uzastopne stepene promenǉive ρ:
8, 2n+ 6 kao i 2n+ 14, 4n+ 12. Prilikom MATLAB implementacije
izraza D0 razlikujemo ǌegovu vrednost za n = 1
D0,1 = β
2 ·ρ24 − 2αβ · ρ22 + (α2 + 2β) · ρ20
− 2α · ρ18 + (1− 2β) · ρ16
+ (2α+ 2αβ) · ρ14 + (−2− 2β2 − 2α2) · ρ12
+ (2αβ + 2α) · ρ10 + (1− 2β) · ρ8
− 2α · ρ6 + (α2 + 2β) · ρ4 − 2αβ · ρ2 + β2.
Sliqno, ukoliko sa Aπ/2, Cπ/2, Dπ/2 oznaqimo vrednosti izraza
a, c, d u uglu θ = π/2, kvadrat modula jezgra u uglu θ = π/2 se







U ovom sluqaju treba pokazati da je za n ≥ 10 ovo ujedno i
maksimalna vrednost modula za sve ρ ≥ ρn (ρn > 1) i θ ∈ [0, 2π].
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Odgovarajue smene su
Aπ/2 = ρ
4 + 2ρ2 + 1,
Cπ/2 = ρ
8 + 2αρ6 + (α2 + 2β)ρ4 + 2αβρ2 + β2.
Izraz Dπ/2 zavisi od toga da li je n paran ili neparan broj.
U sluqaju da je n paran, dobijamo
Dπ/2,even = β
2 ·ρ4n+20 + 2αβ · ρ4n+18 + α2 · ρ4n+16
+ ρ4n+10 + 2β · ρ2n+14 + (2α+ 2αβ) · ρ2n+12
+ (2β2 + 2α2) · ρ2n+10 + 2αβ · ρ2n+8 + ρ8
+ 2α · ρ6 + (α2 + 2β) · ρ4 + 2αβ · ρ2 + β2,
dok, u sluqaju kada je n neparan broj vai
Dπ/2,odd = β
2 ·ρ4n+20 + 2αβ · ρ4n+18 + α2 · ρ4n+16
+ ρ4n+10 − 2β · ρ2n+14 + (−2α− 2αβ) · ρ2n+12
+ (−2β2 − 2α2) · ρ2n+10 − 2αβ · ρ2n+8 + ρ8
+ 2α · ρ6 + (α2 + 2β) · ρ4 + 2αβ · ρ2 + β2.
2.2.3 Glavna tvreǌa
U narednoj Teoremi emo pokazati egzistenciju vrednosti ρn
poqev od koje jezgro dostie svoju maksimalnu vrednost na nekoj
od osa. S obzirom na to da prva i druga hipoteza vae za svako
ρ iz intervala [ρn,∞), posebno e biti izloen dokaz koji se
odnosi na validnost hipoteza za svaku vrednost iz pomenutog
intervala.
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Teorema 2.2. Za Gauss-Lobatto kvadraturnu formulu sa dvostru-
kim qvorovima u krajǌim taqkama ∓1 (r = 2) u odnosu na
Chebyshev–ǉevu teinsku funkciju druge vrste postoji vrednost
ρn ∈ [1,∞) takva da moduo jezgra |Kn+2(z;ω2)| dostie svoju mak-
simalnu vrednost







ii) na imaginarnoj osi (θ =
π
2




∣∣∣∣Kn+2( i2(ρ− ρ−1), ω2
)∣∣∣∣ .






, za sve ρ > ρn, 1 ≤ n ≤ 9.
Ova nejednakost se moe zapisati u sledeem obliku
(2.21) I0 = I0(ρ) = [acD0 −A0C0d] (ρ) ≤ 0.
Ispostavǉa se da je I0 polinom stepena 4n+ 30 po promenǉivoj
ρ (Dodatak 11). Oqigledno je da koeficijenti polinoma zavise
samo od promenǉive θ, odnosno, polinom se moe zapisati u
obliku





Da bismo pokazali egzistenciju vrednosti ρn, koristimo pozna-
tu qiǌenicu da se poqev od neke vrednosti ρ, znak polinoma
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poklapa sa znakom ǌegovog vodeeg koeficijenta
(2.24) a4n+30 = 2β(cos 2θ − 1)(α− αβ − β),












Dakle, polinom (2.21) e biti nepozitivan za ρ ≥ ρn ukoliko je
ǌegov vodei koeficijent negativan.
Uslov a4n+30 < 0 se svodi na niz nejednakosti










Posledǌa nejednakost se svodi na −n2+6n+28 > 0 xto je taqno
za sve n ∈ {−2,−1, ..., 8, 9}, a obzirom da n ∈ N , zakǉuqujemo da
je izraz a4n+30 negativan za svako 1 ≤ n ≤ 9.







za svako ρ ≥ ρn, n ≥ 10. Sliqno, ova nejednakost se svodi na
(2.26) Iπ
2
(ρ) = [acDπ/2 −Aπ/2Cπ/2d](ρ) ≤ 0.
Da bismo pokazali nepozitivnost polioma Iπ
2
(ρ) za svako ρ koje
je vee od neke fiksirane vrednost ρn, potrebno je analizirati
vodei koeficijent
a4n+30 = 2β(cos 2θ + 1)(α− αβ − β)
i pokazati ǌegovu negativnost. Izraz a4n+30 je negativan onda
kada je α − αβ − β < 0, odnosno −n2 + 6n + 28 < 0, xto vai za
svako n ≥ 10 i n ≤ −3, qime je pokazano tvreǌe. 
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2.2.4 Odreivaǌe vrednosti ρn
Vrednosti ρn su definisane Teoremom 2.2. Za n ≥ 10, testiramo
najmaǌu moguu vrednost ρn za koju vai da su izrazi Iπ2 (ρ, θ)
nepozitivni za svako ρ > ρn. Neke od vrednosti ρn su prikazane
u tabeli 2.1 (sa qetiri znaqajne cifre).
Analizom izraza I0(ρ, θ) na sliqan naqin, numeriqki rezultati
pokazuju da je ρn = 1.0000 za svako n = 1, . . . , 9.
Tabela 2.1: Vrednosti ρn
n ρn n ρn n ρn n ρn n ρn
10 1.7531 21 1.1141 32 1.1303 43 1.0359 54 1.0869
11 1.4925 22 1.1725 33 1.0541 44 1.1020 55 1.0248
12 1.3733 23 1.0975 34 1.1244 45 1.0335 56 1.0845
13 1.3013 24 1.1617 35 1.0493 46 1.0985 57 1.0235
14 1.2530 25 1.0847 36 1.1191 47 1.0314 58 1.0822
15 1.2170 26 1.1523 37 1.0452 48 1.0953 59 1.0223
16 1.2179 27 1.0746 38 1.1142 49 1.0295 60 1.0800
17 1.1683 28 1.1443 39 1.0417 50 1.0923 61 1.0212
18 1.2000 29 1.0664 40 1.1098 51 1.0277 62 1.0779
19 1.1365 30 1.1368 41 1.0386 52 1.0895 63 1.0203
20 1.1851 31 1.0597 42 1.1057 53 1.0262 64 1.0760
2.2.5 Modifikacija tree Gautschi-Li hipoteze
U formulaciji tree hipoteze, promenǉiva ρ pripada ograniqe-
nom intervalu (1, ρn). Hipoteza tvrdi da se, ukoliko je n ≥ 10,
maksimum modula jezgra dostie na pozitivnom delu realne ose
za svako ρ iz pomenutog intervala.
Kada je n neparan broj, numeriqki rezultati potvruju
prethodno. Meutim, kada je n paran broj, pokazuje se da
prethodno tvreǌe ne vai za svako ρ iz intervala (1, ρn), ve
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postoji vrednost ρ∗, ρ∗ < ρn, takva da hipoteza vai na uem
intervalu, (1, ρ∗).
Interval 1 < ρ < ρ∗ zahteva nexto sloeniji pristup jer
razlike ρ−ρ∗ nisu pozitivne. Da bismo pokazali nepozitivnost
polinoma (2.22) na intervalu (1, ρ∗), zapisaemo ga u obliku





i, 1 < ρ < ρ∗,




bi(θ)(ρ− 1)i, 0 < ρ− 1 < ρ∗ − 1,





∗)(ρ− 1− ρ∗)i, −ρ∗ < ρ− 1− ρ∗ < −1.
Nepozitivnost prethodnog polinoma je dovoǉan uslov za nepozi-
tivnost polaznog polinoma I0(ρ) na intervalu (1, ρ∗).
Tabela 2.2: Vrednosti ρ∗ i ρn kada je n paran broj
n ρ∗ ρn n ρ∗ ρn n ρ∗ ρn
16 1.1903 1.2179 34 1.0515 1.1244 52 1.0269 1.0895
18 1.1512 1.2000 36 1.0471 1.1191 54 1.0254 1.0869
20 1.1246 1.1851 38 1.0433 1.1142 56 1.0240 1.0845
22 1.1053 1.1725 40 1.0400 1.1098 58 1.0228 1.0822
24 1.0907 1.1617 42 1.0371 1.1057 60 1.0217 1.0800
26 1.0794 1.1523 44 1.0346 1.1020 62 1.0207 1.0779
28 1.0703 1.1443 46 1.0323 1.0985 64 1.0197 1.0760
30 1.0629 1.1368 48 1.0303 1.0953 66 1.0188 1.0742
32 1.0567 1.1303 50 1.0285 1.0923 68 1.0180 1.0724
Koeficijente ci(θ, ρ∗) smo izraqunali dvostrukom primenom
Horner–ove xeme. U prvoj iteraciji dobijamo koeficijente bi(θ)
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prostom translacijom ρ −→ ρ − 1. Pomou bi(θ) koeficijenata,
kao ulaznih argumenata, implementira se druga Horner–ova
xema qiji su rezultat pozitivni neparni i negativni parni
koeficijenti ci(θ, ρ∗), i = 0, 1, . . . , 4n+ 30.
Naime, vrednost ρ∗ se moe numeriqki odrediti analizom








izraza J0(ρ) za n ≥ 10.
Rezultati dobijeni pomou
MATLAB–a pokazuju da, uko-
liko je n naparno, tada je
ρ∗ = ρn. Inaqe, ukoliko je
n parno, poqev od n = 16,
postoji razlika izmeu vred-
nosti ρ∗ i ρn, xto se moe
videti u tabeli 2.2 i slici
(desno) koja prikazuje vred-
nosti gap(n) = ρn − ρ∗, za n =
2k, k = 8, 9, . . . , 60. Dakle, za svako n mogue je odrediti ρ∗
uz odgovarajuu (unapred zadatu) taqnost. Za fiksirano n i
poznato ρ∗, analizirane su funkcije koeficijenata ci(θ, ρ∗), za
θ ∈ [0, 2π], i = 0, 1, . . . , 4n + 30. U sluqaju kada je i paran broj,
pokazuje se da je rexeǌe jednodimenzionalnog zadatka
(2.30) ci(θ, ρ
∗) −→ max
jednako nuli za svako θ ∈ [0, 2π], odnosno, da su grafici funkci-
ja ci(θ, ρ∗) ispod x-ose. U suprotnom, primenom iste metode,
pokazuje se da neparnim vrednostima i-a, odgovaraju nenega-
tivni izrazi ci(θ, ρ∗) (slika 2).
Ukoliko je i paran broj, izraz ρ′ = ρ − 1 − ρ∗ u jednakosti
(2.29) je negativan, odnosno stepeni (ρ′)i su pozitivni. Pox-
to su u ovom sluqaju izrazi ci(θ, ρ∗) nepozitivni, zakǉuqujemo
da su svi parovi ci(θ, ρ∗)(ρ′)i nepozitivni. Obrnuto, kada je i
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neparan broj, negativnim izrazima (ρ′)i odgovaraju nenegativni
izrazi ci(θ, ρ∗), qime je suma svih proizvoda ci(θ, ρ∗)(ρ′)i, i =
0, 1, . . . , 4n+ 30, odnosno izraz J0(ρ), nepozitivan. Testirani su
sluqajevi n = 10, 11, . . . , 90.


























Slika 2: Funkcije c0(θ, ρ∗), ..., c102(θ, ρ∗), u sluqaju n = 18, ρ∗ =
1.1512 (levo) i funkcije c0(θ, ρ∗), ..., c290(θ, ρ∗), u sluqaju n = 65,
ρ∗ = 1.0193 (desno). Parni koeficijenti su ispod x-ose (zeleni),
dok su neparni iznad (ǉubiqasti)
2.2.6 Ocena grexke, numeriqki primeri
U ovom poglavǉu se analizira numeriqko rexavaǌe integrala







U skladu sa prethodno uvedenim oznakama i pod pretpostavkom
da je funkcija f analitiqka unutar elipse Eρmax , ocena grexke
kvadraturne formule moe se izraziti na sledei naqin
(2.31) |Rn(f)| ≤ rn(f),
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gde je














Ocena izraza ℓ(Eρ) koji predstavǉa duinu elipse Eρ je data













gde je a1 = (ρ+ ρ−1)/2 (videti [107]).
U zavisnosti od n, jezgro dostie svoju maksimalnu










gde A,C,D oznaqavaju vrednosti izraza a, c, d u uglovima θ = 0
ili θ = π/2. Ovim se ocena grexke rn(f) svodi na





















U narednih nekoliko eksperimenata poredimo prethodno
dobijenu ocenu grexke Gauss-Lobatto kvadraturne formule sa
stvarnom grexkom, Error. Testirani su primeri standardnih
funkcija koje se najqexe viaju u literaturi.
Primer 1. Neka je f1(z) =
ee
z
(a+ z)k(b+ z)l(c+ z)m
, gde je c ≤ b ≤






|a+ a1|k|b+ a1|l|c+ a1|m
.
Posmatramo sluqaj podintegralne funkcije kod koje je a =
−1.408333333333333; b = −1.892857142857143; c = −2.408695652173913;
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k = 1; l = 5; m = 10 i ρmax = |c| = 2.4.
Odgovarajue ocene grexke i stvarne grexke su prikazane u
tabeli 2.3.
Tabela 2.3: Ocene grexke rn(f1) i stvarne grexke
n rn(f1) Error n rn(f1) Error
4 3.736 (-1) 1.592(-2) 16 4.295(-9) 7.115(-11)
5 9.290 (-2) 3.916(-3) 18 1.582(-10) 2.153(-12)
6 2.271(-3) 9.279(-4) 20 5.639(-12) 6.404(-14)
7 5.401 (-3) 2.101(-4) 25 1.234(-15) 9.596(-18)
8 1.201 (-3) 4.547(-5) 30 2.488(-19) 1.447(-21)
9 2.735(-4) 9.432(-6) 40 8.886(-27) 3.390(-29)
10 5.987 (-5) 1.884(-6) 50 2.867(-34) 8.123(-37)
12 2.710 (-6) 6.853(-8) 64 8.560(-45) 1.775(-47)
Primer 2. Neka je f2(z) = ee
cos(ωz)







gde je b1 = (ρ− ρ−1)/2. U tabeli 4.4 su prikaze ocene grexaka i
stvarne grexke za neke odabire n i ω.
Primer 3. Neka je f3(z) =
cos(z)
z2 + ω2
, ω > 0. Poznato je (videti







gde je b1 = (ρ − ρ−1)/2, i gde je infimum raqunat na intervalu
ρ ∈ (ρn, ρmax), ρmax = ω +
√
1 + ω2. Neke ocene grexke i stvarne
grexke su prikazane u tabeli 2.5.
U tabeli 2.6 su prikazane ocene grexaka rn(f3) i vrednosti
ρopt ∈ (ρn, ρmax) u kojima se dostiu optimalne grexke (2.35). Za
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Tabela 2.4: Ocene grexaka rn(f2) i stvarne grexke
n ω = 3 Error ω = 1 Error ω = 0.5 Error
3 7.178(+1) 1.447(+0) 8.100(-2) 7.546(-3) 2.056(-4) 2.308(-5)
6 3.777 (+0) 1.678(-1) 1.275(-4) 1.103(-5) 8.127(-9) 7.218(-10)
9 2.769 (-1) 1.701(-2) 1.679(-7) 1.287(-8) 2.435(-13) 1.808(-14)
15 2.101 (-3) 1.217(-4) 1.757(-13) 1.019(-14) 1.140(-22) 6.420(-24)
20 3.077(-5) 1.514(-6) 1.129(-18) 5.547(-20) 1.155(-30) 5.526(-32)
25 3.612(-7) 1.564(-8) 5.293(-24) 2.280(-25) 8.397(-39) 3.527(-40)
35 3.078(-11) 1.094(-12) 5.803(-35) 2.044(-36) 2.129(-55) 7.334(-57)
50 1.037(-17) 2.978(-19) 6.212(-52) 1.763(-53) 7.492(-81) 2.085(-82)
70 8.339(-27) 1.935(-28) 3.174(-75) 7.341(-77) 1.719(-115) 3.905(-117)
ω = 0.5, dobija se ρmax = 1.6179, i sliqno za ω = 1, ρmax = 2.4141,
dok vrednosti ω = 5 odgovara ρmax = 10.0989.
Za izraqunavaǌe stvarnih grexaka je korixena izmeǌena
verzija fajla globatto.m koji je modifikovao prof. Miodrag
Spalevi (videti [36], [34],
http://www.cs.purdue.edu/archives/2001/wxg/codes).
Tabela 2.5: Ocene grexaka rn(f3) i stvarne grexke
n ω = 0.5 Error ω = 1 Error ω = 5 Error
4 9.305(-1) 2.775(-2) 2.201(-3) 1.114(-4) 1.093(-10) 9.763(-12)
6 1.068 (-1) 3.707(-3) 6.208(-5) 2.847(-6) 1.266(-14) 7.720(-16)
9 5.201 (-3) 1.914(-4) 3.333(-7) 1.274(-8) 1.493(-20) 6.150(-22)
12 3.087 (-4) 1.091(-5) 1.971(-9) 5.987(-11) 1.695(-26) 5.247(-28)
15 2.013(-5) 5.511(-7) 1.152(-11) 2.883(-13) 1.868(-32) 4.629(-34)
20 2.035(-7) 4.337(-9) 2.105(-15) 4.071(-17) 2.101(-42) 3.905(-44)
25 1.977(-9) 3.453(-11) 3.715(-19) 5.855(-21) 2.273(-52) 3.380(-54)
30 1.871(-11) 2.767(-13) 6.394(-23) 8.507(-25) 2.394(-62) 2.966(-64)
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Tabela 2.6: Ocene grexaka rn(f3) i vrednosti ρopt
n ω = 0.5 ρopt ω = 1 ρopt ω = 5 ρopt
4 9.305(-1) 1.5200 2.201(-3) 2.2320 1.093(-10) 8.9710
6 1.068 (-1) 1.5350 6.208(-5) 2.2720 1.266(-14) 9.3090
9 5.201 (-3) 1.5520 3.333(-7) 2.3080 1.493(-20) 9.5580
12 3.087 (-4) 1.5643 1.971(-9) 2.3303 1.695(-26) 9.6883
15 2.013(-5) 1.5730 1.152(-11) 2.3450 1.868(-32) 9.7690
20 2.035(-7) 1.5830 2.105(-15) 2.3600 2.101(-42) 9.8500
25 1.977(-9) 1.5890 3.715(-19) 2.3700 2.273(-52) 9.8990
30 1.871(-11) 1.5940 6.394(-23) 2.3770 2.394(-62) 9.9320
2.3 Gauss-Lobatto kvadraturne formule u
odnosu na Chebyshev–ǉevu teinsku
funkciju tree i qetvrte vrste
Za Gauss-Lobatto kvadraturnu formulu sa dvostrukim qvorovima
u krajǌim taqkama u odnosu na Chebyshev–ǉeve teinske funkci-
je tree i qetvrte vrste postoji hipoteza [26] po kojoj moduo
jezgra Kn+2(z;ω3) dostie svoju maksimalnu vrednost na pozi-
tivnom delu realne ose za svako ρ > 1.
U ovom poglavǉu je pomenuta hipoteza dokazana, xto je u obliku
rada [70] publikovano.
2.3.1 Maksimum modula jezgra
Eksplicitni izraz za jezgro Kn+2(z;ω3) na elipsi je dat sa
(2.16). Najpre emo analizirati izraz za jezgro u sluqaju
tree teinske funkcije, a kasnije emo prikazati analogni
rezultat za jezgro u sluqaju qetvrte teinske funkcije. Uvod-
jeǌem odgovarajuih oznaka, moduo jezgra moemo izraziti na
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a = |u+ 1|2 = ρ2 + 2 cos θ · ρ+ 1,
b = |u− 1|2 = ρ2 − 2 cos θ · ρ+ 1,
c = |u3 + α(u2 − u)− β|2
= ρ6 + (2α cos θ2 ) · ρ
5 + (α2 − 2α cos θ) · ρ4
+ (−2α2 cos θ2 − 2β cos
3θ
2 ) · ρ
3
+ (α2 − 2αβ cos θ) · ρ2 + (2αβ cos θ2 ) · ρ+ β
2,
δ =
∣∣β[un+4 − u−(n+4)] + α[un+3 − u−(n+3) − (un+2 − u−(n+2))]





d = δ · ρ2n+8 =
∣∣β[un+4 − u−(n+4)]
+ α[un+3 − u−(n+3) − (un+2 − u−(n+2))]− [un+1 − u−(n+1)]
∣∣2 · ρ2n+8
= β2 · ρ4n+16 + 2αβ cos θ · ρ4n+15 + (α2 − 2αβ cos 2θ) · ρ4n+14
+ (−2β cos 3θ − 2α2 cos θ) · ρ4n+13 + (α2 − 2α cos 2θ) · ρ4n+12
+ 2α cos θ · ρ4n+11 + ρ4n+10 + (2β cos(2n+ 5)θ) · ρ2n+11
+ (2αβ cos(2n+ 6)θ + 2α cos(2n+ 4)θ) · ρ2n+10
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+ (2α2 cos(2n+ 5)θ − 2αβ cos(2n+ 7)θ − 2α cos(2n+ 3)θ) · ρ2n+9
−
[
2β2 cos(2n+ 8)θ + 2 cos(2n+ 2)θ
+ 2α2 cos(2n+ 6)θ + 2α2 cos(2n+ 4)θ
]
· ρ2n+8
+ (−2αβ cos(2n+ 7)θ − 2α cos(2n+ 3)θ + 2α2 cos(2n+ 5)θ) · ρ2n+7
+ (2α cos(2n+ 4)θ + 2αβ cos(2n+ 6)θ) · ρ2n+6 + 2β cos(2n+ 5)θ
· ρ2n+5 + ρ6 + 2α cos θ · ρ5 + (α2 − 2α cos 2θ) · ρ4 + (−2α2 cos θ
− 2β cos 3θ) · ρ3 + (α2 − 2αβ cos 2θ) · ρ2 + 2αβ cos θ · ρ+ β2.
Da bismo izraz d(ρ) predstavili kao polinomijalnu funkciju






Oznaqimo sa A,B,C,D vrednosti izraza a, b, c, d u uglu θ = 0.
Potrebno je pokazati da je maksimalna vrednost modula jezgra






A = ρ2 + 2ρ+ 1,
B = ρ2 − 2ρ+ 1,
C = ρ6 +2α · ρ5 + (α2 − 2α) · ρ4
+ (−2α2 − 2β) · ρ3 + (α2 − 2αβ) · ρ2 + 2αβ · ρ+ β2,
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D = β2 ·ρ4n+16 + 2αβ · ρ4n+15 + (α2 − 2αβ) · ρ4n+14
− (2β + 2α2) · ρ4n+13 + (α2 − 2α) · ρ4n+12 + 2α · ρ4n+11 + ρ4n+10
+ 2β · ρ2n+11 + (2αβ + 2α) · ρ2n+10 + (2α2 − 2αβ − 2α) · ρ2n+9
− (2β2 + 2 + 4α2) · ρ2n+8 − (2αβ + 2α− 2α2) · ρ2n+7
+ (2α+ 2αβ) · ρ2n+6 + 2β · ρ2n+5 + ρ6 + 2α · ρ5 + (α2 − 2α) · ρ4
− (2α2 + 2β) · ρ3 + (α2 − 2αβ) · ρ2 + 2αβ · ρ+ β2.
2.3.2 Glavna tvreǌa
Gautschi-Li hipoteza tvrdi da se maksimum modula jezgra
dostie na realnoj osi za svako ρ > ρ∗ = 1. U narednoj Teoremi
emo dokazati egzistenciju vrednosti ρ∗.
Teorema 2.3. Za Gauss-Lobatto kvadraturnu formulu sa dvostru-
kim qvorovima u krajǌim taqkama ∓1 u odnosu na Chebyshev–
ǉevu teinsku funkciju tree vrste, postoji vrednost ρ∗ takva
da moduo jezgra |Kn+2(z;ω3)| dostie svoju maksimalnu vrednost





)∣∣∣∣ , ρ > ρ∗.







Uvedimo oznake A1, B1, C1, D1 koje predstavǉaju razlike a − A,
61
2.3 Gauss-Lobatto kvadraturne formule, ω3 i ω4
b−B, c− C i d−D, redom, odnosno,
A1 = 4 · (sin2 θ2 ) · ρ,
B1 = −4 · (sin2 θ2 ) · ρ,
C1 = 4 ·[(−α sin2 θ2 ) · ρ
5 + α sin2 θ · ρ4 + (β sin2 3θ2 + α
2 sin2 θ2 ) · ρ
3
+ αβ sin2 θ · ρ2 − αβ sin2 θ2 · ρ],
D1 = 4 ·[(−αβ sin2
θ
2
) · ρ4n+15 + (αβ sin2 θ) · ρ4n+14
+ (β sin2 3θ2 + α
2 sin2 θ2 ) · ρ
4n+13 + α sin2 θ · ρ4n+12 − α sin2 θ2
· ρ4n+11 − β sin2 (2n+5)θ2 · ρ
2n+11 + (−αβ sin2 (2n+6)θ2
− α sin2 (2n+4)θ2 ) · ρ
2n+10 + (−α2 sin2 (2n+5)θ2 + αβ sin
2 (2n+7)θ
2
+ α sin2 (2n+3)θ2 ) · ρ
2n+9 + (β2 sin2 (2n+8)θ2 + sin
2 (2n+2)θ
2
+ α2 sin2 (2n+6)θ2 + α
2 sin2 (2n+4)θ2 ) · ρ
2n+8 + (αβ sin2 (2n+7)θ2
+ α sin2 (2n+3)θ2 − α
2 sin2 (2n+5)θ2 ) · ρ
2n+7 + (−α sin2 (2n+4)θ2
− αβ sin2 (2n+6)θ2 ) · ρ
2n+6 − β sin2 (2n+5)θ2 · ρ
2n+5 − α sin2 θ2 · ρ
5
+ α sin2 θ · ρ4 + (α2 sin2 θ2 + β sin
2 3θ
2 ) · ρ
3 + αβ sin2 θ · ρ2
− αβ sin2 θ2 · ρ].
Nejednakost (2.41) se moe zapisati u obliku
I = I(ρ) = [CD(A1B −AB1) + C1BD(A+A1)−AC(B +B1)D1] ≤ 0,
(2.42)
za svako ρ > ρ∗.
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Polinom I(ρ) je polinom po promenǉivoj ρ stepena 4n+25, qiji
koeficijenti zavise samo od θ, odnosno





Potrebno je analizirati znak vodeeg koeficijenta polinoma
I(ρ) i pokazati ǌegovu negativnost.
Uvoeǌem oznaka I(ρ) = x(ρ)+y(ρ)−z(ρ), i analizirajui vodee
koeficijente izraza x(ρ), y(ρ) i z(ρ), respektivno dobijamo
β2(−8 sin2 θ2 ), −4αβ
2 sin2 θ2 i (−4αβ sin
2 θ
2 ).
Konaqno, vodei koeficijent izraza I(ρ) je
(2.44)
a4n+25 = −8β2 sin2 θ2−4αβ
2 sin2 θ2+4αβ sin
2 θ
2 = −4β sin
2 θ
2 (2β+αβ−α),






= α · n+ 2
n+ 4
.
Analizom znaka izraza a4n+25 dobijamo







− 1 > 0.
Prethodna nejednakost se svodi na n2+3n+1 > 0 xto je ispuǌe-
no za svako n > 0. 
Sliqan rezultat vai za Kn+2(z;ω4) = −Kn+2(−z;ω3) .
Teorema 2.4. Za Gauss-Lobatto kvadraturnu formulu sa
dvostrukim qvorovima u krajǌim taqkama ∓1 u odnosu na
Chebyshev–ǉevu teinsku funkciju qetvrte vrste, postoji
vrednost ρ∗ takva da moduo jezgra |Kn+2(z;ω4)| dostie svoju
maksimalnu vrednost na negativnom delu realne ose (θ = π) za
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)∣∣∣∣ , ρ > ρ∗.
2.3.3 Analiza Gautschi-Li hipoteze
Potrebno je pokazati da hipoteza vai za svako ρ > 1. Da bismo
pokazali nepozitivnost polinoma I(ρ) zadatog formulom (2.43)
za svako ρ > 1, najpre emo ga zapisati u obliku razvoja po




bi(θ)(ρ− 1)i za svako ρ > 1.
Koeficijenti bi(θ) su komplikovane trigonometrijske funkci-
je. Numeriqkim rexavaǌem jednodimenzionih optimizacionih
problema
(2.46) bi(θ) −→ max, θ ∈ [0, 2π], i = 0, 1, . . . , 4n+ 25,
dobijamo da izrazi bi(θ) dostiu svoju maksimalnu vrednost
u nuli za svako i = 0, 1, . . . , 4n + 25 i θ ∈ [0, 2π], odnosno da
su grafici svih koeficijenata bi(θ) ispod x-ose. Testirani
primeri n = 1, 2, ..., 100 daju optimalne rezultate od koji su ne-
ki prikazani (slika 3).
Rezultat se moe potvrditi i posmatraǌem znaka polinoma
I(ρ). Sliqno, pokazuje se polinomi I(ρ) nepozitivni za svako
ρ > 1, n ∈ N , i θ ∈ [0, 2π]. Prikazani su neki primeri (slika 4).
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Slika 3: Funkcije b0(θ), ..., b97(θ) u sluqaju n = 18 (levo) i funkci-
je b0(θ), ..., b425(θ) u sluqaju n = 100 (desno)








































Slika 4: Funkcije I(θ) u sluqaju n = 1, ρ = 1.0001 (gore levo);
n = 13, ρ = 1.0001 (gore desno); n = 3, ρ = 1.2 (dole levo); n = 15,



















Gori i Micchelli u radu [41] iz 1996. god. uvode novu klasu
teinskih funkcija na intervalu [−1, 1], qija se specifiqnost
sastoji u tome xto za svako s postoji Gauss-Turán–ova formula







(1− t2)µ, µ > −1
gde je Un−1(cos θ) = sinnθ/ sin θ drugi Chebyshev–ǉev polinom.
U radu [82] Milovanovi i Spalevi posmatraju specijalnu






(1− t2)ℓ−1/2, ℓ ∈ {0, 1, . . . , s}, s ∈ N.
Oqigledno, ukoliko je ℓ = 0, teinska funkcija (3.2) se svodi
na Chebyshev–ǉevu teinsku funkciju prve vrste,
ωn,0(t) = (1− t2)−1/2.
3.1 Uvodno poglavǉe
Za teinsku funkciju (3.2) Chebyshev–ǉevi polinomi prve
vrste, Tn, su s–ortogonalni (videti [83]).
S. Li je u radu [57] uveo Kronrod–ovo uopxteǌe formule (3.1)
i pokazao da ona postoji za proizvoǉnu teinsku funkciju. U






















(j)(−1) + c∗n+1,jf (j)(1)
)
,(3.3)
vai da su qvorovi τ∗µ, µ = 2, . . . , n, nule Chebyshev–ǉevog poli-
noma druge vrste, kao i da je τ∗1 = −1, τ∗n+1 = 1.
Specijalno, kada je ℓ = s, formula (3.3) se svodi na formulu





















(1− t2)s−1/2, s ∈ N.
Uopxtene Gauss-Turán–ove kvadraturne formule u odnosu na
razliqite vrste Chebyshev–ǉevih i Gori-Micchelli–evih tein-
skih funkcija, se analiziraju i u radovima [12], [78], [76], [80],
[77], [83].
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Primenimo Teoremu 12 iz glave 1, po kojoj se, za fiksira-
no ν, 1 ≤ ν ≤ n, koeficijenti Ai,ν uopxtene Gauss-Turán–ove
kvadraturne formule odreuju rexavaǌem sistema
b2sν+1 = (2sν)!A2sν ,ν = µ̂2sν ,ν ,
bk = (k − 1)!Ak−1,ν = µ̂k−1,ν −
2sν+1∑
j=k+1





















(2si + 1)(τi − τν)−l, l = 2sν , . . . , 1.
Prethodni sistem moemo svesti na matriqni oblik
(3.8) AB = C,
gde je A = [âi,j ], B = [b1, . . . , b2sν+1]
T , C = [µ̂0,ν , . . . , µ̂2sν ,ν ]
T .
Formule (3.6) i (3.7) definixu elemente matrice siste-
ma (3.8). Sledea MATLAB funkcija generixe elemente âi,j
gorǌetrougaone matrice sistema uz pretpostavku da su qvorovi
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kvadraturne formule eksplicitno zadati, a da se ǌihov broj






























Da bi se formirali elementi kolone C = [µ̂0,ν , . . . , µ̂2sν ,ν ]
T ,
potrebno je izraqunati momente µ̂k,ν , k = 0, . . . , 2sν po for-
muli (3.5). Pomenuti integrali se mogu izraqunati klasiqnom
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Gauss–ovom kvadraturnom formulom gauss(dig,N,ab), (videti
[34]). Ulazni argument prethodne funkcije je matrica ab qiju
prvu kolonu qine koeficijenti αk, a drugu koeficijenti βk
troslojne rekurentne relacije (1.5).
Pre nego xto odredimo koeficijente formule (3.1) u odno-
su na Gori-Micchelli–evu teinsku funkciju, proverimo najpre
taqnost prethodno opisanog algoritma na primeru za koji je
poznato eksplicitno rexeǌe. Naime, poznato je da je integral













Primenom Teoreme 12 za n = 10, s = l = 1 dobijamo matricu
koeficijenata qiji su elementi raqunati sa 100 znaqajnih ci-














































Kada se ovi rezultati uvrste u formulu (3.1), gde je
f(t) = cos(t) i gde su qvorovi τν , ν = 1, . . . , 10, nule Hermite–
ovog ortogonalnog polinoma, dobija se priblina vrednost in-
tegrala
I10,1(f) = 1.3803884470431430300922578913374819884998102 . . . ,
odnosno grexka
R(f) = |I(f)− I10,1(f)| = 5.531884(−17).
Koeficijenti kvadraturne formule (3.1)
U sluqaju Gori-Micchelli–eve teinske funkcije, momenti µ̂k,ν













Poxto za ovu teinsku funkciju nisu poznati koeficijenti
troslojne rekurentne relacije, najpre treba izdvojiti poli-
nomijalni deo podintegralne funkcije. Preostali deo zapravo
predstavǉa prvu Chebyshev–ǉevu teinsku funkciju, (1−t2)−1/2,
za koju su koeficijenti troslojne rekurentne relacije, αk i βk,
poznati. Funkciju mi(ni, n) smo implementirali tako da za
fiksirano ν generixe momente µ̂k,ν , do na zadatu preciznost
(dig):
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3.2 Kronrod–ovo uopxteǌe Gauss-Turán–ove formule
Primer 1. Neka je f(t) = et, n = s = l = 2.















c1,0 c1,1 . . . c1,2s
c2,0 c2,1 . . . c2,2s
. . .
cn,0 cn,1 . . . cn,2s
 ,
gde koeficijent cνi mnoi i-ti izvod funkcije u qvoru τν tj.,
prvu kolonu matrice Γ qine koeficijenti uz vrednost funkcije
u qvorovima τν , ν = 1, . . . , n; drugu kolonu qine koeficijenti
uz prvi izvod funkcije, posledǌa kolona matrice predstavǉa
koeficijente uz maksimalni, 2s-ti, izvod funkcije.
Na primeru integrala funkcije f(t) = et, u odnosu na






n = s = l = 2, dobijamo
Γ =
[
2.5396(−02) 1.25784(−03) 3.12228(−04) 1.47936(−05) 9.72611(−07)
2.5396(−02) −1.25784(−03) 3.12228(−04) −1.47936(−05) 9.72611(−07)
]
.
(Elementi matrice Γ su takoe raqunati sa 100 znaqajnih ci-
fara, a ovde je, primera radi, prikazano samo 5).
Mnoeǌem elemenata matrice Γ sa odgovarajuim izvodima
funkcije u qvorovima, dobijamo priblinu vrednost integrala
IG−T (f) = 0.062866143494939210198402057087189279514952740373...
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Pored qvorova τν , koji su nule Chebyshev-ǉevog ortogonalnog
polinoma prve vrste, τν (videti [3]), ova formula sadri
qvorove koji su nule Chebyshev–ǉevog polinoma druge vrste tj.
τ∗µ = − cos(j − 1)π/n, µ = 2, . . . , n kao i qvorove −1 i 1 koji se
mogu uvrstiti u istu grupu za µ = 1 i µ = n+ 1, odnosno,
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Formula (3.4) je Chakalov-Popoviciu tipa (videti poglavǉe
1.3.2 i formulu (1.70)), jer su qvorovi τν vixestrukosti 2s+1,
a ostali τ∗µ, µ = 1, 2, . . . , n+ 1, su vixestrukosti 1.
Qvorovi τν i τ∗µ su meusobno razdvojeni (”interlacing
property”), tako da ih naizmeniqno moemo poreati u rastui
niz. U qvorovima τν posmatramo vrednosti funkcije, kao i
vrednosti izvoda funkcije zakǉuqno sa 2s-tim, dok u qvorovima
τ∗µ posmatramo samo vrednosti funkcije.
Primer 2. Neka je f(t) = et, n = s = l = 2.






















n = s = l = 2, dobijamo
Γ =

1.40210(−04) 0 0 0 0)
2.46638(−02) 9.92824(−04) 2.37962(−04) 7.41149(−06) 4.9543(−07)
1.18546(−03) 0 0 0 0
2.46638(−02) −9.92824(−04) 2.37962(−04) −7.41149(−06) 4.9543(−07)
1.40210(−04) 0 0 0 0
.
kao i
IK,G−T (f) = 0.06286614348701507325658365836098151638730086473...
U rastuem nizu τ∗1 , τ1, τ
∗





neparnim pozicijama. Poxto j-tom qvoru po redu odgovara j-ta
vrsta matrice koeficijenata, poqev od druge kolone, svi ele-
menti neparnih vrsta matrice su jednaki nuli. Time je osi-
gurano da se u formuli (3.4) pojave samo vrednosti funkcije
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u qvorovima τ∗µ, a ne i vrednosti izvoda funkcije u pomenutim
qvorovima. U prvom primeru integral funkcije smo aproksimi-
rali Gauss-Turán–ovom formulom, a u drugom primeru
Kronrod–ovom ekstenzijom te formule. ǋihovom poreeǌem,
grexku raqunamo standardnim naqinom i dobijamo
(3.10) R(f) = |IG−T (f)− IK,G−T (f)| = 7.924147449323016...(−12).
Tabela (3.1) prikazuje vrednosti grexke R(f) u sluqaju iste
funkcije f(t) = et i iste teinske funkcije, ali za razliqite
izbore broja qvorova u ǌihovih vixestrukosti.
Tabela 3.1: Ocena grexke R(f)
s R(f), n = 2 R(f), n = 4 R(f), n = 6
2 7.924(-12) 1.117(-19) 6.111(-21)
5 8.769(-21) 1.059(-22) 4.549(-27)
12 3.309(-24) 1.578(-30) 6.385(-43)





4.1 Gauss-Radau kvadraturne formule sa
dvostrukim qvorom u krajǌoj taqki
Posmatramo ostatak Gauss-Radau kvadraturne formule sa












gde su xν nule polinoma pn(·;ωR), ortogonalnog na intervalu
[−1, 1], u odnosu na teinsku funkciju
(4.2) ωR(t) = (t+ 1)rω(t).
Takoe, Rn+1,r(f) = 0 za svako f ∈ P2n+2r−1, gde je r
vixestrukost krajǌe taqke. Neka je Γ prosta zatvorena
kriva koja okruuje interval [−1, 1] i neka je D = intΓ ǌena
unutraxǌost. Ukoliko je funkcija f analitiqka na domenu D








Jezgro ostatka je zadato sa
(4.4) Kn+1,r(z, ω) =
ϱn,r(z;w)
ωn,r(z;w)
, z /∈ [−1, 1],
4.1 Gauss-Radau kvadrature sa dvostrukom krajǌom taqkom
gde je izraz ωn,r(z;w), modifikovan zbog vixestrukosti krajǌe
taqke, ωn,r(z;w) = (z + 1)rpn(z;w), dok je






videti [26]. Integralna reprezentacija ostatka (4.3) se moe














gde je elipsa Eρ zadata izrazom (2.9). U sluqaju druge teinske
funkcije vai ωR2 = (1−t)1/2(1+t)5/2, pa se dvostrukom primenom
Leme 2.1 dobija
(4.7)







gde je Un Chebyshev–ǉev polinom druge vrste.













gde je z = (u+ u−1)/2, u = ρeiθ,






2 + αu+ β
β[un+3 − u−(n+3)] + α[un+2 − u−(n+2)] + [un+1 − u−(n+1)]
,






, z = (u+ u−1)/2 i u = ρeiθ.
U sluqaju tree teinske funkcije vai ωR3 = (1−t)−1/2(1+t)5/2.
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Lema 4.1. Neka su Vn,k polinomi stepena n ortogonalni na
intervalu (−1, 1) u odnosu na teinsku funkciju
(1− t)−1/2(1 + t)1/2+k, k ≥ 0, ceo broj. Tada vai





































2 + αu+ β
β[un+3 + u−(n+2)] + α[un+2 + u−(n+1)] + [un+1 + u−n]
,






, z = (u+ u−1)/2 i u = ρeiθ.
U radu [26] su analizirane Gauss-Radau kvadraturne formu-
le sa dvostrukim qvorom u krajǌoj taqki u odnosu na sve qe-
tiri Chebyshev–ǉeve teinske funkcije. Sluqajevi teinskih
funkcija ω = ω1 i ω = ω4 su detaǉno analizirani i dokazano
je da se maksimum modula jezgra dostie na negativnom delu
realne ose (θ = π) za svako ρ > 1. U ovoj glavi su analizirani
sluqajevi preostale dve teinske funkcije, ω = ω2 i ω = ω3
(radovi [66] i [92]).
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4.2 Gauss-Radau kvadraturne formule sa
Chebyshev–ǉevim teinskim funkcijama
tree vrste
U radu [26, str. 326] su formulisane hipoteze po kojima se
maksimum modula jezgra sa treom Chebyshev–ǉevom teinskom
funkcijom dostie u uglu: i) θ = π ako je ρ > 1 i n = 1; ii) θ = 0
ako je ρ ≥ ρn i n ≥ 2, gde je ρn vrednost vea od 1 odreena
za 2 ≤ n ≤ 20. Kao i u drugoj glavi, ciǉ je dokazati egzisten-
ciju vrednosti ρn, pokazati da hipoteze vae na celom inter-
valu definisanosti i dati efikasne ocene grexke Gauss-Radau
kvadraturne formule (4.1).





2 + αu+ β
β[un+3 + u−(n+2)] + α[un+2 + u−(n+1)] + [un+1 + u−n]
,






, z = (u+ u−1)/2 i u = ρeiθ.
Uvoeǌem odgovarajuih oznaka (Dodatak 9), kvadrat modula








Ugao u kom jezgro dostie svoj maksimum za fiksirane vred-
nosti n (broj qvorova) i ro (vrednost promenǉive ρ), odreu-
























gde je vrati abcd(n,ro,t) (Dodatak 1) funkcija koja eksplicit-
no vraa vrednosti izraza a, b, c i d za fiksirano n, ro i t
(vrednost ugla θ).
Teorema 4.2. Za Gauss-Radau kvadraturnu formulu sa dvostrukim
qvorom u krajǌoj taqki −1 i u odnosu na Chebyshev–ǉevu
teinsku funkciju tree vrste, postoji vrednost ρn ∈ (1,∞)
takva da moduo jezgra |Kn+1(z;ω3)| dostie svoju maksimalnu
vrednost






ii) na pozitivnom delu realne ose (θ = 0) za svako ρ ≥ ρn i n ≥ 2
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⇔ Iπ(ρ) = [acBπDπ −AπCπbd](ρ) ≤ 0
za svako ρ vee od ρn, n = 1 i θ ̸= π (jer se upravo u uglu θ = π
dostie maksimum).
Analizom vodeeg koeficijenta polinoma Iπ(ρ),
(4.13) a4n+17 = −2β(cos θ + 1)(α− 2β − αβ),
i nametaǌem uslova da izraz a4n+17 bude negativan, dobija se








Posledǌa nejednakost se svodi na −2n2 +5 > 0, xto se uz uslov
n ∈ N , svodi na n = 1. Ovim je dokazano da za n = 1 postoji
vrednost ρn poqev od koje je izraz Iπ(ρ) nepozitivan.






⇔ I0(ρ) = [acB0D0 −A0C0bd] ≤ 0,
za svako ρ ≥ ρn, θ ̸= 0 i n ≥ 2. Izraz I0(ρ) je takoe polinom po
promenǉivoj ρ sa vodeim koeficijentom
(4.15) a4n+17 = 2β(1− cos θ)(α− 2β − αβ).
Koeficijent a4n+17 e biti negativan ako i samo ako je izraz
α− 2β −αβ negativan. Znak ovog izraza je analiziran u dokazu
i) i pokazano je da je pozitivan samo za n = 1, xto znaqi da je
je negativan za n ≥ 2. 
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Prema prvoj i drugoj hipotezi, maksimum modula jezgra
Kn+1(z;ω3) se za svako ρ ≥ ρn dostie u uglu θ = π, ukoliko
je n = 1, ili u uglu θ = 0, ukoliko je n ≥ 2. Da bismo pokazali
nepozitivnost polinoma Iπ(ρ) i I0(ρ) za svako ρ ≥ ρn, inicijal-






Novodobijene koeficijente bi(θ, ρn) moemo izraziti pomou
koeficijenata ai(θ) na sledei naqin











Neki od ǌih su prikazani
b4n+17(θ, ρn) = 2β(αβ − α+ 2β)(cos θ − 1),
b4n+16(θ, ρn) = 4 β
(
2(1 + β)(α+ β − 1)− ρn(αβ − α+ 2β)(17 + 4n)
)
+ 2(1 + β)(α+ β − 1) cos θ sin2 θ2 ,
b4n+15(θ, ρn) = − 4[2α2 + α3 − α+ 2β − 4αβ − α3β + 2β2 + 4αβ2
+ 2α2β2 + 2β3 + αβ3 + 32β ρn − 32αβ ρn − 32αβ2 ρn
− 32β3 ρn + 8βn ρn − 8αβn ρn − 8αβ2n ρn − 8β3n ρn
− 136αβ ρ2n + 272β2 ρ2n + 136αβ2 ρ2n − 66αβn ρ2n
+ 132β2n ρ2n + 66αβ
2n ρ2n − 8αβn2 ρ2n + 16β2n2 ρ2n
+ 8αβ2n2 ρ2n]− 8β cos θ[α(1 + β)(4 + n) ρn + (β2 − 1)
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· (4 + n) ρn − α2] + 2(β + β3) cos 2θ sin2 θ2 ,
b4n+14(θ, ρn) = − 4α− 4α3 + 4β − 4αβ − 4α3β − 4αβ2 − 4β3 − 4αβ3
− 8β cos θ − 8αβ cos θ − 8αβ2 cos θ + 8β3 cos θ + 4α cos2 θ
+ 4α3 cos2 θ + 12αβ cos2 θ + 4α3β cos2 θ + 12αβ2 cos2 θ
+ 4αβ3 cos2 θ − 4β cos 2θ − 8αβ cos 2θ − 8αβ2 cos 2θ
+ 4β3 cos 2θ + 8β cos θ cos 2θ + 8αβ cos θ cos 2θ + 8αβ2
· cos θ cos 2θ − 8β3 cos θ cos 2θ + 83β(αβ − α+ 2β)ρ
3
n
· (4 + n)(15 + 4n)(17 + 4n) sin2 θ2 + 4ρn sin
2 θ
2 (15 + 4n)
·
(
α3 + 2α2 − α+ 2β − 4αβ − α3β + 2β2 + 4αβ2
+ 2α2β2 + 2β3 + αβ3 + 8α2β cos θ + 2(β + β3) cos 2θ
)
− 8βρ2n sin2 θ(1 + β)(α+ β − 1)(4 + n)(15 + 4n).
Slika 5 prikazuje grafike prethodnih koeficijenata izraqu-
natih pomou programskog paketa Mathematica u sluqaju
n = 5, ρn = 1.1549 (videti tabelu 4.1). Analizom znaka funkci-
ja bi(θ, ρn) i u ostalim sluqajevima, i = 0, 1, . . . , 4n+17, pokazuje
se da funkcije bi(θ, ρn) uzimaju nepozitivne vrednosti za svako
θ iz intervala [0, 2π] i n = 1, 2, . . . , 100. Neki od rezultata su
grafiqki pokazani (slika 6).
Nakon xto izraqunamo i ostale koeficijente bi(θ, ρn), uvod-
jeǌem oznake r = ρ − ρn, polinom (4.16) moemo posmatrati na
sledei naqin





Za fiksirane vrednosti n = 5, ρn = 1.1549 prikazan je grafik
funkcije J(θ, r) u sluqaju r ∈ [0, 3], θ ∈ [0, 2π] (slika 7). Ponovo
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Slika 5: Funkcije b37(θ, ρn), b36(θ, ρn), b35(θ, ρn), b34(θ, ρn)




















Slika 6: Funkcije b0(θ, ρn), ..., b137(θ, ρn), u sluqaju n = 30 (levo) i
funkcije b0(θ, ρn), ..., b417(θ, ρn), u sluqaju n = 100 (desno)
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Slika 7: Funkcije J(θ, r) u sluqaju n = 5, ρn = 1.1549 i θ ∈
[0, 2π], r ∈ [0, 3]
MATLAB funkcija maksimum−koeficijenata(n) (naredna strana)
primenom primenom Horner–ove xeme generixe prethodno opisane
koeficijente, crta ǌihove grafike i odreuje maksimum svih.
Najmaǌa mogua vrednost ρn za koju je izraz I0(ρ)







nepozitivan za svako ρ ≥ ρn
pronalazi se analizom izraza
I0(ρ) za fiksirano n ≥ 2. Neke
vrednosti ρn su prikazane u
tabeli 4.1, kao i na slici
(desno) na kojoj je zelenom bo-
jom oznaqava oblast u ρ − n
ravni u kojoj hipoteza vai.
Vrednost ρn na intervalu
[ll, ul] za fiksirano n nalaz-
imo pomou MATLAB funkcije
izracunaj−rn(n, ll, ul).
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(videti i Dodatak 2)
87
4.3 Druga Chebyshev–ǉeva teinska funkcija























4.3 Gauss-Radau kvadraturne formule sa
Chebyshev–ǉevom teinskom funkcijom
druge vrste
Na osnovu numeriqkih rezultata, Gautschi i Li postavǉaju
hipoteze da se maksimum modula jezgra Kn+1(z;ω2) dostie na
negativnom delu realne ose ukoliko je: i) ρ > 1 i 1 ≤ n ≤ 11;
ii) ρ ≥ ρn i n ≥ 12. Prethodne hipoteze moemo obuhvatiti na
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Tabela 4.1: Vrednosti ρn za 2 ≤ n ≤ 61
n ρn n ρn n ρn n ρn n ρn n ρn
2 2.1789 12 1.0356 22 1.0131 32 1.0083 42 1.0075 52 1.0065
3 1.4045 13 1.0312 23 1.0122 33 1.0081 43 1.0074 53 1.0065
4 1.2309 14 1.0276 24 1.0114 34 1.0079 44 1.0073 54 1.0063
5 1.1549 15 1.0246 25 1.0108 35 1.0078 45 1.0070 55 1.0064
6 1.1132 16 1.0222 26 1.0102 36 1.0077 46 1.0069 56 1.0062
7 1.0872 17 1.0201 27 1.0098 37 1.0075 47 1.0069 57 1.0060
8 1.0697 18 1.0183 28 1.0093 38 1.0074 48 1.0068 58 1.0062
9 1.0573 19 1.0167 29 1.0090 39 1.0077 49 1.0069 59 1.0062
10 1.0481 20 1.0153 30 1.0086 40 1.0077 50 1.0066 60 1.0058
11 1.0411 21 1.0141 31 1.0084 41 1.0076 51 1.0066 61 1.0046
sledei naqin: maksimum modula jezgra Kn+1(z;ω2) dostie se
na negativnom delu realne ose ukoliko je ρ > ρ∗ i n ≥ 1, gde je
ρ∗ = 1 za 1 ≤ n ≤ 11, dok je ρ∗ = ρn za n ≥ 12.






2 + αu+ β
β[un+3 − u−(n+3)] + α[un+2 − u−(n+2)] + [un+1 − u−(n+1)]
,






, z = (u+ u−1)/2 i u = ρeiθ.







gde A,C,D oznaqavaju vrednosti izraza a, c, d u uglu θ = π (Do-
datak 10).
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Teorema 4.3. Za Gauss-Radau kvadraturnu formulu sa
dvostrukim qvorom u krajǌoj taqki −1 u odnosu na
Chebyshev–ǉevu teinsku funkciju druge vrste, postoji
vrednost ρ∗ ∈ [1,∞), takva da moduo jezgra |Kn+1(z;ω2)| dosti-
e svoju maksimalnu vrednost na negativnom delu realne ose






za ρ ≥ ρ∗, n ≥ 1.








(4.21) I = I(ρ) = [acD −ACd] ≤ 0.
za svako ρ ≥ ρ∗, θ ̸= π i n ≥ 1. Pokazuje se da je I(ρ) polinom
stepena 4n+19 po promenǉivoj ρ, qiji koeficijenti zavise samo
od θ i qiji je vodei koeficijent
(4.22) a4n+19 = 2αβ(1 + cos θ)(β − 1),








a4n+19 < 0 akko β < 1 akko (n+ 1)(2n+ 3) < (n+ 3)(2n+ 5).
Prethodna nejednakost se svodi na n > −2, pa zakǉuqujemo da
je izraz a4n+19 negativan za svako n ≥ 1.
Prema formulaciji Gautschi-Li hipoteze, maksimum modula
jezgra se dostie u uglu θ = π za svako ρ ≥ ρ∗ i n ≥ 1. Razvojem





∗)(ρ− ρ∗)i za svako ρ ≥ ρ∗.
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Slika 8 (levo) prikazuje grafike funkcija J(ρ) na intervalu
ρ ∈ (ρ∗ − ϵ, ρ∗ + ϵ), za n = 9 i θ ∈ [0, 2π]. Kada je ρ < ρ∗, grafici
funkcija J(ρ) su negativni (na slici ǉubiqasti), dok za ρ > ρ∗
funkcije J(ρ) mogu uzeti pozitivne vrednosti (zeleni).
Za fiksirane n ≥ 1, testirali smo najmaǌe vrednosti ρ∗ (sa
4 znaqajne cifre) za koje su izrazi J(ρ) nepozitivni za svako
ρ ≥ ρ∗. Neke od vrednosti ρ∗ su prikazane u tabeli (ispod) i na
slici 8 (desno) na kojoj je zelenom bojom oznaqena oblast ρ− n
ravni u kojoj hipoteza vai.























Slika 8: Grafici funkcija J(ρ) i oblast ρ− n ravni
n ρ∗ n ρ∗ n ρ∗ n ρ∗
12 2.3455 21 10.5861 30 16.8838 39 23.0093
13 3.4034 22 11.3053 31 17.5691 40 23.6857
14 4.7165 23 12.0172 32 18.2529 41 24.3615
15 5.8433 24 12.7232 33 18.9354 42 25.0367
16 6.7473 25 13.4245 34 19.6167 43 25.7115
17 7.5731 26 14.1219 35 20.2969 44 26.3859
18 8.3575 27 14.8161 36 20.9762 45 27.0599
19 9.1162 28 15.5076 37 21.6547 46 27.7334




Grexka kvadraturne formule (4.1) se moe oceniti izrazom
(4.24)















gde je duina elipse, ℓ(Eρ), data sa (2.33), dok je moduo
|Kn+1(z, ωi)| za i = 2, 3 analiziran u prethodne dve glave.
Primer 1. Neka je f1(z) =
ee
z
(a+ z)k(b+ z)l(c+ z)m
, gde je c ≤ b ≤






|a+ a1|k|b+ a1|l|c+ a1|m
.
Ocene grexaka i stvarne grexke ponovo raqunamo na primeru
koji se qesto javǉa u literaturi: a = −1.408333333333333; b =
−1.892857142857143; c = −2.408695652173913; k = 1; l = 5; m =
10, ρmax = |c| = 2.4, Tabela 4.2 se odnosi na sluqaj teinske
funkcije ω3.
Tabela 4.2: Ocene grexaka Rn+1(f1, ω3) i stvarne grexke
n Rn+1(f1, ω3) Error n Rn+1(f1, ω3) Error
1 2.0739(+2) 1.175(+0) 12 4.7715(-5) 1.347(-6)
2 3.5288(+2) 7.023(-1) 20 1.1247(-10) 1.578(-12)
3 7.0035(+0) 3.077(-1) 30 5.2709(-18) 3.935(-20)
5 8.3240(-1) 3.619(-2) 50 6.3643(-33) 2.398(-35)
9 4.3001(-3) 1.523(-4) 60 1.9700(-40) 5.943(-43)






































Primer 2. Neka je f2(z) = ee
cos(wz)






gde je b1 = (ρ− ρ−1)/2. Tabela 4.3 sadri neke ocene grexaka i
stvarne grexke u sluqaju teinske funkcije ω3, dok se tabela
4.4 odnosi na teinsku funkciju ω2.
Primer 3. Neka je f3(z) =
cos(z)
z2 + w2








gde je b1 = (ρ − ρ−1)/2, i gde je infimum raqunat na inter-
valu ρ ∈ (ρn, ρmax), pri qemu je ρmax = w +
√
1 + w2 (videti
[86], [116]). Odgovarajue ocene grexaka i stvarne grexke u
sluqaju teinske funkcije ω3 su prikazane u tabeli 4.5, dok
se tabele 4.6 i 4.7 odnose na teinsku funkciju ω2. U tabeli
4.7 su prikazane vrednosti Rn+1(f3, ω2) i ρopt ∈ (ρ∗, ρmax) za neke
vrednosti iz tabele 4.6. Na primer, za w = 2, dobijamo da je
ρmax = 4.2360, dok je za w = 5, ρmax = 10.0989 i sliqno za w = 20,
ρmax = 40.0249.
Stvarne grexke (”Error”) su dobijene modifikacijom Gautschi–
evog MATLAB koda gradau.m (videti [36], [34]).
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Tabela 4.3: Ocena grexke Rn+1(f2, ω3) i stvarne grexke
n w = 1 Error w = 0.2 Error w = 0.02 Error
1 6.930(+1) 4.017(+0) 1.149(-1) 2.155(-2) 1.113(-5) 2.293(-6)
2 5.843(+0) 5.426(-1) 7.932(-4) 1.234(-4) 8.083(-10) 1.315(-10)
3 9.309(-1) 6.968(-2) 5.812(-6) 7.391(-7) 5.819(-14) 4.828(-15)
4 1.368(-1) 8.698(-3) 3.974(-8) 4.342(-9) 3.955(-18) 4.687(-19)
5 1.880(-2) 1.051(-3) 2.547(-10) 2.464(-11) 2.534(-22) 2.679(-23)
7 3.031(-4) 1.390(-5) 8.888(-15) 7.117(-16) 8.887(-31) 7.845(-32)
9 4.135(-6) 1.635(-7) 2.598(-19) 1.801(-20) 2.622(-39) 2.0112(-40)
12 5.196(-9) 1.738(-10) 3.185(-26) 1.866(-27) 3.266(-52) 2.124(-53)
15 5.248(-12) 1.544(-13) 3.084(-33) 1.585(-34) 3.217(-65) 1.836(-66)
20 3.714(-17) 9.271(-19) 4.257(-45) 1.843(-46) 4.567(-87) 2.197(-88)
30 7.200(-28) 1.429(-29) 2.904(-69) 9.863(-71) 3.290(-131) 1.240(-132)
Tabela 4.4: Ocena grexke Rn+1(f2, ω2) i stvarne grexke.
n w = 1 Error w = 0.1 Error w = 0.01 Error
1 4.412(+1) 4.017(+0) 3.101(-3) 1.411(-3) 1.212(-5) 1.434(-7)
2 4.395(+0) 5.425(-1) 5.982(-6) 2.023(-6) 3.671(-9) 2.057(-12)
3 5.140(-1) 6.971(-2) 1.097(-8) 3.043(-9) 1.061(-16) 1.892(-15)
4 6.280(-2) 8.698(-2) 1.877(-11) 4.490(-12) 1.838(-21) 4.580(-22)
5 7.701(-3) 1.050(-3) 3.012(-14) 9.457(-15) 2.977(-26) 6.546(-27)
6 9.212(-4) 1.227(-4) 4.569(-17) 8.812(-18) 4.548(-31) 9.015(-32)
9 1.365(-6) 1.635(-7) 1.213(-25) 1.867(-26) 1.224(-45) 1.920(-46)
12 1.613(-9) 1.738(-10) 2.350(-34) 3.067(-35) 2.394(-60) 3.168(-61)
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Tabela 4.5: Ocena grexke Rn+1(f3, ω3) i stvarne grexke
n w = 2 Error w = 5 Error w = 50 Error
1 1.892(-1) 2.545(-2) 5.601(-3) 1.549(-3) 3.071(-5) 1.080(-5)
2 9.201(-3) 1.051(-3) 7.839(-5) 1.671(-5) 2.048(-7) 6.366(-8)
3 6.221(-4) 4.858(-5) 1.088(-6) 1.572(-7) 8.917(-10) 2.374(-10)
4 4.090(-5) 2.395(-6) 1.371(-8) 1.416(-9) 2.495(-12) 5.933(-13)
5 2.627(-6) 1.225(-7) 1.635(-10) 1.285(-11) 4.846(-15) 1.053(-15)
8 6.354(-10) 1.821(-11) 2.339(-16) 1.045(-17) 6.449(-24) 1.150(-24)
13 5.035(-16) 8.720(-18) 3.205(-26) 8.481(-28) 1.841(-40) 2.624(-41)
20 1.219(-24) 1.354(-26) 4.286(-40) 6.899(-42) 5.521(-66) 5.967(-67)
Tabela 4.6: Ocena grexke Rn+1(f3, ω2) i stvarne grexke
n w = 2 Error w = 5 Error w = 20 Error
1 1.082(-1) 2.544(-2) 2.800(-3) 1.549(-3) 8.426(-5) 6.903 (-5)
2 5.601(-3) 1.051 (-3) 4.087(-5) 1.671 (-5) 6.819(-7) 4.226 (-7)
3 3.224(-4) 4.858 (-5) 5.367(-7) 1.572 (-7) 3.089(-9) 1.665 (-9)
4 1.909(-5) 2.395 (-6) 6.547(-9) 1.417 (-9) 9.374(-12) 4.491 (-12)
5 1.142(-6) 1.225 (-7) 7.637(-11) 1.285 (-11) 2.045(-14) 8.808 (-15)
10 8.600(-13) 5.335 (-14) 1.215(-20) 9.504 (-22) 4.433(-29) 1.046 (-29)
13 1.761(-16) 2.714(-17) 1.432(-26) 8.481 (-28) 2.155(-38) 3.104 (-39)
Tabela 4.7: Ocena grexke Rn+1(f3, ω2) i vrednosti ρopt
n w = 2 ρopt w = 5 ρopt w = 20 ρopt
1 1.082(-1) 3.3511 2.800(-3) 6.2311 8.426(-5) 8.2831
2 5.601(-3) 3.5666 4.087(-5) 7.4816 6.819(-7) 11.8126
3 3.224(-4) 3.7104 5.367(-7) 8.2394 3.089(-9) 15.4024
4 1.909(-5) 3.8087 6.547(-9) 8.6927 9.374(-12) 18.9057
5 1.142(-6) 3.8765 7.637(-11) 8.9795 2.045(-14) 22.2445
10 8.600(-13) 4.0397 1.215(-20) 9.5587 4.433(-29) 33.8827
13 1.761(-16) 4.0814 1.432(-26) 9.6884 2.155(-38) 36.4644
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Dodaci 1-11






























































c=[1 2*alfa*ce (alfa^2+2*beta*cc) 2*alfa*beta*ce beta^2];












d=[d 1 2*alfa*ce (alfa^2+2*beta*cc) 2*alfa*beta*ce beta^2];
end
—————————————————————————







C=[1 2*alfa (alfa^2+2*beta) 2*alfa*beta beta^2];





























































6. Funkcija r jacobi(N,a,b)
—————————————————————————
function ab=r_jacobi(N,a,b)
if nargin<2, a=0; end; if nargin<3, b=a; end
if((N<=0)|(a<=-1)|(b<=-1)) error(’parameter(s) out of range’), end
nu=(b-a)/(a+b+2);
mu=2^(a+b+1)*gamma(a+1)*gamma(b+1)/gamma(a+b+2);



















































































9. Pomoni izrazi u sluqaju Gauss-Radau kvadraturnih for-
mula u odnosu na treu Chebyshev–ǉevu teinsku funkciju
a = |u+ 1|2 = ρ2 + 2ρ cos θ + 1,
b = |u− 1|2 = ρ2 − 2ρ cos θ + 1,
c = |u2 + αu+ β|2
= ρ4 + 2α cos θρ3 + (α2 + 2β cos 2θ)ρ2 + 2αβ cos θρ+ β2,
d = δ ·ρ2n+4 =
∣∣β[un+3 + u−(n+2)]
+ α[un+2 + u−(n+1)] + [un+1 + u−n]
∣∣2 · ρ2n+4
= β2 · ρ4n+10 + 2αβ cos θ · ρ4n+9 + (α2 + 2β cos 2θ) · ρ4n+8
+ 2α cos θ · ρ4n+7 + ρ4n+6 + 2β cos(2n+ 3)θ · ρ2n+7
+
(










2αβ cos(2n+ 4)θ + 2α cos(2n+ 2)θ
)
· ρ2n+4
+ 2β cos(2n+ 3)θ · ρ2n+3 + ρ4 + 2α cos θ · ρ3 + (α2 + 2β cos 2θ) · ρ2
+ 2αβ cos θ · ρ+ β2,
A0 = ρ
2 + 2ρ+ 1,
B0 = ρ
2 − 2ρ+ 1,
C0 = ρ
4 + 2α · ρ3 + (α2 + 2β) · ρ2 + 2αβ · ρ+ β2,
D0 = β
2 ·ρ4n+10 + 2αβ · ρ4n+9 + (α2 + 2β) · ρ4n+8 + 2α · ρ4n+7
+ ρ4n+6 + 2β · ρ2n+7 + (2α+ 2αβ) · ρ2n+6
+ (2β2 + 2α2 + 2) · ρ2n+5 + (2αβ + 2α) · ρ2n+4 + 2β · ρ2n+3 + ρ4
+ 2α · ρ3 + (α2 + 2β) · ρ2 + 2αβ · ρ2 + β2,
Aπ = ρ
2 − 2ρ+ 1,
Bπ = ρ
2 + 2ρ+ 1,
Cπ = ρ




2 ·ρ4n+10 − 2αβ · ρ4n+9 + (α2 + 2β) · ρ4n+8 − 2α · ρ4n+7
+ ρ4n+6 − 2β · ρ2n+7 + (2α+ 2αβ) · ρ2n+6 − (2β2 + 2α2 + 2)
· ρ2n+5 + (2αβ + 2α) · ρ2n+4 − 2β · ρ2n+3 + ρ4
− 2α · ρ3 + (α2 + 2β) · ρ2 − 2αβ · ρ2 + β2.
10. Pomoni izrazi u sluqaju Gauss-Radau kvadraturnih for-
mula u odnosu na drugu Chebyshev–ǉevu teinsku funkciju
a = |u2 − 1|2 = ρ4 − 2ρ2 cos 2θ + 1,
c = |u2 + αu+ β|2
= ρ4 + 2α cos θρ3 + (α2 + 2β cos 2θ)ρ2 + 2αβ cos θρ+ β2,
δ =
∣∣∣β[un+3 − u−(n+3)] + α[un+2 − u−(n+2)] + [un+1 − u−(n+1)]∣∣∣2 ,
d = δ ·ρ2n+6 =
∣∣β[un+3 − u−(n+3)]
+ α[un+2 − u−(n+2)] + [un+1 − u−(n+1)]
∣∣2 · ρ2n+6
= β2 · ρ4n+12 + 2αβ cos θ · ρ4n+11 + (α2 + 2β cos 2θ) · ρ4n+10
+ 2α cos θ · ρ4n+9 + ρ4n+8 − 2β cos(2n+ 4)θ · ρ2n+8
−
(










2αβ cos(2n+ 5)θ + 2α cos(2n+ 3)θ
)
· ρ2n+5 − 2β cos(2n+ 4)θ
· ρ2n+4 + ρ4 + 2α cos θ · ρ3 + (α2 + 2β cos 2θ) · ρ2 + 2αβ cos θ · ρ+ β2.
A = ρ4 − 2ρ2 + 1,
C = ρ4 − 2α · ρ3 + (α2 + 2β) · ρ2 − 2αβ · ρ+ β2,
D = β2 ·ρ4n+12 − 2αβ · ρ4n+11 + (α2 + 2β) · ρ4n+10
− 2α · ρ4n+9 + ρ4n+8 − 2β · ρ2n+8 + (2α+ 2αβ) · ρ2n+7
− (2α2 + 2β2 + 2) · ρ2n+6 + (2αβ + 2α) · ρ2n+5 − 2β · ρ2n+4
+ ρ4 − 2α · ρ3 + (α2 + 2β) · ρ2 − 2αβ · ρ+ β2.
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11. Polinom I0(ρ) iz potpoglavǉa 2.2.3.
I0(ρ) = ρ
4n+30 · [2β(α− β − αβ)(cos 2θ − 1)]
+ ρ4n+28 · [4β sin2 2θ(1− αβ − β2)]
+ ρ4n+26 · [2β3 cos 4θ sin2 θ + 4(α2 + α3 − α)− 2β − 3αβ − α3β
+ 3αβ2 + αβ3 + α2β2 + 4β3 + 4β cos 2θ(α2 + αβ − α+ β2 − 1)]
+ ρ4n+24 · 4 sin2 2θ[2αβ − αβ3 + β − β3 − 4αβ2 cos 2θ − α3]
+ ρ4n+22 · 4 sin2 θ[1 + α4 + 2α2β + β4 + 4α2 + 4α2β2 cos 2θ
+ 2βα2 + 4β2 cos 4θ]
+ ρ4n+20 · 4 sin2 2θ[−α− β − α3β + 2αβ2 + β3 − 4αβ cos 2θ]
+ ρ4n+18 · 4 sin2 θ[α+ α2 − α3 + 4β + 3αβ + α3β − 3αβ2 + α2β2
− 2β3 − αβ3 − 4β cos 2θ(β2 − α+ αβ − 1− α2) + 2β cos 4θ]
+ ρ4n+16 · 4β sin2 2θ[β2 − 1− α] + ρ4n+14 · 4β sin2 θ[β + α− αβ]
+ ρ2n+26 · [−4β sin2(3 + n)θ]
+ ρ2n+24 · [2α+ αβ + 2αβ cos 2θ + 2β cos 2θ − α cos 2(2 + n)θ
− 2β cos 2(3 + n)θ − 2αβ cos 2(3 + n)θ − αβ cos 2(4 + n)θ]
+ ρ2n+22 · [−2(1 + α2 + β + α2β + β2) + 2α(1 + α)(1 + β) cos 2θ
+ 4αβ cos2 2θ + 2β2 cos 4θ − cos 2(1 + n)θ − 2α cos 2(2 + n)θ
− 2α2 cos 2(2 + n)θ − α2 cos 2(3 + n)θ
− β cos 2(3 + n)θ − 4αβ cos 2(3 + n)θ − α2β cos 2(3 + n)θ
− 2β2 cos 2(3 + n)θ − 2αβ cos 2(4 + n)θ − 2α2β cos 2(4 + n)θ
− β2 cos 2(5 + n)θ]
+ ρ2n+20 · [2(2α+ α3 + 2αβ + α3β) + 2 cos 2θ(1 + α3 + β2 + α2 + α2β
+ α+ αβ + 2αβ2) + 4α2 + 4α2β cos2 2θ + (2αβ + 2αβ2) cos 4θ
− 2 cos 2(1 + n)θ − 2α cos 2(1 + n)θ − 2α cos 2(2 + n)θ
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− 4α2 cos 2(2 + n)θ − α3 cos 2(2 + n)θ − 2αβ cos 2(2 + n)θ
− 2α2 cos 2(3 + n)θ − 2α3 cos 2(3 + n)θ − 2αβ cos 2(3 + n)θ
− 2α2β cos 2(3 + n)θ − 4β2 cos 2(3 + n)θ
− 2αβ2 cos 2(3 + n)θ − 2αβ cos 2(4 + n)θ − 4α2β cos 2(4 + n)θ
− α3β cos 2(4 + n)θ − 2αβ2 cos 2(4 + n)θ − 2β2 cos 2(5 + n)θ
− 2αβ2 cos 2(5 + n)θ + β2 cos 2θ sin 8θ]
+ ρ2n+18 · 2[−1− 2α2 − α4 − β − α2β − β2 − α2β2 − β3
− 4α cos2 2θ(1 + α2 + 2β2)− 2β cos 4θ(1 + α2 + β + β2)
− 2α(1 + β) cos 2θ(1 + α2 + 2α+ αβ + 2β cos 4θ) + cos 2(1 + n)θ
+ 4α cos 2(1 + n)θ + α2 cos 2(1 + n)θ + 2β cos 2(1 + n)θ
+ 2α cos 2(2 + n)θ + 4α2 cos 2(2 + n)θ + 2α3 cos 2(2 + n)θ
+ 4αβ cos 2(2 + n)θ + 2α2β cos 2(2 + n)θ + α2 cos 2(3 + n)θ
+ 4α3 cos 2(3 + n)θ + α4 cos 2(3 + n)θ
+ β cos 2(3 + n)θ + 3α2β cos 2(3 + n)θ + 2β2 cos 2(3 + n)θ
+ 4αβ2 cos 2(3 + n)θ + β3 cos 2(3 + n)θ + 2αβ cos 2(4 + n)θ
+ 4α2β cos 2(4 + n)θ + 2α3β cos 2(4 + n)θ
+ 4αβ2 cos 2(4 + n)θ + 2α2β2 cos 2(4 + n)θ + β2 cos 2(5 + n)θ
+ 4αβ2 cos 2(5 + n)θ + α2β2 cos 2(5 + n)θ + 2β3 cos 2(5 + n)θ]
+ ρ2n+16 · 2[α+ 2α3 + αβ + 2α3β + αβ2 + αβ3 + 2 cos 2θ(α3
+ α3β + α2 + α2β2 + α+ 2αβ + 2αβ2 + αβ3 + α4 + β + β3)
+ 4α2(1 + β)2 cos2 2θ + 4αβ(1 + β) cos 4θ − 2α cos 2(1 + n)θ
− 2α2 cos 2(1 + n)θ − 4β cos 2(1 + n)θ − 2αβ cos 2(1 + n)θ
− α cos 2(2 + n)θ − 4α2 cos 2(2 + n)θ − 2α3 cos 2(2 + n)θ
− 4αβ cos 2(2 + n)θ − 4α2β cos 2(2 + n)θ − αβ2 cos 2(2 + n)θ
− 2α3 cos 2(3 + n)θ − 2α4 cos 2(3 + n)θ − 2β cos 2(3 + n)θ
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− 2αβ cos 2(3 + n)θ − 4α2β cos 2(3 + n)θ − 2α3β cos 2(3 + n)θ
− 2αβ2 cos 2(3 + n)θ − 2β3 cos 2(3 + n)θ − αβ cos 2(4 + n)θ
− 4α2β cos 2(4 + n)θ − 2α3β cos 2(4 + n)θ − 4αβ2 cos 2(4 + n)θ
− 4α2β2 cos 2(4 + n)θ − αβ3 cos 2(4 + n)θ − 2αβ2 cos 2(5 + n)θ
− 2α2β2 cos 2(5 + n)θ − 4β3 cos 2(5 + n)θ − 2αβ3 cos 2(5 + n)θ
+ β cos 2θ sin 8θ + α2β cos 2θ sin 8θ + β3 cos 2θ sin 8θ]
+ ρ2n+14 · 2[−α2 − α4 − β − α2β − β2 − 2α2β2 − β3 − β4
− 4αβ cos2 2θ(2 + α2 + β2)− 2β cos 4θ(1 + α2 + β + β2)
− 2α(1 + β) cos 2θ(α+ α2 + 2αβ + β2) + 2β cos 4θ + α2 cos 2(1 + n)θ
+ 2β cos 2(1 + n)θ + 4αβ cos 2(1 + n)θ + β2 cos 2(1 + n)θ
+ 2α2 cos 2(2 + n)θ + 2α3 cos 2(2 + n)θ + 4αβ cos 2(2 + n)θ
+ 4α2β cos 2(2 + n)θ + 2αβ2 cos 2(2 + n)θ + α4 cos 2(3 + n)θ
+ β cos 2(3 + n)θ + 4αβ cos 2(3 + n)θ + 3α2β cos 2(3 + n)θ
+ 4α3β cos 2(3 + n)θ + 2β2 cos 2(3 + n)θ + α2β2 cos 2(3 + n)θ
+ β3 cos 2(3 + n)θ + 2α2β cos 2(4 + n)θ + 2α3β cos 2(4 + n)θ
+ 4αβ2 cos 2(4 + n)θ + 4α2β2 cos 2(4 + n)θ + 2αβ3 cos 2(4 + n)θ
+ α2β2 cos 2(5 + n)θ + 2β3 cos 2(5 + n)θ + 4αβ3 cos 2(5 + n)θ
+ β4 cos 2(5 + n)θ] + ρ2n+12 · 2[α3 + α3β + 2αβ2 + 2αβ3
+ 2β cos 2θ(α3 + β + β3 + α2(1 + β)
+ α(2 + β + β2)) + 4α2β(1 + β) cos2 2θ + 2αβ(1 + β) cos 4θ
− 2αβ cos 2(1 + n)θ − 2β2 cos 2(1 + n)θ − α3 cos 2(2 + n)θ
− 2αβ cos 2(2 + n)θ − 4α2β cos 2(2 + n)θ − 2αβ2 cos 2(2 + n)θ
− 2αβ cos 2(3 + n)θ − 2α2β cos 2(3 + n)θ − 2α3β cos 2(3 + n)θ
− 4β2 cos 2(3 + n)θ − 2αβ2 cos 2(3 + n)θ − 2α2β2 cos 2(3 + n)θ
− α3β cos 2(4 + n)θ − 2αβ2 cos 2(4 + n)θ − 4α2β2 cos 2(4 + n)θ
− 2αβ3 cos 2(4 + n)θ − 2αβ3 cos 2(5 + n)θ − 2β4 cos 2(5 + n)θ
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+ β2 cos 2θ sin 8θ] + ρ2n+10 · (−2β)[α2 + β + 2αβ + α2β + β2 + β3
+ 2α(1 + β)(α+ β) cos 2θ
+ 2(1 + α)β cos 4θ − β cos 2(1 + n)θ − 2α2 cos 2(2 + n)θ
− 2αβ cos 2(2 + n)θ − α2 cos 2(3 + n)θ − 2β cos 2(3 + n)θ
− 4αβ cos 2(3 + n)θ − α2β cos 2(3 + n)θ − β2 cos 2(3 + n)θ
− 2α2β cos 2(4 + n)θ − 2αβ2 cos 2(4 + n)θ − β3 cos 2(5 + n)θ]
+ ρ2n+8 · 2β2[α+ αβ + 2(α+ β) cos 2θ
− α cos 2(2 + n)θ − 2α cos 2(3 + n)θ − 2β cos 2(3 + n)θ
− αβ cos 2(4 + n)θ]− ρ2n+6 · [4β3 sin2(3 + n)θ] + ρ18 · [4 sin2 θ]
− ρ16 · [4α sin2 2θ] + ρ14 · 8 sin2 θ[α2 + β + 2α2 cos 2θ + β cos 4θ]
− ρ12 · [4α sin2 2θ(α2 − β + 4β cos 2θ)]
+ ρ10 · 4 sin2 θ[α4 + 2α2β + 2β2 + 8α2β cos 2θ + 2β(α2 + 2β) cos 4θ]
− ρ8 · [4αβ sin2 2θ(α2 − β + 4β cos 2θ)]
+ ρ6 · [8β2(α2 + β + 2α2 cos 2θ + β cos 4θ) sin2 θ]
− ρ4 · [4αβ3 sin2 2θ] + ρ2 · [4β4 sin2 θ].
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[12] A. Cvetković, M. Spalević, Estimating the Error of Gauss-Turan
Quadrature Formulas Using Their Extensions, ELECTRONIC
TRANSACTIONS ON NUMERICAL ANALYSIS, vol. 41, str.
1-12, (2014)
[13] G. Darboux, Memoire sur I’ approximation des fonctions de tres-
grands nombres et sur une classe etendue de diveloppements en
serie. J. Math. Pures Appl. (3) 4, 377-416, (1878)
[14] P.J. Davis, Errors of numerical approximation for analytic func-
tions. J. Rational Mech. Anal. 2, 303-313, (1953)
[15] E. Doha, A. Bhrawy, R. Hafez, M. Abdelkawy, A Chebyschev-
Gauss-Radau scheme for nonlinear hyperbolic system of first or-
der, Appl. Mth. Inf. Sci, 8, 2, 1-10, (2014)
[16] J.D. Donaldson, D. Eliott, A unified approach to quadrature rules
with asymptotic estimates of their remainders. SIAM J. Numer.
Anal. 9, 573-602, (1972)
[17] M.R. Eslahchi, M. Masjed-Jamei, E. Babolian, On numerical
improvement of Gauss-Lobatto quadrature rules, App. Math.
Comp. 164, 707-717, (2005)
[18] M.R. Farmer, G. Loizou, An algorithm for the total or partial,
factorization of a polynomial, Math. Proc. Camb. Phil. Soc. 82,
427-437, (1977)
[19] G. Freud, Error estimates for Gauss-Jacobi quadrature formulae.
In: Topics in Numerical Analysis (Ed. by Miller, J.J.H.), Aca-
demic Press, London 113-121, (1973)
[20] G. Freud, Numerical estimates for the error of Gauss-Jacobi
quadrature formulae. In: Topics in Numerical Analysis II (Ed.
by Miller, J.J.H.), Academic Press, London 43-50, (1975)
[21] C.F. Gauss, Methodus nova integralium valores per approxima-
tionem inveniendi, Commentationes Societatis Regiae Scientari-
um Gottingensis Recentiores 3 [Werke III, 163-196] (1814)
[22] L. Gatteschi, Su una formula di quadratura quasi Gaussiana.
Tabulazione delle ascisse dintegrazione e delle relative costanti
di Christoffel, Atti Accad. Sci. Torino CI. Sci. Fix Mat. Natur.
98 (1963/64) 641-661, (1964)
[23] W. Gautschi, Construction of Gauss-Christoffel quadrature for-
mulas, Math. Comp., vol. 22, 251-270, (1968)
[24] W. Gautschi, A Survey of Gauss-Christoffel Quadrature For-
mulae, (P.L.Butzer, F.Fehér, eds.), 72–147, Birkhäuser, Basel,
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[92] A.V. Pejčev, Lj.V. Mihić, Error bounds for Gauss-Radau quadra-
ture formula with double end points with respect to the Cheby-
shev weight function of the third kind (u pripremi)
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of Bernstein-Szegő weight functions, App. Math. Comput. 218,
5746-5756, (2012)
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kvadraturnih formula u odnosu na Chebyshev-ljeve težinske funkci-
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