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subject to A ⊆ f−1(0)
B ⊆ f−1(1)
C = {(x, y) ∈ A×B : dH(x, y) = 1}.
ここで，f−1(0)は f(x) = 0である全ての x ∈ {0, 1}nからなる集合であり，f−1(1)
は f(y) = 1である全ての y ∈ {0, 1}nからなる集合である．また，x, y ∈ {0, 1}nに
























ADVは 2003年に Barnumら [6]によって提案された量子質問複雑さに対する下
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に量子敵対者限界ADVに部分的な変更を加えた指標である．各指標についてより
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ることを示す．
第 5章 最簡なブール式のクラスとそのNPN代表元














0と 1の 2つの値しかとらない変数を論理変数という．一般に，値 0は偽，値 1
のは真の状態を表しているものと考える．関数
f : {0, 1}n → {0, 1}
を n変数ブール関数という．変数の個数を省略しても混同の恐れがない場合には，
単にブール関数ということもある．本論文において用いる基本的な五つのブール
関数論理否定 NOT，論理積 AND，論理和OR，排他的論理和 XOR，2入力マル
チプレクサ関数MUXの真理値表を表 2.1，2.2，2.3に示す．
nを任意の自然数とする．ある i ∈ {1, 2, . . . , n}に対し，i番目の変数への割り
当てを出力する n変数ブール関数をプロジェクション関数 PROJi,nと呼ぶ．変数
の数を特に指定しない場合には，PROJiと記す．
あるブール関数 f に対して，fの否定関数を f̄と記す．すなわち，任意の入力x
に対して，f(x) = 0のとき f̄(x) = 1，f(x) = 1のとき f̄(x) = 0となる．
ブール関数を式として表現する場合には，次に示すブール式が用いられる．
定義 2.1 (B式) 基底Bをあるブール関数の集合とする．Bを基底とするブール
式とは，以下のような式のことである．Bを基底とするブール式をB上のブール
式やB式とも呼ぶことにする．






x y AND(x, y) OR(x, y) XOR(x, y)
0 0 0 0 0
0 1 0 1 1
1 0 0 1 1
1 1 1 1 0
表 2.3: MUX関数の真理値表
x y z MUX(x, y, z)
0 0 0 0
0 0 1 0
0 1 0 1
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 0
1 1 1 1
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1. 定数 0と 1はB式である．
2. 論理変数を x1, x2, . . .で表す．自然数 iに対して，xiはB式であり，xiの表
す関数はプロジェクション関数 PROJiである．
3. Bに含まれる任意の k変数ブール関数 f に対して，その関数名をOPf とす
る．任意の k個のB式F1, F2, . . . , Fkに対し，OPf (F1, F2, . . . , Fk)はB式で
ある．式OPf (F1, F2, . . . , Fk)は，式 F1, F2, . . . , Fkが表すブール関数と f と
の合成によって得られる関数を表す．
例えば，B = {AND, OR, NOT, XOR, MUX}とすると，次の式は B式である．論
理変数 x1, x2, . . . , x6を定義域を {0, 1}とする論理変数とする．
AND(OR(x1, x2), MUX(XOR(x2, x3), x6, AND(x5, x4))).
関数NOT，AND，OR，XORは，式において，それぞれ ¬，∧，∨，⊕という
演算記号を用いても表す．すなわち，二つの論理変数 x1と x2に対し，NOT(x1)
を¬x1，AND(x1, x2)を x1 ∧ x2，OR(x1, x2)を x1 ∨ x2，XOR(x1, x2)を x1⊕ x2と
も書く．これらの演算記号を用いると，関数MUXは次の式で表される．x1, x2, x3
を論理変数とする．
MUX(x1, x2, x3) = (¬x1 ∧ x2) ∨ (x1 ∧ x3).






1 ∨ x = 1, 1 ∧ x = x,
0 ∨ x = x, 0 ∧ x = 0.
2. 巾等律
x ∨ x = x, x ∧ x = x.
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3. 交換律
x ∨ y = y ∨ x, x ∧ y = y ∧ x.
4. 結合律
(x ∨ y) ∨ z = x ∨ (y ∨ z), (x ∧ y) ∧ z = x ∧ (y ∧ z).
5. 分配律




x ∨ ¬x = 1, x ∧ ¬x = 0.
8. ド・モルガンの法則
¬(x ∨ y) = ¬x ∧ ¬y, ¬(x ∧ y) = ¬x ∨ ¬y.
ブール式の複雑さは，{AND, OR, NOT}を基底とするブール式を用いて定義さ
れる．この基底を標準基底と呼ぶ．
定義 2.2 B∗ = {AND, OR, NOT}とする．B∗式 F のサイズ size(F )とは，F に
現れる論理変数の個数であり．ブール関数 f のブール式複雑さL(f)とは，f を表
すB∗式の中で，サイズが最小のB∗式のサイズのことである．ブール関数 f を表
すB∗式 F のサイズが L(f)に等しいとき，F を最簡な式という．
基底を明記せず単にブール式と書いた場合には，標準基底上のブール式を意味









二人のプレイヤー，アリスとボブによって行われる．まず，アリスには f(x) = 1
である，ある入力 x = (x1, . . . , xn)が与えられ，ボブには f(y) = 0である，ある
入力 y = (y1, . . . , yn)が与えられる．彼らの目標は，xi 6= yiであるインデックス i
を見つけることであり，そのために彼らは互いにメッセージを送りあうことがで
きる．より具体的には，このコミュニケーションプロトコルは，次のような二分
木で表現される．X = {x|f(x) = 0}，Y = {y|f(y) = 1}とする．








定理 2.1 ([17]) 任意のブール関数 f に対して，L(f) = CP (f)
定義 2.3 (コミュニケーション行列) f のコミュニケーション行列Mf を次のよう
に定義する．Mf の行と列は f−1(0)の要素と f−1(y)の要素でそれぞれ番号づけら
れているとし，成分 (x ∈ f−1(0), y ∈ f−1(1))をMf [x, y] = {i|xi 6= yi}とする．
X ⊆ f−1(0)，Y ⊆ f−1(1)に対し，直積X × Y をMf の長方形と呼ぶ．ある i (i ∈
{1, 2, . . . , n})が存在して，X × Y に含まれる任意の (x, y)に対して，Mf [x, y] 3 i
であるとき，X × Y を単色長方形と呼ぶ．Mf の長方形の集合 R1, R2, . . . , Rk が
Mf を覆うとは，任意の (x, y) ∈ f−1(0)× f−1(1)に対し，ある i (i ∈ {1, 2, . . . , k}
が存在して，(x, y) ∈ Riが成り立つことである．
定義 2.4 (長方形分割数) ブール関数 fに対して，そのコミュニケーション行列を
Mf とする．Mf を覆うために必要な互いに素な単色長方形の集合の要素数の最小
値を f の長方形分割数と呼び，CD(f)と記す．
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ブール関数 fに対する任意のコミュニケーションプロトコルを考える．そのプロ
トコルにおける任意の葉 lに対し，Rlを葉 lに到達する (x, y) ∈ f−1(0)× f−1(1)の
集合とすると，Rlは明らかに単色である．また，異なる葉 l, l′に対し，Rl∩Rl′ = ∅
なので，{Rl | lはプロトコルの葉 }はMf を覆う互いに素な単色長方形の集合で
ある．よって，任意のブール関数 f に対してCD(f) ≤ CP (f)となり，次の系が得
られる．
系 2.2 任意のブール関数 f に対して，L(f) ≥ CD(f)である．
2.4 決定的質問モデル
ブール関数 f : {0, 1}n → {0, 1}を計算する決定的質問アルゴリズムとは，fの任
意の入力割り当てa ∈ {0, 1}nに対し，aが入力として与えられると f(a)を出力す
るものである．ただし，アルゴリズムは入力aに直接アクセスできず，オラクルへの
アクセスを通して間接的にaに関する情報を得る．オラクルは整数 i ∈ {1, 2, . . . , n}
が入力として与えられると，割り当て aの iビット目の値 aiを返す．このように









であり，各内部ノードはある i ∈ {1, 2, . . . , n}に対する論理変数 xiでラベル付け
られており，各葉は 0か 1の値でラベル付けられている．図 2.1に決定木の例を示
す．決定木 T に現れる論理変数が x1, x2, . . . , xnのとき，T は n変数ブール関数を
表す．a ∈ {0, 1}nに対する決定木の出力は次のようにして決まる．根から始まり，
次の操作を繰り返す：現在対象としているノードが葉であるときは，操作を終了
しその葉の値 (0または 1）を出力する．そうではなくノードのラベルが xiである
場合には，ai = 0であるときには左の子へ，ai = 1であるときには右の子へ進む．







ある決定木が n変数ブール関数 fを計算するとは，任意の a ∈ {0, 1}nに対して，
その決定木の出力が f(a) となるときをいう．以下ではしばしば決定木 T とそれが
計算する関数を同一視し，a ∈ {0, 1}nに対する T の出力を T (a)と記す．
定義 2.6 任意の決定木 T に対して，T の深さとは，T の根から葉までのパスの中
で最長のパスの長さである．ブール関数 f に対する決定木の複雑さとは，f を計
算する深さが最小の木の深さである．






定義 2.7 ある決定木 T に対して，T̄ を T の各葉のラベルの 0と 1を反転して得ら
れる木とする．
明らかに，T̄ の計算する関数は T の計算する関数の否定関数である．すなわち，
任意の xに対して，T̄ (x) = 1− T (x)である．



















がある．|ψ〉と |ϕ〉の内積を 〈ψ|ϕ〉と表記する．|ψ〉と |ϕ〉のテンソル積を |ψ〉⊗ |ϕ〉
と表記し，|ψ〉|ϕ〉，|ψ, ϕ〉，|ψϕ〉などとしばしば略記する．行列に対するテンソル
積も同じ記号を用いる．Aをm行 n列の行列，Bを p行 q列の行列とする．この





A11B A12B . . . A1nB
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1× 2 1× 1 2i× 2 2i× 1
1× 3 1× i 2i× 3 2i× i
0× 2 0× 1 i× 2 i× 1






2 1 4i 2i
3 i 6i −2
0 0 2i i
0 0 3i i




























ここで aと bは複素数である．|ψ〉が単位ベクトルであるという条件 〈ψ|ψ〉 = 1は
|a|2 + |b|2 = 1と等価であり，条件 〈ψ|ψ〉 = 1を状態ベクトルの正規化条件と呼ぶ．
この条件は，後に測定に関する公理において見るように，測定が正しく行われる
ために必要な条件でもある．
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nを任意の自然数とする．任意の i ∈ {1, 2, . . . , n}に対して，αi ∈ Cとする．任
意の線形結合
∑








左に表記される量子ビットから数えて i (i ∈ {1, 2, . . . , k}) 番目の量子ビットを第
i量子ビットと呼ぶ．
公理 2 閉じた量子システムの時間発展はユニタリ変換で記述される．つまり時刻
t1におけるシステムの状態 |ψ〉は，時刻 t2におけるシステムの状態 |ψ′〉と時刻 t1
と t2だけに依存するユニタリ行列 U によって次式のように関係づけられる．




見ると，時刻 tの状態ベクトルを |ψt〉 = α0|0〉+ α1|1〉とし，ユニタリ行列 U を作
用することで得られる時刻 t + 1 の状態ベクトルを |ψt+1〉とすると，
〈ψt+1|ψt+1〉 = 〈ψt|U∗U |ψt〉
= 〈ψt|ψt〉
= |α0|2 + |α1|2




テムの状態空間は部分システムの状態空間H1,H2, . . . ,Hkのテンソル積空間H1⊗
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H2 ⊗ · · · ⊗ Hk である．1 ≤ i ≤ kなる各 iについて i番目システムが状態 |ψi〉に
あるとき，この複合システムの状態は
|ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψk〉 (2.1)
である．
小節 2.5.1で述べたように，(2.1)を記号⊗を省略して |ψ1〉|ψ2〉 . . . |ψk〉や
|ψ1ψ2 . . . ψk〉のようにしばしば書く．




















































基底B = {|0〉|0〉, |0〉|1〉, |1〉|0〉, |1〉|1〉}に対して観測を行うと，確率 1/11で 00，確
率 5/11で 01，確率 2/11で 10，確率 3/11で 11を得る．このように，第 1量子ビッ






























































4U|ψ〉 = |0〉|0〉|0〉|0〉 |ψ′〉
図 2.2: 量子回路の例．4量子ビットの状態 |0000〉が回路に左から入る．その 4量子
ビットに U1, U2, U3, U4が順に適用され，回路の右側まで到達したときに状態 |ψ′〉
が測定される．
われることを意味する．図 2.2の例を見ると，状態が |ψi〉 = |0〉 ⊗ |0〉 ⊗ |0〉 ⊗ |0〉で

























f : {0, 1} → {0, 1}を計算する量子回路が与えられたと仮定する．この量子回路をブ
ラックボックスまたはオラクルとして用いる．つまり，この回路を利用することで
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入力xに対する f(x)の値を得ることができるが，回路の内部の動きについてはなに
も情報を得ることができない．Deutschのアルゴリズムが解く問題とは，f(0)⊕f(1)
の値を決定することである．ここで⊕は排他的論理和である．f(0)⊕ f(1) = 0で
あるならば f(0) = f(1)である，つまり，f が定数であることがわかるが，f(0)や










て，f(0)⊕ f(1)は 0にも 1にもなりうる．つまり，f(1)の値を得るためにオラク
ルに二回目の質問をすることなしに f(0) ⊕ f(1)の値を決定することはできない．




Uf : |x〉|y〉 7→ |x〉|y ⊕ f(x)〉.
例えば，状態 |0〉|0〉をブラックボックスに与えると，|0〉|0⊕ f(0)〉 = |0〉|f(0)〉が得


























































)( |0〉 − |1〉√
2
)
を得る．ここで，最後の等式は (−1)f(0)(−1)f(1) = (−1)f(0)⊕f(1) であることを用
いた．









( |0〉 − |1〉√
2
)
を得る．第 1量子ビットの基底状態 |0〉の振幅の二乗は 1である．よって，|ψ4〉の
第 1量子ビットを測定すれば，値 0 = f(0)⊕ f(1)を得られる．
もし f がバランスした関数，つまり f(0)⊕ f(1) = 1であるならば，
|ψ3〉 = (−1)f(0)
( |0〉 − |1〉√
2





( |0〉 − |1〉√
2
)
を得る．第 1量子ビットの基底状態 |1〉の振幅の二乗は 1である．よって，|ψ4〉の第
1量子ビットを測定すれば，値 1 = f(0)⊕ f(1)を得られる．このように，Deutsch
のアルゴリズムを実装した回路の最後で第 1量子ビットを測定すれば f(0)⊕ f(1)
の値を得ることができる．





入る．その後，第 2量子ビットにXが適用され，第 1，第 2の両方の量子ビットに









入力: 未知の関数 f : {0, 1}n → {0, 1}を計算するブラックボックス．
問題: f(x) = 1である入力 x ∈ {0, 1}nを見つけよ．
探索問題は f(x) = 1となるような入力 xを複数持つ f が与えられる可能性があ
るが，議論を簡単にするためにそのような入力は 1つのみであるとする．f(x) = 1






で探索問題の解を得ることができる．f(x) = 1となるような xが存在しない f の
場合については，Groverのアルゴリズムは必ず間違う，つまり，f(x) = 0となる
ような xを出力するので，出力値 xの関数値 f(x)を確認する質問をさらに 1回す
ることで，f(x) = 1となるような xが存在しない f であることも高確率で示すこ
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とができる．
前小節 2.5.4と同様に，ブラックボックスを表す量子回路 Uf は以下のように表
される．x, b ∈ {0, 1}とする．よって，|x〉と |b〉は 1量子ビットである．
Uf : |x〉|b〉 7→ |x〉|b⊕ f(x)〉.
第 2量子ビットを (|0〉 − |1〉)/√2)とすると，
Uf |x〉




( |0〉 − |1〉√
2
)
となる．第 2量子ビットの値が (|0〉 − |1〉)/√2) のまま変わっていないため，第 2










|x〉 7→ −|x〉, x 6= 00 . . . 0




1. 入力される n量子ビットに対して Uf を適用する．
2. 手順 1の後に出力される n量子ビットに対して，n量子ビットアダマールゲー
トH⊗nを適用する．
3. 手順 2の後に出力される n量子ビットに対して，U0⊥を適用する．
4. 手順 3の後に出力される n量子ビットに対して，n量子ビットアダマールゲー
トH⊗nを適用する．
よってGはG = H⊗nU0⊥H⊗nUf というユニタリ行列で表される．量子回路で書
くと図 2.5.5のようになる．第 2量子ビットは (|0〉 − |1〉)/√2のままで終始変化し
ないため，図 2.5.5内でも省略されている点に注意されたい．
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fU nH ⊗ nH ⊗⊥0U MM






























次の二つの部分の和に分ける．一つ目の部分は f(x) = 0である xの和である．す
なわち，探索問題の解ではない ‘悪い’入力 xについての和である．悪い入力の集
合をXbadとする．二つ目の部分は f(x) = 1である xの和である．すなわち，探
索問題の解である ‘良い’入力 xについての和である．良い入力の集合をXgoodと
する．すでに述べたように，f(x) = 1であるような入力 xは一つしかないとして



























|ψ〉 = H|00 . . . 0〉
とする．|ψ〉にHU0⊥Hを左から掛けると，
HU0⊥H|ψ〉 = |ψ〉 (2.2)
となる．式 (2.2)はH2 = I であることを用いれば容易に導かれる．V ⊥ψ を |ψ〉に
直交するベクトル空間とする．この空間は x 6= 00 . . . 0以外の xに対するH|x〉に
よって張られる空間である．よって，x 6= 00 . . . 0であるような xに対して，
HU0⊥HH|x〉 = −H|x〉
となる．よって，HU0⊥Hを左から掛けるという演算は V ⊥ψ に含まれるベクトルの
振幅を-1倍する効果がある．したがって，HU0⊥Hを次のように書くこととする．
Uψ⊥ = HU0⊥H.




命題 2.1 |ψ〉 = (1/√N) ∑N−1x=0 |x〉とする．このとき，HU0⊥H = 2|ψ〉〈ψ| − I で
ある．
証明: まず，U0⊥ = 2|00 . . . 0〉〈00 . . . 0| − I であることを示す．状態に U0⊥ を掛け





1 0 0 0 . . . 0
0 −1 0 0 . . . 0







0 0 0 0 . . . −1


この行列は明らかに 2|00 . . . 0〉〈00 . . . 0| − Iと等価である．よって，
HU0⊥H = H(2|00 . . . 0〉〈00 . . . 0| − I)H
= 2H|00 . . . 0〉〈00 . . . 0|H −HH
= 2|ψ〉〈ψ| − I
となる．ここで，H∗ = H，H2 = Iを用いている．
2
命題 2.2 H|00 . . . 0〉に直交する任意のn-qビットの状態 |φ〉はその振幅の和が 0で
ある．
証明: |φ〉について，基底 |00 . . . 0〉, |00 . . . 1〉, . . . , |11 . . . 1〉の振幅をそれぞれα0, α1,
. . . , α2n とする．一方
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証明: 状態 |φ〉を |ψ〉に平行な成分と |ψ〉に直交する成分 |ψ̄〉とに分解する．すな
わち，








Uψ⊥|φ〉 = (2|ψ〉〈ψ| − I)|φ〉 (2.3)
= 2α|ψ〉〈ψ|ψ〉+ 2β|ψ〉〈ψ|ψ̄〉 − |φ〉 (2.4)
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となる．
2























のアルゴリズムを用いれば f(x) = 1であるような xがあるかどうかを決定する決
定問題を解くことができることを示している．この決定問題は次のような長さ n
の論理変数X = (X1, X2, . . . , Xn) のOR関数 gを計算する問題と等価である．
g(X) = X1 ∨X2 ∨ · · · ∨Xn.
gを任意の関数へと拡張することで，次に述べる質問モデルが得られる．
量子質問とは，オラクルへの入力が量子重ね合わせ状態であり，返される値も
量子重ね合わせ状態である．割り当てx = (x1, x2, . . . , xn) ∈ {0, 1}n に対するオラ
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平均値 |w〉
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クルを表す量子ゲートは，
Ox : |i〉|z〉 → (−1)xi|i〉|z〉. (2.8)
で表される．ここで，|i〉はオラクルへの入力のための量子ビットであり，
i ∈ {0, 1}dlog neである．|z〉は計算作業領域の量子ビットである．
量子質問モデルのアルゴリズムは，全ての量子ビットを 0 に初期化した状態




状態は一般に xに依存しないユニタリ行列 U0, U1, . . . UT を用いて状態ベクトルと
行列の積で以下のように表される．
|ψTx 〉 = UT OxUT−1 . . . U1OxU0|0〉.
のように表される．測定はこの状態の特定の 1量子ビットに対して行い，得られた
1ビット a = {0, 1}をアルゴリズムは出力する．ブール関数 f を誤り率 εで計算す
る量子質問アルゴリズムとは，f の任意の入力割り当て x ∈ {0, 1}nに対して，ア
ルゴリズムの出力を aとしたとき，a = f(x)となる確率が少なくとも 1 − εであ
るものをいう．fを誤り率 εで計算する量子アルゴリズムAに対し，Aの量子質問
複雑さとは，全ての入力割り当てx ∈ {0, 1}nの中でアルゴリズムAが少なくとも
確率 1− εで f(x)を出力するために必要となる質問回数の最大値である．




k をある自然数とする．iを定義域が {0, 1}dlog ne である変数とし，z を定義域が
{0, 1}kである変数とする．状態が∑i,z αi,z|i〉|z〉である量子質問アルゴリズムAを








ため，任意のブール関数 f に対して，D(f) ≥ Qε(f)が成り立つ．
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2.7 量子敵対者限界






. . . , vn)と書くこととする．以下では，特に指定のない場合，行列はある nに対す
る 2n× 2nの正方行列とし，その行と列は nビットの系列で番号づけられていると
する．
xをあるビット列行列Aとビット列x, y ∈ {0, 1}nに対して，Aの (x, y)成分を
A[x,y]と記す．また，A∗をAの共役転置行列とする．列ベクトル vに対して，v













ち，任意のx,y ∈ {0, 1}nに対して，(A◦B)[x,y] = A[x,y]B[x, y]とする．各成分
が 0か 1であるような行列をブール行列と呼ぶ．ブール行列Aに対して，Aの否定
行列を Āと記す．すなわち，任意のx, y ∈ {0, 1}nに対して，Ā[x,y] = 1−A[x, y]
とする．行列を行と列のラベルを明示して表記する場合，以下のように各成分と
対応する行と列のラベルを線で区切り併記する．
00 01 10 11
00 0 2 1 0
01 2 0 0 1
10 1 0 0 2
11 0 1 2 0
第 2章 準備 34
行列Aを上の表で定義した場合，A[00, 01] = A[01, 00] = A[10, 11] = A[11, 10] = 2，
A[00, 10] = A[01, 11] = A[10, 00] = A[11, 01] = 1であり，Aのその他の成分は 0で
ある．
ブール関数 f : {0, 1}n → {0, 1}に対して，次の条件を満たす Γを f の敵対者行
列と呼ぶ．
1. Γは対称行列である．
2. 各 x,y ∈ {0, 1}nに対して，Γ[x,y] ≥ 0．
3. ある x,y ∈ {0, 1}nに対して，Γ[x,y] > 0．
4. f(x) = f(y)のとき，Γ[x, y] = 0．
ブール行列Diを，任意の x,y ∈ {0, 1}nに対し，xと yの第 i成分が異なるとき，
またそのときに限りDi[x, y] = 1であるような行列とする．
量子敵対者法は考慮下の関数 f によって指定される数理計画問題によって定式
化され，その最適解が f の量子質問複雑さQε(f)の下界を与える [6]．その最適値
ADV(f)を f の量子敵対者限界と呼ぶ．








定理 2.3 ([6]) 任意のブール関数 f と任意の ε ∈ [0, 1/2)に対して，







定理 2.4 ([21]) 任意のブール関数 f に対して，
ADV2(f) ≤ L(f).
定義 2.10 あるブール関数 f に対して，ADV2(f) = L(f)であるとき，f をADV
タイトであるという．
第 2章 準備 35
ADV(f)を定義する数理計画問題には，次に示す双対表現が存在する．その双
対表現によって定義される数理計画問題の最適値をMM(f)と記す．
定義 2.11 関数 p : {0, 1}n × {1, 2, . . . , n} → R が {1, 2, . . . , n}上の確率分布族で
あるとは，任意の x ∈ {0, 1}n，任意の i ∈ {1, 2, . . . , n}に対し，px(i) ≥ 0，かつ∑
i px(i) = 1を満たすことである．{1, 2, . . . n}の確率分布族の集合をPnと表記す











ここで，c ∈ {0, 1}に対して，f−1(c) = {x ∈ {0, 1}n | f(x) = c}とする．
定理 2.5 任意のブール関数 f に対して，ADV(f) = MM(f)が成立する．
f をあるブール関数とする．ADV(f)は目的関数mini∈{1,2,...,n}(‖Γ‖/‖Γ ◦Di‖)を
最大化する数理計画問題の最適値とみなせる．この数理計画問題をAと呼ぶこと













ブール関数 f : {0, 1}n → {0, 1}を誤り率 εで計算する量子質問アルゴリズムを
考える．入力割り当て x ∈ {0, 1}nとすると，各 t ≥ 0に対してブラックボックス
Oxに t回質問した後の量子アルゴリズムの状態は，
|ψtx〉 = UtOx . . . U1OxU0|0〉 (2.9)
のように表される．ここで，U1, U2, . . . , Utはxに依存しないユニタリ行列である．
量子質問アルゴリズムが関数 f を計算するために T 回の質問を必要とすること
を示す一般的なアプローチは，f(x) = 1を満たす入力xに対するブラックボック
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スOxと f(y) = 1を満たす入力yに対するブラックボックスOyをそのアルゴリズ
ムが高精度では区別できないことを示すことである．任意の量子質問アルゴリズ
ムAに対して，ブラックボックスOxが与えられた時にAが T 回質問した後の状
態を |ψTx 〉とし，ブラックボックスOyが与えられた時にAが T 回質問した後の状
態を |ψTy 〉とする．f(x)と f(y)を高精度で計算する量子質問アルゴリズムは，状






定理 2.6 nを任意の自然数とする．x,y ∈ {0, 1}nとし，x 6= yかつ z ∈ {x,y}と
する．入力 |ψz〉が与えられたとき，z = xであるか z = yであるかを推測する任
意の手続きは，高々確率 1− ε = 1/2(1 +√1− ε′2)でしか正しく推測できない．こ
こで，ε′ = |〈ψx|ψy〉|である．この確率は最適な観測により達成される．






ここで，Γは任意に固定した f の敵対者行列，δは Γの最大固有値に対応する正規
化された固有ベクトルとし，δxは δの x番目の成分とする．
アルゴリズムはブラックボックスに質問をする前の状態 |ψ0x〉から計算を始める




Γ[x, y]δxδy = ||Γ|| (2.11)
である．ここで，||Γ||は Γのスペクトルノルムを表す．入力割り当てが xであ
れば，T 回の質問の後の最終状態は |ψTx 〉であり，入力割り当てが yであれば，T
回の質問の後の最終状態は |ψTy 〉である．f(x) 6= f(y)であれば，定理 2.6より，
|〈ψTx |ψTy 〉| ≤ 2
√
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回の質問をする必要がある．∆の上界は文献 [14]の定理 2の証明にあるように，式
(2.9)を用いて導出でき，









定義 2.12 f : {0, 1}n → {0, 1}とし，Φf を f に対する敵対者行列の集合とする．







α = (1, 1, . . . , 1)のとき，ADVα(f) = ADV(f)であることに注意されたい．
定義 2.13 hを以下で与えられるn変数ブール関数とする．kを任意の自然数とし，
n1, n2, . . . , nkを n = n1 + n2 + · · · + nkを満たす任意の自然数とする．ある k変
数ブール関数 f : {0, 1}k → {0, 1}と k個のブール関数 g1 : {0, 1}n1 → {0, 1}，. . .，
gk : {0, 1}nk → {0, 1}に対して，
h(x) = f(g1(x
1), g2(x
2), . . . , gk(x
k)).
ここで，xはk個のビット列x1 ∈ {0, 1}n1, x2 ∈ {0, 1}n2, . . ., xk ∈ {0, 1}nk の連接と
する．このとき，hを fと g1, g2, . . . , gkとの合成関数と呼び，h = f ◦(g1, g2, . . . , gk)
と書く．
定理 2.7 ([12]) kを任意の自然数する．任意の k変数ブール関数 f と任意のブー
ル関数 g1, g2, . . . , gkに対し，h = f ◦ (g1, g2, . . . , gk)とする．このとき，
ADV(h) = ADVα(f).
ここで，αi = ADV(gi)とし，α = (α1, α2, . . . , αk)とする．











命題 2.4 ([12]) 任意の α = (α1, α2) ∈ R2+に対して，









しかし，ANDとOR以外の多くの関数 f に対してADVα(f)を αを用いた式で
表すことは非常に困難である．本論文の第 3章における我々の技術的な成果は，2







定義 2.14 p : {0, 1}n × {1, 2, . . . , n} → Rを，px(i) ≥ 0かつ各 x ∈ {0, 1}nに対
して
∑
i∈{1,2,...,n} px(i) = 1 という意味での確率分布の集合とする．そのような p












定理 2.8 ([12]) 任意の f : {0, 1}n → {0, 1} と任意の α ∈ Rn+に対して，
ADVα(f) = MMα(f).
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最後にコスト付き量子敵対者限界に関する基本的で有用な性質をいくつか示
す．定義 2.12から ADVα は各 αi に関して単調増加であることが容易にわかる．
このことを命題として以下に示す．二つのベクトル α = (α1, α2, . . . , αn)と β =
(β1, β2, . . . , βn)に対して，任意の i ∈ {1, 2, . . . , n}に対し αi ≤ βi であるとき，
α ≤ βと書くことにする．
命題 2.5 f : {0, 1}n → {0, 1}とする．α ≤ βであるような任意の二つのベクトル




命題 2.6 f : {0, 1}n → {0, 1}とし，α ∈ Rn+とする．このとき，任意の c ∈ R+に
対して，
ADVcα(f) = cADVα(f).
命題 2.7 f : {0, 1}n → {0, 1}とし，α = (α1, α2, . . . , αn) ∈ Rn+とする．{1, 2, . . . , n}
上のある置換 πに対して，関数 f(xπ(1), xπ(2), . . . , xπ(n))を π(f)と記す．また，ベ
クトル (απ(1), απ(2), . . . , απ(n)) を π(α)と記す．{1, 2, . . . , n}上の任意の置換 πに対
して，
ADVπ(α)(π(f)) = ADVα(f).
命題 2.8 f : {0, 1}n → {0, 1}とし，α = (α1, α2, . . . , αn) ∈ Rn+ とする．ビッ
ト v ∈ {0, 1}に対して，v0 = v とし，v1 = v̄ とする．f ′ をあるビット列 b =




命題 2.6は定義から明らかであり，命題 2.7と命題 2.8は，次に述べる命題から
容易に導かれる．
命題 2.9 nを任意の自然数とし，Mを 2n×2nの正方行列Mとする．任意のx,y ∈
{0, 1}nに対し，M の行 xと行 yを入れ替え，列 xと列 yを入れ替えて得られる
正方行列をM ′とすると，
||M || = ||M ′||.
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証明: M の固有値 aに対応する固有ベクトル vの x番目の成分と y番目の成分を
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な命題，すなわち以下の 2乗ギャップ予想が成立すると予想している．








これまでに知られている最良の結果は，任意のブール関数 f と ε ∈ (0, 1/2)に対す
るQε(f) = Ω(D(f)1/6)という結果 [7]と，ε = 0に対するQε(f) = Ω(D(f)1/3) と












さらに，その結果を拡張し，基底を B = {AND, OR, NOT, XOR, MUX}に拡
張した一回読み関数に対しても 2乗ギャップ予想が成立することを示す．ここで，
XORは 2変数排他的論理和関数であり，MUXは 2入力マルチプレクサ関数であ
る．XORとMUXは標準基底 {AND, OR, NOT}上の一回読みブール式では表現


























る最も成功した手法の一つであり [3, 4, 6, 22, 28]，与えられたブール関数によっ
て定まる数理計画問題の最適値として定義される．定理 2.7で示したように，h =
f ◦ (g1, g2, . . . , gk)という合成関数に対しては，hに対する量子敵対者限界ADV(h)
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付けられているが，ただ一つの子しか持たない．入力割り当てa = (a1, a2, . . . , an) ∈




進み，vが根である部分木 T ′に対して再帰的に出力値の評価を行い，ai ⊕ T ′(a)
を出力する．言い換えると，ai = 0の場合は，部分木 T ′の出力の評価を行うが，
xi = 1の場合には部分木 T の表す関数の否定関数の出力の評価を行う．




















MUX(x1, MUX(x2, 0, 1), XOR(x3, MUX(x4, MUX(x5, 1, 0), 0))).
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MUX(x2, 0, 1)は x2と，MUX(x5, 1, 0)は x̄5と等価であることに注意すると，この
式は次のように簡単かできる．





定義 3.1 (ランク [9]) パリティノード付き決定木 T に対して，T のランク r(T )を
以下のように再帰的に定義する．T が葉であるとき，r(T ) = 0である．T の根
がパリティノードであるとき，そのパリティノードの子の部分木を T1とすると，




max{r(T1), r(T2)} if r(T1) 6= r(T2),
r(T1) + 1 if r(T1) = r(T2).
よって，二つの木T1とT2を通常の内部ノードで結合した木T = MUX(xi, T1, T2)
のランクは，T1と T2のランクの差 |r(T1) − r(T2)| = 0ではない限り，T1と T2の
どちらのランクよりも大きくならない．一方，T のソフトランクは，T1と T2のソ
フトランクの差で決定されるある量で常に増加する．
定義 3.2 (ソフトランク) パリティノード付き決定木T に対して，T のソフトラン
ク r̃(T )を以下のように再帰的に定義する．T が葉であるとき，r̃(T ) = 0である．
T の根がパリティノードであるとき，そのパリティノードの子の部分木を T1とす
ると，r̃(T ) = r̃(T1) + 1である．T の根が通常の内部ノードであるとき，その内部
ノードの左の子と右の子をそれぞれ T1, T2とすると，
r̃(T ) = min{r̃(T1), r̃(T2)}+
√
l2 + 1
= max{r̃(T1), r̃(T2)} − l +
√
l2 + 1.
ここで，l = |r̃(T1)− r̃(T2)|とする．
























きる．関数 σを σ(l) = −l +√l2 + 1と定義すると，T = MUX(xi, T1, T2)のとき，
r̃(T ) = max{r̃(T1), r̃(T2)}+ σ(|r̃(T1)− r̃(T2)|) (3.1)
と書ける．σ(l)は lについて単調減少なので，2つの木 T1と T2のソフトランクの
差 |r̃(T1) − r̃(T2)| が小さい（すなわち T1と T2が平衡している）ほど T のソフト





1 if l = 0
0 if l > 0
で定義されるδで置き換えることによって得られる．任意の l ≥ 0に対し，σ(l) ≥ δ(l)
であることから次の命題を直ちに導くことができる．
命題 3.1 任意のパリティノード付き決定木 T に対して，
r̃(T ) ≥ r(T ).
ランクもソフトランクも，木の内部ノード数の線形時間で求めることができる．
実際，図 3.1の左の木 T のランクとソフトランクは容易に求められ，r(T ) = 2，
r̃(T ) = 1 +
√
3となる．図 3.1の右の木についても同じ結果が得られることに注






x6 x71 00 1
x1
x5 x41 00 1
図 3.2: 決定リスト（左）と完全ニ分木（右）．
意されたい．一般的に，パリティノード付き決定木 T を T と同じ関数を表すパリ








命題 3.2 深さが dである任意の決定木 T に対して，
√




と r̃min(d)をそれぞれ深さ dの決定木 T の中での r̃(T )の最大値と最小値とする．
r̃max(0) = r̃min(0)であることと，r̃max(d)と r̃min(d)が dに対して単調増加であるこ
とは明らかである．T を深さが dである任意の木とする．T1と T2を T の根の子の
部分木とする．T1の深さを d− 1，T2の深さを d′ ≤ d− 1と仮定する．
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まず，r̃max(d) = dであることを示す．ソフトランクの定義と r̃maxの単調増加性
より，l = |r̃(T1)− r̃(T2)|とおくと，
r̃(T ) = max{r̃(T1), r̃(T2)} − l +
√
l2 + 1
≤ max{r̃max(d− 1), r̃max(d′)} − l +
√
l2 + 1
= r̃max(d− 1)− l +
√
l2 + 1.
任意の l ≥ 0に対して−l +√l2 + 1 ≤ 1であるから，
r̃(T ) ≤ r̃max(d− 1) + 1.
よって次の漸化式を得る．












l2 + 1 if r̃(T2) > r̃(T1),
r̃(T1)− l +
√
l2 + 1 if r̃(T2) ≤ r̃(T1).
よって，r̃(T )は r̃(T2)について単調増加であることが分かる．
r̃(T ) ≥ r̃(T1)− l +
√
l2 + 1.
したがって，r̃(T )は r̃(T2) = 0のとき最小となるので，
r̃(T ) ≥
√
r̃(T1)2 + 1 ≥
√
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3.3 パリティ関数に対するコスト付き量子敵対者限界
本節では，ADVα(XOR)を αの l1ノルムで正確に表現できることを示す．
定理 3.1 任意の α = (a, b) ∈ R2+に対して，
ADVα(XOR) = a + b.
証明: まず，ADVα(XOR) ≤ a + bを示す．確率分布族 p : {0, 1}2 × {1, 2} → R+





if i = 1,
b
a+b
if i = 2.
pがMMα(XOR)を定義している最適化問題の許容解であることは明らかである．
XORの値を 0とする入力割り当てと 1とする入力割り当ての全てのペア (x, y) ∈






= a + b.
したがって，定理 2.5からADVα(XOR) = MMα(XOR) ≤ a + bである．
次にADVα(XOR) ≥ a + bを示す．XORに対する敵対者行列 Γを以下のように
定義する．
00 01 10 11
00 0 b a 0
01 b 0 0 a
10 a 0 0 b
11 0 a b 0
上記の ΓがADVα(XOR)を定義している数理計画問題の許容解であることは容易
に確かめられる．Γの固有方程式は，次の式になる．
|Γ− xI| = (x + a− b)(x + a + b)(x− a + b)(x− a− b).
よって，a + bは Γの固有値の絶対値の最大値であり，‖Γ‖ = a + bを得る．同様
に，Γ ◦D1に対する固有方程式と Γ ◦D2に対する固有方程式はそれぞれ以下のよ
うになる．
|Γ ◦D1 − xI| = (x− a)2(x + a)2,
|Γ ◦D2 − xI| = (x− b)2(x + b)2.
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よって，‖Γ ◦D1‖ = aと ‖Γ ◦D2‖ = bを得る．したがって，任意の i ∈ {1, 2}に対
して，
αi‖Γ‖
‖Γ ◦Di‖ = a + b






える．MUX(x1, x2, x3) = MUX(x̄1, x3, x2)であるので，命題 2.7と 2.8より，任意
の α = (a, b, c) ∈ R3+に対して，
ADV(a,c,b)(MUX) = ADV(a,b,c)(MUX)
であることに注意されたい．よって，一般性を欠くことなくコストベクトル α =
(a, b, c)について b ≤ cであると仮定してよい．
定理 3.2 b ≤ cであるような任意の α = (a, b, c) ∈ R3+ に対して，
ADVα(MUX) ≥ b +
√
(c− b)2 + a2
が成り立つ．
証明: b ≤ cと仮定する．初めに，a = 1のとき，α = (1, b, c)に対して，
ADVα(MUX) ≥ b +
√
(c− b)2 + 1 (3.2)
を示せば十分であることを示す．命題 2.6より任意の α = (a, b, c) ∈ R3+に対して，
β = (1, b/a, c/a)としたとき，ADVα(MUX) = aADVβ(MUX)が成立する．よっ
て，式 (3.2)が示せれば，題意を示したことになる．
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000 001 010 011 100 101 110 111
000 0 0 0 0 0 0 0 0
001 0 0 b 0 0 1 0 0
010 0 b 0 0 0 0 1 0
011 0 0 0 0 0 0 0 0
100 0 0 0 0 0
√
c(c− b) 0 0
101 0 1 0 0
√
c(c− b) 0 b 0
110 0 0 1 0 0 b 0
√
c(c− b)
111 0 0 0 0 0 0
√
c(c− b) 0
図 3.3: MUXに対する敵対者行列 Γ
以下の 4つの条件を満たすようなMUXに対する敵対者行列を構成することに
よって式 (3.2)を示す．
‖Γ‖ ≥ b +
√
(c− b)2 + 1 (3.3)
‖Γ ◦D1‖ = 1, (3.4)
‖Γ ◦D2‖ = b, (3.5)
‖Γ ◦D3‖ = c. (3.6)

















と定義する．λを Aの固有値とし対応する固有ベクトルを v = (v1, v2, v3)T とす
る．すなわち，Av = λv．v′ = (0, v1, v1, 0, v2, v3, v3, v2)T と v′′ = (0, v1,−v1, 0, v2,
−v3, v3,−v2)T がそれぞれ λと −λに対応する Γの固有ベクトルであることは容
易に確かめられる．すなわち，Γv′ = λv′，Γv′′ = −λv′′．よって，Γの固有値の
絶対値の最大値はAの固有値の絶対値の最大値に等しい．よって，λ1，λ2，λ3を
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Aの 3つの固有値とすると，次の 6つの値 λ1，−λ1，λ2，−λ2，λ3，−λ3が Γの
固有値となる．Γの残り 2つの固有値は共に 0であり，対応する固有ベクトルは
(1, 0, 0, 0, 0, 0, 0, 0)T と (0, 0, 0, 1, 0, 0, 0, 0)T であることに注意されたい．すなわち，
‖Γ‖ = ‖A‖である．Aの固有多項式は
pA(x) = |A− xI|
= −x3 + 2bx2 + (c(c− b)− b2 + 1)x− bc(c− b)
であり，その根がAの固有値 λ1, λ2, λ3である．一般性を失わずに λ1 ≥ λ2 ≥ λ3と
仮定する．
x0 = b +
√
(c− b)2 + 1
とおく．c ≥ bであるので，
pA(x0) = b(c− b)(
√
(c− b)2 + 1− (c− b)) ≥ 0.


































明らかに，‖Γ ◦D3‖ = ‖D‖ = cである．




定理 3.3 b ≤ cを満たす任意の α = (a, b, c) ∈ R3+に対して，
ADVα(MUX) ≤ b + c +
√
(c− b)2 + 4a2
2
が成立する．
証明: 定理 3.2の証明と同様に，a = 1の場合，すなわち，b ≤ cを満たす任意の
α = (1, b, c) ∈ R3+ に対して
ADVα(MUX) ≤ b + c +
√












と置く．確率分布族 p : {0, 1}3 × {1, 2, 3} → R+ を以下のよ
うに定義する．各 x ∈ {0, 1}3に対して，
px(i) =
x\i 1 2 3
000, 001, 010, 011 d 1− d 0
100, 111 f g 1− f − g
110, 101 j 0 1− j
とする．ここで，





A(bA− b2 + 1)2 ,
g =
b
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とする．pがMMα(MUX)の許容解であること，すなわち，各入力 xに対して px
が確率分布であることは容易に確かめられる．MUXの出力値を 0と 1とする入力






であることを示す必要がある．α = (1, b, c)であるので，α1 = 1，α2 = b，α3 = c
となることに注意されたい．16個のペアからなる集合MUX−1(0)×MUX−1(1) を
6つのクラスに分け，それぞれのクラスに対して式 (3.9)が成立することを示す．







1− d = A.





































A− b− 1√A− b + 1√bA + 1√
c
√






(c− b)2 + 4−(c−b)2) ≥ 0.
(x, y) = (100, 111)の場合に対して式 (3.9)が成立することを示す．
w =
√
c2 − 2b3c + 4,
z = b2c2 + (2b− b3)c,











b2c3 + w(z + 1) + (b4 + 3)c + 3b























1− j = A.
2
簡単な計算により，任意のαに対するADVα(MUX)の下界と上界が小さな定数
（高々1.2）の差を許して一致することが分かる．さらに，上界と下界は b = cのと
きは完全に一致する．言い換えると，b = cのときADV(a,b,c)(MUX)の正確な表現
を得たと言える．具体的には，ADV(a,b,b)(MUX) = a + bである．
系 3.4 任意の a, b ∈ Rに対して，








定理 3.5 DT⊕に属する任意の決定木 T に対して，
ADV(T ) ≥ r̃(T ) ≥ r(T )
が成り立つ．
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証明: 命題 3.1より，r̃(T ) ≥ r(T )である．T の深さに関する帰納法でADV(T ) ≥
r̃(T )を示す．
（基底段階 1）T の深さが 0であるとき，すなわち T が葉であるとき，明らかに
ADV(T ) = r̃(T ) = 0である．
（基底段階 2）T の深さが 1であるとき，T の根は通常の内部頂点であり，その
子は値の異なるラベルが付けられた二つの葉である．明らかに r̃(T ) = 1である．
さらに，T は T (x) = xiもくしくは T (x) = x̄i という関数を計算する木である．
このような関数に対する量子敵対者限界は，次の敵対者行列 Γを用いれば容易に





（帰納段階）T の深さ dが 2以上であるとき，T の根がパリティノードである場
合（場合 1）と通常の内部頂点である場合（場合 2）の二つの場合を考える必要が
ある．
まず，場合 1について考える．このとき，T の根はある変数 xiによってラベルづ
けられたパリティノードであり，深さが d− 1のただ一つの子の部分木 T1を持つ．
明らかに，T は関数XOR(xi, T1)を計算する．この関数に定理 2.7を適用すると，
ADV(T ) = ADVα(XOR)
を得る．ここで，α = (ADV(xi), ADV(T1)) = (1, ADV(T1))である．よって，定理
3.1より，
ADV(T ) = 1 + ADV(T1) (3.10)
を得る．帰納法の仮定より，
ADV(T1) ≥ r̃(T1) (3.11)
であり，ソフトランクの定義から
r̃(T ) = 1 + r̃(T1) (3.12)
を得る．式 (3.10)，式 (3.11)，式 (3.12)より
ADV(T ) ≥ r̃(T )
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を得る．
次に場合 2について考える．このとき，T の根はある変数 xiでラベルづけられ
た通常の内部頂点であり，深さが高々d− 1である二つの子の部分木を持つ．T の
左の子の部分木を T1とし，右の子の部分木を T2とする．明らかに T が計算する
関数はMUX(xi, T1, T2)である．一般性を欠くことなく，ADV(T1) ≤ ADV(T2)を
仮定できる．なぜなら，そうでなければ等価な関数MUX(x̄i, T2, T1) について検証
すればよいからである．
この関数に定理 2.7を適用することで
ADV(T ) = ADVα(MUX) (3.13)
を得る．ここで，α = (1, ADV(T1), ADV(T2))である．帰納法の仮定から，
ADV(T1) ≥ r̃(T1), ADV(T2) ≥ r̃(T2) (3.14)
である．ここで，r̃(T1) ≤ r̃(T2)という場合と r̃(T2) ≤ r̃(T1)という二つの場合を考
える．
まず，r̃(T1) ≤ r̃(T2)の場合について考える．β = (1, r̃(T1), r̃(T2))とする．(3.14)
より，α ≥ βが成り立つ．よって，命題 2.5より，
ADVα(MUX) ≥ ADVβ(MUX) (3.15)
であり，定理 3.2より
ADVβ(MUX) ≥ r̃(T1) +
√
(r̃(T2)− r̃(T1))2 + 1
= r̃(T ) (3.16)
を得る．ここで最後の等式は，r̃(T1) ≤ r̃(T2)であることとソフトランクの定義か
ら得られる．式 (3.13)，式 (3.15)，式 (3.16)より，
ADV(T ) ≥ r̃(T )
を得る．
最後に r̃(T2) ≤ r̃(T1)の場合を考える．β = (1, r̃(T2), r̃(T1))とする．ADV(T1) ≤
ADV(T2)という仮定と帰納法の仮定 (3.14)により，
r̃(T2) ≤ r̃(T1) ≤ ADV(T1)
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と
r̃(T1) ≤ ADV(T1) ≤ ADV(T2)




(r̃(T1)− r̃(T2))2 + 1
= r̃(T ) (3.17)
を得る．式 (3.17)と式 (3.13)より，
ADV(T ) ≥ r̃(T )
を得る．
2
上記の定理 3.5を定理 2.3と共に用いることで，DT⊕に属する任意の決定木T に
対し，T のソフトランクが T の量子質問複雑さの下界を与えることが分かる．さ
らに，そのことからDT⊕に属す決定木が計算する関数に対して，決定的質問複雑
さと量子質問複雑さの差が高々2乗しかないことを示すことができる．
定理 3.6 DT⊕に属する任意の決定木 T と任意の ε ∈ [0, 1/2)に対して，
Qε(T ) = Ω(r̃(T ))
と




証明: 定理 2.3と定理 3.5より，
Qε(T ) = Ω(r̃(T ))











































ORn = MUX(xn, ORn−1, 1)
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x1 x3 x70 1x60 1































（基底段階）深さ d = 0のAVL決定木は葉のみの木である．したがって，r0 = 0
が成り立つ．
（帰納段階）d ≤ kのとき 3.18が成立すると仮定する．AVL決定木の部分決定
木もAVL決定木であることとランクの定義から，rdは dに対して単調増加である．



































































¬XOR(F1, F2) = XOR(F̄1, F2) = XOR(F1, F̄2)
¬MUX(F1, F2, F3) = MUX(F1, F̄2, F̄3)
よって，B上のブール式についても一般性を欠くことなく ¬は論理変数以外には
付かないと仮定してよい．
B式 F の構文木とは，次のように再帰的に定義される木のことである．F が定
数 a ∈ {0, 1}であるときは，F の構文木はラベルが aである葉のみの木である．
F = OP(F1, F2, . . . , Fk) (OP ∈ B)とする．このとき，F の構文木は OPを根の
ラベルとし，根の子の部分木が左から順に T1, T2, . . . , Tkである木である．ここで，
T1, T2, . . . , Tkはそれぞれ F1, F2, . . . , Fkの構文木である．











図 3.7: ブール式 F = MUX((x1 ⊕ x2), x3, x4 ∨ x5)の構文木（左）とF と表す関数
と同じ関数を計算するパリティノード付き決定木
定義 3.3 Bを任意のブール関数の集合とする．B式 F の構文木を T とする．こ
のとき，F の構文木深さとは T の深さのことである．








節 3.5においては，パリティノード付き一回読み決定木 T の量子質問複雑さの
下界導出のために，二つの指標ソフトランク r̃(T )と決定木の深さ d(T )を用いた．
本節では，これら二つの指標の定義域をDT⊕からFへと拡張し，節 3.5と同様に，
ソフトランクと決定木深さを用いることで一回読みB式の量子質問複雑さの下界
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導出を行う．
定義 3.4 F をF に属する式とする．以下で定義される r̃(F )を F のソフトランク
と呼び，d(F )を F の決定的深さと呼ぶ．
1. F が単一のリテラルであるとき，r̃(F ) = d(F ) = 1とする．





d(F ) = d(G1) + d(G2)
とする．
3. ある二つの式G1とG2に対して F = XOR(G1, G2)であるとき，
r̃(F ) = r̃(G1) + r̃(G2)
d(F ) = d(G1) + d(G2)
とする．
4. ある三つの式G1とG2とG3に対して F = MUX(G1, G2, G3) であるとき，
r̃(F ) = min{r̃(G2)r̃(G3)}+
√
r̃(G1)2 + (r̃(G2)− r̃(G3)))2
d(F ) = d(G1) + max{d(G2), d(G3)}
とする．




定理 3.8 F に含まれる任意の式 F に対して，
ADV(F ) ≥ r̃(F ).
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証明: F の深さによる帰納法でADV(F ) ≥ r̃(F )を証明する．
(基底段階) F の構文的深さが 0であるとき，すなわち，F がリテラルのみであ
るとき，明らかにADV(F ) = r̃(F ) = 1である．
(帰納段階) Fの深さが 1より大きい場合，次の 3つの場合を考える．F = G1∨G2
または F = G1 ∧ G2である場合（場合 1），F = XOR(G1, G2)（場合 2），F =
MUX(G1, G2, G3) (場合 3)．




ADV(G1)2 + ADV(G2)2. (3.19)
を得る．帰納法の仮定から，




r̃(G1)2 + r̃(G2)2. (3.21)
を得る．(3.19)，(3.20)，(3.21)より，
ADV(F ) ≥ r̃(F ),
を得る．
次に，場合 2，すなわち，F = XOR(G1, G2)のときを考える．定理 3.1から，
ADV(F ) = ADV(G1) + ADV(G2). (3.22)
を得る．帰納法の仮定から，
ADV(G1) ≥ r̃(G1), ADV(G2) ≥ r̃(G2) (3.23)
を得る．rの定義から，
r̃(F ) = r̃(G1) + r̃(G2). (3.24)
を得る．(3.22)．(3.23)，(3.24)より，
ADV(F ) ≥ r̃(F ),
を得る．
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最後に場合 3，すなわち，F = MUX(G1, G2, G3)のときを考える．一般性を欠
くことなくADV(G2) ≤ ADV(G3)を仮定できる．なぜなら，もしそうでなければ
代わりに等価な関数MUX(Ḡ1, G3, G2)を検証すればよいからである．
定理 2.7を適用することにより，α = (ADV(G1), ADV(G2), ADV(G3))とすると，
ADV(F ) = ADVα(MUX) (3.25)
を得る．帰納法の仮定より，各 i (1 ≤ i ≤ 3)に対して，
ADV(Gi) ≥ r̃(Gi). (3.26)
ここで，r̃(G2) ≤ r̃(G3)の場合と r̃(G3) ≤ r̃(G2)の場合を考える．
r̃(G2) ≤ r̃(G3)の場合を考える．β = (r̃(G1), r̃(G2), r̃(G3))とする．(3.26)より，
α ≥ βを得る．したがって，命題 2.5より，
ADVα(MUX) ≥ ADVβ(MUX) (3.27)
となる．定理 3.2より，
ADVβ(MUX) ≥ r̃(G2) +
√
(r̃(G3)− r̃(G2))2 + r̃(G1)2
= r̃(F ), (3.28)
を得る．ここで，最後の等式はソフトランクの定義から導かれる．(3.25)，(3.27)，
(3.28)より，
ADV(F ) ≥ r̃(F ),
を得る．
最後に r̃(G3) ≤ r̃(G2)の場合を考える．β = (r̃(G1), r̃(G3), r̃(G2))とする．ADV(G2) ≤
ADV(G3)という仮定と帰納法の仮定 (3.26)より，
r̃(G3) ≤ r̃(G2) ≤ ADV(G2) ≤ ADV(G3).





(r̃(G2)− r̃(G3))2 + r̃(G1)2
= r̃(F ).
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を得る．上記の不等式と (3.25)より，




系 3.9 任意の一回読みB式 F と任意の ε ∈ [0, 1/2)に対して，





補題 3.10 任意の一回読みB式 F に対して，
d(F ) ≥ D(F )
が成り立つ．
証明: F に対する決定性質問アルゴリズムを次のように構成する．もし F が xiま
たは x̄iという単一のリテラルであった場合には，入力割り当てにおける xiの値を
質問する．F = xiであるならばオラクルから得た値をそのまま出力し，F = x̄i
であるならばオラクルから得た値の否定を出力する．F に含まれるある 2つの式
F1と F2に対して F = F1 ∧ F2または F = F1 ∨ F2または F = XOR(F1, F2)であ
る場合は，F1と F2の値を得るために F1と F2をそれぞれ再帰的に評価した後に
F の値を計算して出力する．F に含まれるある 3つの式 F1と F2と F3 に対して
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補題 3.11 任意の一回読みB式 F に対して，
√
d(F ) ≤ r̃(F ). (3.29)
が成り立つ．
証明: F の深さによる帰納法で (3.29)を示す．
(基底段階) F の構文的深さが 0である場合，すなわち，F があるリテラルであ
るとき，明らかに r̃(F ) = d(F ) = 1となる．よって (3.29)が成り立つ．
(帰納段階) 次の 3つの場合を考える．F = G1 ∨G2または F = G1 ∧G2の場合
（場合 1）と F = XOR(G1, G2)の場合（場合 2）と F = MUX(G1, G2, G3)の場合
（場合 3）である．












次に F = XOR(G1, G2)の場合を考える．r̃と dの定義から，
r̃(F ) = r̃(G1) + r̃(G2)
と
d(F ) = d(G1) + d(G2).
を得る．帰納法の仮定から，













最後に，F = MUX(G1, G2, G3)の場合を考える．r̃と dの定義から，
d(F ) = d(G1) + max{d(G2), d(G3)} (3.30)






l2 + r̃(G1)2 if r̃(G3) > r̃(G2),
r̃(G3) +
√
l2 + r̃(G1)2 if r̃(G3) ≤ r̃(G2),
を得る．ここで，l = |r̃(G2)− r̃(G3)|．r̃(G3) > r̃(G2)の場合は，r̃(F )は r̃(G2)に
ついて単調増加関数なので，r̃(G2) = 0のとき最小化される．r̃(G3) ≤ r̃(G2)の場










系 3.9と補題 3.10と補題 3.11の不等式を全て繋げると本節の主定理を得る．
定理 3.12 任意の一回読みB式 F に対して，















導いた．次に，この結果を拡張し，基底B = {AND, OR, NOT, XOR, MUX}上の
一回読みブール式 F によって表される任意の関数に対しても，F のソフトランク















00 01 10 11
00 0 b a 0
01 b 0 0 a
10 a 0 0 b
11 0 a b 0
である．しかしながら，図 3.3で与えた敵対者行列は最適ではない．数値計算結果
の観察に基づいて，著者はα = (1, b, c)に対する最適な敵対者行列が次の形をした
行列であることを確信している．それは，
001 010 100 101 110 111
001 0 b− x2/b 0 √1− x2 0 0
010 b− x2/b 0 x 0 √1− x2 0
100 0 x 0
√





c(c− b) 0 b 0
110 0
√
1− x2 0 b 0
√
c(c− b)



























命題 4.1 ブール関数 f に対して，f のコミュニケーション行列Mf の単色長方形








R∈{R′∈Rf |c∈R′} zR = 1 for each c ∈ f−1(0)× f−1(1)
zR ∈ {0, 1} for each R ∈ Rf .
上の整数計画問題 IP1f の任意の許容解 zRに対し，R ∈ R′ ⇔ zR = 1により定義さ
れる集合R′ ⊆ Rf はMf を覆う互いに素な単色長方形の集合であり，逆にMf を
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覆う互いに素な単色長方形の任意の集合R′に対し zR = 1 ⇔ R ∈ R′で定義され
る zRは整数計画問題 IP1f の許容解となっている．このことより，上の命題が成り
立つ．








R∈{R′∈Rf |c∈R′} zR = 1 for each c ∈ f−1(0)× f−1(1)
zR ≥ 0 for each R ∈ Rf .







c∈R wc ≤ 1 for each R ∈ Rf
wc ∈ R for each c ∈ f−1(0)× f−1(1).
命題 4.2 任意の関数 f に対して，CD(f) ≥ IP(f)．
LP(f)はCD(f)の下界を与え，もとの整数計画問題より扱い易いが，以下のよ
うな上界が知られている．





• V = Rf．
• E = {(R1, R2) ∈ V 2 | R1 ∩R2 = ∅}．
V の部分集合によって誘導されるGf の部分グラフからなる集合をG ∈ Gf とする．
G ∈ Gf の最大独立点集合の要素数を α(G)とする．G ∈ Gf に対し，V (G)でGの
頂点集合を表すとする．V (G) ⊆ Rf に注意されたい．任意のブール関数 fに対し，
Ueno(f)を次の線形計画問題の最適値として定義する．







R∈{R′∈Rf |c∈R′} zR = 1 for each c ∈ f−1(0)× f−1(1)∑
R∈V (G) zR ≤ α(G) for each G ∈ Gf












G∈{G′∈Gf |R∈V (G′)} zG ≤ 1 for each R ∈ Rf
zG ≤ 1 for each G ∈ Gf
wc ∈ R for each c ∈ f−1(0)× f−1(1).
P2f はP1f に制約式を追加したものであることと，P2f は IP1f と等価な以下の整数







R∈{R′∈Rf |c∈R′} zR = 1 for each c ∈ f−1(0)× f−1(1)∑
R∈V (G) zR ≤ α(G) for each G ∈ Gf
zR ∈ {0, 1} for each R ∈ Rf .






定義 4.1 (シングルトン) ブール関数 fに対し，(x, y) ∈ f−1(0)× f−1(1)がシング
ルトンであるとは，|Mf [x, y]| = 1であるときを言う．
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定義 4.2 (セパレータ) コミュニケーション行列Mf の長方形の集合MがMf の
セパレータであるとは，Mが次の三つの条件を満たすことである．
1. 任意の長方形M1,M2 ∈ Mに対し，M1 6= M2ならばM1 ∩M2 = ∅．
2. 各M ∈ Mは少なくとも一つのシングルトンを含む．

















r3c zr = 1 for each c ∈ Si∑
r3c zr ≤ 1 for each c ∈ ri, c 6∈ Si
zr ∈ {0, 1} for each r ∈ Ri.
IP3M の最適値を台M における f のシングルトン被覆数と呼び，SC(f, M)と記
す．特にM = Mf のとき，単にシングルトン被覆数と呼び SC(f)と記す．明らか
にCD(f) ≥ SC(f)である．よって，SC(f)は L(f)の下界を与える．任意の台M
に対し，SC(M, f) ≤ SC(f)である．
定理 4.2 任意のブール関数 f，Mf の任意のセパレータM に対して，L(f) ≥
CD(f) ≥ ∑M∈M SC(f,M)が成立する．
証明: f を任意のブール関数とする．f のコミュニケーション行列Mf に対して，
Rfを単色長方形の集合とし，Mを任意のセパレータとする．z′R ∈ {0, 1} (R ∈ Rf )
を IP1f の任意の許容解とする．Mに含まれる各長方形M に対し，M の単色長方
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表 4.1: 2-MUXのコミュニケーション行列
001 011 110 111
000 {1} {1,2} {2,3} {1,2,3}
010 {1,2} {1} {3} {1,3}
100 {1,3} {1,2,3} {2} {1,2}
101 {3} {2,3} {1,2} {2}
とおくと，zR (R ∈ RM)は IP3M の許容解となる．また，zR = 1のとき，z′R′ =
1 (R = R′ ∩ M)を満たす R′ ∈ Rf がただ一つ存在する．これは次に述べる理由
による．Mf のある素な単色長方形 R1, R2に対して，zR1 = zR2 = 1であると仮
定する．まず，R1, R2 ∈ RM の場合を考えると，R1 6= R2のとき，zRの定義から
明らかに zR1 と zR2 を 1とする原因となった R
′
1 ∈ Rf と R′2 ∈ Rf は異なる．次
に，R1 ∈ RM1 R2 ∈ RM2(M1 6= M2，M1 ∈ M，M2 ∈ M) の場合を考えると，セ
パレータの定義により，M1に含まれるシングルトンとM2に含まれるシングルト
ンを同時に覆う単色長方形は存在しないため，zR1と zR2を 1とする原因となった











然数 kに対する k入力マルチプレクサ関数 k-MUX とは以下のような k + log(k)変
数ブール関数である．ビット列 xに対して，(x)2を xを二進数として解釈した値
とする．例えば，(011)2 = 3である．
k-MUX(x1x2 · · ·xlog(k)y1y2 · · · yk) =
{
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きる．以下では，N ′i を用いて 2-MUXのブール式複雑さを導くとともに，2-MUX
に対するP1とP2の最適解についても示す．
定理 4.3 L(2-MUX) = 4.
証明: サイズが4のブール式 (x̄1∧y1)∨(x1∧y2)は2-MUXを表すため，L(2-MUX) ≤
4.
Mを次のM1,M2, M3からなる長方形の集合とする．M1 = {{000} × {001}}，
M2 = {{100} × {110}}，M3 = {{010, 101} × {001, 110}}とする．M1,M2,M3が
互いに素であり，Color(M1) = 1，Color(M2) = 2，Color(M3) = 3であるため，
Mはセパレータである．明らかに SC(f, M1) = SC(f, M2) = 1である．IP3M3につ
いては，二つのシングルトンを含む単色長方形が表 4.2のように存在しないため，
SC(f,M3) = 2となる．よって，定理 4.2より，L(2-MUX) ≥ 4．





定理 4.4 LP(2-MUX) = Ueno(2-MUX) = 4














M1 = {000000×000001}，M2 = {010000×010010}，M3 = {100000×100100}，
M4 = {110000 × 111000}，M5 = {{000110, 011001, 101001, 110110}× {001001,
010110, 100110, 111001}} とおく．M1,M2, . . . , M5が互いに素であることと，
Color(M1) = {1}，Color(M2) = {2}，Color(M3) = {3}，Color(M4) = {4}，
Color(M5) = {5, 6}であることとは容易に確かめられる．よって，M = {M1,
M2, . . . ,M5}はM4-MUXに対するセパレータである．











この定理はL(4-MUX) ≥ 10を意味する．一方，サイズが10のブール式 x̄1(x̄2y1∨
x2y2)∨ x1(x̄2y3 ∨ x2y4) が 4-MUXを表すことから，L(4-MUX) ≤ 10を得る．次の
定理は以上の結果をまとめたものである．
定理 4.6 L(4-MUX) = 10.
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4-MUXに対しても，LPとUenoはタイトな下界を与える．
定理 4.7 LP(4-MUX) = Ueno(4-MUX) = 10．
証明: LP(4-MUX) ≥ 10を示せばよい．C1 = {(000000, 000001), (010000, 010010),
(100000, 100100), (110000, 111000), (000110, 010110), (000110, 100110), (011001,
001001), (011001, 111001), (101001, 001001), (101001, 111001), (110110, 010110),
(110110, 100110)}, C2 = {(000110, 111001), (011001, 100110), (101001, 010110),
(110110, 001001)}とする．C1 = M1∪M2∪M3∪M4∪SM5となっており，C2 ⊆ M5






1 if c ∈ C1
−0.5 if c ∈ C2
0 otherwise
考慮すべき単色長方形は，M1,M2,M3,M4, SM5の各シングルトン 8つと，
{{101001, 110110}× {001001, 010110}}，{{000110, 011001}× {100110, 111001}}，
{{000110, 101001} × {010110, 111001}}，{{011001, 110110} × {001001, 100110}}
の 4つのみである．これらの各単色長方形Rにおいて，
∑





P = 10010110，P̄ = 01101001とし，ビット列と P もしくは P̄ を繋げて表記し
たものは，それらの連接を表すものとする．例えば，001P = 00110010110である．
M1 = {00000000000}× {00000000001}，M2 = {00100000000}× {00100000010}，
M3 = {01000000000}× {01000000100}，M4 = {01100000000}× {01100001000}，
M5 = {10000000000}× {10000010000}，M6 = {10100000000}× {10100100000}，
M7 = {11000000000}× {11001000000}，M8 = {11100000000}× {11110000000}，
M9 = {000P, 001P̄ , 010P̄ , 011P, 100P̄ , 101P, 110P, 111P̄}× {000P̄ , 001P, 010P,
011P̄ , 100P, 101P̄ , 110P̄ , 111P} とおく．M1,M2, . . . ,M9が互いに素であること
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と，1 ≤ i ≤ 8に対して Color(Mi) = {i}であること，Color(M9) = {9, 10, 11}で







SC(8-MUX, M) = 20.
M1, M2, . . . , M8は全てシングルトンである．よって，1 ≤ i ≤ 8に対して







1 R ∈ Rのとき
0 R 6∈ Rのとき
ここで，R = {{000P, 011P} × {100P, 111P}， {001P̄ , 010P̄} × {101P̄ , 110P̄}，
{100P̄ , 111P̄}× {000P̄ , 011P̄}， {101P, 110P}× {001P, 010P}， {000P, 001P̄}×
{010P, 011P̄}， {100P̄ , 101P} × {110P̄ , 111P}， {010P̄ , 011P} × {000P̄ , 001P}，
{110P, 111P̄}× {100P, 101P̄}， {000P, 100P̄}× {001P, 101P̄}， {010P̄ , 110P}×
{011P̄ , 111P}， {001P̄ , 101P} × {000P̄ , 100P}， {011P, 111P̄} × {010P, 110P̄}}
である．
一方 LPやUenoは 8-MUXに対して SCよりも真に小さい下界しか得られない．
定理 4.9 8-MUXに対するコミュニケーション行列をM とする．このとき，
Ueno(8-MUX) ≤ 18 + 2/3.
4.4 まとめと今後の課題
ブール式複雑さの下界を表す指標である長方形分割数は，整数計画問題 IP1f の


















f，を k-MUX関数 (k ∈









今後の課題としては，一般の kに対する SC(k-MUX)を kを用いた式で解析的
に評価することと，SCがタイトな下界を与える他の関数を発見すること，が挙げ
られる．













































































































































































































































































































































究の出発点は n 変数パリティ関数 PARITYn に対する最簡なブール式に関する
Khrapchenkoの結果である．Khrapchenko[19]は，ある整数 k に対して n = 2k
が成り立つとき，PARITYnに対する最簡なブール式を構成し，そのサイズがちょ
うどn2になることを示した．実際，n = 2kのときPARITYnはPARITYn = XOR◦
(PARITYn/2, PARITYn/2)という再帰式で表される．複雑さが 4のXOR(x1, x2)に
対するサイズが 4の最簡なブール式 (x̄1 ∧ x2) ∨ (x1 ∧ x̄2)を用いてこの再帰式を展
開することにより，PARITYnに対するサイズが 4k = n2の標準基底ブール式が得
られる．ここで ◦は定義 2.13で定義したように，関数の合成を表す．一方，再帰
式PARITYn = XOR◦ (PARITYn/2, PARITYn/2)をそのまま展開することにより，
基底 {XOR}上の一回読みブール式が得られる．よって，Khrapchenkoの結果は基










ADV2(f) = L(f)を満たすブール関数 fからなる任意の基底Bを考え，ROF(B)の
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ある部分クラスCBが最簡化可能であることを示す．B∗ = {AND, OR, NOT, XOR,





1. ROF(B∗)に属する任意のブール式 F は F とNPN同値な標準形ブール式に
効率良く変形できる．
2. 異なる標準形ブール式はNPN同値ではない．
























1. 任意の自然数 iに対して，M(PROJi) = 1．
2. 任意のブール関数 f に対して，M(f) = M(f̄)．
3. 任意のブール関数 f, gに対して，M(f ∨ g) ≤ M(f) + M(g).
ADV2や長方形分割数，LPは形式的複雑さ指標である．任意の形式的複雑さ指
標は，ブール式複雑さの下界を与える．
定理 5.1 ([29]) 任意の形式的複雑さ指標M と任意のブール関数 f に対して，
L(f) ≥ M(f).
定義 5.2 形式的複雑さ指標M とブール関数 f に対し，M(f) = L(f)が成立する
とき，関数 f は M タイトであるという．
定義 5.2に従えば，ADV2(f) = L(f)を満たす任意のブール関数 f を ADV2タ
イトと呼ぶべきであるが，簡便さのために，定義 2.10で定義したように fをADV
タイトと呼ぶことに注意されたい．
本章では，ブール式 F と F が表すブール関数 f を同一視し，L(F )，M(F )，
ADV(F )などと記すことがある．これらはそれぞれL(f)，M(f)，ADV(f)を意味
する．同様に，ブール式がM タイトであるとは，f がM タイトであることであ
り，その条件をL(F ) = L(M)と書くこともある．
F を {AND, OR, NOT}上のブール式とする．一般性を欠くことなく，F には否
定リテラルを除いて ¬が現れないと仮定する．F に現れる全てのANDをORに，
ORをANDに，xiを x̄iに，x̄iを xiに置き変えることによって得られるブール式
を F̄ と記す．ド・モルガンの法則により，F̄ の表す関数は F の表す関数の否定関
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• Gn,M = {x1, x̄1, . . . , xn, x̄n}
• Gn,M に含まれる全ての式の対 (F1, F2)，および全ての ε1, ε2 ∈ {0, 1}に対
して，
– M(F ε11 ∨F ε22 ) = M(F1) + M(F2) ならば，Gn,M に F ε11 ∨F ε22 を含める．
– M(F ε11 ∧F ε22 ) = M(F1) + M(F2) ならば，Gn,M に F ε11 ∧F ε22 を含める．
• 上の操作をGn,M が大きくならなくなるまで繰り返す．
以下の定理に示すように，Gn,M はM タイトで最簡な n変数ブール式全体から
なる集合となっている．
定理 5.2 Bnを n変数ブール式全てからなる集合とする．このとき，
Gn,m = {F ∈ Bn | M(F ) = L(F ) = size(F )}.
定義 5.3で示したGn,M を生成するアルゴリズムの計算時間は，指標M の計算量
が支配的である．ADVや長方形分割数などの有用な形式的複雑さ指標は一般に計




す最簡なブール式が F ∧Gまたは F ∨Gであるとき，F とGもM タイトである．
証明: 式F とGの表す関数をそれぞれ fと gとする．hがMタイトであることと，
F ∧Gまたは F ∨Gが hを表す最簡なブール式であることより，
M(h) = L(h) = L(f) + L(g). (5.1)
定理 5.1より，
M(f) ≤ L(f), M(g) ≤ L(g). (5.2)
Mが形式的複雑さ指標であることより，
M(h) ≤ M(f) + M(g). (5.3)
式 (5.1)，(5.2)，(5.3)より，
M(f) = L(f), M(g) = L(g).





(基底段階)F の深さが 0のとき，F は単一のリテラルのみからなるブール式であ
る．これは明らかに最簡である．単一のリテラル xiと x̄iの表す関数はそれぞれ
PROJiと PROJiであり，形式的複雑さ指標の定義よりM タイトである．
(帰納段階) F の構文的深さ dを d ≥ 1とし，F = F1∨F2と仮定する．F = F1∧F2
の場合も同様に証明できる．Gn,M の定義より，
M(F1 ∨ F2) = M(F1) + M(F2). (5.4)
F1と F2は深さが d− 1以下であるため，帰納法の仮定より，
L(F1) = M(F1), L(F2) = M(F2), (5.5)
L(F1) = size(F1), L(F2) = size(F2). (5.6)
Lの定義，および，式 (5.4)と (5.5)より，
L(F1 ∨ F2) ≤ L(F1) + L(F2)
= M(F1) + M(F2)
= M(F1 ∨ F2).
一方，定理 5.1よりM(f1 ∨ f2) ≤ L(f1 ∨ f2) であるので，
M(F1 ∨ F2) = L(F1 ∨ F2) (5.7)
および
L(F1 ∨ F2) = L(F1) + L(F2) (5.8)
が得られる．(5.5)より，F はMタイトである．さらに，式 (5.6)と (5.8)を用い
ると，
L(F1 ∨ F2) = size(F1) + size(F2) = size(F )
が得られる．よって，F は最簡である．
次に，任意のM タイトで最簡な n変数ブール式F がGn,M の中に存在すること
を F の構文的深さに関する帰納法で示す．
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（基底段階）F の深さが 0のとき，F は単一のリテラルのみからなるブール式
である．定義 5.3よりGn,M は F を含む．
（帰納段階）Fの構文的深さdをd ≥ 1とし，F = F1∨F2と仮定する．F = F1∧F2
の場合も同様に証明できる．F がMタイトであるから，補題 5.3より，F1とF2も
Mタイトである．帰納法の仮定より，F1とF2はGn,M に含まれる．よって，定義




記することにする．一回読みB式F に対して，F の展開式とは，F に現れる各演算
子hをhの最簡式で置き換えることによって得られる，標準基底{AND, OR, NOT}
上のブール式とする．
定義 5.4 一回読みB式 F が最簡化可能であるとは，F の展開式が最簡であると
きを言う．さらに，一回読みB式のクラスCが最簡化可能であるとは，Cに含ま
れる各式が最簡化可能であるときを言う．
例えばF = (x1 ∧ x2)⊕ (x3 ∨ x4)は基底B = {AND, OR, XOR}上の一回読みB
式であるが，その展開式
(x1 ∧ x2 ∧ (x3 ∨ x4)) ∨ ((x1 ∧ x2) ∧ x3 ∨ x4)
が最簡であるので，F は最簡化可能である．
以上の定義を基に，本章で考える最簡化可能な式のクラスを与える．下記の補
題は，定理 2.4，定理 2.7，定理 2.8 の三つを用いると直ちに得られる．
補題 5.4 BをAND，OR，NOTを含むブール関数の集合とする．式 F を，ある
k変数基底関数 h ∈ BとB式G1, G2, . . . , Gkに対し，h(G1, G2, . . . , Gk)で表され
る一回読みB式とする．
このとき，以下が成り立つ．
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2. hがNOTであるとき，つまり，F = ¬G1であるとき，
ADV(F ) = ADV(G1).
3. ADV(G1) = · · · = ADV(Gk)であるとき，










となる．よって，L(G1) = L(G2) = · · · = L(Gk)ならば F の展開式のサイズは
L(h)L(G1)となるからである．
最簡化可能な式のクラスを以下のように再帰的に構成することができる．





3. 入力変数の数がkである任意の基底関数h ∈ BとADV(G1) = · · · = ADV(Gk)
を満たし，現れる変数集合が互いに素な k個のB式G1, G2, . . . , Gk ∈ CBに
対して，h(G1, G2, . . . , Gk)はCBに含まれる．
4. CBは上記の 1，2，3で定義される式のみを含む．
このとき，クラスCBは最簡化可能である．




Negation)と入力の入れ替え (Input Permutation)と出力の否定 (Output Negation)
を適当に取ることでもう片方の関数を得ることができるときを言う．二つのブー




定義 5.5 論理変数 x ∈ {0, 1}に対して，x0 = x，x1 = x̄と定義する．n変数
ブール関数 f と gがNPN同値であるとは，ある τ I ∈ {0, 1}n，τO ∈ {0, 1}および
{1, 2, . . . , n}上の置換 πが存在して，任意の (x1, x2, . . . , xn) ∈ {0, 1}nに対して以
下の等式が成り立つことであり，f 'NPN gと記す．











ここで，τ I = (τ I1 , τ
I
2 , . . . , τ
I
n) である．さらに f と gがNP同値であるとは，f と g
が τO = 0のときにNPN同値であるときをいい，f 'NP gと記す．
定義 5.6 n変数ブール関数に対する部分割り当てとは，{0, 1, ∗}の要素のことであ
る．n変数ブール関数 fと fに対する部分割り当て ρ = (ρ1, ρ2, . . . , ρn) ∈ {0, 1, ∗}n
に対し，f の各入力変数 xi（ただし i ∈ {j | ρ 6= ∗}）を定数 ρiに制限することに
よって得られるブール関数を fρと記す．特に，ある変数 xiのみを定数 y ∈ {0, 1}
に制限した n− 1変数関数を fxi=yと記す．fxi=0と fxi=1が異なる関数であるとき，
f は xiに依存するという．
以下の 3つの事実は，上記の定義 5.5から容易に導ける．
事実 1 任意のブール関数 f と gに対して，f と gの依存する変数の数が異なるな
らば，f と gはNPN同値ではない．
事実 2 二つのブール関数 f と g に対して，|f−1(0)| 6= |g−1(0)|かつ |f−1(0)| 6=
|g−1(1)|であれば，f と gはNPN同値ではない．また，|f−1(0)| 6= |g−1(0)|であれ
ば，f と gはNP同値ではない．
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事実 3 nをある自然数とし，ρ ∈ {0, 1, ∗}n とする．n変数ブール関数 f と g が
NPN同値であるならば，fρと gρはNPN同値である．また，f と gがNP同値で
あるならば，fρと gρはNP同値である．
5.5 ADVタイトな関数を表す式のNPN代表元






定義 5.7 (自己双対) ブール関数 fが自己双対であるとは，f 'NP f̄であるときを
いう．
ブール関数 f が自己双対であるとき，f のNPN同値類は明らかに f のNP同値
類と等しい．この場合，fのNP同値類に含まれる関数は全て自己双対であるので，
このような fのNP同値類を自己双対型に分類する．一方で，fが自己双対ではな










えば，(x1∨x2)∨x3と (x1∨x2)∨ x̄3と x̄1∨ (x̄2∨x3)はNP同値であるが，我々はこ
れらを同一の骨格式OR(·, ·, ·)として扱う．より具体的には，骨格式表現において，
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連続する ORを併合し引数が無限の単一の ORに置き換える（連続する ANDや
XORも同様に併合する）．さらに，ド・モルガンの規則と¬(g1⊕g2) = ((¬g1)⊕g2)
や¬MUX(g1, g2, g3) = MUX(g1,¬g2,¬g3)といった変換規則を再帰的に適用するこ
とにより，NOTが否定リテラルとしてしか現れない式が得られるので，骨格式表
現においてはNOTは除かれる．しかし，以下の議論を簡単にするために，NOT
がNOT(XOR(·, ·, . . . , ·))という形で現れることは許す．簡便さのために合成関数
NOT ◦ XORをNXOR記すことにする．






定義 5.8 一回読みB∗式 F とは，三つ組 F = (T, OP, lit) で以下の条件を満たす
ものとする．ここで，T は根付き順序木とし，nodesT を T の全ての内部頂点から
なる集合，leavesT を T の全ての葉からなる集合とする．また，OPを内部頂点へ
ラベルを割り当てる関数OP : nodesT → {AND, OR, XOR, NXOR, MUX}，litを
葉へラベルを割り当てる関数 lit : leavesT → {x1, x̄1, x2, x̄2, . . . , xn, x̄n} とする．
1. nを leavesT の要素数とする．任意の互いに異なる葉 l1, l2 ∈ leavesT と任意の
1 ≤ i ≤ nに対して，{lit(l1), lit(l2)} 6⊆ {xi, x̄i}．
2. 各内部頂点 v ∈ nodesT に対して，OP(v) 6= MUXであるとき，vの子の数は





条件 2,3,4を全て満たす対 (T, OP)を骨格式と呼ぶ．ある一回読みB∗ 式 F =
(T, OP, lit)に対して，骨格式 (T, OP)を特に F ′と記す．ある骨格式 F = (T, OP)
に対して，Fの葉に論理変数 x1, x2, . . . , xnを左から右へラベル付けることで得ら
れる一回読みB∗式を F(x1, x2, . . . , xn)と記す．ここで，nは Fの葉の数である．
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以下では，骨格式Fを式F(x1, x2, . . . , xn) が表す関数としばしば同一視する．例
えば，あるブール関数 f に対して，F 'NP f と書いた場合には，F(x1, x2, . . . , xn)
の表す関数と f がNP同値であることを意味する．
後の議論で用いる有用な命題を次に示す．
命題 5.1 F = (T, OP)を根 rが k変数関数 hでラベル付けられている骨格式とす
る．F1,F2, . . . ,Fkを rの子の部分骨格式とする．関数 f1, f2, . . . , fkを各 1 ≤ i ≤ k
に対してFi 'NP fi であるような関数とする．このとき，F 'NP h ◦ (f1, f2, . . . , fk)
が成り立つ．
証明: 各 i ∈ {1, 2, . . . , k}に対して，部分骨格式 Fiの葉の数をNiとする．NP同







. . . , x
τIi (Ni)
i,πi(Ni)
) = fi(xi,1, xi,2, . . . , xi,Ni)



















. . . , x
τI1 (1)
k,πx(1)













格式の集合上に辞書式順序を導入し，OP(u) ∈ {AND, OR, XOR, NXOR}である
内部頂点 uに対して，uの子の部分骨格式が左から右へ降順に並んでいるような骨




らの表す関数はNP同値である．ここで，Ḡi (1 ≤ i ≤ 2)はGiの表す関数の否定
関数と NP同値な関数を表す骨格式である（否定骨格式の正式な定義は後に与え
る）．この問題を解消するために，OP(u) ∈ {XOR, NXOR}である任意の内部頂





G2, G3)とすると，G2 ≥ G3を満たすような骨格式のみを許すことにする．
これまで見てきたように，標準骨格式を定義する前に否定骨格式の定義を与え
る必要がある．
定義 5.9 骨格式 Fが自己双対型であるとは，Fの表す関数が自己双対であるとき
をいう．
定義 5.10 (否定骨格式) ある骨格式 Fに対して，その否定骨格式 F̄は以下の手続
きで定義される．Fが葉である場合は，F̄ = Fである．Fが葉ではない場合は，
F1,F2, . . . ,Fkをそれぞれ Fの根の子の部分骨格式とする．F1,F2, . . . ,Fkを降順に
ソートして得られる骨格式の列をG1,G2, . . . ,Gkとする．また，F̄1, F̄2, . . . , F̄kを降
順にソートして得られる骨格式の列をH1,H2, . . . ,Hkとする．ここで，各 Fi (1 ≤
i ≤ k)を Fiに対してこの手続きを再帰的に適用することによって得られる骨格式
とする．
• F = AND(F1,F2, . . . ,Fk)である場合は，F = OR(H1,H2, . . . ,Hk)とする．
• F = OR(F1, ,F2, . . . ,Fk)である場合は，F = AND(H1,H2, . . . ,Hk)とする．
• F = XOR(F1,F2, . . . ,Fk)である場合は，{F1,F2, . . . ,Fk}が自己双対型の骨格
式を含まないならば，F = NXOR(G1,G2, . . . ,Gk)とし，{F1,F2, . . . ,Fk}が少
なくとも一つの自己双対型の骨格式を含むならば F = XOR(G1,G2, . . . ,Gk)
とする．
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• F = NXOR(F1,F2, . . . ,Fk)である場合は，{F1,F2, . . . ,Fk}が自己双対型の骨
格式を含まないならば，F = XOR(G1,G2, . . . ,Gk)とする．{F1,F2, . . . ,Fk}が
少なくとも一つの自己双対型の骨格式を含むならばF = NXOR(G1,G2, . . . ,Gk)
とする．
• F = MUX(F1,F2,F3)である場合は，
F =
{
MUX(F1,F2,F3) F2 ≥ F3 のとき









数は x1である．否定骨格式の定義 5.10より，F̄の表す関数も x1である．よって，
F̄ 'NP f̄ である．
（帰納段階）Fの根の子の部分骨格式をF1,F2, . . . ,Fk (k ≥ 2)とし，F1,F2, . . . ,Fk
の表す関数をそれぞれ f1, f2, . . . , fkとする．F1,F2, . . . ,Fkを降順にソートして得
られる骨格式の列をG1,G2, . . . ,Gkとする．また，F̄1, F̄2, . . . , F̄kを降順にソート
して得られる骨格式の列をH1,H2, . . . ,Hkとする．Fの根のラベルについての場合
分けで証明を行う．
まず，Fの根のラベルがANDである場合を考える．Fの根のラベルがORの場
合も同様に証明できる．このとき，f = AND(f1, f2, . . . , fk)である．ド・モルガン
の規則により，f̄ = OR(f̄1, f̄2, . . . , f̄k)が成り立つ．一方，否定骨格式の定義 5.10
より，
F̄ = OR(H1,H2, . . . ,Hk)
'NP OR(F̄1, F̄2, . . . , F̄k)
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である．二番目の等式は，ORが入力に対して対称な関数であることとNP同値の定
義から明らかである．帰納法の仮定より，各 i ∈ {1, 2, . . . , k}に対して，F̄i 'NP f̄i
である．よって，命題 5.1から，F̄ 'NP f̄ となる．
次に Fの根のラベルがXORである場合を考える．Fの根のラベルがNXORの
場合も同様に証明できる．このとき，f̄ = NXOR(f1, f2, . . . , fk)が成り立つ．一方，
否定骨格式の定義 5.10より，f1, f2, . . . , fkの中に自己双対関数が含まれていない
場合は，
F̄ = NXOR(G1,G2, . . . ,Gk)
'NP NXOR(F1,F2, . . . ,Fk) (5.9)
である．式 (5.9)は，NXORが入力に対して対称な関数であることとNP同値の定
義から明らかである．よって，命題 5.1から，F̄ 'NP f̄ となる．f1, f2, . . . , fkの中
に自己双対関数が含まれている場合，一般性を欠くことなくG1が自己双対型と仮
定してよい．このとき，
F̄ = XOR(G1,G2, . . . ,Gk)
'NP XOR(Ḡ1,G2, . . . ,Gk) (5.10)
= NXOR(G1,G2, . . . ,Gk) (5.11)
'NP NXOR(F1,F2, . . . ,Fk) (5.12)
である．ここで，式 (5.10)は G1が自己双対型であることから，式 (5.11)は一つ
の入力否定が出力否定と等価であるというXORの性質から，式 (5.12)はNXOR
が入力に対して対称な関数であることとNP同値の定義から，それぞれ成り立つ．
よって，F̄ 'NP f̄ となる．
最後にFの根のラベルがMUXである場合を考える．このとき，f = MUX(f1, f2, f3)
である．f̄ = MUX(f1, f̄2, f̄3) が成り立つ．一方，否定骨格式の定義 5.10 より，
F̄2 ≥ F̄3であるときは
F̄ = MUX(F1, F̄2, F̄3)
である．よって，帰納法の仮定と命題 5.1より F̄ 'NP f̄ となる．F̄2 < F̄3であると
きは
F̄ = MUX(F̄1, F̄3, F̄2)
である．MUX(f1, f̄2, f̄3) = MUX(f̄1, f̄3, f̄2) であるから，帰納法の仮定と命題 5.1
より F̄ 'NP f̄ となる．
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2
定義 5.11 (P型，N型) 自己双対型ではない骨格式 Fに対して，F > F̄ならば F
は P型であり，F < F̄ならば FはN型であるという．
命題 5.2より，F = F̄ならば Fは自己双対型であることに注意されたい．した
がって，任意の骨格式は P型，N型，自己双対型のいずれかに分類される．
以上の準備のもとに，いよいよ標準骨格式の定義を与える．
定義 5.12 骨格式 Fが標準形であるとは，以下の条件をすべて満たすときである．
• OP(u) ∈ {AND, OR, XOR, NXOR}であるような任意の内部頂点 uに対し
て，uの子の部分骨格式が左から右へ降順に並んでいる．




1. F2 > F3，または．
2. F2 = F3かつ F1は自己双対型か P型である．
否定骨格式と標準骨格式の定義を用いると次の補題を示すことができる．




（帰納段階）d ≤ kのとき，題意が成立すると仮定して深さがd = k+1のとき F̄が
標準骨格式であることを示す．Fの根の子の部分骨格式をF1,F2, . . . ,Fk (k ≥ 2)と
する．F1,F2, . . . ,Fkを降順にソートして得られる骨格式の列をG1,G2, . . . ,Gkとす
る．また，F̄1, F̄2, . . . , F̄kを降順にソートして得られる骨格式の列をH1,H2, . . . ,Hk
とする．否定骨格式の定義 5.10より，G1,G2, . . . ,Gkは明らかにそれぞれ標準骨格
式である．Fの根のラベルについての場合分けで証明を行う．
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まず，Fの根のラベルがANDである場合を考える．ORの場合も同様に証明で
きる．否定骨格式の定義 5.10より，F̄ = OR(H1,H2, . . . ,Hk)である．帰納法の仮
定よりH1,H2, . . . ,Hkはそれぞれ標準骨格式であり，降順に並んでいる．よって，
F̄は標準骨格式である．
次に，Fの根のラベルが XORである場合を考える．否定骨格式の定義 5.10よ
り，G1,G2, . . . ,Gkが全てP型である場合は，F̄ = NXOR(G1,G2, . . . ,Gk)であり，
G1,G2, . . . ,Gkの中に自己双対型の骨格式が存在する場合は，̄F = XOR(G1,G2, . . . ,
Gk)である．帰納法の仮定よりG1,G2, . . . ,Gkはそれぞれ標準骨格式であり，降順
に並んでいる．よって，どちらの場合も F̄は標準骨格式である．
次に，Fの根のラベルがNXORである場合を考える．否定骨格式の定義 5.10よ
り，G1,G2, . . . ,Gkは全てP型であり，F̄ = XOR(G1,G2, . . . ,Gk)である．帰納法
の仮定よりG1,G2, . . . ,Gkはそれぞれ標準骨格式であり，降順に並んでいる．よっ
て，どちらの場合も F̄は標準骨格式である．
最後に，Fの根のラベルがMUXである場合を考える．否定骨格式の定義 5.10よ
り，F2 ≥ F3のとき F̄ = MUX(F1, F̄2, F̄3)であり，F2 < F3のとき F̄ = MUX(F̄1, F̄3,
F̄2)である．ここで，帰納法の仮定よりF1,F2, F3はそれぞれ標準骨格式である．以
下の二つの場合を考える．骨格式の定義から F2 ≥ F3であることに注意されたい．
(1)F2 > F3の場合を考える．F2 6= F3であるので，否定骨格式の定義 5.10 から
明らかに F̄2 6= F̄3である．F̄2 > F̄3であれば F̄ = MUX(F1, F̄2, F̄3)であるから，F
は標準骨格式である．F̄2 < F̄3であれば F̄ = MUX(F̄1, F̄3, F̄2)であるから，やはり
Fは標準骨格式である．
(2)F2 = F3の場合を考える．このとき F1はP型か自己双対型である．否定骨格
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定理 5.7 任意の一回読みB∗式 F に対して，F 'NP Fであるような標準骨格式 F
が存在する．
証明: 図 5.1にアルゴリズム canonicalizeを与える．canonicalizeはある式 F ∈
ROF(B∗)を F 'NP Fであるような標準骨格式に Fに変形するアルゴリズムで
ある．
アルゴリズム canonicalizeの出力する骨格式 Fが標準形であることは明らかで
ある．よって，以下では F の深さに関する帰納法により F 'NP F を示す．
基底段階については，明らかに F 'NP F である．帰納段階については，F の
根の演算子に基づくいくつかの場合を考える．どの場合についても帰納法の仮定
より，
Fi 'NP Fi, 1 ≤ i ≤ k (5.13)
が成立している．
最初に h ∈ {AND, OR}の場合を考える．この場合，(5.13)と命題 5.1より，
F = h(F1, . . . , Fk) 'NP h(F1, . . . ,Fk) 'NP F
を得る．
次にh ∈ {XOR, NXOR}の場合を考える．一般性を欠くことなく，ある0 ≤ l ≤ k
に対して，F1, . . . ,Flが全てN型であり，Fl+1, . . . ,Fkが P型か自己双対型である
と仮定する．命題 5.2より，各 1 ≤ i ≤ lに対して，Gi 'NP F iを得る．いま，ある
Fi（仮にFl+1とする）が自己双対型である場合を考える．Gl+1 'NP F 0l+1 'NP F 1l+1
に注意すると命題 5.1より，a ∈ {0, 1}を適切に選ぶことで
F 'NP XOR(G1, . . . ,Gk)
'NP XOR(F 1, . . . , F l, F al+1, Fl+2, . . . , Fk)
= XOR(F1, . . . , Fk)⊕ ((l + a) mod 2)
= h(F1, . . . , Fk)
= F
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canonicalize(F )
{
if F がリテラル, then return 単一の葉;
ある演算子 hに対して F = h(F1, . . . , Fk)と仮定する;
for i = 1 to k, Fi = canonicalize(Fi);
if h ∈ {AND, OR}, then return h(sort(F1, . . . ,Fk));
if h ∈ {XOR, NXOR}, then
for i = 1 to k
if Fiが P型 or 自己双対型, then Gi = Fi;
if FiがN型, then Gi = Fi;
if ある Fiが自己双対型, then
return XOR(sort(G1, . . . ,Gk));
if {F1, . . . ,Fk}に含まれるN型の数が偶数, then
return h(sort(G1, . . . ,Gk));
else return h̄(sort(G1, . . . ,Gk)),
ただし h̄は h = XORならばNXORであり，そうでなければXORとする;
if h = MUX, then
if (F2 < F3) or (F2 = F3 かつ F1がN型), then
G1 = F1; G2 = F3; G3 = F2;
return MUX(G1,G2,G3);
}
図 5.1: アルゴリズム canonicalize
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を得る．Fl+1, . . . ,Fkがすべて P型の場合，lが偶数ならば，
F 'NP h(G1, . . . ,Gk)
'NP h(F 1, . . . , F l, Fl+1, . . . , Fk)
= h(F1, . . . , Fk)
= F,
lが奇数の場合ならば，
F 'NP h̄(G1, . . . ,Gk)
'NP h̄(F 1, . . . , F l, Fl+1, . . . , Fk)
= h(F1, . . . , Fk)
= F
より，いずれの場合も F 'NP F を得る．
最後に h = MUXの場合を考える．F = MUX(F1, F2, F3) = MUX(F 1, F3, F2)で
あるので，F 'NP MUX(F1,F2,F3) 'NP MUX(F1,F3,F2) を得る．
2






ROF(B∗)に含まれるある式 F = (T, OP, lit)を考える．F に現れるある変数 x
に対して，xのラベルが付けられた葉から根へのパス上の頂点集合をUP(x)と記
す．変数 xと yに対して，UP(x)∩UP(y)に含まれる内部頂点を xと yの共通祖先
と呼ぶ．共通祖先の中で x（と y）に最も近い内部頂点を xと yの最小共通祖先と
呼び，xuF yと記す．|U | ≥ 2である変数の集合U とある内部頂点 vに対し，U の
任意の二つの変数 x, y ∈ U (x 6= y)が xuF y = vを満たすとき，Uは vで合流する
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命題 5.3 f(x1, . . . , xn)をROF(B∗)に含まれる式によって表される関数とする．こ
のとき，以下が成り立つ．
1. ∃a ∈ {0, 1}n, f(a) = 1．
2. ∃a ∈ {0, 1}n, f(a) = 0．
3. 1 ≤ ∀i ≤ n，∃a ∈ {0, 1}i−1，∃b ∈ {0, 1}n−i，∃ε ∈ {0, 1}，f(a, xi, b) = xεi．
証明: 項目 1と 2が成立するは明らかである．項目 3について示す．定数に固定し
ない変数を xi (1 ≤ i ≤ n)とする．xiの各祖先 vに対し，vの子を根とする部分
式で変数 xiが現れないものの出力は，その部分式の入力変数に適当に定数を割り
当てることで任意の値を取らせることができる．よって，項目 3を示すためには，






は，xi以外の変数を全て 0に固定することで，関数 x̄iが得られる．MUX(x1, x2, x3)
の場合は，x2 = 0, x3 = 1とすると x1が，x1 = 0とすると x2が，x1 = 1とすると
x3がそれぞれ得られる．
2
命題 5.4 MUX(x1, x2, x3)に対する入力の部分割り当てを考える．このとき，得ら
れる関数はXOR2とNXOR2のどちらともNP同値ではない．
証明: XOR2もNXOR2も 2変数関数であるから，x1, x2, x3のうち一つの変数を定
数に固定して得られる関数について考えれば十分である．x1 = 0と固定すると x2
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が得られ，x1 = 1と固定すると x3が得られる．x2 = 0と固定すると x1 ∧ x3が得
られ，x2 = 1と固定すると x̄1 ∨ x3が得られる．x3 = 0と固定すると x̄1 ∧ x2が
得られ，x3 = 1と固定すると x2 ∧ x1が得られる．XOR−12 (0) 6= AND−12 (0)かつ
XOR−12 (0) 6= AND−12 (1)であるから，事実 1と事実 2とド・モルガンの規則より，
どの関数もXOR2ともNXOR2ともNP同値ではないため，題意が成立する．
2
命題 5.5 MUX演算子を用いない任意の式F ∈ ROF(B∗)はMUXとNP同値では
ない．






命題 5.6 任意の k ≥ 2に対し，ANDとORのみを用いる任意の式 F ∈ ROF(B∗)
はXORkとNXORkのどちらともNP同値ではない．
証明: AND−12 (0) = 1，OR
−1
2 (0) = 3，XOR
−1
2 (0) = 2，NXOR
−1
2 (0) = 2と事実 2
より，AND2もOR2もXOR2とNXOR2のどちらともNP同値ではない．よって，
事実 3より，ANDとORのみを用いる任意の式F ∈ ROF(B∗)はXORkとNXORk
のどちらともNP同値ではない．
2
命題 5.7 任意の k, l ≥ 2に対して，ANDkはORlとNP同値ではない．
証明: 事実 1より，任意の k ≥ 2に対してANDkとORkがNP同値ではないこと
を示せば十分である．AND−1k (0) = 1，OR
−1
k (0) = 2
k − 1である．よって，事実 2
より，ANDkとORkはNP同値ではない．
2
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命題 5.8 F を一回読みB∗式とする．式F において，ある変数 xと yが存在して，
xと yの共通祖先に含まれるどの内部頂点も ANDか ORでラベルづけられてい
ると仮定する．xと y以外の全ての変数を任意の定数に固定して得られる関数を
g(x, y)とする．このとき，以下が成り立つ．OP(x uF y) = ANDであるならば，






定数に固定することで得られる関数は，OP(xuF y) = ANDであるときは x∧ yか
定数関数であり，これらはOR2とNP同値ではない．また，OP(xuF y) = ORで




補題 5.9 F1と F2を ROF(B∗)に含まれる，同じ関数を表す異なる二つの式とす
る．このとき，互いに異なる任意の変数 x, y, zに対して，以下が成り立つ．
OP(uF1{x, y, z}) = MUX ⇔ OP(uF2{x, y, z}) = MUX, (5.14)
OP(x uF1 y) = MUX ⇔ OP(x uF2 y) = MUX, (5.15)
OP(x uF1 y) ∈ {XOR, NXOR} ⇔ OP(x uF2 y) ∈ {XOR, NXOR}, (5.16)
OP(x uF1 y) ∈ {OR, AND} ⇔ sOP(x uF2 y) ∈ {OR, AND}. (5.17)
証明: OP(uF1{x, y, z}) = MUXとし，背理法で式 (5.14)を示す．(5.14)が成立し
ない，つまり，(i)F2において {x, y, z}がある一つの頂点で合流しない，または，
(ii)OP(uF2{x, y, z}) 6= MUXが成立していると仮定する．事実 5.3より，F1にお
いて x, y, z以外の変数を適当な定数に固定することにより，ある ε1, ε2, ε3 ∈ {0, 1}
に対する関数MUX(xε1 , yε2 , zε3) を得る．変数に対するこの部分割り当てを，F2に
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おいても行うことで得られる関数を g(x, y)とすると，F1と F2は同じ関数を表す
ため，
g(x, y, z) = MUX(xε1 , yε2 , zε3) (5.18)
でなければならない．(ii)の場合は明らかに，(i)の場合は命題 5.4から，gはMUX
を用いない一回読みB∗式で表わされる．しかし，命題 5.5より gはMUX(x, y, z)
とNP同値ではないため，式 (5.18)に矛盾する．よって，OP(uF2{x, y, z}) = MUX
である．
次に式 (5.15)を示す．OP(xuF1 y) = MUXとする．OP(uF1{x, y, z}) = MUXで
あるような変数 zを一つ用意してから，上記の議論を行うとOP(x uF2 y) = MUX
であることが示せる．
次に OP(x uF1 y) = XORとし，背理法で式 (5.16)を示す．（OP(x uF1 y) =
NXORとしたときも同様の議論が可能である）．式 (5.16)が成立しない，つまり，
OP(xuF2 y) 6= XORかつOP(xuF2 y) 6= NXORと仮定する．事実 5.3より，F1に
おいて xと y以外の変数を適当な定数に固定することにより，ある ε1, ε2 ∈ {0, 1}
に対する関数PARITY(xε1 , yε2)を得る．変数に対するこの部分割り当てを，F2に
おいても行うことで得られる関数を g(x, y)とすると，F1と F2は同じ関数を表す
ため，
g(x, y) = PARITY(xε1 , yε2) (5.19)
でなければならない．式 (5.19)と命題 5.4より，OP(xuF2 y) 6= MUXであるため，
背理法の仮定より OP(x uF2 y) = ORまたは OP(x uF2 y) = ANDとなる．よっ
て，gは {AND, OR}上の一回読みB∗式で表現できる．しかし，命題 5.6より．g
は PARITY(xε1 , yε2)とNP同値ではないため，式 (5.19)に矛盾する．
式 (5.17)については，式 (5.15)と式 (5.16)より明らかに成り立つ．
2
一回読みB∗式F に対し，F を定義する順序木の根を r(F )と書く．また，r(F )
の子 v1, . . . , vkをそれぞれ根とする部分式をF1, . . . , Fkとするとき，変数集合の分
割 {var(F1), . . . , var(Fk)} を F の根による変数分割と言う．ただし，var(Fi)は式
Fiに現れる変数の集合である．
補題 5.10 2つの一回読みB∗式 F1と F2が同じ関数を表すとする．このとき，根
r(F1), r(F2)のラベルについて，以下が成り立つ．
OP(r(F1)) ∈ {XOR, NXOR} ⇔ OP(r(F2)) ∈ {XOR, NXOR}, (5.20)
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OP(r(F1)) = AND ⇔ OP(r(F2)) = AND, (5.21)
OP(r(F1)) = OR ⇔ OP(r(F2)) = OR. (5.22)
OP(r(F1)) = MUX ⇔ OP(r(F2)) = MUX. (5.23)
さらに，F1とF2の根による変数分割が等しい．特に，根のラベルがMUXである
場合には，左の子の部分式に含まれる変数の集合は F1と F2で等しい．
証明: F1の根の子の部分式を G1, G2, . . . , Gk とし，F2の根の子の部分式をH1,
H2, . . ., Hlとする．一般性を欠くことなく，k ≥ lと仮定してよい．
OP(r(F1)) = XORであるとして，背理法でF1とF2の根による変数分割が等し
いことと式 (5.20)を示す（OP(r(F1)) = NXORである場合も同様に証明できる）．
まず，F1とF2の根による変数分割が等しいことを示す．F1の根による変数分割と
F2の根による変数分割が異なると仮定する．すなわち，F1においてxuF1 y = r(F1)
であり，F2において x uF2 y 6= r(F2) であるような変数 xと yが存在すると仮定
する．補題 5.9より．OP(x uF2 y) ∈ {XOR, NXOR}である．よって，x uF2 yの
親をwとすると，定義 5.8の条件 4より，OP(w) 6∈ {XOR, NXOR}である．この
とき，z uF2 x = z uF2 y = wであるような変数 zが存在する．一方，z uF1 x =
r(F1)，または，z uF1 y = r(F1)である．すなわち，OP(z uF1 x) = XOR，また
は，OP(z uF1 y) = XORである．補題 5.9より，OP(z uF2 x) ∈ {XOR, NXOR}，
または，OP(z uF2 y) ∈ {XOR, NXOR}である．よって，何れの場合もOP(w) ∈
{XOR, NXOR}となり，矛盾する．根による変数分割が等しいことから，補題 5.9
より，明らかにOP(r(F2)) ∈ {XOR, NXOR}である．
次に，OP(r(F1)) = ANDであるとして，背理法でF1とF2の根による変数分割
が等しいことと式 (5.21)を示す（OP(r(F1)) = ORとすれば同様にF1とF2の根に
よる変数分割が等しいことと式 (5.22)とを示せる）．F1の根による変数分割と F2
の根による変数分割が異なると仮定する．すなわち，F1において x uF1 y = r(F1)
であり，F2において x uF2 y 6= r(F2) であるような変数 xと yが存在するとする．
場合1: F2において，xと yのある共通祖先wが存在して，OP(w) 6∈ {OR, AND}
と仮定する．このとき，zuF2 x = zuF2 y = wであるような変数 zが存在する．一方，
zuF1x = r(F1)，または，zuF1y = r(F1)である．すなわち，OP(zuF1x) = AND，ま
たは，OP(zuF1 y) = ANDである．補題5.9より，OP(zuF2 x) ∈ {OR, AND}，また
は，OP(zuF2y) ∈ {OR, AND}である．よって，何れの場合もOP(w) ∈ {OR, AND}
となり，矛盾する．
第 5章 最簡なブール式のクラスとそのNPN代表元 109
場合 2: F2において，xと yの任意の共通祖先wに対し，OP(w) ∈ {OR, AND}
と仮定する．定義 5.8の条件 3より，OP(xuF2 y) = ORであるか，xuF2 yの親の何
れかの頂点 vについてOP(v) = ORである．このとき，一般性を欠くことなく，あ
る変数 zが存在して，OP(xuF1 z) = ANDかつOP(xuF2 z) = ORを仮定できる．こ
のとき，F1においてxと z以外の変数を定数に固定すると，xε1∧zε2 , ε1, ε2 ∈ {0, 1}
という関数を得る．変数に対する同じ固定の仕方をF2において行って得られる関
数を g(x, z)とする．F1と F2は同じ関数を表すため，g(x, z) = xε1 ∧ zε2でなけれ




最後に，OP(r(F1)) = MUXであるとして，F1と F2の根による変数分割が等
しいことと式 (5.23)を示す．式 (5.20)，(5.21)，(5.22)が成り立つことを示したの
で，OP(r(F2)) = MUX でなければならないため，式 (5.23)が成り立つ．次に F1
と F2の根による変数分割が等しいことを背理法で示す．F1の根による変数分割
とF2の根による変数分割が異なると仮定する．すなわち，uF1{x, y, z} = r(F1)で
あり，uF2{x, y, z} 6= r(F2) であるような変数 xと yと zが存在するとする．r(F1)
に対する左，中央，右の部分木をそれぞれG1, G2, G3とし，r(F2)に対する左，中
央．右の部分木をそれぞれH1, H2, H3とする．F1と F2の表す関数が等しいので，
補題 5.9により，uF2{x, y, z} = vかつ OP(v) = MUXであるような頂点 vがあ
る 1 ≤ i ≤ 3に対するHiの中に存在する．今，uF2{x, y, z} 6= r(F2)であるので，
auF2 x = r(F2)かつ auF2 y = r(F2)かつ auF2 z = r(F2)であるような変数 aが存
在する．aは F1において，G1, G2, G3の何れかに含まれる．aがG1に含まれると
仮定する（G2やG3に含まれる場合も全く同様の議論が可能である）．このとき，
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5.5.5 定理5.8の証明
いよいよ定理 5.8の証明を与える．








きる．Fの深さを dとする．ある演算子 op1と op2に対して，F = op1(F1, . . . ,Fk)
(k ≥ 2)，G = op2(G1, . . . ,Gl) (l ≥ 2)である．F 'NP Gであるので，
F(x1, . . . , xn) = G(xτI(1)π(1) , . . . , x
τI(n)
π(n) )
であるような τI ∈ {0, 1}nと {1, . . . , n}上の置換 πが存在する．上記の左辺の式と
右辺の式をそれぞれF，Gとする．式F については，各 1 ≤ i ≤ kに対してFi = Fi
であるような F = op1(F1, . . . , Fk)であり，式Gについては，各 1 ≤ i ≤ lに対し
てGi = GiであるようなG = op2(G1, . . . , Gl)であることに注意されたい．
ここで，帰納法の仮定を用いることで初めて示せる主張を以下に示す．この主
張は後の議論で用いる．
主張 5.11 深さ d−1以下の任意の標準骨格式H1,H2に対し，H1の表す関数をh1，




証明: 補題 5.6より，H2は標準形である．また命題 5.2より，H2の表す関数は h̄2
とNP同値の関数である．よって h1 'NP h̄2より，H1と H̄2はNP同値である．H1
と H̄2はともに深さが d− 1以下であるため，帰納法の仮定から定理 5.8が成立す
るので，H1 = H̄2となる．
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2
根のラベルについての場合分けで証明を行う．
場合 1: op1 = ANDの場合．
op1 = ORの場合も同様の議論で証明できる．F とGは同じ関数を表すので，補
題 5.10よりOP(r(G)) = ANDであり，かつ，F とGの根による変数分割が等しく
なければならない．よって，k = l ≥ 2であり，{var(F1), var(F2), . . . , var(Fk)} =
{var(G1), var(G2), . . . , var(Gk)}である．op1 = ANDであるので，Fの出力がF1と
なるようにF1に含まれる変数を除いた他の変数を定数に割り当てる，ある部分割
り当てが存在する．変数に対する同様の部分割り当てをGにおいても行うと，Gの
変数分割がFと等しいことと，根のラベルがANDであることから，ある 1 ≤ i ≤ k
に対するGiを得る．F とGの表す関数が等しいことから，F1とGiの表す関数も
等しい．よって，帰納法の仮定からF1 = Giを得る．このように，各Fj(1 ≤ j ≤ k)
に対して，対応する骨格式が等しいGij(1 ≤ ij ≤ k)が一意に存在する．FとGが
標準骨格式であることから，F1,F2, . . . ,Fk (k ≥ 2)とG1,G2, . . . ,Gkはそれぞれ降
順に並んでいるため，各 1 ≤ j ≤ kに対して Fj = Gj となる．よって，F = Gで
ある．
場合 2: op1 = XORの場合．
op1 = NXOR の場合も同様の議論で証明できる．F と G は同じ関数を表す
ので，補題 5.10より，op2 = XORまたは op2 = NXORであり，かつ，F と G
の根による変数分割が等しくなければならない．よって，k = l ≥ 2 であり，
{var(F1), var(F2), . . . , var(Fk)} = {var(G1), var(G2), . . . , var(Gk)} である．op1 =
XORであるので，場合 1と同様の議論により，Fj (1 ≤ j ≤ k)に対応するGij (1 ≤
ij ≤ k)が一意に存在して，Gij の表す関数は Fj の表す関数か Fiの出力否定関数
である．
まず，op2 6= NXORであることを背理法で示す．op2 = NXORと仮定する．
op1 = XORかつ op2 = NXORであるので，各 1 ≤ j ≤ kに対するGij がFjと同じ
関数を表すことはなく，少なくとも一つのGij は Fjの表わす関数の出力否定関数
を表す式でなければならない．Fは標準骨格式であるため，F1,F2, . . . ,Fkはそれぞ
れ自己双対型かP型である．{F1,F2, . . . ,Fk}の中に自己双対型の骨格式Fiが存在
した場合は，Gij も自己双対型でなければならない．これは，Gが標準形であるこ
とに矛盾する．F1,F2, . . . ,Fkが全て P型である場合は，主張 5.11よりGiはN型
となるが，これはGが標準骨格式であることに矛盾する．ゆえに，op2 6= NXOR
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である．
よって，op2 = XORでなければならない．F1,F2, . . . ,Fkはそれぞれ自己双対型
か P型である．{F1,F2, . . . ,Fk}の中に自己双対型の骨格式 Fiが存在した場合は，
Gij も自己双対型でなければならない．この場合，自己双対型の定義から FiとGji
はNP同値となるため，帰納法の仮定からFi = Gjiとなる．次に，{F1,F2, . . . ,Fk}
の中に自己双対型の骨格式Fiが存在しない場合，つまり，{F1,F2, . . . ,Fk}が全て




各 Fj(1 ≤ j ≤ k)に対して，対応する骨格式が等しいGij(1 ≤ ij ≤ k)が一意に存
在する．FとGが標準骨格式であることから，F1,F2, . . . ,FkとG1,G2, . . . ,Gkは
それぞれ降順に並んでいるため，各 1 ≤ j ≤ kに対して Fj = Gjとなる．よって，
F = Gである．
場合 3: op1 = MUXの場合．
補題 5.10により，op2 = MUXかつ，F とGの変数分割が等しく，特に左の子供
の部分式F1に含まれる変数集合は等しい．すなわち，F = MUX(F1, F2, F3)，G =
MUX(G1, G2, G3)とすると，var(F1) = var(G1)，{var(F2), var(F3)} = {var(G2),
var(G3)}となる．F と Gの表す関数は同じなので，G1 = F1または G1 = F̄1で
ある．まずG1 = F1である場合を考える．このとき，F とGの表す関数は同じで
あるのでG2 = F2かつG3 = F3である．よって，帰納法の仮定より，G1 = F1か
つG2 = F2かつG3 = F3であるから，FとGは同じ骨格式である．次にG1 = F̄1
の場合を考える．このとき，F と Gの表す関数は同じであるので G2 = F3かつ
G3 = F2である．よって，F2 = F3でなければならない．なぜなら，F2 6= F3であ




いからである．以上より，G1 = F1の場合もG1 = F̄1の場合も，FとGは等しい．
2



















アルゴリズムcanonicalize(F )は，次に述べる少し変更を加えることで，O(n log n)
で動作させることができる．ここで，nは入力される式 F のサイズである．その



































































































































































的には，任意の一回読みB式 F は F とNPN同値な関数を表す標準骨格式に変形
できること（定理 5.7），異なる標準骨格式が表す関数はNPN同値ではないことを
示すことにより，標準骨格式のクラスが一回読みB式のクラスのNPN代表元か
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