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1. INTRODUCTION 
Let G be a finite group and let Sz be a subgroup of the multiplicative 
group C x of complex numbers; assume that 52 contains a root clG, of unity 
of order ICI. I shall consider relationships between H2(G, Q) and the Schur 
multiplier H2(G, C x ). If also a = K x for a field K, there is a connection 
with the problem of writing projective representations of G in K. 
By the universal coefficient heorem of group cohomology, it is easy to 
write a split exact sequence 
1 + Ext(G/G’, ~-2) + H2(G, Sz) + H*(G, C x ) -+ 1, (1.1) 
which gives an isomorphism 
H’(G, 52) z Ext(G/G’, a) x H2(G, C x ). 
The splitting is known to be natural in 52. One main result (Theorem 4.1) 
is that (1.1) splits naturally in G as well as 52 by a certain group- 
homomorphism 
o~,~: H’(G, C x ) -+ H’(G, Sz). 
The map o~,~ can be described very simply in terms of orders of cocycles 
(see (3.4)); the problem is to show that it is well-defined (Theorem 3.3). 
As to fields, a well-known theorem of Brauer states that every represen- 
tation of a finite group G in C is equivalent to one in the cyclotomic field 
Q(iexpG). In [16] a corresponding theorem for projective representations 
and Q(ilc,) was given. More explicitly, let f E Z2(G, C x ) and let K contain 
ilc,. It was shown that there exists an element e of the cohomology class 
off in H*(G, C x ) such that for every subgroup H of G, every projective 
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representation of H in C whose 2-cocycle is the restriction of e to H is 
linearly equivalent o one in K. It is clear that e E Z’(G, K x ) and that e can 
be replaced by any element of its cohomology class in H’(G, K ’ ). 
Theorem 5.1 states that the set of all cocycles by which e can be replaced 
is precisely one such class, namely oc,KX(eB2(G, C)). This improves some 
of the results of [ 161; in particular, the naturality of oG‘,KX answers a ques- 
tion asked there in connection with Clifford theory (see Section 6). This 
paper includes a treatment of these results based on the theorem of Alperin 
and Kuo [l] discussed in Section 2. 
As in [ 161, there are corresponding results for prime characteristic. 
Large parts of Sections 3, 4, and 5 can be read independently of each other. 
Notation. E is always an algebraically closed field of characteristic 
p 3 0, E ’ its multiplicative group, and Q a subgroup of E x. For a positive 
integer n, nP, denotes the p-regular part of n; n,. = n. If p does not divide 
m, [,,, is a root of unity in E of order m. G is a finite group, with center 
Z(G) and commutator subgroup G’. Cohomology will be with respect to 
trivial G-action, with cochains normalized at the identity (cf. [16], for 
example). 
2. EXPONENTS AND ORDERS 
This section deals with a result (Theorem 2.4) of Alperin and Kuo that 
is used in both Sections 3 and 5. 
By the coexponent of a finite group G I shall mean the integer 
IGI coexp G = - 
exp G 
(see [ 1, p. 412]), which may be thought of as a measure of the noncyclicity 
of G. I have given a name to this quotient since it has the following basic 
,properties: 
LEMMA 2.1. (a) If P,, . . . . P, are Sylow subgroups of G, one for each 
prime divisor of ICI, then coexp G = ny=, coexp Pi. 
(b) If H < G, then coexp H divides coexp G. 
(c) If N is a normal subgroup of G, then coexp N coexp GIN divides 
coexp G. 
Proof: Statements (a) and (c) are equivalent to the simple facts that 
exp G = n exp Pi and exp G ( exp N exp G/N. In proving (b), we can 
suppose by (a) that G is a p-group, and by induction on IG: HI that H is 
maximal in G. Then H is normal in G, so that (c) implies (b). 
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Brandis [S] has given a proof of Theorem 2.4 using the simplest facts 
about transfer; I give a variant that uses characters instead. The original 
cohomological proof [ 1 ] is also of interest. (The reason that the argument 
of [16] worked, although awkwardly, is that Proposition 2.2 served as a 
substitute for Theorem 2.4.) 
PROPOSITION 2.2. Let U and H he subgroups of G such that 
U < G’ n Z(G) and U < H. Then for any linear character i. of H, the multi- 
plicative order of resH+ u 2 divides IG: H(. Furthermore exp( U/( H’ n U)) 
divides IG: HI. 
Proof: The first conclusion is [ 16, Theorem 21; for convenience I repeat 
the proof. Let w = resH, U 1. There exists u E U such that w(u) is a root of 
unity whose order equals that of w. Let T be the representation of G 
induced by I (as a representation of H). Since u E Z(G), det T(u) = 
det(o(u) I) = o(~)~~‘“~, where I is the identity transformation. Since u E G’, 
det T(u) = 1; the first conclusion follows. Since the restrictions res 1” are just 
those linear characters of U whose kernels contain H’ n U, the second 
conclusion is a dualization of the first. 
COROLLARY 2.3. For every abelian subgroup A of G, exp(G’ n Z(G)), 
divides 1 G : A ( (cf. [ 5 ] ). 
Proof Apply Proposition 2.2 with U = G’ n Z(G) and H = UA. 
THEOREM 2.4 (Alperin and Kuo). For any group G: 
(a) if U= G’n Z(G), then exp U divides coexp G/U [l, Theorem 11. 
(b) exp H2(G, E ’ ) divides (coexp G),. [l, p. 4121. 
Proof: For (a), every cyclic subgroup of G/U has form A/U with A 
abelian. By Corollary 2.3, exp U divides IG: Al = IG/A[/(A/UJ. Then (a) 
follows since the exponent of G/U is the 1.c.m. of the orders of its cyclic 
subgroups. 
Karpilovsky [ 11, Proposition 4.1.143 has pointed out that (a) implies 
(b) by applying (a) to a representation group of G over E (cf. the proof of 
Theorem 3.4). This can be simplified a bit by using a suitable f-covering 
group (f-representation group) [ 11, pp. 98-991 instead of a representation 
group. It is also true that (b) implies (a); this is proved in [l]. (Alperin 
and Kuo stated (b) only for C, but their proof can be adapted easily for 
E. This is connected with the fact that H2(G, E ’ ) is isomorphic to the 
p-regular part of H2(G, C” ) [2, Sect. 1; 19, Proposition 3.21, which is an 
immediate consequence of a fact stated after (4.3) below.) 
Theorem 2.4(b) improves Schur’s result that exp H 2( G, C X ) divides I GI 
[ 10, Corollary VI.16.51. Together with Lemma 2.1, it gives a uniform 
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bound for exponents of second cohomology groups of subgroups and 
quotient groups of G, as follows. 
THEOREM 2.5. (a) Zf H 6 G, then exp H2(H, E x ) divides (coexp G)p.. 
(b) If N is normal in G, then exp H*(G/N, E x ) divides (coexp G),,. 
3. SUBGROUPS OF E” 
This section is devoted to the existence and some properties of (T~,~. 
I shall call an element f of Z*(G, E x ) order-normalized if its order o(f) is 
equal to the (finite) order of the cohomology class fY*(G, E X)~ 
H2(G, E x ). (Others have called such cocycles simply “normalized.“) These 
exist by a well-known result of Schur [7, p. 3601: 
PROPOSITION 3.1. Every class in H*(G, E x ) contains an order-nor- 
malized 2-cocycle. 
I now state a uniqueness theorem for these cocycles. 
THEOREM 3.2. Let Q be any subgroup of E ’ such that 
i/c+ E0. (3.1) 
Then any two order-normalized cocycles in the same element of H2(G, E ’ ) 
are in the same element of H2(G, 52). 
Proof: Let e and f be order-normalized elements of the same 
u E H2(G, E x ). Then 
o(e) = o(u) I exp H’(G, E ’ ) 1 IGlpZ 
by Theorem 2.4(b) (or Schur’s weaker result); hence ee.Z2(G, (cl,,,.))< 
Z’(G, Q), and similarly forf. Nowf= (6c)e for some CE C’(G, E x ). Then 
1 = f 0(u) = &CO(~)) eocU) =S(c”“)), so that co(‘) is a homomorphism of G to 
E x, whence o(P@)) ( (exp G/G’),, and o(c)jexp H2(G, E “)(exp G/G’),,. By 
Theorem2.4(b), o(c)1 JGI,,; thus CEC’(G,Q), whence f l eB2(G,SZ) as 
required. 
The above existence and uniqueness theorems together give a main 
result: 
THEOREM 3.3. Let Q be any subgroup of E x that satisfies (3.1). Then 
for each class u E H’(G, E x ), the order-normalized cocycles in u are all 
contained in a single element 
c’ = f-Jc.n(u) (3.2) 
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of H’(G, Q). Hence there is a well-defined injection 
a<;,*: H’(G, E ’ ) -+ H’(G, Q). (3.3) 
Furthermore we can write 
~G.Q(u) = (u n Z2(G (i,+,>)) B2(Gy Q). (3.4) 
Here order-normalized cocycles e in u exist by Theorem 3.1, and 
u = eB’(G, Q) for any such e. Since the set of all such e is just 
un Z2(G, (<,(,,)), (3.4) holds, with the subset of Z2(G, Q) on the right 
being a single coset of B2(G, Q). 
Theorems 3.2 and 3.3 follow immediately from the special case where Q 
is replaced by ([) = (ilc,,,), with a,,,(u) =(T~,(~>(u) B*(G, a). 
Now for some properties of (T~,~. 
THEOREM 3.4. Under the assumptions of Theorem 3.3, the injection oG,R 
is a homomorphism. 
Proof (Cf. [ 11, Proposition 7.2.41). By [3, Sect. 11, G possesses at 
least one representation group R over E, describable as follows: 
1 + A + R -+ G + 1 is a central extension with 2-cocycle fi E Z’(G, A), such 
that if we set f,(g,, g2) = ,?(/I( g,, g2)) for all A E Hom(A, E x ), the trans- 
gression map A H uA = f,B’(G, E ’ ) of Hom(A, E x ) to H’(G, E x ) is an 
isomorphism. Then fj, is order-normalized in Z’(G, E x ), whence 
fi E Z’(G, Q) and f,B’(G, Q) = r~ G,R(~j,). Since the maps u, H A and AH fj, 
are homomorphisms, so is CJ~,~. 
This proof implies that {fj,} is a group consisting of order-normalized 
cocycles, not unique in general. Equivalently, the exact sequence 
1 -+ B2(G, 52) --+ Z’(G, Sz) + H’(G, Sz) -+ 1 
splits, but not naturally (cf. [ 19, Proposition 3.11). 
This nonuniqueness is partially compensated for as follows. Let us call 
the elements of a,,,(u), f or all u, Q-normalized; thus an element f of 
Z2(G, E x ) is Q-normalized if and only if f E a,,,( fB’(G, E x )). (Remem- 
ber that we have assumed (3.1).) Then we have: 
COROLLARY 3.5. All the Q-normalized 2-cocycles in Z2(G, E x ) form a 
subgroup of Z’(G, Q). 
Now I show that the mapping cc,0 has “commuting” properties that 
relate it to the restriction, corestriction (transfer), inflation, and conjuga- 
tion mappings of 2-cohomology groups. The definitions and notations 
follow Weiss [ 18, Chap. II, especially Section 2-51. 
481,129 2-15 
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THEOREM 3.6. Under the assumptions of Theorem 3.2, we have: 
(a) ifH<Gandu~H~(G,E~), then 
res G-H (~~,~(u)) = aH,,(resGd H u). 
(b) ifH<G anduEH’(H, E”), then 
car H+ doH.d~)) = ~G,R(corH+ Gu). 
(c) if Q = G/N is a quotient group of G and u E H’(Q, E x ), then 
inf, + c(fla,n(u)) = o,,&fQ - G ~1. 
(d) ~~H<G,~EG,~~~uEH’(H,E~), then 
conR(~dU)) = 0, IHq.JconR ~1. 
Proof: Note that (3.1) is assumed for the group G; this implies the 
corresponding conditions for H and Q. I prove (c). The maps ~o,~ and 
oG,R are defined, and we can choose order-normalized cocycles e E aa,, 
and f~ o,,(inf u). For the cochain map inf defined by (inf e)(gi , g2) = 
e(g,N, g,N), we have inf e E inf apJu) g inf U. If m = (coexp G),,, 
Theorem 2.5 yields 
o(inf e) = o(e) ) exp H’(Q, E ’ ) / (coexp G),., 
or (inf e)m = 1; similarly f” = 1. Since inf e and f are both in inf U, inf e = 
f(6c) for some c E C’(G, E x ). Then 1 = (infe)M = ~“(SC)~ = &cm), 
cm E Hom(G, E * ), o(cm) 1 (exp G),,, and o(c) 1 m(exp G),, = IGlpf, whence 
CEC’(G, Sz) by (3.1), and (c) follows. 
The proofs of the other statements are very similar; in the proof of (b) 
the fact that o(cor e) 1 o(e) for e E Z’(H, E ’ ) follows from [ 18, p. 81-j. 
Later we shall use this theorem to prove Proposition 4.2, whose statement 
subsumes it (except (b)). 
COROLLARY 3.7. The cochain maps of restriction, corestriction, inflation, 
and conjugation all carry f&normalized cocycles to C&normalized cocycles. 
The corresponding statements for restriction and inflation of order- 
normalized cocycles are easily seen to be false. 
4. A NATURAL SPLITTING 
This section originated in the sequence (4.4), which Karl Gruenberg 
kindly pointed out to me. 
SCHUR MULTIPLIER AND SPLITTING 487 
Let G, E, and Sz be as before. Assume (3.1), so that 
(i,,,,.) <Q < E ‘. (4.1) 
By the universal coefficient heorem for cohomology [ 10, Theorems V.3.3 
and VI.lS.l] (see also [9, Sect. 3.7; 4, 1.5.8]), there is an exact sequence 
1 - Ext(H,(G), s2) --+ H’(G, Q) % Hom(H,(G), s2) - 1, (4.2) 
where H,(G) = H,(G, Z). This sequence is natural in both G and 52; it splits 
by a homomorphism 
8 G,n: Hom(H,(G), Q) + H’(G, 52) 
that is natural in Sz but not in G. Here saying that a diagram is natural 
means that each group in the diagram is given by a functor from a suitable 
category % and that each arrow in the diagram is given by a natural trans- 
formation between the functors that give its ends. 
We can modify (4.2) to get a sequence that splits naturally in both 
arguments, as follows. H,(G) can be replaced by the isomorphic group 
G/G’ [lo, (VI.4.4)]; since E x is divisible, Ext(G/G’, E ' ) = 1 [ 10, 
Theorem 1.7.1 and Proposition 111.2.61. Then (4.2) for 52 and for E x, 
together with the naturality in Q, gives a commutative diagram 
1 - Ext(G/G’, Q) ---+ H’(G, Q) x Hom(H,(G), Sz) --+ I 
I 
w7.n 
I 
PG,R (4.3) 
1 - H'(G,E")T Hom(H,(G), E")- 1 
where the vertical maps are induced by the inclusion map of Q to E x. By 
definition H,(G) is finitely generated abelian, and by the second row of 
(4.3) Hom(H,(G), E ’ ) is finite; these imply that H,(G) is torsion and 
hence finite, whence H’(G, E x ) is isomorphic to the p-regular part of 
H,(G) (this fact is well known, at least for characteristic 0). Then 
exp H,(G) divides 1 Gj, and (4.1) implies that pc,n is an isomorphism. Since 
aG,EX is also an isomorphism, this yields an exact sequence 
1 - Ext(G/G’,O)- H*(G,Q)= H2(G,E")- 1. (4.4) 
(Karpilovsky [ 11, Theorem 2.2.91 comes close to stating this, using more 
elementary arguments.) From now on, the only maps between groups Q 
that I shall allow are inclusion maps 
l.Q,-,Q, for Q,<Q,<E". (4.5) 
488 WILLIAMF.REYNOLD.5 
With this restriction, (4.4) is natural in both G and 52 and splits naturally 
In Q (by QG,O~~~,~~~G.Ex 1. 
Now we can apply the results of Section 3. Since the mapping gG,R of 
(3.3) satisfies 7rCG,* 0 gc,n = 1, CJ~,~ splits the sequence (4.4). Furthermore we 
have: 
THEOREM 4.1. Under the assumption (4.1), the split exact sequence 
1 - Ext(G/G’, Sz) - H2(G, Q) 3 H2(G, E x ) - 1 (4.6) 
~G.0 
is natural in both G and L? in the sense determined by (4.5). Hence the direct 
decomposition 
H2(G, 52) = ker rcG,* x im cc,n 
is natural in the same sense. Here 
(4.7) 
ker n 
Z2(G, Q) n B2(G, E x ) 
G.R = 
B2(G, Q) 
2 Ext(G/G’, L-2), 
im (T~,~ g H’(G, E x ). 
Explicitly, the naturality of (4.6) can be described as follows. The objects 
of %’ are the pairs (G, Q), where G is a finite group and Sz satisfies (4.1). 
The morphisms of +? from (G,, Q,) to (G,, Q,) are as follows: if sL26Q, 
they are the pairs (h, 1) for all homomorphisms h: G, + G, and for the 
inclusion map 1 of Q, to Sz,, otherwise there are none. They are multiplied 
by (h’, l’)(h, 1) = (h’o h, I 0 I’). 
I shall give further details only for G,,~. There is a natural contravariant 
functor F= H2(-, -) from %? to the category Y of groups, for which 
F(G, Sz) = H2(G, L?) and 
F(h, 4W2(G2, Q,)) = (z~f~ (h x h)) B2(G,, Q,) 
(cf. [lo, p. 1901). Similarly there is F, = H2(-, E x ) from %? to 22, which 
ignores second arguments, defined by FO(G, Q) = H2(G, E X ) and 
Fdh, W~2(G2, E” )I = U-0 (h x h)) B2G > E” 1. 
With these definitions the naturality of the splitting is given by: 
PROPOSITION 4.2. The mapping 
*, : (G, Q) - oG,R 
is a natural transformation of FO to F. 
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Proof. Since OG,R is a homomorphism by Theorem 3.4, the proposition 
just asserts that 
w4 ~)“~G2.R2= bG,,12, oFO(h, z). (4.8) 
In the factorization h = h”’ 0 h” 0 h’. 
GiA G,/kerhLimhs Gz, 
it is enough to prove (4.8) for the factors. But since all pairs occurring are 
in %?, for h’ (4.8) follows from (c) of Theorem 3.6 and for h”’ it follows 
from (a), while for the isomorphism h” it is easy (cf. (d)). This proves 
Proposition 4.2 and Theorem 4.1. 
If G = G’, then rcG,R is an isomorphism and cG,R is merely rc,;; in this 
case every cocycle in Z*(G, E x ) is Q-normalized. But this is false in 
general: for example, if G is the Klein four-group, E = C, and Sz = (i), 
H2(G, Q) is elementary abelian of order 8 but IH’(G, C ’ )I = 2. The 
assumption (4.1) is essential; for example, if we replace Sz here by { +_ 1 }, 
the conclusion of Theorem 3.2 becomes false and, although (4.4) splits, 
there appears to be no natural splitting. 
In [ 161 I asked, for p = 0, whether ciG, can be replaced by iexp G in the 
existence part of Theorem 5.1. Opolka [ 143 has answered this question in 
the negative; also see [17]. 
5. SUBFIELDS OF E 
The rest of the paper will deal with realizability of projective representa- 
tions in fields. (Some related results in a different direction can be found 
in [13].) 
Let K be a subfield of E. I shall say that K splits the element f of 
Z2(G, E x ) if every irreducible f-representation of G in E (i.e., projective 
representation of G in E with 2-cocycle f) is linearly equivalent in E to 
an f-representation of G in K. (Recall that if T is an f-representation, 
M an invertible linear transformation, and c a l-cochain, then the 
(&)f-representation g H c(g) A4 - ‘T(g) M is called projectively equivalent 
to T, if c = 1 it is linearly equioalent [ 163. The present use of “split” is 
unrelated to the term “split exact sequence.“) Then the same holds for all 
completely reducible f-representations of G in E; if p does not divide (Gl 
this means all f-representations [ 11, Theorem 3.2.101. If K splits f, then 
f~ Z’(G, K x ) and K splits every cocycle in the cohomology class 
fB2(G, K x ). Furthermore, I shall say that K splitsf on subgroups if K splits 
the restriction res G _ H f for every subgroup H of G. 
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Recall that the twisted group algebra K[G, f] is the K-algebra with basis 
(b, 1 g E G} such that b,, b,, = f( g, , g,) b,, RZ. The f-representations T of G 
correspond bijectively to the representations Y of K[G, f] by T(g) = 
F(b,). Then K splits f if and only if K is a splitting field for K[G, f] by 
[ll, Proposition 1.6.41 (cf. [7, pp. 29222941). 
The next result is the main existence and uniqueness theorem for 
cocycles that are split on subgroups. Except for the assertion about gG,KX, 
it will follow at once from Theorems 5.3 and 5.4. Those two theorems are 
independent of each other, and of Section 3. 
THEOREM 5.1. Let K be a subfield of E such that 
i,~,, E K. (5.1) 
Then for each u E H’(G, E X ), there exist cocycles f E u such that K splits f 
on subgroups. The set of all such f e u is exactly one class in H’(G, K X ). In 
fact, it is the class ~~~~~ (u) in the notation of (3.2); thus for f e Z2(G, E x ), 
K splits f on subgroups if and only if f is K X -normalized. 
PROPOSITION 5.2. If f has finite order in Z’(G, E ’ ) and tf K contains a 
root of unity of order m = o(f )(exp G),,, then K splits f on subgroups. 
This result (essentially [ 11, Theorem 6.5.151, cf. [8, Sect. 41) is obtained 
at once by applying Brauer’s theorem on splitting fields [7, (41.1)] to the 
f-covering group of G (see references in Section 2), since the p-regular part 
of the exponent of that group divides m. For f = 1, it reduces to Brauer’s 
theorem. (For Brauer’s theorem in prime characteristic, see [6, Sect. 21 or 
C7, (83.71.) 
THEOREM 5.3. If e E Z’(G, E X ) is order-normalized and if K contains 
h” ’ then K splits e on subgroups. 
Proof: Theorem 2.4(b) implies that 
o(e)(exp G),, I exp H’(G, E ’ )(exp G),, I lGIpJ; 
then the result follows from Proposition 5.2. It is curious that here the 
Alperin-Kuo result is used to prove existence, whereas in Theorem 3.2 it is 
used to prove uniqueness. 
This existence theorem is essentially contained in [ 16, Theorem 5 and 
Corollary]. Now for a corresponding uniqueness theorem, the simple result 
from which this paper grew. 
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THEOREM 5.4. Let K be any subfield of E. Then each cohomology class 
in H*(G, E x ) contains at most one class in H*(G, K x ) whose elements are 
split on subgroups by K. 
Proof. Suppose that f and f’ are elements of Z’(G, K x ) that are 
cohomologous over E. Choose c E C ‘(G, E x ) such that f' = (6~) f. Construct 
a configuration of twisted group algebras as follows: embed K[G, f] in 
EOK K[G, ,f] = E[G, f 1, which has {b, I g E G} as an E-basis; set bh = 
c(g) bRE E[G, f]. Then bb,bh,= f'(g,, g2) bhlRZ, so that the K-space 
spanned by {bb} 1s a twisted group algebra K[G, f’] forf’; we can identify 
the corresponding algebra E[G, f’] with E[G, f], using the E-basis {bh}. 
Now assuming that K splits both f and f' on subgroups, we shall see 
that c(g) E K x for all gE G. Since our hypotheses carry over to 
K[H, resG+ H f ] for subgroups H, we can reduce to the case that G is a 
cyclic group (g). In this case E[G, f], being generated by one element, is 
commutative, so that all its irreducible representations Y are one-dimen- 
sional. Since F(b,) and F(bi) = c(g) F(b,) are both in K ‘, so is c(g) as 
required. Observe that in the configuration K[G, f ] = KEG, f']. 
I do not know whether the words “on subgroups” are required for the 
truth of Theorem 5.4. 
The following example shows that we must deal carefully with 
isomorphic algebras in the above configuration. Let G = (g) be of order 3; 
let K = Q, E = C, f = 1, and c( gi) = <‘,. Then f' = 1 also, but Q[G, f] and 
Q[G, f ‘1 are two distinct copies of the group algebra Q[ G] = Q[G, 1 ] 
within one copy of C[G]. Of course Q does not split f. 
Now we can quickly complete the proof of Theorem 5.1. By Proposi- 
tion 3.1, u contains an order-normalized e. By Theorem 5.3, K splits e on 
subgroups; the same holds for all elements of eB*(G, K x ). By Theorem 5.4, 
these are all the elements of u that K splits on subgroups. Finally, 
Theorem 3.2 implies that e E crG.,K X (u), whence (T~,~ I (u) = eB*(G, K ’ ). 
Theorem 5.1 has an interpretation in terms of algebras, loosely stated as 
follows: 
THEOREM 5.5. If (5.1) holds and if A is any twisted group algebra for G 
over E, there is essentially one twisted group algebra r for G over K such 
that A = E QK r while K is a splitting field for the restrictions of r to all the 
subgroups H of G. 
If also G = G’, then since rrG,K X is an isomorphism, K is a splitting field 
for all the restrictions of every twisted group algebra r for G over K; thus 
the last clause of Theorem 5.5 can be omitted in this case. 
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6. APPLICATIONS TO CLIFFORD THEORY 
The following theorem implies the results of Section 2 of [ 161, especially 
Theorem 5. Statement (a) gives an aflirmative answer to a question asked 
on p. 196 there, and (c) improves Theorem 6. 
THEOREM 6.1. Let N he a normal subgroup of G and Q = G/N. Then 
every cohomology class u in H’(Q, E x ) contains a 2-cocycle e such that: 
(a) e is order-normalized. 
(b) if K contains the ICI,, th roots of unity, then inf,,. e’ is 
K x -normalized and hence is split on subgroups by K for all i E Z. 
(c) o(e) divides (coexp Q)p,, which in turn divides (coexp G),,. 
Proof: By Proposition 3.1, u contains an order-normalized e; I show 
that any such e satisfies (b) and (c). Clearly every power ei is order- 
normalized, hence K x-normalized. Then Corollary 3.7 and Theorem 5.1 
imply (b). Finally, (c) follows by Section 2. 
In conclusion, some of the above results can be applied to the situation 
of Clifford’s theorem and Mackey’s generalization of them (see [ 12; 11, 
Theorem 6.6.41) as follows so as to improve [16, Sect. 3-J. Given a normal 
subgroup N of G and an irreducible f-representation T of G over E, 
Mackey’s results state that T is linearly equivalent to the f-representation 
induced by a projective representation T’ of a certain group S, N < S d G, 
while T’ is a tensor product Y 0 (inf,,, _ s 2) of two projective representa- 
tions of S; here ress j N Y is an irreducible constituent of resG _ N T and Z 
is an e-’ -representation of S/N for some e. Let K be the subfield generated 
by the IGl,.th roots of unity. Given Mackey’s results, we can, after a 
projective equivalence, take ,f order-normalized; or, if f happens to be 
inflated from G/N, we can instead take f inflated from an order-normalized 
cocycle on G/N. In either case f is K ‘-normalized by Theorem 6.1; 
by Corollary 3.7, so is the cocycle res,,.s f of T’. After another projec- 
tive equivalence we can take e order-normalized; then inf,,,, s e is 
K ‘-normalized and, by Corollary 3.5, so is the cocycle inf e res f of Y; so 
Y and Z are both linearly equivalent to projective representations over K, 
whence so are T’ and T. (When we change Z we must also change Y so 
as to preserve the cocycle of T’, in order to induce to T.) In Clifford’s case 
f= 1 we can use (Sl,,th roots of unity; I do not know whether this is true 
in general, despite a vague and inaccurate statement I made in [16, 
Sect. 31. 
Theorem 6.1 can also be applied in the Addendum of [15] to avoid an 
increase of a group order in a construction. 
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