ABSTRACT Non-linear minimum optimization methods, like maximum likelihood estimation method, have been heavily employed in range-based localization problems in plenty of research. However, conventional optimization methods require precise initial values. When the initial coordinate is imprecise or even significantly different from feasible solution, these methods can easily get stuck in local optimum solutions. For localization applications in open outdoor areas, these initial values can be provided by Global Navigation Satellite System (GNSS) with acceptable error. On the contrary, in areas with poor satellite signal reception, no precise initial value is available. To solve this problem, we proposed a generally effective approach, degrading the sensitivity of non-linear optimization algorithms on initial value accuracy, which can be applied for collaborative localization in areas with poor or no GNSS signal coverage. Penalty strategy was involved to restrict imprecise initial values to get close to both feasible region and global optimum solution. Both simulations and field tests were carried out to verify the feasibility and efficiency of the proposed approach. The results show that the sensitivity of algorithms on initial value accuracy is reduced efficiently, and accurate location estimation can be obtained even with random values as initial coordinates.
I. INTRODUCTION
With the development of signal processing and wireless communication, Internet of Things (IoT) has emerged as a leading research area. Location is becoming one of the most essential requirements for plenty of applications in the field of IoT. Location information significantly impoves the importance of data. For many localization solutions, Global Navigation Satellite System (GNSS) is utilized to provide position information [1] , [2] . However, since the GNSS positioning results are not always feasible or adaptable to the environment with limited satellite signals, the wireless localization systems play an important role in the GNSS challenged scenarios [3] , [4] . In addition, a collaborative localization system helps build network topology for sensors to sense the relative position of each other. With the knowledge of location, other applications and services can be therefore established such as reliable routing protocol [5] , coordinately control robotic systems [6] , [7] and coordinated control of vehicle teams [8] .
Techniques utilized in collaborative localization systems are generally categorized as range-free and range-based methods. The former methods use connectivity or multihop information with neighbor sensors. The latter methods are based on pairwise distance or angle information measured among sensors. Compared to range-free techniques, rangebased techniques are appropriate for the applications required high accuracy. Received signal strength (RSS), angle of arrival (AOA), time of arrival (TOA) and time different of arrival (TDOA) are common ranging methods. In practice, TOA ranging method gives better accuracy as compared to RSS and AOA without antenna array. Unlike TDOA, TOA does not require strict time synchronization, which makes it much easier to implement. Therefore, TOA is utilized in this article for distance measurement. Additionally, impulse based Ultra-Wide Band (UWB) system is studied in this article as it can provide satisfactory localization accuracy with low power consumption and can be easy to implement by off-the-shelf components.
Range-based collaborative localization can be defined as distance geometry problem and non-linear minimum optimization methods are introduced to solve such problems [9] . After the optimization problem is formulated, conventional optimization algorithms like conventional maximum likelihood (ML) estimation, gradient descent (GD) method, least square (LS) technique, Levenberg-Marquard (LM) and Powell algorithm are utilized in many research [1] , [10] - [12] . Additionally, semidefinite programming (SDP) relaxation method has been used for non-convex problems conversion combined interior penalty function for solution of the converted convex problem [13] . The accuracy of these algorithms usually depend heavily on initial coordinate precision, also called ''starting point'', because the algorithms get stuck easily in local optimum solutions and take them for final solution with inaccurate initial coordinate. In other words, higher algorithm performance can be achieved with initial coordinate closer to the optimum solution. For localization system, Global Navigation Satellite Systems (GNSS) including GPS is able to provide reliable initial values in open outdoor space. However, severe multipath interferences and signal blockage significantly affect GNSS signal as WSN advance into lessthan-ideal areas like dense urban area, forests, and most of the indoor areas. In these areas, GNSS is too weak to provide reliable initial values [14] . Therefore, specific approach not heavily relying on accurate initial coordinate is necessary for range-based collaborative localization in these areas.
Thus, this study proposed a generally effective approach to solve the initial value problem in collaborative localization field, and this makes it possible to generalize nonlinear optimization algorithms into the areas with poor or no GNSS coverage. It is a hybrid optimization algorithm of exterior penalty function (EPF) method, making non-linear optimization methods not depend heavily on accurate initial coordinate, and conventional algorithm. It is known that EPF is able to approach the boundary of feasible region from whether or not a feasible solution. In this algorithm, it is utilized to reduce the sensitivity of non-linear relative location estimation algorithms on initial coordinate accuracy. A common optimization algorithm is used as well to deal with the mathematical complication. In other words, this approach can achieve precise location estimation employing random values as initial guess for the corresponding problem.
Major contributions of this article are: -We specified the range-based collaborative localization model and proposed a robust collaborative localization algorithm that can achieve target location with imprecise initial coordinates in poor or even no GNSS areas. Penalty strategy is utilized in this algorithm to reduce the sensitivity of optimization algorithms on initial values accuracy intuitively and effectively. -Both simulation and empirical measurements have been conducted to evaluate our algorithm. Sensors deployed in different topologies in a fair way in this work. Compared with conventional optimization algorithms, senility of our algorithm is effectively reduced with random initial coordinates. The rest of this article is organized as follows: TOA and UWB ranging techniques are introduced in Section II. Some collaborative localization algorithms and the proposed approach are presented in this section. We proposed our robust optimization algorithm with imprecise initial coordinates in Section III. Then we provided experiment results to verified the feasibility and validity of our algorithm in Section IV. Finally, we conclude this article in Section V.
II. RANGE-BASED COLLABORATIVE LOCALIZATION PROBLEM
A. TOA RANGING METHOD USING UWB TECHNIQUE TOA estimates distance by measuring the propagation time of the pulse signal transmitted between transmitter and receiver. This method can be implemented in one-way or twoway time propagation measurement as shown in Fig. 1 [15] . In one-way approach, the clock of transmitter must be synchronized with that of receiver node. At first, the transmitter node sends a packet containing the timestamp to the receiver node. Then, the receiver node receives this packet at a later time. If the clock synchronization is perfectly performed before, the propagation time can be calculated by subtracting the transmit timestamp from the receive time. However, as clearly stated in [15] , a small error in time propagation measurement can cause some severe ranging error in one-way approach. In this work, we directly applied the two-way approach. In two-way approach, clock synchronization is not necessary and another transceiver is introduced. After the first transceiver which is same with one-way process, the receiver node transmits another packet containing a new timestamp, and the initial transmitter receive this packet later. The time propagation for distance measurement is the average of the twice transceivers. And then, transmitting time can be obtained with local time of transmitter and receiver, as t round and t reply in Fig. 1 . Assuming that t p VOLUME 6, 2018 is the transmit time and it is much less than t reply , distance measurement can be calculated witĥ
where T 1 is the time transmitter sending the ranging data package, T 2 is the time receiver getting the ranging data, T 3 is the time receiver sending the ACK package, T 4 is the time transmitter getting the ACK package, and C = 3 × 10 8 m/s [15] . The TOA ranging method goes with UWB technique in most of the cases, which is a promising radio communication technology used in wireless networking. Unlike traditional radio transmissions, UWB transmits large amount of data over a large portion of the radio spectrum of more than 500 MHz frequency bandwidth. In addition, UWB generates one or more pulses at specific time intervals employing a large bandwidth rather than continuous carriers with a specific bandwidth [16] . Therefore, UWB technique can work well in low energy levels and provide high data rate. Pulsebased UWB costs low power spectral density dispersing the information into a broad range of frequencies to avoid interfered and decoded. A valuable feature of UWB is that the pulses are very narrow and in low duty cycle. It is hard for reflected signals to overlap the line-of-sight signal. This makes it possible to resist multipath interference in wireless communication systems. Thus, UWB technology is appropriate for TOA measurement in location systems. 
B. PROBLEM FORMULATION
Supposing there are n nodes in a WSN as localization targets in two-dimensional space, as shown in Fig. 2 .
. . , n denotes the true position of the ith node andx i = x i ,ŷ i T ∈ R 2 , i = 1, 2, . . . , n is corresponding position estimation. Thus, a relationship can be defined aŝ
where i ≤ δ is Euclidean norm representing the estimation error of localization algorithm.
iy . TOA distance measurement between the ith and the jth nodes can be defined aŝ
Then, the TOA ranging matrix iŝ
Due to the restrict of transmitting power, the connectivity between all device pairs is based on TOA ranging limitation. Ifd denotes the ranging limitation between two sensor devices, the index set of possible sensor devices connected with the ith device can be defined as
d ij is validate value when and just when j ∈ V i . Position estimation can be obtained with optimization methods by making Euclidean norm between two nodes ( x i −x j ) approximate corresponding TOA ranging value (d ij ). That is, the location of target nodes can be obtained with TOA measurements by solving a minimization problem
with constraints based on distance information defined as
where X = (x 1 , x 2 , . . . , x n ) ∈ R 2n is the sensor coordinate to estimate and ε ij is the maximum absolute ranging error. Nonlinear optimization algorithms are always involved to solve such a minimization problem. But they depend heavily on the accuracy of initial values as easily getting stuck in local optimum solutions. Thus, an approach with low sensitivity of initial value accuracy is pivotal for accurate sensor localization in areas with poor satellite signal.
III. ROBUST OPTIMIZATION ALGORITHM FOR RANGE-BASED COLLABORATIVE LOCALIZATION A. PENALTY FUNCTION
Penalty function has a long history of being identified as an effective method for constrained optimization problems [17] . It can be categorized as interior penalty function (IPF) and EPF. Usually IPF requires feasible solutions and is relatively complex to implement. Conversely, EPF penalizes infeasible solutions and is much simpler in terms of implementation. Therefore, this method is appropriate for range-based collaborative localization in less-than-ideal areas as a random initial values can be used whether a feasible solution or not.
To restrict infeasible solutions away from feasible region, more penalty needs to be applied to the violation of the constraints. A punishment mechanism was designed by applying a constant penalty to the solutions violating feasibility [18] . In this method, penalty parameter called ''penalty factor'' γ ij (i, j = 1, 2, . . . , n, i = j) was introduced. This parameter implies how strong the punishment is. The larger the penalty parameter is, the more severe penalties are. This is the essence of penalty method. The independence of feasible solution as initial value is one of the most valuable characteristic of this method.
Considering a constrained problem with an objective function F(X) and a serious of constraints g ij (i, j = 1, 2, . . . , n, i = j). EPF attempts to integrate the constraints as a penalized part of the objective function, and then solve it as an unconstrained problem. The penalized part in the objective function is a number of unsatisfied constraints G ij = max(0, g ij )(i, j = 1, 2, . . . , n, i = j) prescribing a cost for violation. The new objective function can be obtained as
Then, this unconstrained problem can be solved by many common optimization methods for a solution. If all constraints are satisfied, G ij = 0 for each i, j and F(X) = f (X). Therefore, solution of the penalized objective function minimization will be a feasible solution for the original one as well. In addition, the penalty factor in the first iteration is γ ij = 5 and ten times lager in the next loop in this article.
It is worth to mention that a proper value for penalty factor is crucial in this approach. If the penalty is not severe enough, not only it takes too much time searching for solutions in infeasible regions, but also the feasible solutions cannot be found in a right way. Worse still, the search may be stagnant for a long time. In other words, if the magnitude of original objective is large to that of the violated constraints, the punishment mechanism will not work as there is only a little difference between the penalized objective function and the original one. On the contrary, if the penalty factor is just about enough, the penalized part takes a large proportion and cost heavily for constraint violation.
B. ROBUST RANGE-BASED COLLABORATIVE LOCATION FORMULATION
In this article, a hybrid optimization algorithm with EPF is proposed and Fig. 3 shows the framework of this algorithm. The input consists of two parts: one is distance information and the other one is initial value. TOA ranging values are utilized to form the objective function and constraints as shown in Equation (6) and (7). The initial valueX 0 of the optimization objective (X = (x 1 , x 2 , . . . , x n ) ∈ R 2n ) is the ''starting point'', from where begin to find the values of variables that optimize the objective function. In our proposed algorithm, a random function is utilized to generate the initial guess of ''starting points''. Thus, these initial values are not always feasible or infeasible solutions. After the objective function, constraints and initial values are obtained, the optimization procedure can be divided into three steps:
1) STEP 1, TEST THE CONSTRAINTS SATISFACTION
In the beginning of the algorithm, initial values X 0 are substitute into each constraint g ij in equation (7) and test the feasibility to find the unsatisfied constraints to be punished as
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, the values are feasible for the constraint g ij and G ij = max (0, g ij ) = 0. When
ij ≥ 0, the values are not feasible for the constraint g ij and G ij = max(0, g ij ) = g ij . From the second iteration, EPF tests the intermediate result got from the last iteration rather than the initial values.
2) STEP 2, FORM NEW-UNCONSTRAINED OBJECTIVE FUNCTION
As we mentioned before, EPF attempts to transform the constrained problem to unconstrained one by adding the constraints as a part of objective function. For each unsatisfied constraint G ij = 0, a corresponding penalty factor γ ij is multiplied as γ ij G ij . This is the punishment part to be added to the initial objective function, according to equation (8) , to make solutions get close to feasible region. In the mth iteration, unconstrained objective function F m (X) is obtained. When the solution is feasible for every constraints, F m (X) = f (X) and the optimum solution for F m (X) is the same with that for f (X).
3) STEP 3, SEARCH FOR INTERMEDIATE SOLUTION WITH STANDARD OPTIMIZATION METHOD
Afterwards, some kind of standard optimization method, like ML algorithm, is applied to get a intermediate solution X m and corresponding objective value F m (X m ). Here, m ≥ 2 is the iteration number. In this part, iterations exist for such optimization method and the intermediate solution must converge.
4) STEP 4, JUDGE THE CONVERGENCE
This is the final step in each iteration and we have to judge the convergence of results for EPF part. Defining condition for convergence as
where η = e −4 is the convergence precision. It is the finally optimum solution,X, if it is convergence. Conversely, reiterate from step 1. The initial values are replaced with intermediate solution and validated convergence criterion in each iteration.
IV. EXPERIMENT RESULTS

A. TESTING SCENARIOS
To validate the proposed collaborative localization algorithm based on EPF, both simulations and empirical measurements have been conducted. The simulation was performed using MATLAB. In this simulation, a square area of 100 × 100 m 2 is considered, with a sensor network of 15 nodes randomly deployed in it. To validate the feasibility and effectiveness of EPF to impair initial coordinate sensitivity, the proposed algorithm was performed in two conditions with random approach or accurate approach. In random approach, those initial values were generated randomly in the square area of 10,000 m 2 . And in accurate approach, GPS coordinates in wide areas with average accuracy of one meter were used as those initial values. It is known that TOA estimation can be performed in direct path (DP) and undetected direct path (UDP) scenarios. The ranging errors caused by multipath exist in both conditions and the errors produced by obstacles blocking can only exist in UDP condition. TOA ranging error model using UWB indoor radio measurements has been established in [15] , we directly applied the model for ranging error estimation in this work. Parameters of the model for different bandwidths in both DP and UDP conditions are given in [19] . As also stated in [20] , UDP occurs very frequently in less-than-ideal areas, especially unstructured indoor. Moreover, the most common used UWB signals have bandwidth of 500MHz. Thus, TOA ranging error model using UWB measurements in UDP scenario with bandwidth of 500MHz was utilized in this article. The mean and variance of this normal distribution model are 1.62m and 80.9cm, respectively. In our simulations, UWB ranging errors among wireless sensor nodes were generated randomly following this Gaussian model every time. And we suppose that each node can communicate with all other nodes in the network for distance measurement. Furthermore, the algorithm performance for sensor localization was evaluated using root mean square error (RMSE) of location error as criteria. Average RMSE of random deployments has been calculated to compare the proposed method with others in different conditions of ranging error and initial error.
Furthermore, empirical measurements have been carried out in outdoor area of the parking lot in Beijing Olympic Forest Park. In the empirical measurements, we used the testing nodes with UWB module DWM 1000 of DecaWave company. The nodes are mainly composed of a TOA enable RF chip (DWM1000) and a MCU chip (STM32F103).
B. SIMULATION RESULTS
Numerical simulations have been performed to validate the feasibility and effectiveness of the proposed method to reduce initial values sensitivity. Optimization algorithms including ML estimation method and Powell algorithm are applied for performance comparison with or without EPF. All the algorithms mentioned above performed with GPS errors or random errors.
In this section, deployment diagrams with actual and estimated locations of sensor nodes can help understand the important role of EPF on weakening initial values sensitivity more intuitively and effectively. Each point on the figures corresponds to a node location. The black points are the actual location of nodes in the area, and the colorful circles and rhombuses present estimation results with and without EPF, respectively. In the network of 15 sensor nodes, three random nodes were chosen to build relative coordinate system, one is original point and the other two are used for x and y axes. Thus, there are only 12 nodes displayed in these figures. 4 illustrates the localization results of ML estimation method with and without EPF. In Fig. 4a , it can be first noticed that the algorithms with and without EPF have a similar localization performance when the initial errors are about 1 meter. Both algorithms perform well. This is in contrast to the results shown in Fig. 4b when initial values are random. Without EPF, ML estimation method almost cannot locate any sensor node. It can be explained by the fact that ML estimation method is a local optimization method in essential, meaning that it cannot avoid convergence to a locally optimal solution around initial points. It is well known that the performance of this method depends heavily on initial values. However, using proposed approach combining with EPF, as can be noted, better localization performance can be achieved even with random initial values. We noted that positioning accuracy was almost not affected by initial errors. We are next interested in the universality of the proposed approach on other local optimization algorithms. Further simulation results of Powell algorithm obtained are presented in Fig. 5 . It is also shown that Powell algorithm, combining with EPF, can perform well even with random initial points. From the two previous figures, we can find that EPF can help reduce sensitivity of optimization algorithms on initial values for collaborative localization based on TOA. The average performance of these algorithms are presented in Fig. 6 . The horizontal axis denotes different method, whereas the vertical axis shows position estimation error RMSE in meter. Similar result can be obtained with above figures.
From proposed approach framework displayed in Fig. 3 , we can obviously find that decreasing sensitivity of optimization algorithms on initial values via EPF cannot avoid cost of extra iterations. More specifically, extra iterations caused by EPF and localization performance improvement of these algorithms are depicted in detail in Table 1 . Each extra VOLUME 6, 2018 iteration costs an execution of local optimization algorithm. More iterations, more execution time. But it is worth to mention that it costs different execution time in each EPF iteration. Even though initial errors reach up to about 40 meters, relatively stable performance has been achieved as no more than 3 meters with EPF, while simple optimization algorithms can only achieve precision as low as more than 20 meters for instance. Moreover, combining with EPF, ML method costs less time than Powell algorithm as the former caused about 10 times and the latter caused about 36 times while the latter achieves better localization accuracy.
C. MEASUREMENT RESULTS
To further verify performance of the proposed EF-based algorithm, empirical measurements were conducted in a parking lot in Beijing Olympic Forest Park. Totally 10 sensor devices were placed on four cars parking far from each other in an area of 30×36 m 2 . The devices and measurement scenario are shown in Fig. 7 . With a 20db power amplifier, the distance of TOA measurements can achieve 200m in LOS conditions and 20m in Non-Line of Sight (NLOS) conditions (blocked by a concrete wall 20cm thick). Thus, the connectivity of these nodes in our empirical measurement is 100%. During the measurements, one tester walked in this area to form NLOS condition randomly. Totally, about 150 to 200 sets of ranging measurements were obtained for each pair of nodes.
For empirical measurements, initial values with various errors were involved to test EPF-based algorithm robustness. The initial errors were classified as 1m, 6m and random error. Initial values of random error were generated randomly in area of 100 × 100 m 2 . Localization results of ML, EPF-ML, Powell, EPF-Powell were compared and the average localization results are listed in Table 2 . For all four approaches, the localization error increases with the growth of initial error, which is the error of initial value. But it is obvious that EPF-based approaches efficiently degrade the sensitivity of optimization algorithms on initial value error. Even with the initial values generated randomly in area of 100 × 100 m 2 , the average localization error is less than 4m with EPF-ML and less than 3m with EPF-Powell approaches. Furthermore, compared with the results shown in Fig. 6 , EPFbased approaches get the similar localization performance with empirical measurements.
V. CONCLUSION
In this article, the initial values sensitivity problem of common optimization algorithms in range-based localization has been considered. As we all known, GNSS is able to provide reliable initial values in open areas rather than complex shelter scenes like urban area, forests, and indoor areas. Then, we have introduced an approach combining with penalize mechanism that applies constant penalty to the solutions violating feasibility to refrain the initial value sensitivity for those less-than-ideal areas.
Via simulation evaluation on two common optimization methods in UDP condition with 500MHz bandwidth by the adoption of the UWB technology, we have validated that combining with EPF approach, ML estimation method and Powell algorithm can achieve stable performance no matter if accurate or random initial values were provided. However, its usage of EPF for TOA based collaborative localization applications cannot avoid extra execution time. But different method suitable for different scenarios and conditions. EPF can be applied in conditions of volatile or even no initial values like indoor areas with relatively relax execution time. Hence, this article helps those optimization methods utilized in range-based localization fields to release from constraints of initial coordinates. 
