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Abstract. We give a new proof of persistence of quasi-periodic, low dimensional elliptic
tori in infinite dimensional systems. The proof is based on a renormalization group
iteration that was developed recently in [BGK] to address the standard KAM problem,
namely, persistence of invariant tori of maximal dimension in finite dimensional, near
integrable systems. Our result covers situations in which the so called normal frequencies
are multiple. In particular, it provides a new proof of the existence of small-amplitude,
quasi-periodic solutions of nonlinear wave equations with periodic boundary conditions.
1. Introduction
In this paper, we address the persistence problem of quasi-periodic, low dimensional,
elliptic tori in infinite dimensional systems. A typical example that we will consider is
the nonlinear wave equation (NLW) on a bounded interval,
∂tu = ∂
2
xu− V u+ f(u), (1.1)
with Dirichlet or periodic boundary conditions and f(u) = O(u3). The first results
concerning the existence of quasi-periodic solutions of (1.1) were obtained independently
by Kuksin, Po¨schel and Wayne, [K, P1, W]. They extended to infinite dimensional
Hamiltonian systems Eliasson’s proof, [E], of the so called Melnikov problem, i.e., the
persistence of elliptic invariant tori of dimension lower than the number of degrees of
freedom. Based on the Kolmogorov-Arnold-Moser (KAM) approach, these results were
restricted, however, to Dirichlet or Neumann boundary conditions and to specific classes
of potential V excluding, in particular, the case V = Const. In [P2], Po¨schel covered
the case of constant potentials by exploiting the existence of a Birkhoff normal form for
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the Hamiltonian of (1.1). The normal form allowed him to control the torus frequencies
via amplitude-frequency modulation, and therefore to dispense with outer parameters
provided by an adjustable potential V (x). This approach was applied in [KP] to the
persistence of quasi-periodic solutions for the nonlinear Schro¨dinger equation (NLS)
subject to Dirichlet (or Neumann) boundary conditions.
The case of periodic boundary conditions is more delicate due to the fact that the
eigenvalues of the Sturm-Liouville operator L = −d2/dx2 + V are degenerate. This
leads to resonances between pairs of frequencies corresponding to motion in directions
normal to the torus (the so called normal frequencies). These additional resonances
prevents one from controlling quadratic terms in the Hamiltonian of the system and do
not seem to be addressable by KAM techniques. (This difficulty also appears in finite-
dimensional Melnikov situations.) Developing new techniques based on the Lyapunov-
Schmidt method, Craig and Wayne proved in [CW] persistence of periodic solutions of
the NLW with periodic boundary conditions. Later, their approach was significantly
improved by Bourgain in [B1-2] who constructed quasi-periodic solutions of the NLW
and NLS with periodic boundary conditions. Most notably, it is shown in [B2] that
solutions of this type can be constructed, in particular, for the NLS on two-dimensional
domains. The usual Melnikov nonresonance condition reads, with ω ∈ Rd and µ ∈ Rn
denoting the torus and, respectively, the normal frequencies (n is possibly infinite),
〈k, ω〉+ 〈l, µ〉 6= 0, k ∈ Zd, l ∈ Zn with |k|+ |l| 6= 0, |l| ≤ 2. (1.2)
In Bourgain’s approach and at the price of a considerable technical effort, condition
(1.2) is reduced to
〈k, ω〉+ µs 6= 0, k ∈ Zd, s = 1, . . . , n,
i.e., all nonresonance conditions on pairs of normal frequencies are absent. More recently,
Chierchia and You, see [Y,CY], showed that persistence of quasi-periodic solutions of
the NLW with periodic boundary conditions is tractable by KAM techniques. Their
nonresonance condition,
〈k, ω〉+ 〈l, µ〉 6= 0, k ∈ Zd \ {0}, l ∈ Zn with |l| ≤ 2, (1.3)
is weaker than (1.2), but stronger than Bourgain’s condition. However, for reasons re-
lated to the availability of a normal form mentioned above, they are unable to cover the
case of constant potential V . In the present paper, we give a new proof of Bourgain’s
result for the NLW with periodic boundary conditions. To this end, we will use a renor-
malization group procedure recently developed in [BGK] for standard KAM problems.
The nonresonance condition that we will impose is the same as Chierchia and You’s
condition, but our technique could in principle accommodate Bourgain’s conditon.
In order to describe our result further, we start by specifying the infinite dimensio-
nal Hamiltonians we will consider. For dk, k ≥ 1, a sequence of strictly positive integers
uniformly bounded by some d¯ < ∞, let R∞ denote the set of infinite sequences x =
(x1, x2, . . .) with xk ∈ Rdk . For an integer d ≥ 1, let P = Td×Rd×R∞×R∞ where Td
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is the torus Rd/(2piZd). Denoting the coordinates in P by (φ, I, x, y) and endowing P
with the symplectic structure dφ∧dI +dx∧dy, we consider perturbations of integrable
Hamiltonians of the form
H(φ, I, x, y) = ω · I + 12I · gI + 12
∑
k≥1
(
µ2k|xk|2 + |yk|2
)
+ λU(φ, I, x), (1.4)
where µk ∈ R, k ≥ 1, ω ∈ Rd, and g is a real symmetric, invertible d×d matrix. Above,
|v|2 for v ∈ Rm denotes ∑mi=1 v2i . The Hamiltonian flow generated by (1.4) is given by
the equations of motion
I˙ = −λ∂φU , φ˙ = ω + gI + λ∂IU, (1.5)
and
x¨k = −µ2kxk − λ∂xkU (1.6)
For λ = 0 and the initial condition I0 = φ0 = x0 = y0 = 0, the flow φ(t) = ωt, I(t) = 0,
and x(t) = 0, is quasi-periodic and spans a d-dimensional torus in Td×Rd×R∞×R∞.
In order to study the case for which the perturbation is turned on, we consider a quasi-
periodic solution of the form
(φ(t), I(t), x(t)) = (ωt+ Φ(ωt), J(ωt), Z(ωt)).
Then, (1.5) and (1.6) require that T ≡ (Φ, J, Z) : Td → Rd × Rd × R∞ satisfies the
equation
DT (ϕ) = −λ∂U(ϕ+ Φ(ϕ), J(ϕ), Z(ϕ)), (1.7)
where ∂ = (∂φ, ∂I , ∂x) and, setting
µ ≡ diag(µ11ld1 , µ21ld2 , . . .), (1.8)
together with D ≡ ω · ∂φ,
D =

 0 D 0−D g 0
0 0 D2 + µ2

 . (1.9)
Note that if T is a solution of equation (1.7), then so is Tβ for β ∈ Rd, where
Tβ(ϕ) = T (ϕ− β) − (β, 0, 0). (1.10)
We now state the two hypothesis under which we shall prove existence of a solution T
of equation (1.7), first introducing the following family of Banach spaces R∞s , s ∈ R,
R∞s = {Z ∈ R∞ | |Z|s ≡
∑
k≥1
ks|Zk|Rdk <∞}. (1.11)
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(H1) Asymptotics of eigenvalues. The sequence {µk}k≥1 satisfies µk > 0 and
µk 6= µl for all k 6= l ≥ 1, and there exist γ ≥ 1 and c > 0 such that
µk ≥ ckγ for all k ≥ 1. (1.12)
Furthermore, if γ > 1 then
µk′ − µk ≥ c(k′γ − kγ) for all k′ > k ≥ 1. (1.13)
If γ = 1, then there exist constants ξ > 0 and cl > 0 such that
µk′ − µk = cl(1 +O(k−ξ)) for all k′ − k = l ≥ 1. (1.14)
(H2) Regularity of the perturbation. The map (φ, I, x) 7→ U(φ, I, x) is assumed
to be real analytic in φ ∈ Td and real analytic in I and x in a neighborhood of the
origin of Rd and R∞0 . In addition, we assume that there exist an s > 0 and a ξ > 0
such that for some OI ⊂ Rd and Ox ⊂ R∞s neighborhoods of the origin, the gradient
∂xU is bounded as a map from T
d × OI × Ox to R∞s+ξ−γ . In the sequel, we will often
use the short notation s′ ≡ s+ ξ − γ.
Theorem 1.1. Let {µk} satisfy (H1) and U satisfy (H2). Then, there exists a set
Ω∗ = Ω∗(U, µ) ⊂ Rd such that for ω ∈ Ω∗, equation (1.7) has a unique solution (up to
translations (1.10)) which is real analytic in λ and φ provided that |λ| is small enough.
Furthermore, for all bounded Ω ⊂ Rd the set Ω∗ of admissible frequencies satisfies
meas(Ω \ Ω∗)→ 0 as λ→ 0.
The proof of Theorem 1.1 is based on an inductive procedure developed in [BGK]
for standard KAM problems. This renormalization group iteration can be viewed as an
iterative resummation of the Lindsedt series, as is explained in more details in [BGK],
and was directly inspired by the quantum field theory analogy with KAM problems
forcefully emphasized by Gallavotti et al. [G, GGM]. Melnikov type problems require
to deal with the additional resonances arising from the normal frequencies µk, and the
goal of the present paper is to explain how the procedure of [BGK] can be applied in
such cases. In contrast to standard KAM problems, the set Ω∗ of admissible frequencies
depends for Melnikov type problems on the perturbation U . In our approach, this
dependence expresses itself by the fact that under iteration, the normal frequencies are
renormalized in a U -dependent way and that the set Ω∗ is defined according to the
renormalized normal frequencies. As usual, the set Ω∗ is constructed in such a way
that nonresonance conditions are fulfilled in order for the inductive scheme to converge.
Our scheme is technically simplified if one imposes nonresonance condition of the form
(1.3), i.e., conditions involving pairs of normal frequencies. Hypothesis (H1) ensures
that Ω∗ has large measure under these conditions, and hypothesis (H2) ensures that
the asymptotic properties of the normal frequencies stated in (H1) are preserved under
renormalization. The requirement ξ > 0 is needed both in (H1) when γ = 1, and, for
4
γ > 1, in (H2) in order to cover the case of degenerate normal frequencies (more precisely
the case where dk > 1 for infinitely many k). In Section 2, we show how Theorem 1.1
provides a proof of the existence of quasi-periodic solutions of the 1D NLW with periodic
boundary conditions. In particular, γ = 1 in (H1) and we will see that (H2) is satisfied
with ξ = 1. In contrast, one has for the 1D NLS γ = 2 and ξ = 0. Thus, the scheme
presented here only applies to NLS with Dirichlet boundary conditions (namely dk = 1
for all k) or to the persistence of periodic solutions of NLS (namely d = 1). In order to
cover the other situations, one must be able to dispense with nonresonance conditions
involving certain pairs of normal frequencies.
The remainder of the paper is organized as follows. Section 2 is devoted to the
NLW. In Section 3 we explain the renormalization group scheme that will be used to
prove Theorem 1.1. Section 4 is devoted to the definition of the spaces we will consider.
In Section 5, we state some crucial inductive bounds, which will be shown to hold in
Section 6. Section 7 is concerned with the measure estimate of Ω∗, whereas the proof
of Theorem 1.1 is carried out in Section 8. Finally, we have collected in the appendix
some technical and intermediary results.
2. The 1D Wave Equation
In this section, we show how Theorem 1.1 implies the existence of small amplitude
quasi-periodic solutions of nonlinear 1D wave equations of the form
∂2t u = ∂
2
xu−mu− f(u), (2.1)
t > 0, x ∈ [0, 2pi], with periodic boundary conditions u(0, t) = u(2pi, t), ∂tu(0, t) =
∂tu(2pi, t). Here, m > 0 is a real parameter and f is a real analytic function of the form
f(u) = u3 +O(u4). For f ≡ 0, equation (2.1) becomes
∂2t u = ∂
2
xu−mu ≡ −Lu. (2.2)
The operator L with periodic boundary conditions admits a complete orthonormal basis
of eigenfunctions ψn ∈ L2([0, 2pi]), n ∈ Z, with corresponding eigenvalues
ζn = n
2 +m, (2.3)
if one sets ψ0 = 1/
√
2pi and for n ≥ 1,
ψn(x) =
1√
pi
cos(nx), ψ−n(x) =
1√
pi
sin(nx). (2.4)
Every solution of the linear wave equation (2.2) can be written as a superposition of
the basic modes ψn, namely, for I any subset of Z and µn ≡
√
ζn,
u(x, t) =
∑
n∈I
an cos(µnt+ θn)ψn(x), (2.5)
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with amplitudes an > 0 and initial phases θn. Regarding existence of solutions for the
nonlinear wave equation (2.1), we will prove the
Theorem 2.1. Let 1 ≤ d < ∞ and I = {n1, . . . , nd} ⊂ Z satisfying |ni| 6= |nj | for
i 6= j. Then, for λ > 0 small enough there is a set A ⊂ {a = (a1, . . . , ad) | 0 < ai < λ}
of positive measure such that for a ∈ A equation (2.1) has a solution
u(x, t) =
d∑
i=1
ai cos(µ
′
ni
t+ θi)ψni(x) +O(|a|3), (2.6)
with frequencies µ′ni = µni +O(|a|2). Furthermore, the set A is of asymptotically full
measure as |a| → 0.
As is well known, the nonlinear wave equation (2.1) can be studied as an infinite
dimensional Hamiltonian system by taking the phase space to be the product of the
Sobolev spaces H10 ([0, 2pi])× L2([0, 2pi]) with coordinates u and v = ∂tu. The Hamilto-
nian for (2.1) is then
H = 1
2
(v, v) + 1
2
(Lu, u) +
∫ 2pi
0
g(u) dx, (2.7)
where L = −d2/dx2 + m, g = ∫ fds, and (·, ·) denotes the usual scalar product in
L2([0, 2pi]). In order to prove existence of solutions of the type (2.6) by means of
Theorem 1.1, we would like to write (2.7) in the form (1.4). This turns out to be
possible, through amplitude-frequency modulation, due to the availability of a (partial)
normal form theory for (2.7). As we shall see, the requirement for the parameter m to
be non zero is crucial for this part of the argument. In the sequel, we will closely follow
the exposition of Po¨schel in [P2]. Introducing the coordinates q = (q0,q1,q−1, . . .) and
p = (p0,p1,p−1, . . .) by setting
u(x) =
∑
n∈Z
qnψn(x), v(x) =
∑
n∈Z
pnψn(x), (2.8)
one rewrites the Hamiltonian (2.7) in the coordinates (q,p),
H =
1
2
∑
n∈Z
(
µ2nq
2
n + p
2
n
)
+G(q), (2.9)
where
G(q) =
∫ 2pi
0
g
(∑
n∈Z
qnψn(x)
)
dx. (2.10)
The Hamiltonian flow generated by (2.9) is given by the equations of motion
q¨n = −µ2nqn − ∂qnG(q), (2.11)
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and one can show that a solution q of (2.11) yields a solution of the nonlinear wave
equation (2.1) if q has some decaying properties. More precisely, defining lsb to be the
Banach space of all real valued bi-infinite sequences w = (w0, w1, w−1, . . .) with norm
||w||s =
∑
n∈Z
[n]s|wn|,
where [n] = max(1, |n|), one has the
Lemma 2.2. Let s ≥ 2. If a curve I → lsb , t 7→ q(t), is a solution of (2.11), then
u(x, t) =
∑
n∈Z
qn(t)ψn(x)
is a classical solution of (2.1).
For the proof of Lemma 2.2, see [CY]. Before turning to the normal form analysis of
the Hamiltonian (2.9), we state a result concerning the regularity of the gradient ∂
q
G.
Lemma 2.3. For all s > 0, the gradient ∂
q
G is real analytic as a map from some
neighborhood of the origin in lsb into l
s
b , with
||∂
q
G(q)||s = O(||q||3s). (2.12)
Proof. We first note that lsb is a Banach algebra with respect to convolution of sequences,
with
||q ∗ p||s ≤
∑
i,j∈Z
[i]s|qj−i||pj| ≤ sup
i,j∈Z
( [i]
[j − i][j]
)s
||q||s||p||s ≤ 2s||q||s||p||s. (2.13)
Therefore, using the analyticity of f(u) = u3+O(u4), one computes that in a sufficiently
small neighborhood of the origin,
||f(u)||s ≤ C||q||3s. (2.14)
On the other hand, since
∂
qn
G(q) =
∫ 2pi
0
f(u)ψn(x)dx,
the components of ∂
q
G(q) are the Fourier components of f(u) and (2.12) follows from
the estimate (2.14). The regularity of ∂
q
G follows from the regularity of its components
and its local boundedness, cf. [PT] p. 138.
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We now turn to the normal form analysis of (2.9). First, since g(u) = 14u
4+O(u5),
we find that
G(q) =
1
4
∑
i,j,k,l
gijkl qiqjqkql +O(|q|5),
where
gijkl =
∫ 2pi
0
ψiψjψkψldx. (2.15)
An easy computation shows that gijkl = 0 unless i ± j ± k ± l = 0 for at least one
combination of plus and minus signs. This will play an important role later on. Next,
given a finite subset of indices Id = {n1, . . . , nd} ⊂ Z with |ni| 6= |nj| if i 6= j, we
decompose the Hamiltonian (2.9) as
H = Hd +H∞,
where
Hd(q,p) =
1
2
∑
n∈Id
(µ2nq
2
n + p
2
n) +
1
4
∑
i,j,k,l∈Id
gijkl qiqjqkql ≡ Λd(q,p) +Gd(q), (2.16)
H∞(q,p) =
1
2
∑
n6∈Id
(µ2nq
2
n + p
2
n) +G(q)−Gd(q) ≡ Λ∞(q,p) +G∞(q). (2.17)
Introducing the complex coordinates zj , j = 1, . . . , d, by
zj =
1√
2µnj
(µnjqnj + ipnj ) ,
one obtains the Hamiltonian Hd(z, z¯) =
∑
j µnj |zj |2 + Gd(z, z¯) on Cd with symplectic
structure i
∑
j dzj ∧ dz¯j . For the remaining coordinates, one introduces the notation,
for k ≥ 1,
xk =
{
(qk,q−k) ∈ R2 if k,−k 6∈ Id ,
q−k˜ ∈ R if k = |k˜| for some k˜ ∈ Id ,
and similarly for pn, n 6∈ Id, denoted in terms of yk ∈ Rdk , k ≥ 1, with dk as above,
namely, dk = 2 if both k,−k 6∈ Id and dk = 1 otherwise. Clearly, for q,p ∈ lsb one has
x, y ∈ R∞s , where R∞s is defined in (1.11), and H∞ reads in these notations
H∞(z, z¯, x, y) =
1
2
∑
k≥1
(µ2k|xk|2 + |yk|2) +G∞(z, z¯, x),
with |G∞| = O
(∑3
l=0 |z|l||x||4−ls
)
. The next proposition establishes the existence of a
symplectic change of coordinates that transforms the Hamiltonian Hd into a Birkhoff
normal form. As it will be clear from the proof, this normal form is not available for
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H = Hd+H∞, since most frequencies in H∞ are degenerate. This is the main difference
with [P2] in the present discussion.
Proposition 2.4. For each m > 0 and each subset Id , d < ∞, satisfying |ni| 6= |nj|
when i 6= j, there exists a near identity, real analytic, symplectic change of coordinates
Γd in some neighborhood of the origin in C
d that takes the Hamiltonian (2.16) into
Hd ◦ Γd = Λd + G¯d +Kd,
where |Kd| = O(|z|5) and
G¯d(z, z¯) =
1
2
d∑
i,j=1
g¯ij |zi|2|zj |2 with g¯ij =
3
pi
4− δij
µniµnj
. (2.18)
Furthermore, setting Γ∞ = Γd⊕ 1lR∞s ×R∞s , one has H∞ ◦Γ∞ = Λ∞+K∞ with |K∞| =
O(∑3l=0 |z|l||x||4−ls ).
Proof. Modulo straightforward modifications, the proof is carried out in [P2] and we
restrict ourselves here to a quick overview. The possibility to eliminate all terms in
Gd(z, z¯) that are not of the form |zi|2|zj |2 follows from the fact that for integers i, j, k, l ∈
Id satisfying i± j ± k ± l = 0 and {i, j, k, l} 6= {n, n, n′, n′} one has, as shown in [P2],
|µi ± µj ± µk ± µl| ≥ c
m
(N2 +m)3/2
> 0 , (2.19)
with c some absolute constant and N = min{|i|, . . . , |l|}. To see this, it is convenient to
adopt the notation zj = wj and z¯j = w−j in which Gd reads
Gd =
∑ ′
i,j,k,l
g˜ijklwiwjwkwl +O(|z|5), g˜ijkl =
gn|i|...n|l|√
µn|i| . . . µn|l|
,
where the prime symbol in the summation sign indicates that the sum runs over all
indices i, j, k, l ∈ {1,−1, . . . , d,−d} with n|i| ± n|j| ± n|k| ± n|l| = 0 for at least one
combination of plus and minus signs. Defining the transformation Γd as the time-1
map of the flow of the vector field XF given by a Hamiltonian F (z, z¯) of order four,
namely, Γd = X
t
F |t=1 and F =
∑ ′
Fijklwiwjwkwl, one obtains using Taylor’s formula
Hd ◦ Γd = Λd +Gd + {Λd, F}+O(|z|6) with
{Λd, F} = −i
∑ ′
i,j,k,l
(µˆi + µˆj + µˆk + µˆl)Fijklwiwjwkwl,
where µˆi ≡ sign(i)µn|i| . Therefore, (2.19) allows to choose Fijkl in such a way that
Gd + {Λd, F} =
d∑
i,j=1
g˜iijj|zi|2|zj |2 +O(|z|5) ≡ G¯d +O(|z|5) .
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For the rest of the proof, we refer the reader to [P2].
The Hamiltonian Λd + G¯d is integrable with integrals |zi|2, i = 1, . . . , d. Further-
more, the matrix g¯ = (g¯ij)i,j is non degenerate, as can be checked from the explicit
formula (2.18). Hence, introducing the standard action-angle variables (I, φ) ∈ Rd×Td
and linearizing H around a given value for the action, namely, by setting for some
a = (a1, . . . , ad) ∈ Rd,
ziz¯i = Ii + a
2
i ,
one finally obtains
Ha = ω · I + 12I · g¯I +
∑
k≥1
(µ2kx
2
k + y
2
k) + Ua(I, φ, x), (2.20)
where Ua is just Kd +K∞ with the variables zi, z¯i, i = 1, . . . , d, expressed in terms of
I, φ, and where ω = (ω1, . . . , ωd) is given by
ωi = µni +
d∑
j=1
g¯ija
2
j ,
and covers a cone at (µn1 , . . . , µnd) as a varies in a neighborhood of the origin of R
d.
Furthermore, Ua is real analytic in φ ∈ Td and real analytic in I in a sufficiently small
neighborhood OI of the origin of R
d. As a function of x, Ua is real analytic in a
neighborhood Ox ⊂ R∞s and by Lemma 2.3, its gradient ∂xUa is bounded as a map
from Td ×OI ×Ox to R∞s . Therefore, since hypothesis (H1) is satisfied with γ = 1, Ua
satisfies (H2) with ξ = 1. Finally, the small parameter λ is given in terms of |a| = δ.
In the Hamilton’s equations for Ha, rescaling a by δ, x and y by δ
2, and I by δ4, one
obtains an Hamiltonian system given by the rescaled Hamiltonian
H˜a(φ, I, x, y) = δ
−4Hδa(φ, δ
4I, δ2x, δ2y)
= ω · I + δ
4
2
I · g¯I +
∑
k≥1
(µ2kx
2
k + y
2
k) + U˜a(I, φ, x),
with U˜a analytic in δ and, as a function of I,
U˜a = O(δ) +O(δ3|I|) +O(δ5|I|2).
Hence, Theorem 1.1 implies the existence of quasi-periodic solutions I, x and y of period
ω, real analytic in φ and λ. Tracing the coordinate transformations back to the original
variables qn(t) in the expression (2.8) for u(x, t) completes the proof of Theorem 2.1
with u(x, t) given by (2.6).
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3. The Renormalization Group Scheme
Equation (1.7) consists in a system of equations for the variables (Φ, J) and Z which
are coupled through the perturbation U only. Adopting the notation
V (Φ, J, Z)(ϕ) = λ
(
∂φU
∂IU
)
(ϕ+ Φ(ϕ), J(ϕ), Z(ϕ)), (3.1)
W (Φ, J, Z)(ϕ) = λ∂xU(ϕ+ Φ(ϕ), J(ϕ), Z(ϕ)), (3.2)
one rewrites equation (1.7) as
(
0 D
−D g
)(
Φ
J
)
= −V (Φ, J, Z), (3.3)
(D2 + µ2)Z = −W (Φ, J, Z). (3.4)
Our strategy will be to consider (3.3) and (3.4) separately, treating the functions Z and
(Φ, J), respectively, as parameters. As we will see in Section 8, existence of a (unique)
solution of the original equation (1.7) can then be proved by using the implicit function
theorem. Note that (3.3) involves only the torus frequencies ω and is equivalent to a
standard KAM problem. Existence of solution for such equations is well known and has
been established by various means. One important feature we will use is the regular
dependence of the solution (Φ, J) on the function Z. A precise result about the solution
of (3.3) will be stated in Section 4, Theorem 4.1, once the required Banach spaces of
functions have been introduced.
We now focus our attention on equation (3.4), and will suppress from the notation
the dependence of the vector field W on the parameters Φ and J . Most of our analysis
will be conducted in Fourier space, and we will denote by lower case letters the Fourier
transforms of functions of ϕ, the latter being denoted by capital letters, namely,
F (ϕ) =
∑
q∈Zd
e−iq·ϕf(q), where f(q) =
∫
Td
eiq·ϕF (ϕ)dϕ,
where dϕ stands for the normalized Lebesgue measure on Td. For Z(ϕ) ∈ R∞, note that
z(q) ∈ Rˆ∞ with zki(q) = zki(−q), where Rˆ∞ stands for
⊕
k≥1 C
dk and ki refers to the i
th
component of Cdk . Similarly, Rˆ∞s will denote the complexification of the Banach space
R∞s defined in (1.11). Finally, we will denote the vector space of functions z(q) ∈ Rˆ∞
by h,
h = {z = (z(q)) | z(q) ∈ Rˆ∞, q ∈ Zd}.
In terms of the Fourier transform of W , namely,
w0(z)(q) ≡ λ
∫
Td
eiq·ϕ∂xU(ϕ+ Φ(ϕ), J(ϕ), Z(ϕ))dϕ, (3.5)
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equation (3.4) becomes,
K0z = w0(z), (3.6)
where the operator K0 is given by the diagonal kernel
K0(q, q
′) =
(|ω · q|2 − µ2)δqq′. (3.7)
Solving equation (3.6) requires to invert the operator K0. Although the inverse of K0 is
unbounded for generic frequencies, restricting ω to a set of admissible frequencies gives
sufficient control on the inverse of K0 to prove existence of a solution. As is well known
for Melnikov problems, this set depends on the perturbation U .
In order to prove existence of a solution to equation (3.6), we will follow a strategy
developed in [BGK] for standard KAM problems, namely, for equations of the type
(3.3). This strategy basically consists in inductively reducing (3.6) to a sequence of
effective equations involving denominators of decreasing size. One inductive step, say
the nth step, consists in splitting the effective equation obtained at the previous step
into two equations involving only large and, respectively, small denominators, where
large and small are defined with respect to a scale of order ηn for some fixed η < 1.
This splitting is done in such a way that the nonlinear operator involved in the large
denominators equation is a contraction, and this equation can thus be solved by a simple
application of the contraction mapping principle. This, in turn, allows to map the small
denominators equation into a new effective equation of the type (3.6), with a new right
hand side wn and (eventually) a new linear operatorKn. In [BGK], it was shown that for
equations of the type (3.3), the above mentioned contraction property follows naturally
from symmetries specific to this case. In contrast, equation (3.4) involves in addition
the normal frequencies µk and does not possess such symmetry. In order to obtain the
required contraction, we must make at every inductive step an additional preparation
step. As we shall see below, this amounts to renormalizing the linear operator Kn−1
obtained at the previous step into a new operator Kn, which, in effect, corresponds to
renormalizing the normal frequencies. Furthermore, we will see that the renormalized
normal frequencies converge to a U -dependent set {µ∗α}, α ≥ 1, as n→∞. Therefore,
since the Diophantine conditions imposed on ω will eventually be defined relatively
to this set, one obtains in a constructive way the dependence of the set of admissible
frequencies on the perturbation U .
We now describe how the renormalization group approach is implemented in prac-
tice for Melnikov type problems. First, we proceed with the above mentioned prepara-
tion step by decomposing w0 as
w0(z) = w˜0(z) + A0z,
where the linear operator A0 is the dominant part of Dw0(z) evaluated at z = 0. With
K1 ≡ K0 − A0, equation (3.6) now reads
K1z = w˜0(z). (3.8)
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As explained in more details below, A0 can be chosen in such a way that K1 is of
the same form as K0, cf. (3.7), but now given in terms of a new set of frequencies
µ˜ki ∈ R which are perturbation of order λ of the original normal frequencies µk. The
notation µ˜ki reflects the fact that the perturbation A0 may lift some of the degeneracies.
Therefore, when inverting K1, denominators smaller than O(η) occur for q such that
||ω · q| − µ˜ki | ≤ O(η) for some ki. Furthermore, these small denominators only occur,
for such q, in a specific subspace hqki of C
dk depending on which µ˜kj , if any, has been
separated from µ˜ki by more than O(η). Introducing P1 as the projection of h onto hqki
for q such that ||ω · q| − µ˜ki | ≤ O(η) and defining Q1 ≡ 1l − P1, one thus expects that
the restriction of K1 to Q1h is invertible with an inverse of order O(η−1). Multiplying
(3.8) by Q1 and P1 leads to the small and large denominators equations for z˜1 ≡ Q1z
and z1 ≡ P1z,
K1z˜1 = Q1w˜0(z˜1 + z1), (3.9)
K1z1 = P1w˜0(z˜1 + z1), (3.10)
and by definition of Q1, the first equation can be rewritten as a fixed point equation for
the functional R1 defined as R1(z1) ≡ z˜1, namely,
R1(z) = K
−1
1 Q1w˜0(z +R1(z)). (3.11)
By choice of A0, the nonlinear operator K
−1
1 Q1w˜0 is a contraction and one can solve
equation (3.11) for R1 using the Banach fixed point theorem. (See point (a) of Theo-
rem 5.1 for this part of the inductive step.) Next, with w1 defined as
w1(z) ≡ w˜0(z +R1(z)),
equation (3.10) reads
K1z1 = P1w1(z1), (3.12)
and the solution z = z1 + z˜1 of the original equation (3.6) is now given by
z = z1 +R1(z1) ≡ F1(z1).
Hence, the problem of solving (3.6) is reduced to solving the effective equation (3.12).
To solve this equation one proceeds similarly, starting with our preparation step. After
n steps of this inductive process, the solution of (3.6) is given by
z = Fn−1(zn +Rn(zn)) ≡ Fn(zn), (3.13)
where Rn solves the functional equation
Rn(z) = Γnw˜n−1(z +Rn(z)), (3.14)
with
Γn ≡ K−1n QnPn−1, (3.15)
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and, for some linear operator An−1,
w˜n−1(z) ≡ wn−1(z)− An−1z, (3.16)
Kn ≡ Kn−1 − Pn−1An−1, (3.17)
whereas zn solves the effective equation
Knzn = Pnwn(zn), (3.18)
with wn defined as
wn(z) ≡ w˜n−1(z +Rn(z)). (3.19)
Remark 3.1. The point of this inductive procedure is that Pnwn(z) becomes effectively
linear in z for large n. More precisely, we will show, cf. Theorem 5.1 below, that the
rescaled maps wrn defined by w
r
n(z) = η
−nr−nwn(r
nz) satisfy for r < η,
Pnw
r
n(z) = PnDw
r
n(0)z +O(λr2nη−n) with PnDwrn(0) = O(λ),
in some appropriate Banach space. Thus, zn = 0 becomes a better and better approx-
imation to the solution of (3.18), and we shall construct the solution z of the original
equation (3.6) as the limit of the approximate solutions
z = lim
n→∞
Fn(0). (3.20)
We now give a precise description of the operators Pn. Note that in order to obtain
(3.14) and (3.18), we have tacitly assumed that PnPn−1 = Pn. The possibility to define
Pn satisfying such a property follows from the convergence of the normal frequencies
under renormalization. Recall that renormalization occurs because at every inductive
step one turns the nonlinear map wn of the effective functional equation (3.18) into a
contraction by substracting some linear operator An. Delaying to subsequent sections
the discussion of the appropriate choice for the family Am, m ≥ 0, it suffices to point
here to the properties of Am that will ensure convergence of the renormalized normal
frequencies. As will be shown, cf. point (c) of Theorem 5.1 for a precise statement, Am
is a perturbation of order ληm and is given by a constant kernel Am(q, q
′) = amδqq′
with am : Rˆ∞ → Rˆ∞ linear and hermitian. As a consequence, the operator Kn =
K0 −
∑n−1
m=0 PmAm has a kernel of the form (3.7) with µ
2 essentially replaced by the
positive definite matrix
µ˜2n ≡ µ2 +
n−1∑
m=0
am, (3.21)
with µ˜n having a discrete spectrum σ(µ˜n) ⊂ R+. One easily checks that the singularities
of K−1n are given by the eigenvalues of µ˜n, which therefore correspond to renormalized
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normal frequencies. Since am is of order λη
m, one expects the eigenvalues of µ˜n to
converge as n → ∞ with |νn+1 − νn| ≤ O(ληn) for νn+1 ∈ σ(µ˜n+1) and νn ∈ σ(µ˜n).
This, in turn, allows us to define scales of denominators in a consistent way by carefully
keeping track of the separation properties of σ(µ˜n) as n increases. To this end, one
groups the normal frequencies into a hierarchy of clusters satisfying gap conditions that
are preserved by the renormalization procedure. We first introduce some notation. For
x ∈ R and C a finite collection of points in R, let d(x, C) denote the distance between
x and the smallest interval containing all points in C, and for two finite collections
C1, C2 ⊂ R, let
d(C1, C2) ≡ inf
x∈C1
d(x, C2).
Then, one can uniquely decompose σ(µ˜n) into a maximal number of disjoint clusters
Cnk,i, k ≥ 1, i = 1, . . . ,Mnk , satisfying d(µk, Cnk,i) = O(λ) and the gap condition
d(Cnk,i, Cnk,j) > ηn if i 6= j. (3.22)
Note that Mnk ≤ dk, where dk denotes the multiplicity of the original normal frequency
µk, and that by requiring M
n
k to be maximal, the decomposition
σ(µ˜n) =
⋃
k≥1
Mnk⋃
i=1
Cnk,i (3.23)
is unique. The above observation about the rate of convergence of σ(µ˜n) as n→∞ en-
sures that eigenvalues belonging to different clusters will remain separated. Generically,
one expects all degeneracies to be lifted eventually, so that Mnk = dk for n sufficiently
large and each cluster Cnk,i contains a single eigenvalue. Next, defining Sn ⊂ Zd as
Sn =
⋃
k≥1
Mnk⋃
i=1
Snk,i, (3.24)
where
Snk,i = {q ∈ Zd | d(|ω · q|, Cnk,i) < 14ηn}, (3.25)
one is ensured that all q ∈ Zd \ Sn satisfy d(|ω · q|, σ(µ˜n′)) ≥ O(ηn) for n′ ≥ n. Hence,
such q can be safely “integrated out” in the large denominators equation. Remark that
due to (3.22), the sets Snk,i are pairwise disjoint. In order to achieve the construction of
Pn, one must isolate for every q ∈ Sn the subspace of R∞ in which small denominators
will occur. For q ∈ Snk,i, the latter is given by the eigenspace of µ˜n associated with
the eigenvalues belonging to Cnk,i. This eigenspace will be denoted by J nk,i, whereas the
projector onto J nk,i will be denoted by Pnk,i. Thus, one defines Pn to be the diagonal
operator acting on h given by the kernel
Pn(q) =
∑
k≥1
Mnk∑
i=1
χnk,i(ω · q)Pnk,i, (3.26)
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where χnk,i denotes a function in ∈ C1(R) which satisfies
χnk,i(κ) =
{
1 if d(|κ|, Cnk,i) ≤ 18ηn,
0 if d(|κ|, Cnk,i) ≥ 14ηn,
and interpolates monotonically between 0 and 1 otherwise, with
sup
κ∈R
|χnk,i′(κ)| ≤ Cη−n, (3.27)
whereas Qn is defined as
Qn = 1l− Pn . (3.28)
Note that Pn and Qn are not projectors. The smooth functions χ
n
k,i have been intro-
duced in order to ensure the continuity of the diagonal kernels Γn(q, q), cf. the discussion
preceding Lemma 5.3 below. However, we will make use later of the projector
Pˆn(q) =
∑
k≥1
Mnk∑
i=1
ISn
k,i
(q)Pnk,i, (3.29)
where IΣ denotes the indicator function of a set Σ. Note that PnPˆn = Pn, whereas
QnPˆn 6= 0.
We conclude this section by a few remarks related to the convergence of the induc-
tive scheme. First, setting Ink,i ⊂ R to be the smallest interval covering Cnk,i, one easily
checks that |Ink,i| ≤ (dk− 1)ηn. Hence, since the multiplicities of the normal frequencies
µk were assumed to be uniformly bounded in k, i.e., dk ≤ d¯ for all k ≥ 1, one obtains
for all n ≥ 1, k ≥ 1, and i = 1, . . . ,Mnk ,
|Ink,i| ≤ d¯ηn. (3.30)
Next, it follows from the gap condition (3.22) being preserved that for all m < n the
eigenvalues in a given cluster Cnk,i are perturbation of all or some eigenvalues belonging
to a single cluster Cmk,j , denoted by Cmk,jn
i
. Furthermore, Cnk,i remains close to Cmk,jn
i
. More
precisely, we will show that
sup
x∈In
k,i
inf
y∈Im
k,jn
i
d(x, y) ≤ ηm+1 for 1 ≤ m < n. (3.31)
Finally, we consider the properties of the eigenspaces J nk,i. One has by construction
Pnk,iPnl,j = δklδijPnk,i. However, it will be possible to chose am in (3.21) in such a way
that each Jmk,i is an invariant subspace for am. Hence, by definition of µ˜n and J nk,i,
every J nk,i is a subspace of some J n−1k,j , and by recursion, of some Jmk,j for all m < n.
The (unique) eigenspace Jmk,j containing J nk,i will be denoted by Jmk,jn
i
. Therefore, one
has for all 1 ≤ m ≤ n, k ≥ 1, and i = 1, . . . ,Mnk ,
Pnk,iPml,j = δklδjjn
i
Pnk,i, (3.32)
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which, in particular, implies that
PnPn−1 = Pn−1Pn = Pn. (3.33)
Notations. For most of the subsequent analysis, it will not be necessary to distinguish
between indices (k, i) and (l, j) with k = l or k 6= l. This intervenes only in the
description of the asymptotic behavior of the spectrum σ(µ˜n) and the measure estimate
of Ω∗. For notational convenience, we thus introduce the index sets
In = {(k, i) | k ≥ 1, i = 1, . . . ,Mnk }, n ≥ 1, (3.34)
and will reserve bold letters for indices in In. With this convention, {Cnk | k ∈ In},
denotes for instance the collection of all clusters Cnk,i, k ≥ 1, i = 1, . . . ,Mnk .
4. Spaces
For the Fourier transform z of the solution Z of our original equation (3.4), we consider
the Banach space hs, s ∈ R, defined by
hs = {z = (z(q)) | z(q) ∈ Rˆ∞s , ||z||s ≡
∑
q∈Zd
|z(q)|s <∞}. (4.1)
For s ≥ t, one has the natural embedding hs → ht with || · ||t ≤ || · ||s. We will denote
by hns the subspace Pˆnhs. In particular, one has for z ∈ hns ,
||z||s =
∑
k∈In
∑
q∈Sn
k
|Pnk z(q)|s. (4.2)
The operator norm in L(hns , hmt ) will be denoted by || · ||(n,m)s,t , and by || · ||(n)s when
n = m and s = t.
Let us now turn to the spaces we will consider for the functions wn. Recall that in
our analysis of (3.4), the functions Φ and J only appear as parameters. In the sequel, we
consider Φ, J : Td → Rd as (fixed) real analytic maps belonging to a small neighborhood
of the origin O
B
in the Banach space
B = {(F,G) : Td → Rd × Rd | ||(F,G)||
B
≡
∑
q∈Zd
|f(q)|+ |g(q)| <∞}. (4.3)
Next, it follows from assumption (H2) that the gradient ∂xU is real analytic as a map
from Td × OI × Ox to R∞s′ , cf. [PT] p. 138. (Recall that OI ⊂ Rd and Ox ⊂ R∞s are
neighborhoods of the origin and that s′ ≡ s+ ξ − a.) This implies that for (Φ, J) ∈ O
B
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small enough, one can write the Taylor expansion of ∂xU(ϕ+Φ(ϕ), J(ϕ), Z) = ∂xU((ϕ+
Φ(ϕ), J(ϕ), 0) + (0, 0, Z)) as
∂xU((ϕ+ Φ(ϕ), J(ϕ), 0) + (0, 0, Z)) =
∞∑
m=0
1
m!
UΦ,Jm+1(ϕ)(Z, . . . , Z), (4.4)
where the coefficients UΦ,Jm+1(ϕ) belong to the space ofm-linear maps L(Rs, . . . ,Rs;Rs′),
are real analytic in ϕ ∈ Td and analytic in (Φ, J) ∈ O
B
. Hence, there exist ρ > 0, α > 0
and b <∞ such that the Fourier transforms of UΦ,Jm+1(ϕ) satisfy
∑
q∈Zd
eα|q| ||uΦ,Jm+1(q)||L(Rˆs,...,Rˆs;Rˆs′ ) ≤ bm! ρ
−m. (4.5)
Inserting the Fourier series for Z into (4.4), one obtains the expansion for w0 as defined
in (3.5),
w0(z)(q) = λ
∞∑
m=0
∑
q
1
m!
uΦ,Jm+1
(
q −
m∑
i=1
qi
)
(z(q1), . . . , z(qm))
≡
∞∑
m=0
∑
q
w
(m)
0 (q; q1, . . . , qm)(z(q1), . . . , z(qm)), (4.6)
where q = (q1, . . . , qm) ∈ Zmd. This formula suggests to consider w0 as an analytic
functions of z ∈ hs. Let B(r0) be the open ball of radius r0 in hs centered at the origin
and let H∞(B(r0), hs′) denote the Banach space of analytic function w : B(r0) → Hs′
equipped with the supremum norm, which we shall denote by |||w|||. Then, bound (4.5)
implies that w0 ∈ H∞(B(r0), hs′) for r0 small enough.
It will be convenient to encode the decay property of the kernels w
(m)
0 inherited
from the estimate (4.5) as a property of the functional w0. Let τβ denote the translation
by β ∈ Rd, i.e., (τβZ)(ϕ) = Z(ϕ−β). On hs, τβ is realized by (τβz)(q) = eiβ·qz(q), and
it induces a map w 7→ wβ from H∞(B(r0), hs′) to itself if we define
wβ(z) = τβw(τ−βz). (4.7)
On the kernels w
(m)
0 , this is given by
w
(m)
β (q; q1, . . . , qm) = e
iβ·(q−
∑
qi)w(m)(q; q1, . . . , qm),
and makes sense also for β ∈ Cd. Since
|||w0β||| ≤
∞∑
m=0
rm0 sup
q
∑
q∈Zd
e−Imβ·((q−
∑
qi)||w(m)0 (q; q1, . . . , qm)||L(Rˆs,...,Rˆs;Rˆs′ ),
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it thus follows from (4.5) that there exist r0 > 0, α > 0, and D < ∞, such that
w0β belongs to H
∞(B(r0), hs′) and extends to an analytic function of β in the strip
| Imβ| < α with values in H∞(B(r0), hs′) satisfying the bound
|||w0β||| ≤ D|λ|. (4.8)
Let us now come back to the existence of a solution for equation (3.3), namely for
the standard KAM problem. One has the classical result (see for instance [BGK]):
Theorem 4.1. Let U satisfy hypothesis (H2) and let g be an invertible matrix. Then,
there is a λ1 > 0 small enough such that for |λ| < λ1 and ω satisfying a Diophantine
condition of the form
|ω · q| > K|q|−ν for q ∈ Zd, q 6= 0,
(3.3) has a solution (Φ, J) ∈ B which is real analytic in ϕ, analytic in λ, and vanishes
for λ = 0. Furthermore, this solution is unique up to translations (Φ, J)(ϕ) 7→ (Φ −
β, J)(ϕ− β) and depends analytically on Z, for Z in a small ball centered at the origin
of the Banach space hs.
To conclude this section, we list some standard properties of bounded analytic func-
tions defined on open balls in Banach spaces. Let h, h′, h′′ be Banach spaces, B(r) ⊂ h,
B(r′) ⊂ h′, and wi ∈ H∞(B(r), h′), w ∈ H∞(B(r′), h′′). First, one has the composition
property: If |||wi||| < r′ then w ◦ wi ∈ H∞(B(r), h′′) and
|||w ◦ wi||| < |||w|||. (4.9)
Next, one deduces from the Cauchy estimate that for r1 < r
′,
sup
||x||<r1
||Dw(x)||L(h′,h′′) ≤ (r′ − r1)−1|||w|||. (4.10)
Taking r1 =
1
2r
′, we infer that if |||wi||| ≤ 12r′ then
|||w ◦ w1 − w ◦ w2||| ≤
2
r′
|||w||| |||w1 − w2|||. (4.11)
Moreover, if δkw(x) ≡ w(x)−
∑k−1
l=0
1
l!
Dlw(0)(x), then
sup
||x||≤γr′
||δkw(x)|| ≤
γk
1− γ |||w|||, (4.12)
for 0 ≤ γ < 1.
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5. Inductive Bounds
We now turn to the inductive bounds that will be used to prove Theorem 1.1. We first
note that since in (3.14) and (3.16), Γn and An are diagonal operators, applying τβ to
equation (3.14) leads to
Rnβ(z) = Γnw˜(n−1)β(z +Rnβ(z)), (5.1)
where w˜(n−1)β = w(n−1)β −An−1, and wnβ is now recursively defined by
wnβ(z) ≡ w˜(n−1)β(z +Rnβ(z)). (5.2)
For r < 1 a parameter to be chosen later, let Bn denote the open ball of radius
rn+1 in hns centered at the origin. Then, we will show that wnβ belongs to H
∞(Bn, hs′),
the Banach space of analytic functions w : Bn → hs′ , provided |λ| is taken small enough
(uniformly in n) and provided the analyticity strip in β is restricted slightly. In the
sequel, we will denote H∞(Bn, hs′) by An. As mentioned in Remark 3.1, the main
ingredient in proving Theorem 1.1 is to show that in addition, Pˆnwnβ becomes essentially
linear as n → ∞. Before stating this result, one introduces the following frequency
subsets, setting for K > 0 and {Cnk}k∈In the clusters described in the previous section,
Ωn(K) =
{
ω ∈ Rd | d(|ω · q|, Cnk ), d(|ω · q|, |Cnk ± Cnk′ |) > K|q|−ν
∀ |q| < Kη−n/ν , q 6= 0, and k,k′ ∈ In}, (5.3)
where Cnk ± Cnk′ denotes the set {ν ± ν′ | ν ∈ Cnk , ν′ ∈ Cnk′}. Note that Ωn(K) ⊂ Ωn(K ′)
whenever K > K ′. Furthermore, one introduces for ω ∈ Rd the subsets of Zd
Q+ω = {q ∈ Zd |ω · q > 0} , Q−ω = {q ∈ Zd |ω · q < 0}. (5.4)
Proposition 5.1. There exist positive constants r and λ0 small enough such that the
following is true for |λ| < λ0, n ≥ 1, and | Imβ| < αn, where α1 = α and, for n ≥ 2,
αn = (1− n−2)αn−1. (5.5)
There exists Kλ > 0 satisfying Kλ → 0 as λ → 0 such that one has for ω ∈ Ωn(Kλ)
arbitrary but fixed,
(a) Equation (5.1) has a solution Rnβ in H
∞(Bn, h
n−1
s ) analytic in |λ| < λ0 and
(Φ, J) ∈ O
B
.
(b) Defining wnβ according to (5.2), one has wnβ ∈ An and, writing wnβ(z) ≡ wn(z) =
wn(0) +Dwn(0)z + δ2wn(z),
||Pˆnwn(0)||s′ ≤ εr2n, (5.6)
|||Pˆnδ2wn|||An ≤ εr2n, (5.7)
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where ε→ 0 as λ→ 0.
(c) There exists An ∈ L(hs, hs′) such that w˜n ≡ wn − An obeys for all z ∈ Bn,
||PˆnDw˜n(z)||(n)s,s′ ≤ εηn. (5.8)
Furthermore,
||An||s,s′ ≤ 3εηn−1, (5.9)
An(q, q
′) = 0 if q 6= q′ and
An(q, q) = anIQ+ω (q) + an IQ−ω (q), (5.10)
where an ∈ L(Rˆ∞s , Rˆ∞s′ ) is hermitian, i.e., an = anT, and satisfies for all k ∈ In,
anJ nk = J nk . (5.11)
(d) The matrix µ˜2n+1 ≡ µ2 +
∑n
m=0 am is positive definite and the spectrum of µ˜n+1
can be uniquely decomposed into a maximal family of pairwise disjoint clusters
Cn+1k,i , k ≥ 1, i = 1, . . . ,Mn+1k , with Mn+1k ≥ Mnk , satisfying for all k ≥ 1 the gap
condition
d(Cn+1k,i , Cn+1k,j ) > ηn+1 if i 6= j, (5.12)
and
ν = µk +O(εk−ξ) for all ν ∈ Cn+1k,i , i = 1, . . . ,Mn+1k . (5.13)
Furthermore, the sets Sn+1k,i defined according to (3.25) are pairwise disjoint, and
(3.31), (3.32) and (3.33) hold with n replaced by n+ 1.
Let us briefly comment on Proposition 5.1, whose proof will be carried out in
Section 6. First, we note that point (d) ensures, in particular, that the new set of clusters
Cn+1k,i enjoy the properties required for proceeding to the next step of the induction, cf.
the discussion at the end of Section 3. The asymptotic behavior (5.13) concerns the
measure estimate of the set Ω∗ of admissible frequencies in Theorem 1.1. Such an
asymptotic behavior is required in order to obtain a set of large measure because one
imposes Diophantine conditions with respect to differences of the normal frequencies.
We will show in Section 7 that (5.13) implies the
Proposition 5.2. For ν = ν(d, ξ) sufficiently large, the set
Ω∗(K) ≡
⋂
n≥1
Ωn(K) (5.14)
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satisfies for all bounded Ω ⊂ Rd, meas(Ω \ Ω∗(K))→ 0 as K → 0.
Note that ω ∈ Ω∗ assume a Diophantine condition with respect to zero. Therefore,
one has for such ω, Zd \ {0} = Q+ω ∪ Q−ω . Next, we turn to bound (5.8), the most
delicate estimate to establish. To treat the off-diagonal part Dwn(q, q
′), q 6= q′, we
will rely on the fact that the exponential decay of the kernel Dw0(q, q
′) in the size
of |q − q′| is preserved due to the introduction of the parameter β. We note that
imposing Diophantine conditions on ω with respect to the differences Cnk ± Cnk′ ensures
that |q − q′| is of order O(η−n/ν) for q 6= q′ ∈ Sn. To treat the diagonal part, we will
use that Dwn(q, q) depends on q through ω · q only, and is, in some sense, continuous
in this variable. More precisely, defining tp : L(hs, hs′)→ L(hs, hs′), p ∈ Zd, by
(tpL)(q, q
′) = L(q + p, q′ + p), (5.15)
and setting
∆p ≡ tp − 1l, (5.16)
we will show that ∆pDwn is of order O(ε|ω · p|) on the diagonal. Therefore, since
p = q − q′ satisfies |ω · p| ≤ ηn for q, q′ ∈ Snk such that sign(ω · q) = sign(ω · q′), one has
for q ∈ Snk ,
PˆnDwn(q, q)Pˆn = aˆk +O(εηn),
where aˆk : J nk → J nk dependents only on the sign of ω · q. The continuity of Dwn(q, q)
ultimately follows from the fact that Γn(q) is continuous in ω·q, as stated in the following
lemma, whose proof can be found in the Appendix.
Lemma 5.3. Let σ ∈ R and p ∈ Zd. Then the operator Γn = K−1n QnPn−1 obeys
||Γn||σ,σ+γ ≤ Cη−n, (5.17)
||∆pΓn||σ,σ+γ ≤ Cη−2n|ω · p|. (5.18)
Finally, the perturbation an being hermitian will essentially follow from the reality
of the original equation (3.4). More precisely, the derivative Dwn satisfies
Dwijn (q, q
′) = Dwijn (−q,−q′), (5.19)
Dwijn (q, q
′) = Dwjin (−q′,−q). (5.20)
Thus, the diagonal element Dwn(q, q) : Rˆ∞ → Rˆ∞ is given by an hermitian matrix
for all q, and an hermitian will follow since, as was mentioned above, an will be chosen
in such a way that its action on each J nk is the constant approximation of Dwn(q, q)
for q ∈ Snk . Note that due to (5.19), one expects Dwn(−q,−q) to be approximated by
an, which explains the decomposition in formula (5.10). Identities (5.19) and (5.20) are
easily checked to hold for n = 0. Indeed, the perturbation U in the Hamiltonian (1.4)
being real analytic ensures (5.19), whereas (5.20) follows from the fact that Dw0 is the
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symmetric second derivative of the functional Z 7→ λ ∫ U(ϕ+ Φ(ϕ), J(ϕ), Z(ϕ))dϕ, cf.
(3.5). Using the recursive relations (3.19) and (3.16), one obtains (5.19) and (5.20) for
n ≥ 1 by iteration.
Remark 5.4. The choice of constants is as follows. We first fix η small enough ac-
cording, essentially, to the constants entering the asymptotics of the frequencies µk in
(H1), cf. Section 6.4. Given η, ε and r are chosen small enough, and λ0 is chosen in
turn according to ε. The latter choice plays a role only in ensuring that the inductive
hypothesis of Proposition 5.1 are satisfied for n = 0, cf. the introduction in Section 6.
Finally, Kλ is chosen large enough in order for the estimate
Ce−Cn
−2K
1/ν
λ
η−n/ν ≤ r2n, (5.21)
to hold for all n ≥ 1. This will be needed in order to iterate the bound (5.6) in
Section 6.2. Note that due to the double exponential, the dependence of Kλ on η and r
is given by the behavior at small n of the expressions entering (5.21). That Kλ can be
taken smaller as λ goes to zero will follow from the fact that r and ε, and thus ultimately
η, can be taken smaller. Finally, we denote by C a generic constant, independent on n,
r, and ε, which may vary from place to place.
6. Proof of Proposition 5.1
We proceed by induction and assume that Proposition 5.1 holds up to n − 1 ≥ 1.
Regarding the inductive hypothesis in the case n = 1, we simply choose A0 ≡ 0, so that
the bounds for w0 in points (b) and (c) of Proposition 5.1 are a simple consequence of
(4.8). Furthermore, µ˜1 = µ and point (d) follows immediately from (H1). We note that
in Section 6.1 below, point (a) is established for n = 1 by taking ε, namely λ, small
enough. At some point in the induction, however, one is forced to consider nontrivial
An in order for the inductive bounds to hold uniformly in n for a given λ.
In the sequel, we adopt the convention, for B a ball of radius r centered at the
origin, to denote by γB the ball of radius γr centered at the origin.
6.1. Existence of the Functional Rnβ
With the notations R = Rnβ, Γ = Γn and w˜ = w˜(n−1)β , equation (5.1) reads
R(z) = Γw˜(z +R(z)). (6.1)
To prove existence in H∞(Bn, h
n−1
s ) of a solution R to equation (6.1), one starts, using
the identities w˜(0) = w(0) and δ2w˜ = δ2w, by decomposing w˜ as
w˜(z) = w(0) +Dw˜(0)z + δ2w(z), (6.2)
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to obtain from (6.1),
R(z) = Γw(0) + ΓDw˜(0)(z +R(z)) + Γδ2w(z +R(z)). (6.3)
Defining
H =
(
1− ΓDw˜(0))−1, (6.4)
and using the identity 1 +HΓDw˜(0) = H, one rewrites (6.3) as
R(z) = HΓw(0) +HΓDw˜(0)z + u(z), (6.5)
where
u(z) = HΓδ2w(z˜) ≡ G(u)(z), (6.6)
and
z˜ ≡ z +R(z) = H(z + Γw(0))+ u(z). (6.7)
Since Γ = ΓPˆn−1 = Pˆn−1Γ, (5.17) (with σ = s + ξ − γ) and the recursive bound (5.8)
(with n replaced by n− 1) imply
||ΓDw˜(0)||(n−1)s ≤ ||ΓDw˜(0)||(n−1)s,s+ξ ≤ Cεη−1. (6.8)
Hence,
||H||(n−1)s ≤ 2, (6.9)
for ε = ε(η) small enough. Since Bn ⊂ Bn−1, w˜(0) = w(0), and since bounds (5.6)
(with n replaced by n− 1), (5.17) and (6.8) hold, the existence of R in H∞(Bn, hn−1s )
follows from the existence of u in H∞(Bn, h
n−1
s ). For reasons that will become clear in
the next section, we actually show that (6.6) has a solution u in the ball
B =
{
u ∈ H∞( 1
8
Bn−1, h
n−1
s ) | |||u||| ≤
√
εη−nr2(n−1)
}
. (6.10)
This result is stronger, since Bn ⊂ 18Bn−1 for r small enough. Let us first check thatG maps B into itself. From (6.9) and the recursive bound (5.6), it follows that for all
z ∈ 18Bn−1 and u ∈ B, z˜ ∈ hn−1s with
||z˜||s ≤ 2( 18rn + Cεη−nr2(n−1)) +
√
εη−nr2(n−1) ≤ 1
2
rn,
for ε = ε(r, η) and r = r(η) small enough. Hence,
z˜ ∈ 1
2
Bn−1 ⊂ Bn−1 for all z ∈ 18Bn−1, (6.11)
and one uses the bound (5.7) to conclude that for all u ∈ B,
|||G(u)||| ≤ 2Cη−nεr2(n−1) ≤ √εη−nr2(n−1),
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for ε small enough. To show that G is a contraction in B, we apply the estimate (4.11)
to the functions z˜i given by (6.7) in terms of ui ∈ B, i = 1, 2. Noting that |||z˜i||| ≤ 12rn,
which follows from (6.11), and using in addition (5.7), one obtains,
|||G(u1)− G(u2)||| ≤ 2Cη−n sup
z∈
1
8
Bn−1
||Pˆn−1δ2w(z˜1)− Pˆn−1δ2w(z˜2)||s′
≤ 4Cη−nr−n|||Pˆn−1δ2w|||An−1 sup
z∈
1
8Bn−1
||z˜1 − z˜2||s
≤ 4Cεη−nr−nr2(n−1) sup
z∈
1
8Bn−1
||u1(z)− u2(z)||s
≤ 1
2
|||u1 − u2|||,
for r = r(η) and ε = ε(r, η) small enough.
Before turning to part (b) of Proposition 5.1, we make some remarks that shall be
useful later. First note that (6.11) means
z +Rn(z) ∈ 12Bn−1 for all z ∈ 18Bn−1. (6.12)
Therefore, with
R˜m(z) ≡ z +Rm(z), (6.13)
and
Fmn (z) ≡ R˜m ◦ R˜m+1 ◦ . . . ◦ R˜n(z), (6.14)
it follows recursively that for m = 1, . . . , n,
Fmn (z) ∈ 12Bm−1 for all z ∈ Bn. (6.15)
Furthermore, since F 1n = Fn, where Fn is defined in (3.13), one has Fn ∈ An, together
with the uniform bound
|||Fn|||An ≤ |||R˜1|||A1 ≤ ε. (6.16)
6.2. Bounds on the Functional wn
According to (5.2), one defines
wnβ(z) = w˜(n−1)β(z +Rnβ(z)).
Since Rnβ ∈ H∞(Bn, hn−1s ), it follows from (6.12) and the inductive bounds that for all
β with | Imβ| < αn−1, wnβ is well defined as a map from Bn to hs′ , with wnβ ∈ An. In
the sequel, we adopt the simplified notation R = Rnβ , w = w(n−1)β and w
′ = wnβ . We
proceed with proving (5.6). Using the decomposition (6.2) at z = 0, one may write
w′(0) = w(0) +Dw˜(0)R(0) + δ2w(R(0)).
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Since (6.12) implies that R(0) ∈ 12Bn−1, one obtains using the bounds (5.6), (5.7) and
(5.8),
||Pˆnw′(0)||s′ ≤ εr2(n−1) + 12εηn−1rn + εr2(n−1)
≤ 3ε. (6.17)
This leads to
|Pnkw′(0)(q)|s′ ≤ 3ε, (6.18)
for all k ∈ In and q ∈ Snk . The latter is valid for all β with | Imβ| < αn−1. Let now
β′ with | Imβ′| < αn. Then, shifting β′ to β = β′ − i(αn−1 − αn)q/|q| and using the
recursive relation (5.5) for αn, one obtains
w′β′(0)(q) = e
i(β′−β)·qw′β(0)(q) = e
−n−2αn−1|q|w′β(0)(q). (6.19)
Since for such β′ one has | Imβ| < αn−1, it follows from (6.18) and (6.19) that
||Pˆnw′(0)||s′ ≤ 3ε
∑
k∈In
∑
q∈Sn
k
e−n
−2αn−1|q| . (6.20)
From the Diophantine conditions satisfied by ω ∈ Ωn(K), one infers for q ∈ Snk that
|q| > min(Kη−n/ν , (4K)1/νη−n/ν), cf. (3.25) and (5.3). Therefore, Bound (5.6) finally
follows by choosing K appropriately, cf. (5.21).
We now iterate bound (5.7). Using again the decomposition (6.2), one has
δ2w
′(z) = Dw˜(0)δ2R(z) + δ2δ2w(z +R(z)).
The first term on the right hand side is estimated by using δ2R(z) = δ2u(z) together
with (4.12) applied to u ∈ B with γ = 8r, since Bn ⊂ 18Bn−1, to obtain
|||PˆnDw˜(0)δ2R|||An ≤ ||Pˆn−1Dw˜(0)||n−1s,s′ sup
z∈Bn
||δ2u(z)||s
≤ εηn (8r)
2
1− (8r)2 |||u|||
≤ εr2n
√
ε 82
1− (8r)2
≤ 12εr2n,
for ε small enough. In a similar way, one estimates, using (6.12), that
sup
z∈Bn
||Pˆnδ2δ2w(z +R(z))||s′ ≤ 12εr2n,
which finally leads to (5.7).
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6.3. Bounds on the Derivative
In this section, we prove the estimates stated in part (c) of Proposition 5.1. The main
difficulty consists in controlling the diagonal part of the kernel of the derivative Dwn
evaluated at zero, namely Dwn(0)(q, q), q ∈ Zd. To address this problem, as mentioned
in the end of Section 5, we will use the fact that Dwn(0)(q, q) depends on q through
ω · q only, and satisfies some continuity property when viewed as a function of ω · q.
We start by deriving an a priori bound on the norm of Dwn. From (3.14), one
infers that
DRn(z) = Hn(z˜)ΓnDw˜n−1(z˜), (6.21)
where
Hn(z˜) =
(
1− ΓnDw˜n−1(z˜)
)−1
, (6.22)
z˜ = z +Rn(z). (6.23)
Since by definition, cf. (3.19), one has
Dwn(z) = Dw˜n−1(z˜)
(
1 +DRn(z)
)
,
(6.21) and the identity Hn(z˜) = 1 +Hn(z˜)ΓnDw˜n−1(z˜), imply the recursive relation
Dwn(z) = Dw˜n−1(z˜)Hn(z˜). (6.24)
As in the previous section, it follows from (5.17), (6.12), and the inductive bounds, that
||Hn(z˜)||(n−1)s ≤ 2 for all z˜ ∈ Bn−1. Therefore, one obtains for all z ∈ 18Bn−1, using
again the inductive bound (5.8),
||PˆnDwn(z)||(n)s,s′ ≤ ||Pˆn−1Dwn(z)||(n−1)s,s′ ≤ 2εηn−1. (6.25)
In order to iterate bounds (5.8), we decompose Dwn(z) as follows
Dwn(z) = σn + τn + δ1Dwn(z), (6.26)
where σn + τn = Dwn(0) and σn(q, q
′) = Dwn(0)(q, q
′)δqq′. Let us consider first the
last two terms on the right hand side of (6.26). One has the
Lemma 6.1. Let r and ε be the positive constants of Proposition 5.1. Then, one has
for all n ≥ 0 and all z ∈ Bn,
||Pˆnδ1Dwn(z)||(n)s,s′ ≤ 12εr
n
2 , (6.27)
||Pˆnτn||(n)s,s′ ≤ εrn. (6.28)
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Proof. Proceeding by induction, we suppose that Proposition 5.1 and Lemma 6.1 are
true up to some n − 1, n ≥ 1. We start with (6.27) and compute from δ1Dwn(z) =
Dwn(z) −Dwn(0) and the recursive relation (6.24) that
δ1Dwn(z) = H˜n(z˜0)
(
Dw˜n−1(z˜)−Dw˜n−1(z˜0)
)
Hn(z˜),
where z˜0 = Rn(0) and H˜n(z˜0) = 1+Dwn−1(z˜0)Hn(z˜0)Γn. As previously, the inductive
bound (5.8) implies ||PˆnH˜n(z˜0)||(n−1)s′ ≤ 2. Using (6.12) and PˆnH˜n = PˆnH˜nPˆn−1, one
infers from the identity Dw˜n−1(z˜)−Dw˜n−1(z˜0) = δ1Dw˜n−1(z˜)− δ1Dw˜n−1(z˜0) that for
all z ∈ 1
8
Bn−1,
||Pˆnδ1Dwn(z)||(n−1,n)s,s′ ≤ C sup
z′∈
1
2
Bn−1
||Pˆn−1δ1Dw˜n−1(z′)||(n−1)s,s′ .
Since δ1Dw˜n−1 = δ1Dwn−1, the recursive bound (6.27) leads to
||Pˆnδ1Dwn(z)||(n−1,n)s,s′ ≤ Cεr
n−1
2 ,
for all z ∈ 1
8
Bn−1. Finally, iterating bound (6.27) is completed by restricting z to
Bn ⊂ 18Bn−1 and using (4.12) with γ = 8r.
Next, we turn to (6.28), the estimate for the off-diagonal part of Dwn(0). The
norm of τn reads
||Pˆnτn||(n)s,s′ = sup
k′∈In
sup
q′∈Sn
k′
∑
k∈In
∑
q∈Sn
k
|Pnk τn(q, q′)Pnk′ |s,s′ ,
and one infers from (6.27) and the a priori bound (6.25) that
|Pnk τn(q, q′)Pnk′ |s,s′ ≤ 2εηn−1 + 12εr
n
2 ≤ 3ε. (6.29)
The latter is valid for all β with | Imβ| < αn−1. Let now β′ with | Imβ′| < αn. Then,
shifting β′ to β = β′ − i(αn−1 − αn)(q − q′)/|q − q′|, one obtains
τnβ′(q, q
′) = ei(β
′−β)·(q−q′)τnβ(q, q
′) = e−n
−2αn−1|q−q
′|τnβ(q, q
′). (6.30)
Hence, since | Imβ| < αn−1 for such β′, (6.29) and (6.30) lead to
||Pˆnτn||ns,s′ ≤ 3ε sup
k′∈In
sup
q′∈Sn
k′
∑
k∈In
∑
q∈Sn
k
q 6=q′
e−n
−2αn−1|q−q
′| . (6.31)
We now show that every term in the previous sum yields a super-exponentially small
factor. Let q ∈ Snk and q′ ∈ Snk′ for some k ∈ In, k′ ∈ In. Then, one estimates using
(3.25) and (3.30) that if sign(ω · q) = sign(ω · q′),
d
(|ω · (q − q′)|, Cnk + Cnk′) ≤ 12ηn + |Ink |+ |Ink′ | ≤ 3d¯ηn,
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and that otherwise
d
(|ω · (q − q′)|, |Cnk − Cnk′ |) ≤ 12ηn + |Ink |+ |Ink′ | ≤ 3d¯ηn.
Therefore, since q 6= q′, it follows from (5.3) and ω ∈ Ωn(K) that
|q − q′| ≥ min
((K
3d¯
)1/ν
, K
)
η−n/ν .
Hence, the contribution of each term in (6.31) is super-exponentially small, and (6.28)
follows for some r ≪ η < 1.
Finally, we turn to σn, the diagonal part of Dwn(0) in the decomposition (6.26).
We first state a result about the continuity properties of the kernel σn(q, q), namely
that ∆pσn = tpσn − σn is of order |ω · p|. More precisely, one has the
Proposition 6.2. Suppose that Proposition 5.1 is valid up to n − 1 for some n ≥ 1.
Then, the diagonal part σn(z) of Dwn(z) satisfies for all z ∈ Bn and all p such that
|ω · p| < 116ηn−1,
||Pˆn∆pσn(z)||ns,s′ ≤ ε
3
2 |ω · p|. (6.32)
Delaying the proof of the above proposition to the end of this section, we now
construct a diagonal operator An ∈ L(hs, hs′) such that σ˜n ≡ σn − An obeys
||Pˆnσ˜n||ns,s′ = sup
k∈In
sup
q∈Sn
k
|Pnk σ˜n(q, q)Pnk |s,s′ ≤ 12εηn. (6.33)
The equality above follows from the sets Snk being pairwise disjoint. This will conclude
the proof of iterating (5.8), since (6.27), (6.28) and (6.33) imply that the derivative of
w˜n ≡ wn−An satisfies the required bound for r = r(η) small enough. In order to obtain
bound (6.33) by using the continuity property (6.32), we would like to construct An as
an approximation of σn(q, q) for ω · q close to the normal frequencies in Cnk , k ∈ In. To
this end, we set µ¯k to be the center of the interval I
n
k and, using that {ω · q | q ∈ Zd} is
dense in R, we choose a sequence {ql,k}l≥1 ⊂ Snk such that ω · ql,k > 0 for all l ≥ 1 and
lim
l→∞
ω · ql,k = µ¯k.
Next, one defines the matrix aˆn,k ∈ L(J nk ) by
aˆn,k ≡ lim
l→∞
Pnkσn(ql,k, ql,k)Pnk . (6.34)
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Due to (6.32), the limit in (6.34) exists and does not depend on the particular choice of
the sequence {ql,k}l≥1. Finally, setting
an ≡
⊕
k∈In
aˆn,k, (6.35)
we define the operator An : h→ h as given by the diagonal kernel
An(q, q) = anIQ+ω (q) + an IQ−ω (q) (6.36)
for all q ∈ Zd. We note that by construction, (5.11) is clearly satisfied. Furthermore, it
follows from (5.19) and (5.20) that an is indeed hermitian. Let us check that definition
(6.36) leads to the required bound (6.33). By construction, one has for all k ∈ In,
lim
l→∞
Pnk σ˜n(ql,k, ql,k)Pnk = 0. (6.37)
On the other hand, since ∆pAn = 0, bound (6.32) is also satisfied by σ˜n, which by
definition of the norm implies that
|Pnk∆pσ˜n(q, q)Pnk |s,s′ ≤ ε
3
2 |ω · p|, (6.38)
for all q ∈ Snk , k ∈ In, and p ∈ Zd with |ω · p| < 116ηn−1. The definition of Snk
together with (3.30) implies that |ω · (q − q′)| ≤ 2d¯ηn ≤ 116ηn−1 for all q, q′ ∈ Snk with
sign (ω · q) = sign (ω · q′) and η small enough. Therefore, using
σ˜n(q, q) = σ˜n(q
′, q′) + ∆q−q′σ˜n(q
′, q′),
one infers from (6.38) that for all ql,k and q ∈ Snk with ω · q > 0,
|Pnk σ˜n(q, q)Pnk |s,s′ ≤ |Pnk σ˜n(ql,k, ql,k)Pnk |s,s′ + ε
3
2 |ω · (q − ql,k)|, (6.39)
which, with (6.37), leads to
|Pnk σ˜n(q, q)Pnk |s,s′ ≤ 2d¯ε
3
2 ηn. (6.40)
For q ∈ Snk with ω · q < 0, we note that (6.39) is also valid if one replaces ql,k by
−ql,k, and, due to (5.19), that the same is true of (6.37). Therefore, (6.40) holds for
all q ∈ Snk , k ∈ In, and bound (6.33) follows by taking ε small enough. Finally, we
check that An obeys (5.9). The a priori bound (6.25) together with (6.33) imply that
||PˆnAn||(n)s,s′ ≤ 3εηn−1, which, with (5.11) and definition (6.36), leads to (5.9).
To complete the proof of part (c) of Proposition 5.1, we are left with the
Proof of Proposition 6.2. Denoting
Dwn(z) = σn(z) + τn(z),
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with σn(z)(q, q
′) = Dwn(z)(q, q
′)δqq′, one computes from (6.24) the recursive relation
σn(z) =
(
σ˜n−1(z˜) + Tn(z)
)
Hn(z˜), (6.41)
where
Hn(z˜) =
(
1− Γnσ˜n−1(z˜)
)−1
,
Tn(z)(q, q
′) =
[
τn(z)Γnτn−1(z˜)
]
(q, q′)δqq′.
Setting
Rn(z) ≡ σ˜n−1
(
Hn(z˜)− 1
)
, Tn(z) ≡ Tn(z)Hn(z˜),
and using ∆pσ˜n−1 = ∆pσn−1 together with the identity ∆pσ0 = 0, one applies (6.41)
recursively to obtain
∆pσn(z) =
n∑
m=1
∆p
(Rm(zm) + Tm(zm)), (6.42)
where zm = F
m+1
n (z), cf (6.14), with F
n+1
n ≡ 1l. Note that Rm(z) is diagonal and can
be rewritten as
Rm(z) = σ˜m−1(z˜)Γmσ˜m−1(z˜)Hm(z˜). (6.43)
As shown below, each term in (6.42) is easily seen to be of order ε2|ω · p|. Thus, the
main issue in obtaining (6.32) is to ensure that taking the sum will deteriorate the bound
only slightly. Let us first consider the terms involving the quantities ∆pTm. They are
higher order terms, since Tm is quadratic in the off-diagonal part τm which, as shown in
Lemma 6.1, are bounded by powers of r. Indeed, as carried out in the Appendix, one
has for all m = 1, . . . , n and z ∈ Bm,
||Pˆm∆pTm(z)||(m)s,s′ ≤ ε2ηm|ω · p|, (6.44)
so that
||
n∑
m=1
Pˆn∆pTm(z)||(n)s,s′ ≤
n∑
m=1
||Pˆm∆pTm(z)||(m)s,s′ ≤ ε2|ω · p|. (6.45)
On the other hand, the terms involving ∆pRm are not higher order terms. Since
∆pHm(z˜) = tpHm(z˜)
(
∆pΓmtpσ˜m−1(z˜) + Γm∆pσ˜m−1(z˜)
)
Hm(z˜),
(5.18) with σ = s+ ξ − γ and n replaced by m yields with the recursive bound (6.32)
||∆pHm(z˜)||(m−2)s ≤ η−m|ω · p|. (6.46)
Thus, using in addition the recursive bounds (5.8) and (6.32), together with
||Hm(z˜)− 1||(m−1)s = ||Γmσ˜m−1(y˜)Hm(z˜)||(m−1)s ≤ Cε,
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one obtains for all m = 1, . . . , n and z ∈ Bm,
||Pˆn∆pRm(z)||(n)s,s′ ≤ ||Pˆm∆pRm(z)||(m)s,s′ ≤ Cε2|ω · p|, (6.47)
to be compared with (6.44). However, one can actually show that
∥∥∥
n∑
m=1
Pˆn∆pRm(z)
∥∥∥(n)
s,s′
≤ sup
k∈In
sup
q∈Sn
k
n∑
m=1
|∆pRm(z)(q)|s,s′ (6.48)
≤ Cε2|ω · p|, (6.49)
with another n-independent constant C. Although (6.47) yields the a priori bound
|∆pRm(z)(q)|s,s′ ≤ Cε2|ω · p| for all q ∈ Snk and k ∈ In, (6.49) will follow from the fact
that all but a finite number of terms in (6.48) are identically zero. More precisely, there
is for all k ∈ In a set Znk ⊂ {1, . . . , n} with #Znk uniformly bounded in n and k such
that for all q ∈ Snk ,
|∆pRm(z)(q)|s,s′ ≡ 0 if m 6∈ Znk . (6.50)
This leads to (6.49) and concludes the proof of bound (6.32), since (6.42), (6.45) and
(6.49) lead to (6.32) by taking ε small enough and by noting that zm ∈ Bm for all
z ∈ Bn, cf. (6.15). Identity (6.50) for some finite set Znk follows from the expression
(6.43) for Rm since by localization of scales Γm(q) = (A−1QmPm−1)(q) = 0 for most
m ≤ n if q ∈ Snk . More precisely, one computes that
Qm(q)Pm−1(q) =
∑
k˜∈Im
(
1− χm
k˜
(q)
)
χm−1
k˜m−1
(q)Pm
k˜
,
where the index k˜m−1 serves to denote the (unique) subspace Jm−1k˜m−1 containing J
m
k˜
.
Fix now some k ∈ In. Then one has for all q ∈ Snk and all m < n,
Qm(q)Pm−1(q) =
∑
k˜∈Im
k˜6=km
χm−1
k˜m−1
(q)Pm
k˜
= PJm−1
km−1
\Jm
km
,
since by construction χmkm(q) = 1 for such m and q. Therefore, Qm(q)Pm−1(q) = 0 for
all q ∈ Snk if m < n is such that Jmkm = Jm−1km−1 . On the other hand, Jmkm is a strict
subspace of Jm−1km−1 only if #Cmkm < #Cm−1km−1 , i.e., if the eigenvalues contained in Cm−1km−1
have been divided after perturbation by am−1 into two (or more) clusters. But this can
be true only for finitely many m since the original eigenvalues µk are finitely many times
degenerate. Hence, there is an L < ∞ such that for all n ≥ 1 and all 1 ≤ m ≤ n, one
has PˆnRm(q) = 0, except for some m1, . . . , mL. Since the same is true of PˆntpRm(q)
provided that p satisfies |ω · p| < ηn−1/16, (6.50) follows.
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6.4. The Cluster Decomposition
We now check that point (d) of Proposition 5.1 holds. First, (5.9), (5.10) and (5.11)
lead to, for k = (k, ·) ∈ In,
|anPnk |L(Jn
k
) ≤ 3kγ−ξεηn−1, (6.51)
which, since µ2k ≥ ck2γ by hypothesis (H1), implies that µ2 +
∑n
m=0 am ≡ µ˜2n+1 is
positive definite for ε = ε(c, η) small enough. Next, it follows from an being hermitian
that σ(µ˜n+1) ⊂ R+. Furthermore, using (5.11) and the fact that J nk is by definition an
invariant subspace for µ˜n, one infers from µk ≥ ckγ , the asymptotic (5.13) for µ˜n, and
the estimate (6.51), that
|anµ˜−1n Pnk |L(J n
k
) ≤ 3c−1k−ξεηn−1.
Therefore, denoting by Pk the projector onto the kth component of Rˆ∞ =
⊕
k≥1 C
dk ,
one obtains
µ˜n+1Pk =
[
µ˜2n + an
]1
2Pk = µ˜nPk +O(k−ξεηn−1), (6.52)
which, since µPk = µk1ldk , implies by recursion that
µ˜n+1Pk = µk1ldk +O(εk−ξ).
Hence, the asymptotic (5.13) holds, where for each k ≥ 1 the sequence of clusters
Cn+1k,i , i = 1, . . . ,Mn+1k , forms a partition of the component σ(µ˜n+1Pk) satisfying
d(Cn+1k,i , Cn+1k,j ) > ηn+1 for i 6= j. This partition is unique if Mn+1k is required to be
maximal. Furthermore, it follows from (1.13) and (1.14) in (H1) that for ε = ε(c)
small enough, the components σ(µ˜n+1Pk) are well separated. Therefore, the sets Sn+1k ,
k ∈ In+1, defined according to (3.25) are pairwise disjoint. Next, (6.52) and the gap
condition (5.12) with n+1 replaced by n imply that for ε = ε(c, η) small enough, every
cluster Cn+1k,i is composed of perturbed eigenvalues belonging to a unique Cnk,jn+1
i
. The
distance between these two clusters is at most of order O(k−ξεηn−1), so that (3.31) fol-
lows for n+1 by induction. In order to iterate (3.32), we note that by definition, J n+1k
is the eigenspace of µ˜n+1 associated with Cn+1k , k ∈ In+1, and that every J nk′ , k′ ∈ In,
is also an invariant subspace for µ˜n+1 by (5.11). Therefore, each J n+1k,i is contained in a
unique J n
k,jn+1
i
, namely, the eigenspace associated with Cn
k,jn+1
i
. Finally, we check that
(3.33) iterates. This is a simple consequence of (3.32) and Sn+1k,i ⊂ Snk,jn+1
i
, the latter
following from (6.52) for ε small enough.
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7. Measure Estimate
In this section, we prove Proposition 5.2, namely, that Ω∗(K) =
⋂
n≥1Ωn(K) satisfies
lim
K→0
meas(Ω \ Ω∗(K)) = 0, (7.1)
for all bounded Ω ⊂ Rd. The strategy is standard and consists in studying the comple-
mentary sets of Ωn(K). For n ≥ 1, b > 0, and q ∈ Zd, let us define
Σnq,b ≡
( ⋃
k∈In
Σn;kq,b
)
∪
( ⋃
k,k′∈In
Σn;k,k
′
q,b
)
,
where
Σn;kq,b = {ω ∈ Rd | d(|ω · q|, Cnk ) ≤ b},
Σn;k,k
′
q,b = {ω ∈ Rd | d(|ω · q|, |Cnk ± Cnk′ |) ≤ b}.
Next, with
Zn ≡ {q ∈ Zd | K
1
ν η−
n−1
ν ≤ |q| < K 1ν η−nν },
and
Σ∗(K) ≡
⋃
n≥1
⋃
q∈Zn
Σnq,2K|q|−ν ,
one shows first, that for all bounded Ω ⊂ Rd,
meas
(
Ω ∩ Σ∗(K)) ≤ CΩK ξξ+1 , (7.2)
for some constant CΩ depending on Ω only, and, second, that
[
Σ∗(K)
]c ⊆ Ω∗(K). (7.3)
Obviously, (7.1) follows from (7.2) and (7.3). Below, CΩ will denote a generic constant
that may change from place to place but depends on Ω only.
Let us start with the bound (7.2). One has
meas
(
Ω ∩ Σ∗(K)) ≤∑
n≥1
∑
q∈Zn
(
Tnq,2K|q|−ν + Tˆ
n
q,2K|q|−ν
)
, (7.4)
where
Tnq,b =
∑
k∈In
meas
(
Ω ∩ Σn;kq,b
)
, Tˆnq,b = meas
(
Ω ∩
⋃
k,k′∈In
Σn;k,k
′
q,b
)
. (7.5)
To treat the terms on the right hand side of (7.4) involving the quantities Tnq,b, we first
use (3.30) to estimate,
meas
(
Ω ∩ Σn;kq,b
) ≤ CΩ(b+ d¯ηn).
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Next, we note that the asymptotic behavior of the clusters Cnk , cf. (1.12) and (5.13),
implies that Ω ∩ Σn;kq,b is empty if k = (k, ·) satisfies k ≥ CΩ|q| for some constant CΩ.
Hence, since the number of indices k of the form (k, ·) is uniformly bounded in k, the
number of terms which are non-zero in the sum defining Tnq,b is proportional to |q|, and
one obtains the estimate Tnq,b ≤ CΩ|q|(b + d¯ηn). Finally, the fact that q ∈ Zn satisfies
ηn ≤ K|q|−ν leads to
∑
n≥1
∑
q∈Zn
Tnq,2K|q|−ν ≤ CΩ
(
2K + d¯K
) ∑
q∈Zd
|q|1−ν ≤ CΩK, (7.6)
for ν = ν(d) large enough. To treat the remaining terms in (7.4), we first note that, as
above,
meas
(
Ω ∩ Σn;k,k′q,b
) ≤ CΩ(b+ 2d¯ηn). (7.7)
Next, one distinguishes the cases γ = 1 and γ > 1. If γ > 1, then for k′ > k the
inequality k′γ − kγ > k′γ−1 and the asymptotic (1.13) imply that Ω ∩ Σn;k,k′q,b is empty
for k = (k, ·) and k′ = (k′, ·) such that k′ ≥ CΩ|q|1/(γ−1) ≡ kq. Furthermore, it follows
from (5.13) that for kb = b
− 1ξ+1 ,
meas
( ⋃
k>Ckb
i,j
Σ
n;(k,i),(k,j)
q,b
)
≤ Ck−ξb .
Therefore, one obtains with (7.7)
Tˆnq,b ≤ Cb
ξ
ξ+1 +
Ckb∑
k=1
meas(Ω ∩ Σn;(k,i),(k,j)q,b ) +
kq∑
k′=2
k<k′
meas(Ω ∩ Σn;(k,i),(k′,j)q,b )
≤ Cb ξξ+1 + CΩ(b+ 2d¯ηn)
(
b−
1
ξ+1 + |q| 2γ−1
)
.
This finally leads to, using again that ηn ≤ K|q|−ν for q ∈ Zn,
∑
n≥1
∑
q∈Zn
Tˆnq,2K|q|−ν ≤ CK
ξ
1+ξ
∑
q∈Zd
|q|−ν ξ1+ξ + CΩK
∑
q∈Zd
|q| 2γ−1−ν ≤ CΩK
ξ
1+ξ , (7.8)
for ξ > 0 and ν = ν(d, ξ) large enough. We now consider the case γ = 1. From (5.13)
and the asymptotic behavior (1.14), it follows first that Ω∩Σn;k,k′q,b is empty for k = (k, ·)
and k′ = (k′, ·) with k′ − k = l ≥ C|q|, and second that for all l ≥ 0
meas
( ⋃
k>Ckb
i,j
Σ
n;(k,i),(k+l,j)
q,b
)
≤ Ck−ξb ,
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where kb = b
− 1ξ+1 . Therefore, (7.7) leads to
Tˆnq,b ≤ C|q|b
ξ
ξ+1 + CΩb
− 1ξ+1 |q|(b+ 2d¯ηn),
and one finally obtains for ν = ν(d, ξ) large enough,
∑
n≥1
∑
q∈Zn
Tˆnq,2K|q|−ν ≤ CΩK
ξ
1+ξ
∑
q∈Zd
|q|1−ν ξ1+ξ ≤ CΩK
ξ
1+ξ . (7.9)
Inserting (7.6) and (7.9) into (7.4) yields (7.2).
We now check that (7.3) holds. If ω 6∈ Σ∗(K), then the following is true for all
n ≥ 1, q ∈ Zn and k,k′ ∈ In,
d(|ω · q|, Cnk ) > 2K|q|−ν, (7.10)
d(|ω · q|, |Cnk ± Cnk′ |) > 2K|q|−ν. (7.11)
Next, we verify that for such ω, this implies that bounds (7.10) and (7.11) hold for all
q ∈ ⋃nm=1 Zm provided one replaces the constant 2K on the right hand side by K. This
in turn implies that ω ∈ Ωn(K) for all n ≥ 1, so that ω ∈ Ω∗(K). Let m < n and
fix some k ∈ In. Then, recalling (3.31), namely that there is at least one k′ ∈ Im for
which
sup
x∈In
k
inf
y∈Im
k′
d(x, y) ≤ ηm+1,
and since, on the other hand, ηm < K|q|−ν whenever q ∈ Zm, one infers from (7.10)
with n replaced by m that for q ∈ Zm and η < 1,
d(|ω · q|, Cnk ) ≥
∣∣d(|ω · q|, Cmk′)− ηm+1∣∣
≥ (2K − ηK)|q|−ν
> K|q|−ν . (7.12)
Since (7.12) holds for all q ∈ Zm, 1 ≤ m ≤ n, one concludes that d(|ω · q|, Cnk ) > K|q|−ν
whenever 0 < |q| < Kη−n/ν . In a similar way, one derives an identical lower bound on
d(|ω · q|, |Cnk ± Cnk′ |), thus achieving the proof of (7.3) and (7.1).
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8. Proof of Theorem 1.1
Defining zn ≡ Fn(0), we now show that zn converges in hs, as n → ∞, to a function
z whose Fourier transform is real analytic and provides a solution of equation (3.4).
Using Fn(0) = Fn−1(Rn(0)), cf. (3.13), one computes that
zn − zn−1 = δ1Fn−1
(
Rn(0)
)
.
According to (6.5), Rn(0) = HnΓnwn−1(0) + u(0), so that (5.6), (5.17), (6.9), (6.10)
and the identity Γn = ΓnPˆn−1 lead to
||Rn(0)||hn−1s ≤ η
−nr2(n−1).
Therefore, since, Fn−1 ∈ An−1 = H∞(Bn−1, hs′), one can apply (4.12) to δ1Fn−1 with
γ = η−nrn−2 to obtain
||zn − zn−1||s ≤ Cη−nrn−2|||Fn−1|||An−1 ,
and the convergence of zn in hs follows from the uniform bound (6.16) by taking r = r(η)
small enough. Bound (6.16) also implies ||zβ || ≤ ε uniformly in the strip | Imβ| < α′ =
α
∏∞
n=2(1− n−2). This yields the pointwise estimate
|z(q)| ≤ εe−α′|q|,
and, consequently, ensures the real analyticity of the Fourier transform of z.
In order to prove that the limit z solves equation (3.6), namely, K0z = w0(z), we
will show below that
K0zn = Qnw0(zn) + A<nPnRn(0). (8.1)
where one has defined A<m ≡
∑m−1
k=0 Ak for m = 1 . . . , n. Since it follows from (6.12)
and (5.9) that
||AkRn(0)||s′ ≤ Cεηk−1rn,
the second term in the right hand side of (8.1) converges to zero in hs′ as n → ∞.
Moreover, limn→∞Qn = 1l for each ω ∈ Ω∗, and since w0 is analytic, one can take the
n→∞ limit of equation (8.1) to conclude that z solves (3.6). It thus remains to check
that identity (8.1) holds. We will use the following relations
zn =
n∑
m=1
Rm(F
m+1
n (0)), (8.2)
wm(F
m+1
n (0)) = w0(zn)−
m−1∑
k=0
AkF
k+1
n (0), (8.3)
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where Fmn is defined by (6.14) for m ≤ n, whereas Fn+1n ≡ 1l. The first relation simply
follows from zn = F
1
n(0) by using recursively the definitions (6.13) and (6.14). The
second relation is obtained by using (3.19) and (3.16) to get
wm(F
m+1
n (0)) = wm−1
(
Fmn (0)
)−Am−1Fmn (0),
which one applies recursively. Next, it follows from (8.2) that
K0zn =
n∑
m=1
K0Rm(F
m+1
n (0)), (8.4)
whereas (8.3) and (3.19) imply, since Rm solves equation (3.14) with n replaced by m,
KmRm(F
m+1
n (0)) = QmPm−1w˜m−1(F
m
n (0))
= QmPm−1
(
w0(zn)−
m−1∑
k=0
AkF
k+1
n (0)
)
, (8.5)
where, for m = 1, one denotes P0 ≡ 1l. Therefore, since
∑n
m=1QmPm−1 = Qn and
K0 = Km +
∑m−1
k=0 PkAk, (8.4) and (8.5) yield
K0zn = Qnw0(zn) +
n∑
m=1
Tm, (8.6)
where Tm is given by
Tm =
m−1∑
k=0
(
PkAkRm(F
m+1
n (0))−QmPm−1AkF k+1n (0)
)
. (8.7)
If Pk and Qk were true projectors, namely, if the scales were defined in terms of sharp
cut-off functions, cf. (3.26), then a straightforward calculation would show that Tm ≡ 0.
Nevertheless, although none of the quantities Tm are zero, we check that
T1 = A<1Rˆ1 and Tm = A<mRˆm −A<m−1Rˆm−1 for m = 2, . . . , n, (8.8)
where Rˆn = PnRn(0) and for m = 1, . . . , n− 1,
Rˆm = PmRm(F
m+1
n (0))−QmRm+1(Fm+2n (0)).
Thus, one is left with the small correction term
∑n
m=1 Tm = A<nPnRn(0) as claimed
in (8.1). To show (8.8), we note that Ak commutes with Pm and Qm for all k,m.
Furthermore, one easily checks that QmRm−1 = Rm−1, Pm−1Rm+1 = Rm+1, and
QmPm−1Rl = 0 if l 6= m− 1, m, or m+ 1. Hence, using in addition
F k+1n (0) =
n∑
l=k+1
Rl(F
l+1
n (0)),
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one obtains, decomposing the expression for Tm (8.7) as Tm = T
(1)
m − T (2)m ,
T (1)m = A<m−1Rm + Am−1Pm−1Rm ,
T (2)m = A<m−1Pm−1Rm−1 +A<m
(
QmPm−1Rm +QmRm+1
)
,
where A<m−1 ≡ 0 for m = 1 and the last term in T (2)m is absent for m = n. Substracting
T (2)m from T
(1)
m finally leads to (8.8) by using the identities (1 − Qm)Pm−1 = Pm and
1−QmPm−1 = Qm−1+Pm. This completes the proof that z = limn→∞ zn solves (3.6).
The resulting solution Z = Z(λ,Φ, J) of equation (3.4) depends analytically on λ
for |λ| < λ0 and vanishes for λ = 0. Its uniqueness follows from the fact that equation
(3.4) completely determine the coefficients of the Taylor expansion of its solution in
powers of λ. Furthermore, recall that Φ and J are parameters in wn, the latter being
analytic in (Φ, J) ∈ O
B
. Thus, Z is also analytic in (Φ, J) ∈ O
B
.
These properties can be used, together with Theorem 4.1, to conclude the proof of
Theorem 1.1, namely, to check that equation (1.7) has a unique solution T = (Φ, J, Z),
up to translation (1.10), analytic in λ and vanishing for λ = 0. To this end, introducing
the variable Y = (Φ, J), we denote by Ys(λ, Z) the solution of (3.3) and by Zs(λ, Y ) the
solution of (3.4). Then, the solution T (λ) of (1.7) is given by T = (Ys(λ,Z),Z) where
Z = Z(λ) solves the functional fixed point equation
Z = Zs(λ, Ys(λ,Z)) ≡ F(Z, λ). (8.9)
To solve (8.9) for Z(λ), we use the implicit function theorem. We first note that by
Theorem 4.1, Ys(λ, Z) is well defined in B for |λ| < λ1 and Z in a small enough
neighborhood of the origin Os ⊂ hs, with Ys(λ, Z)|λ=0 = 0 for all Z ∈ Os. Hence, there
is a λ2 > 0 small enough such that Ys(λ, Z) ∈ OB for |λ| < λ2 and Z ∈ Os. It thus
follows from the previous discussion that F is analytic in |λ| < λ2 and Z ∈ Os with
F(λ,Z) ∈ hs and F(λ,Z)|λ=0 = 0 for all Z ∈ Os. One infers, in particular, that the
solution of (8.9) at λ = 0 is given by Z(λ)|λ=0 = 0. Next, one computes
DZF(Z, λ) = DY Zs(λ, Ys(λ,Z))DZYs(λ,Z).
Since Ys(λ, Z)|λ=0 = 0 for all Z ∈ Os and Zs(λ, Y )|λ=0 = 0 for all Y ∈ OB, it follows
that DZYs(λ,Z)|λ=0 = DY Zs(λ, Ys(λ,Z))|λ=0 = 0 for Z ∈ Os, which, in turn, implies
DZF(λ,Z)| λ=0
Z=0
= 0.
Therefore, the existence for all |λ| < λ2 of a unique Z(λ) ∈ Os solving (8.9) follows by
the implicit function theorem.
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Appendix
Proof of Lemma 5.3.
We first consider the estimate (5.17). Since Γn has a diagonal kernel, one has
||Γn||σ,σ+γ = sup
q∈Zd
|K−1n (q)Qn(q)Pn−1(q)|σ,σ+γ ,
and using (3.32) one easily computes that
Γn(q) =
∑
k∈In
K
−1
n (q)χˆ
n
k(q)Pnk , (9.1)
whith
χˆnk(q) =
(
1− χnk(ω · q)
)
χn−1kn−1(ω · q), (9.2)
where kn−1 ∈ In−1 labels the unique subspace J n−1kn−1 containing J nk . Note that χˆnk(q) 6=
0 only for q in the set
Sˆnk = {q ∈ Zd | d(|ω · q|, Cnk) ≥ 18ηn and d(|ω · q|, Cn−1kn−1) ≤ 14ηn−1}. (9.3)
Although the sets Sˆnk are not pairwise disjoint, Sˆ
n
k ∩ Sˆnk′ 6= ∅ only if kn−1 = k′n−1. Since
for k = (k, i) this happens only if k′ = (k, j), and since the original frequencies µk are
by assumption finitely many times degenerate (uniformly in k), there are for all k ∈ In
no more than d¯ k′ such that k′n−1 = kn−1. Therefore, one obtains, with 0 ≤ χˆnk ≤ 1,
||Γn||σ,σ+γ ≤ d¯ sup
(k,i)∈In
sup
q∈Sˆn
(k,i)
kγ |K−1n (q)Pnk,i|. (9.4)
Let us now fix some k = (k, i) ∈ In and q ∈ Sˆnk with ω · q > 0. Thus, Pm(q) = Pmkm
for all 0 ≤ m ≤ n − 2, whereas Pn−1(q) = χn−1kn−1(q)Pn−1kn−1 . This in turn imply, since
Kn = K0 −
∑n−1
m=0AmPm and q ∈ Q+ω , that Kn(q) can be rewritten as
Kn(q) = Kˆn(q) + µˆn(q), (9.5)
where
Kˆn(q) = |ω · q|2 − µ2 −
n−1∑
m=0
amPmkm , (9.6)
µˆn(q) =
(
1− χn−1kn−1(ω · q)
)
an−1Pn−1kn−1 . (9.7)
Note that Kˆn is defined in such a way that (|ω · q|2 − Kˆn(q))Pnk = µ˜2n, cf. (3.21).
One thus infers from the definition of J nk that J nk is an invariant subspace of Kˆn(q).
Therefore, since the spectrum of (|ω ·q|−µ˜n)Pnk is bounded away from zero by ηn/8, one
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concludes from the identity |ω · q|2− µ˜2n = (|ω · q| − µ˜n)(|ω · q|+ µ˜n) and the asymptotic
behavior (1.12), (5.13), that
|Kˆ−1n (q)Pnk | ≤ Ck−γη−n. (9.8)
On the other hand, denoting f(q) = 1− χn−1kn−1(ω · q), we compute that
Kˆ
−1
n (q)µˆn(q) = f(q)
(|ω · q|2 − µ˜2n)−1Pn−1kn−1an−1.
Since f(q) = 0 whenever d(|ω · q|, Cnk′) ≤ ηn for all k′ such that J nk′ ⊂ J n−1kn−1 , and since
(5.9) (with n replaced by n− 1) implies |an−1| ≤ 3εkγ−ξηn−2, one estimates for ε small
enough that
∣∣Kˆ−1n (q)µˆn(q)∣∣ ≤ k−ξ/4 ≤ 1/4, which leads to
∣∣(1 + Kˆ−1n (q)µˆn(q))−1∣∣ ≤ 2. (9.9)
Bound (5.17) finally follows from (9.4) by applying (9.8) and (9.9) to
K
−1
n (q)Pnk =
(
1 + Kˆ−1n (q)µˆn(q)
)−1
Kˆ
−1
n (q)Pnk ,
and by noting that for q ∈ Sˆnk ∩Q−ω , the previous analysis must be carried out with am
instead of am, m = 0, . . . , n−1, and leads to identical bounds since am being hermitian
implies σ
(
µ˜n
)
= σ(µ˜n).
To conclude the proof of Lemma 5.3, it remains to check bound (5.18). If p ∈ Zd
is such that |ω · p| ≥ ηn+1, one can estimate
||∆pΓn||σ,σ+γ ≤ 2||Γn||σ,σ+γ ≤ 2η−n−1||Γn||σ,σ+γ |ω · p|,
which, with (5.17), leads to (5.18) for some other constant C. Let us assume now that
|ω · p| < ηn+1. One computes from (9.1) that
∆pΓn(q) =
∑
k∈In
(
K
−1
n (q + p)χˆ
n
k(q + p)−K−1n (q)χˆnk(q)
)
Pnk
=
∑
k∈In
∆pK
−1
n (q)Pnk tpχˆnk(q) +
∑
k∈In
K
−1
n (q)Pnk∆pχˆnk(q). (9.10)
We now fix some k = (k, i) ∈ In and start by considering the second sum on the right
hand side of (9.10). Since p is such that |ω · p| < ηn+1, ∆pχˆnk(q) is non zero only for
q in a set S˜nk that satisfies, with respect to the cluster Cnk , similar gap condition as
Sˆnk . Therefore, the bounds derived previously imply that |K−1n (q)Pnk | ≤ Ck−γη−n for
q ∈ S˜nk , and one concludes by noting that
|∆pχˆnk(q)| ≤ Cη−n|ω · p|,
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for all q ∈ Zd. We now consider the first sum on the right hand side of (9.10). Let us
fix q satisfying tpχˆ
n
k(q) 6= 0. Using the same notation, we decompose Kn as in (9.5) and
express
∆pK
−1
n (q) =
[(
1 + tp(Kˆ
−1
n µˆn)
)−1
∆pKˆ
−1
n
(
1 + µˆnKˆ
−1
n
)−1]
(q).
Bound (9.9) implies that
∣∣(1 + tp(Kˆ−1n µˆn)(q))−1∣∣ ≤ 2. Since |ω · p| < ηn+1, it follows
that
∣∣(1 + Kˆ−1n µˆn(q))−1∣∣ satisfies a similar bound for q with tpχˆnk(q) 6= 0. Therefore,
using in addition (9.8), one obtains
∣∣(∆pK−1n )(q)Pnk ∣∣ ≤ 2∣∣∆pKˆ−1n (q)Pnk ∣∣
≤ 2∣∣tpKˆ−1n (q)Pnk ∣∣ ∣∣|ω · q|2 − |ω · (q + p)|2∣∣ ∣∣Kˆ−1n (q)Pnk ∣∣
≤ Ck−γη−2n|ω · p|,
where |ω · p| < ηn+1 has been used again to conclude that |Kˆ−1n (q)Pnk | ≤ Ck−γη−n is
also verified. This concludes the proof of bound (5.18) and Lemma 5.3.
Proof of Bound (6.44).
Bound (6.44) is a simple consequence of Lemma 5.3, Lemma 6.1, and the a priori bound
||Pˆm∆pDwm(z)||(m)s,s′ ≤ ε4m|ω · p|, (9.11)
valid for all m = 1, . . . , n, z ∈ Bm and p satisfying |ω · p| < 116ηm−1. Indeed, bounds
(5.17), (6.27) and (6.28) lead to
||Hm(z˜)||(m−1)s ≤ 2 and ||Pˆm−1Tm(z)||(m−2,m−1)s,s′ ≤ ε2r
m
2 . (9.12)
Using in addition (5.18) and the a priori bound (9.11), one estimates that for r = r(η)
small enough,
||Pˆm∆pTm(z)||(m−1,m)s,s′ ≤ ε2r
m
4 |ω · p|. (9.13)
Hence, (6.44) follows from (9.12), (9.13) and (6.46) by taking r = r(η) small enough
and noting that if p satisfies |ω · p| < ηm−1/16, then the following estimate holds for
any operator B ∈ L(hms , hs′),
||PˆmtpB||(m)s,s′ ≤ ||Pˆm−1B||(m−1)s,s′ . (9.14)
It thus remains to check the a priori estimate (9.11). In the sequel, we use the
shorter notation pin = Dwn. Using ∆p(ab) = ∆pab + tpa∆pb, one computes from the
recursive relation (6.24) that for all m = 1, . . . , n,
∆ppim(z) = tpH˜m(z)∆pp˜im−1(z˜)Hm(z˜) + tppim(z)∆pΓmpim(z), (9.15)
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where Hm(z˜) is given by (6.22), and
H˜m(z) = 1 + pim(z)Γm. (9.16)
To treat the first term on the right hand side of (9.15), one first estimates, as previously,
that for ε small enough, ||Hm(z˜)||(m−1)s ≤ 2 and, using (5.17) and the a priori bound
(6.25),
||Pˆm−1H˜m(z)||(m−1)s′ ≤ 2. (9.17)
Next, remarking that PˆmtpH˜m = PˆmtpH˜mtpPˆm−1, one computes
PˆmtpH˜m∆pp˜im−1(z˜) = Pˆmtp
(
H˜mPˆm−1t−p∆pp˜im−1(z˜)
)
,
= −Pˆmtp
(
H˜mPˆm−1∆−pp˜im−1(z˜)
)
, (9.18)
which, with (9.14) and (9.17), leads to
||PˆmtpH˜m(z)∆pp˜im−1(z˜)Hm(z˜)||(m)s,s′ ≤ 4||Pˆm−1∆−pp˜im−1(z˜)||(m−1)s,s′ . (9.19)
In order to treat the second term on the right hand side of (9.15), we first note that
∆pΓm = Pˆm−2∆pΓmPˆm−2. Hence, using (5.18) and (9.14), one estimates that for
ε = ε(η) small enough,
||Pˆmtppim(z)∆pΓmpim(z)||(m)s,s′ ≤ ε|ω · p|. (9.20)
Finally, collecting (9.19) and (9.20), one obtains, with the relation ∆pp˜im−1 = ∆ppim−1,
||Pˆm∆ppim(z)||(m)s,s′ ≤ 4||Pˆm−1∆−ppim−1(z˜)||(m−1)s,s′ + ε|ω · p|.
Since ∆ppi0 = 0 for all p ∈ Zd, applying the previous inequality recursively leads to
||Pˆm∆ppim(z)||(m)s,s′ ≤ ε
m−1∑
k=0
4k|ω · p|,
which finally yields (9.11).
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