ABSTRACT. For any open orientable surface M and convex domain Ω ⊂ C 3 , there exists a Riemann surface N homeomorphic to M and a complete proper null curve F : N → Ω. This result follows from a general existence theorem with many applications. Among them, the followings:
INTRODUCTION
Calabi [Ca] asked whether or not there exists complete minimal surfaces in a bounded domain, or more generally, with bounded projection into a straight line. The first answer to Calabi's question was given by Jorge and Xavier [JX] , who exhibited complete non flat minimal discs in a slab of R 3 . Later, Yau [Ya1, Ya2] revisited these conjectures and opened new lines for research. It was Nadirashvili [Nad] who developed a powerful technique for constructing complete bounded minimal surfaces in R 3 . His examples are minimal discs with never vanishing Gaussian curvature, providing counterexamples to classical Hadamard's conjecture for negatively curved surfaces as well. Nadirasvili's ideas have been a fountain of insight that has strongly influenced the global theory of minimal surfaces along the last decade. López, Martín and Morales [LMM] added handles to Nadirashvili's surfaces, and some years later Alarcón, Ferrer, Martín and Morales [MM1, MM2, AFM] constructed proper complete minimal surfaces in smooth domains of R 3 , under some restrictions on the topology of the surfaces and the geometry of the domains. Recently, Ferrer, Martín and Meeks [FMM] have given a complete solution to the proper Calabi-Yau problem for minimal surfaces of arbitrary topology in both convex and smooth bounded domains of R 3 , even with disjoint limit sets for distinct ends.
The embedded Calabi-Yau problem for minimal surfaces has radically different nature. Colding and Minicozzi [CM] have proved that any complete embedded minimal surface in R 3 with finite topology is proper in R 3 , and Meeks, Pérez and Ros [MPR] have extended this result to the family of minimal surfaces with finite genus and countably many ends.
Calabi-Yau and Hadamard's conjectures are closely related and make sense for a wide range of surfaces and ambient manifolds. This paper is devoted to the existence of complete proper null curves in convex domains of C 3 . Given an open Riemann surface N, a map F = (F j ) j=1,2,3 : N → C 3 is said to be a null curve in C 3 if F is a holomorphic immersion and ∑ column notation for both vectors and matrices of linear transformations in C 3 , and make the convention C 3 ∋ (z 1 , z 2 , z 3 ) T ≡ (Re(z 1 ), Im(z 1 ), Re(z 2 ), Im(z 2 ), Re(z 3 ), Im(z 3 )) T ∈ R 6 , where as usual (·) T means "transpose".
Calabi-Yau problem for null curves in C 3 is interesting by itself, but also because it provides a key for solving other Calabi-Yau conjectures, namely, for null curves in SL(2, C), holomorphic immersed curves in C 2 , CMC-1 surfaces (or Bryant surfaces) in H 3 and, of course, minimal surfaces in R 3 .
Jones [Jo] constructed a complete bounded holomorphic immersion of the unit disc D in C 2 , a complete bounded holomorphic embedding of D in C 3 , and a complete proper holomorphic immersion of D in the unit ball of C 4 . As a consequence, he produced complete bounded null curves in C n for any n ≥ 4. On the other hand, Bourgain [Bo] showed that there are no complete bounded null curves in C 2 . However, the Calabi-Yau problem for null curves in C 3 has remained open for a long time. Recently, Martín, Umehara and Yamada [MUY1] have given examples of complete simply connected bounded null curves in C 3 . Their method consists of producing complete bounded null curves in SL(2, C) applying Nadirashvili's technique to CMC-1 surfaces theory in H 3 , and then use a correspondence between null curves in SL(2, C) and C 3 (see (1.1)).
Our Main Theorem below (see Theorem 3.2) represents a wide generalization of all these results, and as we will see later, has many interesting consequences. For a rigorous statement, the following notations are required. If ρ = {ρ i } 1≤i≤n ⊆ {1, . . . , 6} is a strictly increasing sequence, n ≥ 1, and ρ * = {ρ * i } 1≤i≤6−n is the (possibly void) complementary one in {1, . . . , 6}, we set R ρ = {(x j ) j=1,...,6 ∈ R 6 | x j = 0 ∀ j ∈ ρ * } and label Π ρ : R 6 → R ρ as the corresponding Euclidean orthogonal projection. The sequence ρ is said to be wide if n ≥ 2 and ρ = {2j − 1, 2j}, j = 1, 2, 3. Given Ω ⊂ R ρ , we call C ρ (Ω) as the cylinder {x ∈ R 6 | Π ρ (x) ∈ Ω}. When ρ * = ∅ then R ρ = R 6 , Π ρ = Id R 6 and C ρ (Ω) = Ω, and we make the conventions R ρ * = { 0} and Π ρ * ≡ 0.
Main Theorem. Let ρ be a wide sequence in {1, . . . , 6}, and let Ω be a convex domain in R ρ (possibly all R ρ ).
Then for any open orientable surface M there exists a hyperbolic Riemann surface N homeomorphic to M and a complete null curve F :
It is classically known that any open hyperbolic Riemann surface M carries neither proper holomorphic functions f : M → C nor proper harmonic functions h : M → R. Therefore, Main Theorem does not hold if ρ is not wide and Ω = R ρ , and in this sense is sharp (see Remark 3.4).
To prove this theorem, we have developed an original technique that differs substantially from those of Nadirashvili, Martín-Morales and Martín-Umehara-Yamada. Our arguments rely only on the geometry of C 3 , and the involved approximation results for null curves are of extrinsic nature. Roughly speaking, the null curve F in the theorem is obtained by deforming recursively a sequence of compact null curves in C ρ (Ω). Unlike previous methods, during the deformation we have direct control over the immersion itself instead of over its derivatives (or Weierstrass data). Furthermore, completeness and properness can be achieved at the same time in the process and checked extrinsically as well. In particular, this answers affirmatively the Problem 1 in [MUY1] : "Are there complete null curves properly immersed in the unit ball of C 3 ?". A partial result in the line of Corollary I can also be found in [AFL] .
Denote by ⌊ , ⌋ the Hermitian inner product in SL(2, C) given by ⌊A, B⌋ = trace(A ·B T ), A, B ∈ SL(2, C). A map Z : N → SL(2, C) is said to be a null curve in SL(2, C) if Z is a holomorphic immersion and det(dZ) = 0. The Riemannian metric on N induced by ⌊ , ⌋ is given by ds 2 Z = ⌊dZ, dZ⌋. The
The real part of a null curve in C 3 is a minimal immersion in R 3 with vanishing flux, that is to say, such that the integral of the conormal vector to the immersion along any arc-length parameterized closed curve in the surface vanishes. As a consequence of Main Theorem, [SY, AG] for a good setting). Corollary V-(ii) shows that the analogous result for convex domains of R 2 holds as well.
Finally, we remark that all the open Riemann surfaces involved in the above corollaries are of hyperbolic conformal type.
PRELIMINARIES
As usual, we denote by · as the Euclidean norm in K n , where K = R or C, and for any compact topological space X and continuous map f :
Given a n-dimensional topological manifold M, we denote ∂M as the (n − 1)-dimensional topological manifold determined by its boundary points. (N , Z) . In this case we identify the groups H 1 (A, Z) and
Two incompressible subsets A 1 , A 2 ⊂ N are said to be isotopic if H 1 (A 1 , Z) = H 1 (A 2 , Z). Two incompressible subsets A 1 , A 2 ⊂ N are said to be homeomorphically isotopic if there exists a homeomorphism σ : A 1 → A 2 such that σ * = Id H 1 (A 1 ,Z) , where σ * is the induced group morphism on homology. In this case σ is said to be an isotopical homeomorphism. Two incompressible domains with finite topology (or two compact regions) in N are isotopic if and only if they are homeomorphically isotopic. 
Let S be an admissible subset of N .
A function f ∈ F * 0 (S) is said to be smooth if f | M S admits a smooth extension f 0 to a domain W containing M S , and for any component α of C S and any open analytical Jordan arc β in N containing α, f admits a smooth extension f β to β satisfying that f β | W∩β = f 0 | W∩β . Likewise, a 1-form θ ∈ Ω * 0 (S) is said to be smooth if, for any closed conformal disk (U, z) on N such that S ∩ U is admissible, θ/dz is smooth in the previous sense. Given a smooth function f ∈ F * 0 (S), we set d f ∈ Ω * 0 (S) as the smooth 1-form
In a similar way we define the uniform approximation (and
We also write , = Re(≪ , ≫) as the Euclidean scalar product of C 3 ≡ R 6 , and call
Finally, we set ≺ , ≻: C 3 × C 3 → C as the complex symmetric bilinear 1-form given by ≺u, v≻= u T · v, and ≺u≻ ⊥ = {v ∈ C 3 | ≺u, v≻= 0}. Notice that ≺u≻ ⊥ =≪u≫ ⊥ ⊂ u ⊥ for all u ∈ C 3 (the equality holds iff u = 0 := (0, 0, 0) T ). A vector u ∈ C 3 − { 0} is said to be null if ≺u, u≻= 0. We label Θ = {u ∈ C 3 − { 0} | u is null}.
. Likewise we define the notion of ≺ , ≻-conjugate basis of a complex subspace U, provided that ≺ , ≻ | U×U is a non degenerate complex bilinear form.
We denote O(3, C) as the complex orthogonal group {A ∈ M 3 (C) | A T · A = I 3 }, i.e., the group of matrices whose column vectors determine a ≺ , ≻-conjugate basis of C 3 . As usual, we also call A : C 3 → C 3 as the complex linear transformation induced by A ∈ O(3, C).
It is clear that
and ν ∈ C 3 − { 0}, the ≺ , ≻-degeneracy of real (or complex) hyperplanes is preserved by complex orthogonal transformations.
Definition 2.4.
A domain Ω ⊂ C 3 with non empty ∂Ω is said to be ≺ , ≻-regular if it is regular (i.e., with smooth ∂Ω) and the real tangent space T p ∂Ω is not ≺ , ≻-degenerate for almost every p ∈ ∂Ω.
The ≺ , ≻-regularity of domains is preserved by complex orthogonal transformations.
Let M be an open Riemann surface. Using the above language, a holomorphic map F : M → C 3 is a null curve iff ≺Φ, Φ≻= 0 and ≪Φ, Φ≫ never vanishes on M, where Φ = dF. Conversely, given an exact holomorphic vectorial 1-form Φ on M satisfying that ≺Φ, Φ≻= 0 and ≪Φ, Φ≫ never vanishes on M, the map F : M → C 3 , F(P) = P Φ, defines a null curve in C 3 . In this case we call Φ as the Weierstrass representation of F.
If F : M → C 3 is a null curve, the pull back metric ds 2 F := F * ≪ , ≫ on M coincides with Φ, Φ =≪ Φ, Φ ≫ . Given two subsets V 1 , V 2 ⊂ M, we denote by dist (M,F) (V 1 , V 2 ) the intrinsic distance between V 1 and V 2 with respect to the metric ds 2 F .
Remark 2.5. Let F : M → C 3 be a null curve and
The following definitions deal with the notion for null curve on admissible subsets. 
The following Lemma will be required to approximate generalized null curves by null curves defined on larger domains.
Lemma 2.8. Let W ⊂ N be an incompressible domain of finite topology, and let S be a connected admissible compact set contained in W and isotopic to
Then F can be uniformly C 1 -approximated on S by a sequence {H n = (H j,n ) j=1,2,3 } n∈N in N(W). In addition, we can choose H 3,n = F 3 for all n ∈ N provided that F 3 ∈ F 0 (W) and dF 3 never vanishes on C S .
Proof. Use the Approximation Lemma in [AL] for Φ = dF to get a sequence of exact vectorial 1-forms {Φ n } n∈N ⊂ Ω 0 (W) 3 converging to dF uniformly on S. Since S is isotopic to W, H n := F(P 0 ) + P 0 Φ n is well defined on W for all n ∈ N, where P 0 is any point in M S . {H n } n∈N solves the lemma. Let ν D : ∂D → S n−1 be the outward pointing unit normal of ∂D. Given p ∈ ∂D and v ∈ T p ∂D ∩ S n−1 , we denote by κ D (p, v) the normal curvature at p in the direction of v with respect to −ν D , obviously non negative. In particular, the principal curvatures of ∂D at p with respect to −ν D are non negative. We let κ(p) ≥ 0 denote the maximum of these principal curvatures at p ∈ ∂D, and write 
Convex Domains. Throught this section, D will denote a regular convex domain of R
Assume that κ(D) < +∞ and take r ∈ (0, 1/κ(D)) and p ∈ D − D −r . Consider δ ∈ (0, r) and a neighborhood U p of p so that U p ⊂ D − D −r+δ and diam(U p ) < δ. Then it is straightforward to check that 
.
Given two compact subsets C, D ⊂ R n , the Hausdorff distance between C and D is defined by
A sequence {K n } n∈N of (possibly unbounded) closed subsets of R n is said to be convergent in the Hausdorff topology to a closed subset
The following theorem follows from classical Minkowski's Theorem [Mi] (see also [MY] 
Recall that 6 π 2 ∑ a∈N 1 a 2 = 1, and for each j ∈ N fix m j ∈ N large enough so that
. . , m j , and make the convention C 0,j = C j . It is clear that d a,j < d j , C a,j is analytical and strictly convex, C a,j ⊂ C a+1,j ⊂ C a+1,j ⊂ C j+1 , and dist(C a,j , ∂C a+1,j ) =
{D k } k∈N is proper in C and we are done.
This occurs, for instance, if for any D) . In particular, the null strictly convexity is preserved by complex orthogonal transformations. D) as well and we are done.
Proof. It is clear that
It is interesting to notice that a strictly increasing sequence ρ = {ρ i } 1≤i≤n ⊆ {1, . . . , 6} is wide if and only if dim C (span C (R ρ )) ≥ 2 (see Section 1 for notations).
Proposition 2.15. Let ρ be a wide sequence in {1, . . . , 6}, and let Ω ⊂ R ρ be a regular strictly convex domain with κ(Ω) < +∞. Then C ρ (Ω) is ≺ , ≻-regular, null strictly convex and κ(C ρ (Ω)) < +∞.
Proof. Label n as the length of ρ. Take p ∈ ∂C ρ (Ω), and observe that
Let us observe that Θ ρ is an analytical submanifold of S n−1 ρ of dimension < n − 1, and so has measure zero in S n−1 ρ . Indeed, reason by contradiction and suppose that Θ ρ = S n−1 ρ , that is to say, R ρ ⊂ Θ. Then span C (R ρ ) ⊂ Θ as well, and so Θ contains a complex hyperplane of C 3 (recall that ρ is wide), a contradiction. The strictly convexity of Ω implies that ν Ω : ∂Ω → S n−1 ≡ S n−1 ρ is an injective local diffeomorphism, hence ν C ρ (Ω) (p) is not null for almost every p ∈ C ρ (Ω), proving the ≺ , ≻-regularity.
For the null strictly convexity, let us show first that
is not null, and reasoning by contradiction suppose that
contains two C-linearly independent null vectors then dim C ((R ρ * ) C ) ≥ 2, contradicting that ρ is wide.
To finish, take any v ∈ Θ C ρ (Ω) (p) such that Π ρ (v) = 0. By the strictly convexity of Ω we have that Π ρ (v) ∈ E Ω , and so v ∈ E C ρ (Ω) . Since κ(C ρ (Ω)) = κ(Ω) < +∞, we are done.
Remark 2.16. If ρ = {2j − 1, 2j} for some j ∈ {1, 2, 3} and Ω ⊂ R ρ is a regular convex domain, then C ρ (Ω) is not null strictly convex. Moreover, both open slabs and half spaces in C 3 ≡ R 6 are not null strictly convex as well.
THE MAIN THEOREM
The following Lemma, which will be proved later in Section 4, is the kernel of the proof of our main Theorem.
Lemma 3.1. Let D be a ≺ , ≻-regular and null strictly convex domain in C 3 with κ(D) < +∞, and consider r ∈ (0, 1/κ(D)). Let M be an incompressible compact region in N , P 0 ∈ M • and F ∈ N(M) satisfying that:
Then, for any regular convex domainD and ǫ > 0 such that D ⊂D −ǫ ⊂D ⊂ D 1/ǫ , there exist an incompressible compact regionM ⊂ N andF ∈ N(M) satisfying that:
, where d = dist(∂D, ∂D).
We are now ready to state and prove our main theorem. 
where Λ is a bounded regular strictly convex domain in R ρ so that Λ ⊂ Ω and r ∈ (0, 1/κ(Λ)).
Then, for any ξ > 0 there exist an open domain N ⊂ N and a null curve Y : N → C 3 satisfying that (a) M ⊂ N, N is incompressible and N is isotopic to
Proof. Consider an exhaustion {M j } j∈N of N by incompressible compact regions so that M • 1 is a tubular neighborhood of M, and M j−1 ⊂ M • j and the Euler characteristic χ(M j − M • j−1 ) ∈ {−1, 0} for all j ≥ 2. Let {Ω j } j∈N be a proper sequence in Ω of convex domains (see Lemma 2.12), and label d j = dist(Ω j , Ω j+1 ) and κ j = κ(Ω j ). Without loss of generality, we can suppose that Λ ⊂ Ω 1 . Call Ω 0 = Λ and D j = C ρ (Ω j ) for all j ≥ 0. Notice that D j is ≺ , ≻-regular, null strictly convex and κ(D j ) < +∞, j ≥ 0 (see Proposition 2.15).
Without loss of generality, we will assume that ξ is small enough so that ǫ 0 := r − ξ > 0 and
Claim 3.3. There exists a sequence {(N j , σ j , X j )} j∈N , where N j ⊂ N is an incompressible compact region isotopic to M j , σ j : N j → M j is an isotopic homeomorphism and X j ∈ N(N j ) for all j, satisfying that:
Proof. The sequence will be constructed recursively. Choose (N 1 , X 1 ) as the couple (M,F) arising from Assume that we have already constructed X 1 , . . . , X j−1 satisfying the required properties, and let us construct X j . Let us distinguish two cases:
As before, we take (N j , X j ) as the couple (M,F) arising from Lemma 3.1 for the
, (III j ) and (IV j ) are straightforward, whereas (V j ) follows from Lemma 3.1-(v) and (V j−1 ).
• 
Label N = ∪ j∈N N j and set σ : N → N , σ| N j = σ j . Since {M j } j∈N is an exhaustion of N by incompressible compact regions and σ j is an isotopic homeomorphism for all j, then σ is an isotopic homeomorphim as well and item (a) holds.
By items (II j ), j ∈ N, the sequence {X j } j∈N uniformly converges on compact subsets of N to a holomorphic map Y : N → C 3 such that ≺ dY, dY ≻= 0 and Y − X ≤ ξ on M, which corresponds to (b). Let us check that Y is an immersion. Indeed, note that the Weierstrass data of X n converge to the ones of Y. By Hurwitz's Theorem, either ≪dY, dY≫ never vanishes on N or dY = 0. However, the fact that Y − X ≤ ξ on M prevents Y(N) to be a point provided that ξ is taken small enough from the beginning.
The completeness of Y follows from (V j ), j ∈ N, and the fact that the series ∑ a≥1
and so by the maximum principle Complete null curves in C 3 project on complete holomorphic immersions in C 2 and complete minimal immersions in R 3 . From Theorem 3.2 we infer that: 
Proof. Consider a bounded regular strictly convex domain Λ with Λ ⊂ Ω, and fix r ∈ (0, 1/κ(Λ)) and ξ > 0. Set ρ = {1, 2, 3, 4, 5, 6}, {1, 3, 5} {1, 2, 3, 4}, {1, 3} and {1, 3} in item (a), (b), (c), (d) and (e), respectively. In each case Ω ⊂ R ρ and we label D = C ρ (Λ).
Let H : C → C 3 be the properly embedded null curve given by H(z) = (iz, z, √ 2z) T , and note that • There exist a domain N ⊂ N homeomorphic to N and a complete bounded null curve Z : N → SL(2, C).
• There exist a domain N ⊂ N homeomorphic to N and a conformal complete bounded CMC-1 immersion X : N → H 3 .
Proof. Use Corollary 3.5-(a) for an Euclidean ball Ω in C 3 whose closure is disjoint from {z 3 = 0}, and take into account the transformations B and T .
4. PROOF OF LEMMA 3.1
Recall that Remark 2.9 gives that dist(p,
Then, by a continuity argument and equation (2.1), there exists an open neighborhood V p of p in D − D −r such that
Label Θ * = Θ ∩ S 5 , and consider the continuous function f : Figure 1) .
Label w i,j = e i,j / ≺e i,j , e i,j ≻, for all i, j and notice that ≪e i,j ≫ ⊥ =≺w i,j ≻ ⊥ . Since w i,j is not null, we can take (i, j) 
where ( · ) 3 means third (complex) coordinate and L Euclidean length in C.
For (4.5) take into account (4.3).
, and
Notice that the curves d i,j are continuous, weakly differentiable and satisfy that (a2) and (a3) (a3) is an elementary consequence of (4.5). The Claim follows by a direct application of Lemma 2.8 to S,H and W. Consider compact neighborhoods (with the topology of a closed disc)α i,j ,s i,j andt i,j in M 0 − M • of α i,j , s i,j and t i,j , respectively, i = 1, . . . , k, j ∈ Z m , and satisfying the following properties (see Figure 2 ):
These choices are possible due to properties (a1), (a2) and (a3) and a continuity argument. 
Proof. Take H 0 := H. Notice that (c1 0 ), (c3 0 ), (c4 0 ), (c5 0 ), (c6 0 ) and (c7 0 ) follow from (b3), (b4) and (b5), whereas the remaining properties make no sense for n = 0.
Reason by induction and assume we have constructed H 0 , . . . , H n−1 satisfying all the above properties. Let us construct H n .
, with initial point Γ 1 ∈ α η(n) and final point Γ 2 ∈ ∂K η(n) and otherwise disjoint from ∂α η(n) . Choose γ so that dG 3 | γ never vanishes. Denote S n as the closure of
, and without loss of generality assume that S n is admissible.
Recall that
, j ∈ N, and observe that lim j→∞ ζ j = ζ and ≺
Furthermore, by (4.6) we can also assume that dist(
Up to choosing a suitable branch of ≺ ζ j , ζ j ≻ 1/2 , the sequence {h j } j∈N converges uniformly on [0, 1] 
, where u(P) ∈ [0, 1] is the only value for which τ j 0 (u(P)) = P. Let G = (Ĝ 1 ,Ĝ 2 ,Ĝ 3 ) : S n → C 3 denote the continuous map given by:
Notice thatĜ 3 = G 3 | S n . The equation ≺ dĜ, dĜ ≻= 0 formally holds except at the points Γ 1 and τ j 0 (1) where smoothness could fail. Up to smooth approximation,Ĝ is a generalized null curve satisfying that
Take ǫ 0 > 0 to be specified later. Applying Lemma 2.8 to S n , W andĜ, we get a null curve
· Z ∈ N(W). From (4.8), H n trivially satisfies that:
d2) ≪H n − H n−1 , e η(n) ≫≡ 0 (see the definition of A η(n) ), and (d3) H n (K η(n) ) ∩ (D 1/ǫ 1 ) = ∅.
Let us check that H n fulfills properties (c1 n ) to (c9 n ) provided that ǫ 0 is chosen small enough. Item (c1 n−1 ) and (d1) imply (c1 n ) for small enough ǫ 0 . Item (c2 n ) follows from (d1) and (c2 n−1 ) for j < n provided that ǫ 0 is small enough, and from (d2) and (c3 n−1 ) for j = n. Item (c3 n−1 ) and (d1) also give (c3 n ) for small enough ǫ 0 . Observe that (d1) shows that A η(j) · H n − A η(j) · H n−1 < ǫ 0 A
−1 η(n)
A η (j) and A η(j)+(0,1) · H n − A η(j)+(0,1) · H n−1 < ǫ 0 A
A η(j) +(0,1) on Ω η(j) ∀j = n, whereas (d2) gives that (A η(n) · H n ) 3 = (A η(n) · H n−1 ) 3 on Ω η(n) . Then, taking into account (c4 n−1 ) we get (c4 n ) provided that ǫ 0 is small enough.
To prove (c5 n ) (respectively, (c6 n ), (c7 n )) we distinguish cases. If j = n, use (d1) and (c5 n−1 ) (respectively, (c6 n−1 ), (c7 n−1 )) for small enough ǫ 0 , whereas for j = n we use (d2) and (c5 n−1 ) (respectively, (c6 n−1 ), (c7 n−1 )). Item (c8 n ) follows from (c8 n−1 ), (d1) and (d3) for ǫ 0 small enough. Finally, (c9 n ) is an immediate consequence of (d1) for ǫ 0 < • P ∈s η(n) ∪α η(n) for some n ∈ {1, . . . , km}. Then, combining (c2 km ) and (4.1), we getF 0 (P) / ∈ D −r .
• P ∈t η(n) ∩ Ω η(n) for some n ∈ {1, . . . , km}. Use thatF 0 (Q η(n) ) ∈ W η(n) (see (c1 km )), (F 0 (Q η(n) ) + e η(n) ⊥ ) ∩ D −r = ∅ (see (4.1)) and F 0 (P) −F 0 (Q η(n) ), e η(n) > 0 (see (c5 km )), and recall that e η(n) is the outward pointing normal to ∂D at π D (p η(n) ).
• P ∈t η(n)−(0,1) ∩ Ω η(n) . Use thatF 0 (Q η(n)−(0,1) ) ∈ W η(n) , and argue as above but using (c6 km ) instead of (c5 km ).
. Taking into account (P1), it suffices to prove that dist (M 0 
+ ǫ 1 . Let P ∈ ∂M 0 and γ ⊂M 0 − M • be a connected curve connecting ∂M and P. There are two possible locations for the point P :
• If P ∈t η(n) (see Figure 3 ) for some n ∈ {1, . . . , km}, then by (4.10) there exists a sub-arĉ γ ⊂ γ ⊂s η(n) connectingα η(n) ∪α η(n)+(0,1) andt η(n) . Thus, Remark 2.5 and (c4 km ) give that
• Suppose now that P ∈ Ω η(n) ∩ (s η(n)−(0,1) ∪α η(n) ∪s η(n) ) (see Figure 4 ) for some n ∈ {1, . . . , km}.
By the preceding case, we can restrict ourselves to the case γ ∩ (∪ km j=1tη(j) ) = ∅. By (4.10) again, P / ∈ s η(n)−(0,1) ∪ α η(n) ∪ s η(n) , and therefore there exists a sub-arcγ ⊂ γ contained in Ω η(n) ∩ (s η(n)−(0,1) ∪α η(n) ∪s η(n) ) connecting a point Q ∈ s η(n)−(0,1) ∪ α η(n) ∪ s η(n) and P. Since (c1 km ),F 0 (Q) ∈ W η(n) , and (c2 km ) and (4.9) giveF 0 (P) ∈ ∂D ∩ (W η(n) + ≪e η(n) ≫ ⊥ ). Therefore (4.1) implies that d/κ(D) + ǫ 1 < dist(F 0 (P),F 0 (Q)) ≤ L(F 0 (γ)).
DefineF :=F 0 |M ∈ N(M), whereM ⊂M 0 is close enough toM 0 so thatF(∂M) ⊂D −D −ǫ 1 andF satisfies (P1), (P2) and (P3). The regionM and the null curveF solves the Lemma. 
