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First approximation to the square root. We
write 1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 𝑥𝑥 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥. What we need is the
geometric mean (GM) of 1 and 1 + 𝑥𝑥𝑥𝑥, but we
approximate the GM by the arithmetic mean
(AM), i.e., by 𝑥𝑥1 + 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 𝑥𝑥 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥. Hence the
�irst approximation to the desired square root is:
√1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 + 𝑥𝑥𝑥𝑥𝑥𝑥 . (1)
In analytic terms this approximation is well
known and easy to understand, for it is the linear
approximation to the function √1 + 𝑥𝑥𝑥𝑥 as given by
the binomial theorem. Recall the statement of the
binomial theorem for exponents 𝑛𝑛𝑛𝑛 other than
positive integers:
𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥� 𝑥𝑥 1 + 𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑛𝑛𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 1𝑥𝑥𝑥𝑥! 𝑥𝑥𝑥𝑥
�
+ 𝑛𝑛𝑛𝑛𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 1𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 𝑥𝑥𝑥𝑥3! 𝑥𝑥𝑥𝑥
�
+ 𝑛𝑛𝑛𝑛𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 1𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 𝑥𝑥𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 3𝑥𝑥4! 𝑥𝑥𝑥𝑥
� + ⋯ ,
where |𝑥𝑥𝑥𝑥| 𝑥𝑥 1 for convergence of the in�inite
series on the right side. (We must have such a
condition, because if 𝑛𝑛𝑛𝑛 is not a positive integer
then the series does not terminate. If however 𝑛𝑛𝑛𝑛 is
a positive integer, the expression on the right side
is simply a polynomial in 𝑥𝑥𝑥𝑥, of degree 𝑛𝑛𝑛𝑛, so the
question of convergence does not arise, and the
statement is then an identity, valid for all 𝑥𝑥𝑥𝑥.)
For the particular case 𝑛𝑛𝑛𝑛 𝑥𝑥 1𝑥𝑥𝑥𝑥, we get the series
for the square root of 1 + 𝑥𝑥𝑥𝑥:






1𝑥𝑥8 +⋯ . (2)
If 𝑥𝑥𝑥𝑥 is close to 0, then we may drop all terms with
degree 𝑥𝑥 or more, on the ground that they are
small and do not make much of a difference to the
total. The resulting formula, 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥, is called the
“linear approximation” to √1 + 𝑥𝑥𝑥𝑥. Thus the �irst
approximation presented in Hussen’s article is
equivalent to the linear approximation. Table 1
shows how well this formula does, and Figure 1
displays the same relationship in graphical terms.
We see that if 𝑥𝑥𝑥𝑥 is close to 0, the linear
approximation gives good results. Obviously,
better than the linear approximation is the
quadratic approximation, 1+ 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑛𝑛 𝑥𝑥𝑥𝑥�𝑥𝑥8, and still
better is the cubic approximation. But we leave










Figure 1. Graphical study of the approximation
√1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥
Second approximation to the square root. As
earlier we write 1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 𝑥𝑥 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥. Now we
approximate the GM of 1 and 1 + 𝑥𝑥𝑥𝑥 (which is what
is required) by the average of the AM and the
harmonic mean (HM) of 1 and 1 + 𝑥𝑥𝑥𝑥. We have:
Arithmetic mean (AM) 𝑥𝑥 𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥 ,
Harmonic mean (HM) 𝑥𝑥 𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥1 + 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥 𝑥𝑥
𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥
𝑥𝑥 + 𝑥𝑥𝑥𝑥 ,




𝑥𝑥 + 𝑥𝑥𝑥𝑥 � .
The last expression when simpli�ied yields a fresh
estimate for the square root of 1 + 𝑥𝑥𝑥𝑥:
1 + 𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥�𝑥𝑥8
1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 . (3)
𝑥𝑥𝑥𝑥 1 0.𝑥𝑥 0.1 0.01 0.001
1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 1.5 1.1 1.05 1.005 1.0005
√1 + 𝑥𝑥𝑥𝑥 1.414 1.0954 1.0488 1.004987 1.00049987
% error 6.065 0.4158 0.1135 0.001𝑥𝑥4 0.00001𝑥𝑥6
Table 1. Error study of the first approximation






How do we explain their success?
Understanding
the Formulas
High-school math to the rescue …
In the accompanying article Approximating Square Roots and
Cube Roots, the author Ali Ibrahim Hussen has proposed
easy�to�use formulas for �inding approximate values of the
square root and cube root of an arbitrary positive number 𝑛𝑛𝑛𝑛.
The formulas are found to give fairly satisfactory results, as
measured by the low percentage error. In this article we explain
mathematically why this is so.
Square root
Both methods start by writing 𝑛𝑛𝑛𝑛 as 𝑎𝑎𝑎𝑎 𝑎𝑎 𝑎𝑎𝑎𝑎, where 𝑎𝑎𝑎𝑎 and 𝑎𝑎𝑎𝑎 are
close to each other. Now we have the following:





Let 𝑎𝑎𝑎𝑎𝑏𝑏𝑎𝑎𝑎𝑎 𝑛𝑛 𝑏𝑏 𝑏𝑏 𝑏𝑏𝑏𝑏. The fact that “𝑎𝑎𝑎𝑎 is close to 𝑎𝑎𝑎𝑎” translates to:
“𝑏𝑏 𝑏𝑏 𝑏𝑏𝑏𝑏 is close to 𝑏𝑏”, i.e., “𝑏𝑏𝑏𝑏 is close to 0”. This is generally written
as: 𝑏𝑏𝑏𝑏 𝑥𝑥 0. (Another way of writing it is: 𝑏𝑏𝑏𝑏 𝑥𝑥 𝑏𝑏.) With this
notation we have: √𝑛𝑛𝑛𝑛 𝑛𝑛 𝑎𝑎𝑎𝑎 √𝑏𝑏 𝑏𝑏 𝑏𝑏𝑏𝑏.
Accordingly, it is suf�icient if we study what the two algorithms
yield for the value of √𝑏𝑏 𝑏𝑏 𝑏𝑏𝑏𝑏.
Keywords: Square root, cube root, estimation, accuracy, geometric mean,
harmonic mean, inequality, square, cube
Shailesh Shirali
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First approximation to the square root. We
write 1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 𝑥𝑥 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥. What we need is the
geometric mean (GM) of 1 and 1 + 𝑥𝑥𝑥𝑥, but we
approximate the GM by the arithmetic mean
(AM), i.e., by 𝑥𝑥1 + 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 𝑥𝑥 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥. Hence the
�irst approximation to the desired square root is:
√1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 + 𝑥𝑥𝑥𝑥𝑥𝑥 . (1)
In analytic terms this approximation is well
known and easy to understand, for it is the linear
approximation to the function √1 + 𝑥𝑥𝑥𝑥 as given by
the binomial theorem. Recall the statement of the
binomial theorem for exponents 𝑛𝑛𝑛𝑛 other than
positive integers:
𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥� 𝑥𝑥 1 + 𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑛𝑛𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 1𝑥𝑥𝑥𝑥! 𝑥𝑥𝑥𝑥
�
+ 𝑛𝑛𝑛𝑛𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 1𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 𝑥𝑥𝑥𝑥3! 𝑥𝑥𝑥𝑥
�
+ 𝑛𝑛𝑛𝑛𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 1𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 𝑥𝑥𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛 𝑛𝑛 3𝑥𝑥4! 𝑥𝑥𝑥𝑥
� + ⋯ ,
where |𝑥𝑥𝑥𝑥| 𝑥𝑥 1 for convergence of the in�inite
series on the right side. (We must have such a
condition, because if 𝑛𝑛𝑛𝑛 is not a positive integer
then the series does not terminate. If however 𝑛𝑛𝑛𝑛 is
a positive integer, the expression on the right side
is simply a polynomial in 𝑥𝑥𝑥𝑥, of degree 𝑛𝑛𝑛𝑛, so the
question of convergence does not arise, and the
statement is then an identity, valid for all 𝑥𝑥𝑥𝑥.)
For the particular case 𝑛𝑛𝑛𝑛 𝑥𝑥 1𝑥𝑥𝑥𝑥, we get the series
for the square root of 1 + 𝑥𝑥𝑥𝑥:






1𝑥𝑥8 +⋯ . (2)
If 𝑥𝑥𝑥𝑥 is close to 0, then we may drop all terms with
degree 𝑥𝑥 or more, on the ground that they are
small and do not make much of a difference to the
total. The resulting formula, 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥, is called the
“linear approximation” to √1 + 𝑥𝑥𝑥𝑥. Thus the �irst
approximation presented in Hussen’s article is
equivalent to the linear approximation. Table 1
shows how well this formula does, and Figure 1
displays the same relationship in graphical terms.
We see that if 𝑥𝑥𝑥𝑥 is close to 0, the linear
approximation gives good results. Obviously,
better than the linear approximation is the
quadratic approximation, 1+ 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑛𝑛 𝑥𝑥𝑥𝑥�𝑥𝑥8, and still
better is the cubic approximation. But we leave










Figure 1. Graphical study of the approximation
√1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥
Second approximation to the square root. As
earlier we write 1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1 𝑥𝑥 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥. Now we
approximate the GM of 1 and 1 + 𝑥𝑥𝑥𝑥 (which is what
is required) by the average of the AM and the
harmonic mean (HM) of 1 and 1 + 𝑥𝑥𝑥𝑥. We have:
Arithmetic mean (AM) 𝑥𝑥 𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥 ,
Harmonic mean (HM) 𝑥𝑥 𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥1 + 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥 𝑥𝑥
𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥
𝑥𝑥 + 𝑥𝑥𝑥𝑥 ,




𝑥𝑥 + 𝑥𝑥𝑥𝑥 � .
The last expression when simpli�ied yields a fresh
estimate for the square root of 1 + 𝑥𝑥𝑥𝑥:
1 + 𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥�𝑥𝑥8
1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 . (3)
𝑥𝑥𝑥𝑥 1 0.𝑥𝑥 0.1 0.01 0.001
1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 1.5 1.1 1.05 1.005 1.0005
√1 + 𝑥𝑥𝑥𝑥 1.414 1.0954 1.0488 1.004987 1.00049987
% error 6.065 0.4158 0.1135 0.001𝑥𝑥4 0.00001𝑥𝑥6
Table 1. Error study of the first approximation
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∴ 𝑑𝑑𝑑𝑑� − 1 − 𝑥𝑥𝑥𝑥 𝑥𝑥 𝑥𝑥𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑 − 𝑥𝑥𝑥𝑥𝑥𝑥
∴ 𝑑𝑑𝑑𝑑
� − 1 − 𝑥𝑥𝑥𝑥
𝑥𝑥𝑑𝑑𝑑𝑑 𝑥𝑥 𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑 − 𝑥𝑥𝑥𝑥𝑥𝑥
∴ 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥
� − 1 − 𝑥𝑥𝑥𝑥
𝑥𝑥 + 𝑥𝑥𝑥𝑥 𝑥𝑥 𝑥𝑥𝑥𝑥 𝑥1 +
𝑥𝑥𝑥𝑥
𝑥𝑥 − 𝑥𝑥𝑥𝑥𝑒 𝑒 (5)
The equation in the last line must be solved for 𝑥𝑥𝑥𝑥
to give us our estimate for 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥�𝑥𝑥�. As the
equation is quadratic, the manipulations can be
done using known formulas. The algebra is
tedious, but after some work (and a fair bit of help
from a reliable computer algebra system like
Mathematica!) we get the following result:
𝑥𝑥𝑥𝑥 𝑒𝑒
� 27 + 18𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥
�
+ �𝑥𝑥 𝑥𝑥24𝑥𝑥 + 𝑥𝑥24𝑥𝑥𝑥𝑥 + 𝑥𝑥4𝑥𝑥𝑥𝑥� − 12𝑥𝑥𝑥𝑥� − 𝑥𝑥𝑥𝑥�𝑥𝑥 �
18𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥 𝑒
(6)
Now we must expand this expression into an
in�inite series, and then we need to compare the
result with the binomial expansion of 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥�𝑥𝑥�.
The binomial expansion for the cube root is easily
found, using the binomial theorem:















Generating the corresponding series for the
expression 𝑥𝑥𝑥𝑥 involves a lot more work, and this
time we very de�initely need the services of
Mathematica to simplify the expressions involved.
Here is what we get:













1968𝑥𝑥 +⋯ 𝑒 (8)
The two series agree all the way till the �ifth
degree term, and even their sixth and seventh
degree terms do not differ by very much. Well!
Now we understand why the method gives such
astonishingly good results.
Another algorithm for cube root
Following the success of the second algorithm for
square root, we propose something similar for the
cube root. It does not do nearly as well as
Hussen’s algorithm presented above. On the other
hand, that algorithm requires us to compute a
square root at one stage, and this diminishes its
attractiveness somewhat. It would be nicer if we
could get a cube root estimate without any square
root computation! — i.e., by sticking only to
rational operations. We present one such
possibility here. It is about as simple-minded as
any algorithm can be, yet it does quite well.
Simple-minded algorithm for cube root
Step 1: Write 𝑛𝑛𝑛𝑛 as 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎where 𝑎𝑎𝑎𝑎, 𝑎𝑎𝑎𝑎 and 𝑎𝑎𝑎𝑎 are
close to each other.
Step 2: Compute the AM and the HM of 𝑎𝑎𝑎𝑎, 𝑎𝑎𝑎𝑎
and 𝑎𝑎𝑎𝑎.
Step 3: Compute the average of the AM andHM
computed in Step2. This is our estimate for𝑛𝑛𝑛𝑛�𝑥𝑥�.
For example, take 𝑛𝑛𝑛𝑛 𝑒𝑒 10. Write 10 as
10 𝑒𝑒 2 𝑎𝑎 2 𝑎𝑎 𝑥𝑥𝑥𝑥2. Then we have:


















Here is the actual value: 10�𝑥𝑥� 𝑒𝑒 2𝑒1𝑥𝑥44. That
seems close enough given how little we worked
for it!
To study it analytically, we check the series
expansion it gives for the cube root of 1 + 𝑥𝑥𝑥𝑥, after
writing it as 1 𝑎𝑎 1 𝑎𝑎 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥. We have, for the
numbers 1𝑥𝑥 1𝑥𝑥 1 + 𝑥𝑥𝑥𝑥:
Arithmetic mean (AM) 𝑒𝑒 𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥 𝑥𝑥
Harmonic mean (HM) 𝑒𝑒 𝑥𝑥1𝑥𝑥1 + 1𝑥𝑥1 + 1𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥
𝑒𝑒 𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 + 2𝑥𝑥𝑥𝑥 𝑥𝑥
Average of AM and HM 𝑒𝑒 9 + 9𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥
�
9 + 6𝑥𝑥𝑥𝑥 𝑒
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88
𝑥𝑥𝑥𝑥 1 0.2 0.1 0.01 0.001
(AM+ HM)/2 1.41667 1.09545 1.04881 1.00499 1.0005
√1 + 𝑥𝑥𝑥𝑥 1.414 1.0954 1.0488 1.004987 1.00049987
% error 0.173 0.00086 0.000064 7.66 × 10�� 7.77 × 10���
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Figure 2. Graphical study of the approximation √1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1/2 [1 + 𝑥𝑥𝑥𝑥/2 + 2(1 + 𝑥𝑥𝑥𝑥)/(2 + 𝑥𝑥𝑥𝑥)]
Table 2 shows howwell the new formula does, while
Figure 2 displays the same relationship in graphical
terms. Note the closeness of the two graphs even for
values of 𝑥𝑥𝑥𝑥 that one would not consider ‘small’. We
see that the second approximation does
signi�icantly better than the �irst formula� far
better than one would ever have expected.
Insight into why this formula does so well comes
when we examine the relevant power series
expansion, which we get using the binomial
theorem. We have:
1 + 𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥�/8
1 + 𝑥𝑥𝑥𝑥/2 = �1 + 𝑥𝑥𝑥𝑥 +
𝑥𝑥𝑥𝑥�






















(on multiplying out, term by term). (4)
Compare this with:







We see that the two series coincide right up to the
𝑥𝑥𝑥𝑥� term (and even their 𝑥𝑥𝑥𝑥� coef�icients are quite
close to each other). No wonder that the two
formulas agree so closely.
Cube root
Following the discussion in the previous section,
it is suf�icient if we focus on estimating the cube
root of 1 + 𝑥𝑥𝑥𝑥 where 𝑥𝑥𝑥𝑥 𝑥𝑥 0. The proposed method
starts by expressing 1 + 𝑥𝑥𝑥𝑥 as a product of three
numbers close to each other. We shall write
𝑛𝑛𝑛𝑛 = 1 × 1 × (1 + 𝑥𝑥𝑥𝑥), i.e., our three numbers are
1, 1, 1 + 𝑥𝑥𝑥𝑥. Then the task of computing (1 + 𝑥𝑥𝑥𝑥)�/�
is equivalent to: Compute the geometric mean
(GM) of 1, 1, 1 + 𝑥𝑥𝑥𝑥.
As we did with the square root, we start with the
arithmetic mean of these three numbers; we get
𝑑𝑑𝑑𝑑 = 1 + 𝑥𝑥𝑥𝑥/3. Now we try to improve this estimate
by subtracting some quantity ℎ from 𝑑𝑑𝑑𝑑 such that
(𝑑𝑑𝑑𝑑 − ℎ)� = 1 + 𝑥𝑥𝑥𝑥. Write 𝑒𝑒𝑒𝑒 = 𝑑𝑑𝑑𝑑 − ℎ = 1 + 𝑥𝑥𝑥𝑥/3 − ℎ,
so 𝑒𝑒𝑒𝑒 is going to be our new estimate for the
desired cube root. Note that ℎ = 1 + 𝑥𝑥𝑥𝑥/3 − 𝑒𝑒𝑒𝑒. We
argue as follows:
1 + 𝑥𝑥𝑥𝑥 = 𝑑𝑑𝑑𝑑� − 3𝑑𝑑𝑑𝑑�ℎ + 3𝑑𝑑𝑑𝑑ℎ� − ℎ�,
∴ 𝑑𝑑𝑑𝑑� − 1 − 𝑥𝑥𝑥𝑥 𝑥𝑥 3𝑑𝑑𝑑𝑑�ℎ − 3𝑑𝑑𝑑𝑑ℎ�
(we drop the ℎ� term since ℎ 𝑥𝑥 0),
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𝑥𝑥𝑥𝑥 0.2 0.1 .01 0.001
(AM+ HM)/2 1.41667 1.09545 1.04881 1.00499 1. 005
√1 + 𝑥𝑥𝑥𝑥 1 414 1.0954 1. 488 1.004987 1.00049987
% error 0.173 0.00086 0.000064 7.66 × 10�� 7.77 × 10���
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Figure 2. Graphical study of the approximation √1 + 𝑥𝑥𝑥𝑥 𝑥𝑥 1/2 [1 + 𝑥𝑥𝑥𝑥/2 + 2(1 + 𝑥𝑥𝑥𝑥)/(2 + 𝑥𝑥𝑥𝑥)]
Table 2 shows howwell the new formula does, while
Figure 2 displays the same relationship in graphical
terms. Note the closeness of the two graphs even for
values of 𝑥𝑥𝑥𝑥 that one would not consider ‘small’. We
see that the second approximation does
signi�icantly better than the �irst formula� far
better than one would ever have expected.
Insight into why this formula does so well comes
when we examine the relevant power series
expansion, which we get using the binomial
theorem. We have:
1 + 𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥�/8
1 + 𝑥𝑥𝑥𝑥/2 = �1 + 𝑥𝑥𝑥𝑥 +
𝑥𝑥𝑥𝑥�






















(on multiplying out, term by term). (4)
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We see that the two series coincide right up to the
𝑥𝑥𝑥𝑥� term (and even their 𝑥𝑥𝑥𝑥� coef�icients are quite
close to each other). No wonder that the two
formulas agree so closely.
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Following the discussion in the previous section,
it is suf�icient if we focus on estimating the cube
root of 1 + 𝑥𝑥𝑥𝑥 where 𝑥𝑥𝑥𝑥 𝑥𝑥 0. The proposed method
starts by expressing 1 + 𝑥𝑥𝑥𝑥 as a product of three
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𝑛𝑛𝑛𝑛 = 1 × 1 × (1 + 𝑥𝑥𝑥𝑥), i.e., our three numbers are
1, 1, 1 + 𝑥𝑥𝑥𝑥. Then the task of computing (1 + 𝑥𝑥𝑥𝑥)�/�
is equivalent to: Compute the geometric mean
(GM) of 1, 1, 1 + 𝑥𝑥𝑥𝑥.
As we did with the square root, we start with the
arithmetic mean of these three numbers; we get
𝑑𝑑𝑑𝑑 = 1 + 𝑥𝑥𝑥𝑥/3. Now we try to improve this estimate
by subtracting some quantity ℎ from 𝑑𝑑𝑑𝑑 such that
(𝑑𝑑𝑑𝑑 − ℎ)� = 1 + 𝑥𝑥𝑥𝑥. Write 𝑒𝑒𝑒𝑒 = 𝑑𝑑𝑑𝑑 − ℎ = 1 + 𝑥𝑥𝑥𝑥/3 − ℎ,
so 𝑒𝑒𝑒𝑒 is going to be our new estimate for the
desired cube root. Note that ℎ = 1 + 𝑥𝑥𝑥𝑥/3 − 𝑒𝑒𝑒𝑒. We
argue as follows:
1 + 𝑥𝑥𝑥𝑥 = 𝑑𝑑𝑑𝑑� − 3𝑑𝑑𝑑𝑑�ℎ + 3𝑑𝑑𝑑𝑑ℎ� − ℎ�,
∴ 𝑑𝑑𝑑𝑑� − 1 − 𝑥𝑥𝑥𝑥 𝑥𝑥 3𝑑𝑑𝑑𝑑�ℎ − 3𝑑𝑑𝑑𝑑ℎ�
(we drop the ℎ� term since ℎ 𝑥𝑥 0),
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∴ 𝑑𝑑𝑑𝑑� − 1 − 𝑥𝑥𝑥𝑥 𝑥𝑥 𝑥𝑥𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑 − 𝑥𝑥𝑥𝑥𝑥𝑥
∴ 𝑑𝑑𝑑𝑑
� − 1 − 𝑥𝑥𝑥𝑥
𝑥𝑥𝑑𝑑𝑑𝑑 𝑥𝑥 𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑 − 𝑥𝑥𝑥𝑥𝑥𝑥
∴ 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥
� − 1 − 𝑥𝑥𝑥𝑥
𝑥𝑥 + 𝑥𝑥𝑥𝑥 𝑥𝑥 𝑥𝑥𝑥𝑥 𝑥1 +
𝑥𝑥𝑥𝑥
𝑥𝑥 − 𝑥𝑥𝑥𝑥𝑒 𝑒 (5)
The equation in the last line must be solved for 𝑥𝑥𝑥𝑥
to give us our estimate for 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥�𝑥𝑥�. As the
equation is quadratic, the manipulations can be
done using known formulas. The algebra is
tedious, but after some work (and a fair bit of help
from a reliable computer algebra system like
Mathematica!) we get the following result:
𝑥𝑥𝑥𝑥 𝑒𝑒
� 27 + 18𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥
�
+ �𝑥𝑥 𝑥𝑥24𝑥𝑥 + 𝑥𝑥24𝑥𝑥𝑥𝑥 + 𝑥𝑥4𝑥𝑥𝑥𝑥� − 12𝑥𝑥𝑥𝑥� − 𝑥𝑥𝑥𝑥�𝑥𝑥 �
18𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥 𝑒
(6)
Now we must expand this expression into an
in�inite series, and then we need to compare the
result with the binomial expansion of 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥�𝑥𝑥�.
The binomial expansion for the cube root is easily
found, using the binomial theorem:















Generating the corresponding series for the
expression 𝑥𝑥𝑥𝑥 involves a lot more work, and this
time we very de�initely need the services of
Mathematica to simplify the expressions involved.
Here is what we get:













1968𝑥𝑥 +⋯ 𝑒 (8)
The two series agree all the way till the �ifth
degree term, and even their sixth and seventh
degree terms do not differ by very much. Well!
Now we understand why the method gives such
astonishingly good results.
Another algorithm for cube root
Following the success of the second algorithm for
square root, we propose something similar for the
cube root. It does not do nearly as well as
Hussen’s algorithm presented above. On the other
hand, that algorithm requires us to compute a
square root at one stage, and this diminishes its
attractiveness somewhat. It would be nicer if we
could get a cube root estimate without any square
root computation! — i.e., by sticking only to
rational operations. We present one such
possibility here. It is about as simple-minded as
any algorithm can be, yet it does quite well.
Simple-minded algorithm for cube root
Step 1: Write 𝑛𝑛𝑛𝑛 as 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎where 𝑎𝑎𝑎𝑎, 𝑎𝑎𝑎𝑎 and 𝑎𝑎𝑎𝑎 are
close to each other.
Step 2: Compute the AM and the HM of 𝑎𝑎𝑎𝑎, 𝑎𝑎𝑎𝑎
and 𝑎𝑎𝑎𝑎.
Step 3: Compute the average of the AM andHM
computed in Step2. This is our estimate for𝑛𝑛𝑛𝑛�𝑥𝑥�.
For example, take 𝑛𝑛𝑛𝑛 𝑒𝑒 10. Write 10 as
10 𝑒𝑒 2 𝑎𝑎 2 𝑎𝑎 𝑥𝑥𝑥𝑥2. Then we have:


















Here is the actual value: 10�𝑥𝑥� 𝑒𝑒 2𝑒1𝑥𝑥44. That
seems close enough given how little we worked
for it!
To study it analytically, we check the series
expansion it gives for the cube root of 1 + 𝑥𝑥𝑥𝑥, after
writing it as 1 𝑎𝑎 1 𝑎𝑎 𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥. We have, for the
numbers 1𝑥𝑥 1𝑥𝑥 1 + 𝑥𝑥𝑥𝑥:
Arithmetic mean (AM) 𝑒𝑒 𝑥𝑥 + 𝑥𝑥𝑥𝑥𝑥𝑥 𝑥𝑥
Harmonic mean (HM) 𝑒𝑒 𝑥𝑥1𝑥𝑥1 + 1𝑥𝑥1 + 1𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥
𝑒𝑒 𝑥𝑥𝑥𝑥1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 + 2𝑥𝑥𝑥𝑥 𝑥𝑥
Average of AM and HM 𝑒𝑒 9 + 9𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥
�
9 + 6𝑥𝑥𝑥𝑥 𝑒
4 At Right Angles ∣ Vol. 4, No. 1, March 2015





Of Art and Mathematics
Paradoxes:
True AND/OR False?
Part 1 of 2
This is the �irst sentence of this article�
Clearly the sentence above is true (not highly informative but
true). Contrast this to the next sentence, below:
This is the �irst sentence of this article�
�ow the second statement, though identical to the �irst, is
clearly false.
Such sentences that speak about themselves are called
self-referential sentences, because they are, in a way, looking at
themselves in the mirror and describing themselves. Figure 1, is
a design for the word “reference” so it looks the same when
re�lected in a mirror.
Figure 1. Self-reference looks in a mirror. The word “self-reference” is
written in a manner that it looks the same when reflected in a mirror
(a wall reflection).
Keywords: Truth value, self-reference, paradox, axiom, theorem, consistency,
circular argument, proof, Zeno, ourobouros, ambigram
Punya Mishra & Gaurav Bhatnagar
00
So our estimate for the cube root of 1 + 𝑥𝑥𝑥𝑥 is
9 + 9𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥�
9 + 6𝑥𝑥𝑥𝑥 =
1 + 𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥�/9
1 + 2𝑥𝑥𝑥𝑥/𝑥𝑥 . (9)
The series expansion for the last expression is:
1 + 𝑥𝑥𝑥𝑥 + 𝑥𝑥𝑥𝑥�/9
1 + 2𝑥𝑥𝑥𝑥/𝑥𝑥 = �1 + 𝑥𝑥𝑥𝑥 +
𝑥𝑥𝑥𝑥�
9 �













Comparing this with the binomial expansion of
(1 + 𝑥𝑥𝑥𝑥𝑥𝑥�/�,






24𝑥𝑥 +⋯ , (11)
we see that the two series agree only till the 𝑥𝑥𝑥𝑥�
term. The coef�icients of the 𝑥𝑥𝑥𝑥� terms are close to
each other but not the same, and likewise for the
𝑥𝑥𝑥𝑥� terms. This explains why the results of this
recipe are only moderately good.
An algorithm for higher order roots
The idea proposed in the last section may be
extended easily to 𝑘𝑘𝑘𝑘�� roots where 𝑘𝑘𝑘𝑘 is an
arbitrary positive integer.
Simple-mindedalgorithm for 𝑘𝑘𝑘𝑘�� root of 1+𝑥𝑥𝑥𝑥
Step 1: Write 1 + 𝑥𝑥𝑥𝑥 as 1 × 1 ×⋯ × 1���������
(���𝑥𝑥
×(1 + 𝑥𝑥𝑥𝑥𝑥𝑥.
Step 2: Compute the AM and the HM of the list
1, 1, … , 1�������
(���𝑥𝑥
, 1 + 𝑥𝑥𝑥𝑥:
AM = 1 + 1 +⋯+ 1 + (1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑘𝑘𝑘𝑘 =
𝑘𝑘𝑘𝑘 + 𝑥𝑥𝑥𝑥
𝑘𝑘𝑘𝑘 ,
HM = 𝑘𝑘𝑘𝑘1/1 + 1/1 +⋯+ 1/1 + 1/(1 + 𝑥𝑥𝑥𝑥𝑥𝑥
= 𝑘𝑘𝑘𝑘(1 + 𝑥𝑥𝑥𝑥𝑥𝑥𝑘𝑘𝑘𝑘 + (𝑘𝑘𝑘𝑘 − 1𝑥𝑥𝑥𝑥𝑥𝑥 .
Step 3: Compute the average of the AM andHM
computed in Step 2. This is our estimate for
(1 + 𝑥𝑥𝑥𝑥𝑥𝑥�/�:
(1 + 𝑥𝑥𝑥𝑥𝑥𝑥�/� ≈ 2𝑘𝑘𝑘𝑘
� + 2𝑘𝑘𝑘𝑘�𝑥𝑥𝑥𝑥 + (𝑘𝑘𝑘𝑘 − 1𝑥𝑥𝑥𝑥𝑥𝑥�
2𝑘𝑘𝑘𝑘� + 2𝑘𝑘𝑘𝑘(𝑘𝑘𝑘𝑘 − 1𝑥𝑥𝑥𝑥𝑥𝑥 . (12)
For example, take 𝑥𝑥𝑥𝑥 = 1/4 and 𝑘𝑘𝑘𝑘 = 5. That is, we
want the �ifth root of 5/4, i.e., (1.25𝑥𝑥�/�. The
formula yields:
50 + 50/4 + 1/4
50 + 10 =
251
240 ≈ 1.0458.
For comparison here is the actual value:
1.25�/� = 1.0456.
Closing remarks
Finding good rational approximations for
irrational dif�icult-to-compute numbers is a
theme that goes far back in history, and over the
ages many remarkable algorithms have been
devised. The venerable “long-division square root
algorithm” is part of this tradition, as is a
remarkable formula found by Bhāskara I to
compute values of the sine function. (This will be
the subject of a future article.) What is satisfying
and of interest is that we are able to account for
the good behaviour of the various algorithms in
the accompanying article by Hussen. It reaf�irms
our faith in the subject!
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