










































Models for Sentence Compression: A Comparison across
Domains, Training Requirements and Evaluation Measures
Citation for published version:
Clarke, J & Lapata, M 2006, Models for Sentence Compression: A Comparison across Domains, Training
Requirements and Evaluation Measures. in ACL 2006, 21st International Conference on Computational
Linguistics and 44th Annual Meeting of the Association for Computational Linguistics, Proceedings of the
Conference, Sydney, Australia, 17-21 July 2006. Association for Computational Linguistics, pp. 377-384.
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Publisher's PDF, also known as Version of record
Published In:
ACL 2006, 21st International Conference on Computational Linguistics and 44th Annual Meeting of the
Association for Computational Linguistics, Proceedings of the Conference, Sydney, Australia, 17-21 July 2006
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 05. Apr. 2019
Proceedings of the 21st International Conference on Computational Linguistics and 44th Annual Meeting of the ACL, pages 377–384,
Sydney, July 2006. c©2006 Association for Computational Linguistics
Models for Sentence Compression: A Comparison across Domains,
Training Requirements and Evaluation Measures
James Clarke and Mirella Lapata
School of Informatics, University of Edinburgh
2 Bucclecuch Place, Edinburgh EH8 9LW, UK
jclarke@ed.ac.uk, mlap@inf.ed.ac.uk
Abstract
Sentence compression is the task of pro-
ducing a summary at the sentence level.
This paper focuses on three aspects of
this task which have not received de-
tailed treatment in the literature: train-
ing requirements, scalability, and auto-
matic evaluation. We provide a novel com-
parison between a supervised constituent-
based and an weakly supervised word-
based compression algorithm and exam-
ine how these models port to different do-
mains (written vs. spoken text). To achieve
this, a human-authored compression cor-
pus has been created and our study high-
lights potential problems with the auto-
matically gathered compression corpora
currently used. Finally, we assess whether
automatic evaluation measures can be
used to determine compression quality.
1 Introduction
Automatic sentence compression has recently at-
tracted much attention, in part because of its affin-
ity with summarisation. The task can be viewed
as producing a summary of a single sentence that
retains the most important information while re-
maining grammatically correct. An ideal compres-
sion algorithm will involve complex text rewriting
operations such as word reordering, paraphrasing,
substitution, deletion, and insertion. In default of
a more sophisticated compression algorithm, cur-
rent approaches have simplified the problem to a
single rewriting operation, namely word deletion.
More formally, given an input sentence of words
W = w1,w2, . . . ,wn, a compression is formed by
dropping any subset of these words. Viewing the
task as word removal reduces the number of pos-
sible compressions to 2n; naturally, many of these
compressions will not be reasonable or grammati-
cal (Knight and Marcu 2002).
Sentence compression could be usefully em-
ployed in wide range of applications. For exam-
ple, to automatically generate subtitles for televi-
sion programs; the transcripts cannot usually be
used verbatim due to the rate of speech being too
high (Vandeghinste and Pan 2004). Other applica-
tions include compressing text to be displayed on
small screens (Corston-Oliver 2001) such as mo-
bile phones or PDAs, and producing audio scan-
ning devices for the blind (Grefenstette 1998).
Algorithms for sentence compression fall into
two broad classes depending on their training re-
quirements. Many algorithms exploit parallel cor-
pora (Jing 2000; Knight and Marcu 2002; Riezler
et al. 2003; Nguyen et al. 2004a; Turner and Char-
niak 2005; McDonald 2006) to learn the corre-
spondences between long and short sentences in
a supervised manner, typically using a rich feature
space induced from parse trees. The learnt rules
effectively describe which constituents should be
deleted in a given context. Approaches that do
not employ parallel corpora require minimal or
no supervision. They operationalise compression
in terms of word deletion without learning spe-
cific rules and can therefore rely on little linguistic
knowledge such as part-of-speech tags or merely
the lexical items alone (Hori and Furui 2004). Al-
ternatively, the rules of compression are approxi-
mated from a non-parallel corpus (e.g., the Penn
Treebank) by considering context-free grammar
derivations with matching expansions (Turner and
Charniak 2005).
Previous approaches have been developed and
tested almost exclusively on written text, a no-
table exception being Hori and Furui (2004) who
focus on spoken language. While parallel cor-
pora of original-compressed sentences are not nat-
urally available in the way multilingual corpora
are, researchers have obtained such corpora auto-
matically by exploiting documents accompanied
by abstracts. Automatic corpus creation affords
the opportunity to study compression mechanisms
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cheaply, yet these mechanisms may not be repre-
sentative of human performance. It is unlikely that
authors routinely carry out sentence compression
while creating abstracts for their articles. Collect-
ing human judgements is the method of choice for
evaluating sentence compression models. How-
ever, human evaluations tend to be expensive and
cannot be repeated frequently; furthermore, com-
parisons across different studies can be difficult,
particularly if subjects employ different scales, or
are given different instructions.
In this paper we examine some aspects of the
sentence compression task that have received lit-
tle attention in the literature. First, we provide a
novel comparison of supervised and weakly su-
pervised approaches. Specifically, we study how
constituent-based and word-based methods port to
different domains and show that the latter tend to
be more robust. Second, we create a corpus of
human-authored compressions, and discuss some
potential problems with currently used compres-
sion corpora. Finally, we present automatic evalu-
ation measures for sentence compression and ex-
amine whether they correlate reliably with be-
havioural data.
2 Algorithms for Sentence Compression
In this section we give a brief overview of the algo-
rithms we employed in our comparative study. We
focus on two representative methods, Knight and
Marcu’s (2002) decision-based model and Hori
and Furui’s (2004) word-based model.
The decision-tree model operates over parallel
corpora and offers an intuitive formulation of sen-
tence compression in terms of tree rewriting. It
has inspired many discriminative approaches to
the compression task (Riezler et al. 2003; Nguyen
et al. 2004b; McDonald 2006) and has been
extended to languages other than English (see
Nguyen et al. 2004a). We opted for the decision-
tree model instead of the also well-known noisy-
channel model (Knight and Marcu 2002; Turner
and Charniak 2005). Although both models yield
comparable performance, Turner and Charniak
(2005) show that the latter is not an appropriate
compression model since it favours uncompressed
sentences over compressed ones.1
Hori and Furui’s (2004) model was originally
developed for Japanese with spoken text in mind,
1The noisy-channel model uses a source model trained
on uncompressed sentences. This means that the most likely
compressed sentence will be identical to the original sen-
tence as the likelihood of a constituent deletion is typically
far lower than that of leaving it in.
SHIFT transfers the first word from the input list onto
the stack.
REDUCE pops the syntactic trees located at the top
of the stack, combines them into a new tree and then
pushes the new tree onto the top of the stack.
DROP deletes from the input list subsequences of words
that correspond to a syntactic constituent.
ASSIGNTYPE changes the label of the trees at the top
of the stack (i.e., the POS tag of words).
Table 1: Stack rewriting operations
it requires minimal supervision, and little linguis-
tic knowledge. It therefor holds promise for lan-
guages and domains for which text processing
tools (e.g., taggers, parsers) are not readily avail-
able. Furthermore, to our knowledge, its perfor-
mance on written text has not been assessed.
2.1 Decision-based Sentence Compression
In the decision-based model, sentence compres-
sion is treated as a deterministic rewriting process
of converting a long parse tree, l, into a shorter
parse tree s. The rewriting process is decomposed
into a sequence of shift-reduce-drop actions that
follow an extended shift-reduce parsing paradigm.
The compression process starts with an empty
stack and an input list that is built from the orig-
inal sentence’s parse tree. Words in the input list
are labelled with the name of all the syntactic con-
stituents in the original sentence that start with it.
Each stage of the rewriting process is an operation
that aims to reconstruct the compressed tree. There
are four types of operations that can be performed
on the stack, they are illustrated in Table 1.
Learning cases are automatically generated
from a parallel corpus. Each learning case is ex-
pressed by a set of features and represents one of
the four possible operations for a given stack and
input list. Using the C4.5 program (Quinlan 1993)
a decision-tree model is automatically learnt. The
model is applied to a parsed original sentence in
a deterministic fashion. Features for the current
state of the input list and stack are extracted and
the classifier is queried for the next operation to
perform. This is repeated until the input list is
empty and the stack contains only one item (this
corresponds to the parse for the compressed tree).
The compressed sentence is recovered by travers-
ing the leaves of the tree in order.
2.2 Word-based Sentence Compression
The decision-based method relies exclusively on
parallel corpora; the caveat here is that appropri-
ate training data may be scarce when porting this
model to different text domains (where abstracts
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are not available for automatic corpus creation) or
languages. To alleviate the problems inherent with
using a parallel corpus, we have modified a weakly
supervised algorithm originally proposed by Hori
and Furui (2004). Their method is based on word
deletion; given a prespecified compression length,
a compression is formed by preserving the words
which maximise a scoring function.
To make Hori and Furui’s (2004) algorithm
more comparable to the decision-based model, we
have eliminated the compression length parameter.
Instead, we search over all lengths to find the com-
pression that gives the maximum score. This pro-
cess yields more natural compressions with vary-
ing lengths. The original score measures the sig-
nificance of each word (I) in the compression and
the linguistic likelihood (L) of the resulting word
combinations.2 We add some linguistic knowledge
to this formulation through a function (SOV ) that
captures information about subjects, objects and
verbs. The compression score is given in Equa-
tion (1). The lambdas (λI , λSOV , λL) weight the







The sentence V = v1,v2, . . . ,vm (of M words)
that maximises the score S(V ) is the best com-
pression for an original sentence consisting of N
words (M < N). The best compression can be
found using dynamic programming. The λ’s in
Equation (1) can be either optimised using a small
amount of training data or set manually (e.g., if
short compressions are preferred to longer ones,
then the language model should be given a higher
weight). Alternatively, weighting could be dis-
pensed with by including a normalising factor in
the language model. Here, we follow Hori and Fu-
rui’s (2004) original formulation and leave the nor-
malisation to future work. We next introduce each
measure individually.
Word significance score The word signifi-
cance score I measures the relative importance of
a word in a document. It is similar to tf-idf, a term
weighting score commonly used in information re-
trieval:
I(wi) = fi log FAFi (2)
2Hori and Furui (2004) also have a confidence score based
upon how reliable the output of an automatic speech recog-
nition system is. However, we need not consider this score
when working with written text and manual transcripts.
Where wi is the topic word of interest (topic words
are either nouns or verbs), fi is the frequency of wi
in the document, Fi is the corpus frequency of wi
and FA is the sum of all topic word occurrences in
the corpus (∑i Fi).
Linguistic score The linguistic score’s
L(vi|vi−1,vi−2) responsibility is to select some
function words, thus ensuring that compressions
remain grammatical. It also controls which topic
words can be placed together. The score mea-
sures the n-gram probability of the compressed
sentence.
SOV Score The SOV score is based on the in-
tuition that subjects, objects and verbs should not
be dropped while words in other syntactic roles
can be considered for removal. This score is based
solely on the contents of the sentence considered
for compression without taking into account the
distribution of subjects, objects or verbs, across
documents. It is defined in (3) where fi is the doc-
ument frequency of a verb, or word bearing the
subject/object role and λdefault is a constant weight








The SOV score is only applied to the head word of
subjects and objects.
3 Corpora
Our intent was to assess the performance of the
two models just described on written and spo-
ken text. The appeal of written text is understand-
able since most summarisation work today fo-
cuses on this domain. Speech data not only pro-
vides a natural test-bed for compression applica-
tions (e.g., subtitle generation) but also poses ad-
ditional challenges. Spoken utterances can be un-
grammatical, incomplete, and often contain arte-
facts such as false starts, interjections, hesitations,
and disfluencies. Rather than focusing on sponta-
neous speech which is abundant in these artefacts,
we conduct our study on the less ambitious do-
main of broadcast news transcripts. This lies in-
between the extremes of written text and sponta-
neous speech as it has been scripted beforehand
and is usually read off an autocue.
One stumbling block to performing a compara-
tive study between written data and speech data
is that there are no naturally occurring parallel
379
speech corpora for studying compression. Auto-
matic corpus creation is not a viable option ei-
ther, speakers do not normally create summaries
of their own utterances. We thus gathered our own
corpus by asking humans to generate compres-
sions for speech transcripts.
In what follows we describe how the manual
compressions were performed. We also briefly
present the written corpus we used for our exper-
iments. The latter was automatically constructed
and offers an interesting point of comparison with
our manually created corpus.
Broadcast News Corpus Three annotators
were asked to compress 50 broadcast news sto-
ries (1,370 sentences) taken from the HUB-4
1996 English Broadcast News corpus provided by
the LDC. The HUB-4 corpus contains broadcast
news from a variety of networks (CNN, ABC,
CSPAN and NPR) which have been manually tran-
scribed and split at the story and sentence level.
Each document contains 27 sentences on average
and the whole corpus consists of 26,151 tokens.3
The Robust Accurate Statistical Parsing (RASP)
toolkit (Briscoe and Carroll 2002) was used to au-
tomatically tokenise the corpus.
Each annotator was asked to perform sentence
compression by removing tokens from the original
transcript. Annotators were asked to remove words
while: (a) preserving the most important infor-
mation in the original sentence, and (b) ensuring
the compressed sentence remained grammatical. If
they wished they could leave a sentence uncom-
pressed by marking it as inappropriate for com-
pression. They were not allowed to delete whole
sentences even if they believed they contained no
information content with respect to the story as
this would blur the task with abstracting.
Ziff-Davis Corpus Most previous work (Jing
2000; Knight and Marcu 2002; Riezler et al. 2003;
Nguyen et al. 2004a; Turner and Charniak 2005;
McDonald 2006) has relied on automatically con-
structed parallel corpora for training and evalua-
tion purposes. The most popular compression cor-
pus originates from the Ziff-Davis corpus — a col-
lection of news articles on computer products. The
corpus was created by matching sentences that oc-
cur in an article with sentences that occur in an
abstract (Knight and Marcu 2002). The abstract
sentences had to contain a subset of the original
sentence’s words and the word order had to remain
the same.
3The compression corpus is available at http://
homepages.inf.ed.ac.uk/s0460084/data/.
A1 A2 A3 Av. Ziff-Davis
Comp% 88.0 79.0 87.0 84.4 97.0
CompR 73.1 79.0 70.0 73.0 47.0
Table 2: Compression Rates (Comp% measures
the percentage of sentences compressed; CompR
is the mean compression rate of all sentences)
1 2 3 4 5 6 7 8 9 10























Figure 1: Distribution of span of words dropped
Comparisons Following the classification
scheme adopted in the British National Corpus
(Burnard 2000), we assume throughout this paper
that Broadcast News and Ziff-Davis belong to dif-
ferent domains (spoken vs. written text) whereas
they represent the same genre (i.e., news). Table 2
shows the percentage of sentences which were
compressed (Comp%) and the mean compression
rate (CompR) for the two corpora. The annota-
tors compress the Broadcast News corpus to a
similar degree. In contrast, the Ziff-Davis corpus
is compressed much more aggressively with a
compression rate of 47%, compared to 73% for
Broadcast News. This suggests that the Ziff-Davis
corpus may not be a true reflection of human
compression performance and that humans tend
to compress sentences more conservatively than
the compressions found in abstracts.
We also examined whether the two corpora dif-
fer with regard to the length of word spans be-
ing removed. Figure 1 shows how frequently word
spans of varying lengths are being dropped. As can
be seen, a higher percentage of long spans (five
or more words) are dropped in the Ziff-Davis cor-
pus. This suggests that the annotators are remov-
ing words rather than syntactic constituents, which
provides support for a model that can act on the
word level. There is no statistically significant dif-
ference between the length of spans dropped be-
tween the annotators, whereas there is a signif-
icant difference (p < 0.01) between the annota-
tors’ spans and the Ziff-Davis’ spans (using the
380
Wilcoxon Test).
The compressions produced for the Broadcast
News corpus may differ slightly to the Ziff-Davis
corpus. Our annotators were asked to perform
sentence compression explicitly as an isolated
task rather than indirectly (and possibly subcon-
sciously) as part of the broader task of abstracting,
which we can assume is the case with the Ziff-
Davis corpus.
4 Automatic Evaluation Measures
Previous studies relied almost exclusively on
human judgements for assessing the well-
formedness of automatically derived com-
pressions. Although human evaluations of
compression systems are not as large-scale as in
other fields (e.g., machine translation), they are
typically performed once, at the end of the de-
velopment cycle. Automatic evaluation measures
would allow more extensive parameter tuning
and crucially experimentation with larger data
sets. Most human studies to date are conducted
on a small compression sample, the test portion
of the Ziff-Davis corpus (32 sentences). Larger
sample sizes would expectedly render human
evaluations time consuming and generally more
difficult to conduct frequently. Here, we review
two automatic evaluation measures that hold
promise for the compression task.
Simple String Accuracy (SSA, Bangalore et al.
2000) has been proposed as a baseline evaluation
metric for natural language generation. It is based
on the string edit distance between the generated
output and a gold standard. It is a measure of the
number of insertion (I), deletion (D) and substi-
tution (S) errors between two strings. It is defined
in (4) where R is the length of the gold standard
string.
Simple String Accuracy = (1− I +D+S
R
) (4)
The SSA score will assess whether appropriate
words have been included in the compression.
Another stricter automatic evaluation method
is to compare the grammatical relations found in
the system compressions against those found in a
gold standard. This allows us “to measure the se-
mantic aspects of summarisation quality in terms
of grammatical-functional information” (Riezler
et al. 2003). The standard metrics of precision,
recall and F-score can then be used to measure
the quality of a system against a gold standard.
Our implementation of the F-score measure used
the grammatical relations annotations provided by
RASP (Briscoe and Carroll 2002). This parser is
particularly appropriate for the compression task
since it provides parses for both full sentences
and sentence fragments and is generally robust
enough to analyse semi-grammatical compres-
sions. We calculated F-score over all the relations
provided by RASP (e.g., subject, direct/indirect
object, modifier; 15 in total).
Correlation with human judgements is an im-
portant prerequisite for the wider use of automatic
evaluation measures. In the following section we
describe an evaluation study examining whether
the measures just presented indeed correlate with
human ratings of compression quality.
5 Experimental Set-up
In this section we present our experimental set-
up for assessing the performance of the two al-
gorithms discussed above. We explain how differ-
ent model parameters were estimated. We also de-
scribe a judgement elicitation study on automatic
and human-authored compressions.
Parameter Estimation We created two vari-
ants of the decision-tree model, one trained on
the Ziff-Davis corpus and one on the Broadcast
News corpus. We used 1,035 sentences from the
Ziff-Davis corpus for training; the same sentences
were previously used in related work (Knight and
Marcu 2002). The second variant was trained on
1,237 sentences from the Broadcast News corpus.
The training data for both models was parsed us-
ing Charniak’s (2000) parser. Learning cases were
automatically generated using a set of 90 features
similar to Knight and Marcu (2002).
For the word-based method, we randomly
selected 50 sentences from each training set
to optimise the lambda weighting parame-
ters4. Optimisation was performed using Pow-
ell’s method (Press et al. 1992). Recall from Sec-
tion 2.2 that the compression score has three
main parameters: the significance, linguistic, and
SOV scores. The significance score was calcu-
lated using 25 million tokens from the Broadcast
News corpus (spoken variant) and 25 million to-
kens from the North American News Text Cor-
pus (written variant). The linguistic score was es-
timated using a trigram language model. The lan-
guage model was trained on the North Ameri-
4To treat both models on an equal footing, we attempted
to train the decision-tree model solely on 50 sentences. How-
ever, it was unable to produce any reasonable compressions,
presumably due to insufficient learning instances.
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can corpus (25 million tokens) using the CMU-
Cambridge Language Modeling Toolkit (Clarkson
and Rosenfeld 1997) with a vocabulary size of
50,000 tokens and Good-Turing discounting. Sub-
jects, objects, and verbs for the SOV score were
obtained from RASP (Briscoe and Carroll 2002).
All our experiments were conducted on sen-
tences for which we obtained syntactic analyses.
RASP failed on 17 sentences from the Broadcast
news corpus and 33 from the Ziff-Davis corpus;
Charniak’s (2000) parser successfully parsed the
Broadcast News corpus but failed on three sen-
tences from the Ziff-Davis corpus.
Evaluation Data We randomly selected
40 sentences for evaluation purposes, 20 from
the testing portion of the Ziff-Davis corpus (32
sentences) and 20 sentences from the Broadcast
News corpus (133 sentences were set aside for
testing). This is comparable to previous studies
which have used the 32 test sentences from the
Ziff-Davis corpus. None of the 20 Broadcast
News sentences were used for optimisation. We
ran the decision-tree system and the word-based
system on these 40 sentences. One annotator was
randomly selected to act as the gold standard for
the Broadcast News corpus; the gold standard
for the Ziff-Davis corpus was the sentence that
occurred in the abstract. For each original sen-
tence we had three compressions; two generated
automatically by our systems and a human au-
thored gold standard. Thus, the total number of
compressions was 120 (3x40).
Human Evaluation The 120 compressions
were rated by human subjects. Their judgements
were also used to examine whether the automatic
evaluation measures discussed in Section 4 corre-
late reliably with behavioural data. Sixty unpaid
volunteers participated in our elicitation study, all
were self reported native English speakers. The
study was conducted remotely over the Internet.
Participants were presented with a set of instruc-
tions that explained the task and defined sentence
compression with the aid of examples. They first
read the original sentence with the compression
hidden. Then the compression was revealed by
pressing a button. Each participant saw 40 com-
pressions. A Latin square design prevented sub-
jects from seeing two different compressions of
the same sentence. The order of the sentences was
randomised. Participants were asked to rate each
compression they saw on a five point scale taking
into account the information retained by the com-
pression and its grammaticality. They were told all
o: Apparently Fergie very much wants to have a career in
television.
d: A career in television.
w: Fergie wants to have a career in television.
g: Fergie wants a career in television.
o: Many debugging features, including user-defined break
points and variable-watching and message-watching
windows, have been added.
d: Many debugging features.
w: Debugging features, and windows, have been added.
g: Many debugging features have been added.
o: As you said, the president has just left for a busy three
days of speeches and fundraising in Nevada, California
and New Mexico.
d: As you said, the president has just left for a busy three
days.
w: You said, the president has left for three days of
speeches and fundraising in Nevada, California and
New Mexico.
g: The president left for three days of speeches and
fundraising in Nevada, California and New Mexico.
Table 3: Compression examples (o: original sen-
tence, d: decision-tree compression, w: word-
based compression, g: gold standard)
compressions were automatically generated. Ex-
amples of the compressions our participants saw
are given in Table 3.
6 Results
Our experiments were designed to answer three
questions: (1) Is there a significant difference
between the compressions produced by super-
vised (constituent-based) and weakly unsuper-
vised (word-based) approaches? (2) How well
do the two models port across domains (written
vs. spoken text) and corpora types (human vs. au-
tomatically created)? (3) Do automatic evaluation
measures correlate with human judgements?
One of our first findings is that the the decision-
tree model is rather sensitive to the style of training
data. The model cannot capture and generalise sin-
gle word drops as effectively as constituent drops.
When the decision-tree is trained on the Broadcast
News corpus, it is unable to create suitable com-
pressions. On the evaluation data set, 75% of the
compressions produced are the original sentence
or the original sentence with one word removed.
It is possible that the Broadcast News compres-
sion corpus contains more varied compressions
than those of the Ziff-Davis and therefore a larger
amount of training data would be required to learn
a reliable decision-tree model. We thus used the
Ziff-Davis trained decision-tree model to obtain
compressions for both corpora.
Our results are summarised in Tables 4 and 5.
Table 4 lists the average compression rates for
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Broadcast News CompR SSA F-score
Decision-tree 0.55 0.34 0.40
Word-based 0.72 0.51 0.54
gold standard 0.71 – –
Ziff-Davis CompR SSA F-score
Decision-tree 0.58 0.20 0.34
Word-based 0.60 0.19 0.39
gold standard 0.54 – –
Table 4: Results using automatic evaluation mea-
sures
Compression Broadcast News Ziff-Davis
Decision-tree 2.04 2.34
Word-based 2.78 2.43
gold standard 3.87 3.53
Table 5: Mean ratings from human evaluation
each model as well as the models’ performance ac-
cording to the two automatic evaluation measures
discussed in Section 4. The row ‘gold standard’
displays human-produced compression rates. Ta-
ble 5 shows the results of our judgement elicitation
study.
The compression rates (CompR, Table 4) indi-
cate that the decision-tree model compresses more
aggressively than the word-based model. This is
due to the fact that it mostly removes entire con-
stituents rather than individual words. The word-
based model is closer to the human compres-
sion rate. According to our automatic evaluation
measures, the decision-tree model is significantly
worse than the word-based model (using the Stu-
dent t test, SSA p < 0.05, F-score p < 0.05) on
the Broadcast News corpus. Both models are sig-
nificantly worse than humans (SSA p < 0.05, F-
score p < 0.01). There is no significant difference
between the two systems using the Ziff-Davis cor-
pus on both simple string accuracy and relation
F-score, whereas humans significantly outperform
the two systems.
We have performed an Analysis of Variance
(ANOVA) to examine whether similar results are
obtained when using human judgements. Statisti-
cal tests were done using the mean of the ratings
(see Table 5). The ANOVA revealed a reliable ef-
fect of compression type by subjects and by items
(p < 0.01). Post-hoc Tukey tests confirmed that
the word-based model outperforms the decision-
tree model (α < 0.05) on the Broadcast news cor-
pus; however, the two models are not significantly
Measure Ziff-Davis Broadcast News
SSA 0.171 0.348*
F-score 0.575** 0.532**
*p < 0.05 **p < 0.01
Table 6: Correlation (Pearson’s r) between evalu-
ation measures and human ratings. Stars indicate
level of statistical significance.
different when using the Ziff-Davis corpus. Both
systems perform significantly worse than the gold
standard (α < 0.05).
We next examine the degree to which the auto-
matic evaluation measures correlate with human
ratings. Table 6 shows the results of correlating
the simple string accuracy (SSA) and relation F-
score against compression judgements. The SSA
does not correlate on both corpora with human
judgements; it thus seems to be an unreliable mea-
sure of compression performance. However, the F-
score correlates significantly with human ratings,
yielding a correlation coefficient of r = 0.575 on
the Ziff-Davis corpus and r = 0.532 on the Broad-
cast news. To get a feeling for the difficulty of
the task, we assessed how well our participants
agreed in their ratings using leave-one-out resam-
pling (Weiss and Kulikowski 1991). The technique
correlates the ratings of each participant with the
mean ratings of all the other participants. The aver-
age agreement is r = 0.679 on the Ziff-Davis cor-
pus and r = 0.746 on the Broadcast News corpus.
This result indicates that F-score’s agreement with
the human data is not far from the human upper
bound.
7 Conclusions and Future Work
In this paper we have provided a comparison be-
tween a supervised (constituent-based) and a min-
imally supervised (word-based) approach to sen-
tence compression. Our results demonstrate that
the word-based model performs equally well on
spoken and written text. Since it does not rely
heavily on training data, it can be easily extended
to languages or domains for which parallel com-
pression corpora are scarce. When no parallel cor-
pora are available the parameters can be manu-
ally tuned to produce compressions. In contrast,
the supervised decision-tree model is not partic-
ularly robust on spoken text, it is sensitive to the
nature of the training data, and did not produce ad-
equate compressions when trained on the human-
authored Broadcast News corpus. A comparison
of the automatically gathered Ziff-Davis corpus
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with the Broadcast News corpus revealed impor-
tant differences between the two corpora and thus
suggests that automatically created corpora may
not reflect human compression performance.
We have also assessed whether automatic eval-
uation measures can be used for the compression
task. Our results show that grammatical relations-
based F-score (Riezler et al. 2003) correlates re-
liably with human judgements and could thus be
used to measure compression performance auto-
matically. For example, it could be used to assess
progress during system development or for com-
paring across different systems and system config-
urations with much larger test sets than currently
employed.
In its current formulation, the only function
driving compression in the word-based model
is the language model. The word significance
and SOV scores are designed to single out im-
portant words that the model should not drop. We
have not yet considered any functions that encour-
age compression. Ideally these functions should be
inspired from the underlying compression process.
Finding such a mechanism is an avenue of future
work. We would also like to enhance the word-
based model with more linguistic knowledge; we
plan to experiment with syntax-based language
models and more richly annotated corpora.
Another important future direction lies in apply-
ing the unsupervised model presented here to lan-
guages with more flexible word order and richer
morphology than English (e.g., German, Czech).
We suspect that these languages will prove chal-
lenging for creating grammatically acceptable
compressions. Finally, our automatic evaluation
experiments motivate the use of relations-based F-
score as a means of directly optimising compres-
sion quality, much in the same way MT systems
optimise model parameters using BLEU as a mea-
sure of translation quality.
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