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Abstract. The gap between the complex structured singular value of a complex matrix M and
its convex upper bound is considered. New necessary and suﬃcient conditions for the existence of
the gap are derived. It is shown that determining whether there exists such a gap is as diﬃcult
as evaluating a structured singular value of a reduced rank matrix (whose rank is equal to the
multiplicity of the largest singular value of M). Furthermore, if an upper bound on this reduced
rank problem can be obtained, it is shown that this provides an upper bound on the original problem
that is lower than the convex relaxation upper bound. An example that illustrates our procedure
is given. We also give the solution of several structured-approximation problems of independent
interest.
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1. Notation. R and C denote the sets of real and complex numbers, respectively.
Cn×m denotes the space of all n×m complex matrices. For A ∈ Cn×m, A′ denotes the
complex-conjugate transpose and σi(A) denotes the ith largest singular value. The
smallest and largest singular values are denoted by σ(A) and σ¯(A), respectively. The
norm of A is deﬁned as ‖A‖ = σ¯(A). For A ∈ Cn×n, λ(A) is the set of all eigenvalues
(or spectrum) of A and ρ(A) := max{|λi| : λi ∈ λ(A)} is the spectral radius of A.
For Hermitian A, λ(A) denotes the smallest and λ¯(A) the largest eigenvalue of A,
respectively. The m-dimensional identity matrix is denoted by Im and the m × n
null matrix is denoted by 0m,n. The subscripts of the identity and null matrices are
dropped if the dimensions can be inferred from the context. All matrices are assumed
to be complex unless otherwise stated. If m is a positive integer, then m is the set
{i ∈ N : 1 ≤ i ≤ m}, where N denotes the set of positive integers. If A and B are
sets, then A\B = {x ∈ A, x /∈ B}.
A matrix Δ is called γ-unitary if ΔΔ′ = Δ′Δ = γ2I. Let Δ11 be a complex
matrix and let γ ≥ ‖Δ11‖. An embedding
Δ =
[
Δ11 Δ12
Δ21 Δ22
]
(1.1)
is called a γ-completion of Δ11 if ‖Δ‖ = γ. A γ-completion of Δ11 is called a γ-
unitary completion if it is γ-unitary. If Δ is partitioned as (1.1) and U is a complex
matrix such that I −Δ11U is nonsingular, we deﬁne the upper linear fractional map
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as Fu(Δ, U) = Δ22 + Δ21U(I −Δ11U)−1Δ12. If I − UΔ22 is nonsingular, we deﬁne
the lower linear fractional map as Fl(Δ, U) = Δ11 +Δ12U(I −Δ22U)−1Δ21.
2. Introduction. The structured singular value (μ) [3, 6, 7, 8, 10, 11, 12, 21, 27,
28] has proved to be an eﬀective analytical and design tool in the area of robust control.
As an analysis tool, it is used to establish necessary and suﬃcient conditions for the
robust stability of feedback systems subject to structured uncertainty. Combined
with H∞ optimal control methods it serves as a synthesis tool for designing feedback
systems subject to tight robust-stability and robust-performance speciﬁcations.
Unfortunately, deciding whether the structured singular value of a matrix is less
than one (say) is an NP-hard problem [4, 5]. This suggests that given any algorithm
to compute μ, there will be “worst-case” problems for which the algorithm will fail to
ﬁnd the answer in polynomial time. In practice, upper bounds are often used (giving
suﬃcient robust stability and performance conditions), obtained via the so-called D-
iteration procedure, which solves a convex optimization problem. The introduction
of this method was initially motivated by the fact that the gap between μ and its
convex upper bound is zero for certain simple uncertainty structures (speciﬁcally
when 2S + F ≤ 3, where S is the number of scalar uncertainty blocks and F the
number of full blocks). This class of problems, however, is too small for most practical
applications. In general, the gap between μ and its convex upper bound can be
arbitrarily large (but grows no faster than linearly in the number of uncertainty blocks)
[19].
Despite these conclusions about the computational complexity of the general prob-
lem, solving special classes of μ problems can be relatively easy: The solution of the
rank-one problem [25, 26] corresponds to the alignment of n complex vectors in two
dimensions. Note that despite its simplicity, this class of problems is suﬃciently gen-
eral for carrying out Kharitonov-type analysis of uncertain polynomials. In [24], a
low-complexity algorithm was given for solving a special class of rank-2 problems.
Considering the Cauchy–Binet expansion of the determinant formula, it seems rea-
sonable to conjecture that the computational complexity of the problem is intimately
related to its rank. The main result of this work shows that the gap between μ and its
convex upper bound may be breached if we can solve a reduced-rank μ problem. In
this case, an upper bound tighter than the D-iteration bound can be obtained using
a computationally simple procedure (the solution of an eigenvalue problem).
In our previous work [14] we obtained bounds on μ(M) by embedding the under-
lying block-structured uncertainty set within a larger set. This was constructed by
imposing the least-conservative bound on the projection of the structured uncertainty
in the direction deﬁned by the singular vectors corresponding to the smallest singular
value of M . The method has been used successfully for real and mixed-type struc-
tured uncertainty, resulting in algorithms with excellent computational performance
[15, 17]. In its dynamic version, this technique was also used in [14] to identify the
set of all maximally robust controllers which guarantee robust stability for the largest
possible class of unstructured additive perturbations containing the uncertainty ball
of maximum radius as a subset. (In this case, directionality arises from the Schmidt
vectors of a Hankel operator related to the problem; these remain invariant for all
maximally robust controllers.) As noted in [14], the approach followed in that work
[14] suﬀered from the fundamental limitation that singular value multiplicity larger
than one was not considered. As a result, the bounds on μ obtained by this method
cannot outperform the D-iteration bounds (unless the largest singular value of the
scaled matrix is simple, in which case the D-iteration bound is equal to μ). In this
UPPER BOUND ON THE STRUCTURED SINGULAR VALUE 1253
paper we rectify this limitation by considering singular values of arbitrary multiplic-
ity. In the following paragraphs we outline the general approach of this work more
formally. Let M ∈ Cn×n have a singular value decomposition
M=UΣV ′=
[
U1 U2
][ Im 0
0 Σ2
][
V ′1
V ′2
]
, Σ2=diag(σm+1, . . . , σn),(2.1)
with U1, V1∈Cn×m. Assume that 1 > σm+1 = · · · = σm+l > σm+l+1 ≥ · · · ≥ σn and
deﬁne A = Σ−1 = diag(A1, A2), where A1 = Im and A2 = diag(am+1, . . . , an), with
1 < am+1 = · · · = am+l < am+l+1 ≤ · · · ≤ an. Let Δ⊆Cn×n denote a block diagonal
structured uncertainty set and let BΔ = {Δ ∈ Δ : ‖Δ‖ ≤ 1} denote its unit ball.
The complex structured singular value of M is deﬁned as μΔ(M)=rΔ(M)
−1, where
rΔ(M) := min
Δ∈Δ
{‖Δ‖ : det(I−ΔM)=0}= min
Δ∈Δ
{‖Δ‖ : det(A−V ′ΔU)=0}(2.2)
is the structured stability radius (if det(I−ΔM) = 0 ∀Δ ∈Δ, deﬁne μΔ(M) = 0).
Let D = {D ∈ Cn×n : D = D′ ≥ 0 : DΔ = ΔD ∀Δ ∈ Δ} ⊆ Cn×n denote a
complementary block diagonal structure to Δ, and deﬁne D+ = {D ∈ D : D > 0}.
Then
μΔ(M) ≤ inf {γ : D ∈ D+, γ2D −M ′DM ≥ 0} := γo,(2.3)
where the inﬁmum in the right-hand side is the so-called D-iteration upper bound.
Note that an alternative form of this upper bound is
γo = inf
D∈D+
‖D1/2MD−1/2‖.
This follows readily from the equivalences:
γ2D −M ′DM ≥ 0⇔ γ2I −D−1/2M ′DMD−1/2 ≥ 0⇔ ‖D1/2MD−1/2‖ ≤ γ,
which hold for every D ∈ D+. In what follows, we assume that D = I and γo = 1
are the minimizers and we investigate the gap between μΔ(M) and its upper bound
‖M‖ = 1.
Remark 2.1. We impose the above scaling on M because we intend to investigate
in a single framework the case that M is arbitrary and also the case that M is
D-optimally scaled. If M is arbitrary, redeﬁning M ← ‖M‖−1M gives M with
norm one. Consider next the case arising at the end of the D-iteration: When the
inﬁmum in (2.3) is achieved by a Do ∈ D+, the above scaling can be simply performed
as M ← γ−1o D1/2o MD−1/2o (we exclude the possibility that γo = 0 as in this case
μΔ(M) = 0). Clearly, this is not deﬁned when the inﬁmum is not achieved, i.e., when
there exists a sequence of Di’s in D+ such that limi→∞ ‖D1/2i MD−1/2i ‖ = γo, but
limi→∞Di = Do is singular. To avoid technical details with inﬁmizing scaling-matrix
sequences we restrict our attention throughout the paper to the class of problems for
which the inﬁmum in (2.3) is achieved. However, as we now argue, this is made only
for simplicity of presentation and does not restrict the generality of our work.
To our knowledge, the question regarding the achievement of the inﬁmum in
(2.3) is only partially resolved. In [2], the authors study the limiting behavior of the
D-iteration bound, in the equivalent formulation:
fmin(M) = {‖eDMe−D‖ : D ∈ D}, D = {Rn×n, D = diag(D), trace(D) = 0}.(2.4)
1254 JAIMOUKHA, HALIKIAS, MALIK, AND GUNGAH
Note that, although only simple diagonal scalings are considered, the results apply
to general block diagonal/repeated scalings. The advantage of this formulation arises
from the convexity of the function f(M,D) = ‖eDMe−D‖. It is shown in [2] that
the set of optimal scalings {D : D ∈ D, ‖eDMe−D‖ = fmin(M)} is nonempty and
bounded if M is irreducible (for a reducible M the inﬁmum may or may not be
attained). If M is reducible, there exists (by deﬁnition) a permutation P such that
PMP ′ =
[
M11 M12
0 M22
]
withM11 ∈ Cr×r, r < n. Since for any permutation matrix, ‖PeDP ′PMP ′Pe−DP ′‖ =
‖eDMe−D‖, we can assume that every reducible matrix is of the above form (note
that PeDP ′ is diagonal and corresponds to the re-ordering of the diagonal structure).
Now, μ−1Δ (M) = min{‖Δ‖ : Δ ∈ Δ,det(I − MΔ) = 0}. Since det(I − ΔM) =
det(I −Δ1M11) det(I −Δ2M22), where Δ1 and Δ2 denote, respectively, the ﬁrst and
second diagonal blocks of Δ, it follows that for every reducible matrix, μΔ(M) =
max{μΔ1(M11), μΔ2(M22)}, where Δ1 and Δ2 denote the two diagonal structures of
dimension r × r and (n− r)× (n− r) inherited from Δ. Thus if M is reducible, the
results of the paper can be applied separately to M11 and M22 (assumed irreducible)
to obtain upper bounds μΔ1(M11) ≤ μ¯Δ1(M11) and μΔ2(M22) ≤ μ¯Δ2(M22), which
are tighter (or at least no worse) than the two individual D-iteration upper bounds.
We can then deﬁne μ¯Δ(M) := max{μ¯Δ1(M11), μ¯Δ2(M22)} as a bound on μΔ. Since
for any sequence (Di) in D we have that∥∥∥∥∥
[
eD
i
1 0
0 eD
i
2
]
M
[
e−D
i
1 0
0 e−D
i
2
]∥∥∥∥∥ ≥ max{‖eDi1M11e−Di1‖, ‖eDi1M11e−Di1‖},
the bound μ¯Δ(M) can be no worse than the optimal D-iteration bound of M . If
M11 or M22 (or both) are reducible, we can extend the process by partitioning these
matrices further to obtain the same conclusion.
In what follows, extensive use is made of the following optimization problems
associated with M and their solutions:
max {ρ(V ′1ΔU1) : Δ ∈ BΔ}(2.5)
and
max {‖V ′1ΔU1‖ : Δ ∈ BΔ}.(2.6)
Remark 2.2. Let
M0 = UΣ0V
′ :=
[
U1 U2
] [ Im 0
0 0
] [
V ′1
V ′2
]
= U1V
′
1 ,(2.7)
so that M0 is obtained from the singular value decomposition of M in (2.1) by setting
Σ2 = 0. Then the optimization in (2.5) becomes
max
Δ∈BΔ
ρ(V ′1ΔU1) = max
Δ∈BΔ
ρ(ΔU1V
′
1) = max
Δ∈BΔ
ρ(ΔM0) =: μΔ(M0)
and is therefore a reduced rank μ problem. One of the contributions of this paper is
to show that μΔ(M) = 1 if and only if μΔ(M0) = 1.
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The following result uses a semideﬁnite relaxation of the nonconvex optimization
in (2.6) to derive an upper bound, shows that the gap is zero, and proves that the
optimum is 1 if M is the (scaled) output of the D-iteration.
Lemma 2.3. With all variables as deﬁned above,
max
Δ∈BΔ
‖V ′1ΔU1‖2 = min {γ : D ∈ D, D − V1V1′ ≥ 0, γI − U1′DU1 ≥ 0}.(2.8)
Furthermore, if the optimum in (2.3) is 1, the optimum in (2.6) is 1.
Proof. See the appendix.
It is clear that ‖M‖ = 1 is an upper bound on μΔ(M) and on (2.5) and (2.6).
Suppose that φ¯1 and φ¯2 are upper bounds on (2.5) and (2.6). The contribution of this
paper is to show that if φ¯1 or φ¯2 is less than 1, then we can derive an upper bound
on μΔ(M) which is also less than 1. More speciﬁcally, since ρ(E1
′V ′ΔUE1) ≤ φ¯1‖Δ‖
and ‖E1′V ′ΔUE1‖ ≤ φ¯2‖Δ‖ ∀ Δ ∈Δ, where E1 is the matrix of the ﬁrst m columns
of the n× n identity matrix, then
rΔ(M) = min
det(A−V ′ΔU)=0
Δ∈Δ
‖Δ‖ ≥ min
det(A−Δ)=0
ρ(E1
′ΔE1)≤φ¯1‖Δ‖
‖E1′ΔE1‖≤φ¯2‖Δ‖
‖Δ‖ =: rΔ(M).(2.9)
It follows that [rΔ(M)]
−1, evaluated in section 4, is an upper bound on μΔ(M).
Remark 2.4. It is implicit in the work in [21] that μΔ(M) = 1 if μΔ(M0) = 1.
It is also clear that the minimum on the right-hand sides of (2.9) is equal to 1 if
φ¯1= φ¯2 = 1. Since (2.6) is an upper bound on (2.5), we can always take φ¯1 ≤ φ¯2. So
in this work, we require, and therefore assume, that φ¯1 < 1.
Remark 2.5. Our problem formulation assumes that M is square and nonsingular.
This assumption involves no loss of generality and can be easily removed; see [14,
Thm. 4.6] for details.
Our general approach in this work closely resembles the method used in [18] for
breaching the duality gap between the quadratic integer programming problem and its
semideﬁnite relaxation. Our results in that case involved considerably less technical
detail than our present work, although the core idea is similar: The objective in
both cases is to apply a convex relaxation to a computationally intractable (NP-hard)
problem and, subsequently, to explore the properties of the optimal solution to the
dual problem in order to reduce the duality gap. This is achieved in both cases by
solving a problem of the same form as the primal, but of reduced complexity. In the
following paragraphs we highlight the main results of [18] and its similarities with our
present work. We hope that this will make the logic behind the sequence of arguments
given in this paper easier to follow.
The quadratic integer programming (QIP) problem involves the maximization of
the quadratic form x′Qx, in which Q = Q′ ∈ Rn×n and x is allowed to vary over
{−1, 1}n. Since this involves 2n−1 function evaluations, the computational complex-
ity of the problem grows exponentially in n. Denote the maximum of the primal
problem by γ. The convex relaxation upper bound γ¯ of the problem involves the
minimization of the trace of a diagonal matrix D such that D − Q ≥ 0. It can be
shown [18] that (i) the optimal D matrix, D0 say, is unique; (ii) a simple suﬃcient
condition for the duality gap γ − γ¯ to be zero is that the null-space of D0 −Q is one-
dimensional; (iii) a necessary and suﬃcient condition for the duality gap to be zero is
that γm =
1
n max{x′V V ′x} = 1, where x ∈ {−1, 1}n and V is an orthonormal matrix
whose columns span the m-dimensional null-space of D0−Q. Let V = [v1, v2, . . . , vm],
where {vi} is an orthonormal basis ofN (D0−Q). Introduce a row perturbation matrix
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P so that PV = [V ′1 V
′
2 ]
′, where V1 ∈ Rm×m is nonsingular. Then, (iv) the duality gap
is zero if and only if V2V
−1
1 z = {−1, 1}n−m for some z ∈ {−1, 1}m. Note that this
gives a test which certiﬁes if the duality gap is zero, requiring only 2m−1 evaluations.
Finally, let λ+ be the smallest positive eigenvalue of D0−Q. Then, (v) γ ≤ γ¯−n(1−
γm)λ+ < γ¯. In other words the duality gap can be breached by evaluating γm. Now
the maximization deﬁning γm has the same form as the primal problem with the cru-
cial diﬀerence that now rank(V V ′) = m < n (potentially m is much smaller than n).
It is shown in [18] that the evaluation of γm can be performed in polynomial time (in n)
and is of complexity O(nm−1). Geometrically the problem corresponds to the evalua-
tion of the extreme points of a zonotope with n generating vectors in m−1 dimensions
and can be solved by a variety of techniques. In [18] a reverse-enumeration algorithm
was used, based on the work of [1], and was found to perform well in practice.
For the problem considered in this work, the primal problem is the evaluation of
the structured singular value of an arbitrary matrix (μ(M)), while the dual problem
corresponds to its D-iteration upper bound (equation (2.3)). Since the constraint set
of the dual problem is convex, the optimal solution can be easily calculated (e.g.,
via LMI techniques). Redeﬁne M by absorbing the D-iteration matrix scalings and
dividing by its norm so that ‖M‖=1. Let m be the multiplicity of the largest singular
value of M (equal to one) and deﬁne U1 and V1 via the singular value decomposition
of M in (2.1). It is well known [21] that μ(M)=1 if m=1. In general, to test whether
μ(M) is achieved at the end of the D-iteration we need to verify whether μ(M0)=1,
which is a reduced rank (m-rank) μ-problem. Breaching the duality gap also requires
evaluating μ(M0) (or at least obtaining an upper bound φ¯1 less than 1) and solving
an eigenvalue problem (see Theorem 4.1 and Remark 4.2). Note that in this case,
since M is redeﬁned at the end of the D-iteration procedure, we must have φ¯2=1.
The similarities of the approach in the two problems are clear. The link is po-
tentially important because it allows us to transfer intuition across diﬀerent problem
domains. We believe that this approach is suﬃciently general and can be applied to
a more general class of optimization problems when convex relaxations are used.
The structure of the paper is as follows. In section 3 we generalize an approach
proposed in [16] to matrices with multiple largest singular value by solving a number of
approximation problems involving the structured distance of a matrix to singularity,
starting from the simplest case (zero uncertainty matrix subblock) and progressively
moving to more general cases (uncertainty subblock is a ﬁxed matrix; uncertainty
subblock is free to vary over a compact set). In each case the minimum distance to
singularity is obtained in a closed form and involves only straightforward numerical
calculations (e.g., the solution of an eigenvalue problem); a complete parameterization
of all optimal (minimum-norm) singularizing perturbations is also given in each case.
The link to the structured singular value is obtained by specializing these results to
a speciﬁc structured uncertainty set involving simultaneous spectral radius and norm
constraints. This is obtained in Theorem 3.19, which gives the optimal solution in
terms of a Toeplitz matrix (and its transformations). The link with μ is formalized
in section 4 (Theorem 4.1), where the procedure for breaching the convex bound is
outlined. An illustrative example is given in section 5. The results of the work are
summarized in section 6. Finally, the main conclusions are drawn in section 7 and
the proof of Lemma 2.3 is included in the appendix.
3. Structured distance to singularity. We ﬁrst consider and generalize a
structured uncertainty approach proposed in [16] and establish a connection with the
structured singular value. We start by giving the following deﬁnition.
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Definition 3.1. Let A be as deﬁned in section 2 and let E1=
[
Im 0m×(n−m)
]′
.
For any set Δ11 ⊆ Cm×m deﬁne the structured distance (of A) to singularity
γΔ11 = min {‖Δ‖ : det(A−Δ) = 0, E1′ΔE1 ∈Δ11},
and the set of all optimal structured rank reducing perturbations
DΔ11 := {Δ ∈ Cn×n : ‖Δ‖ = γΔ11 ,det(A−Δ) = 0, E1′ΔE1 ∈Δ11}.
In this notation the (unstructured) distance to singularity will be denoted as
γCm×m = min {‖Δ‖ : det(A−Δ)=0, E1′ΔE1∈Cm×m}=min {‖Δ‖ : det(A−Δ)=0}.
Recall that, unless speciﬁed otherwise, all matrices are assumed to be complex.
It is thus implicit that Δ ∈ Cn×n in the deﬁnition of γΔ11 above. For the remainder
of this section, we evaluate γΔ11 and DΔ11 for several sets Δ11.
3.1. Δ11 = C. When m = 1, it is clear that the unstructured distance of A
from singularity is
γC = min {‖Δ‖ : det(A−Δ) = 0} = σ(A) = 1,
and the set of all optimal rank reducing perturbations is given by
DC = {Δ = diag (1,Δ22) ∈ Cn×n,Δ22 ∈ C(n−1)×(n−1), ‖Δ22‖ ≤ 1}.
3.2. Δ11 = {δ ∈ C : |δ| ≤ φ}, 0 ≤ φ < 1. In [16] the (1,1) entry of the
permissible perturbations was constrained to have modulus ≤ φ, where 0 ≤ φ < 1 to
obtain the following structured distance to singularity.
Theorem 3.2 (see [16]). Let A=diag(1, a2, a3, . . . , an) with 1<a2< · · ·<an be
given and deﬁne E1 =
[
1 01,n−1
]′
and Δφ = {δ ∈ C : |δ| ≤ φ} for any 0≤ φ≤ 1.
Then
γΔφ := min {‖Δ‖ : det(A−Δ) = 0, E1′ΔE1 ∈Δφ} =
√
a2 − φ(a2 − 1),
and for φ < 1, the set of all optimal rank reducing perturbation is given by
DΔφ=
{
diag
([
φ γΔφe
jθ
γΔφe
−jθ −φ
]
,Δ33
)
: θ ∈ R, Δ33∈C(n−2)×(n−2), ‖Δ33‖≤γΔφ
}
·
Remark 3.3. Theorem 3.2 was used in [14] to derive an upper bound on μ in the
case that m, the multiplicity of the largest singular value of M , is one. In Corol-
lary 3.20 below, we give a generalization of Theorem 3.2 to the case m ≥ 1. In
section 4 this generalization is used to derive an upper bound on μ when m ≥ 1.
3.3. Δ11 = Cm×m. To motivate the generalization of Theorem 3.2 for m≥ 1,
we start with the unstructured multidimensional case.
Lemma 3.4. Let A and E1 be as in Deﬁnition 3.1. Then
γCm×m = min {‖Δ‖ : det(A−Δ) = 0} = 1,
and the set of all optimal rank reducing perturbations is given by
DCm×m =
⎧⎨
⎩
[
W 0
0 In−m
]⎡⎣ 1 0 00 Δ22 Δ23
0 Δ32 Δ33
⎤
⎦[ W ′ 0
0 In−m
]
∈ Cn×n :
WW ′ = W ′W = Im,
∥∥∥∥
[
Δ22 Δ23
Δ32 Δ33
]∥∥∥∥ ≤ 1
⎫⎬
⎭ .(3.1)
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Proof. The proof that γCm×m = 1 is well known. To prove that all minimizers are
given by (3.1) let Δ ∈ Cn×n such that ‖Δ‖ = 1 and det(A−Δ) = 0. Let (A−Δ)x = 0
for some x =
[
x′1 x
′
2
]′
with x1 ∈ Cm and such that ‖x‖ = 1. Then
(A−Δ)x = 0⇒ x′A2x = x′Δ′Δx⇒ x′Δ′Δx = 1 and x2 = 0⇒ E1′ΔE1x1 = x1
⇒ 1 = ‖E1′ΔE1‖ & 1 ∈ λ(E1′ΔE1),(3.2)
since σ(A) = 1. It is straightforward to verify that all such Δ are captured by
(3.1).
3.4. Δ11 = {0m×m}. Thus a natural generalization of Theorem 3.2 is to im-
pose constraints on E1
′ΔE1 so that (3.2) is violated. We start with the simplest
constraint: E1
′ΔE1 = 0.
Lemma 3.5. Let A = diag(A1, A2) ∈ Rn×n, with A1 = diag(Im1 , A22) ∈ Rm×m
and A2 = diag(a3Im3 , A44) ∈ R(n−m)×(n−m). Assume that 1 < σ(A22), 0 < a3 <
σ(A44), and 1 < a3. Then the structured distance to singularity is
γ0m×m := min{‖Δ‖ : det(A−Δ) = 0, E1′ΔE1 = 0} =
√
a3 =:
√
σ(A1)σ(A2)·(3.3)
Furthermore all optimal rank reducing perturbations are generated by
W
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0
√
a3 0 0
0 0 0 0 Δ13 Δ14
0 0 0 0 Δ23 Δ24√
a3 0 0 0 0 0
0 Δ31 Δ32 0 Δ33 Δ34
0 Δ41 Δ42 0 Δ43 Δ44
⎤
⎥⎥⎥⎥⎥⎥⎦
W ′,(3.4)
where W = diag(W1, Im2 ,W3, Im4) ∈ Cn×n is unitary and∥∥∥∥∥∥∥∥
⎡
⎢⎢⎣
0 0 Δ13 Δ14
0 0 Δ23 Δ24
Δ31 Δ32 Δ33 Δ34
Δ41 Δ42 Δ43 Δ44
⎤
⎥⎥⎦
∥∥∥∥∥∥∥∥
≤ √a3.(3.5)
Proof. A calculation veriﬁes that all Δ of the form (3.4) have norm
√
a3 and
satisfy det(A − Δ) = 0. Thus √a3 is an upper bound. Let Δ ∈ Cn×n be such that
E1
′ΔE1 = 0 and det(A−Δ) = 0. Then there exists a nonzero x =
[
x′1 x
′
2
]′ ∈ Cn
with x1 ∈ Cm such that (A−Δ)x = 0. It is clear that x2 = 0 since A1 has full rank,
and a little reﬂection will verify that x1 = 0, since otherwise ‖Δ‖ ≥ a3 > √a3. Let
Z = diag(z1, z2), where z1 = x1/‖x1‖ and z2 = x2/‖x2‖. Then
(A−Δ)x = 0⇒ (A−Δ)Z
[ ‖x1‖
‖x2‖
]
= 0⇒ det
([
z′1A1z1 0
0 z′2A2z2
]
− Z ′ΔZ
)
=0,
with the (1,1) entry of Z ′ΔZ equal to zero. It follows from Theorem 3.2 (setting
φ = 0) and the fact that ‖Z‖ = ‖z1‖ = ‖z2‖ = 1 that
‖Δ‖ ≥ ‖Z ′ΔZ‖ ≥
√
|z′1A1z1||z′2A2z2| ≥
√
a3,
with equality if and only if z1 =
[
z′11 0
]′
and z2 =
[
z′33 0
]′
with z11 ∈ Cm1 and
z33 ∈ Cm3 . Thus √a3 is a lower bound and this proves (3.3).
UPPER BOUND ON THE STRUCTURED SINGULAR VALUE 1259
To prove that (3.4) captures all optimal structured perturbations it suﬃces to
show that any Δ which minimizes (3.3) can be written in the form of (3.4). Let
Δ =
[
Om,m Δ12
Δ21 Δ22
]
∈ Cn×n
be any minimizer of (3.3). Also introduce the ﬁner partitions,
Δ12 =
[
Δˆ11 Δˆ12
Δˆ21 Δˆ22
]
, Δ21 =
[
Δ¯11 Δ¯12
Δ¯21 Δ¯22
]
, Δ22 =
[
Δ˜11 Δ˜12
Δ˜21 Δ˜22
]
,
where Δˆ11 ∈ Cm1×m3 , Δ¯11 ∈ Cm3×m1 , and Δ˜11 ∈ Cm3×m3 . Since Δ is optimal, a
previous argument implies that
det
([
z′1A1z1 0
0 z′2A2z2
]
−
[
0 z′1Δ12z2
z′2Δ21z1 z
′
2Δ22z2
])
= 0,(3.6)
and in fact the second matrix in the left-hand side of (3.6) is an optimal rank reducing
approximation of the ﬁrst matrix in the left-hand side of (3.6), with the constraint
that the (1,1) entry is zero. Using the parameterization of Theorem 3.2 (with φ = 0),
and noting that z′1A1z1 = ‖z11‖2 = 1 and z′2A2z2 = a3‖z33‖2 = a3, shows that
z′1Δ12z2 = z
′
11Δˆ11z33 = e
jθ√a3 , z′2Δ21z1 = z′33Δ¯11z33 = e−jθ
√
a3 ,(3.7)
and
z′2Δ22z2 = z
′
33Δ˜11z33 = 0,(3.8)
for some θ ∈ (−π, π]. Next deﬁne any two unitary completions U⊥ and V⊥ of ejθz11
and z33, respectively, to construct unitary matrices W1 =
[
ejθz11 U⊥
]
and W3 =[
z33 V⊥
]
, and consider the product
[
W ′1 0
0 Im2
]
Δ12
[
W3 0
0 Im4
]
=
⎡
⎣ ψz′11Δˆ11z33 ψz′11Δˆ11V⊥ ψz′11Δˆ12U ′⊥Δˆ11z33 U ′⊥Δˆ11V⊥ U ′⊥Δˆ12
Δˆ21z33 Δˆ21V⊥ Δˆ22
⎤
⎦ ,
where ψ = e−jθ. Using the ﬁrst equation in (3.7), the (1, 1) block in the right-
hand side of the above equation may be written as
√
a3. Now, since W1 and W3
are unitary and ‖Δ12‖ ≤ ‖Δ‖ = √a3, we conclude that z′11Δˆ11V⊥ = 0, z′11Δˆ12 = 0,
U ′⊥Δˆ11z33 = 0, and Δˆ21z33 = 0. Deﬁning[
U ′⊥Δˆ11V⊥ U
′
⊥Δˆ12
Δˆ21V⊥ Δˆ22
]
=
[
E13 E14
E23 E24
]
thus gives
[
Δˆ11 Δˆ12
Δˆ21 Δˆ22
]
=
[
W1 0
0 Im2
]⎡⎣
√
a3 0 0
0 E13 E14
0 E23 E24
⎤
⎦[ W ′3 0
0 Im4
]
·(3.9)
A similar argument using the second equation in (3.7) and (3.8) shows that
[
Δ¯11 Δ¯12
Δ¯21 Δ¯22
]
=
[
W3 0
0 Im4
]⎡⎣
√
a3 0 0
0 E31 E31
0 E41 E42
⎤
⎦[ W ′1 0
0 Im2
]
(3.10)
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and
[
Δ˜11 Δ˜12
Δ˜21 Δ˜22
]
=
[
W3 0
0 Im4
]⎡⎣ 0 E˜23 E˜24E˜32 E33 E34
E˜42 E43 E44
⎤
⎦[ W ′3 0
0 Im4
]
,(3.11)
where again the Eij ’s and E˜ij ’s are well-deﬁned matrices of the appropriate dimen-
sions. Again using ‖Δ‖ = √a3 shows that all E˜ij = 0. Writing Δ in full using the
form of its partitions deﬁned in (3.9), (3.10), and (3.11) and extracting matrix factors
W = diag(W1, Im2 ,W3, Im4) and W
′ from the left and the right respectively, shows
that Δ agrees with the form given in (3.4). Finally, the required contractive property
in (3.5) follows directly from ‖Δ‖ = √a3.
3.5. Δ11 = {Δ11},Δ11 ∈ Cm×m, ‖Δ11‖ ≤ 1, det(I − Δ11) = 0. Next, we
impose the constraint E1
′ΔE1 = Δ11, where Δ11 is a given matrix such that (3.2)
is violated. First, we need the following results, which can be deduced from [23],
concerning properties of linear fractional maps.
Lemma 3.6. Let H =
[
H11 H12
H21 H22
]
and U be complex matrices and assume that
(I −H11U)−1, H−112 , and H−121 exist.
1. If H is nonsingular, then Φ = Fu(H,U) if and only if U = Fl(H−1,Φ).
2. If H and U are nonsingular, then [Fu(H,U)]−1 = Fu(H−1, U−1).
3. If H is γ-unitary for some γ > 0, then ‖Fu(H,U)‖ = γ if and only if ‖U‖ =
γ−1 and ‖Fu(H,U)‖ < γ if and only if ‖U‖ < γ−1.
4. If H is γ-unitary for some γ > 1, H11 is square, I −H11 is nonsingular, and
‖H11‖ ≤ 1, then
‖Fu(H, I)‖ = ‖(γ2I −H11)(I −H11)−1‖ = ‖(I −H11)−1(γ2I −H11)‖.
Proof.
1. This follows from a simple calculation.
2. This follows from the deﬁnition of the linear fractional map.
3. This is a standard result and follows from the identity
γ2I−Fu(H,U)′Fu(H,U)=H ′12(I−U ′H ′11)−1(I−γ2U ′U)(I−H11U)−1H12.
4. Deﬁne E=(I−H11)−1(γ2I−H11), F =Fu(H, I), and a=‖F‖. Then
a=‖F‖ ⇔ λ(a2I−F ′F )=0⇔ λ[(a2−γ2)I+γ2I−F ′F ]=0
⇔ λ[(a2−γ2)I−(γ2−1)H ′12(I−H ′11)−1(I−H11)−1H12]=0
⇔ λ[(a2−γ2)I−(γ2−1)(I−H11)−1H12H ′12(I−H ′11)−1]=0
⇔ λ[(a2−γ2)I−(γ2−1)(I−H11)−1(γ2I−H11H ′11)(I−H ′11)−1]=0,
where we have used the identity in part 3. On the other hand,
a2I−EE′ = (a2−γ2)I+γ2I−EE′
= (a2−γ2)I−(γ2−1)(I−H11)−1(γ2I−H11H ′11)(I−H ′11)−1,
so that λ(a2I−EE′)=0. Thus a=‖E‖, which proves the result.
Lemma 3.7. Let A and E1 be as in Deﬁnition 3.1. Let Δ11 ∈ Cm×m be given
and assume that ‖Δ11‖ ≤ 1 and that I −Δ11 is nonsingular. Then
min
det(A−Δ)=0
E1
′ΔE1=Δ11
‖Δ‖ = min
‖(γ2I−Δ11)(I−Δ11)−1‖=am+1
γ>1
γ.(3.12)
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Proof. We use a lifting procedure to reduce the problem to the case Δ11 = 0.
Since ‖Δ11‖≤1, for any γ>1 there exist γ-unitary completions of Δ11 of the form
Δγ1 =
[
Δ11 Δ
γ
13
Δγ31 Δ33
]
∈ C2m×2m, Δγ0 =
⎡
⎢⎢⎣
Δ11 0 Δ
γ
13 0
0 0 0 γIn−m
Δγ31 0 Δ33 0
0 γIn−m 0 0
⎤
⎥⎥⎦∈ C2n×2n.
It is clear that am+1 is an upper bound to (3.12) (take Δ = diag(Δ11, am+1In−m)),
so we can assume that γ ≤ am+1. Deﬁne
XγA = Fu[(Δγ0)−1, A] = diag
(Fu[(Δγ1)−1, I], γ−2A2) =: diag (Xγ1 , Xγ2 ) ·
Parts 2 and 3 of Lemma 3.6 prove that (Xγ1 )
−1 = Fu(Δγ1 , I) and ‖(Xγ1 )−1‖ > γ,
respectively, so that σ(Xγ1 ) < γ
−1. Also, σ(Xγ2 ) = γ
−2am+1 > σ(X
γ
1 ) since γ ≤ am+1.
For any Δ ∈ Cn×n deﬁne
ΦγΔ :=Fu[(Δγ0)−1,Δ].(3.13)
It is not diﬃcult to show that
‖Δ‖=γ ⇔ ‖ΦγΔ‖=γ−1,
E1
′ΔE1=Δ11 ⇔ E1′ΦγΔE1=0,
and
det(A−Δ)=0⇔ det(XγA−ΦγΔ)=0,
and so
min
det(A−Δ)=0
γ=‖Δ‖
E1
′ΔE1=Δ11
γ = min
det(X
γ
A
−Φγ
Δ
)=0
‖Φγ
Δ
‖=γ−1
E1
′Φγ
Δ
E1=0
γ = min√
σ(Xγ1 )σ(X
γ
2 )≤γ−1
γ
= min
‖(Xγ1 )−1‖≥am+1
γ,(3.14)
where the last two equalities follow from Lemma 3.5. Now ‖(Xγ1 )−1‖ is continuous in
γ, ‖(X11 )−1‖=1 (since Δ11 is unitary), and ‖(Xγ1 )−1‖≥γ. It follows that the inequality
constraint in (3.14) is an equality. Part 4 of Lemma 3.6 now establishes that
‖(Xγ1 )−1‖ = ‖Fu(Δγ1 , I)‖ = ‖(γ2I −Δ11)(I −Δ11)−1‖,
and this proves (3.12).
Remark 3.8. The optimization on the right-hand side of (3.12) is an eigenvalue
problem, as the following argument shows. Setting γ2=1+ζ, ζ >0, shows that
min
‖(γ2I−Δ11)(I−Δ11)−1‖=am+1
γ>1
γ =
√
1 + min
‖I+ζ(I−Δ11)−1‖=am+1
ζ>0
ζ.(3.15)
Note that
am+1 = ‖I+ζ(I−Δ11)−1‖
⇔ λ{a2m+1I − [I+ζ(I−Δ11)−1][I+ζ(I−Δ′11)−1]}=0
⇔ λ
{
ζ−1I− (I−Δ11)
−1+(I−Δ′11)−1
a2m+1−1
−ζ (I−Δ11)
−1(I−Δ′11)−1
a2m+1−1
}
=0
⇔ λ
⎛
⎝
⎡
⎣ ζ−1I − (I−Δ11)
−1+(I−Δ′11)−1
a2
m+1
−1 − (I−Δ11)
−1√
a2
m+1
−1
− (I−Δ′11)−1√
a2
m+1
−1 ζ
−1I
⎤
⎦
⎞
⎠ = 0,
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and since ζ > 0, it follows that the minimum ζ in (3.15) is given by ζo, where
ζ−1o = λ¯
⎛
⎝
⎡
⎣ (I−Δ11)
−1+(I−Δ′11)−1
a2
m+1
−1 − (I−Δ11)
−1√
a2
m+1
−1
− (I−Δ′11)−1√
a2
m+1
−1 0
⎤
⎦
⎞
⎠ .
Remark 3.9. Lemmas 3.5 and 3.7 generalize the results in [13] by allowing multi-
plicities of the singular values of A.
Remark 3.10. Let γo be the maximum in (3.12) and deﬁne Φ
γo
Δ as in (3.13).
Then it is clear from part 1 of Lemma 3.6 that ΦγoΔ = Fu[(Δγo0 )−1,Δ] if and only
if Δ = Fl(Δγo0 ,ΦγoΔ ). It follows that all structured rank reducing perturbations for
Lemma 3.7 can be obtained via a suitable lower linear fractional map from all struc-
tured perturbations for Lemma 3.5. The details, although straightforward, are tedious
and are hence omitted.
Lemma 3.7 shows that the structured distance to singularity, when the perturba-
tion Δ is constrained such that E1
′ΔE1 = Δ11 for a given Δ11 ∈ Cm×m such that
‖Δ11‖ ≤ 1 and I −Δ11 is nonsingular, reduces to a simple eigenvalue evaluation.
3.6. Δ11 = {Δ11 ∈ Cm×m : ‖Δ11‖ ≤ 1, (I − Δ11)−1 exists and is
bounded}. The following result allows us to evaluate the structured distance to
singularity for a general class of constraints on E1
′ΔE1.
Lemma 3.11. Let A and E1 be as in Deﬁnition 3.1 and let Δ11 be any compact
subset of Cm×m such that ‖Δ11‖ ≤ 1 and that (I −Δ11)−1 exists and is bounded for
all Δ11 ∈Δ11. Then
min {‖Δ‖ : det(A−Δ) = 0, E1′ΔE1 ∈Δ11} =
√
1 + ζo ,(3.16)
where
ζo = min {ζ : ‖I + ζ(I −Δ11)−1‖ = am+1, ζ > 0, Δ11 ∈Δ11},(3.17)
and ζo is (strictly) increasing in am+1. Furthermore if Δo ∈ Δ11 is a minimizer for
(3.17), then Δo is a maximizer for
max
Δ11∈Δ11
‖I + ζo(I −Δ11)−1‖.(3.18)
Proof. The ﬁrst part follows from Lemma 3.7 and the compactness of Δ11. For
any Δ11 ∈ Δ11, deﬁne fΔ11(ζ) = ‖I + ζ(I − Δ11)−1‖ for ζ ≥ 0. Then fΔ11(ζ) is
continuous in ζ, fΔ11(0) = 1, and fΔ11(ζ) → ∞ as ζ → ∞. Let Δo be a minimizer
for (3.17) so that fΔo(ζo) = am+1. Then fΔo(ζ) < am+1 ∀ ζ < ζo. Suppose that Δo
is not a maximizer for (3.18) so that fΔ1(ζo) > fΔo(ζo) = am+1 for some Δ1 ∈ Δ11.
Then by continuity, there exists 0 < ζ1 < ζo such that fΔ1(ζ1) = am+1, contradicting
the minimality of ζo. That ζo is increasing in am+1 also follows from continuity.
Remark 3.12. Lemma 3.7 transforms the structured distance to singularity on the
left-hand side of (3.16) to the minimization in (3.17), which in turn is transformed
using Lemma 3.11 into the minimization in (3.18). Note, however, that this last
maximization involves ζo, the minimum of (3.17). Furthermore, the lemma shows
only that the minimizers of (3.17) are a subset of the maximizers of (3.18). For the
class of structured constraints we consider below, we show that the maximizers of
(3.18) are (i) independent of ζo and (ii) are also minimizers for (3.17).
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3.7. Δ11=Δ
m
φ1,φ2
:={Δ11∈Cm×m : ρ(Δ11)≤φ1, ‖Δ11‖≤φ2}, 0≤φ1 ≤
φ2 ≤ 1. Finally, we evaluate the structured distance to singularity for a subset of
Δ11 deﬁned in subsection 3.6.
Problem 3.13. Let A and E1 be as in Deﬁnition 3.1. Then for any 0≤ φ1 ≤
φ2≤1, ﬁnd the structured distance to singularity
γΔm
φ1,φ2
= min {‖Δ‖ : det(A−Δ) = 0, E1′ΔE1 ∈Δmφ1,φ2},(3.19)
where
Δmφ1,φ2 =
⎧⎪⎨
⎪⎩Δ11=
⎡
⎢⎣
δ11 · · · δ1,m
...
. . .
...
0 · · · δmm
⎤
⎥⎦∈Cm×m : |δii|≤φ1 ∀i; δij=0 ∀i>j; ‖Δ11‖≤φ2
⎫⎪⎬
⎪⎭ ,
(3.20)
and the set of all structured rank reducing perturbations
DΔm
φ1,φ2
:=
{
Δ∈Cn×n : ‖Δ‖ = γΔm
φ1,φ2
, det(A−Δ)=0, E1′ΔE1∈Δmφ1,φ2
}
.(3.21)
Remark 3.14. The structured distance to singularity in (3.19) is unchanged if Δ
is replaced with W ′ΔW , where W =diag(W1, In−m) and W1 ∈ Cm×m is any unitary
matrix. So (3.20) is the upper triangular Schur form of the structured constraint set
{Δ11 ∈ Cm×m : ρ(Δ11) ≤ φ1, ‖Δ11‖ ≤ φ2}.
We opted for (3.20) for convenience.
Remark 3.15. Note that, unlike the block diagonal uncertainty set associated with
the structured singular value, the perturbation set Δmφ1,φ2 is not a vector space. How-
ever, if γ > 0, then Δmγφ1,γφ2 = γΔ
m
φ1,φ2
. In the next section, we use this observation
to relate the results of this section to the structured singular value.
It follows from Lemmas 3.7 and 3.11 that the evaluation of the distance to sin-
gularity requires the solution of the maximization problem in (3.18). Theorem 3.19
below proves that all maximizers for maxΔ11∈Δmφ1,φ2 ‖I + ζ(I −Δ11)
−1‖ are indepen-
dent of ζ ∀ ζ > 0, are all minimizers for (3.17), and are given by
Δmφ1,φ2,all = {T ′Δmφ1,φ2T : T ∈ Cm×m, T ′T = I, T is diagonal},(3.22)
where Δmφ1,φ2 ∈Δmφ1,φ2 is the upper triangular Toeplitz matrix deﬁned by
Δmφ1,φ2,ij =
⎧⎪⎨
⎪⎩
0, j < i
φ1, j = i
(−φ1φ2 )j−i−1
φ22−φ21
φ2
, j > i
⎫⎪⎬
⎪⎭ ,(3.23)
e.g. for m = 5,
Δmφ1,φ2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
φ1
φ22−φ21
φ2
−φ1φ2
φ22−φ21
φ2
(φ1φ2 )
2 φ
2
2−φ21
φ2
−(φ1φ2 )3
φ22−φ21
φ2
0 φ1
φ22−φ21
φ2
−φ1φ2
φ22−φ21
φ2
(φ1φ2 )
2 φ
2
2−φ21
φ2
0 0 φ1
φ22−φ21
φ2
−φ1φ2
φ22−φ21
φ2
0 0 0 φ1
φ22−φ21
φ2
0 0 0 0 φ1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
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We ﬁrst derive some properties of Δmφ1,φ2 . The constraints in (3.20) can be written as
|λi(Δ11)| ≤ φ1, σi(Δ11) ≤ φ2 ∀i.
All the eigenvalues of Δmφ1,φ2 are equal to φ1 so that the spectral radius constraint
in Δmφ1,φ2 is maximally achieved by Δ
m
φ1,φ2
. The next result gives the singular values
of Δmφ1,φ2 and gives an idea of how the singular value constraints are also maximally
achieved.
Lemma 3.16. For m>1, partition Δmφ1,φ2 as
Δmφ1,φ2 =
[
Δm−1φ1,φ2 xm
0 φ1
]
·
Then
xmx
′
m =
φ22−φ21
φ22
[φ22Im−1 − (Δm−1φ1,φ2)(Δm−1φ1,φ2)′]·(3.24)
Hence,
λi(Δ
m
φ1,φ2)=φ1 ∀i; σi(Δmφ1,φ2)=φ2, i≤m−1; σm(Δmφ1,φ2)=φ1
(
φ1
φ2
)m−1
.(3.25)
Finally, all Δ11 ∈Δmφ1,φ2 such that (3.25) is satisﬁed are given by Δmφ1,φ2,all in (3.22).
Proof. Note ﬁrst that
xm+1=
⎡
⎣ −φ1φ2xm
φ22−φ21
φ2
⎤
⎦ .
The result is clearly true for m=2. Assume the result for m and let α =
φ22−φ21
φ22
. Then,
α[φ22I − (Δmφ1,φ2)(Δmφ1,φ2)′] = α
[
φ22Im−1 − (Δm−1φ1,φ2)(Δm−1φ1,φ2)′ − xmx′m −xmφ1
−φ1x′m φ22 − φ21
]
=
⎡
⎣ φ21φ22xmx′m −φ1φ2 φ22−φ21φ2 xm
−φ1φ2
φ22−φ21
φ2
x′m (
φ22−φ21
φ2
)2
⎤
⎦ = xm+1x′m+1·
This proves the ﬁrst result and establishes that [φ22I − (Δmφ1,φ2)(Δmφ1,φ2)′] is a nonneg-
ative rank 1 matrix. It follows that m − 1 singular values of Δmφ1,φ2 are equal to φ2.
Since Δmφ1,φ2 has m eigenvalues equal to φ1, it follows that the smallest singular value
is φ1(
φ1
φ2
)m−1, which proves (3.25). To prove the last part, let
Δm =
[
Δm−1 xm
0 φ1
]
∈Δmφ1,φ2
satisfy (3.25). Then φ22I −ΔmΔ′m ≥ 0 and has rank 1. Thus
φ22I −ΔmΔ′m =
[
φ22Im−1 −Δm−1Δ′m−1 − xmx′m −φ1xm
−φ1x′m φ22 − φ21
]
=
[
x1
x2
] [
x′1 x¯2
]
,
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for some
[
x1
x2
]
∈ Cm×1. Solving for x1 and x2 gives
xmx
′
m =
φ22−φ21
φ22
(φ22Im−1 −Δm−1Δ′m−1),(3.26)
so that (3.25) is satisﬁed for Δm−1 with m replaced by m−1. Repeating the procedure
with Δm replaced by Δm−1 shows that (3.26) is satisﬁed. Since Δmφ1,φ2 satisﬁes (3.24),
it follows that the only nonuniqueness is in the Cholesky factorizations in (3.26). It
is a simple exercise to verify that this is covered by (3.22).
Before we state our main results, we need the following two technical lemmas.
Lemma 3.17. Suppose that L = L1 − L2 with L1 = L′1 > 0, L2 = L′2 ≥
0, rank(L2) = 1, and L = L
′ ≥ 0. Let Y = βL2 − L3 with β > 0, L3 = L′3 ≥
0, rank(L3) = 1, and Y = Y
′ ≥ 0. Then for any  > 0,
λ(L+ Y ) = λ(L) = 0⇒ Y = 0.
Proof. First write L2 and L3 in the forms L2 = l2l
′
2 and L3 = l3l
′
3, where l2 and
l3 are column vectors, and decompose l3 in directors parallel and orthogonal to l2,
i.e.,
l3 =
l′2l3
‖l2‖2 l2 + p, p := l3 −
l′2l3
‖l2‖2 l2.
Clearly l′2p = 0. Thus, Y =βl2l
′
2 − l3l′3≥0⇒ βp′l2l′2p = 0≥p′l3l′3p⇒ l′3p = 0. Hence,
l′3
(
l3 − l
′
2l3
‖l2‖2 l2
)
= 0 ⇒ |l′2l3| = ‖l2‖‖l3‖,
and hence l3=λl2 for some λ∈C. Using again Y ≥0 shows that |λ|≤
√
β, and so
Y = β
(
1− |λ|
2
β
)
L2 := αβL2,
for some 0 ≤ α ≤ 1. Suppose that α > 0, so that Y = 0. Pick a nonzero vector y
such that y′(L+ Y )y = 0. Then
y′(L+ Y )y = 0⇒ y′Ly = 0, y′Y y = 0⇒ y′L2y = 0⇒ y′L1y = 0,
contradicting the positive deﬁniteness of L1.
Lemma 3.18. Let
Δ=
[
δ11 δ12
0 δ22
]
∈C2×2.
There exists unitary W such that
W ′ΔW =
[
δ22 δ12
0 δ11
]
·
Proof. If δ11 = δ22, take W = I2 and if δ12 = 0, take W to be a permutation
matrix. Otherwise take
W =
1√|δ22 − δ11|2 + |δ12|2
[ |δ12| −(δ¯22 − δ¯11)|δ12|/δ¯12
(δ22 − δ11)|δ12|/δ12 |δ12|
]
·
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The following is our main result for this section.
Theorem 3.19. Let 0≤ φ1 ≤φ2≤1, with φ1<1. Consider the optimization
max {‖I + ζ(I −Δ11)−1‖ : Δ11 ∈Δmφ1,φ2}.(3.27)
Then Δmφ1,φ2 is a maximizer for all ζ ≥ 0, where Δmφ1,φ2 is deﬁned in (3.20) and Δmφ1,φ2
in (3.23). Furthermore, for all ζ > 0, the set of all maximizers is given by Δmφ1,φ2,all
deﬁned in (3.22). Finally, Δmφ1,φ2,all is the set of all minimizers for (3.17).
Proof. Let Δm11∈Δmφ1,φ2 be partitioned as
Δm11=
[
Δm−111 x
0 δ
]
,
and deﬁne X = I −Δm−111 and F = I + ζX−1. Using a Schur complement argument,
‖Δm11‖ ≤ φ2 ⇔ φ22I −Δm11(Δm11)′ ≥ 0
⇔
[
φ22I −Δm−111 (Δm−111 )′ − xx′ −δ¯x
−δx′ φ22 − |δ|2
]
≥ 0
⇔ φ22I −Δm−111 (Δm−111 )′ − xx′ −
|δ|2
φ22 − |δ|2
xx′ ≥ 0
⇔ xx′ ≤ φ
2
2 − |δ|2
φ22
(φ22I −Δm−111 (Δm−111 )′)
⇔ X−1xx′X−′ ≤ φ
2
2 − |δ|2
φ22
[X−1 +X−′ − I − (1− φ22)X−1X−′]
⇔ X−1xx′X−′ = φ
2
2 − |δ|2
φ22
[X−1 +X−′ − I − (1− φ22)X−1X−′]− Y,
for some Y such that
0≤Y =Y ′≤ φ
2
2 − |δ|2
φ22
[X−1 +X−′ − I − (1− φ22)X−1X−′].(3.28)
Now,
γ = ‖I + ζ(I −Δm11)−1‖
⇔ λ
⎛
⎝
⎡
⎣ γ2I − FF ′ − ζ2|1−δ|2X−1xx′X−′ − ζ1−δ (1 + ζ1−δ¯ )X−1x
− ζ
1−δ¯ (1 +
ζ
1−δ )x
′X−′ γ2 − |1 + ζ1−δ |2
⎤
⎦
⎞
⎠ = 0
⇔ λ
[
γ2I − FF ′ − ζ
2γ2
|1− δ|2(γ2 − |1 + ζ1−δ |2)
X−1xx′X−′
]
= 0
⇔ λ
[
L(γ2) +
ζ2γ2
|1− δ|2Y
]
= 0,
where we have set
L(γ2)=
(
γ2−|1+ ζ
1−δ |
2
)
(γ2I−FF ′)− ζ
2γ2
|1−δ|2
φ22−|δ|2
φ22
[X−1+X−′−I−(1−φ22)X−1X−′],
and where we have assumed that γ>max{|1+ ζ1−δ |2, ‖(I+ζX−1)‖} since the right-hand
side is clearly not the maximum γ. Thus (3.27) can be written as
max
{
γ : λ
[
L(γ2)+
ζ2γ2
|1− δ|2Y
]
=0, |δ|≤φ1,Δm−111 ∈Δm−1φ1,φ2 , Y satisﬁes (3.28)
}
.
(3.29)
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Next, we maximize (3.29) with respect to Y ; that is, for given Δm−111 ∈ Δm−1φ1,φ2 and
δ ∈ C such that |δ| ≤ φ1, we solve
max
{
γ : λ
[
L(γ2) +
ζ2γ2
|1− δ|2Y
]
= 0, Y satisﬁes (3.28)
}
.(3.30)
Since Y = Y ′ ≥ 0, L(0) > 0, and L(γ2) ∼ γ4I > 0 as γ2 → ∞, it follows that γ is
maximized by Y = 0. Note that
Y = 0⇔ xx′ = φ
2
2 − |δ|2
φ22
(φ22I −Δm−111 (Δm−111 )′)
⇒ rank(φ22I −Δm11(Δm11)′) = 1
⇔ σi(Δm11) = φ2; i ≤m− 1
and is therefore feasible since Δmφ1,φ2 satisﬁes this property. That Y = 0 is the only
maximizer for (3.30) follows from Lemma 3.17 with
L1=(γ
2
o−|1+ ζ1−δ |2)(γ2oI−FF ′), β= |1−δ|
2
ζ2γ2o
,  =
ζ2γ2o
|1−δ|2 ,
L2=
ζ2γ2o
|1−δ|2
φ22−|δ|2
φ22
[X−1+X−′−I− (1− φ22)X−1X−′], L3=X−1xx′X−′,
where γo is the maximum in (3.30). It follows that (3.29) can be written as
max
{
γ : λ[L(γ2)]=0, |δ| ≤ φ1, xx′= φ
2
2−|δ|2
φ22
(φ22I−Δm−111 (Δm−111 )′),Δm−111 ∈Δm−1φ1,φ2
}
.
Next, we maximize γ with respect to δ. Now,
λ[L(γ2)] = 0⇔ λ
[
γ2I − FF ′ − ζ
2γ2(φ22 − |δ|2)/φ22
|1− δ|2(γ2 − |1 + ζ1−δ |2)
BB′
]
= 0
⇔ γ2 −
∣∣∣∣1 + ζ1− δ
∣∣∣∣
2
− ζ
2γ2(φ22 − |δ|2)
φ22|1− δ|2
B′(γ2I − FF ′)−1B = 0,
where BB′ := X−1 +X−′− I − (1−φ22)X−1X−′. Setting δ = rφ1ejθ, with 0 ≤ r ≤ 1
and −π≤θ≤π, a simple calculation gives
∂γ2
∂θ
=
2rφ1(1+ζ−φ22γ2) sin θ
φ22(1−2rφ1 cos θ+r2φ21)+ζ2(φ22−r2φ21)B′(γ2I−FF ′)−1FF ′(γ2I−FF ′)−1B
,
which vanishes when δ is real. Setting δ real,
∂γ2
∂δ
=
2ζ
1− δ
1 + ζ − δ + γ2ζ(φ22 − δ)B′(γ2I − FF ′)−1B
φ22(1− δ)2 + ζ2(φ22 − δ2)B′(γ2I − FF ′)−1FF ′(γ2I − FF ′)−1B
,
which is positive for all δ, so γ is maximized by δ=φ1. It follows from Lemma 3.18
that all diagonal entries of a maximizing Δm11 are equal to φ1 since, if not, we can use
a sequence of unitary similarity transformations that preserve the upper triangular
structure of Δm11 to bring this diagonal entry to the (m,m) entry, contradicting the
maximality of Δm11. It follows from the last part of Lemma 3.16 that Δ
m
φ1,φ2
is a
maximizer and all maximizers are given by Δmφ1,φ2,all. Note that the maximizers for
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(3.27) are independent of ζ. Finally, Lemma 3.11 shows that all minimizers for (3.17)
are a subset of all maximizers for (3.27). However, it is clear that the cost function
in (3.17) is the same for all Δm11∈Δmφ1,φ2,all. This proves the last part.
The solution of Problem 3.13 is now summarized in the following result.
Corollary 3.20. Let all variables be as in Problem 3.13. Then
γ2Δm
φ1,φ2
:= min
det(A−Δ)=0
E1
′ΔE1∈Δmφ1,φ2
‖Δ‖2 = min
‖(γ2I−Δ11)(I−Δ11)−1‖=am+1
γ>1
Δ11∈Δmφ1,φ2
γ2
= min
‖(γ2I−Δm
φ1,φ2
)(I−Δm
φ1,φ2
)−1‖=am+1
γ>1
γ2 = 1 + min
‖I+ζ(I−Δ11)−1‖=am+1
ζ>0
Δ11∈Δmφ1,φ2
ζ
= 1 + min
‖I+ζ(I−Δm
φ1,φ2
)−1‖=am+1
ζ>0
ζ = 1 + ζΔm
φ1,φ2
,
where
ζ−1Δm
φ1,φ2
= λ¯
⎛
⎜⎝
⎡
⎢⎣
(I−Δmφ1,φ2 )
−1+(I−Δmφ1,φ2
′)−1
a2
m+1
−1 −
(I−Δmφ1,φ2 )
−1√
a2
m+1
−1
− (I−Δ
m
φ1,φ2
′)−1√
a2
m+1
−1 0
⎤
⎥⎦
⎞
⎟⎠ ·
Remark 3.21. To characterize the set of all optimal structured perturbations in
(3.21) we proceed as follows. Theorem 3.19 gives Δmφ1,φ2,all as the set of minimizers
for (3.17). Remark 3.14 shows that we can absorb the unitary diagonal T in (3.22) in
a unitary W1. This gives all leading m×m blocks of (3.21) (it can be shown that if
φ1 = φ2, then this gives only a class of solutions). For the other blocks, we appeal to
Remark 3.10 with Δ11 replaced by Δ
m
φ1,φ2
. We spare the readers the full details.
The following result gives an interpretation of Δmφ1,φ2 . Since the solution of The-
orem 3.19 is independent of ζ, letting ζ →∞ suggests the following.
Theorem 3.22. Let 0≤ φ1 ≤φ2≤1 be given. Consider the minimization
min {σ(I −Δ11) : Δ11 ∈Δmφ1,φ2} =
(
max {‖(I −Δ11)−1‖ : Δ ∈Δmφ1,φ2}
)−1 ·
Then Δ11=Δ
m
φ1,φ2
is a minimizer and the set of all minimizers is given by Δmφ1,φ2,all.
Proof. The proof is almost identical to that of Theorem 3.19 and is omitted.
Remark 3.23. Thus an interpretation of Δmφ1,φ2 is that it is the “most nearly
rank reducing matrix” within Δmφ1,φ2 to the identity matrix. This generalizes the
unstructured as well as the structured case for m = 1.
4. Upper bound on the structured singular value. In this section we use
our previous results to derive an upper bound on the structured singular value.
Theorem 4.1. Let M ∈Cn×n be as deﬁned in section 2 and let Δ⊆Cn×n denote
a block diagonal structured uncertainty set. Let φ¯1 and φ¯2 be upper bounds on the
maximizations in (2.5) and (2.6), respectively, and assume that 0≤ φ¯1≤ φ¯2≤1. Then
a lower bound on the structured stability radius rΔ(M), deﬁned as in (2.2), is given
by
rΔ(M) := min{‖Δ‖ : det(I −ΔΣ) = 0, ρ(E1′ΔE1) ≤ φ¯1‖Δ‖, ‖E1′ΔE1‖ ≤ φ¯2}
= min{γ : ‖(γI −Δmφ¯1,φ¯2)(γ−1I −Δmφ¯1,φ¯2)−1‖ = σ−1m+1, γ ≥ 1} ≥ 1(4.1)
and is decreasing in σm+1, where Δ
m
φ¯1,φ¯2
is deﬁned in (3.23). Furthermore,
φ¯1 < 1⇒ rΔ(M) > 1 and rΔ(M) > 1.
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Finally, rΔ(M) = rΔ(M) if and only if there exists Δ ∈Δ such that
V ′1ΔU1 = [rΔ(M)]
−1W ′Δmφ¯1,φ¯2W,
for some unitary W .
Proof. The ﬁrst part follows from (2.9), Remark 3.15, and Corollary 3.20. First
note that
γΔm
φ1,φ2
= min{‖Δ‖ : det(A−Δ) = 0, ρ(E1′ΔE1) ≤ φ¯1, ‖E′1ΔE1‖ ≤ φ¯2}
= min{γ : ‖(γ2I −Δmφ¯1,φ¯2)(I −Δmφ¯1,φ¯2)−1‖ = am+1, γ > 1}
= min{γ : ‖(γI − γ−1Δmφ¯1,φ¯2)(γ−1I − γ−1Δmφ¯1,φ¯2)−1‖ = am+1, γ > 1}
= min{γ : ‖(γI −Δγ−1φ¯1,γ−1φ¯2)(γ−1I −Δγ−1φ¯1,γ−1φ¯2)−1‖ = am+1, γ > 1}.(4.2)
To turn the “absolute” bounds ρ(E′1ΔE1) ≤ φ¯1 and ‖E′1ΔE1‖ ≤ φ¯2 into the “relative”
bounds ρ(E′1ΔE1) ≤ φ¯1‖Δ‖ and ‖E′1ΔE1‖ ≤ φ¯2‖Δ‖, we simply write ρ(E′1ΔE1) ≤
φ¯1
γ γ and ‖E′1ΔE1‖ ≤ φ¯2γ γ; i.e., we re-deﬁne γ−1φ¯1 → φ¯1 and γ−1φ¯2 → φ¯2 in (4.2),
which gives immediately the required expression for rΔ(M).
The fact that rΔ(M) is (strictly) decreasing in σm+1 follows from Lemma 3.11 since
am+1 = σ
−1
m+1.The fact that rΔ(M) > 1 if φ¯1 < 1 follows from Corollary 3.20. Fi-
nally, consider the two minimization problems in (2.9). The set of all minimizers in
the right-hand side of (2.9) is given by all Δ ∈ Cn×n such that det(A − Δ) = 0,
ρ(E′1ΔE1) ≤ φ¯1rΔ(M), and ‖E′1ΔE1‖ ≤ φ¯2rΔ(M), or equivalently,
E′1ΔE1 = WΔ
m
φ¯1r
−1
Δ
(M),φ¯2r
−1
Δ
(M)
W ′ = r−1Δ (M)WΔ
m
φ¯1,φ¯2
W ′,
where W is an arbitrary unitary matrix (see Remarks 3.14, 3.15, and 3.21). Now
equality is possible in (2.9) if and only if there exists a minimizer of the left-hand side
of (2.9), which is also a minimizer of the right-hand side of (2.9), i.e., if and only if
there exists a Δ ∈Δ such that V ′1ΔU1 = [rΔ(M)]−1W ′Δmφ¯1,φ¯2W .
Remark 4.2. The evaluation of rΔ(M) in (4.1) is a simple eigenvalue problem
of dimension 4m × 4m, as the following development shows. Let a = σ−1m+1 and
Ψ = Δm
φ¯1,φ¯2
. Then
a = ‖(γI −Ψ)(γ−1I −Ψ)−1‖
⇒ det{a2I − (γ−1I −Ψ′)−1(γI −Ψ′)(γI −Ψ)(γ−1I −Ψ)−1} = 0
⇒ det{γ4I − γ3(Ψ + Ψ′)− γ2(a2 − 1)Ψ′Ψ+ γa2(Ψ + Ψ′)− a2I} = 0
⇒ det
⎛
⎜⎜⎝γI −
⎡
⎢⎢⎣
0 I 0 0
0 0 I 0
0 0 0 I
a2I −a2(Ψ + Ψ′) (a2 − 1)Ψ′Ψ Ψ+Ψ′
⎤
⎥⎥⎦
⎞
⎟⎟⎠ = 0.(4.3)
It follows that γ is the smallest real eigenvalue larger than 1 of the 4m × 4m block
matrix in (4.3).
Remark 4.3. The work shows that if we can get an upper bound on μΔ(M0),
where M0 is deﬁned in (2.7) and is a reduced rank matrix (with the rank equal to the
multiplicity of the largest singular value of M), then we can easily obtain a bound on
M . This suggests that μ is “hard” for unitary M .
Remark 4.4. The theorem is a generalization of the result in [14] which solved the
case m = 1. That result was limited since, at the end of the D-iteration, the largest
singular value has multiplicity larger than one (otherwise it is equal to μΔ(M)) [21].
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In the ﬁnal part of this section we outline the main steps of an algorithm which
may be used to breach the D-iteration upper bound of M , provided a reduced rank
μ problem can be solved.
Algorithm 4.5. Given M ∈ Cn×n and a complex block diagonal uncertainty
structure Δ, the following algorithm obtains an upper bound of μΔ(M), μ¯Δ(M):
1. (Optional.) Solve the LMI optimization (2.3) to obtain the D-iteration upper
bound of M . Normalize M by absorbing the D-iteration scalings obtained
from the optimization.
2. If step 1 has been carried out and the multiplicity of the largest singular value
of M is one, then μΔ(M) = μ¯Δ(M) = ‖M‖ and the algorithm terminates.
3. Normalize ‖M‖ = 1 by dividing by its norm. Carry out the singular value
decomposition of M given in (2.1) and let m be the multiplicity of the largest
singular value of M (which is 1).
4. If step 1 (optional) has been carried out, set φ¯2 = 1; else solve the LMI
optimization (2.3) and set φ¯2 =
√
γ.
5. From the singular value decomposition in step 3, deﬁne the (reduced rank)
matrix M0 as in Remark 2.2. Calculate the tightest possible upper bound of
μΔ(M0) and set it equal to φ¯1.
6. If φ¯1 = 1, set μ¯Δ(M) = ‖M‖ (after reversing the scaling in step 3 and/or 1)
and exit. No tighter bound can be obtained.
7. Set Ψ = Δm
φ¯1,φ¯2
deﬁned in (3.23) and a = σ−1m+1, where σm+1 is the (m+1)st
largest singular value of M .
8. Solve the 4m × 4m eigenvalue problem given in (4.3) and set rΔ(M) as the
smallest real eigenvalue larger than one. Then μ¯Δ(M) = r
−1
Δ (M) (after
reversing the scaling in step 3 and/or 1).
5. Example. Consider a modiﬁed example from [21] with uncertainty structure
mc = 0 and mC = 4. Let a matrix M ∈ C4×4 after D-iteration have the form
M=
[
U1 U2
] [ I2 0
0 Σ2
] [
V ′1
V ′2
]
, U1=
⎡
⎢⎢⎣
a 0
b b
c jc
d f
⎤
⎥⎥⎦ , V1=
⎡
⎢⎢⎣
0 a
b −b
c −jc
ejψ1f ejψ2d
⎤
⎥⎥⎦ ,
where a =
√
2/k, b = c = 1/
√
k, d = −√β/k, f = (1 + j)√1/kβ, ψ1 = −π/2, and
ψ2 = π, with k = 3 +
√
3 and β =
√
3− 1. Also ‖Σ2‖ = σ2. Here, U2 and V2 are any
unitary completions of U1 and V1, respectively. Let M0 = U1V
′
1 . Then σ1(M0) = 1.
It is shown in [21] that μΔ(M0) < 0.895 = φ¯1. (In fact, a rather involved
calculation shows that
μΔ(M0) =
√
1 + 2
√
16− 9√3
3
= 0.872359 . . . ,
although we use the value given in [21]). Figure 5.1 shows how the upper bound on
μΔ(M) =
1
rΔ(M)
(calculated by ﬁnding the smallest root larger than 1 of the quartic
in (4.3)) varies with σ2. Note that the D-iteration upper bound is equal to 1 ∀ σ2
such that 0 ≤ σ2 ≤ 1.
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Fig. 5.1. The upper bound on μ as a function of σ2 for 0 ≤ σ2 < 1, where σ1 = 1 and
φ¯1 = 0.895 for matrix M .
6. Summary. In this section we summarize our results. All variables are as
deﬁned in Theorem 4.1. Our main results are as follows:
• We have shown that μΔ(M) = 1 if and only if μΔ(M0) = 1. It follows that
determining whether there exists a gap between μ and its upper bound is
equivalent to solving a μ problem of rank equal to the multiplicity of the
largest singular value of M .
• We have shown that if we can obtain an upper bound on μΔ(M0) less than
1, then we can give an upper bound on μΔ(M) which is smaller than 1.
Other secondary results are as follows:
• We used a semideﬁnite relaxation of the nonconvex optimization in (2.6) to
derive an upper bound which admits no gap (Lemma 2.3).
• We generalized the distance to singularity results of [16] to the matrix case
(Corollary 3.20).
• We solved a distance problem (Theorem 3.22).
7. Conclusions. The approach in [16] for tackling structured uncertainty was
proposed around the time μ was proposed and seems to have been neglected. We
have established a connection between these two approaches and we hope interest in
the ﬁrst approach will revive.
Hitherto, the interest in low rank μ problems has been limited to some properties
concerning the gap between μ and its upper D-iteration bound, and to other theo-
retical considerations [20, 24, 25, 26]. We have shown that the solution of a reduced
rank μ problem, which has limited direct relevance to realistic structured uncertainty
descriptions, will induce an upper bound on the more relevant full rank problem. It
is not clear at present whether the reduced rank μ problems constructed here have
any special structure that makes them hard to compute. We hope that our work will
spur more research on the reduced rank problem to help answer this question.
The approach followed here shares many characteristics with our previous work on
the QIP problem [18] and potentially can be extended to a wide class of optimization
problems utilizing convex relaxation techniques.
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Appendix. Proof of Lemma 2.3. Let all variables be as deﬁned in section 2.
In order to ﬁx notation, assume that
Δ = {Δ ∈ Cn×n : Δ = diag(δ1Ir1 , . . . , δsIrs ,Δ1, . . . ,ΔF ), δi ∈ C,Δj ∈ Cmj×mj},
where i ∈ S, j ∈ F , and n =∑ni=1 ri +∑Fi=1mi. It follows that
D = {D = diag(D1, . . . , Ds, d1Im1 , . . . , dF ImF ), Di = D′i ≥ 0, dj ≥ 0},
where i ∈ S and j ∈ F . Deﬁne also the sets Q = {Δ ∈ BΔ : ΔΔ′ = In},
D+ = {D ∈ D : D > 0}, and Z = {D − Dˆ : D, Dˆ ∈ D}. Clearly Z is a linear
vector space consisting of all Hermitian matrices in Cn×n with block diagonal structure
inherited fromD, and thusD ⊆ Z. LetM ∈ Cn×n have a singular value decomposition
given by (2.1), in which U1, V1 ∈ Cn×r are the parts of the left and right singular
matrices of M , respectively, corresponding to the largest singular value, which is 1.
Let U1 and V1 be partitioned conformally to the block diagonal structure of Δ, i.e.,
U1 =
[
A′1 · · · A′S E′1 · · · E′F
]′
, V1 =
[
B′1 · · · B′S H ′1 · · · H ′F
]′
,
in which Ai ∈ Cri×r, Bi ∈ Cri×r, Ej ∈ Cmj×r, and Hj ∈ Cmj×r, for i ∈ S and j ∈ F .
Note that the notation used here is almost identical to that used in [21] (but see
Lemma A.5).
Lemma A.1. Let p, q ∈ Cn. Then
1. there exists Δ ∈ Cn×n, ‖Δ‖ ≤ 1 such that Δp = q if and only if p′p ≥ q′q.
2. there exists δ ∈ C, |δ| ≤ 1 such that δp = q if and only if pp′ ≥ qq′.
3. the following statements are equivalent: (i) There exists δ ∈ C, |δ| = 1 such
that δp=q. (ii) pp′=qq′. (iii) q′Hq=p′Hp for every Hermitian H∈Cn×n.
4. there exists Q ∈ Cn×n, QQ′ = In such that Qp = q if and only if p′p = q′q.
Proof. The proof is a slight extension of parallel results in [9] and [20] (see also
[22]) and is reproduced for completeness. Assume p =0; otherwise the result is trivial.
1. If Δp = q with ‖Δ‖ ≤ 1, then ‖p‖ ≥ ‖q‖ or p′p − q′q ≥ 0. Conversely if
‖p‖ ≥ ‖q‖, choose the contractive rank-one matrix Δ = qp′/‖p‖2. Then
Δp = q.
2. If δp = q and |δ| ≤ 1, then pp′ − qq′ = (1 − |δ|2)pp′ ≥ 0. Conversely, let
pp′ − qq′ ≥ 0. For every x such that p′x = 0, we have
x′(pp′−qq′)x ≥ 0⇒ x′qq′x = 0⇒ q′x = 0⇒ N (p′) ⊆ N (q′)⇒ R(q) ⊆ R(p).
Thus, there exists δ ∈ C such that q = δp. Now, 0 ≤ pp′ − qq′ = (1− |δ|2)pp′
implies that |δ| ≤ 1.
3. (i) ⇒ (ii): This is immediate, since qq′ = δδ¯pp′ = |δ|2pp′ = pp′. (ii) ⇒ (i):
Using an argument similar to the one used in part 2, we conclude that R(p) =
R(q), i.e., q = δp for some δ ∈ C, δ = 0. Now, qq′ = |δ|2pp′ so that |δ| = 1.
(i)⇒ (iii): By direct calculation, q′Hq = |δ|2p′Hp = p′Hp for every H = H ′.
(iii) ⇒ (i): Setting H = In shows that ‖p‖ = ‖q‖. Setting H = pp′ gives
|q′p| = ‖p‖‖q‖ and thus q = δp for some scalar δ such that |δ| = 1.
4. Similar to items 1–3 above.
The next lemma characterizes the following two sets:
Ψ(x) = {z ∈ Cn : z = ΔU1x,Δ ∈ BΔ}
and
Ψo(x) = {z ∈ Cn : z = ΔU1x,Δ ∈ Q},
in which x is a ﬁxed vector in Cn.
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Lemma A.2. Let z ∈ Cn, partitioned conformally with Δ, i.e.,
z′ =
[
z′1 . . . z
′
S z
′
S+1 . . . z
′
S+F
]
,
where zi ∈ Cri for i ∈ S and zS+i ∈ Cmi for i ∈ F . Then, for x ∈ Cn,
Ψ(x) = {z ∈ Cn : ziz′i ≤ Aixx′A′i, i ∈ S ; ‖zS+i‖ ≤ ‖Eix‖, i ∈ F}(A.1)
and
Ψo(x) = {z ∈ Cn : ziz′i = Aixx′A′i, i ∈ S ; ‖zS+i‖ = ‖Eix‖, i ∈ F}.(A.2)
Further,
z′iHizi = x
′A′iHiAix for every z ∈ Ψo(x), i ∈ S and Hi = H ′i ∈ Cri×ri .(A.3)
Finally,
z ∈ Ψo(x) if and only if z′Zz − x′U ′1ZU1x = 0 for every Z ∈ Z.(A.4)
Proof. The characterization of the sets Ψ(x) and Ψo(x) follows immediately from
Lemma A.1. The identity (A.3) is also a direct consequence of Lemma A.1(3). Finally,
in order to show (A.4), take Z = diag(Q1, . . . , QS , qS+1Im1 , . . . , qS+F ImF ) with Qi =
Q′i ∈ Cri×ri and qS+i ∈ R. Then
z′Zz−x′U ′1ZU1x=
S∑
i=1
(z′iQizi−x′A′iQiAix)+
F∑
i=1
qS+i(‖zS+i‖2−‖Eix‖2)=0,(A.5)
using (A.2) and (A.3). Conversely, suppose that (A.5) holds for every Z ∈ Z and for
each i ∈ S choose Qj = Omj (j = i) and qS+j = 0 ∀ j ∈ F . Then, z′Qizi = x′A′iQiAix
for every Qi = Q
′
i, which from Lemma A.1 implies that ziz
′
i = Aixx
′A′i for each i ∈ S.
Similarly, setting Qi = Omi ∀ i ∈ S, qS+j = 0 ∀ j ∈ F\{i}, and qS+i = 1 gives
‖zS+i‖ = ‖Eix‖ and thus z ∈ Ψo(x).
Before proving Lemma 2.3 the following result is also needed.
Lemma A.3. Let Z = Z ′ and deﬁne
Pα =
[
0 0
0 Λ
]
− α
[
X ′
X˜ ′
]
Z
[
X X˜
]
,
where Λ = Λ′ > 0 and Xo := [X X˜] is unitary. Then there exists α > 0 such that
Pα ≥ 0 if and only if X ′ZX ≤ 0.
Proof. (a) If Pα ≥ 0 for some α > 0, then the (1, 1) block of Pα is certainly
semideﬁnite, i.e., X ′ZX ≤ 0. (b) Assume that X ′ZX ≤ 0. We will show that
XoPαX
′
o ≥ 0 for all suﬃciently small α > 0. First note that
XoPαX
′
o =
[
X X˜
] [ 0 0
0 Λ
] [
X ′
X˜ ′
]
− αZ = X˜ΛX˜ ′ − αZ.
Every vector ξ ∈ Cn can be written (uniquely) as ξ = Xθ1 + X˜θ2. Now,
ξ′XoPαX ′oξ = ξ
′(X˜ΛX˜ ′ − αZ)ξ = (θ′1X ′ + θ′2X˜ ′)(X˜ΛX˜ ′ − αZ)(Xθ1 + X˜θ2)
= θ′2Λθ2 − α(θ′1X ′ZXθ1 + 2Re(θ′1X ′ZX˜θ2) + θ′2X˜ ′ZX˜θ2).
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If θ2 = 0, this is positive for all suﬃciently small α. If θ2 = 0 (⇒ θ1 = 0 for ξ = 0),
we get XoPαX
′
o = −αθ′1X ′ZXθ1 ≥ 0 for every α ≥ 0. In either case, there exists
α > 0 (suﬃciently small) such that XoPαX
′
o ≥ 0, which implies that Pα ≥ 0.
We can now prove the ﬁrst part of Lemma 2.3.
Lemma A.4. With all variables as deﬁned above,
max
Δ∈BΔ
‖V ′1ΔU1‖2 = min
D∈D
D−V1V1′≥0
γI−U1′DU1≥0
γ.(A.6)
Proof. We call the maximization on the left of (A.6) the primal problem and the
minimization on the right the dual problem. The primal problem can be written as
max
Δ∈BΔ
x′x≤1
x′U ′1Δ
′V1V1′ΔU1x = max
x′x≤1
z∈Ψ(x)
z′V1V1′z,(A.7)
where Ψ(x) is deﬁned in (A.1). Consider the following identity:
z′V1V1′z=− γ(1−x′x)−(x′U ′1DU1x−z′Dz)−z′(D−V1V1′)z
−x′(γI−U ′1DU1)x+γ.(A.8)
For all x, z satisfying the constraints of the primal problem in (A.7) (i.e., x′x ≤ 1,
z ∈ Ψ(x)), all D satisfying the constraints of the dual problem in (2.8) (i.e., D ∈ D,
D− V1V1′ ≥ 0, and γI −U1′DU1 ≥ 0), and all γ > 0, we have that the four terms on
the right of (A.8) are nonpositive, i.e.,
1. 1− x′x ≥ 0 (primal),
2. x′U ′1DU1x−z′Dz ≥ 0 (primal),
3. z′(D − V1V ′1)z ≥ 0 (dual),
4. x′(γI−U ′1DU1)x ≥ 0 (dual).
The nonnegativity of the second term follows from the following argument. Write
x′U ′1DU1x− z′Dz =
S∑
i=1
(x′A′iDiAix− z′iDizi) +
F∑
i=1
di(‖Eix‖2 − ‖zS+i‖2),
where Di = D
′
i ≥ 0 ∀ i ∈ S and di ≥ 0 ∀ i ∈ F . Now, from Lemma A.2, z ∈ Ψ(x)
implies that ‖zS+i‖ ≤ ‖Eix‖ ∀ i ∈ F . Further, since z ∈ Ψ(x) we have
Aixx
′A′i − ziz′i ≥ 0 ∀ i ∈ S
⇒ D1/2i (Aixx′A′i − ziz′i)D1/2i ≥ 0 ∀ D1/2i = (D1/2i )′ ≥ 0, i ∈ S
⇒ D1/2i Aixx′A′iD1/2i ≥ D1/2i ziz′iD1/2i ∀ D1/2i = (D1/2i )′ ≥ 0, i ∈ S.
Lemma A.1(2) implies that there exist λi∈C, |λi|≤1 such that λiD1/2i Aix=D1/2i zi,
i∈S, and thus ‖D1/2i Aix‖2−‖D1/2i zi‖2≥0, so that the second term is nonnegative.
Thus, the ﬁrst four terms in the global identity are all nonpositive, and hence
max
x′x≤1
z∈Ψ(x)
z′V1V1′z ≤ min
D∈D
γI−U1′DU1≥0
D−V1V1′≥0
γ.
It follows that the dual problem solution is an upper bound on the primal’s. Next we
show that they are equal.
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Let γ and D be feasible for the dual problem. Then
1. λ(D − V1V ′1) = 0, and
2. λ(γI − U ′1DU1) = 0.
Equality in (2) is obvious: If γI − U ′1DU1 was not singular at optimality, then there
would exist γˆ < γ such that γˆI − U ′1DU1 ≥ 0, contradicting the optimality of γ. To
show (1), suppose for contradiction that D−V1V ′1 > 0. Then (D−μI)−V1V ′1 ≥ 0 for
some μ > 0 (suﬃciently small). Now γI−U ′1DU1 ≥ 0 and so (γ−μ)I−U ′1(D−μI)U1 ≥
0, contradicting again the optimality of γ, since μ > 0 can be chosen small enough so
that D − μI ∈ D. (Note that in this case the assumption D − V1V ′1 > 0 implies that
D > 0.) Thus both (1) and (2) hold.
Thus dim N (γI − U ′1DU1) ≥ 1 and dim N (D − V1V1′) ≥ 1, where N (·) denotes
the null space, are necessary for γ,D to be optimal for the dual problem. Let
D − V1V1′ =
[
X X˜
] [ 0 0
0 Λ1
] [
X ′
X˜ ′
]
,(A.9)
where X ∈ Cn×m1 , [X X˜] unitary, and Λ1 = Λ1′ > 0 and let
γI − U ′1DU1 =
[
Y Y˜
] [ 0 0
0 Λ2
] [
Y ′
Y˜ ′
]
,(A.10)
where Y ∈ Cn×m2 , [Y Y˜ ] unitary, and Λ2 = Λ2′ > 0. We prove that γ,D are optimal
if and only if there does not exist Z ∈ Z such that X ′ZX ≤ 0 and Y ′U ′1ZU1Y > 0.
Suppose X ′ZX ≤ 0 and Y ′U ′1ZU1Y > 0 for some Z ∈ Z. Deﬁne Dα = D − αZ
for α ≥ 0. Then it is easy to show that[
X ′
X˜ ′
]
(Dα − V1V1′)
[
X X˜
]
=
[ −αX ′ZX −αX ′ZX˜
−αX˜ ′ZX Λ1 − αX˜ ′ZX˜
]
and [
Y ′
Y˜ ′
]
(γI − U ′1DαU1)
[
Y Y˜
]
=
[
αY ′U ′1ZU1Y αY
′U ′1ZU1Y˜
αY˜ ′U ′1ZU1Y Λ2 + αY˜
′U ′1ZU1Y˜
]
.
It is now straightforward using Lemma A.3 and a Schur-type argument to show that
there exists α > 0 such that Dα − V1V1′ ≥ 0 and γI − U ′1DαU1 > 0, and so there
exists γα < γ such that γαI − U ′1DαU1 ≥ 0, proving that γ,D are not optimal.
Conversely, suppose that γ and D are not optimal so that there exists γo < γ and
Do ∈ D such that Do−V1V1′ ≥ 0 and γoI−U ′1DoU1 ≥ 0. Deﬁne Z = D−Do so that
Z ∈ Z. Now
0 = X ′(D − V1V1′)X = X ′(Do − V1V1′ + Z)X = X ′(Do − V1V1′)X +X ′ZX,
and so X ′ZX ≤ 0. Also
0 = Y ′(γI − U ′1DU1)Y = Y ′(γoI − U ′1DoU1 + (γ − γo)I − U ′1ZU1)Y
= Y (γoI − U ′1DoU1)Y + (γ − γo)I − Y ′U ′1ZU1Y,
and so Y ′U ′1ZU1Y > 0. This proves that γ,D are optimal for the dual problem if and
only if there does not exist Z ∈ Z such that X ′ZX ≤ 0 and Y ′U ′1ZU1Y > 0.
Finally, we need to prove the absence of gap between the primal and dual prob-
lems. Let γ and D be optimal for the dual and suppose that (A.9) and (A.10) are
satisﬁed. It follows from the identity (A.8) that there is no gap if there exist z ∈ Cn
and x ∈ Cm such that
1276 JAIMOUKHA, HALIKIAS, MALIK, AND GUNGAH
1. x′x = 1 (so that x is feasible and the ﬁrst term on the right of (A.8) is zero);
2. z ∈ Ψo(x) (so that z is feasible and the second term is zero; see Lemma A.2);
3. z ∈ N (D − V1V1′), or equivalently, z = Xz˜ for some z˜ ∈ Cm1 (so that the
third term is zero);
4. x ∈ N (γI − U ′1DU1), or equivalently, x = Y x˜ for some x˜ ∈ Cm2 (so that the
fourth term is zero).
It follows that there is no gap if there exist z˜ ∈ Cm1 and x˜ ∈ Cm2 such that x˜′x˜ =
z˜′z˜ = 1 and Xz˜ ∈ Ψo(Y x˜), i.e., if there exist x˜ and z˜ such that ‖x˜‖ = ‖z˜‖ = 1 and
z˜′X ′ZXz˜ − x˜′Y ′U ′1ZU1Y x˜ = 0,
for every Z ∈ Z. We thus need to prove that such z˜ and x˜ exist if γ,D are optimal,
that is, if there does not exist Z ∈ Z such that X ′ZX ≤ 0 and Y ′U ′1ZU1Y > 0.
Assume for contradiction that ∃Z ∈ Z such that z˜′X ′ZXz˜ − x˜′Y ′U ′1ZU1Y x˜ =
0 ∀ z˜ ∈ Cm1 and x˜ ∈ Cm2 with ‖z˜‖ = ‖x˜‖ = 1. We need to show that this contradicts
optimality of (γ, D) or, equivalently, that it implies the existence of Z ∈ Z such that
X ′ZX ≤ 0 and Y ′U1ZU1Y > 0. Next note that since Z ∈ Z ⇔ −Z ∈ Z, the assumed
condition is equivalent to the existence of Z ∈ Z such that z˜′X ′ZXz˜ < x˜′Y ′U ′1ZU1Y x˜
for every z˜ ∈ Cm1 and x˜ ∈ Cm2 with ‖z˜‖ = ‖x˜‖. This implies, in particular, that
λ(X ′ZX) = max
‖z˜‖=1
z˜′X ′ZXz˜ < min
‖x˜‖=1
x˜′Y ′U ′1ZU1Y x˜ = λ(Y
′U ′1ZU1Y ).
Next, set δ = 12 [λ(X
′ZX) + λ(Y ′U ′1ZU1Y )]. Then,
z˜′X ′(Z − δI)Xz˜ < x˜′Y ′U ′1(Z − δI)U1Y x˜
∀ z˜ ∈ Cm1 and x˜ ∈ Cm2 with ‖z˜‖ = ‖x˜‖. Now,
max
‖z˜‖=1
z˜′X ′(Z − δI)Xz˜ = λ(X ′ZX)− δ = 1
2
[
λ(X ′ZX)− λ(Y ′Y ′1ZU1Y )
]
< 0,
so that X ′(Z − δI)X < 0. Similarly,
min
‖x˜‖=1
x˜′Y ′U ′1(Z − δI)U1Y x˜ =
1
2
[
λ(Y ′Y ′1ZU1Y )− λ(X ′ZX)
]
> 0,
which implies that Y ′U ′1(Z − δI)U1Y > 0 and establishes the required contradiction
since Z − δI ∈ Z.
In the remaining part of the appendix we prove the second part of Lemma 2.3.
This requires two preliminary results as follows.
Lemma A.5. With all variables as deﬁned above, inf{‖D1/2MD−1/2‖ : D ∈
D+} = ‖M‖ if and only if λ(U ′1ZU1 − V ′1ZV1) ≤ 0 for every Z ∈ Z.
Proof. See [21]. Note that our deﬁnition of Z is slightly diﬀerent from the
deﬁnition in [21], but this does not aﬀect the result.
Lemma A.6. With all variables as deﬁned above, inf{‖D1/2MD−1/2‖ : D ∈
D+} = ‖M‖ if and only if inf{‖D1/2M0D−1/2‖ : D ∈ D+} = ‖M‖.
Proof. The proof is immediate from Lemma A.5 since M and M0 share the
same left and right singular vector matrices corresponding to ‖M‖ = 1 (U1 and V1,
respectively).
The second part of Lemma 2.3 can now be established as follows.
Lemma A.7. If the optimum in (2.3) is 1, the optimum in (2.6) is 1.
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Proof. First note that for every D ∈ D+,
M ′DM − γ2D ≥ 0⇔ D−1/2M ′DMD−1/2 − γ2I ≤ 0⇔ ‖D1/2MD−1/2‖ ≤ γ,
and hence via a continuity argument [11] the optimum in (2.3) is 1 if and only if
inf{‖D1/2MD−1/2‖ : D ∈ D+} = 1. Thus, from Lemma A.6 we also have that
inf{‖D1/2M0D−1/2‖ : D ∈ D+} = 1, and hence the optimization problem min{γ :
D ∈ D, γ2D −M ′0DM0 ≥ 0} has optimum solutions γ = 1 and D = I. Now suppose
for contradiction that max{‖V ′1ΔU1‖ : Δ ∈ BΔ} < 1, or, in view of Lemma A.4 that
min{γ : D ∈ D, D − V1V ′1≥0, γI − U ′1DU1≥0}<1. Write the minimum γ as γ=1−
for some >0 and the corresponding optimum D=I−Z for some Z∈Z. Then
(1− )I − U ′1(I − Z)U1 ≥ 0⇔ U ′1ZU1 ≥ I > 0.
Also,
(I − Z)− V1V ′1 ≥ 0⇒ V ′1 [(I − Z)− V1V ′1 ]V1 ≥ 0⇒ V ′1ZV1 ≤ 0.
Thus U ′1ZU1−V ′1ZV1>0 for some Z∈Z, which contradicts Lemma A.5.
Lemma 2.3 now follows from Lemmas A.4 and A.7.
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