Abstract: Wireless sensor network (WSN) consists of a number of nodes to sense the data that the nodes collect and transmit the messages to Sink or Base Station (BS
Introduction
In recent years, the WSN has been introduced as a critical technology. In the single-hop method, each node directly sends data to the BS in which higher energy consumption is in the network. To overcome the aforementioned problem, hierarchical approach [1] has been introduced based on the clusters formed in the network. In other words, sub-groups of the nodes are created where each cluster collects and transmits the data to BS to reserve energy in the network. Thus, there is lower energy consumption and higher lifetime in the network. In the hierarchical approach many protocols have been developed including low-energy adaptive clustering hierarchy (LEACH) introduced as the first hierarchical clustering protocol in the WSN which suffers from limitations such as the following: all of the nodes are chosen with fixed probability as cluster head. In other words, some nodes may be selected as unsuitable cluster head nodes as a result of which energy is wasted in the network. In this protocol, some clusters may be formed only with a node; therefore the node's energy is consumed up early due to direct transmission of information to the BS.
In regard to the aforementioned drawbacks, an incremental, evolving lifetime of the network is required for this protocol and it is necessary to have a replacement role for basic clustering. In order to overcome the aforementioned limitations, a version of the LEACH known as K-Means LEACH which employs K-Means algorithm for cluster formation. The K-Means is a clustering algorithm in data mining that it has been introduced by MacQueen in 1967 in which cluster formation is explained as follows:
Basically, k points are selected randomly as initial centers and then Euclidean distance between each point to the centers is calculated. Finally, the cycle is repeated until it is converged: Then each point is reassigned to the cluster with minimum distance and the cluster means are updated. Finally, it achieves convergence [2] .
However, the K-Means algorithm suffers from some limitations as follows: One drawback is that the result depends on the selection of the initial clusters and it is really sensitive to noise data. Firstly, the number of clusters is specified (assumes k clusters). However, this is not required in many applications.
Many methods have been proposed to improve the K-Means one of which is the EM algorithm. The EM performs better than the K-Means algorithm for the following reasons: Convergence speed of the EM is higher than the K-Means and, therefore, the clusters are formed faster. The EM can consider a large collection of sense nodes which is very important in the design of WSN. The EM selects the best center in each cluster and has higher clustering quality or accuracy than the K-Means. The EM algorithm will be elaborated on in Section 3.
The remaining part of the paper is organized as follows: Section 2 is concerned with related works. The proposed approach and simulation results are discussed in Section 3 -4. Finally, Section 5 concludes the paper.
Related Work
During the past years, many protocols have been suggested to improve the clustering algorithm in the WSN such as LEACH-C [3] , K-Means LEACH, etc. In [4] a clustering technique is used based on Elbow and the KMeans methods where clustering is performed by the K-Means and using the Elbow is selected k value, i.e., the number of clusters. Basically, the Elbow finds some best clusters and then clustering formation is performed by the K-Means. LEACH_CKM algorithm was introduced in 2015. In this approach, two algorithms are combined as K-Means and Minimum Transmission Energy (MTE). Also, the K-Means method is considered instead of Simulated Annealing algorithm in the LEACH-C protocol [5] . In 2015, researchers in [6] presented a seminal approach in which they used Genetic algorithm for cluster formation due to improvements in the LEACH. In [7] the author suggested a method based on DBIK-Means and Gauss algorithms. In this approach, the K-Means is used to create clustering and Gauss algorithm is developed for Cluster Head (CH) selection [8] . Here, DavisBouldin Index (DBI) method [9] is used which finds the best number of clusters in the K-Means. In [10] , a method is proposed using K-Means algorithm for clustering and two levels of fuzzy logic for cluster head selection based on neighbor nodes, residual energy, distance to the BS and energy spreading parameters. KMeans LEACH and Fuzzy LEACH are proposed as an improvement to the LEACH protocol.
EM -Based clustering algorithm
We use the EM clustering algorithm that is introduced in more detail below:
3.1.

Expectation Maximization
The EM algorithm is an approach used for parameters estimation of a statistical model such as mean, variance and weight according to maximum likelihood estimate [11] . This algorithm is iterative where each iteration consists of two main phases known as Expectation (E-step) and Maximization (M-step). In other words, the algorithm sequentially switches between the aforementioned steps, i.e., the Expectation and the Maximization steps. Firstly, the E-step (averaging) is calculated for maximum likelihood estimate (MLE) and then the M-step is completed for maximization of the obtained parameters in the E phase; this process continues until convergence is reached for the last values of the parameters [11] . The convergence is determined based on the log-likelihood value (as shown in equation 1) after every iteration, when the algorithm has not changed from one iteration to the next. 
3.2.
EM-based Clustering
We propose a solution to alleviate the existing problems of the K-Means family used in a number of clustering protocols. Our proposed method is based on the EM clustering algorithm and leads to efficiency in energy and higher network lifetime in the network. It is worth noting that the main phases are divided into two steps 1-setup phase 2-steady state (as shown in Figure 1 ). During the setup phase, clustering is performed according to the EM algorithm in the Gaussian mixture model. The current paper aims to create clusters on the basis of EM algorithm as defined for Gaussian mixture models (GMM). The EM algorithm finds clusters using the Gaussian mixture model (GMM) as result of which cluster's parameters with maximum likelihood are obtained. 
 Initialization
As shown in equation 7, a convergence test is performed after each iteration. In this step, if the difference of
t is smaller than an acceptable error tolerance then Q parameter belongs to the inputs of the EM. Thus, convergence is reached; otherwise the previous steps re-performed in this algorithm [12] . In the steady state, each of the cluster heads creates a Time Division Multiple Access (TDMA) schedule and sends it to its cluster members. Each of the nodes transmits the information to its cluster head in its time slot. As shown in Figure 2 , every cluster head sends the data to the BS after receiving the information. 
Results and Analysis
In order to examine the proposed algorithm, the experiments on the proposed algorithm are simulated using MATLAB. To simulate the proposed method, we have considered 100 sensor nodes that are randomly distributed over a field of (100×100) square unit area in the network. We use the same radio and energy models as in [13] . Network lifetime and efficiency energy are important considerations in the WSN. The proposed algorithm is compared with the LEACH and K-Means LEACH protocols in the charts below. Figure 3 shows the number of live nodes in the proposed algorithm and the K-Means LEACH and the LEACH algorithms in 9999 iterations. In regard to the figure, the proposed algorithm has the highest value compared to other protocols. Here, lifetime is defined as the failure time of the first node in the network. Figure 4 compares the network lifetime of the three algorithms in which nodes die in the K-Means LEACH and the LEACH protocols earlier than in the proposed algorithm. Therefore, the proposed algorithm lifetime performs better than the protocols for simulation rounds. There is a significant difference between the protocols as the proposed algorithm has increased the network lifetime in comparison with other protocols. The total residual energy of the nodes in the networks has been shown in Figure 5 where the proposed algorithm shows the highest residual energy in comparison to other protocols. Therefore, the proposed algorithm performs better compared to other protocols. Figure 6 compares the residual energy average in the networks where the average is higher in the proposed algorithm in comparison to the LEACH and the K-Means algorithms. Energy consumption is total energy consumed by the nodes for receiving and transmission information in the network. As shown in Figure 7 , the graphical results indicate that energy consumption of the proposed algorithm is less than the other protocols. Since energy consumption is an important factor in the network design; therefore, the proposed algorithm performs better compared to other protocols. 
Conclusion
In this paper, clustering routing protocols using the K-Means model was enhanced by the EM algorithm in the WSN. The EM performed better than the K-Means in some cases such as convergence speed, data set size, accuracy, etc. Thus, we introduced the EM-based clustering algorithm showing better results than the aforementioned protocols. In other words, the proposed algorithm can improve significant factors such as network lifetime, the total residual energy of nodes, the energy average of the network, etc. In further search, our algorithm extension can continue with Distributed Expectation Maximization (DEM), Genetic AlgorithmExpectation Maximization (GA-EM) and Particle Swarm Optimization-Expectation Maximization (PSO-EM) methods for lower energy consumption and higher lifetime in the network.
