Abstract. Let V be a finite-dimensional superspace over C and g a simple (or a "close" to simple) matrix Lie superalgebra, i.e., a Lie subsuperalgebra in gl(V ). Under the classical invariant theory for g we mean the description of g-invariant elements of the algebra
This is a detailed exposition of my short announcement "An Analog of the Classical Invariant theory for Lie Superalgebras" published in Funktsional'nyj Analiz i ego Prilozheniya, 26, no. 3, 1992, 88-90 . For prerequisites on Lie superalgebras see Appendix borrowed from [L] . §1. Setting of the problem. Formulation of the results 1.0. Let V be a finite-dimensional superspace over C and g an arbitrary matrix Lie superalgebra, i.e., a Lie subsuperalgebra in gl(V ). Under the classical invariant theory for g we mean the description of g-invariant elements of the algebra
Clearly, A p,q k,l = S . (U ⊗ V V * ⊗ W ), where dim U = (k, l) and dim W = (p, q). Therefore, on A p,q k,l there also act Lie superalgebras gl(U) and gl(W ); hence, the universal enveloping algebra U(gl(U ⊗W )) also acts on A p,q k,l . The elements of the enveloping algebra will be called polarization operators. These operators commute with the natural gl(V )-action.
A set M of g-invariants will be called a basic one if the algebra of invariants coincides with the least subalgebra containing M and invariant with respect to polarization operators.
For every series of the classical Lie superalgebras (i.e., simple ones and their central extensions) we describe such a set M.
Introduce Z 2 -graded sets:
T = {1, . . . , k,1, . . . ,ē}, S = {1, . . . , p,1, . . . ,q}, I = {1, . . . , n,1, . . . , m}
here the odd elements are bared and even elements not bared and select bases in the spaces U, W , V : {u t } t∈T , {w s } s∈S , {l i } i∈I so that the parity of the vector of a basis coincides with the parity of the corresponding index. In V * , select the basis {e * i } i∈I left dual to {e i } i∈I . Denote: x ti = u t ⊗ e i ; x
Theorem . For the invariants of sl(V ) a basic set consists of a) basic invariants gl(V ); b) the collection of polynomials for
(v * t , v s ),
(v * t , v s ). In what follows we will show that there also exists an invariant polynomial Ω such that Ω 2 = (det(v s , v t ) s,t∈I0 ) 2r+1 .
Let osp(V ) be the Lie superalgebra preserving the tensor
The existence of an even osp(V )-invariant form determines an isomorphism of algebras and osp(V )-modules A p,q k,l = A p+k,q+l . Therefore, we may (and will) confine ourselves to the case k = l = 0.
Theorem . For the invariants of osp(V ) a basic set consists of
a) the scalar products (v s , v t ) for s, t ∈ S; b) the polynomial Ω.
1.4. Let dim V = (n, n)) and pe(V ) be the Lie superalgebra preserving the tensor i∈I0 (e * i ⊗ e * i + e * i ⊗ e * i )
Then the inner products
are pe(V )-invariants. The existence of an odd pe(V )-invariant form determines an isomorphism of algebras and pe(V )-modules A p,q k,l = A p+l,q+k . Therefore, we may (and will) assume that k = l = 0.
Theorem . For the invarians of pe(V ) a basic set is constituted by the inner products
(v s , v t ) for s, t ∈ S.
1.4.1.1. Corollary . The inner products form a system of generators of the algebra of pe(V )-invariants.
Theorem . For the invariants of spe(V ) a basic set is formed by a) the basic invariants for pe(V ); b) the polynomials
(v s , v t ) and p −k = ω * k s<t, s,t∈I1
(v s , v t ).
1.5. Let dim V = (n, n) and q(V ) be the Lie superalgebra preserving the tensor i∈I0 (e i ⊗ e * i + eī ⊗ e * i ).
Then the expression
[v * t , v s ] = (x it x * is + xī s x * is ) for any t ∈ T0, s ∈ S0 is a q(V )-invariant. Since there is an isomorphism of algebras A p,q k,l = A p+q k+l and q(V )-modules, we may (and will) assume that q = l = 0.
Theorem . For the invariants of q(V ) a basic set is the collection of inner products
Corollary . The inner products form a system of generators of the algebra of q(V )-invariants.
Let sq(V ) be the queertraceless subalgebra of q(V ). Let Z be a matrix of the form
In what follows we will prove that for any partition of λ
is a polynomial.
1.5.2. Theorem . A basic set for the invariants of sq(V ) is formed by a) the basic invariants for q(V ) and b) the polynomials q λ , where λ runs over all partitions of the form (1.5.1). §2. Preparatory theorems
where λ runs over the set of Young tableaux such that λ n+1 ≤ m and U λ and V λ are irreducible gl(U)-and gl(V )-modules corresponding to the tableaux λ.
Proof. By [S2] we have the following decompositions:
Here S λ and S µ are irreducible S k -modules corresponding to the tableaux λ and µ, respectively.
The following isomorphisms take place:
All these isomorphisms are gl(U) and gl(V )-isomorphisms.
2.2.
The following theorem is similar to Theorem II.5.A from [Wy] .
Theorem . Let g be a Lie subsuperalgebra in gl(V ). If M is a basic system of g-invariants in A n,m n,m , then M is also a basic system of invariants in the algebra A p,q k,l for any k, p ≥ n and q, l ≥ m.
Proof. Let U 1 ⊂ U, W 1 ⊂ W and dim U 1 = dim W 1 = (n, m). By Theorem 2.1 we have
where λ, µ are Young tableaux such that
where λ and µ are the same here as in the above expansion.
The embeddings U 1 ֒→ U and W 1 ֒→ W induce an embedding ϕ :
The elements of the space (A p,q k,l ) g λ,µ will be called g-invariants of type (λ, µ). Let f be a g-invariant highest vector of type (λ, µ) with respect to a Borel subalgebra in gl(U 1 ) ⊕ gl(W 1 ). If we select a Borel subalgebra in gl(U) ⊕ gl(W ) that preserves U 1 and W 1 , then f is still a highest vector for such a subalgebra. This proves that as a gl(U)
is generated by the subspace ϕ((A n,m n,m ) g λ,µ ) and the theorem is proved.
Remark . One can similarly show that a) if M is a basic system of invariants for A n,m , then it is a basic system of invariants for A p,q , where p ≥ n, q ≥ m; b) if M is a basic system of invariants for A n n , then it is also a basic system for any algebra
Notice that g A naturally acts on L A and on the algebra of functions on L A .
2.3. How to describe g-invariants in terms of the point functor. The following result from [S1] essentially means that if A is a Grassmann superalgebra with sufficiently large number of generators, then for the description of invariants of g or the corresponding Lie supergroup G it suffices to confine ourselves to A-points. We recall the language of points in Appendix. 
Theorem . Let
k,l and the space L A can be considered as the set of collections
and their parities coincide with parities of the corresponding indices. The vectors will be expressed by means of right coordinates and covectors by means of left coordinates:
If we consider the elements of the algebra
In gl(V ), introduce a Z-grading by setting
Denote by b + (V ) the Borel subalgebra which consists of even upper triangular matrices in the basis {e i } i∈I and let b − (V ) be the set of even lower triangular matrices.
We will apply similar notations to gl(U) and gl(W ). §3. Invariants for the Lie superalgebra gl(V )
Prooof of Theorem 1.1. By Theorem 2.2 it suffices to consider the case of the algebra A n,m n,m . By Corollary to Theorem 2.3 we have to consider functions on collections Proof. The case a) is obvious. b) Let λ = µ and χ λ , χ µ be highest weights of modules V λ , V µ with respect to b + (V ) and let us take the coordinates of the highest weight with respect to the Cartan subalgebra consisting of diagonal matrix units.
If γ = (1, . . . , 1, −1, . . . , −1), then χ λ − χ µ = kγ where k ∈ Z. Let k > 0; then (χ µ ) m > 0 and µ n ≥ m. Then λ n = k + µ n > m, i.e., both tableaux contain an n × m rectangle. The case k < 0 is treated similarly. Now, the statement of Lemma is completely proved.
Thus, sl(V )-invariants of type (λ, µ) distinct from gl(V )-invariants only exist if λ and µ correspond to typical modules and are equivalent.
Proof. Since the dimensions of both modules in ( * ) are the same, it suffices to show that the submodule in the left-hand side of the above equality generated by M ⊗ N coincides with the whole module.
Let us prove by induction on
is a g-invariant (perhaps equal to zero).
Proof: the straightforward verification with the help of the multiplication table for g. Let λ = (m n+k ), µ = (m + k) n ; then by Lemma 4.2 in the algebra A n,0
there exists an invariant of type (λ, µ). It is not difficult to see that this invariant is unique up to a constant factor. The submodule generated by this invariant is isomorphic to (Ber Π(V )) ⊗k . Similarly, in the algebra A 0,m
there exists a unique sl(V )-invariant of type (µ, λ) and the module generated by it is isomorphic to (Ber V )
⊗k . An explicit description of these invariants is given in Theorem 1.2 (polynomials f k ).
Lemma . For k ∈ N the polynomials
x * is , Π 10 = t∈I1, i∈I0
We have
where c 1 , c 2 , c 3 are nonzero constants.
Since the module corresponding to µ is a typical one, the equality (4.5.1) holds.
for this λ and, therefore, there exists only one invariant of type (λ, λ), namely,
On the other hand, ∆ * m Π 10 belongs to V λ ⊗ V * λ and is a gl(V ) 0 -invariant. Lemmas 4.3 and 4.4 imply (4.5.2).
Finally:
and by Lemma 4.4 this expression is a sl(V )-invariant. Proof is completed. 
it is an sl(V )-invariant and its weight corresponds to the tableaux λ and µ. The case k < 0 is treated similarly. §5. Invariants of the Lie superalgebra osp(V ) 5.0. Let dim V = (n, 2r) and osp(V ) be the Lie superalgebra described in §1. By Remark 2.2 it suffices to confine ourselves to the algebra A n,2r . From the point of view of Theorem 2.3 we have to describe the polynomials that depend on the set
and invariant with respect to the simply connected Lie group G A whose Lie algebra is (osp(V ) ⊗ A)0, where A is the Grassmann superalgebra with a sufficiently large number of generators. Denote by OSp(V ⊗ A) the subgroup of GL(V ⊗ A) whose elements preserve the inner product
and by SOSp(V ⊗ A) the subgroup of OSp(V ⊗ A) consisting of transformations with Berezinian 1.
It is not difficult to verify that SOSp(V ⊗ A) is precisely the group G A spoken about above.
Denote by O(V0) the orthogonal group that preserves the form
It is not difficult to verify that the invariance of an element of A n,m with respect to OSp(V ⊗A) is equivalent to the simultaneous invariance with respect to OSp(V ) and O(V0).
First, let us prove several lemmas.
Let us describe a basis in osp(V ) 1 . A nondegenerate form determines a map in gl(V ):
If S is a matrix of the form and P is the matrix of A in the same basis then
The statement on O(V0)-modules is obvious. Lemma is proved. 
Proof. Let us prove that (ind (M) has a natural filtration with g0-modules and as in the above lemma
This map induces a homomorphism ind
Consider the g-invariant bilinear form corresponding to this homomorphism:
Let u be a nonzero element from the left kernel of the form. There exists a filtration on the module T = ind
is trivial, then the statement of the lemma remains valid for the mutual g-and O(n)-invariants and mutual g0-and O(n)-invariants.
2) The following refinement of the lemma can be obtained: if m ∈ M is a g0-invariant, then the corresponding g-invariant vector u is of the form
Proof. Induction on dim V0.
If dim V0 = 0, then Theorem is proved in [Wy] . Let dim V0 = n > 0. It suffices to show that any invariant of type λ with λ n+1 ≤ 2r can be expressed in terms of inner products. First, let λ satisfy the condition λ n ≤ 2r.
Consider the algebra
If {v 1 , . . . , v n−1 , v1, . . . , v 2r } is a collection of vectors in general position from V ⊗ A, then after an orthogonalization we may assume that there exists g ∈ OSp(V ⊗ A) such that
. . , e n−1 , e1, . . . , e 2r ).
Let f ∈ A n−1,2r be an invariant with respect to OSp(V ⊗ A) and f the restriction of f to H. By the inductive hypothesis f is a function in inner products (v s , v t ), v s , v t ∈ H. Hence,
Now, let λ n > 2r but λ n+1 ≤ 2r. Then the gl(V )-module V * λ is a typical one and therefore . As is not difficult to verify for the orthogonal case and, similarly, for the symplectic case,
These conditions are equivalent to the fact that λ is even (all rows are of an even length). Lemmas 5.1 and 5.2 imply that if λ is typical, then
Further, for s, t ∈ I the inner products (v s , v t ) are algebraically independent. If we consider the algebra
This is a corollary of a general identity for λ-rings, see [M] , §5. This shows that if λ is typical and even, then there exists an invariant of type λ depending on inner products. The induction is completed and Theorem is proved.
Lemma . There exists an osp(V )-invariant Ω such that
Let λ = ((2r+1) n ); then dim W λ = 1, the module V * λ is typical, and V * λ = ind 
Therefore, Ω 2 = 0 but Ω 2 is an OSp(V ⊗ A)-invariant and its type is equal to ((4r + 2) n ). However, as is easy to see, the algebra S . Let he n = −e n and he i = e i , i = n. Then Ber (h) = −1 and f (hgL) = −f (gL). On the other hand, f (hgL) = f (gL); therefore, f = 0. This means that osp(V )-invariants distinct from inner products can be of type λ which only corresponds to a typical module. Therefore, we can apply Lemmas 5.1 and 5.2. The same arguments as in Theorem 5.3 yield that dim(V * λ ) osp(V ) = 1 if λ is typical and its first n rows are of odd length whereas the remaining rows are of even length and dim(V . (V * n ) and let ψ β be the invariant of type β highest with respect to
and is of type λ. Theorem is proved. §6. The invariants of the Lie superalgebra pe(V ) 6.1. Let dim V = (n, n). By remark to Theorem 2.2 it suffices to confine ourselves to the algebra A n,n . Denote by Pe(V ⊗ A) the subgroup in GL(V ⊗ A) whose elements preserve the inner products
This is the group corresponding to the Lie algebra of A-points of the Lie superalgebra pe(V ).
Then there is an isomorphism of vector spaces
Proof. The decomposition
n(n+1) is a basis in sp(V ) + . Consider two gradings of the module L:
We can similarly verify that l = n(n − 1). It is clear that m and n are sp(V )0 = sl(V0)-invariants. Conversely, if m and n are sl(V0)-invariants, then the straightforward verification shows that X + n and X − m are sp(V )-invariants. The statement on bijection is obvious. The lemma is proved.
Proof of Theorem 1.4. Induction on dim V0.
The case n = 1 is straightforward; let theorem hold for dim V0 = n − 1. Let us consider
, where dim V = (n, n). For the generic vectors
there exists g ∈ Pe(V ⊗ A) such that gv i ∈ Span(e 1 , . . . , e n−1 , e1, . . . , e n−1 ) = H.
Let f be the restriction of f to H; by the inductive hypothesis f is a polynomial in inner products but
it remains to demonstrate that the invariants in typical modules can be expressed in terms of inner products. Let λ be a tableaux of the form shown on . We have an isomorphism of sp(V )0-modules
and, therefore, M contains an sl(V0)-invariant if β + δ ′ − α is a multiple of γ = (1, . . . , 1). Once again by Lemma 6.1 the invariant is of the form X − m and, since we wish it to be pe(V )-invariant, we need it to be a gl(V0)-invariant. Its weight is equal to
i.e., α = β + γ and the tableaux λ should be of the form shown on Lemma . The polynomials ∆ * k s≤t, s,t∈I0
Proof.
Let us consider A = S . (V * n ) and let λ = ((n + 1) n ). Then, in A, there exists only one invariant of type λ:
On the other hand, by Lemma 6.1 we have
(the notation Π * 10 is defined in Lemma 4.5). Further, the vector ∆ * k+1 Π * 10 is a spe(V )0-invariant and gl(V ) + (∆ * k+1 Π * 10 ) = 0, therefore, by Lemma 6.1 we get an invariant X − (∆ * k+1 Π * 10 ). It is not difficult to verify that X − (∆ * ) = 0; hence,
Lemma is proved.
Lemma . The polynomials ω * k s≤t, s,t∈I0
(vs, vt) are spe(V )-invariant for k = 1, 2, 3, . . . .
Proof.
Let again λ = ((n + 1) n ). In A n,n , consider the vector
It is not difficult to verify that gl(W ) − (∆ * Π * 01 ) = 0 and ∆ * Π * 01 is a spe(V )0-invariant highest with respect to b + (W ) ⊕ gl(W ) − and of type λ. By Lemma 6.1 X + n is a spe(V ) (and even pe(V )) invariant and, clearly, it is highest with respect to b + (W ) ⊕ gl(W ) − . But such is also the invariant
(vs, vt).
(vs, vt). This implies that X + n = cdΠ − for c = 0. Now, consider the vector ω * k n. By similar arguments the expression
is an spe(V )-invariant. Dividing by d we get the statement of Lemma.
Lemma 7.1 implies that on the group Pe(V ⊗ A) there exists a multiplicative function
Let us denote this function by √ Ber(g) and denote by SPe(V ⊗A) the subgroup of Pe(V ⊗A) consisting of matrices g such that Ber(g) = 1 and denote by SSPe(V ⊗ A) the subgroup consisting of g such that √ Ber(g) = 1. SSPe(V ⊗ A) is a connected Lie group corresponding to the Lie superalgebra spe(V ).
7.3. Proof of Theorem 1.5. Let us find λ for which there exists a spe(V )-invariant of type λ (we consider invariants distinct from inner products). Let λ be atypical. Then an invariant of type λ, if any, belongs to the algebra S . (V * n−1 ⊕ Π(V ) * n−1 ) and there exists k ∈ Z such that
For generic vectors there exists g ∈ Pe(V ⊗ A) such that gv i ∈ Span(e 1 , . . . , e n−1 , e1, . . . , e n−1 ).
Then
Span(g −1 e n , g −1 en) ⊥ Span(e 1 , . . . , e n−1 , e1, . . . , e n−1 ).
By applying an appropriate transformation from Pe(1):
we may assume that g ∈ SSPe(V ⊗ A). Besides, f (hgL) = a k f (gL) = f (gL) and therefore if k = 0 then f = 0. Thus, λ should be typical. By applying Lemma 6.1 we deduce that there exists k > 0 and λ is of the form shown on Fig. 7.3 .
Finally, let us construct invariants of type λ. Let ϕ α be as in Theorem 6.1. Then ω * k Π − ϕ α and ∆ * k Π + ϕ α are the desired invariants. Theorem is proved. §8. Invariants of the Lie superalgebra q(V )
Denote by GQ(V ⊗ A) the subgroup in GL(V ⊗ A) that preserves the inner product
As was mentioned in Theorem 2.2, it suffices to confine to the algebra
8.1. Proof of Theorem 1.6. Let us consider a generic collection First, let us prove a theorem which for the Lie superalgebra q(V ) plays the same role as Theorem 2.1 plays for gl(V ).
Here U λ and V λ are irreducible q(U)-and q(V )-modules corresponding to λ and λ is a strict partition such that δ(|λ|) = 0 if |λ| is even 1 otherwise.
(For the definition of the module 2
Proof. According to [S1] we have
Theorem is proved.
Corollary . We have an isomorphism of q(V ) − q(W ) − q(U) trimodules:
and refer to the elements of this module as the elements of type (λ, µ). The invariants of type (λ, µ) will be called typical ones if λ n > 0.
The validity of the following lemma is not difficult to establish.
Lemma . Let g = q(V ), sq(V ) and h be a Cartan subalgebra in g, let g + be the linear span of positive roots and L the finite dimensional g-module generated by L g + . Then L is an irreducible g-module if and only if L g + is irreducible as h-module.
9.3. Lemma . Let λ and µ be strict partitions and λ n+1 = µ n+1 = 0. Then:
Since the even parts of Cartan subalgebras of q(V ) and sq(V ) are the same, then the modules V µ and V λ are non-isomorphic as sq(V )-modules for λ = µ and heading a) is proved. Let λ = µ and λ n = 0. Then by Lemma 9.1 (V λ ) q + (V ) is an irreducible module and by [S3] it is of the form
, where P λ is the polarization subordinate to the functional λ.
For h = Span(e 1 , . . . , e n , e1, . . . , en) set sh = Span(e 1 , . . . , e n , e1 − en, . . . , e n−1 − en). Since λ n = 0, then en belongs to the kernel of the form
Therefore, the restriction of the form b λ to (sh)1 is of the same rank as b λ . Therefore, the module (V λ ) q + (V ) remains irreducible as sh-module and the type of its irreducibility (G or Q) is the same as that of the h-module. This proves heading b).
Let n be even and
. Then we can verify that b λ (f, f ) = 0 and f ⊥ (sh)1. This proves that the restriction of the form b λ to (sh)1 is invariant but since dim(sh)1 = n − 1 is odd then, as the sh-module,
is of type Q as the h-module. Since the restriction of b λ to (sh)1 is nondegenerate and of an even rank, then (V λ )
is the direct sum I ⊕ πI, where I is an irreducible sh-module of type G. In other words, for λ n > 0 in the module 2 −δ(|λ|) V λ ⊗ V * λ there exists an additional sq(V )-invariant. This proves heading b) and Lemma.
Proof. By Lemma 9.3 for λ n > 0 there are two invariants in the module 2 −δ(|λ|) V λ ⊗ V * λ : one is an q(V )-invariant ϕ and another one is a sq(V )-invariant ψ. Hence, F ψ = 0 is, clearly, a q(V )-invariant; hence, F ψ = cϕ, c ∈ C. Setting ψ = ψ/c we get the statement of Lemma.
Lemma . Any sq(V )-invariant which is not a q(V )-invariant is of the form ϕqetY , where ϕ is a q(V )-invariant and Y is the same as in Theorem 1.7.
Proof. Let us take a Grassmann algebra A with sufficiently large number of generators and consider the elements of the algebra A n n as functions on the space of collections
Let f be an sq(V )-invariant which is not a q(V )-invariant and let M be the set of collections L such that {v 1 , . . . , v n } is a basis in (V ⊗ A)0. Denote by SQ(V ⊗ A) the subgroup of transformations from GQ(V ⊗A) whose queer determinant is equal to 1. Take g ∈ GQ(V ⊗A) such that ge i = v i and he i = e i + eīξ, heī = eī + e i ξ, where ξ = qet g/n.
Then hg −1 ∈ SQ(V ⊗ A) and
Lemma . Let ϕ be a q(V )-invariant. Then ϕqetY is a polynomial if and only if ϕ is a typical invariant.
Proof. First, let us prove that (in notations of Lemma 9.4) if qtrF = 1, then F (qetY ) = 1.
Indeed, let h be selected as in Lemma 9.5. Then
hence, F (qetY ) = 1. Let ϕ be a typical q(V )-invariant. Then by Lemma 9.4 there exists a unique sq(V )-invariant ψ such that ϕ = F ψ. On the other hand, by Lemma 9.5 ψ = ϕ 1 qetY , where ϕ 1 is a q(V )-invariant. Hence,
and, therefore, ϕqetY = ±ψ 1 is a polynomial. Since it is sq(V )-invariant, then by Lemma 9.2 it is a typical one and therefore ϕ = F (ϕqetY ) is also a typical invariant. Lemma is proved.
The above arguments show that to construct sq(V )-invariants it suffices to construct typical q(V )-invariants. One of the ways of such a construction is described in the following lemma.
9.7. Lemma . (Notations from Theorem 1.7.) For any partition λ such that
An idea of the proof.
For an irreducible representation π the functionals strπ (and qtrπ if the representation is of type Q) are q(V )-invariant elements of the algebra S
. (q(L)) * and if π λ corresponds to the irreducible module U λ then qtrπ λ (or strπ λ ) restricted to S |λ| (q(L) * ) is of type λ. The invariant elements are uniquely determined by their restrictions to a Cartan subalgebra in q (L) .
It is not difficult to verify that strπ λ (or qtrπ λ ) and p λ have the identical restrictions.
9.8. Proof of Theorem 1.7. Lemma 9.7 provides with a construction of a typical q(V )-invariant and Lemma 9.6 with the construction of an sq(V )-invariant of type λ which completes the proof of the theorem.
Appendix 0. Background A0.1. Linear algebra in superspaces. Generalities. A superspace is a Z/2-graded space; for a superspace V = V0 ⊕ V1 denote by Π(V ) another copy of the same superspace: with the shifted parity, i.e., (Π(V ))ī = Vī +1 . The superdimension of V is dim V = p + qε, where ε 2 = 1 and p = dim V0, q = dim V1. (Usually dim V is expressed as a pair (p, q) or p|q; this obscures the fact that dim V ⊗ W = dim V · dim W which is clear with the use of ε.)
A superspace structure in V induces the superspace structure in the space End(V ). A basis of a superspace always consists of homogeneous vectors; let Par = (p 1 , . . . , p dim V ) be an ordered collection of their parities. We call Par the format of the basis of V . A square supermatrix of format (size) Par is a dim V × dim V matrix whose ith row and ith column are of the same parity p i . The matrix unit E ij is supposed to be of parity p i + p j and the bracket of supermatrices (of the same format) is defined via Sign Rule:
if something of parity p moves past something of parity q the sign (−1) pq accrues; the formulas defined on homogeneous elements are extended to arbitrary ones via linearity.
Examples of application of Sign Rule:
we get the notion of the supercommutator and the ensuing notions of the supercommutative superalgebra and the Lie superalgebra (that in addition to superskew-commutativity satisfies the super Jacobi identity, i.e., the Jacobi identity amended with the Sign Rule). The superderivation of a superalgebra A is a linear map D : A −→ A such that satisfies the Leibniz rule (and Sign rule)
Usually, Par is of the form (0, . . . ,0,1, . . . ,1). Such a format is called standard. In this paper we can do without nonstandard formats. But they are vital in the study of systems of simple roots that the reader might be interested in.
The general linear Lie superalgebra of all supermatrices of size Par is denoted by gl(Par); usually, gl(0, . . . ,0,1, . . . ,1) is abbreviated to gl(dim V0| dim V1). Any matrix from gl(Par) can be expressed as the sum of its even and odd parts; in the standard format this is the block expression:
The supertrace is the map gl(Par)
Since str[x, y] = 0, the space of supertraceless matrices constitutes the special linear Lie subsuperalgebra sl(Par).
There are, however, two super versions of gl(n), not one. The other version is called the qeer Lie superalgebra and is defined as the one that preserves the complex structure given by an odd operator J, i.e., is the centralizer C(J) of J:
It is clear that by a change of basis we can reduce J to the form J 2n = 0 1 n −1 0 . In the standard format we have
On q(n), the queer trace is defined: qtr : A B B A → trB. Denote by sq(n) the Lie superalgebra of queertraceless matrices. Observe that the identity representations of q and sq in V , though irreducible in supersence, are not irreducible in the nongraded sence: take homogeneous linearly independent vectors v 1 , . . . , v n from V ; then Span(v 1 + J(v 1 ), . . . , v n + J(v n )) is an invariant subspace of V which is not a subsuperspace.
A representation is irreducible of general type or just of G-type if there is no invariant subspace, otherwise it is called irreducible of Q-type (Q is after the general queer Lie superalgebra -a specifically superish analog of gl); an irreducible representation of Q-type has no invariant subsuperspace but has an invariant subspace.
Superalgebras that preserve bilinear forms: two types. To the linear map F of superspaces there corresponds the dual map F * between the dual superspaces; if A is the supermatrix corresponding to F in a basis of the format Par, then to F * the supertransposed matrix A st corresponds:
The supermatrices X ∈ gl(Par) such that The usual notation for aut (B ev (m|2n) ) is osp(m|2n) or osp sy (m|2n). (Observe that the passage from V to Π(V ) sends the supersymmetric forms to superskew-symmetric ones, preserved by the "symplectico-orthogonal" Lie superalgebra sp ′ o(2n|m) or osp sk (m|2n) which is isomorphic to osp sy (m|2n) but has a different matrix realization. We never use notation sp ′ o(2n|m) in order not to confuse with the special Poisson superalgebra.) In the standard format the matrix realizations of these algebras are:
and t is the usual transposition.
A nondegenerate supersymmetric odd bilinear form B odd (n|n) can be reduced to the canonical form whose matrix in the standard format is J 2n . A canonical form of the superskew odd nondegenerate form in the standard format is Π 2n = 0 1 n 1 n 0 . The usual notation for aut (B odd (Par) ) is pe(Par). The passage from V to Π(V ) sends the supersymmetric forms to superskew-symmetric ones and establishes an isomorphism pe sy (Par) ∼ = pe sk (Par). This Lie superalgebra is called, as A. Weil suggested, periplectic. In the standard format these superalgebras are shorthanded as in the following formula, where their matrix realizations is also given:
The special periplectic superalgebra is spe(n) = {X ∈ pe(n) : strX = 0}. Observe that though the Lie superalgebras osp sy (m|2n) and pe sk (2n|m), as well as pe sy (n) and pe sk (n), are isomorphic, the difference between them is sometimes crucial.
A0.1.1. Projectivization. If s is a Lie algebra of scalar matrices, and g ⊂ gl(n|n) is a Lie subsuperalgebra containing s, then the projective Lie superalgebra of type g is pg = g/s.
Projectivization sometimes leads to new Lie superalgebras, for example: pgl(n|n), psl(n|n), pq(n), psq(n); whereas pgl(p|q) ∼ = sl(p|q) if p = q.
Appendix 1. Certain constructions with the point functor
The point functor is well-known in algebraic geometry since at least 1953 [Wi] . The advertising of ringed spaces with nilpotents in the structure sheaf that followed the discovery of supersymmetries caused many mathematicians and physicists to realize the usefulness of the language of points. F. A. Berezin [B] was the first who applied the point functor to study Lie superalgebras. Here we present some of his results and their generalizations.
All superalgebras and modules are supposed to be finite dimensional over C.
A0. What is a Lie
such that for "any" (say, finitely generated, or from some other appropriate category) supercommutative superalgerba C the space L(C) = Hom(SpecC, L), called the space of C-points of L is a Lie algebra and the correspondence C −→ L(C) is a functor in C.
Exercise . What is the set of C-points of a Lie superalgebra L given in the conventional definition as a superspace with a superskew-symmetric product satisfying super Jacobi identity?
Recall that S . applied to the odd superspace is understood in the supersence, i.e., as the ordinary Λ . applied to this space.)
A Lie superalgebra homomorphism ρ : L 1 −→ L 2 in these terms is a functor morphism, i.e., a collection of Lie algebra homomorphisms ρ C : L 1 (C) −→ L 2 (C) compatible with morphisms of supercommutative superalgebras C −→ C ′ . In particular, a representation of a Lie superalgebra L in a superspace V is a homomorphism ρ : L −→ gl(V ), i.e., a collection of Lie algebra homomorphisms ρ C :
Example. qtr is not a representation of q(n) according to the naive definition ("a representation is a Lie superlagebra homomorphism", hence, an even map), but is a representation, moreover, an irreducible one, if we consider odd parameters.
Thus, let g be a Lie superalgebra, V a g-module, Λ the Grassmann superalgebra over C generated by q indeterminates. Define ϕ :
Extend the ground field to Λ and consider Λ ⊗ V * and Hom Λ (Λ ⊗ V, Λ) as Λ ⊗ g-modules.
A1. Lemma . ϕ is a Λ ⊗ g-module isomorphism.
Proof. Since V is finite dimensional, ϕ is a vector space isomorphism over Λ; besides, it is obvious that ϕ is a Λ-module homomorphism. Now take
It is an easy exercise to prove that
Consider the composition of maps
where ϕ 1 (α) = 1 ⊗ α and ϕ 2 is a canonical embedding of a module in its symmetric algebra. The C-module homomorphism ϕ 2 • ϕ • ϕ 1 induces the algebra homomorphism
and, since the latter algebra is a Λ-module, we get an algebra homomorphism
Besides, both algebras possess a natural Λ ⊗ g-module structure.
A2. Lemma . ψ is a Λ ⊗ g-modules and Λ ⊗ g-algebras isomorphism.
Proof. Let us construct the inverse homomorphism. Consider the composition Hom Λ (Λ ⊗ V, Λ)
Since this composition is a Λ-module homomorphism, it induces the homomorphism ψ : S Λ (Hom Λ (Λ ⊗ V, Λ)) −→ Λ ⊗ S(V * ).
It is not difficult to verify that ψ •ψ| Hom Λ (Λ⊗V,Λ) = id;ψ • ψ| Λ⊗S(V * ) = id;
hence, ψ is an isomorphism andψ is its inverse. The following proposition shows that ψ is a Λ ⊗ g-module isomorphism and completes the proof of Lemma A2. Proof. Let a ∈ A. We may assume that a = a 1 . . . a n , where the a i ∈ M. Then for x ∈ g we have f (x(a 1 . . . a n )) = f ( ±a 1 . . . xa i . . . a n ) = ±f (a 1 ) . . . f (xa i ) . . . f (a n ) = ±f (a 1 ) . . . xf (a i ) . . . f (a n ) = x[f (a 1 ) . . . f (a n )] = xf (a 1 . . . a n ).
This proves Proposition and completes the proof of Lemma A2.
Now, let h be a Lie superalgebra over Λ and U be a Λ and h-module. Consider U0 as a C-module. Then, clearly, the natural embedding U0 −→ U is extendable to a Λ-module homomorphism ϕ : Λ ⊗ U0 −→ U. A4. Lemma . The homomorphism ϕ is an h0-module homomorphism.
Proof. Let x ∈ h0, ξ ∈ Λ and u ∈ U0. Then ϕ(x(ξ ⊗ u)) = ϕ(ξ ⊗ xu) = ξxu, xϕ(ξ ⊗ u) = xξu = ( by definition of a module over a superalgebra) ξxu.
Thus, the adjoint map
is also an h0-module homomorphism, therefore, by Proposition A3 the algebra homomorphism S Λ (Hom Λ (U, Λ)) −→ S Λ (Hom Λ (Λ ⊗ U0, Λ)) induced by this map is at the same time a h0-module morphism. Besides, by Lemma A2 the algebra S Λ (Hom Λ (Λ ⊗ U0, Λ)) is isomorphic as a Λ ⊗ h0-module and as an algebra to Λ ⊗ S(U * 0 ). In particular, they are isomorphic as h0-modules. Conversely, let θ(f ) be a g Λ -invariant. Let x ∈ g0. Then θ(1 ⊗ xf ) = θ((1 ⊗ x)(1 ⊗ f )) = (1 ⊗ x)θ(f ) = 0.
By Proposition A5 1 ⊗ xf = 0 and xf = 0. Let x ∈ g1, ξ ∈ Λ, p(ξ) =1. Then θ(ξ ⊗ xf ) = (ξ ⊗ x)θ(1 ⊗ f ) = 0 and again by Proposition A5 ξ ⊗ xf = 0; hence xf = 0 and therefore, f ∈ S(V * ) g g.
A7
. Remark. The point of the above lemmas and propositions is that while seeking invariant polynomials on V we may consider them as functions on V Λ invariant with respect to the Lie algebra g Λ . It makes it possible to apply the theory of usual Lie groups and Lie algebras and their representations.
A8. Remark. Let ϕ be an elementary automorphism (of the form θ β in Lemma 1.2.3 below) of the Lie algebra g0. Clearly, ϕ can be uniquely extended to an automorphism of the Lie superalgebra g. Let ϕ(h) = h, where h is a Cartan subalgebra of g. If i : S(g * ) g −→ S(h * ) is the restriction homomorphism, then, clearly, i(S(g * )
g
) ⊂ S(h * ) ϕ , where A ϕ is the set of ϕ-invariant elements of A.
A9. Proposition . Let A be a commutative finitely generated algebra over C without nilpotents, a = A ⊗ Λ(p). Let q ≥ p and f ∈ a be such that ϕ(f ) = 0 for any ϕ : a −→ Λ(q). Then f = 0.
Proof. Let ψ : A −→ C be an arbitrary homomorphism. Let us extend ψ to a homomorphism ϕ : a −→ Λ(q) setting ϕ = ψ ⊗ 1. If ξ 1 , . . . , ξ p are generators of Λ(p), f ∈ a and f = f i 1 ...i k ξ i 1 . . . ξ i k , then the condition ϕ(f ) = 0 yields ψ(f i 1 ...i k ) = 0 and, since ψ is arbitrary, then Proposition 5.3.1 in [Bu] shows that f i 1 ...i k = 0; hence, f = 0.
