Abstract-This paper proposes the two phase approximation method (2-PAM) based primarily on the concept of dynamic programming and metaheuristic. The multi-objective aggregate production planning (APP) model is solved by a pair of mathematical approaches. The desirability function approach was implemented to compromise all objectives of the aggregate production planning decision problem. The metaheuristic of bat and bee algorithms are first applied to provide the initial solutions in each stage. The dynamic programming approach is followed to combine all solutions. It was found that the results obtained from the proposed method based on bat algorithm can provide more effective and informative APP and more chance to achieve the optimal disaggregate plan when compared to the other variant of 2-PAM with bee algorithm.
I. INTRODUCTION
Conventional optimisation algorithms search for a single optimum based on a weighted sum of all objectives. If these objectives simultaneously get better or worse, mathematical approaches such as linear, non-linear and dynamic programming can effectively can guarantee global optimum. However, in real world problems if the objectives are conflicting and there is an increase in the number of decision variables, then there is not a single optimum and the number of evaluations of the recursive functions would exponentially increase. In order to find satisfactory solutions for these hard optimisation problems, meta-heuristics have been introduced to overcome the deficiencies of conventional algorithms. Meta-heuristics are widely used to solve complex problems in industry and services, in various areas and in this case it is applied to the engineering problem. Aggregate production planning (APP) is concerned with the determination of production, inventory, and work force levels. It has been used to plan the future process capacity to meet fluctuating or uncertain sales demand requirements over a medium-time horizon ranging from six months to one year. Conventionally, the scarce resources of the company are assumed to be constant during the planning horizon of interest and the planning eff ort is oriented toward the best utilisation of those resources, given the external demand requirements. The APP considers various operation strategies over appropriate scarce resources. They consist of hiring, overtime, layoffs, backorders, subcontracting and inventory level. An aim is to simultaneously optimise all customer requirements via multiple objectives over a fixed planning horizon. The data based on the APP model from Thai firm was coded for a computer simulation. An objective of this paper is to determine the proper scenario of the multi-objective aggregate production planning. This paper is organised as follows. Section II describes the multi-objective linear programming model of the APP. Sections III and IV are briefing about two variants of two phase approximation algorithms and computational results and analyses, respectively. The conclusion is also summarised and it is followed by acknowledgment and references.
II. MULTI-OBJECTIVE LINEAR PROGRAMMING MODEL OF AGGREGATE PRODUCTION PLANNING
The aim of this study is to consider every fine detail associated with the production process to find an optimal production loading plan with maximal profit by fulfilling market demand. It is then necessary to aggregate all useful information being processed. A firm considers the aggregate production loading plan via the various ways to cope with information fluctuations as well as the cost associated with them. The plan consists of production quantities by experienced workers at regular time and at overtime, and by non-experienced workers for each period of time. With the plans, decision-makers can also determine varying the production rate by introducing outside subcontracting, accumulating seasonal inventories or planning backorders. Later on, the detailed production scheduling process provides the specific quantities to be produced of each individual item. To achieve the optimal plan, three goals are usually considered in the literatures. Multiple objectives for the aggregate production planning (APP) are production and inventory levels including a change of workforce levels under uncertain demands. The first includes material, direct labor, and overhead costs. The third is associated with changes in the production rate of hiring, training, and laying off personnel. Because this problem has relative objectives which need to compromise advantages or disadvantages each other. The multi-objective APP model is formulated with proper policies. The APP model consists of N product types over T planned periods with uncertain forecasted market demands. It is very important to determine the proper levels of hiring, layoffs, inventory, overtime work, subcontracting and back orders including other decision variables [1] - [3] . Researchers have focused on various objectives such as maximal net profit, resource utilisation and customer service satisfaction. Some focus on minimal changes of production rate, workforce level and inventory investment. The following multi-objective linear programming model (MOLP) by Masuds and Hwang in 1980 is used in this current research [4] .
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This model consists of three minimal cost functions of the regular time production, product carrying or backordering and rates of labor level change. All expenses of raw materials and workers during production process are used to determine the regular time production cost. The decision maker (DM) compromises all three objectives of the APP by determining overall desirability. A desired degree of weight for each APP objective needs to be selected and the optimised decision variables could best compromise all desired objective functions based on the geometric mean [5] . Each objective function is transformed to the desirability function level with one side of minimisation. In each objective, when it is close to the desired value the desirability function value approaches 1. If any objective is not at an acceptable level the desirability function value approaches zero [6] .
III. TWO PHASE APPROXIMATION ALGORITHM (2-PAM)
Dynamic programming algorithm (DP) aims to optimise complicated and large problem. The sequential procedures are to break the original down into a collection of simpler subproblems. The DP then solves each of those just once, and memorises these solutions in storage space to be a reference for later use. The DP will examine the previously solved subproblems and will merge these solutions to give the best so far solution for the given problem in specific time periods. Rosenblatt proposed a subprocedure for the DP to develop an optimal solution for the dynamic facility layout problem. With T time periods or stages there are (N!)
T solutions or states; where N is the number of departments or locations. When considering all number of process layout combinations it is extremely time consuming. This problem is then simplified by applying only possible combinations in each period. Obviously, the recursive formulation is developed and the total cost for each of the layouts considered in the horizon is established be means of ignoring the worse solution with fewer stages. With Rosenblatt's dynamic programming subprocedure, in the planning discrete time period and the particular layout arrangement correspond to the stage and the state, respectively. Therefore, there are N! states in each of the T stages. The DP determines any layout arrangement for a given period that is excluded from the solution lists if the difference between the total cost of the arrangement and the cost of optimal static solution for that period is larger than the difference of the predetermined upper and lower bounds of the algorithm. Therefore, only the best static solutions for each stage need to be integrated. This algorithm can provide the optimal solutions for small problems but for very large and complex problems, exploring all possible states in each stage needs the capability software and hardware used to solve the problem. Let N' is the applicable number of the static assigning states in each stage. The main idea of this 2-PAM is different from the conventional one which provide the optimal solution when including all states in its procedure. However, for the 2-PAM when N' < N! , it then cannot guarantee the optimum since there are not all the possible static states included in the procedure. Concerning the powerful tools for selecting the best N' layouts in each period metaheuristics are then considered and the best so far solutions should finally lead to better solutions [7] - [8] . In this case the bat and bee algorithms are proposed to determine the possible solutions in each stage (Fig. 1) . For the first variant of the 2-PAM or 2-PAMBAT, the the best static solutions are generated by Bat algorithm. It has been developed by Yang in 2010 [9] . This algorithm mimics advanced capability of the so called echolocation of bats to detect and avoid obstacles. Naturally, the bats randomly fly at a position (x i ) with a velocity (v i ), a pulse frequency (f i ), wavelength (λ i ), pulse rate (r i ) and loudness (A i ) to search for prey. These previous fascinating characteristics of bats are used to sense the distance, the difference between food/prey and background barriers [10] - [11] . The optimisation procedures inspired by the natural idealised rules of defined pulse frequency and rate are used to determine the optimum of engineering problems. While searching for the target, the emitted pulse wavelength and frequency can be automatically adjusted by the following equations. [12] For the second variant, 2-PAMBEE, the possible solutions in each stage have been generated by with Bee algorithm. The population based search algorithm of Bee was first proposed by Pham and his colleague [13] . The Bee is inspired by the natural foraging behaviour of honey bees to successfully find the optimal solution with various engineering problems [14] - [16] . The Bee requires a number of parameters to be set, namely: number of scout bees (x 1 ), number of elite bees (x 2 ), number of patches selected out of x 1 visited points (x 3 ), number of bees recruited for regions visited by "elite bees" (x 4 ) and number of bees recruited for the other (x 3 -x 2 ) selected patches (x 5 ). Fig. 3 shows the pseudo code for the Bee in its simplest form. Fig. 3 . Pseudo code of the Bee Meta-heuristic [17] IV. COMPUTATIONAL RESULTS AND ANALYSES The sequential procedures of the two phase approximation algorithm (2-PAM) were conducted to find the optimum of the multi-objective APP decision model by Masuds and Hwang. This algorithm applied the bat and bee algorithms to the first phase of the 2-PAM. The Bat and Bee parameters and their levels are given in Tables I and II , respectively. These proposed methods applied the overall desirability level as a moving trigger while searching for the optimum [18] . A computer simulation program on both variants of the 2-PAMBAT and 2-PAMBEE was implemented in a Visual C#2008. The sequential procedures run until the termination criteria is at the satisfaction state as shown below. The comparisons are made for three scenarios based on inventory levels with the uniform distribution of U(0, 200) or S1 and U(200, 400) or S2 including the minimal level of 400 or S3. Using the DFA of the APP an aim is to simultaneously minimise all three objectives over a 6-month period. At the S1, S2 and S3 scenarios, all objectives seemed to be better at 0.654, 0.780 and 0.787 on the overall levels of decision making desirability (D), respectively (Tables III). The 2-PAMBAT seemed to provide the better level of decision making desirability over all scenarios. When the 2-PAM concept and its two variants of 2-PAMBAT and 2-PAMBEE were compared, the 2-PAMBAT seems to be better in terms of speed of convergence. The basic idea is the innovative feature based on the echolocation behavior controlled by loudness and pulse rate which guarantee a quick convergence of the algorithm to the optimal solution. The 2-PAMBEE seemed to obtain the better satisfaction level only when resources are limited. So, carrying or backordering units are necessary. When the performances of the 2-PAM with its variants of Bat and Bee were compared, the 2-PAMBAT seems to be better in terms of the mean desirability level of 0.7243 categorised by each objective function, but it is not statistically significant at 95% confidence interval (Table  IV) . 
V. CONCLUSION
The solutions or work force levels in the t-th period (W t ) based on preferable parameter settings of the Bat applied to the 2-PAM on all scenarios are shown in Table IV . The comparisons are made for three scenarios based on inventory levels with the uniform distribution of U(0, 200) or S1 and U(200, 400) or S2 including the minimal level of 400 or S3. From the numerical results, it seems that the selected choice of algorithm parameters is of importance for the convergence of the algorithm. Furthermore, an extension could be applied to enhance the performance of the 2-PAM when computational processes exceed the upper or lower limit. Product  1  2  3  Wt  S1  S2  S3  S1  S2  S3  S1  S2  S3  w1  0  0  0  0  0  0  0  0  0  w2  34  36  36  0  0  0  22  24  22  w3  43  45  44  0  0  0  42  40  38  w4  55  57  55  22  26  23  27  30  28  w5  55  57  55  49  50  50  4  5  4  w6  55  57  55  49  53  49  33  34  30 
