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Abstract
We study self-similar solutions of the thin-film equation
ht + (h
m
hxxx)x = 0 in {(x, t) : h(x, t) > 0}
with m ∈ (0, 4], that describe the lifting of an isolated touch-down point
given by an initial profile of the form hin(x) = |x|. This provides a mech-
anism for non-uniqueness of the thin-film equation with m ∈ (2, 4), since
solutions with a persistent touch-down point also exist in this case. In
order to prove existence of the self-similar solutions, we need to study a
four-dimensional continuous dynamical system. The proof consists of a
shooting argument based on the identification of invariant regions and on
suitable energy formulas.
Keywords: self-similar solutions, thin-film equation, non-uniqueness
AMS subject classification: 35K65, 34A34, 76D27
Short title: Self-similar lifting in the thin-film equation.
1 Introduction
We consider the family of thin-film equations
ht + (h
mhxxx)x = 0 in {(x, t) : h(x, t) > 0} (1)
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for m ∈ (0, 4]. In particular, we study solutions that exhibit self-similar lifting
of an initial profile with a touch-down point of the form hin(x) = a|x| (a > 0)
for m ∈ (0, 4]. This situation is relevant for the merging process of two adjacent
droplets. Our result also gives an explicit example of the known non-uniqueness
of weak solutions exhibited by (1) as we explain below. Before we state our
results and put them into context, let us recall some properties of (1).
The model (1) describes the spreading of a liquid film on a substrate with
height profile h(x, t) whose evolution is driven by capillary effects. It can be
derived formally from the Navier-Stokes equation in the so-called regime of
lubrication approximation. The exponent m > 0 is determined by the precise
boundary conditions imposed at the liquid–solid interface. In particular, the
case m = 3 is related to imposing a no-slip condition at this interface, while the
case m = 2 corresponds to a Navier-slip condition [22, 31]. The case of more
general mobility m > 0 can be derived using certain generalized Navier-slip
type conditions, see e.g. [1, 8, 20, 29]. Furthermore, for m = 1, (1) arises as the
lubrication approximation of the Hele-Shaw flow [11].
Equation (1) is a degenerate fourth order parabolic equation, formulated
on a domain with a free boundary. Note that, while the equation is parabolic
on the positivity set of h, the parabolicity degenerates at the points where h
vanishes. Solutions of (1) formally satisfy a dissipation relation, namely, for
positive smooth solutions h > 0, it is given by (see e.g. [4])
1
2
d
dt
( ∫
R
h2x dx
)
+
∫
R
hmh2xxx dx = 0. (2)
In this paper we use the following notion of weak solution of (1), see also
[3, 4, 7]:
Definition 1.1 (Weak Solution). Let t0 ≥ −∞ and let I = [t0,∞). Then
h ∈ C0(I ×R) ∩ L∞(I,H1loc(R)) such that hm/2hxxx exists in the distributional
sense and ∫
R
|hm/2hxxx|2 dx <∞ for a.e. t > t0. (3)
is called a weak solution of (1) if h ≥ 0 and for all ψ ∈ C∞c (I × R), we have∫
I
∫
R
hψt dx ds +
∫
I
∫
{h>0}
hmhxxxψxdx ds = 0. (4)
The function hin ∈ C0(R) is called initial data if h(x, t)→ hin(x) as t→ t0.
Remark 1.2 (Dissipation). The expression hm/2hxxx in (3) is understood in
the distributional sense. We notice that this definition differs from the a.e.
pointwise definition for m ∈ (0, 2). For example, for the cone h(x) = |x| we
have hmhxxx = 0 a.e. x ∈ R. However, understood in the distributional sense,
we have hxxx = δ0,x (the derivative of a Dirac mass at zero). By an argument
based on integration by parts, it follows that h
m
2 hxxx = |x|m/2δ0,x is not well-
defined if m ≤ 2 and vanishes if m > 2 (see e.g. [13]). This shows that
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h(x) = a|x| with a > 0 are stationary weak solutions of (1) in the sense of
Definition 1.1 if and only if m > 2.
Remark 1.3 (Contact angle). The Definition 1.1 of weak solutions does not
include a contact angle condition. Including such a condition for weak solutions
is not straightforward since their regularity is not sufficient to control the first
derivative point-wise. We note that there are other definitions of weak solutions.
In particular, there is one that requires additional regularity (which leads to the
so-called entropy solutions) that implies zero contact angle (see, for instance,
[3, 4, 7] -one space dimension- and [9, 12] -several space dimensions). There
are also formulations of weak solutions for a prescribed non-zero contact angle.
This is a more delicate issue, since the corresponding solutions are less regular.
We refer the reader to [30] for m = 1, and to [10] for a different notion of weak
solution that modifies the energy (2) and is valid for m ∈ (0, 3).
In the context of (1), the rupture of a droplet into two droplets and, reversely,
the merging of two droplets into a single droplet, corresponds to a topological
change of the positivity set {h > 0}. In this work, we consider the situation
when the positivity set initially consists of two connected components which
are separated at a single touch-down point in the specific case hin(x) = a|x|.
For this initial data and for m ∈ (0, 4), we show that there exist self-similar
solutions which display lifting of the touch-down point. These solutions are
weak solutions in the sense of Definition 1.1. For completeness, we also consider
the case m = 4 which corresponds to lifting from an ’initial’ negative infinite
time. On the other hand, h(x) = a|x| (a > 0) is a stationary weak solution of
(1) for m > 2 (see Remark 1.2); hence our results yield a special mechanism of
non-uniqueness for solutions of (1).
The non-uniqueness of weak solutions for m ∈ (0, 5) has been shown by
Beretta, Bertsch and Dal Passo in [3]. In order to show this, the authors regu-
larize (1) and this allows to construct solutions which stay positive, while other
solutions for the same initial data vanish at some specific points in space. The
self-similar solutions obtained in the current paper yield a mechanism on how
this non-uniqueness may take place at isolated touch-down points (we refer also
to the discussion at the end of Section 2). For existence theory of weak solutions
of (1), we refer to, e.g., [3, 4, 7] in the one-dimensional case, and to [9, 12, 23]
in the case of higher space dimensions. Corresponding results on existence and
uniqueness of classical solutions have been addressed in, e.g., [16, 18, 19, 25, 26],
see also [21]. A well-posedness result for m = 1 in the case of partial wetting is
included in [27, 28].
Most of the analysis on self-similar solutions of (1) has focused on the study
of source-type solutions. In, e.g., [6], it has been shown that source-type self-
similar solutions exist for all m ∈ (0, 3), but not for m = 3; for a corresponding
result in higher space dimensions, we refer to [15]. These results are consistent
with the conjecture that droplet spreading is not possible form ≥ 3 (see [14, 24]).
Additional regularity up to the moving boundary of the source-type self-similar
solutions with m ∈ (32 , 3) is studied in [17]. A source-type self-similar solution
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with zero-contact angle and where a portion of the boundary may undergo
drainage is studied in [5] for m ∈ (0, 3).
Structure of the paper. In Section 2, we state our main results on the
existence of solutions which exhibit self-similar lifting. The proof of the theorem
is given in Section 3. In the Appendix, we formally derive the behavior of the
profile for two identical droplets merging in a self-similar way.
2 Statement of the results
We consider initial data with an isolated touch-down point at the origin, i.e.
hin(0) = 0 and hin(x) > 0 for x 6= 0. (5)
Moreover, we assume that the initial data is symmetric around this point,
hin(−x) = hin(x), with non-zero slope on both sides, i.e.
lim
x→0
|hin,x(x)| = a for some a > 0. (6)
We consider the existence of a self-similar solution of the form
−3 −2 −1 0 1 2 3
0
0.5
1
1.5
2
2.5
3
x
h
Figure 1: The picture shows solutions h(x, t) = tαf(|x|/tα), where f satisfies
(10)–(12) with m = 2 and for t ∈ [0.01, 1.01) at increments of size 0.2. The
solution is calculated using the ODE solver ode45 of MATLAB (a fourth order
Runge-Kutta algorithm) by iterating in the shooting parameter κ.
h(x, t) = t
1
4−m f(y) , y =
|x|
t
1
4−m
if m ∈ (0, 4) (7)
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for x ∈ R and for some f : [0,∞)→ R. In order to preserve the linear behavior
of solutions in the outer region away from the touch-down point, we require (see
below) that f grows linearly as |y| → ∞. For m = 4, we also consider solutions
of the form:
h(x, t) = etbf(y) , y =
|x|
etb
, (8)
where b > 0 is a free parameter. For m ∈ (0, 4), the solution is defined for t > 0,
while the problem is formulated for t ∈ R when m = 4. With this ansatz and
defining the parameter
α :=


1
4−m if m ∈ (0, 4),
b if m = 4,
(9)
the equation (1) becomes the fourth order ODE
α (f − yfy) + (fmfyyy)y = 0 for y ∈ (0,∞). (10)
By our assumption that the solution is even, we have fy(0) = fyyy(0) = 0, which
leaves the two free parameters f(0) and fyy(0). In view of the scaling invariance
(y, f) 7→ (λy, λ 4m f) for any λ > 0 of (10), it is enough to consider the initial
conditions f(0) = 1, fyy(0) = κ for some κ ∈ R. Summarizing, we look for a
solution of (10) which satisfies the initial conditions
f(0) = 1, fy(0) = 0, fyy(0) = κ > 0, fyyy(0) = 0, (11)
and which satisfies the behavior
f(y)
y
→ a > 0 as y →∞, (12)
for some a > 0 which is not prescribed a priori.
Our main result states the existence of a solution for the problem (10)–(12)
for m ∈ (0, 4]:
Theorem 2.1 (Existence of a self-similar solution).
(i) Let m ∈ (0, 4). Then there exists κ ∈ (0,√12α) and a > 0 such that the
problem (10)–(12) has a solution.
(ii) Let m = 4 and let b > 0. Then there exists κ ∈ (0,√12α) and a > 0 such
that the problem (10)–(12) has a solution that satisfies
f(y) = ay +Re[Ky1+z0 ] + o(y1+Re(z0)) as y →∞ (13)
for z0,K ∈ C with Re(z0) < −1. Here, z0 is the root of (1−z2)(2+z)+ ba4
with the largest negative real part and, for definiteness, with Im(z0) ≥ 0.
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Using the scaling invariance of the equation, for m ∈ (0, 4) we obtain a
solution f of (10)–(12) for any prescribed slope a at infinity (the corresponding
solution does not necessarily satisfy the condition f(0) = 1). For m = 4,
the same type of rescaling leaves the slope at infinity invariant. However, by
rescaling in y but not in f (preserving the condition f(0) = 1) we obtain a
solution of the rescaled equation for some b > 0, with the desired slope at
infinity. As a consequence of Theorem 2.1, the thin-film equation (1) with
initial data hin(x) = a|x| admits a solution which exhibits self-similar lifting for
any prescribed slope at infinity:
Corollary 2.2 (Self-similar lifting for the thin-film equation).
(i) Let m ∈ (0, 4). Then, for any a > 0, there exists a weak solution h of (1)
with initial data hin(x) = a|x| of the form (7).
(ii) Let m = 4. Then, for any a > 0, there exists b > 0 and a self-similar weak
solution h of (1) of the form (7), defined for all t ∈ R, and such that
h(x, t) = a|x|+Re
[
K
( |x|
ebt
)1+z0]
+ o
(( |x|
ebt
)1+Re(z0))
uniformly as t→ −∞ for x ∈ [−R,R] for any fixed R > 0. Here, K, z0 ∈
C are the same constants as in Theorem 2.1.
It is an open question whether the self-similar solution in Theorem 2.1 is
unique.
For m ∈ (0, 4), the solution in Corollary 2.2 describes lifting at time t = 0.
For m = 4, the solution is defined for all t ∈ R and describes lifting in infinite
time, in the sense that the cone h(x) = a|x| is approached in the limit t→ −∞.
Note that the corresponding solutions do not represent lifting if m > 4, but
instead, such solutions would convergence to the cone as t→∞. In fact, we do
not expect that lifting is possible in this case. It is an open question whether
the self-similar solution in Theorem 2.1 is unique.
Figure 1 illustrates the evolution given by the self-similar solutions for the
case m = 2.
Finally, we recall that the self-similar solutions obtained in this paper can
be understood as locally describing the merging of two adjacent droplets. In the
Appendix, we present the formal asymptotics of two initially stationary identical
droplet that meet at an isolated touch-down point. The construction of these
solutions should follow from a combination of the arguments in this paper with
a suitable localization argument.
Strategy of the proof. The proof of Theorem 2.1 is based on a shooting
argument with shooting parameter κ = fyy(0). We first identify two invariant
regions Σ±. We show that any solution which enters the invariant Σ− region
(related to small κ) exhibits touch-down to zero at some finite y∗ > 0, i.e.
f(y∗) = 0 and f(y) > 0 for all y ∈ (0, y∗) (14)
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for some y∗ ∈ (0,∞). On the other hand, solutions which enter the invariant
region Σ+ (related to large κ) exhibit at least quadratic growth, i.e.
f(y) ≥ cy2 for all y ∈ (0,∞) (15)
and for some c > 0. We then invoke the energy formula
d
dy
(
α
(
ffy − 1
2
y(fy)
2
)
+ fmfyyfyyy
)
=
α
2
f2y + f
mf2yyy, (16)
(obtained by multiplying (10) with fyy) and another energy identity (see Lemma 3.4)
to show that there are solutions that fall into neither of these invariant regions.
The proof is then concluded by showing that these solutions necessarily satisfy
the linear growth (12).
Discussion: The self-similar solutions found in the current work give a
specific mechanism of non-uniqueness related to topological changes of the pos-
itivity set of the solution. Namely, we show that if m ∈ (2, 4) there are at least
two weak solutions, one that is the stationary solution hin(x) = a|x| and another
solution exhibiting self-similar lifting. We note that, since the initial condition
for the self-similar solution represent stationary solutions, the lifting can in prin-
ciple occur at any time, thus giving an infinite set of solutions with the same
initial data. We believe that for other initial data with, e.g., hin(x) ≈ |x|β for
small |x|, other type of self-similar lifting solutions may also exist.
For weak solutions in the sense of Definition 1.1 with initial data hin(x) =
a|x|, our result suggests the following picture:
(i) If m ∈ (0, 2], there exists a unique weak (self-similar) solution that lifts
up.
(ii) If m ∈ (2, 4), there exists a stationary solution as well as infinitely many
solutions which exhibit lifting at arbitrary time.
(iii) If m ≥ 4, there exists a unique weak solution that is hin(x) = a|x|.
The statements (i) and (iii) are conjectures while (ii) follows from Corollary 2.2.
While the stationary solutions h(x) = a|x| for m ∈ (2, 4) are weak solutions
with zero dissipation, our self-similar solutions have finite positive dissipation
(see Corollary 3.11). This raises the natural question as to whether the criterion
of maximum dissipation yields uniqueness of weak solutions.
It is now pertinent to compare our results with the non-uniqueness result
of weak solutions by Beretta, Bertsch and Dal Passo. More precisely, in [3],
the authors show non-uniqueness for weak solutions of (1) on a finite interval
for m ∈ (0, 5). They show the existence of entropy solutions for m ∈ (0, 5)
which converge to their mean as t → ∞ and become strictly positive in finite
time for non-trivial initial data. Furthermore, they show that for any m > 0
there exist weak solutions satisfying (2)–(4), there are ones that preserve touch-
down points in space and time if m ∈ (0, 3), and others that have fixed compact
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support in space and time ifm ≥ 3. As a consequence, weak solutions with finite
dissipation, i.e. solutions satisfying (4) and (2), are not unique if m ∈ (0, 5).
In particular, Theorem 3.2 in [3] implies that for m ≥ 3 there exists a positive
solution if the initial data hin is sufficiently large near the touch–down points.
For initial data of the form |x|β , the condition is satisfied if β ∈ (0, 1m−3 ) for
m 6= 3 (and arbitrary β if m = 3). It would be interesting to show whether
lifting can be realized by self-similar lifting with such initial data. On the other
hand, uniqueness of entropy solutions is still an open question (see also [10,
Theorem 5.1 and 5.2]).
3 Proof of the results
3.1 Reformulation of the problem and invariant regions
We write (10) as a system of four first order equations, where the new variables
are adapted to the scaling invariance of (10). Namely, we introduce
Φ :=
f
y
4
m
, W :=
yfy
f
, Q := y
2
3 f
m−3
3 fyy, Z := y
1
3 f
2m−3
3 fyyy, (17)
and the independent variable ξ ∈ R by
y = eξ . (18)
In terms of (Φ,W,Q,Z) and ξ, (10) turns into the following system of four first
order ordinary differential equations:

dΦ
dξ
= Φ
(
W − 4
m
)
,
dW
dξ
=
Q
Φ
m
3
+W (1−W ),
dQ
dξ
=
(2
3
+
m− 3
3
W
)
Q+
Z
Φ
m
3
,
dZ
dξ
= α
W − 1
Φ
m
3
+
(1
3
− m+ 3
3
W
)
Z.
(19)
We use the compact notationX = (Φ,W,Q,Z) to denote any point in the phase-
space associated to the dynamical system (19). We shall also write X(·;κ) as
the solution of (19) that corresponds to the solution of (10)–(11) when we want
to explicitly indicate the dependence on the value of κ.
We find the following invariant regions of (19):
Lemma 3.1 (The invariant regions Σ±).
(i) The domains
Σ± :=
{
(Φ,W,Q,Z) ∈ R4 : Φ > 0, ±(W − 1) > 0, ±Q > 0, ±Z > 0}
are invariant regions for the dynamical system (19).
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(ii) If X(ξ) ∈ Σ+ for some ξ ∈ R, then the solution exhibits the behavior (15).
(iii) If X(ξ) ∈ Σ− for some ξ ∈ R, then the solution exhibits the behavior (14).
Proof. (i): Suppose that X(ξ0) ∈ Σ+ for some ξ0 ∈ R. We first note that by
the first equation in (19), the condition Φ > 0 is preserved for ξ > ξ0. From
the second equation in (19) and since Q > 0, we get Wξ ≥ W (1 −W ) which
implies that the property W > 1 is preserved as long as Q > 0. From the third
equation in (19) and since Z > 0, we get that the property Q > 0 is preserved
as long as Z > 0. From the fourth equation in (19) and since W > 1, we get
Zξ ≥ (13 − (1 + m3 )W )Z which implies that the property Z > 0 is preserved as
long as W > 1. This shows that the region Σ+ is invariant, i.e. X(ξ) ∈ Σ+ for
all ξ ≥ ξ0. The argument for the invariance of Σ− proceeds analogously.
(ii): Suppose that X ∈ Σ+ for all ξ > ξ0 and some ξ0 ∈ R. Since Q > 0
and Z > 0, we have fyyy > 0 and fyy > 0 by the definition of Z and Q, and
hence fyy(y) > fyy(y0) > 0 for all y ≥ y0 = eξ0 . In particular, f ≥ Cy2 for all
y ≥ y0 for some C > 0 which depends on y0. Since f > 0 and f is continuous
in (0, y0), we obtain (15).
(iii): Suppose that X ∈ Σ− for all ξ ≥ ξ0 and some ξ0 ∈ R. Using the first
equation in (19), we calculate
Φ
m
3 (ξ)
(19)
=
(
Φ(ξ0) exp
(∫ ξ
ξ0
(
W (s)− 4
m
)
ds
))m
3
(20)
= C exp
(∫ ξ
ξ0
(
m
3
W (s)− 4
3
)
ds
)
. (21)
Since Z < 0, from the third equation in (19) we obtain
Q(ξ) < −C exp
( ∫ ξ
ξ0
(
2
3
+
m− 3
3
W (s)
)
ds
)
< 0 for ξ ≥ ξ0. (22)
Using the second equation in (19) together with (20) and (22), we obtain
dW (ξ)
dξ
< −C exp
( ∫ ξ
ξ0
(2−W (s))ds
)
+W (ξ)(1 −W (ξ)) for ξ ≥ ξ0.
Since W < 1, this implies Wξ ≤ −Ceξ for ξ sufficiently large. It follows that
W < 0 eventually and hence fy < 0 for sufficiently large y = e
ξ. Since Q < 0
and hence fyy < 0, it follows that there is y
∗ > 0 with f(y∗) = 0.
The next lemma relates the value of κ to the invariant regions Σ±:
Lemma 3.2 (The case of large and small κ).
(i) If κ < 0, then X(·;κ) enters Σ−, i.e. there is ξ0 ∈ R with X(ξ0;κ) ∈ Σ−.
(ii) If κ >
√
12α, then X(·;κ) enters Σ+, i.e. there is ξ0 ∈ R with X(ξ0;κ) ∈
Σ+.
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Proof. (i): If κ < 0, (10) and (11) imply that for a small enough y0 = e
ξ0 > 0
we have W (ξ0) < 0, Q(ξ0) < 0 and Z(ξ0) < 0 and hence X(ξ0;κ) ∈ Σ−.
(ii): By integrating (10) once, we get fm(y)fyyy(y) = α
∫ y
0
(sfs(s)−f(s))ds.
Since (yfy − f)y = yfyy and (yfy − f)(0) = −1, we obtain
fyyy(y) =
α
fm(y)
( ∫ y
0
∫ s
0
rfrr(r) drds − y
)
. (23)
Let y ∈ (0,∞] be the largest value such that the solution is defined and fyy(y) >
κ
2 for all y ∈ I := (0, y). For y ∈ I, we have fy(y) > 0 and f(y) > 1. By (23)
we also have fyyy(y) > −αy and hence fyy(y) ≥ κ−αy
2
2 for y ∈ I. In turn, this
implies y∗ :=
√
κ/α ∈ I. We thus have fyy(y) ≥ κ2 for all y < y∗ and hence
fyyy(y
∗)
(23)
≥ αy
∗
fm(y∗)
( κ2
12α
− 1
)
> 0 if κ >
√
12α. (24)
This implies Z(ξ∗) > 0 where y∗ = eξ
∗
. Clearly, we have fyy(y
∗) > 0 and hence
Q(ξ∗) > 0. We also calculate
y∗fy(y∗)− f(y∗) =
∫ y∗
0
sfss ds− 1 ≥ κ
2
4α
− 1 > 0 if κ >
√
12α,
which implies W (ξ∗) > 1 by the definition (17) of W . The above calculations
hence yield X(ξ∗;κ) ∈ Σ+ if κ >
√
12α.
We can now conclude that there exist values of κ such that the corresponding
solutions to (10)–(11) enter neither of the invariant regions:
Lemma 3.3 (Shooting argument). Let
I± := {κ ∈ R : X (ξ;κ) ∈ Σ± for some ξ > 0} , I0 := R\(I+ ∪ I−).
Then, the sets I± ⊂ R are open, nonempty and disjoint and, hence, I0 6= ∅.
Proof. By definition, the sets Σ± are open. By the continuous dependence of
solutions on the initial data, the sets I± are hence also open. By Lemma 3.1,
the sets I± are disjoint. By Lemma 3.2, the sets I± are non-empty.
In order to conclude the proof of Theorem 2.1 we have to characterize the
behavior as ξ → ∞ of the solutions with initial condition in I0 and show that
this corresponds to (12). We do this in the next two sections.
3.2 Energy formulas and corollaries
The following two energy formulas are essential for the proof of Theorem 2.1:
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Lemma 3.4 (Energy Formula I). We define E1(y) by
E1(y) := α
(
ffy − 1
2
yf2y
)
+ fmfyyfyyy. (25)
Then, if f is a smooth solution of (10), E1 is an increasing quantity with
d
dy
E1(y) =
α
2
f2y + f
mf2yyy . (26)
In particular, if f solves (10)–(11), then E1(0) = 0 and E1(y) > 0 for all y > 0.
Proof. Multiplying (10) by fyy we get
0 = α (ffyy − yfyfyy) + (fmfyyy)yfyy
=
(
α
(
ffy − 1
2
yf2y
)
+ fmfyyyfyy
)
y
+ α
(− f2y + 12f2y
)− fmf2yyy,
and rearranging terms we obtain the result.
Lemma 3.5 (Energy Formula II). We define E2(y) by
E2(y) := − α
2y
(f − yfy)2 + fmfyyfyyy. (27)
Then, if f is a smooth solution of (10), E2 is an increasing quantity with
d
dy
E2(y) =
α
2y2
(f − yfy)2 + fmf2yyy. (28)
In particular, if f is a solution of (10)–(11) then limy→0+ E2(y) = −∞.
Proof. We start from the energy formula of Lemma 3.4. We calculate
α
d
dy
(
− f
2
2y
)
= α
(
− ffy
y
+
f2
2y2
)
. (29)
We then take the sum of this identity with the first energy equality (26),
d
dy
(
α
(
ffy − 1
2
yf2y
)
+ fmfyyfyyy
)
=
α
2
f2y + f
mf2yyy.
Taking the sum completes the squares in both sides of the resulting equation
and thus yields the assertion of the lemma.
Remark 3.6. In the variables (17) and (18), the energy formula for E1 of
Lemma 3.4 becomes
d
dξ
(
e
8−m
m ξΦ2
(− α
2
W (W − 2) +QZ)) = e 8−mm ξΦ2(α
2
W 2 +
Z2
Φ
3
m
)
(30)
and the energy formula for E2 of Lemma 3.5 takes the form
d
dξ
(
e
8−m
m ξΦ2
(− α
2
(W − 1)2 +QZ)) = e 8−mm ξΦ2(α
2
(W − 1)2 + Z
2
Φ
3
m
)
. (31)
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With the aid of these energies we now show the following lemma:
Lemma 3.7. Let κ ≥ 0 and X(·;κ) = (Φ,W,Q,Z) be the corresponding solution
of (19). Then:
(i) If W (ξ∗) < 0 for some ξ∗ ∈ R, then X(ξ∗;κ) ∈ Σ−.
(ii) If W (ξ∗) > 2 for some ξ∗ ∈ R, then X(ξ∗;κ) ∈ Σ+.
Proof. If κ = 0, then the solution satisfies W (ξ) = Q(ξ) = Z(ξ) = 0 for all
ξ ∈ R and there is nothing to prove. Hence, in the following we assume that
κ > 0. By the initial conditions, we have W (ξ) → 0 as ξ → −∞ and since
κ > 0, we also have W (ξ) ∈ (0, 2) for ξ sufficiently small.
(i): Suppose that W (ξ∗) < 0 for some ξ∗ ∈ R and let
ξ¯ = min {ξ ∈ R : W (ξ) = 0} . (32)
SinceW ∈ (0, 2) for ξ sufficiently small and sinceW is continuous, the minimum
exists and we have −∞ < ξ¯ < ξ∗ < ∞. By the definition of ξ¯, we have
Wξ(ξ¯) ≤ 0. On the other hand, by the second equation in (19), we haveWξ(ξ) =
Q(ξ¯)/Φ
m
3 (ξ¯) and hence Q(ξ¯) ≤ 0. By Lemma 3.4, we have E1(y) > 0 for all
y > 0. In view of Remark 3.6, this implies
−α
2
W (ξ¯)(W (ξ¯)− 2) + (QZ)(ξ¯) = (QZ)(ξ¯) > 0. (33)
Since Q(ξ¯) ≤ 0, this yields Q(ξ¯) < 0 and Z(ξ¯) < 0. This finally implies that
X(ξ¯;κ) ∈ Σ− and Lemma 3.1 implies the assertion.
(ii): Suppose now that W (ξ∗) > 2 for some ξ∗ ∈ R. We define
ξ¯ = min {ξ ∈ R : W (ξ) = 2} . (34)
SinceW ∈ (0, 2) for ξ sufficiently small and sinceW is continuous, the minimum
exists and we have−∞ < ξ¯ < ξ∗ <∞. By the second equation in (19) we obtain
Q(ξ¯) ≥ 0. Arguing as before, we also deduce that (QZ)(ξ¯) > 0, thus we get
Q(ξ¯) > 0 and Z(ξ¯) > 0. This implies X(ξ¯;κ) ∈ Σ+ and (ii) follows.
Solutions exhibiting touch-down in finite time enter the invariant region Σ−:
Lemma 3.8. Let κ ∈ R and let X(·;κ) = (Φ,W,Q,Z) be the corresponding
solution for the dynamical system (19). If the maximal time of existence ξM is
finite, then, there exists ξ¯ < ξM with X(ξ¯;κ) ∈ Σ−.
Proof. If κ < 0 or κ ≥ 0 andW (ξ) < 0 for some ξ ∈ (0, ξM ), then by Lemma 3.2
and Lemma 3.7, the solution enters Σ− and there is nothing to prove. We hence
assume that κ ≥ 0 and W (ξ) ≥ 0 for all ξ ∈ [0, ξM ). Then the first equation in
(19) yields Φ(ξ) ≥ c0e− 4ξm as long as the solution is defined. By standard ODE
theory, this implies that the solutions of (19) are defined globally, which gives
a contradiction.
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3.3 Behavior for large ξ
In this section, we consider the asymptotic behavior of solutions which enter
neither of the two invariant regions Σ± (i.e. κ ∈ I0). We first show that these
solutions are globally defined and satisfy certain bounds in terms of Φ, W :
Lemma 3.9. Let κ ∈ I0 and let X(·;κ) = (Φ,W,Q,Z) be the corresponding
solution of the dynamical system (19). Then X(·, κ) is globally defined with
lim
ξ→∞
Φ(ξ) = K where
{
K = 0 if m ∈ (0, 4),
K ≥ 0 if m = 4. (35)
Furthermore, W satisfies
0 ≤W (ξ) ≤ 2 for all ξ ∈ R. (36)
Proof. By Lemma 3.8, the solutionX(·;κ) is defined for all ξ ∈ R. By Lemma 3.7,
(36) holds. It hence remains to show (35). By Lemma 3.5, E2 is increasing.
Hence, one of the following two cases holds: Either we have E2(y) ≤ 0 for all
y > 0 or there exists y∗ such that E2(y) > 0 for all y > y∗. We consider these
two cases separately:
Case 1: In this case, we assume that E2(y) ≤ 0 for all y > 0. Integrating
(28) in the interval (1,∞) we then obtain∫ ∞
1
(α
2
(
fs − f
s
)2
+ fmf2sss
)
ds = −E2(1) <∞, (37)
since E2(y) cannot blow up at a finite y (it is increasing and non-positive). In
particular, we get
∫ ∞
1
∣∣∣fs − f
s
∣∣∣ ds
s
≤
( ∫ ∞
1
∣∣∣fs − f
s
∣∣∣2 ds)
1
2
( ∫ ∞
1
ds
s2
) 1
2
<∞. (38)
Using the observation that ( fy )y =
1
y (fy − fy ), we compute
f(y)
y
= f(1) +
∫ y
1
(
fs − f
s
)ds
s
. (39)
In view of (38), the right hand side of (39) is absolutely convergent as y → ∞
and the limit is finite. Therefore, also the limit K := limy→∞
f(y)
y ≥ 0 exists
and is finite. Since Φ = f/y
4
m , in particular we get Φ(ξ) → 0 as ξ → ∞ if
m ∈ (0, 4).
Case 2: In this case, we assume that there exists y∗ > 0 such that E2(y) > 0
for all y > y∗. In view of (31), we then have (QZ)(ξ) > 0 for all ξ > ξ∗ where
y∗ = eξ
∗
. In the following, we assume ξ > ξ∗. By Lemma 3.7, we also have
0 ≤W (ξ) ≤ 2. We claim that
dW
dξ
< 0 if W (ξ) > 1 and
dW
dξ
> 0 if W (ξ) < 1 . (40)
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Indeed, if W (ξ) > 1 and Wξ(ξ) ≥ 0, then by the second equation in (19) we get
Q(ξ) > 0. Since (QZ)(ξ) > 0, this implies Z(ξ) > 0 and hence X(ξ;κ) ∈ Σ+
which contradicts the assumption that κ ∈ I0. Similarly, if W (ξ) < 1 and
Wξ(ξ) ≤ 0, then by the second equation in (19) we have Q(ξ) < 0. Since
(QZ)(ξ) > 0, this implies Z(ξ) < 0 and hence X(ξ;κ) ∈ Σ− which, again,
contradicts our assumptions. Therefore (40) holds. It follows that either 0 ≤
W (ξ) ≤ 1 and W is non decreasing for all ξ ≥ ξ∗, or that 1 ≤ W (ξ) ≤ 2 and
W is non increasing for all ξ ≥ ξ∗. Therefore, there is L ∈ [0, 2] such that
limξ→∞W (ξ) = L.
We next show that L = 1. Arguing by contradiction, we assume that L 6= 1.
If L ∈ (1, 2], then as before and by (40), we haveWξ(ξ) < 0 and Q(ξ) < 0 for all
ξ > ξ∗. Analogously, if L ∈ [0, 1), then Wξ(ξ) > 0 and Q(ξ) > 0 for all ξ > ξ∗.
In both cases, by the second equation in (19), we get |Wξ| ≥W |W − 1| and
∫ ∞
ξ∗
W (ξ)|W (ξ) − 1|dξ ≤
∫ ∞
ξ∗
∣∣∣∣dW (ξ)dξ
∣∣∣∣ dξ = |W (ξ∗)− L| <∞, (41)
which implies L = 1 (the case L = 0 contradicts the dynamics of (19)).
Since W (ξ)→ 1 as ξ →∞ and by the first equation in (19), we immediately
get Φ(ξ)→ 0 as ξ →∞ if m ∈ (0, 4). If m = 4, by integrating the first equation
in (19), we get for ξ2 ≥ ξ1 ≥ ξ∗,
| lnΦ(ξ1)− lnΦ(ξ2)| =
∫ ξ2
ξ1
(W (ξ)− 1)dξ ≤ 2
W (ξ1)
∫ ∞
ξ1
W (ξ)|W (ξ) − 1|dξ (41)→ 0
as ξ1 → ∞. We have used that W (ξ) ≥ 2W (ξ1) if W (ξ1) ≥ 1 and that W (ξ)
increases monotonically if W (ξ1) < 1. This implies lnΦ(ξ) → lnK < ∞ for
some K > 0 and hence Φ(ξ)→ K > 0 as ξ →∞.
The asymptotic behavior for solutions which enter neither of the two invari-
ant regions Σ± is described in the next proposition:
Proposition 3.10. Suppose that κ ∈ I0 and let X(·;κ) = (Φ,W,Q,Z) be the
corresponding solution for the dynamical system (19).
(i) If m ∈ (0, 4), then we have
lim
ξ→∞
Φ(ξ) = 0, lim
ξ→∞
W (ξ) = 1, lim
ξ→∞
Q(ξ) = 0, lim
ξ→∞
Z(ξ) = 0. (42)
More precisely, for some a > 0 and for K0 =
3
8 (4 −m)
4
3 a
m
3 we have
lim
ξ→∞
e
4−m
m ξΦ(ξ) = a > 0 , lim
ξ→∞
eK0e
4−m
3
ξ‖(W − 1, Q, Z)‖ <∞. (43)
(ii) If m = 4, then we have
lim
ξ→∞
Φ(ξ) = a > 0, lim
ξ→∞
W (ξ) = 1, lim
ξ→∞
Q(ξ) = 0, lim
ξ→∞
Z(ξ) = 0. (44)
14
More precisely, there exist constants C1, C2 ∈ C, such that for all ε > 0
there exists ξ0 large enough satisfying
|W (ξ)− 1− C1ez0ξ − C2ez∗0ξ| < ε for all ξ > ξ0, (45)
and
lim
ξ→∞
e|λ0|ξ‖(W − 1, Q, Z)‖ <∞, (46)
where λ0 := Re(z0). Here, z0 is the root of (1 − z2)(2 + z) + ba4 with the
largest negative real part and, for definiteness, with Im(z0) ≥ 0. Moreover,
|λ0| > 1 for all a > 0.
Proof. (i): Lemma 3.9 implies that limξ→∞ Φ(ξ) = 0 and 0 ≤ W (ξ) ≤ 2 for all
ξ ∈ R. With the notation Y := (W − 1, Q, Z), we write the last three equations
of (19) as a linear system:
dY
dξ
=
[ A
Φ
m
3
+B(W )
]
Y, (47)
where
A =

 0 1 00 0 1
α 0 0

 , B(W ) =

 −W 0 00 23 + m−33 W 0
0 0 13 − m+33 W

 . (48)
We introduce τ(ξ) ∈ R by τ(0) = 0 and dτ = dξ
Φ
m
3
. Then Φ
m
3
dY
dξ =
dY
dτ and
limξ→∞ τ(ξ) =∞, since limξ→∞ Φ(ξ) = 0. In terms of τ , (47) reads
dY
dτ
= [A+Φ
m
3 B]Y. (49)
For τ0 > 0 and τ ≥ τ0, we define the operator U(τ, τ0) by
U(τ0; τ0) = I and
d
dτ
U(τ ; τ0) = [A+Φ
m
3 B(τ)]U(τ ; τ0).
We note that the matrix B is uniformly bounded in τ , since 0 ≤ W (τ) ≤ 2.
Here and in the following, by an abuse of notation, the functions (Φ,W,Q,Z)
are written as functions both of ξ and of τ , with the obvious meaning. By
classical ODE theory, U(τ ; τ0) is uniquely defined.
Since Φ(τ) → 0 as τ → ∞, we also have ‖Φm3 (τ)B(τ)‖ → 0. By the
continuous dependence of U(τ ; τ0) on the initial data at τ = τ0, we get
lim
τ0→∞
sup
‖τ−τ0‖≤M
‖U (τ ; τ0)− e(τ−τ0)A‖ = 0. (50)
The distinct eigenvalues λi ∈ C of A are given by λ3i = α, i.e.
λ1 = α
1
3 , λ2 =
(− 12 +
√
3
2 i
)
α
1
3 , λ3 =
(− 12 −
√
3
2 i
)
α
1
3 .
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Then, by (50) and since Φ
m
3 B is a uniformly bounded given matrix, any solution
of (49) can be expressed as a linear combination of three solutions Y k(τ), with
ce
Reλkτ−d
∫ τ
τ0
‖Φ(s)m3 B(s)‖ds ≤ ‖Y ki (τ ; τ0)‖ ≤ CeReλkτ+d
∫ τ
τ0
‖Φ(s)m3 B(s)‖ds
,
here k, i ∈ {1, 2, 3}, for all τ ≥ τ0 for a sufficiently large τ0, and for positive
constants c, C, d > 0 (see e.g. [2]). Using that Re(λ1) > 0, we conclude that Y
is a linear combination of only Y 2 and Y 3. In particular,
ce
− 12α1/3τ−d
∫
τ
τ0
Φ
m
3 (s)ds ≤ ‖Y (τ ; τ0)‖ ≤ Ce−
1
2α
1/3τ+d
∫
τ
τ0
Φ
m
3 (s)ds
. (51)
for positive constants c, C, d > 0. Since limτ→∞Φ(τ) = 0 for 0 < m < 4, we
obtain ‖Y (τ ; τ0)‖ → 0 as τ →∞. In particular, assertion (42) holds.
We turn to the proof of (43). As before, the asymptotic behavior of Φ in
the variable ξ is easily obtained from the first equation (19), since we know that
W → 1 as ξ →∞. This implies that limξ→∞ em−4m ξΦ(ξ) = a, for some constant
a > 0 and obtain the first statement in (43).
To obtain the asymptotic behavior of (W,Q,Z), we use the asymptotic be-
havior of Φ together with (51). For τ ≥ 2τ0, the asymptotic behavior of Φ in ξ
and τ imply
2m
(4 −m)am3 e
1
3α (ξ−ξ0) ≤ τ − τ0 ≤ 4m
(4 −m)am3 e
1
3α (ξ−ξ0), (52)
for τ0 = τ(ξ0) sufficiently large. Moreover, we can estimate the integral in the
exponents of (51) using (52) and the asymptotics of Φ to conclude that
C2 log(τ − τ0) ≤
∫ τ
τ0
Φ
m
3 (s)ds ≤ C1 log(τ − τ0) (53)
for C1, C2 > 0. Using (52) and (53) in (51), we obtain that there exists ξ0 large
enough such that for all ξ ≥ ξ0 there exist positive constants with
C2e
−2Λ(ξ)ed2(ξ−ξ0) ≤ ‖Y (ξ; ξ0)‖ ≤ C1e− 12Λ(ξ)ed1(ξ−ξ0),
where Λ(ξ) = 32α
4
3 a−
m
3 e
1
3α (ξ−ξ0). This implies the last statement in (43).
(ii): By Lemma 3.9, we have Φ(ξ)→ a ≥ 0 as ξ →∞ (we rename K to a for
consistency with (12)). Let us show first that a > 0. Arguing by contradiction,
we assume that a = 0, then we can apply the same argument as in the proof of
(i) with α = b, and in particular the estimate (51) also holds. This implies∫ ∞
0
|1−W (ξ)|dξ <∞. (54)
In view of the first equation in (19), this yields W (ξ) → 1 as ξ → ∞. On the
other hand, integrating the first equation in (19), we get
Φ(ξ) = Φ(0) exp
( ∫ ξ
0
(1−W (η))dη
)
> C > 0, (55)
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uniformly for ξ ∈ (0,∞), but this means that a > 0, which is a contradiction.
Then a > 0, and the first equation in (19) yields W (ξ)→ 1 as ξ →∞.
As in (47), Y := (W − 1, Q, Z) satisfies
dY
dξ
=
1
Φ
4
3
AY +B(W )Y =:
1
a
4
3
AY +B(1)Y + C(ξ)Y, (56)
where the matrices A and B are given by (48) (with α = b). Since Φ
4
3 (ξ)→ a 43
and W (ξ) → 1 as ξ → ∞, the matrix C(ξ) satisfies ‖C(ξ)‖ → 0. For ξ0 ∈ R
and ξ ≥ ξ0, we define the operator U(ξ, ξ0) by
U(ξ0; ξ0) = I and
d
dξ
U(ξ; ξ0) =
[
1
a
4
3
A+B(1) + C(ξ)
]
U(ξ; ξ0). (57)
Since ‖C(ξ)‖ → 0 as ξ →∞, by classical ODE theory we have
lim
ξ0→∞
sup
‖ξ−ξ0‖≤M
‖U(ξ; ξ0)− e(ξ−ξ0)(A/a
4
3 +B(1))‖ = 0
for any M > 0 fixed. In particular, W (ξ) → 1 as ξ → ∞ implies also that
Q(ξ), Z(ξ)→ 0, since this is an isolated critical point of (57) with C ≡ 0. The
exponential decay to this point is hence given by the roots with negative real
part of the characteristic polynomial of A/a
4
3 +B(1), which is
Pa(z) = P0(z) +
b
a4
, where P0(z) := (1 − z2)(2 + z).
Clearly, Pa always has a positive real root since b/a
4 > 0 and z = 1 is the
only positive root of P0. Furthermore, since P0 has two real negative roots and
Pa cannot have purely imaginary roots, it follows that Pa has two roots with
negative imaginary part for all a > 0 (by continuity in a). Now λ0 = Re(z0) < 0,
the real part of the roots z0 ∈ C with the largest negative real part, controls the
exponential decay in the variable ξ. Finally, we note that |λ0| > 1. If the roots
are real, this is easy to check. If two of the roots are complex conjugates, this
follows from the fact that the sum of the three roots is equal to −2 and one of
them is real and positive.
We can now prove the main theorem:
Proof of Theorem 2.1. (i): From Lemma 3.2 and Lemma 3.3 we have I0 ⊂
(0,
√
12α) and I0 6= ∅. Then Proposition 3.10 gives the behavior of solutions for
κ ∈ I0 in terms of the variables (17). Changing back to the original variables
we conclude that (12) holds since e
m−4
m ξΦ(ξ) = f(y)y for y = e
ξ.
(ii): Let z0 be defined as in Proposition 3.10(ii) and let z0 = λ0 + iω0 for
ω0 ≥ 0. In view of (45) we have∣∣∣(lnΦ)ξ − g(ξ)e−|λ0|ξ
∣∣∣ = o(e−|λ0|ξ) (58)
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for g(ξ) = Re(Ke−ω0iξ) = A cos(ω0ξ) +B sin(ω0ξ) for some A,B ∈ R. Integra-
tion yields
lnΦ− ln a+ (A′ cos(ω0ξ) +B′ sin(ω0ξ))e−|λ0|ξ = o(e−|λ0|ξ) (59)
for some A′, B′ ∈ R. Since Φ = fy , we get
f(y) = ayeg˜(y)y
−|λ0|
+ o(yeCy
−|λ0|
) = ay + ag˜(y)y−|λ0|+1 + o(y−|λ0|+1) (60)
for g˜(y) = (A′ cos(ω0 ln y) +B′ sin(ω0 ln y)).
As a consequence of the asymptotic behavior of the solutions encoded in
Proposition 3.10 we obtain also that the energy of solutions of the form (7)
decreases in the following sense:
Corollary 3.11. (i) Let m ∈ (0, 4) and h(x, t) be a solution of (1) of the
form (7), where f solves (10)–(12). Then, there exist constants d0, D0 > 0
such that
− tαd0 < 1
2
∫ ∞
−∞
(h2x − h2in,x)dx ≤ −tαD0. (61)
(ii) Let m = 4 and let h(x, t) be a solution of (1) of the form (8) where f
solves (10)–(12). Then, there exist constants d0, D0 > 0 such that
− ebtd0 < 1
2
∫ ∞
−∞
(h2x − h2in,x)dx ≤ −ebtD0. (62)
Proof. We only give the proof of (i) since the proof of (ii) proceeds analogously.
We hence assume m ∈ (0, 4). The dissipation formula reads:
1
2
∫ ∞
−∞
(h2x − h2in,x) dx+
∫ t
0
∫ ∞
−∞
hmh2xxx dxdt = 0. (63)
Changing to the self-similar variables in (63) we obtain
1
2
∫ ∞
−∞
(h2in,x − h2x) dx =
2tα
α
∫ ∞
0
fmf2yyy dy.
We now observe that there exist d0 > 0 and D0 > 0 such that
d0 <
∫ ∞
0
fmf2yyy dy ≤ D0.
In view of the definitions of Φ, Z in (17) and by Proposition 3.10(i), we have
limy→∞
f
y = limξ→∞ e
4−m
m ξΦ(ξ) = a and thus
lim
y→∞
eK0y
1
3α y
2(m−1)
3 |fyyy| = lim
y→∞
(eK0y
1
3α y
1
3 f
2m−3
3 |fyyy|)(y
2m−3
3 f−
2m−3
3 ) <∞.
Hence, there are C, c, c′ > 0 and y0 large enough with
c
∫ ∞
y0
e−2K0y
1
3α y−
1
3α dy ≤
∫ ∞
0
fm(fyyy)
2 dy ≤ c′ + C
∫ ∞
y0
e−2K0y
1
3α y−
1
3α dy.
This implies the existence of d0 > 0 and D0 > 0 such that (61) holds.
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A Merging of two droplets
In this section we briefly outline the formal asymptotics that corresponds to the
merging of two droplets in the case 0 < m < 4. Namely, we consider (1) with
initial data
hin(x) = (a|x| − bx2)+ (64)
for a, b > 0. Notice that hin is a stationary solution of (1) representing two
identical droplets with a contact touch-down point at x = 0. Also the cone
conditions (5)-(6) are clearly satisfied at the contact point x = 0. We assume
that lifting takes place in the self-similar way (7) at x = 0. To leading order as
t→ 0+, the solution is then given by the self-similar solution of (10)–(12). The
behavior (12), with exponential corrections, gives the matching into hin(x) for
small times. In order to derive the next order correction, we write
h(x, t) = tαf
( x
tα
, log t
)
.
Inserting this ansatz into (1) and with the notation y = |x|tα , τ = log t, we get
fτ + α(f − yfy) + (fmfyyy)y = 0.
To be consistent with (64), we impose the matching condition
tαf(y, τ) ∼ (a|x| − bx2)+ = tα(a|y| − beατy2)+ (65)
for |y| ≫ 1, τ → −∞, eταy = |x| ≪ 1. Let us denote by f0 the solution to
(10)–(12). In order to determine the next order correction f1, we make the
ansatz
f(y, τ) = f0(y) + f1(y, τ).
In view of (65) and since f0(y)y → a for |y| → ∞, this yields the following
matching condition for f1:
f1(y, τ) ∼ −beατy2 as |y| ≫ 1 , τ → −∞.
This suggests that we look for functions f1 of the form
f1(y, τ) = e
ατP (y), (66)
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where P has the asymptotic behavior
P (y) ∼ −by2 as |y| ≫ 1 (67)
and where P solves the leading order balance equation
2αP − yPy + (fm0 Pyyy)y +m(fm−10 f0,yyyP )y = 0. (68)
Assuming that there is a solution of (67)–(68) for a given b, we obtain the next
order correction by solving this problem and (66).
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