We describe algorithms and some chip implementation for separating unknown, but independent, mixture of temporal signals in static and dynamic environments. One algorithm is a modified HJ algorithm; the other is derived based on optimal control theory so as to maximize a functional which characterizes the linear independence of temporal signals. Moreover, we present some chip results and computer simulations and quantify the performance in static and dynamic environments.
INTRODUCTION
The Separation of Independent Sources (SE) assumes that some unknown temporal signals propagate through a mixing and/or filtering medium. One is then interested in retrieving the original signals.
A neural network may be built at the receiving end so as to counter the effect of the environment (see [3] , [4] , [5] , [7] , [8] , [9] .) (More motivation of the potentia1 uses of this approach are relegated to the cited references due to space limitation.) Researchers working on the problem had assumed different models for the environment. We consider a linear dynamic model of the environment which in addition may account for dynamics generated by sensing devices, e.g. microphones, etc. Moreover, the approach permits direct extension of the model include nonlinearity for more general media. This paper considers the performance and chip implementation of a slight modification of the Herault-Jutten algorithm. It tests its performance in a static and dynamic media, and experimentally quantify its limitation. The paper also shows the existence of parameters which would solve the dynamic case, i.e. retrieve the original signals from a mixed and filtered measurements. The paper includes an analytical formulation and an update law of the dynamic environment case using optimal control theory. It demonstrates partial results in this area via computer simulation. The paper is organized as follows. Section 2 defines the network architecture and the update law of the network parameters for two different models of media. In section 3, computer simulation of different medium models is performed. In section 4, the analysis of the performance of the modified HJ algorithm is tested in the presence of dynamics in the medium. Some concluding remarks are given in section 5.
ENVIRONMENT MODELING
The general block diagram for SIS is shown in Figure   1 . The vectors s ( t ) , e ( t ) , and y ( t ) are respectively the unknown source vector, the received signal vector, and the output signal vector.
Linear Static Medium The authors of [3], [4]
and [5] proposed an algorithm that assumes a linear medium with no delays. The mixing matrix A, whose diagonal entries are ones and which characterizes the medium, is assumed to be nonsingular. Specifically, the modified HJ algorithm is: (2) 3 #* Based on biological motivation, the heuristic update law proposed by Jutten is:
where f(.) and g ( . ) are two nonlinear odd functions and r] is the learning rate. This algorithm has been 0-7803-2428-5195 $4.00 0 1995 IEEE implemented in CMOS and successful testing of its implementation using static network for equation (2) been reported in [l] and [2] . Moreover, simulation results (see Salam) have shown that system (1)- (3) successfully separation mixed signals more robustly. Our chip implementation of system (1)-( 3 ) , discussed below, will be tested in both static and dynamic environments.
Linear Dynamical Medium
In [8] , the problem of "blind" separation of independent signals in linear dynamic medium is presented. In this case, the input to the network model is no longer a linear combination of the unknown sources. Instead, it is a superimposed and a filtered ("delayed") version of the unknown sources. In [8] , an algorithm is proposed. The environment and network models are specified as foolws: is a parameter solution that enables the separation of temporal signals, where P is a permutation matrix. This verifies the existence of parameters. The next step is to develop/define an update law that enable the parameters to converge such parameter set.
= I T x + B

T h e Update L a w
In [8] , the following functional was used to characterize the independence of the output signal vector:
P(T,tO) = 1; Y(t)YT(t)dt
The scalar function:
h (~, t o ) = r T r ) P ( r , to)r(T)
inay serve as an energy function. In [8] , h(TT,to) is used to capture the notion of linear independence where the signals r ( T ) is sufficiently rich or random. This energy function is maximized in order to optimize the parameters of the network model. Using the continuous-time gradient method, the update law for the parameters are directly derived to be
where, for simplicity, the same learning rate q is used. 
COMPUTER SIMULATIONS
WHAT ABOUT DYNAMICS IN THE ENVIRONMENT?
The modified HJ algorithm was implemented in VLSI using 2.0pm technology on a Tiny Chip gorithm is then tested to quantify its performance for static and dynamic medium modeling.
Linear Static Modeling
It is assumed here that the mixed signal is a linear combination of the unknown source as described in (1). Chip testing has been carried on using a two neuron network where it is desired to separate two independent signals. parameters aij where the separation was successful was determined experimentally. For the signal samples we used, the estimated aij variation is within 0.0 and 0. 8 . Figure 8 shows the failure of the separation when the parameters,aij's, are outside of this range.
Dynamic Modeling
In this case, it i s assumed that the input to the network is a superposition and a delayed version of the unknown sources.
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