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Summary:
As pointed out by Farrell, a normalmode analysis alone may be not enough for a convicing
investigation of baroclinic stability. In some models growth rates can be achieved large enough
to enable nonlinear growth also in parameter ranges of neutral normalmodes . According to
Farrell one has also to consider that structures, which achieve optimal growth for a given, fixed
time interval (i.e. the singular vectors).
Fischer (1998) investigated this problem for the classical Eady-model with q 0 = 0 - a
case which can be treated analytically. In this paper we want to give a short overview of an
investigation of singular vectors in Eady-models with  6= 0 and q 0 = 0. Our aim was to
understand the influence of  6= 0 on optimal growth.
Qualitative differences to Fischer’s results are only found at small wavenumbers below the
longwave cutoff. The most remarkable difference beyond the longwave cutoff is the fact, that
the singular vectors of the model with  6= 0 grow faster in the upper half of the fluid than in
the lower half for the considered basic flows. The growth rates for parameter ranges of neutral
normalmodes are too small to enable nonlinear growth effects in meteorologically relevant
times.
For long timescales we find, that the cutoffs must be understood more as a smooth transi-
tion to instability.
1 Introduction
Theories of baroclinic instability of synoptic and planetary scale flows are based upon the
pioneering work of Charney (1947) and Eady (1949), who used the well known normalmode
analysis to analyze their models. Eady (1949) found two discrete normalmodes which are not
neutral - a decaying one and a growing one, whose phase speed, growth rate and wavelength
were in good agreement with that of observed cyclones. But there were discrepancies between
the structure of the unstable normalmodes, which are separable in time and space and the
structures of observed cyclones, which are not separable.
Pedlosky (1964) treated the Eady - model as an initial value problem and pointed out, that
the discrete normalmodes of the Eady - model are not complete in the sense that an arbitrary
disturbance can not be uniquely expressed in terms of the discrete normalmodes. He pointed
out that the discrete normalmodes must be supplemented by a continuous spectrum of stable
modes to obtain a complete set of modes. Following Eady and Charney these stable modes
have long been neglected because of their stability.
Farrell (1982) used this fact to overcome some dicrepancies between observations and
baroclinic theory, which was governed by the normalmode paradigm up to that point. He
computed the growth of disturbances in different baroclinic models and found, that the Eady
- initial value problem has solutions which are growing much faster than the unstable Eady -
mode, when the continuous spectrum was included. In addition he showed that disturbances
in the Eady - model can extract large amounts of energy from the background flow also for
parameter ranges, where no unstable modes exist. Lindzen et al. (1982) pointed out to this
fact, too. Farrell (1984) considered the evolution of disturbances in the Eady - model, which
consisted of the two discrete modes and a contribution of the continuous spectrum. He showed
that rapid cyclogenesis and Petterssen - type - B - cyclogenesis can be understood in terms of
this initial - value problem.
Rotunno and Fantini (1989) formed combinations of the discrete normalmodes and showed
that these disturbances can also extract large amounts of energy from the background flow
by constructive interference. They showed that rapid cyclogenesis and Petterssen - type - B
cyclogenesis can also be understood without consideration of the continuous spectrum.
According to Farrell (1988) there are two interesting initial value problems in baroclinic
theory:
First, one can search that disturbance, which deposits the maximal energy into a
given stable or unstable mode in a given time (namely the adjoint mode; see chapter
4 in Farrell (1988)).
Second, one can search that disturbance, which achieves the optimal growth in a
given finite time, where one has to specify, how the growth of a disturbance shall
be measured. (We will do this in chapter 2.3.)
The second initial value problem is the crucial one for the short and middle term pre-
dictability of baroclinic flows. If an optimal disturbance is able to become large enough to
enable nonlinear growth, one cannot say that the flow is stable although a normalmode analy-
sis might yield stability.
Anyway it is clear that in a meteorological context disturbances, which attain the maximal
growth in timescales, which are known to be significant for cyclogenesis, are much more
interesting than unstable normalmodes.
In the following we will call disturbances, which achieve the maximal growth in a given
finite time, “singular vectors”.1
Fischer (1998, in the following F98) investigates the singular vectors of the classical Eady
model with perturbation potential vorticity q 0 = 0 2 analytically. In this paper, we reexamine
Fischer’s work and present some extensions to it. In particular, we will incorporate the modi-
fications of the Eady model (i.e.  6= 0), introduced by Lindzen (1994, in the following L94)
into the singular vector problem of Fischer.
2 Theory
2.1 Formulation of the models
For the convenience of the reader we present the basic equations of Eady - type - models and
briefly recapitulate Lindzen’s ideas to modify Eady’s model with  6= 0. 3
The basic equation is the nondimensional linearized quasigeostrophic equation for conser-
vation of potential vorticity (for details see Lindzen (1990); Pedlosky (1987)):
1We will recapitulate the precise definition of singular vectors in chapter 2.2
2As we will see in the next chapter the additional constraint q 0 = 0 is equivalent to the neglect of the continu-
ous spectrum.
3We only treat the 2d - case but wish to point out the reader that there are no qualitative differences between
the results for the 2d- and the 3d-case. The 2d - model can be imagined as a fluid which has an infinite extension
in y-direction or alternatively no extension in y-direction at all.
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(z) = const: . The last identity is the well known Eady - condition. S is
a function of z in general:
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whereD is the distance between the bottom and the upper rigid lid. In the following @U
@z
will be
abbreviated as m. Using the quasigeostrophic form of the first law of thermodynamics and the
thermal wind relation we obtain the following linearized boundary conditions at z = z
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If we make a normalmode ansatz for the perturbation streamfunction: (x; z; t) = A(z) eik(x ct),
(1,2) can be simplified with (3):
(U(z)  c)
 
@
@z
 
1
S
@A
@z
!
  k
2
A
!
= 0: (6)
Solutions of this equation must satisfy:
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for fixed c.
If the right hand side of equation (7) is zero for all z 2 [z
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] i.e. c < U
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,
we obtain in general two solutions depending on S = S(z), With the aid of the boundary
conditions one can obtain the discrete normalmodes and the corresponding phase speeds.
On the other hand, if c = U(z
C
) for z
C
2 (z
B
; z
T
), solutions exist for every value of
z
C
. These solutions are called the continuous spectrum. The continuous spectrum renders the
problem of finding the singular vectors very difficult.
F98 replaced equations (1) and (2) with the constraint q 0 = 0. It is evident from (1) to (3)
and (6), that this assumption is equivalent to a restriction on the discrete normalmodes.
In this work we follow F98 by assuming q 0 = 0:
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We apply periodic boundary conditions in x-direction, which allows us to write:
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In general (10) and (8) have solutions of the form:
'
k
(z; t) = a
k
(t)f
k
(z) + b
k
(t)g
k
(z) (12)
) (x; z; t) = Re
 
1
X
K=1
(a
k
(t)f
k
(z) + b
k
(t)g
k
(z)) e
ikx
!
(13)

k
(x; z) := f
k
(z)e
ikx

k
(x; z) := g
k
(z)e
ikx
: (14)
The time dependency of the a
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’s can be obtained from the boundary conditions (5):
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For each wavenumber k this gives two equations for the two unknowns a
k
and b
k
. According
to (10) and (11) the solution structure (in space) depends on the parameter  and the structure
of the the normalized stability parameter bS. We will see later that it is advantageous to treat the
system in terms of the continuous parameter  and not in terms of the discrete parameter k. For
this reason it is necessary to rescale the time in order to eliminate k from (15) by introducing
a new dimensionless time bt:
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Using (4) and (11) the boundary conditions (15) become:
1

@
@
b
t
@
@z
'
k
(z; t) + iU
@
@z
'
k
(z; t)  im(z)'
k
(z; t) = 0 z = z
B
; z
T
: (17)
In the following we omit the index “k” and write t instead of bt. With U(z = z
B
) = 0 and
U(z = z
T
) = 1, we obtain the governing equations of the system’s dynamics:
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L94 supposed  6= 0 and satisfied (3) by an adjustment of U(z) and S(z). Equation (3)
yields:
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given by (4). L94 examined two cases:
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In this case the solutions must satisfy:
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This is the solution for the classical Eady-model, too. Please note, that (21) delivers the result
for the classical Eady model, when B is set to zero. For this reason we can treat the classical
model as a special case of Lindzens “S = const:-model”.
2) The second case investigated by Lindzen is given by:
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We investigate this case in a slightly different coordinate system:
z
B
= 0 z
T
= 1:
Though it is easily possible to integrate (26), it is not possible to determine the constants pro-
duced by integrations analytically with the usual boundary conditionsU(0) = 0 and U(1) = 1.
As the formulas obtained for the calculation of the singular vectors are so long and compli-
cated, that they don’t allow any insight, we solved them with Maple. For that reason we
decided to use Maple tools too for the numerical adjustment of m
0
to U(1) = 1, in order to
preserve the comparability of the results. Please note that once the appropriate value of m
0
was
given, all calculations were carried through analytically. Please note that m
0
is monotonically
growing with Æ and that m(1) is monotonically decreasing with Æ, what is of importance for
the dynamics according to (20) and the fact, that the local efficiency of energy conversion from
the basic flow to disturbance energy is given by m
S
. In this case Lindzen solved the problem
(10) with modified Bessel functions of zeroth order:
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If negative values of z were allowed, one might obtain imaginary values of u(z), what would
lead to computational problems. So we chose the coordinate system as explained before. In
agreement with the results for the S = const: - model a normalmode analysis of this model,
which will be called the S = S(z) - model in the following, yields a longwave-cutoff for
baroclinic instability, too (see Lindzens fig 3). For short waves there are only very small
differences to the results obtained for the classical model.
2.2 Singular vectors
Up to this point we did not say, how the growth of disturbances is measured. We define the
growth rate :
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where kkshould be a physically relevant norm, which must be given in terms of an inner
product h; i.  is the disturbance streamfunction. The aim is to find that disturbance , which
otimizes the growth rate  with fixed T . In the following T will be called the optimization
time and t
0
is set to zero without loss of generality.
Joly and Thorpe (1991) and Joly (1995) formulate this optimal growth problem in a more
compact form:
The propagator M(T ) of a linear system relates the disturbance at time T to the
initial disturbance:
(T ) = M(T )(0) : (29)
For convenience the propagator M(T ) is abbreviated as M . The optimal pertur-
bation is found as that eigenvector of M M which has the largest eigenvalue. M 
is the adjoint of M with respect to the chosen inner product. Usually these eigen-
vectors are called “singular vectors” and are ordered with decreasing magnitude
of the eigenvalues.
Now suppose that all solutions of the model can be expressed as a linear combination of modes,
and let B be the basis of the vector space of all solutions, i.e. in our case (x; z; t) =  (t) 
B(x; z), where  (t) is a row vector and B is a column vector. Then one can formulate a
propagator equation in the vector space B:
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The inner product h; i in the vector space B is given by a metric matrix  :
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(See also Heinrich (1999).) We see that according to the definition of the adjoint matrix with
respect to an inner product M  must be identical to  1MT. Therefore the singular vectors
can be calculated as the eigenvectors of M M =  1MTM ; the appropriate growth rates
are given by the accompanying eigenvalues.
In our case B consists of the 
k
’s and 
k
’s introduced by (14), and  (t) consists of the
a
k
’s and b
k
’s introduced in (12). As pointed out before (15) yields two coupled equations
for each wavenumber, against what the different wavenumbers are independent of each other.
Therefore the propagators (expressed in the vector space B) of the models described in the
preceding section have the following form:
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The (2 2)-matrices M
K
on the diagonal of (33) are obtained by inserting (12) into the two
boundary conditions (15) and writing these two equations in matrix form.
Now one has to calculate the matrix , which describes the chosen norm in terms of the
coordinate vector  of a solution in the vector space B. All norms, which are physically
relevant, are given by an inner product, which involves an integration over the considered
volume. For all these norms we obtain with the aid of (14):
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Because of the bilinearity of inner products (31) and (13) yield the special form of the metric
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So we see that  has the same form as M . One can easily prove that also the matrix M M =

 1
M
T
M is of this form and that the eigenvectors of such a matrix can be obtained as the
eigenvectors of the (2 2)-matrizes on the diagonal. This fact enables us to consider only one
wavenumber. The first singular vector can then be obtained by calculating the singular vectors
for each wavenumber and then searching for that wavenumber, whose first singular vector
has the largest eigenvalue. As we saw earlier, all models which are considered in this paper
are not dependent on the absolute value of the discrete wavenumber k, but on the continuous
wavenumber . For that reason we can suppress all indizes, set k = 2 and calculate only with
the wavenumber . We will abbreviate the first singular vector (for one wavenumber) simply
as the “singular vector”, because in our context only the first singular vector is interesting, as
the second singular vector is the optimally decaying one.
2.3 Inner products
We chose to consider the kinetic energy per unit volume (K), the enstrophy per unit volume
(V ), the L
2
-norm and the available potential energy per volume (A) as norms for the measure-
ment of growth. They are defined as follows:
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According to the definition (28) of the growth rate  the factors in front of the integrals are
irrelevant for the growth measurement and they must not be considered for the calculation of
singular vectors. As a consequence of (35) and (14) only the inner products of functions of
the form  = '(z; t)e2ix must be calculated. One can easily prove that the norms K, V and
h; i
0
deliver the same result apart from irrelevant factors which are constant for any fixed
wavenumber. Therefore the growth measured by these norms is identical, and we only have
to consider the growth measured by K and A.
Before we go over to the presentation and discussion of our results we wish to recapitulate
the equation for the growth of disturbance energy:
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where overbars denote the zonal average. Please remember the fact, that a direct conversion of
mean flow available potential energy to disturbance kinetic energy is not possible. Therefore
the lhs term in (40) is always a gain or loss of A and not of K.
2.4 Results for the inner product matrizes and propagators
The calculation of the (2 2)- matrizes 
A
and 
K
, which describe the considered scalarprod-
ucts for one wavenumber is obtained by inserting (24) in (36) or (39) and delivers the following
results for the S = const:-model:
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apart from irrelevant factors. The simplicity of this result was the reason for the choice of the
coordinate system, in which this model was treated.
The corresponding results for the S = S(z)-model are obtained straightforwardly by in-
serting 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The propagator is calculated by inserting (23) respectively (27) in (18) and (19) and writing
the two results in matrix form, what leads for the S = const:-model to:
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The analytical calculation of the propagator for the S = S(z)-model results in very long
formulas, which do not allow any insight. So it does not make any sense to give it explicitly.
3 Results and discussion
In the following we often will abbreviate “normalmode” with “NM”, “singular vector with re-
spect to A” with “S1A” and “singular vector with respect to K” with “S1K”. The optimization
interval will often simply be called T . We computed the S1A- and S1K-structures and growth
rates for T = 6h, T = 48h and T = 72h and the NM-structures and growth rates in order to
compare them with each other.
In this paper we can only deliver a small overview over the results and discussion presented
in Faulwetter (2000), but we will publish these results soon in more detail.
In all cases we adopted the following standard parameters from F98.
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Table 1: Standard values of parameters.
3.1 Singular vectors with respect to A
3.1.1 Growth rates
The S1A-growth rates are presented in figure 1. For all cases the curves are completly smooth
in contrast to the NM-curves, which are not smooth at the points of the longwave and short-
wave cutoff. The curves for S1A-growth rates have their maxima at wavenumbers   1 for
all models with  6= 0, corresponding to wavelengths of about 6000 km. The normalmodes
achieve the greatest growth rates at wavelengths of about 4000 km.
Table 2 gives the values for the maxima of the curves for S1A-and NM-growth rates.
S = const: S = S(z); Æ = 1:0
T [h] S1A NM S1A/NM S1A NM S1A/NM
48 214 17 12.59 357 30 11.90
72 515 75 6.87 1057 161 6.57
120 6170 1330 4.64 20000 4500 4.44
360 3:05  1011 9:40  1010 3.24 8:54  109 2:53  109 3.34
720 2:67  1022 8:74  1021 3.05 2:00  1019 6:50  1018 3.08
Table 2: Comparison of S1A- and NM-growth rates.
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Figure 1: S1A - growth rates for T = 6h, T = 48h and T = 72h.
For all optimization intervalls between 48h and 720h the singular vectors achieve much
greater growth rates than the normalmodes. This fact is astonishing, because according to the
normalmode - paradigm the unstable normalmode is expected to become the only important
mode for very long times.
The behaviour of the S1A-growth rates is most interesting for small wavenumbers. F98
found, that the S1A-growth rates of the classical model go to infinity like 12f2U2T 2
D
2
N
2

2
when
 ! 0 for all T . In addition to Fischers results we tried to gain some more physical insight
in the behaviour of these very fast growing structures, with the aid of a Taylor - expansion for
small wavenumbers. We found that the explosive growth is based on the fact m(1) = m(0).
Any difference between m(0) and m(1) will destroy the possibility of unbounded growth for
small wavenumbers.
For that reason the S1A-growth rates of the models with  6= 0 show a completly different
behaviour below the longwave - cutoff: they oscillate with large amplitudes.
Due to the longwave - cutoff the S1A-vectors are only a linear combination of neutral
modes, and therefore they can’t achieve unbounded growth - rates for  ! 0. Of course any
linear combination of neutral modes must be periodic in time. In the case of two modes the
period et is given by:
e
t =
2
 (Re (c
1
) Re (c
2
))
; (45)
where c
1
and c
2
are the phase speeds corresponding to the not - rescaled time. As the
difference in the phase speeds of the two involved neutral modes grows as 1=2 for ! 0, the
period decreases with decreasing .
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Figure 2: Time dependencies of the S1A - growth rates of the model with S = const. for two
different wavenumbers.
Consider now figure 2, which shows the time dependencies of the growth rates of the S1A-
vectors for the S = const:-model for two wavenumbers (which correspond to the vertical
lines in figure 1d). For a fixed  obviously all other linear combinations of the two neutral
normalmodes than the singular vector have smaller amplitudes than the singular vector. For
this reason, the singular vector is the same linear combination for all optimization intervals
and a fixed wavenumber. The problem of finding the optimally growing structure (i.e. the
structure of the singular vector for t = 0) is therefore equivalent to finding the optimal initial
point in the cycle shown in figure 2. Consider now a fixed T (e.g. T = 72h corresponding
to the vertical line in figure 2) and varying wavenumber . For  = 0:532 (dashed line) the
period of the growth of the optimal structure is only moderate in comparison to the growth
at wavenumber  = 0:426 (solid line). The values of the growth rates at t = T in figure 2
correspond to the points where the solid and dashed vertical lines in figure 1 intersects the
growth rate curve for the considered model (dot-dashed line). When  decreases furthermore
there will soon be a wavenumber at which T is a multiple of the period of oscillation and no
growth at all is possible. From this point of view the oscillations of the S1A-growth rates with
 become clear.
Remember now the fact, that all singular vectors have the maximal amplitude for a given,
fixed . As pointed out before the problem of finding the optimally growing structure (i.e. the
structure of the singular vector for t = 0) is therefore equivalent to the problem of finding the
optimal initial point in a cycle like that shown in figure 2. For this reason the singular vectors
must be the same linear combination of neutral modes for all T , and for all wavenumbers
below the longwave cutoff there must be a maximal value of the S1A-growth rate which is
independent of time. In the following the curve of these maximal values of S1 - growth rates
for parameter ranges, where the normalmodes are neutral, will be called the “envelope” . It
is possible to calculate envelopes analytically, but this is beyond the scope of this paper (for
details and further discussion of the envelopes see Faulwetter (2000)).
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Figure 3: S1A - growth rates of the model with S = const. for the optimization intervals T =
72h and T = 96h with the corresponding envelope for long waves.
Figure 3 shows the S1A-envelope for the S = const: - model and low wavenumbers
together with the S1A-growth rates for two different values of T . The envelope tends toward
the value
1 +
4
B
2

6 +
p
36 + 3B
2

 1 +
48
B
2
when ! 0. The envelope has a minimum; in the special case it lies at  = 0:255 with a value
of 149:8038. It remains nearly constant over a long range of waveumbers. This behaviour can
be found for all values of B > 0 and also for the corresponding envelope of the S = S(z) -
model.
The oscillations of the S1A-growth rates for short waves beyond the short wave cutoff have
much smaller amplitudes. This can be understood when one remembers the fact, that the gain
of disturbance available potential energy is proportional to the correlation of @
@x
and @
@z
(See
(40)). The normalmodes have local extrema at the boundaries. It is clear from (24) that the
extension of the disturbances in the vertical decreases with , and therefore also the correlation
of @
@x
and @
@z
must be smaller for short waves than for long waves.
The fact that the S1A-growth rates for the S = S(z) - model are larger than for the S =
const: - model becomes clear from equation (40). The local gain of A is proportional to
m
S
= z +
m
0
S
0
, which is increasing monotonously with Æ - due to the dependency of m
0
on Æ.
3.1.2 Structures
Figure 4 shows the structures of the singular modes of the S = S(z) - model for t = 0 and
t = T = 48h for the three wavelength 2000km ( = 3:19), 3000km ( = 2:13) and 4000km
( = 1:6)4, which are representative for short, middle and long wavelength. The results for
the classical model and the S = S(z) - model cannot be shown here; they can be found in
Faulwetter (2000). The value of “d” in the plots gives the interval in which the isolines of
disturbance streamfunction were plotted.
L = 2000km (Figure 4a,b): For all models the saddle points, to which the disturbance is
symmetric, is located exactly in the middle of the flow. The disturbance is confined to the
boundaries and therefore the correlation between @
@z
and @
@x
remains weak and the growth
rates small. The upper wave moves faster eastwards than the lower wave; when the minima
(maxima) at the top make up the minima (maxima) at the bottom, A is growing until the
minima (maxima) at the top are located exactly over the minima (maxima) at the bottom. Then
disturbance energy is converted back into basic flow energy again, and so on. The difference
between the models can only be seen in the difference between the phase speeds of the upper
and lower wave.
L = 3000km (Figure 4c,d): For the S = const: - model and the classical model (not
shown) the structures are similar to the NM-structures for this wavelength, in agreement with
a point of contact between the S1A-growth rates and NM-growth rates found for all models at
wavenumbers   2 (L = 3000km).
There is one qualitative difference between the models with  6= 0 and the classical model.
In the classical case, the saddle point remains exactly in the middle of the flow, whereas in the
other cases this point moves from the upper into the lower part of the flow. It is remarkable,
that the starting point of the saddle point descends with increasing Æ. This behaviour was found
in the whole parameter range of normalmode instability.
We want to deliver a plausible explanation for this behaviour: from equation (40) we see
that the local “energy conversion efficiency” is equal to m
S
= z +
m
0
S
0
and increases linearly
with height. Therefore the disturbance grows faster at the top than at the bottom and the
saddle point decreases with time. As m
0
increases with Æ, the heigth - dependent part of the
local “energy conversion efficiency” becomes less important with increasing Æ. Therefore the
relative difference between the local energy growth at the top and at the bottom decreases with
increasing Æ, and the saddle point descend slower.
L = 4000km (Figure 4e,f): For all models the structure is nearly vertical for t = 0 and
then obviously tends toward the NM-structure. The nearly vertical S1A-structure for t = 0 can
be understood well by analysis of the Taylor - expansion of the model for low wavenumbers
mentioned before (see Faulwetter (2000)).
A(t = 0) is obviously small. Due to the advection of mean flow temperature over the
whole height of the fluid the available potential energy can grow fast. It is clear, that in this
way the growth rate A(T )
A(0)
is optimized.
In the case T = 72h (not shown) the behaviour is very similar to that observed for the
optimization interval T = 48h.
4See also the vertical lines in figure 1a-c.
The dimensional wavelength is given by  = 6385km

Figure 4: S1A - structures for T = 48h and the wavelength L = 2000km, L = 3000km and L =
4000km.
3.2 Singular vectors with respect to K
3.2.1 Growth rates
The S1K-growth rates are shown in figure 5. The S1K-growth rates have their maxima at
wavenumbers   2 (L  3000km). So the S1K-growth rates have their maxima at larger
wavenumbers than the normalmodes - in contrast to the S1A-growth rates. As A-K-conversion
is the only process which renders K we must conclude, that short waves are not as good as
long waves in storing A and are much more efficient in A-K-conversion. We suggest the
following physical explanation for this fact: followig equation (40) A-K-conversion is equal to
the integral of vertical temperature flux. As the vertical speed, which is proportional to vertical
temperature flux, is of order U D
L
, short waves are more effective in A-K-conversion than long
waves - supposed that the correlation w
@
@z

(
@
@z
)
(w)
is not changed too much.
We found that the S1K-growth rate maxima are approximately 30% larger than the corre-
sponding NM-growth rates for values of T from 48h to 720h.
In contrast to S1A-growth rates there are no points of contact between the S1K-growth
rates and NM-growth rates - except of the local minima in the parameter ranges of neutral
normalmodes.
The most remarkable difference to the S1A-growth rates is the fact that the S1K-growth
rates go to one when  ! 0. It is possible to understand this fact with aid of the Taylor
expansion of the basic functions in the classical case, too (see Faulwetter (2000)). But that
discussion is too long for this paper.
The expansion of the full model equations yield the following results:
K(T )
K(0)
= 1 +
T
p
3
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

2

in the classical case, and:
K(T )
K(0)
= 1 +
2
p
3B

2
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

4

for the envelope of the S = const:-model. Below the envelope the S1K-growth rates oscillate
in exactly the same way as the corresponding S1A-growth rates, i.e. with the same positions
of extrema. This fact is evident from the discussion delivered in section 3.1.1.
The stabilizing influence of  decreases with increasing ; on the other hand the destabiliz-
ing effect of a stability function S(z), which decreases with heigth, increases with increasing 
(not shown). For these reasons there are points of inflection between the S1K-growth rate curve
of the classical model and the S1K-growth rate curves of the S = S(z)-models at wavenum-
bers slightly beyond one; for short waves the S = S(z)-model achieves greater S1K-growth
rates than the other models
3.2.2 Structures
Figure 6 shows the structures of the singular modes of the S = S(z) - model for t = 0 and
t = T = 48h for the three wavelength 2000km ( = 3:19), 3000km ( = 2:13) and 4000km
( = 1:6).
L = 2000km (Figure 6a,b): As this wavenumber is in the range of neutral normalmodes,
the principle of optimization is exactly the same as that explained in the previous section, and
of course also the behaviour of these singular vectors is in principle the same as that of the
corresponding S1A-vectors. The only model in which moderate growth of K can be achieved
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Figure 5: S1A - growth rates for T = 6h, T = 48h and T = 72h.
Figure 6: S1A - structures for T = 48h and the wavelength L = 2000km, L = 3000km and L =
4000km.
for this wavelength is the S = S(z)-model with Æ = 1:0 (growth rate = 3:54). This is due to
the destabilization in the heigth with increasing Æ, and the fact that the period of oscillation fits
very well to optimization interval in this case.
L = 3000km (Figure 6c,d): In contrast to the corresponding S1A-vectors the S1K-vectors
show no normalmode-like structure - in agreement with the growth rates discussed before. For
t = 0 the phase tilts are only slightly smaller than  ( 0:8 in the classical case), i.e. the
minima of the upper wave are nearly above the maxima of the lower wave, what is equivalent
to a high contribution of the sinh-basis function to the structure - corresponding to little K
and much A. For t = T = 48h the phase tilt is much smaller, what is equivalent to a higher
contribution of the cosh-basis function. This corresponds to little A and much K.
L = 4000km (Figure 6e,f): At this wavenumber one sees well that the contribution of the
sinh-basis function to the structure for t = 0 is smaller as in the case discussed before. Also the
contribution of the cosh-basis function for t = T is smaller. So we see that A - K - conversion
is not as effective as in the case before. But nevertheless the growth rate is larger. This is due
to the fact, that the phase tilt does not decrease as fast as in the case before, and therefore the
gain of energy from the basic flow is larger.
At both wavenumbers the saddle point of the structures descends with time - just as the saddle
point of the S1A-structures. But in contrast to the S1A-vectors the starting points of the S1K-
vectors is not descending with Æ.
For longer optimization intervals the discussed characterictics qualitatively remain the
same, and become clearer.
4 Conclusions
Qualitative differences to Fischer’s results were only found at small wavenumbers below the
longwave cutoff. The most remarkable difference beyond the longwave cutoff is the behaviour
of the saddle points of the models with  6= 0, which descends with time. That means, that the
singular vectors of the models with  6= 0 grow faster in the upper half than in the lower half
of the fluid for the considered mean flows. According to equations (25) and (40) this behaviour
is very plausible.
The growth rates in parameter ranges of neutral normalmodes are too small to enable non-
linear growth effects in meteorologically relevant times.
We used a new point of view to optimal growth of structures, which only consist of neutral
normalmodes. An appropriate understanding of optimal growth in parameter ranges of neutral
normalmodes, can be achieved by calculating of two quantities: the maximal growth rate
(“envelope”), which can be reached by singular vectors for fixed parameters (we showed that
this quantity is time independent) and the minimal time, which is necessary to obtain this
growth rate. This time is the half of the oscillation period given by equation (45). A closer
inspection of the envelopes yields, that they go to infinity at the cutoffs. So for every given
value of a growth rate a wavenumber beyond the shortwave cutoffs or below the longwave
cutoffs can be found at which this growth rate can be achieved by superposition of neutral
normalmodes. But on the other hand a closer inspection of the time, which is necessary to
achieve the growth rate given by the envelope, yields, that it goes to infinity, too. For this
reason the cutoffs must be understood not as sharp border of instability but more as a smooth
transition to instability.
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