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Abstract. For the conformally symplectic system{
q˙ = Hp(q, p), (q, p) ∈ T ∗Tn
p˙ = −Hq(q, p)− λp, λ > 0
with a positively definite Hamiltonian, we discuss the variational significance of invari-
ant Lagrangian graphs and explain how the presence of the KAM torus dominates the
C1−convergence speed of the Lax-Oleinik semigroup.
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2 VARIATIONAL ATTRACTION OF THE KAM TORUS FOR THE CS-SYSTEM
1. Introduction
The earliest research on dissipative systems can be found in Duffing’s experimental designing
book published in 1918, concerning forced oscillations with variable frequency [7]. His work
inspires the creation of modern qualitative theory for dynamic systems, and a bunch of inter-
esting phenomena, e.g. chaos, bifurcation, resonance etc [11] were found since then, although
contemporaries of Duffing have noticed these objects, e.g. Poincare´ [12] and Lyapunov.
The dissipative systems have a wide practical prospect, which can be found in almost all the
modern scientific subjects, e.g. astronomy [5], electromagnetics [20], elastomechanics [19], and
even economics [15]. The study of invariant Lagrangian submanifolds for dissipative systems,
and in particular the existence of KAM tori (i.e., invariant Lagrangian tori on which the motion
is conjugate to a rotation), have been thoroughly investigated in [2, 3, 17] by means of geometric
approach. Besides, the PDE viewpoint and variational method supplied additional chances to
investigate dissipative mechanism and its effects to the global dynamics [6, 15, 16].
1.1. Conformally symplectic system: Hamiltonian/Lagrangian formalism. For a Cr
Hamiltonian function (r ≥ 2)
H : (q, p) ∈ T ∗Tn → R(1)
which satisfies
(H1) (Positive Definite) Hpp is positive definite everywhere on T
∗
q Tn;
(H2) (Superlinear) lim|p|q→+∞H(q, p)/|p| = +∞, where | · | is the Euclid norm on T ∗q Tn;
we introduce a dissipative equation by{
q˙ = Hp(q, p),
p˙ = −Hq(q, p)− λp.(2)
Here λ > 0 is called the viscous damping index, since the flow ΦtH,λ of (2) transports the standard
symplectic form into a multiple of itself, i.e.
(ΦtH,λ)
∗dp ∧ dq = eλtdp ∧ dq
for t in valid time region. That is why system (2) is called conformally symplectic [21] or
dissipative [14] in related literatures.
Remark 1.1. Actually, we can add another equation
u˙ = 〈Hp(q, p), p〉 −H(q, p)− λu(3)
to (2), to make the complete equation group possesses a characteristic meaning, which is com-
monly used in contact Hamilton-Jacobi equations, see [15].
The Hamiltonian satisfying (H1)-(H2) is usually called Tonelli, since the Legendre transfor-
mation
LH : T ∗M → TM ; (q, p) 7→ (q,Hp(q, p))
works as a diffeomorphism and endows a Tonelli Lagrangian
L(q, v) := max
p∈T∗q Tn
〈p, v〉 −H(q, p)(4)
of which the maximum is obtained at p¯ ∈ T ∗xM such that LH(q, p¯) = (q, v). Such a L(x, v)
is originally named in [8], as the fundamental of the weak KAM Theorem. Precisely, we can
introduce a variational principle
Aba(x, y) := inf
γ∈Cac([a,b],Tn)
γ(a)=x, γ(b)=y
∫ b
a
eλsL(γ, γ˙)ds, (a ≤ b).
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Due to the Tonelli Theorem and Weierstrass Theorem [18], the infimum is always achievable for
a Cr−smooth η : [a, b] → M connecting x and y, which satisfies the following Euler-Lagrange
equation:
(E-L)
d
dt
Lv(η, η˙) + λLv(η, η˙) = Lx(η, η˙).
Such an η is called a critical curve of Aba(x, y). Moreover, the Euler-Lagrange flow Φ
t
L,λ satisfies
ΦtL,λ ◦ LH = LH ◦ ΦtH,λ in the valid time region. As an equivalent substitute, we can explore
the dynamics of (2) via the variational method.
1.2. Symplectic aspects of the KAM torus. Let α = pdq be the Liouville form on T ∗Tn
and
Σ :=
{(
q, P (q)
) ∣∣∣ q ∈ Tn, P ∈ C1(Tn,Rn)}
be a C1−Lagrangian graph, i.e. i∗Σω = 0 with ω = dα = dp ∧ dq. That implies the symplectic
form ω vanishes when restricted to the tangent bundle of Σ. If so, there must be a c ∈ H1(Tn,R)
and a u ∈ C2(Tn,R) such that
P (q) = dqu(q) + c.(5)
Additionally, if Σ is ΦtH,λ−invariant for all t ∈ R, we can prove the following:
Theorem 1.2 (proved in Sec. 3). c = ~0. In other words, Σ is the graph of an exact 1−form
dxu.
Usually, the existence of such a ΦtH,λ−invariant Lagrangian graph can be guaranteed by
certain quasi-periodic dynamics in the phase space. Such a quasi-periodic invariant graph is
called a KAM torus:
Definition 1.3. A homologically nontrivial, C1−graphic, ΦtH,λ−invariant set is called a KAM
torus and denoted by Tω, if the dynamic on it conjugates to a ω−rotation for some ω ∈ Rn. In
other words, we can find a C1− embedding map K : Rn → T ∗Rn expressed by
K(x) :=
(
x+ ξ(x)︸ ︷︷ ︸
ζ(x)
, η(x)
)
, ∀x ∈ Rn
with ξ(x+m) = ξ(x) and η(x+m) = η(x) for any m ∈ Zn, such that the following diagram is
commutative for all t ∈ R:
x ∈ Rn ρ
t
ω−−−−→ x+ ωt ∈ RnyK(·) yK(·)
K(x) ∈ T ∗Rn Φ
t
H,λ−−−−→ K(x+ ωt) ∈ T ∗Rn.
(6)
If so, we have
Tω =
{(
[x], η
(
ζ−1(x)
)) ∈ T ∗Tn∣∣∣∣x ∈ Rn}
where [x] ∈ [0, 1)n is uniquely identified by x − [x] ∈ Zn and ω ∈ H1(Tn,R) is called the
frequency of Tω.
Remark 1.4. Although this definition doesn’t relies on the choice of ω, in most occasions we
have to make a special selection of that, to make such a K(·) available. Precisely, we call ω ∈ Rn
τ−Diophantine, if there exists α > 0 such that
|〈k, ω〉| ≥ α|k|τ , ∀ k ∈ Z
n\{0}.
It has been proved in a bunch of papers, e.g., [2, 3, 5, 17], the persistence of the KAM torus
with a Diophantine frequency, due to an analogy of the classical KAM iterations.
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Theorem 1.5 (proved in Sec. 3). Tω is a ΦtH,λ−invariant Lagrangian graph.
1.3. Variational aspects of the KAM torus. Following the ideas of Aubry-Mather theory
[18] and weak KAM theory [8], the action minimizing orbits of (2) were firstly studied in
[6, 16] for autonomous conformally symplectic systems. Precisely, we can define the Lax-Oleinik
semigroup operator
T −t : C0(Tn,R)→ C0(Tn,R), t ≥ 0,
by
T −t ψ(x) := inf
γ∈Cac([−t,0],Tn)
γ(0)=x
{
e−λtψ(γ(−t)) +
∫ 0
−t
eλτL(γ, γ˙)dτ
}
.(7)
It is proved in Sec. 2 that T −t ψ(x) is the viscosity solution (see Definition 2.1) of the following
Evolutionary discounted Hamilton-Jacobi equation (EdH-J):{
∂tu(q, t) +H(q, ∂qu) + λu = 0,
u(·, 0) = ψ(·), t ≥ 0.(8)
and u−(q) := limt→+∞ T −t ψ(q) exists uniquely as the viscosity solution of the following Sta-
tionary discounted Hamilton-Jacobi equation (SdH-J)
∂tu
−(q) +H(q, ∂qu−) + λu− = 0,(9)
no matter which ψ ∈ C0(Tn,R) is chosen. By the Comparison Principle (see Corollary C.2), the
viscosity solution of (9) is unique but usually not C1.
Corollary 1.6. For λ > 0, each KAM torus Tω gives us the unique viscosity solution u− of (9)
which satisfies Tω = Graph(dxu−). Therefore, KAM torus is globally unique for equation (2).
Based on this Corollary and the convergence of T −t ψ for any initial ψ, we can see that Tω
works as an ‘attractor’ to global action minimizing orbits. On the other side, the KAM torus Tω
of (2) proves to be a local attractor in the phase space and possesses certain normal hyperbolicity,
see Appendix B for more details. Therefore, we can prove the following conclusion:
Theorem 1.7 (C1−convergency). For a Cr−smooth Tonelli Lagrangian L(q, v) ∈ TTn → R,
if there exists a C1-graphic KAM torus
Tω =
{(
q, P (q)
)∣∣∣q ∈ Tn}
on which the dynamic on it is C1−conjugate to the ω−rotation, then for any function ψ ∈
C0(Tn,R), there exists a constant C = C(ψ,L) > 0 such that
max
x∈Tn
dH
(
D+T −t ψ(x), P (x)
)
≤ Ce−λt,(10)
for all t ∈ [0,+∞). Here dH is the Hausdorff metric (see Definition D.1) and D+T −t ψ(x) is the
superderative of T −t ψ(x) at the point x ∈ Tn (see Definition D.3).
Remark 1.8. As is shown in Fig. 1, usually Tω is not a global attractor and extra invariant
sets may coexist. The extra invariant sets indeed tangle trajectories nearby, however the sig-
nificance of Theorem 1.7 indicates the backward minimizing orbits won’t be attracted by those
extra invariant sets.
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Figure 1. Example with a coexistence of KAM torus and fixed points:
H(x, p) = 12 (p + 2)
2 − 2 sinx + 1√
2
cosx + 14 cos 2x, λ =
1√
2
. The KAM torus
sequels (x, sinx)|x ∈ T. The maximal global attractor is marked in red.
1.4. Is the KAM torus variational stable? As the KAM torus is normally hyperbolic, under
small perturbation it persists as a ΦtH,λ−invariant C1−graph due to the Invariant Manifold
Theorem [13]. However, the dynamic on the perturbed torus may no longer conjugate to a
rotation. So we wonder if the perturbed graph is still exact.
Open Problem 1. Does an invariant Lagrangian graph of a conformally symplectic system
still persists as an invariant Lagrangian graph under small perturbation?
The answer to this question has a wide applications in exploring the stability of dynamics for
(2). Unfortunately, the dissipative property of (2) leads to a complicated topological structure of
the global attractor, which contains Tω as a strictly subset, see Fig. 1 for an example. Besides,
bifurcations may happen as well, which causes additional complexity to the local dynamics
around Tω. Nonetheless, we can still give a partial answer under reasonable assumptions:
Theorem 1.9. Suppose T is both a KAM torus and the global attractor of a conformally
symplectic system of a Hamiltonian H(x, p), then for any pertubed system H(x, p) = H + H1
with 0 ≤  ≤ 0(H) 1, the perturbed invariant torus T  is still an exact graph.
Proof. Due to the Invariant Manifold Theorem [13], for system H the invariant torus persists
as T  which is still normally hyperbolic, as long as the constant 0(H) is sufficiently small.
Besides, the Hausdorff distance between T and T  is bounded by O(). On the other side, since
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Figure 2. Example: Hα(x, p) =
1
2 (p+ 2α)
2 + (cosx− 1) + (3− 2α+ 2 sinx−
cosx + 1√
2
cosx − 14 cos 2x
)
α, λ = 1√
2
, α ∈ [0, 1]. For α = 0, the system is
actually a dissipative pendulum. For α = 1, the system has been shown in Fig.
1, with a KAM torus and two fixed points. When α ≈ 0.754..., there would be
a bifurcation: we get an invariant torus which is only Lipschitz smooth, and
comprises of a hyperbolic fixed point and its homoclinic orbit. The invariant
torus is exact, but the associated viscous solution u−(x) is only C1,1 smooth.
T is the global attractor of system H, that indicates the stable manifold of T covers all the
phase space. Therefore, for  1, T  is still the global attractor of H.
From the viewpoint of variational method, T = A˜, which is the Aubry set of H (see Definition
A.1). Due to the upper semi-continuity of the Aubry set (see Lemma A.3), the Hausdorff
distance between A˜0 and A˜ can be sufficiently small as long as 0  1, which implies A˜ ⊂ T 
(but may not be equal).
Suppose u− (x) is the unique viscosity solution of (9) for system H, then it’s differentiable
a.e. x ∈ Tn. For any differentiable point x ∈ Tn, (x, dxu− ) decides a unique backward orbits
which tends to A˜ as t→ −∞, so (x, ∂xu− ) ∈ T . Then Graph(u− ) equals T  for a.e. x ∈ Tn.
Since T  is graphic and C1−smooth, then u− is actually a classic solution of (9) for system H
and then Graph(dxu
−
 ) = T , which implies T  is exact. 
Remark 1.10. Similar conclusion has ever been proposed in [16] for a nearly integrable system.
Here we consider a general systems and complete the details of proof, by using a similar idea.
Organization of the article: The paper is organized as follows: In Sec. 2, we display relevant
conclusions about the Lax-Oleinik semigroup and the weak KAM solutions. In Sec. 3, we prove
the symplectic properties of the KAM torus, i.e. Theorem 1.2 and Theorem 1.5. In Sec. 4,
we discuss the C1−convergence of the Lax-Oleinik semigroup and prove Theorem 1.7. For
the consistency of the proof, some longsome and independent conclusions are moved to the
Appendix.
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2. Weak KAM theory of discounted H-J equations
In this section we display a list of definitions and conclusions about the variational principle
of system (2), which can be used in later sections.
Definition 2.1 (Viscosity solution). (1) A function u : Tn → R is called a viscosity subso-
lution of equation (9), if for every C1 function ϕ : Tn → R and every point x0 ∈ Tn at
which u− ϕ reaches a local maximum, we have
H(x0, ∂xϕ(t0, x0)) + λu(x0) 6 0;
(2) A function u : Tn → R is called a viscosity supersolution of equation (9), if for every C1
function ψ : Tn → R and every point y0 ∈ Tn at which u−ψ reaches a local minimum,
we have
H(x0, ∂xψ(x0)) + λu(x0) > 0;
(3) A function u : Tn → R is called a viscosity solution of equation (9), if it is both a
viscosity subsolution and a viscosity supersolution.
(4) Similarly, a function U : Tn × [0,+∞)→ R can be defined by the viscosity subsolution,
viscosity supersolution or viscosity solution of equation (8), if aforementioned items
holds in the interior region (0,+∞)×M for U respectively.
Proposition 2.2. (1) (Variational principle) For each ψ ∈ C0(T,R), each x ∈ T and each
t ≥ 0, we can find a C2 smooth curve γx,t : τ ∈ [−t, 0]→ Tn ending with x such that
T −t ψ(x) = e−λtψ(γx,t(−t)) +
∫ 0
−t
eλτL(γx,t(τ), γ˙x,t(τ))dτ.
Moreover, L−1H (γx,t(τ), γ˙x,t(τ)) satisfies (2) for τ ∈ (−t, 0).
(2) (Pre-compactness) for any ψ ∈ C0(Tn,R) and any t ≥ 1, there exists a constant K > 0
depending only on L(x, v), such that the minimizing curve γx,t achieving T −t ψ satisfies
|γ˙x,t(τ)| ≤ K for all τ ∈ (−t, 0).
(3) (Viscosity solution) Suppose Uψ(x, t) := T −t ψ(x), then it’s a viscosity solution of the
EdH-J equation (8).
Proof. For assertion (1), by taking
htλ(y, x) := inf
γ∈Cac([−t,0],Tn)
γ(−t)=y γ(0)=x
∫ 0
−t
eλτL(γ, γ˙) dτ,(11)
we get a simplified expression
T −t ψ(x) = inf
y∈Tn
{e−λtψ(y) + htλ(y, x)}.
Since the function y 7→ e−λtψ(y)+htλ(y, x) is continuous on Tn, we can find yx,t ∈ Tn such that
T −t ψ(x) = e−λtψ(yx,t)+htλ(yx,t, x). Due to the Tonelli Theorem, the minimal curve of htλ(y, x)
in (11) is always achievable, and has to be C2−smooth due to the Weierstrass Theorem [18].
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Hence, we can find a C2 smooth curve γx,t : [−t, 0] 7→ Tn with γx,t(−t) = yx,t and γx,t(0) = x
such that
htλ(yx,t, x) =
∫ 0
−t
eλτL(γx,t(τ), γ˙x,t(τ)) dτ.
For assertion (2), as we know, for any ψ ∈ C0(Tn,R) and t > 1,we choose 0 < σ < t such
that 12 6 σ 6 1 , due to item (1), there exists a a C2 smooth curve γx,t : [−t, 0] 7→ Tn with
γx,t(0) = x and due to T −t is a semigroup operator,
T −t ψ(x) = inf
y∈Tn
{e−λtψ(y) + htλ(y, x)}
= inf
z∈Tn
{e−λσ(T −t−σψ(z))+ hσλ(z, x)}
= e−λσT −t−σψ(γx,t(−σ)) + hσλ(γx,t(−σ), γx,t(0))
= e−λσT −t−σψ(γx,t(−σ)) +
∫ 0
−σ
eλτL(γx,t(τ), γ˙x,t(τ))dτ
By chosen η : [−σ, 0]→ R being the straight line connecting γx,t(−σ) and γx,t(0), we have
hσλ(γx,t(σ), γx,t(0)) 6
∫ 0
−σ
eλτL(η(τ), η˙(τ))dτ
6C
∫ 0
−σ
eλτdτ
for a suitable constant C depending only on L(x, v) with |v| ≤ diam(Tn). On the other hand,
there exists constants k, l > 0 such that L(x, v) > k|v| − l for all (x, v) ∈ TTn, then
hσλ(γx,t(−σ), γx,t(0)) >
∫ 0
−σ
eλτ (k|γ˙x,t| − l)dτ
> k
∫ 0
−σ
eλτ |γ˙x,t|dτ − l
∫ 0
−σ
eλτdτ.
Hence, we have ∫ 0
−σ
|γ˙x,t|dτ 6 l + C
ke−λσ
∫ 0
−σ
eλτdτ =
l + C
kλ
(eλσ − 1).
There always exists a t′ ∈ [−σ, 0] such that |γ˙x,t(t′)| 6 l+Ckλ e
λσ−1
σ . Since γx,t satisfies the (E-L),
then |γ˙x,t(τ)| is uniformly bounded on τ ∈ [−σ, 0].
Choose −t 6 −σN 6 −σN−1 6 · · · 6 −σ1 6 −σ0 = −σ 6 0 such that 12 6 σi − σi+1 6 1,
then for any 1 6 i 6 N we get
T −t−σi−1ψ(γx,t(−σi−1)) = eλ(σi−1−σi)T −t−σiψ(−γx,t(−σi)) +
∫ −σi−1
−σi
eλτL(γx,t(τ), γ˙x,t(τ))dτ,
the same scheme as above still works. So |γ˙x,t(τ)| is uniformly bounded on τ ∈ [−t, 0].
For assertion (3), Uψ(x, t) := T −t ψ(x) is a continuous viscosity solution of (9) is a classic
conclusion in the Optimal Control Theory, see [1, Chapter III] for a direct citation.Here we
adapt his proof to our setting and give a sketch:
we first prove Uψ(x, t) = T −t ψ(x) is a subsolution. For any fixed (t0, x0) ∈ (0,+∞)×Tn. Let
ϕ be a C1 test function such that (t0, x0) is a local maximal point of Uψ − ϕ and Uψ(x0, t0) =
ϕ(x0, t0). That is
ϕ(x0, t0)− ϕ(x, t) 6 Uψ(x0, t0)− Uψ(x, t), (x, t) ∈W,(12)
with W be an open neighborhood of (t0, x0) in Tn.
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Due to item(1) and T −t is a semigroup operator, for any differentiable point x2 ∈ W , we
have that T −t2−t1 ◦ T −t1 ψ(x2) = T −t2 ψ(x2) for any t1 < t2 in W which implies that
eλt2Uψ(x2, t2)− eλt1Uψ(x1, t1) 6
∫ t2
t1
eλτL(γ, γ˙)dτ.
for any C1 curve γ : [t1, t2]→ Tn connecting x1 to x2. By (12) it follows
ϕ(t2, x2)− ϕ(t1, x1) 6
∫ t2
t1
eλ(τ−t2)L(γ, γ˙)dτ − (1− eλ(t1−t2))Uψ(x1, t1).
By letting |t2 − t1| → 0, this gives rise to
∂tϕ(x0, t0) + ∂xϕ(x0, t0) · γ˙(t0) 6 L(x0, γ˙(t0))− λϕ(x0, t0)
As an application of Fenchel-Legendre dual, we obtain
∂tϕ(x0, t0) +H(x0, ∂xϕ(x0, t0)) + λϕ(x0, t0) 6 0,
which shows that Uψ is a subsolution.
Now we turn to the proof that Uψ is a supersolution. Let ϕ be a C
1 test function such that
(x0, t0) is a local minimal point of u− ϕ and Uψ(x0, t0) = ϕ(x0, t0) . That is
ϕ(x0, t0)− ϕ(x, t) > Uψ(x0, t0)− Uψ(x, t), (x, t) ∈ V,
with V be an open neighborhood of (x0, t0) in Tn. There exists a C2 curve ξ : [t, t0]→ V with
ξ(t0) = x0 such that
Uψ(ξ(t0), t0)− Uψ(ξ(t), t) =
∫ t0
t
L(ξ, ξ˙)− λUψ(ξ(s), s) ds.
Hence
ϕ(x0, t0)− ϕ(x) >
∫ t0
t
L(ξ, ξ˙)− λUψ(ξ(s), s) ds,
It follows that
∂tϕ(x0, t0) + ∂xϕ(x0, t0) · ξ˙(t0) > L(x0, ξ˙(t0))− λϕ(x0, t0),
which implies
∂tϕ(x0, t0) +H(x0, ∂xϕ(t0, x0)) + λϕ(x0, t0) > 0.

Proposition 2.3. (1) (Expression) [6, Theorem 6.1] For all ψ ∈ C0(M,R), the limit of
T −t ψ(x) exists and can be explicitly expressed, i.e.
lim
t→+∞ T
−
t ψ = inf
γ∈Cac((−∞,0],Tn)
γ(0)=x
∫ 0
−∞
eλτL(γ, γ˙)dτ.(13)
Since the limit is independent of ψ, we can denote it by u−(x).
(2) (Domination) [6, Proposition 6.3] For any absolutely continuous curve γ : [a, b] → T
connecting x, y ∈ Tn, we have
eλbu−(y)− eλau−(x) ≤
∫ b
a
eλτL(γ, γ˙)dτ.(14)
(3) (Calibration)[6, Proposition 6.2] For any x ∈ Tn, there exists a Cr backward calibrated
curve γ−x : (−∞, 0]→ Tn ending with x, such that for all s ≤ t ≤ 0, we have
eλtu−(γ−x (t))− eλsu−(γ−x (s)) =
∫ t
s
eλτL(γ−x , γ˙
−
x )dτ.(15)
Similarly, L−1H (γ−x (τ), γ˙−x (τ)) satisfies (2) for τ ∈ (−∞, 0).
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(4) (Pre-compactness)[6, Proposition 6.2] There exists a constant K > 0 depending only
on L(q, v), such that the minimizing curve γ−x of T −t ψ satisfies |γ˙−x (τ)| ≤ K, for τ ∈
(−∞, 0).
(5) [16, Proposition 5,6] Along each calibrate curve γ−x : (−∞, 0]→ Tn, we have
λu−(γ−x (s)) +H(γ
−
x (s), dxu
−(γ−x (s))) = 0, ∀s < 0.
(6) (C0−convergent speed) Let Uψ(x, t) := T −t ψ be the viscosity solutions of the equation
(8), there exists a constant C1 = C1(ψ), such that∥∥Uψ(x, t)− u−(x)∥∥ 6 C1e−λt, ∀t ≥ 1.
(7) (Stationary solution) u−(x) is a viscosity solution of (9).
Proof. As direct citations, we have marked the exact references for the first five items of this
Proposition. For item (6), due to the expression of u−(x) in (13) and item (3), there must
exist an absolutely continuous curve γ−x : (−∞, 0] → Tn with γ−x (0) = x such that u−(x) =∫ 0
−∞ e
λτL(γ−x , γ˙
−
x )dτ. Then we have
Uψ(x, t)− u−(x)
6 e−λtψ(γ−x (−t)) +
∫ 0
−t
eλτL(γ−x , γ˙
−
x )dτ −
∫ 0
−∞
eλτL(γ−x , γ˙
−
x )dτ
= e−λtψ(γ−x (−t))−
∫ −t
−∞
eλτL(γ−x , γ˙
−
x )dτ
6 e−λtψ(γ−x (s))− min
(x,v)∈TTn
L(x, v)
∫ −t
−∞
eλτdτ
6 e−λt
[
||ψ||C0 + 1
λ
min
(x,v)∈TTn
L(x, v)
]
=C1e
−λt,
where C1 is a constant depending on ||ψ||C0 and minTTn L(x, v). On the other hand, there is
an absolutely continuous curve γx,t : [−t, 0] → Tn with γ−x (0) = x such that Uψ(x, t) attains
the infimum in the formula (7), define ξ : (−∞, 0] → Tn by ξ(τ) = γx,t(τ) for τ ∈ [−t, 0] and
ξ(τ) ≡ γx,t(−t) for τ 6 −t, it follows that ξ is an absolutely continuous curve with ξ(0) = x
and
u−(x)− Uψ(x, t)
6
∫ 0
−∞
eλτL(ξ, ξ˙)dτ − e−λtψ(ξ(−t))−
∫ 0
−t
eλτL(ξ, ξ˙)dτ
6 e−λt|ψ(ξ(−t))|+
∫ 0
−∞
eλτL(ξ, ξ˙)dτ
6 e−λt
[||ψ||C0 + 1
λ
max
x∈Tn
|L(x, 0)|]
= C2e
−λt,
with C2 being a constant depending on ||ψ||C0 and maxx∈Tn |L(x, 0)|. Combining previous two
inequalities we prove this item.
For item (7), the proof is similar with item (4) of Proposition 2.2. 
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3. Exactness of the KAM torus
Proof of Theorem 1.2: The invariance of Σ implies for any q ∈ Tn,
ΦtH,λ
(
q, P (q)
)
=
(
q(t), P
(
q(t)
))
, ∀t ∈ R.
Due to (2), for any q ∈ Tn,
−Hq(q, P (q))− λP (q) = p˙(0)
=
dP
(
q(t)
)
dt
∣∣∣∣
t=0
= Pq(q) · q˙(0)
= 〈Pq(q), Hp(q, p)〉.(16)
On the other side, we define
G(q) := λu(q) +H(q, P (q)) ∈ C1(Tn,R),
which satisfies
dG(q) = dqG(q)dq
= 〈Pq(q), Hp(q, p)〉dq + λdqu(q)dq +Hq(q, P (q))dq
= λ[∂qu(q, t)dq − P (q)]dq = −λcdq(17)
since P (q) = c+ dqu(q). We can read through previous equality for i = 1, ..., n,
∂qiG(q) + λci = 0.
By integrating the above equality w.r.t. qi over T, then ci = 0 for i = 1, ..., n. 
Proof of Theorem 1.5: It suffices to show that ω(TTω, TTω) = 0, which is equivalent to show
K∗ω = 0. Recall that
(ΦtH,λ ◦K)∗ω = K∗(ΦtH,λ)∗ω = eλK∗ω.
On the other side, K ◦ ρtω = ΦtH,λ ◦K, which implies
(K ◦ ρtω)∗ω = (ρtω)∗K∗ω.
Combining these two equalities we get
(ρ−tω )
∗K∗ω = e−λtK∗ω, ∀ t ∈ R+.
Since Tω is ΦtH,λ−invariant, and limt→+∞(ρ−tω )∗K∗ω = 0, we prove K∗ω = 0. 
4. C1−convergent speed of the Lax-Oleinik semigroup
For any x ∈ Tn, the KAM torus Tω always can be interpreted as an exact graph of du− by
Corollary 1.6, where u−(x) is the unique C2−classic solution of (9). On the other side, Uψ(x, t)
is SCL w.r.t. x ∈ Tn, then D+Uψ(x, t) is a compact convex set. For any (px, pt) ∈ D∗Uψ(x, t),
due to Proposition D.8 there is a unique minimizer curve γx,t with γx,t(0) = x such that
Uψ(x, t) = e
−λtψ(γx,t(0)) +
∫ 0
−t
eλτL(γx,t(τ), γ˙x,t(τ))dτ
with px = limτ→0− dxUψ(γx,t(τ), τ). Moreover, the following properties of u
− and Uψ can be
proved easily:
Lemma 4.1. (1) For any fixed x ∈ Tn, we have
dH(dxu
−(x), D+Uψ(x, t)) = max
px∈D∗Uψ(x,t)
|dxu−(x)− px|
12 VARIATIONAL ATTRACTION OF THE KAM TORUS FOR THE CS-SYSTEM
(2) There exist a constant C2 depending only on ψ and L, such that
|dxu−(x)− px| 6 C2(ψ,L) lim
τ→0−
|γ˙−x (τ)− γ˙x,t(τ)|
(3) There exist a constant A := A(ψ,L) such that{ ∣∣γ˙x,t(τ)∣∣, ∣∣γ¨x,t(τ)∣∣ 6 A∣∣γ˙−x (τ)∣∣, ∣∣γ¨−x (τ)∣∣ 6 A τ ∈ [−t, 0](18)
Proof. (1) Due to Lemma D.6, D+Uψ(x, t) = coD
∗Uψ(x, t) then by Definition D.8 , it obtain
dH(dxu
−(x), D+Uψ(x, t)) = max
px∈D+Uψ(x,t)
|dxu−(x)− px|
= max
px∈coD∗Uψ(x,t)
|dxu−(x)− px| = max
px∈D∗Uψ(x,t)
|dxu−(x)− px|.
(2) Since γ−x (0) = γx,t(0) = x, due to Theorem D.8 and item (5) of Proposition 2.3 , we
obtain that
px = lim
τ→0−
dxUψ(γx,t(τ), τ) = lim
τ→0−
Lv(γx,t(τ), γ˙x,t(τ)),
dxu
−(x) = lim
τ→0−
dxu
−(γ−x (τ), τ) = lim
τ→0−
Lv(γ
−
x (τ), γ˙
−
x (τ)).
Due to item(2) of Proposition 2.2 and item(4) of Proposition 2.3, we have
|dxu−(x)− px| 6 lim
τ→0−
|Lv(γ−x (τ), γ˙−x (τ))− Lv(γx,t(τ), γ˙x,t(τ))|
6C2(ψ,L) lim
τ→0−
|γ˙−x (τ)− γ˙x,t(τ)|.
(3) Denote that p(τ) = Lv(γx,t(τ), γ˙x,t(τ)), due to dissipative equation (2), we have
γ¨x,t(τ) =
d
dt
Hp
(
γx,t(τ), p(τ)
)
=Hpx(γx,t(τ), p(τ)) · γ˙x,t(τ) +Hpp(γx,t(τ), p(τ))(−Hx(γx,t(τ), p(τ))− λp(τ)) τ ∈ [−t, 0].
By item(2) of Proposition 2.2 and item(4) of Proposition 2.3, for any τ ∈ [−t, 0], it has
(γx,t(τ), γ˙x,t(τ)) and (γ
−
x (τ), γ˙
−
x (τ)) are both a compact set of Tn. Hence, there exist a constant
A := A(ψ,L) such that
∣∣γ˙x,t(τ)∣∣, ∣∣γ¨x,t(τ)∣∣ 6 A and ∣∣γ˙x,t(τ)∣∣, ∣∣γ¨x,t(τ)∣∣ 6 A for any τ ∈ [−t, 0] .It
complete our proof. 
Now we define
l(x,w) := L(x,w)− λu−(x)− 〈w, dxu−(x)〉(19)
on (x,w) ∈ TTn. Due to item (7) of Proposition 2.3, there exists a λ−calibrated curve γ−x :
(−∞, 0]→ Tn, of which
u−(x)− e−λtu−(γ−x (−t)) =
∫ 0
−t
eλτ
(
L(γ−x , γ˙
−
x ) + c(H)
)
dτ
and
u−(x)− e−λtu−(γ−x (−t)) =
∫ 0
−t
d
dτ
[
eλτu−(γ−x (τ))
]
dτ
=
∫ 0
−t
eλτ
[
γ˙−x (τ) · dxu− + λu−
]
dτ.
Therefore, we have ∫ 0
−t
eλτ l(γ−x (τ), γ˙
−
x (τ)) dτ = 0(20)
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and ∫ 0
−t
eλτ l(γ(τ), γ˙(τ)) dτ > 0(21)
for any C1−curve γ : [−t, 0]→ Tn.
Lemma 4.2. Suppose t > σ for some σ > 0, then there exist a constant α0 := α0(L) depending
only on L such that
∫ 0
−σ
eλτ l(γx,t(τ), γ˙x,t(τ)) dτ 6 2C1(ψ,L) e−λt,∫ 0
−σ
eλτ l(γx,t(τ), γ˙x,t(τ)) dτ >α0
∫ 0
−σ
eλτ
∣∣γ˙x,t(τ)− η˙x,t(τ)∣∣2 dτ,(22)
where
ηx,t(r) := x−
∫ 0
r
∂H
∂p
(γx,t(τ), dxu
−(γx,t(τ))) dτ
for any r ∈ (−σ, 0).
Proof. By the definition of the solution semigroup T −t ψ(x) = Uψ(x, t) and item (2) of Propo-
sition 2.2, there exist a C2 curve γx,t : [s, t] 7→ Tn such that
Uψ(x, t) = e
−λσUψ(γx,t(−σ),−σ) +
∫ 0
−σ
eλτL(γx,t(τ), γ˙x,t(τ)) dτ,
By integrating function l along γx,t with γx,t(0) = x over the interval [−σ, 0], we obtain
∫ 0
−σ
eλτ l(γx,t(τ), γ˙x,t(τ)) dτ + u
−(x)− e−λσu−(γx,t(−σ))
=
∫ 0
−σ
eλτL(γx,t(τ), γ˙x,t(τ)) dτ = Uψ(x)− e−λσUψ(γx,t(−σ),−σ)
which implies that∫ 0
−σ
eλτ l(γx,t(τ), γ˙x,t(τ)) dτ
6 e−λσ
∣∣∣u−(γx,t(−σ))− Uψ(γx,t(−σ),−σ)∣∣∣+ |u−(x)− Uψ(x, t)|,
6 e−λσC1(ψ,L)e−λ(t−σ) + C1(ψ,L)e−λt
= 2C1(ψ,L)e
−λt.
(23)
On the other hand, we denote by
F (x,w) := l(x,w) +H(x, dxu
−(x)) + λu−(x), (x,w) ∈ TTn
which verifies to be nonnegative. By definition ,
∂F
∂w
(x,w) =
∂l
∂w
(x,w) =
∂L
∂w
(x,w)− dxu−(x)
∂2F
∂w2
(x,w) =
∂2l
∂w2
(x,w) =
∂2L
∂w2
(x,w)
and F (x,w) = 0 if and only if w = ∂H∂p (x, dxu
−(x)). Since (H1), there exist α0 such that
∂2
∂w2F (x,w) > α0 for any (x,w) ∈ TTn , then
F (γx,t(τ), γ˙x,t(τ)) > α0
∣∣∣γ˙x,t(τ)− ∂H
∂p
(γx,t(τ), dxu
−(γx,t(τ)))
∣∣∣2.
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Recall that H(x, dxu
−(x), t) + λu−(x) = 0, then we denote by
ηx,t(r) := x−
∫ 0
r
∂H
∂p
(γx,t(τ), dxu
−(γx,t(τ))) dτ
for any −σ < r < 0, which implies
η˙x,t(τ) =
∂H
∂p
(γx,t(τ), dxu
−(γx,t(τ))).
Finally we get
l(γx,t(τ), γ˙x,t(τ)) >α0
∣∣∣γ˙x,t(τ)− ∂H
∂p
(γx,t(τ), dxu
−(γx,t(τ)))
∣∣∣2
=α0
∣∣γ˙x,t(τ)− η˙x,t(τ)∣∣2
which complete (22). 
Recall that there exists a constant ∆0 = ∆0(λ) > 0 such that an open neighborhoood U of
Tω satisfying dist(Tω, ∂U) ≥ 32∆0 is always available. Moreover, Tω can be made the unique
local attractor in U (see Appendix B). So we can prove the following Lemma:
Lemma 4.3. There exist a suitable constant s0 = s0(ψ,L) < 0 such that
lim
τ→0−
|γ˙x,t(τ)− γ˙−x (τ)| 6
3
2
∆0 ∀ t ∈ [−s0,+∞)
Proof. If there exist τ0 such that −t < τ0 6 0 and |γ˙x,t(τ0) − η˙x,t(τ0)| < ∆0. By Proposition
B.1, for any τ ∈ [−t, τ0] we have that (γx,t(τ), γ˙x,t(τ)) lies in the local attractor neighborhood
U . Since (γx,t(τ), η˙x,t(τ)) ∈ Tω, then |γ˙x,t(τ)− η˙x,t(τ)| < ∆0 for any −t 6 τ 6 τ0.
If there exist σ ∈ [0, t] such that |γ˙x,t(τ) − η˙x,t(τ)| > ∆0, for any τ ∈ [−σ, 0]. Due to (22),
we have
2C1(ψ,L)e
−λt >
∫ 0
−σ
eλτ l(γx,t(τ), γ˙x,t(τ)) dτ
>α0
∫ 0
−σ
eλτ
∣∣γ˙x,t(τ)− η˙x,t(τ)∣∣2 dτ
> α0
λ
min
τ∈[−σ,0]
∣∣γ˙x,t(τ)− η˙x,t(τ)∣∣2(1− e−λσ)
> α0
λ
∆20(1− e−λσ).
Suppose that
t > − 1
λ
ln
α0∆
2
0
λC1(ψ,L)
,
then
σ 6 σ0(t) := − 1
λ
ln
(
1− C1(ψ,L)e
−λt
α0∆20
)
.
For any τ ∈ [−t, 0], due to (18), there exist a constant A0 = A0(ψ,L) such that A0 > A > 0
and
|η˙xs,t(τ)| =
∣∣∣∂H
∂p
(γx,t(τ), dxu
−(γx,t(τ)))
∣∣∣ = ∣∣∣∂H
∂p
(γx,t(τ), Lv(γx,t(τ), γ˙x,t(τ))
∣∣∣
6A0 := max
(x,v)∈Tn×B(0,A)
∂H
∂p
(x, Lv(x, v)).
where B(0, A) is a disk centering at 0 and of a radius A := A(ψ,L) which has been given in
item (3) of Lemma 4.1. By choosing
s0(ψ,L) :=
1
λ
ln
α0∆
2
0
C1(ψ,L)
[
1− e−
λ∆0
4A0
]
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such that σ0(t) 6 ∆04A0 for any −t < s0, we can ensure
lim
τ→0−
|γ˙x,t(τ)− γ˙−x (τ)| 6 |γ˙x,t(τ)− η˙x,t(τ)|+ 2A0σ,
6∆0 +
1
2
∆0 =
3
2
∆0
for any τ ∈ [−σ, 0], which complete our proof. 
Proof of Theorem 1.7: For any x ∈ Tn satisfying t > −s0(ψ,L), where s0 is given in Lemma
4.3, then we have
max
x∈Tn
dH
(
D+T −t ψ(x), P (x)
)
= max
x∈Tn
dH(D
∗Uψ(x, t), dxu−)
= max
x∈Tn
max
px∈D∗Uψ(x)
∣∣px − dxu−∣∣
6 max
x∈Tn
max
px∈D∗Uψ(x,t)
C2(ψ,L) lim
τ→0−
|γ˙x,t(τ)− γ˙−x (τ)|
6 C2(ψ,L)
3
2
∆0e
−λ(t+s0)
= C(ψ,L)e−λt.
Due to Lemma 4.1, the first three lines hold. Lemma 4.3 implies the fourth line and if we
assume
C(ψ,L) := C2(ψ,L)
3
2
∆0(λ)e
−λs0
the last line holds as well. Moreover, such a constant C depends only on ψ and L. 
Appendix A. The Aubry set of conformally symplectic systems
Definition A.1 (Aubry Set). γ ∈ Cac(R,Tn) is called globally calibrated by u−, if for any
a ≤ b ∈ R,
eλbu−(γ(b))− eλau−(γ(a)) =
∫ b
a
eλtL(γ(t), γ˙(t))dt.
The Aubry set A˜ is an ΦtL,λ−invariant set defined by
A˜ =
⋃
γ
{(γ, γ˙)|γ is globally calibrated by u−} ⊂ TTn
and the projected Aubry set can be defined by A = piA˜ ⊂ Tn, where pi : TTn → Tn is the
standard projection.
Corollary A.2. [16] pi−1 : A → TM × T is a Lipschitz graph.
Lemma A.3 (Upper semicontinuity). Aubry set A˜(L) is upper semicontinuous of (λ, L) ∈
(0, 1]× Cr(TTn,R) w.r.t. the Hausdorff distance dH .
Proof. It suffices to prove that for any (λn, Ln) accumulating to (λ∗, L∗), the upper limit for the
sequence A˜(λn, Ln) is contained in A˜(λ∗, L∗). In other words, we can individually prove that
as λn → λ∗ (resp. Ln → L∗), the accumulating curve of {γn ∈ A(λn)} (resp. {γn ∈ A(Ln)})
would be contained in A(λ∗) (resp. A(L∗)).
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Due to item (5) of Proposition 2.3, for any λn ∈ (0, 1], A˜(λn) is uniformly compact in
the phase space. Therefore, for any sequence {γn} each of which is globally calibrated, the
accumulating curve γ∗ satisfies the Euler-Lagrange equation as well. On the other side, the
associated u−n converges to u
−
∗ w.r.t. the C
0−norm, with u−∗ being the weak KAM solution for
λ∗−Hamiltonian equation. For any t < s ∈ R, we have
eλsu−n (γn(s))− eλtu−n (γn(t)) =
∫ s
t
eλnτL(γn, γ˙n)dτ
then the limit
eλsu−∗ (γ∗(s))− eλtu−∗ (γ∗(t)) =
∫ s
t
eλ∗τL(γ∗, γ˙∗)dτ
implies γ∗ is globally calibrated.
For Ln → L∗, the proof is similar; We just need to assume that limn→+∞ ‖Ln − L∗‖C2 = 0
on the whole phase space TM × R, then repeat previous process. 
Appendix B. Normal hyperbolicity of the KAM torus for CSTMs
In this Appendix, we just need to consider the discrete flow map Φ1H,λ associated with (2).
The generalization from Φ1H,λ to Φ
t
H,λ is straightforward.
Proposition B.1 (local attractor[2, 3]). The KAM torus Tω is a local attractor, namely, there
exists a suitable neighborhood U of it such that Tω is the ω−limit set of any point x ∈ U .
Proof. Due to (6), we know Φ1H,λ ◦K(θ) = K(θ + ω), which implies
DΦ1H,λ(K(θ))∂iK(θ) = ∂iK(θ + ω), ∀θ ∈ Tn, i = 1, 2, · · · , n.
Therefore, ∂iK(θ) ∈ TK(θ)T ∗Tn is an eigenvector of DΦ1H,λ(·) of the eigenvalue 1. As {K(θ)|θ ∈
T} is a Lagrangian graph, i.e.
Ω(∂iK(θ), ∂jK(θ)) = 0, ∀θ ∈ Tn, i, j = 1, · · · , n,
so we have
spani=1,··· ,n{∂iK(θ)⊕ J∂iK(θ)} = TK(θ)T ∗Tn.
Formally for the matrix
V (θ) = J tDK−t(θ)
with DK(θ) = (∂1K(θ), · · · , ∂nK(θ)), we have
DΦ1H,λ(K(θ))V (θ) = V (θ + ω) ·A(θ) +DK(θ + ω) · S(θ)
where
A(θ) = e−λId
and
S(θ) = DK−1(θ + ω)
[
DΦ1H,λ(K(θ))V (θ)− e−λV (θ + ω)
]
.
Defining M(θ) by a 2n× 2n matrix which is juxtaposed with DK(θ) and V (θ), i.e.
M(θ) =
(
DK(θ)
∣∣∣V (θ)),
we will see
DΦ1H,λ(K(θ))M(θ) = M(θ + ω)
(
Id S(θ)
0 e−λId
)
2m×2n
.
Recall that
Ec :=
{(
K(θ), DK(θ)
)∣∣∣∣θ ∈ Tn}
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is a Φ1H,λ−invariant subbundle of TTωT ∗Tn, with the eigenvalue 1. To find the other Φ1H,λ−
invariant subbundle, we assume there exists a n× n matrix B(θ) such that
Eu :=
{(
K(θ), DK(θ)B(θ) + V (θ)
)∣∣∣∣θ ∈ Tn}
is Φ1H,λ−invariant, then
DΦ1H,λ(K(θ))(E
c|Eu) = DΦ1H,λ(K(θ))M(θ)
(
Id B(θ)
0 Id
)
= M(θ + ω)
(
Id S(θ)
0 e−λId
)(
Id B(θ)
0 Id
)
=
(
DK(θ + ω)
∣∣∣DK(θ + ω)B(θ + ω) + V (θ + ω))(Id −B(θ + ω)
0 Id
)
·(
Id S(θ)
0 e−λId
)(
Id B(θ)
0 Id
)
=
(
DK(θ + ω)
∣∣∣DK(θ + ω)B(θ + ω) + V (θ + ω))U(θ + ω)
where
U(θ + ω) =
(
Id −e−λB(θ + ω) + S(θ) +B(θ)
0 e−λId
)
has to be diagonal. That imposes
−e−λB(θ + ω) + S(θ) +B(θ) = 0, ∀θ ∈ Tn.
We can always find a suitable B(θ) solving this equation, since there is no small divisor problem
and the regularity of B(·) keeps the same with S(·). So Eu is indeed a Φ1H,λ−invariant subbundle
with the eigenvalue e−λ < 1.
Now we get an invariant splitting of TTωT
∗Tn by Ec ⊕ Eu, with the eigenvalue 1 and e−λ
respectively. Due to the Invariant Manifold Theorem [9, 10], we can prove the normal hyper-
bolicty of Tω (which is actually normally compressible in the forward time). So Tω is a local
attractor. 
Appendix C. Comparison Principle for time-periodic Hamilton-Jacobi equations
Consider a continuous H : T∗Tn → R and the corresponding Hamilton-Jacobi equation
(24) λu+H(x, dxu) = 0 x ∈ Tn, λ > 0,
we have the following conclusion:
Theorem C.1. Let u and v be a continuous sub- and super- solution of (24) respectively. If
either u or v is Lipschitz, then u ≤ v on Ω = Tn.
Proof. Assume that θ := maxΩ(u− v) > 0. For α > 1, define function Φα : Ω× Ω→ R by
Φα(x, y) = u(x)− v(y)− α
2
|x− y|2.
Let (xα, yα) be a maximal point of Φα, it is clear that, if v is Lipschitz (in the other case,
replace xα by yα in the second inequality),
Φα(xα, yα) ≥ θ,
Φα(xα, yα) ≥ Φα(xα, xα),
so that
(1) u(xα)− v(yα) ≥ θ + α2 |xα − yα|2,
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(2) v(xα)− v(yα) ≥ α2 |xα − yα|2.
By (ii) and the Lipschitz property of v, there is a constant C > 0 such that
α
2
|xα − yα|2 ≤ C · |xα − yα|.
which implies that
(25) α|xα − yα| ≤ 2C.
On the other hand, by the definition of sub- and super- solution,
λu(xα) +H(xα, α(xα − yα)) ≤ 0,
λv(yα) +H(yα, α(xα − yα)) ≥ 0.
Subtracting the latter from the former, we obtain
(26) λ[u(xα)− v(yα)] ≤ H(yα, α(xα − yα))−H(xα, α(xα − yα)).
Let ωC : R+ → R+ be a non-decreasing modulus of H on {(x, p) ∈ T∗Tn | |p| ≤ 2C} such
that limr→0+ ω(r) = 0. By using (i), (25) and (26) we deduce that
λθ ≤ λ[u(xα)− v(yα)]
≤H(yα, α(xα − yα))−H(xα, α(xα − yα))
≤ωC(|xα − yα|) ≤ ωC(2C/α).
Combining this and sending α→∞, we arrive at a contradiction. 
Corollary C.2. If the equation (24) admits a Lipschitz solution u : Tn → R, then it is unique
in the sense that every continuous solution has to be identical with u.
Appendix D. Semiconcave functions with linear modular
Definition D.1 (Hausdorff metric). Let (X, d) be a metric space and K(X) be the set of non-
empty compact subset of X. The Hausdorff metric dH induced by d is defined by
dH(K1,K2) = max
{
max
x∈K1
d(x,K2), max
x∈K2
d(K1, x)
}
, ∀K1,K2 ∈ K(X)
Definition D.2 (SCL). Let U ⊂ Rd be a open set. A function f : U → R is said to be
semiconcave with linear modulus (SCL for short) if there exists a constant C > 0 such that
λf(x) + (1− λ)f(y)− f(λx+ (1− λ)y) 6 C
2
λ(1− λ)|x− y|2 ∀x, y ∈ U , ∀λ ∈ [0, 1].
Definition D.3. Assume f ∈ C0(U ,R), for any x ∈ U , the closed convex set
D+f(x) =
{
η ∈ T ∗M : lim sup
|h|→0
f(x+ h)− f(x)− 〈η, h〉
|h| ≤ 0
}
(
resp. D−f(x) =
{
η ∈ T ∗M : lim sup
|h|→0
f(x+ h)− f(x)− 〈η, h〉
|h| ≥ 0
})
is called the super-differential (resp. sub-differential) set of f at x.
Definition D.4. Suppose f : U → R is local Lipschitz. A vector p ∈ T ∗U is called a reachable
gradient of u at x ∈ U if a sequence {xk}k∈N ⊂ U\{x} exists such that u is differentiable at xk
for each k ∈ N, and
lim
k→∞
xk = x, lim
k→∞
dxf(xk) = p.
The set of all reachable gradients of u at x is denoted by D∗u(x).
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Lemma D.5. [4, Theorem.3.1.5(2)] f : U ⊂ Rd → R is a SCL, then D+f(x) is a nonempty
compact convex set for any x ∈ U .
Theorem D.6. [4, Theorem.3.3.6] Let f : U → R be a semiconcave function. For any z ∈ U ,
D+f(z) = coD∗f(z),
i.e. any element in D+f(z) can be expressed as a comvex combination of elements in D∗f(z).
As a corollary, ex(D+f(z)) ⊂ D∗f(z), i.e. any extremal element of D+f(z) has to be contained
in D∗f(z).
Theorem D.7. For any fixed t > 0, the viscosity solutions Uψ(x, t) := T −t ψ(x) (resp. u−(x))
of (8) (resp. (9)) is SCLloc (resp. SCL) on Tn (resp. Tn).
Proof. This conclusion is proved in [4, Theorem.5.3.7] for generalized first order PDE. Here we
adapt his proof to our setting and give a sketch: By Proposition (2.2), for any fixed t > 0, there
exists a C2 smooth curve γx,t : [−t, 0]→ Tn ending with x such that
T −t ψ(x) = e−λtψ(γx,t(−t)) +
∫ 0
−t
eλτL(γx,t(τ), γ˙x,t(τ))dτ.
Firstly, we claim that T −t ψ(x) is SCLloc w.r.t. x for any ψ ∈ C0(M,R). For a suitably small
z ∈ Rn and define
γ±t (τ) = γx,t(τ)±
τ
t
z τ ∈ [−t, 0].
Since eλτL(x, v) is of class C2, it is locally semiconcave. So we can estimate
T −t ψ(x+ z) + T −t ψ(x− z)− 2T −t ψ(x)
6 e−λtψ(γ+t (−t)) +
∫ 0
−t
eλτL(γ+t (τ), γ˙
+
t (τ))dτ
+ e−λtψ(γ−t (−t)) +
∫ 0
−t
eλτL(γ−t (τ), γ˙
−
t (τ))dτ
− 2e−λtψ(γx,t(−t))− 2
∫ 0
−t
eλτL(γx,t(τ), γ˙x,t(τ))dτ
6 2
∫ 0
−t
eλτ
[
L(γx,t(τ) +
τ
t
z, γ˙x,t(τ) +
z
t
)
+ L(γx,t(τ)− τ
t
z, γ˙x,t(τ)− z
t
)− 2L(γx,t(τ), γ˙x,t(τ))
]
dτ
6
∫ 0
−t
C
τ2 + 1
t2
|z|2 dτ = C( t
3
+
1
t
)|z|2.
We conclude that T −t ψ(x) is SCL on Tn. An analogue analysis guarantees u− is SCL on Tn
as well. 
Theorem D.8. ∀ x ∈ Tn (resp. (x) ∈ M × (0,+∞)) and p ∈ D∗u−(x) (resp. (pt, px) ∈
D∗Uψ(x, t)), we can always find a minimal curve γ−x : (−∞, 0]→ Tn (resp. γx,t : [−t, 0]→ Tn)
satisfying
u−(x) =
∫ 0
−∞
eλτL(γ−x (τ), γ˙
−
x (τ))dτ.
(
resp. Uψ(x, t) = e
−λtψ(γx,t(−t)) +
∫ 0
−t
eλτL(γx,t(τ), γ˙x,t(τ))dτ
)
and
lim
s→0−
γ˙−x (s) =
∂H
∂p
(x, p)
(
resp. lim
s→0−
γ˙x,t(s) =
∂H
∂p
(x, px)
)
.
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Conversely, for any calibrated curve γ−x : (−∞, 0]→ Tn (resp. γx,t : [−t, 0]→ Tn) ending with
x, the left derivative at s = 0 (resp. s = 0) exists and satisfies
lim
s→0−
Lv(γ
−
x (s), γ˙
−
x (s)) ∈ D∗u−(x)(
resp.
(
lims→0− Lv(γx,t(s), γ˙x,t(s))
− lims→0− λUψ(γx,t(s), s) +H(γx,t(s), Lv(γx,t(s), γ˙x,t(s)))
)
∈ D∗Uψ(x, t)
)
.
Proof. If u− is differentiable at x, by item (3) of Proposition 2.3, there exists a unique λ−calibrated
curve γ−x : (−∞, 0] → Tn ending with x, such that u−(γ−x (s)) is differentiable for any s ∈
(−∞, 0), which implies
(27) (x, lim
τ→0−
γ˙−x (τ)) = L−1H (x, dxu−(x)).
Equivalently, (ξ(s), p(s)) := (γ−x (s), dxu
−(γ−x (s))) solving{
ξ˙(s) = ∂pH(ξ(s), p(s)),
p˙(s) = −∂xH(ξ(s), p(s))− λp(s)
(28)
for s ∈ (−∞, 0].
Next, we consider x ∈ Tn of which u− is not differentiable. Suppose px ∈ D∗u−(x),
there exists a sequence {xk}k∈N of differentiable points of u− converging to x, such that
p = limk→∞ dxu−(xk). Due to item (5) of Proposition 2.3 we have
λu−(xk) +H(xk, dxu−(xk)) = 0
and there exist minimizing curves {γ−xk}k∈N solving (28), such that by letting k →∞, we get
λu−(x) +H(x, px) = 0.
Due to the uniqueness of the solution of (28), the limit curve γ−x : (−∞, 0] → Tn of the
sequence of minimizing curves {γ−xk}k∈N has to be unique as well, with the terminal conditions
γ−x (0) = x, p(0) = px. This proves that the correspondence
Υ : px ∈ D∗u−(x)→ γ−x (τ)
∣∣
τ∈(−∞,0]
is injective. On the other side, if γ ∈ Cac((−∞, 0],Tn) is λ-calibrated by u− with γ(0) = x,
due to item (4) and (7) of Proposition 2.3 u− is differentiable at γ(s) and γ is actually C2 for
any s ∈ (−∞, 0). Therefore, by (27) , setting
px = lim
s→0−
dxu
−(γ(s)) = lim
s→0−
Lv(γ(s), γ˙(s)),
there holds px ∈ D∗u(x). By a similar analysis the conclusion can be proved for Uψ(x, t), or
see [4, Th.6.4.9] for a direct citation. 
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