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Introduction
Ce travail de recherche se concentre sur les systèmes dynamiques de petites dimen-
sions. Le centre d’intérêt est une classe d’endomorphismes du cercle avec un intervalle
plat, ainsi que les nombreuses applications qui dérivent de cette étude. L’une des plus in-
téressante d’entre elles a été l’étude d’un flot sur le tore bidimensionnel : le flot de Cherry.
Nous avons exploré ce dernier d’un point de vu topologique, métrique et ergodique.
Dans la suite, nous expliquerons plus en détail les résultats obtenus en rappelant leur
contexte historique. Nous les repartirons en trois grands thèmes, en autorisant toutefois
quelques intrusions d’un thème dans l’autre, la distinction étant purement formelle.
Sur les endomorphismes du cercle avec un intervalle plat
L’étudie des fonctions du cercle a une très long histoire. Les Babyloniens et plus
tard les Grecs ont étudié la rotation du cercle et ont donné une estimation précise de
l’angle  de rotation basé sur un morceaux de son orbite. Pour atteindre cet objectif ils
ont considéré la droite (t; t) dans le plan et ont développé un algorithme de fraction
continue pour estimer la pente de .
Dans les années 1880, Poincaré commença à s’intéresser à la dynamique des fonctions
du cercle plus générales en introduisant le concept de nombre de rotation qui a joué un
rôle fondamental dans le cadre de la dynamique unidimensionnelle. En suite, de nombreux
mathématiciens se sont intéressés à l’étude de la dynamique des fonctions du cercle avec
diﬀérentes propriétés de diﬀérentiabilité.
Dans cette thèse nous essayons de donner une description complète de la dynamique
d’une classe L de fonctions de degré un du cercle, supposées de classe C2 à l’exception
de deux points où seule la continuité est exigée, et telles qu’elles soient constantes sur
un des intervalles délimité par ces derniers. De plus sur des demi voisinages ouverts
de ces points elles s’écrivent sous la forme x`, où ` est un nombre réel positif appelé
l’exposant critique de la fonction. Il est ainsi facile de remarquer que cet espace possède
deux composantes connexes, chaque fonction de la première composante étant conjuguée
à une unique fonction de la seconde. Ainsi, sans aucune perte de généralités, on se restreint
aux fonctions de cette classe préservant l’orientation, on les note par abus, encore L .
Puisque les fonctions continues considérées préservent l’ordre, il est possible de définir
leur nombre de rotation qui est la quantité qui mesure le taux avec lequel une orbite
s’enroule autour du cercle. Plus précisément, soit f 2 L et F un relèvement de f , alors
le nombre de rotation de f est défini par la limite pour n tendant vers l’infini du rapport
entre l’ itérée nème de F calculé en un point x quelconque et n. Bien entendu, le cas le
plus intéressant est celui où le nombre de rotation est irrationnel.
Développons ce dernier en fraction continue : (f) = [a1; a2; : : : ; an; : : : ]. Soit (qn) la
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suite des dénominateurs des réduites (qui est également la suite des temps de “premiers
retours”) associée à (f), f 2 L . Pour bien comprendre la “géométrie” à proximité de
l’intervalle plat U (l’intervalle où f est constante) et ses propriétés asymptotiques, il est
utile de définir la suite “d’échelles” : n = j(U;f
qn (U))j
j(U;fqn 2 (U))j . Lorsque la suite n tend vers l’in-
fini on dit que la géométrie est dégénérée et quand n est bornée loin de zéro, alors on se
trouve, justement, dans le cas de la géométrie bornée.
Ce travail trouve ses sources dans l’article [GJŚ+95], dans lequel les auteurs ont mon-
tré, pour la sous-classe de L des fonctions dont le nombre de rotation est de type borné 1,
l’existence d’une transition dans la géométrie du système lorsque l’exposant critique tra-
verse 2. En eﬀet, ils ont montré que la géométrie est dégénérée si `  2 et devient bornée
pour ` > 2. Dans le chapitre 2, nous remarquons que cette transition devient particuliè-
rement visible et intéressante dans la structure géométrique de l’ensemble non errant 2.
Nous avons ainsi démontré (voir [Pal13]) les théorèmes suivants :
Théorème 1. Soit f 2 L avec nombre de rotation irrationnel de type borné et dont
l’exposant critique ` vérifie 1 < `  2. Alors l’ensemble non errant a dimension de
Hausdorﬀ nulle.
Théorème 2. Soit f 2 L avec le nombre de rotation irrationnel de type borné et dont
exposant critique ` vérifie ` > 2. Alors l’ensemble non errant a dimension de Hausdorﬀ
strictement positive.
Ces résultats montrent concrètement une transition géométrique du système et four-
nissent une description complète de la dynamique pour les endomorphismes du cercle avec
un intervalle plat dont le nombre de rotation de type borné 3. Dans la prochaine section,
on expliquera l’application la plus directe et intéressante des précédents théorèmes dans
le cas des flots de Cherry.
À ce stade, il se pose naturellement le problème de comprendre la dynamique des
fonctions de L avec le nombre de rotation de type non borné. Il devient en eﬀet plus
délicat d’émettre des conjectures ; on rencontre parfois des surprises dues à la présence
de phénomènes paraboliques. Deux questionnes se posent naturellement à ce niveau :
Question 1. À t-on dans le cas du régime non borné une transition dans la dynamique
du système quand l’exposante critique passe à travers deux ?
Question 2. Que peut-on établir sur la structure géométrique de l’ensemble non errant
pour les fonctions de la classe L avec un nombre de rotation quelconque ?
En ce qui concerne la première question, pour l’instant nous avons obtenu une ré-
ponse partielle (chapitre 3). Nous avons en eﬀet montré que la dynamique du système est
dégénérée pour `  2 et devient bornée lorsque `  3. Ce qui se passe quand 2 < ` < 3
est encore à l’étude. La conjecture est que la transition de phase se produit en ` = 2,
comme dans la situation précédente. Ce résultat serait ainsi le premier à être valable sans
1. Cela signifie que le supi2N ai est fini, où les ai sont les entrées en fractions continues du nombre de
rotation.
2. L’ensemble des points x tels que pour chaque voisinage ouvert V de x, il existe un nombre entier
n tel que l’intersection de V et fn(V ) est non vide.
3. Pour l  1 on sait que la dimension de Hausdorﬀ de l’ensemble non errant est toujours nulle, voir
[MR92] et [Vee89]
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aucune condition supplémentaire sur le nombre de rotation 4 pour les applications avec
l’intervalle plat.
En ce qui concerne la structure géométrique de l’ensemble non errant (Question 2) la
situation semble être plus compliquée que celle donnée par les théorèmes 1 et 2. En eﬀet,
nous avons montré :
Théorème 3. Soit f 2 L avec exposant critique 1 < ` < 2 et nombre de rotation  de
type Diophantien 5 d’exposant  <
q
2
`
+ 1. Alors l’ensemble non errant a dimension de
Hausdorﬀ nulle.
Théorème 4. Pour presque tout nombre de rotation  et pour tout f 2 L avec exposant
critique ` = 2 et nombre de rotation , l’ensemble non errant a dimension de Hausdorﬀ
nulle.
Dans la prochaine section nous présenterons une application des travaux expliqués
jusqu’ici. Il s’agit de flots sur le tore bidimensionnel, connu et étudié par de nombreux
physiciens : les flots de Cherry.
Sur les flots de Cherry
Dimension de l’ensemble quasi minimal
Poincaré a commencé vers le 1886 à s’intéresser à l’étude des trajectoires récurrentes
non triviales sur le 2-tore, en distinguant deux scénarios topologiques possibles : soit les
trajectoires sont partout denses, soit il n’existe aucun ouvert non vide où la trace d’une
trajectoire est dense dans cet ouvert. Il a construit un flot continu sur le tore T2 qui
a un ensemble minimal 6 non trivial et il a conjecturé que cet flot peut être construit
analytique. Denjoy a démontré la non véracité de cette conjecture.
En 1937, Cherry a démontré que la conjecture de Poincaré est vraie si l’on remplace
“ensemble minimal” par “ensemble quasi minimal” 7. Il a construit des exemples de flots
analytiques sur le 2-tore avec un point selle et un point attractif.
Les flots de Cherry ont un nombre de rotation  2 [0; 1) qui est bien défini et qui est
égal au nombre de rotation de la fonction de premier retour associé a une quelconque
section de Poincaré (il est facile de constater que  ne dépend pas de la section de
Poincaré choisie). En autre, chaque flot de Cherry a un seul ensemble quasi minimal et il
est localement homéomorphe au produit cartésien de l’ensemble non errant de la fonction
de premier retour et d’un intervalle. A partir de ce constat, nous en avons déduit une
application directe du théorème 2 :
Théorème 5. Soit ' un flot de Cherry, f sa fonction de premier retour et 1 > 0 > 2
les valeurs propres du point selle. Si j2j
1
> 2 et f a nombre de rotation de type borné
alors l’ensemble quasi minimal a dimension de Hausdorﬀ strictement plus grande que 1.
4. Bien entendu, ce dernier est toujours supposé irrationnel.
5. Soit   2 un nombre réel. Un nombre irrationnel  est Diophantien d’exposant  s’il existe une
constante  > 0 telle que
  pq  > q pour tout nombre rationnel pq (sous forme irréductible).
6. Un ensemble minimal d’un flot est un ensemble non-vide, fermé, invariant qui n’a pas de sous-
ensemble propre avec la même propriété.
7. La fermeture de chaque trajectoire récurrente est appelée un ensemble quasi minimal.
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Ainsi nous avons trouvé un exemple d’un flot C1 sur le tore avec ensemble quasi
minimal métriquement non trivial.
Mesures physiques
La théorie des systèmes dynamiques a deux objectifs principaux :
1. décrire le comportement des trajectoires, de façon particulière quand le temps tend
vers l’infini,
2. comprendre comment ce comportement change lorsque la loi qui gouverne le système
est légèrement modifiée.
Même dans le cas d’une simple loi d’évolution, les orbites peuvent avoir un compor-
tement plutôt compliqué qui rend diﬃcile toute description, surtout quand le système
est sensible aux conditions initiales (un petit changement des conditions à l’état initial
produit des grandes variations du comportement des trajectoires à long terme).
Le point de vu probabiliste est certainement une bonne stratégie pour étudier ce type
de systèmes : s’il est diﬃcile de prédire la configuration future du système, alors nous
pouvons essayer de calculer la probabilité de certaines configurations. Dans ce cadre, il
devient particulièrement intéressant d’étudier des mesures physiques 8 qui décrivent les
propriétés statistiques d’un grand ensemble de trajectoires.
Il est souvent compliqué d’avoir des résultats d’existence de mesures physiques ; elle
sont en eﬀet connue seulement pour certaines classes de systèmes. Nous nous sommes
intéressé à l’étude des mesures physiques pour les flots de Cherry, (voir la section 4.2).
On considère des flots C1 sur le tore, sans orbites fermées et avec deux singularités,
un point selle ps et un point fixe répulsif pr, les deux hyperboliques. Cet flot  est appelé
encore flot de Cherry. Soit 1 > 0 > 2 les valeurs propres du point selle. Vargas et Sagin
(voir [SV13]) ont montré que si 1   2 alors les delta de Dirac en ps et pr sont les seules
mesures de probabilité ergodiques, invariantes par  et ps est physique. Il ont également
montré que si 1 >  2 alors il existe une troisième mesure de probabilité invariante 
qui est supportée sur l’ensemble quasi minimal. De plus si 1 >  22 et le nombre de
rotation de la fonction de premier retour de  est de type borné, alors  est physique et
ils ont conjecturé que c’est vrai déjà dans le cas 1 >  2. En utilisant le théorème 1,
nous avons résolu cette conjecture et nous avons continué dans la direction ouverte par
Vargas et Saguin.
Théorème 6. Soit  un flot de Cherry vérifiant les hypothèses précédentes et soit g la
fonction de premier retour. Si g a nombre de rotation de type borné et si 1 >  2 alors
 est une mesure de probabilité invariante et physique.
Théorème 7. Soit  un flot de Cherry vérifiant les hypothèses précédentes. Si 1   32
alors  est une mesure de probabilité physique, invariante par le flot.
Finalement on a une description complète des mesures physiques pour les flots de
Cherry.
8. Ce sont celles qui donnent une mesure strictement positive au basin d’attraction.
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Sur les contre-exemples de Denjoy
L’un des buts de l’étude des systèmes dynamiques est leur classification en considérant
deux systèmes équivalents s’ils ont le “même comportement”.
Si f et g sont deux applications continues définies sur le cercle alors on dit que f et
g sont équivalentes si elles sont égales à un changement de cordonnées (à la source et au
but) près.
En d’autres termes, s’il existe une surjection continue h : S1  ! S1 telle que hf = g h,
on dit alors que f est semi-conjuguée à g 9. Si de plus, h est injective, et donc un homéo-
morphisme 10, on parle alors de conjugaison 11.
Nous parlons de (semi-)conjugaison topologique si la (semi-)conjugaison est supposée
seulement continue.
Poincaré a montré que chaque homéomorphisme du cercle avec nombre de rotation
irrationnel est topologiquement semi-conjugué à une rotation. La question qui suit est
donc : quand est-ce que cette semi-conjugaison est une conjugaison ?
Un important résultat dans cette direction est dû à A.Denjoy. Il a montré que chaque
diﬀéomorphisme C1 du cercle avec nombre de rotation irrationnel et dont la dérivée est
de variation bornée est topologiquement équivalent à une rotation. De plus l’hypothèse
sur la dérivée est essentielle.
En eﬀet, il a construit des exemples de diﬀéomorphismes C1 avec nombre de rotation
irrationnel qui ne sont pas topologiquement équivalents à une rotation. 12
Nombreux sont ceux qui ont travaillé sur cette question, c’est-à-dire dans la construc-
tion des diﬀéomorphismes du cercle qui ne sont pas conjugués à une rotation (appelés
des contre-exemples de Denjoy). Katok (voir [Her]) a donné des exemples d’homéomor-
phismes du cercle qui sont C1 partout sauf en un point et qui sont des contre-exemples
de Denjoy. Hall a amélioré ce résultat en construisant des contre-exemples de Denjoy C1
avec dérivée nulle en deux points tout au plus. Finalement le travail de J-C. Yoccoz (voir
[Yoc84]) nous assure qu’il n’existe pas de contre-exemples de Denjoy analytiques.
En se fondant sur des idées de Hall (voir [Hal81]), nous avons obtenu le résultat
suivant :
Théorème 8. Soit p un point du cercle. Pour tout nombre irrationnel  2 [0; 1) il existe
un homéomorphisme du cercle f : S1  ! S1 dont le nombre de rotation est  vérifiant les
propriétés suivantes :
– f est C1 par morceaux.
– f est C1 diﬀéomorphisme sur S1nfpg.
– p est demi-critique plat 13 pour f .
– f a un intervalle errant.
Il est intéressant de remarquer que cet exemple est le cas dégénéré des applications
dites “upper circle maps”, et dont tout reste à explorer (voir [Gra10]). Remarquons que
pour la classe de fonction que l’on étudie (la classe L ), la question de l’existance ou non
d’un contre-exemple de Denjoy est toujours ouverte.
9. Attention : cette relation n’est pas symétrique !
10. Car le cercle est compact.
11. C’est une relation d’équivalence
12. Avec la condition sur la dérivée, violée.
13. Voir 5.1.2 pour une définition, page 94.
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Chapitre 1
Endomorphismes du cercle avec un
intervalle plat
Dans ce chapitre nous présentons une certaine classe d’endomorphismes du cercle
avec un intervalle plat et nous donnons quelques propriétés fondamentales. Nous nous
intéressons en particulier au nombre de rotation et à l’ensemble non errant des fonctions
considérées.
Nous commençons par introduire quelques concepts et quelques définitions de base.
1.1 Relèvement et degré d’une fonction
Nous notons par R la droite réelle et nous désignons par  une relation d’équivalence
sur R définie par :
x  y si x  y 2 Z:
Nous notons la classe d’équivalence de x 2 R par [x] := fy 2 R j y  xg. La classe
d’équivalence de 0 est alors juste Z et chaque classe d’équivalence est un translaté de Z
par un nombre de la classe, c’est-à-dire [x] = x+ Z.
Nous définissons alors le cercle S1 comme l’ensemble de toutes les classes d’équivalence
S1 = R=Z := fx+ Zjx 2 Rg:
Nous pouvons alors considérer la projection naturelle 1  de R sur S1 comme
x  ! x+ Z
qui nous permet de “relever” chaque fonction continue du cercle en une fonction sur R.
Plus précisément :
Proposition 1.1.1. Si f : S1  ! S1 est continue, alors il existe une fonction continue
F : R  ! R telle que
f   =   F:
F est appelée un relevé de f à R et il est unique à une constante entière additive près.
1. La projection est alors un diﬀérentiable, le cercle étant alors muni de structure de variété quotient.
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Nous observons que si f est une endomorphisme de S1, alors son relèvement F : R  !
R a les mêmes propriétés de continuité et de diﬀérentiabilité que f .
Nous notons la nème itérée d’une application f : X  ! X par :
fn = f  fn 1 et f 0 = idX
Proposition 1.1.2. Soit f : S1  ! S1 une fonction continue et soit F un relèvement de
f . Alors la quantité
deg(f) := F (x+ 1)  F (x)
est un entier indépendant de x 2 R et du relèvement F qui est appelée le dégrée de f .
Démonstration. Nous observons que F (x+1) F (x) est un entier, en eﬀet F (x+1)+Z =
f(x + 1 + Z) = f(x + Z) = F (x) + Z. Comme N est discret, on a par continuité que :
deg(f) = F (x+ 1)  F (x) doit alors être constant.
Définition 1.1.3. Soit f : S1  ! S1 une fonction continue et soit F un relèvement de
f . On dit que f préserve l’orientation si F est une fonction croissante.
1.2 Fonctions presque lisse avec un intervalle plat
Nous considérons la classe L des endomorphismes continus du cercle f de dégrée 1
pour lesquels il existe un arc ouvert U qui satisfait les propriétés suivantes :
1. L’image de U est un point.
2. La restriction de f a S1 n U est un diﬀéomorphisme C2 sur son image.
3. Soit (a; b) la preimage de U sous la projection naturel de la droite réelle sur S1. Sur
quelque voisinage à droite de b, f s’écrit comme
hr((x  b)`r);
ou hr est un diﬀéomorphisme C2 sur un voisinage ouvert de b. De façon similaire,
il existe un diﬀéomorphisme C2 sur un voisinage a gauche de a tel que f est de la
forme
hl((a  x)`l):
La couple ordonné (`l; `r) est appelé l’exposant critique de la fonction. Nous observons
que, puisque hr et hl sont deux diﬀéomorphismes, alors la couple (`l; `r) est ainsi bien
défini, et est unique. Si `l = `r on dit que la fonction est symétrique.
Dans la suite nous considérerons exclusivement des fonctions symétriques et nous
supposons que hr(x) = hl(x) = x. Pour pouvoir le faire, il suﬃt d’eﬀectuer un changement
de coordonnées C2 au voisinage de a et de b, ce qui nous permet de remplacer soit hr soit
hl par la fonction identité.
Il est ainsi facile de voir que cet espace de fonctions possède deux composantes
connexes, chaque fonction de la première composante étant conjuguée à une unique fonc-
tion de la seconde. Ainsi, sans aucune perte de généralités, on se restreint aux fonctions
de cette classe préservant orientation, on les note par abus, encore L .
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Exemple 1.2.1. Soit (`g; `d) 2 R2 `g; `d > 0, 0 < a < b < 1 et 0 < c < 1 des nombres
réels, alors pour tout x de S1 on peut définir la fonction suivante :
f`(x) =
8<:
c  c
a`g
(a  x)`g si 0  x  a
c si a < x < b
c+ 1 c
(1 b)`d (x  b)`d si b  x  1
Où l’on note pour alléger les équations, ` = (`g; `d). Nous prolongeons cette fonction à R
par l’équation :
f`(x) = f`(x  bxc) + bxc
Ainsi, f`(x + 1) = f`(x) + 1, f` se projette en une application du cercle, fournissant
ainsi un exemple d’endomorphisme du cercle qui appartient a la classe L , avec exposant
critique ` = (`g; `d).
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Figure 1.1 – Exemple de fonction en L avec exposant critique `g = `d = 2.
1.3 Outils techniques
1.3.1 Notations
Nous introduirons une notation simplifiée pour les images réciproques et directes de
l’intervalle plat U . Au lieu de f i(U) nous écrirons simplement i ; par exemple : 0 = U .
Ainsi, les entiers positifs soulignés représentent des points et les entiers négatifs soulignés
représentent des intervalles.
1.3.2 Distance entre des points de l’orbite
Nous notons par (a; b) = (b; a) le plus court intervalle ouvert entre a et b, sans ordre
particulier sur ces deux points. La largeur de cette intervalle dans la métrique naturelle
du cercle sera notée par ja  bj. Nous adopterons cette convention de notation :
 j ij représente la longueur de l’intervalle  i.
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 Considérons un point x et un intervalle  i qui ne contient pas x. Alors la distance
entre x et le point du bord de  i le plus proche de x sera dénotée par j(x; i)j, et
la distance entre x et le point du bord plus loin par j(x; i]j.
 Nous définissons par analogie la distance entre les points du bord de deux intervalles
 i et  j. Par exemple, ( i; j) est la distance entre les deux intervalles, alors
que,
[ i; j) est j ij+ ( i; j).
1.4 Nombre de Rotation
Poincaré en 1885 a introduit le concept de nombre de rotation pour les homéomor-
phismes du cercle, un invariant fondamental. Considérons un point particulier de S1, le
nombre de rotation d’une transformation du cercle nous donne une indication asymp-
totique de la rotation moyenne de ce point sur S1 sous l’action de la transformation.
En réalité, cette quantité ne dépend pas du point choisi et est une caractéristique de la
transformation même.
Dans cette section nous introduirons le concept de nombre de rotation et nous don-
nerons quelques-unes de ces propriétés fondamentales.
Dans toute cette section, f désignera une fonction continue du cercle, qui préserve
l’orientation et de degré 1. Nous noterons, F un relevé de f à R.
Remarque 1.4.1. Soit f : S1  ! S1 comme ci-dessus, alors par définition nous pouvons
supposer que chacun de ses relevés F : R  ! R est continu et a les propriétés suivantes :
1. pour chaque x 2 R, F (x+ 1) = F (x) + 1,
2. F est une fonction croissante de R, c’est-à-dire, F (x1)  F (x2) si x1  x2.
Par conséquence :
3. pour tout k 2 N la fonction F k est croissante,
4. pour tout x 2 R, k 2 N, r 2 Z, F k(x+ r) = F k(x) + r.
Les définitions et les propriétés ci-dessous se généralisent facilement aux applications
continues du cercles.
Remarquons d’abord que, par le point 4. de la remarque 1.4.1
Lemme 1.4.2. Pour tout x; y 2 R,
F (y)  y  F (x)  x+ 1
Proposition 1.4.3. La quantité,
(F ) := lim
n!1
1
n
(F n(x)  x) (1.4.4)
existe pour tout x 2 R et est indépendante de x. Elle dépend uniquement du choix du relevé
de la façon suivante : si ~F est un autre relevé de f , alors (F )  ( ~F ) = F   ~F 2 Z.
On appelle (F ) le nombre de translation de F .
Pour démontrer cette proposition, nous avons besoin du lemme suivant :
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Lemme 1.4.5. Soit (an)n2N une suite de nombres réels qui satisfait à la relation am+n 
an + am+k + L pour tout m;n 2 N, avec k un entier fixé et L 2 R fixé. Alors la limite
lim
n!1
an
n
2 R [ f 1g
existe.
Démonstration. Nous observons que am+k  am+a2k+L, donc am+n  am+an+a2k+L =
am + an + L
0. Nous pouvons alors prendre k = 0 et avoir a := limn!1
an
n
2 R [ f 1g.
Soit maintenant a < b < c et n > 2L
(c b) tel que
an
n
< b, alors pour chaque l  n qui
vérifie la relation l(c  b) > 2maxr<n ar nous pouvons écrire l = nk + r avec r < n. Ceci
implique que al
l
 (kan+ar+KL)
l
 an
n
+ ar
l
+ L
n
< c, donc liml!1 all  c.
Puisque c a été choisi arbitrairement c > a, la preuve du lemme est complète.
Démonstration. Preuve de la Proposition 1.4.3.
Indépendance par rapport à x. D’après les points 3: et 4: de la remarque 1.4.1, si
jx  yj < 1, alors, pour chaque n 2 N jF n(y)  F n(x)j < 1. Donc 1n jF n(x)  xj   1n jF n(y)  yj
  1n(jF n(x)  F n(y)j+ jx  yj)  2n:
Donc le nombre de rotation, s’il existe, ne dépend pas du choix de x.
Existence. Prenons x 2 R et an := F n(x)   x. Alors, par le point 4. de la remarque
1.4.1, nous avons que :
am+n = F
m+n(x)  x = Fm(F n(x))  F n(x) + an  am + 1 + an:
Le Lemme 1.4.5 montre que la suite an
n
converge. Il nous reste à vérifier que la limite est
un nombre réel (F ). En eﬀet, par le point 4. de la remarque 1.4.1
an
n
=
1
n
n 1X
i=0
(F i+1(x)  F i(x)) = 1
n
n 1X
i=0
(F (xi)  xi) = F (x)  x  minF (y)  y:
La preuve de l’existence du nombre de rotation est alors complète.
De plus, nous avons, (F +m) = limn!1 1n(F
n(x)+nm x) = (F )+m pour m 2 Z ;
donc (F ) est bien défini modulo un entier.
La proposition 1.4.3 justifie la terminologie suivante :
Définition 1.4.6. Le nombre de rotation (f) de f est défini comme étant (F ) modulo
1.
1.4.1 Propriétés du nombre de rotation
Proposition 1.4.7. Si (f) = 0, alors f a un point fixe.
Démonstration. Soit F un relevé de f tel que F (0) 2 [0; 1). Nous supposons que f n’a
pas un point fixe, alors pour chaque x 2 R, F (x)  x =2 Z (si x 2 R F (x)  x 2 Z, alors
[x] est un point fixe pour f) et 0 < F (x)  x < 1.
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Par le point (4) de la remarque 1.4.1 F   Id est une fonction continue et périodique,
donc elle atteint son minimum et son maximum, c’est-à-dire, il existe  > 0 tel que, pour
tout x 2 R
0 <   F (x)  x  1   < 1:
En particulier nous pouvons prendre x = F i(0) et utiliser le fait que F n(0) = F n(0) 0 =Pn 1
i=0 F
i+1(0)  F i(0) pour avoir que :
n  F n(0)  (1  )n
  F
n(0)
n
 1  
En conclusion, si n!1, (F ) 6= 0, fournit une contradiction.
Proposition 1.4.8. (f) est rationnel si et seulement si f a un point périodique.
Démonstration. Supposons que f a un point périodique [x] 2 S1 de période q 2 N,
c’est-à-dire f q([x]) = [x], ou autrement, il existe p 2 Z tel que pour l’un des relevés F ,
F q(x) = x+ p. Alors, par le point (4) de la remarque 1.4.1, si m 2 N
Fmq(x)  x
mq
=
1
mq
m 1X
i=0
F q(F iq(x))  F iq(x) = m(F
q(x)  x)
mq
=
mp
mq
=
p
q
et donc (f) = p
q
.
Pour montrer l’autre implication, nous observons que, par définition du nombre de
translation
(Fm) = lim
n!1
1
n
((Fm)n(x)  x) = m lim
n!1
1
mn
(Fmn(x)  x) = m(F ): (1.4.9)
Puisque le nombre de rotation de f est défini comme la classe modulo 1 de (F ), (1.4.9)
nous dit que si (f) = p
q
2 Q, alors (f q) = 0 et par la Proposition 1.4.7, f a un point
périodique.
Nous porterons une attention particulière aux applications dont le nombre de rotation
est irrationnel. La dynamique étant plus intéressante. Ces applications n’auront alors pas
d’orbites périodiques.
Nous allons maintenant examiner la dépendance du nombre de rotation la fonction.
Proposition 1.4.10. () est continue pour la topologie uniforme.
Démonstration. Supposons (f) =  et soit p
q
; p
0
q0 2 Q tels que p
0
q0 <  <
p
q
.
Nous considérons un relèvement F de f vérifiant  1 < F q(x)   x   p  0. Ceci
implique que, pour chaque x 2 R, F q(x) < x + p et puisque la fonction F q   Id est
continue et monotone, alors il existe  > 0 tel que F q(x) < x+ p  .
Alors, chaque petite perturbation ~F de F dans la topologie uniforme, a la propriété
que ~F q(x) < x+ p   et par conséquence ( ~F ) < p
q
.
La preuve peut être facilement complétée avec un argument similaire utilisé pour
p0
q0 .
La définition donnée dans 1.4.4 nous suggère que le nombre de translation est une
fonction monotone. En eﬀet, si F1 > F2 alors (F1)  (F2). Cela nous amène a considérer
le concept suivant d’ordre sur le cercle :
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Définition 1.4.11. Nous définissons “<” pour deux points x et y sur le cercle comme
[x] < [y], y   x 2 (0; 1
2
) mod 1, et un ordre partiel “” sur la colletions des endomor-
phismes du cercle considérés comme f0  f1 , f0(x) < f1(x) pour tout x 2 S1.
La définition du nombre de rotation implique immédiatement la proposition suivante :
Proposition 1.4.12. () est monotone : si f1  f2, alors (f1)  (f2).
Remarque 1.4.13. En particulier, si (ft)t2R est une famille de fonctions telle que, pour
chaque x, ft(x) est croissante en t, alors (ft) est croissante en t.
De plus, aux valeurs irrationnels le nombre de rotation est strictement croissant :
Proposition 1.4.14. Si f0  f1 et si (f0) est irrationnel, alors (f0) < (f1).
Démonstration. Soient F0 et F1 deux relèvements respectivement de f0 et f1 avec la
propriété que 0 < F1(x) F0(x) < 12 pour tout x 2 R. Alors, par continuité et périodicité,
il existe  > 0 tel que, pour chaque x 2 R, F1(x)  F0(x) > .
Nous prenons p
q
2 Q tel que p
q
  
q
< (F0) <
p
q
. Alors il existe x0 2 R tel que
F q0 (x0)  x0 > p  . De plus le fait que
F q1 (x0) = F1(F
q 1
1 (x0)) > F0(F
q 1
1 (x0)) +  > F0(F
q 1
0 (x0)) +  = F
q
0 (x0) +  > x0 + p;
implique que F q1 (x) > x+ p pour tout x 2 R ou F q1 (x1) > x1 + p pour un certain x1 2 R.
Dans les deux cas nous avons que (F0) < pq  (F1).
Souvent, il sera utile d’identifier une fonction f avec l’un de ses relevé F , et les sous-
ensembles de S1 avec les sous-ensembles de R se projetant dessus.
1.5 Fractions continues
Chaque nombre  2 (0; 1) peut être représenté uniquement 2 comme une fraction
continue, c’est-à-dire, par une expression de la forme
 = [a1; a2; : : : ] :=
1
a1 +
1
a2+
1

(1.5.1)
où les (ai) sont des entiers positifs non nuls. La suite (ai) est finie si et seulement si  est
rationnel.
Précisément, les entiers ai peuvent être obtenus en itérant la transformation de Gauß,
G : (0; 1)  ! (0; 1), qui est définie par
G(x) =
1
x
 

1
x

;8x 2 (0; 1);
où bzc dénote la partie entière de z. Si les itérées G(); : : : ; Gn 1() ne sont pas nuls,
alors :
a1 =

1


; a2 =

1
G()

; : : : ; an =

1
Gn 1()

:
2. Il y a unicité si  est irrationnel, s’il est rationnel, alors les deux expressions : [a1; a2; : : : ; an] et
[a1; a2; : : : ; an 1; an   1; 1] désigne le même nombre. Ainsi, l’expression est unique si on impose an 6= 1.
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Nous supposons maintenant,  2 (0; 1)nQ, ainsi le développement en fraction conti-
nue est infini.
Pour chaque n 2 N nous tronquons la fraction continue au niveau n, nous obtenons les
fractions pn
qn
= [a1; a2; : : : ; an] qui sont appelées les convergentes de la fraction continue.
Les numérateurs pn et les dénominateurs qn satisfaisaient les relations de récurrence
suivantes : 8<:
p0 = 0; q0 = 1; p1 = 1; q1 = a1;
pn+1 = an+1pn + pn 1 n  1
qn+1 = an+1qn + qn 1 n  1
(1.5.2)
En utilisant les relations en (1.5.2) nous pouvons facilement montrer par récurrence
les propositions suivantes :
Proposition 1.5.3. Pour tout n 2 N
qn  2n 12
Proposition 1.5.4. Pour tout n 2 N
qnpn 1   qn 1pn = ( 1)n
Démonstration. Soit n = 1, alors par (1.5.2) nous avons que q1p0   q0p1 =  1.
Supposons maintenant que l’assertion soit vraie pour n et nous la montrons pour n+1.
Alors, par (1.5.2) et par l’hypothèse de récurrence, nous obtenons que :
qnpn 1   qn 1pn = anqn 1pn 1 + qn 2pn 1   anqn 1pn 1   qn 1pn 2 =  ( 1)n 1:
Corollaire 1.5.5. Pour tout n 2 N
pn 1
qn 1
  pn
qn
=
( 1)n
qnqn 1
: (1.5.6)
Proposition 1.5.7. Pour tout n 2 N
qnpn 2   qn 2pn = ( 1)n 1an:
Démonstration. Le preuve est très similaire à celle de la proposition 1.5.4.
Corollaire 1.5.8. Pour tout n 2 N
pn 2
qn 2
  pn
qn
=
( 1)n 1an
qnqn 2
(1.5.9)
De plus, les convergentes de la fraction continue sont les meilleures approximations
rationnelles de , en eﬀet :
Proposition 1.5.10.
1
qn(qn + qn+1)

  pnqn
  1qnqn+1 < 1q2n
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Démonstration. Nous commençons par montrer par récurrence que si n  1 et t  0,
alors :
[a1; a2; : : : ; an + t] =
pn + tpn 1
qn + tqn 1
– Pour n = 1 nous avons que
[a1 + t] =
1
a1 + t
=
p1 + tp0
q1 + tq0
– Nous supposons maintenant que l’hypothèse soit vraie pour n et nous la montrons
pour n + 1. En utilisant l’hypothèse de récurrence et les formules en (1.5.2) nous
avons que :
[a1; a2; : : : ; an; an+1 + t] =
1
a1 +
1
a2+
1
...an+ 1an+1+t
=
pn + (
1
an+1+t
)pn 1
qn + (
1
an+1+t
)qn 1
=
pn+1 + tpn
qn+1 + tqn
Nous pouvons alors aﬃrmer que
 = [a1; a2; : : : ; an +G
n+1()] =
pn +G
n+1()pn 1
qn +Gn+1()qn 1
et après quelques calculs et la proposition 1.5.4
  pn
qn
=
( 1)n
qn(
1
Gn+1()
qn + qn 1)
Pour conclure la preuve, il suﬃt d’observer que :
an+1  1
Gn+1()
 an+1 + 1
Chaque convergente est une meilleure approximation que la précédente :
Proposition 1.5.11.   pnqn
 >   pn+1qn+1
 :
Démonstration. Par la Proposition 1.5.11 et par les relations de récurrence (1.5.2) nous
avons que :   pn+1qn+1
  1qn+1qn+2 < 1qnqn+2  1qn+1(qn+1 + qn) 
  pnqn

Les résultats obtenus nous permettent de déduire d’importantes propriétés des conver-
gentes d’une fraction continue. L’équation (1.5.9) montre que les convergentes d’ordre
pair forment une suite croissante et que les convergentes d’ordre impair forment une suite
décroissante et ces deux suites tendent l’une vers l’autre : elles sont adjacentes.
La situation peut être visualisée sur la figure 1.2.
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b
p2n
q2n
b

b
p2n+1
q2n+1
b
p2n 1
q2n 1
Figure 1.2 – Position des convergentes par rapport à .
Remarquons également que les convergentes d’ une fraction continue sont les meilleures
approximations du deuxième type pour , c’est-à-dire, si p
q
6= pn
qn
et 0  q < qn, alors :
jqn  pnj < jq  pj (1.5.12)
De plus nous avons la proposition suivante :
Proposition 1.5.13. Chaque meilleure approximation du deuxième type pour  est l’une
des ses convergentes.
Démonstration. Nous supposons que la fraction a
b
soit une meilleure approximation du
deuxième type pour .
1 case : Si a
b
< a0, alors
j1  a0j <
  a
b
  jb  aj (b  1)
Dans ce cas a
b
ne peut alors pas être une meilleure approximation du deuxième type.
2 case : Supposons que a
b
 a0. Si ab ne coïncide pas avec l’une des convergentes,
alors soit il doit être entre deux convergentes, pn 1
qn 1
et pn+1
qn+1
, soit a
b
> p1
q1
.
Dans le premier cas nous pouvons remarquer que :
1. 1
bqn 1

ab   pn 1qn 1   pnqn   pn 1qn 1  = 1qnqn 1 , donc b > qn,
2.
  a
b
  pn+1qn+1   ab   1bqn+1 , donc jb  aj  1qn+1  jqn  pnj.
Ceci montre que a
b
ne peut pas être la meilleure approximation du premier type.
Il nous reste alors a étudier le cas a
b
> p1
q1
. Nous avons :
  a
b
  p1q1   ab
  1bq1
donc
jb  aj  1
q1
=
1
a1
 j1  a0j
Dans ce cas aussi, la fraction a
b
ne peut pas être la meilleure approximation du
deuxième type.
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b
pn
qn
b
pn+pn+1
qn+qn+1
b
pn+2pn+1
qn+2qn+1
: : :
b
pn+(an+2 1)pn+1
qn+(an+2 1)qn+1
b
pn+2
qn+2
b

b
pn+1
qn+1
Figure 1.3 – Position des quotients intermédiaires pour n pair.
Nous pouvons alors aﬃrmer que (1.5.12) est vraie pour toute les fractions de la forme
p
q
avec 0  q < qn+1, q 6= qn et qn+1 est le plus petit des entiers positifs q 2 N tel que
jqn  pnj > jq  pj, avec p 2 Z. En d’ autres termes
qn+1 = minfq 2 N : jqn  pnj > jq  pjg (1.5.14)
Les fractions pn+ipn+1
qn+iqn+1
, pour 0 < i < an+2 sont appelées les quotients intermédiaires. Elle
sont situées entre pn
qn
et pn+2
qn+2
et elles forment une suite croissante pour n pair (Figure 1.3)
et une suite décroissante pour n impair.
1.5.1 L’ordre des points sur le cercle
Le développement en fraction continue du nombre de rotation d’une application du
cercle, donne des informations importantes sur la dynamique de cette dernière.
Soit R : S1  ! S1 la rotation du cercle d’angle irrationnel  2 (0; 1) et soit pnqn les
convergentes de . Nous rappelons que R est définie, pour chaque x 2 R, par
R(x+ Z) = (x+ ) + Z
Soit x+ Z un point arbitraire du cercle. Afin d’alléger les notations, on notera x au lieu
de x + Z. Nous voulons étudier la position sur le cercle des itérées de x sous l’action de
R. Cette position est fortement liée à la théorie des fractions continues.
Lemme 1.5.15. Soit In = (x;Rqn (x)) l’arc entre x et Rqn (x) qui contient le point
Rqn+2 (x). Alors :
– sur In il y a pas des points Ri(x) avec qn+1  i < qn+1 + qn,
– le premier point Ri(x) avec i minimal i  qn+1 qui tombe dans In est Rqn+1+qn (x),
– il y a pas de points Ri(x) pour 0  i < qn+1 + qn dans l’arc
(Rqn+1+qn (x); R
qn
 (x))  In
Démonstration. Supposons qu’il existe un 0  i < qn+1 + qn tel que :
Rqn (x) 2 (Rqn+1+qn (x); Rqn (x))
alors, par (1.5.12) i > qn et 0 < i   qn < qn+1. Cela nous dit que le point Ri qn (x) 2
(Rqn+1 (x); x) et c’est en contradiction avec la définition de qn+1 voir (1.5.14).
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b
Rqn+1 (x)
b
x
b
Rqn+2 (x)
b
R
qn+(an+2 1)qn+1

: : :
b
Rqn+1+qn (x)
b
Rqn (x)
Figure 1.4 – Points dans In pour n pair et an+2 > 1
Supposons maintenant qu’il existe un qn+1  i < qn+1 + qn tel que :
Ri(x) 2 In n (Rqn+1+qn (x); Rqn (x)) = (x;Rqn+1+qn (x))
Dans ce cas 0  i  qn+1 < qn et Ri qn+1 (x) 2 (x0; Rqn (x)) qui est en contradiction avec
la définition de qn.
Puisque R est une isométrie, les points Riqn+1+qn (x), pour i 2 f1; an+2g sont dans
l’arc In dans l’ordre indiqué sur la figure 1.4.
0
1
2
3
4
5
6
7
8
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12
13
14
15
16
17
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21
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23
24
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26
27
28
29
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31
32
33
34
35
36
37
38
39
40
Figure 1.5 – Les 40 premiers points de l’orbite de 0 sous la rotation d’angle
p
5 1
2
.
Lemme 1.5.16. Soit R : S1  ! S1 une rotation de angle  irrationnel et soient pnqn les
convergentes de développement en fraction continues de . Soient x un point fixé pour
R, Jn = (R qn (x); Rqn (x)) et I n = (R qn (x); x). Alors les conditions suivantes sont
vérifiées :
1. pour 0  i < qn+1, les arcs Ri(I n) sont disjoints,
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2. chaque point du cercle appartient au maximum à deux arcs de la famille Ri(Jn),
0  i < qn+1,
3. les points R qn (x), R qn qn+1 (x), R qn+1 (x) et Rqn (x) se trouvent en ordre cyclique
sur le cercle.
Démonstration. Nous montrerons séparément les trois points.
1. Supposons que la thèse ne soit pas vrai, c’est-à-dire qu’il existe j; k < qn+1 tels
que Rj(I n) \ Rk(I n) 6= ? et nous assumons que j < k. Nous avons alors que
Rk j (In)\In 6= ? avec 0 < k j < qn+1 et ça est en contradiction avec la définition
de qn+1 in (1.5.14).
2. Pour montrer ce point, il est suﬃsant d’observer que Jn  I n [ Rj(I n) [ fxg et
d’appliquer alors le point 1.
3. Vient de l’arrangement des points Rqn (x), Rqn+1+qn (x), x, Rqn+1 (x) et R qn (x) sur
le cercle et le fait que R est une isométrie.
1.6 Partitions du cercle par les fonctions de L
Dans cette partie, nous supposons que f 2 L , et nous nous intéressons comme dans
la section 1.2 à la position de l’orbite (passée et future) de l’intervalle plat.
Étant donné que f préserve l’ordre et n’a pas de points périodiques, il existe alors une
fonction continue qui préserve l’ordre h : S1  ! S1 telle que h  f = R  h, où  est le
nombre de rotation de f et R est la rotation d’angle  (un théorème de Poincaré).
En particulier, l’ordre des points d’une orbite de f est le même que l’ordre des points
d’une orbite de R. Donc, les résultats pour R dans la section précédente peuvent être
transportés pour f , via la semi-conjugaison h.
Pour chaque n 2 N nous construisons une partition Pn du cercle S1, appelée la
partition dynamique, qui sera utile pour l’étude des propriétés géométriques de f , (voir
[Gra10]).
Au niveau n,Pn est engendrée par les premières qn+ qn+1 préimages de U et consiste
en
In := f i : 0  i  qn+1 + qn   1g ;
et de tous les trous entre ces intervalles.
Il y a deux types des trous :
– Les trous “longs” sont les intervalles In0 : pour n pair, c’est l’intervalle entre  qn et
0, et pour n impair, il s’agit de l’intervalle entre 0 et  qn, ainsi que ses primages,
Ini := f
 i(In0 ); i = 0; 1; : : : qn+1   1
– Les trous “courts” sont l’intervalle In+10 : qui est l’intervalle entre 0 et  qn+1 pour
n pair, ou l’intervalle entre  qn+1 et 0 pour n impair, ainsi que ses préimages,
In+1i := f
 i(In+10 ); i = 0; 1; : : : ; qn   1
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 qn 2
b
anqn 1
 qn + (an   1)qn 1
: : :
b
2qn 1
 qn + qn 1
 qn + qn 1
b
qn 1
 qn 0
b
qn
 qn 1
Figure 1.6 – Structure de la partition Pn 1 pour n pair et an > 1.
Nous expliquons la structure de ces partitions qui provient des considérations faites
pour la rotation dans la sous-section 1.5.1.
Prenons deux partitions dynamiques consécutives d’ordre n et d’ordre n + 1. La
deuxième est clairement un raﬃnement de la première. Tous les trous “courts” de Pn
deviennent les trous “longs” de Pn+1, alors que tous les trous “longs” de Pn se devisent
en an+2 préimages de U , an+2 trous “longs” et un trou “court” de la partition suivante
Pn+1 :
Ini =
an+2[
j=1
f i qn jqn+1(U) [
an+2 1[
j=0
In+1i+qn+jqn+1 [ In+2i (1.6.1)
La plupart des preuves de cette thèse dépendent de la position des points et des in-
tervalles de Pn. Il est alors nécessaire de rappeler les figures suivantes qui montrent la
position de ces objets autour de l’intervalle plat 0.
Sur la figure 1.7, nous indiquons les points qn, 2qn et 3qn pour n pair et an = 1.
Nous aurons besoin de l’assertion suivante,
Assertion 1.6.2. Soit f 2 L , et x; y; z trois points du cercle qui ne sont pas dans
l’intervalle plat, avec y entre x et z et tels que, des trois points, x est le plus proche à
l’intervalle plat. Alors il existe une constante uniforme K > 0 telle que :
jf(z)  f(y)j
jf(z)  f(x)j  K
jz   yj
jz   xj
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0
b
qn
 qn 1
b
2qn
b
3qn
Figure 1.7 – Zoom à droite de l’intervalle plat pour n pair et an = 1.
On dit que f est quasisymétrique 3 sur S1nU .
Démonstration. Puisque f est un C1 diﬀéomorphisme sur S1nU , qui est compact, le
module de la dérivée atteint un minimum m et un maximum M .
En utilisant le théorème des accroissements finis deux fois, nous obtenons :
jf(z)  f(y)j
jf(z)  f(x)j 
M
m
jz   yj
jz   xj
On peut ainsi poser K = M
m
.
1.7 Distorsion et dérivée Schwarziennene
Nous introduisons ici l’un des outils techniques principaux utilisés dans beaucoup de
preuves. En eﬀet, souvent nous auront à contrôler la distorsion des itérées d’une fonction
sur certains intervalles.
Définition 1.7.1. Soit f : S1  ! S1 une fonction de classe C1 du cercle et soit T  S1
un intervalle non vide tel que f 0(x) 6= 0 pour tout x 2 T . Alors la distorsion de f sur T
est définie comme étant :
sup
(x;y)2T
log
jf 0(x)j
jf 0(y)j
Cette quantité mesure la non linéarité de f . On peut remarquer par exemple que la
distorsion d’une application linéaire est nulle.
Un autre outil particulièrement utilisé dans la théorie des systèmes dynamiques en
une variable, est la dérivée Schwarzienne. Le lecteur peut consulter par exemple [GSŚ01]
pour une fine utilisation de cet outil.
Définition 1.7.2. Soit f une fonction de classe C3 du cercle telle que f 0(x) > 0 pour
tout x 2 S1. La dérivée Schwarzienne de f est l’opérateur diﬀérentiel défini par :
Sf = (log f 0)00   1
2
((log f 0)0)2 =
f 000
f 0
  3
2

f 00
f 0
2
(1.7.3)
Observons les deux faits suivants :
3. La notion de quasisymétrie est bien plus vaste, nous utiliserons seulement ce fait.
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1. Par l’équation 1.7.3 nous avons facilement que :
S(g  f) = (Sg  f) (f 0)2 + Sf et (1.7.4)
Sfn(x) =
n 1X
i=0
Sf(f i(x)) (f i(x))0
2. Un outil important dans l’étude de la distorsion d’une fonction est l’opérateur de
non linéarité Nf = (log f 0)0. En eﬀet
Nf = (log f 0)0 =
f 00
f 0
et donc si f est un diﬀéomorphisme sur (x; y) alors
log
f 0(y)
f 0(x)
=
Z y
x
f 00(t)
f 0(t)
dt =
Z y
x
Ng(t)dt:
Cet opérateur est lié avec la dérivée Schwarzienne dans la façon suivante :
Sf = (Nf)0   1
2
(Nf)2
Ainsi, il est aisé de voir que l’étude de la distorsion d’une application est strictement liée
à l’estimation de la dérivée Schwarzienne.
Cet outil est profondément ancré dans la dynamique réelle. Une autre importante
référence dans le sujet est [Koz00]. En eﬀet, l’auteur montre comment outrepasser la
condition sur la negativité de la dérivée Schwarzienne. Ces techniques ont permis de
démontrer une conjecture d’Anosov : la densité des applications unimodales hyperboliques
pour la topologie Cs, s 2 N [ f1; !g, voir [Koz03].
1.7.1 Le Birapport
Un autre façon de mesurer une distorsion est de considérer un couple d’intervalles
adjacents (a; b); (b; c) qui ont un point du bord en commun et de mesurer la distorsion à
travers la fonction R((a; b); (b; c)) = jb ajjc bj , c’est-à-dire d’évaluer le nombre
R(f; (a; b); (b; c)) =
R((f(a); f(b)); (f(b); f(c)))
R((a; b); (b; c))
:
On remarque que la distorsion d’une fonction diﬀérentiable f dans un intervalle T est
bornée si et seulement s’il existe une borne pour R(f; (a; b); (b; c)) pour chaque couple
d’intervalles adjacents (a; b); (b; c)  T .
Si une fonction f a des points critiques on ne peut pas espérer avoir un borne pour la
non linéarité. Au lieu de considérer trois points consécutifs, nous en considérons quatre
et estimons des birapports. En particulier nous définissons deux diﬀérents birapports :
Définition 1.7.5. Soient a < b < c < d quatre points sur le cercle, alors nous pouvons
définir les birapports Cr et Poin de ces quatre points comme :
Cr(a; b; c; d) :=
jb  ajjd  cj
jc  ajjd  cj ;
Poin(a; b; c; d) :=
jd  ajjb  cj
jc  ajjd  bj :
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Ceci étant défini, nous essayons maintenant de comprendre comment une fonction
distorde le birapport d’une configuration de quatre points.
Commençons par considérer le cas du birapport Poin.
Le diﬀéomorphisme avec dérive Schwarzienne négative augmente le cross ratio Poin :
Poin(f(a); f(b); f(c); f(d)) > Poin(a; b; c; d):
Dans le cas général, sans l’hypothèse sur la dérivée Schwarzienne (négative), nous avons
le résultat suivant :
Théorème 1.7.6. Soit f une fonction de classe C2 avec des points critiques non plats.
Alors il existe une fonction bornée et croissante  : [0;1) ! R+ avec (t) ! 0 quand
t ! 0 qui satisfait la propriété suivante : Soit [b; c]  [a; d] deux intervalles tels que
fnj[a; d] est un diﬀéomorphisme. Alors
Poin(fn(a); fn(b); fn(c); fn(d)) = exp
 
 ()
n 1X
i=0
jf i([a; b))j
!
Poin(a; b; c; d);
où  = maxi2f0;:::;n 1g jf i((c; d])j.
Les démonstrations peuvent être trouvées par exemple dans [vS90].
Nous formulons maintenant le résultat qui nous permet de contrôler la distorsion du
birapport de Cr sous itération. Ce résultat est énoncé pour les fonctions de la classe L ,
mais est bien plus général, et reste vrai pour une classe bien plus large.
Le lecteur peut se référer à [Świ88] pour le cas géneral, et [Gra10] pour notre situation.
Nous considérons une chaine de quadruplets
n[
i=0
f(ai; bi; ci; di)g
telle que chaque élément est envoyé sur le suivant par f . Si les conditions suivantes sont
vérifiées :
– Il existe un entier k 2 N, tel que chaque point du cercle appartient au plus à k
intervalles (ai; di).
– Les intervalles (bi; ci) n’intersectent pas 0.
Alors, il existe une constante K > 0, indépendante de l’ensemble des quadruplets, telle
que :
log
Cr(an; bn; cn; dn)
Cr(a0; b0; c0; d0)
 K
1.7.2 Le Principe de Koebe
Un autre outil très utile dans ces études est appelé le principe de Koebe. Ce principe
aﬃrme qu’une fonction, dont le birapport a distortion bornée, a une non linéarité bornée
en dehors des points critiques.
De nombreux mathematiciens ont étudiés cette question.
Nous présentons une version qui a été prouvée par J.Graczyk, D.Sands et G.Swiątek
dans [GSŚ04].
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Théorème 1.7.7. Soit T un intervalle compact et soit f : I ! I une fonction de classe
C2 avec points critiques non plats. Alors il existe une fonction jauge  qui satisfait à la
propriété suivante : si J  T sont deux intervalles ouverts et si n 2 N est tel que fn est
un diﬀéomorphisme sur T alors, pour tout x; y 2 J , nous avons :
(fn)0(x)
(fn)0(y)
 exp
  (maxn 1i=0 jf i(T )j)Pn 1i=0 jf i(J)j
(1 + dist(fn(J); fn(T )))2
: (1.7.8)
Dans le reste de la thèse nous utiliserons une version simplifiée du théorème 1.7.7 :
Proposition 1.7.9. Soit f une fonction de classe C2 avec points critiques non plats et
soit J  T deux intervalles du cercle. Supposons qu’il existe n 2 N tel que :
1. fn est un diﬀéomorphisme sur T ,
2.
Pn 1
i=0 jf i(J)j est bornée,
3. jfn(J)j  K dist(fn(J); @fn(T )) avec K une constante positive.
Alors il existe une constante positive C telle que, pour chaque paire de sous-intervalles A
et B de J jfn(A)j
jfn(B)j  C
jAj
jBj :
Démonstration. Nous observons que d’après les hypothèses 1, 2 et 3, la deuxième partie
de l’inégalité (1.7.8) est bornée inférieurement par une constante positive. Il suﬃt alors
de choisir x 2 A et y 2 B et d’ intégrer la formule 1.7.8 afin de conclure.
1.8 Échelle près d’un point critique et l’ensemble non
errant
Dans la première partie des deux prochains chapitres nous étudierons la “géométrie”
de fonctions de la classe L à proximité de l’intervalle plat. Cette quantité est mesurée
par la suite :
n :=
(0; qn)(0; qn 2)
Quand n ! 0 on dit que la géométrie de la fonction est “dégénérée”.
Quand n est bornée loin de zéro, on dit que la géométrie est “bornée”.
Souvent, il sera plus simple d’estimer la quantité suivante :
n :=
( qn; 0)[ qn; 0)
Observons que n > n.
Dans la seconde partie des deux prochains chapitres, on s’intéressera à l’étude de la
dimension de Hausdorﬀ de l’ensemble non errant d’une fonction f de la classe L .
Définition 1.8.1. Un point x appartient a l’ensemble non errants 
 si et seulement si
pour tout voisinage ouvert V 3 x il existe un entier n > 0 tel que :
V \ fn(V ) 6= ;
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Dans [MvSdMM90], les auteurs ont donné une description plus précise de cet en-
semble :
Théorème 1.8.2 ([MvSdMM90]). Soit f 2 L , telle que l’exposant critique ` > 1, U son
intervalle plat, et 
 son ensemble non errant. Alors :

 = S1n
+1[
n=0
f n(U)
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Chapitre 2
Functions in L with rotation number
of bounded type
In this chapter we present the results obtained for functions inL with rotation number
of bounded type. The chapter is divided into two sections : the first one deals with the
sequence of scalings and the second one concern the study of the Hausdorﬀ dimension of
the non-wandering set. All the results of this chapter are contained in the paper [Pal13].
We start with a basic definition :
Définition 2.0.1. Let (f) be the rotation number of a function f 2 L and let [a1; a2; :::; an]
be the representation in infinite continued fraction of (f). We say that (f) is of bounded
type if and only if there exist a positive real number M such that, for any i ai < M .
2.1 Sequence of scalings for function inL with rotation
number of bounded type
Théorème 2.1.1. Suppose that f 2 L has an irrational rotation number of bounded
type.
1. If the critical exponent `  2, then the scalings n tend to zero at least exponentially
fast.
2. If the critical exponent ` > 2, then the sequence n is bounded away from zero.
The second claim is completely proved in [GJŚ+95], while the first claim is proved
under the additional assumption that the Schwarzian derivative is strictly smaller than
zero. In the following we explain as remove the hypotheses on Schwarzian derivative.
2.1.1 Proof of theorem 2.1.1
The negative Schwarzian is used only to prove the expansion property of the cross-
ratio Poin which is defined on ordered quadruples a < b < c < d by
Poin(a; b; c; d) :=
jd  ajjb  cj
jc  ajjd  bj :
Diﬀeomorphisms with negative Schwarzian derivative increase the cross-ratio Poin :
Poin(f(a); f(b); f(c); f(d)) > Poin(a; b; c; d):
In general, without the assumption of negative Schwarzian, the following holds.
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Théorème 2.1.2. Let f be a C2 map with no flat critical points. There exists a bounded
increasing function  : [0;1) ! R+ with (t) ! 0 as t! 0 with the following property.
Let [b; c]  [a; d] be intervals such that fnj[a;d] is a diﬀeomorphism. Then
Poin(fn(a); fn(b); fn(c); fn(d)) = expf ()
n 1X
i=0
jf i([a; b))jgPoin(a; b; c; d);
where  = maxi=0;:::;n 1 jf i((c; d])j.
We recall the notation used in [GJŚ+95], let
n =
j( qn; 0)j
j[ qn; 0)j ;
n =
j(0; qn)j
j(0; qn 1)j
and
sn =
j[ qn 2; 0]j
j0j :
Théorème 2.1.3. For n suﬃciently large the following inequality holds :
(n)
`  K0;nK1;n; : : : ; Kan 1;nCn ~Mn(`)2n 2; (2.1.4)
where for every i 2 f0; : : : ; an   1g if we denote by
i;n = max
j=0;:::;qn 1 2
f j((iqn 1 + 1; qn 1 + 1])
and by
n = max
j=0;:::;qn 2 2
f j((anqn 1 + 1; 1])
then
Ki;n = e
(i;n)
Pqn 1 2
j=0 jfj( qn+iqn 1+1)j; (2.1.5)
Cn = e
(n)
Pqn 2 2
j=0 jfj( qn 2+1)j
and
~Mn(`) = s
2
n 1 
2
`
 ( 1
1 +
q
1  2(` 1)
`
Cnsn 1n 1
)  1
1  n 2 
n
n 2
:
Démonstration. For large n,
`n =
j( qn + 1; 1)j
j[ qn + 1; 1)j ;
which is certainly less than
Poin( qn + 1; (1; qn 1 + 1]):
By Theorem 2.1.2 there exists a constant
K0;n = e
(maxj=0;:::;qn 1 2 jfj((1; qn 1+1])j)
Pqn 1 2
j=0 jfj( qn+1)j
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such that
`n  K0;nn(1)  sn(1); (2.1.6)
with
n(k) =
j( qn + kqn 1; kqn 1)j
j[ qn + kqn 1; kqn 1)j
and
sn(k) =
j[ qn + kqn 1; 0]j
j( qn + kqn 1; 0]j :
By the Mean Value Theorem, f transforms the intervals defining n(k) into a pair whose
ratio is 
uk
vk

n(k)
where uk is the derivative of x` at a point in the interval Uk between  qn + kqn 1 and
kqn 1,while vk is the derivative at a point in
Vk = Uk [  qn + kqn 1:
Observe that for n suﬃciently large,
u1 < v1 < u2 < v2 <    < uan < van :
Moreover
f(n(k))  Poin( qn + kqn 1 + 1; (kqn 1 + 1; qn 1 + 1])
which by Theorem 2.1.2 is less than
Kk;nPoin( qn + (k + 1)qn 1; ((k + 1)qn 1; 0]):
So, the sequence of inequalities above can be rewritten in the form
uk
vk
n(k)  Kk;n  sn(k + 1)  n(k + 1): (2.1.7)
Now, starting from inequality (2.1.6) and applying an   1 times (2.1.7) we obtain
(n)
`  K0;n    Kan 1;nn(an) 
van 1
u1
 sn(1) : : : sn(an):
Note that sn(1) : : : sn(an)  sn and that
van 1
u1

 
j( qn 2; 0)j
j(qn 1; 0)j
!` 1
 j( qn 2; 0)jj(qn 1; 0)j
hence
(n)
`  K0;n    Kan 1;nn(an) 
j( qn 2; 0)j
j(qn 1; 0)j  sn
which can be rewritten in the form
(n)
`  K0;n    Kan 1;nsnn 2n 2n 2; (2.1.8)
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where
n 2 =
j[ qn 2; 0)j
j(qn 1; 0)j 
j[ qn 2; 0)j
j[ qn 2; anqn 1)j ;
and
n 2 =
j( qn 2; anqn 1)j
j( qn 2; 0)j :
To conclude the proof we have to estimate n 2 and n 2.
For n 2, observe that
j[ qn 2; 0)j  j(qn 3; 0)j;
so that
n 2  1
n 1n 2
 1
1  n 2 : (2.1.9)
To estimate n 2, we use an elementary lemma (Lemma 3.1 in [GJŚ+95]).
Lemme 2.1.10. For any pair of numbers x > y the inequality
x`   y`
x`


x  y
x

l   `(`  1)
2

x  y
x

holds.
Now, apply f to the intervals defining the ratio n 2. By the previous lemma, the
resulting ratio is larger than
n 2

`  `(`  1)
2
n 2

:
The cross-ratio
Poin( qn 2 + 1; (anqn 1 + 1; 1))
is larger again ; so, by Theorem 2.1.2, there exists a constant Cn such that
n 2

`  `(`  1)
2
n 2

 Cn  sn 1  nn 1: (2.1.11)
Solving this quadratic inequality we have that
n 2  2
`

0@ 1
1 +
q
1  2(` 1)
`
Cnsn 1nn 1
1A  Cn  sn 1  n
n 2
: (2.1.12)
Combining (2.1.8), (2.1.9), (2.1.11) and (2.1.12) we conclude the proof.
Convergence of the Sequence n The convergence of
Qn
j=0Ki;j and
Qn
j=0Cj is assured
by the following lemma :
Lemme 2.1.13. There exists 0 <  < 1 such that for every i 2 f0; : : : ; an   1g and for
every n large enough, Ki;n  e(n 3)n 2 and Cn  e(n 3)n 2.
Démonstration. Observe that, for every j 2 f0; : : : ; qn 1   2g
1. the intervals f j( qn + iqn 1 + 1) are disjoint and
Pqn 1 2
j=0 jf j( qn + iqn 1 + 1)j is
contained in a gap of the partition Pn 3,
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2. every interval f j((iqn 1 + 1; qn 1 + 1]) is contained in a gap of the partitionPn 2.
So, by Corollary 2.2.5, for large n
qn 1 2X
j=0
jf j( qn + iqn 1 + 1)j < n 2
and


max
j=0;:::;qn 1 2
jf j((iqn 1 + 1; qn 1 + 1])j

< (n 3):
A similar argument shows that also Cn  e(n 3)n 2 for large n.
To establish the convergence of the sequence n we have to prove that
Qn
i=0
~Mi tends
to zero.
Observe that ~Mn(`) = Mn(`)Tn(`) with
Mn(`) = s
2
n 1 
2
`

0@ 1
1 +
q
1  2(` 1)
`
sn 1n 1
1A  1
1  n 2 
n
n 2
and
Tn(`) =
1 +
q
1  2(` 1)
l
sn 1n 1
1 +
q
1  2(` 1)
`
Cnsn 1n 1
:
The proof that
Qn
j=0Mj tends to zero is exactly the same as in [GJŚ
+95]. It remains to
determine the size of Tn(`).
Noting that
Tn(`)  max
0@1;
q
1  2(` 1)
`
sn 1n 1q
1  2(` 1)
`
Cnsn 1n 1
1A
it all comes down to the study of the function
f(x) =
1  x
1  Cnx
for Cn > 1 tending to one and x = 2(` 1)` sn 1n 1.
Observe that f 0(x) > 0 on (0; c 1n ) and that by the a priori estimates of [GJŚ+95],
x  0:55. Therefore,
Tn(`)  1 + 1:3(Cn   1):
So, by Lemma 3.1.5,
Qn
i=0 Ti is bounded.
Finally, for `  2 the recursive inequality 3:1:3 implies that the sequence n goes to
zero at least exponentially fast. Since n > n the same holds also for the scalings n.
2.2 On the non-wandering set for functions in L with
rotation number of bounded type
Our goal is to describe the geometric structure of the set 
 of non-wandering points.
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Définition 2.2.1. A point x belongs to the set of non-wandering points 
 if and only if
for any open neighborhood V 3 x there exists an integer n > 0 such that the intersection
of V and fn(V ) is non-empty, where fn stands for the n-th composition of f .
In [MR92] it is proved that, for functions in L with critical exponent ` < 1, the
non-wandering set 
 has zero Hausdorﬀ dimension. For ` = 1, dimH(
) = 0, [Vee89]. The
case ` > 1 is studied in [MvSdMM90] and [Men91]. In particular in [Men91], it is proved
that 
 has zero Lebesgue measure. In this case, under the assumption that the rotation
number is of bounded type (i.e. supi ai <1) dimH(
) < 1, [GJŚ+95].
We study symmetric and smooth maps with a flat interval and with critical exponent
(`; `), ` > 1 which are not necessarily of negative Schwarzian.
Théorème 2.2.2. If f is a map from the class L with the critical exponent ` 2 (1; 2]
and irrational rotation number of bounded type then the Hausdorﬀ dimension of the non-
wandering set is equal to 0.
Théorème 2.2.3. If f is a map from the class L with the critical exponent ` > 2 and
irrational rotation number of bounded type then the Hausdorﬀ dimension of the non-
wandering set is strictly greater than 0.
These results show a global phase transition in the dissipative case when the critical
exponent passes through ` = 2.
2.2.1 Some technical lemmas
Now we present a few results from [GJŚ+95] which are used throughout the chapter :
Proposition 2.2.4. Let A 2 In be a preimage of U and B any of two gaps adjacent to
A. Then there exists a constant C such that, for every n 2 N, jAjjBj  C.
Corollaire 2.2.5. The lengths of the gaps of the dynamical partition Pn tend to zero at
least exponentially fast with n.
Lemme 2.2.6. The ratio j qn + iqn 1j
j[ qn + iqn 1; 0)j
is bounded away from zero by a uniform constant for all i = 0; : : : ; an.
For the proof of Proposition 2.2.4, Corollary 2.2.5 and Lemma 2.2.6 see [GJŚ+95].
2.2.2 Proof of Theorem 2.2.2
By the claim 1. of Theorem 2.1.1, if the critical exponent of the map f is less than or
equal to 2, then there exists 0 <  < 1 such that, for every n large enough
n =
j( qn; 0)j
j[ qn; 0)j  
n: (2.2.7)
Lemme 2.2.8. Let f 2 L with critical exponent ` 2 (1; 2]. There is a positive constant
C such that each gap In 2 of Pn 2 is split into at least two gaps Ini of Pn whose lengths
satisfy jIni j < Cn 1jIn 2j.
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Démonstration. Because of the symmetry, it is enough to suppose that n is even,that is
 qn is to the left of 0.
Let In 2 be a long gap of Pn 2 ;
In 2 = ( qn 2; 0):
As explained by the formula (1.6.1), In 2 is subdivided into an long gaps and one short
gap of the dynamical partition Pn 1. In our case these gaps are
Ini = ( qn + (i+ 1)qn 1; qn + iqn 1)
for i 2 f0; : : : ; an   1g.
By the distorsion of Croos-ratio Poin after qn  (i+1)qn 1 iterate and the inequality
(2.2.7), there exists a constant C such that, for every i 2 f0; : : : ; an   1g
jIni j
jIn 2j <
j( qn + (i+ 1)qn 1; qn + iqn 1)j
j qn + iqn 1j  Cn 1  C
n 1:
Since the shorts gaps of Pn 2 become the longs gaps of the partition Pn 1, we can
use the estimates for long gaps of the partition Pn 1 to conclude the proof.
Proof of Theorem 2.2.2. Observe that 
n 2 =
S
In 22Pn 2 I
n 2 and 
n =
S
In2Pn I
n
are two covers of 
. We analyze the relations between them.
By Lemma 2.2.8 and the formula (1.6.1), we can deduce that :
1. Each interval In 2 of 
n 2 is split into at least two intervals Ini of 
n whose lengths
satisfy jIni j < Cn 1jIn 2j.
2. Each interval In 2 is split into at most an(an+1 + 1) + 1 sub-intervals.
Consequently, X
In2Pn
jInjs  Cs(an(an+1 + 1) + 1)(n 1)s
X
In 22Pn 2
jIn 2js:
Since the maximum diameter of the covering fIng goes to zero as n increases, the Haus-
dorﬀ s-measure of 
 must be zero for every s > 0. This implies the theorem.
2.2.3 Proof of Theorem 2.2.3
In this section we will assume that the critical exponent (`; `) of f is strictly greater
than 2.
Lemme 2.2.9. For every i 2 f0; : : : ; an   1g the ratio
!i =
j( qn + (i+ 1)qn 1; qn + iqn 1)j
j qn + iqn 1j
is uniformly comparable to n 1.
Démonstration. For every i 2 f1; : : : ; an   1g, we apply Proposition 1.7.9 to
- T = [ qn + (i+ 1)qn 1; qn + (i  1)qn 1],
- J = ( qn + (i+ 1)qn 1; qn + (i  1)qn 1),
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- f qn (i+1)qn 1 .
Observe that the hypotheses are satisfied :
- T doesn’t contain any preimage of the flat interval of the type f j with j < qn  
(i+ 1)qn 1, so f qn (i+1)qn 1 is a diﬀeomorphism on T ;
- the set
Sqn (i+1)qn 1 1
j=0 f
j(J) covers each point of S1 at most twice ;
- if n is large enough, by Lemma 2.2.6 there exists a constantK such that jf qn (i+1)qn 1(J)j =
j(0; 2qn 1)j  Kj 2qn 1j.
So, by Proposition 1.7.9 and Proposition 2.2.4, !i is comparable to n 1.
For i = 0 we apply Proposition 1.7.9 to
- T = [ qn + qn 1 + 1; qn + 1],
- J = ( qn + qn 1 + 1; qn + 1),
- f qn qn 1 1.
As before, the hypotheses are satisfied (for j 2 f1; : : : ; qn   qn 1   2g the intervals f j(J)
are disjoint). So, for n large
!`0 =
j( qn + qn 1 + 1; qn + 1)j
j qn + 1j
is uniformly comparable to n 1. This concludes the proof.
Lemme 2.2.10. Two adjacent gaps of the dynamical partition Pn which are contained
in the same gap of Pn 1 are comparable.
Démonstration. Because of the symmetry, without loss of generality, we may assume that
n is even ; so  qn is to the left of the flat interval.
For every i 2 f0; : : : ; an+1   1g let
Ai =  qn+1 + iqn
and let
Bi = ( qn+1 + iqn; qn+1 + (i+ 1)qn):
By Lemma 2.2.9, there exists a constant C such that, for every i 2 f0; : : : ; an+1   1g
jBij
jAij  Cn > Cn (2.2.11)
is bounded away from zero by Theorem 2.1.1. So, by the formula (2.2.11) and Proposition
2.2.4, there exists a constant K > 0 such that
jBi 1j
jBij  K:
In order to compare Bi 1 and Ai, we observe that, for every i 2 f1; : : : ; an+1   1g
jAij
j qn+1j  K1
jAij
j(0; qn+1)j  K1
j(0; Ai]j
j(0; qn+1)j  K1
j(0; qn 1)j
j(0; qn+1)j  K2 (2.2.12)
where the first inequality follows from the Proposition 2.2.4 and the last one from Theo-
rem 2.1.1. Therefore, using the inequality (2.2.11), Proposition 2.2.4 and the inequality
(2.2.12), we have that
jBi 1j
jAij  C
jAi 1j
jAij  C1
jBi 2j
jAij      Ci
j qn+1j
jAij 
Ci
K2
: (2.2.13)
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 qn 0  qn+1
Figure 2.1 – Position of the intervals A and B as in the Lemma 2.2.15
Moreover, j(0; qn)j is bigger than a uniform constant multiple of j qnj as the sequence
n is bounded away from zero for ` > 2.
Finally, by the formula (2.2.13) and Proposition 2.2.4, there exists a constant K1 such
that jBi 1j
jBij  K1:
So, Bi 1 and Bi are comparable.
Lemme 2.2.14. There exists a positive constant C such that
j(qn; qn+1 + qn)j  Cj( qn+1; qn+1 + qn)j
Démonstration. Apply Proposition 1.7.9 to
- T = [ qn+1; qn+1 + qn],
- J = ( qn+1; qn+1 + qn),
- f qn+1 qn .
Also in this case the hypotheses are satisfied :
- f qn+1 qn is a diﬀeomorphism on T ;
- the intervals f i(J) for i 2 f1; : : : ; qn+1   qn   1g are disjoint ;
- for n large enough, by Proposition 2.2.4 there exists a constant K such that
jf qn+1 qn(J)j = j( qn; 0)j  Kj qnj = Kdist(f qn+1 qn(J); @f qn+1 qn(T )):
So, there exists a constant C such that
j(qn; qn+1 + qn)j
j( qn+1; qn+1 + qn)j  C
j(qn+1; 0)j
j( qn; 0)j > C
j( qn+2; 0)j
j( qn; 0)j
which is bounded away from zero by Theorem 2.1.1.
Lemme 2.2.15. Two gaps of the same dynamical partition which are adjacent to the flat
interval are comparable.
Démonstration. Because of the symmetry, it is enough to suppose that n is even.
Let A = ( qn; 0) and let B = (0; qn+1) ; the initial situation is explained in Figure
2.1.
The idea is to apply Proposition 1.7.9 to
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 i  qn  i  i  qn+1
Figure 2.2 – Positions of the intervals A and B as in the first case of Preposition 2.2.18
- T = [ qn + 1; qn+1 + 1],
- J = ( qn + 1; qn+1 + 1),
- f qn 1.
So, there exists a constant C such that
jf(B)j
jf(A)j  C
j(qn; qn+1 + qn)j
j(0; qn)j  C
j(qn; qn+1 + qn)j
j(0; qn 1)j : (2.2.16)
By Theorem 2.1.1 and by Lemma 2.2.14 there exist two constants K and K1 such that
j(qn; qn+1 + qn)j
j(0; qn 1)j  K
j(qn; qn+1 + qn)j
j(0; qn+1)j  K1K
j( qn+1; qn+1 + qn)j
j(0; qn+1)j :
Observe that the last intervals are contained in the same gap of the partition n ; so by
Lemma 2.2.10 they are comparable.
Similarly, there exists C > 0
jf(A)j
jf(B)j  C
j(0; qn)j
j(qn; qn+1 + qn)j  C
j(0; qn)j
j(0; qn 2)j  Cn: (2.2.17)
which is bounded away from zero by Theorem 2.1.1. So, f(A) and f(B) are comparable.
Moreover, we recall that near to the flat interval f(x) = x` hence also A and B are
comparable.
Proposition 2.2.18. Two adjacent gaps of the dynamical partition Pn are comparable.
Démonstration. By the symmetry, without loss of generality, we can suppose that n is
even.
Case 1. For 0  i < qn we have the situation as in Figure 2.2
Let A = ( i  qn; i) and let B = ( i; i  qn+1).
For i = 0 we find the two gaps adjacent to the flat interval which are uniformly
comparable, see Lemma 2.2.15.
For i 6= 0 apply Proposition 1.7.9 to
- T = [ i  qn; i  qn+1],
- J = ( i  qn; i  qn+1),
- f i.
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 i  qn  i  i+ qn
Figure 2.3 – Positions of the intervals A and B as in the second case of Preposition
2.2.18
Hence, by Proposition 1.7.9 and the inequality (2.2.16) there exist two constants C
and C1 such that
jAj
jBj  C
j( qn + 1; 1)j
j(1; qn+1 + 1)j  CC1:
Similarly, Proposition 1.7.9 and the inequality (2.2.17) imply that
jBj
jAj  C
j(1; qn+1 + 1)j
j( qn + 1; 1)j  CC2:
where C and C2 are uniform constants.
Case 2. For qn  i < qn+1 we have the situation as in Figure 2.3
Let A = ( i  qn; i) and let B = ( i; i+ qn).
We apply Proposition 1.7.9 to
- T = [ i  qn; i+ qn],
- J = ( i  qn; i+ qn),
- f i qn .
There exists a constant C such that
jAj
jBj  C
j( 2qn; qn)j
j( qn; 0)j  C
j( qn 2; 0)j
j( qn; 0)j  CC1:
C1 is a constant that comes from Theorem 2.1.1.
Moreover by Lemma 2.2.10 and Lemma 2.2.6 there exist two constants K1 and K2
such that
jBj
jAj  C
j( qn; 0)j
j( 2qn; qn)j  CK1
j( qn; 0)j
j 2qnj  CK1
j[ 2qn; 0)j
j 2qnj  CK1K2:
Case 3. The situation for qn+1  i < qn + qn+1 is explained in Figure 2.4
Let A = ( i+ qn+1; i) and let B = ( i; i+ qn).
We apply Proposition 1.7.9 to
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 i+ qn+1  i  i+ qn
Figure 2.4 – Positions of the intervals A and B as in the third case of Preposition 2.2.18
- T = [ i+ qn+1; i+ qn],
- J = ( i+ qn+1; i+ qn),
- f i qn+1 .
There exists a constant C such that
jAj
jBj  C
j(0; qn+1)j
j( qn+1; qn+1 + qn)j :
Since (0; qn+1) and ( qn+1; qn+1 + qn) are contained in the same gap of the partition
n  1, we can use Lemma 2.2.10 to obtain a uniform upper bound.
Similarly, by Proposition 1.7.9 and Lemma 2.2.10, there exist two constants C and
C1 such that
jBj
jAj  C
j( qn+1; qn+1 + qn)j
j(0; qn+1)j  CC1:
All the possibilities have been analyzed, so the proof is complete.
Proof of Theorem 2.2.3. Let An be the algebra generated by the set of all gaps
belonging to the partition Pn. We define a probability measure  on An.
For every gap I 2 P1 set (I) = 1#P1 . Suppose  is already constructed on An and
we fix  on An+1. If Ini is a long gap of Pn then
Ini =
an+2[
j=1
f i qn jqn+1(U) [
an+2 1[
j=0
In+1i+qn+jqn+1 [ In+2i
and we set, for every j 2 f0; : : : ; an+2   1g,


In+1i+qn+jqn+1

=
(Ini )
2an+2
(2.2.19)
and
(In+2i ) =
(Ini )
2
: (2.2.20)
If In+1i is a short gap of Pn then (I
n+1
i ) is already defined.
By Carathéodory’s extension theorem, there exists a measure (that we will call again
) which extends  on (A1;A2; ::). By the definition, (Ini )  12n2 .
Proposition 2.2.18 and Corollary 2.2.5 imply that there exist 1; 2 2 (0; 1) such that
all gaps satisfy n1  jIni j  n2 . Therefore,
(Ini )  jIni j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with  = log1
1p
2
.
Let I be an arbitrary interval and let In+1i be a gap contained in I with n as small
as possible. Then I is covered by at most two gaps of the nth partition Inj and Inj0 and by
preimages of U (which are of -measure zero). The successive distribution of  given by
(2.2.19) and (2.2.20) was chosen so that the following is true :
(I)  (Inj ) + (Inj0)  C(Inj )  C 0(In+1i )  C 0jIn+1i j  C 0jIj: (2.2.21)
Finally, let K be an -cover of the non-wandering set 
 and let 0 <  < 1. By the
inequality (2.2.21), X
I2K
jIj  1
C 0
X
I2K
(I)  1
C 0
(
) =
1
C 0
:
This establishes the theorem.
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Chapitre 3
Fonctions dans L de nombre de
rotation de type non borné
Dans ce chapitre nous présentons les résultats obtenus pour fonctions dans L dont
le nombre de rotation est quelconque. Comme dans le précédent chapitre, celui-si sera
divisé en deux sections : la première concernera l’étude de la suite des échelles (n)n2N
et la seconde sera consacrée au calcul de la dimension de Hausdorﬀ de l’ensemble non
errant.
3.1 Échelle de fonctions dans L avec nombre de rota-
tion non borné
Le résultat principal de cette section est le suivant :
Théorème 3.1.1. Soit f une fonction de la classe L dont l’exposant critique ` > 1 :
1. Si `  2, alors la suite (n)n2N tend vers zéro avec vitesse au moins exponentielle.
2. Si `  3, il existe une constante K > 0 telle que, pour chaque n 2 N, n > K.
Sans aucune hypothèse sur le nombre de rotation, nous montrons que la géométrie à
côte des points du bord de l’intervalle plat est dégénérée quand l’exposant critique est
inférieur ou égal à deux et devient bornée lorsque l’exposant critique dépasse trois. Ce
qui se passe entre 2 et 3 reste encore inconnu. Nous espérons pouvoir améliorer la preuve
pour obtenir la géométrie bornée pour ` > 2 et la transition de phase qui en découle.
3.1.1 Preuve de la première partie du Théorème 3.1.1
Comme dans le chapitre précédent, soit
n =
j( qn; 0)j
j[ qn; 0)j :
Puisque 8n 2 N, n > n, nous démontrerons la première partie du théorème 3.1.1 pour
la suite (n)n2N.
Soit :
n =
j(0; qn)j
j(0; qn 1)j
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et
sn =
j[ qn 2; 0]j
j0j :
Nous avons alors le théorème suivant :
Théorème 3.1.2. Il existe un entier N 2 N, tel que pour n > N on a l’inégalité suivante :
(n)
l 
an 1Y
i=0
Ki;nCn ~Mn(l)
2
n 2 (3.1.3)
où pour tout i 2 f0; : : : ; an   1g, si nous notons :
i;n = max
j2f0;:::;qn 1 2g
f j((iqn 1 + 1; qn 1 + 1])
et
n = max
j2f0;:::;qn 2 2g
f j((anqn 1 + 1; 1]) ;
alors
Ki;n = e
(i;n)
Pqn 1 2
j=0 jfj( qn+iqn 1+1)j (3.1.4)
Cn = e
(n)
Pqn 2 2
j=0 jfj( qn 2+1)j
et
~Mn(l) = s
2
n 1 
2
l

0@ 1
1 +
q
1  2(l 1)
l
Cnsn 1n 1
1A  1
1  n 2 
n
n 2
:
Démonstration. La preuve est exactement la même que celle du théorème 2.1.3, puisque
cette dernière n’utilise aucune hypothèse sur le nombre de rotation.
Montrons maintenant la convergence de la suite (n)n2N.
Dans le chapitre précédent (voir lemme 3.1.5 et ce qui suit), sans aucune hypothèse
sur le nombre de rotation, on a montré que
Qn
m=0Cm converge et que
Qn
m=0
~Mm tend
vers zéro. Il reste à étudier la convergence du produit
nY
m=0
am 1Y
i=0
Ki;m
qui est assurée par le lemme suivant :
Lemme 3.1.5. Il existe 0 <  < 1 tel que, pour tout i 2 f0; : : : ; an   1g et pour m assez
grand,
am 1Y
i=0
Ki;m  e(m 3)m 2
Démonstration. À partir de l’ordre des préimages de l’intervalle plat sur le cercle (voir la
section 1.6) et la définition de Ki;m (voir 3.1.4 ) nous observons que :
1. chaque intervalle f j((iqm 1 + 1; qm 1 + 1]) est contenu dans un trou de la partition
Pm 3,
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2. pour tous i,
Pqm 1 2
j=0
f j( qm + iqm 1 + 1) est contenue dans un trou de Pm 1 et
chaque deux sommes
Pqm 1 2
j=0
f j( qm + iqm 1 + 1) etPqm 1 2j=0 f j( qm + i0qm 1 + 1)
sont disjointes. De plus la somme totale
Pam 1
i=0
Pqm 1 2
j=0
f j( qm + iqm 1 + 1) est
contenue dans un trou de la partition Pm 2.
Puisque les longueurs des trous de la partition Pm tendent vers zéro avec vitesse au
moins exponentielle (proposition 2.2.5), alors il existe 0 <  < 1 tel que, pour m assez
grand,


max
j2f0;:::;qm 1 2g
jf j((iqm 1 + 1; qm 1 + 1])j

< (m 3):
et
am 1X
i=0
qm 1 2X
j=0
f j( qm + iqm 1 + 1) < m 2
donc
Qam 1
i=0 Ki;m est égale à
exp
 
am 1X
i=0


max
j2f0;:::;qm 1 2g
jf j((iqm 1 + 1; qm 1 + 1])j
 qm 1 2X
j=0
f j( qm + iqm 1 + 1)!
qui est strictement plus petit que
exp
 
(m 3)m 2

Finalement, pour l  2 l’inégalité (3.1.3) itérée implique que la suite (n)n2N tend
vers zéro avec vitesse au moins exponentielle. Puisque n > n, le résultat est aussi vrai
pour la suite (n)n2N.
3.1.2 Preuve de la seconde partie du Théorème 3.1.1
Nous utiliserons les résultats sur les partitions dynamiques du cercles, engendrées par
les préimages de l’intervalle plat. Ces derniers sont présentés en détail dans le chapitre 1.
Nous rappelons une proposition qui sera utilisée de nombreuses fois par la suite :
Proposition 3.1.6. Il existe une constante C > 0, telle que pour tout n 2 N et pour tout
m 2 N, si J = f m(U), une préimage de l’intervalle plat U qui appartient à la partition
dynamique Pn et I un des deux trous adjacentes à J . Alors :
jJ j
jIj  C
Corollaire 3.1.7. Les longueurs des trous de la partition dynamique Pn tendent au
moins exponentiellement vers zéro quand n!1.
Les détails, ainsi que la preuve se trouvent dans [GJŚ+95].
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3.1.3 Quelques lemmes techniques
Nous démontrons maintenant quelques lemmes techniques, nécessaires pour la preuve
finale. Tous ces lemmes seront présentés et démontrés pour n 2 N pair. Par symétrie, le
cas n 2 N impair se traite de façon analogue.
Lemme 3.1.8. Il existe une constante  > 0, telle que pour tout n 2 N, le rapport :
j(2qn 1; qn 1)j
j(2qn 1; 0)j >  > 0
est borné loin de zéro par une constante uniforme.
Démonstration. Il s’agit du lemma 1:2 dans [GJŚ+95]
Lemme 3.1.9. Pour n grande, le rapport
j qn   qn+1j
j[ qn   qn+1; 0)j
est borné loin de zéro par une constante uniforme.
Démonstration. Le lecteur peut se reporter à la figure 3.1.
Par l’assertion 1.6.2 il existe une constante positive K1 > 0 telle que
j qn   qn+1j
j[ qn   qn+1; 0)j  K1
j qn   qn+1 + 1j
j[ qn   qn+1 + 1; 1)j 
 K1
j qn   qn+1 + 1j
j[ qn   qn+1 + 1; qn+1 + 1)j
j qn+1 + 1j
j( qn   qn+1 + 1; qn+1 + 1]j
En raison des propriétés d’expansion du birapport Cr sur (qn+1   1)ième itérées, il
existe une constante positive K2 telle que :
j qn   qn+1j
j[ qn   qn+1; 0)j  K1K2
j qnj
j[ qn; 0)j
j0j
j( qn; 0]j  K1K2
j qnj
j[ qn; 0)j : (3.1.10)
Pour conclure la preuve, il suﬃt d’appliquer la proposition 3.1.6.
Lemme 3.1.11. Il existe une constante K > 0 telle que, pour n assez grand,
j qn 1   qn + 1j
j( qn + 1; 1)j  K:
Démonstration. Le lecteur peut se reporter à la figure 3.2.
On a :
j qn 1   qn + 1j
j( qn + 1; 1)j 
j qn 1   qn + 1j
j( qn + 1; qn 1   qn + 1]j (3.1.12)
 j qn + 1jj[ qn + 1; qn 1   qn + 1)j
j qn 1   qn + 1j
j( qn + 1; qn 1   qn + 1]j
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 qn  qn   qn+1
: : :
 qn+2 0  qn+1
Figure 3.1 –
 qn + 1
b
1
 qn+1 + 1
: : :
 qn 1   qn + 1  qn 1 + 1
Figure 3.2 –
Par les propriétés de distorsion du birapport Cr sur les (qn   1)ème itérées, il existe une
constante K1 > 0 telle que :
j qn 1   qn + 1j
j( qn + 1; 1)j  K1
j0j
j[0; qn 1)j
j qn 1j
j(0; qn 1]j
qui, pour n assez grand, est minoré par une constante positive (proposition 3.1.6).
Pour tout n et pour tout i 2 f0; : : : ; an+2   1g nous définissons (voir la figure 3.3) :
n(i) =
j( qn   (an+2   i)qn+1; 0)j
j[ qn   (an+2   i)qn+1; 0)j
 qn  qn   qn+1
: : :
 qn   (an+2   1)qn+1  qn+2 0
Figure 3.3 –
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et
n(i) =
j[ qn   (an+2   i)qn+1; 0)j
j( qn   (an+2   (i+ 1))qn+1; 0)j
et nous démontrons les lemmes suivants :
Lemme 3.1.13. Il existe une constante K > 0, telle que pour tout i 2 f1; : : : ; an+2  2g,
on a :
(n(i))
`  Kn(i+ 1)
Nous observons que ce lemme a du sens sous l’hypothèse an+2 =2 f1; 2g.
Démonstration. D’abord nous appliquons f aux intervalles définissant n(i), on obtient :
n(i)
` =
j( qn   (an+2   i)qn+1 + 1; 1)j
j[ qn   (an+2   i)qn+1 + 1; 1)j :
Pour chaque i 2 f1; : : : ; an+2   2g nous appliquons la proposition 1.7.9 à
- T = [ qn   qn+1 + 1; qn+1 + 1],
- J = ( qn   qn+1 + 1; qn+1 + 1),
- f qn+1 1.
Nous observons que les hypothèses sont satisfaites :
- f qn+1 1 est un diﬀéomorphisme sur T ;
- les intervalles f i(J) pour i 2 f1; : : : ; qn+1   2g sont disjoints ;
- par la proposition 3.1.6, pour n suﬃsamment grand, il existe une constante K1 telle
que f qn+1 1(J) = ( qn; 0)  K1  qn = K1 dist(f qn+1 1(J); @f qn+1 1(T )):
Alors nous trouvons une constante uniforme K2 telle que :
n(i)
` =
j( qn   (an+2   i)qn+1 + 1; 1)j
j[ qn   (an+2   i)qn+1 + 1; 1)j  K2
j( qn   (an+2   (i+ 1))qn+1; qn+1)j
j[ qn   (an+2   (i+ 1))qn+1; qn+1)j :
(3.1.14)
Puisque le numérateur de (3.1.14) contient l’intervalle (2qn+1; qn+1), par le lemme 3.1.8
nous pouvons conclure que (n(i + 1))` est plus grande qu’une constante uniforme mul-
tipliée par n(i+ 1).
En utilisant la Proposition 1.7.9 dans la même façon que dans le lemme 3.1.13 nous
pouvons aussi montrer que :
Lemme 3.1.15. Il existe une constante K > 0 telle que pour tout i 2 f1; : : : ; an+2   2g,
on a :
(n(i))
`  Kn(i+ 1)
Lemme 3.1.16. Il existe deux constantes K1 > 0 et K2 > 0 telles que :
1. pour tout 0  i  an+2   2, (n(i))`  K1n(i+ 1),
2. n(an+2   1)  K2.
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Démonstration. Pour démontrer le point 2: il suﬃt d’observer que :
n(an+2   1) =
j[ qn   qn+1; 0)j
j( qn; 0)j
qui par la proposition 3.1.6 est plus grand qu’une constante uniforme positive.
Pour démontrer le point 1: nous appliquons d’abord f aux intervalles définissant n(i)
et ensuite la proposition 1.7.9 à
- T = [ qn   qn+1 + 1; qn+1 + 1],
- J = ( qn   qn+1 + 1; qn+1 + 1),
- f qn+1 1.
Comme dans le lemme 3.1.13, les hypothèses sont satisfaites, donc il existe une constante
K1 > 0 telle que, pour tout i, (n(i))`  K1n(i+ 1)
Dans la suite, pour simplifier les notations, nous notons n = n(an+2   1) et n =
n(an+2   1).
3.1.4 Cœur de la preuve
Nous rappelons que
n =
j(0; qn)j
j(0; qn 2)j ;
n =
j( qn; 0)j
j[ qn; 0)j
et nous introduisons un nouveau paramètre qui mesure la taille de n et n,
kn =
j(0; qn)j
j(0; qn 1)j :
Remarque 3.1.17. Nous rappelons que le point qn 2 se trouve dans le trou entre  qn 1
et  qn 1 + qn 2 de la partition dynamique Pn 2.
Alors, par la proposition 3.1.6, il existe une constante K > 0 telle que
kn  n
n 1
 Kkn:
En conclusion, n
n 1
et kn sont comparables.
Pour compléter la preuve de la deuxième partie du Théorème 3.1.1 il est alors néces-
saire de trouver une borne inférieure pour les suites (n)n2N et (kn)n2N. Pour cette raison
nous montrons les propositions suivantes.
Proposition 3.1.18. Il existe une constante positive K telle que, pour n assez grand
kn  K

1 ` an+1 1
1 ` 1

n 1 :
Démonstration. Par la proposition 3.1.6 il existe une constante uniforme K1 > 0 telle
que
kn  K1
j(0; qn 1   (an+1   1)qn)j
j(0; qn 1)j : (3.1.19)
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Pour tout i 2 f1; : : : ; an+1   1g et pour tout j 2 f2; : : : ; an+1   2g, nous multiplions
et divisons en alternant par j(0; qn 1   (an+1   i)qn]j et par
j(0; qn 1   (an+1   j)qn)j pour obtenir que :
kn  K1n 1(1)n 1(2)n 1(2) : : : n 1(an+1   2)n 1(an+1   1)
j(0; qn 1   qn]j
j(0; qn 1)j :
Par la proposition 3.1.6, il existe une constante positiveK2 telle que
j(0; qn 1 qn]j
j(0; qn 1)j > K2.
Nous appliquons alors lemme 3.1.13, lemme 3.1.16 et nous avons :
kn  K3n 1
1
`
n 1 : : : 

1
`
an+1 2

n 1 = K3

1 ` an+1+1
1 ` 1

n 1 : (3.1.20)
où K3 est une constante positive.
Il nous reste à étudier les cas an+1 = 1 et an+1 = 2 pour les quels nous ne pouvons
pas appliquer le lemme 3.1.13.
Nous supposons que an+1 = 1. Dans ce cas le trou à droite de  qn+1 est ( qn+1; qn 1)
et donc par la proposition 3.1.6 il existe K4 > 0 telle que kn  K4.
Nous trouvons alors la même inégalité de (3.1.20) dans le cas spécifique an+1 = 1.
Si an+1 = 2 nous procédons comme dans le cas général jusqu’à obtenir (comme dans
(3.1.19)) que :
kn  K1
j(0; qn 1   qn)j
j(0; qn 1)j
par la proposition 3.1.6 est plus grande qu’une constante uniforme multiplié par n 1.
La preuve du lemme est ainsi complète.
Proposition 3.1.21. Il existe une constante K > 0 telle que, pour n assez grand
n  K
`

1 ` an+1
` 1

n 1 
` an+1
n 2
Démonstration. Si n est assez grand, (n)` est égale à la fraction
j( qn + 1; 1)j
j[ qn + 1; 1)j
qui est plus grand que le produit des trois fractions suivantes :
1 =
j( qn + 1; 1)j
j( qn + 1; qn 1   qn + 1)j
2 =
j( qn + 1; qn 1   qn + 1)j
j( qn + 1; qn 1 + 1)j
3 =
j( qn + 1; qn 1 + 1)j
j[ qn + 1; qn 1 + 1)j
Nous regardons, chaque membre séparément.
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1ère étape. Montrons que 1  K1

1 ` an+1 1
1 ` 1

n 1
Nous appliquons la proposition 1.7.9 à
- T = [ qn + 1; qn   qn 1 + 1] ;
- J = ( qn + 1; qn   qn 1 + 1) ;
- f qn 1.
Comme dans les lemmes précédents les hypothèses sont satisfaites, alors il existe
une constante uniforme C1 > 0 telle que :
1  C1
j(0; qn)j
j(0; qn 1)j : (3.1.22)
Nous appliquons alors la proposition 3.1.18 et nous trouvons l’estimation cherchée.
2ème étape. Nous montrons que 2  K2`n 1
Par la proposition 3.1.6 et par le lemma 3.1.11 nous avons deux constantes positives
C2 > 0 et C3 > 0 telles que
2  C2
j(1; qn 1   qn + 1)j
j( qn + 1; qn 1   qn + 1]j  C2C3
j(1; qn 1   qn + 1)j
j(1; qn 1   qn + 1]j (3.1.23)
et cette dernière fraction est exactement `n 1.
3ème étape. Nous montrons que 3  K3` an+2n 2 .
Appliquons le lemme 3.1.13 et la proposition 1.7.9 à
- T = [ qn 2   qn 1 + 1; qn 1 + 1] ;
- J = ( qn 2   qn 1 + 1; qn 1 + 1) ;
- f qn 1 1.
et nous trouvons, sous l’hypothèse que an =2 f1; 2g, deux constantes positives C4 > 0
et C5 > 0 telles que :
3  C4
j( qn + qn 1; 0)j
j[ qn + qn 1; 0)j  C4n 2(1)  C4C5
` an+2
n 2 (3.1.24)
Si an = 1, nous obtenons exactement la même estimation, en eﬀet, dans ce cas
 qn + 1 =  qn 2   qn 1 + 1 et par le lemme 3.1.11 il existe une constante C6 > 0
telle que
3  C6`n 2
Si an = 2, nous procédons comme dans le cas général jusqu’à la première inégalité
(3.1.24). Il est alors suﬃsant d’observer que, dans ce cas que
j( qn + qn 1; 0)j
j[ qn + qn 1; 0)j = n 2
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Finalement, en regroupant les estimations obtenues pour 1, 2 et 3 nous avons
`n  K

1 ` an+1+1
1 ` 1

n 1 
`
n 1
` an+2
n 2
et donc
n  K 1`
`

1 ` an+1
` 1

n 1 
` an+1
n 2
D’après la remarque 3.1.17, la proposition 3.1.18 et la proposition 3.1.21, pour trouver
une borne inférieure pour n il est nécessaire étudier la suite n. D’où les propositions
suivantes :
Proposition 3.1.25. Il existe une constante positive K > 0 telle que, pour n assez grand
n  K
1
`
n 1
1
`
n
Démonstration. Nous commençons par appliquer la proposition 1.7.9 à
- T = [ qn + 1; qn 1   qn + 1] ;
- J = ( qn + 1; qn 1   qn + 1) ;
- f qn 1.
Alors, pour n assez grand, il existe une constante uniforme C1 > 0 telle que
`n =
j( qn   qn+1 + 1; 1)j
j[ qn   qn+1 + 1; 1)j  C1
j( qn+1; qn)j
j[ qn+1; qn)j
En multipliant et en divisant par j( qn+1; qn+1 + qn)j, nous trouvons que `n est plus
grand (à une constante uniforme près) que le produit des deux quantités suivantes :
1 =
j( qn+1; qn)j
j( qn+1; qn+1 + qn)j ; 2 =
j( qn+1; qn+1 + qn)j
j[ qn+1; qn)j
Nous nous intéressons à ces deux quantités.
1ère étape. Nous montrons que 1  K1.
Nous appliquons la proposition 1.7.9 à
- T = [ qn+1; qn+1 + qn] ;
- J = ( qn+1; qn+1 + qn) ;
- f qn+1 qn
et nous trouvons une constante C2 > 0 telle que
1  C2
j( qn; qn+1)j
j( qn; 0)j  C2
j( qn; qn   qn+1]j
j( qn; 0)j  C2C3
j qn   qn+1j
j[ qn   qn+1; 0)j  C2C3C4
Nous observons que C3 s’obtient par la proposition 3.1.6 et C4 par le lemme 3.1.9.
3.1. SUITE D’ÉCHELLE 59
2ème étape. Nous montrons que 2  K2n 1n.
D’après le lemme 3.1.8 il existe une constante C5 > 0 telle que :
2  C5
j( qn+1; qn+1 + qn)j
j( qn+1; qn+1 + qn]j  C5
j( qn+1; qn+1 + qn)j
j( qn+1; qn+1 + qn]j
j( qn+1 + qn; qn+1 + 2qn]j
j[ qn+1 + qn; qn+1 + 2qn]j
Nous appliquons maintenant le birapport Cr. Après (an+1  2)qn itérés, nous avons
que :
2  C6n 1
j( qn 1   2qn; qn 1   qn)j
j(0; qn 1   qn)j
 C6n 1
j qnj
j[ qn; qn 1   2qn]j
j( qn 1   2qn; qn 1   qn)j
j( qn; qn 1   qn)j
En appliquant le birapport Cr aux qnième premières itérées, et par le lemme 3.1.9
et la proposition 3.1.6 nous trouvons que pour n assez grand :
2  C7n 1
j( qn 1   qn; qn 1)j
j qn 1   qnj  C7n 1
j( qn 1   qn; qn 1)j
j[ qn 1   qn; qn 1)j
Il nous reste à trouver une borne pour j( qn 1 qn; qn 1)jj[ qn 1 qn; qn 1)j . Nous appliquons d’abord
l’assertion 1.6.2 et ensuite la proposition 1.7.9 à
- T = [ qn 1   qn 2 + 1; qn 1 + 1] ;
- J = ( qn 1   qn 2 + 1; qn 1 + 1) ;
- f qn 1 1.
pour avoir deux constantes positives C8 > 0 et C9 > 0 telles que :
j( qn 1   qn; qn 1)j
j[ qn 1   qn; qn 1)j  K8
j( qn 1   qn + 1; qn 1 + 1)j
j[ qn 1   qn + 1; qn 1 + 1)j
 C9
j( qn; 0)j
j[ qn; 0)j  C9n
Pour conclure la preuve, il suﬃt de réunir les bornes trouvées pour 1 et 2.
Les propositions 3.1.21 et 3.1.25 nous donnent l’importante inequalité suivante :
Théorème 3.1.26. Il existe une constante positive K > 0 telle que, pour n assez grand
n  K

1
`
+ 1 `
 an+1
` 1

n 1 
` an
n 2
Pour terminer la preuve de la seconde partie du théorème 3.1.1, d’après la remarque
3.1.17 et les propositions 3.1.18 et 3.1.21 il suﬃt de montrer que la suite (n)n2N est
bornée loin de zéro pour `  3. Il nous reste alors à analyser la récurrence de la suite
(n)n2N.
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Analyse de la récurrence. Nous définissons pour tout n 2 N la quantité
n =   ln n
Le théorème 3.1.26 implique qu’il existe une constante K1 > 0 telle que :
n  

1
`
+
1  ` an+1
`  1

n 1   ` ann 2  K1 (3.1.27)
Nous montrons que la suite (n)n2N est bornée. Pour cela faire, nous commençons par
considérer la suite des vecteurs (vn)n2N :
vn =

n
n 1

;
la suite des matrices (A`(n))n2N :
A`(n) =

1
`
+ 1 `
 an+1
` 1 `
 an
1 0

et le vecteur
k =

K1
0

Maintenant nous pouvons réécrire (3.1.27) sous la forme
vn  A`(n)A`(n  1) : : : A`(2)v1 +
 
n 1X
i=2
A`(n  1)A`(n  2) : : : A`(i)
!
k (3.1.28)
où l’inégalité doit être interprétée composante par composante.
Pour montrer que la suite (vn)n2N est bornée et prouver donc le théorème 3.1.1, il est
nécessaire d’étudier pour tout n 2 N et 2  i < n chaque produit,
nY
j=i
A`(j)
En particulier nous allons estimer kQnj=iA`(j)k1.
Remarque 3.1.29. Rappelons que si A = (ai;j)1i;jn est une matrice, alors
kAk1 = max
1in
X
1jn
jai;jj
est une norme subordonnée. Nous observons en eﬀet que
kAk1 = max
v2Rnnf0g
kAvk1
kvk1
où kvk1 = max1in jvij si v = (v1; : : : vn).
Entre autre si A = (ai;j)1i;jn et B = (bi;j)1i;jn et que pour tout (i; j) 2 f1; : : : ; ng2,
aij  bij, nous abrègerons ceci en notant 1 A  B. Dans ce cas on a alors kAk1  kBk1.
1. Ce n’est bien entendu pas une relation d’ordre.
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Fixons alors n et i tels que i  n, et pour chaque i  j  n nous posons bj = ` aj+1 ,
ainsi
A`(j) =

1
`
+
1 bj
` 1 bj 1
1 0

remarquons que la suite de nombres réels positifs (bj)j2N est bornée par 1=`.
Nous fixons un entier M > 1. Alors pour tout j 2 fi; n  1g deux cas peuvent se
présenter :
1. aj+1 < M et aj < M , ou bien,
2. aj+1 M , ou aj M .
Dans le premier cas nous posons B := A`(j) et dans le deuxième U := A`(j).
Observons que, par le point 1 on ne peut pas trouver des produits du type BUB,
puisque les deux matrices B aﬀectent la matrice centrale U .
Nous fixons maintenant `  3, j 2 fi; n  1g et considérons les diﬀérentes combinai-
sons de matrices B et U que nous pouvons avoir.
– Commençons par considérer un produit de matrices du type BBB   BB.
Observons que si aj+1 < M et aj < M alors par les estimées de [GJŚ+95]
B = A`(j) =
1 bj
` 1 bj 1
1 0

Puisque `  3, bj 1  13 et bj < 1, alors :
B 

1
2
1
3
1 0

En calculant le rayon spectral 2 de W =

1
2
1
3
1 0

, on trouve qu’il est (W ) < 1,
alors il existe 0 < 1 < 1, et C > 0 tels que
kW nk1 < Cn1
En particulier, limn!1 kW nk1 = 0.
En conclusion, si nous considérons un produit de longueur s du type BBB : : : BBB,
alors il existe 0 < 1 < 1 et C1 > 0 tel que
kBsk1  C1s1: (3.1.30)
– Nous voulons maintenant étudier le produit de matrices du type U : : : U .
Observons que si aj M . Alors il existe  > 0 telle que
U = A`(j) 

1
`
+
1 bj
` 1 
1 0



1
3
+
1 bj
2

1 0

(3.1.31)
Nous continuons à travailler dans le cas limite en supposant que  = 0 et en étudiant
toutes les diﬀérentes possibilités de longueur deux (rappelons toujours que `  3 et
0 < bj  13 ).
2. Rappelons que si A = (ai;j)1i;jn est une matrice et 1; 2 : : : m sont ses valeurs propres, alors
le rayon spectrale (A) de A est défini comme (A) = max1jm jj j.
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– Si aj M et aj+2 M , alors
A`(j + 1)U 

1
`
+
1 bj+1
` 1 bj
1 0

U 

5
6
bj
1 0

1
3
+
1 bj
2
0
1 0

=
 
25
36
+ 7
12
bj 0
5
6
  bj
2
0
!

 
32
36
0
5
6
0
!
 8
9

1 0
1 0

En particulier
kA`(j + 1)Uk1  8
9
(3.1.32)
– Si aj M et aj+1 M alors :
UU 

5
6
0
1 0

5
6
0
1 0

=
 
25
36
0
5
6
0
!
=
5
6
U
kUUk1  5
6
(3.1.33)
Considérons maintenant le produit de smatrices de la forme UU   U avec le dernier
U à droite U 

5
6
0
1 0

, alors par (3.1.32) et (3.1.33) il existe 0 < 2 < 1 telle que,
si s est pair
kU sk1  (2)
s
2 (3.1.34)
et si s est impair
kU sk1  (2)
s 1
2 (3.1.35)
– Nous considérons maintenant le cas d’un produit des n1 matrices
A`(jn1)A`(jn1 1) : : : A`(j1) tels que aj1 ; ajn1+1  M et aj2 ; aj3 ; : : : ; ajn1 < M (nous
sommes en train de considérer des produits du type UBB   BBU ). Sous ces
hypothèses, dans le cas limite nous avons que
U = A`(j1) 

5
6
0
1 0

U = A`(jn1) 

5
6
1
3
1 0

et pour tout k 2 f2; n1   1g
B = A`(jk) 

1
2
1
3
1 0

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Supposons que n1 est pair, et n1 > 2. Nous avons que :
UB : : : : : : BU 

5
6
1
3
1 0

1
2
1
3
1 0
n1 41
2
1
3
1 0
25
6
0
1 0

 5
6

5
6
1
3
1 0

1
2
1
3
1 0
n1 41
2
1
3
1 0

1 0
1 0

 5
6

5
6
1
3
1 0

1
2
1
3
1 0
n1 45
6
0
1 0



5
6
n1 2
2

5
6
1
3
1 0

5
6
0
1 0



5
6
n1 2
2

37
36
0
1 0

 37
36
5
6

5
6
n1 4
2

1 0
1 0



8
9
n1 2
2

1 0
1 0

Supposons maintenant que n1 est impair, n1  3, alors :
UB : : : : : : BU 

5
6
1
3
1 0

1
2
1
3
1 0

1
2
1
3
1 0
n1 35
6
0
1 0



5
6
n1 3
2

5
6
1
3
1 0

1
2
1
3
1 0

5
6
0
1 0



5
6
n1 1
2

5
6
1
3
1 0

1 0
1 0

 7
6
5
6

5
6
n1 3
2

1 0
1 0



35
36
n1 1
2

1 0
1 0

Nous pouvons alors conclure que pour chaque suite de n1 matrices UB : : : BU , il
existe 0 < 3 < 1 telle que
kUBB   BBUk1  
n1 1
2
3 (3.1.36)
Après ces premières observations, nous fixons n 2 N, et 2  i  n   1 et nous estimons
la quantité suivante : 
nY
j=i
A`(j)

1
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Lemme 3.1.37. Soient n 2 N, 2  i  n  1 et A :=Qnj=iA`(j).
Alors il existe une constante s > 0 telle que pour chaque sous-bloc A`(k)     A`(k  s)
de A de longueur s,
kA`(k) : : : A`(k   s)k1  !
avec ! 2 (0; 1).
Démonstration. Nous prenons un sous-bloc A`(kr)      A`(k1) de A.
– Si pour chaque k1 < j < kr A`(j) = B, alors par (3.1.30) il existe deux constantes
C > 0 et 1 2 (0; 1) tells que :
kA`(kr) : : : A`(k1)k1  Cr1
Observons que nous avons la même estimation pour une suite du type U B : : : B| {z }
r
U .
– Si A`(kr)    A`(k1) est composé par une première suite du type B : : : BU par des
suites du type UB : : : BU ou U : : : U et par une dernière du type UB : : : B, alors
par (3.1.30), (3.1.34), (3.1.35) et (3.1.36) il existe C > 0 et 2 2 (0; 1) tels que
kBB   BB| {z }
n1
U : : :|{z}
n2
: : : : : :|{z}
nk
U BB   BB| {z }
nk+1
k1 est plus petit où égale à
Cn12 
n2
2 : : : 
nk
2 C
nk+1
2 = C
2
n1+n2++nk+nk+1
2 = C
2~r2
Nous posons alors  = maxf1; 2g et s > 0 tel que maxfCs; C2sg < ! < 1
En conclusion, par le lemme 3.1.37 il existe s > 0 et ! 2 (0; 1) tels que, si Qnj=iA`(j)
contient k sous-blocs de longueur s, alors :
nY
j=i
A`(j)

1
 C!k (3.1.38)
avec la constante C > 0 qui est la borne supérieure pour le dernier sous-bloc de longueur
n  i  ks+ 1.
Nous observons que les bornes trouvées sont valides dans le cas limite, nous avons
en eﬀet utilisé l’hypothèse que  = 0 (voir (3.1.31)). Dans le cas général, nous pouvons
utiliser la continuité de la norme k  k1 comme fonction de  pour avoir le même type
d’estimées que dans (3.1.38).
En conclusion, par l’inégalité (3.1.28), la suite n =   log n est bornée et d’après
la remarque 3.1.17 et les propositions 3.1.18 et 3.1.21, la preuve de la seconde partie du
théorème 3.1.1 est ainsi complète.
3.2 Sur l’ensemble non errant des fonctions de la classe
L de nombre de rotation de type non borné
Dans le cas général des fonctions de L avec nombre de rotation quelconque, il devient
plus délicat d’estimer la dimension de Hausdorﬀ de l’ensemble non errant 
 ; on rencontre
parfois des surprises dues à la présence de phénomènes paraboliques.
Dans la suite nous présentons des résultats obtenus dans cette direction, en essayant
de donner une image complète de la situation quand l’exposant critique ` 2 (1; 2].
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3.2.1 Fonctions de L avec exposant critique ` 2 (1; 2)
Nous commençons par observer que, si f est une fonction de L avec exposant critique
` 2 (1; 2), alors, par l’inégalité (3.1.3) nous pouvons déduire qu’il existe 0 <  < 1 telle
que, pour tout n assez grand
n =
j( qn; 0)j
j[ qn; 0)j  
( 2
l
)
n
2 (3.2.1)
Lemme 3.2.2. Si f est une fonction de L avec exposant critique ` 2 (1; 2), alors il existe
0 <  < 1 telle que, pour n assez grand et pour tout trou Ini de la partition dynamique
Pn nous avons :
jIni j < C(
2
l
)
n+1
2
où C est une constante strictement positive.
Démonstration. Par symétrie, sans perdre de généralité nous pouvons supposer que n est
pair.
– Soit Ini un trou long de la nème partition dynamique, alors Ini est du type f i( qn; 0) =
( qn   i; i) pour i 2 f1; : : : ; qn+1   1g.
Alors
jIni j 
j( qn   i; i)j
j[ qn   i; i)j 
j[ qn   i; i]j
j( qn   i; i]j
j( qn   i; i)j
j[ qn   i; i)j
Par la distorsion du birapport Point sur i itérées, nous trouvons une constante
C > 0 telle que, pour n assez grand :
jIni j  C
j[ qn; 0]j
j( qn; 0]j
j( qn; 0)j
j[ qn; 0)j  Cn
En conclusion par (3.2.1), il existe  2 (0; 1) telle que :
jIni j  C(
2
l
)
n
2
– Soit maintenant Ini un trou court de l’nème partition dynamique, alors Ini est de la
forme f i(0; qn+1) = ( i; qn+1   i), avec i 2 f1; : : : ; qn   1g.
Avec une procédure identique à la précédente nous trouvons que :
jIni j  Cn+1  C(
2
l
)
n+1
2
La preuve est alors complète.
Nous allons maintenant étudier le cas des nombres de rotation de type Diophantien.
Rappelons :
Définition 3.2.3. Soit   2 un nombre réel. Un nombre irrationnel  est Diophantien
d’exposant  s’il existe une constante  > 0 telle que  pq
 > q
pour tout nombre rationnel p
q
(sous forme irréductible).
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Nous pouvons exprimer cette condition en termes de taux de croissance des entiers qn
associés :
Lemme 3.2.4. Le nombre irrationnel  2 (0; 1) est Diophantien d’exposant  si et
seulement s’il existe une constante C > 0 telle que qn+1  Cq 1n pour tout entier n.
Démonstration. Supposons que qn < q < qn+1, alors nous avons :
jq  pj  dn = jqn  pnj
pour chaque entier p. Nous multiplions cette inégalité par q 1 > q 1n et nous obtenons
que :
jq  pjq 1 > jqn  pnjq 1n
Pour conclure la preuve, il suﬃt d’observer que l’erreur dn = jqn   pnj est de l’ordre
de 1
qn+1
, et donc la condition q
 1
n
qn+1
> K > 0 est équivalente à la définition donnée ci-
dessus.
D’après le lemme 3.2.4 nous avons par récurrence que :
Lemme 3.2.5. Soit  2 (0; 1) un nombre Diophantien d’exposant , alors il existe une
constante positive C2 telle que :
qn+1  C( 1)
n
2
Le théorème suivant en découle :
Théorème 3.2.6. Soit f 2 L avec exposant critique 1 < ` < 2 et nombre de rotation
 de type Diophantien d’exposant  <
q
2
`
+ 1. Alors l’ensemble non errant a dimension
de Hausdorﬀ nulle.
Démonstration. Observons que 
n =
S
Ini 2Pn I
n
i est un recouvrement de l’ensemble non
errant composé par les trous de la partition dynamique Pn.
De plus le diamètre maximal du recouvrement fIni g tend vers zéro pour n ! +1
(voir le corollaire 3.1.7). Nous fixons alors  > 0 et n tels que le recouvrement fIni g a
diamètre plus petit que .
Pour ce recouvrement nous avons (voir le lemme 3.2.2 et le lemme 3.2.5 ) :
X
Ini 2Pn
jIni js  2Cqn+1s(
2
l
)
n+1
2  2C1C( 1)
n
2 
s( 2
l
)
n
2
Puisque  <
q
2
l
+1, alors pour chaque  > 0 la s-mesure de Hausdorﬀ de l’ensemble
non errant est finie pour tout s > 0. Ceci implique le théorème.
3.2.2 Fonctions de L avec exposant critique ` = 2
Nous essayons maintenant de comprendre ce que l’on peut aﬃrmer pour les fonctions
dans L avec exposant critique ` = 2. D’après la première partie du théorème 3.1.1, sous
ces hypothèses, il existe 0 <  < 1 telle que, pour tout n suﬃsamment grand,
n =
j( qn; 0)j
j[ qn; 0)j  
n (3.2.7)
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Lemme 3.2.8. Il existe une constante positive C > 0 telle que, chaque trou In 2j de
Pn 2 est divisé au moins en deux trous Inj1;2 de Pn avec des longueurs qui satisfont la
relation suivante :
jInjk j < Cn 1jIn 2j j; k 2 f1; 2g
Démonstration. Nous procédons exactement comme dans la preuve du lemme 2.2.8 en
utilisant l’inégalité (3.2.7).
Nous considérons le cas des fonctions avec nombre de rotation  du type suivant.
Soit [a1; a2; : : : ; an] le développement en fraction continue du nombre de rotation. Nous
supposons que la suite (an)n2N croit de façon subexponentielle, c’est-à-dire, pour chaque
 > 0 il existe n0 tel que, pour chaque n  n0,
an  (1 + )n (3.2.9)
Nous avons le résultat suivant :
Théorème 3.2.10. Pour presque tout nombre de rotation  et pour tout f 2 L avec
exposant critique ` = 2 et nombre de rotation , l’ensemble non errant a dimension de
Hausdorﬀ nulle.
Démonstration. Nous considérons les fonctions dont le nombre de rotation vérifie (3.2.9).
Ces nombres de rotation forment un ensemble de mesure de Lebesgue pleine, (voir
[HW08]).
Nous considérons maintenant deux recouvrements de l’ensemble non errant. Le pre-
mier 
n 2 =
S
In 2j 2Pn 2 I
n 2
j sera composé par les trous de la partition dynamiquePn 2
et le second 
n =
S
Ini 2Pn I
n
i sera composé par les trous de Pn. Nous analysons les
relations entre eux.
Par le lemme 3.2.8, l’équation (3.2.7) et la formule (1.6.1), nous pouvons déduire :
1. chaque intervalle In 2j de 
n 2 est divisé en au moins deux intervalles Inj1;2 de 
n
avec des longueurs qui satisfont la relation jInjk j < Cn 1jIn 2j j < Cn 1jIn 2j j; k 2f1; 2g.
2. chaque intervalle In 2j est divisé en au maximum an(an+1 + 1) + 1 sous-intervalles.
Nous observons maintenant que le diamètre maximal du recouvrement fIni g tend vers zéro
pour n ! +1. Nous fixons alors  > 0 et n tels que le recouvrement fIni g a diamètre
plus petit que .
Soit maintenant s > 0 et  > 0 tel que
(1 + )2s < 1 (3.2.11)
où  provient du lemme 3.2.8.
Alors par (3.2.9) il existe n0 2 N tel que, pour chaque n  n0,
an  (1 + )n (3.2.12)
Par les points 1: et 2: et par (3.2.12) nous avons que :X
In2Pn
jInjs  Cs(an(an+1 + 1) + 1)(n 1)s
X
In 22Pn 2
jIn 2js
 CsC2((1 + )2s)n
X
In 22Pn 2
jIn 2js
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Par la condition (3.2.11), il existe 0 < ! < 1 telle que
CsC2((1 + )
2s)n < Cs!n < 1
Donc il existe C3 > 0 telle que : X
In2Pn
jInjs  C3
En conclusion, pour tout s > 0 la s-mesure de Hausdorﬀ de 
 est finie. Et le résultat en
découle.
Chapitre 4
Flots de Cherry
En 1937, Cherry a construit des flots analytiques sur le 2-tore sans orbites fermées et
avec un point selle et un point attractif, les deux hyperboliques. Ces flots sont appelés
flots de Cherry.
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
Figure 4.1 – Flot de Cherry
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Ce chapitre sera divisé en deux parties.
– La première traitera de l’étude de la dimension de Hausdorﬀ de l’ensemble quasi mi-
nimal. Nous donnerons en eﬀet un exemple de un flot de Cherry avec d’un ensemble
quasi minimal métriquement non triviale.
– Dans la deuxième partie nous étudierons les mesures de probabilité invariantes par
les flots de Cherry et, plus précisément, les mesures physiques.
4.1 Sur la dimension de l’ensemble quasi minimal
4.1.1 Définitions
Soit X un champ de vecteurs C1 sur le tore T2 et soit X() le flot associé, c’est-à-dire
l’application 1 vérifiant :
d
dt
tX(x)

t=0
= X(x)
notons la trajectoire du flot passant par un point x par t 7! tX(x).
La semi-trajectoire positive est l’ensemble
+(x) = ftX(x) : t  0g
et la semi-trajectoire négative est
 (x) = ftX(x) : t  0g:
L’ensemble (x) = +(x) [  (x) est appelé la trajectoire (ou l’orbite) à travers le point
x. Si (x) = x alors x est dit point fixe ou une singularité. Nous dénotons par Sing(X)
l’ensemble des singularités de X 2.
Si un point x 2 T2 n’est pas un point fixe alors il est dit régulier et (x) sera appelé
une trajectoire unidimensionnelle. Si (x) est homéomorphe au cercle S1, alors (x) est
une trajectoire fermée ou périodique. La trajectoire (x) est appelé une trajectoire non-
fermée si (x) n’est pas un point fixe ni une trajectoire périodique.
L’ensemble !-limite de la semi-trajectoire positive +(x) est l’ensemble
![+(x)] =

y 2 T2 : 9(tn)n2N; tn ! +1 avec Xtn(x)! y
	
;
et l’ensemble -limite de la semi-trajectoire négative  (x) est
[ (x)] =

y 2 T2 : 9(tn)n2N; tn !  1 avec Xtn(x)! y
	
:
L’ensemble !-limite (respectivement -limite) de chaque semi-trajectoire positive (res-
pectivement négative) de la trajectoire  est appelé l’ensemble !-limite !() de  (res-
pectivement l’ensemble -limite () de ).
1. Cette application (unique) est bien définie en tout point du tore et pour tout t 2 R, ceci découle
du théorème de Cauchy-Lipschitz de la compacité du tore. Le flot est ainsi un groupe à un paramètre, ou
encore, l’action à droite de R sur le groupe des diﬀéomorphismes du tore. Il y a ainsi une correspondance
biunivoque entre champ de vecteurs lisse sur le tore et groupes à un paramètre de diﬀéomorphismes du
tore (flot).
2. Ce sont exactement les points x du tore pour lesquels X(x) = 0
4.1. SUR LA DIMENSION DE L’ENSEMBLE QUASI MINIMAL 71
L’union des ensembles !-limite de toutes les trajectoires du flot X est appelé l’ensemble
!-limite et noté !(X) de X. De façon analogue, on définit l’ensemble -limite, (X) de
X. L’union
lim(X) = !(X) [ (X)
est appelée l’ensemble limite de X.
La trajectoire est !-récurrente (respectivement -récurrente), si elle est contenue dans
son ensemble !-limite (respectivement -limite). La trajectoire est récurrente si elle est
soit ! récurrente soit  récurrente. Une trajectoire récurrente est non triviale si elle
n’est pas un point fixe ni une trajectoire périodique.
Soit S une sous-ensemble de T2. Nous dénotons par W s(S) l’ensemble des points de
T2 qui ont S comme !-limite (appelé la variété stable de S) et par W u(S) l’ensemble des
points qui ont S comme -limite (appelé la variété instable de S).
Définition 4.1.1. Un champ de vecteurs de Cherry est un champ de vecteurs C1 sur le
tore T2 sans trajectoires fermées qui a exactement deux singularités, un point fixe attractif
et un point selle, les deux hyperboliques.
Le premier exemple d’un champ de vecteurs de ce type a été donné par Cherry en
1938 (voir [Che38]).
0.0 0.2 0.4 0.6 0.8 1.0
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Figure 4.2 – Flot de Cherry avec un point attractif et un point selle
4.1.2 Section de Poincaré
Nous commençons par rappeler le théorème de rectification.
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Théorème 4.1.2. Soit ' un flot de classe Cr sur le tore T2 et soit p 2 T2 un point
régulier. Alors il existe un voisinage U de p et un Cr-diﬀéomorphisme  : U  ! R2 tel
que, pour chaque trajectoire  vérifiant  \ U 6= ;, la composante connexe de  \ U est
envoyé par  sur la droite y = const. (Figure 4.3).
y
x
Figure 4.3 – Diﬀéomorphisme rectifient
Le diﬀéomorphisme  du théorème précédent est appelé un Cr-diﬀéomorphisme rec-
tifiant. De plus le théorème de rectification nous dit que la structure topologique du flot
dans un voisinage du point régulier est très simple.
Définition 4.1.3. Un arc  2 T2 est dit un segment transversal si pour chaque point
p 2  il existe un Cr diﬀéomorphisme rectifiant  : U  ! R2, p 2 U ,  (p) = (0; 0), tel
que  (U \ ) est la droite x = const.
Le Théorème de rectification implique, pour chaque point régulière p 2 T2, l’existence
d’un segment transversal  qui contient p.
Définition 4.1.4. On dit qu’une sous-variété F  T2 est un Cr flot box s’il existe un
Cr-diﬀéomorphisme  : [0; 1] [0; 1]  ! T2 tel que :
1. pour chaque t 2 [0; 1], ([0; 1] ftg) est un arc d’une trajectoire ;
2. (f0g  [0; 1]) et (f1g  [0; 1]) sont des segments transversaux ;
3. ([0; 1]2) = F .
Si un arc d de la trajectoire n’est pas homéomorphe au cercle S1, alors il existe un
voisinage fermé F de d tel que F est un flot box.
Définition 4.1.5. Une courbe simple fermée C est dite une courbe fermée transversale
si chaque sous-arc de C est un segment transversale.
Proposition 4.1.6. Soit X un champ de vecteurs de Cherry. Il existe une courbe fermée
simple C1, C sur T2 n Sing(X) et avec les propriétés suivantes :
– C est une courbe transversale ;
– C n’est pas rétractable en un point.
Démonstration. Nous commençons par montrer que X admet une trajectoire qui est
-récurrente.
Soit ps le point selle de X et soit  une composante de la variété stable W s(ps) n fpsg
du point selle ( est appelée une séparatrice stable).
Comme la seule autre singularité de X est le point attractif, alors par le théorème de
Denjoy-Schwartz l’ensemble -limite de  doit contenir le point selle ps. Par conséquent
  () et donc  est la trajectoire -récurrente cherchée.
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Nous montrons maintenant que par chaque point p 2  passe une courbe C avec les
propriétés énoncées dans la proposition.
Soit alors p 2  et soit F1 un flot box qui contient p. Soit ab et cd les cotés de F1.
Comme p 2 (), alors  intersecte F1 une infinité de fois. Soit p1 le premier point
d’intersection de  avec ab. Nous pouvons supposer que p1 est en dessous de p0 (dans le
cas contraire la construction est similaire) (voir figure 4.4 avec F1 en rouge).
Figure 4.4 – F1
Nous construisons maintenant un flot box F2 qui contient l’arc de la trajectoire q0p1.
Comme T2 est orientable nous pouvons trouver dans F2 un arc d’une trajectoire de X
qui part d’un point q1 de cd au-dessus de q0 et intersecte ab en un point p2 au-dessus de
p1. De plus dans F2 nous pouvons prendre un arc q1p3, avec p3 au dessus de p2 mais en
dessous de p0 qui est transversal et qui a pente strictement positive à la fin (voir figure
4.5 avec F2 en bleu).
Figure 4.5 – F2
Nous complétons cet arc avec un autre arc dans F1 qui connecte p3 et q1, qui contient p
et qui est transversal. De plus cet arc a la même pente que celui construit précédemment
dans F2. L’union des deux arcs forme la courbe cherchée (voir figure 4.6).
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Figure 4.6 –
Définition 4.1.7. La courbe fermée C construite dans la proposition 4.1.6 est appelée
une section de Poincaré.
4.1.3 La fonction de premier retour
Soit X un champ des vecteurs de Cherry, et C une section de Poincaré de X.
Notons que T2 n C est C1-équivalent à un anneau S1  (0; 1) et nous pouvons écrire
T2 = S1  [0; 1] = , où (s; 0)  (s; 1). Considérons X comme un flot sur T2 = S1  [0; 1]
où nous identifions S1f0g et S1f1g. Après ce changement de coordonnées, le champ
des vecteurs obtenu est encore un champ de vecteurs de Cherry.
Nous notons par  l’ensemble des points x 2 S1f0g tels que tX(x) 2 S1f1g pour
un certain t > 0. Pour x 2 , soit t(x) le plus petit t > 0 tel que t(x)X (x) 2 S1  f1g et
nous définissons la fonction f : ! S1 par f(x) = t(x)X (x). Cette fonction est appelée la
fonction de premier retour à S1.
Nous définissons maintenant f sur U = (S1n) par f(U) = v où v = W u(ps)\S1f1g.
Pour chaque point x 2 (S1 nU)f0g à côté de @U , il existe t > 0 tel que tX(x) intersecte
S1f1g à côté de v (pour plus de détails voir la section 2 du chapitre 7 de [ABZ96]). En
particulier limx!@U;x=2U f(x) est un singleton.
Finalement, nous avons obtenu une fonction f du cercle, qui est continue partout sauf
aux points du bord de S1 n U .
4.1.4 Propriétés de la fonction de premier retour
Soit X un champ des vecteurs de Cherry avec un point selle qui a comme valeurs
propres 1 > 0 > 2. Soit S1 une section de Poincaré et soit f la fonction de premier
retour à S1. Alors :
1. comme les trajectoires de X ne peuvent pas s’intersecter alors f préserve l’ordre.
2. f est constante sur un intervalle U .
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3. La restriction de f à S1 n U est un diﬀéomorphisme C1 sur son image.
4. Soit  (a; b) = U . Sur un voisinage à droite de b, f peut être exprimée comme
hr

(x  b)l

;
où l = j2j
1
et hr est un diﬀéomorphisme C1 sur un voisinage de b. De façon similaire
sur un voisinage à gauche de a, f s’exprime comme
hl

(a  x)l

:
5. Comme X n’a pas des trajectoires périodiques le nombre de rotation de f , (f),
est irrationnel.
Ces sont des propriétés de la fonction de premier retour bien connues, pour plus de détails
le lecteur peut consulter par exemple [ABZ96] ou [NZ99].
En conclusion nous pouvons aﬃrmer que la fonction de premier retour f appartient
à la classe L présenté dans le chapitre 1.
Lemme 4.1.8. Il existe un champ des vecteurs de Cherry avec fonction de premier retour
qui a nombre de rotation de type borné.
Démonstration. Soit X un champ des vecteurs de Cherry avec section de Poincaré S1.
Pour chaque  > 0, nous définissons Y comme un champ de vecteurs horizontal avec tous
les vecteurs de même longueur . Soit X = X + Y et dénotons par f la fonction de
premier retour X à S1.
La famille (f) est croissante et donc  = (f) est une fonction croissante et continue
(voir la proposition 1.4.10 et la remarque 1.4.13).
Comme 0 est irrationnel,  est strictement croissant (voir la proposition 1.4.14) et
donc il existe 0 tel que 0 est un nombre irrationnel de type borné.
4.1.5 Ensemble quasi minimal
Définition 4.1.9. Soit  une trajectoire récurrente non triviale. La fermeture  de  est
appelée un ensemble quasi minimal.
Nous énonçons deux propositions qui nous permettent de comprendre la structure
des ensembles minimaux pour les champs des vecteurs de Cherry. Les preuve détaillées
peuvent être trouvée par exemple dans [NZ99].
Proposition 4.1.10. Soit X un champ des vecteurs de Cherry sur le tore T2. Alors il
existe un seul ensemble quasi minimal pour X.
Démonstration. Dans la proposition 4.1.6 nous avons montré que si  est une séparatrice
stable du flot, alors  est -récurrente. Naturellement  est aussi !-récurrente et sa
fermeture sera alors un ensemble quasi minimal N .
Nous pouvons construire une courbe fermée transversale qui intersecte N (voir la
preuve de la proposition 4.1.6), et celle-ci est unique à homotopie près. Observons que
sur le tore T2 le nombre maximum de courbes fermées, simples, non homotopes à un point
et disjointes, est 1, conformément à son genre. On en déduit ainsi que le nombre de ces
transversales est 1, qui sera ainsi égal au nombre d’ensembles (disjoints) quasi minimaux
pour X.
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Nous avons l’assertion suivante, démontrée dans [NZ99].
Assertion 4.1.11. Chaque champ des vecteurs de Cherry a exactement un ensemble
quasi minimal qui est localement homéomorphe au produit cartésien d’un ensemble de
Cantor et d’un segment.
Théorème 4.1.12. Soit X un champ des vecteurs de Cherry de valeurs propres 1 >
0 > 2 pour son point selle. Si j2j > 21 et la fonction de premier retour de X a nombre
de rotation de type borné alors l’ensemble quasi minimal de X a dimension de Hausdorﬀ
strictement plus grande que 1.
Démonstration. Nous dénotons par dimH(Q) la dimension d’ Hausdorﬀ de l’ensemble Q
et par N l’ensemble quasi minimal de X. Par l’assertion 4.1.11, dans un petit voisinage
de la section de Poincaré, Q est équivalent, par un C2-diﬀéomorphisme, à I 
 où 
 est
l’ensemble non errant de la fonction de premier retour. Finalement, par le théorème 2.1.1
et par la formule produit, théorème 8:10 de [Mat95],
dimH(N) = dimH(I  
) = dimH(I) + dimH(
) > 1:
4.2 Sur les mesures physiques pour les flots de Cherry
4.2.1 Définitions et exemples
Définition 4.2.1. Soit (M;A ; ) un espace de probabilité et soit f : M  !M telle que
f 1(A) 2 A pour chaque A 2 A . Nous disons que  est invariante sous f (ou que f
préserve ) si pour tout ensemble mesurable A 2 A nous avons :  (f 1 (A)) =  (A).
Une conséquence directe de cette définition est que fx 2M : x 2 Ag et
fx 2M : fn(x) 2 Ag ont la même mesure  pour chaque n 2 N . Cela signifie que la
probabilité de trouver un point dans un ensemble mesurable ne dépend pas du moment
considéré.
Un des premiers résultats sur les théories probabilistes des systèmes dynamiques fut
obtenu par Poincaré et il peut être énoncé dans notre conteste de la façon suivante :
Théorème 4.2.2. (Théorème de récurrence de Poincaré). Supposons que f préserve une
mesure de probabilité . Si A est un ensemble mesurable, alors pour presque tous x 2 A,
il y a infinité d’entiers n 2 N pour lesquels fn(x) 2 A.
Le théorème précédent ne nous dit rien par rapport à la fréquence avec laquelle les
orbites rentrent dans A. C’est-à-dire, le théorème de récurrence de Poincaré ne nous
fournit pas d’informations sur
lim
n!1
#f0  j < n : f j(x) 2 Ag
n
: (4.2.3)
Est-ce que cette limite existe ? Pour quelles valeurs de x ? Le théorème ergodique de
Birkhoﬀ donne les réponses à ces questions. Avant de l’énoncer nous introduisons quelques
concepts importants :
4.2. SUR LES MESURES PHYSIQUES POUR LES FLOTS DE CHERRY 77
Définition 4.2.4. Nous supposons que f préserve une mesure . Nous disons que f (or
) est ergodique si (A) = 0 ou (M n A) = 0 pour chaque ensemble mesurable A  M
avec f 1(A) = A.
Nous observons que f 1(A) = A implique que f(A)  A et f(M n A)  M n A.
Cela signifie que l’espace ne peut pas être décomposé dans deux parties non vides qui
n’interagissent pas.
Théorème 4.2.5. (Théorème ergodique de Birkhoﬀ). Supposons que f préserve une me-
sure de probabilité . Si ' est intégrable, alors il existe une fonction intégrable ' telle
que pour  presque tout x 2M
lim
n!1
1
n
n 1X
j=0
'(f j(z)) = '(x):
De plus, si  est ergodique '(x) =
R
'd pour  presque tout x 2M .
Si nous prenons ' la fonction caractéristique d’un ensemble mesurable A, nous pou-
vons facilement déduire que la limite (4.2.3) existe pour  presque tout x 2M .
En outre, si  est ergodique alors la limite est précisément (A). Cela signifie que la
fréquence de visite dans A coïncide avec la portion que A occupe dans l’espace des phases.
Les résultats que nous avons présentés concernent la dynamique sur des espaces de
probabilité sans structures supplémentaires sur l’espace des phases M . Souvent M a
une structure de variété de Riemannienne et une forme volume qui induit la mesure de
Lebesgue m sur les ensembles boréliens de M . Plus précisément, pour tout p 2 M soit
!p une forme volume sur un voisinage Vp de p, alors
m(B) =
Z
B
d!p
pour chaque ensemble mesurable B  Vp. Clairement cette mesure n’est pas uniquement
définie.
Le théorème ergodique de Birkhoﬀ nous dit que pour -presque tout point, où 
est une mesure invariante, les moyennes temporelles asymptotiques existent et qu’elle
coïncident avec la moyenne spatiale si  est ergodique.
Pourtant une mesure invariante peut manquer de signification physique, dans le sens
que les ensembles de mesure pleine pour  peuvent avoir mesure de Lebesgue nulle. Ce
problème peut être résolu par la notion que nous présentons, introduite par Sinai, Ruelle
et Bowen dans le cadre des systèmes dynamiques hyperboliques.
Définition 4.2.6. Soit  une mesure invariante par f . Le bassin d’attraction de , dénoté
pas B(), est l’ensemble des points x 2M tels que
lim
n!1
1
n
 
x + f(x) + f2(x) +   + fn 1(x)

= ;
ou y est la mesure de Dirac au point y 2 M et la limite est au sens de la topologie
faible-?.
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En d’autres termes, z 2 B() si et seulement si le temps moyen
lim
n!1
1
n
n 1X
j=0
'(f j(z))
existe et coïncide avec la taille d’espace
R
'd, pour chaque fonction continue ' : M ! R.
Définition 4.2.7. Nous disons que la mesure  est physique si B() a mesure de Lebesgue
positive sur M .
Exemple 4.2.8. Nous supposons que la fonction f : M ! M admet une mesure de
probabilité invariante  qui est absolument continue par rapport à la mesure de Lebesgue
et ergodique. Alors, comme conséquence du théorème ergodique de Birkhoﬀ,  est une
mesure physique pour f . En eﬀet si  est ergodique, alors par le théorème 4.2.5 son
bassin d’attraction a  mesure pleine et alors par l’absolue continuité, B() ne peut pas
avoir mesure de Lebesgue nulle.
Exemple 4.2.9. Soit f : [0; 1] ! [0; 1] une fonction C2 par morceaux avec un point
fixe neutre à l’origine. C’est-à-dire, nous supposons que f(0) = 0 et f 0(0) = 1, mais la
dérivée seconde f 00(0) est diﬀérente de zéro. De plus, jf 0(x)j > 1 pour chaque x 6= 0,
compris x = c (voir figure 4.7).
Figure 4.7 –
Nous pouvons démontrer que l’orbite de x, pour Lebesgue presque tous points x 2
[0; 1] passe la plupart du temps dans un voisinage de l’origine arbitrairement petit : plus
précisément, pour chaque  > 0,
lim
n!1
#f0  j < n : jf j(x)j < g
n
= 1:
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Par conséquente, pour chaque fonction continue ' : [0; 1] ! R et pour chaque  > 0,
nous avons
1
n
n 1X
j=0
'(f j(z))  '(0)j < :
Donc, pour toute fonction continue ' et pour Lebesgue presque tout point x,
lim
n!1
1
n
n 1X
j=0
'(f j(z)) = '(0) =
Z
'd0:
Donc la mesure de Dirac en zéro est la seule mesure physique pour f .
Cependant les mesures physiques n’existent pas pour tous les systèmes. Nous donnons
dans la suite un contre-exemple dû à Mañe.
Exemple 4.2.10. Nous considérons un champ de vecteurs sur le plan avec deux points
selles A et B qui sont connectés par deux trajectoires comme sur la figure 4.8. Ces deux
trajectoires bordent une région U qui contient un point fixe répulsif r.
Figure 4.8 – Exemple de Mañe
Nous supposons que toutes les orbites de U n frg partent vers l’extérieur pour s’ac-
cumuler sur le bord de U . Nous choisissons alors deux voisinages NA et NB des points
selles tels que chaque orbite passe alternativement dans NA et NB. Soit TA(i) et TB(i) le
temps passé par l’orbite dans NA et NB respectivement au i-ème passage.
Le temps pour passer entre NA et NB est clairement borné pour i  ! +1. Les orbites
passent alors la plupart du temps dans NA [NB.
En conclusion si une mesure physique existe alors elle doit assigner mesure pleine
à NA [ NB et comme ces voisinages peuvent être arbitrairement petits, alors elle doit
assigner mesure pleine à l’ensemble fAg [ fBg.
Nous expliquons la situation plus en détail.
Soit 1 > 0 > 2 et 01 > 0 > 02 les valeurs propres des points selles A et B
respectivement. Nous voulons montrer que :
1. L’hypothèse que les orbites s’écartent vers le bord de U implique que j2jj02j  101.
2. Si j2jj02j > 101 alors les suites (TA(i))i2N et (TB(i))i2N grandit avec vitesse expo-
nentielle pour i  ! +1 et ceci implique qu’il n’y a pas des mesures physiques.
Nous commençons par démontrer le point 1. Soit (x; y) un système de coordonnées locales
au voisinage de A tel que l’équation diﬀérentielle associée soit de la forme
dx
dt
= 2x;
dy
dt
= 1y
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avec courbes de solution
x = x0e
2t; y = y0e
1t:
Observons que la quantité
T =   log

x
1
j2jx
1
1

=   log(x)j2j  
log(y)
1
reste constante tout au long de chaque solution
Nous considérons maintenant le flot box F défini par 0  x; y  1 (voir figure 4.9).
Figure 4.9 –
Tout calcul fait, nous pouvons aﬃrmer que T est le temps nécessaire à la trajectoire
pour traverser F . Plus précisément une trajectoire qui rentre dans F à travers le bord
droit x = 1 au temps t = 0 et hauteur y(0) = e 1T sortira à travers le bord supérieur
y = 1 au temps T avec coordonnées x(T ) = e2T . Alors les coordonnées d’entrée et de
sortie sont liées par les équations
y(0)  ! x(T ) = y(0)
j2j
1 :
Nous pouvons trouver une équation similaire qui lie les coordonnées d’entrée et sortie pour
un flot box autour du point selle B.
Alors si nous faisons un tour complet à côté du bord nous avons les transitions
y  ! x = y
j2j
1  ! y0 = (x)  ! x0 = (y0)
j2j
1  ! y =  (x0)
où (x) = bx+(termes de plus haut degré) et  (x0) = b0x0+(termes de plus haut degré)
sont des fonctions lisses avec coeﬃcients dominants b; b0 > 0 obtenus en suivant des
trajectoires d’un système de coordonnées vers l’autre. Il s’ensuit que la hauteur y quand
la trajectoire rentre dans F est substituée après un tour par une nouvelle hauteur qui est
donnée par la formule
y  ! f(y) = cy + (termes plus hauts)
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où  = j2jj
0
2j
101
, c = b
j02j
01 , b0 > 0.
Comme les orbites s’écartent vers le bord de U , la nouvelle hauteur f(y) doit être
strictement plus petite de la précédente y. Donc   1.
Le point 1: est alors montré. Pour la 2:, nous supposons que  > 1, que c = 1 (c’est
possible après un changement d’échelle) et que les “termes de plus haut degré” sont nuls.
Avec ces hypothèses f(y) = y avec  > 1.
Rappelons que y = e 1T , où T est le temps nécessaire pour traverser F . Alors, comme
f(y) = e 1T , le temps nécessaire pour traverser F au pas suivant sera T . Nous pouvons
alors aﬃrmer que ces temps croissent exponentiellement avec le même facteur  > 1. De
la même façon, nous pouvons montrer que le temps nécessaire pour traverser F 0 croît
exponentiellement avec le même facteur de  > 1.
Comme nous traversons alternativement de F et F 0 les temps de passage sont
T; T 0; T; T 0; 2T; 2T 0 : : : . Après n passages le temps total en F 0 est
(1 +  + 2 + : : : n 1)T 0  
nT
   1 :
Comme le temps total entre F et F 0 croît linéairement avec n alors le temps total est
asymptotiquement équivalent à 
n(T+T 0)
 1 . Par conséquent, la portion de temps passée dans
F 0, calculée juste après avoir quitté F 0, tend vers T
0
T+T 0 . Si nous calculons cette portion
juste après avoir quitté F , alors la portion de temps passée dans F 0 va tendre vers T
0
T+T 0
avec
T 0
T + T 0
<
T 0
T + T 0
:
Ceci nous montre que les moyennes temporelles ne convergent pas vers une limite, donc
il ne peut exister aucune mesure physique.
Il est souvent compliqué d’avoir des résultats d’existence de mesures physiques ; elles
sont en eﬀet connues seulement pour certaines classes de systèmes. Nous nous sommes
intéressés à l’étude des mesures physiques pour les flots de Cherry.
Pour l’utilisation qui en sera faite, nous énoncerons les définitions principales pour le
cas particulier des flots sur des variétés compactes.
Si  est un flot continu sur une variété compacteM , alors une mesure de probabilité 
est invariante si (t(A)) = (A), pour chaque t 2 R et pour chaque ensemble mesurable
A M .
Définition 4.2.11. Soit t > 0, on définit la famille suivante de mesures de probabilité
mt(x) par : Z
M
dmt(x) =
1
t
Z t
0
(s(x))ds;
pour chaque fonction continue  : M  ! R.
Étant donnée une mesure , son bassin d’attraction B() = B() est l’ensemble des
x 2M tels que :
lim
t!1
mt(x) =  (pour la topologie faible-?)
La mesure  est dite physique si son bassin d’attraction a mesure de Lebesgue strictement
positive.
Pour les mêmes motivations données dans l’exemple 4.2.8, les mesures invariantes d’un
flot qui sont ergodiques et absolument continues sont des mesures physiques pour le flot.
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4.2.2 Énoncé des résultats
Nous commençons par considérer le cas des flots de Cherry comme présentés dans la
définition 4.1.1, c’est-à-dire des flots C1 sur le 2-tore sans orbites fermées et avec deux
singularités : un point fixe attractif et un point selle, les deux hyperboliques. Pour chaque
flot, nous pouvons alors construire la fonction de premier retour f (sous-section 4.1.3)
dont nous avons montré qu’elle appartient à la classe L (Sous-section 4.1.4). Puisque
l’ensemble non errant de f a mesure de Lebesgue nulle (voir [GJŚ+95]), le bassin d’at-
traction de la delta de Dirac au point attractif (qui coïncide avec le complémentaire de
l’ensemble non errant) de chaque flot de Cherry a mesure de Lebesgue pleine et elle est
la seule mesure physique pour le flot.
La situation devient plus intéressante si nous considérons des flots C1 sur le tore T2,
sans orbites fermées et avec deux singularités, un point selle ps et un point fixe répulsif
pr, les deux hyperboliques. Ces flots  sont encore appelés flot de Cherry.
Exemple 4.2.12. Considérons le revêtement universel
~ : R2 ! T2; ~(x; y) = (eix; eiy):
Le système dynamique (A) 
_x = 1 + cosx+ sin y
_y = (1 + sin x) + cos y
définie un flot  sur le tore. Il est en eﬀet suﬃsant d’étudier le système (A) sur le carré
[0; 2] [0; 2].
Pour chaque  2 [0; 1] le système (A) a deux points fixes hyperboliques : (32 ; 32 ) qui est
un point répulsif et
f(x; y) : y = 2   arcsin(1 + cos x) + sin yg \ f(x; y) : y =  + arccos[(1 + sin)]g
qui est un point selle (voir figure 4.10).
Comme dans la sous-section 4.1.3 nous pouvons construire la fonction de premier
retour g du flot  sur la section de Poincaré. Puisque g est une fonction monotone du
cercle, alors elle a un nombre de rotation qui est bien défini.
Dans [SV13] les auteurs donnent une description des mesures physiques pour les flots
de Cherry en les liant au changement de divergence du flot au point selle.
Avant de continuer nous rappelons la définition de divergence d’un flot en un point.
Définition 4.2.13. Soit X un champ de vecteurs sur le tore T2 défini par
_x = f1(x; y)
_y = f2(x; y)
où f1 et f2 sont deux fonctions 2-périodiques dans les deux variables. Alors la divergence
de X au point (x; y) du tore est :
divX(x; y) =
@f1(x; y)
@x
+
@f2(x; y)
@y
:
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Figure 4.10 – Flot de Cherry avec un point selle et un point répulsif.
Nous rappelons maintenant que si  est un flot sur le tore T2, alors  engendre un
champ de vecteurs défini par :
X(x; y) =
@t
@t
(x; y)
où (x; y) est un point quelconque du tore.
Nous étendons alors la notion de divergence aux flots  sur le tore comme étant la
divergence du champ de vecteurs engendré par .
Exemple 4.2.14. Nous pouvons facilement calculer la divergence du flot défini dans
l’exemple 4.2.12, qui sera divX(x; y) =  (sinx + cos y), avec (x; y) un point quelconque
du tore.
Observons maintenant que la divergence d’un flot de Cherry  au point selle ps coïncide
avec la somme des valeurs propres de  en ps.
Nous avons alors les résultats suivants :
Si la divergence de  au point de selle est non positive (cas dissipatif ou conservatif) :
Théorème 4.2.15. Soit  un flot de Cherry avec valeurs propres au point selle 1 > 0 >
2. Si 1   2, alors les delta de Dirac s et r sont les seules mesures de probabilité
invariantes et ergodiques pour . Par conséquent s est la mesure physique pour , avec
bassin d’attraction égale à T2 n fprg.
Si la divergence de  au point de selle est positive (cas non dissipatif) :
Théorème 4.2.16. Soit  un flot de Cherry avec valeurs propres au point selle 1 >
0 > 2. Si 1 >  2, alors il existe trois mesures de probabilités invariantes et ergodiques
pour  : s, r et une troisième mesure  supportée sur l’ensemble quasi minimal.
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Si la divergence de  au point de selle est strictement plus grande que 2, avec l’hypo-
thèse que le nombre de rotation de g est de type borné :
Théorème 4.2.17. Soit  un flot de Cherry avec valeurs propres au point selle 1 >
0 > 2. Si 1 >  22 et le nombre de rotation de g est de type borné, alors la mesure de
probabilité invariante et ergodique  supporté sur l’ensemble quasi minimal est la mesure
physique pour  avec bassin d’attraction qui a mesure de Lebesgue pleine.
De plus dans [SV13] les auteurs conjecturent que la mesure de probabilité  supportée
sur l’ensemble quasi minimal est la mesure physique pour  aussi quand la divergence du
flot au point de selle est positive (1 >  2).
Nous avons résolu cette conjecture et nous avons montré que, si la divergence de  au
point de selle est positive (cas non dissipatif) et g a nombre de rotation de type borné :
Théorème 4.2.18. Soit  un flot de Cherry avec valeurs propres au point selle 1 >
0 > 2. Si 1 >  2 et le nombre de rotation de g est de type borné, alors la mesure de
probabilité invariante et ergodique  supporté sur l’ensemble quasi minimal est la mesure
physique pour  dont bassin d’attraction qui a mesure de Lebesgue pleine.
Si la divergence de  au point de selle est  3 (sans hypothèses sur le nombre de
rotation) :
Théorème 4.2.19. Soit  un flot de Cherry avec valeurs propres au point selle 1 > 0 >
2. Si 1   32, alors la mesure de probabilité invariante et ergodique  supportée sur
l’ensemble quasi minimal est la mesure physique pour  dont le bassin d’attraction qui a
mesure de Lebesgue pleine.
En conclusion, les théorèmes énoncés ci-dessus nous permettent de décrire les mesures
physiques sur les flots de Cherry.
Si la divergence du flot au point selle est non positive, alors les delta de Dirac dans les
singularités sont les seules mesures de probabilité invariantes et ergodiques pour le flot
et la delta de Dirac au point selle est la mesure physique pour le flot.
Si la divergence du flot dans le selle devient positive et la fonction de premier retour
a nombre de rotation de type borné, alors il y a une troisième mesure de probabilité
invariante et ergodique supportée sur l’ensemble quasi minimal qui est aussi la mesure
physique pour le flot.
Si en plus la divergence devient strictement positive, alors le même énoncé peut être
démontré sans aucune hypothèse sur le nombre de rotation. Nous conjecturons que le
même résultat général peut être obtenu aussi sans l’hypothèse sur la positivité stricte de
la divergence du flot au point de selle.
4.2.3 Preuves des théorèmes principaux
Observations On désignera par  toujours un flot C1 sur le tore T2, sans orbites
fermées et avec deux singularités, un point selle ps et un point répulsif pr, les deux
hyperboliques.
Comme dans la sous-section 4.1.3 nous pouvons construire la fonction de premier
retour g du flot  définie sur la section de Poincaré. Dans ce cas g est C1 partout sauf
dans un point qui appartient à la variété stable du point selle et que nous supposons par
simplicité être le point zéro (nous identifions S1 avec
 1
2
; 1
2

  1
2
 1
2
). Nous appelons a et b
les limites respectivement à gauche et à droite du point de discontinuité et par U = (a; b)
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Définition 4.2.20. Soit x un point de la section globale de Poincaré. Le temps de premier
retour (x) pour  à S1 est le nombre des itérations de g nécessaires parce que x retourne
dans S1 pour la première fois.
Lemme 4.2.21. Le temps de premier retour (z) pour  à S1 a une singularité logarith-
mique en 0. Cela signifie que pour tout  > 0, il existe une constante C > 0 telle que,
pour tout z dans l’intervalle ( ; ), on a 1
C
 (z)  log jzj  C. En d’autres termes, (z) est
de l’ordre de   log jzj.
Démonstration. Nous rappelons que 0 est un point de discontinuité pour la fonction de
premier retour g. Cherchons alors l’ordre de croissance de (z) quand z tend vers 0.
Si 1 > 0 > 2 sont les valeurs propres du point selle, puisque z  ! 0, il suﬃt de
linéariser pour déterminer l’équivalent de (z) quand z tend vers zéro. Dans une carte
autour du point selle, l’équation diﬀérentielle s’écrit (voir la figure 4.11) :
_x(t)
_y(t)

=

1 0
0 2

x(t)
y(t)

Par conséquent,

x(t)
y(t)

= e
t
0@ 1 0
0 2
1A
x0
y0

=

e1t 0
0 e2t

x0
y0

et 
x(t) = x0e
1t
y(t) = y0e
2t
Posons x0 = z, y0 = 1 et x(t) = 1 (voir la figure 4.11), alors :
e1t =
1
z
et donc
t =   1
1
log z:
Nous considérons maintenant le flot ' obtenu en reversant la direction de . Le point
répulsif de  devient un point attractif pour ' qui est alors un flot de Cherry conforme
à la définition 4.1.1. Comme nous avons montré dans la sous-section 4.1.4, la fonction de
premier retour f de ' à la section de Poincaré appartient à classe L avec intervalle plat
U = (a; b). De plus si 1 > 0 > 2 sont les valeurs propres du point selle ps de , alors
l’exposant critique de f sera ` = 1 2 .
Puisque le flot considéré n’a pas des orbites fermées, alors f a nombre de rotation
 irrationnel (voir la proposition 1.4.8). De plus f préserve l’ordre et n’a pas des points
périodiques, alors par le théorème de Poincaré, il existe une fonction continue qui préserve
l’ordre h : S1 ! S1 telle que h  f = R  h, où R est la rotation par .
La fonction de premier retour f a alors une seule mesure de probabilité invariante 
supportée sur l’unique ensemble minimal (qui est une mesure invariante aussi pour g),
donnée par  = h(Leb).
Proposition 4.2.22. (proposition 2 dans [SSV10]) Nous avons la dichotomie suivante :
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Figure 4.11 – Linéarisation du flot ' au voisinage du point selle.
– si
R
S1 d =1 alors les seules mesures de probabilité invariantes et ergodiques pour
 (ou ') sont la mesure de Dirac en ps et pr.
– si
R
S1 d <1 alors il existe exactement une autre mesure de probabilité invariante
et ergodique  qui est supportée par l’ensemble quasi minimal.
En conclusion les mesures finies, invariantes et ergodiques pour  ou ' sont les me-
sures de Dirac au points ps et pr (s et r) et parfois, une troisième mesure invariante 
supportée sur l’ensemble quasi minimal, qui dépend du fait :
R
S1 d est convergente ou
pas.
Soit 0 le point de discontinuité de g. Conformément aux notations des précédents
chapitres, nous notons :
– i = f i(0),
– iR = Ri(0).
De plus si (qn) est la suite qui réalise les temps de retour les plus proches (voir la sous-
section 1.5), alors (0; qn) = j(0; qnR)j est de l’ordre de 1qn+1 .
Pour comprendre si l’intégrale
R
S1 d converge, il est alors nécessaire d’estimer la
taille des intervalles (0; qn).
Preuve du théorème 4.2.18 Nous rappelons que :
n =
( qn; 0)[ qn; 0) :
et nous montrons la proposition suivante :
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Proposition 4.2.23. Soit f la fonction de premier retour à ' 3. Si f a nombre de rotation
de type fini avec exposant critique ` 2 (1; 2], alors il existe deux constantes K > 0 et C < 1
telles que pour n grand,   logn
qn+1
 KCn. Cette constante C dépend de l’exposant critique
` de f .
Démonstration. Avant de commencer la preuve, il est nécessaire de rappeler :
1. par la formule récursive (1.5.2) q0 = 1, q1 = a1 et qn+1 = an+1qn + qn 1,
2. par la proposition 6 dans [GJŚ+95], pour n suﬃsamment grand n  
1 ` an+1
` 1
n 1 
` an
n 2 .
Pour faciliter la notation nous introduisons une nouvelle suite (n)n2N définie pour
chaque n, par n :=   logn.
Nous commençons à fixer n0 2 N tel que, pour tout n  n0, le point 2 est vérifié
Nous montrerons la proposition par récurrence en prenant C = supi

1 ` ai
(` 1)ai
 1
n0 et
K  maxfn0 2; n0 1g. Nous observons que, pour tout 1 < `  2, C < 1, en eﬀet si
nous regardons C := C(`) comme fonction de `, alors, dans l’intervalle (1; 2], C(`) est
continue, décroissante et en plus lim`!1C(`) = 1 et C(2) < 1.
Nous pouvons alors observer que, pour chaque nombre entier naturel i  1
1  ` ai
(`  1)ai  C (4.2.24)
et
` ai  1  `
 ai
(`  1)ai  C
n0 : (4.2.25)
Nous procédons alors par récurrence.
– Soit n0 comme ci-dessus. Par le point 2 et par (4.2.25), nous avons que :
n0 

1  ` an0+1
`  1

n0 1 + `
 an0n0 2  Cn0Kan0+1 + Cn0K
 KCn0 (an0+1 + 1) :
Et par le point 1 :
n0  KCn0qn0+1: (4.2.26)
– Nous montrons maintenant l’assertion pour n0+1. Par le point 2 et par (4.2.26) et
(4.2.25) :
n0+1 

1  ` an0+2
`  1

n0 + `
 an0+1n0 1
 KCn0

1  ` an0+2
(`  1)an0+2

an0+2qn0+1 +KC
n0 :
Et par le point 1 et (4.2.24) :
n0+1  KCn0+1

an0+2qn0+1 +
Cn0
C

 KCn0+1qn0+2:
3. Rappelons que f 2 L
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– Nous supposons maintenant que l’assertion est vraie pour n   2 et pour n   1 et
nous la montrons pour n.
Par le point 2 et par l’hypothèse de récurrence nous avons que :
n  1  `
 an+1
`  1 n 1 + `
 ann 2  K

(1  ` an+1)
(`  1)an+1 C
n 1an+1qn + Cn 2` anqn 1

:
Finalement, par (4.2.24), (4.2.25) et le point 1
n  KCn

an+1qn +
` an
C2 qn 1

 KCnqn+1:
L’assertion du lemme est alors vraie pour chaque n 2 N suﬃsamment grand.
Nous rappelons le théorème suivant démontré dans [GJŚ+95] :
Théorème 4.2.27. Soit f la fonction de premier retour pour ' avec exposant critique
` > 1 (1 >  2), alors [1i=0f i(U) (qui est le bassin d’attraction de la delta de Dirac au
point fixe attractif de ' ) a mesure de Lebesgue pleine sur S1.
La preuve du théorème 4.2.18 utilise les idées principales de la preuve du théorème
4.2.17, (voir [SV13]).
Démonstration du Théorème 4.2.18. Par le théorème 4.2.16 nous savons que le flot  a
une mesure de probabilité invariante et ergodique  qui correspond au prolongement de la
mesure invariante  par f (définie par  = h?(Leb) ) et qui est supportée sur l’ensemble
quasi minimal. Il reste à montrer que  est une 4 mesure physique pour  et son bassin
d’attraction a mesure de Lebesgue pleine.
D’après le théorème 4.2.27, il suﬃt de montrer que les points de l’ensemble errant de
' sont dans le bassin d’attraction de  et puisque tous les points de l’ensemble errant
passent à travers l’intervalle plat de f , nous pouvons nous limiter à démontrer que chaque
point de U est dans le bassin d’attraction de .
Soit alors z 2 U , ng = gn 1(z) et tn = (ng). Pour chaque t > 0 il existe N 2 N tel
que t = t1 + t2 +    + tN + ~t ou 0 < ~t  tN+1 et il existe n 2 N tel que qn  N < qn+1.
Puisque  est uniformément minorée, nous avons que
t  CN (4.2.28)
avec C une constante positive.
Soit mt la mesure de probabilité sur l’orbite du flot de longueur t > 0 qui commence
en z (voir la définition 4.2.11).
Puisque les seules mesures de probabilité invariantes et ergodiques sont s, r et  et
puisque b est répulsif, alors les limites possibles de mt sont de la forme
rs + (1  r); (4.2.29)
pour un certain r 2 [0; 1]. Pour démontrer que z est dans le bassin d’attraction de ,
c’est-à-dire que limt!1mt = , il est alors nécessaire de montrer que r = 0.
Nous fixons 0 < n0 < n et nous montrerons que la trajectoire de z sous  passe la
plus part du temps en dehors de
An0 = fs(w) : w 2 (qn0 ; qn0 + 1); 0  s  (w)g:
4. Par le théorème 4.2.16 si une mesure physique existe, alors c’est la mesure  et donc est unique.
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Nous montrons que, en choisissant correctement n0, le temps tAn0 durant lequel la tra-
jectoire s(z), 0  s  t passe dans An0 peut être fait arbitrairement petit par rapport à
t, pour chaque t suﬃsamment grand.
Pour tel objectif nous divisons encore An0 et nous commençons par estimer le temps
tBl passé par la trajectoire s(z), 0  s  t dans
Bl = fs(w) : w 2 (ql; ql+2); 0  s  (w)g:
Nous observons que, puisque f est la fonction de premier retour du flot obtenue
en reversant la direction de , si h est la semi conjugaison entre f et la rotation R,
alors h(ng) = h(gn 1(z)) = h(f n+1(z)) = h(f n(0)) =  nR. Donc pour chaque l 2 N
qlg 2 (ql 1; ql+1) et ql 2 (ql 1g; ql+1g). Nous pouvons alors aﬃrmer que le nombre de
points iq, 1  i  N dans (ql; ql+2) est égal au nombre de points  iR, 1  i  N dans
(qlR; ql+2R).
Nous estimons alors le nombre Nl des points  iR, 1  i  N qui sont dans (qlR; 0).
Puisque j(qlR; 0)j est de l’ordre de 1ql+1 et puisque la rotation est une bijection qui préserve
la distance, alors nous pouvons diviser le cercle en exactement ql+1 images disjointes de
(qlR; 0) et chaque image contient Nl points  iR, 1  i  N .
En conclusion
ql+1Nl  N
et le nombre de points  iR, 1  i  N qui sont dans (qlR; ql+2R) est plus petit ou
égal à N
ql+1
Finalement nous rappelons tous les résultats obtenus, et nécessaires pour conclure la
preuve :
– par le lemme 4.2.21 tBl   C3N
log j(ql+2;0)j
ql+1
,
– par (4.2.28) t  CN ,
– puisque le nombre de rotation de f est de type borné, il existe une constante, qui
dépend de (f), telle que ql+1  C4ql+3
– d’après la proposition 4.2.23 5 il existe deux constantes, C5 > 0 et 0 < C6 < 1 telles
que   log j(ql+2; 0)j  C5(C6)l+2ql+3.
En utilisant toutes les observations précédentes nous avons que :
tAn0
t
=
1
t
n 1X
l=n0
tBl 
C3N
t
n 1X
l=n0
  log j(ql+2; 0)j
ql+1
 C3
C
n 1X
l=n0
  log j(ql+2; 0)j
ql+1
 C3
CC4
n 1X
l=n0
  log j(ql+2; 0)j
ql+3
 C3C5
CC4
n 1X
l=n0
(C6)
l+2:
5. Nous avons besoin d’une hypothèse supplémentaire sur les valeurs propres 1 > 0 > 2 du point
selle. Nous supposons en eﬀet que 1   22. Le cas 1 >  22 a été complètement traité dans [SV13]
(voir théorème 4.2.17)
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Finalement étant donné que
P1
l=n0
(C7)
l est convergente, en prenant n0 suﬃsamment
grand, nous pouvons rendre
tAn0
t
aussi petit que l’on veut pour tout n0 arbitrairement
grand.
Observons que nous avons le même résultat si à la place de An0 nous considérons
An0 c avec c > 0 et An0 b An0 c.
Il nous reste alors a montrer que si limn0!1
tAn0
t
= 0 alors r = 0.
Supposons par absurde que r > 0 et rappelons que il existe une suite strictement crois-
sante (tn)n2N; tn  ! +1, quand n! +1 de réels positifs, telle que : limtn!1mtn(z) =
rs + (1  r) (voir (4.2.29)).
Il existe alors T > 0 tel que pour tout n 2 N, tel que tn > T et pour tout  : T2  ! R
continue Z
T2
dmtn(z) 
Z
T2
d(rs + (1  r))
 <  (4.2.30)
Soit maintenant c > 0 tel que An0 b An0 c et soit  une fonction C1 à support compact
telle que, pour tout x 2 An0 (x) = 1 et pour tout x 2 (An0 c)c, (x) = 0. Observons
alors que
tAn0
tn

Z
T2
dmtn(z) 
tAn0 c
tn
et rappelons que, par hypothèse, limn0!1
tAn0
tn
= limn0!1
tAn0 c
tn
= 0.
Donc, pour n assez grand, nous déduisons de (4.2.30),
r    < r + (1  r)(An0)   <  (4.2.31)
qui est en contradiction avec l’hypothèse que r > 0.
En conclusion r = 0, donc (pour la topologie faible-?) limt!1mt(z) =  et par la
définition 4.2.11, z est dans le bassin d’attraction de .
Preuve du théorème 4.2.19 L’idée de la preuve de ce théorème est dans les grandes
lignes la même que celle du théorème 4.2.18. L’outil principal est l’existence de la géo-
métrie bornée pour la fonction de premier retour f quand l’exposant critique `  3, sans
aucune autre hypothèse sur le nombre de rotation.
Précisément, nous faisons référence à la seconde partie du théorème 3.1.1 qui est :
Théorème 4.2.32. Soit f une fonction de L avec exposant critique `  3 alors
lim inf
n!1
j(0; qn)j
j(0; qn 2)j > 0:
Démonstration du théorème 4.2.19. La condition 1   32 est équivalente au fait que
l’exposant critique de la fonction de premier retour f est plus grand ou égal à 3. Nous
sommes alors dans les hypothèse du théorème 4.2.32 et nous pouvons supposer qu’il existe
n0 2 N et une constante  2 (0; 1) tels que j(0;qn)jj(0;qn 2)j > 2 pour n  n0 > 0. Et donc par
récurrence
j(0; qn)j > Cn (4.2.33)
pour un certain C > 0.
Par le théorème 4.2.16, il existe une mesure de probabilité , invariante et ergodique,
supportée par l’ensemble quasi minimal. Nous démontrons que le bassin d’attraction de
, a mesure de Lebesgue pleine ;  est alors une mesure physique pour .
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Comme dans la preuve du théorème 4.2.18 nous pouvons nous limiter à montrer que
chaque point de U est dans le bassin d’attraction de .
Soit alors z 2 U , ng = gn 1(z) et tn = (ng). Pour tout t > 0 il existe N 2 N tel que
t = t1 + t2 +    + tN + ~t ou 0 < ~t  tN+1 et il existe n 2 N tel que qn  N < qn+1.
Puisque  est uniformément minoré, nous avons que
t  C1N (4.2.34)
avec C1 > 0 une constante positive.
Soit mt la mesure de probabilité sur l’orbite de  de longueur t > 0 qui démarre en z
(voir définition 4.2.11). Les possibles limites de mt doivent être de la forme rs+(1 r),
pour un certain r 2 [0; 1]. Nous devons alors montrer que r est zéro (pour les détails voir
la preuve du théorème 4.2.18 ).
Nous fixons alors 0 < n0 < n et nous montrons que l’orbite de z sous  passe la
plupart de son temps en dehors de
An0 = fs(w) : w 2 (qn0 ; qn0+1); 0  s  (w)g:
Le temps tAn0 passé dans An0 sera calculé comme la somme des temps tBl passés dans
les petites portions de An0 de la forme
Bl = fs(w) : w 2 (ql; ql+2); 0  s  (w)g:
Pour ces raisons, il est nécessaire d’estimer le nombre de points ig, 1  i  N dans
(ql; ql+2) qui, comme dans le théorème 4.2.18, coïncide avec le nombre de points  iR,
1  i  N dans (qlR; ql+2R) 6 qui est plus petit ou égal à Nql+1 .
Nous énumérons maintenant toutes les observations nécessaires pour conclure la preuve :
– par (4.2.33), j(ql+2; 0)j > Cl,
– par (4.2.34), t > C1N ,
– par le lemme 4.2.21, tBl   C5N
log j(ql+2;0)j
ql+1
,
– ql  lC6 pour  = 1+
p
5
2
.
Nous avons alors que :
tAn0
t
=
1
t
n 1X
l=n0
tBl 
C5N
t
n 1X
l=n0
  log j(ql+2; 0)j
ql+1
 C5
C1
n 1X
l=n0
  log j(ql+2; 0)j
ql+1
 C5C
C1
n 1X
l=n0
l
ql+1
 C5CC6
C1
n 1X
l=n0
l
l+1
En conclusion, en prenant n0 suﬃsamment grand nous pouvons rendre
tAn
t
aussi petit
que l’on veut pour tout n > n0 arbitrairement grand : donc, comme dans la preuve du
théorème 4.2.18, r = 0 et z est dans le bassin d’attraction de .
6. f est la fonction de premier retour de ' obtenue en reversant la direction de 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Chapitre 5
Un contre-exemple de Denjoy
Dans ce chapitre nous donnons un exemple d’homéomorphisme du cercle qui est un
contre-exemple de Denjoy (c’est-à-dire qui n’est pas conjugué à une rotation) et qui est
un diﬀéomorphisme C1 partout sauf en un point, qui est demi critique.
5.1 Rappels et Définitions
Nous rappelons maintenant quelques définitions et quelques résultats déjà présentés
dans le premier chapitre et qui seront utilisés dans la suite.
Rotations. Notons S1 le cercle unité, et, pour chaque  2 R soit R : S1  ! S1 la
fonction définie par
R() = ( + ) mod Z
qui sera appelée rotation d’angle .
Relèvement. Soit  : R  ! S1 la projection de la droite réelle sur le cercle. Alors
chaque fonction continue f : S1  ! S1 admet un unique relevé F : R  ! R tel que
F (0) 2 [0; 1) et
  F = f  :
Soit f : S1  ! S1 et F : R  ! R un relevé de f , alors f et F ont les mêmes propriétés
de continuité et de diﬀérentiabilité.
Définition 5.1.1. Soit f : S1  ! S1 continue et F : R  ! R un relevé de f . Nous
dirons que f est de degré 1 si pour tous x 2 R, F (x+ 1) = F (x) + 1.
Définition 5.1.2. Une fonction f : S1  ! S1 est dite croissante 1 si, un de ses relevés
est croissant.
1. ou préserve l’orientation.
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5.1.1 Nombre de rotation.
Soit f : S1 ! S1 une fonction continue, croissante et de degré un et soit F : R ! R
un relevé de f . Alors la limite
lim
n !1
1
n
(F n(x)  x)
existe pour tous x 2 R et est indépendante de x. Nous la noterons ~(F ).
Remarquons que cette quantité ne dépend pas du choix du relevé : si ~F est un autre relevé
de f , alors ~(F )  ~( ~F ) = F   ~F 2 Z. Cette remarque justifie la terminologie suivante :
Définition 5.1.3. Soit F un relevé de f . Le nombre de rotation (f) de f est défini
comme la classe de ~(F ) modulo Z.
Proposition 5.1.4. () est monotone : si f1  f2, alors (f1)  (f2).
Remarque 5.1.5. En particulier, si (ft)t2R est une famille de fonctions continues, crois-
santes et de degré un, telle que pour chaque x, f(x) est croissante (comme fonction de
t), alors (f) est croissante (comme fonction de t).
De plus, aux valeurs irrationnels le nombre de rotation est strictement croissant :
Proposition 5.1.6. Si f0  f1 et si (f0) est irrationnel, alors (f0) < (f1).
Le lecteur trouvera plus de détails, ainsi que les preuves, dans le premier chapitre.
5.1.2 Point demi-critiques plats
Nous adopterons dans toute la suite la notation suivante pour la dérivée à droite et à
gauche d’une fonction f en un point p du cercle.
f 0 (p) = lim
x!p; x<p
f(x)  f(p)
x  p
f 0+(p) = lim
x!p; x>p
f(x)  f(p)
x  p
Définition 5.1.7. Soit p un point du cercle et n 2 N, et f une fonction du cercle C1 par
morceaux. On dit que p est demi-critique d’ordre n (pour f) si la dérivée à gauche de f
en p est non nulle et que toutes les dérivées à droite jusqu’à l’ordre n sont nulles, mais
pas celle d’ordre n+1. On dira simplement demi-critique s’il est demi-critique d’ordre 1.
Le point p sera dit demi-critique plat s’il est demi-critique et que toutes les dérivées à
droite sont nulles.
Dans ce cas, si f est une application du cercle avec un point demi-critique p d’ordre
k 2 N, de classe Cn par morceaux, Cn sur S1nfpg, alors nous abuserons de la notation
kfkCn qui sera définie comme :
kFkCn = sup
x2[0;1]
1in
diFdxi (x)
+ sup
x2[0;1]
jF (x)j :
où F : R ! R est le relevé (grâce à la projection de R sur le cercle enovoyant Z sur
p) et vérifiant (F (0) 2 (0; 1)), et où les dérivées en 0 (respectivement, en 1) doivent être
considérées comme les dérivées à gauche (respectivement, à droite).
5.2. QUELQUES LEMMES TECHNIQUES 95
Remarque 5.1.8. Notons que si F : R  ! R est j fois diﬀérentiable et que j  i, alors :
kFkCj  kFkCi
Autrement dit, kkCj est croissante en j. Nous utiliserons cette remarque plus loin, dans
la preuve du théorème principal de ce chapitre.
Dans la suite les fonctions de S1 seront notées par des lettres minuscules et leurs re-
levés par la même lettre, en majuscule.
De plus, nous abuserons souvent des notations en identifiant un sous-ensemble de S1 avec
une de ses préimages par la projection  : S1  ! R.
5.2 Quelques lemmes techniques
Lemme 5.2.1. Soit f : S1 ! S1 une fonction continue, croissante et de degré un avec
nombre de rotation  2 [0; 1) irrationnel. Alors les assertions suivantes sont équivalentes :
1. f est un contre-exemple de Denjoy,
2. f n’a pas d’orbites denses,
3. f a un intervalle errant, i.e. il existe un intervalle non-vide I  S1 tel que, pour
chaque n;m 2 N, n 6= m, fn(I) \ fm(I) = ;,
4. il existe un intervalle I  S1 tel que jIj > 0 et jfn(I)j ! 0 pour n! +1.
Démonstration. 1:) 3. Le nombre de rotation  de f est irrationnel, alors, par le théo-
rème de Poincaré il existe une semi-conjugaison h entre f et la rotation R. Par hypothèse,
h n’est pas une conjugaison, alors il existe un point x du cercle tel que h 1(x) est un
intervalle I 2. De plus h  f = R  h, alors h(fn(I)) = Rn (x) et donc les intervalles
I; f(I); f 2(I); : : : sont deux-à-deux disjoints.
3:) 2. Soit x 2 I, clairement l’orbite de x n’est pas dense. Observons que s’il y a une
orbite qui n’est pas dense, alors toutes les autres ne sont pas denses. En eﬀet si f a une
orbite dense, alors f est conjuguée à une rotation et donc toutes ses orbites sont denses.
2:) 1. Supposons que f soit conjuguée à la rotation R, alors f a une orbite dense,
ce qui fournit une contradiction avec l’hypothèse.
3: ) 4. Soit I un intervalle, vérifiant les conditions du point 3. Alors, pour chaque
n;m 2 N, n 6= m, fn(I)\fm(I) = ;, les intervalles sont disjoints et comme chaque image
est contenue dans le cercle, la somme totale
P jfn(I)j  1. Cela nous dit que jfn(I)j ! 0
pour n! +1.
4:) 3. Soit I l’intervalle vérifiant la condition 4. Il est alors évident qu’il soit errant.
En eﬀet, s’il ne l’est pas, alors la suite des itérées de l’intervalle I est prépériodique, de
même que leurs longueurs.
Lemme 5.2.2. Soit f : S1  ! S1, une application C1 par morceaux, où 1
2
est demi-
critique plat 3 et dont les relevés sont croissants et de degré 1.
Supposons qu’il existe un intervalle I de la forme I = (1
2
; c), tel que : F 0(x) = 0, x 2 I
2. h est une surjection croissante de [0; 1) dans lui-même, donc pour tout x 2 [0; 1), h 1(x) est soit
un point, soit un intervalle.
3. Voir la définition 5.1.2.
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et tel que la dérivée à gauche F 0 (
1
2
) > 0.
Alors, (8n 2 N), 8 2 (0; 1), et pour chaque paire d’intervalles I1 = (12 ; a) et I2 = (b; c)
tels que I1 [ I2  I et I1 \ I2 = ;, il existe une application C1 par morceaux, où 12
est demi-critique plat, ~f = ~fn;; : S1  ! S1 préservant l’orientation et de degré 1, qui
satisfait aux conditions suivantes :
1. k ~F   FkCn < 
2. ( ~f) = (f)
3. j ~F 0(x)  F 0(x)j < F 0(x), 8x 2 (0; 1)nI,
4. ~F 0(x) = 0, 8x 2 I1 [ I2
5. ~F 0 (
1
2
) > 0.
Démonstration. Soit n 2 N et 0 <  < 1.
Remarquons que I = (1
2
; c), I1 = (12 ; a) et I2 = (b; c), avec
1
2
< a < b < c < 1 (puisque
I1 \ I2 = ;). Nous avons la configuration décrite par la figure ci-dessous.
0 1
2
a
I1
b c
I2
d e 1
Figure 5.1 – Positions des points du lemme 5.2.2
Soit 0 <  < max(1
2
; 1  c), alors le voisinage de l’intervalle plat (1
2
  ; c+ ), a deux
composantes connexes sur (0; 1) sur lesquelles F 0(x) > () > 0, par les propriétés de F .
Choisissons alors (d; e)  (c+ ; 1).
Posons pour x 2 [0; 1],
~F (x) = F (x) +

3cn
Z x
0
(a;b(t)  d;e(t)) dt
Où a;b est une fonction C1 à support compact [a; b] 4, a;b > 0 sur (a; b). La constante
Cd;e > 0 est d’abord choisie de telle sorte que d;e < , et ensuite, la constante Ca;b > 0
est choisie telle que : Z 1
0
(a;b(t)  d;e(t)) dt = 0
Enfin,  = max ((b  a)Ca;b; (e  d)Cd;e) et cn = 2max (ka;bkCn ; kd;ekCn)  1.
Observons que ~F (0) = F (0) et que
~F (1) = F (1) +

3cn
Z 1
0
(a;b(t)  d;e(t)) dt = F (1) + 
3cn
 0 = F (1) = 1
Ainsi, ~F peut s’étendre sur R (car ~F (0) = F (0) et ~F (1) = F (1)), par :
~F (x) = ~F (x  bxc) + bxc
où (bxc désigne la partie entière de x), ainsi ~F se projette à une application ~f : S1  ! S1
bien définie et de degré 1. Il est ainsi facile de voir que ~f est toujours les C1 par morceaux,
et que 1
2
est demi-critique plat.
Montrons que ~F vérifie les propriétés (1) à (5) ci-dessus :
4. De même pour l’intervalle [d; e].
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1. Pour n = 0 :F (x)  ~F (x) = 
3cn
Z x
0
a;b(t)  d;e(t)dt
  3cn < 
L’intégrale étant majorée par  puisque les deux fonctions a;b; d;e ont des sup-
ports disjoints. Pour tout 1  k  n :
dkFdxk (x)  dk ~Fdxk (x)
 =
 3cn d
k 1
dxk 1
d
dx
Z x
0
a;b(t)  d;e(t)dt

 
3cn
sup
x2[0;1]
 dk 1dxk 1 (a;b(x)  d;e(x))

 
3cn
2cn < 
2. Nous pouvons majorée ~F par des petits translations et trouver une translation
intermédiaire qui pour simplicité est dénotée encore par ~F et qui a nombre de
rotation ( ~f) = (f) (voir la remarque 5.1.5). Tout ça en gardant
F   ~F
C0
< 
(la translation ne changeant pas du tout la norme d’ordre supérieur), et les autres
propriétés restent inchangées,
3. ~F 0(x) = F 0(x)+ 
3cn
(a;b(x)  d;e(x)). Observons que a;b > 0 sur (a; b) tandis que
d;e est nulle, ainsi ~F est croissante sur (a; b). La fonction a;b s’annule en dehors de
(d; e), alors que d;e > 0 sur ce même intervalle. Cependant, nous avons d;e <  et
F 0 >  5, ainsi F 0  d;e > 0, impliquant la croissance de ~F sur (d; e). Sur les autres
intervalles, nous avons ~F 0 = F 0. Ceci montre à la fois la condition (3) et le fait que
les relevés soient croissants. Ceci montre (3) et (4).
4. ~F 0 (x) = F 0 (x) sur (0; a) 3 12 , et F 0 (12) > 0.
Lemme 5.2.3. Soit ~f : S1  ! S1, une application C1 par morceaux, où 1
2
est demi-
critique plat, et dont les relevés sont croissants, de degré 1.
On suppose que ~f vérifie les hypothèses suivantes :
– Il existe deux intervalles I et J , I = (1
2
; a), J = (a0; b), a0 > a, b < 1, tels que :
x 2 I [ J , d
~F
dx
(x) = 0
et la dérivée à gauche de ~F en 1
2
est ~F 0 (
1
2
) > 0.
Alors, (8n 2 N), 8 2 (0; 1), 9g = gn; : S1  ! S1, une fonction C1 par morceaux où 12
demi-critique plat, dont les relevés sont croissants, de degré 1, vérifiant :
1. kG  ~FkCn < ,
2. jG0(x)  ~F 0(x)j <  ~F 0(x), 8x 2 (0; 1)n(1
2
; b),
3. (g) = ( ~f),
4. G0(x) = 0, x 2 I,
5. Ceci provient du fait que (d; e)  (c; 1).
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5. G0 (
1
2
) > 0.
Démonstration. Cette démonstration suit de près celle du lemme 5.2.2.
Soit n 2 N, un entier et 0 <  < 1 un réel fixé, et (c; d)  (b; 1). Nous avons alors
la configuration ci-dessous. Nous utilisons la fonction ;, C1 à support compact, et ses
0 1
2
a
I
a0 b
J
c d 1
Figure 5.2 – Positions des points du lemme 5.2.2
propriétés.
Dans ce lemme, (c; d) joue le rôle de (d; e) dans le lemme 5:2:2, les constantes  et cn
dépendant ainsi de (a; b) et (c; d).
Ainsi, sur (c; d), nous avons ~F 0 >  et nous choisissons, Cc;d de telle sorte que :
c;d < 
Cette condition assurera la croissance de la fonction construite (voir la preuve du lemme
5.2.2).
Comme précédemment, nous ajustons ensuite Ca;b de telle sorte que :Z 1
0
(a;b(t)  c;d(t)) dt = 0
Posons :
G(x) = ~F (x) +

3cn
Z x
0
(a;b(t)  c;d(t)) dt
Nous pouvons observer d’abord que G peut s’étendre sur R (car G(0) = ~F (0) et
G(1) = ~F (1)), par :
G(x) = G(x  bxc) + bxc
ainsi elle se projette en une application g : S1  ! S1 bien définie, de degré 1, et qui est
C1 par morceaux, avec 1
2
comme point demi-critique plat.
La preuve que G vérifie les propriétés (1) à (4) est exactement identique à celle de la
fonction ~F du lemme 5.2.2.
5.3 Construction d’un contre-exemple de Denjoy
En nous fondant sur des idées de Hall (voir [Hal81]), nous avons obtenu le résultat
suivant :
Théorème 5.3.1. Soit p un point du cercle. Pour tout nombre irrationnel  2 [0; 1)
il existe un homéomorphisme du cercle f : S1  ! S1 dont le nombre de rotation est 
vérifiant les propriétés suivantes :
– f est C1 par morceaux.
– f est C1 diﬀéomorphisme sur S1nfpg.
– p est demi-critique plat pour f .
– f a un intervalle errant.
Il est alors clair que f est un contre-exemple de Denjoy par le lemme 5.2.1.
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5.3.1 Démonstration
Soit  2 [0; 1) un nombre irrationnel fixé. Nous choisissons p = 1
2
, qui sera le point
demi-critique plat dans notre construction, sans aucune perte de généralité, cette dernière
restant valide pour tout p 2 S1.
Le contre-exemple de Denjoy que nous construisons sera définit comme la limite d’une
suite des fonctions :
(fn : S1 ! S1)n2N;
pour lesquelles il existe :
– un intervalle J0 et une suite d’intervalles :
(In)n2N
tels que \
i0
Ii =

1
2

;
– une suite d’entiers
1 = r0 < r1 < r2 <    < rn
telle que, pour tous i 2 f0; 1; 2; : : : ; ng les conditions suivantes soient vérifiées :
1. fi est C1 par morceaux, elle a des relevés croissants et de degré 1,
2. (fi) = ,
3. F 0i (x) = 0 si et seulement si x 2 Ii,
4. La dérivée à gauche de fi, (Fi)0 
 
1
2

> 0,
5. jIij < 12 jIi 1j,
6. kFi   Fi 1kCi 1 < 12i ,
7. 0 <
f ji (J0) < 12k 1 , si rk 1  j < rk pour k 2 f1; 2; : : : ; ig,
8. f ji (J0) \ Ii = ;, si 0  j < ri et f rii (J0) b Ii.
9. jF 0i (x)  F 0i+1(x)j < 12i+1 , pour tout x 2 (0; 1)nIi
Nous démontrerons par récurrence l’existence d’une telle suite.
Initialisation
Construction de f0.
Comme nous avons beaucoup de souplesse sur le choix de f0, nous utilisons la famille
donnée dans l’exemple 1.2.1 (page 17). Nous prenons ainsi une fonction de cette famille,
avec a = 1
2
, b = 3
4
, 3
4
< c < 1, `g = 1 et `d > 1. Appelons cette fonction ainsi obtenue
~f . Posons f0 = ~f + t(), où t est un nombre réel dépendant de  de telle sorte que le
nombre de rotation de f0 soit , voir la remarque 5.1.5.
Nous poserons I0 = (a; b]. Puisque f0 sur [0; 1]nI0 est un diﬀéomorphisme sur son image,
nous choisirons J0 comme étant n’importe quel sous intervalle de f 10 (I0).
Ainsi f0 est C1 par morceaux, a des relevés croissants et de degré 1. Son nombre de
rotation a été ajusté à partir de celui de ~f et vaut .
Les conditions (1) à (9) sont évidement satisfaites par f0.
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Hérédité
Supposons maintenant fn construit. Nous construisons fn+1 en perturbant fn de telle
façon à ce que les conditions (1) à (9) restent toujours satisfaites.
Nous divisons l’intervalle In en deux sous intervalles In+1 et Jn+1 tels que :
– In+1 est de la forme In+1 = (12 ; ),
– In+1 [ Jn+1  In,
– In+1 \ Jn+1 = ;,
– f rnn (J0)  Jn+1.
Première étape
Nous appliquons le lemme 5.2.2 et engendrons une fonction ~fn;, C1 par morceaux,
croissante, de degré 1 qui satisfait aux conditions suivantes :
– k ~Fn;   FnkCn < 2n+2 ,
– j ~F 0n;   F 0nj < F 0n(x) 2n+1 , 8x 2 (0; 1) n In,
– ( ~fn;) = (fn),
– ~Fn;0(x) = 0, x 2 In+1 [ Jn+1,
– La dérivée à gauche ~F 0n; (
1
2
) > 0.
Puisque, par construction, ~F in; ! F in pour  ! 0 uniformément pour i 2 f1; 2; : : : ; rng,
alors nous pouvons fixer 0 <  < 1, tel que : ~f jn;0 (J0) < 12k 1 pour tout rk 1  j < rk; k 2 f1; 2; : : : ; ng;
~f jn;0 (J0) \ In = ; pour tout 0  j < rn (5.3.2)
et
~f rnn;0 (J0)  Jn+1 (5.3.3)
Intéressons-nous maintenant à l’orbite de Jn+1 sous ~fn;0 .
Deux cas peuvent se présenter :
 il existe m > 0 tel que ~fmn;0(Jn+1) 2 In,
 pour tous m > 0, ~fmn;0(Jn+1) =2 In.
Commençons à observer que la deuxième situation ne peut jamais arriver. En eﬀet si
cela arrive, nous pouvons approximer ~fn;0 par une fonction C1, croissante de dégrée 1 qui
coïncide avec ~fn;0 partout sauf sur In nJn+1. Nous avons construit une fonction du cercle
avec un intervalle plat et sans orbites denses. Alors par le lemme 5.2.1 elle a un intervalle
errant et ça fournit une contradiction avec le corollaire au théorème 1 de [GJŚ+95].
Plaçons-nous maintenant dans le premier cas : il existe m > 0 tel que ~fmn;0(Jn+1) 2 In.
Puisque ~fn;0 ne peut pas avoir d’orbites fermées ( ~fn;0 a nombre de rotation irrationnel,
voir la proposition 1.4.8), nous avons que :
~fmn;0(Jn+1) 2 In n Jn+1
De plus ~fmn;0(Jn+1) dépend continument de , donc ~fmn;0(Jn+1) décrit une trajectoire
qui connecte ~fmn;0(Jn+1) et fmn (Jn+1). Puisque fmn (Jn+1) =2 In (fn a nombre de rotation
irrationnel), alors cette trajectoire recouvre une partie de In+1 à droite de 12 . En conclu-
sion ~fmn;0(Jn+1) se trouve dans l’intérieur de In+1.
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Deuxième étape.
Par le lemme 5.2.3 pour tout  > 0, il existe fn+1; : S1 ! S1, C1 par morceaux, de
relevés croissants de degré 1 tels que :
– kFn+1;   ~FnkCn < 2n+2 ,
– j ~F 0n+1;   F 0nj < F 0n(x) 2n+1 , 8x 2 (0; 1) n In+1,
– (fn+1;) = ,
– F 0n+1;(x) = 0 si et seulement si x 2 In+1,
– (Fn+1;)
0
  (
1
2
) > 0,
Commençons par observer que, puisque fmn+1;  ! ~fmn pour  ! 0
fmn+1;(Jn+1) b In+1 (5.3.4)
Finalement nous posons rn+1 = rn+m. Puisque f in+1; ! ~f in uniformément pour tout
i 2 f1; 2; : : : ; rn +mg et puisque ~f in (J0) est un singleton pour i > rn, alors nous pouvons
aﬃrmer que (posons fn+1 = fn+1;) :f jn+1 (J0) < 12k 1
pour tout rk 1  j < rk, avec k 2 f1; 2; : : : ; ng,f jn+1 (J0) < 12n
si rn  j < rn+1.
Par (5.3.4), (5.3.2), (5.3.3) et comme f in+1; ! ~f in uniformément pour tout i 2 f1; 2; : : : ; rn+1g,
alors
f in+1 (J0) \ In+1 = ; pour tout 0  i < rn+1
et
f
rn+1
n+1 (J0) b In+1:
Nous avons alors construit une suite de fonctions (fn)n2N qui satisfait aux conditions
(1) à (9) pour tout n  1.
Montrons que pour n 2 N, la suite (fk) converge au sens de la norme k  kCn (voir la
remarque 5.1.2). La suite (fk) est de Cauchy. En eﬀet, soit n 2 N fixé. Par le point (6),
pour tout i 2 N?,
kFi   Fi 1kCi 1 <
1
2i
Donc par la remarque 5.1.8,
kFi   Fi 1kCn  kFi   Fi 1kCi 1 <
1
2i
; pour tout i > n
d’où, pour i > n, fixé, et pour tout p > q > n on a :
kFp   FqkCn <
p 1X
k=q 1
1
2k
<
+1X
k=q 1
1
2k
=
1
2q 2
Ainsi, pour tout n 2 N, la suite (fk) convergente au sens de la norme k  kCn vers une
application du cercle de classe Cn par morceaux, dont les relevés sont croissants et de
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degré 1, et de nombre de rotation  (voir les conditions (1) et (2)).
Il est clair que la dérivée à gauche en 1
2
est non nulle, puisque la fonction limite coincide
avec toutes les fonctions fk à gauche de 12 (point (4)).
La suite de fonction (fk) converge uniformément, les dérivées à droite de tout ordre
de fk sont nulles, il en va de même pour la limite.
Ainsi, 1
2
est demi-critique plat pour f .
Les conditions (3) et (9) nous assurent que f n’a aucun point critique sur S1nf1
2
g.
En conclusion, par les conditions (7) et (8),f in (J0)! 0 pour i! +1
uniformément en n, et donc f i (J0)! 0 si i! +1
et par le lemme 5.2.1 f n’est pas conjuguée a une rotation.
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