Abstract. Let X = LσU be the Gelfand-Naimark decomposition of X ∈ GL n (C), where L is unit lower triangular, σ is a permutation matrix, and U is upper triangular. Call u(X) := diag U the u-component of X. We show that in a Zariski dense open subset of the ω-orbit of certain Bruhat decomposition,
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Introduction
Gelfand-Naimark decomposition asserts that each X ∈ GL n (C) can be decomposed as X = LσU , where L is unit lower triangular, σ is a permutation matrix, and U is upper triangular. Though GelfandNaimark decomposition is not unique, σ and diag U are uniquely determined by X. We denote u(X) := (u 1 (X), · · · , u n (X)) = diag U ∈ C n the u-component of X.
Suppose that X has eigenvalues λ(X) := (λ 1 (X), · · · , λ n (X)) ∈ C n with ascending moduli: |λ 1 | ≤ |λ 2 | ≤ · · · ≤ |λ n |. Let s(X) := (s 1 (X), · · · , s n (X)) ∈ R n + We view λ(X), s(X), a(X) and u(X) as diagonal matrices. Relations between those four quantities were very recently studied [5] .
Yamamoto proved [9] that Huang and Tam proved [7, Theorem 2.7] (also see [4] ) that
Here ω is a permutation obtained as follow: Let X = C −1 T C in which T = t ij ∈ GL n (C) is an upper triangular matrix with t ii = λ i (so |t 11 | ≤ · · · ≤ |t nn |). Then ω comes from the permutation matrix (also denoted by ω) in a Bruhat decomposition C = V ωU of C, for certain upper triangular matrices V and U . This result can be applied to both the Jordan decomposition and the Schur triangularization of X. Note that the Gelfand-Naimark decomposition is a variation of the Bruhat decomposition [8] .
When X has distinct eigenvalue moduli: |λ 1 | < |λ 2 | < · · · < |λ n |, consider the QR iteration: 
where ω is the same as in (1.2). Indeed, Tyrtyshnikov proved this result for GR iterations with no shifts. A detailed description on the asymptotic behavior of {X m } ∞ m=1 for the above QR iteration is given in [6, Theorem 5.1] .
The main purpose of this paper is to discuss the asymptotic behavior of |u(
may not converge. However, as we will see, the permutation ω obtained from the Bruhat decomposition of C continues to play a significant role for the asymptotic behavior of |u(X m )| 1/m . We provide some sufficient conditions for the convergence of the sequence. In particular, when X is positive definite (it has Cholesky decomposition [3] ) [7, Theorem 3 
In Section 2, we give an upper bound on the asymptotic behavior of
converges to a product of k eigenvalue moduli of X if the k-compound matrix of X has distinct eigenvalue moduli. Moreover, when C goes through a Zariski dense open subset of the ω-orbit in the Bruhat decomposition C = V ωU , the matrix X m = C −1 λ(X) m C has LU -decomposition for sufficiently large m, and
In particular, lim
in a dense open subset (in Euclidean topology) of GL n (C).
In Section 3, we use examples to illustrate the theoretical results given in Section 2. In particular, we show that when the eigenvalue moduli of the k-compound of X are not distinct for some k, lim
Obviously, u 1 (X) in the Gelfand-Naimark decomposition X = LσU is the first nonzero entry in the first column of X, and a 1 (X) in the QR decomposition X = QR is the norm of the first column of X. Therefore, |u 1 (X)| ≤ a 1 (X). Using compound matrix technique, we get the following relationship between u(X) and a(X).
Theorem 2.1. [5, Theorem 3.1] The scalars u(X) ∈ C n and a(X) ∈ R n + satisfy that
where the sign on the last equality depends on whether σ is even (+) or σ is odd (−).
Suppose that X = C −1 T C ∈ GL n (C) where T = t ij is an upper triangular matrix with t ii = λ i (so |t 11 | ≤ |t 22 | ≤ · · · ≤ |t nn |), and C has a Bruhat decomposition C = V ωU where V and U are upper triangular, and ω is a permutation matrix. By Theorem 2.1 and (1.2), we get the following result:
, and
The coefficients of X m are related to those of
We call s 0 the initial point, s k the terminal point, and |s| := k the length, of the T -path s respectively. Let S ij denote the set of all T -paths of with the initial point i and the terminal point j. Then S ij = ∅ whenever i > j, since T is upper triangular. Let T (s) := (t s 0 s 0 , · · · , t s k s k ) be the (k + 1)-tuple of the diagonal entries of T corresponding to the T -path s. Define the polynomial
the sum of all degree p monomials for the variables
for an upper triangular matrix T = t ij are given by
Proof. By direct computation,
This proves (2.3).
Formula (2.3) implies the following asymptotic result when the diagonal entries of T have strictly ascending moduli.
Theorem 2.4. Suppose that the upper triangular matrix T ∈ GL n (C) has strictly ascending moduli diagonal entries, that is,
converges to an upper triangular matrix. Precisely, t
jj /t jj m = 1 for j = 1, 2, · · · , n, and
Proof of Lemma 2.4. According to (2.3), for i < j we have
Let us discuss the asymptotic behavior of
Therefore, the following limit converges by |y 0 | < · · · < |y k |,
From (2.5) we get
This completes the proof.
The above results can be used to analyze the coefficients and the ucomponents in the Gelfand-Naimark decomposition of X m = C −1 T m C where T is an upper triangular matrix with ascending moduli diagonal entries.
Suppose that X has distinct eigenvalue moduli: |λ 1 | < |λ 2 | < · · · < |λ n |. There are many possible ways to decompose X = C −1 T C where the upper triangular matrix T has ascending moduli diagonal entries. For example, Jordan decomposition and Schur triangularization provide two different such decompositions. However, the permutation ω obtained from the Bruhat decomposition of C is uniquely determined by X. This could be seen from (1.2) and the fact that X has distinct eigenvalue moduli.
Because X has distinct eigenvalue moduli and thus is diagonalizable, it has a decomposition X = C −1 T C where T = λ(X) is an ascending moduli diagonal matrix. The equality Lemma 2.7. Suppose that Λ is a diagonal matrix with strictly ascending moduli, and ω is a permutation matrix, both in GL n (C). Let O Λ,ω denote the set of all matrices X = C −1 ΛC where C has a Bruhat decomposition C = V ωU for some upper triangular matrices V and U . Then on a Zariski dense open subset of the ω-orbit in the Bruhat decomposition of C,
Proof. The coefficient c ω(1)1 is always nonzero by the Bruhat decomposition C = V ωU . Therefore, (2.9) implies that whenever c 1ω(1) = 0, Let C k (X) denote the k-compound matrix of X ∈ GL n (C), k = 1, · · · , n. Let Q k,n denote the set of all k-subsequences of {1, 2, · · · , n}. The entries of C k (X) are of the form x α,β (α, β ∈ Q k,n ), where x α,β is the determinant of the submatrix formed by the α-rows and the β-columns of X. So C k (X) ∈ GL ( n k ) (C). The k-compound of a permutation (resp. diagonal, upper triangular, lower triangular) matrix is still a permutation (resp. diagonal, upper triangular, lower triangular) matrix. Therefore, the k-compound preserves the Gelfand-Naimark decomposition and the Bruhat decomposition.
Assume that the k-compound of X has distinct eigenvalue moduli for every k. In other words, i∈α |λ i (X)| for all α ∈ Q k,n are mutually distinct. Then Lemma 2.6 and Lemma 2.7 can be extended to a product of u i (X) by the compound matrix technique.
Theorem 2.8. Suppose that the k-compound of X ∈ GL n (C) has distinct eigenvalue moduli for every k = 1, · · · , n. Then X m has LU decomposition when m is sufficiently large, and
Proof. Suppose that X = C −1 λ(X)C. Let X(k|k) be the submatrix formed by the first k rows and the first k columns of X. By direct computation on
where m α are constants related to the first k-rows of C −1 and the first k-columns of C. Clearly α∈Q k,n m α = 1 by setting all λ i = 1 in (2.12). By assumption, { i∈α |λ i | | α ∈ Q k,n } are mutually distinct. There is one α k ∈ Q k,n such that m α k = 0 and i∈α k |λ i | is maximal. Formula (2.12) implies that det X m (k|k) = 0 when m is sufficiently large. Moreover,
This completes the proof. Theorem 2.10. Suppose that Λ = diag (λ 1 , · · · , λ n ) ∈ GL n (C) is a diagonal matrix with strictly ascending moduli, and the elements in { i∈α |λ i | | α ∈ Q k,n } are mutually distinct for every k = 1, 2, · · · , n. Suppose that ω ∈ GL n (C) is a permutation matrix. Let O Λ,ω denote the set of all matrices X = C −1 ΛC where C has a Bruhat decomposition C = V ωU for some upper triangular matrices V and U . Then on a Zariski dense open subset of the ω-orbit in the Bruhat decomposition of C,
Proof. The proof is done by applying Lemma 2.7 to the k-compound matrices of X for k = 1, · · · , n, and using the fact that the intersection of finitely many Zariski dense open subsets is still a Zariski dense open subset. Note that the diagonal entry moduli of C k (Λ) may not be in strictly ascending order. However, [7, Lemma 2.10] shows that: there exists a permutation matrix P ∈ GL ( n k ) (C) such that the diagonal of P −1 C k (Λ)P is in ascending moduli order, and P −1 C k (V )P is still upper triangular for every upper triangular matrix V ∈ GL n (C). Then
where P −1 C k (C) has a Bruhat decomposition
This leads to the proof of Theorem 2.10.
Examples
Let X ∈ GL n (C) such that the k-compound of X has distinct eigenvalue moduli for k = 1, · · · , n. By Theorem 2. Example 3.1. Consider the following two situations:
and T := 1 1 0 2 . Then ω = 0 1 1 0 for a Bruhat decomposition C = V ωU of C. We have
It turns out that
and T := 1 1 0 2 . Then ω = 0 1 1 0 for a Bruhat decomposition C = V ωU of C. We have It is clear that X m has LU decomposition and
is not an eigenvalue of X.
The next example shows that: if the k-compound of X has no distinct eigenvalue moduli for certain k, then lim m→∞ |u i (X m )| 1/m may not exist. A lemma is needed to illustrate the example. Lemma 3.2. For every t ∈ (0, 1), there exists an irrational number α ∈ R \ Q and two positive integer sequences
m k is divisible by k, and
Proof. First we use induction to construct α ∈ R, (1) and (2). Then we show that α must be irrational.
Denote m 1 = p 1 = 1 and I 1 := (1 + 1/4, 1 + 1/4 + t). Suppose that m k , p k ∈ Z + , and
are well-defined. Then there exists a sufficiently large m k+1 ∈ Z + and a suitable p k+1 ∈ Z + such that k + 1 divides m k+1 and the closure of
is contained in I k . By induction we obtain and m b is an integer multiple of b. This contradicts to (3.1). Thus α ∈ R \ Q and we are done. 
