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Abstract
If we distribute nodes homogeneously in an hyperbolic plane and connect each possible pair of nodes with
a probability that depends on the hyperbolic distance among them, heterogeneous degree distributions and
strong clustering emerge naturally. Both metrics are key properties observed in real complex networks but are
rarely seen together in standard network models. Our model considers edges in a network as noninteracting
fermions whose energies are equal to the hyperbolic distances between nodes. This interpretation allows us
to use statistical mechanics methods, like the Metropolis Hastings algorithm, in order to perform numerical
simulations and to get precise measurements of the network properties. In this master thesis, we focus on
the study of clustering, which undergoes a phase transition at a certain critical temperature. We develop an
analytical framework to obtain the critical exponents of this phase transition and compare them with numerical
simulations. Finally, we check whether the Finite Size Scaling (FSS) assumption holds in this case or not.
1 Introduction
Many real complex networks show heterogeneous
degree (number of neighbours of a node) distributions.
This heterogeneity is usually modelled by power laws,
of the form ρ(k) ∼ k−γ , often truncated (Newman,
2010). These networks also exhibit strong clustering,
i.e., high concentration of triangular subgraphs. Both
features are critically important in a wide range of
dynamical processes taking place on top of networks,
from epidemic spreading to diffusion of information or
opinion formation (Barrat et al., 2008).
One such process is unsupervised navigability in
networks, typically communication networks like the
Internet. In this case, packets of information sent out
from, let us say, our computer in Barcelona to our com-
puter’s friend in San Diego, must find its way through
the complex maze, hoping from router to router, until
its final destination is reached. When each node has
full knowledge of the global connectivity of the net-
work, finding short communication paths is merely a
matter of distributed computation. However in many
real networks, such global knowledge is unattainable.
Nevertheless, the particular structural character-
istic of many complex networks support efficient com-
munication even without the global knowledge of the
network. The mechanism that these networks use re-
lies on a hidden metric abstraction (Bogun˜a´ et al.,
2008). In this abstraction the nodes of a network are
embedded in a metric space, where distances in this
space represent intrinsic similarities which are then
used to navigate the network. In this way connec-
Figure 1: One of the Escher’s view of the hyperbolic
plane. Angels and demons of the same size are dis-
tributed homogeneously on a hyperbolic plane –in the
Poincare´ representation. Their exponentially increas-
ing number illustrates the exponential expansion of the
hyperbolic space.
tions among similar (close) nodes are preferred over
long range connections. In (Krioukov et al., 2010) it
is shown that this hidden metric space that may un-
derlay these networks is de facto hyperbolic.
The main metric property of hyperbolic geome-
try is the exponential expansion of space. For exam-
ple, in the hyperbolic plane i.e., the two dimensional
space of constant curvature −1, the length of a circle
and the area of a disk of radius R are 2pi sinhR and
2pi(coshR− 1), both growing exponentially ∼ eR. For
this reason, the hyperbolic plane cannot be isometri-
cally embedded in Euclidean geometry (as it is done
with spherical geometry) and we are forced to rely on
non-isometric representations.
One of the most famous is the Poincare´ represen-
tation depicted in Fig. 1. In this model, the boundary
of the disk is not a part of the hyperbolic plane, but
represents the infinity. In this representation, geodesic
lines are arcs of Euclidean circles intersecting perpen-
dicularly the boundary. In this figure, all the angels
and demons are of the same hyperbolic size whereas
the sizes of their Euclidean representation decrease ex-
ponentially as a function of the distance from the cen-
ter, while their number increases exponentially.
Hyperbolic geometry has recently become impor-
tant in the context of complex networks as a plausible
explanation of the topological properties observed in
many real complex networks (Krioukov et al., 2010;
Bogun˜a´ et al., 2010). In Fig. 2, we observe a net-
work generated in a hyperbolic plane with nodes dis-
tributed homogeneously. Nodes are connected using
the Fermi-Dirac function, where the distance between
nodes plays de role of the energy. Networks obtained
in this way, as real complex networks, have degree dis-
tributions following power laws and, simultaneously,
show high levels of clustering. This model stands out
from other models in its ability to control indepen-
dently the exponent of the degree distribution and the
level of clustering. Besides, it has proven extremely
accurate in describing the community structure of the
Internet and metabolic networks (Bogun˜a´ et al., 2010;
Serrano et al., 2011).
As shown in (Bogun˜a´ et al., 2008), clustering is
crucial for network navigability, in the sense that
highly clustered networks can sustain efficient naviga-
bility in the thermodynamic limit whereas unclustered
networks cannot. Our work presented here is a deep
study of the clustering’s features resulting from this
model.
2 Clustering in graphs
The concept of clustering (Barrat et al., 2008)
refers to the tendency observed in many natural com-
plex networks to form cliques (subgraphs fully con-
nected) in the neighbourhood of a given vertex. The
clustering of an undirected graph can be quantitatively
measured by means of the clustering coefficient which
measures the local group cohesiveness. Given a vertex
i, its clustering coefficient Ci is defined as the ratio of
the number of links between the neighbours of i and
the maximum number of such links. If the node i has
ki neighbours and if these nodes have ei edges between
them, we have
Ci =
2ei
ki(ki − 1)
. (1)
Figure 2: A network generated by our model with
N=1000 nodes, power law exponent γ = 2.9, average
degree 〈k〉 = 5, embedded in the hyperbolic disk of
curvature K = −1, radius R = 13.43 and temperature
T = 0.3.
Hence, this coefficient can also be interpreted as the
probability that two neighbours of node i chosen at
random are mutually connected.
It is worth remarking that the measure of cluster-
ing only has a meaning for nodes with degree ki > 1.
For ki ≤ 1 we define Ci = 0. Here, we use the cluster-
ing coefficient averaged over all nodes with ki > 1 (N
′)
instead of all nodes (N). Then, the average clustering
coefficient of the entire graph is simply given by
C¯ =
1
N ′
∑
i,ki>1
Ci. (2)
Sometimes, it is interesting to average the cluster-
ing coefficient over all nodes sharing a certain prop-
erty, for instance, the degree. Hence, the clustering
coefficient of nodes of degree k is given by
C¯(k) =
1
Nk
∑
i,ki=k
Ci (3)
where Nk is the number of nodes with degree k. The
degree distribution is therefore P (k) = Nk/N . We can
recover the clustering coefficient of the whole graph
just by summing up over all degree classes
C¯ =
1
1− P (0)− P (1)
∑
k
P (k)C¯(k), (4)
where the normalization factor 1 − P (0) − P (1) dis-
counts nodes of degrees zero and one.
3 The model
Our model generates networks as follows.
• First, N nodes are distributed on disk of radius R
of the hyperbolic plane such that each node has
polar coordinates (r, θ). The angular distribution
is homogeneous whereas the radial distribution is
quasi-uniform, that is,
ρ(r) = α
sinhαr
coshαR− sinhαrc
. (5)
When α = 1, this radial distribution yield a
truly uniform distribution of points in hyperbolic
geometry since, in this case, Eq. (5) is propor-
tional to the volume element of the hyperbolic
plane. Parameter rc accounts for a finite size cor-
rection and it is computed as the radius below
which one expects to find only one node, that is,
N
∫ rc
0 ρ(r)dr ∼ 1.
• Second, each pair of nodes is connected with prob-
ability
F (r, θ, r′, θ′) =
1
1 + e
1
2T
(xij−R)
, (6)
where xij is the hyperbolic distance between the
nodes i and j that can be computed using the
hyperbolic law of the cosines,
coshxij = cosh ri cosh rj − sinh ri sinh rj cos∆θ,
(7)
and ∆θ is the angular separation between the two
nodes.
With this prescription, the model generates scale-free
networks with exponent γ = 2α+ 1 and finite cluster-
ing in the thermodynamic limit.
The probability function used to connect the
nodes, Eq. (6), is nothing but the Fermi-Dirac distri-
bution. This particular choice provides us with the
possibility to give a statistical-mechanic interpreta-
tion of the resulting network ensemble. By looking at
Eq. (6), we see that each potential connection between
two nodes can now be interpreted as a state of en-
ergy equal to its hyperbolic distance xij . Hence, links
in this model are treated as non-interacting fermions
occupying the different energy states. This analogy
has its root in the facts that i) we consider only sim-
ple graph (without multiple connections or self-loops)
and ii) links are intrinsically indistinguishable entities.
This interpretation also allows us to use all the tools
and techniques of statistical mechanics. In this master
thesis, we apply the Montecarlo-Hastings algorithm in
order to get accurate measurements of the network en-
semble.
In this scheme, the radius of the circle R is inter-
preted as the chemical potential. Another parameter
introduced in Eq. (6) is the temperature T . As we
shall see later, temperature controls clustering in the
network. Interestingly, there exists a phase transition
at Tc = 1 between a highly clustered (navigable) phase
and an unclustered (non-navigable) phase. One of the
main goals of this project is the analysis and charac-
terization of this phase transition.
3.1 The S1 model
In (Krioukov et al., 2010), it is shown that the
model described above is completely equivalent –in
the sense of generating the same network topologies–
to the S1 model. In this case, node’s degrees are in-
troduced ad hoc instead of being the outcome of the
negative curvature of the hyperbolic plane. The two
models become equivalent as soon as a proper map-
ping is done between the radial coordinate of a given
node and its degree, while keeping the same angular
coordinate. The advantage of using the S1 over the
original model is that the analytical calculations be-
come easier.
The S1 model generates networks as follows (Ser-
rano et al., 2008). First, N nodes are placed, uni-
formly distributed, on the perimeter of a circle of ra-
dius N/(2pi), so that the node density on the circle is
fixed to 1. Then each node is assigned its expected
degree, which is a random variable κ drawn from the
continuous power law distribution
ρ(κ) = κγ−10 (γ − 1)κ
−γ , κ ≥ κ0, (8)
where γ > 2 is the target degree distribution exponent
and κ0 is the minimum expected degree. Finally, each
pair of nodes with expected degrees (κ, κ′) and angular
coordinates (θ, θ′) located at a distance d = N∆θ/(2pi)
over the circle (∆θ = pi − |pi − |θ − θ′||) is connected
with probability
F (κ, θ, κ′, θ′) =
1
1 + (R∆θµκκ′ )
σ
, (9)
where σ = 1/T is the inverse of the temperature and
µ is a parameter related to the average degree. This
model produces the same networks than the generated
in a hyperbolic plane by our model if we just do the
following change of variables (Krioukov et al., 2010)
κ = κ0e
(R−r)/2. (10)
4 Theoretical analysis
In the S1 model each node has a hidden variable
(HV) indicating its position in the circle and its ex-
pected degree ~h = (κ, θ)1. Once the distribution of
HVs, Eq. (8), and the probability to connect two nodes
with HVs h and h′, Eq. (9), are known, the analytical
expression for the clustering coefficient of a node with
HV h can be found as (Bogun˜a´ & Pastor-Satorras,
2003)
C¯(h) =
∫ ∫
p(h′|h)F (h′, h′′)p(h′′|h)dh′dh′′, (11)
where p(h′|h) is the probability that a node with HV
h is connected to a node with HV h′ and is given by
p(h′|h) =
Nρ(h′)F (h, h′)
k¯(h)
, (12)
1Although the HV is in this case a vector, from now on we
will omit the vector sign in order to make the notation easier
where k¯(h) is the average degree of nodes with HV h
k¯(h) = N
∫
ρ(h′)F (h, h′)dh′. (13)
This expression enables us to calculate the analytical
expression of the clustering to see whether there exists
any phase transition or not and, if so, to get the crit-
ical exponents. If we substitute Eqs. (8) and (9) into
Eq. (13) and we make the integrals we get
k¯(κ, 0) =
2piµδ
σ sin
pi
σ
〈κ〉κ+
(2µδ)σ
1− σ
〈κσ〉N1−σκσ+O(N1−2σ).
(14)
Notice that, due to the homogeneity of the circle,
without loss of generality, we compute local proper-
ties for nodes with angular coordinate θ = 0. In the
thermodynamic limit (large N), we have two different
regimes: When σ > 1 the first term dominates and
when σ < 1 the important term is the second one.
This fact already suggests that there might be a phase
transition at σc = 1/Tc = 1.
If we substitute Eq. (14) into Eq. (12) and this one
into Eq. (11), we get
C¯(κ, 0) =
[
N
2pik¯(κ, 0)
]2 ∫ ∞
κ0
dκ′ρ(κ′)
∫ ∞
κ0
dκ′′ρ(κ′′)
∫ 2pi
0
∫ 2pi
0
dθ′dθ′′
1
1 +
[
Rθ′
µκκ′
]σ 1
1 +
[
R∆θ
µκ′κ′′
]σ 1
1 +
[
Rθ′′
µκκ′′
]σ ,
(15)
where ∆θ = pi − |pi − |θ′ − θ′′||. We solve this
equation in the two regimes σ > 1 and σ < 1 sepa-
rately. For σ < 1, we were able to do the following
approximations in the angular integral
1
1 + xσ
∼
1
xσ
(16)
so it can now be integrated. The result we obtained is
C¯ ∼
〈κ2σ〉2
N
. (17)
We studied the behaviour of 〈κ2σ〉 that depends on σ
and we got the following behaviours
σ <
γ − 1
2
⇒ C¯ ∼ N−1
γ − 1
2
< σ < 1⇒ C¯ ∼ N
4σ
γ−1
−3.
(18)
For σ > 1, it can be proved that the angular integral
(I) is constant in the thermodynamic limit and the
clustering behaves as
C¯(κ, 0) =
(
σ sin piσ
pi
)2
I. (19)
We then see that the network clustering undergoes a
truly phase transition between a clustered (σ > 1) and
unclustered (σ ≤ 1) phases. Since we are interested in
the critical exponents we perform the limits for σ →
1± and we got the following behaviours:
C¯ ∼


N
4
γ−1
−3 σ ≤ 1
(1− σ)2 σ > 1
(20)
We can then conclude that the critical exponent is
β = 2 and that clustering scales with the size of the
system with an exponent β/ν = 3− 4γ−1 .
5 Simulations
In this section, we perform extensive numerical
simulations to check the validity of the results found
in the previous sections. We generate a network fol-
lowing our model (see Fig.2) of size N , exponent γ,
average degree 〈k〉, and an initial temperature T0. Be-
fore generating the network, we have to calculate the
radius of the circle where we embed the network. In
order to do so, we integrate Eq. (13) over h and we
obtain
〈k〉 =
N
pi
(
α
cosh(αR)− cosh(αrc)
)2 ∫ R
rc
sinh(αr)dr
∫ R
rc
sinh(αr′)dr′
∫ pi
0
1
1 + e
1
2T
(xij−R)
. (21)
Then we isolate the radius R using Wolfram Math-
ematica. We fixed the average degree to 5 in all sim-
ulations. Once we have the network created we could
measure the resulting clustering coefficient and then
average it over different networks. Generate a network
is an expensive computational task though, because in
order to connect the nodes we have to visit each pair
of nodes. So the computational time grows as ∼ N2.
Instead, we take advantage of the physical interpreta-
tion that the model gives to the links and we apply a
Metropolis-Hastings algorithm on our networks. Here,
links are treated as non-interacting fermions with en-
ergies equal to the hyperbolic distances between the
two nodes they connect. Nevertheless, we perform
the simulations in the canonical ensemble instead of
the grand canonical. Thus, a Montecarlo step consists
on removing a link chosen at random and connecting
two other non-connected nodes chosen also at random.
The change is accepted if decreases the energy of the
network and accepted with probability e−∆E/2T oth-
erwise.
After a number of Montecarlo steps equal to the
total number of links, we take a measure of the energy
and clustering coefficient of the network. We then take
the mean of the measurements using the Jack Knife al-
gorithm. At this point, we increase the temperature
and repeat the same procedure to get a measurement
of the clustering at the new temperature. We have to
point out that every time we change the temperature
we also have to change the radius of the disk R using
the Eq. (21). Once we change R, we change the ra-
dial coordinate of nodes so that the radial distribution
follows Eq. (5) but with the new value of R. After in-
creasing the temperature we wait sufficient Montecarlo
steps in order to reach the equilibrium state before
taking new measurements. In this way, we are able
to obtain a large amount of measurements with just
one network generated and for different temperatures,
saving a lot of computational time. Simulations are
performed for sizes ranging from N = 103 to N = 105,
values of γ ∈ [2.5, 2.9], and for a range of temperatures
of T ∈ [0.1, 1.4].
6 Results
In Fig. 3, we show the evolution of the clustering as
we increase the temperature for a network of 104 nodes
for different values of γ. Here, we can clearly see that
the clustering is high below T = 1 and goes to zero
for higher temperatures. Hence, our simulations show
that clustering undergoes a phase transition at a tem-
perature around T = 1, as we predicted analytically.
This phase transition, found both analytically and
in our simulations, introduces the concept of hot and
cold networks. As we have said before, the energy of
links corresponds to the hyperbolic distance between
connected nodes. In a cold network, the states of high
energy (long distances) are not occupied, so two nodes
will be connected only if they are close in the hyper-
bolic plane. Besides, due to the triangle inequality,
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Figure 3: The clustering coefficient as function of the
temperature for a network with 104 nodes and different
values of γ obtained in the simulations.
their neighbours will also be close and connected with
high probability forming, therefore, a triangular sub-
graph and increasing the clustering coefficient. In a
hot network, high energy states are now occupied in
such a way that far away nodes can be connected and
the hyperbolic distance is not an important magni-
tude. Thus the network is similar to a random network
and the clustering goes to zero.
We perform simulations for different network sizes
in order to see how the phase transition scales with
the size of the network. The result is shown in Fig. 4.
In this figure, we clearly see that, as we increase the
size of the system, the curve approaches a constant
value for T < 1 whereas it decreases rapidly for β > 1.
To rationalize this behaviour, we apply the Finite Size
Scaling (FSS) assumption to our results. If we are in
front of a truly continuous phase transition, according
to the FSS hypothesis, clustering should scale with the
size of the system as
C¯ = N−β/νF [(T − Tc)N
1/ν ]. (22)
where F [x] is a scaling function that behaves as F [x] ∼
contstant when x  1 and F [x] ∼ xβ when x  1.
Figure 5 shows the collapse obtained for networks with
γ = 2.9 confirming that the FSS assumption holds in
our case. However we obtained the critical exponents
for the 4 values of γ that we used. If we take the mean
of the exponent ν obtained from the different collapses
we obtain the following exponent
ν = 6.0± 0.4, (23)
while the theoretical value is ν = 2.24. The exponent
β/ν, as expected, depends on γ and the results are
shown in table 1.
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Figure 4: The clustering coefficient as function of the
temperature for networks of different sizes for a γ = 2.9
obtained in one simulation.
γ β/ν β/νtheoretical
2, 5 0, 17± 0.01 0, 33
2, 6 0, 18± 0.01 0, 50
2, 7 0, 19± 0.01 0, 65
2, 9 0, 2± 0.01 0, 90
Table 1: The exponents β/ν obtained from the col-
lapses of the curves for the clustering versus the tem-
perature obtained in the simulations using the FSS
compared with the theoretical ones.
If we compare both results we clearly see that they
do not match. Looking to the other results and curves
that we obtained from the simulation we assume that
the error that we have done is in our theoretical anal-
ysis. In future work we will revised the simplifications
that we apply in order to be able to integrate some
parts to find the correct critical exponents.
7 Conclusions
In our opinion, the most appealing result of our
work is the physical interpretation of our model as
an ensemble of non-interacting fermions. This con-
nection has allowed us to introduce key concepts like
link energy and temperature. We have seen that the
temperature is a parameter that controls the cluster-
ing whereas the radius of the disk is interpreted as
the chemical potential, fixing the average degree. The
appearance of all the key features of real complex net-
works and the possibility to control them all indepen-
dently is rarely seen in other standard network models.
In this work, we have focused on the clustering of
networks generated by our model. The first result we
have obtained, both analytically and with numerical
simulations, is that clustering depends exclusively on
the temperature and that it undergoes a phase tran-
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Figure 5: The clustering coefficient as function of the
temperature for networks of different sizes for a γ = 2.9
obtained in one simulation rescaled using the critical
exponents.
sition at temperature Tc = 1. This fact allows us
to introduce the concept of hot and colds networks.
Because the complex networks are characterized by a
high clustering, complex networks are understood as
cold networks.
Finally, using the FSS assumption, we have found
the critical exponents of the transition. It is remark-
able that FSS is fulfilled very accurately in our case.
However, the critical exponents obtained with this
method do not agree with the theoretical predictions.
Future work will be focused on revising and improv-
ing some of the simplifications that are done in the
theoretical analysis. Despite this discrepancy, all the
other achievements encourage us to keep working in
this direction.
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