Abstract
INTRODUCTION
This study employs Bayesian belief networks for solving the problem of contaminant source identification. The method provides an estimate of the likelihoods of the injection location and its propagation throughout the system. Previous studies for solving this problem used various approaches: Shang et al. (2002) suggested an input-output model which provides information about the relationships between water quality at input and output locations by tracking water parcels, and moving them simultaneously along their paths; Laird at al. (2005) presented an origin tracking algorithm for solving the inverse problem of contamination source identification based on a nonlinear programming framework; Preis and Ostfeld (2006) introduced a hybrid approach for contamination source identification in water distribution systems using a coupled model trees -linear programming scheme; Laird et al. (2006) addressed the non-uniqueness difficulty of the outcome of the nonlinear model of Laird et al. (2005) by incorporating a mixed-integer quadratic program to refine the solutions provided by the nonlinear formulation; Ostfeld (2007, 2008) , and Zechman and Ranjithan (2009) suggested a genetic algorithm (Holland, 1975) framework for contamination source detection.
of the model is composed of three stages: 1) Qualitative stage -defining the variables of interest and the relationships between them in the form of a graph. 2) Quantitative stage -specifying conditional probability distributions of each node given its direct parents in the graph. 3) Probabilistic stagedefining joint distributions on the variables in the model and relating the form of the joint distributions to the structure of the graph.
In the first step, a fully detailed water distribution system is represented using a reduced model. In the reduced network model hydraulic elements are grouped together forming clusters and the connections between the clusters are established such that the reduced model can be topologically sorted (i.e., having no sequence of directed edges which returns to its starting node). In the second step, the conditional probabilities are estimated by simulating contamination events over possible combinations of locations and contamination event characteristics given that a contamination event has occurred. In the final step, the prior probabilities are updated to posterior probabilities that reflect latest information. The three stages are further detailed in the next subsequent sections.
Network Clustering
Water distribution system (WDS) can be represented as a directed graph based on extended period hydraulic simulations. Generally, WDS are looped and subjected to dynamic loading conditions causing flow direction in links to reverse. A valid Bayesian network (BN) can not contain closed loops, hence to construct a legal BN representation the WDS needs to be mapped into acyclic graph representation.
The full distribution system can be represented using a reduced model using a clustering algorithm previously developed by the authors (Perelman and Ostfeld, 2010) . The main idea is to join nodes together into a single meta-node based on their strong or weak connectivity. The result is a partition of the network into strongly and weakly connected clusters connected by links in which flow cannot reverse. Hence cluster graph does not contain directed loops (although it may contain undirected loops) forming an acyclic graph. The basic algorithm for network clustering is described next.
Network Clustering Main algorithm
1. Map WDS -The distribution system is mapped to a directed graph with the nodes representing the consumers, sources, and tanks; and the edges the connecting pipes, pumps, and valves. The interaction between network elements is described solely by the direction of the flow in network links during the specified period of time.
2. Identify strongly connected components (SCC) -a directed subgraph is strongly connected if at least one directed path exists between every pair of nodes of that component (i.e. flow direction in links of that components can reverse). The Depth First Search (DFS) algorithm is utilized to find all sets of nodes which are strongly connected and classify them into unique SCC. All complementary nodes, which are not strongly connected, are weakly connected. The next step is to classify them into weakly connected components.
3. Identify weakly connected components (WCC) -a directed subgraph is weakly connected if its underlying undirected graph is connected. Weakly connected component (WCC) can comprise of acyclic looped subgraphs and/or tree components (i.e. flow directions in links are constant and cannot reverse). The Breadth First Search (BFS) algorithm is executed to partition all weakly connected nodes into WCC. The BFS is executed several times each time beginning at a different starting point -reservoirs, tanks, source nodes, and SCC border nodes, until all remaining nodes of the network are explored.
4. Formalize cluster structure -On the completion of the previous two steps, all nodes of the network are grouped into SCC or WCC forming independent clusters. The clusters are connected by edges in which flow direction is, by definition, known and constant. As a result, a new network topology can be formulated, representing the clusters and their connecting links. Network cluster structure is the input for the BN with the clusters defining the variables and the links -the relationship between them.
Bayesian Network
Bayesian networks are probabilistic graphical models used for analyzing problems involving uncertainty. The nodes represent random variables and the edges represent the probabilistic dependencies among the variables. A directed edge from node i to node j indicates a statistical dependence the corresponding variables. In other words, the value at j (child) depends the value at i (parent), or j influences i. A BN is conditionally independent directed acyclic graph (DAG), i.e., each variable is conditionally independent of its non descendents in the graph given the state of its parents. The structure of the acyclic graph guarantees that no node can be its own ancestor or its own descendent. The parameters are described by conditional probability distribution (CPD) or conditional probability tables (CPT) (in case of discrete variables) at each node depending only on its parents. The joint distribution of a collection of variables can be determined by these local conditional probability tables.
In this work, a BN framework is applied to estimate the source and propagation of a contaminant in the system. Based on the cluster structure of the network from the previous stage, the BN layout can be represented by the pair V, E -set on vertices (network clusters) and a set of directed edges joining the vertices (cluster connecting links). Figure 1 shows a simple BN with clusters constituting the variables and their required CPT. Once observations regarding a constituent were recorded probability of the source of the contamination can be determined by these local conditional probability tables. ( ) ( ) ( )
where ( ) P R s is the probability of R given s is true (the probability of cluster R identifying a contaminant giving it was injected at location s), ( ) P s is the prior probability of s (the probability of injecting a contaminant at location s), and ( ) P R s ∩ is the mutual probability of R and s (the probability of a contaminant identified in cluster R and injected in s). Estimation of these probabilities can be done through simulation. A single contamination event is simulated by injecting a pollutant at some node of the system with a given event characteristics (e.g., mass, duration, frequency, reaction order, etc). The desired probabilities can be evaluated based on multiple sampling of the events. The assessment of all probability tables can be quite exhausting even for small networks as each vertex contains the probabilities how it depends on all possible combinations of parental values. The problem size can be diminished by exploiting the properties of the cluster structure formed in the previous stage and the calculation of the probabilities can be performed according to:
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where #s Parents(s) ∩ is the number of contamination events initiated in cluster s and #R s Parents(s) ∩ ∩ is the number of events detected in R and initiated in s.
The parents of cluster s are determined based on the cluster structure. The probability calculations coincide with the assumption of a single source of injection. The probabilities are calculated for the clusters and no assumptions are made about sensors locations.
Probabilistic Inference
Given the BN the joint distribution of a collection of variables can be determined by the local conditional probability tables. Some efficient algorithms exist to solve the exact inference problem in restricted classes of networks such as variable elimination and junction tree. For general networks a variety of Monte Carlo approximate inference methods exist which improve the estimates as sampling proceeds such as Gibbs sampling and likelihood weighting. In this work, Netica software for working with belief networks was used for probabilistic inference. Exact probabilistic inference is possible using a general propagation procedure. The original graphical model is transformed to a junction tree for efficient computation. A full description of the inference algorithms used by Netica can be found in Spiegelhalter D. A. et al (1993) .
Applications

Network 1
The proposed methodology in first demonstrated on EPANET example 1 (Rossman, 2000) . The system consists of 9 nodes, 12 pipes, one source, one storage tank, and one pumping unit. It is subjected to variable loading conditions during 24 hours of simulation. The system layout, all flow direction during the simulation, and its cluster structure are shown in Figure 2A -C. Figure 2B shows the cycles formatted in the graph due to reversal of flow in some of the links. The adjacent nodes are grouped together into strongly connected clusters and the remaining of the nodes into weakly connected clusters. The result is five clusters connected by links in which flow does not reverse, thus forming an acyclic graph.
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Next, all possible contamination events were sampled with a contaminant injected at each of the 9 nodes every 5 minutes for 5 minutes during 24 hr simulation period (9x60/5x24=2592). The probabilities of nodal variables were calculated based on the sampled events according to Eq.1. Table 1 lists the CPT for node C. For example, in this small network there is no need to estimate probabilities of ( ) P C e , because cluster E is located downstream of cluster C (i.e., ( ) P C e 0 = and ( ) P C e 1 = ). Table 1 shows that based on the sampled events, 86.2% of the events injected at cluster A reach cluster C and 48.1% injected at cluster D reach cluster C.
Next, for any observation from the network it is possible to find the areas which are likely to be the source of contamination. Table 2 lists the possible sources of contamination and their corresponding probabilities calculated using Netica for two theoretical observations: a) a contaminant detected in cluster D and b) a contaminant detected at cluster D but not detected in cluster E. It can be seen that in the first case, cluster A, B, and D can be the sources of contamination. In the second case, cluster A is the most probably area of contamination since the contaminant did not reach cluster E. 
Network 2
The proposed method was further applied to a larger network adapted from the Battle of the water sensors network 1 (BWSN1) . The system consists of 126 nodes, 168 pipes, one constant head source, two tanks, two pumps, and eight valves; and it is subjected to a varying demand pattern. The complete data and EPANET input file are available at CWS Benchmarks (2001). The system layout and its nodal classification to clusters are shown in Figure 4 . The system is partitioned into 8 clusters (3 strongly connected (SC) and 5 weakly connected (WC)). Network cluster structure is demonstrated in Figure 5 . The next step is to assess the conditional probabilities for all BN variable nodes. Probability assessment is simulation based, therefore is not unique and depends on the sampling procedure. The sampling procedure is defined by the characteristics of: a) sampling technique -complete enumeration, crude Monte Carlo (CMC), Importance Sampling (IS), etc., and b) contamination event -frequency, duration, and strength of the injection and type of the contaminant. Next, conditional probabilities were evaluated and compared for deferent sampling procedures -full enumeration, CMC, and type of the constituent (first order reaction rate and injection duration).
Full enumeration
All 36,288 possible contamination events were sampled with a conservative contaminant injected at each of the 126 nodes every 5 minutes for 2 hrs during 24 hr simulation period (126x60/5x24=36,288). The probabilities of nodal variables were again calculated based on all sampled events according to Eq.1. Table 3 lists the calculated conditional probabilities for all clusters. Each element in the table represents the probability of a contaminant to be detected in the column cluster given the source of injection was in the row cluster. For example, 59.048% of contamination events initiated in cluster sc2 arrive at cluster sc3, whereas 95.772% arrive at cluster wc5. 
Monte Carlo sampling
The conditional probabilities were evaluated based on partial sampling using crude Monte Carlo. 5% of the entire sample space was sampled using CMC with an equal probability of location and timing of the injection. The remaining attributes of the events remained the same with injection frequency of 5 minutes for 2 hrs during 24 hr simulation period with a total 1814 (0.05x126x60/5x24=1814) sampled events. Several CMC runs were performed, an example of the resulting probabilities is shown in Table 4 . The results showed mostly relative error of up to 10%. From the attained results it can be seen that partial sampling is capable of estimating the conditional probabilities with relatively small error requiring only 5% of computational effort versus full enumeration.
Injection Duration
Next, the duration of the event was altered and reduced to 5 minutes instead of 2 hours. Again, several CMC runs were conducted with 5% sampling size. An example of the calculated probabilities is shown in Table 5 . 
Reaction rate
Finally, the type of the constituent was modified from a conservative contaminant (i.e. zero order reaction rates) to a first order reaction rate. The calculated probabilities from a representative CMC sampling are listed in Table 6 . 
CONCLUSIONS
This work suggested a Bayesian belief network approach for contaminant source detection using aggregation and clustering. The methodology provides an estimate of the likelihood of contaminant source locations and their propagation. Current work concentrated on exploring the potential of the method on small test problems. To expand for more complex systems improved clustering and efficient estimations of the Bayesian belief network probability distributions (e.g., using rare events sampling) should be further investigated.
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