Abstract. We study the structure of differential equations of one-dimensional dispersive flows into compact Riemann surfaces. These equations geometrically generalize two-sphere valued systems modeling the motion of vortex filament. We define a generalized Hasimoto transform by constructing a good moving frame, and reduce the equation with values in the induced bundle to a complex valued equation which is easy to handle. We also discuss the relationship between our reduction and the theory of linear dispersive partial differential equations.
Introduction
We study the structure of dispersive partial differential equations of the form
where N is a Riemann surface with an almost complex structure J and a hermitian metric g, a, b, c ∈ R are constants, u = u(t, x) is an N -valued unknown function of (t, x) ∈ R × R, u t (t, x) = du (t,x) ((∂/∂t) (t,x) ), u x (t, x) = du (t,x) ((∂/∂x) (t,x) ), du (t,x) : T (t,x) R 2 → T u(t,x) N is the differential of the mapping u at (t, x), ∇ x is the covariant derivative with respect to x along the mapping u, and J u and g u denote the almost complex structure and the metric at u ∈ N respectively. Recall that an almost complex structure J on N is a bundle automorphism of the tangent bundle T N satisfying J 2 = −I. Note that (1) and (2) are equations for vector fields along the mapping u.
In mathematics, a non-Kowalewskian-type evolution equation is said to be "dispersive" if its initial value problem is (expected to be) well-posed in both directions of the past and the future. See [10, Lecture VII] . Loosely speaking, in classical mechanics, a linear evolution equation with constant coefficients is called "dispersive" if the propagation speed of its plane wave solutions changes in proportion to the size of frequency. Typical examples of dispersive partial differential equations are the Schrödinger evolution equation of free particle v t + iv xx = 0, i = √ −1 and the Korteweg-de Vries equation v t + v xxx − 6vv x = 0. We call the solution of (1) or (2) a dispersive flow. In particular, when a = b = 0, the solution of (1) is called a one-dimensional Schrödinger map.
Dispersive flows arise in classical mechanics: the motion of vortex filament, the Heisenberg ferromagnetic spin chain and etc. See [3, 4, 5, 6, 7, 16] and references therein. Solutions to such equations in classical mechanics are valued in two-dimensional unit sphere. The equation (1) is the geometric generalization of equations proposed by Fukumoto and Miyazaki in [5] , and (2) is the geometric generalization of equations formulated by Fukumoto in [4] . See Section 2 for details.
The replacement of the sphere as a target by a more general Riemannian manifold is one of the ways to study these physical models with some geometric structures like (1) or (2) . In fact, there has been many geometric analyses on the relationship between the good structure of (1) or (2) and the geometry of N , where N is a compact Riemann surface, or more generally, a compact Kähler manifold. See, e.g., [1, 8, 9, 13] and [14] .
Especially, the equation of Schrödinger map geometrically generalizes an equation proposed by Da Rios in [3] . In [1] Chang, Shatah and Uhlenbeck studied the structure of (1) with a = b = 0. They constructed a moving frame of the induced bundle u −1 T N , and reduced the equation to a simple form of complex valued semilinear partial differential equation. More precisely, if there exists u * ∈ N such that lim x→−∞ u(t, x) = u * for any t ∈ R, (1) with a = b = 0 is reduced to
where q(t, x) is a complex-valued function of (t, x) and κ(u) denotes the Gaussian curvature at u ∈ N . Their idea of this reduction came from the work of Hasimoto in [7] . Their idea is also essentially related with the basic method for one-dimensional linear Schrödinger-type evolution equations. See Section 4 for details. The purpose of this paper is to reduce the equations of dispersive flows (1) and (2) to complex valued equations by constructing a good moving frame. To state our results, we introduce Sobolev spaces H ∞ (R) and H ∞ (R; T N ) defined by
For a function space X, C(R; X) denotes the set of all X-valued continuous functions on R. Our results are the following.
Theorem 1.
Assume that the equation (1) has a solution u ∈ C(R; H ∞ (R; T N )) and that lim x→−∞ u(t, x) = u * ∈ N for any t ∈ R. Then there exists a complex-valued function q ∈ C(R; H ∞ (R)) solving
Theorem 2. Assume that the equation (2) has a solution u ∈ C(R; H ∞ (R; T N )) and that lim x→−∞ u(t, x) = u * ∈ N for any t ∈ R. Then there exists a complex-valued function q ∈ C(R; H ∞ (R)) solving
The meaning of our reductions is to see the essential structure of the equations (1) and (2) from a view point of the theory of linear partial differential operators. Using our reductions, one can easily understand whether the classical method of solving initial value problems works or not. See Section 4 for details. We remark that our reductions cannot be used as the tool of solving the initial value problem for the equations (1) and (2) . Firstly, we impose that solutions have a fixed base point u * at x = −∞, and such solutions are not physically interesting. Secondly, our reductions (4) and (5) contain functions depending on solutions u to the original equations (1) and (2), and we need to express u by q to solve (4) and (5). Our reductions can be used as the tool of solving (1) and (2) only in the case that the maps are near constant and the target is the two-sphere or a hyperbolic surface.
The plan of this article is as follows. In Section 2 we derive (1) and (2) from classical mechanical models. In Section 3 we prove Theorems 1 and 2. Finally, in Section 4 we discuss our reduction from a point of view of the theory of linear dispersive partial differential equations. Throughout this paper, as has already been used in the above equation (3), (4) and (5), the partial differentiation for R or C-valued functions is written by ∂ or the script, e.g., ∂ x f , f x .
Geometric generalization of physical models
Consider the motion of a very thin isolated vortex filament in three-dimensional incompressible unbounded perfect fluid. We denote the position of the vortex filament by X(t, x), where t is a time, and x is the arc length. Let (κ, τ ) be the curvature and the torsion and let ( X x , n, b) be the Frenet-Serret frame along the vortex filament X. In [3] Da Rios formulated the following model equation
by using the so called localized induction approximation. See also [6] . In [7] Hasimoto pointed out that (6) can be formally transformed into the cubic nonlinear Schrödinger equation
by using
where A(t) is a real-valued function of t ∈ R. Furthermore, if we set
becomes
The correspondence X →ψ or X →φ is said to be the Hasimoto transform. Recently, other model equations of vortex filament were proposed. In [5] Fukumoto and Miyazaki proposed the following
where the real constant a ∈ R is the effect of axial flow flux through the vortex tube. In [4] , considering the influence of elliptical deformation of the core due to the self-induced strain, Fukumoto also proposed the following
where C 1 , C b are real constants. (9) can be transformed by the Hasimoto transform into the following equation of the form
This equation (11) is called a Hirota equation, and is known as the completely integrable equation in classical mechanics. Similarly, (10) can be transformed to the following equation of the form
We show that the equations (9) and (10) can be written in the form of equations (1) and (2),
and denote S 2 = { u ∈ R 3 | | u| = 1}. If the curvature of X never vanishes, that is X xx = 0, the right hand side of (9) and (10) make sense and are written as
respectively. Differentiating the vortex filament equation (13) and (14) with respect to x, we obtain the equation for the velocity vector u = X x of the form
respectively. Since x is the arc length, | u| = 1, which implies that u lies on S 2 . Here assume that u(t, x) ∈ S 2 for any (t, x). Let V be any vector field along u, namely, V (t, x) ∈ T u S 2 for any (t, x). Regarding S 2 as the two-sphere with the standard metric induced from R 3 , we see from the definition of the covariant derivative on S 2 that
Thus we have
Also, the operation u × V , rotating V by π/2 degrees for any V ∈T u S 2 , acts as a complex number in the tangent space. Thus J u V = u × V for any vector field V along u, which implies
Noting these relations, we see that (15) is written as (1) with b = a/2 and (16) is written as (2) with a = C 1 , b = C b − C 1 , c = 2C b + C 1 respectively.
Proofs
In this section, we prove Theorem 1 and 2 proceeding as in [1] .
Proof of Theorem 1. Assume that there exists a point u * ∈ N and that equation (1) has a smooth solution on R × R such that u(t, x) → u * ∈ N as x → −∞. Let {e, Je} denote the orthonormal frame for u −1 T N constructed in the following manner: Fix a unit vector e 0 ∈ T u * N , namely, g u * (e 0 , e 0 ) = 1. And for any t ∈ R, let e(t, x) ∈ T u(t,x) N be the parallel translation of e 0 along the curve u(t, ·), that is,
In local coordinate (U, φ = (u 1 , u 2 )) around u(t, x), where the metric is given by g = λ(z,z)dzdz with a complex coordinate z = u 1 + iu 2 , set
, and ζ = e 1 + ie 2 .
is the standard basis on T u N . Then it follows from (17) that, ζ satisfies
The equation (19) is a linear first-order ordinary differential equation, and (17)- (18) has a global solution e. Since {e, Je} is an orthonormal frame along u, we have 0 = ∂ t [g u (e, e)] = 2g u (∇ t e, e), which implies
for some real-valued function α(t, x). Moreover, in this frame the coordinates of u t and u x are given by two complex valued functions p and q, namely, set
where p 1 , p 2 , q 1 , q 2 are real-valued functions of (t, x), and set
The relationships between p, q and α are as follows. Using the equation (1), we have
The compatibility condition ∇ x u t = ∇ t u x implies
Combining (23) and (24), we have
Moreover, we can obtain
where κ(u) = g u (R(e, Je)Je, e) is the Gaussian curvature of N at u, and R is the Riemann curvature tensor. Indeed, on one hand, using (17), (20) and the identity ∇ t ∇ x e − ∇ x ∇ t e = R(u t , u x )e, we have
On the other hand, combining (21), (22) and the identity R(X, Y )e = −R(Y, X)e for any vector fields X and Y along u, we have
Hence it follows that
Thus taking the inner product of (27) and −Je, we have (26). Substituting (23) into (26), we have
Integrating this over (−∞, x], we get
where A(t) = α(t, −∞). Substituting (28) into (25), we have
If we set
Q(t, x) solves (4). This completes the proof of Theorem 1.
Proof of Theorem 2. In the same way as the previous proof, construct the moving frame {e, Je} and set complex-valued functions p and q.
The relationships between p, q and α are as follows. The equation (2) shows that
Using ∇ x u t = ∇ t u x , we have
Combining (30) and (31), we have
Using the curvature tensor ∇ t ∇ x e − ∇ x ∇ t e = R(u t , u x )e, we have
where κ(u) = g u (R(e, Je)Je, e) is the Gaussian curvature of N at u. Substituting (23) into (33), we have
Substituting the integration of the right hand side of (34) on (−∞, x] into (32), we have
Calculation of the fourth terms of the right hand side of (35) by the use of integrations by parts implies that
We can take A(t) ≡ 0 without loss of generality by the same way as we use (29) in the previous proof. That is, if we set
it is easy to check that Q solves (5). Thus we complete the proof.
Concluding remarks
Our reduction via moving frame leads to an understanding of the essential structure of the differential equations (1) and (2) . Unfortunately, however, the results of this paper alone are not sufficient for establishing well-posedness of the initial-value problem. In this section we discuss the relationship between our reduction and the theory of linear partial differential operators. One can consult with [10] on the basic theory of linear dispersive partial differential operators.
Here we review the theory of one-dimensional linear dispersive partial differential operators. Consider the initial value problem for one-dimensional Schrödinger-type evolution equations of the form
where b(x), c(x) ∈ B ∞ (R), which is the set of all smooth functions on R whose derivative of any order are bounded on R, v(t, x) is a complex-valued unknown function, and f (t, x) and v 0 (x) are given functions. It is well-known that the initial value problem (36)- (37) 
See [10] for details. This condition describes the balance of the local smoothing effect of exp(it∂ 2 x )
and the strength of the bad part of the first order term i Im {b(x)}∂ x . See, e.g., [2, 15] and [20] for the local smoothing effect of linear dispersive partial differential equations with constant coefficients. If the condition (38) breaks down, the equation (36) behaves like the CauchyRiemann equation v i + iv x = 0 and the initial value problem (36)-(37) can be solvable only in some framework of real-analytic functions. Under the condition (38), a gauge transform
is automorphic on C(R; L 2 (R)), and (36)-(37) becomes the initial value problem of the form
which is easy to solve. We remark that if we replace x ∈ R by x∈R/Z, then the local smoothing effect breaks down and the condition (38) becomes 
The generalized Hasimoto transform introduced in [1] corresponds to (39). The equation (1) with a = b = 0 behaves like symmetric hyperbolic systems since ∇ N J = 0, where ∇ N is the Levi-Civita connection of (N, J, g). This fact is implicitly applied to proving of the existence of solutions to the initial value problem. See [8, 9, 14] and [16] . From a point of view of the theory of linear partial differential operators, this is due to the fact that the L 2 -norm given by the Kähler metric of the form
corresponds to the modified norm
for (36). Here Γ 0 (u −1 T N ) is the set of compactly supported smooth sections of u −1 T N . Similarly, we discuss one-dimensional third and fourth-order linear dispersive partial differential equations of the forms
where v : R × R → C is an unknown function, and α, β, γ, A, B, C, D ∈ B ∞ (R). Tarama studied the initial value problem for (42) in [18] and [19] , and Mizuhara studied the initial value problem for (43) in [11] . The initial value problem for (42) 
and the bad part of the first order term of (42) is canceled out by a transform defined by a pseudodifferential operator. See [18] and [19] for details. When x ∈ R/Z, (44) and (45) become The generalized Hasimoto transform in the proof of Theorem 1 corresponds to (46). In [13] the author proved local and global existence theorems of the initial value problem for (1) on R × R/Z with values in a Kähler manifold. He made use of the classical energy estimates of (41). Notice that (1) also behaves like symmetric hyperbolic systems since ∇ N g = 0 and ∇ N J = 0. The L 2 -norm (41) works as if the unknown functions were transformed by (46) and the pseudodifferential operator. In other words, if one see the metric tensor g as a real symmetric matrix or a hermitian matrix, a commutator [g, I∂ xxx + J∂ xx ] eliminates the bad part of the second and the first order terms, where I is the identity matrix. It is worth to mention that Nishiyama and Tani studied existence theorems of the initial value problem for the third-order two-sphere valued model (15) in [12] and [17] . The necessary and sufficient condition of the L 2 -well-posedness of the initial value problem for (43) was given in [11] under some technical condition. One cannot expect the existence of a smooth closed curve, that is a periodic solution in x, since the classical energy method breaks down for (2) .
