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1. Introduction
For a Hilbert spaceH , the set of all bounded linear operators onH is denoted byB(H). For an operator T ∈ B(H), the
symbols σ(T ), isoσ(T ), N (T ) andR(T ) will denote the spectrum, the set of all isolated points of σ(T ), the null space and
the range space of T , respectively. An operator P ∈ B(H) is idempotent if P2 = P . An operator Q ∈ B(H) is called an
orthogonal projection if Q = Q 2 = Q ∗, where Q ∗ denotes the adjoint operator of Q . An operator A ∈ B(H) is positive if
(Ax, x) ≥ 0, for all x ∈ H , and its unique positive square root is denoted by A 12 . For an operator T ∈ B(H) and a subspaceK
ofH , T |K denotes the restriction of T onK and IK denotes the identity operator onK (or simply I , if there is no confusion).
A bounded linear operator T ∈ B(H) is Drazin invertible if and only if T has finite index, which is equivalent to the fact
that 0 is a finite order pole of the resolvent operator Rλ(T ) = (λI − T )−1, say of order k. In such a case, ind(T ) = k and 0 is
not the accumulation point of σ(T ) [1].
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For T ∈ B(H), the Drazin inverse T d of T is unique if it exists and (T ∗)d = (T d)∗ (see [1–13]). The Drazin invertibility of
an operator inB(H) is similarly invariant, i.e. if T is Drazin invertible and S ∈ B(H) is an invertible operator, then S−1TS is
Drazin invertible and (S−1TS)d = S−1T dS.
In recent years, a number of researchers have considered questions concerning the idempotents (see [14,15,6,7,16–20]).
In this note, using the spectral theory of linear operators, we study the Drazin invertibility of the difference and the sum of
two idempotents on an infinite-dimensional Hilbert space.
The aim of this note is to present necessary and sufficient conditions for the Drazin invertibility of the product and differ-
ence of two idempotents. We show that P−Q is Drazin invertible if and only if I−PQ and P+Q −PQ are Drazin invertible.
Some equivalent conditions, which ensure that PQ , I − PQ and P + Q − PQ are Drazin invertible, respectively, are given.
We obtain results for the Drazin invertibility of the sum and difference of the idempotents analogous to those of Koliha
and Rakočević [18–20] in the case of ordinary invertibility.
2. Key lemmas
To prove the main results, we shall begin with some lemmas.
The following result is proved in [16] (see also [8,21] for a finite-dimensional case and [2] for the elements in a Banach
algebra).
Lemma 2.1. If A ∈ B(X) and B ∈ B(Y) are Drazin invertible, C ∈ B(Y,X) and D ∈ B(X,Y), then
M =
[
A C
0 B
]
and N =
[
A 0
C B
]
are also Drazin invertible and
Md =
[
Ad S
0 Bd
]
, Nd =
[
Bd 0
S Ad
]
, (1)
where S =∑∞n=0(Ad)n+2CBnBpi +∑∞n=0 ApiAnC(Bd)n+2 − AdCBd.
Lemma 2.2. Let M ∈ B(H ⊕K) have the operator matrix form
M =
(
A B
0 C
)
. (2)
If two of the elements M, A and C are Drazin invertible, then the third element is also Drazin invertible. In particular, if B = 0,
then M is Drazin invertible if and only if A and C are Drazin invertible.
Proof. The first part of the assertion is just a special case of Theorem 3.2 (ii) in [2]. As for the second part, we just have to
note that if B = 0 then σ(M) = σ(A) ∪ σ(C). 
The following lemma is proved in [3] for the finite-dimensional case but the proof is similar for bounded linear operators,
so we omit it.
Lemma 2.3. Let M ∈ B(H ⊕K) have the operator matrix form
M =
(
0 A
B 0
)
. (3)
Then M is Drazin invertible if and only if AB (or BA) is Drazin invertible. In this case,
Md =
(
0 (AB)dA
B(AB)d 0
)
=
(
0 A(BA)d
(BA)dB 0
)
.
3. Main results
Throughout this section we assume that P,Q are idempotents in B(H). The matrix forms of P,Q with respect to the
decompositionH = R(P)⊕N (P) are given by
P =
[
I 0
0 0
]
, Q =
[
Q1 Q2
Q3 Q4
]
. (4)
It is interesting to remark that,without loss of generality,we can assume that one of P andQ is an orthogonal projection. If
P andQ are idempotents, by Lemma 1.1 in [7], there exists an invertible operator S ∈ B(H) such that SPS−1 is an orthogonal
projection. Hence, we consider P1 = SPS−1 and Q1 = SQS−1 instead of P and Q . Obviously, Q1 is an idempotent and the
Drazin invertibility of PQ , P ± Q , P + Q − PQ is equivalent to the Drazin invertibility of P1Q1, P1 ± Q1, P1 + Q1 − P1Q1,
respectively. So, from now on in the proofs we always assume that P is an idempotent and Q is an orthogonal projection.
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The following theorem is a well-known result, which we state for the sake of completeness:
Theorem 3.1. Let P be an idempotent and Q be an orthogonal projection inB(H). The following statements are equivalent:
(1) PQ is Drazin invertible,
(2) QP is Drazin invertible,
(3) PQP is Drazin invertible,
(4) QPQ is Drazin invertible,
(5) P∗Q is Drazin invertible,
(6) QP∗ is Drazin invertible,
(7) P∗QP∗ is Drazin invertible,
(8) QP∗Q is Drazin invertible.
Proof. Conditions (1)–(4) are equivalent since
σ(PQ ) ∪ {0} = σ(QP) ∪ {0}.
Similarly, (5)–(8) are equivalent. PQ is Drazin invertible if and only if (PQ )∗ = QP∗ is Drazin invertible, so (1) is equivalent
with (6). 
If in Theorem 3.1 we replace P and Q by I − P and I − Q , respectively, we get the following results:
Corollary 3.1. Let P be an idempotent and Q be an orthogonal projection inB(H). The following statements are equivalent:
(1) (I − P)(I − Q ) is Drazin invertible,
(2) (I − Q )(I − P) is Drazin invertible,
(3) (I − P)(I − Q )(I − P) is Drazin invertible,
(4) (I − Q )(I − P)(I − Q ) is Drazin invertible,
(5) (I − P)∗(I − Q ) is Drazin invertible,
(6) (I − Q )(I − P)∗ is Drazin invertible,
(7) (I − P)∗(I − Q )(I − P)∗ is Drazin invertible,
(8) (I − Q )(I − P)∗(I − Q ) is Drazin invertible.
Lemma 3.1. Let A, B ∈ B(H). Then I − AB is Drazin invertible if and only if I − BA is Drazin invertible.
Proof. Since, σ(AB) ∪ {0} = σ(BA) ∪ {0} the assertion follows. 
Let us remark that an analogous result to that in the next theorem concerning ordinary invertibility is proved in Theorem
3.2 in [20].
Theorem 3.2. Let P,Q be idempotents in B(H). Then P − Q is Drazin invertible if and only if I − PQ and P + Q − PQ are
Drazin invertible.
Proof. The matrix forms of P,Q with respect to the decomposition H = R(P) ⊕ N (P) are given by (4). If I − PQ and
P + Q − PQ are Drazin invertible, by Lemma 2.2 we conclude that IR(P) − Q1 is Drazin invertible inR(P) and Q4 is Drazin
invertible inN (P). Since
(P − Q )2 =
[
I − Q1 0
0 Q4
]
: R(P)⊕N (P)→ R(P)⊕N (P)
and
σ((P − Q )2) = {λ2 : λ ∈ σ(P − Q )}, (5)
we have that P − Q is Drazin invertible.
If P − Q is Drazin invertible, by (5) we have that (P − Q )2 is Drazin invertible. Now, we can check that
(I − PQP)d = ((P − Q )d)2 P + I − P,
so, by Lemma 3.1, I − PQ is Drazin invertible. Similarly, from the Drazin invertibility of (I − P) − (I − Q ) = −(P − Q ), it
follows that I − (I − P)(I − Q ) = P + Q − PQ is Drazin invertible. 
Corollary 3.2. Let P,Q be idempotents inB(H). The following statements are equivalent:
(1) I − PQ is Drazin invertible,
(2) P − PQ is Drazin invertible,
(3) I − PQP is Drazin invertible,
(4) P − PQP is Drazin invertible,
(5) I − QP is Drazin invertible,
(6) Q − QP is Drazin invertible,
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(7) I − QPQ is Drazin invertible,
(8) Q − QPQ is Drazin invertible.
Proof. Using thematrix forms of P,Q given by (4), it is easy to see that (1)–(4) are all equivalent to the fact that IR(P)−Q1 is
Drazin invertible inR(P). Analogously, (5)–(8) are equivalent. Now, by Lemma 3.1 we have that (1) is equivalent to (5). 
As before, if in Corollary 3.2 we replace P and Q by I − P and I − Q , respectively, we have the following result:
Corollary 3.3. Let P,Q be idempotents inB(H). The following statements are equivalent:
(1) P + Q − PQ is Drazin invertible,
(2) Q − PQ is Drazin invertible,
(3) P + (I − P)Q − (I − P)QP is Drazin invertible,
(4) (I − P)Q (I − P) is Drazin invertible,
(5) P + Q − QP is Drazin invertible,
(6) P − QP is Drazin invertible,
(7) Q + (I − Q )P − (I − Q )PQ is Drazin invertible,
(8) (I − Q )P(I − Q ) is Drazin invertible.
Corollary 3.4. (1) [ [17]] Let P and Q be orthogonal projections in B(H). Then the conditions in Theorem 3.2, Corollaries 3.2
and 3.3 are all equivalent to the fact that P + Q is Drazin invertible.
(2) Let P,Q ∈ B(H) be idempotents. Then P − Q is Drazin invertible if and only if one of the conditions from Corollary 3.2
and one of the conditions from Corollary 3.3 hold.
To prove the next theorem, we must introduce a matrix form of P and Q which is more complex than the forms which
we used before but it is very useful in some cases.
Let P ∈ B(H) be an idempotent and Q ∈ B(H) be an orthogonal projection. For the sake of convenience, we first discuss
the geometrical structure of P and Q . We introduce the following notations:
H1 = N (IR(P) − Q |R(P)), H2 = N (Q |R(P)),
H3 = R(P)	 (N (IR(P) − Q |R(P))⊕N (Q |R(P))),
H4 = R(P)⊥ 	 (N (Q |R(P)⊥)⊕N (IR(P)⊥ − Q |R(P)⊥)),
H5 = N (Q |R(P)⊥), H6 = N (IR(P)⊥ − Q |R(P)⊥).
(6)
It is clear thatHi ⊥ Hj, j 6= i and 1 ≤ i, j ≤ 6.
Lemma 3.2. Let P ∈ B(H) be an idempotent and Q ∈ B(H) be an orthogonal projection. Then P and Q have the following
operator matrices
P =

I P14 P15 P16
I P24 P25 P26
I P34 P35 P36
0
0
0
 , (7)
Q =

I
0
Q1 Q
1
2
1 (I − Q1)
1
2D
D∗Q
1
2
1 (I − Q1)
1
2 D∗(I − Q1)D
0
I
 (8)
with respect to the space decompositionH = ∑6i=1Hj, where Pij is an operator fromHi intoHj, 1 ≤ i ≤ 3, 4 ≤ j ≤ 6, Q1 is
a positive contraction on H3, 0 and 1 are not the eigenvalues of Q1, D is an unitary operator from H4 onto H3 and the entries
omitted in formula (7) and (8) are zero.
Proof. Since P is an idempotent and Q is an orthogonal projection, P and Q can be written in the following form
P =

I P14 P15 P16
I P24 P25 P26
I P34 P35 P36
0
0
0

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and
Q =

I
0
Q11 Q
1
2
11DQ
1
2
22
Q
1
2
22D
∗Q
1
2
11 Q22
0
I
 (9)
with respect to the space decompositionH =∑6i=1Hi, where Pij is an operator fromHi intoHj, 1 ≤ i ≤ 3, 4 ≤ j ≤ 6, Q11
and I − Q11 are operators onH3, Q22 and I − Q22 are operators onH4 which are injective positive contractions, and D is a
contraction fromH4 intoH3. Since Q is an orthogonal projection,(
Q11 Q
1
2
11DQ
1
2
22
Q
1
2
22D
∗Q
1
2
11 Q22
)2
=
(
Q11 Q
1
2
11DQ
1
2
22
Q
1
2
22D
∗Q
1
2
11 Q22
)
,
and we get the system of the four operator equations:
Q 211 + Q
1
2
11Q22D
∗Q
1
2
11 = Q11,
Q
3
2
11DQ
1
2
22Q
1
2
11DQ
3
2
22 = Q
1
2
11DQ
1
2
22,
Q
1
2
22D
∗Q
3
2
11 + Q
3
2
22D
∗Q
1
2
11 = Q
1
2
22D
∗Q
1
2
11,
Q 222 + Q
1
2
22D
∗Q11DQ
1
2
22 = Q22.
(10)
Solving the system (10), since Q11 and Q22 are injective, we have{Q22 = D∗(I − Q11)D,
DD∗ = I,
D∗D = I.
(11)
Thus 0 and 1 are not in σp(Q11)∪σp(Q22) and D is unitary operator fromH4 ontoH3. Let Q1 = Q11. Then Q22 = D∗(I−Q1)D,
and we obtain formulae (8). 
Lemma 3.2 allow us to give a different proof of Theorem 3.2:
Proof (The Second Proof of Theorem 3.2). Let A, B and C be defined by
A =
(
I P34
0 0
)
, B =
(
Q1 Q
1
2
1 (I − Q1)
1
2D
D∗Q
1
2
1 (I − Q1)
1
2 D∗(I − Q1)D
)
,
C =
(
I P34
0 I
)
.
If I − PQ is Drazin invertible, then
I − AB =
(
I − Q1 − P34D∗Q
1
2
1 (I − Q1)
1
2 −Q 121 (I − Q1)
1
2D− P34D∗(I − Q1)D
0 I
)
is Drazin invertible, which, by Lemma 2.2, is equivalent to the fact that I − Q1 − P34D∗Q
1
2
1 (I − Q1)
1
2 is Drazin invertible.
If P + Q − PQ is Drazin invertible, then
A+ B− AB =
(
I − P34D∗Q
1
2
1 (I − Q1)
1
2 P34 − P34D∗(I − Q1)D
D∗Q
1
2
1 (I − Q1)
1
2 D∗(I − Q1)D
)
= C−1
(
I 0
D∗Q
1
2
1 (I − Q1)
1
2 D∗(I − Q1)D− D∗Q
1
2
1 (I − Q1)
1
2 P34
)
C
is Drazin invertible, which is equivalent to the Drazin invertibility of D∗(I − Q1)D− D∗Q
1
2
1 (I − Q1)
1
2 P34.
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Finally, note that P − Q is Drazin invertible if and only if A− B is Drazin invertible. A− B is Drazin invertible if and only
(A− B)2 is Drazin invertible and [(A− B)2]D = [(A− B)D]2. To prove that P − Q is Drazin invertible, we only need to show
that
(A− B)2 =
(
I − Q1 P34 − Q
1
2
1 (I − Q1)
1
2D
−D∗Q 121 (I − Q1)
1
2 −D∗(I − Q1)D
)2
=
(
I − Q1 − P34D∗Q
1
2
1 (I − Q1)
1
2 (I − Q1)P34 − P34D∗(I − Q1)D
0 D∗(I − Q1)D− D∗Q
1
2
1 (I − Q1)
1
2 P34
)
is Drazin invertible. This is clear if I − PQ and P + Q − PQ are Drazin invertible.
On the other hand, since
C(A− B)2C−1 = C
(
I − Q1 − P34D∗Q
1
2
1 (I − Q1)
1
2 (I − Q1)P34 − P34D∗(I − Q1)D
0 D∗(I − Q1)D− D∗Q
1
2
1 (I − Q1)
1
2 P34
)
C−1
=
(
I − Q1 − P34D∗Q
1
2
1 (I − Q1)
1
2 0
0 D∗(I − Q1)D− D∗Q
1
2
1 (I − Q1)
1
2 P34
)
,
by Lemma 2.2, we have that
I − Q1 − P34D∗Q
1
2
1 (I − Q1)
1
2
and
D∗(I − Q1)D− D∗Q
1
2
1 (I − Q1)
1
2 P34
are Drazin invertible if P − Q is Drazin invertible. Hence, we obtain that I − PQ and P + Q − PQ are Drazin invertible. 
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