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ln(1− FSTauto) /ln(1− FSTX )  
we see that Q is approximately 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Panel A shows the distribution of allele frequencies among populations corresponding to a mean allele 


























































ˆ F = 0.0348 ,
€ 
ˆ θ = 0.00402 , and 
€ 




ˆ f ≈ 0). Similarly, there is little evidence of genetic differentiation among 
political districts (
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ˆ F = 0.0408 ,
€ 
ˆ θ = 0.00640 , and 
€ 
ˆ f = 0.0346 
(obtained by estimating variance components in Gaussian mixed model applied to the indicator 
variables and using Cockerham’s definitions of F, f, and θ in terms of the variance components). 
Parameter  Method of moments  Maximum likelihood  Bayesian 
f  0.0309  0.0346  0.0503 
θ 0.00402  0.00640  0.0189 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F  0.0348  0.0408  0.0683 
Table 1. Comparison of point estimates for F‐statistics derived from the Workman and Niswander 
data. 
To extend the method of moments approach to multiple alleles and multiple loci, calculations are done 
separately for every allele at every locus and the sums of squares are combined.17,27 To extend the 
likelihood or Bayesian approaches, we make the assumption that f and θ have the same value at every 
locus and that genotype counts are sampled independently across loci and populations.104,105 
Box 4 
Why focus on FST? 
We focus our discussion on FST for several reasons. First, FIS is easier to interpret. It is defined with 
respect to the populations that are included in the sample, either through population‐specific estimates 
or through the average of those estimates. In contrast, FST is defined and interpreted with respect to the 
distribution of allele frequencies among all populations that could have been sampled, not merely those 
that happen to have been included in the sample. As a result, estimates of FST have to account for 
genetic sampling, introducing a level of complexity and subtlety that requires extra attention. 
Second, the application of F‐statistics to problems in population and evolutionary genetics often centers 
on estimates of FST. Whether attempting to interpret aspects of demographic history like sex‐biased 
dispersal out of Africa in human populations,9 to detect regions of the genome that may have been 
subject to stabilizing or diversifying selection,8,58,61 or correcting match probabilities in a forensic 
application for genetic substructure within populations,106 estimates of FST often play a crucial role in 
interpreting genetic data. Estimates of FIS reveal important properties of the mating system within 
populations, but estimates of FST reveal properties of the evolutionary process leading to divergence 
among populations. 
Finally, in many populations of animals, and in human populations in particular, within‐population 
departures from Hardy‐Weinberg proportions are small. Where present, such departures may reveal 
more about genetic substructuring within populations than about departures from random mating. 
Moreover, while estimates of FIS may reveal something about patterns of mating in inbred populations 
of plants or animals, direct analysis of mother‐offspring genotype combinations will usually be more 
informative and reliable.107,108 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Figure 1 
 
Locus­specific estimates of FST on human chromosome 7 
Locus‐specific estimates of FST on human chromosome 7 as inferred from the phase II HapMap data 
set.95 Bars indicate the location of known genes. Dark black circles are posterior means for SNPs with 
estimates detectably different from the genomic background (gray circles). All “outliers” show 
significantly more differentiation among the four populations in the sample than is consistent with the 
level of differentiation seen in the genomic background. The excess differentiation suggests that these 
SNPs are associated with genomic regions in which loci have been subject to diversifying selection 
among populations. From Guo et al.8 
Glossary 
ADDITIVE GENETIC VARIANCE: The part of the total genetic variation that is due to the main (or additive) 
effects of alleles on a phenotype. The additive variance determines the degree of resemblance between 
relatives and therefore the response to selection. 
COALESCENT‐BASED APPROACHES: Coalescent‐based approaches use statistical properties of the genealogical 
relationship among alleles under particular demographic and mutational models to make inferences 
about the effective size of populations and about rates of mutation and migration. 
CONDITIONAL AUTOREGRESSIVE SCHEME: A statistical approach developed for analysis of data in which a 
random effect is associated with the spatial location of each observation and the magnitude of the 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random effect is determined by a weighted average of random effects of nearby positions. In most 
applications, weights are inversely related to the spatial distance between two sample points. 
DIVERSIFYING SELECTION: Selection in which different alleles are favored in different populations. It is often 
a consequence of LOCAL ADAPTATION. 
EFFECTIVE POPULATION SIZE (Ne): Formulated by Wright in 1931, Ne reflects the size of an idealized 
population that would experience drift in the same way as the actual (census) population. Ne can be 
lower than census population size due to various factors, including a history of population bottlenecks 
and reduced recombination.  
GENETIC DRIFT:  The random fluctuations in allele frequencies over time that are due to chance alone. 
HARDY‐WEINBERG PROPORTIONS: A state in which the frequency of each diploid genotype at a locus equals 
that expected from the random union of alleles. That is: genotypes AA, Aa and aa will be at frequencies 
p2, 2pq, and q2. 
HETEROZYGOTE ADVANTAGE: A pattern of natural selection in which heterozygotes are more likely to survive 
than homozygotes. 
LIKELIHOOD: A mathematical function that describes the relationship between the unknown parameters of 
a statistical distribution, e.g., the mean and variance of the allele frequency distribution among 
populations or the allele frequency in a particular population, and the data. It is directly proportional to 
the probability of the data given the unknown parameters. 
LOCAL ADAPTATION: The situation in which genotypes from different populations have higher fitness in 
their home environments owing to historical natural selection. 
MCMC METHODS: Monte Carlo Markov Chain (MCMC) methods are a computational technique widely used 
for approximating complex integrals and other functions. In this context MCMC methods are used to 
approximate the posterior distribution of a Bayesian model. 
MULTINOMIAL DISTRIBUTION: A statistical distribution that describes the probability of obtaining a sample 
with a specified number of objects in each of several categories. The probability is determined by the 
total sample size and the probability of drawing an object from each category. The binomial distribution 
is a special case of the multinomial distribution in which there are two categories.  
PRIOR DISTRIBUTION: A statistical distribution used in Bayesian analysis to describe the probability that 
parameters take on a particular value prior to examining any data. It expresses the level of uncertainty 
about those parameters before the data has been analysed. 
POSTERIOR DISTRIBUTION: A statistical distribution used in Bayesian analysis to describe the probability that 
parameters take on a particular value after the data have been analysed. It reflects both the likelihood 
of the data given particular parameters and the prior probability that parameters take on particular 
values. 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SHORT TANDEM REPEAT LOCI: Loci consisting of short (2‐6 nucleotide) sequences that are repeated multiple 
times. Alleles at STR loci differ from one another in the number of repeats. 
STABILIZING SELECTION: Selection in which either the same allele or the same genotype is favored in 
different populations. 
VARIANCE: A measure of the amount of variation around a mean value. 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of 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of 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for analysis of 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analysis of continuously varying 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Online summary 
• FIS measures the departure of genotype frequencies within populations from Hardy‐Weinberg 
expectations. Although often referred to as the “within‐population inbreeding coefficient”, this 
phrase is misleading. FIS will be negative if there is heterozygote advantage or if individuals avoid 
inbreeding. 
• FST is a property of the distribution of 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frequencies among populations. It reflects the joint 
effects of drift, migration, mutation, and 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on the distribution of genetic variation among 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among alleles is available. 
• Comparing an estimate of FST from marker data with an estimate of QST from continuously 
varying trait data might be used to detect selection, but the estimate of FST may depend on the 
choice of marker and the estimate of QST may differ from neutral expectations if there is a non‐
additive component of genetic variance. 
• Although the simple relationship between FST and migration rates in Wright’s island model 
makes it tempting to infer migration rates from FST, considerable caution is needed if such an 
approach is to be used. 
• If estimates of FST from a large number of loci are available, it may be possible to identify certain 
loci as “outliers” that may have been subject to different patterns of selection or to different 
demographic processes. 
• Case‐control studies for association mapping studies must account for the possibility that 
population substructure accounts for an observed association between a marker and a disease. 
The genomic control method uses background estimates of FST to control for such substructure.  
• In forensic applications, match probabilities are sometimes calculated for subpopulations lacking 
specific allele frequency data. A θ‐correction, in which θ is FST, is used to calculate the match 
probability using allele frequency information from a broader population of which the 
subpopulation is part. 
Online links 
Software 
ABC4F: Approximate Bayesian computation for F‐statistics (http://www‐leca.ujf‐
grenoble.fr/logiciels.htm) 
Arlequin: Weir & Cockerham F‐statistics (and many other things; 
http://cmpg.unibe.ch/software/arlequin3/) 
BayeScan: Bayesian genome scan for outliers (http://www‐leca.ujf‐grenoble.fr/logiciels.htm) 
GDA: Weir & Cockerham F‐statistics (http://www.eeb.uconn.edu/people/plewis/software.php) 
Genepop: Weir & Cockerham F‐statistics (http://kimura.univ‐montp2.fr/~rousset/Genepop.htm) 
GESTE: Bayesian analysis of factors that affect population structure (http://www‐leca.ujf‐
grenoble.fr/logiciels.htm) 
Hickory: Bayesian F‐statistics (http://darwin.eeb.uconn.edu/hickory/hickory.html) 
hierfstat: Weir & Cockerham F‐statistics for any number of levels in a hierarchy 
(http://www2.unil.ch/popgen/softwares/hierfstat.htm) 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Course notes 
The Wahlund effect and Wright’s F‐statistics 
(http://darwin.eeb.uconn.edu/eeb348/lecture.php?rl_id=445) 
The genetic structure of populations (http://darwin.eeb.uconn.edu/eeb348/lecture.php?rl_id=402) 
The genetic structure of populations: a Bayesian approach 
(http://darwin.eeb.uconn.edu/eeb348/lecture.php?rl_id=403) 
Bayesian population genetic data analysis (http://darwin.eeb.uconn.edu/summer‐institute/summer‐
institute.html) 
 
 
 
 
