Abstract. Bounds for max{m,m} subject to m,m ∈ Z ∩ [1, p), p prime, z indivisible by p, mm ≡ z mod p and m belonging to some fixed Beatty sequence {⌊nα+β⌋ : n ∈ N} are obtained, assuming certain conditions on α. The proof uses a method due to Banks and Shparlinski. As an intermediate step, bounds for the discrete periodic autocorrelation of the finite sequence 0, ep(y1), ep(y2), . . . , ep(y(p − 1)) on average are obtained, where ep(t) = exp(2πit/p) and mm ≡ 1 mod p. The latter is accomplished by adapting a method due to Kloosterman.
when calculating successive multiples of an approximation to some given number. Later, Beatty sequences were studied by Elwin Bruno Christoffel [14, 15] with respect to their arithmetical significance with the goal of easing the discomfort present during that time when working with irrational numbers. The name "Beatty sequence" is in honour of Samuel Beatty who popularised these sequences by posing a problem for solution in The American Mathematical Monthly [8, 9] ; the theorem to be proved there appears to be due to John William Strutt (3 rd Baron Rayleigh) [28] though. A reader interested in more recent work on Beatty sequences is invited to start his or her journey by tracing the references in [2] , for instance. Returning to modular hyperbolas, the question we seek to answer may be enunciated as follows:
Question A. If the first coordinate of (m,m) in Theorem 1.1 is additionally required to belong to a Beatty set with irrational slope, can one still prove a result like Theorem 1.1, that is, is it impossible for a Beatty set to contain only those elements m < p with 'large' correspondingm from (1.1)?
More specifically, for irrational α > 1 and non-negative β, we shall be interested in solving As an illustration, consider Fig. 1 : therein, bounding F (1; p) is equivalent to asking as to how large one must take the side length of a square with lower left corner positioned at (0, 0), in order to be guaranteed to find a black point inside. The smallest such square is sketched thick in the figure.
The plan of the paper now is as follows: first, we adapt the argument in [17] used to prove Theorem 1.1, to make an initial attack at Question A. This is done in the next section and the ultimate success of this line of attack depends on the availability of bounds for incomplete Kloosterman sums along the Beatty sequence in question. Such a bound is stated in Section 3 followed by a discussion of its scope in Section 4. The corresponding conclusions for Question A are drawn in Section 5. The proof of the aforementioned result for Kloosterman sums along Beatty sequences (see Theorem 3.1) is undertaken in Section 6; the proof uses a method due to Banks and Shparlinski [3, 4, 5] and needs some further input related to modular inversion (see Proposition 3.2) and this input is obtained by adapting Kloosterman's original method [21] for bounding his sums.
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The initial reduction
To detect pairs (m,m) satisfying (1.2), we adapt the arguments given in [17, p. 382 
so that in order to bound F (z mod p), it suffices to establish the positivity of
for some M ∈ [α + β, p), which one would like to take as small as possible. To achieve this, one notes that (2.1) should be well approximated by the average
Indeed, using a standard completing technique (see, e.g., [18, Lemma 12 
Therefore, aiming to be able to take M as small as possible, we are left with the task of giving a good upper bound for the sums on the left hand side of (2.3). Disregarding the restriction 'm ∈ B(α, β)' for the moment and applying the completing technique yet again gives
Of course, the sums on the right hand side are the well-known Kloosterman sums
introduced by Kloosterman [21] in his seminal refinement of the Hardy-Littlewood circle method to handle diagonal quadratic forms in four variables. He proved the bound
which was later improved by Weil [30] to
the latter bound being asymptotically optimal (see [18, Section 11.7] ).
Bounds for Kloosterman sums along Beatty sequences
Returning to (2.3), a reader who is familiar with the literature on Beatty sequences, may immediately note that, for any 'reasonable' arithmetical function f and a fixed Beatty sequence B(α, β), one should expect that
with the prospect of proving non-trivial bounds for the error term. Indeed, this heuristic principle is substantiated by a sizeable list of particular results:
• d, the divisor function (i.e., the function giving the number of ways of writing its argument as a product of two positive integers), starting with Abercrombie [1] , improved by Begunts [10] , and work on generalised divisor functions by Zhai [32] and Lü and Zhai [23] .
• Certain multiplicative functions like n → n −1 ϕ(n), where ϕ is Euler's totient, due to Begunts [11] , and a certain class of multiplicative f in the work of Güloğlu and Nevans [16] .
• Dirichlet-characters and special functions related to the orbits of elements g mod m along Beatty sequences, treated by Banks and Shparlinski [3] (mind also [4] ), with improvements when f is the Legendre-Symbol due to Banks, Garaev, HeathBrown, and Shparlinski [7] .
• ω, the function counting the number of distinct prime divisors of its argument (without multiplicity), and n → (−1) Ω(n) , where Ω(n) counts the number of distinct prime divisors of n with multiplicity, due to Banks and Shparlinski [5] .
• Λ, the von Mangoldt lambda function, studied by Banks and Shparlinski [6] [2] , the heuristic principle is seen to hold in surprising generality for a large class of functions f in a metric sense. However, our problem here is a little more subtle, as the function
for which we might want to invoke some result of the type given in (3.1), also depends on x, y and p, and we lack the necessary uniformity in those parameters. Nonetheless, a main result of this article is that non-trivial bounds for
can still be obtained. To state our results, let
denote the discrepancy of the finite sequence ({nα + β}) n≤N and put
Theorem 3.1. Suppose that p is a prime, β ≥ 0 and x, y ∈ Z such that p ∤ y. Then, for any irrational α > 1 and N ≤ p, the sum K α,β (x, y; p, N ) given by (3.2) satisfies the bound
where the implied constant only depends on α.
The proof of this result is based on a method due to Banks and Shparlinski [3, 4, 5] which works if one can estimate certain exponential sums non-trivially. More precisely, we prove the following: In the proof of Theorem 3.1, the proposition is applied with x = −y, thus becoming an estimate for the periodic autocorrelation of the finite sequence 0, e p (y1), e p (y2), . . . , e p (y(p − 1)) on average.
Facts about the discrepancy D α,β (N )
In order to make use of Theorem 3.1, it is necessary to understand the discrepancy (3.3). As can be easily seen, in general, (3.3) depends on the shift β (consider, for instance, (α, N ) = ( . This dependency could be removed by defining the discrepancy as, e.g., Montgomery [24] does, but in any case we have the following result: It is a classic result due to Bohl, Sierpiński and Weyl that the discrepancy of ({nα}) n≤N tends to zero (see [31] and the references therein). Namely, we have:
where the implied constant depends on α.
In particular, Theorem 3.1 is non-trivial for all irrational numbers α > 1, provided that N and p are in the correct range (see the discussion below). For certain α, Lemma 4.2 can be sharpened considerably. To describe these numbers, recall that the type τ of an irrational number α is defined by
where x denotes the distance of x to the nearest integer. (Note that Dirichlet's approximation theorem ensures that τ ≥ 1.) We say that α is of finite type if τ < ∞.
Lemma 4.3 ([22, Chapter 2, Theorem 3.2]). Let α be of finite type τ . Then, for every
where the implied constant only depends on α and ǫ.
Turning back to Theorem 3.1, we find that the first term on the right hand side of (3.4) is dominant, provided that the type of α is bounded away from The famous result of Khintchine [20] asserts that almost all real numbers are of type 1 and the celebrated theorem of Roth [26] establishes that all real algebraic irrational numbers are of type 1; for numbers of finite type larger than 1, the Lebesgue measure fails to provide useful information about their abundance. However, by the Jarník-Besicovitch theorem [19, 13] , we know that the Hausdorff dimension of all real numbers of type > τ is dim H {x ∈ R of type > τ } = 2 τ + 1 .
In particular, bounds for the Hausdorff dimension of the set of those α, for which we obtain no results, are immediate. Furthermore, observe that Theorem 3.1 is only non-trivial for p and N in some range of the type N ≤ p ≪ ǫ N 5/4−ǫ .
A partial answer to Question A
We return to our initial intent of bounding (1.3). To this end, we put M = ⌊N α + β⌋ (with N ≥ 4, say) in (2.3) and employ Corollary 4.4, tacitly assuming its hypotheses in the process. Then, after a short calculation, we find that (2.3) is satisfied provided that .2) on β is not a deficiency in the proof, but is itself inherent to the problem in question. .
The result now follows after applying Proposition 6.1.
To prove Proposition 6.1, we adapt Kloosterman's original argument for bounding his sums (see [21, Section 2.43 ] and the comments made in Remark 6.3 below). The argument is based on using a transformation property of the sums S(x, y, w; p) (see (6.7)) in order to find a large contribution of |S(x, y, w; p)| 4 in an average over the first three parameters. Said average is then seen to count the number of solutions to certain congruence equations, and this number can be bounded non-trivially.
We start with an analysis of the congruence equations in question. To this end, write
and, for notational simplicity, A(m, u) = 1 otherwise. The key result is the following:
Lemma 6.2. Let p be a prime and A(m, u) be given by (6.2) and suppose that
Additionally, from p | A(m, 0) and p | A(m, u), we deduce that
This is satisfied trivially if (m 1 , m 3 ) is a permutation of (m 2 , m 4 ). There are at most 2(p − 1) 2 such trivial solutions. Assume next that m is a non-trivial solution and, additionally, that neither expression in (6.5) is ≡ 0; this additional assumption excludes at most 2(p − 1) 2 values of m. From (6.5) it follows that
which in turn may be rearranged to Next, we claim that m belongs to at most two of the sets X u (u = 1, . . . , p) . To see this, first observe that, along similar lines as the deduction of (6.6) from (6.5), we have
Recalling that m was assumed to be non-trivial, the difference of the left and right hand side of the above equation is seen to be a non-zero polynomial of degree at most two in u. Since Z/pZ is an integral domain, the claim follows. From this, and taking the trivial solutions into account, we conclude that
Proof of Proposition 6. 
To give a proof of Theorem 3.1, we adapt the reasoning from [3] . Let K ≤ N be a positive integer and ∆ ∈ (0, 1) to be determined later (see (6.12) below). Then, by Lemma 6.4, there is some real number γ such that the set
Furthermore, let
Now, writing
for the moment, for every k ∈ K , we find that
Consequently, For any (n, k) ∈ N × K , a simple calculation shows that ⌊(n + k)α + β⌋ = ⌊nα + β − γ⌋ + ⌊kα + γ⌋. e p x(s + ⌊kα + γ⌋) + y(s + ⌊kα + γ⌋) 2 , where replacing the summation over n ∈ N by the summation over s ≤ p is allowed, since our assumption N ≤ p ensures that #{n ∈ N : ⌊nα + β − γ⌋ ≡ s mod p} < 1 + α ≪ α 1, On squaring out the inner sum, we find that In view of (6.11), we find that Consequently, upon gathering (6.9), (6.10) and Lemma 4.1, we obtain the bound we then conclude the assertion of the theorem provided that ∆ < 1, i.e., when (6.13) (log p)/ log N < . On the other hand, if (6.13) fails to hold, then the theorem asserts nothing more than the trivial bound |K α,β (x, y; p, N )| ≪ N , so the proof is complete.
