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V diplomskem delu so predstavljene arhitekturne lastnosti NAND bliskovnih pomnilnikov 
skupaj z lastnostmi čipov, ki jih vsebujejo. Obravnavane so različne programske metode 
upravljanja z NAND bliskovnim pomnilnikom, predstavljena pa je ena izmed možnih 
realizacij metod, ki jo lahko uporabimo v mikrokrmilniški aplikaciji z datotečnim sistemom 
FAT. 
Med arhitekturnimi lastnostmi je predstavljena zgradba pomnilnika in njene posledice, kot so 
motnje zaradi branja in pisanja ter izraba pomnilniških blokov. Metode upravljanja s 
pomnilnikom vključujejo obravnavo algoritmov za preslikavo med logičnimi in fizičnimi 
bloki, algoritmov za izravnavo rabe pomnilniških blokov, algoritmov za konsolidacijo blokov 
in algoritmov za detekcijo in korekcijo napak. 
 
Za potrebe realizacije so predstavljene lastnosti ciljnega mikrokrmilniškega sistema s 
poudarkom na strojni podpori za NAND bliskovni pomnilnik in uporabi datotečnega sistema. 
Realizacija metod daje poudarek na enostavnosti, s ciljem zagotoviti čim nižjo porabo 
mikrokrmilnikovih sredstev ob sprejemljivih karakteristikah učinkovitosti. 
 
Ključne besede: NAND bliskovni pomnilnik, mikrokrmilnik, preslikovalni algoritmi, 








In this thesis, we have presented NAND flash memory architectural properties, together with 
the properties of NAND flash memory chips. We discuss different software methods for the 
NAND flash memory management that can be used in a microcontroller application using 
FAT file system. 
 
Among architectural properties we discuss memory structure and its consequences, like read 
disturb, program disturb and wear of the memory blocks. Discussed are methods for memory 
management like block translation algorithms, wear leveling algorithms, garbage collection 
algorithms and error correction codes. 
 
For the realisation purposes we present target microcontroller system with the emphasis on 
the NAND flash memory hardware support and file system usage. Realisation of the NAND 
flash memory management methods aims for simplicity but still providing decent 
performance measures when using minimal microcontroller resources. 
 
Keywords: NAND flash memory, microcontroller, translation layer, wear leveling, garbage 






NAND bliskovni pomnilnik je od svojih začetkov [1], pred več kot tridesetimi leti, postal 
najpopularnejši polprevodniški pomnilnik. Iz naprav zabavne elektronike, kot so prenosni 
telefonski aparati, prenosni predvajalniki glasbe, fotoaparati in podobno, se je zaradi nizke 
cene uveljavil tudi kot medij za masovno shranjevanje podatkov, kjer so v preteklosti 
prevladovali mediji z magnetnim zapisom. Prav nizka cena pa je, poleg nizke porabe energije, 
tista, zaradi katere se NAND pomnilnik pojavlja tudi v najpreprostejših mikrokrmilniških 
napravah z zelo omejenimi sredstvi. Izkaže pa se, da uporaba NAND pomnilnika, zaradi 
številnih omejitev arhitekture, v sistemih z ekstremno omejenimi sredstvi, ni preprosta. 
 
Arhitektura NAND pomnilnika zaradi svoje preprostosti omogoča majhno velikost pomnilne 
celice, s tem pa visoko bitno gostoto na površino in nizko porabo energije. Hkrati pa se zaradi 
tehnologije izdelave sooča z neželenimi oziroma škodljivimi stranskimi učinki pri osnovnih 
operacijah pomnjenja. Medsebojne motnje pomnilnih celic povzročajo tako branje, kot 
pisanje in tudi brisanje pomnilne celice, posledice pa se kažejo kot napake pomnilnika, kot so 
naključno invertiranje bitov pomnjene informacije in izraba pomnilniških blokov, zaradi česar 
jih je med delovanjem potrebno izločati iz uporabe. 
Kljub uspešnemu procesu standardizacije NAND pomnilnika pod okriljem delovne skupine 
imenovane Open NAND Flash Interface (ONFI) [2], pa proces še ni prišel tako daleč, da bi 
prej omenjene napake, brez posredovanja uporabnika, reševal NAND pomnilni čip. 
Uporabniku NAND pomnilnika je tako prepuščena popolna svoboda upravljanja in od 
njegove iznajdljivosti je odvisno, kako učinkovito se z napakami spopade. V ta namen so bile 
skozi čas razvite različne programske metode [3], ki jih danes pod skupnim imenom 
poimenujemo NAND Flash Translation Layer (NFTL). NFTL metode so samostojen 
programski modul in del datotečnega sistema, ki NAND pomnilnik uporablja. NFTL izvaja 
različne operacije, ki jih v grobem delimo na metode za izravnavanje izrabljenosti pomnilnih 
celic (ang. wear leveling), metode za upravljanje z izrabljenimi bloki (ang. bad block 
management) in metode za popravljanje bitnih napak (ang. Error Correction Codes oz. ECC). 
Njihova kompleksnost je predvsem odvisna od zahtev, ki jim morajo metode zadostiti, pa tudi 
od tipa pomnilnih celic uporabljenega NAND pomnilnika. Ena od nalog programskega 
modula NFTL je običajno tudi, da omogoči uporabo obstoječih datotečnih sistemov, 
načrtovanih za uporabo na magnetnem mediju, tudi v NAND pomnilniku. 
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V mikrokrmilniških vgrajenih sistemih uporaba NAND pomnilnika kljub širokim možnostim 
uporabe še ni pogosta. Mikrokrmilniki so običajno manj zmogljivi, NFTL metode pa so 
kompleksne, zahtevajo veliko procesorskega časa in predvsem veliko delovnega pomnilnika, 
v kolikor želimo z datotečnim sistemom dosegati visoke hitrosti branja in pisanja. 
 
S ciljem, da realiziram programski modul z NFTL metodami, ki omogoča vzpostavitev 
datotečnega sistema v NAND pomnilniku in je uporabljen v vgrajenem sistemu z 
mikrokrmilnikom, sem v prvem delu tega diplomskega dela sistematično predstavil osnovna 
dejstva o NAND pomnilniku, njegove arhitekturne pomanjkljivosti  s stališča pomnilnega 
medija ter predstavil osnovne principe NFTL metod, s katerimi te pomanjkljivosti  
premostimo. Opisal sem tudi mikrokrmilniški sistem, ki zaradi svojih značilnosti omejuje 
svobodo načrtovalca NFTL metod. 
 
V drugem delu sem predstavil načrt in implementacijo NFTL metod, ki so umeščene v željeni 
mikrokrmilniški sistem, z zahtevo po minimalni možni porabi mikrokrmilnikovih sredstev.  
 
Tretji del pa je namenjen predstavitvi karakteristik realiziranega sistema, kjer sem podal 




2. NAND bliskovni pomnilnik 
NAND pomnilnik je tip bliskovnega pomnilnika (ang. flash memory) [4], ki je električno 
zbrisljiv in ponovno programirljiv polprevodniški pomnilnik. Pomnilna celica je izvedena s 
tranzistorjem s plavajočimi vrati [5] in lahko hrani en bit ali več bitov informacije. Glede na 
število bitov informacije ločimo tri tipe celic, SLC (single level cell), MLC (multi level cell) 
in TLC (triple level cell) pomnilne celice: 
 SLC - hrani en bit informacije 
 MLC - hrani dva bita informacije 
 TLC - hrani tri bite informacije 
V splošnem velja, da z naraščajočim številom bitov, ki jih celica lahko hrani, zanesljivost 
pomnilne celice pada. 
Fizično je NAND pomnilnik razdeljen na bloke, ki so dalje razdeljeni na strani, te pa na 
posamezne bajte (slika 1), ki so sestavljeni iz osmih bitov informacije. Najmanjša enota 




Slika 1: Delitev in karakteristike NAND pomnilnega čipa [6] 
 
S praktičnega vidika je pomembna vsebina in lastnosti NAND pomnilnega čipa, ki jo 
predpisuje standard ONFI. Pomnilni čip je tako lahko sestavljen (slika 2) iz ene ali več 




Slika 2: Struktura NAND pomnilnega čipa [2] 
 
Ena logična enota lahko vsebuje poljubno število blokov, število strani v enem bloku pa je 
vedno večkratnik števila 32. Velikost strani je predpisana le delno, saj je zaradi arhitekturnih 
pomanjkljivosti  NAND pomnilnika potrebno uporabiti nekaj dodatnega prostora za hranjenje 
redundantne informacije, ki je namenjena za detekcijo in popravljanje napak v pomnilniku. Ta 
dodatni prostor imenujemo rezervni del (ang. Spare Area), preostali prostor pa uporabniški 
del (ang. User Area). ONFI standard predpiše velikost uporabniškega prostora, in sicer mora 
biti ta velikosti 2
n
 za n večji od 8, oziroma najmanj 512 bajtov, za velikost rezervnega dela pa 
so izdana zgolj priporočila. 
Nekaj osnovnih podatkov NAND pomnilnih čipov [7] [8] [9] [10] [11] prikazuje tabela 1. 
Tabela 1: Izsek osnovnih lastnosti pomnilnih čipov 
Čip Tip Kapaciteta Število blokov Uporabniški del Rezervni del 
NAND128W3A SLC 128 Mbit 1024 512 B 16 B 
NAND512W3A2S SLC 512 Mbit 4096 512 B 16 B 
MT29F1G01AAADD SLC 1 Gbit 1024 2048 B 64 B 
S34ML04G1 SLC 4 Gbit 2048 2048 B 64 B 
H27U8G8T2B MLC 8 Gbit 2048 4096 B 128 B 
MT29F32G08ABCAB SLC 32 Gbit 4096 8192 B 448 B 
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V tabeli opazimo, da z velikostjo uporabniškega dela strani sorazmerno raste tudi rezervni del 
in da uporabniškemu delu velikosti 512 bajtov pripada 16 bajtov rezervnega dela. To ne velja 
za zadnji primer v tabeli, kjer uporabniškemu delu velikosti 512 bajtov pripade 28 bajtov 
rezervnega dela. To je predvsem značilno za pomnilne čipe visokih kapacitet, kjer so, zaradi 
povečevanja gostote in s tem manjšanja velikosti pomnilnih celic, arhitekturne 
pomanjkljivosti  bolj izrazite, potrebe po redundantni informaciji za detekcijo in popravljanje 
napak pa s tem povečane. 
2.1 Arhitektura bloka pomnilnika 
Posamezen blok NAND pomnilnika je samostojna enota in njegova notranja stanja nimajo 
vpliva na preostale bloke. V pomnilnih čipih so bloki vedno enakih velikosti, sestavljeni iz 
k+1 strani, ki vsebujejo n+1 pomnilnih celic, kot kaže slika 3. 
 
 
Slika 3: Shema bloka NAND pomnilnika 
 
Pomnilne celice posamezne strani so medsebojno povezane preko kontrolnih vrat, ki 
nadzorujejo branje, programiranje in brisanje pomnilnih celic. Ta povezava omeji operaciji 
branja in programiranja na nivo posamezne strani. Na bitne linije so preko izbirnih vrat 
pomnilne celice vezane zaporedno. Taka vezava pomnilnih celic je sicer zelo ugodna za 
pridobivanje visoke bitne gostote pomnilnika, njena posledica pa so interakcije med 
posameznimi pomnilnimi celicami pri programiranju in branju pomnilnika. 
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Iz sheme bloka pomnilnika lahko vidimo, da je razdelitev strani na uporabniški in rezervni del 
zgolj virtualna, saj arhitekturnih sprememb znotraj strani ni. Torej lahko na rezervni del 
gledamo povsem enakovredno in ga obravnavamo kot dodaten del pomnilnika, ki ga lahko 
uporabimo v poljuben namen. 
2.2 Pomnilna celica 
 
Slika 4: Tranzistor s plavajočimi vrati 
 
Pomnilno celico NAND pomnilnika predstavlja tranzistor s plavajočimi vrati (ang. floating 
gate transistor, slika 4), ki s pomočjo naboja, nakopičenega v plavajočih vratih, hrani en ali 
več bitov informacije. V primeru enobitne informacije nas zanima zgolj prisotnost oziroma 
odsotnost naboja, v primeru večih bitov pa tudi količina naboja. 
 
Kadar so plavajoča vrata brez naboja, struktura deluje skoraj kot običajen MOSFET. 
Pozitivna napetost CG na kontrolnih vratih povzroči oblikovanje kanala v p-substratu in 
omogoči prehajanje toka od izvora proti ponoru. Če so plavajoča vrata nabita negativno, 
potem ta naboj izolira kanal in kontrolna vrata ter tako prepreči formiranje kanala. Napetost 
na kontrolnih vratih, pri katerih tranzistor prične prevajati, imenujemo pragovna napetost, 
prisotnost oziroma odsotnost naboja v plavajočih vratih pa določa, ali bo ta napetost bolj 
pozitivna ali bolj negativna. 
 
Spreminjanje logičnega nivoja oziroma programiranje in brisanje pomnilne celice izvajamo s 
praznjenjem in polnjenjem naboja v plavajočih vratih. V primeru, da so le ta napolnjena z 
elektroni, to pomeni zapisano 0, sicer pa 1, ko naboj ni prisoten. NAND pomnilno celico 
programiramo na logični nivo 0, brišemo pa na logični nivo 1. 
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2.2.1 Programiranje pomnilne celice 
 
Slika 5: Programiranje pomnilne celice 
 
Programiranje pomnilne celice temelji na Fowler Nordheimovem (FN) tuneliranju [12]. Da do 
FN tuneliranja pride, je potrebno vzpostaviti elekrično polje med plavajočimi vrati in 
substratom. Kontrolna vrata postavimo na potencial Vprog, ki je, odvisno od tehnologije 
izdelave, reda 18V do 20V, substat pa na potencial mase, kar omogoči prehajanje elektronov 
iz substata v plavajoča vrata (slika 5).  
2.2.2 Brisanje pomnilne celice 
 
Slika 6: Brisanje pomnilne celice 
 
Kontrolna vrata postavimo na potencial mase oziroma 0V, substrat pa na potencial brisanja 
Verase, kar povzroči tuneliranje naboja v smeri plavajočih vrat proti substratu (slika 6). Celica, 
ki je bila predhodno programirana, se tako pobriše, na ostale pa postopek nima vpliva. 
2.2.3 Branje pomnilne celice 
 
Slika 7: Branje pomnilne celice 
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Logično stanje pomnilne celice določimo tako, da s pomočjo meritev toka ugotovimo, ali se 
znotraj plavajočih vrat nahaja naboj ali ne. To dosežemo preprosto tako, da kontrolna vrata 
postavimo na potencial 0V. V primeru, da plavajoča vrata ne vsebujejo naboja, pomnilna 
celica omogoča prost pretok nosilcev med izvorom in ponorom, sicer pa je pragovna napetost 
plavajočih vrat previsoka in nosilcem prehajanje onemogoča. 
Odsotnost toka interpretiramo kot logično 0 in obratno, kot logično 1, kadar je tok prisoten. 
2.3 Slabosti NAND arhitekture 
Zaradi zaporedne vezave pomnilnih celic na bitno linijo in medsebojne povezave kontrolnih 
vrat vseh pomnilnih celic ene strani (slika 3), prihaja pri osnovnih operacijah pomnilnika do 
neželenih stranskih učinkov, kateri privedejo do napak pomnjenja in s tem povzročijo 
nezanesljivost pomnilnika. Da bi lahko neželene stranske učinke zaobšli ali pa jih vsaj omilili, 
je nujno potrebno poznavanje slabosti arhitekture. 
2.3.1 Motnje zaradi branja 
Bitna vrednost informacije je določena s pragovno napetostjo pomnilne celice. Pri branju 
pomnilne celice (slika 8) je na njenih kontrolnih vratih napetost branja. Tranzistor je odprt, če 
je ta napetost višja od pragovne napetosti, to pa določa količina naboja v plavajočih vratih. 
  
 
Slika 8: Vpliv branja izbrane strani pomnilnika 
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Znotraj posameznega bloka, so tranzistorji večjega števila pomnilnih celic, pripadajoči 
različnim stranem, povezani na skupno bitno linijo. Da na bitni liniji lahko ugotovimo stanje 
izbrane celice, njena kontrolna vrata postavimo na potencial branja (0V), pri tem pa morajo 
biti tranzistorji ostalih celic, zaradi propagacije nosilcev naboja, odprti. To pomeni, da je 
potrebno kontrolna vrata preostalih celic postaviti na potencial (5V), ki je višji od najvišje 
pragovne napetosti. Visoka napetost na preostalih celicah (ang. passthrough voltage) povzroča 
tuneliranje nosilcev, zaradi katerih se njihova pragovna napetost lahko dvigne in povzroči 
spremembo logičnega nivoja. 
 
Motnjam zaradi branja (ang. read disturb) strani se ne glede na tip NAND pomnilnika ni 
mogoče izogniti. Njihovo pojavljanje je sicer relativno nizko in se pojavi enkrat na milijon 
branj [13], vendar je prisotno, kar pogojuje uporabo metod za detekcijo in korekcijo napak. 
Celice, podvržene motnjam zaradi branja, se vedno nahajajo v neizbranih straneh bloka 
pomnilnika, iz katerega trenutno beremo. Zaradi motenj ne pride do poškodb, celico pa z 
operacijo brisanja lahko restavriramo na referenčno vrednost. 
2.3.1 Motnje zaradi programiranja 
Podobno kot pri motnjah branja, tudi pri programiranju pomnilne celice v posamezni strani, 
pride do neželenega vpliva na preostale pomnilne celice v izbrani strani pa tudi v sosednjih 
straneh pomnilnika. 
Pri programiranju ene celice je visoka pozitivna napetost programiranja prisotna na kontrolnih 
vratih vseh celic izbrane strani, tudi na tistih, katerih ne nameravamo programirati. Zaradi 
tega se zgodi, da nehote vzporedno programiramo tudi neizbrane celice. Še posebno so temu 
vplivu podvržene celice, ki so sosedne izbrani. Proizvajalci NAND pomnilnih čipov to težavo 
rešujejo z različnimi tehnikami oziroma s kombinacijami različnih tehnik [14] [15]. Ena 
izmed osnovnih tehnik se imenuje »self-boosting«, pri kateri so neizbrane bitne linije 
električno izolirane, na kontrolna vrata neizbranih strani pa priključena napetost prehajanja 
(10V). Neizbrana stran je tako kapacitivno sklopljena z neizbranimi bitnimi linijami, kar 




Slika 9: Motnje programiranja 
 
Kaj to pomeni za uporabnika? Proizvajalci NAND pomnilnih čipov so pri spopadanju z 
motnjami programiranja (ang. program disturb) različno uspešni in pri pregledu različnih 
čipov ugotovimo, da so pomnilniki tipa SLC bolj robustni od tipa MLC. Zanje velja: 
 strani pomnilnika lahko znotraj bloka programiramo sekvenčno, od prve do zadnje 
strani, kot si sledijo v naslovnem prostoru, naključno programiranje je prepovedano 
 v kolikor ustrezno razdelimo stran pomnilnika lahko le to programiramo večkrat – 
nekateri pomnilni čipi omogočajo do osem delnih programiranj posamezne strani 
Pri MLC tipu pomnilnika je dovoljeno posamezno stran programirati samo enkrat, delna 
programiranja pa niso dovoljena. 
2.3.2 Izraba pomnilniških blokov 
Izraba pomnilniških blokov je največja in najpomembnejša slabost NAND pomnilnika, saj je 
njen doprinos k vprašljivi zanesljivosti največji. Na izolacijski plasti, skozi katero tunelirajo 
elektroni, se zaradi visokega električnega polja, kateremu je izpostavljena med 
programiranjem in brisanjem, pojavijo fizične poškodbe, katere omogočijo elektronom 
prehajanje iz substrata v plavajoča vrata. Tako poškodovane celice ni več mogoče brisati, 
njeno logično stanje pa se ves čas kaže kot logična 0. Ko se znotraj bloka pojavi prva taka 
celica, pričnemo govoriti o izrabljenemu, slabemu oziroma nezanesljivemu bloku, saj je 
verjetnost pojavljanja enake napake tudi pri preostalih celicah v istem bloku zelo velika. 
 15 
Število ciklov programiranja in brisanja je en od osnovnih podatkov NAND pomnilnega čipa 
in pove, kolikokrat lahko blok preprogramiramo preden postane nezanesljiv. Tipična 
specifikacija za SLC pomnilnike je 100,000, ciklov medtem ko je za MLC pomnilnike  
desetkrat manjša in znaša le okoli 10,000 ciklov ali manj. Zamislimo si aplikacijo z MLC 









= ~83 𝑑𝑛𝑖 
 
Zamišljena aplikacija bi delovala tri mesece, potem pa bi njena zanesljivost postala vprašljiva. 
V primeru, da pomnilnik zamenjamo za tip SLC, se čas delovanja sicer poveča na nekaj več 
kot dve leti, vendar tudi to ni impresiven rezultat. 
2.3.3 Nezanesljivi bloki novega pomnilnika 
Izraba pomnilniških celic pa ni edini doprinos k številu slabih blokov NAND pomnilnega 
čipa. Z upoštevanjem proizvodnega procesa in z željo po znižanju stroškov proizvodnje, so se 
proizvajalci pomnilnih čipov dogovorili, da lahko tudi povsem nov, nikoli uporabljen NAND 
pomnilni čip, vsebuje nekaj slabih blokov pomnilnika. Ker so pomnilni bloki neodvisni en od 
drugega, to ne vpliva na ostale in jih lahko normalno uporabljamo. Dogovor je vključen v 
standard ONFI, v katerem je opisano tudi, kako slabe bloke detektiramo. Pri testiranju med 
proizvodnim procesom proizvajalci bloke, ki jih ni mogoče pobrisati oziroma imajo kako 
drugo napako proizvodnje, označijo. To naredijo tako, da na dogovorjenem mestu celice 
programirajo, s čimer celice dobijo logično vrednost 0. To mesto imenujemo »oznaka slabega 
bloka« oziroma krajše BBM (Bad Block Marker), najdemo pa ga lahko na: 
 prvi strani pomnilnega bloka, v prvem bajtu rezervnega dela strani 
ali 
 zadnji strani pomnilnega bloka, v prvem bajtu rezervnega dela strani 
 
Naj omenim še, da je pred vzpostavitvijo ONFI standarda med proizvajalci veljal drugačen 
dogovor, in sicer se je oznaka BBM nahajala na: 
 prvi ali drugi strani pomnilnega bloka, v šestem bajtu rezervnega dela strani 
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Taka oznaka ni pogosta in je običajno ne najdemo več, saj proizvajalci večinoma spoštujejo 
ONFI standard, vendar pa so nekateri pomnilni čipi s tako oznako, predvsem v čipih manjše 
pomnilne kapacitete in velikostjo strani 528 bajtov, še vedno v prodaji [7] [8]. 
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3. Metode reševanja slabosti 
Vzporedno s pojavom flash pomnilnika so se pojavile tudi programske metode [3], ki so 
reševale predvsem problem različnih velikosti enot za branje, pisanje in brisanje ter s tem 
omogočile obstoječemu datotečnemu sistemu naključni dostop do pomnilnika. To pomeni, da 
je bilo potrebno uvesti navidezno oz. virtualno mapo pomnilnika, ki omogoča preslikavo 
pomnilniških lokacij na fizični pomnilnik, datotečnemu sistemu pa omogočiti bralno pisalni 
dostop brez operacije brisanja. Preslikavo najlažje opišemo tako, da datotečnemu sistemu 
pripišemo upravljanje z logičnimi naslovi, pomnilniku pa s fizičnimi naslovi. V primeru, da 
preko logičnega naslova pišemo na fizični naslov, ki ni pobrisan in že vsebuje prej zapisane 
podatke, je potrebno v pobrisanem delu pomnilnika poiskati nov fizični naslov, tja zapisati 
podatke in posodobiti povezavo logičnega na fizični naslov. 
Za metode preslikovanja logičnih v fizične naslove se je v praksi uveljavil izraz »Flash 
Translation Layer« oziroma FTL. FTL metode so bile razvite za NOR (bliskovni) pomnilnik, 
ki ima manj arhitekturnih slabosti kot NAND pomnilnik. Bistvene so naslednje: 
 blok pomnilnika lahko pišemo v naključnem vrstnem redu (NAND samo sekvenčno) 
 tipično omogočajo 100000 ciklov brisanja bloka (NAND lahko samo 10000 ali manj) 
 ni težav z bitnimi napakami 
 
 
Slika 10: NAND translacijski modul (NFTL) 
 
V kolikor želimo NAND pomnilnik uporabljati zanesljivo in podaljšati njegovo življenjsko 
dobo na najdaljšo možno, FTL metode niso zadostne in jih je potrebno izboljšati ter razširiti. 
Preslikavo logičnih na fizične naslove sicer metode FTL lahko rešujejo, vendar nujno 
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potrebujemo tudi metode za zmanjšanje števila operacij brisanja, metode za upravljanje z 
izrabljenimi pomnilniškimi bloki ter metode za detekcijo in popravljanje bitnih napak zaradi 
motenj branja in pisanja. V praksi uveljavljeno ime za izboljšan nabor metod je »NAND 
Flash Translation Layer« ali NFTL (slika 10). 
3.1 Preslikovanje naslovov in algoritmi za izravnavo rabe blokov 
Preslikave oz. translacije naslovov in algoritmi za izravnavo rabe blokov (ang. wear leveling) 
so pri uporabi NAND pomnilnika nujno potrebni. Njihov namen je, da z distribucijo podatkov 
po celotnem pomnilniku, zaradi omejenega števila ciklov brisanja in prepisovanja blokov 
pomnilnika, zagotavljajo enakomerno rabo pomnilniških blokov. 
Datotečni sistemi, načrtovani za pomnilne medije z magnetnim zapisom, uporabljajo medij 
kot bralno pisalni pomnilnik, v blokih določene velikosti. V primeru NAND pomnilnika, to 
predstavlja dva problema [16]. Prvi je ta, da se določeni bloki pomnilnika uporabljajo 
intenzivneje kot drugi, kar ne predstavlja težave pri magnetnem mediju, pri NAND 
pomnilniku pa vodi v prehitro izrabo pogosteje uporabljenih blokov. Drugi problem pa je, da 




Slika 11: Prehod iz linearnega naslavljanja v translacijo 
 
Prvi problem rešimo z odpravo linearnega naslavljanja, namesto njega pa uporabimo 
preslikavo (slika 11) iz logičnega naslova bloka (LBN) v fizični naslov bloka (PBN), pri 
čemer fizične naslove blokov izbiramo tako, da je njihova izraba enakomerna. Preslikave 





Slika 12: Prehod iz unikatnih zapisov na kopije 
 
Drugi problem pa rešujemo s pisanjem logičnega bloka v enega ali več fizičnih blokov. Pri 
tem nastajajo kopije logičnih blokov (slika 12), ki jih interpretiramo kot veljavne ali 
neveljavne. Pri klasičnem zapisu bi štiri logične bloke velikosti 16KB v fizični blok velikosti 
64KB zapisali samo enkrat. Ko bi bilo potrebno enega od logičnih blokov prepisati, bi morali 
vsebino celotnega fizičnega bloka prenesti v delovni pomnilnik, fizični blok pobrisati ter nato 
vsebino delovnega pomnilnika vključno z novimi podatki vpisati nazaj v fizični blok. To 
pomeni, da potrebujemo veliko količino delovnega pomnilnika (64KB delovnega pomnilnika, 
da vpišemo 16KB podatkov), poleg tega pa se pojavi še problem varnosti podatkov. V 
primeru, da sistem ostane brez energije ravno v trenutku, ko pobrišemo fizični blok, so 
podatki izgubljeni, posledica pa je lahko odpoved sistema. Če pa namesto brisanja v fizični 
blok vpišemo samo novo kopijo, potrebujemo zgolj mehanizem določanja veljavnosti kopije. 
Najenostavnejši mehanizem za to je lahko dogovor o vrstnem redu pisanja logičnih blokov. 
Če določimo, da zapišemo vsako kopijo logičnega bloka v stran pomnilnika, ki ima višjo 
zaporedno številko od prejšnje, lahko v vsakem trenutku določimo zadnji zapis, pa tudi vse 
prejšnje. 
 
Prehod iz linearnega naslavljanja v preslikovanje naslovov (slika 11) je osnovna ideja vseh 
algoritmov za izravnavo rabe blokov. Za boljše razumevanje načinov preslikovanj, definiramo 
naslednje termine: 
 Fizični blok oz. številka fizičnega bloka (PBN) je zaporedna številka fizičnega bloka 
NAND pomnilnika. V NAND pomnilniku je tudi najmanjša enota pomnilnika, ki ga 
lahko brišemo. 
 Logični blok oz. številka logičnega bloka (LBN) je zaporedna številka virtualnega 
bloka, ki je enake velikosti kot fizični blok pomnilnika. Pri linearnem naslavljanju 
velja LBN == PBN, pri preslikovanju pa LBN == f() * PBN, kjer je f() funkcija, ki jo 
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določa algoritem preslikovanja. Velja tudi, da je število logičnih blokov enako številu 
fizičnih blokov. 
 Logični sektor oz. številka logičnega sektorja (LSN) je zaporedna številka bloka 
pomnilnika, s katerim operira datotečni sistem. Število sektorjev je večje ali enako 
številu logičnih blokov, velikost logičnega sektorja pa manjša ali enaka velikosti 
logičnega bloka. Logični sektor je običajno definiran kot blok pomnilnika velikosti 
512 bajtov. 
 Fizični sektor oz. številka fizičnega sektorja (PSN) je zaporedna številka bloka 
pomnilnika, ki jo dobimo, če razpoložljiv pomnilnik razdelimo na bloke velikosti 512 
bajtov. Razdelitev je v tem primeru zgolj matematična. 
 
NAND pomnilnik z 2048 fizičnimi bloki in velikostjo bloka 128kB ima tako 2048 logičnih 
blokov. Vsak blok lahko vsebuje 256 sektorjev, torej je skupno število sektorjev 524,288. Z 
določeno terminologijo lahko opišemo tri različice preslikovanja. Imenujmo jih sektorsko, 
blokovno in hibridno preslikovanje [17]. 
 
Najbolj osnovna metoda preslikovanja je sektorska, pri kateri v preslikovalni tabeli beležimo 
fizično lokacijo za vsak logični sektor posebej. Število sektorjev je običajno zelo veliko, zato 
je zelo velika tudi tabela. Za primer preslikovanja predpostavimo, da imamo na razpolago 
NAND pomnilnik z dvema blokoma, ki vsebujeta po štiri strani. Velikost strani pomnilnika 
naj bo enaka velikosti sektorja (slika 13). 
 
 
Slika 13: Sektorska preslikava 
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Ko od datotečnega sistema pride ukaz za zapis podatka A v logični sektor 5, nam 
preslikovalna tabela pove, da se logični sektor 5 nahaja v strani pomnilnika z zaporedno 
številko 2, zato tja zapišemo podatek A. 
 
Pri blokovnem preslikovanju v preslikovalni tabeli beležimo logične (LBN) in fizične (PBN) 
bloke in predpostavimo, da se organizacija sektorjev v blokih ne spreminja. Velikost tabele se 
v tem primeru drastično zmanjša. Predpostavimo enak NAND pomnilnik in opišemo primer 
preslikovanja (slika 14). 
 
 
Slika 14: Blokovna preslikava 
 
Datotečni sistem želi zapisati podatek A v logični sektor 7. Logični blok dobimo, če številko 
sektorja delimo s številom sektorjev, ki jih lahko zapišemo v en logični blok, torej 4. 
Celoštevilčni rezultat deljenja nam tako pove številko logičnega bloka, kjer je zapisan sektor 
7, ostanek pri deljenju pa njegov ofset v bloku. Podatek A se zato zapiše v stran 3 fizičnega 
bloka 0. 
 
Hibridno preslikovanje v preslikovalno tabelo, prav tako kot blokovna preslikava, zapisuje 
logične (LBN) in fizične (PBN) bloke, vendar ne pogojuje organiziranosti sektorjev. 
Informacijo o organiziranosti sektorjev zato zapisuje v rezervni del pomnilnika. Velikost 




Slika 15: Hibridno preslikovanje 
 
Primer hibridne preslikave prikazuje slika 15. Ko z datotečnega sistema pride ukaz za zapis 
podatka A v logični sektor 3, najprej izračunamo številko logičnega bloka (0) in ofset sektorja 
v njem (3). S pomočjo preslikovalne tabele pridemo do fizičnega bloka 1, kjer pričnemo 
iskanje prostega prostora za zapis podatka. Ker je prva stran bloka 1 prosta, podatek A 
zapišemo v njen uporabniški del, ofset sektorja 3 pa v njen rezervni del. 
 
Poleg mehanizma preslikovanja moramo izbrati še ustrezno funkcijo izbiranja fizičnih blokov. 
Tu v splošnem ločimo dva postopka, statično in dinamično izravnavanje, ki najbolj učinkovito 
zmanjšata izrabo blokov v primeru, ko sta uporabljena v kombinaciji. 
Funkcija statičnega izravnavanja za uporabo izbira bloke v katerih so statični podatki, torej 
tisti, ki jih zapišemo in kasneje več ne prepisujemo, ampak samo beremo. Taki bloki bi sicer 
bili brisani zelo redko ali nikoli. Statično izravnavanje poskrbi, da so podatki iz takih blokov 
periodično premaknjeni, bloki pa pobrisani. Tako statično izravnavanje doseže, da so bloki 
uporabljeni, kljub temu da njihova vsebina ni bila prepisana. 
Dinamično izravnavanje deluje na blokih v katerih so podatki, ki jih pogosto prepisujemo. 
Namesto prepisovanja ustvarja kopije podatkov in jih zapisuje v proste fizične bloke. Na ta 
način se izogiba prepogostemu brisanju blokov. 
 
Ena izmed najpogosteje uporabljenih metod za izbiranje blokov pri vpisu novih podatkov je 
uporaba števca števila brisanj bloka [18]. Pri uporabi te metode ima vsak blok v rezervnem 
delu zapisano število, kolikokrat je bil v svoji življenjski dobi že pobrisan. Obe funkciji 
izbiranja med sabo sodelujeta s ciljem, da števec brisanj v vseh blokih kaže enako stanje. 
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3.2 Upravljanje z izrabljenimi bloki 
Kot sem že omenil, lahko tudi neuporabljen NAND pomnilni čip vsebuje nezanesljive 
pomnilniške bloke označene s strani proizvajalca, ti pa zaradi izrabe nastajajo tudi med 
uporabo. Njihovo število se torej z uporabo pomnilnika povečuje, zato potrebujemo strategijo 
upravljanja z izrabljenimi bloki (ang. bad block management). 
 
 
Slika 16: Algoritem iskanja slabih blokov 
 
Proizvajalci pri testiranju uporabljajo različne kriterije, na podlagi katerih se odločijo, ali bo 
blok označen kot slab ali ne. V primeru, da proizvajalec ugotovi, da bo določen blok namesto 
deklariranih 10,000 ciklov brisanja funkcionalen samo 1000 ciklov, bo ta blok označil kot 
slab. To pomeni, da lahko uporabnik nad tem blokom sproži operacijo brisanja, njen rezultat 
pa bo uspešno pobrisan blok, s tem pa bo tudi izgubljena informacija o proizvajalčevi oznaki. 
Pomnilnik je zato pred prvo uporabo priporočljivo preiskati in informacijo o lokaciji slabih 
blokov zapisati v tabelo, ki jo shranimo v enega izmed preostalih blokov. 
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Način, kako poiščemo slabe bloke, ki jih je označil proizvajalec, je enostaven. Preprosto 
preiščemo vse bloke, iz njih beremo prve in zadnje strani ter pregledujemo oznako za slab 
blok. Algoritem prikazuje slika 16. 
 
Podobno enostavno je z bloki, ki se izrabljajo med uporabo. Pri pregledu arhitekturnih 
značilnosti smo ugotovili, da izrabljenih pomnilnih celic ni več mogoče brisati. Iz tega sledi 
pogoj, kdaj blok označiti kot slab. Ko torej operacija brisanja ne uspe, blok označimo kot slab 
in fizično lokacijo bloka zapišemo v tabelo slabih blokov. Ker običajno brišemo bloke, ki 
vsebujejo zgolj neveljavne podatke, je to vse, kar je potrebno storiti. 
 
Je pa potrebno upoštevati še morebiten vpliv, ki ga ima zmanjševanje uporabnih blokov na 
datotečni sistem. Ker se z uporabo pomnilnika število uporabnih blokov zmanjšuje, dobi 
datotečni sistem pri vsakem naslednjem formatiranju v uporabo manj blokov, kar pomeni, da 
se s časom kapaciteta pomnilnega medija manjša. S stališča datotečnega sistema to sicer ni nič 
narobe, bolj občutljiv je v tem primeru uporabnik tega medija. Zaradi človeškega faktorja se 
zato določen odstotek veljavnih blokov rezervira in se jih vključi v uporabo kasneje, da 
nadomestijo izrabljene bloke. 
3.3 Konsolidacija blokov 
Konsolidacija blokov (ang. garbage collection) je postopek, pri katerem označujemo in 
premikamo veljavne podatke z namenom, da pridobimo prazne bloke pomnilnika. V 
pomnilniku namreč zaradi prepisovanja podatkov ostajajo stari, neveljavni podatki, količina 
prostega prostora pa se zaradi tega zmanjšuje. Prazen blok lahko pridobimo samo z brisanjem, 
kar pomeni, da je potrebno blok z neveljavnimi podatki izprazniti, veljavne podatke preseliti 
na novo lokacijo, nato pa blok izbrisati. 
Da lahko veljavne podatke preselimo, potrebujemo najmanj en prost, prazen, izbrisan blok, 
kar pomeni, da je količina blokov, ki jih lahko damo na razpolago aplikaciji, manjša, kot je 
število fizičnih blokov pomnilniškega čipa. Vendar pa v večini primerov aplikacijo 
prikrajšamo za več kot samo en pomnilniški blok, saj se s tem poveča število strategij, ki jih 
lahko uporabimo za konsolidacijo. Postopek konsolidacije poteka v naslednjih korakih: 
- izberemo enega ali več blokov, ki poleg veljavnih vsebujejo tudi neveljavne podatke 
- poiščemo prazen blok in vanj prenesemo veljavne podatke iz izbranih blokov 
- v preslikovalni tabeli popravimo vse vnose, ki se nanašajo na izbrane bloke, in jih 
popravimo tako, da kažejo na blok v katerem so zbrani veljavni podatki 
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- izbrišemo bloke z neveljavnimi podatki 
 
Pri konsolidaciji je pomembno, da so koraki izvedeni v pravem vrstnem redu, saj v 
nasprotnem primeru lahko ob nenadni prekinitvi napajalne napetosti pride do nekonsistenc. V 
primeru, da pred prenašanjem veljavnih podatkov popravimo preslikovalno tabelo, nato pa 
izgubimo napajalno napetost, se zgodi, da preslikovalna tabela kaže na prazen blok, veljavni 
podatki pa so izgubljeni. 
Konsolidacija blokov je v NAND pomnilniku nujna. Z njo pridobivamo prazen prostor in 
povečujemo število prostih blokov, ima pa več slabih učinkov. Vpliva na učinkovitost 
algoritmov za izravnavo izrabe blokov, saj sta si postopka glede na svoje cilje kontradiktorna. 
Konsolidacija namreč povečuje število brisanj, izravnava pa teži k zmanjševanju. Poleg tega 
je pomemben tudi vpliv na hitrost dostopa podatkov. Konsolidacija namreč zaradi brisanja 
blokov traja relativno dolgo časa, saj je brisanje bloka počasen postopek, poleg tega pa je tudi 
preiskovanje blokov in selitev podatkov dolgotrajen proces. 
Pri odločanju, kdaj je čas za konsolidacijo, je potrebno upoštevati naslednje postavke: 
- kateri bloki vsebujejo dovolj neveljavnih blokov in so primerni za konsolidiranje 
- kateri oziroma kako bo izbran blok v katerega selimo veljavne podatke 
- kdaj se naj konsolidacija proži 
3.4 Detekcija in korekcija napak (ECC) 
Dejstvo je, da je NAND pomnilnik zaradi težav z naključnim spreminjanjem bitnih vrednosti 
nezanesljiv in kot tak neprimeren za shranjevanje podatkov. In glede na to, da je primarna 
funkcija pomnilnika dolgotrajno shranjevanje podatkov, potrebujemo zanesljivost, oziroma 
metode, ki bodo zanesljivo hrambo podatkov omogočile. Ker govorimo o pomnilniku, samo 
detekcija napak ni dovolj, ampak potrebujemo metode, ki lahko bitne napake tudi popravljajo. 
 
Skupaj z začetkom razvoja področja informacijske teorije [19], so se razvijale tudi kode za 
popravljanje napak (Error Correction Code – ECC) [20], ki se že vse od svojih začetkov 
uporabljajo v telekomunikacijah. Njihova uporabnost je praktično univerzalna, zato nam 
danes omogočajo tudi zanesljivo uporabo NAND pomnilnika, kjer se za detekcijo in 
odpravljanje napak najpogosteje uporabljajo Hammingove, Reed Solomon in BCH (Bose, 
Ray-Chaudhuri , Hocquenghem) kode. Prve običajno v pomnilniku tipa SLC, kjer je 




Splošna lastnost teh kod je, da izbranemu podatku dodajo redundantno informacijo, ki jo 
kasneje lahko uporabimo za preverjanje konsistence podatka in, v primeru ugotovljene 
napake, za popravljanje podatka. Njihova uporaba je za zanesljivo shranjevanje podatkov v 
NAND pomnilniku obvezna, to pa je tudi razlog, da stran NAND pomnilnika ni reda velikosti 
2
n
, kot je običajno velikost osnovne alokacijske enote pomnilnika, ampak je vedno večja, z 
namenom, da imamo prostor kamor redundantno informacijo lahko shranimo. Velikost te 
redundantne informacije je pogojena z vrsto uporabljene kode in z dolžino podatka nad 
katerim jo uporabimo. ONFI standard [2] predpisuje najmanjšo dolžino podatka in sicer 512 
bajtov, ne predpiše pa vrste kode, ki naj bo za varovanje tega podatka uporabljena.  
3.4.1 Hammingova koda 
Hammingove kode so enostavnejše, dodajajo malo redundantne informacije, njihovo 
delovanje pa lahko opišemo brez podajanja kompleksnih matematičnih izrazov. Z njimi lahko 
popravljamo enobitno napako, detektiramo pa največ dvobitno. V primeru dvobitne napake 
popravljanje ni možno, saj ne moremo določiti lokacij napake. 
 
Tabela 2: Paket štirih bajtov 
 b7 b6 b5 b4 b3 b2 b1 b0 Bajtna pariteta  
B0 0 0 0 1 0 0 0 1 0 1R0 
2R0 
B1 0 0 1 1 0 0 1 1 0 1R1 
B2 1 0 1 1 0 0 0 0 1 1R2 
2R1 
B3 1 1 1 1 0 0 1 0 1 1R3 
Bitna pariteta 0 1 1 0 0 0 0 0 
 
 
1C7 1C6 1C5 1C4 1C3 1C2 1C1 1C0 
2C3 2C2 2C1 2C0 
4C1 4C0 
 
Najpogosteje uporabljena koda za varovanje podatkov v NAND pomnilniku je sicer 
zasnovana za paket velikosti 512 bajtov, vendar je razširitev preprostega primera lahko 
izvedljiva, zato naj princip delovanja Hammingovih kod razjasnim na preprostem primeru 
paketa štirih bajtov. 
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Paket uredimo, kot kaže tabela 2. Označimo bajt z B, bit z b, bajtno pariteto s pB, bitno 
pariteto pa s pb. Za bajte [B0:B3] tako dobimo bajtne paritete [pB0:pB3], za bite [b0:b7] pa 
bitne paritete [pb0:pb7]. Paritete po stolpcih (column oz. C) in vrsticah (row oz. R) potem 
delimo na polovice, vse dokler ne pridemo do enotinih delov. Osem bitnih paritet tako 
razdelimo na polovice (4C[0:1]), četrtine (2C[0:3]) in osmine (1C[0:7]), štiri bajtne paritete 
pa na polovice (2R[1:0]) in četrtine (1R[0:3]). 
Do redundantne informacije pridemo z XOR operacijo med lihimi (odd oz. o) in sodimi (even 
oz. e) paritetami, kot kaže tabela 3. 
 
Tabela 3: Izračun paritet 
2Re = 2R0 = pB0 ^ pB1 = 0 ^ 0 = 0 
2Ro = 2R1 = pB2 ^ pB3 = 1 ^ 1 = 0 
1Re = 1R0 ^ 1R2 = pB0 ^ pB2 = 0 ^ 1 = 1 
1Ro = 1R1 ^ 1R3 = pB1 ^ pB3 = 0 ^ 1 = 1 
4Ce = 4C0 = pb0 ^ pb1 ^ pb2 ^ pb3 = 0 ^ 0 ^ 0 ^ 0 = 0 
4Co = 4C1 = pb4 ^ pb5 ^ pb6 ^ pb7 = 0 ^ 1 ^ 1 ^ 0 = 0 
2Ce = 2C0 ^ 2C2 = (pb0 ^ pb1) ^ (pb4 ^ pb5) = 0 ^ 0 ^ 0 ^ 1 = 1 
2Co = 2C1 ^ 2C3 = (pb2 ^ pb3) ^ (pb6 ^ pb7) = 0 ^ 0 ^ 1 ^ 0 = 1 
1Ce = 1C0 ^ 1C2 ^ 1C4 ^ 1C6 = pb0 ^ pb2 ^ pb4 ^ pb6 = 0 ^ 0 ^ 0 ^ 1 = 1 
1Co = 1C1 ^ 1C3 ^ 1C5 ^ 1C7 = pb1 ^ pb3 ^ pb5 ^ pb7 = 0 ^ 0 ^ 1 ^ 0 = 1 
 
Dobljene vrednosti je sedaj za praktično uporabo potrebno samo še smiselno urediti, da 
hranijo informacijo o pariteti paketa po stolpcih in vrsticah. Pod oznako ECCe zberemo sode 
paritete 
ECCe[4:0] = { 4Ce, 2Ce, 1Ce, 2Re, 1Re } = 01101 
lihe paritete pa pod oznako ECCo, kot sledi 
ECCo[4:0] = { 4Co, 2Co, 1Co, 2Ro, 1Ro } = 01101 
 
Predpostavimo, da se v paketu, zaradi napake pri prenosu, spremeni vrednost bita b2 v bajtu 
B2. Bajtne in bitne paritete se zaradi tega spremenijo, posledično pa nove vrednosti, ki so 
ECCe[4:0] = ECCee[4:0] = { 4Ce, 2Ce, 1Ce, 2Re, 1Re } = 11000 
in 
ECCo[4:0] = ECCoo[4:0] = { 4Co, 2Co, 1Co, 2Ro, 1Ro } = 00111 
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Če želimo preveriti, ali je pri prenosu prišlo do napake, uporabimo operacijo XOR nad 
paritetnimi biti ECCe, ECCo, ECCee in ECCoo, 
ECCe ^ ECCo ^ ECCee ^ ECCoo = 01101 ^ 01101 ^ 11000 ^ 00111 = 11111 
rezultat pa interpretiramo na naslednje možne načine 
 Vsi biti imajo vrednost 0 – pri prenosu paketa ni prišlo do napake 
 Vsi biti imajo vrednost 1 – pri prenosu paketa se je zgodila enobitna napaka, ki jo 
lahko popravimo. 
 Katerakoli druga vrednost nakazuje, da je pri prenosu prišlo do dvobitne ali večbitne 
napake. Dvobitno napako lahko detektiramo, ne moremo pa je popraviti. Pri večbitnih 
napakah pa se lahko zgodi, da napake niti ne zaznamo. 
Če ugotovimo, da je prišlo do napake enega bita, moramo poiskati njegovo lokacijo. Ponovno 
to storimo z XOR operacijo, vendar tokrat med paritetami ECCo in ECCoo, 
ECCo ^ ECCoo = 01101 ^ 00111 = 01010 
Ker smo paritetne bite zložili po stolpcih in vrsticah, nam dobljeni rezultat direktno poda 
lokacijo napake. Stolpčni biti {4Co, 2Co, 1Co } = 010 povedo da je napaka v stolpcu bitov 




4. Mikrokrmilniški vgrajeni sistemi 
Osnovni zahtevi, ki sem ju postavil za mikrokrmilnik, uporabljen za delo z NAND 
pomnilnikom, sta naslednji: 
 temelji na procesnem jedru ARM Cortex M 
 nudi dostop do zunanje priključenega pomnilnika preko vgrajene periferne enote 
 
Za ostale zahteve, kot so frekvenca delovanja jedra, količina ROM in RAM pomnilnika ter 
morebitna strojna podpora za korekcijo in detekcijo napak, dopuščam, da so pogojene z 
izvedbo (implementacijo) NFTL metod. Dostop do zunanje priključenega pomnilnika preko 
vgrajene periferne enote je nujen pogoj za uporabo NAND pomnilnika, z določitvijo zgolj 
procesnega jedra pa zagotovim široko podporo in združljivost programskega NFTL modula z 
mikrokrmilniki različnih proizvajalcev.  
 
Tabela 4: Karakteristike pomnilnega čipa MT29F4G08 [6] 
Oznaka MT29F4G08 
Kapaciteta 4 Gbit 
Velikost strani 2112 bajtov (2048B + 64B) 
Velikost bloka 64 strani (128kB + 4kB) 
Število blokov 4096 
Zahtevnost ECC 1-bit / 528 bajtov 
Čas 
branja 
Naključno 25us / stran 
Sekvenčno 30ns / stran 
Čas programiranja 300us / stran 
Čas brisanja 2ms / blok 
 
Za razvoj in testiranje sem izbral mikrokrmilnik STM32F407IG [21] [22], ki temelji na 
procesnem jedru ARM Cortex M4, deluje z najvišjo frekvenco 168MHz, vsebuje 512 
kilobajtov ROM pomnilnika namenjenega shranjevanju izvajajoče se kode, 192 kilobajtov 
RAM pomnilnika, ki služi kot delovni pomnilnik ter FSMC periferno enoto z zunanjim 
pomnilniškim vodilom, ki omogoča dostop do NAND pomnilnika. Izbrani mikrokrmilnik se 
uvršča v višje zmogljivostno območje v primerjavi z ostalimi mikrokrmilniki na trgu in s tem 
zagotovo zadostuje za dosego osnovnega cilja – razviti programski modul z NFTL metodami, 
ki porabi minimalno možno razpoložljivih sredstev mikrokrmilnika. 
 
 30 
Testni pomnilni čip je MT29F4G08, katerega karakteristike (tabela 4) ustrezajo vsem 
pogojem za izvedbo splošnih NFTL metod, ki jih lahko uporabimo na večini komercialno 
dostopnih pomnilnih čipih. 
4.1 Namen uporabe 
Dandanes je NAND pomnilnik široko razširjen medij za shranjevanje podatkov in ga najdemo 
v praktično vsaki elektronski prenosni napravi. Njegov razvoj in cenovna dostopnost sta 
povzročila, da je v zadnjem času izpodrinil iz uporabe tudi klasične magnetne medije v 
osebnih računalnikih, delovnih postajah in strežnikih. Vendar ko o NAND pomnilniku 
razmišljamo v povezavi z mikrokrmilnikom, se moramo ozreti po manj zahtevnih napravah. 
Klasični primeri so pomnilniške kartice SD, MMC, eMMC in USB spominski ključi. Nikakor 
pa ne smemo pozabiti na mikrokrmilniške vgrajene sisteme, ki jih dandanes najdemo v 
raznovrstnih napravah. Krmilnik z vgrajenim spletnim strežnikom, termometer s funkcijo 
spremljanja tedenske, mesečne ali letne temperature, diktafon, prenosni predvajalnik glasbe, 
nadzorna kamera, GPS navigacijska ali poljubna telemetrična naprava. Vse to so primeri 
mikrokrmilniških vgrajenih sistemov, kjer se kot pomnilni medij lahko uporabi NAND 
pomnilnik. 
4.2 Omejenost sredstev in NAND pomnilnik 
Da bi lahko okvirno določil porabo sredstev za delo z NAND pomnilnikom, oziroma si 
izoblikoval občutek za njihovo porabo, sem izbral nekaj NAND pomnilnih čipov [6] [10] [11] 
[23], ki so trenutno na voljo na trgu, in pregledal njihove osnovne lastnosti (tabela 5). 
 
Tabela 5: Osnovne lastnosti pomnilnih čipov 
 MT29F2G08 S34ML01G1 H27U8G8T MT29F32G08 
Kapaciteta 2 Gbit 1 Gbit 8 Gbit 32 Gbit 
Velikost strani 2112 bajtov 2112 bajtov 4224 bajtov 8640 bajtov 
Velikost bloka 
64 strani 
(128kB + 4kB) 
64 strani 
(128kB + 4kB) 
128 strani 
(512kB + 16kB) 
128 strani 
(1024kB + 56kB) 
Število blokov 2048 1024 2048 4096 
Zahtevnost ECC 1-bit / 528 bajtov 1-bit / 528 bajtov 4-bit/528 bajtov 8-bit/540 bajtov 
 
Opazil sem, da z rastjo kapacitete pravzaprav ni drastičnih sprememb, enakomerno se 
povečujejo vsi parametri in ni velikih odklonov. Ta opazka je zelo pomembna za grobo oceno 
porabe RAM pomnilnika mikrokrmilnika. Namreč, za branje in zapisovanje ene strani NAND 
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pomnilnika potrebujemo najmanj toliko bajtov RAM pomnilnika za obdelovanje podatkov, 
kot je velika stran. 
Za operacije, ki zahtevajo delo s številom strani oziroma s številom blokov, bodo dovolj 8-
bitne oziroma 16-bitne spremenljivke, kar ne doprinese opaznega porasta porabe RAM 
pomnilnika. Vsebine bloka sicer ne želim hraniti v RAM pomnilniku, saj je količina podatkov 
prevelika, lahko pa blok ustrezno indeksiram, kar pride prav pri operaciji konsolidacije. 
 
Tabela 6: Časovne lastnosti pomnilnih čipov 
 MT29F2G08 S34ML01G1 H27U8G8T MT29F32G08 
Naključno branje 27us 25us 60us 35us 
Sekvenčno branje 30ns 25ns 25ns \ 
Programiranje 
strani 
300us 200us 800us 350us 
Brisanje bloka 2ms 2ms 2.5ms 1.5ms 
 
Pri vprašanju glede časovnih zahtev pridejo prav podatki o časovnih lastnostih pomnilnih 
čipov (tabela 6). Iz njih je razvidno, da so si po časovnih karakteristikah pomnilni čipi 
razmeroma podobni, zato lahko posplošimo: 
 naključno branje strani traja od 25us do 60us 
 programiranje strani traja od 200us do 800us 
 brisanje bloka traja od 1.5ms do 2.5ms 
 
Časovno najmanj ugodna je operacija brisanja bloka, saj je njeno trajanje v območju 
milisekund. V primeru konsolidacije blokov je potrebno brisanje najmanj enega bloka, 
običajno pa vsaj dveh, kar pomeni, da je za dokončanje operacije potrebno čakati tudi do 5ms. 
Za mikrokrmilnik, ki lahko deluje s frekvenco ure do 168MHz, je to izredno veliko časa, zato 
bi ta čas lahko izkoristil za varčevanje z energijo ali pa s pametnim načrtovanjem metod 
dosegel, da mikrokrmilnik namesto čakanja izvršuje druge operacije. V primeru uporabe 
operacijskega sistema v realnem času, bi lahko procesorski čas dodelil opravilom v čakalni 
vrsti. 
4.3 Strojna podpora za NAND pomnilnik 
V mikrokrmilnikih s procesnim jedrom Cortex M je strojna podpora za NAND pomnilnik še 
vedno razmeroma slaba. Večina sicer podpira dostop do zunanjega podatkovnega vodila, 
vendar brez direktne podpore za NAND pomnilnik. V takem primeru mora CPU opraviti vse 
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delo pri prenosu podatkov med pomnilnikom, opravljati preračunavanje ECC in popravljati 
morebitne napake. Fleksibilnost je tako največja, vendar je zaradi povečanega števila operacij 
CPU bolj obremenjen, performančne karakteristike pa slabe. Mikrokrmilniki s periferno 
podporo [24] [25] [26] za NAND pomnilnik, prenašanje podatkov, izračun ECC in 
popravljanje napak prepustijo periferni enoti. Mikrokrmilnik mora periferni enoti zgolj 
nastaviti parametre delovanja, ta pa potem prenaša podatke med mikrokrmilnikom in NAND 
pomnilnim čipom. Pogosto nastavljivi parametri so: 
 število podatkovnih linij pomnilnega čipa 
 velikost strani NAND pomnilnika 
 tip ECC algoritma 
 organizacija podatkov znotraj strani 
 
Za načrtovalca NFTL metod je najbolj neugodna strojna podpora za izračun redundanc ECC. 
Periferne enote imajo običajno statično določeno organizacijo podatkov znotraj strani in tudi 
določeno mesto, kjer se mora redundantna informacija ECC nahajati. NFTL metode morajo 
zato imeti prilagodljivo organizacijo podatkov tako v uporabniškem delu, kot tudi v 
rezervnem delu strani pomnilnika. 
Mikrokrmilnik STM32F407IG nudi strojno podporo za izračun ECC redundanc in uporablja 
Hammingov algoritem. Za izračun lahko izberemo podatek velikosti 256, 512, 1024, 2048, 
4096 ali 8192 bajtov. Za uporabo v NAND pomnilniku je torej smiselna samo izbira podatka 
velikosti 512 bajtov. Pri izračunu paritet pri tej izbiri pridobim 24 dodatnih bitov oz. 3 bajte, 
ki jih moram pri pisanju pomnilnika prebrati iz perifernih registrov in jih vpisati v rezervni 
del, pri branju pa primerjati z že vpisanimi, pa tudi opraviti popravek, v kolikor je to 
potrebno. 
 
V nekaterih mikrokrmilnikih detekcijo in popravljanje napak v celoti samodejno vrši periferna 
enota. V tem primeru je organizacija podatkov statično določena. Algoritem običajno 
izračunava redundance nad podatkom določene velikosti, rezultat pa vpiše v prostor, ki sledi 
podatku. Podatki so v teh primerih lahko velikosti 518, 520, 2052, 2067, 2082 ali več bajtov. 
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4.3.1 Priklop pomnilnega čipa na mikrokrmilnik 
 
Slika 17: Blok diagram pomnilnega čipa [6] 
 
Priklop NAND pomnilnega čipa na mikrokrmilnik je razmeroma enostaven. Poleg 
podatkovnih linij ima čip še šest kontrolnih povezav in eno statusno (slika 17). Imena in 
kratki opisi povezav so zbrani v spodnji tabeli (tabela 7). 
 
Tabela 7: Opis priključnih linij NAND pomnilnega čipa 
Simbol Tip Ime Opis 
I/O [7:0], I/O 
[15:0] 
Vhod/Izhod Data Input/Output Dvosmerne podatkovne linije. Čip ima lahko 8 ali 16 
podatkovnih linij. 
CE# Vhod Chip enable Izbirna linija čipa. 
CLE Vhod Command latch enable Določa, kdaj so stanja na I/O linijah ukazi operacij. 
ALE Vhod Address latch enable Določa, kdaj so stanja na I/O linijah naslovi. 
WE# Vhod Write enable Določa, kdaj pomnilni čip bere stanja na I/O linijah 
RE# Vhod Read enable Določa, kdaj pomnilni čip piše stanja na I/O linijah 
WP# Vhod Write protect Omogoča zaščito proti pisanju oz. programiranju. 
R/B# Izhod Read/Busy Omogoča signalizacijo zasedenosti čipa. 
 
Kadar mikrokrmilnik ponuja periferno podporo NAND pomnilniku, je potrebno le povezati 
skupaj ustrezne linije. V primeru povezave na mikrokrmilnikovo zunanje podatkovno vodilo 
pa liniji CLE in ALE nista na voljo, zato sem za povezavo uporabil dve naslovni liniji, ki ju 
aktiviram s pisanjem na ustrezne naslove. 
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4.3.2 Nenadne prekinitve napajalne napetosti 
En izmed najpomembnejših kriterijev vgrajenega sistema z datotečnim sistemom je ta, da brez 
napak deluje tudi v primeru ponovnega vzpostavljanja datotečnega sistema po nenadnem 
izpadu napajanja. V mnogih primerih je izredno pomembno tudi, da se ponovna vzpostavitev 
zgodi hitro. NFTL metode s pravilnim vrstnim redom vpisovanja in brisanja ter z uporabo 
kopij oz. zgodovine podatkov že po zasnovi zagotavljajo konsistenco vpisanih podatkov. Ni 
pa to vedno dovolj. 
Vgrajeni sistem mora poleg stabilne napajalne napetost zagotavljati tudi ustrezen reset 
mehanizem, ki v primeru, ko napajalna napetost pade pod specificirano mejo, reagira in 
resetira sistem. Boljši in bolj priporočljiv pristop je načrtovanje rezervnega napajanja, iz 
katerega se vgrajeni sistem napaja v primeru izpada primarnega napajanja. Za rezervno 
napajanje je lahko dovolj tudi zgolj samo večji kondenzator, ki v kombinaciji z detekcijo 
izpada poskrbi, da ima sistem dovolj časa, da dokonča vse operacije, ki so v trenutku izpada v 
teku. 
4.4 Datotečni sistem in NAND pomnilnik 
Najpogostejši tip datotečnega sistema, ki ga srečamo v mikrokrmilnikih aplikacijah je še 
vedno datotečni sistem FAT (File Allocation Table). Zaradi svoje enostavnosti, robustnosti in 
hitrosti je njegova uporaba zelo razširjena, podprt pa je praktično v vseh operacijskih 
sistemih, ki so danes na tržišču. Je tudi privzeto uporabljen datotečni sistem na pomnilniških 
karticah SD, MMC ter eMMC [27] [28] in na vseh USB spominskih ključih. 
 
Datotečni sistem FAT želim zaradi njegove široke podprtosti uporabljati tudi na NAND 
pomnilniku. Njegova osnovna zahteva je dostop do pomnilnika v blokih velikosti 512 bajtov 
[29] [30], t.i. sektorjih [31], kar pomeni, da je potrebno podatke organizirati v blokih enake 
velikosti in jih zapisati v NAND pomnilnik. Ker za organizacijo blokov skrbi modul NFTL, iz 
tega sledi, da mora le ta datotečnemu sistemu nuditi emulacijo blokovno dostopnega 




Slika 18: Struktura datotečnega sistema z uporabo NAND pomnilnika 
 
Strukturo datotečnega sistema z NAND pomnilnikom kaže slika 18. Datotečni sistem operira 
s sektorji oziroma logičnimi bloki ter le te prejema in predaja NAND translacijskemu modulu. 
Ta logične bloke ustrezno organizira in jih razporeja v fizične bloke ter podatke predaja 
gonilniku, ki fizične bloke zapisuje na ustrezne naslove v NAND pomnilniku. 
Strukturo lahko predstavim tudi z drugega zornega kota in sicer preko funkcijskih klicev 
programske kode.  
 
 
Slika 19: Struktura prenašanja podatkov z vidika programske kode 
 
Operacijski sistem s pomočjo klicev standardiziranih funkcij [32] iz knjižnice jezika C (fwrite 
in fread) izmenjuje podatke z datotečnim sistemom, kateri prejme njihovo vsebino in podatek 
o velikosti. Datotečni sistem nato poišče sektor kamor bo podatke zapisal, številko sektorja in 
 36 
njihovo število, v primeru da je teh več, pa preda NAND translacijskemu modulu. Ta ugotovi, 
v katerem fizičnem bloku in v kateri strani NAND pomnilnika se nahaja prejeti sektor ter 
številko tega bloka in strani preda gonilniku, ki oboje pretvori v fizični naslov v pomnilniku.  
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5. Realizacija NFTL metod 
Za implementacijo NAND translacijskega modula sem podal naslednje zahteve: 
 podpira vse vrste NAND pomnilnikov (SLC, MLC in TLC) 
 podpira pomnilne čipe s številom blokov do 65536 
 podpira pomnilne čipe s številom strani do 256 
 omogoča strojno podporo kodam za detekcijo in popravljanje napak (ECC) 
 omogoča uporabo datotečnega sistema FAT 
 datotečnemu sistemu skriva efekt zmanjševanja uporabnih pomnilniških blokov 
 po prekinitvi napetosti zagotavlja integriteto podatkov 
 po prekinitvi napetosti omogoča hiter dostop do podatkov in s tem hitro vzpostavitev 
datotečnega sistema 
 za svoje delovanje ne potrebuje operacijskega sistema 
 
Zapisovanje in prepisovanje podatkov sem rešil z metodo, pri kateri uporabim dva fizična 
bloka. Enega imenujem primarni z oznako PRIM, drugega pa zamenjalni z oznako REPL 
(slika 20). 
 
Slika 20: Koncept primarnega in zamenjalnega bloka 
 
Pri uporabi primarnega bloka veljajo naslednja pravila: 
 zapisovanje je dovoljeno zaporedno od prve do zadnje strani v bloku 
 programiranje ene strani pomnilnika je dovoljeno samo enkrat 
 v bloku je dovoljena samo ena kopija podatka oz. logičnega sektorja 
 vrstni red številk logičnih sektorjev je lahko poljuben 
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V zamenjalnem bloku pa velja naslednje: 
 zapisovanje je dovoljeno zaporedno od prve do zadnje strani v bloku 
 programiranje ene strani pomnilnika je dovoljeno samo enkrat 
 v bloku je dovoljenih več kopij podatkov oz. logičnih sektorjev 
 vrstni red številk logičnih sektorjev je lahko poljuben 
 
Preslikovalno tabelo sem načrtoval tako, da omogoči preslikave za 65536 blokov, torej so za 
zapisovanje vnosov dovolj 16 bitna števila. Zaradi uporabe koncepta primarnega in 
zamenjalnega bloka, sta v tabeli za preslikavo enega logičnega bloka potrebna najmanj dva 
vnosa. En vnos za primarni blok, označen z PBN(P), drug pa za zamenjalni blok, označen z 
PBN(R), saj oba pripadata istemu logičnemu bloku, ki je označen z LBN(x). Njihovo 
razporeditev v sektorju kaže slika 21. 
 
 
Slika 21: Sektor preslikovalne tabele 
 
V sektor velikosti 512 bajtov lahko torej zapišem preslikave za 128 blokov. Za 65536 fizičnih 
blokov pomnilnika potrebujem 512 sektorjev, vendar pogled v tabelo 5 razkrije, da niti 
pomnilni čipi z velikimi kapacitetami ne vsebujejo toliko blokov. Pomnilni čip MT29F4G08 
vsebuje 4096 pomnilnih blokov, torej lahko preslikave za vse bloke zapišem v 32 sektorjev 





Fizične bloke NAND pomnilnika sem razdelil na zagonski blok, na bloke, ki jih uporablja 




Slika 22: Razdelitev pomnilniških blokov 
 
Od celotnega števila n blokov v pomnilnem čipu je njihova količinska razdelitev naslednja: 
 b = 1 
 t = n * 3/100 
 d = n – t – b 
 r = d * 2/100 
 
Zagonski blok je samo en, namenjen pa temu, da ob zagonu datotečnemu sistemu zagotovi 
informacijo o tem ali je NAND pomnilnik pripravljen za uporabo ali ne. V njem je zapisana 
informacija o razdelitvi pomnilniških blokov: 
 številka prvega in zadnjega bloka preslikovalne tabele 
 številka prvega in zadnjega bloka podatkov datotečnega sistema 
 število slabih blokov 
 podatek o organizaciji podatkov v rezervnem območju 
 kontrolne vrednosti (podpis) 
 
S temi informacijami bi si lahko v primeru katastrofičnega dogodka, zaradi katerega bi bilo 
onemogočeno normalno delovanje metod, pomagal pri restavraciji shranjenih podatkov. 
 
 40 
Število blokov t, namenjenih za shranjevanje podatkov preslikovalne tabele je vedno večje od 
absolutno potrebnega števila blokov, njihovo število pa predstavlja tri odstotke vseh blokov 
(n). Večje število od potrebnega sem izbral zaradi izravnave rabe blokov, saj se tabelo 
pogosto popravlja in prepisuje. Posledično je potrebno zagotoviti večje področje oz. večje 
število blokov, v katerih se ustvarjajo kopije podatkov. Njihovo število, tri odstotke celotnih, 
sem izbral z upoštevanjem želje, da datotečnemu sistemu zagotovim čim več razpoložljivega 
prostora. 
 
Preostanek blokov, njihovo število je d, sem namenil za uporabo podatkov datotečnega 
sistema. Vendar zaradi nastajanja slabih blokov in zahteve, da efekt zmanjševanja uporabnih 
blokov pomnilnika skrijem datotečnemu sistemu, v tem preostanku namenim dva odstotka 
blokov za nadomeščanje med uporabo izrabljenih blokov. Število blokov, ki jih uporablja 
datotečni sistem je tako (d – r), ko pa pride do napake v enem izmed njegovih blokov, 
dodamo v uporabo blok iz območja r. 
 
Primer razdelitve razpoložljivih blokov za pomnilni čip MT29F4G08 je naslednji: 
 b = 1 
 t = 4096 * 3/100 = 122.88 ≈ 122 
 d = 4096 – 122 – 1 = 3973 
 r  = 3973 * 2/100 = 79.46 ≈ 79 
 
Če upoštevam, da je velikost uporabniškega dela bloka 128kB, dobi datotečni sistem v 
uporabo približno 496MB pomnilnika, velikost območja namenjenega za zapisovanje tabele 
pa je približno 15MB. 
5.1 Organizacija in upravljanje s podatki 
Najmanjša enota, ki jo piše ali bere datotečni sistem FAT je sektor. Praktično vsi sodobni 
NAND pomnilni čipi imajo večjo velikost strani od velikosti sektorja. Tipično so velikosti 
strani: 
 528 (512 + 16) bajtov 
 2112 (2048 + 64) bajtov 
 4224 (4096 + 128) bajtov 
 8448 (8192 + 256) bajtov 
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Pri pomnilnih čipih, ki so bolj dovzetni za pojav bitnih napak, so velikosti strani, na račun 
povečanega rezervnega dela, lahko večje, vendar je uporabniški del, kamor je shranjena 
vsebina sektorja, enakih velikosti. Zato sem potreboval metodo, po kateri sem lahko 
organiziral sektorje znotraj ene strani pomnilnika. Odločil sem se za dve možnosti, ki se zdita 
glede na omejitve strojne opreme najbolj smiselni in prilagodljivi. 
 
 
Slika 23: Organizacija sektor:meta ... sektor:meta 
 
Prvo možno metodo organizacije kaže slika 23. Pri tej organizaciji v stran najprej zapišem 
sektor, za njim pa meta podatke. Nato ponovno sledi sektor in za njim znova meta podatki. 
Taka organizacija omogoča strojno podporo izračunavanja ECC v primeru, ko algoritem 
pričakuje uporabniški del velikosti 512 bajtov, ki mu sledi 16 ali več bajtni rezervni del. Naj 
še pojasnim, da so meta podatki tisti, ki izkoriščajo dodaten prostor na račun rezervnega dela 




Slika 24: Organizacija sektor:sektor ... meta:meta 
 
Drugo možno metodo organizacije kaže slika 24. V stran najprej zaporedno zapišem vse 
sektorje, katerim nato sledijo zaporedno zapisani meta podatki, pripadajoči posameznemu 
sektorju. Taka organizacija omogoči strojno podporo izračunavanju ECC v primeru, ko 
algoritem pričakuje uporabniški del velikosti 2048 bajtov ali več in njegova sposobnost 
detekcije in popravljanja napak ustreza specifikaciji pomnilnega čipa. 
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Prilagodljivo organizacijo sem zastavil tudi za meta področje, vendar organizacija prikazana 
na slika 25 ustreza večini primerov. 
 
Slika 25: Organizacija meta podatkov 
 
Prve štiri bajte meta področja zaseda podatek o številki logičnega sektorja LSN, nato je v 
strukturi en prost bajt označen z RSVD, ki mu sledi oznaka slabega bloka BBM. S šestim 
bajtom se prične področje, v katerega so vpisane redundance ECC algoritma. Tudi ta 
organizacija je bila izbrana z namenom, da čim uspešneje izkoristimo strojno podporo 
izračunavanja ECC redundanc. 
5.1.1 Pisanje sektorja 
Prva osnovna operacija je operacija pisanja sektorja v pomnilnik. Datotečni sistem NFTL 
metodam dostavi podatke in pove številko logičnega sektorja, kamor jih je potrebno zapisati. 
Sektor nato v pomnilnik zapišem po algoritmu zajetem v diagramu na sliki 26. 
 
 
Slika 26: Blok diagram pisanja sektorja 
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Za podani logični sektor LSN, najprej določim kateremu logičnemu bloku LBN pripada, nato 
pa v preslikovalni tabeli poiščem vnos za zahtevani logični blok. V kolikor vnos ne obstaja, 
ustvarim PRIM blok in vanj zapišem podatke. V nasprotnem primeru PRIM blok preiščem z 
namenom ugotavljanja ali je podani sektor v njem že zapisan. Če ni, poiščem prazno stran in 
vanjo zapišem podatke. Če se izbrani sektor nahaja v PRIM bloku, njegovo kopijo zapišem v 
REPL blok. V kolikor REPL blok ne obstaja, ga ustvarim, v vsakem primeru pa podani sektor 
zapišem v prvo prosto stran. V primeru izpada napajanja, lahko REPL blok ostane brez proste 
oz. prazne strani, zato v takem primeru poženem konsolidacijo blokov in ponovim postopek. 
5.1.2 Branje sektorja 
Druga osnovna operacija je branje iz pomnilnika. Datotečni sistem od NFTL metod zahteva 
številko logičnega sektorja, ki ga je potrebno prebrati in poda mesto v delovnem pomnilniku, 
kamor se podatki sektorja zapišejo. Algoritem branja je zajet v diagramu na sliki 27. 
 
 
Slika 27: Blok diagram branja sektorja 
 
Podobno kot pri pisanju moram najprej ugotoviti, če preslikava logičnega bloka na fizični 
blok obstaja. Če preslikave ni, to pomeni, da sektor še ni bil zapisan, zato datotečnemu 
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sistemu vrnem podatke, ki ustrezajo praznemu sektorju. V primeru, ko preslikava obstaja,  
preiščem PRIM ter REPL blok z namenom, da poiščem zadnjo veljavno kopijo sektorja, ki jo 
nato dostavim datotečnemu sistemu. 
5.1.3 Konsolidacija blokov 
Konsolidacija blokov je preprost postopek in ga najlažje predstavim opisno, s pomočjo slike 
28. Označim z x primarni blok, zamenjalnega pa z y. Črke A, B, C in D predstavljajo logične 
sektorje, njihovi indeksi pa zaporedno številko kopije. 
 
 
Slika 28: Konsolidacija blokov 
 
Primarni blok x najprej preiščem in si zapišem v njem prisotne logične sektorje ter njihove 
številke kopij, nato pa preiskovanje nadaljujem v bloku y. Vsaka novejša kopija iz bloka y 
zamenja prejšnji zapis, zato imam po končanem preiskovanju zapisane zgolj veljavne kopije 
sektorjev (na sliki obarvane z rdečo barvo). Veljavne kopije sektorjev nato zapišem v prosti 
blok z, njegovo fizično lokacijo PBN(z) pa zabeležim v preslikovalni tabeli. Podatki v blokih 
PBN(x) in PBN(y) s tem niso več veljavni, zato ju lahko pobrišem. 
Koraki z opisom stanj konsolidacije so prikazani v tabeli 8. Spremembe v posameznem 
koraku so označene z modro barvo. 
 
Tabela 8: Koraki konsolidacije 
Korak Stanje Opis 
1. A0 B0 C0 D0 
 
Stanje po preiskanem bloku x 
2. A0 B1 C0 D0 
 
Prebrana stran 0 v bloku y 
3. A0 B2 C0 D0 
 
Prebrana stran 1 v bloku y 
4. A0 B3 C0 D0 
 
Prebrana stran 2 v bloku y 
5. A0 B3 C1 D0 
 
Prebrana stran 3 v bloku y 
6. A1 B3 C1 D0 
 
Prebrana stran 4 v bloku y 
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7. A2 B3 C1 D0 
 
Prebrana stran 5 v bloku y, končno stanje 
 
Konsolidacijo blokov prožim v dveh primerih: 
 pri pisanju, ko so podatki vpisani v zadnjo stran bloka pomnilnika 
 pri branju, ko ugotovim, da je v bloku zapisana zadnja stran pomnilnika 
 
V primeru pisanja gre za predvideno proženje konsolidacije, medtem ko je proženje v primeru 
branja rezultat nepravilne zaustavitve sistema. Ta primer se lahko zgodi po nenadni prekinitvi 
napetosti, ko postopek konsolidacije ni bil dokončan. 
5.2 Upravljanje s slabimi bloki 
Implementirane metode vsebujejo zgolj preproste algoritme za upravljanje s slabimi bloki, 
brez uporabe tabel z njihovimi lokacijami. Za to sem se odločil na podlagi dejstva, da so bloki 
arhitekturno neodvisni in do jih lahko dostopam brez škode in vpliva na preostale bloke.  
Tovarniško označene slabe bloke med delovanjem preskakujem, saj pri iskanju praznih 
oziroma pobrisanih blokov vedno pregledujem tudi BBM bajt. Bloke, ki se izrabijo med 
delovanjem, označim kot slabe po neuspešni operaciji brisanja bloka. To naredim tako, da 
rezervni del oziroma meta podatke postavim na vrednost nič in jih vpišem v prvo stran bloka 
pomnilnika. 
5.3 Izravnava rabe blokov 
Funkcijo iskanja prostih blokov sem si zamislil kot izredno enostavno, saj proste bloke išče 
ciklično, od prvega do zadnjega bloka (slika 29). Ta pristop s stališča dinamičnega 
izravnavanja povsem zadostuje, sploh ker konsolidacijo izvajam sproti oz. takoj, ko s 
kopijami zapolnim zamenjalni blok. 
 
 
Slika 29: Iskanje prostih blokov 
 
Odločitev za princip primarnega in zamenjalnega bloka privede tudi to tega, da se lahko vsi 
fizični bloki zapolnijo s podatki polovičnega števila razpoložljivih logičnih blokov, saj en 
logični blok zapisujem v dva fizična. Težavo rešujem s konsolidacijo blokov in sicer takrat, 
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ko zmanjka razpoložljivih fizičnih blokov. Zaradi te funkcije lahko trdim, da sem delno 
naslovil tudi problem statičnega izravnavanja. Pod funkcijo statičnega izravnavanja lahko 
štejem tudi osveževanje blokov, kadar pri branju strani pomnilnika ugotovim, da je prišlo do 
bitne napake. Kadar se bitna napaka zgodi, preprosto poiščem nov, prost blok, vanj prenesem 
podatke iz bloka v katerem se je napaka zgodila, popravim preslikovalno tabelo in pobrišem 
stari blok. Na ta način je blok osvežen in pripravljena priložnost, da vanj vpišem nove 
podatke. 
5.4 Indeksiranje blokov 
Z namenom pohitritve dostopa do podatkov sem omogočil tudi možnost predpomnjenja v 
obliki indeksiranja fizičnih blokov. V ta namen sem si zamislil strukturo, ki jo kaže slika 30. 
 
 
Slika 30: Struktura indeksiranja bloka 
 
V strukturo zapisujem: 
 PBN – številko fizičnega bloka 
 LBN – številko logičnega bloka 
 TIP – tip bloka, primarni ali zamenjalni 
 STRAN – število strani v bloku, ki so že indeksirane 
 INDEKS[0:k] – ofset logičnega sektorja, izračunan po metodi hibridnega 
preslikovanja 
Struktura je zelo učinkovita s stališča porabe pomnilnika, nudi pa vse informacije, ki so 




Glavno vodilo pri načrtovanju metod NFTL je bilo omejiti porabo mikrokrmilnikovih 
sredstev, saj sem želel omogočiti čim večjo neodvisnost in prenosljivost programskega 
modula med mikrokrmilniškimi aplikacijami. Z zavedanjem, da je v mikrokrmilnikih kritična 
predvsem količina delovnega pomnilnika RAM, sem v nekaterih primerih namesto večje 
učinkovitosti rajši izbral pot varčevanja s pomnilnikom. 
6.1 Poraba sredstev 
Pri porabi sredstev me je najbolj zanimalo, koliko ROM in RAM pomnilnika zahteva 
programski modul. Izvorno kodo programskega modula NFTL sem zato prevedel s 
prevajalnikom ARM Compiler 5.06 in nastavljeno optimizacijo nivoja 3, ki išče kompromis 
med količino porabljenih pomnilniških sredstev in hitrostjo izvrševanja kode. Rezultat analize 
porabe sredstev je naslednji: 
 ROM pomnilnik: približno 8.6kB 
 Delovni pomnilnik (RAM): približno 6kB 
 Sklad: približno 620B 
 Delovni pomnilnik za vsako dodatno predpomnjeno stran: 2120B 
 Delovni pomnilnik za vsak dodatno indeksiran blok: 72B 
 
Poraba osnovne konfiguracije, brez predpomnjenja in indeksiranja blokov, je v primeru 
testnega mikrokrmilnika torej manj kot 2% ROM pomnilnika in manj kot 3.5% RAM 
pomnilnika, kar je izredno ugodna poraba. 
6.2 Učinkovitost prenosa podatkov 
Učinkovitost prenosa podatkov sem izmeril s testom, pri katerem sem v blokih različnih 
velikosti (0.5kB, 1kB, … , 16kB, 32kB) skupno zapisal ali prebral 20MB podatkov. Preveril 
sem hitrost prenosa podatkov pri različnih nastavitvah števila predpomnjenih strani in 
različnih nastavitvah števila indeksiranih blokov. Zaradi omejene količina delovnega 
pomnilnika sem najvišje število predpomnjenih strani nastavil na 32, število indeksiranih 
blokov pa 256, kar je v večini primerov zgornja pričakovana vrednost v realni 
mikrokrmilniški aplikaciji. Običajno so nastavitve predpomnjenja nižje, saj mora biti delovni 
pomnilnik na razpolago celotni aplikaciji in ne samo enemu delu. Rezultati testa so prikazani 
v tabeli 9. 
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Velikost bloka podatka/Hitrost prenosa[MB/s] 
0.5kB 1kB 2kB 4kB 8kB 16kB 32kB 
W0 Pisanje 0 0 0.15 0.32 0.66 0.75 0.81 0.84 0.85 
W1 Pisanje 0 2 0.15 0.32 0.66 0.75 0.80 0.84 0.85 
W2 Pisanje 0 64 0.15 0.32 0.66 0.75 0.81 0.84 0.85 
W3 Pisanje 0 256 0.15 0.31 0.65 0.74 0.8 0.83 0.84 
W4 Pisanje 2 8 0.20 0.39 0.81 0.81 0.84 0.86 0.87 
W5 Pisanje 2 64 0.20 0.39 0.80 0.80 0.84 0.86 0.86 
W6 Pisanje 16 64 0.22 0.45 0.86 0.86 0.86 0.87 0.87 
W7 Pisanje 32 0 0.22 0.45 0.87 0.87 0.87 0.87 0.87 
R0 Branje 0 0 0.40 1.27 2.52 3.34 3.97 4.41 4.58 
R1 Branje 0 2 0.40 1.27 2.52 3.33 3.98 4.40 4.59 
R2 Branje 0 64 0.40 1.27 2.52 3.34 3.98 4.40 4.57 
R3 Branje 0 256 0.40 1.27 2.52 3.33 3.98 4.40 4.57 
R4 Branje 2 8 1.72 3.62 3.72 3.97 3.98 4.40 4.56 
R5 Branje 2 64 1.71 3.61 3.72 3.97 3.97 4.40 4.56 
R6 Branje 16 64 2.37 4.42 4.6 4.64 4.66 4.71 4.74 
R7 Branje 32 0 2.45 4.50 4.71 4.73 4.75 4.77 4.77 
 
Boljši vpogled v dogajanje ponudi slika 31, ki prikazuje krivulje hitrosti prenosa pri različnih 
pogojih. Izkaže se, da je omejitev hitrosti pisanja kaj hitro dosežena pri približno 850kB/s. 
Razlog za to je dejstvo, da se zapis v fizični pomnilnik, zaradi zagotavljanja konsistence 
podatkov po izpadu napajalne napetosti, zgodi vedno, neglede na to, koliko predpomnjenih 
strani imamo na razpolago. Veliko boljši so rezultati branja, iz katerih lahko opazimo, da je za 
doseganje najboljših rezultatov ključna dobra izbira količine predpomnjenja. Najboljši 
rezultat sicer doseže nastavitev oznake R7, ki uporablja predpomnilnik za 32 strani, vendar je 
glede porabe delovnega pomnilnika veliko ugodnejša nastavitev R6, še bolj pa R5, ki pa po 




Slika 31: Rezultati testa hitrosti prenosa podatkov 
 
Za razliko od krivulje R3, ki zaradi naraščajočega števila indeksiranih blokov poteka skorajda 
linearno, lahko vidimo tudi, da se pri velikosti podatka 2048 bajtov vse krivulje lomijo. To 
pomeni, da bomo optimalne rezultate dosegali, če z NFTL modulom prenašamo bloke 
podatkov, ki so po velikosti izenačeni z velikostjo strani NAND pomnilnika. Večji bloki 
podatkov odvisno od nastavitev predpomnjenja sicer prinesejo razliko, vendar ne bistvene. 
6.3 Učinkovitost metod za izravnavo blokov 
Za oceno učinkovitosti metod za izravnavo rabe blokov sem napisal enostaven stresni test, ki 
je podatke zapisoval v polovico razpoložljivih logičnih sektorjev, vendar na način, da sem 
vsak logični sektor zapisal dvakrat zaporedoma. Na ta način sem pospešil število ciklov 
brisanja bloka, saj sem dosegel, da sta bila vedno ustvarjena primarni in zamenjalni blok in da 
je bila po zadostnem številu zapisanih sektorjih nad njima narejena konsolidacija. Test sem 
ustavil, ko je skupna količina prepisanih podatkov presegla mejo 1.5GB. Število brisanj v 















































Slika 32: Razporeditev števila brisanj v posameznih blokih 
 
V začetnem delu, kjer so bloki pomnilnika namenjeni preslikovalni tabeli je število brisanj 
blokov skoraj konstantno in ima vrednost šest, medtem ko je število brisanj v območju 
podatkov datotečnega sistema že precej razpršeno, čeprav je zapisana količina podatkov 
(1.5GB) razmeroma majhna. Število brisanj sega vse od vrednosti dve pa do dvanajst, vendar 
je aritmetična sredina števila brisanj enaka šest, kar je vzpodbuden rezultat in ga glede na 
karakteristiko stresnega testa lahko posplošim. Aritmetična sredina števila brisanj bo namreč 
pri daljši uporabi pomnilnika ostala konstantna skozi celotno območje pomnilnika. To pomeni 
tudi, da je bilo razmerje blokov med bloki preslikovalne tabele in podatkovnimi bloki dobro 
izbrano. Na tem mestu lahko naredim še kratek izračun. Če predpostavim, da je bilo skupno 
zapisanih 1.5GB podatkov in je največje število ciklov brisanja 12, to pomeni, da bi v 
pomnilniku, ki specificira 100,000 brisalnih ciklov, pred odpovedjo prvih blokov pomnilnika 
lahko zapisal 12.2TB podatkov. V mikrokrmilniški aplikaciji, ki na uro povprečno zapiše 
nekaj kilobajtov podatkov taka količina podatkov nekajkrat prekorači življenjsko dobo 
naprave. 
Očitno kljub svoji enostavnosti algoritem za izravnavo blokov zadovoljivo opravlja svoje 
delo. Bi pa z vgradnjo dodatne tabele, ki bi beležila število brisanj posameznega bloka, 
algoritem lahko deloval precej bolj učinkovito. Vendar pa glede na ciljni sistem za katerega so 
bile načrtovane NFTL metode, po tem ni nobene potrebe. Mikrokrmilniški sistemi z zelo 
omejenimi sredstvi namreč količin podatkov reda TB ne pišejo. 
6.4 Analiza pojavljanja napak 
Podrobna analiza pojavljanja in karakterizacija napak v NAND pomnilniku je zahtevna 
naloga, ki presega okvirje te diplomske naloge. Nekaj izsledkov iz literature, ki obravnava to 
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načrtovanju metod. Vseeno sem med stresnim testom poizkušal ugotoviti, kakšna je pogostost 
pojavljanja bitnih napak, napak programiranja in brisanja. 
Do napak programiranja in brisanja sploh ni prišlo, še več, v celotnem času razvoja 
programskega modula nisem zaznal niti ene napake takega tipa, kar pomeni, da so 
pomnilniški bloki še vedno v dobrem stanju in da v pomnilniških celicah ni večjih poškodb. 
Funkcionalnost metod za upravljanje z izrabljenimi bloki sem tako moral preveriti s pomočjo 
simulacije, v kateri sem v sistem pri operacijah programiranja strani in brisanja blokov 
programsko vsiljeval napake. 
Bitne napake so bile bolj pogoste, njihovo pojavljanje je naključno in v nobenem primeru ni 
prišlo do večbitnih napak, kar potrjuje, da Hammingov algoritem za SLC tip pomnilnika 
povsem zadostuje. Njihovo pojavljanje med izvajanjem stresnega testa sem zbral v tabeli 10. 
 
Tabela 10: Pojavljanje bitnih napak med stresnim testom 
Količina podatkov [B] Blok Stran 
178,257,920 532 61 
211,812,352 2093 57 
239,075,328 1056 35 
262,144,000 1146 45 
281,018,368 3489 53 
379,584,512 1416 58 
423,624,704 2660 40 
425,123,840 2683 46 
1,380,745,216 3352 17 
3,151,396,864 3352 17 
3,446,702,080 3352 17 
5,299,503,104 3352 17 
5,595,201,536 3352 17 
 
Iz tabele lahko razberemo, da se je precej bitnih napak v različnih blokih in različnih straneh, 
pojavilo v času do vpisanih 405MB podatkov, kasneje pa so se pojavile le še v bloku 3352 in 
vedno v isti strani. Za blok 3352 je torej jasno, da se približuje konec njegove življenjske 
dobe in bo najverjetneje kmalu odpovedal. V primeru preostalih bitnih napak, pa lahko zgolj 
domnevam, da so se pojavile kot posledica predhodnih operacij v pomnilniku. Je pa jasno, da 
se je zaradi intenzivnosti stresnega testa povečalo število konsolidacij, kar vodi do zmanjšanja 




Izkaže se, da je načrtovanje NFTL metod zelo zahtevna naloga, pri kateri je nujno potrebno 
poznavanje vseh lastnosti NAND pomnilnika, v kolikor želimo, da sistem deluje stabilno in 
brez napak. Ugotovil sem tudi, da je učinkovitost NFTL metod v veliki meri odvisna od 
količine delovnega pomnilnika RAM, ki ga imamo na voljo za uporabo. Prav RAM 
pomnilnik je tisti, ki je v mojem primeru določil smer načrtovanja, saj sem v želji po čim 
manjši porabi sredstev mikrokrmilnika izbral najenostavnejšo shemo metod. 
 
Poleg večje količine delovnega pomnilnika, bi lahko izkoristil tudi funkcionalnosti 
operacijskega sistema, kar bi zagotovo imelo velik vpliv na učinkovitost metod. Vendar pa bi 
moral v primeru uporabe operacijskega sistema skoraj celoten modul načrtovati drugače. 
Spremembe bi bile potrebne predvsem pri funkcijah izravnave rabe blokov, in sicer tako, da 
bi te upoštevale števec števila brisanj in s tem močno izboljšale izravnavo blokov, v katerih se 
nahajajo statični podatki. Z izvajanjem konsolidacije blokov v večnitnem izvajanju 
programskega modula pa bi zagotovo lahko odstranil omejitev hitrosti pisanja, ki je nastala v 
trenutni realizaciji. Namreč, v primeru, ko poteka konsolidacija je potrebno na zaključek vpisa 
podatkov čakati toliko časa, kolikor traja operacija brisanja dveh blokov, kar je več 
milisekund. Ta primer je tudi kritična točka metod, ki bi jo bilo potrebno odstraniti z 
drugačnim pristopom k načrtovanju. 
Ob bolj svobodni porabi sredstev bi lahko tudi celotno preslikovalno tabelo prestavil v 
delovni pomnilnik in s tem močno pohitril dostop do posameznih blokov pomnilnika. Bi se pa 
s tem podaljšal čas zagona, saj bi bilo v tem primeru potrebno preslikovalno tabelo zgraditi s 
pomočjo informacij, ki so na voljo v NAND pomnilniku. Determinističen zagon sistema bi bil 
v tem primeru zagotovo nemogoč. 
 
Kljub vsem postavljenim omejitvam, tistim s strani NAND pomnilnika in tudi s strani ciljnega 
sistema, pa implementirane programske NFTL metode zadostijo mnogim pogojem praktične 
uporabe. So enostavne, izredno ugodne v porabi ROM in RAM pomnilnika pa tudi 
procesorskega časa. Omogočajo hiter dostop do datotečnega sistema, hitrost branja in pisanja 
podatkov pa je sprejemljiva za širok spekter aplikacij. Hitrost pisanja sicer ni najboljša, 
vendar so rezultati posledica dejstva, da metode v vseh pogojih zagotavljajo konsistenco 
podatkov. V primeru, da je to zaželeno, je to ceno potrebno plačati, bi pa s polnim 
izkoriščanjem predpomnilnika, tudi pri hitrosti pisanja, lahko dosegel boljše rezultate. 
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