Abstract-By taking a particular look at the generalized Type-I1 hybrid ARQ scheme on Markov channels, this work investigates the effect of feedback channel errors on the performance of ARQ systems. In the analysis of ARQ methods, it is quite often assumed that the feedback channel is error-free. However, taking into account the feedback channel errors provides a more realistic evaluation of the performance. The main contribution of this work is that it demonstrates that it is indeed possible to derive expressions for certain critical performance parameters, such as the throughput efficiency, the probabilities of packet loss, undetected error, and correct delivery. To provide a means of comparison, the paper provides, in the Appendix, a parallel set of expressions under the usual assumption of an error-free feedback channel. By use of simulations, the ARQ system performance is examined under the two cases-noiseless feedback and noisy feedback It is found that feedback channel noise can result in the loss of packets, an increase in the number of undetected errors, and the occurrence of unnecessary transmissions. To enhance the performance of the GH-I1 ARQ scheme, a predictor is used and found to provide remarkable performance improvement-lowering the probability of undetected error, reducing the number of unnecessary transmissions, and increasing the throughput efficiency. The results presented are felt to be important for system design employing ARQ error control methods.
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I. INTRODUCTION
HIS section presents the generalized Type-I1 hybrid ARQ T scheme (GH-I1 ARQ), which is a method that employs variable redundancy transmission. The amount of redundancy is increased as the number of retransmission requests increases. So far this method of error control has been analyzed under the assumption of an error-free feedback channel. The presentation given in this work treats both cases-noisy feedback and noiseless feedback.
A. The Generalized Type-II ARQ Scheme
In the GH-I1 ARQ scheme two codes are used. One is a high-rate code CED, which is used for error detection only (used as the outer code), and the other is a rate-l/m code CEC (the inner code), which is used adaptively for error correction. On channels where the error bursts (of maximum length B ) are separated by a gap (of minimum length G), generalized burst trapping [6] , [7] techniques can be used. These techniques differ markedly from the GH-I1 ARQ scheme described here, in that they require certain statistical properties in the bursts, requirements that are not needed in ARQ systems [8] .
For GH-I1 ARQ, the generator matrix G of the error correcting code can be partitioned into subblocks G,, to give
(1)
For the code CEC to be useful for adaptive error correction, it is designed so that the subcode C,, with the generator matrix G(') given by Fig. 1 The GH-I1 ARQ scheme.
GH-II ARQ scheme, since it is obtained here by setting m. = 2.
We consider the use of KM codes in the GH-II ARQ scheme [2] . The generator matrix of a KM code is block structured as
The matrices Gi GY1 are related to Mi as A block diagram of the GH-11 ARQ scheme is shown in Fig. 1 , from which it is evident that the method uses code concatenation, a topic that has received considerable attention. Code concatenation was first proposed by Forney [9] as a practical technique for implementing a code with a very long length and a higher error correcting power. More recent treatment of this topic can be found in Kasami and others [lo] . This is further discussed by Mokrani and Solimani [ll] , who point out that as the error rate in a channel increases, a longer, more powerful code is needed, but that since the longer code may have a greater encodeddecoder complexity, this creates doubt as to whether there would be any gain. They suggest (in agreement with Forney) that code concatenation can provide the required error correcting power with a lower complexity. This fact is also stated by Clark and Cain [12]. Kl0ve and Miller [13] discuss the conditions that minimum distances of the codes must satisfy for concatenation to bring about an improvement. Therefore, good codes cannot be arbitrarily concatenated. We mention in passing that the codes used in this work do satisfy the Klove-Miller condition. as a Markov chain. The way in which this is an adequate representation of a real channel is discussed in [14] , where it is stated that the autocovariance of the process can be estimated and used to determine whether a Markov chain model is appropriate. If, for example, the autocovariance is an exponentially decaying function of the lag, the Markov model can be used. In the same reference, it is stated that such forms of the autocovariance function have been found to represent "many random phenomena encountered in practice." With this assumption, we can derive the expressions for the probabilities of correct delivery, undetected error, and packet loss. Expressions for noiseless feedback are found in the Appendix.
Let C k , Dk, and Ek, be the events, that the errors at depth-k are, respectively, correctable, detectable (but not correctable), and undetectable. Further, let T and F be the events, respectively, that the feedback message is received as true or false. A packet transmitted may be retransmitted. The decision to retransmit is made after the corresponding feedback message has been received. The feedback message can be true ( T ) or false (6') . The reception of a packet can result in one of three possibilities. The errors may be correctable, detectable, or undetectable. Referring to Fig. 2 , the packet may end in one of the circled states, C4T, C3T, etc. 
A. Correct Delivery
As the transmission proceeds, the depth changes in some cases, while in others it does not change. For example, when D1 is followed by a false feedback ( F ) , the transmission of a new packet begins. The transmission of a packet begins at depth-1. Therefore, there is no depth change when 0 1 is followed by a false feedback ( F ) . If D k is followed by a true feedback ( T ) , however, the depth increases, since the requested transmission is used in a higher depth (Dk+l) upon its arrival. This action of depth change is summarized in the illustration of Fig. 3 , which shows the changes until the final depth (depth-4) is reached.
The labels on the arrows in Fig. 3 indicate the events causing the changes. From this figure, it can be seen that extension to higher depth systems is quite possible. This can be done by appropriately modifying the transitions from depth-4. By following the transitions in Fig. 3 , it can be shown [15] that the probability P J k ) of correct delivery at the kth transmission is given by
/ T ) . P ( T / D 4 ) and ,& = P ( C k / T ) . P(T/Ck)
The computation of the conditional probabilities is described in Section E of the Appendix.
B. Incorrect Delivery
Incorrect delivery is the delivery of a packet with undetected errors. By using Fig. 3 , the events that lead to incorrect delivery are traced to give the probability P p ( k ) of incorrect delivery at the k transmission of a packet as 
S = P ( D 1 ) . P ( T / D 1 ) . P ( F / T ) ; = P(D1) . P ( T / D 1 ) . P ( E 4 / T ) and.

Pf = P(D1) . P ( F / D 1 ) .
This expression will be used later in determining the average probability of incorrect delivery. For now, we proceed to state a similar expression for the loss of a packet.
C. Packet Loss
A condition necessary for the loss of a packet is the detection of errors in packet. This by itself is not sufficient to cause the loss of a packet, but if this is followed by a false feedback message then a packet will be lost if the subsequent feedback message is true. Thus, the loss of a packet occurs whenever the event sequence is [Errors Detected] [False feedback message] [True feedback message]. So in deriving the expressions for the loss of a packet, we will trace the event sequences that end with the sequence DFT. The loss occurs in this case for the following reason. If the feedback message following error detection is false, the transmitter will start the transmission of the next packet instead of a retransmission. The receiver will combine the two transmissions for decoding, and since these transmissions belong to different packets, the decoding will be meaningless. The receiver will not be able to detect the problem, since the equivalent number of errors will be greater than the error detecting power of the code used. A delivery will be made to the user and the transmitter informed accordingly. If this message reaches the transmitter unaltered (true feedback), the transmitter will begin transmitting the next packet. So two things have happened here. A packet has been delivered in error, and another has been lost. The scenario described here is illustrated in Fig. 4 . By tracing the event sequences ending with the sequence DFT, the probability P / ( k ) of packet loss at the kth transmission is given by We are now in a position to derive the expressions for the average probabilities of correct delivery and undetected error.
D. Average Probability of Undetected Error and Correct Delivery
Suppose we have P packets to transmit. We define the probabilities of undetected error and of correct delivery as the limits
number of erroneous deliveries for P packets total number of deliveries for P packets
number of correct deliveries for P packets total number of deliveries for P packets
We consider here the number of deliveries made, rather than the number of packets because multiple deliveries of the same packet are possible. When the preceding expressions are used in the above definitions, the following sums result: 
P~( I c ) . arid S, = ~, ( k ) .
The remaining variables, (T, (~2 . a3. a4, P, and P f , have been defined in (6) and (7).
k=l k=l E. Throughput Efficiency
Using w = P ( D~) P ( T / D~) Q~~~,
and taking the sums separately, we have kP,(k) = P,(1) + 2Pc (2) 
F. Spurious Transmissions
A packet delivered may be transmitted again if the feedback message incurs undetectable errors. That is, the receiver has accepted a packet, but due to errors in the feedback channel, the acknowledgment arrives at the transmitter as a request for retransmission. This unnecessary transmission is called here a spurious transmission, and in this section, an expression is derived for the probability of its occurrence. All that is needed here is to identify the terms in P, ( k ) that correspond to spurious transmissions. When the term O Q~Q ; -~ is subtracted from P,(k), the result is the probability of spurious delivery at the kth attempt. The term removed here, ~a 3 a ; -~, represents erroneous delivery without any unnecessary transmissions.
We can therefore write y9,(k) = P,(k) -(~a 3 a ; -~, which gives the probability that the delivery of a packet at the kth transmission is spurious, i.e., see (22) at the bottom of the page.
The result can then be used to derive the average probability of a spurious transmission. As transmission proceeds, some will be legitimate and others will spurious. For P packets, we can count the illegitimate transmissions, and also find the total number of transmissions. The ratio of these two numbers will give the relative frequency of illegitimate transmissions.
Given P s p n lim { N s p ( P ) / N ( P ) }
where P+CO (17) X S P ( P ) = for& ver e n kT her of spurious transmissions ac e s, and Q 2 = PfP2 + Sp + Sa2, (already defined), (18) N ( P ) = average number of transmissions for P packets,
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A the average probability of a spurious transmission is given by ~5 1
(23)
This unwanted transmission is one important consequence of feedback errors in ARQ systems, and one which needs to receive more attention.
G. The Average Probability of Packet Loss
lows:
The average probability of packet loss is defined as fol-
average number of packets lost in P packets average number of packets transmitted in P packets From this definition, we have
Substituting from (8) for Pl(k) gives
The loss of packets is another undesirable consequence of feedback errors in ARQ schemes.
ARQ SCHEME WITH A PREDICTOR
Since the channel noise level varies from time to time, it is desirable to have an idea of what it is going to be in the next transmission slot; this would facilitate choosing the appropriate coding parameters. Suppose that for each decoding, the decoder produces the weight of the corresponding error pattern. These weights could then be fed into a predictor to produce an estimate of the noise level in the channel for the transmission slot. This estimate can be sent to the transmitter, where it can be used to determine the starting depth for the next packet to be transmitted. This idea is illustrated in Fig. 5 . Another advantage of using a predictor is that while without prediction, the method spends time decoding each depth (starting with the lowest) until the final depth, the method with prediction uses only one decoding; all the intermediate decodings are eliminated.
A. The Predictor
The prediction of a parameter from the observations of a random process is a topic that has received considerable attention in engineering and science; it has even been given attention in such areas as economics and other social sciences. It is not the intention of the present work to duplicate any results that have been obtained on this topic. The aim here is to demonstrate that prediction does provide some performance improvement in the GH-I1 ARQ scheme.
The time difference between the receiver and the transmitter is D p packet times. First estimate the mean j2 of the error process, as
Suppose the predictor is of order P. Then the prediction 2,-1+~, of e,-l+DP, given e,-l and all the preceding P-1 values, is found as follows: Table I . The rest of the results are given in Figs. 6 and 7, from which it is clear that feedback noise lowers the throughput efficiency, increases the probability of undetected error, and creates the loss of packets. It is also evident that the predictor has improved the performance a great deal.
APPENDIX
In this Appendix we give the performance expressions for the GH-I1 ARQ Scheme with noiseless feedback to facilitate comparison with the noisy feedback results already found.
A. GH-II ARQ Scheme with Noiseless Feedback
Here we will rely heavily on the work already done in the preceding pages. By proceeding as we did previously, we trace the events leading to correct delivery, undetected error, etc., and find the first equation at the bottom of the page. Continuing for IC 2 4, we obtain the second equation at the bottom of the page. In general for IC 2 5, we obtain (P(D4/04))"', IC 2 5, and
D. Correct Delivery
By retracing the steps for finding PUD, we find the probability of correct delivery as Pc = Cr=.=,PC(IC).
With p.5 = P(C4/D4) . P ( D i ) .n:=lP(Dj+i/Dj), pic = Ct,lPc(IC), and p3 as before, we have PC = C~lPc(IC) = PIC + P5/(1 -P3).
E. Conditional Probabilities
Let SQ = {error interval corresponding to event Q}. With the error model given by e, = ae,-1 + (1 -a) Since November 1989 he has been with MPB Technologies, Inc., where he has participated in a variety of projects. In particular, he completed a feasibility study of meteor burst communication systems. The conclusions of this were presented at the 1990 IEEE Military Communications Conference (MILCOM 90). Later he conducted an evaluation of the satellite communication systems of the near future, with a view to determining the kind of signal processing that can be done on the satellite to improve the overall performance, taking into account the developments in technology. His research interests include adaptive error control, feedback communica$on, modeling and analysis of communication channels. 
