ABSTRACT Deep convolutional neural networks have made significant progress in image denoising. However, in most cases, denoising methods using a single-stream structure with a single kernel size do not perform so well in integrating complementary contextual information; owing to the lack of this type of information, they may fail to reconstruct fine textures and patterns. To address this problem, we propose a multi-scale gated fusion network (MGFN) for image denoising, which learns direct end-to-end mappings from corrupted images to clean images. Our proposed network consists of several multi-scale mutuallygated (MM) blocks. In each MM block, we incorporate dilated convolution into a merge-and-run (MR) module to exploit multi-scale features in an effective way and further recognize useful features by filtration via a gating mechanism. Moreover, we propose a simple but effective loss function named dropout-loss to train the network. The extensive experiments on benchmark datasets show that our proposed method can well recover textures, yielding favorable performance against other state-of-the-art methods.
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I. INTODUCTION
Image denoising aims to recover a clean image from a noisy image; it is a classic topic in low-level vision that has been extensively studied. In particular, the target of image denoising is to estimate the latent clean image x when its noisy observation image y is given; this can be formulated as the degradation model y = x + n, where n denotes measurement noise. For simplicity, the noise is usually assumed to be additive white Gaussian noise (AWGN) with a deviation σ .
Over the past few decades, various methods have been proposed for image denoising, which can be roughly classified into three categories:1) spatial domain methods; 2) transform domain methods; and 3) hybrid methods [1] . More recently, owing to developments in deep neural network (DNN) technology, convolutional neural networks (CNN) have been widely used to tackle image denoising task with significant success. One of the advantages of CNN based approaches is that the whole process is independent of human knowledge of image priors. The network can learn from the data automatically, breaking through the limitations of priorbased methods and further improving denoising performance.
The associate editor coordinating the review of this manuscript and approving it for publication was Mehul S. Raval. However, many CNN based methods adopt a single-stream structure with a single kernel size, such as RED [2] and DnCNN [3] , which cannot integrate complementary contextual information well. Owing to the lack of this type of information, they may fail to reconstruct fine textures and patterns.
To address the aforementioned issue, we propose a novel CNN-based framework for image denoising, referred to as multi-scale gated fusion network (MGFN). Our method can be distinguished from other denoising methods based on the following aspects. First, we add dilated convolution [4] to merge-and-run (MR) [5] mapping modules to fuse multiscale information in an effective way. To the best of our knowledge, the merge-and-run mapping strategy has never been used in a network designed for image denoising and we are the first to combine dilated convolution with MR mapping to develop the idea of multi-scale denoising. Second, in MR module, Zhao et al. [5] averaged the two inputs of the each MR block and then added the average to the output of each branch; in our proposed module, we use a learnable convolution to control the residual addition. Third, our method uses a mutual gating mechanism to better recognize useful features, which leads to better denoising results. Moreover, inspired by the dropout algorithm [6] , we propose a simple but effective loss function to boost the performance. Thus, the primary contributions of our study are three-fold: 1) We propose a deep end-to-end trainable neural network for image denoising named MGFN. The network makes full use of multi-scale information learned from the original noisy image. 2) We propose multi-scale mutually gated block named MM block, which can capture multi-scale information via an improved MR mapping and then recognize useful features by further filtration via a mutual gating mechanism. We demonstrate the utility and effectiveness of our proposed block. 3) We propose a simple but effective loss function referred to as dropout-loss, which is an improved version of Euclidean loss. The remainder of paper is organized as follows. The related works are discussed in Section II; Section III describes the architecture of our proposed network and proposed loss function. Our experimental results are presented in Section IV; finally, Section V provides the conclusions.
II. RELATED WORKS A. IMAGE DENOISING METHODS
Traditional denoising algorithms can be roughly classified into three categories: spatial domain methods, transform domain methods, and hybrid methods. Spatial domain methods, such as bilateral filter [7] , non-local means (NLM) [8] , and two-direction nonlocal variational model (TDNL) [9] , utilize the spatial correlation of pixels to smooth noise. Transform domain methods, such as K-SVD [10] , exploit the sparsity of representation coefficients of signal to distinguish the signal and noise. Hybrid methods, such as BM3D [11] , SAIST [12] and BM3D-SAPCA [13] , make full use of spatial and sparse information to suppress noise.
To date, CNN-based denoising methods have achieved significant success in image denoising, because of their strong ability to model the mappings from noisy images to noise-free images. Mao et al. [2] proposed the adoption of symmetric connections to mitigate training difficulty, and constructed a 30-layer CNN called RED-Net for image restoration. Zhang et al. [3] introduced a very deep CNN with residual learning and batch normalization (BN) strategies, which exhibited high effectiveness not only in Gaussian denoising, but also in single image super-resolution and JPEG image deblocking. Li et al. [14] proposed a network named DRED-net, which combines encode-decode architecture with dilated convolutions and achieves remarkable results with few parameters. Chen et al. [15] used a generative adversarial network to estimate noise distribution over input noisy images and then construct a paired training dataset to train a deep CNN for image denoising, resulting in a model that can handle blind denoising well.
Recurrent neural networks (RNNs) have also been applied to image denoising. Tai et al. [16] proposed a very deep persistent memory block (MemNet), in which a memory block aimed at tackling the long-term dependency problem in previous CNN architectures; Liu et al. [17] proposed incorporating non-local operations into RNN for image restoration.
B. MULTI-BRANCH MODULE
As there has been rapid progress in various aspects of deep neural networks, network architecture design has recently been attracting significant attention. Networks consisting of multi-branch modules have been developed, such as Highway networks [18] , residual networks [19] , and GoogLeNet [20] , which are capable of training a deep network. The key factor in mitigating training difficulties is the identity mapping or bypass path. Multi-branch networks can be viewed as an ensemble of many networks with different depths by which the performance can be boosted. Building on preceding architectures, Zhao et al. [5] proposed a deep MR neural network and the MR block to assemble residual branches in parallel with MR mapping, which can be regarded as a linear idempotent function. An MR block first averages the inputs of two residual branches (Merge), and then adds the average to the output of each residual branch as the input to the subsequent residual branch (Run). Considering the advantages of multibranch modules, here we extend the MR block and propose MM block, which is aimed at fusing information at different scales for image denoising.
C. DILATED CONVOLUTION AND MULTI-SCALE LEARNING
Dilated convolution is a special form of standard convolution that enlarges the effective receptive field by inserting zeros between each pixel in the kernel without an exponential increase in the number of parameters. Yu and Koltun [4] stacked dilated convolution layers with an increasing dilation rate to learn contextual representations from a large effective receptive field. As dilated convolution is widely used in semantic segmentation, it has recently become popular for image denoising [14] , [21] , [22] . While small-size filters extract fine-grained information and large size extract coarsegrained information, we use different dilation factors in one block to better extract proper features and learn multi-scale information around each pixel.
III. THE PROPOSED DENOISING METHOD A. NETWORK STRUCTURE
The overall architecture of the proposed MGFN is illustrated in Fig. 1(a) . Our proposed framework consists of three parts: a feature extraction network, a set of proposed MM blocks, and a reconstruction network.
The input of our MGFN is represented as x. The feature extraction network f ext , which consists of a convolutional layer followed by ReLU [23] , is used in MGFN to estimate features from noisy input image as where O 1 denotes the output of the feature extraction network. Suppose that we stack N proposed blocks, we have
where O left and O right denote the final outputs of the set of MM blocks, and f i MM denotes the i-th block function. Then, O left and O right are concatenated to be the input of the reconstruction network. Finally, a single convolutional layer is adopted as a reconstruction network to obtain the residual mapping [3] . Thus, the function of our basic MGFN can be simply formulated as
where y denotes the final output of the model, and f rec denotes the reconstruction network. g(x) denotes the function of our MGFN. For the convolutional layer in f ext , 64 filters of size 3×3×c are used to generate 64 feature maps. Here, c represents the number of image channels (i.e., c = 1 for gray image and c = 3 for color image); for the convolutional layer in f rec , one filter of size 3×3×64 is used to generate final output.
B. PROPOSED BLOCK
Here, we present the details of our MM block, which is shown in Fig. 1(b) . The MM block consists of two parts: multi-scale and gated fusion parts.
Assume that L i and R i are the input of i-th proposed block, the function f i MM (L i , R i ) of the proposed block is expressed as follow: the multi-scale part contains two branches, which can be formulated as
where 
where τ denotes the activation function, including BN followed by ReLU. W i left and W j right , j = 1, 2 are the weights of i-th convolutional layers. Res i block for both branches can be estimated as
where ξ denotes the activation function ReLU and W Res denotes the weight of the convolutional layer. concat signifies the concatenate operator, by which we can concatenate two feature maps into a single new feature map. The gated fusion part can be formulated as
where Net i Gate_L and Net i Gate_R denotes the networks of two branch in the gated fusion part respectively; the symbol × denotes element-wise multiplication; L i+1 and R i+1 denote the two outputs of the i-th block, which are the inputs to the next block. Specifically, each Net i Gate_L and Net i Gate_R contains one convolutional layers,
where ρ denotes the activation function including BN followed by Sigmoid. W Gate_L and W Gate_R denote the weights in their networks respectively. Therefore, the formulation of the i-th proposed block can be written as,
As indicated in Fig. 1(b) , each convolutional layer has 64 filters. Except for the 1×1 convolutional layer in the Res i adding block, the kernel size of convolutional layers is set to 3. In right branch of multi-scale part, we use dilated convolutions and the dilation is set to 3, which is discussed in Section IV.
C. LOSS FUNCTION
We improve Euclidean loss and propose a simple but effective loss function for image denoising, which we refer to as dropout loss.
Given a training set {x i , y i }, where n is the number of training patches, x i is a noisy patch, and y i is the corresponding clean version as the ground-truth, the proposed loss function in our model as follows,
where M i denotes a mask map having the same size as the network output with a tuneable hyperparameter P, and × denotes the element-wise product. In M i , the value of each pixel takes the value 1 with probability P and the value 0 with probability Q = 1 − P, following the Bernoulli distribution. For example, if we set P = 0.5, the half randomly selected pixels'values are set to 1 while the rest are set to 0. It should be noted that during training, M i changes and is rebuilt for every mini-batch according to P, while P is always the same. We set P = 0.75; how the value of P was determined is discussed in the next section.
IV. EXPERIMENTS A. BENCHMARKS AND IMPLEMENTATION DETAILS
Given the noise-free image, the input noisy patches are obtained by adding noise to clean patches. To fairly and appropriately compare the proposed method with other recent deep-learning-based methods for image denoising, different settings are adopted. For Gaussian denoising in grayscale images, we adopt different settings as follows: 1) we follow the same strategy as DnCNN [3] of using 400 images from the Berkeley Segmentation Dataset (BSD) [24] for training, where the 400 images are known as the training and test sets. For each image, patches of size 40 × 40 are sampled as groundtruth, and we add AWGN to the patches to generate the training set (about 238,400 patches) referred to as TrainSetA. We conduct comparison studies on two popular benchmarks, a dataset with 68 natural images from the Berkeley segmentation dataset (BSD68) [25] and the Set12 dataset ( Fig. 3(a) ), and consider three noise levels, i.e., σ = 15, 25, 50. 2) We follow the same strategy as RED [2] of using the combination of 200 images from the train set and 100 images from the val set in BSD to generate patches of size 50 × 50 as the training set (approximately 480000 patches). Two popular benchmarks, a dataset with 14 common images (Fig. 3(b) ) and the BSD test set of 200 images, are used for evaluation. We consider three noise levels, i.e., σ = 30, 50, 70. 3) To demonstrate that our multi-scale structure can integrate complementary contextual information well, we further conduct comparisons on the Urban100 dataset [26] , in which abundant structural patterns and textures are included. For Gaussian denoising in color images, we train the color image denoising model referred to as CMGFN. The color version of TrainSetA is adopted for training. Following FFDNet [27] , noisy patches are obtained by adding AWGN of noise level σ ∈ [0,55] to the clean patches. For testing, we select three datasets, namely CBSD68, Kodak24 [28] , and McMaster [29] . The CBSD68 dataset is the color version of the gray-scale BSD68 dataset. The Kodak24 dataset contains 24 center-cropped images of size 500 × 500 from the original Kodak dataset. The McMaster dataset consists of 18 cropped images of size 500 × 500.
To further evaluate the denoising ability of our proposed model, we conduct experiments on impulse noise (IN) removal. Specifically, we use TrainSetA as the training set to train the blind denoising model for IN removal referred to as MGFN-I. For simplicity, we only consider grayscale images and use Set12 dataset for evaluation. During training, the noisy patches are obtained by adding salt-andpepper noise or random-value impulse noise (RVIN) to clean patches, where the density randomly range from 0% to 90%.
For model training, we set the mini-batch size to 64 and used Adam optimization [30] to minimize the loss function. The loss function of our model has been mentioned in the previous section (see (17) ). We use the He initialization [23] to initialize the weights and the initial learning rate is initialized to 1e-4, and then decreased by a factor of 10 every 30 epochs. According to our experimental results, 100 epochs are sufficient for convergence. We use the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) index [31] as metrics for evaluation.
We implemented and trained our network using Python 3.7 and PyTorch 1.0 [32] with Torchvision v0.1.9; all experiments are carried out on CentOS 7 with environment settings of CUDA9.0, cuDNN7.1 with an NVIDIA Tesla P100 GPU. It took ∼ 16 h to train MGFN on the GPU.
B. MODEL ANALYSIS
In this section, the designs and contributions of different components of our model, including the multi-scale module, mutual gating mechanism, and value of the dropout probability for the loss function, are analyzed via the experiments. For all experiments conducted in this sub-section, the model is trained on 200 images randomly picked from the BSD dataset for faster training, and the noise level is set to 25. Unless otherwise specified, we only consider Gaussian noise in this section.
1) MULTI-SCALE MODULE
To choose the proper multi-scale module for fusing multiscale information and to demonstrate the superiority of the designed module, we build six modules L3R3, L3R5, L3R3_D2, L3R3_D3, L3R3_D4, and L3D2R3D2 for comparison; the differences between the six modules are the filter size and the rate of dilation, which can be categorized into three types as shown in Fig. 2 . The six modules are described as follows: 1) L3R3 (Fig. 2(a) ) is the standard MR structure [9] , including four convolutional layers with 64 filters of size 3 × 3. 2) L3R5 (Fig. 2(b) ), in which the convolution of the right branch contains 64 filters of size 5 × 5. 3) L3R3_D2 (Fig. 2(c) ), in which the left branch contains two stacked convolutional layers with 64 filters of size 3 × 3, while the right branch contains two dilated convolutional layers with dilation number 2. 4) L3R3_D3 and L3R3_D4 only differ from L3R3_D2 in the dilation rate. 5) L3D2R3D2 does not belong to any of the modules shown in Fig. 2 ; both branches contain two stacked layers with a filter kernel size of 3 × 3 and the dilated rate set to 2. We apply eight blocks into the basic structure, resulting in six networks named according to their constituent modules. All trained models are evaluated on Set12 and BSD68 datasets. The results are illustrated in Table 1 . From Table 1 , we can clearly see that multi-scale architecture achieves better performance than single-scale architecture (30.391 dB of L3R3_D3 and 30.345 dB of L3R3), which manifests the effectiveness of our multi-scale architecture. We can realize multi-scale architecture without a parameter increase by adopting dilated convolution. Although L3R5 achieves the best performance among the modules, the L3R3_D3 network represents a better trade-off between performance and number of parameters. Considering both performance and parameters, we adopt L3R3_D3 as our basic module in subsequent experiments.
2) MUTUAL GATING MECHANISM
To validate the effectiveness of the proposed mutual gated fusion mechanism, we use L3R3_D3 to build networks consisting of 7 layers and 11 layers, named L3R3_ D3_7L and L3R3_ D3_11L, respectively. Then, we implement the proposed MGFN with 7 blocks, named MM_7L, for comparison. The number of parameters of module MM_7L is close to module L3R3_ D3_ 11L. To ensure a fair comparison, the settings of each module are always configured to be the same, except for the basic module. The results of this comparison are shown in Table 2 . From the table, we can see that mutual gated fusion achieves moderate performance improvements over the L3R3_ D3 module, and the improvements benefit from the mutual gating rather than the increase in parameters.
3) NUMBER OF BLOCKS
The performance of our proposed MGFN is mainly determined by the proper number of proposed blocks (N ). We varied the parameter of N from 5 to 10 to conduct experiments. Fig. 4 shows the curve of the PSNR performance versus the number of blocks (N ) on Set12 dataset when σ = 25. From the figure, we can see that with an increasing number of blocks, the performance gradually improves and then reachs its high when N = 7. Thus,we choose N = 7 for our MGFN.
4) HYPERPARAMETER P FOR DROPOUT-LOSS
The model architecture used here is the MGFN with 7 blocks. To find the appropriate value for hyperparameter P, we perform several experiments using eight values for P, i.e., P = 0.25, 0.5, 0.6, 0.7, 0.75, 0.8, 0.9, 1. When P = 1, the loss is the same as the mean squared error (MSE) loss. The results are shown in Fig. 5 . To prove the effectiveness of our proposed dropout-loss, we use three different loss functions ( 1 loss, 2 loss and dropout-loss) to train the same model, and the results are shown in Table 3 . From the results, We can see that the dropout-loss affects the denoising performance, despite which the improvement is minor. Compared with VOLUME 7, 2019 TABLE 4. Training settings from DnCNN are adopted. Average PSNR/SSIM results for σ = 15, 25, and 50 on datasets Set12, BSD68, and Urban100. The bold value indicates the best performance.
TABLE 5.
Training settings from RED are adopted. Average PSNR/SSIM results for σ = 30, 50, and 70 on datasets 14 images, BSD200, and Urban100. The bold value indicates the best performance.
the MSE, our proposed loss function leads to a slightly better result whilst it hardly increases training or computational burden. In accordance with these results, we set P = 0.75.
C. COMPARISON WITH OTHER STATE-OF-THE-ART METHODS ON AWGN REMOVAL
Here, zero-mean Gaussian noise is generated and added to widely-used datasets to evaluate the following methods: BM3D [11] , WNNM [33] , TNRD [34] , RED [2] , DnCNN [3] , MemNet [16] , FFDNet [27] , and MGFN.
As mentioned in Section IV-A, we train our model under two settings for gray image denoising. We use the training data and settings of TNRD and RED. The results are shown Table 4 and Table 5 , respectively. Unless otherwise noted, we cite the results of the other methods from their respective original publications. Moreover, representative grayscale denoising results that demonstrate visually the restoration quality of the proposed models are shown in Fig. 6 and Fig. 7 . We only conduct qualitative comparisons between BM3D, MemNet, DnCNN and our proposed MGFN.
From Table 4 , we can see that our model outperforms the other models and yields the best results across all the noise levels and datasets. When the noise level is 50, our method has a notable PSNR gain of approximately 0.46 dB on the Urban100 dataset compared with DnCNN. From Table 5 , we can see that on the 14 images and BSD200 datasets, our method is on par with MemNet, while on the Urban100 dataset, our model surpasses MemNet in both PSNR and SSIM results. As is clear from Tables 4 and 5 , MGFN outperforms all other methods for all noise levels on the Urban100 dataset.
From Fig. 6 and Fig. 7 , we can see that, compared with the other methods, MGFN does a good job at retaining details and produces few artifacts on the Urban100 dataset. From Fig. 6 , It can be observed that artifacts exist in the results generated by other methods (see the region of windows), while our proposed method suppresses artifacts. Moreover, our method is able to reconstruct fine textures and patterns while other methods produce blurred results. From Fig. 7 , we can see that the contours of window are out of shape in patches generated by other methods, while the results generated by our method only suffer slight distortions. This phenomenon is attributed to our MM block: on the Urban100 dataset, there exist abundant structural patterns and textures; our multiscale parts can well exploit the self-similarity property and provide multi-scale complementary information fusing; then, features are gated by the gated fusion part, which results in satisfactory representation.
For color image denoising, Table 6 shows the PSNR results of CBM3D, CDnCNN, FFDNet, and CMGFN on three different datasets (CBSD68, Kodak24, and McMaster), and yields the highest average PSNR results for all datasets and outperforms other methods for different noise levels in terms of both quantitative and qualitative evaluations.
D. EXPERIMENTS ON IN REMOVAL
Here, we test MGFN on grayscale images corrupted by IN. We compare MGFN with other state-of-the-art methods including 0 TV-PADMM [35] and the method of [36] (hereinafter referred to as SLBD). The testing codes for 0 TV-PADMM and SLBD methods were downloaded from the authors' websites respectively.
Following SLBD, we consider four situations for evaluation: (1) 80% SPN, (2) 90% SPN, (3) 80% RVIN, and (4) 90% RVIN. We use PSNR and the visual information fidelity (VIF) [37] as metrics for evaluation. The average PSNR results of different methods on Set12 are shown in Table 7 . The best result for each image with each noise level is indicated in bold. It can be seen that our method achieve highest PSNR results and outperforms the other methods by a large margin for the each of the four situations. Fig. 9 shows the denoising results with grayscale image ''Lena'' degraded at 90% SPN ratio. As one can see, 0 TV-PADMM reduces much noise, but it smoothes out the details. When compared with SLBD, our proposed method produces more pleasant results in flag regions. . 10 shows the denoising results with grayscale image ''Barbara'' degraded at an RVIN ratio of 80%. It can be seen that both 0 TV-PADMM and SLBD generate many algorithm-induced artifacts, and the restored results lost many details. Although it is difficult to identify the details from the noisy images, our proposed method could still remove most of the RVIN and produce more visually pleasing reconstructions than other methods.
Therefore, according to the above experiments in this subsection, we can see that the MGFN-I trained with images corrupted by IN performs well on IN removal. E. RUNNING TIME Table 8 shows the running time results of different methods on images of 256 × 256. For all methods, we evaluated their running times by denoising grayscale images corrupted by Gaussian noise with noise level 25. For BM3D, we evaluated it in Matlab (R2017b) environment on a personal computer with Intel(R) Core(TM) i5-5200U CPU @ 2.20GHz and 8 GB of RAM. For DnCNN, MemNet, FFDNet and MGFN, the evaluation was performed by using PyTorch with the environment settings of CUDA9.0, cuDNN7.1 with an NVIDIA Tesla P100 GPU.
From Table 8 , it can be seen that FFDNet is faster than any other compared methods on CPU or GPU. For the GPU time, CNN-based methods benefits a lot from GPU computation. For example, our proposed MGFN can denoise an image of size 256 × 256 in 11ms on GPU, while it takes 8.2s to do so on CPU. Although our proposed MGFN can provide appealing denoising performance, it is slower than DnCNN or FFDNet; this is because our method, which adopts the multipath module and gating mechanism, have more parameters than other CNN based methods. By considering image quality improvement, our MGFN is still competitive in real-life condition.
V. CONCLUSION
In this paper, we propose a new CNN model, namely MGFN, for image denoising, where a sequence of MM blocks is stacked. Unlike a traditional single-stream structure, MGFN can fuse complementary information under different receptive fields. In each MM block, we designed a modified MR module to achieve multi-scale learning, and two convolutional layers were integrated to realize mutual gating. To the best of our knowledge, the MR mapping strategy has never been used for image denoising before, and we are the first to add dilated convolutions into MR mapping to develop the idea of multi-scale denoising. Furthermore, we adopted the dropout-loss, which yields slightly improved results. Results for synthetic images with AWGN demonstrate that MGFN does a good job at retaining details and outperforms other state-of-the-art methods in terms of qualitative and quantitative evaluations. Results on images with IN further validated the flexibility of MGFN to handle inhomogeneous noise.
