Similarity-transformed perturbation theory on top of truncated local coupled cluster solutions: Theory and applications to intermolecular interactions 
plication of the many-body expansion (MBE) separating pairwise, three-body, and higher terms. The fragment MO method [48] [49] [50] [51] , many-overlapping-body 52 , divide-and-conquer, [53] [54] [55] [56] [57] and incremental 58 approaches, for instance, have produced encouraging energetics for calculations on large clusters, and are generally amenable to large-scale parallelization. Moreover, low-order truncations can furnish surprisingly accurate results while obviously conferring huge computational savings.
Non-constructive/supermolecular techniques generally seek to recover a given level of canonical treatment of the supersystem by carving out domains defining individual correlation problems, oftentimes in localized orbital representations. Such approaches are motivated by the inherent locality of dynamical correlations, and thus, neglecting distant correlations should effect lower scaling of the supermolecular computation without forfeiting accuracy.
Pulay 59 and Saebø [60] [61] [62] [63] did the first seminal work in this field, developing an iterative MP2
scheme retaining only a quadratic number of domain-pair amplitudes but recovering more than 98% of the canonical correlation energy in a basis of localized occupied orbitals and a non-orthogonal, redundant set of atomic orbitals projected into the virtual space (termed
PAOs). Their approach has since inspired the non-iterative fixed-domain dimers-(DIM)
and triatomics-in-molecules (TRIM) 64,65 models for MP2-level correlation and a fourthorder triples model 66, 67 , the local coupled cluster methods [68] [69] [70] [71] [72] [73] introduced by Werner and Schütz and developed by others, purely AO-based algorithms [74] [75] [76] [77] , and mixed CC-MBPT approaches [78] [79] [80] . Other local correlation methods similar in spirit to the MBE approaches eschew non-orthogonality and its attendant complications, e.g., linear-dependence, rank dilation, and retention of overlap integrals in the spin-orbital equations, opting instead for localized orthogonal orbitals and domain specification based on the relative locality of the occupied subspace, allowing straightforward use of standard-package codes and facile parallelization of completely independent (albeit sometimes overlapping) subdomain calculations.
These include the divide-expand-consolidate approach [81] [82] [83] , natural linear scaling coupled cluster 84, 85 , the clusters in molecules 86, 87 method, and other higher-order methods 88, 89 .
In our view, some qualities a local correlation model should possess include:
• Simple, physically-motivated domain identification
• Monotonic convergence to the (upper-bound) untruncated/canonical correlation energy as the model space is augmented to full-rank
• A consistent treatment of occupied and virtual subspaces
• No use of empirical parameters or numerical tolerances
• Significant cost-savings relative to the canonical result while remaining accurate for relative energies
• Extension (at least in principle) to arbitrary correlation rank
• Guaranteed smoothness on the potential energy surface
In this work, we introduce a hierarchy of local correlation theories which we feel satisfies all of the above criteria. Guided by the ethos of perturbation theory, we assume that the intermolecular interaction energy is substantially smaller than the total energy. Making use of Löwdin partitioning 90-94 , we define a zeroth-order wavefunction as the solution of truncated, non-orthogonal, molecule-centered coupled cluster equations of at most a quadratic number of variables, and treat the non-local excitations using second-order similarity transformed perturbation theory (STPT). Our reference determinant shall be built from absolutely-localized molecular orbitals (ALMOs) [95] [96] [97] [98] [99] [100] , determined as the variational solution of locally-projected (SCFMI) equations 95, 96 constraining the coefficient matrix to be block-diagonal in the molecules. Such a reference has treated induction effects to infiniteorder (or satisfied Brillouin's condition on-site), but remains an upper bound to canonical
Hartree-Fock (HF), increasingly accurate as inter-site Brillouin matrix elements vanish, e.g., for interactions between insulators or interactions approaching the long range. The theory necessary to precisely specify our models is developed in Sec. II.
With a series of test applications, in Sec. III we explore the extent to which our models represent attractive non-iterative alternatives to canonical MP2 where an absence of higher-order terms is responsible for a poor description of dispersion 101, 102 . First, we uncover general properties of our intermolecular STPT models as applied to elementary dispersion interactions, including the convergence behavior of the binding energy and terms on basis set extension, BSSE effects, and performance on application to small clusters. A discussion of intra-and intermolecular relaxations due to the interplay of orbital choice and single excitations entering in the correlation problem will follow. Next, we discuss potential tractability gains achieved on subspace orthogonalization. In a final assessment of the generality of our conclusions, we compute statistical errors on application to the A24 103 data set of various 4 non-covalent interactions. Our conclusions are summarized in Sec. IV.
II. THEORY
Coupled cluster (CC) theory is an exponential reformulation of the Schrödinger equation that, unlike its linear parent, remains size-extensive after truncation. The CC ground state, |Ψ⟩ = eT |0⟩ is written as the action of a cluster operator,T on a single reference configuration,
|0⟩.
The cluster operator generally contains amplitudes, t, in the full Hilbert space of n- 
where we have introduced the similarity-transformed Hamiltonian,H = e −TĤ eT , and its matrix elements. Similarity transformations leave the eigenvalue spectrum ofĤ unchanged, implying a coupled cluster solution of full rank n will be equivalent to full configuration interaction (FCI). Such a limit is obviously infeasible, so eqs.1 and 2 are generally treated in a small subspace of |h⟩, denoted as |p⟩, solvingH p0 = 0 for t p and neglecting all projections onto the complementary space, denoted as |q⟩.
A. Similarity transformed perturbation theory
Viewing a solution to a standard low-rank CC problem in |p⟩ as a well-defined zerothorder wavefunction, we can account for q-space components non-iteratively, using perturbation theory as follows. The vector of subspace cluster amplitudes, t p , definesH, and we seek approximations to the energy and eigenvectors ofH, not just in the subspace |p⟩, but in the full space |h⟩. Due to the similarity transformation, there are distinct right and left eigenvectors, which we denote asr|0⟩ and ⟨0|l † , with biorthogonal amplitudes r and l respec-tively. The transformed Schrödinger equation,Hr|0⟩ = Er|0⟩ is projected with ⟨h| to yield the matrix form,Hr = Er. The energy itself is obtained by premultiplying by the adjoint of the left eigenvector amplitudes:
SplittingH =H (0) +H (1) , r = r (0) + r (1) +..., and l = l (0) + l (1) +..., and expanding eq. 3, we obtain corrections to the energy through second-order:
, and
We will choose Neglecting quadruples, approximating Λ = t † , and retaining only binary contractions in the triples moment, one obtains CCSD(T). Though all are orbitally-invariant, a transformed onebody operator in the q space requires a fifth-order transformation to a set of biorthogonal eigenstates to diagonalize the amplitude equations. We therefore take the untransformed operator in the q space here.
After a change of basis and expansion of eq. 3, the equations for the first-order wavefunc-6 tion are
q , and
where
qq }. Applying these to the expression for the second-order energy above, we obtain
The generality of a similarity-transformed perturbation theory no doubt affords one a flexible framework within which various correlation models can be dreamt up and, as has been discussed, where others can be subsumed. It has proven itself a natural framework for extending active-space correlation to the external domains of orbital-optimized 111,112 and pair references 113, 114 , excited-state theories [115] [116] [117] [118] , and other formulations. Below, we couch a description of intermolecular interactions in a (2)-type model partitioning the configuration space to obtain molecule-centered coupled cluster states as zeroth-order wavefunctions.
B. Nonorthogonal local correlation models for clusters using STPT
Beginning with a solution to the ALMO SCF problem, call it |0⟩, we restrict the primary space to include |0⟩ and the set of singly-and doubly-substituted determinants where excitations are confined to one molecular site,
where the braces indicate that the associated indices are restricted such that all are associated with a single molecule (which we will also refer to as a "center"). Its complement includes twocenter single excitations through four-center double excitations, as well as full-rank triples, 7 quadruples, etc., though in the present work we choose to restrict our attention to singles and doubles in order to benchmark non-locality errors against standard CCSD,
Applying this Hilbert-space partitioning and the same definitions as above for the Hamiltonian and the left and right zeroth-order states to eqs. 4, we obtain a coupled cluster-quality description of local excitations, and a non-iterative treatment of the interaction complete to fourth order in MP theory. Because the number of p-space variables scales linearly with the number of molecules, we refer to this theory henceforth as the "linear" model. Its instructive value notwithstanding, we shall expect to find this model wanting when higher-order correlations become significant.
Given free rein to specify |p⟩, one can imagine developing a hierarchy of schemes augmenting it to completeness in the space of singles and doubles, whereby the zeroth-order solution would be exact and there would be no perturbative correction to the energy and wavefunction.
A first logical improvement to the linear reference would be to include a quadratic number of dispersion-type configurations explicitly coupling two bodies, but confining hole-particle excitations to emanate from either center, e.g., {|d {ia}{jb} ⟩}, in the reference space. Such an ansatz is reminiscent of the DIM-MP2 model for atom-centered local correlations 64, 65 , and an evaluation of the zeroth-order energy with first-order amplitudes should produce exactly that model. Promoting this class of excitations from a fourth-to an infinite-order treatment, we should expect to recover the bulk of the truncation error in dispersion interactions, where inductive and dative/charge-transfer-type effects are vanishing and repulsions dominate the mean-field interaction.
Further augmentation of the p space with a quadratic number of non-local singles (nls), e.g.
{|s {i}{a} ⟩}, is expected to relax the local-orbital reference with respect to inter-site occupiedvirtual rotations, recovering the bulk of the truncation error in cases where charge-transfer effects -which are omitted in the ALMO reference determinant -are substantial.
Still better, adding in the remaining non-local doubles defines a quartic model with the same number of variables as canonical CCSD, which is of course equivalent if |0⟩ = |HF⟩.
This model shall thus serve as a useful Hylleraas bound to assess the performance of our upper-bound truncation models. We summarize their properties in Table I .
Since our models are defined in a Hilbert space of excitations from a non-orthogonal ALMO reference, we shall derive working equations for the p-space CC reference, and the q-space perturbation correction that make no assumption of spin-orbital orthogonality. We emphasize that the following equations are appropriate in any representation and reduce exactly to the conventional expressions with orthogonal orbitals diagonalizing the Fock matrix in the occupied and virtual sub-blocks. We begin in the biorthogonal 119,120 representation where given local occupied and virtual orbitals are covariant. Where they occur, repeated indices imply Einstein summation and contra-and covariant indices may be inter-converted by multiplication with the overlap g pq or the inverse overlap g pq metric, e.g.,
Given any choice of |p⟩, the symmetric component of the zeroth-order energy and amplitude equations in the natural representation are
In eqs.9, it is understood that the index pairs included in ⟨ Applying the virtual-block metric to eliminate the left-hand inverses and the occupied metric to bring the amplitudes to contravariance, we recast the above equations in the co-9 variant integral representation and regroup terms obtaining,
With orthogonal orbitals, Kronecker deltas would replace the metrics and we'd need only pseudocanonicalize the orbitals to uncouple the amplitude equations. In a basis of noncanonical, non-orthogonal orbitals, our task will thus be to find a transformation that simultaneously orthogonalizes and pseudocanonicalizes the orbitals. Exploiting the direct-product structure of eq. 10, we define
and rewrite the equations combining hole-particle pairs into compound indices "(ia)". This will be useful for thinking about pairwise truncations in our model spaces later on.
Applying the transformation T (ai)
(AI) diagonalizes the energydifference direct product, the amplitude equations assume a convenient diagonal form, D pt p = R p . Without making use of sparse linear algebra solvers, the diagonalization scales as
where P is the number of correlated occupied-virtual pairs. The amplitudes must be backtransformed before updating the right-hand side, and special care must be taken to ensure all contractions in R P respect the covariant integral representation, keeping the amplitudes contravariant. Moreover, consistent formulation of truncated flavors of eq. 11 requires that the two-particle direct product be formed in the same basis at the outset. For example, consider the quadratic model detailed above. There, the amplitude equations take a two-center metric composed strictly of overlaps spanning up to two fragments. The scope of the correlation problem is therefore fixed at the beginning by this designation.
The left-hand problem forΛ is isomorphic to the right-hand projection problem and, as such, must be consistently framed, e.g., if truncations were made inT , the left-hand equations must also bear them out. We begin from the natural representation and again seek to recast these in the more convenient covariant matrix integral representation. Projecting the left-hand eigenvalue problem ⟨0|LH = ⟨0|LE onto the p-space singles and doubles, we obtain the linear equations
The spin-orbital equations for the matrix elements in the covariant representation are given in Appendix A 2. After subtracting the diagonal and applying the virtual block metric to take λ to the contravariant space and the occupied metric to make the left-hand side covariant, we obtain the similar form
and
The same transformation as before diagonalizes the energy difference. Again, the covariant representation must be respected when updating the left-hand side and evaluating residuals.
By this point we have detailed the working equations sufficient to solve a non-orthogonal CCSD problem permitting truncations. Regarding our local cluster amplitudes as zerothorder quantities, we proceed with a discussion of some features of the perturbation theory. As in the case of the zeroth-order amplitude equations, the scope of the perturbation will be fixed by the transformation applied to bring the first-order amplitude eqs.5 to diagonal form. Thus, a first-order amplitude describing an excitation across fragments, e.g., [ r (1) ] {i}{jab} , can only be consistently determined in a basis where the corresponding direct-product elements are taken into account, which means either the full-rank two-particle metric must be constructed and diagonalized as above, or one may equivalently solve for the first-order amplitudes in the biorthogonal representation. There, the amplitude equations are uncoupled after pseudocanonicalization of the biorthogonal (non-Hermitian) Fock operator, at the risk of obtaining complex eigenvalues. Spin-orbital equations in the covariant integral representation for the first-order amplitudes and intermediates are given in Appendix A 3.
III. APPLICATIONS
All models were implemented in a modified version of Q-Chem 121,122 taking spin-orbital expressions for matrix elements of the transformed Hamiltonian generated by applying Wick's 11 theorem in an independent Mathematica code. The implementation relies on the tensor library recently developed 123 to facilitate Q-Chem's conventional coupled cluster capabilities.
Scripts are available from your correspondents by request.
By our applications below, we aim to understand the extent to which non-local contributions will require an infinite-order treatment for prototypical interactions, or in other words, which components of the interaction are sufficiently small to be confidently relegated to a second-order STPT treatment. We take the truncated and quartic models to represent upper and lower bounds to the coupled cluster energy. The task of the perturbation theory is to bridge from one to the other. The success or failure of STPT in this task will be a measure of the physical appropriateness of the truncated CC reference.
A. Helium dimer
We have chosen the helium dimer interaction for initial studies. Given that the zerothorder solution in any truncation scheme is exact at infinite separation for this case, we may cleanly ascribe any binding to the STPT at finite separation. Moreover, the purely dispersive nature of the interaction should, in the limit of a complete one-particle basis set, remove the effects of the orbital reference (any binding at the SCF level is an artifact of BSSE, while the constrained nature of the ALMO solution makes it an upper bound to full SCF), which is an important consideration when appraising candidate models against conventional CCSD. We plot He 2 potential curves furnished by STPT models with linear and quadratic doubles plus either linear or quadratic singles in Figure 1 . It is evident that the difference in binding on the inclusion of non-local singles is relatively small for any truncation model, so we focus first on differences stemming from the level of treatment of the doubles. Examining the top two curves, it is clear that augmenting the on-site model with dispersion-type amplitudes binds the complex at zeroth-order, albeit shallowly and more distantly compared to the quartic model, which overlays canonical CCSD here. Treating all non-local doubles by the (2) correction to the linear model produces a bound state, but with a protracted, shallow minimum.
On the other hand, an infinite-order description of dispersive doubles followed by a perturbative treatment of the rest propels the quadratic model to near-exactness, with any difference against the Hylleraas bound due to higher-than-fourth-order non-local effects in the doubles.
We conclude that infinite-order dispersive doubles are critical to describe this interaction,
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FIG. 1: He 2 potential curves in meV, computed in the aug-cc-pVTZ basis 124, 125 . The local CCSD references (denoted "(0)") involve restricting some or all of the indices of the single and double substitution amplitudes to single centers to lower the complexity, as summarized in Table I . Indices enclosed in braces are restricted to a center: as in the case of the {ia} singles.
while higher-order effects due to other non-local doubles are apparently negligible. Other tests shall be required to demonstrate the generality of these conclusions.
Returning to the non-local singles, it is no real surprise that they're uninteresting here, since the canonical and ALMO SCF solutions are rapidly approaching equivalence away from the repulsive wall. Nevertheless, we should expect in this incomplete basis that an infinite-order treatment of singles should recover more of the mean-field locality error than a perturbative treatment. To examine the difference, we compare the second-order contribution to eq. 6 due to linear singles against the infinite-order non-Brillouin term of eq. 10 garnered by quadratic singles, taking quadratic zeroth-order doubles in both cases. These are plotted alongside the ALMO error for the He 2 dimer in Figure 2 , where it is confirmed that infinite-order singles recover more of the ALMO error than their perturbative cousins across the entire coordinate. We expect this difference to play a more significant role in cases where strong inter-fragment occupied-virtual interactions and/or inadequacies in the basis set produce a poor local reference. Indeed, glancing at Table II , we see the largest reduction in error due non-local singles in smaller, un-augmented basis sets. All errors have converged by the augmented quadruple-zeta level where non-local singles do not improve binding, and where including dispersion-type doubles in the p space results in a ten-fold reduction of error relative to a second-order treatment.
FIG. 2:
Comparison of the magnitude of the energy recovered from perturbative (2) and infinite-order (inf) treatment of the non-local singles for He 2 in the aug-cc-pVTZ basis set relative to the magnitude of the error in the ALMO SCF calculation (SCFMI) versus unconstrained SCF. Perfect recovery would yield a singles curve identical with the ALMO error curve.
basis {ijab} (2) {ijab} + {i}{a} (2) {ia}{jb} (2) {ia}{jb} + {i}{a} (2) How does a consideration of basis set superposition error affect our conclusions? By construction, our ALMO reference excludes BSSE, and all of our truncation models exclude from the p space determinants coupling inter-site occupied-virtual pairs (see Table I ). BSSE must lurk in the non-local correction to the energy, then. To find out where, we computed BSSEs by the standard Boys-Bernardi counterpoise (CP) correction 126 , compiling them alongside the change in the error in Table III . In all cases, CP correction results in an error reduction because intrinsic correlations are better represented. BSSE does not depend on the quality of the doubles, but does depend on the order at which the non-local singles are treated, with a non-zero contribution due to higher-order relaxation of t 1 even at the quadruple-zeta level. Taking the difference in BSSEs computed between any model with non-local singles and the quartic model will give the contribution to BSSE of higher-than-second-order non-basis {ijab} (2) {ijab} + {i}{a} (2) {ia}{jb} (2) {ia}{jb} + {i}{a} (2) By this, we infer that the BSSE is not associated with the subclass of pair correlations which is treated poorly by the (2) correction to the linear model, and therefore must lie in the charge-transfer-type doubles.
B. Larger helium clusters
Do the conclusions we've drawn pertaining to the dimer also hold for small clusters of helium? Answering this question will inform us of the extent to which our local constructions can capture non-local effects coupling more than two bodies, which may seem daunting at first since, as the reader will recall, neither the linear nor quadratic model is able to couple more than two molecules explicitly at zeroth-order. We saw for the dimer that a Hilbert-space partitioning placing on-site and dispersion-type doubles in the p space and the rest in the q space proved adequate to recover the full-rank result, or in other words, that a second-order description of non-local doubles between two bodies sufficiently approximated the infiniteorder description. There is no apriori guarantee that this should apply to larger interactions simply because the number of non-local doubles scales quartically with cluster size while the number of zeroth-order variables can only increase quadratically. Of course, one may argue on the basis of the intrinsic locality of dynamic correlations that the most important interactions in a cluster of weakly-interacting subsystems, though they may not be the most numerous, {ijab} (2) {ijab} + {i}{a} (2) {ia}{jb} (2) {ia}{jb} + {i}{a} (2) Fig. 4 .
are two-body in nature, and therefore expect to have no issue relegating effects entangling more than two fragments to a perturbative treatment. If one adopts this optimistic outlook, one should expect the cluster problem to look like a collection of weakly-coupled dimeric ones, and thus expect the error to be most sensitive to two-body errors. Our local models, by construction, put us in good position to examine higher-order effects in clusters. As we have seen, the difference in performance between the linear and quadratic models reflects higher-order dispersion-like excitations coupling two bodies, while the difference between the quadratic and quartic models is a measure of the strength of higher-order inter-site couplings entangling up to four bodies. For the remainder of this discussion, well refer to these as higher-order local and non-local doubles. Taking an idealized linear cluster of helium atoms as our test application, we plot the dependence of higher-order contributions on cluster size in Fig. 3 . In the limit of an infinite chain length, the one-dimensionality forces any two n-body interactions to be identical, and also guarantees the number of important n-body interactions to grow linearly, eliminating certain confounds in our benchmark. Examining the plot, we conclude that most of the higher-order contribution is in the local doubles, and moreover, that at least an infinite-order treatment there is indispensable.
We turn our attention to a set of more realistic clusters of helium, shown in Figure 4 .
Examining the models' binding errors relative to canonical CCSD in Table IV , we see in all cases, again, that the interaction error decreases roughly ten-fold on the inclusion of the quadratic dispersion amplitudes in the zeroth-order reference. The fact that a narrow 1-3% error bracket is achieved suggests again that higher-order non-local effects on binding are small. In particular, it is encouraging that the quadratic reference model yields errors roughly a factor of five smaller than MP2 theory, while it is interesting that the linear reference model yields errors roughly two-fold larger.
FIG. 3:
Infinite-order local (two-body dispersion-type) and non-local (two-through four-body charge-transfer-type) doubles contributions to the correlation binding energy computed as a function of helium chain length. Local doubles are responsible for the bulk of binding effects. Calculations were performed in the aug-cc-pVDZ basis, and the geometries use a He-He spacing of 3.0Å.
He n clusters. Geometries were optimized at the CCSD/aug-cc-pVTZ level.
C. Role of orbital non-orthogonality
Studies on clusters invite the important consideration of whether further tractability gains can be achieved by simplifying the implementation and costly operations required to diagonalize eq. 11 and compute matrix elements, all of which require contraction with explicit overlap metrics in both subspaces (see the Appendix). Up to this point, we have taken a reference determinant of fully non-orthogonal ALMOs. It shall be useful to consider the extent to which orthogonalization of either or both orbital subspaces will distort the domain definitions implied by the iSTPT and thereby degrade performance. Ideally, we'd prefer to orthogonalize both subspaces since then we'd only have to diagonalize the occupied and virtual blocks of the covariant Fock matrix to uncouple the amplitude equations and forgo dealing with any two-particle metric altogether, not to mention all one-body overlaps in the matrix elements reduce to Kronecker deltas. This approach is, of course, not expected to work, especially with the inclusion of more diffuse AO functions, a requirement for these applications. We return to the helium dimer interaction, computing the change in the interaction error going to orthogonal orbitals, compiling the data in the first rows of Table V . The insensitivity of the change in error to higher-order effects and a proportional increase with basis set extension reflects difficulty (and foolhardiness) in imputing orthogonalized orbitals to molecular centers, rendering a domain-definition framework ill-begotten. This is not to say that a localization technique will do nothing to improve the result insofar as symmetric orthogonalization will treat all functions on even footing, arguably producing the worst possible orthogonal functions. The second set of rows in Table V suggest the preliminary application of a localization scheme 127 furnishing atom-centered orthogonal virtuals and Boys-localized occupied orbitals does not help much.
One nevertheless has recourse in the argument that electing to orthogonalize the occupied space alone should not distort a given domain too much. This position is expected to be valid in the regime where inter-site overlaps are small (as is surely the case in helium clusters), and in cases where it minimally damages the locality, it will still effect speedup. The change in error starting from this "half-non-orthogonal" set of ALMOs is given in the final rows of Table V . Encouragingly, this procedure has no deleterious effects. Small "improvements" are likely the consequence of delocalization degrees of freedom the ALMOs enjoy on orthogonalization and should grow in proportion to charge-transfer and BSSE effects. We shall conduct more tests below to assess whether this result is the general case.
D. Inductive and dative interactions
We have yet to explore any interplay between local t 1 and the choice of orbital reference, e.g., whether there is a synergy or perhaps redundancy in optimizing t 1 beginning from a reference of ALMOs for which an intra-fragment Brillouin condition has been satisfied, e.g., induction has been treated to infinite-order. One can also imagine beginning from an un-optimized reference determinant of "frozen" orbitals -constructed from concatenating orthogonalization {ijab} (2) {ijab} + {i}{a} (2) {ia}{jb} (2) fragment-blocked coefficient matrices determined as the SCF solutions of molecules in vacuum -and relying on the projective optimization of t 1 to polarize the orbitals. Surely the leading occupied-virtual Fock elements, which unambiguously account for mean-field polarization, will play a significant role in the optimization, but the extent to which the simultaneous optimization of correlations will influence the mean-field induction and vice versa is, at this point, unclear. The other question is whether neglecting t 1 altogether is compensated by choosing an ALMO starting point, in which case there can be no t 1 -mediated mutual interaction of induction and correlation at zeroth-order.
We shall have to be careful when addressing these questions to choose a test system for which the ALMO solution is a good approximation to Hartree-Fock, e.g., where attractions attributed to dative effects are negligible and polarizations dominate mean-field binding. To this end we have chosen the interaction of helium with lithium cation. We conclude glancing at the first column of Table VI that repulsions destabilize the "frozen" wavefunction (FRZ) but are overridden by inductive effects described nearly perfectly going to the ALMOs, leaving a small "delocalization" error relative to canonical HF of 0.3 kJ/mol. Beginning from a frozen reference, we shift the onus onto intramonomer t 1 to recover mean-field polarization.
We apply our local models to the interaction beginning from both references, with and is virtually no dependence of the error on higher-order doubles. Moreover, it one arrives at the same error opting either to begin from ALMOs and neglecting singles altogether, or beginning from frozen orbitals and optimizing intramonomer t 1 . Including non-local singles in the reference, we recover most of the remaining error, concluding, in line with our intuition, that infinite-order one-body effects trump infinite-order dispersion-type doubles in this case.
Another important question to consider is the extent to which the perturbation theory is viable when the ALMO reference is poor, such as when dative effects become important.
Here, larger-magnitude intermolecular f ov elements and smaller band gaps no doubt elevate intermolecular occupied-virtual rotations to such a significance that the ALMO error is no longer small. The reader will recall that for iSTPTs taking only on-site singles at zerothorder, charge-transfer effects first enter at second order, so a description of dative interactions will likely suffer. We have chosen the C 3v -symmetry ammonia-borane dative interaction to measure the extent. It represents a particularly challenging case for a frozen-orbital reference (see the second column of Table VI) , unstable by a walloping two-thirds of its canonical binding energy. ALMO relaxation adds some 150kJ/mol to the interaction, but it's still missing some 100kJ/mol of delocalization. Thus, a perturbative treatment beginning with either local reference will have a lot to clean up.
Examining the second set of rows of Table VII , one can see that augmenting the local models with (on-site) singles (i.e. compare the CCD vs CCSD entries) drastically improves the frozen-orbital models while scarcely affecting the relaxed-reference results. There is a similar improvement going from unrelaxed to relaxed orbitals neglecting local singles. Adding non-local singles to CCSD on top of either a frozen or relaxed orbital reference reduces the error against the quartic model most considerably, with the improvement relatively insensitive to truncation model. In view of these applications, we anticipate that the inclusion of nonlocal singles at zeroth-order will effect substantial accuracy gains when applied to cases where the local reference is wanting.
E. Tests on the A24 dataset
Until now, we have focused on exposing properties of our local theories by applying them to model interactions. It remains to be seen how general our conclusions are. To this end, we apply our standard models and half-non-orthogonal variants thereof to the A24 dataset of non-covalent interactions which includes a varied set of hydrogen-bonded (HB), mixedcharacter (MIX), and dispersion-dominated (DISP) interactions 103 . Root-mean-square errors (RMSE) measured against canonical CCSD are given in Table VIII. Refer to Table IX in Appendix B for individual quantities. Calculations were performed in aug-cc-pVDZ using the frozen core approximation.
Unsurprisingly, the quartic model furnishes energetics virtually identical to CCSD across all interactions, so we can safely eliminate orbital-reference effects as a source of error. Thus, truncation model errors are almost entirely due to the Hilbert space partitioning. Including {ijab} (2) {ijab} + {i}{a} (2) {ijab} + {i}{a} (2) hno {ia}{jb} (2) {ia}{jb} + {i}{a} (2) singles and doubles at zeroth-order, and is superior to MP2 for all interaction types. The margin is more than a factor of two for the dispersion interactions. Similar conclusions are drawn for the half-non-orthogonal models, which again show uniform improvement relative to the fully-non-orthogonal models. While our pilot code confines us to smaller basis sets, we believe that improvements in our (2) results over MP2 in larger basis sets may be even more dramatic, because, based on our helium results in Table III , intrinsic correlations are better captured there. Indeed, counterpoise correction (given in parentheses) results in RMS error reductions much larger for the half-non-orthogonal model than for MP2.
IV. CONCLUSIONS
We have developed and applied a hierarchy of fully-non-orthogonal coupled cluster correlation models treating intermolecular interactions at second-order in similarity transformed 
