Euler characteristic on noncommutative polyballs by Popescu, Gelu
ar
X
iv
:1
40
8.
01
62
v2
  [
ma
th.
FA
]  
4 D
ec
 20
14
EULER CHARACTERISTIC ON NONCOMMUTATIVE POLYBALLS
GELU POPESCU
Abstract. In this paper we introduce and study the Euler characteristic (denoted by χ) associated with
algebraic modules generated by arbitrary elements of certain noncommutative polyballs. We provide
several asymptotic formulas for χ and prove some of its basic properties. We show that the Euler
characteristic is a complete unitary invariant for the finite rank Beurling type invariant subspaces of the
tensor product of full Fock spaces F 2(Hn1 ) ⊗ · · · ⊗ F
2(Hnk ), and prove that its range coincides with
the interval [0,∞). We obtain an analogue of Arveson’s version of the Gauss-Bonnet-Chern theorem
from Riemannian geometry, which connects the curvature to the Euler characteristic. In particular,
we prove that if M is an invariant subspace of F 2(Hn1 ) ⊗ · · · ⊗ F
2(Hnk ), ni ≥ 2, which is graded
(generated by multi-homogeneous polynomials), then the curvature and the Euler characteristic of the
orthocomplement ofM coincide.
Introduction
Arveson ([1], [2], [3]) introduced and studied the curvature invariant and the Euler characteristic for
commuting n-tuples of bounded linear operators T = (T1, . . . , Tn) acting on a Hilbert space H such that
T1T
∗
1 + · · ·+ TnT
∗
n ≤ I and the defect operator ∆T := (I − T1T
∗
1 − · · · − TnT
∗
n)
1/2 has finite rank. Based
on certain asymptotic formulas for both the curvature and Euler characteristic, he obtained, as the main
result of the paper, an operator-theoretic version of the Gauss-Bonnet-Chern formula of Riemannian ge-
ometry. More precisely, he proved that for any graded (generated by homogeneous polynomials) invariant
subspace M of a finite direct sum of copies of the symmetric Fock space F 2s (Hn) with n generators, the
curvature and the Euler characteristic of the othocomplement ofM coincide. This result was generalized
by Fang ([6]) to invariant subspaces generated by arbitrary polynomials. Fang also obtained a version of
the Gauss-Bonnet-Chern formula for the Hardy space H2(Dn) over the polydisc([8]) and for the Dirichlet
space over the unit disc ([7], [25]). The theory of Arveson’s curvature on the symmetric Fock space was
significantly expanded due to the work by Greene, Richter, and Sundberg [9], Fang [6], and Gleason,
Richter, and Sundberg [10].
In the noncommutative setting, the author ([18], [19]) and, independently, Kribs [12] defined and
studied the curvature and Euler characteristic for arbitrary elements T with rank∆T < ∞ in the unit
ball
[B(H)n]−1 := {(X1, . . . , Xn) ∈ B(H)
n : X1X
∗
1 + · · ·+XnX
∗
n ≤ I}
and, in particular, for the invariant (resp. coinvariant) subspaces of the full Fock space F 2(Hn) with n
generators. Some of these results were extended by Muhly and Solel [13] to a class of completely positive
maps on semifinite factors. A noncommutative analogue (for the full Fock space) of the Arveson’s version
of the Gauss-Bonnet-Chern theorem was obtained in [18].
In [24], we developed a theory of curvature invariant and multiplicity invariant for tensor products
of full Fock spaces F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) and also for tensor products of symmetric Fock spaces
F 2s (Hn1) ⊗ · · · ⊗ F
2
s (Hnk). To prove the existence of the curvature and its basic properties in these
settings required a new approach based on noncommutative Berezin transforms and multivariable operator
theory on polyballs and varieties (see [17], [21], [22], and [23]), and also certain summability results for
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completely positive maps which are trace contractive. In particular, we obtained new proofs for the
existence of the curvature on the full Fock space F 2(Hn), the Hardy space H
2(Dk) (which corresponds
to n1 = · · · = nk = 1), and the symmetric Fock space F 2s (Hn).
In the present paper, which is a continuation of [24], we introduce and study the Euler characteristic
associated with the elements of a class of noncommutative polyballs, and obtain an analogue of Arveson’s
version of the Gauss-Bonnet-Chern theorem from Riemannian geometry, which connects the curvature
to the Euler characteristic of some associated algebraic modules.
To present our results we need a few preliminaries. Throughout this paper, we denote by B(H)
the algebra of bounded linear operators on a Hilbert space H. Let B(H)n1 ×c · · · ×c B(H)nk be the
set of all tuples X := (X1, . . . , Xk) in B(H)n1 × · · · × B(H)nk with the property that the entries of
Xs := (Xs,1, . . . , Xs,ns) are commuting with the entries of Xt := (Xt,1, . . . , Xt,nt) for any s, t ∈ {1, . . . , k},
s 6= t. Note that, for each i ∈ {1, . . . , k}, the operators Xi,1, . . . , Xi,ni are not necessarily commuting.
Let n := (n1, . . . , nk) ∈ Nk, where ni ∈ N := {1, 2, . . .} and i ∈ {1, . . . , k}, and define the regular polyball
Bn(H) := {X = (X1, . . . , Xk) ∈ B(H)
n1 ×c · · · ×c B(H)
nk : ∆pX(I) ≥ 0 for 0 ≤ p ≤ (1, . . . , 1)} ,
where the defect mapping ∆pX : B(H)→ B(H) is defined by
∆
p
X := (id− ΦX1)
p1 ◦ · · · ◦ (id− ΦXk)
pk , pi ∈ {0, 1},
and ΦXi : B(H) → B(H) is the completely positive linear map defined by ΦXi(Y ) :=
∑ni
j=1Xi,jY X
∗
i,j
for Y ∈ B(H). We use the convention that (id− Φfi,Xi)
0 = id. For information on completely bounded
(resp. positive) maps we refer to [14].
Let Hni be an ni-dimensional complex Hilbert space. We consider the full Fock space of Hni defined
by
F 2(Hni) := C1⊕
⊕
p≥1
H⊗pni ,
where H⊗pni is the (Hilbert) tensor product of p copies of Hni . Let F
+
ni be the unital free semigroup
on ni generators g
i
1, . . . , g
i
ni and the identity g
i
0. Set e
i
α := e
i
j1 ⊗ · · · ⊗ e
i
jp if α = g
i
j1 · · · g
i
jp ∈ F
+
ni and
ei
gi0
:= 1 ∈ C. Note that {eiα : α ∈ F
+
ni} is an orthonormal basis of F
2(Hni). The length of α ∈ F
+
ni is
defined by |α| := 0 if α = gi0 and |α| := p if α = g
i
j1
· · · gijp , where j1, . . . , jp ∈ {1, . . . , ni}.
For each ni ∈ N, i ∈ {1, . . . , k}, and j ∈ {1, . . . , ni}, let Si,j : F 2(Hni)→ F
2(Hni) be the left creation
operator defined by Si,je
i
α := e
i
gjα, α ∈ F
+
ni , and define the operator Si,j acting on the tensor Hilbert
space F 2(Hn1)⊗ · · · ⊗ F
2(Hnk) by setting
Si,j := I ⊗ · · · ⊗ I︸ ︷︷ ︸
i− 1 times
⊗Si,j ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
k − i times
.
The k-tuple S := (S1, . . . ,Sk), where Si := (Si,1, . . . ,Si,ni), is an element in the regular polyball
Bn(⊗ki=1F
2(Hni)) and it is called universal model associated with the abstract polyball Bn := {Bn(H) :
H is a Hilbert space}. The noncommutative Hardy algebra F∞(Bn) is the sequential SOT-(resp. WOT-,
w∗-) closure of all polynomials in Si,j and the identity.
Let T = (T1, . . . , Tk) ∈ Bn(H) with Ti := (Ti,1, . . . , Ti,ni). We use the notation Ti,αi := Ti,j1 · · ·Ti,jp
if αi ∈ F+ni and αi = g
i
j1
· · · gijp , and Ti,gi0 := I. The noncommutative Berezin kernel associated with any
element T in the noncommutative polyball Bn(H) is the operator
KT : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆T(I)(H)
defined by
KTh :=
∑
βi∈F
+
ni
,i=1,...,k
e1β1 ⊗ · · · ⊗ e
k
βk
⊗∆T(I)
1/2T ∗1,β1 · · ·T
∗
k,βk
h, h ∈ H,
where the defect operator is defined by ∆T(I) := (id − ΦT1) · · · (id − ΦTk)(I). The noncommutative
Berezin kernel KT is a contraction and KTT
∗
i,j = (S
∗
i,j ⊗ I)KT for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}.
More about the theory of noncommutative Berezin kernels on polybals and polydomains can be found in
[17], [20], [21], [22], and [23].
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In a recent paper [24], we introduced the curvature of any element T ∈ Bn(H) with trace class defect,
i.e. trace [∆T(I)] <∞, by setting
curv (T) := lim
m→∞
1(
m+ k
k
) ∑
q1≥0,...,qk≥0
q1+···+qk≤m
trace
[
K∗T(P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk ⊗ IH)KT
]
trace
[
P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk
] ,
where KT is the Berezin kernel of T and P
(i)
qi is the orthogonal projection of the full Fock space F
2(Hni)
onto the span of all vectors eiαi with α ∈ F
+
ni and |αi| = qi. The curvature is a unitary invariant that
measures how far T is from being “free”, i.e. a multiple of the universal model S. We proved the existence
of the curvature and established many asymptotic formulas and its basic properties. These results were
used to develop a theory of curvature (resp. multiplicity) invariant for tensor products of full Fock spaces
F 2(Hn1)⊗· · ·⊗F
2(Hnk) and also for tensor products of symmetric Fock spaces F
2
s (Hn1)⊗· · ·⊗F
2
s (Hnk).
Throughout the present paper, unless otherwise specified, we assume that n := (n1, . . . , nk) ∈ Nk with
ni ≥ 2. Let T = (T1, . . . , Tk) ∈ B(H)n1×c · · ·×cB(H)nk be a k-tuple such that its defect operator∆T(I)
has finite rank. For each q = (q1, . . . , qk) ∈ Zk+, where Z+ := {0} ∪ N, we define the linear manifold
Mq(T) := span
{
T1,α1 · · ·Tk,αkh : αi ∈ F
+
ni , |αi| ≤ qi, h ∈∆T(I)(H)
}
.
In Section 1, we introduce the Euler characteristic of T by setting
χ(T) := lim
m→∞
dimMq(m)(T)∏k
i=1(1 + ni + · · ·+ n
q
(m)
i
i )
,
where q(m) = (q
(m)
1 , . . . , q
(m)
k ) is a cofinal sequence in Z
k
+. We show the Euler characteristic exists and
provide several asymptotic formulas including the following:
χ(T) = lim
q=(q1,...,qk)∈Zk+
rank
[
K∗T(P≤(q1,...,qk) ⊗ I)KT
]
rank
[
P≤(q1,...,qk)
]
= lim
q=(q1,...,qk)∈Zk+
rank
[
(id− Φq1+1T1 ) ◦ · · · ◦ (id− Φ
qk+1
Tk
)(I)
]
∏k
i=1(1 + ni + · · ·+ n
qi
i )
,
where KT is the Berezin kernel and ΦT1 , . . . ,ΦTk are the completely positive maps associated with T. It
turns out that
0 ≤ curv(T) ≤ χ(T) ≤ rank [∆T(I)].
We remark that the condition ni ≥ 2 for all i ∈ {1, . . . , k} is needed to prove the existence of the Euler
characteristic (see the proof of Theorem 1.1). However, there are indications that the result remains true
if one ore more of the ni’s assume the value one. For now, this remains an open problem. We should add
the fact that the curvature invariant exists if ni ≥ 1 (see [24]). On the other hand, an important question
that remains open is whether one can drop the condition that Ti,j commutes with Ts,t for i 6= s.
We say that M is an invariant subspace of the tensor product F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) ⊗ H or
that M is invariant under S ⊗ IH if it is invariant under each operator Si,j ⊗ IH. When (S ⊗ IH)|M
has finite rank defect, we say that M has finite rank. Given two invariant subspaces M and N under
S ⊗ IH, we say that they are unitarily equivalent if there is a unitary operator U : M → N such that
U(Si,j ⊗ IH)|M = (Si,j ⊗ IH)|NU .
In Section 2, we present a more direct and more transparent proof for the characterization of the
invariant subspaces of ⊗ki=1F
2(Hni) with positive defect operator, i.e ∆M := ∆S⊗IH(PM) ≥ 0. This
result complements the corresponding one from [22] and brings new insight concerning the structure of
the invariant subspaces of the tensor product ⊗ki=1F
2(Hni). The invariant subspaces with positive defect
operators are the so-called Beurling type invariant subspaces.
We show that the Euler characteristic completely classifies the finite rank Beurling type invariant
subspaces of S ⊗ IH which do not contain reducing subspaces. In particular, the Euler characteristic
classifies the finite rank Beurling type invariant subspaces of F 2(Hn1)⊗· · ·⊗F
2(Hnk) (see Theorem 2.3).
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Let M be an invariant subspace of the tensor product F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) ⊗ E , where E is a
finite dimensional Hilbert space. We introduce the Euler characteristic of the orthocomplement M⊥ by
setting
χ(M⊥) := lim
q1→∞
· · · lim
qk→∞
rank
[
PM⊥(P≤(q1,...,qk) ⊗ IE)
]
rank
[
P≤(q1,...,qk)
] ,
where P≤(q1,...,qk) is the orthogonal projection of ⊗
k
i=1F
2(Hni) onto the span of all vectors of the form
e1α1 ⊗ · · · ⊗ e
k
αk , where αi ∈ F
+
ni , |αi| ≤ qi. In Section 2, we show that the Euler characteristic of M
⊥
exists and satisfies the equation
χ(M⊥) = χ(M),
where M is the compression of S ⊗ IE to the orthocomplement of M. This is used to show that for
any t ∈ [0, 1] there is an invariant subspace M(t) of F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) such that χ(M(t)
⊥) = t
and, consequently, the range of the Euler characteristic coincides with the interval [0,∞). If k = 1, the
corresponding result was proved in [18] and [12]. Moreover, if k ≥ 2, we prove that for each t ∈ (0, 1),
there exists an uncountable family {T (ω)(t)}ω∈Ω of non-isomorphic pure elements of rank one defect in
the regular polyball such that
χ(T (ω)(t)) = t, for all ω ∈ Ω.
In Section 3, we provide a characterization of the graded invariant subspaces of F 2(Hn1)⊗· · ·⊗F
2(Hnk)
with positive defect operator ∆M. We also prove that ifM is any graded invariant subspace of the tensor
product F 2(Hn1)⊗ · · · ⊗ F
2(Hnk), then
lim
q1→∞
· · · lim
qk→∞
rank
[
PM⊥P≤(q1,...,qk)
]
rank
[
P≤(q1,...,qk)
] = lim
q1→∞
· · · lim
qk→∞
trace
[
PM⊥P≤(q1,...,qk)
]
trace
[
P≤(q1,...,qk)
] .
This is equivalent to
χ(PM⊥S|M⊥) = curv (PM⊥S|M⊥),
which is an analogue of Arveson’s version [2] of the Gauss-Bonnet-Chern theorem from Riemannian
geometry in our setting. We recall [22] that any pure element with rank-one defect in the polyball Bn(H)
has the form PM⊥S|M⊥ , whereM is an invariant subspace of the tensor product F
2(Hn1)⊗· · ·⊗F
2(Hnk).
It remains an open problem whether, as in the commutative setting ([6], [7]), the result above holds true
for any invariant subspace M generated by arbitrary polynomials. We mention that a version of the
Gauss-Bonnet-Chern theorem for graded pure elements of finite rank defect in the noncommutative
polyball is also obtained. Finally, we remark that the results of this paper can be re-formulated in terms
of Hilbert modules [5] over the complex semigroup algebra C[F+n1×· · ·×F
+
nk ] generated by direct product
of free semigroups. In this setting, the Hilbert module associated with the universal model of the abstract
polyball Bn plays the role of rank-one free module in the algebraic theory [11].
1. Euler characteristic on noncommutative polyballs
In this section we prove the existence of the Euler characteristic of any element T in the noncommuta-
tive polyball and provide several asymptotic formulas in terms of the noncommutative Berezin kernel and
the completely positive maps associated with T ∈ Bn(H). Basic properties of the Euler characteristic
are also proved.
Let T = (T1, . . . , Tk) ∈ B(H)n1 ×c · · ·×cB(H)nk with Ti := (Ti,1, . . . , Ti,ni), and let D ⊂ H be a finite
dimensional subspace. For each q = (q1, . . . , qk) ∈ Zk+, where Z+ = {0, 1, . . .}, we define
Mq(T,D) := span
{
T1,α1 · · ·Tk,αkh : αi ∈ F
+
ni , |αi| ≤ qi, h ∈ D
}
.
We also use the notation M(q1,...,qk) when T and D are understood and we want to emphasis the coordi-
nates q1, . . . qk. Given two k-tuples q = (q1, . . . , qk) and p = (p1, . . . , pk) in Z
k
+, we consider the partial
order q ≤ p defined by qi ≤ pi for any i ∈ {1, . . . , k}. We consider Zk+ as a directed set with respect to
this partial order.
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Theorem 1.1. Let D ⊂ H be a finite dimensional subspace and let T ∈ B(H)n1 ×c · · ·×cB(H)nk , where
ni ≥ 2 for any i ∈ {1, . . . , k}. Then the following iterated limits exist and are equal
lim
qσ(1)→∞
· · · lim
qσ(k)→∞
dimMq(T,D)
n
q1
1 · · ·n
qk
k
,
where σ is any permutation of {1, . . . , k} and q = (q1, . . . , qk) ∈ Zk+. Moreover, these limits coincide with
lim
q=(q1,...,qk)∈Zk+
dimMq(T,D)
n
q1
1 · · ·n
qk
k
.
Proof. If q = (q1, . . . , qk) ∈ Zk+, we use the notation M(q1,...,qk) := Mq(T,D). For i ∈ {1, . . . , k}, note
that
M(q1,...,qk) =M(q1,...qi−1,0,qi+1...,qk) + Ti,1M(q1,...qi−1,qi−1,qi+1...,qk) + · · ·+ Ti,niM(q1,...qi−1,qi−1,qi+1...,qk).
Consequently, we deduce that
(1.1) dimM(q1,...,qk) ≤ ni dimM(q1,...qi−1,qi−1,qi+1...,qk) + dimM(q1,...qi−1,0,qi+1...,qk)
for any (q1, . . . , qk) ∈ Zk+. Iterating this inequality, we obtain
(1.2) dimM(q1,...,qk) ≤ (1 + ni + · · ·+ n
qi
i ) dimM(q1,...qi−1,0,qi+1...,qk),
which implies
(1.3)
dimM(q1,...,qk)∏k
i=1(1 + ni + · · ·+ n
qi
i )
≤ dimM(0,...,0) = dimD
for any (q1, . . . , qk) ∈ Zk+. On the other hand, relations (1.1), (1.2), and (1.3) imply
(1.4) 0 ≤
dimM(q1,...,qk)
n
qi
i
≤
dimM(q1,...qi−1,qi−1,qi+1...,qk)
n
qi−1
i
+
1
n
qi
i
k∏
s=1
s 6=i
(1 + ns + · · ·+ n
qs
s ) dimD.
For x ∈ R we set x+ := max{x, 0} and x− := max{−x, 0}. Denote xqi :=
dimM(q1 ,...,qk)
n
qi
i
and note that
0 ≤ xN = x0 +
N∑
p=1
(xp − xp−1)
+ −
N∑
p=1
(xp − xp−1)
−.
Hence, using relation (1.4), we deduce that
N∑
p=1
(xp − xp−1)
− ≤ x0 +
N∑
p=1
(xp − xp−1)
+ ≤ x0 +
(
N∑
p=1
1
n
p
i
)
k∏
s=1
s 6=i
(1 + ns + · · ·+ n
qs
s ) dimD.
Consequently, we obtain
x0 +
N∑
p=1
|xp − xp−1| ≤ 2x0 + 2
N∑
p=1
(xp − xp−1)
+
for any N ∈ N. Since ni ≥ 2, the inequalities above show that the sequence xN = x0 +
∑N
p=1(xp − xp−1)
is convergent as N →∞. Therefore,
(1.5) lim
qi→∞
dimM(q1,...,qk)
n
qi
i
exists for any q1, . . . qi−1, qi+1 . . . , qk ∈ Z+.
The next step in our proof is to show that the iterated limit
lim
qk→∞
· · · lim
q1→∞
dimM(q1,...,qk)
n
q1
1 · · ·n
qk
k
exists.
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We use an inductive argument. Due to relation (1.5), the limit limq1→∞
dimM(q1,...,qk)
n
q1
1
exists for any
q2, . . . , qk in Z+. Assume that 1 ≤ p ≤ k − 1 and that the iterated limit
y(qp+1, . . . , qk) := lim
qp→∞
· · · lim
q1→∞
dimM(q1,...,qk)
n
q1
1 · · ·n
qp
p
exists for any qp+1, . . . , qk in Z+. Due to relation (1.4), we have
0 ≤
dimM(q1,...,qk)
n
q1
1 · · ·n
qp
p
≤ np+1
dimM(q1,...qp,qp+1−1,qp+2...,qk)
n
q1
1 · · ·n
qp
p
+
1
n
q1
1 · · ·n
qp
p
k∏
s=1
s 6=p+1
(1 + ns + · · ·+ n
qs
s ) dimD.
Consequently, taking the limits as q1 →∞, . . . , qp →∞, we deduce that
y(qp+1, . . . , qk)
n
qp+1
p+1
≤
y(qp+1 − 1, qp+2, . . . , qk)
n
qp+1−1
p+1
+
1
n
qp+1
p+1
p∏
s=1
ns
ns − 1
k∏
s=p+2
(1 + ns + · · ·+ n
qs
s ) dimD.
Setting zqp+1 :=
y(qp+1,...,qk)
n
qp+1
p+1
, we have
0 ≤ zqp+1 ≤ zqp+1−1 +
1
n
qp+1
p+1
p∏
s=1
ns
ns − 1
k∏
s=p+2
(1 + ns + · · ·+ n
qs
s ) dimD, qp+1 ∈ N.
Similarly to the proof that xqi is convergent (see relation (1.5)), one can show that the sequence {zqp+1}
is convergent as qp+1 →∞ for any qp+2, . . . , qk in Z+. Therefore, the iterated limit
y(qp+2, . . . , qk) := lim
qp+1→∞
· · · lim
q1→∞
dimM(q1,...,qk)
n
q1
1 · · ·n
qp+1
p+1
exists,
which proves our assertion. Since the entries of Xs := (Xs,1, . . . , Xs,ns) are commuting with the entries
of Xt := (Xt,1, . . . , Xt,nt) for any s, t ∈ {1, . . . , k}, s 6= t, similar arguments as above show that, for any
permutation σ of {1, . . . , k}, the iterated limit Lσ := limqσ(1)→∞ · · · limqσ(k)→∞ a(q1,...,qk) exists, where
a(q1,...,qk) :=
dimM(q1,...,qk)
n
q1
1 ···n
qk
k
.
The next step is to show that all these iterated limits are equal. We proceed by contradiction. Without
loss of generality we can assume that Lid < Lσ for some permutation σ. Let ǫ > 0 be such that
ǫ < Lσ−Lid4 . Since ni ≥ 2 and Lid = limq1→∞ · · · limqk→∞ a(q1,...,qk), we can choose natural numbers
N1 ≤ N2 ≤ . . . ≤ Nk such that
∑∞
j=Ni+1
1
nj
i
< ǫkM for any i ∈ {1, . . . , k}, whereM := (dimD)
∏k
i=1
ni
ni−1
,
and such that
|a(N1,...,Nk) − Lid| < ǫ.
Taking into account that Lσ = limqσ(1)→∞ · · · limqσ(k)→∞ a(q1,...,qk), we can choose natural numbers
C1, . . . , Ck such that Ci > max{N1, . . . , Nk} and
|a(C1,...,Ck) − Lσ| < ǫ.
Consequently, we obtain
(1.6) a(C1,...,Ck) − a(N1,...,Nk) > 2ǫ.
For each (q1, . . . , qk) ∈ Zk+, set
d(q1,...,qk) :=
1
n
q1
1 · · ·n
qk
k
k∏
i=1
(1 + ni + · · ·n
qi
i ) dimD
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and note that d(q1,...,qk) ≤ (dimD)
∏k
i=1
ni
ni−1
. Using relation (1.1), we deduce that
a(C1,C2,...,Ck)
= a(N1,N2,...,Nk) + [(a(N1+1,N2,...,Nk) − a(N1,N2,...,Nk)) + · · ·+ (a(C1,N2,...,Nk) − a(C1−1,N2,...,Nk))]
+ [(a(C1,N2+1,N3,...,Nk) − a(C1,N2,N3,...,Nk)) + · · ·+ (a(C1,C2,N3,...,Nk) − a(C1,C2−1,N3...,Nk))]
...
+ [(a(C1,C2,...,Ck−1,Nk+1) − a(C1,C2,...,Ck−1,Nk)) + · · ·+ (a(C1,C2,...,Ck) − a(C1,C2,...,Ck−1,Ck−1))]
≤ a(N1,N2,...,Nk) +
C1∑
j=N1+1
1
n
j
1
dimM(0,N2,...,Nk)
nN22 · · ·n
Nk
k
+
C2∑
j=N2+1
1
n
j
2
dimM(C1,0,N3,...,Nk)
nC11 n
N3
3 · · ·n
Nk
k
+ · · ·+
Ck∑
j=Nk+1
1
n
j
k
dimM(C1,0,N3,...,Nk)
nC11 n
N2
2 · · ·n
Nk−1
k−1
≤ a(N1,N2,...,Nk) + d(0,N2,...,Nk)
 C1∑
j=N1+1
1
n
j
1

+ d(C1,0,N3,...,Nk)
 C2∑
j=N2+1
1
n
j
2
+ · · ·+ d(C1,...,Ck−1,0)
 Ck∑
j=Nk+1
1
n
j
1

≤ a(N1,N2,...,Nk) +
ǫ
kM
k(dimD)
k∏
i=1
ni
ni − 1
= a(N1,N2,...,Nk) + ǫ.
Consequently, we have
0 ≤ a(C1,C2,...,Ck) − a(N1,N2,...,Nk) ≤ ǫ,
which contradicts relation (1.6). Therefore, we must have Lid = Lσ. This completes the proof that the
iterated limits limqσ(1)→∞ · · · limqσ(k)→∞ a(q1,...,qk) exist and are equal for any permutation σ of the set
{1, . . . , k}.
Now, we show that the net {a(q1,...,qk)}(q1,...,qk)∈Zk+ is convergent and
lim
(q1,...,qk)∈Zk+
a(q1,...,qk) = Lid.
Assume, by contradiction, that the net {a(q1,...,qk)}(q1,...,qk)∈Zk+ is not convergent to Lid. Then we can
find ǫ0 > 0 such that for any q ∈ Zk+ there exists p ∈ Z
k
+ with p ≥ q such that
ap ∈ (−∞, Lid − 3ǫ0] ∪ [Lid + 3ǫ0,∞).
In particular, for each q(n) = (n, . . . , n) ∈ Zk+ there exists p
(n) ∈ Zk+ with p
(n) > q(n) and such that the
relation above holds. This implies that at least one of the sets
Γ− := {q ∈ Z
k
+ : aq ≤ L− 3ǫ0} and Γ+ := {q ∈ Z
k
+ : aq ≥ L+ 3ǫ0}
is cofinal in Zk+. Assume that Γ− is cofinal in Z
k
+. Then, using that ni ≥ 2 for i ∈ {1, . . . , k}, we
can find natural numbers D1, . . . , Dk such that
∑∞
j=Di+1
1
nj
i
< ǫ0kM for i ∈ {1, . . . , k}, where M :=
(dimD)
∏k
i=1
ni
ni−1
, and such that
a(D1,...,Dk) ≤ Lid − 3ǫ0.
Since Lid = limq1→∞ · · · limqk→∞ a(q1,...,qk), we can choose natural numbers R1, . . . , Rk such that Ri > Ci
for i ∈ {1, . . . , k} and such that
a(R1,...,Rk) ∈ (Lid − ǫ0, L+ ǫ0).
Consequently, we deduce that a(R1,...,Rk) − a(D1,...,Dk) ≥ 2ǫ0. On the other hand, as in the first part of
the proof, one can show that
a(R1,...,Rk) ≤ a(D1,...,Dk) + ǫ0,
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which is a contradiction.
Now, assume that Γ+ is a cofinal set in Z
k
+. Since ni ≥ 2 and Lid = limq1→∞ · · · limqk→∞ a(q1,...,qk),
we can choose natural numbers N1 ≤ N2 ≤ . . . ≤ Nk such that
∑∞
j=Ni+1
1
nj
i
< ǫkM for any i ∈ {1, . . . , k},
where M := (dimD)
∏k
i=1
ni
ni−1
, and such that |a(N1,...,Nk) − Lid| < ǫ. Taking into account that Γ+ is a
cofinal set in Zk+, we can find natural numbers N
′
1, . . . , N
′
k such that N
′
i ≥ Ni for any i ∈ {1, . . . , k} and
such that
a(N ′1,...,N ′k) ≥ Lid + 3ǫ0.
Consequently, we have a(N ′1,...,N ′k) − a(N1,...,Nk) ≥ 2ǫ0. Once again, as in the first part of the proof,
since(N ′1, . . . , N
′
k) ≥ (N1, . . . , Nk) one can show that a(N ′1,...,N ′k)−a(N1,...,Nk) ≤ ǫ0, which is a contradiction.
This completes the proof. 
Let T = (T1, . . . , Tk) ∈ B(H)n1 ×c · · · ×cB(H)nk be a k-tuple such that its defect operator defined by
∆T(I) := (id − ΦT1) · · · (id− ΦTk)(I) has finite rank. In this case, we say that T has finite rank defect
or that T has finite rank. For each q = (q1, . . . , qk) ∈ Zk+, we define
Mq(T) := span
{
T1,α1 · · ·Tk,αkh : αi ∈ F
+
ni , |αi| ≤ qi, h ∈∆T(I)(H)
}
.
Let {q(m)}∞m=1 with q
(m) = (q
(m)
1 , . . . , q
(m)
k ) be an increasing cofinal sequence in Z
k
+. Then
Mq(1)(T) ⊆Mq(2)(T) ⊆ · · · ⊆M(T) and
∞⋃
m=1
Mq(m)(T) =M(T),
where
M(T) := span
{
T1,α1 · · ·Tk,αkh : αi ∈ F
+
ni , h ∈∆T(I)
1/2(H)
}
.
We introduce the Euler characteristic of T by setting
χ(T) := lim
m→∞
dimMq(m)(T)∏k
i=1(1 + ni + · · ·+ n
q
(m)
i
i )
.
We remark that the Euler characteristic does not depend on any topology associated with the Hilbert
space H but depends solely on the linear algebra of the linear submanifold M(T) of H.
For each qi ∈ {0, 1, . . .} and i ∈ {1, . . . , k}, let P
(i)
qi be the orthogonal projection of the full Fock space
F 2(Hni) onto the span of all vectors e
i
αi with α ∈ F
+
ni and |αi| = qi. We recall that P≤(q1,...,qk) is the
orthogonal projection of ⊗ki=1F
2(Hni) onto the span of all vectors of the form e
1
α1 ⊗ · · · ⊗ e
k
αk
, where
αi ∈ F+ni , |αi| ≤ qi. In what follows, we prove the existence of the Euler characteristic associated with
each element in the regular polyball and establish several asymptotic formulas.
Theorem 1.2. Let T = (T1, . . . , Tk) be in the regular polyball Bn(H) and have finite rank defect. If
n := (n1, . . . , nk) with ni ≥ 2, then the Euler characteristic of T exists and satisfies the asymptotic
formulas
χ(T) = lim
q=(q1,...,qk)∈Zk+
dimMq(T)
n
q1
1 · · ·n
qk
k
k∏
i=1
(
1−
1
ni
)
= lim
q=(q1,...,qk)∈Zk+
rank
[
K∗T(P≤(q1,...,qk) ⊗ I)KT
]
rank
[
P≤(q1,...,qk)
]
= lim
q=(q1,...,qk)∈Zk+
rank
[
(id− Φq1+1T1 ) ◦ · · · ◦ (id− Φ
qk+1
Tk
)(I)
]
∏k
i=1(1 + ni + · · ·+ n
qi
i )
,
where KT is the Berezin kernel and ΦT1 , . . . ,ΦTk are the completely positive maps associated with T.
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Proof. Applying Theorem 1.1 when D = ∆T(I)1/2(H), we deduce that limm→∞
dimM
q
(m) (T)
n
q
(m)
1
1 ···n
q
(m)
k
k
exists and
does not depend on the choice of the cofinal sequence {q(m) = (q
(m)
1 , . . . , q
(m)
k )}
∞
m=1 in Z
k
+. Moreover,
the limit coincides with
lim
q=(q1,...,qk)∈Zk+
dimMq(T)
n
q1
1 · · ·n
qk
k
= lim
q1→∞
· · · lim
qk→∞
dimMq(T)
n
q1
1 · · ·n
qk
k
.
Consequently, the Euler characteristic of T exists and the first equality in the theorem holds. The
noncommutative Berezin kernel associated with T ∈ Bn(H) is the operator
KT : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆T(I)(H)
defined by
KTh :=
∑
βi∈F
+
ni
,i=1,...,k
e1β1 ⊗ · · · ⊗ e
k
βk ⊗∆T(I)
1/2T ∗1,β1 · · ·T
∗
k,βkh, h ∈ H.
It is easy to see that
K∗T(e
1
β1 ⊗ · · · ⊗ e
k
βk
⊗ h) = T1,β1 · · ·Tk,βk∆T(I)
1/2h
for any βi ∈ F+ni and i ∈ {1, . . . , k}. This shows that the range of K
∗
T(P≤(q1,...,qk) ⊗ I) is equal to
M(q1,...,qk)(T) :=Mq(T). Hence, the range of K
∗
T(P≤(q1,...,qk) ⊗ I)KT is equal to Mq(T). Since
rank
[
P≤(q1,...,qk)
]
=
k∏
i=1
(1 + ni + · · ·+ n
qi
i ),
the results above imply
χ(T) = lim
q1→∞
· · · lim
qk→∞
rank
[
K∗T(P≤(q1,...,qk) ⊗ I)KT
]
rank
[
P≤(q1,...,qk)
] .
The next step in our proof is to show that
(1.7) K∗T(P≤(q1,...,qk) ⊗ I)KT = (id− Φ
q1+1
T1
) ◦ · · · ◦ (id− Φqk+1Tk )(I)
for any (q1, . . . , qk) ∈ Zk+. Let S := (S1, . . . ,Sk) ∈ Bn(⊗
k
i=1F
2(Hni)) with Si := (Si,1, . . . ,Si,ni) be the
universal model associated with the abstract polyball Bn. It is easy to see that S := (S1, . . . ,Sk) is a
pure k-tuple, i.e. ΦpSi(I)→ 0 strongly as p→∞, and
(id− ΦS1) ◦ · · · ◦ (id− ΦSk)(I) = PC,
where PC is the orthogonal projection from ⊗ki=1F
2(Hni) onto C1 ⊂ ⊗
k
i=1F
2(Hni), where C1 is identified
with C1 ⊗ · · · ⊗ C1. Taking into account that KTT ∗i,j = (S
∗
i,j ⊗ I)KT for any i ∈ {1, . . . , k} and
j ∈ {1, . . . , ni}, we deduce that
K∗T(P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk
⊗ IH)KT = K
∗
T
[
(Φq1S1 − Φ
q1+1
S1
) ◦ · · · ◦ (ΦqkSk − Φ
qk+1
Sk
)(I)⊗ IH
]
KT
= K∗T
[
Φq1S1 ◦ · · · ◦ Φ
qk
Sk
◦ (id− ΦSk) ◦ · · · ◦ (id− ΦS1)(I)⊗ IH
]
KT
= Φq1T1 ◦ · · · ◦ Φ
qk
Tk
◦ (id− ΦT1) ◦ · · · ◦ (id− ΦTk)(K
∗
TKT).
On the other hand, since
(1.8) K∗TKT = lim
qk→∞
. . . lim
q1→∞
(id− ΦqkTk) ◦ · · · ◦ (id− Φ
q1
T1
)(I),
where the limits are in the weak operator topology, we can prove that
(1.9) (id− ΦT1) ◦ · · · ◦ (id− ΦTk)(K
∗
TKT) =∆T(I).
Indeed, note that {(id − ΦqkTk) ◦ · · · ◦ (id − Φ
q1
T1
)(I)}q=(q1,...,qk)∈Zk+ is an increasing sequence of positive
operators and
(id− ΦqkTk) ◦ · · · ◦ (id− Φ
q1
T1
)(I) =
qk−1∑
sk=0
ΦskTk ◦ · · ·
q1−1∑
s1=0
Φs1T1 ◦ (id− ΦTk) ◦ · · · ◦ (id− ΦT1)(I).
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Since ΦT1 , . . . ,ΦTk are commuting WOT-continuous completely positive linear maps and limqi→∞ Φ
qi
Ti
(I)
exists in the weak operator topology for each i ∈ {1, . . . , k}, we have
(id− ΦT1)(K
∗
TKT) = lim
qk→∞
. . . lim
q1→∞
(id− ΦqkTk) ◦ · · · ◦ (id− Φ
q1
T1
) ◦ (id− ΦT1)(I)
= lim
qk→∞
. . . lim
q2→∞
(id− ΦqkTk) ◦ · · · ◦ (id− Φ
q2
T2
)
[
lim
q1→∞
(id− Φq1T1) ◦ (id− ΦT1)(I)
]
= lim
qk→∞
. . . lim
q2→∞
(id− ΦqkTk) ◦ · · · ◦ (id− Φ
q2
T2
) ◦ (id− ΦT1)(I).
Applying now id− ΦT2 , a similar reasoning leads to
(id−ΦT2) ◦ (id−ΦT1)(K
∗
TKT) = lim
qk→∞
. . . lim
q3→∞
(id−ΦqkTk) ◦ · · · ◦ (id−Φ
q3
T3
) ◦ (id−ΦT1) ◦ (id−ΦT2)(I).
Continuing this process, we obtain relation (1.9). Combining (1.9) with the relation preceding (1.8), we
have
K∗T(P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk ⊗ I)KT = Φ
q1
T1
◦ · · · ◦ ΦqkTk(∆T(I))
for any q1, . . . , qk ∈ Z+, which implies
K∗T(P≤(q1,...,qk) ⊗ I)KT =
qk∑
sk=0
ΦskTk ◦ · · ·
q1∑
s1=0
Φs1T1 ◦ (id− ΦTk) ◦ · · · ◦ (id− ΦT1)(I)
= (id− Φq1+1T1 ) ◦ · · · ◦ (id− Φ
qk+1
Tk
)(I)
and proves relation (1.7). Now, one can easily complete the proof. 
We remark that, in Theorem 1.2, the limit over q = (q1, . . . , qk) ∈ Zk+ can be replaced by the limit
over any increasing cofinal sequence in Zk+, or by any iterated limit limqσ(1)→∞ · · · limqσ(k)→∞, where σ is
a permutation of {1, . . . , k}.
Corollary 1.3. If T ∈ Bn(H) has finite rank defect, then
0 ≤ curv(T) ≤ χ(T) ≤ rank [∆T(I)].
Proof. According to [24], we have
curv(T) = lim
q1→∞
· · · lim
qk→∞
trace
[
K∗T(P≤(q1,...,qk) ⊗ IH)KT
]
trace
[
P≤(q1,...,qk)
] .
Since trace
[
P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk
]
= rank
[
P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk
]
and K∗T(P≤(q1,...,qk) ⊗ IH)KT is a positive
contraction, Theorem 1.2 implies curv(T) ≤ χ(T). The inequality χ(T) ≤ rank [∆T(I)] is due to the
inequality (1.3), in the particular case when D =∆T(I)1/2(H). 
Corollary 1.4. If T ∈ Bn(H) and T′ ∈ Bn(H′) have finite rank defects, then T⊕T′ ∈ Bn(H⊕H′) has
finite rank defect and
χ(T⊕T′) = χ(T) + χ(T′).
If, in addition, dimH′ <∞, then χ(T⊕T′) = χ(T).
Given a function κ : N → N and n(i) := (n
(i)
1 , . . . , n
(i)
κ(i)) ∈ N
κ(i) for i ∈ {1, . . . , p}, we consider the
polyball Bn(i)(Hi), where Hi is a Hilbert space. Let X
(i) ∈ Bn(i)(Hi) with X
(i) := (X
(i)
1 , . . . , X
(i)
κ(i)) and
X
(i)
r := (X
(i)
r,1, . . . , X
(i)
r,n
(i)
r
) ∈ B(Hi)n
(i)
r for r ∈ {1, . . . , κ(i)}. If X := (X(1), . . . ,X(p)) ∈ Bn(1)(H1)× · · · ×
Bn(p)(Hp), we define the ampliation X˜ by setting X˜ := (X˜
(1), . . . , X˜(p)), where X˜(i) := (X˜
(i)
1 , . . . , X˜
(i)
κ(i))
and X˜
(i)
r := (X˜
(i)
r,1, . . . , X˜
(i)
r,n
(i)
r
) for r ∈ {1, . . . , κ(i)}, and
X˜(i)r,s := IH1 ⊗ · · · ⊗ IHi−1 ⊗X
(i)
r,s ⊗ IHi+1 ⊗ IHp
for all i ∈ {1, . . . , p}, r ∈ {1, . . . , κ(i)}, and s ∈ {1, . . . , n
(i)
r }.
EULER CHARACTERISTIC ON NONCOMMUTATIVE POLYBALLS 11
Theorem 1.5. Let X := (X(1), . . . ,X(p)) ∈ Bn(1)(H1)×· · ·×Bn(p)(Hp) be such that each X
(i) has finite
rank defect. Then the ampliation X˜ is in the regular polyball B(n(1),...,n(p))(H1⊗· · ·⊗Hp), has finite rank
defect, and the Euler characteristic satisfies the relation
χ(X˜) =
p∏
i=1
χ(X(i)).
Proof. For each m(i) ∈ Z
κ(i)
+ with 0 ≤m
(i) ≤ (1, . . . , 1) and i ∈ {1, . . . , p}, we have
∆
(m(1),...,m(p))
X˜
(IH1⊗···⊗Hp) =∆
m(1)
X(1)
(IH1)⊗ · · · ⊗∆
m(p)
X(p)
(IHp) ≥ 0.
Consequently, X˜ is in the regular polyball B(n(1),...,n(p))(H1 ⊗ · · · ⊗ Hp) and
rank
[
∆
X˜
(IH1⊗···⊗Hp)
]
= rank [∆X(1)(IH1 )] · · · rank
[
∆X(p)(IHp)
]
<∞.
Let q(i) := (q
(i)
1 , . . . , q
(i)
κ(i)) ∈ Z
κ(i)
+ for i ∈ {1, . . . , p}. According to Theorem 1.2, the Euler characteristic
χ(X˜) is equal
lim
rank
[
(id− Φ
q
(1)
1 +1
X
(1)
1
) ◦ · · · ◦ (id− Φ
q
(1)
κ(1)
+1
X
(1)
κ(1)
)(IH1)⊗ · · · ⊗ (id− Φ
q
(p)
1 +1
X
(p)
1
) ◦ · · · ◦ (id− Φ
q
(p)
κ(p)
+1
X
(p)
κ(p)
)(IHp)
]
∏κ(1)
r=1 (1 + n
(1)
r + · · ·+ (n
(1)
r )q
(1)
r ) · · ·
∏κ(p)
r=1 (1 + n
(p)
r + · · ·+ (n
(p)
r )q
(p)
r )
,
where the limit is taken over q(1) ∈ Z
κ(1)
+ , . . . ,q
(p) ∈ Z
κ(p)
+ , which is equal to to the product
p∏
i=1
lim
q(i)∈Z
κ(i)
+
rank
[
(id− Φ
q
(i)
1 +1
X
(i)
1
) ◦ · · · ◦ (id− Φ
q
(i)
κ(i)
+1
X
(i)
κ(i)
)(IHi)
]
∏κ(i)
r=1(1 + n
(i)
r + · · ·+ (n
(i)
r )q
(i)
r )
.
Due to Theorem 1.2, the latter product is equal to
∏p
i=1 χ(X
(i)). The proof is complete. 
2. Invariant subspaces, Euler characteristic, and classification
In this section, we give a characterization of the invariant subspaces of the tensor product ⊗ki=1F
2(Hni)
with positive defect operators. We show that the Euler characteristic completely classifies the finite rank
Beurling type invariant subspaces of ⊗ki=1F
2(Hni) and prove some of its basic properties, including the
fact that its range is the interval [0,∞).
Let S := (S1, . . . ,Sk), where Si := (Si,1, . . . ,Si,ni), be the universal model of the abstract polyball
Bn, and let H be a Hilbert space. We say that M is an invariant subspace of ⊗ki=1F
2(Hni) ⊗ H or
that M is invariant under S⊗ IH if it is invariant under each operator Si,j ⊗ IH for i ∈ {1, . . . , k} and
j ∈ {1, . . . , nj}.
Definition 2.1. Given two invariant subspaces M and N under S⊗ IH, we say that they are unitarily
equivalent if there is a unitary operator U :M→N such that U(Si,j ⊗ IH)|M = (Si,j ⊗ IH)|NU for any
i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}.
We define the right creation operator Ri,j : F
2(Hni)→ F
2(Hni) by setting
Ri,je
i
α := e
i
αgj , α ∈ F
+
ni ,
and the operator Ri,j acting on the tensor Hilbert space F
2(Hn1) ⊗ · · · ⊗ F
2(Hnk). We also denote
R := (R1, . . . ,Rk), where Ri := (Ri,1, . . . ,Ri,ni). Let ϕ =
∑
βi∈F
+
ni
cβ1,...,βke
1
β1
⊗ · · · ⊗ ekβk be in
⊗ki=1F
2(Hni) and consider the formal power series ϕ˜(Ri,j) :=
∑
βi∈F
+
ni
cβ1,...,βkR1,β˜1 · · ·Rk,β˜k , where
β˜i = g
i
jp · · · g
i
j1 denotes the reverse of βi = g
i
j1 · · · g
i
jp ∈ F
+
ni . Note that ϕ˜(Ri,j)(e
1
γ1 ⊗ · · · ⊗ e
k
γk) is in
⊗ki=1F
2(Hni). We say that ϕ is a right multiplier of ⊗
k
i=1F
2(Hni) if
sup
p∈P,‖p‖≤1
‖ϕ˜(Ri,j)p‖ <∞,
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where P is the set of all polynomials
∑
aα1,...,αke
1
α1 ⊗ · · · ⊗ e
k
αk in ⊗
k
i=1F
2(Hni). In this case, there is a
unique bounded operator acting on ⊗ki=1F
2(Hni), denoted also by ϕ˜(Ri,j), such that
ϕ˜(Ri,j)p =
∑
βi∈F
+
ni
cβ1,...,βkR1,β˜1 · · ·Rk,β˜kp, p ∈ P .
The set of all operators ϕ˜(Ri,j) satisfying the conditions above is a Banach algebra denoted by R
∞(Bn).
We proved in [22] that F∞(Bn)
′ = R∞(Bn) and F
∞(Bn)
′′ = F∞(Bn), where
′ stands for the commutant.
According to Theorem 5.1 from [22], if a subspace M⊂ ⊗ki=1F
2(Hni)⊗H is co-invariant under each
operator Si,j ⊗ IH, then
span
{
(S1,β1 · · ·Sk,βk ⊗ IH)M : β1 ∈ F
+
n1 , . . . , βk ∈ F
+
nk
}
= ⊗ki=1F
2(Hni)⊗ E ,
where E := (PC ⊗ IH)(M). Consequently, a subspace R ⊆ ⊗ki=1F
2(Hni) ⊗H is reducing under S⊗ IH
if and only if there exists a subspace G ⊆ H such that R = ⊗ki=1F
2(Hni)⊗ G.
It is well known [26] that the lattice of the invariant subspaces for the Hardy space H2(Dk) is very
complicated and contains many invariant subspaces which are not of Beurling type. The same complicated
situation occurs in the case of the tensor product ⊗ki=1F
2(Hni). Following the classical case [4], we say
that M is a Beurling type invariant subspace for S ⊗ IH if there is an inner multi-analytic operator
Ψ : ⊗ki=1F
2(Hni) ⊗ E → ⊗
k
i=1F
2(Hni) ⊗ H with respect to S, where E is a Hilbert space, such that
M = Ψ
[
⊗ki=1F
2(Hni)⊗ E
]
. In this case, Ψ can be chosen to be isometric. We recall that Ψ is multi-
analytic if Ψ(Si,j ⊗ IH) = (Si,j ⊗ IE)Ψ for all i, j. More about multi-analytic operators on Fock spaces
can be found in [15] and [16]. In [22], we proved thatM is a Beurling type invariant subspace for S⊗ IH
if and only if
(id− ΦS1⊗IH) ◦ · · · ◦ (id− ΦSk⊗IH)(PM) ≥ 0,
where PM is the orthogonal projection onto M. We introduce the defect operator of M be setting
∆M :=∆S⊗IH(PM).
In what follows, we present a more direct and more transparent proof for the characterization of the
invariant subspaces of ⊗ki=1F
2(Hni) with positive defect operator, which complements the corresponding
result from [22] (see Corollary 5.3).
Theorem 2.2. A subspace M ⊆ ⊗ki=1F
2(Hni), ni ≥ 1, is invariant under the universal model S and
has positive defect operator ∆M if and only if there is a sequence {ψs}Ns=1, where N ∈ N or N =∞, of
right multipliers of ⊗ki=1F
2(Hni) such that {ψ˜s(Ri,j)}
N
s=1 are isometries with orthogonal ranges and
PM =
N∑
s=1
ψ˜s(Ri,j)ψ˜s(Ri,j)
∗,
where the convergence is in the strong operator topology. The sequence {ψs}Ns=1 is uniquely determined
up to a unitary equivalence.
In addition, we can choose the sequence {ψs}Ns=1 such that each ψs is in the range of ∆M. We also
have N = rank (∆
1/2
M ) and
∆Mξ =
N∑
t=1
〈ξ, ψs〉ψs, ξ ∈ ⊗
k
i=1F
2(Hni).
Proof. Assume that M⊆ ⊗ki=1F
2(Hni) is an invariant subspace under S and ∆M :=∆S(PM) ≥ 0. Let
A = (A1, . . . , Ak) with Ai := (Si,1|M, . . . ,Si,ni |M) and note that A is a pure element in Bn(M). The
noncommutative Berezin kernel associated with A,
KA :M→
(
⊗ki=1F
2(Hni)
)
⊗∆A(IM)1/2(M),
is an isometry. Note that ∆M(M) ⊆ M and ∆M|M = ∆A(IM). Consequently, we have ∆M(M⊥) ⊆
M⊥ and ∆A(IM)1/2(M) = ∆
1/2
M (⊗
k
i=1F
2(Hni)). Consider the extended Berezin kernel
K̂A : ⊗
k
i=1F
2(Hni)→
(
⊗ki=1F
2(Hni)
)
⊗∆
1/2
M (⊗
k
i=1F
2(Hni))
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defined by K̂A|M := KA and K̂A|M⊥ := 0. Let {χs}
N
s=1 be an orthonormal basis for the defect space
∆
1/2
M (⊗
k
i=1F
2(Hni)) and set
ψs := K̂
∗
A(1 ⊗ χs) = K
∗
A(1 ⊗ χs) =∆A(IM)
1/2χs = ∆
1/2
M χs.
If p =
∑
aα1,...,αke
1
α1 ⊗ · · · ⊗ e
k
αk
is any polynomial in ⊗ki=1F
2(Hni), we have
K∗A(p⊗ χs) = p(Si,j |M)∆
1/2
M χs = p(Si,j)ψs = pψs = ψ˜s(Ri,j)p.
Hence,
‖ψ˜s(Ri,j)p‖ = ‖K
∗
A(p⊗ χs)‖ ≤ ‖p‖.
Since the polynomials are dense in ⊗ki=1F
2(Hni), we deduce that ψs is a right multiplier of ⊗
k
i=1F
2(Hni).
For each s ∈ {1, . . . , N}, we define the linear operator Γs : ⊗ki=1F
2(Hni)→ ⊗
k
i=1F
2(Hni) by setting
〈Γsf, g〉 :=
〈
K̂Af, g ⊗ χs
〉
, f, g ∈ ⊗ki=1F
2(Hni).
Note that
N∑
s=1
‖Γsf‖
2 =
N∑
s=1
∑
αi∈F
+
ni
|
〈
Γsf, e
1
α1 ⊗ · · · ⊗ e
k
αk
〉
|2 =
N∑
s=1
∑
αi∈F
+
ni
∣∣∣〈K̂Af, (e1α1 ⊗ · · · ⊗ ekαk)⊗ χs〉∣∣∣2
= ‖K̂Af‖
2 ≤ ‖KAf‖
2 = ‖f‖2
for any f ∈ ⊗ki=1F
2(Hni). Consequently,
∑N
s=1 Γ
∗
sΓs is convergent in the strong operator topology and
N∑
s=1
Γ∗sΓs = K̂
∗
AK̂A =
[
K∗AKA 0
0 0
]
=
[
IM 0
0 0
]
= PM.
Note also that
〈Γsf, p〉 = 〈f,K
∗
A(p⊗ χs)〉 =
〈
f, ψ˜s(Ri,j)p
〉
=
〈
ψ˜s(Ri,j)
∗f, p
〉
.
Since the polynomials are dense in ⊗ki=1F
2(Hni), we deduce that Γs = ψ˜s(Ri,j)
∗ and, consequently,∑N
s=1 ψ˜s(Ri,j)ψ˜s(Ri,j)
∗ = PM, where the convergence is in the strong operator topology. On the other
hand, since ΦSi is WOT-continuous, so is the defect map∆S := (id−ΦS1)◦· · ·◦(id−ΦSk). Consequently,
∆M =∆S(PM) =
N∑
s=1
ψ˜s(Ri,j)∆S(I)ψ˜s(Ri,j)
∗
=
N∑
s=1
ψ˜s(Ri,j)PCψ˜s(Ri,j)
∗.
Hence, we deduce that
∆Mξ =
N∑
s=1
ψ˜s(Ri,j)
〈
ψ˜s(Ri,j)
∗ξ, 1
〉
=
N∑
t=1
〈ξ, ψs〉ψs, ξ ∈ ⊗
k
i=1F
2(Hni).
Let Ψ : (⊗ki=1F
2(Hni))⊗ C
N → ⊗ki=1F
2(Hni) be the bounded operator having the 1 ×N matrix repre-
sentation
[ψ˜1(Ri,j), ψ˜2(Ri,j), . . .],
where C∞ stands for ℓ2(N). Note that Ψ is a multi-analytic operator with respect to the universal model
S and ΨΨ∗ = PM. Therefore, Ψ is a partial isometry. Since Si,j are isometries, the initial space of Ψ,
i.e.
Ψ∗(⊗ki=1F
2(Hni)) = {x ∈ (⊗
k
i=1F
2(Hni))⊗ C
N : ‖Ψx‖ = ‖x‖}
is reducing under each operator Si,j ⊗ ICN . Consequently, since ∆S(I) = PC, to prove that Ψ is an
isometry, it is enough to show that
C = PCψ˜s(Ri,j)
∗(⊗ki=1F
2(Hni)) for each s ∈ {1, . . . , N}.
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The latter equality is true since
PCψ˜s(Ri,j)
∗(ψs) =
〈
ψ˜s(Ri,j)
∗(ψs), 1
〉
= ‖ψs‖
2 = 1.
Therefore, Ψ is an isometry.
To prove the converse of the theorem, assume that there is a sequence {ψs}Ns=1 of right multipliers of
⊗ki=1F
2(Hni) such that {ψ˜s(Ri,j)}
N
s=1 are isometries with orthogonal ranges and
PM =
N∑
s=1
ψ˜s(Ri,j)ψ˜s(Ri,j)
∗.
Since Si,j commutes with Rr,q for any i, r ∈ {1, . . . , k}, j ∈ {1, . . . , ni}, and q ∈ {1, . . . , nr}, and
{ψ˜s(Ri,j)}Ns=1 are isometries with orthogonal ranges, we deduce that PMSi,jPM = Si,jPM. Therefore,
M is an invariant subspace under the universal model S. Moreover, we have
∆M = (id− ΦS1) ◦ · · · ◦ (id− ΦSk)(PM) =
N∑
s=1
ψ˜s(Ri,j)∆S(I)ψ˜s(Ri,j)
∗ ≥ 0.
Now, we prove that the sequence {ψs}Ns=1 is uniquely determined up to a unitary equivalence. Let
{ψ′s}
N ′
s=1 be another sequence of right multipliers of ⊗
k
i=1F
2(Hni) such that {ψ˜
′
s(Ri,j)}
N ′
s=1 are isometries
with orthogonal ranges and
PM =
N ′∑
s=1
ψ˜′s(Ri,j)ψ˜
′
s(Ri,j)
∗.
As above, we have
∆Mξ =
N∑
t=1
〈ξ, ψs〉ψs =
N ′∑
t=1
〈ξ, ψ′s〉ψ
′
s, ξ ∈ ⊗
k
i=1F
2(Hni).
Consequently, if ∆M has finite rank then {ψs}Ns=1 and {ψ
′
s}
N ′
s=1 are orthonormal bases for the range of
∆M, thus N = N
′ ∈ N. If ∆M does not have finite rank, similar arguments, show that N = N ′ = ∞.
Now, note that
M =
N⊕
s=1
(
⊗ki=1F
2(Hni)
)
ψs =
N⊕
s=1
(
⊗ki=1F
2(Hni)
)
ψ′s,
and {(e1α1 ⊗ · · ·⊗ e
k
αk
)ψs : αi ∈ F+ni , s ∈ {1, . . . , N}} and {(e
1
α1 ⊗ · · · ⊗ e
k
αk
)ψ′s : αi ∈ F
+
ni , s ∈ {1, . . . , N}}
are orthonormal bases for M. Define the unitary operator U :M→M by setting
U((e1α1 ⊗ · · · ⊗ e
k
αk)ψs) := (e
1
α1 ⊗ · · · ⊗ e
k
αk)ψs.
It is clear than U(Si,j |M) = (Si,j |M)U for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. The proof is complete.

IfM is a Beurling type invariant subspace of S⊗IH, then (S⊗IH)|M := ((S1⊗IH)|M, . . . , (Sk⊗IH)|M)
is in the polyball Bn(M), where (Si ⊗ IH)|M := ((Si,1 ⊗ IH)|M, . . . , (Si,ni ⊗ IH)|M). We say that
M has finite rank if (S ⊗ IH)|M has finite rank. The next result shows that the Euler characteristic
completely classifies the finite rank Beurling type invariant subspaces of S ⊗ IH which do not contain
reducing subspaces. In particular, the Euler characteristic classifies the finite rank Beurling type invariant
subspaces of F 2(Hn1)⊗ · · · ⊗ F
2(Hnk).
Theorem 2.3. Let M and N be invariant subspaces of ⊗ki=1F
2(Hni)⊗H which do not contain reducing
subspaces of S ⊗ IH and such that the defect operators ∆M and ∆N are positive and have finite ranks.
Then M and N are unitarily equivalent if and only if
χ((S ⊗ IH)|M) = χ((S⊗ IH)|N ).
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Proof. Let M be a Beurling type invariant subspaces of ⊗ki=1F
2(Hni) ⊗ H. Then there is a Hilbert
space L and an isometric multi-analytic operator Ψ : ⊗ki=1F
2(Hni) ⊗ L → ⊗
k
i=1F
2(Hni) ⊗H such that
M = Ψ[⊗ki=1F
2(Hni)⊗ L]. Consequently, we have PM = ΨΨ
∗ and
∆(S⊗I)|M(IM) =
(
id− Φ(S1⊗I)|M
)
◦ · · · ◦
(
id− Φ(Sk⊗I)|M
)
(PM)
= Ψ (id− ΦS1⊗I) ◦ · · · ◦ (id− ΦSk⊗I) (I)Ψ
∗|M = Ψ(PC ⊗ IL)Ψ
∗|M.
If {ℓω}ω∈Ω is an orthonormal basis for L, then {vω := Ψ(1⊗ ℓω) : ω ∈ Ω} is an orthonormal set and
{Ψ(e1β1 ⊗ · · · ⊗ e
k
βk
⊗ ℓω) : βi ∈ F
+
ni , i ∈ {1, . . . , k}, ω ∈ Ω}
is an orthonormal basis forM. It is easy to see that Ψ(PC ⊗ IL)Ψ∗(M) coincides with the closure of the
range of the defect operator∆(S⊗I)|M(IM) and also to the closed linear span of {vω := Ψ(1⊗ℓω) : ω ∈ Ω}.
This shows that
rank [(S⊗ I)|M] = cardΩ = dimL.
Assume that rank (S ⊗ I)|M) = p = dimL. Taking into account that Ψ is a multi-analytic operator
and PM = ΨΨ
∗, we deduce that(
id− Φq1+1(S1⊗I)|M
)
◦ · · · ◦
(
id− Φqk+1(Sk⊗I)|M
)
(IM) =
(
id− Φq1+1S1⊗I
)
◦ · · · ◦
(
id− Φqk+1Sk⊗I
)
(PM)
= Ψ
(
id− Φq1+1S1⊗IL
)
◦ · · · ◦
(
id− Φqk+1Sk⊗IL
)
(I)Ψ∗|M.
Hence, we have
rank
[(
id− Φq1+1(S1⊗I)|M
)
◦ · · · ◦
(
id− Φqk+1(Sk⊗I)|M
)
(IM)
]
= rank
[(
id− Φq1+1S1⊗IL
)
◦ · · · ◦
(
id− Φqk+1Sk⊗IL
)
(I)
]
= rank
[(
id− Φq1+1S1
)
◦ · · · ◦
(
id− Φqk+1Sk
)
(I)
]
dimL.
Due to Theorem 1.2 and the fact that χ(S) = 1, we deduce that
χ((S⊗ I)|M) = dimL = p = rank [(S⊗ I)|M].
If M and N are finite rank Beurling type invariant subspaces of ⊗ki=1F
2(Hni) ⊗ H and (S ⊗ I)|M is
unitarily equivalent to (S⊗I)|N , then χ((S⊗I)|M) = χ((S⊗I)|N ). To prove the converse, assume that the
latter equality holds. Due to the first part of the proof, we must have rank ((S⊗I)|M) = rank ((S⊗I)|N ).
This shows that the defect spaces associated with (S ⊗ I)|M and (S ⊗ I)|N have the same dimension.
Now, the Wold decomposition from [22] implies that (S⊗ I)|M is unitarily equivalent to (S⊗ I)|N . The
proof is complete. 
Let M be an invariant subspace of the tensor product F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) ⊗ E , where E is a
finite dimensional Hilbert space. We introduce the Euler characteristic of of M⊥ by setting
χ(M⊥) := lim
q1→∞
· · · lim
qk→∞
rank
[
PM⊥(P≤(q1,...,qk) ⊗ IE)
]
rank
[
P≤(q1,...,qk)
] .
Theorem 2.4. Let M be an invariant subspace of the tensor product F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) ⊗ E,
where E is a finite dimensional Hilbert space. Then the Euler characteristic of M⊥ exists and satisfies
the equation
χ(M⊥) = χ(M),
where M := (M1, . . . ,Mk) with Mi := (Mi,1, . . . ,Mi,ni) and Mi,j := PM⊥(Si,j ⊗ IE)|M⊥ .
Proof. Taking into account that M is an invariant subspace under each operator Si,j ⊗ IE for i ∈
{1, . . . , k}, j ∈ {1, . . . , ni}, we deduce that M∗i,jM
∗
r,s = (S
∗
i,j ⊗ IE )(S
∗
r,s ⊗ IE)|M⊥ . Consequently, we have
∆
p
M(IM⊥) = PM⊥∆
p
S⊗I (I)|M⊥ ≥ 0
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for any p = (p1, . . . , pk) with pi ∈ {0, 1}. Therefore, M is in the polyball Bn(M⊥) and has finite rank.
Since M⊥ is invariant under S∗i,j ⊗ IE , we deduce that
rank
[
(id− Φq1+1M1 ) ◦ · · · ◦ (id− Φ
qk+1
Mk
)(IM⊥)
]
= rank
[
PM⊥(id− Φ
q1+1
S1⊗I
) ◦ · · · ◦ (id− Φqk+1Sk⊗I)(I)|M⊥
]
= rank
[
PM⊥(P≤(q1,...,qk) ⊗ IE )|M⊥
]
= rank
[
PM⊥(P≤(q1,...,qk) ⊗ IE )
]
for any qi ∈ Z+. Hence and using Theorem 1.2, we conclude that χ(M) exists and
χ(M) = lim
q1→∞
· · · lim
qk→∞
rank
[
PM⊥(P≤(q1,...,qk) ⊗ IE )
]
rank
[
P≤(q1,...,qk)
] = χ(M⊥).
This completes the proof. 
In what follows, we prove a multiplicative property for the Euler characteristic.
Theorem 2.5. Given a function κ : N→ N and n(i) ∈ Nκ(i) for i ∈ {1, . . . , p}, let S(n
(i)) and S(n
(1),...,n(p))
be the universal models of the polyballs Bn(i) and B(n(1),...,n(p)), respectively. For each i ∈ {1, . . . , p},
assume that
(i) Ei is a finite dimensional Hilbert space;
(ii) Mi is an invariant subspace under S(n
(i)) ⊗ IEi .
Then the Euler characteristic satisfies the equation
χ(M⊥1 ⊗ · · · ⊗M
⊥
p ) =
p∏
i=1
χ(M⊥i ),
where, under the appropriate identification, M⊥1 ⊗ · · · ⊗ M
⊥
p is viewed as a coinvariant subspace for
S(n
(1),...,n(p)) ⊗ IE1⊗···⊗Ep .
Proof. For each i ∈ {1, . . . , p} let n(i) := (n
(i)
1 , . . . , n
(i)
κ(i)) ∈ N
κ(i). Given j ∈ {1, . . . , κ(i)}, let F 2(H
(i)
nj )
be the full Fock space with n
(i)
j generators, and denote by P
(n
(i)
j
)
q
(i)
j
the orthogonal projection of F 2(H
n
(i)
j
)
onto the span of all homogeneous polynomials of F 2(H
n
(i)
j
) of degree equal to q
(i)
j ∈ Z+. Consider the
orthogonal projections
Q1 := P
(n
(1)
1 )
≤q
(1)
1
⊗ · · · ⊗ P
(n
(1)
κ(1)
)
≤q
(1)
κ(1)
, · · · , Qp := P
(n
(p)
1 )
≤q
(p)
1
⊗ · · · ⊗ P
(n
(p)
κ(p)
)
≤q
(p)
κ(p)
and let U be the unitary operator which provides the canonical identification of the Hilbert tensor product
⊗pi=1
[
F 2(H
(i)
n1 )⊗ · · · ⊗ F
2(H
(i)
nκ(i))⊗ Ei
]
with
{
⊗pi=1
[
F 2(H
(i)
n1 )⊗ · · · ⊗ F
2(H
(i)
nκ(i))
]}
⊗ (E1 ⊗ · · · ⊗ Ep).
Note that
U [(Q1 ⊗ IE1)⊗ · · · ⊗ (Qp ⊗ IEp)] = [Q1 ⊗ · · · ⊗Qp ⊗ IE1⊗···⊗Ep ]U
and U(M⊥1 ⊗ · · · ⊗M
⊥
p ) is a coinvariant subspace under S
(n(1),...,n(p)) ⊗ IE1⊗···⊗Ep . Due to Theorem 2.4,
we obtain
χ
(
⊗ki=1M
⊥
i
)
= lim
rank
[
PU(M⊥1 ⊗···⊗M⊥p )
(
Q1 ⊗ · · · ⊗Qp ⊗ IE1⊗···⊗Ep
)]
rank [Q1 ⊗ · · · ⊗Qp]
= lim
rank
[
U∗PU(M⊥1 ⊗···⊗M⊥p )
UU∗
(
Q1 ⊗ · · · ⊗Qp ⊗ IE1⊗···⊗Ep
)
U
]
rank [Q1 ⊗ · · · ⊗Qp]
= lim
rank
{
PM⊥1 ⊗···⊗M⊥p
[
(Q1 ⊗ IE1)⊗ · · · ⊗
(
Qp ⊗ IEp
)]}
rank [Q1 ⊗ · · · ⊗Qp]
,
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where the limit is taken over (q
(1)
1 , . . . , q
(1)
κ(1), . . . , q
(p)
1 , . . . , q
(p)
κ(p)) ∈ Z
κ(1)+···+κ(p)
+ . We remark that the latter
limit is equal to the product
lim
(q
(1)
1 ,...,q
(1)
κ(1)
)∈Z
κ(1)
+
rank
[
PM⊥1 (Q1 ⊗ IE1)
]
rank [Q1]
· · · lim
(q
(p)
1 ,...,q
(p)
κ(p)
)∈Z
κ(p)
+
rank
[
PM⊥p
(
Qp ⊗ IEp
)]
rank [Qp]
,
which, due to Theorem 2.4, is equal to
∏p
i=1 χ
(
M⊥i
)
. Therefore, we have
χ
(
⊗pi=1M
⊥
i
)
=
p∏
i=1
χ
(
M⊥i
)
.
The proof is complete. 
As a particular case, we remark that if M⊥ ⊂ H2(Dn) ⊗ Cr and N⊥ ⊂ H2(Dp)⊗ Cq are coinvariant
subspaces, then so is M⊥ ⊗ N⊥ ⊂ H2(Dn+p) ⊗ Crq and the Euler characteristic has the multiplicative
property χ(M⊥ ⊗N⊥) = χ(M⊥)χ(N⊥).
The next result shows that there are many non-isomorphic pure elements in the polyball with the same
Euler characteristic.
Theorem 2.6. Let n = (n1, . . . , nk) ∈ Nk be such that k ≥ 2 and ni ≥ 2 for all i ∈ {1, . . . , k}. Then, for
each t ∈ (0, 1), there exists an uncountable family {T (ω)(t)}ω∈Ω of pure elements in the regular polyball
Bn with the following properties:
(i) T (ω)(t) in not unitarily equivalent to T (σ)(t) for any ω, σ ∈ Ω, ω 6= σ.
(ii) rank [T (ω)(t)] = 1 and χ[T (ω)(t)] = t for all ω ∈ Ω.
Proof. If t ∈ [0, 1), there exists a subsequence of natural numbers {kp}
N
p=1, 1 ≤ k1 < k2 < · · · , where
N ∈ N or N =∞, and dp ∈ {1, 2, . . . , ni − 1}, such that 1− t =
∑N
p=1
dp
n
kp
i
. Define the following subsets
of F+ni , the unital free semigroup on ni generators g
i
1, . . . , g
i
ni and the identity g
i
0:
J i1 :=
{
(gi1)
k1 , . . . , (gid1)
k1
}
,
J1p :=
{
(gi1)
kp−kp−1(g1ni)
kp−1 , (gi2)
kp−kp−1(gini)
kp−1 , . . . , (gidp)
kp−kp−1(gini)
kp−1
}
, p = 2, 3, . . . , N.
We remark that
(2.1) Mi(t) :=
⊕
β∈∪Np=1J
i
p
F 2(Hni)⊗ e
i
β
is an invariant subspace of F 2(Hni). Let kp ≤ qi < kp+1 and note that
rank
[
PMi(t)⊥P
(i)
qi
]
rank
[
P
(i)
qi
] = 1
rank
[
P
(i)
qi
] ∑
βi∈F
+
ni
〈
PMi(t)⊥P
(i)
qi e
i
βi , e
i
βi
〉
= 1−
∑
βi∈F
+
ni
〈
P
(i)
qi PMi(t)P
(i)
qi e
i
βi
, eiβi
〉
n
qi
i
= 1−
1
n
qi
i
∑
βi∈F
+
ni
,|βi|=qi
‖PMi(t)e
i
βi‖
2
= 1−
d1n
qi−k1
i + · · ·+ dpn
qi−kp
i
n
qi
i
= 1−
(
d1
nk1i
+ · · ·+
dp
n
kp
i
)
.
Consequently, we have
lim
qi→∞
rank
[
PMi(t)⊥P
(i)
qi
]
rank
[
P
(i)
qi
] = 1− N∑
p=1
dp
n
kp
1
= t.
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Now, using Theorem 2.4 (when k = 1) and the Stoltz-Cesaro limit theorem, we deduce that
χi[PMi(t)⊥Si|Mi(t)⊥ ] = limqi→∞
rank
[
PMi(t)⊥P
(i)
≤qi
]
rank
[
P
(i)
≤qi
]
= lim
qi→∞
∑qi
si=0
rank
[
PMi(t)⊥P
(i)
si
]
∑qi
si=0
rank
[
P
(i)
si
]
= lim
qi→∞
rank
[
PMi(t)⊥P
(i)
qi
]
rank
[
P
(i)
qi
] = 1− N∑
p=1
dp
n
kp
1
= t,
where χi stands for the Euler characteristic on the polyball Bni . Let t ∈ (0, 1) and ω ∈ (t, 1), and define
the subspace
M(ω)(t) :=
(
M1(ω)
⊥ ⊗M2
(
t
ω
)⊥
⊗ F 2(Hn3)⊗ · · · ⊗ F
2(Hnk)
)⊥
.
Note that M(ω)(t) is an invariant subspace under Si,j for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. Setting
T (ω)(t) := PM(ω)(t)⊥S|M(ω)(t)⊥ and using Theorem 2.5, we deduce that
χ[T (ω)(t)] = χ1
(
PM1(ω)⊥S1|M1(ω)⊥
)
χ2
(
PM2( tω )⊥
S2|M2( tω )⊥
)
= t.
Let σ ∈ (0, t). Since the Euler characteristic is a unitary invariant and
χ1[PM1(ω)⊥S1|M1(ω)⊥ ] = ω 6= σ = χ1[PM1(σ)⊥S1|M1(σ)⊥ ],
we deduce that PM1(ω)⊥S1|M1(ω)⊥ is not unitary equivalent to PM1(σ)⊥S1|M1(σ)⊥ . According to Theorem
2.10 from [24], when E = C, we have M1(ω) 6= M1(σ), which implies M(ω)(t) 6= M(σ)(t). Using again
the above-mentioned result from [24], we conclude that T (ω)(t) in not unitarily equivalent to T (σ)(t) for
any ω, σ ∈ (0, t), ω 6= σ. The fact that rank [T (ω)(t)] = 1 is obvious. The proof is complete. 
Corollary 2.7. Let n = (n1, . . . , nk) ∈ Nk be such that ni ≥ 2 and let t ∈ [0, 1]. Then there exists a pure
element T in the polyball Bn such that rank (T) = 1 and
χ(T) = t.
Proof. If t = 1, the Euler characteristic χ(S) = 1. When t ∈ [0, 1), we consider the subspace M(t) :=
(M1(t)⊥ ⊗ F 2(Hn2) ⊗ · · · ⊗ F
2(Hnk))
⊥, where M1(t) is defined by relation (2.1). As in the proof of
Theorem 2.6, one can show that χ(PM(t)⊥S|M(t)⊥) = t. This completes the proof. 
Using Corollary 2.7 and tensoring with the identity on Cm, one can easily see that for any t ∈ [0,m],
there exists a pure element T in the polyball Bn, with rank (T) = m and χ(T) = t. Consequently, the
range of the Euler characteristic coincides with the interval [0,∞).
Theorem 2.8. Let T ∈ Bn(H) have finite rank and let M be an invariant subspace under T such that
T|M ∈ Bn(M) and dimM⊥ <∞. Then T|M has finite rank and
|χ(T)− χ(T|M)| ≤ dimM
⊥
k∏
i=1
(ni − 1).
Proof. First, note that rank (T|M) = rank∆T(PM). Taking into account the fact that ∆T(PM) =
∆T(IH) −∆T(PM⊥), we deduce that rank (T|M) < ∞. On the other hand, since M is an invariant
EULER CHARACTERISTIC ON NONCOMMUTATIVE POLYBALLS 19
subspace under T, we have
rank
[(
id− Φq1+1T1|M
)
◦ · · · ◦
(
id− Φqk+1Tk|M
)
(IM)
]
= rank
[(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(PM)
]
≤ rank
[(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
+ rank
[(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(PM⊥)
]
.
Since
rank
[(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(PM⊥)
]
≤ (1 + nq1+11 ) · · · (1 + n
qk+1
k )rank [PM⊥ ],
we deduce that∣∣∣∣∣∣
rank
[(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
∏k
i=1(1 + ni + · · ·+ n
qi
i )
−
rank
[(
id− Φq1+1T1|M
)
◦ · · · ◦
(
id− Φqk+1Tk|M
)
(IM)
]
∏k
i=1(1 + ni + · · ·+ n
qi
i )
∣∣∣∣∣∣
≤
(1 + nq1+11 ) · · · (1 + n
qk+1
k )∏k
i=1(1 + ni + · · ·+ n
qi
i )
trace [PM⊥ ].
Since ni ≥ 2, we can use Theorem 1.2 and obtain
|χ(T)− χ(T|M)| ≤ dimM
⊥
k∏
i=1
(ni − 1).
The proof is complete. 
Theorem 2.9. Let T ∈ Bn(H) have finite rank and let M be a co-invariant subspace under T with
dimM⊥ <∞. Then PMT|M has finite rank and
χ(T) = χ(PMT|M).
Proof. Denote A := (A1, . . . , Ak) and Ai := (Ai,1, . . . , Ai,ni), where Ai,j := PMTi,j |M for i ∈ {1, . . . , k}
and j ∈ {1, . . . , ni}. Using the fact that Φ
qi
Ai
(IM) = PMΦ
qi
Ti
(IH)|M, we deduce that
rank
[(
id− Φq1+1A1
)
◦ · · · ◦
(
id− Φqk+1Ak
)
(IM)
]
≤ rank
[(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
≤ rank
[
PM
(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
+ rank
[
PM⊥
(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
≤ rank
[(
id− Φq1+1A1
)
◦ · · · ◦
(
id− Φqk+1Ak
)
(IM)
]
+ rank
[
PM⊥
(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
.
Note also that
rank
[
PM⊥
(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
≤ dimM⊥.
Hence, we deduce that∣∣∣∣∣∣
rank
[(
id− Φq1+1T1
)
◦ · · · ◦
(
id− Φqk+1Tk
)
(IH)
]
∏k
i=1(1 + ni + · · ·+ n
qi
i )
−
rank
[(
id− Φq1+1A1
)
◦ · · · ◦
(
id− Φqk+1Ak
)
(IM)
]
∏k
i=1(1 + ni + · · ·+ n
qi
i )
∣∣∣∣∣∣
≤
1∏k
i=1(1 + ni + · · ·+ n
qi
i )
dimM⊥.
Now, using Theorem 1.2, we conclude that χ(T) = χ(A), which completes the proof. 
According to [18], there are invariant subspaces M1 ⊂ F 2(Hn1) which do not contain nonzero poly-
nomials in F 2(Hn1). This implies that the set {PM⊥1 e
1
α1}α1∈F+n1 ,|α1|≤m
is linearly independent for any
m ∈ N. Consequently, the set {(PM⊥1 ⊗ I ⊗ · · · ⊗ I)(e
1
α1 ⊗ · · · ⊗ e
k
αk
)}αi∈F+ni ,|αi|≤m
is linearly independent
for each m ∈ N. This shows that the subspaceM1 ⊗F 2(Hn2)⊗ · · · ⊗F
2(Hnk) does not contain nonzero
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polynomials. On the other hand, according to [15] (see also [16]), any invariant subspaceM1 ⊂ F 2(Hn1)
is of Beurling type. Therefore, M1 ⊗ F
2(Hn2)⊗ · · · ⊗ F
2(Hnk) is also of Beurling type.
Lemma 2.10. Let M⊂ F 2(Hn1)⊗· · ·⊗F
2(Hnk) be an nonzero invariant subspace satisfying either one
of the following conditions:
(i) M is a Beurling type invariant subspace which does not contain any polynomial;
(ii) M = (M⊥1 ⊗ · · ·M
⊥
k )
⊥, where {0} 6= Mi ⊂ F 2(Hni) are invariant subspaces which do not
contain nonzero polynomials.
Then
curv (PM⊥S|M⊥) < 1 and χ(PM⊥S|M⊥) = 1.
Proof. Assume that M ⊂ F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) is an nonzero invariant subspace which does not
contain any polynomial. Then the set {PM⊥(e
1
α1 ⊗ · · · ⊗ e
k
αk)}αi∈F+ni ,|αi|≤m
is linearly independent for
each m ∈ N and, consequently, using Theorem 2.4, we deduce that
χ(PM⊥S|M⊥) = 1.
If, in addition, M is a Beurling type invariant subspace, then due to [24] (see Proposition 3.14), we have
curv (PM⊥S|M⊥) < 1.
To prove part (ii), assume that M = (M⊥1 ⊗ · · ·M
⊥
k )
⊥, where {0} 6= Mi ⊂ F 2(Hni) are invariant
subspaces which do not contain nonzero polynomials. Due to the first part of the proof, when k = 1, we
have χ(PM⊥
i
Si|M⊥
i
) = 1 and curv (PM⊥
i
Si|M⊥
i
) < 1. Due to Theorem 2.4 and Theorem 2.5, we have
χ(PM⊥S|M⊥) = χ(M
⊥
1 ⊗ · · ·M
⊥
k ) =
k∏
i=1
χ(PM⊥
i
Si|M⊥
i
) = 1.
On the other hand, using [24] (see Corollary 2.5), we obtain
curv (PM⊥S|M⊥) = curv (PM⊥1 ⊗···M⊥k S|M⊥1 ⊗···M⊥k ) =
k∏
i=1
curv (PM⊥
i
S|M⊥
i
) < 1
This completes the proof. 
The next result shows that the curvature and the Euler characteristic can be far from each each other.
Proposition 2.11. For every ǫ ∈ (0, 1) and m ∈ N, there exists k ∈ N and T ∈ Bn(H) with n =
(n1, . . . , nk) and ni ≥ 2 such that
0 < curv (T) < ǫ and χ(T) = rank (T) = m.
Proof. Due to Lemma 2.10, there is an invariant subspace M1 ⊆ F 2(Hn1) such that χ(PM⊥1 S1|M⊥1 ) = 1
and t := curv (PM⊥1 S1|M⊥1 ) < 1. Given ǫ > 0, take k ∈ N such that t
k < ǫ. Consider n1 = · · · = nk and
let M := (M⊥1 ⊗ · · ·M
⊥
1 )
⊥. As in the proof of Lemma 2.10, we have
curv (PM⊥S|M⊥) = t
k < ǫ and χ(PM⊥S|M⊥) = 1.
The proof is complete. 
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3. A Gauss-Bonnet-Chern type theorem on noncommutative polyballs
In this section, we provide a characterization of the graded invariant subspaces for the tensor product
F 2(Hn1)⊗ · · · ⊗F
2(Hnk), and obtain a version of the Gauss-Bonnet-Chern theorem on noncommutative
polyballs.
A Hilbert space H is called Zk-graded if there is a strongly continuous unitary representation U : Tk →
B(H) of the k-torus Tk = T× · · · × T, where T := {z ∈ C : |z| = 1}. U is called the gauge group of H.
Definition 3.1. A tuple T = (T1, . . . , Tk) ∈ B(H)n1 × · · · ×B(H)nk with Ti = (Ti,1, . . . , Ti,ni), is called
Zk-graded if there is a distinguished gauge group U on H such that
U(λ)Ti,jU(λ)
∗ = λiTi,j , λ = (λ1, . . . , λk) ∈ T
k,
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}.
A closed subspace M ⊆ H is called graded with respect to U if U(λ)M ⊆M for all λ ∈ Tk. In this
case, the subrepresentation U |M is the gauge group onM. Similarly, the orthocomplementM⊥ := H⊖M
is called graded if U(λ)M⊥ ⊆M⊥ for all λ ∈ Tk. Note that M is graded if and only if M⊥ is graded.
Assume that T is graded with respect to the gauge group U on H and let M ⊆ H be an invariant
subspace under T. Note that if M is graded with respect to U , then T|M is graded with respect to the
subrepresentation U |M, i.e.
U(λ)|M(Ti,j |M) = λi(Ti,j |M)U(λ)|M, λ = (λ1, . . . , λk) ∈ T
k,
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. Similarly, M⊥ is graded with respect to U and PM⊥T|M⊥ is
graded with respect to the subrepresentation U |M⊥ .
We remark that the universal model S = (S1, . . . ,Sk), Si = (Si,1, . . . ,Si,j), with Si,j acting on
the tensor product F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk), is Z
k-graded with respect to the canonical gauge group
U : Tk → B(F 2(Hn1)⊗ · · · ⊗ F
2(Hnk)) defined by
U(λ)
 ∑
αi∈F
+
ni
i∈{1,...,k}
aα1,...,αke
1
α1 ⊗ · · · ⊗ e
k
αk
 = ∑
αi∈F
+
ni
i∈{1,...,k}
λ
|α1|
1 · · ·λ
|α|
k aα1,...,αke
1
α1 ⊗ · · · ⊗ e
k
αk .
Given (s1, . . . , sk) ∈ Zk+, we say that a polynomial in F
2(Hn1)⊗ · · · ⊗ F
2(Hnk) is multi-homogeneous of
order (s1, . . . , sk) if it has the form
q =
∑
αi∈F
+
ni
,|αi|=si
i∈{1,...,k}
aα1,...,αke
1
α1 ⊗ · · · ⊗ e
k
αk
.
This is equivalent to the fact that U(λ)q = λs11 · · ·λ
sk
k q for any λ = (λ1, . . . , λk) ∈ T
k.
LetM⊂ F 2(Hn1)⊗ · · · ⊗F
2(Hnk) be an invariant subspace for the universal model S. We recall (see
Corollary 2.2 from [24]) that the defect map ∆S is one-to-one and any projection PM has the following
Taylor type representation around its defect
PM =
∞∑
s1=0
Φs1S1
(
∞∑
s2=0
Φs2S2
(
· · ·
∞∑
sk=0
ΦskSk (∆S(PM)) · · ·
))
,
where the iterated series converge in the weak operator topology. If, in addition, ∆S(PM) ≥ 0, then
(3.1) PM =
∑
(s1,...,sk)∈Zk+
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(∆S(PM)).
We recall that defect operator of M is given by ∆M := ∆S(PM). Note that ∆M(M) ⊆ M and
∆M(M⊥) = {0}. Moreover, we have ∆S|M(IM) = ∆M|M. Now, it is clear that ∆M is positive and has
finite rank if and only if ∆S|M(IM) has the same properties. The remarks above show that the invariant
subspace M is uniquely determined by its defect operator ∆M.
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Note that any set {ψs}s∈Λ, Λ ⊆ N, of multi-homogeneous polynomials (perhaps of different orders)
generates a graded closed invariant subspace of F 2(Hn1)⊗ · · · ⊗ F
2(Hnk) by setting
M := span{S1,α1 · · ·Sk,αkψs : α ∈ F
+
ni , i ∈ {1, . . . , k}, s ∈ Λ}.
The next theorem provides a characterization of those graded invariant subspacesM⊆ F 2(Hn1)⊗ · · · ⊗
F 2(Hnk) with positive defect operator ∆M.
If f :=
∑
βi∈F
+
ni
aβ1,...,βke
1
β1
⊗· · ·⊗ekβk is a polynomial in F
2(Hn1)⊗· · ·⊗F
2(Hnk), andXi,j are bounded
operators on a Hilbert space, where i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, we define the polynomial calculus
f(Xi,j) :=
∑
βi∈F
+
ni
aβ1,...,βkX1,β1 · · ·Xk,βk . We use the notation f˜(Ri,j) :=
∑
βi∈F
+
ni
aβ1,...,βkR1,β˜1 · · ·Rk,β˜k ,
where β˜i = g
i
jp · · · g
i
j1 denotes the reverse of βi = g
i
j1 · · · g
i
jp ∈ F
+
ni .
Theorem 3.2. Let M⊆ F 2(Hn1)⊗ · · ·⊗F
2(Hnk) be an invariant subspace. Then M is graded and has
positive defect operator ∆M if and only if there is a sequence of multi-homogeneous polynomials {ψs}Ns=1,
where N ∈ N or N =∞, with the following properties:
(i) each ψs is in the range of ∆M;
(ii) {ψ˜s(Ri,j)}
N
s=1 are isometries with orthogonal ranges, where {Ri,j} is the right universal model;
(iii) The orthogonal projection PM satisfies the relation
PM =
N∑
s=1
ψ˜s(Ri,j)ψ˜s(Ri,j)
∗,
where the convergence is in the strong operator topology.
Moreover, in this case, we have N = rank (∆M) and
∆Mξ =
N∑
t=1
〈ξ, ψs〉ψs, ξ ∈ ⊗
k
i=1F
2(Hni).
Proof. Assume that M ⊆ F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk) is a graded invariant subspace and has positive
defect operator ∆M. Let U : T
k → B(F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk)) be the canonical gauge group of
F 2(Hn1) ⊗ · · · ⊗ F
2(Hnk). Then U(λ1, . . . , λk)M = M for any (λ1, . . . , λk) ∈ T
k and, consequently
U(λ1, . . . , λk) commutes with PM. Taking into account that
U(λ1, . . . , λk)Si,jU(λ1, . . . , λk)
∗ = λiSi,j , λ = (λ1, . . . , λk) ∈ T
k,
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, one can easily see that
U(λ1, . . . , λk)∆M = ∆MU(λ1, . . . , λk), λ = (λ1, . . . , λk) ∈ T
k.
For each (s1, . . . , sk) ∈ Zk+, let Q(s1,...,sk) be the orthogonal projection of F
2(Hn1)⊗ · · · ⊗ F
2(Hnk) onto
the subspace of multi-homogeneous polynomials of order (s1, . . . , sk). Since
U(λ1, . . . , λk) =
∞∑
p1=0
· · ·
∞∑
pk=0
λα11 · · ·λ
α
kQ(s1,...,sk), λ = (λ1, . . . , λk) ∈ T
k,
and due to the spectral theorem, we deduce that
∆MQ(s1,...,sk) = Q(s1,...,sk)∆M, (s1, . . . , sk) ∈ Z
k.
If (p1, . . . , pk) is in the set
Ω := {(s1, . . . , sk) ∈ Z
k : ∆MQ(s1,...,sk) 6= 0},
then ∆MQ(p1,...,pk) is a nonzero positive finite rank operator supported in the space of multi-homogeneous
polynomials Q(p1,...,pk)(⊗
k
i=1F
2(Hni)). Due to the spectral theorem, it can be expressed as a finite sum
∆MQ(p1,...,pk) =
∑m
t=1 Λt of rank-one positive operators Λt defined by
(3.2) Λtξ := 〈ξ, ψt〉ψt, ξ ∈ ⊗
k
i=1F
2(Hni),
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where {ψt}mt=1 are orthonormal multi-homogeneous polynomials in ∆MQ(p1,...,pk)(⊗
k
i=1F
2(Hni)). Note
that
ψ˜t(Ri,j)PCψ˜t(Ri,j)
∗ξ = ψ˜t(Ri,j)(〈ξ, ψt〉) = 〈ξ, ψt〉ψt = Λtξ.
Consequently, using the fact that ψ˜t(Ri,j) is a multi-analytic operator with respect to the universal model
S, we have
(3.3)
q1∑
s1=0
· · ·
qk∑
sk=0
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(Λt) = ψ˜t(Ri,j)
(
q1∑
s1=0
· · ·
qk∑
sk=0
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(PC)
)
ψ˜t(Ri,j)
∗
Taking the limits as q1 →∞, . . . , qk →∞, and using the identity
I =
∑
(s1,...,sk)∈Zk+
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(∆S(I)) =
∑
(s1,...,sk)∈Zk+
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(PC),
we deduce that
(3.4)
∞∑
s1=0
· · ·
∞∑
sk=0
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(Λt) = ψ˜t(Ri,j)ψ˜t(Ri,j)
∗.
Now, let {Λt}
N
t=1, where N ∈ N or N = ∞, be the set of the rank-one positive operators associated, as
above, with all the operators ∆MQ(p1,...,pk) with (p1, . . . , pk) ∈ Ω, and let {ψt}
N
t=1 be the corresponding
orthonormal multi-homogeneous polynomials, according to relation (3.2). We have ∆M =
∑N
t=1 Λt where
the convergence in the strong operator topology, and rank∆M = N . Note also that
∆Mξ =
N∑
t=1
〈ξ, ψt〉ψt, ξ ∈ ⊗
k
i=1F
2(Hni).
Due to the fact each completely positive map ΦSi isWOT -continuous and using relation (3.3), we deduce
that that
q1∑
s1=0
· · ·
qk∑
sk=0
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(∆M) =
∞∑
t=1
(
q1∑
s1=0
· · ·
qk∑
sk=0
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(Λt)
)
=
∞∑
t=1
ψ˜t(Ri,j)
(
q1∑
s1=0
· · ·
qk∑
sk=0
Φs1S1 ◦ · · · ◦ Φ
sk
Sk
(PC)
)
ψ˜t(Ri,j)
∗.
Due to relation (3.1), {
∑q1
s1=0
· · ·
∑qk
sk=0
Φs1S1 ◦ · · · ◦Φ
sk
Sk
(∆M)} is an increasing sequence of positive opera-
tors which converges strongly to PM as q1 →∞, . . . , qk →∞, and {
∑q1
s1=0
· · ·
∑qk
sk=0
Φs1S1 ◦ · · · ◦Φ
sk
Sk
(PC)}
is an increasing sequence of positive operators which converges strongly to the identity operator on
⊗ki=1F
2(Hni). Consequently, the equalities above and relation (3.3) can be used to deduce that
PM =
∞∑
t=1
ψ˜t(Ri,j)ψ˜t(Ri,j)
∗,
where the convergence is in the strong operator topology. Let Ψ : (⊗ki=1F
2(Hni))⊗C
N → ⊗ki=1F
2(Hni)
be the bounded operator having the 1×N matrix representation
[ψ˜1(Ri,j), ψ˜2(Ri,j), . . .],
where C∞ stands for ℓ2(N). Note that Ψ is a multi-analytic operator with respect to the universal model
S and ΨΨ∗ = PM. Therefore, Ψ is a partial isometry. Since Si,j are isometries, the initial space of Ψ,
i.e.
Ψ∗(⊗ki=1F
2(Hni)) = {x ∈ (⊗
k
i=1F
2(Hni))⊗ C
N : ‖Ψx‖ = ‖x‖}
is reducing under each operator Si,j ⊗ ICN . Consequently, since ∆S(I) = PC, to prove that Ψ is an
isometry, it is enough to show that
C = PCψ˜t(Ri,j)
∗(⊗ki=1F
2(Hni)) for each t ∈ {1, . . . , N}.
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The latter equality is true due to the fact that
PCψ˜t(Ri,j)
∗(gt) =
〈
ψ˜t(Ri,j)
∗(ψt), 1
〉
= ‖ψt‖
2 = 1.
The converse of the theorem is straightforward. 
The next result is a Gauss-Bonnet-Chern type theorem for rank-one, graded, and pure elements in
noncommutative polyballs.
Theorem 3.3. If T is a graded pure element of rank one in the noncommutative polyball Bn(H), with
ni ≥ 2, then
curv (T) = χ(T).
Proof. Let U : Tk → B(H) be a strongly continuous unitary representation of the k-torus and assume
that T is graded with respect to the gauge group U . The spectral subspaces of U are
Hs = H(s1,...,sk) :=
{
h ∈ H : U(λ1, . . . , λk)h = λ
s1
1 · · ·λ
sk
k h for (λ1 . . . , λk) ∈ T
k
}
,
where s = (s1, . . . , sk) ∈ Zk. With respect to the orthogonal decomposition H =
⊕
s∈Zk Hs we have
U(λ1, . . . , λk) =
∑
(s1,...,sk)∈Zk
λs11 · · ·λ
sk
k Q(s1,...,sk), (λ1 . . . , λk) ∈ T
k,
where Q(s1,...,sk) is the orthogonal projection of H onto H(s1,...,sk). Note that if T is graded with respect
to the gauge group U , then
Ti,jH(s1,...,sk) ⊆ H(s1,...,si−1,si+1,si+1,...,sk), (s1, . . . , sk) ∈ Z
k,
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}. Indeed, if h ∈ H(s1,...,sk), then U(λ1, . . . , λk)h = λ
s1
1 · · ·λ
sk
k h
and
U(λ1, . . . , λk)Ti,jh = λiTi,jU(λ1, . . . , λk)h = λ
s1
1 · · ·λ
si−1
i−1 λ
si+1
i λ
si+1
i+1 · · ·λ
sk
k Ti,jh
for any (λ1 . . . , λk) ∈ Tk. Consequently, Ti,jh ∈ H(s1,...,si−1,si+1,si+1,...,sk), which proves our assertion.
Therefore,
(3.5) Ti,jQ(s1,...,sk) = Q(s1,...,si−1,si+1,si+1,...,sk)Ti,j
for any (s1, . . . , sk) ∈ Zk, i ∈ {1, . . . , k}, and j ∈ {1, . . . , ni}. This also implies
(3.6) Q(s1,...,sk)T
∗
i,j = T
∗
i,jQ(s1,...,si−1,si+1,si+1,...,sk).
Consequently, taking into account that U(λ1, . . . , λk)Q(s1,...,sk) = λ
s1
1 · · ·λ
sk
k Q(s1,...,sk) for any (λ1, . . . , λk) ∈
Tk, one can easily check that
∆T(I)U(λ1, . . . , λk)Q(s1,...,sk) = U(λ1, . . . , λk)Q(s1,...,sk)∆T(I)
for any (s1, . . . , sk) ∈ Z
k, which implies
∆T(I)
1/2U(λ1, . . . , λk) = U(λ1, . . . , λk)∆T(I)
1/2, (λ1, . . . , λk) ∈ T
k.
Due to the spectral theorem, we deduce that
∆T(I)
1/2Q(s1,...,sk) = Q(s1,...,sk)∆T(I)
1/2, (s1, . . . , sk) ∈ Z
k.
Now, we assume that T has rank one. Then there exists (d1, . . . , dk) ∈ Zk+ such that
(3.7) ∆T(I)
1/2 = Q(d1,...,dk)∆T(I)
1/2 =∆T(I)
1/2Q(d1,...,dk) 6= 0
and ∆T(I)
1/2Q(s1,...,sk) = 0 for any (s1, . . . , sk) ∈ Z
k with (s1, . . . , sk) 6= (d1, . . . , dk). Consequently,
∆T(I)
1/2(H) =∆T(I)
1/2H(d1,...,dk) ⊆
⊕
s1≥d1,...,sk≥dk
H(s1,...,sk).
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Since
⊕
s1≥d1,...,sk≥dk
H(s1,...,sk) is invariant under each operator Ti,j for any i ∈ {1, . . . , k} and j ∈
{1, . . . , ni}, we have
(3.8) T1,β1 · · ·Tk,βk∆T(I)
1/2H ⊆
⊕
s1≥d1,...,sk≥dk
H(s1,...,sk)
for any βi ∈ F+ni , i = 1, . . . , k. On the other hand, the noncommutative Berezin kernel
KT : H → F
2(Hn1)⊗ · · · ⊗ F
2(Hnk)⊗∆T(I)(H)
satisfies the relation
(3.9) K∗T(e
1
β1 ⊗ · · · ⊗ e
k
βk
⊗ h) = T1,β1 · · ·Tk,βk∆T(I)
1/2h
for any βi ∈ F+ni , i = 1, . . . , k, and h ∈ H. Since T is a pure element in the polyball, the Berezin kernel
KT is an isometry and, therefore,
H = rangeK∗T = span{T1,β1 · · ·Tk,βk∆T(I)
1/2h : βi ∈ F
+
ni , h ∈ H}.
Hence, and using relation (3.8), we deduce that
H =
⊕
s1≥d1,...,sk≥dk
H(s1,...,sk).
On the other hand, taking into account relations (3.5), (3.6), and (3.7), we have
∆T(I)
1/2T ∗k,αk · · ·T
∗
1,αk
T1,β1 · · ·Tk,βk∆T(I)
1/2Q(d1,...,dk)
=∆T(I)
1/2T ∗k,αk · · ·T
∗
1,αk
Q(d1+|β1|,...,dk+|βk|)T1,β1 · · ·Tk,βk∆T(I)
1/2
=∆T(I)
1/2Q(d1+|β1|−|α1|,...,dk+|βk|−|αk|)T
∗
k,αk
· · ·T ∗1,αkT1,β1 · · ·Tk,βk∆T(I)
1/2
=
{
Q(d1,...,dk)∆T(I)
1/2T ∗k,αk · · ·T
∗
1,αk
T1,β1 · · ·Tk,βk∆T(I)
1/2 if |β1| = |α1|, . . . , |βk| = |αk|
0 otherwise
for any α1, β1 ∈ F+n1 , . . . , αk, βk ∈ F
+
nk
. Consequently, we have
(3.10) ∆T(I)
1/2T ∗k,αk · · ·T
∗
1,αk
T1,β1 · · ·Tk,βk∆T(I)
1/2 = 0
for any α1, β1 ∈ F
+
n1 , . . . , αk, βk ∈ F
+
nk , except when |β1| = |α1|, . . . , |βk| = |αk|. Note that due to relations
(3.9) and (3.10), for any (q1, . . . , qk) ∈ Zk+, we have
(P (1)q1 ⊗ · · · ⊗ P
(k)
qk ⊗ IH)KTK
∗
T(e
1
β1 ⊗ · · · ⊗ e
k
βk ⊗ h)
=
∑
α1∈F
+
n1
,|α1|=q1
· · ·
∑
αk∈F
+
nk
,|αk|=qk
e1α1 ⊗ · · · ⊗ e
k
αk ⊗∆T(I)
1/2T ∗k,αk · · ·T
∗
1,αkT1,β1 · · ·Tk,βk∆T(I)
1/2h
if |β1| = q1, . . . , |βk| = qk, and zero otherwise. Now, one can see that
KTK
∗
T(P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk ⊗ IH) = (P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk ⊗ IH)KTK
∗
T.
for any (q1, . . . , qk) ∈ Z
k
+, where P
(i)
qi is the orthogonal projection of the full Fock space F
2(Hni) onto
the span of all vectors eiαi with α ∈ F
+
ni and |αi| = qi. Since KTK
∗
T is a projection, we deduce that
KTK
∗
T(P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk ⊗ IH)}(q1,...,qk)∈Zk+ is a net of orthogonal projections with orthogonal ranges.
This implies that ∑
(s1,...,sk)∈Z
k
+
(s1,...,sk)≤(q1,...,qk)
KTK
∗
T(P
(1)
q1 ⊗ · · · ⊗ P
(k)
qk ⊗ IH) = KTK
∗
T(P≤(q1,...,qk) ⊗ I)
is an orthogonal projection for any (q1, . . . , qk) ∈ Zk+. Consequently, we have
trace [KTK
∗
T(P≤(q1,...,qk) ⊗ I)] = rank [KTK
∗
T(P≤(q1,...,qk) ⊗ I)].
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Applying Theorem 1.2 and [24] (see Theorem 1.3), and using the fact that KT is an isometry, we deduce
that
curv (T) = lim
q1→∞
· · · lim
qk→∞
trace
[
K∗T(P≤(q1,...,qk) ⊗ I)KT
]
trace
[
P≤(q1,...,qk)
] = lim
q1→∞
· · · lim
qk→∞
trace
[
KTK
∗
T(P≤(q1,...,qk) ⊗ I)
]
trace
[
P≤(q1,...,qk)
]
= lim
q1→∞
· · · lim
qk→∞
rank
[
KTK
∗
T(P≤(q1,...,qk) ⊗ I)
]
rank
[
P≤(q1,...,qk)
] = lim
q1→∞
· · · lim
qk→∞
rank
[
K∗T(P≤(q1,...,qk) ⊗ I)KT
]
rank
[
P≤(q1,...,qk)
]
= χ(T).
The proof is complete. 
Theorem 3.4. If M is a graded invariant subspace of the tensor product F 2(Hn1)⊗· · ·⊗F
2(Hnk), then
lim
q1→∞
· · · lim
qk→∞
rank
[
PM⊥P≤(q1,...,qk)
]
rank
[
P≤(q1,...,qk)
] = lim
q1→∞
· · · lim
qk→∞
trace
[
PM⊥P≤(q1,...,qk)
]
trace
[
P≤(q1,...,qk)
] .
This is equivalent to
χ(PM⊥S|M⊥) = curv (PM⊥S|M⊥).
Proof. Combining Theorem 2.4 with Theorem 3.3, and using Theorem 3.1 from [24], the result follows. 
A closer look at the proof of Theorem 3.3, reveals that if T ∈ Bn(H) is a pure element of finite rank
and
∆T(I)
1/2T ∗k,αk · · ·T
∗
1,αk
T1,β1 · · ·Tk,βk∆T(I)
1/2 = 0
for any α1, β1 ∈ F+n1 , . . . , αk, βk ∈ F
+
nk
, except when |β1| = |α1|, . . . , |βk| = |αk|, then
curv (T) = χ(T).
Our final result is a version of the Gauss-Bonnet-Chern theorem for graded pure elements with finite
rank in the noncommutative polyball.
Theorem 3.5. Let T ∈ Bn(H), with ni ≥ 2, be a pure element of finite rank which is graded with respect
to a gauge group U , and let
H =
⊕
s∈Zk
Hs
be the corresponding orthogonal decomposition. Then the spectral subspaces Hs of U are finite dimensional
and there exist c,d ∈ Zk with c ≤ d such that H =
⊕
s∈Zk,s≥cHs and
H0 :=
⊕
s∈Zk,s≥d
Hs
is an invariant subspace of T with the property that T|H0 is a finite rank element in Bn(H0) and
curv (T|H0) = χ(T|H0).
Proof. Assume that T is graded with respect to the gauge group
U(λ1, . . . , λk) =
∑
(s1,...,sk)∈Zk
λs11 · · ·λ
sk
k Q(s1,...,sk), (λ1 . . . , λk) ∈ T
k.
The first part of the proof is similar to that of Theorem 3.3. Therefore, we can obtain that
∆T(I)
1/2Q(s1,...,sk) = Q(s1,...,sk)∆T(I)
1/2, (s1, . . . , sk) ∈ Z
k.
Since ∆T(I)
1/2 is a positive finite rank operator in the commutatnt of {Q(s1,...,sk)}(s1,...,sk)∈Zk , we must
have that ∆T(I)
1/2Q(s1,...,sk) = 0 for all but finitely many (s1, . . . , sk) ∈ Z
k. Consequently, there are
c = (c1, . . . , ck) ≤ d = (d1, . . . , dk) in Zk such that
(3.11) ∆T(I)
1/2 =
∑
c1≤s1≤d1,...,ck≤sk≤dk
D
1/2
(s1,...,sk)
,
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where D
1/2
(s1,...,sk)
:=∆T(I)
1/2Q(s1,...,sk). Taking into account that
⊕
s1≥c1,...,sk≥ck
H(s1,...,sk) is invariant
under each operator Ti,j for any i ∈ {1, . . . , k} and j ∈ {1, . . . , ni}, we have
(3.12) T1,β1 · · ·Tk,βk∆T(I)
1/2H ⊆
⊕
s1≥c1,...,sk≥ck
H(s1,...,sk)
for any βi ∈ F+ni and i ∈ {1, . . . , k}. Since T is a pure element in the polyball, the Berezin kernel KT is
an isometry and
(3.13) H = rangeK∗T = span{T1,β1 · · ·Tk,βk∆T(I)
1/2h : βi ∈ F
+
ni , h ∈ H}.
Hence, and using relation (3.12), we deduce that H =
⊕
s1≥c1,...,sk≥ck
H(s1,...,sk). Due to relation (3.11)
and the fact that ∆T(I)
1/2 has finite rank, we have
∆T(I)
1/2H ⊆
⊕
c1≤s1≤d1,...,ck≤sk≤dk
M(s1,...,sk) ⊆
⊕
c1≤s1≤d1,...,ck≤sk≤dk
H(s1,...,sk),
where M(s1,...,sk) := ∆T(I)
1/2H(s1,...,sk) is finite dimensional. On the other hand, if βi ∈ F
+
ni with
|βi| = mi ∈ Z+ and i ∈ {1, . . . , k}, we have
T1,β1 · · ·Tk,βk∆T(I)
1/2H ⊆
⊕
c1+m1≤s1≤d1+m1,...,ck+mk≤sk≤dk+mk
H(s1,...,sk)
and T1,β1 · · ·Tk,βk∆T(I)
1/2H is a finite dimensional subspace. Consequently, using relation (3.13) and
the fact that H =
⊕
s1≥c1,...,sk≥ck
H(s1,...,sk), we conclude that all the spectral spaces H(s1,...,sk) are finite
dimensional.
Since T is a pure element in Bn(H), we have
I =
∞∑
p1=0
· · ·
∞∑
pk=0
Φp1T1 ◦ · · · ◦ Φ
pk
Tk
(∆T(I)),
where the convergence is in the weak operator topology. Hence, after multiplying to the left by Q(q1,...,qk),
we obtain
(3.14) Q(q1,...,qk) =
∞∑
p1=0
· · ·
∞∑
pk=0
Q(q1,...,qk)Φ
p1
T1
◦ · · · ◦ ΦpkTk(∆T(I))
for any (q1, . . . , qk) ∈ Zk. On the other hand, taking into account relation (3.11), we deduce that
(3.15) Q(q1,...,qk)Φ
p1
T1
◦ · · · ◦ ΦpkTk(∆T(I)) =
d1∑
s1=c1
· · ·
dk∑
sk=ck
Q(q1,...,qk)Φ
p1
T1
◦ · · · ◦ ΦpkTk(D(s1,...,sk))
for any (p1, . . . , pk) ∈ Zk+. Since ∆T(I) ≤ I, it is clear that D(s1,...,sk) ≤ Q(s1,...,sk). Taking into account
that
Ti,jQ(s1,...,sk) = Q(s1,...,si−1,si+1,si+1,...,sk)Ti,j
for any (s1, . . . , sk) ∈ Zk, i ∈ {1, . . . , k}, and j ∈ {1, . . . , ni}, we have
ΦTi(Q(s1,...,sk)) =
ni∑
j=1
Ti,jQ(s1,...,sk)T
∗
i,j
= Q(s1,...,si−1,si+1,si+1,...,sk)ΦTi(I)Q(s1,...,si−1,si+1,si+1,...,sk)
≤ Q(s1,...,si−1,si+1,si+1,...,sk)
for any i ∈ {1, . . . , k}. Consequently, and using the inequality D(s1,...,sk) ≤ Q(s1,...,sk), we deduce that
(3.16) Φp1T1 ◦ · · · ◦ Φ
pk
Tk
(D(s1,...,sk)) ≤ Φ
p1
T1
◦ · · · ◦ ΦpkTk(Q(s1,...,sk)) ≤ Q(s1+p1,...,sk+pk)
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for any (p1, . . . , pk) ∈ Zk+. Now, let (q1, . . . , qk) ∈ Z
k be such that (q1, . . . , qk) ≥ (d1, . . . , dk), Since
{Q(s1,...,sk)} are orthogonal projections, relation (3.16) implies
∞∑
p1=0
· · ·
∞∑
pk=0
d1∑
s1=c1
· · ·
dk∑
sk=ck
Q(q1,...,qk)Φ
p1
T1
◦ · · · ◦ ΦpkTk(D(s1,...,sk))
=
d1∑
s1=c1
· · ·
dk∑
sk=ck
Φq1−s1T1 ◦ · · · ◦ Φ
qk−sk
Tk
(D(s1,...,sk))
= Φq1−d1T1 ◦ · · · ◦ Φ
qk−dk
Tk
(
d1∑
s1=c1
· · ·
dk∑
sk=ck
Φd1−s1T1 ◦ · · · ◦ Φ
dk−sk
Tk
(D(s1,...,sk))
)
.
Due to relations (3.14) and (3.15), we obtain
(3.17) Q(q1,...,qk) = Φ
q1−d1
T1
◦ · · · ◦ Φqk−dkTk (B),
where
B :=
d1∑
s1=c1
· · ·
dk∑
sk=ck
Φd1−s1T1 ◦ · · · ◦ Φ
dk−sk
Tk
(D(s1,...,sk)).
Due to relation (3.17), we deduce that
ΦTi
(
Q(q1,...,qk)
)
= Q(q1,...,qi−1,qi+1,qi+1,...,qk)
for any (q1, . . . , qk) ≥ (d1, . . . , dk) and i ∈ {1, . . . , k}. Consider the subspace
H0 :=
⊕
s1≥d1,...,sk≥dk
Q(s1,...,sk)H
and let T|H0 := (T1|H0 , . . . Tk|H0) with Ti|H0 := (Ti,1|H0 , . . . , Ti,ni |H0) for i ∈ {1, . . . , k}. An inductive
argument shows that, for any (m1, . . . ,mk) ∈ Zk+,
(id− Φm1+1T1|H0
) ◦ · · · ◦ (id− Φmk+1Tk|H0
)(IH0 )
= (id− Φm2+1T2|H0
) ◦ · · · ◦ (id− Φmk+1Tk|H0
)
 ∑
d1≤s1≤d1+m1
∞∑
s2=d2
· · ·
∑
sk=dk
Q(s1,s2,...,sk)|H0

= · · · = (id− Φmk+1Tk|H0
)
 ∑
d1≤s1≤d1+m1
· · ·
∑
dk−1≤sk−1≤dk−1+mk−1
∑
sk=dk
Q(s1,s2,...,sk−1,sk)|H0

=
∑
d1≤s1≤d1+m1
· · ·
∑
dk≤sk≤dk+mk
Q(s1,...,sk)|H0 .
In particular, for m1 = · · · = mk = 1, we have
(id− ΦT1|H0 ) ◦ · · · ◦ (id− ΦTk|H0 )(IH0 ) = Q(d1,d2,...,dk)|H0 ≥ 0,
which shows that T|H0 ∈ Bn(H0) and has finite rank. On the other hand, due to the relations above, the
operator (id− Φm1+1T1|H0
) ◦ · · · ◦ (id− Φmk+1Tk|H0
)(IH0) is an orthogonal projection for any (m1, . . . ,mk) ∈ Z
k
+.
Therefore,
trace
[
(id− Φm1+1T1 ) ◦ · · · ◦ (id− Φ
mk+1
Tk
)(I)
]∏k
i=1(1 + ni + · · ·+ n
mi
i )
=
rank
[
(id− Φm1+1T1 ) ◦ · · · ◦ (id− Φ
mk+1
Tk
)(I)
]∏k
i=1(1 + ni + · · ·+ n
mi
i )
.
Consequently, applying Theorem 1.2 and using [24] (see Theorem 1.3 and Corollary 1.4), we deduce that
curv (T|H0) = χ(T|H0). This completes the proof. 
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