Magnetoencephalographic (MEG) data are typically interpreted using source models because of the nonunique inverse problem. Although single current dipoles, adequately representing local active areas, can be identified accurately, multiple and overlapping sources form a challenge for MEG modeling. We tested the performances of multidipole modeling and minimum current estimate (MCE) in the analysis of complicated source configurations. Simulated current sources were placed to physiologically meaningful areas of the human visual cortices. Ten volunteers from the laboratory staff analyzed four different simulations with both dipole modeling and MCE without prior information of the sources. In general, the same sources were found using both modeling methods. The subjects tended to report more false sources with MCE than with dipole model, in part due to their inexperience with the method. Dipole model was more accurate than MCE both in time and space for nonsimultaneous sources but both methods performed similarly when sources overlapped in time. For all source configurations, considerably smaller source amplitudes were reported with MCE than with dipole model.
INTRODUCTION
Magnetoencephalography (MEG) has an excellent temporal resolution in the study of the human brain activity but its localization accuracy is hampered by the nonuniqueness of the inverse problem. Local currents can be accurately modeled with equivalent current dipoles (ECDs) (Williamson and Kaufman, 1981; Hä mä lä inen et al., 1993) that are described by their fixed 3-dimensional location, (usually) fixed orientation, and variable amplitude. An ECD can be found by a least-squares search, i.e., by minimizing the difference between the calculated and the measured magnetic fields (Tuomisto et al., 1983) . Several sources can be described with a time-varying multidipole model, in which the amplitudes of individual dipoles change as a function of time (Scherg, 1990) .
Another way to characterise current sources is to find the most probable current distribution that adequately explains the measured data. This principle is used in imaging methods such as minimum norm estimate (MNE) that selects the current distribution that explains the measured data with the smallest Euclidean norm of the currents (Hä mä lä inen and Ilmoniemi, 1984 Ilmoniemi, , 1994 . Minimum current estimate (MCE) which minimises the L1 norm (Matsuura and Okabe, 1995) , produces more focal source estimates than MNE and therefore provides a better estimate of current locations at discrete cortical areas (Uutela et al., 1999) . In MCE analysis, cortical currents are estimated with minor user interaction and thus MCE could be a more objective method than dipole modelling. MCE is calculated at each time point and its time resolution is of the order of milliseconds. With MCE, it is also possible to identify very small active areas but the spatial resolution of the method depends on the general ability of MEG to distinguish various source configurations (Uutela et al., 1999) .
Our aim was to compare the reliability and the usefulness of MCE and dipole modelling. Although the accuracy of MEG modeling has been studied extensively, the performance of various data analysis methods applied by different individuals has not been compared before. The data were based on simulated activity in the visual cortices, where the abundant parallel activation forms a challenge for MEG source analysis.
Localization accuracy in MEG depends on multiple factors. Previous simulations of MEG within a spherical conductor model have shown an inverse relationship between localization accuracy of current dipoles and the signal-to-noise ratio (Hari et al., 1988; Ogura and Sekihara, 1993) . Tilting of the dipole towards radial orientation increases localization error by reducing the signal-to-noise ratio (Menninghaus et al., 1994) . Localization accuracy is best in the direction transverse to the dipole orientation and decreases with source depth (Cohen and Cuffin, 1983; Hari et al., 1988; Kuriki et al., 1989; Mosher et al., 1993) .
In the most favourable conditions, two superficial nonsimultaneous and parallel sources with only few millimetres distance can be separated (Hari et al., 1988; Wagner et al., 1997) , and a single source can be located with an accuracy better than 3 mm (Yamamoto et al., 1988; Cuffin, 1991; Wagner et al., 1997; Leahy et al., 1998) . The possibility to separate two simultaneous current dipoles depends on their distance and, even more, on their relative orientations, so that perpendicular sources are more easily differentiated (Mosher et al., 1993; Lü tkenhöner, 1998) . Unequal dipole strengths reduce the separability (Supek and Aine, 1993) , and two parallel sources close to each other merge into one with both dipole modelling and MCE (Uutela et al., 1999) . Although previous simulation studies have compared different imaging methods (Phillips et al., 1997; Fuchs et al., 1999) and although the performance of linear imaging methods has been studied theoretically (Grave de Peralta-Menendez and Gonzalez-Andino, 1998), the current study aims at characterizing also the effect of subjective judgement in the analysis.
METHODS

Simulations
The neuromagnetic signals were simulated with a program implemented with Matlab (The Mathworks, Inc.). We designed the simulations to compare the methods with different source configurations, one of which resembled real measured MEG data. All simulated signals started 200 ms before the virtual stimulus onset. The 900-ms signal was digitized at 601 Hz and thus contained 540 samples. The simulated sources were current dipoles with different locations, orientations, peak latencies, and durations. The temporal behaviour of the source strength was of the form a ϭ e Ϫ2͓͑tϪp͒/l͔ 2 , where t is time, p is peak time, and l is a parameter defining the length of the epoch (Fig. 1) .
The simulated signals corresponded to the output of Vectorview neuromagnetometer (Neuromag Ltd., Helsinki, Finland), which contains 102 magnetometers and 204 gradiometers. Noise was obtained from a real MEG measurement in which the subject was not performing any task and had his eyes closed. One hundred epochs were averaged to achieve the noise levels comparable to typical evoked fields. In the forward calculations, a boundary element model of the brain was used as the conductor model.
Current dipoles corresponding to the activities of visual cortical areas V1, V2, V3, V3a, V4, and V5 were placed at the mean locations found in a PET study of 11 subjects (Hasnain et al., 1998) . The source locations at the parieto-occipital sulcus (POS) and the superior temporal sulcus (STS) region were obtained from previous MEG studies (Portin et al., 1998; Saarinen et al., 1998) (Table 1 ). The sources corresponded to stimulation of the lower quadrant of the left visual field. Sources V1-V5 were within a cube of 22 cm 3 . The longest distance between two adjacent sources was ca 30 mm (from V3a to V4) and the shortest 5 mm (from V2 to V3). The orientations of the simulated dipoles were either based on previous MEG results or chosen at random (Table 1) .
The four simulations, described in detail in Table 2 , comprised spatially and temporally discrete sources. In Simulations 1, 2, and 3, six sources were placed to the right V1, V2, V3, V3a, V4, and V5 areas. In Simulation 4, four additional sources were placed to the left V5, POS, and the left and right STS regions. Figure 1 shows the source strengths as a function of time for all simulations. In Simulation 1, six sources were activated at successive intervals. In Simulation 2, six sources had partially overlapping activities and every second source had double strength. The temporal overlap of the sources increased in Simulation 3. Simulation 4 imitated cortical activation after a complex moving stimuli. Figure 2 shows the simulated signals of 17 posterior gradiometer channels in all four simulations. It is clear that the spatiotemporal overlap of the sources makes it very difficult to guess on the basis of the raw signals what the underlying source configuration might be. The subjects were, of course, able to use in their analyses the whole 306-channel sets of data.
Figure 3 visualizes Simulation 1 with both methods, illustrating that the field patterns clearly vary as a function of time, and that the active areas in MCE change accordingly.
Subjects Performing the Analysis
Eleven volunteers from the laboratory staff took part in the study, half performing MCE analysis first and half starting with dipole modeling; one subject was excluded to make the number of subjects in groups equal. Most subjects had no previous experience in MCE and they were not familiar with the analysis of the visually evoked MEG responses. Their experience in applying dipole models to MEG data of other sensory systems varied from a few pilot measurements to several years. The median length of the experience of MEG dipole analysis was 1.8 years. All subjects first attended two 1-h lessons about MCE and then analysed one measurement under supervision before the real task. The subjects had no previous information about the data and they were not allowed to discuss the results with each other. Help was available only on technical issues.
MEG Analysis
The analysis was performed with standard source modelling program by Neuromag Ltd. (Helsinki, Finland) and with MCE toolbox (by Kimmo Uutela). A spherical volume conductor model was used in all analyses. The signals were low-pass filtered at 40 Hz and 2 channels of 306 were ignored because of the exceptionally high noise level in the measured file from which the noise levels were adopted to the simulated files. The subjects were told that they can define a MCE region of interest (ROI) when the peak strength of the source is at least 5 nAm and when it remains stable for at least 10 ms. In addition, a ROI had to extend over 5 mm in at least one dimension. The subjects were advised to first choose a ROI, then find its peak amplitude, and thereafter to determine the ROI again within a time interval that included about half of the signal maximum.
In dipole analysis, the subjects were asked to search for dipoles only if the field pattern was clearly dipolar, i.e., it contained two field extrema of opposite polarities and about equal strengths, with a reasonable gradient in-between. The purpose of these advises was to harmonize the source selection criteria across subjects, although the temporal order of finding the sources and the final number of selected sources were still based on subjective choice. As the result of their analysis, the subjects were asked to report the source locations, the durations of the activities, the peak latencies, and the mean amplitudes during the activation periods.
Evaluation of the Results
For Simulations 1 and 4, a modeled source was considered to correspond to the original one if it was lo- V1  70  12  20  70  36  40  70  70  20  60  12  20  V2  90  12  20  90  36  20  90  70  20  80  24  20  V3  110  12  20  110  36  40  110  70  20  100  36  10  V3a  130  12  20  130  36  20  130  70  20  120  36  28  V4  150  12  20  150  36  40  150  70  20  220  70  20  V5 L  190  48  20  V5 R  170  12  20  170  36  20  170  70  20  160  48  20  POS  200  70 Note. Abbreviations as in Table 1. cated within 20 mm from it. In addition, the time difference between the peaks of the modelled and the original sources had to be less than 10 ms or half of the time interval between the half maxima of the original source strength. If two or more original sources fitted these criteria, the one closest in time was chosen for comparison. The numbers and the mean location errors of the identified sources were recorded. The time differences between the latencies of the modeled and the original sources were calculated. For Simulation 1, we also calculated the mean peak amplitudes and compared them with the original amplitudes. For Simulations 2 and 3, an acceptable modelled source had to be within 20 mm from any original source and it had to occur within half duration of the original source. The total number of the modelled sources was recorded, similarly as their time distributions and locations.
For Simulation 2 we also wanted to find out which original sources were correctly identified. The accepted sources were classified on the basis of their orientations and peak latencies. A single original source was allowed to be explained by several modeled sources, so that modelled sources very close in time, space, and orientation were considered to represent the same original source. We calculated the mean amplitudes and examined the accuracy of source modeling in time and place. The results of Simulation 2 were compared with those of Simulation 1.
In Simulation 3, the accepted sources formed separate clusters in time and space. We divided them into three groups according to their latencies; the mean peak times and the amplitudes of the sources were calculated within the groups.
For all simulations, we calculated also the number of sources that did not fulfil the criteria and examined their latencies and locations. The analysis methods were compared, and the proportion of the incorrectly modelled sources was computed. Statistical significance of differences between the results obtained by MCE and dipole modelling was tested with two-tailed Wilcoxon test for paired data. Figure 4 shows dipole modeling and MCE results of 3 subjects on Simulation 1 superimposed on the simulated source waveforms (shown without noise). On average 3.9 Ϯ 0.7 (mean Ϯ SD) sources out of six were correctly identified with dipole modeling and 3.7 Ϯ 0.8 with MCE. The mean distance between modelled and simulated sources was 4.4 Ϯ 1.9 mm with dipole model and 6.2 Ϯ 1.1 mm with MCE; the location errors with dipole model were statistically significantly smaller (P Ͻ 0.05). The mean time difference was 0.8 Ϯ 0.3 ms with dipole model and 1.6 Ϯ 0.9 ms with MCE (P Ͻ 0.05). The mean amplitude of the modelled sources was 19.2 Ϯ 3.6 nAm with dipole model and 12.3 Ϯ 1.4 nAm with MCE (i.e., 96 and 62% of the original amplitudes, respectively); the difference between the methods was statistically significant (P Ͻ 0.05). Figure 5 shows the dipole modeling and MCE results of Simulation 2 for all subjects (S1-S10). Some subjects obtained rather different results with the two methods but in general the results were concordant. The mean number of reported correct sources was 3.5 Ϯ 0.5 with dipole modeling and 3.9 Ϯ 1.7 with MCE (n.s.); these sources included 3.5 Ϯ 0.5 sources out of the six original sources with dipole model (i.e., every reported correct source represented a different original source) and 3.3 Ϯ 0.7 original sources with MCE (n.s.). Figure 6 (left), depicting the number of modeled sources at each time interval, indicates that with both methods the largest number of sources was identified around 80, 110, 150, and 170 ms. This means that usually the strong sources were identified. Nine subjects found the three strong sources in V1, V3, and V4 with dipole model and eight subjects found them with MCE. Five subjects found the weak source in V5 with dipole model and four subjects found it with MCE.
RESULTS
Simulation 1
Simulation 2
Regardless of the higher signal-to-noise ratio of half of the sources in Simulation 2 compared with Simulation 1, the modeling accuracy was hampered by the interaction of the weaker, temporally overlapping sources. The mean location error was 7.8 Ϯ 1.8 mm with dipole model and 7.6 Ϯ 2.5 mm with MCE (n.s.). The errors in time determination were 7.8 Ϯ 3.0 ms and 5.4 Ϯ 1.2 ms (n.s.). The temporal accuracy with both analysis methods and the localization accuracy with dipole model were statistically significantly (P Ͻ 0.05) worse in Simulation 2 than in Simulation 1.
The weaker adjacent sources also influenced the amplitude estimates of the identified sources. The mean amplitude of the modelled sources was 47.6 Ϯ 5.3 nAm with dipole model and 29.0 Ϯ 3.3 nAm with MCE (P Ͻ 0.05) which were 129% and 77% of the mean amplitudes of the corresponding original sources. The modeled sources were relatively stronger compared with the original sources in Simulation 2 than Simulation 1 (P Ͻ 0.05).
Simulation 3
In Simulation 3, the six sources were so close in space and overlapping in time that they merged into two or three distinct sources. On average, 2.4 sources were reported with dipole model and 3.2 with MCE; the   FIG. 3 . Magnetic field patterns on the sensor array (top) and MCEs projected on brain surface (bottom) for all sources of Simulation 1. The field patterns are shown at the peak latencies of simulated dipoles, and the MCEs were integrated over a time interval corresponding to over half of simulated amplitude. Yellow refers to the strongest activity and blue to the weakest.
FIG. 4.
Results of three subjects in Simulation 1 obtained by both methods. The modeled source waveforms are superimposed on simulated amplitudes shown without noise. median was 2 with both methods. The modeled sources occurred around 80, 130, and 160 ms, and the first and the last sources were more commonly identified than the others were ( Fig. 6; right) .
The orientations of the simulated sources affected the results: Partly parallel orientations of sources V4 and V5 hampered their separation, and sources V3 and V3a cancelled each other because of their opposite directions (Table 1 and Fig. 3 ). The sources reported by different subjects were concordant, forming separate clusters in time and in space. Figure 7 visualizes the mean peak latencies and strengths of the identified sources that occurred before 100 ms, at 100 -150 ms, and after 150 ms. The mean latency of the first group was 87.4 Ϯ 2.8 ms with dipole model and 80.7 Ϯ 10.2 ms with MCE, and the third group peaked at 163.3 Ϯ 4.5 ms and 162.7 Ϯ 5.7 ms. The sources were significantly stronger than the original ones (P Ͻ 0.05), and the sources derived from dipole model were significantly stronger than sources obtained with MCE (P Ͻ 0.05).
Simulation 4
In this simulation, altogether 10 sources imitated activity of visual cortices after a complex stimulus. The average number of modelled sources fulfilling the fitting criteria was 5.4 Ϯ 0.8 with dipole model and 6.0 Ϯ 1.2 with MCE (n.s.). The average distance between modelled and original source was 7.2 Ϯ 1.0 mm with dipole model and 7.2 Ϯ 0.9 mm with MCE (n.s.). The time errors between the peak amplitudes of the simulated and the modeled activities were 5.7 Ϯ 3.1 ms with dipole model and 7.7 Ϯ 1.5 ms with MCE (P Ͻ 0.05 between the methods).
False Positives in Source Identification
The subjects reported substantially more "false positives" with MCE than with dipole analysis. Persons   FIG. 5 . Temporal behavior of the sources reported for Simulation 2 by all 10 subjects (S1-S10). The source strengths have the same forms as simulated amplitudes. Peak amplitude, peak latency, and response duration were obtained from individual reports. who reported more sources with MCE also had more false sources, resulting in a significant correlation (R ϭ 0.87, P Ͻ 0.05; Fig. 8 ) between the total number of false and correctly modelled sources in the MCE analysis. The subjects reported altogether 28 false positives with MCE and 4 with dipole model; in MCE analysis these formed 22, 8, 19 , and 18% of the total identified sources in Simulations 1-4, respectively. The difference between the methods in the number of false positives was statistically significant (P Ͻ 0.05) in all simulations. Most of the false sources were situated remarkably far from the original ones or their time behavior clearly differed from them, so that most likely the false sources represented noise or interactions between signals arising from the real sources.
Summary of the Results
MCE and dipole modelling analyses did not differ in the total number of reported sources although more false positives were found with MCE. When the sources overlapped heavily in Simulation 3, only 2-3 sources out of six were separable. The stronger sources were found when the sources had variable amplitudes in Simulation 2.
Dipole model was more accurate in identifying the location and the temporal behaviour of the nonsimultaneous sources in Simulation 1. Dipole model was temporally more accurate also in Simulation 4. Temporal overlap of the sources worsened the results: the localization accuracy with dipole model and the temporal accuracy with both methods were better in Simulation 1 than in Simulation 2.
In Simulations 1, 2, and 3, the sources identified with dipole model were considerably stronger than those determined by MCE. The source strengths were accurate for nonsimultaneous sources.
DISCUSSION
The analysis of simulated data showed some prominent features common for both dipole modelling and MCE. The majority of sources were found with good temporal (Ͻ8 ms) and spatial (Ͻ8 mm) accuracy, even when several sources were active simultaneously. When the source strengths were not even, the stronger sources were found rather easily, whereas the nearby weak sources biased the amplitude estimates of the strong sources. For the realistic data set, only on average six out of the 10 simulated sources were found. Moreover, some sources were not modelled correctly even when they were active alone, in part due to the poor signal-to-noise ratio of deep and of partially radial sources. The sources overlapping in time form a challenge for MEG. With both methods, temporal accuracy was worse for partly overlapping sources than for nonsimultaneous sources, despite the higher signal-tonoise ratio of the overlapping sources.
Multidipole modeling and MCE were in many aspects relatively equal methods to model MEG activity. Approximately the same number of sources was correctly identified with both methods. Dipole model was more accurate in time and space with nonsimultaneous sources, but the small differences (2 mm and 1 ms) were negligible from the practical point of view. The source strengths obtained from MCE analysis were systematically smaller than those obtained with dipole modelling but with both methods the presence of simultaneous sources increased the source strength estimates. The weaker sources with MCE result from spatial spread of the source activity (Uutela et al., 1999) . For the data imitating realistic visually-evoked cortical activation, the methods were equal, although dipole modeling provided slightly better temporal accuracy and, in all conditions, smoother temporal waveforms.
In MCE analysis, noise was more easily confounded with the real sources. Those subjects who reported more sources had also a tendency to model noise. Apparently MCE users with small experience should interpret their results conservatively. Whenever the source configuration is known to be simple, for example during the earliest cortical responses, dipole model provides a straightforward approach to model the data. However, when the source distribution is more complex, MCE may be the method of choice. In this study both methods were applied to define discrete, dipolar sources in one subject. When statistical analysis or averaging over different subjects is needed or when source areas may be extended, the imaging methods, such as MCE, provide controlled means for assessing the strength of activity in each location. Averaging across brains is possible with MCE, because brain volumes, and thus the automatically calculated source estimates, can be normalized to a common space. On the other hand, averaging MEG signals is not feasible across subjects as individual source areas differ with respect to sensor locations, and thus dipole modelling should be done on individual basis, only.
In contrast to typical conditions in interpreting MEG data, our test subjects had no previous knowledge about the type of the data and they had also very little experience on the analysis of the visual MEG responses in general. In real conditions, a priori information can be derived from previous studies, or from known anatomy and physiology. In addition, the reliability of the source identification increases when a source with similar position and temporal behaviour is found in several subjects and in several experimental set-ups (Hari et al., 2000) .
