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1. Introduction
For a sequence k = (k1,k2, . . . ,kn) of positive integers with k1 > 1, the multiple zeta value ζ(k) is
a real number deﬁned by the convergent series
ζ(k) =
∑
m1>m2>···>mn>0
1
mk11 m
k2
2 · · ·mknn
.
We set
wt(k) = k1 + k2 + · · · + kn, dep(k) = n, ht(k) = {l | kl > 1}.
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them. It is conjectured (Ref. [2]) that the regularized double shuﬄe relation gives all algebraic rela-
tions among multiple zeta values. Hence the regularized double shuﬄe relation should imply all other
relations, for example, we know that the sum formula, Hoffman’s relation, and the derivation relation
can be deduced from regularized double shuﬄe relation (Ref. [2]).
Another type of relations we consider in this paper is the so-called Ohno–Zagier relation. In [5],
using Gauss’ hypergeometric function, Ohno and Zagier showed that
∑
kn+s
ns1
( ∑
wt(k)=k,dep(k)=n,ht(k)=s
ζ(k)
)
uk−n−s vn−sts−1
= 1
uv − t
{
1− exp
( ∞∑
n=2
ζ(n)
n
(
un + vn − αn − βn)
)}
,
where α and β are determined by α + β = u + v and αβ = t .
The purpose of this paper is to prove that the Ohno–Zagier relation can be deduced from the
regularized double shuﬄe relation. At the same time, we give an algebraic proof of the Ohno–Zagier
relation.
We arrange this paper as follows. In Section 2, we give the statement of the main theorem. In
Section 3, we prove this theorem.
2. Statement of the main theorem
In this section, we recall the algebraic setup of multiple zeta values (Ref. [1,2,4]), and give a state-
ment of the main theorem.
Let K be a ﬁeld of characteristic 0, and let R be a commutative K-algebra with unity. We set
A = {x, y} a set of two noncommutative letters, and A∗ the set of words on A, which contains the
empty word 1. Let h = K〈x, y〉 be the K-algebra of noncommutative polynomials on x and y with
respect to the concatenation product. It has two subalgebras h1 =K1+ hy and h0 =K1+ xhy.
There are two commutative products on h1: shuﬄe product X and harmonic shuﬄe product ∗.
Here we recall the deﬁnition of ∗. Set zn = xn−1 y. The harmonic shuﬄe product ∗ on h1 is deﬁned by
linearity and the axioms
• w ∗ 1= 1 ∗ w = w ,
• zkw1 ∗ zlw2 = zk(w1 ∗ zlw2) + zl(zkw1 ∗ w2) + zk+l(w1 ∗ w2),
where k, l are positive integers and w , w1, w2 are words in h1. There is a K-linear map reg∗ from h1
to h0, which is an algebra homomorphism under the commutative product ∗. We omit the detailed
deﬁnition of reg∗ , for which one can refer to [2,4].
We give the formulation of regularized double shuﬄe relation. Let ZR : h0 → R be a map. If ZR is
an algebra homomorphism with respect to both products X and ∗ on h0, and the equation
ZR
(
reg∗(w1Xw0 − w1 ∗ w0)
)= 0
holds for any word w1 ∈ h1 and any word w0 ∈ h0, we call the pair (R, ZR) satisfying regularized dou-
ble shuﬄe relation. As an example, let K=Q, R = R and Z : h0 → R be a Q-linear map determined
by Z(1) = 1 and
Z
(
xk1−1 yxk2−1 y · · · xkn−1 y)= ζ(k1,k2, . . . ,kn)
for positive integers n, k1,k2, . . . ,kn with k1 > 1, then the results of [2] just say that the pair (R, Z)
satisﬁes regularized double shuﬄe relation.
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W (k,n, s) =
∑
m1+···+ms=k−n
n1+···+ns=n
m1,...,ms,n1,...,ns1
xm1 yn1xm2 yn2 · · · xms yns ∈ h0.
We have the following theorem.
Theorem 1 (Main theorem). Let (R, ZR) be a pair satisfying regularized double shuﬄe relation, then Ohno–
Zagier relation holds:
∑
kn+s
ns1
ZR
(
W (k,n, s)
)
uk−n−s vn−sts−1
= 1
uv − t
{
1− exp
( ∞∑
n=2
ZR(xn−1 y)
n
(
un + vn − αn − βn)
)}
, (1)
where α and β are determined by α + β = u + v and αβ = t.
Note that the right-hand side of (1) is symmetric in u and v , then we have the following corollary,
which is the main result of [3].
Corollary 2. (See [3].) Let (R, ZR) be a pair satisfying regularized double shuﬄe relation, then for any integers
k, n, s with k n + s and n s 1, we have
ZR
(
W (k,n, s)
)= ZR(τ (W (k,n, s))),
where τ is the anti-automorphism of h determined by τ (x) = y and τ (y) = x.
3. Proof of the main theorem
In this section, we give the proof of the main theorem. Let (R, ZR) be a pair satisfying regularized
double shuﬄe relation.
3.1. The equivalent equation in h
It is obvious that (1) is equivalent to
1− (uv − t)
∑
kn+s
ns1
ZR
(
W (k,n, s)
)
uk−n−s vn−sts−1
= exp
( ∞∑
n=2
ZR(xn−1 y)
n
(
un + vn − αn − βn)
)
. (2)
Recall from [4, Eq. (3.5)], we have
exp
(
−
∞∑ ZR(xn−1 y)
n
un
)
=
∞∑
(−1)n ZR
(
reg∗
(
yn
))
un,n=2 n=0
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( ∞∑
n=0
(−1)n ZR
(
reg∗
(
yn
))
αn
)( ∞∑
n=0
(−1)n ZR
(
reg∗
(
yn
))
βn
)
×
( ∞∑
n=0
(−1)n ZR
(
reg∗
(
yn
))
un
)−1( ∞∑
n=0
(−1)n ZR
(
reg∗
(
yn
))
vn
)−1
.
On the other hand, we note that
1− (uv − t)
∑
kn+s
ns1
W (k,n, s)uk−n−s vn−sts−1
= 1− (uv − t)
∑
s1
m1,...,ms1
n1,...,ns1
(xu)m1(yv)n1(xu)m2(yv)n2 · · · (xu)ms (yv)nsu−s v−sts−1
= 1− (uv − t)
∞∑
s=1
(
x
1− xu
y
1− yv
)s
ts−1
=
∞∑
s=0
{(
x
1− xu
y
1− yv
)s
−
(
x
1− xu
y
1− yv
)s+1
uv
}
ts.
Thus (2) is equivalent to
( ∑
m,n0
(−1)m+n ZR
(
reg∗
(
ym ∗ yn))umvn)
×
( ∞∑
s=0
ZR
{(
x
1− xu
y
1− yv
)s
−
(
x
1− xu
y
1− yv
)s+1
uv
}
ts
)
=
∑
m,n0
(−1)m+n ZR
(
reg∗
(
ym ∗ yn))αmβn. (3)
Recall from [2] that there is an automorphism −v of h[[u, v]] determined by
−v(v) = v, −v(x) = x 1
1− yv , −v(y) = (1− xv − yv)
y
1− yv .
We have the following lemma, which beneﬁts greatly by [3].
Lemma 3.We have
x
1− xu
y
1− yv = −v
(
1
1− x(u + v) + (x2 + xy)uv xy
)
.
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−v
(
1− x(u + v) + (x2 + xy)uv)= x 1
1− yv (1− xv − yv)
1− xu
x
.
The right-hand side of the above equation is nothing but −v (xy) 1−yvy
1−xu
x , which ﬁnishes the
proof. 
Since (R, ZR) satisﬁes regularized double shuﬄe relation, we know from [2] that for any w0 ∈ h0,
the following equation holds
ZR
(
−v(w0)
)= ZR(w0).
Hence (3), moreover the main theorem, are direct consequences of the following proposition, which
we prove in the next subsection.
Proposition 4.We have
( ∑
m,n0
(−1)m+n ym ∗ ynumvn
)
∗
( ∞∑
s=0
(
ws0 − ws+10 uv
)
ts
)
=
∑
m,n0
(−1)m+n ym ∗ ynαmβn, (4)
where
w0 = 1
1− x(u + v) + (x2 + xy)uv xy ∈ h
0[[u, v]],
and α,β are determined by α + β = u + v, αβ = t.
3.2. Proof of Proposition 4
As stated in the above subsection, to verify the main theorem, it is suﬃcient to prove Proposition 4.
Note that both sides of (4) are elements of h1[[u, v, t]]. We prove that the coeﬃcients of any monomial
ur1 vr2ts in both sides of (4) are equal.
About the right-hand side of (4), we have
∑
m,n0
(−1)m+n ym ∗ ynαmβn
=
∑
mn0
(−1)m+n ym ∗ yn(αmβn + αnβm)− ∑
m0
ym ∗ ymtm
=
∑
l,n0
(−1)l yn+l ∗ yntn(αl + βl)− ∑
m0
ym ∗ ymtm.
Now we need a lemma.
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αl + βl =
∑
l
2ml
(−1)l+m
{(
m
2m − l
)
+
(
m − 1
2m − l
)}
(α + β)2m−l(αβ)l−m + δl,0.
Here δi, j is the Kronecker’s delta symbol.
Proof. Note that
∞∑
l=0
(
αl + βl)ul = 1
1− αu +
1
1− βu =
2− (α + β)u
1− (α + β)u + αβu2 .
The right-hand side of the above equation is
(
2− (α + β)u) ∑
k,n0
(−1)k
(
k + n
k
)
(α + β)n(αβ)kun+2k
=
∑
k,n0
(−1)k
{(
k + n
k
)
+
(
k + n − 1
k
)}
(α + β)n(αβ)kun+2k + 1,
which gives the result. 
Let
∑
m,n0
(−1)m+n ym ∗ ynαmβn =
∞∑
s=0
Rs(u, v)t
s.
Using Lemma 5, we have
Rs(u, v) =
∑
l,n0
l
2ml
n+l=m+s
(−1)m
{(
m
2m − l
)
+
(
m − 1
2m − l
)}
yn+l ∗ yn(u + v)2m−l
=
∑
n0
0km
n+m=s+k
(−1)m
{(
m
k
)
+
(
m − 1
k
)}
y2m+n−k ∗ yn(u + v)k.
To handle the left-hand side of (4), we introduce some notations. For two nonnegative integers m
and n, we deﬁne
wm,n = xmX yn =
∑
(word such that the x-degree ism, and the y-degree is n) ∈ h.
For example, we have w0,0 = 1, w1,0 = x, w0,1 = y, w1,1 = xy + yx, and so on. Let σ : h → h be a
homomorphism determined by
σ(1) = 1, σ (x) = x, σ (y) = x2 + xy.
Immediately, we have the following lemma.
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w0 =
∑
l,k0
(−1)kσ(wl,k)xy(u + v)l(uv)k.
Denote the left-hand side of (4) as
∑∞
s=0 Ls(u, v)ts . By Lemma 6, we get Ls(u, v) equals
∑
m,n0
l1,...,ls0
k1,...,ks0
(−1)m+n+k1+···+ks ym ∗ yn ∗ σ(wl1,k1)xy · · ·σ(wls,ks )xy
× umvn(u + v)l1+···+ls (uv)k1+···+ks
−
∑
m,n0
l1,...,ls+10
k1,...,ks+10
(−1)m+n+k1+···+ks+1 ym ∗ yn ∗ σ(wl1,k1)xy · · ·σ(wls+1,ks+1)xy
× umvn(u + v)l1+···+ls+1(uv)k1+···+ks+1+1.
For any nonnegative integers r1, r2, s, let F (r1, r2; s) be the sum
∑
m+i1+k1+···+ks=r1
n+i2+k1+···+ks=r2
i1+i2=l1+···+ls
(−1)k1+···+ks+l1+···+ls
(
i1 + i2
i1
)
ym ∗ yn ∗ σ(wl1,k1)xy · · ·σ(wls,ks )xy.
Here and below the indices in the summation are all nonnegative integers if not speciﬁed. For exam-
ple, we have
F (r1, r2;0) = yr1 ∗ yr2 ,
F (0, r; s) =
∑
n+l1+···+ls=r
yn ∗ xl1+1 y · · · xls+1 y.
For other integers r1, r2, s, we set F (r1, r2; s) = 0.
Comparing the coeﬃcients of ur1 vr2 in Ls(u, v) and Rs(u, v), we know that Proposition 4 is equiv-
alent to the following proposition, which will be proved in the next subsection.
Proposition 7. For any nonnegative integers r1 , r2 , s, we have
F (r1, r2; s) − F (r1 − 1, r2 − 1; s + 1)
=
(
r1 + r2
r1
) s+r1+r2∑
m=r1+r2
(−1)r1+r2+m
{(
m
r1 + r2
)
+
(
m − 1
r1 + r2
)}
ys+m ∗ ys+r1+r2−m. (5)
3.3. Proof of Proposition 7
We prove Proposition 7 in this subsection. We need a key lemma, which will be proved in the last
subsection.
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F (r1, r2; s) = yF (r1 − 1, r2; s) + yF (r1, r2 − 1; s) + 2xyF (r1 − 1, r2 − 1; s)
+ xyF (r1, r2 − 2; s) + xyF (r1 − 2, r2; s) + x2 yF (r1 − 1, r2 − 2; s)
+ x2 yF (r1 − 2, r2 − 1; s) − xF (r1, r2 − 1; s) − xF (r1 − 1, r2; s)
− x2F (r1 − 1, r2 − 1; s) + xyF (r1, r2; s − 1) + x2 yF (r1 − 1, r2; s − 1)
+ x2 yF (r1, r2 − 1; s − 1) + x3 yF (r1 − 1, r2 − 1; s − 1). (6)
Before proving Proposition 7, we deal with two special cases. The ﬁrst one is r1 = 0 as formulated
in the following lemma.
Lemma 9. For any nonnegative integers r, s, we have
F (0, r; s) =
s+r∑
m=r
(−1)r+m
{(
m
r
)
+
(
m − 1
r
)}
ys+m ∗ ys+r−m. (7)
Proof. We use induction on r + s. The case for s = 0 is trial. When r = 0, the right-hand side of (7) is
2
s∑
m=0
(−1)mys+m ∗ ys−m − ys ∗ ys =
2s∑
m=0
(−1)s+mym ∗ y2s−m,
which is (xy)s by [4, Lemma 4.1]. Then we get the result in this case. Now we assume r > 0 and
s > 0. We denote the left-hand side of (7) by L(r, s), then Lemma 8 gives
L(r, s) = yL(r − 1, s) + xyL(r − 2, s) − xL(r − 1, s)
+ xyL(r, s − 1) + x2 yL(r − 1, s − 1).
We denote the right-hand side of (7) by G(r, s). By inductive hypothesis, we obtain
L(r, s) = yG(r − 1, s) + xyG(r − 2, s) − xG(r − 1, s) + xyH(r, s) + x2 yH(r − 1, s),
where
H(r, s) =
s+r−1∑
m=r
(−1)r+m
{(
m
r
)
+
(
m − 1
r
)}
ys+m−1 ∗ ys+r−m−1.
Note that
G(r, s) = y
s+r−1∑
m=r−1
(−1)r+m+1
{(
m + 1
r
)
+
(
m
r
)}
ys+m ∗ ys+r−m−1
+ y
s+r−1∑
m=r
(−1)r+m
{(
m
r
)
+
(
m − 1
r
)}
ys+m ∗ ys+r−m−1
+ (−1)s
{(
s + r
r
)
+
(
s + r − 1
r
)}
y2s+r + xyH(r, s),
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L(r, s) = yG(r − 1, s) + xyH(r, s).
We ﬁnish the proof. 
The second special case of Proposition 7 is s = 0, which we prove in the following lemma.
Lemma 10. For any nonnegative integers r1 , r2 , we have
yr1 ∗ yr2 − F (r1 − 1, r2 − 1;1) =
(
r1 + r2
r1
)
yr1+r2 . (8)
Proof. We prove this lemma by induction on r1 + r2. The case for r1 = 0 or r2 = 0 is trivial. We
assume that r1 > 0 and r2 > 0. Let us denote F (r1 − 1, r2 − 1;1) by L(r1, r2). By the formula F (r1 − 1,
r2 − 1,0) = yr1−1 ∗ yr2−1 and Lemma 8, we see
L(r1, r2) = yL(r1 − 1, r2) + yL(r1, r2 − 1) + 2xyL(r1 − 1, r2 − 1)
+ xyL(r1, r2 − 2) + xyL(r1 − 2, r2) + x2 yL(r1 − 1, r2 − 2)
+ x2 yL(r1 − 2, r2 − 1) − xL(r1, r2 − 1) − xL(r1 − 1, r2)
− x2L(r1 − 1, r2 − 1) + xy
(
yr1−1 ∗ yr2−1)+ x2 y(yr1−2 ∗ yr2−1)
+ x2 y(yr1−1 ∗ yr2−2)+ x3 y(yr1−2 ∗ yr2−2).
Under the help of inductive hypothesis, we obtain
L(r1, r2) = y
(
yr1−1 ∗ yr2)+ y(yr1 ∗ yr2−1)+ 2xy(yr1−1 ∗ yr2−1)
+ xy(yr1 ∗ yr2−2)+ xy(yr1−2 ∗ yr2)+ x2 y(yr1−1 ∗ yr2−2)
+ x2 y(yr1−2 ∗ yr2−1)− x(yr1 ∗ yr2−1)− x(yr1−1 ∗ yr2)
− x2(yr1−1 ∗ yr2−1)+ xy(yr1−1 ∗ yr2−1)+ x2 y(yr1−2 ∗ yr2−1)
+ x2 y(yr1−1 ∗ yr2−2)+ x3 y(yr1−2 ∗ yr2−2)−(r1 + r2
r1
)
yr1+r2
−
(
r1 + r2
r1
)
xyr1+r2−1 −
(
r1 + r2 − 2
r1 − 1
)
x2 yr1+r2−2
+
(
r1 + r2
r1
)
xyr1+r2−1 +
(
r1 + r2 − 2
r1 − 1
)
x2 yr1+r2−2.
The right-hand side of the above equation is nothing but yr1 ∗ yr2 − (r1+r2r1 )yr1+r2 , as desired. 
Now we return to the proof of Proposition 7.
Proof of Proposition 7. The proof is similar to that of Lemma 9 and Lemma 10. We use induction on
r1 + r2 + s. When r1 = 0 or r2 = 0, we get the result by Lemma 9. While the case s = 0 follows from
Lemma 10. Now we assume that r1 > 0, r2 > 0 and s > 0. Using Lemma 8 and inductive hypothesis,
we ﬁnd that the left-hand side of (5) becomes
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(
r1 + r2
r1
)
G(r1 + r2 − 1) + xy
(
r1 + r2
r1
)
G(r1 + r2 − 2)
+ xy
(
r1 + r2
r1
)
H(r1 + r2) + x2 y
(
r1 + r2 − 2
r1 − 1
)
G(r1 + r2 − 3)
+ x2 y
(
r1 + r2
r1
)
H(r1 + r2 − 1) + x3 y
(
r1 + r2 − 2
r1 − 1
)
H(r1 + r2 − 2)
− x
(
r1 + r2
r1
)
G(r1 + r2 − 1) − x2
(
r1 + r2 − 2
r1 − 1
)
G(r1 + r2 − 2),
where
G(r1 + r2 − δ) =
s+r1+r2−δ∑
m=r1+r2−δ
(−1)r1+r2+m+δ
{(
m
r1 + r2 − δ
)
+
(
m − 1
r1 + r2 − δ
)}
× ys+m ∗ ys+r1+r2−m−δ,
and
H(r1 + r2 − δ) =
s+r1+r2−δ−1∑
m=r1+r2−δ
(−1)r1+r2+m+δ
{(
m
r1 + r2 − δ
)
+
(
m − 1
r1 + r2 − δ
)}
× ys+m−1 ∗ ys+r1+r2−m−δ−1.
It is not diﬃcult to verify that
G(r1 + r2 − δ) = yG(r1 + r2 − δ − 1) + xyH(r1 + r2 − δ).
Then the left-hand side of (5) equals
y
(
r1 + r2
r1
)
G(r1 + r2 − 1) + xy
(
r1 + r2
r1
)
H(r1 + r2),
which is just
(r1+r2
r1
)
G(r1 + r2). We ﬁnish the proof of Proposition 7. 
3.4. Proof of Lemma 8
In this subsection we prove Lemma 8, and then ﬁnish the proof of the main theorem. For that
purpose, we introduce a new lemma.
Lemma 11. For any w ∈ h, w1 ∈ h1 and positive integer k, we have
zkw1 ∗ σ(xw)xy = zk
(
w1 ∗ σ(xw)xy
)+ σ(x)(zkw1 ∗ σ(w)xy)− σ(x)zk(w1 ∗ σ(w)xy), (9)
and
zkw1 ∗ σ(yw)xy = zk
(
w1 ∗ σ(yw)xy
)+ σ(y)(zkw1 ∗ σ(w)xy). (10)
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is a word. We prove (10) by induction on the total degree of w . For w = 1, it is obvious. In general,
we prove (10) by the following two cases. First, let c1 = zkw1 ∗ σ(yxw)xy, which is
zkw1 ∗
(
x3σ(w)xy + xyσ(xw)xy).
Without loss of generality, we may assume that σ(w)xy = xl yw ′ . Then c1 equals
zk
(
w1 ∗ σ(yxw)xy
)+ xy(zkw1 ∗ σ(xw)xy)+ xk+1 y(w1 ∗ σ(xw)xy)
+ xl+3 y(zkw1 ∗ w ′)+ xk+l+3 y(w1 ∗ w ′).
While the sum of the last three terms in the above equation is just x2(zkw1 ∗ σ(xw)xy). Hence we
verify (10) in this case.
Second, let c2 = zkw1 ∗ σ(y2w)xy, which is
zkw1 ∗
(
x4σ(w)xy + x3 yσ(w)xy + xyx2σ(w)xy + xyxyσ(w)xy).
As above, we may assume σ(w)xy = xl yw ′ . Then c2 equals
zk
(
w1 ∗ σ
(
y2w
)
xy
)+ xl+4 y(zkw1 ∗ w ′)+ xk+l+4 y(w1 ∗ w ′)
+ x3 y(zkw1 ∗ σ(w)xy)+ xk+3 y(w1 ∗ σ(w)xy)+ xy(zkw1 ∗ x2σ(w)xy)
+ xk+1 y(w1 ∗ x2σ(w)xy)+ xy(zkw1 ∗ xyσ(w)xy)+ xk+1 y(w1 ∗ xyσ(w)xy),
which reads as
zk
(
w1 ∗ σ
(
y2w
)
xy
)+ x4(zkw1 ∗ σ(w)xy)+ x3 y(zkw1 ∗ σ(w)xy)
+ xy(zkw1 ∗ σ(yw)xy)+ x2zk(w1 ∗ σ(yw)xy).
Hence we obtain
c2 = zk
(
w1 ∗ σ
(
y2w
)
xy
)+ xy(zkw1 ∗ σ(yw)xy)
+ x2σ(y)(zkw1 ∗ σ(w)xy)+ x2zk(w1 ∗ σ(yw)xy).
Using inductive hypothesis, we prove the second case. 
Now we prove Lemma 8.
Proof of Lemma 8. For two sequences k = (k1, . . . ,ks) and l = (l1, . . . , ls) of nonnegative integers, we
set |k| = k1 + · · · + ks , σ(w l,k)xy = σ(wl1,k1 )xy · · ·σ(wls,ks )xy, and
f (k, l;m,n; i1, i2) = (−1)|k|+|l|
(
i1 + i2
i1
)
ym ∗ yn ∗ σ(w l,k)xy.
We also use the notation ∂k = (k2, . . . ,ks).
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T1 =
∑
i1+|k|=r1
i2+|k|=r2
i1+i2=|l|
f (k, l;0,0; i1, i2), T2 =
∑
i1+|k|=r1
n+i2+|k|=r2
i1+i2=|l|,n>0
f (k, l;0,n; i1, i2),
T3 =
∑
m+i1+|k|=r1
i2+|k|=r2
i1+i2=|l|,m>0
f (k, l;m,0; i1, i2), T4 =
∑
m+i1+|k|=r1
n+i2+|k|=r2
i1+i2=|l|,m,n>0
f (k, l;m,n; i1, i2).
The idea of the proof is simple: using the rules of harmonic shuﬄe product and Lemma 11 to calculate
T2, T3 and T4.
For T2, we write it as the sum of four terms: T2 = T 12 + T 22 + T 32 + T 42 , where
T 12 =
∑
i1+|∂k|=r1
n+i2+|∂k|=r2
i1+i2=|∂l|,n>0
(−1)|∂k|+|∂l|
(
i1 + i2
i1
)
yn ∗ xyσ(w∂l,∂k)xy,
T 22 =
∑
i1+|∂k|=r1
n+i2+|∂k|=r2
i1+i2=|l|, l1,n>0
(−1)|∂k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1,0)xyσ(w∂l,∂k)xy,
T 32 =
∑
i1+|k|=r1
n+i2+|k|=r2
i1+i2=|∂l|,k1,n>0
(−1)|k|+|∂l|
(
i1 + i2
i1
)
yn ∗ σ(w0,k1)xyσ(w∂l,∂k)xy,
T 42 =
∑
i1+|k|=r1
n+i2+|k|=r2
i1+i2=|l|, l1,k1,n>0
(−1)|k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1,k1)xyσ(w∂l,∂k)xy.
Using the rules of harmonic shuﬄe product, we get
T 12 = y
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|∂l|
(−1)|∂k|+|∂l|
(
i1 + i2
i1
)
yn ∗ xyσ(w∂l,∂k)xy
+ xy
∑
i1+|∂k|=r1
n+i2+|∂k|=r2
i1+i2=|∂l|,n>0
f (∂k, ∂l;0,n; i1, i2) + x2 y
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|∂l|
f (∂k, ∂l;0,n; i1, i2).
Using Lemma 11, we have
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∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|l|, l1>0
(−1)|∂k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1,0)xyσ(w∂l,∂k)xy
+ x
∑
i1+|∂k|=r1
n+i2+|∂k|=r2
i1+i2=|l|, l1,n>0
(−1)|∂k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1−1,0)xyσ(w∂l,∂k)xy
− xy
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|l|, l1>0
(−1)|∂k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1−1,0)xyσ(w∂l,∂k)xy.
It holds
∑
i1+|∂k|=r1
n+i2+|∂k|=r2
i1+i2=|l|, l1,n>0
(−1)|∂k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1−1,0)xyσ(w∂l,∂k)xy
= −
( ∑
i1+|∂k|=r1−1
n+i2+|∂k|=r2
i1+i2=|l|,n>0
+
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|l|,n>0
)
(−1)|∂k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1,0)xyσ(w∂l,∂k)xy,
which can be obtained by direct computation. Thus we get that T 22 equals
(
y
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|l|, l1>0
−x
∑
i1+|∂k|=r1−1
n+i2+|∂k|=r2
i1+i2=|l|,n>0
−x
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|l|,n>0
+xy
∑
i1+|∂k|=r1−1
n+i2+|∂k|=r2−1
i1+i2=|l|
+ xy
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−2
i1+i2=|l|
)
(−1)|∂k|+|l|
(
i1 + i2
i1
)
yn ∗ σ(wl1,0)xyσ(w∂l,∂k)xy.
Using Lemma 11, we have
T 32 =
(
y
∑
i1+|k|=r1
n+i2+|k|=r2−1
i1+i2=|∂l|,k1>0
−σ(y)
∑
i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|∂l|,n>0
)
× (−1)|k|+|∂l|
(
i1 + i2
i1
)
yn ∗ σ(w0,k1)xyσ(w∂l,∂k)xy.
For T 42 , note that σ(wl1,k1 ) = σ(x)σ (wl1−1,k1 ) + σ(y)σ (wl1,k1−1). After same arguments as that for
T 22 and T
3
2 , we get
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(
y
∑
i1+|k|=r1
n+i2+|k|=r2−1
i1+i2=|l|, l1,k1>0
−x
∑
i1+|k|=r1−1
n+i2+|k|=r2
i1+i2=|l|,k1,n>0
−x
∑
i1+|k|=r1
n+i2+|k|=r2−1
i1+i2=|l|,k1,n>0
+ xy
∑
i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|,k1>0
+xy
∑
i1+|k|=r1
n+i2+|k|=r2−2
i1+i2=|l|,k1>0
−σ(y)
∑
i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|, l1,n>0
)
× f (k, l;0,n; i1, i2).
Putting them together, we ﬁnally get
T2 =
(
y
∑
i1+|k|=r1
n+i2+|k|=r2−1
i1+i2=|l|
−x
∑
i1+|k|=r1−1
n+i2+|k|=r2
i1+i2=|l|,n>0
−x
∑
i1+|k|=r1
n+i2+|k|=r2−1
i1+i2=|l|,n>0
+ xy
∑
i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|
+xy
∑
i1+|k|=r1
n+i2+|k|=r2−2
i1+i2=|l|
−σ(y)
∑
i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|,n>0
)
× f (k, l;0,n; i1, i2)
+
(
xy
∑
i1+|∂k|=r1
n+i2+|∂k|=r2
i1+i2=|∂l|,n>0
+x2 y
∑
i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|∂l|
)
f (∂k, ∂l;0,n; i1, i2).
Changing the roles of m and n, we know
T3 =
(
y
∑
m+i1+|k|=r1−1
i2+|k|=r2
i1+i2=|l|
−x
∑
m+i1+|k|=r1
i2+|k|=r2−1
i1+i2=|l|,m>0
−x
∑
m+i1+|k|=r1−1
i2+|k|=r2
i1+i2=|l|,m>0
+ xy
∑
m+i1+|k|=r1−1
i2+|k|=r2−1
i1+i2=|l|
+xy
∑
m+i1+|k|=r1−2
i2+|k|=r2
i1+i2=|l|
−σ(y)
∑
m+i1+|k|=r1−1
i2+|k|=r2−1
i1+i2=|l|,m>0
)
× f (k, l;m,0; i1, i2)
+
(
xy
∑
m+i1+|∂k|=r1
i2+|∂k|=r2
i1+i2=|∂l|,m>0
+x2 y
∑
m+i1+|∂k|=r1−1
i2+|∂k|=r2
i1+i2=|∂l|
)
f (∂k, ∂l;m,0; i1, i2).
For T4, we use the decomposition
ym ∗ yn = y(ym−1 ∗ yn)+ y(ym ∗ yn−1)+ xy(ym−1 ∗ yn−1).
Then after same arguments as for T2, we obtain
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(
y
∑
m+i1+|k|=r1−1
n+i2+|k|=r2
i1+i2=|l|,n>0
+y
∑
m+i1+|k|=r1
n+i2+|k|=r2−1
i1+i2=|l|,m>0
+xy
∑
m+i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|
+ xy
∑
m+i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|,m>0
+xy
∑
m+i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|,n>0
+xy
∑
m+i1+|k|=r1
n+i2+|k|=r2−2
i1+i2=|l|,m>0
+ xy
∑
m+i1+|k|=r1−2
n+i2+|k|=r2
i1+i2=|l|,n>0
+x2 y
∑
m+i1+|k|=r1−1
n+i2+|k|=r2−2
i1+i2=|l|
+x2 y
∑
m+i1+|k|=r1−2
n+i2+|k|=r2−1
i1+i2=|l|
− x
∑
m+i1+|k|=r1
n+i2+|k|=r2−1
i1+i2=|l|,m,n>0
−x
∑
m+i1+|k|=r1−1
n+i2+|k|=r2
i1+i2=|l|,m,n>0
−σ(y)
∑
m+i1+|k|=r1−1
n+i2+|k|=r2−1
i1+i2=|l|,m,n>0
)
× f (k, l;m,n; i1, i2)
+
(
xy
∑
m+i1+|∂k|=r1
n+i2+|∂k|=r2
i1+i2=|∂l|,m,n>0
+x2 y
∑
m+i1+|∂k|=r1−1
n+i2+|∂k|=r2
i1+i2=|∂l|,n>0
+x2 y
∑
m+i1+|∂k|=r1
n+i2+|∂k|=r2−1
i1+i2=|∂l|,m>0
+ x3 y
∑
m+i1+|∂k|=r1−1
n+i2+|∂k|=r2−1
i1+i2=|∂l|
)
f (∂k, ∂l;m,n; i1, i2).
Now it is easy to see that the sum T1 + T2 + T3 + T4 is just the right-hand side of (6), which
ﬁnishes the proof. 
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