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Some Degenerate Two Point Boundary 
Value Problems 
THORDUR JONSSON 
Division of Mathematics, The Science Institute, 
University of Iceland, Reylqjavik, Iceland 
We use the direct method of the calculus of variations to prove the existence of 
solutions to some degenerate two point boundary value problems. We estimate the 
behaviour of solutions at the endpoints in special cases. 
1. INTRODUCTION 
Let Qi be a continuous real-valued function on the interval f-742, n/2) = I, 
such that +4(x) > cos2 x for all x E I. Let F be a real-valued C*-function on 
[R, Consider the ordinary differential equation 
$4(x) u”(x) = F’(u(x)) (1) 
on 1. If # vanishes at the endpoints of I and u E C’(f) is a solution to (l), 
then the boundary values of u are critical values of F. We say that a 
nondegenerate local minimum m of F is stable if there exists a positive 
number E, such that 
F(x + m) - F(m) > -( I- E,) x2 (2) 
for all x E IR. Using the direct method of the calculus of variations we prove 
the existence of solutions to (1) whose boundary values are stable minima of 
F. 
An equation of the form (1) arises in the study of the Yang-Mills 
equations on iR4 [ 1,2]. Related systems of equations are also of interest in 
Yang-Mills theory [3]. Existence of solutions to (1) can be proven by 
standard methods if suitable supersolutions and subsolutions are available 
[4,5]; see also [3]. 
A few words about notation and term~ology are in order. All functions 
that we consider are real valued. The composition of two functions u and u 
will be denoted by U(Y). We denote by H’(I) the Sobolev space of functions 
on I with a square integrable first derivative. Let I/ + If be the usual norm on 
H’(I) and Iet Hi(I) be the subspace of H’(I) containing functions that 
1 
~22~0396/82/04~~~8$02.~/0 
Copyright 0 1982 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
2 THORDURJONSSON 
vanish at both endpoints of I. Let 11. Ilrn denote the supremum norm and I(. lip 
the LP-norm. 
Note that (1) is formally the variational equation of the functional 
S(u) = 1 {f(d)’ + fpF(u)} ak. (3) 
I 
Let u E H’(I) be a solution to (1) satisfying the boundary conditions 
U(-7r/2) = m,, u(7r/2) = m2. (4) 
The functional S is not necessarily defined on u since the integral 
jI#-‘F(u)dx may d’ rverge. This difficulty we bypass by taking an auxiliary 
function u0 E C’(f) that satisfies the boundary conditions (4). Then 
u = v + u,, is a solution to (1) if and only if u is a solution to the variational 
equation of the functional 
S,(w) = I, W’)’ + w’uh + 4 - l [F(u, + w) - F(u,)] } dx. (5) 
If m, and m2 are stable minima of F, we shall prove in the next section that 
S, has a global minimum 0 on Hi(I). It follows that zi E 5 + u0 is a solution 
to the boundary value problem (l), (4). In the last section we consider the 
case 4(x) = cos* x + G(Icos xl*+‘), E > 0, and show that the boundary 
behaviour of solutions to (I), (4) is what simple power counting suggests. 
2. EXISTENCE OF SOLUTIONS 
We fix two stable minima of F, m, and m, and choose U, E C*(f) that 
equals m, and m2 on neighbourhoods of -n/2 and 7rj2, respectively. 
PROPOSITION 1. The functional S, is well defined and continuous on 
H:(I). . 
Proof. We only need to prove the statement of the proposition for the 
functional 
A(w)=1 {F(u,+w)-F(u,)}#-‘dx. (6) 
I 
Note that there exists a continuous function G on I!? such that for any x E IR, 
/F(x + mi) - F(mJl Q x*G(x), (7) 
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i = 1,2. From (7) and the inequality 
I w2cos2xdxg4 (w’)‘dx, 
I 
i 
I 
valid for w  E HA(Z), it follows that 
(8) 
is integrable for any w  E Hi(Z), since Hi(Z) is continuously imbedded in 
C(f). This proves that A is well defined. Continuity follows similarly from 
(7) and (8). The easy proof of (8) can be found in [8]. 
PROPOSITION 2. The functional S, is weakly lower semicontinuous on 
H:(Z). 
ProoJ: The first two terms in S, are convex and hence weakly lower 
semicontinuous. Let {v,} converge to u weakly in Hi(Z). By Ascoli’s theorem 
(0,) converges to o uniformly on I. We only have to show that 
limA(u,) >A@), (10) 
using the notation (6). Let 6 > 0 be such that 
F(x + mJ - F(mJ > 0 (11) 
for i = 1, 2 if 1x1 < 6. There exists E > 0 such that 
I~“@)l < 6 
and 
%(X> E Ml, m21 
for all x E (-42, --n/2 + E) u (x/2 - E, 742) and for all n. Let us denote the 
function [F(uO + v,J - F(u,)] 4-l by f,. Then 
By the uniform convergence of u, we have 
(13) 
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where f = [I;@, + t’) -I;@,)] 4-l. By Fatou’s lemma, 
and 
(14) 
(15) 
This completes the proof. 
PROPOSITION 3. There exist positive constants a, b such that 
&(v)>41vl12--b (16) 
for any v E Hi(I). 
Proof. There are 6,) 6, E Z, 6, < 8*, such that uO(x) = m, for x E (-742, 
6,) and uO(x) = m2 for x E (6,) 7r/2). Denote (-n/2, 6,) U (6,) 7r/2) by J and 
let E = min(+, e,,J. Using (2) we obtain for any v E H;(Z): 
WGf Ilv’II:-ll4III~oll 
-(~-e)~Jv2~-‘dx+~~~{F(u,++v)-F(u,)}~-1dx. (17) 
By (2) again it follows that 
I 
a’ {F(u,, + v) - F(u,)} 4-l dx 
81 
= d2{F(m,+(u,+v-mm,))-F(m,)}~-‘dx+c, 
1 81 
>-(~-~)~~~v*~-‘dx-~~~~v~1~-~~. (18) 
where c, , c2, c3 are constants independent of v. Combining (17) and (18) 
gives the desired result. 
THEOREM 1. Let m, and m2 be stable minima of F. Then there exists 
U E C2 (I) n C(f) that solves the boundary value problem (1 ), (4). 
Proof: By Propositions 2 and 3 there is 0 E Hi(Z) that minimizes S, on 
HA(Z), see, e.g., [6, p. 931. The theorem follows. 
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Remark. The condition 4(x) > cos’ x can be replaced by 4 > 0 on I and 
I v*4-l dx ( c I (v’)* dx (19) I I 
for u E HA(I), provided we replace (2) by 
F(x+m)-F(m)>- k--E, x2. 
( 1 
An inequality of the form (19) will hold whenever (x’ - n2/4)* 4-l is 
bounded on I. 
3. BOUNDARY BEHAVIOUR 
In this section we assume FE C3 (IF?) and let Eq. (1) have the maximum 
allowed degeneracy, i.e., there is E > 0 such that 
0 < O(x) - cos* x ( O(Icos x1*+y (21) 
for all x E I. Under these assumptions we obtain estimates of the boundary 
behaviour of solutions to (l), (4). 
Consider the right endpoint of I and let y = 11/2 - x. Let u be a solution of 
(l), (4) and regard u and $ as functions of y. Suppose that we can write 
4~) = m2 + d +f(y) (22) 
for y > 0 sufficiently small, where c is a constant and 
f(Y) = 4Y4)9 
f”(y) = o(y”-2). 
Inserting (22) into (1) we obtain 
/I@ - 1) = F”(m,). (24) 
We show below that the boundary behaviour of a is indeed given by (22) 
and (24). 
THEOREM 2. Let 4 satisfy (21) and suppose u is a solution of the 
boundary value problem (l), (4), where m, and m2 are minima of F. Then 
there are neighbourhoods J, and J2 of ---n/2, and z//2, respectively, such that 
1 u(x) - m, I= 0((7r/2 + x)~I) on J, , (25) 
1 u(x) - m2 1 = 0((7r/2 - x)42> on J2, (26) 
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where /?, , /3* > 1 satisfy 
picai - 1) = F”(mi), i= 1,2. (27) 
Proof. We only consider the behaviour of u at z/2. A similar argument 
proves (25). Denote F”(m,) by y and let /I > 1 satisfy (24). Define 
vru-m,. 
Let us first consider the case y = 0 and /I = 1. Then 
Qv” = F’(m, t v) 
= O(v2) 
w 
on a neighbourhood of z/2. Hence, since ~‘4 -’ is integrable, v’ is bounded 
on a neighbourhood of 71/2 and (26) follows. 
The case y > 0 is more complicated. Our method of proof is inspired by a 
paper of B&is and Lions [7]. Let L be the differential operator given by 
Lw = -#w” + yw. (29) 
Then there is a constant A > 0 and a neighbourhood J of 7112 in Z such that 
ILv( <k12 on J. (30) 
Let M, = supSGxGz12 Iv(x)] and let 6 b e sufficiently close to 7~12 so that 
M, < $’ and (6,7r/2) c J. Assume that for 6 close to n/2 there is a 
function w  E C*((6, n/2)) n C”([6, n/2]) that satisfies 
(i) Lw > Aw*, 
(ii) w(6) > M,, 
(iii) 0 < w(x) < YA-’ -M, for all x E (6, X/2). 
We claim that under the above hypotheses 
I v(x)1 G w(x) for all x E (6,7r/2). (31) 
To prove (31) first consider the function w  + v. From (30) and (i) we obtain 
L(w + v) > qw* - v’). (32) 
If w  t v had a negative minimum at some x0 E (6,71/2), then 
(w t v)” (x0) > 0 and y(w t v)(xo) > A(w* - v’)(x,,) so 
i.e., 
Y < 4w - V)(XO>~ 
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and we have a contradiction with (iii). Since (w + v)(n/2) > 0 we conclude 
that w  + u > 0 on (6,7r/2). By a similar argument applied to u - w  we see 
that w  - u > 0 on (6, n/2) which proves (31). The proof of Theorem 2 is now 
completed by the following lemma. 
LEMMA. For 6 suficiently close to 71/2 there exists a function 
w E C*((6, n/2)) f~ C”( [6, z/2]) that satisfies (i), (ii), (iii) and 
w(x) ( C(7cf2 - x)4 (33) 
for allxE [&z/2], h w ereCisaconstantandy=/?@-1),/3>1. 
Prooj Denote 7r/2 - x by y and for b > 0 define a function wb on [0, b] 
by 
w,(y)=A,y’-B,y4+“*. (34) 
We shall prove that with the right choice of the constants A,, B, and b 
sufftciently small, the function 
w(x) = w&/2 -x) (35) 
satisfies the lemma on (7r/2 - 6, z/2). 
Let 6 = n/2 - b and choose b, < I so small that 
M, < ;yA-‘, (36) 
81M,b’(y’ - y)-’ < 1, (37) 
y* - ; y4 < @(z/2 -y) < y* + ky*+f (38) 
for all b < b, and y E [0, b] where k is a constant and y’ = 
@ + e/2)@ + s/2 - 1). Define 
A,=-&+“-L(1 + [l -81M,b’(y’-y)-‘I”*} (39) 
and 
B, = 2Ab4+“*A&’ - y)-‘. 
From (39) and (40) we see that 
A, < & (y’ - r) b-4-‘, 
B, >; (y’ - y) b+-jE’*, 
y,(b) = M,, 
(40) 
(41) 
(42) 
(43) 
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for b < b, and y E [0, b]. Now fix b, 0 < b < b,, such that 
(44) 
-kyA,y*+” + &,(y’ - y)f+“’ 
-gBbYy+2+(/2 > 0 (45) 
for all y f [0, b]. This is evidently possible in view of (41) and (42). 
Equations (38) and (45) imply 
L&(Y) 2 fmJ’ - Y)YD+“‘2 
z aw~ty). (46) 
Equations (43), (44), and (46) prove (i), (ii), and (iii), and the bound (33) is 
obvious from the definition of wb. 
Remark. It is easy to see that the bounds (25) and (26) are the best ones 
possible. If w(x) = A@,/2 - x)~+“, A > 0, v > 0, then there is a 
nei~hbourh~d of 75’2 in I on which [u(x) - m,/ > w(x). 
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