A radial flow simulation model was applied to the estimation of infiltration and roughness parameters of point-inflow level-basin irrigation events. It was concluded that the estimation of such parameters is at least as possible for radial flow as it is for parallel flow.
INTRODUCTION
In recent decades, a large effort has been devoted to the development of unsteady flow models adapted to different types of surface irrigation systems. These models have been successfully used for many purposes, including occasional applications to the design and management of surface irrigation systems. Numerical methods have been commonly used to predict discharge and water levels in surface irrigation systems. The shallow water equations, being a hyperbolic partial differential system, are a good candidate for the application of many of the numerical techniques developed in the field of Gas Dynamics for the Euler equations. Hydraulic models have been applied to the estimation of surface irrigation parameters, solving what has been called the inverse problem. Estimated parameters are the Manning roughness factor, n, and the parameters of a Kostiakov-Lewis infiltration equation (k, a, and f 0 ).
Inverse solution procedures assume that soil roughness, infiltration and field slope are uniform (Clemmens and Keats, 1992b) .
Estimation procedures can be classified as predictive, which require multiple simulations of the irrigation event with a hydraulic model, and non predictive, which solve directly for the parameters based on volume balance principles and gross assumptions about the surface flow and infiltration profiles . In recent years, advances have been made in the solution of the inverse problem using both non-predictive and, particularly, predictive techniques. Katopodes (1990) analyzed the observability of surface irrigation advance using a zero-inertia model. He concluded that two parameters can be estimated from observations of an irrigation event that allow reconstruction of the surface profile. Three parameters can be estimated provided that the initial estimates fall within the radius of convergence of the 'real' values. Scaloppi et al. (1995) applied volume balance theory to estimate three infiltration parameters using advance and/or wetting data. Clemmens (1991) developed a direct procedure to solve the inverse problem based on a modification of the double-sweep step of a zero-inertia model. Clemmens and Keats (1992a, 1992b) used bayesian inference and a zero-inertia model to perform real-time estimation of k and a based on the advance curve and subjective estimates provided by the irrigator. Applications of the inverse problem concept to different irrigation systems are reported in Bautista and Wallender (1993) , Hanson et al. (1993) and Valiantzas (1994) .
If a uniform discharge is applied along one end of a rectangular field with uniform slope, infiltration and roughness, the problem remains one-dimensional independently of whether the modeling is done in a one-or a two-dimensional cartesian frame. In the present paper, this situation will be referred to as parallel flow. In cases such as level-basins irrigated from a point source, and assuming uniformity in infiltration, roughness and soil surface elevation, the flow can be said to be radial. In twodimensional polar coordinates, radial flow can be expressed as a one-dimensional problem.
Previous research in this area has focused on the estimation of parameters from the observation of surface irrigation events involving parallel surface flow. Under radial flow conditions the existing prediction schemes can not be applied. A two-dimensional Cartesian model is needed to solve this problem for different inflow configurations and field geometries. Often, estimation of the infiltration parameters is desired at the early stages of the irrigation event, when the flow is more likely to follow a radial pattern. In such cases, a Polar model could be advantageously applied as a predictive tool for parameter estimation.
In the following section, the one-and two-dimensional shallow water equations will be presented in cartesian coordinates. The transformation of these equations to two-dimensional polar coordinates will be sketched. The polar equations will be simplified by assuming axial symmetry. New source terms appear as a consequence of the coordinate transformation. The scheme applied to discretize the onedimensional system of partial differential equations is the explicit finite difference McCormack scheme.
The source terms are treated pointwise, meaning that they are evaluated at every nodal point, not decomposed in any upwind manner.
In the second part of this paper, the one-dimensional Cartesian and Polar models are coupled to minimization algorithms to obtain predictive inverse solutions for parallel and radial flow conditions.
Numerical experiments are used to compare the performance of both solvers and determine their potential for level-basin irrigation parameter estimation.
MATHEMATICAL MODELING

One-dimensional Cartesian model
Unsteady flow of water in open channels can be described by the shallow water or St. Venant equations (Eqs. 1 and 2). In a one-dimensional approach, these equations express mass and momentum balance along the direction of the main flow (Cunge et al. 1980) .
where A is the wetted cross sectional area, Q is the unit discharge and g is the acceleration due to gravity. I 1 represents a unit hydrostatic pressure force term
where h is the total water depth at every location,  is the variable water depth and b (the cross-sectional width) can be expressed as:
Similarly, I 2 accounts for the unit pressure forces due to longitudinal width variations,
All the one-dimensional cases analyzed in this work involve prismatic channels or furrows, so that the I 2 pressure term will not be used in what follows.
The right hand side of Eq. (2) contains the sources and sinks of momentum arising from the bed slope and the friction losses. The bed slope is the spatial partial derivative of the bottom elevation z,
The variable S 0 will not be of interest in this paper since level-basin irrigation is characterized by a zero slope and microtopography will not be considered. The friction slope is defined in terms of the Manning roughness coefficient n :
with R = A/P, P being the wetted perimeter. Other forms of S f can equally well be used.
A lateral outflow due to the infiltration rate, i, can be computed using the empirical Kostiakov-
where  is the opportunity time measured in minutes and k, a and f 0 are empirical parameters. The term D i accounts for the momentum transfer associated with seepage outflow in the direction of the flow and is evaluated here as :
The homogeneous version of Eqs. (1) and (2) is a system of conservation laws analogous, from the mathematical point of view, to the system of Euler equations. Some years after their adoption for solving problems in Gas Dynamics numerical schemes have been successfully used for the solution of the shallow water equations, with similar advantages (García-Navarro and Alcrudo, 1992).
Two-Dimensional Cartesian Model
The two-dimensional shallow water flow equations can be written in cartesian form as (Abbott, 1992) :
h, u and v are the depth and the velocities in the x and y directions respectively, are
The fluxes in the second term of the equations are,
The speed of the surface perturbations on still water is the wave celerity, defined as c gh  
The right hand side of the system contains the sources and sinks of momentum arising from the bed slopes and the friction losses along the two coordinate directions,
The bed slopes are the spatial partial derivatives of the bottom elevation z,
and the friction slopes are defined in terms of the Manning roughness coefficient n,
The infiltration rate is defined like in the one-dimensional approach and the momentum transfers are estimated as :
Polar Model
Pure radial flow typifies the problems of expansions or contractions in a continuous representation. So, it presents some interest for the simulation of surface irrigation from a corner.
In transforming Eq. (11) from the cartesian (x, y, t) to the polar frame (r, , t), the variables (h, u, v) become the set (h, u r, u  ). The transformation is simplified by assuming pure radial flow, that is, independent of the angular variable  , (
and using the directional derivatives 
It is possible to rewrite the system of Eqs. (20) and (21) 
This form of the equations presents the advantage of being similar to Eqs. (1) and (2) in the partial derivative terms, that is, it is a system with the same Jacobian matrix and, hence, the same mathematical properties. Therefore, ignoring the treatment of the right hand side of the equations, the one-dimensional numerical techniques can be adapted directly. These techniques as well as the treatment of the source terms are discussed in next section.
NUMERICAL SCHEME
The numerical scheme used for discretizing Eqs. (1) and (2), and Eqs. (22) and (23) is the explicit
McCormack's predictor-corrector (McCormack 1971) . This technique is second order accurate in space and time, is conceptually simple and has been successfully used to simulate unsteady free surface flow (Fennema and Chaudhry 1986, Bellos et al. 1991 , García-Navarro and Savirón 1992, García-Navarro and Alcrudo 1992). For a general conservation system
the procedure advances the solution from time level n to time level n+1 (t n+1 = t n + t) at the interior points 2...N-1 in a uniform discrete mesh {x i ,i=1,N} in two steps. The predicted (p) values are obtained from:
In the final updating, the following is used:
In Glaister (1991) the pure radial flow equations (Eqs. 22 and 23) in the homogeneous case (no bed slope, no friction, no infiltration) are discretized using the explicit Roe scheme (Roe 1981) . The source terms are upwinded applying a decomposition on the basis of eigenvectors of the approximate Jacobian. This step has been avoided in the work presented here. Instead, a pointwise semi-implicit discretization has proved efficient in reducing instabilities at the advancing front. For the friction term, in the prismatic problem for instance,
And for the geometrical source term in the radial problem
Boundary conditions
Having used an explicit scheme for the interior points, the method of characteristics has to be applied to specify conditions at the boundaries. A detailed description of the principles of this method may be found in several references (see Cunge et al. 1980) . The flow regime at the upstream and downstream ends determines the number of required boundary conditions. The application to a prismatic one-dimensional channel is well described in García-Navarro and Savirón (1992). The implementation for the pure radial flow equations is outlined next. From Eqs. (24) and (25) it is possible to write
that hold along the trajectories or characteristic lines
respectively. The first identity in Eq. (33), holds along the forward characteristic, and is used at the downstream boundary ; the second identity holds along the backward characteristic, and is used at the upstream boundary. Since a fixed grid is involved, spatial interpolation over the nodal points bracketing the foot of the characteristics at time level n is necessary. The information carried by the characteristics to the points at the boundaries is complemented by the boundary conditions. The solution is obtained through an iterative procedure similar to the one detailed in García-Navarro and Savirón (1992) . In the work presented here, the imposed boundary conditions consisted of a hydrograph q=q(t) upstream and a zero spatial derivative of h downstream (once the advance phase has been completed).
Numerical experiment 1
A numerical experiment was performed to assess the reliability of the one-dimensional Cartesian and Polar models. In this experiment, results are compared to those of the two-dimensional Cartesian model presented by Playán et al. (1994) . In the latter, Eq. (11) is solved by means of an explicit leapfrog numerical scheme. Their two-dimensional model simulated both parallel and radial flow.
The experiment simulates an irrigation on a square 1 ha (100 m x 100 m) level-basin receiving a constant discharge of 0.1 m 3 s -1 . Infiltration is characterized by the following parameters : k = 0.006 m min -a , a = 0.5, and f 0 = 0. Surface roughness is characterized by a Manning roughness factor n = 0.14. If the inflow discharge is distributed evenly along one of its 100 m sides, the flow will be parallel, with an inflow of 0.001 m 3 s -1 . If a point inflow is located at one of the /2 rad corners, the flow will be radial until the moment when the advancing front reaches one of the corners. Unless otherwise stated, the distance separating the inflow point and the upstream node of the Polar model (r 0 ) is 5 m, and the angle of radial inflow () is  2 . In this case, the inflow radial unit discharge (q 0 ) can be computed as :
A node spacing of 1 m was used in the one-dimensional Cartesian and Polar models. For the twodimensional Cartesian model, the node spacing was set to 5 m. Therefore, 101 and 441 nodes were used for one-dimensional and two-dimensional simulation, respectively. Some experimental results are displayed in Figs. 1 to 4. 
APPLICATION: THE INVERSE PROBLEM
In the following section, the one-dimensional Cartesian and Polar models will be used to build predictive inverse problem solvers. The proposed Polar model can be used to simulate level-basin irrigation as long as the flow remains radial. Radial flow conditions will prevail before the flow reaches a field boundary that does not contain the inflow point. Ideally, this procedure could be applied to irrigation events with the water source inflow at any location along the boundary ( 0 2     ).
Objective Functions
The objective function is an expression of the difference between observed and model estimated values of a variable at different locations and/or times as a function of the unknown model parameters. Katopodes (1990) pointed out the advantages of using water-depth measurements over advance times to define the objective function.
The Cartesian objective function is similar to the one used by Katopodes et al. (1990) . In the present work, two formulations will be used depending on the parameters to be estimated. Estimation was limited to two parameters at a time, these being n and k or k and a. The objective function (O) will be formulated as :
where h' is the field measured flow depth and J is the total number of field observations. Both h and h' are expressed in millimeters in all objective functions.
The Polar objective function is similar to Eqs. (36) and (37), but needs to be constructed in terms of r instead of x. In cartesian space, all evenly spaced measurements represent the same field area. In polar space, the area represented by an observation located at a certain radius r j can be considered proportional to r j 2 . Therefore, two additional functions are proposed for testing : the hereforth called Weighted Polar objective functions.
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Minimization Techniques
Different methods exist for estimating the nonlinear parameters of Eqs. 36-39. Any multidimensional minimization technique is based on the iterative selection of search directions. Within each iteration, a line minimization is performed to find the step length that takes O to a minimum value.
Some methods use the gradient of the objective function to guide the minimization process , while others do not use the derivatives of the objective function Busman 1990, Azevedo 1992) . The computation converges when in two successive iterations both estimated parameters are modified by an amount less than or equal to an arbitrary tolerance value (0.05% was used in this work). If the final value of both parameters differs from the solution by less than the tolerance, the computation is said to converge to the solution.
Press et al. (1988) presented a comprehensive discussion on minimization techniques and their
implementation. Using their source code, a gradient and a non-gradient minimization methods were implemented and applied to estimate level-basin irrigation parameters.
The gradient Polak-Ribiere approach was successfully used by Katopodes et al. (1990) . These authors estimated the gradient of O from a 1% forward perturbation, therefore requiring three function evaluations to estimate the value and the gradient of O in a two-dimensional search. This approach was implemented in the present study and will be referred to as Polak 1. Consideration was given to the fact that in the vicinity of a valley bottom, a forward (of backward) finite difference approximation provides a poor estimation of the gradient across the valley, as compared to a centered difference. This is the reason why a variant of the same gradient method, Polak 2, was implemented. The drawback of this approach is that five function evaluations are required to estimate the value and the gradient of O in a two-dimensional search. The advantage of Polak 2 may reside in a reduced number of iterations, due to better search directions.
Similarly, the Powell search method is based on the conjugate gradient concept, but it does not make use of the gradient information. The version implemented in this research discards the direction of largest decrease in order to avoid linear dependence between successive search directions. The same method was successfully applied by Azevedo (1992) to the estimation of two and three infiltration parameters based on the observation of advance in irrigated furrows.
Numerical experiment 2
A numerical experiment was devised to study the performance of the inverse method based on the Polar model. In this experiment, minimizations are presented for radial and polar flow, nonweighted and weighted objective functions, n-k and k-a estimation, and Polak (1 and 2) and Powell searches. Due to the exploratory nature of this research, model results were used as field data . Therefore, sensu estricto, the discussion can only be extended to the capability of the minimization techniques to identify the value of the parameters that yield the same results as the hydraulic simulation models.
The numerical experiment considers again a square 1 ha level basin receiving a 0.1 m 3 s -1 inflow.
The purpose of this experiment was to establish an objective comparison between radial and parallel flow. A common protocol was used for data collection in both types of flow. Table 3 presents the results of k-a estimation from starting points e, f, g, and h. The most noticeable difference with respect to the results of Table 2 is that, for the studied cases, convergence to the solution was infrequent. This confirms the previously made observations regarding the characteristics of the solution region for k-a estimation (Fig. 5) . Convergence to the solution was achieved more frequently when using the Polar objective function, while the Weighted Polar objective function ranked second. Note that none of the objective functions performs satisfactorily. Among minimization methods, the Powell method was the only one that converged to the solution at a significant rate. The combination of Polar and Powell yielded the solution in all cases. Even in this case, convergence to the solution was obtained at the expense of 156% increase in computational time, compared to n-k estimation. This increment was mostly due to the increased number of required Powell iterations, from 2.8 to 6.0 for the Polar function. Convergence paths for points e, g and f in the Cartesian, Polar and Weighted Polar functions, using the Powell method, are shown in Fig. 5 . A detailed plot of the convergence paths from initial point g for the Polar function and the Polak 2 and Powell methods is presented in Fig. 7 . The difference in computational effort associated with n-k vs. k-a estimation can be appreciated from Figs. 6 and 7, which show the total number of evaluations required for each case.
SUMMARY AND CONCLUSIONS
Two hydraulic simulation models suited for one-dimensional parallel and radial flow have been presented. In both cases, the shallow water equations are solved using an explicit finite-difference In this research uniformity of infiltration, roughness and soil surface elevation has been assumed.
Deviations from this hypothesis make this problem more difficult to solve. If any of the considered parameters (k, a, f 0 , n or z) is spatially varied, a two dimensional model such as the one used in this research for comparison purposes is required. The same applies to field geometries not satisfactorily explained by one-dimensional Cartesian or Polar models. Coupling of a two-dimensional model to a minimization routine should only have the disadvantage of the resulting increase in computational time.
It is concluded from this work that estimation of the infiltration and roughness parameters is as least as possible for radial flow as it is for parallel flow. Estimation of surface irrigation parameters resulted more difficult when the infiltration exponent a was among the estimated parameters. This can be attributed to the fact that a is nonlinear, while n and k are linear. The performance of the Weighted Polar objective function was poor. This weighing scheme puts little weight on upstream depths, which at long times tend to reach steady state. Upstream depth measurements are, therefore, more reliable than downstream measurements and should have a large influence on the solution.
In future work, different options could be envisaged in order to speed up the numerical models.
The allowed time step used in explicit schemes is limited by the Courant-Friedrichs-Lewy stability condition. Moving to an implicit approach could help to relax this constraint. On the other hand, a grid with an increasingly variable number of nodes could be adapted to the explicit scheme. This could be an advantage as it would avoid computation at the unflooded nodes. Convergence to the solution could be improved with alternative minimization methods and/or weighing schemes. Katopodes et al (1990) , combined two different methods in their inverse problem solver, and used them alternatively when convergence to the solution was not achieved in a short number of iterations. This type of approach will be particularly important for field applications, when the solution is not previously known and uniqueness of the solution is a crucial issue.
APPENDIX II : NOTATION
The following symbols are used in this paper : 
