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La tomographie d’émission par positrons (TEP) est un outil qui permet, grâce
à l’injection d’une dose de radiotraceur, de diagnostiquer et caractériser différents
problèmes de santé, dont le cancer et les pathologies cardiaques. Pour exploiter cette
modalité de l’imagerie médicale à son plein potentiel, plusieurs éléments, dont chacun
comporte son lot de défis, doivent être réunis. La conversion des données fournies par
la caméra TEP en une image interprétable par un spécialiste, dénommé la recons-
truction TEP, est un sous-problème particulièrement intéressant. Ce problème a déjà
été abordé à maintes reprises dans la littérature, et ce, dans plusieurs contextes dif-
férents. Parmi ceux-ci, la reconstruction d’une acquisition où le sujet, ou une partie
de ce dernier, est en mouvement engendre, à cause des caractéristiques inhérentes
de cette modalité, des données contaminées par ce même mouvement. Cette conta-
mination peut, si elle n’est pas prise en compte, modifier l’image reconstruite et en
fausser l’interprétation. Plusieurs méthodes ont été développées pour atténuer, voire
éradiquer, la contamination de l’image reconstruite. Pami celles-ci, il existe une sous-
famille de méthodes spécialement conçues pour s’attaquer aux biais induits par des
mouvements cycliques. En effet, les mouvements de type cyclique, i.e. le mouvement
cardiaque ou respiratoire, possèdent une propriété particulière qui peut, moyennant
certaines hypothèses, être exploitée dans la phase de reconstruction. Différentes ap-
proches ont été présentées dans la littérature pour exploiter cette particularité et
chacune d’entre-elles offre son lot d’avantages et d’inconvénients. Afin d’obtenir des
images de qualité semblable à celle obtenue à partir d’un sujet immobile, toutes ces
approches nécessitent d’augmenter la dose de radiotraceur injectée dans le sujet. Cette
augmentation sera dénommé le facteur de compensation de dose.
L’objectif de cette maîtrise est d’étudier ces approches afin de diminuer le facteur
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de compensation de dose. Pour y parvenir, un compte-rendu sur l’état de l’art de cette
problématique sera présenté. Ce compte-rendu est divisé en trois volets : une étude
des propriétés théoriques de chacune de ces approches, une comparaison numérique
de leurs performances et une revue des lacunes qui persistent dans ce domaine.
L’analyse des propriétés théoriques a débouché sur la création d’une nouvelle
variante d’une des approches. L’introduction de cette nouvelle méthode, dont la ré-
solution est explicitée, permet d’établir des parallèles théoriques avec l’approche ori-
ginelle. La comparaison, en terme de vitesse de convergence, de ces variantes semble
indiquer que le nouveau modèle offre un gain en vitesse de reconstruction, et ce, sans
perte de qualité. La caractérisation des modèles représentant chaque approche, résul-
tant de leur analyse théorique, a permis de motiver l’utilisation de solveurs généraux.
Une méthodologie a été développée pour effectuer la comparaison numérique des per-
formances. Les résultats des tests de performance permettent de déceler une lacune
commune à certaines approches. Une hypothèse sur la source de cet inconvénient de
même que quelques arguments la soutenant sont formulés.
Mots-clés: Optimisation ; Tomographie d’émission par positrons ; Recalage ; Dyna-
mique ; Convergence ; Méthode itérative
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Introduction
La tomographie d’émission par positrons (TEP) est une modalité de l’imagerie
médicale qui permet d’observer, de manière non invasive, des processus biologiques se
déroulant dans un sujet [24, 78, 28, 84, 65, 72]. Elle peut servir à poser des diagnostics
et caractériser des troubles de santé, dont le cancer et les problèmes liés au métabo-
lisme et à la fonction. La TEP se démarque des autres modalités par sa sensibilité
qui lui confère la capacité d’observer un processus biologique tout en minimisant son
impact sur ce dernier.
Cette modalité produit une image tomographique du sujet qui représente la dis-
tribution d’un radiotraceur dans ce dernier. Ce radiotraceur est construit de sorte à
ce qu’il s’accumule dans les régions d’intérêt une fois qu’il est injecté dans le patient.
Les propriétés inhérentes à ces radiotraceurs leur permettent d’émettre un signal qui
est détectable à l’extérieur du sujet. Pour cette raison, le patient est entouré par un
système, appelé la caméra TEP, qui sert à détecter ce signal. Malheureusement, les
éléments émis par un radiotraceur sont ionisants. Malgré tout, les avantages qu’elle
offre contrebalancent cet aspect négatif et la TEP continue d’être employée en cli-
nique.
Des contraintes physiques et instrumentales ont pour conséquence que la position
d’émission du signal ne peut pas être déterminée précisément [22]. Malgré tout, il
est possible, sous certaines conditions et en exploitant les propriétés du processus
d’émission du signal, de reconstruire l’image recherchée [80]. Le processus derrière la
reconstruction d’image est catégorisé comme étant un problème inverse. Ce type de
problème est généralement mal-posé. Ce terme est employé pour désigner un ensemble
de caractéristiques qui définit les problèmes difficiles à résoudre. Ainsi, une multitude
de méthodes ont été développées pour réaliser la reconstruction TEP [84].
1
Introduction
Une contrainte particulièrement problématique de la reconstruction TEP est la
quantité de données nécessaire pour obtenir une image exploitable. À cause des consi-
dérations de dose et de limitations instrumentales, cette contrainte se traduit direc-
tement en temps d’acquisition, qui sauf lors d’études dynamiques, sont de quelques
minutes. Ces temps d’acquisitions entraînent que toute reconstruction en présence
d’un mouvement suffisamment long est vouée à produire des images corrompues par
un flou cinétique. Or, ce flou cinétique peut, dans certaines situations, nuire à l’in-
terprétation du résultat final [107]. Il existe, dans la littérature, un grand nombre de
techniques créées expressément pour compenser l’effet du flou cinétique [82]. Ces tech-
niques peuvent être divisées en familles selon le type de mouvement qu’ils traitent.
Une de ces familles se spécialise sur le cas où le sujet, ou une de ses parties, subit un
mouvement cyclique. Un intérêt particulier est porté sur cette sous-famille puisque
certaines zones d’intérêt, dont le cœur, sont affectées par ce type de mouvement. En
fait, les deux mouvements dans le corps qui sont considérés cycliques sont le rythme
cardiaque et le rythme respiratoire.
Une propriété unique à ce type de mouvement est la répétition séquentielle et or-
donnée d’un certain nombre d’états. Ainsi, elle permet de générer des sous-acquisitions
libres de flou cinétique. En effet, il suffit de diviser le cycle en un certain nombre de
phases suffisamment court pour rendre négligeable le flou cinétique et de séparer les
données de sorte que les données d’une même sous-acquisition proviennent toutes de
la même phase du cycle. Cependant, il faut, pour appliquer cette technique, augmen-
ter la dose injectée ou augmenter le temps d’acquisition relativement à une acquisition
sans mouvement. Dans le cas contraire, chacune des sous-acquisitions possèdera une
quantité insuffisante de donnée et produira des images affectées par le bruit. Ainsi,
un facteur de compensation de dose doit être appliqué afin que chacune des sous-
acquisitions possède suffisamment de données. Augmenter la quantité de radiotra-
ceurs injectée n’est pas une décision libre de conséquence lorsque la nature ionisante
du signal ou les limites physiques de la caméra sont considérées. Pour ces raisons,
d’autres approches ont été développées afin de diminuer ce facteur de compensation
de dose.
Ces approches consistent à inclure, ou à modéliser, l’information récurrente dans
les différents phases du cycle [82]. En particulier, la distribution du radiotraceur dans
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le sujet est, relativement aux tissus où il est absorbé, considérée constante le long d’un
mouvement cyclique. La différence observée est dûe au mouvement que les tissus ont
subi. Or, le recalage d’images est un domaine de recherche de l’imagerie qui sert
justement à estimer la fonction de déformation qui lie deux images. Ainsi, plusieurs
approches utilisent le recalage pour faire le lien entre les états d’une séquence. Les
approches peuvent être divisées en quatre approches qui se distinguent selon comment
elles exploitent ce lien : reconstruction des images sans considération du reste du cycle
[108, 67, 66], correction a posteriori des images [11, 10, 44], inclure ce lien dans le
modèle de reconstruction sous la forme d’un a priori [54, 79] et inclure ce lien dans
le modèle de reconstruction sous la forme de variable [44, 32, 16].
Notre objectif est de diminuer le facteur de compensation de dose présent dans
la reconstruction TEP multidimensionnelle de type cyclique. Pour y parvenir, nous
allons construire un compte-rendu de l’état de l’art dont le fil principal est la compa-
raison de la performance des différentes approches selon leur facteur de compensation
de dose. La performance d’une approche est établie comme étant la capacité de di-
minution du facteur de compensation de dose.
Ces approches ont déjà été évaluées et comparées dans la littérature [76, 100, 43].
En fait, la plupart des articles qui présentent une nouvelle méthode pour résoudre ce
problème offrent aussi une comparaison de leur méthode avec une autre [32, 15, 44].
Les travaux cités précédemment se limitent à démontrer le gain en qualité d’image
d’une approche relativement à une autre. Nous cherchons à offrir un portrait plus
global de l’état de l’art relativement à cette problématique afin de mettre en évidence
les lacunes qui persistent dans ce domaine.
Malgré le fait que ce document soit présenté comme une revue de l’état de l’art,
certains éléments ont été exclus. Nous nous sommes concentrés sur les approches per-
mettant de mieux exploiter les données dans le problème de reconstruction d’image.
Dans cette optique, les techniques développées pour améliorer les autres aspects, par
exemple la divisions des données selon le cycle [27, 49] et la précorrection des données
[29], ne sont pas considérées. De plus, les tests numériques portant sur de vraies ac-
quisitions sont seulement traités en considération du mouvement induit par le cycle
cardiaque. Les répercussions induites par le mouvement respiratoire sont négligées.
Dans un premier temps, nous allons présenter la théorie nécessaire à la compréhen-
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sion de la problématique. La théorie est divisée selon les trois domaines de recherche
qui l’influence : la TEP, l’optimisation et le recalage. Au travers de ces explications,
nous allons présenter une description formelle de la problématique analysée. Afin de
faciliter la lecture de ce document, les notations employées pour exprimer les modèles
sont rassemblées dans la section A.1. Puis, l’ensemble du dispositif expérimental,
c’est-à-dire les différentes approches considérées, les données utilisées, les logiciels ex-
ploités et les algorithmes implantés, seront motivés et justifiés dans le chapitre 2. Le
chapitre 3, quant à lui, encapsule la méthodologie entourant les tests numériques et
les résultats, théoriques ou numériques, obtenus dans ce travail. Parmi les résultats
théoriques, nous présenterons une nouvelle méthode pour accomplir la reconstruction
multidimensionnelle. Cette méthode est une variante d’une des approches présentées
précédemment. Afin de la comparer au modèle usuel, nous avons construit une mé-
thodologie de test. Ce mémoire se termine sur notre compte-rendu qui est divisée en
trois parties : retour sur la comparaison des deux variantes, constat des performances
des différentes approches et rétroaction sur l’ensemble du processus expérimental ex-
ploité. La première partie laisse miroiter l’idée que la nouvelle variante que nous
avons développé présente des économies en espace mémoire et en calculs sans affecter
la qualité de la reconstruction. La deuxième partie, quant à elle, présente une série
d’arguments qui tendent à démontrer que la technique usuelle de déformation d’image
n’est pas applicable pour les images TEP ce qui limite la performance des différentes
approches. Les éléments considérés non essentiels à la compréhension de ce mémoire,
mais enrichissants pour toute personne s’intéressant de près à la problématique sont
regroupés dans l’annexe A.
L’annexe B, quant à elle, contient un rapport de stage. Ce rapport résume la pro-
blématique sur laquelle je me suis penché au cours d’un stage en entreprise accompli
pendant ma maîtrise. Il consistait à construire une méthode permettant de recaler
linéairement les cœurs de rats présents dans deux séquences d’images cardiaques re-
construites par tomographie d’émission. Bien que le stage ne s’inscrive pas directement
dans la recherche de ce mémoire, nous avons néanmoins exploité les connaissances et




Les concepts clés de la
problématique
Avant de présenter les travaux faits au cours de ce mémoire, il faut introduire les
concepts nécessaires pour en comprendre les motivations et les enjeux. Ces concepts
touchent à plusieurs domaines des sciences dont chacun est riche en histoire et en
défis. Le but de ce chapitre est d’extraire de ces domaines les concepts clés en lien
avec la problématique étudiée. Il débute avec un survol de la tomographie d’émission
par positrons (TEP). Ce survol permet de formaliser la problématique. Ensuite, une
section sur les bases de la modélisation mathématique va introduire les concepts
clés de la reconstruction d’image. Cette section sera suivie d’une introduction sur le
recalage : un outil essentiel pour la suite.
1.1 La tomographie d’émission par positrons
L’imagerie médicale est une technique qui a pour objectif de représenter, sous
forme d’image, l’intérieur d’un sujet. L’information représentée par cette image varie
selon la modalité employée. La TEP est une des quelques modalités exploitées pour
faire de l’imagerie médicale. L’objectif de cette modalité est de créer une image qui
représente la distribution d’un radiotraceur dans un sujet. Elle est classée dans les
techniques d’imagerie fonctionnelle et moléculaire puisqu’elle permet d’observer des
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(a) Rat, FDG (b) Souris, FES (c) Rat, Na18F
Figure 1.1 – Exemples d’images TEP obtenues avec différents radiotraceurs.
changements dans les processus métaboliques et physiologiques in vivo. Grâce à la
polyvalence du signal qu’elle emploie, la TEP peut observer une multitude de phé-
nomènes biochimiques : la concentration d’enzyme, le flux sanguin, la prolifération
cellulaire, etc. La figure 1.1 présente trois images obtenues pour trois différents radio-
traceurs ciblant le métabolisme du glucose (FDG), les récepteurs d’estrogène (FES)
et l’activité osseuse (Na18F).
Les grandes lignes d’une acquisition TEP sont les suivantes : injection du radio-
traceur dans le sujet, acquisition des données grâce à la caméra et reconstruction de
l’image à partir des données obtenues. Dans cette section, les bases nécessaires pour
la modélisation du problème de reconstruction d’image TEP, appelé simplement re-
construction à partir de maintenant, vont être présentées. Ces bases sont divisées en
trois parties : le signal, l’acquisition et la reconstruction. Les informations présentées
dans cette section représentent un bref résumé de la TEP extrait de la littérature
[24, 22, 78, 28, 84, 65, 72].
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1.1.1 Signal
Un radiotraceur est composé de deux éléments : une molécule vectrice et un isotope
radioactif.
La molécule vectrice est choisie afin de dicter où le radiotraceur s’accumule. Ainsi,
il est possible d’observer les caractéristiques d’une zone d’intérêt à condition qu’elles
affectent le taux de rétention de la molécule vectrice dans cette zone. Il est rare-
ment envisageable d’injecter le radiotraceur directement dans la zone d’intérêt. Cette
contrainte entraîne deux conséquences : la nécessité d’attendre que le radiotraceur
s’accumule suffisamment dans la zone d’intérêt pour mettre en évidence les caracté-
ristiques étudiées et la présence de radiotraceur dans des zones en dehors de la zone
d’intérêt.
L’isotope, quant à lui, permet d’obtenir de l’information sur la position du ra-
diotraceur dans le sujet. Plus particulièrement, c’est un isotope émetteur de positron
qui est utilisé en TEP. C’est-à-dire un élément instable dû au fait qu’il possède un
excès de proton. Par sa nature, l’isotope tente de redevenir stable et un de ces pro-
tons va se transformer en trois composantes : un neutron, un positron et un neutrino.
Le positron va se déplacer, en moyenne, d’une distance de l’ordre du millimètre [19]
et, dû au fait qu’il est un antiélectron, s’annihiler lorsqu’il aura suffisamment perdu
d’énergie cinétique pour interagir avec un électron. Cette interaction correspond à
une conversion de la masse des deux particules en énergie qui va être émise sous la
forme de deux photons d’annihilation de 511 keV. Ces photons vont se déplacer dans
la même direction, mais de sens opposés (180±0.25)◦. Cette direction est aléatoire et
uniformément distribué dans l’espace. L’ensemble de ce processus est représenté dans
la figure 1.2.
Les deux photons émis suite à une annihilation se déplacent à la vitesse de la lu-
mière et constituent le signal qui est exploité pour faire de l’imagerie TEP. Le nombre
de désintégrations d’une source d’isotope radioactif pour un intervalle de temps suit
une loi de Poisson de paramètre λ où λ est le nombre moyen de désintégration de la
source pour cet intervalle de temps. Toutefois, les photons sont seulement détectés
une fois qu’ils sortent du sujet afin de garder l’aspect non invasif de l’imagerie mé-
dicale. Malgré sa fréquence élevée, le photon peut interagir avec les tissus du sujet.
Or, cette interaction peut entrainer l’absorption ou la redirection du photon. Dans les
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Figure 1.2 – Processus de l’annihilation [inspiré de www.depts.washington.edu].
deux cas, il y a dépôt d’énergie, donc ionisation ce qui est nocif pour les êtres vivants.
Le taux de paires de photons qui est aﬀecté par au moins une de ces interactions varie
selon la composition et la taille du sujet.
1.1.2 Acquisition
Pour être capable d’exploiter le signal introduit à la section 1.1.1, il faut entourer
le sujet d’un système de détection capable d’intercepter les photons et d’en fournir la
position et le temps d’arrivée. Ce type de système est appelé la caméra TEP. La forme
usuelle de ces caméras est un prisme droit sans les bases qui est composé d’un nombre
ﬁni de détecteurs. La hauteur de ce cylindre est une fraction de la hauteur du sujet.
Ces choix, motivés par le coût et le déﬁ technique qu’un système fermé et continu
représenterait, entraînent qu’une portion signiﬁcative des photons émis ne sera pas
détectée. La ﬁgure 1.3 présente un exemple de caméra TEP et une représentation
simpliﬁé de ces détecteurs.
Un détecteur de caméra TEP doit posséder trois propriétés : capacité d’intercepter
un photon gamma, fournir une réaction lors de l’interception capable de caractériser le
photon et revenir rapidement dans un état capable de réagir à un nouveau photon. La
plupart des détecteurs présentent un compromis entre ces trois critères. La première
propriété régit la perte de coïncidence causée par des photons qui passent à travers le
détecteur sans y interagir. La deuxième propriété inﬂuence la précision sur la mesure
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(a) Intérieur du LabPET (b) Vue schématique des dé-
tecteurs
Figure 1.3 – Un exemple de caméra TEP : (a) est une vue de l’intérieur du LabPET,
une caméra TEP développée à Sherbrooke et (b) représente une vue simplifiée de ces
détecteur.
de l’énergie du photon. Cette imprécision est suffisante pour que l’énergie d’un photon
ne puisse pas être employée pour savoir si il a interagit avec le sujet. De plus, un
détecteur ne génère pas d’information sur la direction de provenance du signal. Alors,
la caméra enregistre aussi le temps d’arrivée des photons afin de déterminer les paires
de photons qui proviennent de la même annihilation. Ces paires sont appelées des
coïncidences. La précision temporelle des TEP est de l’ordre de la nanoseconde, ce
qui est largement supérieur au délai de propagation des photons à l’intérieur du champ
de la caméra. La troisième propriété constitue une limite maximale sur la quantité
d’évènements que le détecteur peut observer.
Le signal est habituellement exploité sous forme de coïncidence. Pour chaque paire
de détecteurs, il est possible de démontrer que la somme des coïncidences détectées
suit une loi de Poisson de paramètre λ∗. Dans ce contexte, λ∗ est l’intégrale des
annihilations pondérée par la probabilité qu’elles soient détectées par la paire de dé-
tecteurs courante. L’objet mathématique qui contient la somme des coïncidences pour
chacune des paires de détecteurs est appelé un sinogramme. Il existe un autre format
pour enregistrer les données d’un TEP, soit le mode liste. Il consiste à enregistrer la
détection d’un photon par ses caractéristiques, soit le détecteur qui l’a intercepté, son
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Figure 1.4 – Exemples de quatres types de coincidences. La zone verte indique le
lieu de l’annihilation, la zone grise représente une interaction du photon avec la ma-
tière, l’encadré rouge indique que le détecteur a intercepté un photon et la zone rose
représente un exemple de LDR pour la paire de détecteurs encadrées en rouge.
énergie et son temps d’arrivée. Ce format est exploité pour faire des reconstructions
dynamiques ou pour faire du traitement a posteriori des données.
La section 1.1.1 et les paragraphes précédents décrivent plusieurs phénomènes qui
peuvent aﬀecter un photon avant qu’il ne soit détecté. Ces phénomènes engendrent
quatre types de coïncidences. La ﬁgure 1.4 fournit un exemple de chacun de ces types.
Leur classiﬁcation dépend de deux caractéristiques. La première est que l’annihilation
soit située dans la ligne de réponse (LDR) de la paire de détecteurs qui a capté les
photons de cette annihilation. La LDR de deux détecteurs est la zone où les photons
émis par une annihilation située dans cette zone peuvent être captés par ces deux
détecteurs sans être déviés de leur direction initiale. Si une coïncidence satisfait cette
condition, elle est dénommée vraie coïncidence. Un exemple se retrouve à la ﬁgure
1.4a. Dans le cas contraire, la coïncidence a été aﬀectée à une mauvaise paire de dé-
tecteurs et elle est classée selon le phénomène qui a causé cette erreur. Par exemple,
la coïncidence diﬀusée, dont une représentation se trouve à la ﬁgure 1.4b, survient
lorsqu’au moins un des photons a été dévié suﬃsamment pour que le lieu de l’annihi-
lation ne se situe pas dans la LDR où elle a été détectée. Ensuite, il y a la coïncidence
dite atténuée. Elle est caractérisée par l’absorption d’au moins un des photons par
autre chose qu’un détecteur, tel qu’illustré à la ﬁgure 1.4c. Le dernier type est la coïn-
cidence aléatoire, voir ﬁgure 1.4d, qui est dénommée ainsi puisqu’elle correspond au
cas où l’erreur est induite par la mise en correspondance de deux photons qui ne pro-
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viennent pas de la même annihilation. Une coïncidence qui correspond à un des trois
derniers types diminue la qualité de la reconstruction puisqu’elle entraîne une perte
d’information, ou pire, donne une fausse information. Une multitude d’approches ont
été développées pour diminuer l’impact de ces phénomènes. Toutefois, ces approches
ne sont pas présentées puisque ici ces phénomènes ne sont pas pris en compte dans
ce mémoire.
1.1.3 Reconstruction
Tel indiqué à la section 1.1.2, la précision en temps et en énergie des instruments
ne permet pas, même en omettant l’imprécision dans la direction des photons émis à
l’annihilation, de déterminer précisément l’origine de cette annihilation. Dans le cas
contraire, la reconstruction de l’image serait possible avec la méthode présentée à la
ﬁgure 1.5.
vl : Vitesse du photon d’annihilation.
di : Position du détecteur i.
ti : Temps d’arrivée du photon au détecteur i.
D : Distance entre d0 et d1.
p : Position de l’annihilation.




Figure 1.5 – Formule pour déterminer la position d’une annihilation selon la position
de la paire de détecteurs qui a capté la paire de photons de cette annihilation et le
temps d’arrivée des photons.
Présentement, cette méthode permet, au mieux, de positionner le lieu d’origine de
la coïncidence sur la trajectoire reliant les deux détecteurs avec une erreur de l’ordre
de la dizaine de centimètres [22]. Cette marge d’erreur est trop importante pour faire
de l’imagerie d’humains ou de petits animaux. Or, il existe une méthode indirecte
pour retrouver la distribution spatiale des annihilations. L’existence de cette dernière
a été démontrée par le mathématicien Johann Radon. Le théorème de projection de
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Radon stipule que si l’ensemble des projections sur des droites concurrentes d’un si-
gnal dans un objet est disponible, il est alors possible d’obtenir la variation spatiale
du paramètre qui régit la projection de ce signal dans cet objet [80]. Ce mathémati-
cien a développé la transformation de Radon qui peut être utilisée pour modéliser le
processus d’acquisition en TEP. Donc, elle permet d’estimer le sinogramme qui de-
vrait être obtenu pour une distribution de radiotraceur connue. Ce sinogramme sera
nommé sinogramme théorique.
Dans le cas de la TEP, la projection du signal sur une droite consiste à intégrer le
nombre d’annihilations qui ont eu lieu sur cette droite pondérée par la probabilité que
leurs photons soient émis dans la même direction que la droite et que les photons soient
détectés dans les détecteurs. La qualité de la reconstruction est directement liée à celle
de l’estimation de la fonction qui caractérise cette probabilité. L’estimation de cette
fonction, aussi appelée LDR, est une étape cruciale du processus de reconstruction
TEP. Elle consiste généralement à trouver un compromis entre le réalisme des modèles
physiques et la quantité de ressources qu’on est prêt à investir.
 
Figure 1.6 – La zone en vert lime délimite l’espace où une vraie coïncidence a une
probabilité non nulle d’être détectée par les détecteurs en bleu. La zone hachurée
en noir désigne l’ensemble des directions pour lesquelles les photons émis par une
annihilation située au centre du X devraient être détectés par les détecteurs en bleus.
Par exemple, un cas simple où la LDR consiste à attribuer la même probabilité
à toute coïncidence provenant de la zone vert lime de la ﬁgure 1.6. Ce choix est peu
couteux en ressources, mais est aussi trop simpliste. La ﬁgure 1.6 démontre une lacune
de ce choix par le fait que l’ensemble des directions valide pour une paire de détecteurs
varie selon l’origine de l’émission. Pour ﬁnir, une propriété importante d’une caméra
TEP est la non-uniformité de l’échantillonnage du sujet. Le facteur le plus notable
qui cause cette non-uniformité est l’eﬀet de parallaxe. Il est engendré par la forme des
12
1.1. La tomographie d’émission par positrons
détecteurs qui sont plus longs que larges. Un long détecteur augmente qu’un photon
le traversant soit détecté alors que le fait de limiter la largeur permet d’avoir plus de
détecteurs et ainsi augmenter l’échantillonnage en projection.
L’image TEP est reconstruite sous forme de volume discrétisé en voxels. Cette
représentation a l’avantage de simplifier la reconstruction en modifiant le problème
d’estimer une fonction de dimension infinie à celui d’estimer une fonction de N di-
mensions où N est le nombre de voxels qui discrétise l’image. Ce choix, lorsque N est
suffisamment grand, ne limite pas la résolution des reconstructions, soit l’erreur sur le
positionnement de l’origine d’une coïncidence, puisque certains des phénomènes phy-
siques définissant la TEP imposent une borne maximale sur la résolution [45, 81, 19].
Un autre avantage notable de cette représentation est qu’elle permet de réduire le
problème d’estimation de l’ensemble des LDRs de la dimension infinie à la dimension
N × Y , où Y est le nombre de paires de détecteurs. Cette discrétisation de la fonc-
tion est appelée matrice système puisqu’elle représente le modèle qui lie les données
à l’image sous forme de matrice. Cette matrice est le goulot d’étranglement en res-
sources lors de la reconstruction, que ce soit par l’espace qu’elle occupe ou par le coût
en calcul lors de sa manipulation. Une astuce pour diminuer sa taille est d’utiliser
le concept de région d’intérêt. L’idée est de délimiter l’espace dans la caméra que le
sujet peut occuper et de considérer que seul les voxels inclus dans cet espace peuvent
être occupés par le radiotraceur. Ainsi, il devient inutile d’estimer la valeur de la LDR
dans ces voxels. Une autre astuce est d’ignorer, pour chacune des paires de détecteurs,
tous les voxels qui ne peuvent pas faire une vraie coïncidence avec la paire courante.
La nature poissonnienne et les multiples limitations énoncées dans ce chapitre
font que la reconstruction nécessite une grande quantité de coïncidences pour par-
venir à obtenir une image utilisable. Ainsi, une acquisition TEP doit généralement
durer quelques minutes afin d’obtenir suffisamment de données. La relation entre la
qualité d’une reconstruction et la quantité de données disponibles est influencée par
la méthode de reconstruction choisie. Ces méthodes peuvent être classées en deux
catégories : analytique ou itérative. Une méthode est dite analytique lorsqu’elle gé-
nère une solution sans avoir besoin d’une première estimation. Au contraire, une
méthode est dite itérative lorsqu’elle cherche à améliorer une estimation précédente.
Par exemple, l’inverse de la transformé de Radon[80] est une méthode analytique.
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Or, cette approche, ainsi que les autres méthodes analytiques, exigent une simplifica-
tion importante du modèle afin d’en déduire la solution. Les méthodes itératives, en
échange d’exiger plusieurs itérations, permettent d’inclure beaucoup plus d’informa-
tions sur le modèle notamment la nature poissonnienne des données acquises.
1.2 Formalisation du problème
Le survol de la TEP fait dans la section 1.1 a fourni les concepts nécessaires pour
la compréhension du problème étudié. La motivation principale de la problématique
est le fait que la reconstruction exige, pour les technologies actuelles, une acquisition
de quelques minutes. Or, cette caractéristique est problématique pour certaines des
applications de la TEP. Par exemple, elle peut être utilisée en oncologie où elle per-
met de détecter, caractériser et suivre l’évolution de certains cancers, dont le cancer
du poumon. Elle peut aussi être employée pour déterminer l’état du cœur en éva-
luant la fraction d’éjection du ventricule gauche. Cependant, les images sont, pour les
applications décrites précédemment, affectées par un ou des mouvement(s) involon-
taire(s) du sujet qui se produisent selon un ou des cycle(s) de l’ordre de la seconde.
L’impact visuel de ces mouvements est un étalement de l’objet original dans la direc-
tion du mouvement. Ce phénomène, appelé flou cinétique, est présent dans plusieurs
domaines, dont la photographie, comme l’illustre la figure 1.7.
+
+
Figure 1.7 – Une photo d’un moulin à vent tournant est prise avec un temps d’acquisi-
tion d’une seconde. Le résultat est un étalement de la forme réelle de l’objet immobile.
Le même phénomène est observé dans le cas de la TEP avec une acquisition de 12
minutes. Les deux images représentent une tranche axiale d’un rat injecté avec du
FDG. La structure en vert-jaune-rouge est le ventricule gauche.
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Avant de présenter le fil conducteur de ce mémoire, il faut définir un peu de
vocabulaire.
Définition : Le facteur de compensation de dose
– La qualité étalon est la qualité minimale pour qu’une image reconstruite
soit utilisable.
– Une approche est une façon d’inclure dans la reconstruction le lien qui existe
entre les données selon un mouvement cyclique.
– La dose étalon est la quantité minimale de radiotraceur qu’il faut injecter
dans un sujet pour obtenir une image de qualité étalon. Elle dépend de
l’approche employée.
– Le Graal est la dose étalon pour un sujet immobile. Alors, elle est invariante
du choix d’approche.
– Alors, pour un sujet soumis à un mouvement cyclique, le facteur de com-
pensation de dose est l’ajustement nécessaire, par rapport à son Graal, de
la quantité de radiotraceur pour obtenir une image de qualité étalon. Pour
une approche donnée, le facteur est la différence entre sa dose étalon et le
Graal.
L’objectif de ce mémoire est de diminuer le facteur de compensation de dose
nécessaire pour accomplir la reconstruction d’image en TEP lorsqu’une partie du sujet
subi un mouvement cyclique détectable. Pour y parvenir, les différentes approches
existantes sont étudiées afin d’en extraire les améliorations possibles.
Un mouvement est cyclique lorsqu’il est strictement défini par un phénomène
périodique et que le sujet est à l’état initial au début de chaque répétition. Dans
le domaine de l’imagerie médicale, deux phénomènes respectent cette définition : la
respiration et le battement cardiaque. Il est considéré détectable s’il est possible de
définir dans le temps le début de chaque cycle.
Une piste de solution pour ce type de reconstruction se trouve dans un concept
intitulé l’acquisition en fenêtres synchronisées. Ce concept est primordial pour les mé-
thodes qui s’attaquent à la reconstruction d’images TEP affectées par un mouvement
cyclique.
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1.2.1 L’acquisition en fenêtres synchronisées
En photographie, le flou cinétique, comme celui illustré à la figure 1.7, est éliminé
en réduisant le temps d’acquisition exploité pour former l’image. La réduction doit
être suffisante pour que l’amplitude du mouvement durant l’acquisition soit inférieure
à la résolution de l’image. Ainsi, l’effet du flou cinétique est masqué par la résolution
intrinsèque de l’appareil. Or, en TEP, comme en photographie, une acquisition plus
courte signifie moins d’information ce qui produit des images plus bruitées. Malheu-
reusement, il n’est pas envisageable en TEP, tel que justifié à la section 1.1.3, de
limiter le temps d’acquisition à un intervalle de l’ordre de la seconde.
Néanmoins, la nature cyclique du mouvement peut être exploitée afin d’obtenir
une acquisition d’une durée satisfaisante, et ce, sans qu’elle soit perturbée par un flou
cinétique. En effet, il suffit de séparer les cycles en intervalles suffisamment courts pour
que le flou cinétique soit négligeable et de séparer les données selon ces intervalles.
Appliquer cette procédure, illustrée à la figure 1.8, sur un nombre suffisamment grand
de cycles produira des sous-acquisitions d’une durée satisfaisante.
Dans le contexte de ce mémoire, un état fait référence à la structure du sujet
à un moment donné du cycle. Sous cette définition, la structure du sujet est une
fonction continue de son état dans le temps. Ainsi, le mouvement cyclique du sujet
peut être discrétisé en une séquence d’un nombre fini d’états qui sont semblables à
travers les cycles. Cette discrétisation sera exempte de flou cinétique à condition que
le mouvement dans chaque état soit négligeable relativement à la résolution de la
reconstruction. La lettre K sera employée pour définir le nombre d’états discrétisant
la séquence.
Cependant, diviser l’acquisition en fenêtres synchronisées a pour conséquence indi-
recte d’augmenter la dose de radiotraceurs injectée dans le sujet. Cette augmentation
est nécessaire pour compenser la redistribution des données dans les K sinogrammes.
En fait, chacun des sinogrammes possède environ le 1
K
-ième des données comparative-
ment à un sinogramme obtenu sans acquisition en fenêtres synchronisées. Pour cette
raison, la qualité de la reconstruction faite à partir d’un de ces sinogrammes est mé-
diocre relativement à la dose injectée. De plus, le taux de dégradation du radiotraceur
selon le temps varie selon une loi exponentielle ce qui entraîne que la compensation
sur la dose et le temps d’acquisition n’est pas aussi simple qu’une multiplication par
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Figure 1.8 – Représentation visuelle de la division des données en quatre fenêtres syn-
chronisées. Un électrocardiogramme est employé pour détecter le début de chacun des
cycles cardiaques (lignes rouges pleines). Après l’acquisition TEP, chacun des cycles
est divisé en quatre fenêtres synchronisées de durée égale (lignes rouges pointillées).
Ensuite, les données provenant d’une même tranche du cycle sont combinées pour
obtenir des sinogrammes exempts de ﬂou cinétique (couleur verte pour la première
tranche et par la couleur cyan pour la deuxième tranche). Les images encadrées re-
présentent les résultats des reconstructions pour la première et la deuxième fenêtre
synchronisée.
le nombre de sinogrammes. Cette compensation en dose est non seulement nuisible
pour la santé du sujet (section 1.1.1), mais aussi problématique pour les capacités
d’acquisition de la TEP (section 1.1.2).
Les cycles sont habituellement découpés en tranches de temps de même durées
[99, 108, 77]. Or, la quantité de mouvement peut varier à l’intérieur d’un même cycle.
Un exemple de cette variation est dans le battement cardiaque où le ventricule est
au repos pendant presque 40% du cycle [98]. Ainsi, le nombre de tranches nécessaire
pour obtenir des données avec un ﬂou cinétique négligeable peut être diminué en
employant un découpage du cycle selon l’amplitude du mouvement. Cependant, ce
type de découpage nécessite de connaître quand ont lieu les diﬀérentes variations dans
le mouvement. La disposition de ces variations dans le cycle varie selon une multitude
de facteurs, alors des techniques de détection doivent être utilisées [10, 21].
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L’acquisition en fenêtres synchronisées est une technique qui permet de séparer les
coïncidences selon l’état du sujet et ainsi éviter le flou cinétique dans la reconstruction.
Par contre, le sujet, au point de vue global, reste le même : le mouvement cyclique
déforme seulement une portion du sujet. Donc, il existe un lien invariant à travers
les cycles qui peut être exploité pour exprimer la relation entre les différents états.
Toutefois, cette observation est seulement véridique si l’acquisition est commencée
après que le radiotraceur se soit stabilisé. En effet, une image TEP représente la
distribution du radiotraceur dans le sujet. Le radiotraceur nécessite du temps pour
se stabiliser dans le sujet à la suite de son injection et, tant qu’il ne l’est pas, le lien
entre les différents états sera différent pour chacun des cycles.
1.2.2 Problématique
La sous-section précédente a présenté la dernière pièce nécessaire pour explici-
ter formellement la problématique étudiée. L’énoncé formulé dans la section 1.2 est
incomplet puisqu’il n’établit pas la signification d’une approche. Cette pièce est l’exis-
tence d’un lien entre les différents sinogrammes obtenus par l’acquisition en fenêtres
synchronisées. En supposant que le déplacement du radiotraceur à travers les diffé-
rents états est connu, il devrait être possible de modifier la méthode de reconstruction
afin qu’elle exploite les données de toutes les fenêtres synchronisées, et ce, sans être
affectée par le flou cinétique. Cette modification devrait permettre de diminuer la
compensation mentionnée à la section 1.2.1 et ainsi réduire la dose de radiotraceurs
injectée dans le sujet. Une approche, dans ce contexte, fait référence à une méthode
d’exploiter le lien entre les fenêtres synchronisées.
La problématique sera étudiée en considérant seulement le mouvement induit par
le battement cardiaque. Ce mouvement sera dénommé mouvement cardiaque pour le
reste de ce document. Malgré que le travail explore le cas du mouvement cardiaque,
les résultats sont généralisables au cas respiratoire, car les approches étudiées sont
construites pour fonctionner avec les mouvements cycliques, quelle que soit leur ori-
gine. Ce choix a été fait pour limiter le nombre d’inconnues. En effet, le mouvement
respiratoire induit une amplitude maximale de mouvement moins stable, et ce, même
pour un sujet sain [10]. Cette variation dans l’amplitude rend invalide la mise en
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correspondance des états de chaque cycle selon l’ordre chronologique.
Le fil conducteur de ce travail est la comparaison des différentes approches qui
existent pour résoudre le problème de reconstruction TEP lorsque la zone d’intérêt
est affectée par un mouvement cyclique. Cependant, il est difficile de trouver un cri-
tère absolu qui prend en compte toutes les propriétés des méthodes de reconstruction.
Par exemple, il serait naïf de faire la comparaison selon la qualité de l’image qu’ils
produisent sans prendre en compte la quantité de ressource nécessaire pour la géné-
rer. Pour cette raison, la comparaison sera accomplie en deux volets : les propriétés
théoriques et les performances numériques. L’analyse des propriétés théoriques a pour
objectif de mettre en évidence les avantages et les lacunes de chacune des approches.
L’analyse des performances numérique, quant à elle, vise à illustrer la capacité d’une
approche à reconstruire une image équivalente, en qualité, à une image étalon, et ce,
avec une fraction des données qui ont permis de produire cette image. L’image éta-
lon désigne une image reconstruite par l’approche de base appliquée sur l’acquisition
complète. Cette approche sera définie en temps et lieu. L’intérêt de cette comparaison
en deux volets provient de l’existence d’un fossé entre la performance théorique et
pratique des méthodes de reconstruction. Ainsi, leur analyse permet de mettre en évi-
dence les performances actuelles des différentes approches tout en laissant entrevoir
les possibilités d’amélioration.
Depuis la dernière décennie, toutes les caméras TEP sont combinées avec au moins
une autre modalité de l’imagerie médicale. Cette tendance justifie le grand nombre
d’articles qui proposent d’exploiter une autre modalité pour établir le lien entre les dif-
férents états d’un sujet [57, 79, 54, 61, 12]. La tomodensitométrie (TDM) et l’imagerie
par résonance magnétique (IRM) sont les modalités les plus exploitées pour accomplir
cette tâche. Elles présentent des avantages importants : leur résolution spatiale est
meilleure que la TEP et ils peuvent produire des images anatomiques [45]. Ainsi, elles
sont plus performantes que la tomographie d’émission par positrons pour représenter
la structure du sujet selon le temps. Dans ce mémoire, les approches considérées ex-
ploitent seulement les données obtenues à partir d’un TEP. Ce choix est justifié par
le désir de faire la comparaison dans un contexte où l’utilisation d’une autre modalité
n’est pas conseillée ou nécessaire. Par exemple, le TDM induit une dose de radiations
au sujet pour produire une image [62]. De plus, le TDM et l’IRM représentent un
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coût supplémentaire non négligeable [46]. Malgré tout, l’étude qui suit pourrait être
transposée à des méthodes exploitant ces modalités.
1.2.3 Hypothèses
Afin de se concentrer sur l’objectif de ce mémoire, certaines hypothèses ont été
posées (Voir l’énumération ci-dessous). L’impact de chacune de celles-ci sur l’étude
est mise en évidence dans cette section.
Hypothèses :
– Le mouvement cyclique est stable dans l’entièreté de l’acquisition
– La détection du début d’un cycle est exacte
– L’influence des coïncidences atténuées et diffusées est constante relativement au
mouvement
Certaines maladies, comme l’arythmie cardiaque, perturbent le déroulement nor-
mal du ou des mouvement(s) cyclique(s), ce qui peut entraîner qu’un nombre si-
gnificatif de cycles soient aﬄigés par un déplacement qui n’est pas cyclique. Cette
inconsistance à travers les cycles a des répercussions sur la qualité de la reconstruc-
tion puisqu’elle cause le mélange de données acquises à des états différents. Or, la
TEP est employée pour le suivi de traitement pour le genre de maladie énoncé pré-
cédemment. Par conséquent, étudier l’impact de la méthode de détection des cycles
affectés et de leur gestion des données obtenues est important pour améliorer la per-
formance de la TEP en tant qu’outil de suivi. Pour la suite, le mouvement cyclique
est supposé stable, alors tous les cycles sont préservés.
Pareillement au cas précédent, l’incapacité de détecter précisément le début d’un
cycle peut nuire à la qualité des reconstructions puisqu’il peut entraîner la combinai-
son de données provenant d’états différents. L’imprécision dans la détection du début
d’un cycle est considérée négligeable.
L’incidence des coïncidences atténuées et diffusées dépend de la structure du su-
jet. Or, le mouvement modifie localement la forme des structures d’un sujet. Ainsi,
leur distribution dans les sinogrammes synchronisés devrait être influencée par le
mouvement cyclique. Pour la suite, cette influence sera considérée négligeable.
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D’autres cas particuliers de la problématique ne sont pas considérés malgré qu’ils
influencent, que ce soit directement ou indirectement, la qualité de la reconstruction.
Leur influence sera considérée équivalente pour les différentes approches. Sous cette
conjecture, les inclure dans ce travail aurait donné un portrait plus réaliste de leur
performance, mais n’affectera pas leur comparaison.
1.3 La modélisation mathématique
La méthode proposée par Radon pour reconstruire une image tomographique a
été développée à partir d’un modèle qui considère que le sujet est immobile. Ainsi,
l’ajout de la modélisation du mouvement entre les différents états au modèle de Radon
devrait permettre de produire une méthode capable d’exploiter l’entièreté des fenêtres
synchronisées. Cependant, le fonctionnement de la reconstruction en trois dimensions
(3D) doit être connu pour comprendre comment faire cet ajout.
La reconstruction d’images tomographiques est une application développée à par-
tir d’une branche de l’informatique intitulée la modélisation mathématique. Ce do-
maine de recherche a pour objectif de représenter un modèle sous une forme mathé-
matique de sorte à la résoudre. Cet objectif fait de la modélisation mathématique
un domaine riche en histoire et en applications. Une revue exhaustive de ce domaine
déborde des objectifs visés, mais certains de ses principes fondamentaux doivent être
introduits pour comprendre l’intérêt des tests et des études accomplis.
1.3.1 Principes fondamentaux
L’étude d’un modèle mathématique se fait en deux étapes. Pour commencer, le
problème est modélisé sous une forme mathématique judicieusement choisie. Par la
suite, un algorithme est développé pour trouver la solution du problème à partir du
modèle développé précédemment.
Le but du modèle est de caractériser la qualité de l’ensemble des solutions pos-
sibles à un problème. La fonction qui quantifie la qualité d’une solution est nom-
mée fonction objectif. Cette quantification est généralement faite sous forme scalaire.
Dans ce contexte, une fonction objectif modélise adéquatement un problème lorsque
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la relation d’ordre selon la qualité des différentes solutions est préservée suite à leur
quantification par la fonction objectif. Ainsi, la meilleure solution d’un problème, ap-
pelé solution optimale, est un des deux extrema globaux de la fonction objectif. C’est
le modèle qui va dicter lequel des extrema globaux, soit le maximum ou le minimum,
correspond à la solution optimale.
L’espace dans lequel est représenté l’ensemble des solutions possibles d’un pro-
blème va dicter le type d’algorithmes qu’il sera possible d’exploiter. L’ensemble des
solutions possibles en TEP est considéré dans RN+ où N est le nombre de voxel de
l’image et ce malgré le fait que l’image devrait être représentée par des entiers puisque
chacun de ces voxels représente un nombre d’événements détectés. Le choix de la re-
présenter avec des réels est motivé par la complexité que rajoute la recherche d’une
solution entière. La contrainte de non-négativité de la solution, quant à elle, découle
de l’impossibilité d’avoir une quantité négative de radiotraceur.
L’algorithme, de son côté, exploite les propriétés de la fonction objectif afin d’en
trouver la solution optimale. Il existe plusieurs types d’algorithmes et ils peuvent être
classés selon le type de solutions et la forme de la fonction objectif [48]. La fonction
objectif exploitée dans ce travail est au moins deux fois continument différentiable,
c’est-à-dire C2. Cette propriété sera mise en évidence dans la prochaine sous-section.
Ainsi, seuls les algorithmes qui exploitent des fonctions objectifs réelles et au moins
C2 sont considérés. Ces algorithmes peuvent être séparés en deux catégories, soit
analytique et itératif. Généralement, le choix entre ces deux types d’algorithmes est
un compromis entre la correspondance du modèle à la réalité et la quantité de calcul
nécessaire pour obtenir la solution optimale.
Le modèle utilisé en TEP fait partie des problèmes d’optimisation non linéaire.
Dans ce type de problème, la plupart des algorithmes disponibles peuvent, au mieux,
assurer que la solution obtenue est un optimum local, c’est-à-dire une solution qui,
pour un certain voisinage, est la meilleure solution. Cette propriété découle du prin-
cipe fondateur de l’optimisation, soit l’analyse de l’allure de la fonction objectif, pour
trouver la solution optimale. Lorsque la fonction objectif est C2, ces deux premières
dérivées peuvent être utilisées pour décrire un optimum local. La dérivée première,
qui représente la direction de la plus forte augmentation de la fonction à un point
donné, permet de définir si une solution représente un point stationnaire, c’est-à-dire
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un minimum/maximum local ou un point d’inflexion, puisque la dérivée en un point
est nulle si et seulement si la direction de la plus forte augmentation en ce point est
nulle. Par la suite, la dérivée seconde, qui caractérise la courbure de la fonction en un
point, peut permettre de préciser la nature d’un point stationnaire. Par exemple, une
dérivée seconde définie strictement positive pour un point stationnaire assure que la
solution actuelle est un minimum local. La seule différence entre un optimum local
et un optimum global est le voisinage, alors, sauf dans certains cas, il est difficile de
créer un algorithme qui garantit d’obtenir l’optimum global. Un de ces cas est lorsque
la fonction objectif est convexe, ou concave, ce qui assure qu’il y a seulement un point
stationnaire et qu’il s’agît d’un minimum, ou d’un maximum, global.
Grâce à cette description de l’optimisation, la différence entre un algorithme ana-
lytique et un algorithme itératif peut être éclaircie. Dans le cas où la dérivée de la
fonction objectif possède un nombre fini de points stationnaires, qu’ils sont isolables
et que leurs natures sont clairement définies, alors un algorithme analytique peut être
développé. Cependant, la plupart des fonctions objectifs sont trop complexes pour
satisfaire à ces critères. Dans ce contexte, un algorithme itératif est employé. L’idée
générale de cette approche, dans le cas de l’optimisation, est de trouver, à partir
d’une solution, une meilleure solution en utilisant l’allure de la fonction objectif. Par
exemple, un de ces algorithmes est, si le but est de trouver un minimum, la descente
du gradient. Dans sa forme la plus simple, l’opposé du gradient, donc la direction
de plus forte décroissance, de la solution courante est ajouté à la solution courante.
Cet algorithme est l’un des plus simples, mais aussi un des moins efficaces. Il existe
beaucoup d’autres algorithmes qui sont classifiés selon plusieurs critères [68, 70, 14].
Un de ces critères est le type de dérivée exploitée. Sous ce critère, un algorithme est
dit d’ordre D lorsqu’il utilise des dérivées d’ordres D et moins. L’intérêt de ce critère
est qu’il permet d’avoir une idée de la charge de calcul de la méthode. Par exemple,
la dérivée première consomme, dans le pire cas, 5 [36] fois plus de ressources que
l’évaluation de la fonction objectif alors que la dérivée seconde consomme au moins
n fois cette quantité où n est le nombre de variables de la fonction.
Deux concepts importants des algorithmes itératifs sont les critères de convergence
et la vitesse de convergence. Un algorithme itératif converge lorsqu’il est capable d’ap-
procher suffisamment un optimum local. L’utilisation du terme suffisamment proche
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(a) Image de citrouilles (b) Image de citrouilles
brouillée
(c) Résultat du dé-
brouillée
Figure 1.9 – Exemple typique où appliquer une méthode naïve sur un problème avec
un mauvais conditionnement produit un résultat exécrable. Cet exemple consiste à
tenter de débrouiller l’image (b) afin d’obtenir l’image sans brouillage (a). Soit A
une matrice de brouillage qui, lorsque appliquée à l’image (a), produit l’image (b).
Alors, une méthode naïve est d’appliquer l’inverse de A à l’image (b). L’image en
(c) représente le résultat de cette méthode avec une augmentation du contraste pour
aider à la visualisation. Les images sont extraites de [1].
est motivée par deux constatations : la présence d’erreurs numériques rend impossible
la tâche de trouver la solution exacte et le gain dans la qualité de la solution, après
un certain nombre d’itérations, n’est plus significatif. La vitesse de convergence d’un
algorithme fait habituellement référence à sa convergence asymptotique. Ce type de
convergence permet de représenter le gain à chaque itération d’un algorithme lorsque
la solution courante est suffisamment proche de la solution optimale. En TEP, le
nombre d’itérations appliquées est souvent trop limité pour observer la convergence
asymptotique. Ce nombre est normalement choisi par observation visuelle de la solu-
tion à chaque itération. Ainsi, une attention particulière doit être portée au nombre
d’itérations des algorithmes de chacune des méthodes afin de s’assurer que la compa-
raison soit équitable.
La reconstruction d’image fait partie de la famille des problèmes inverses. Cette
famille correspond à l’ensemble des problèmes, habituellement reliés à la physique, où
l’opération qui permet d’estimer les données correspondant à une solution est triviale,
alors que le problème inverse, soit d’estimer la solution selon les données, est com-
plexe. Les problèmes qui composent cette famille sont communément dits mal posés.
Un problème est défini comme étant mal posé s’il ne possède pas les trois proprié-
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tés suivantes : existence d’une solution, unicité de la solution et un conditionnement
viable. Le conditionnement d’une fonction, qui définit la stabilité de la fonction ob-
jectif à de faibles variations, est viable si elle est stable et proche de l’identité. Dans
le cas où le problème à résoudre est mal conditionné, il est fort probable qu’une mé-
thode directe telle qu’un algorithme analytique produise un résultat médiocre lorsque
les données sont corrompues par du bruit. La figure 1.9 présente un exemple où une
méthode naïve appliquée à un problème inverse mal conditionné produit une image
gouvernée strictement par du bruit.
1.3.2 Application à la reconstruction en tomographie d’émis-
sion par positrons
Le processus d’acquisition TEP peut être approximé par plusieurs modèles. Leur
différence réside dans la relation qui lie le sinogramme théorique d’une solution au
sinogramme obtenu par la caméra. La fonction objectif la plus exploitée dans ce
domaine est appelée le log de la vraisemblance et se sert d’une distribution de Pois-
son pour représenter le lien entre les deux sinogrammes. La vraisemblance, dans le
contexte de la TEP, représente la probabilité que le sinogramme acquis corresponde
au sinogramme théorique d’une distribution de radiotraceur. Cette appellation vient
du fait que la fonction utilisée est la composition du logarithme naturel à la vrai-
semblance. Le résultat de cette composition permet de simplifier le modèle, voir la
dernière partie la section A.2, et ce sans modifier la solution optimale du modèle.
De plus, le log de la vraisemblance est une fonction concave [51]. Dans ce mémoire,
elle servira de modèle de base pour tester les différentes approches pour prendre en
compte le mouvement. Ce choix est justifié par la fidélité de ce modèle à la réalité
grâce à son utilisation de la distribution de Poisson pour représenter la relation entre
les deux sinogrammes tel que décrit à la section 1.1.1.
Le log de la vraisemblance est reconnue pour produire des solutions qui corres-
pondent fidèlement aux sinogrammes acquis. Or, cela entraîne que la solution obtenue
à partir de données corrompues par du bruit sera aussi bruitée. Une technique pour
contourner cette propriété est d’inclure un a priori à la fonction objectif. Dans le
contexte de la reconstruction TEP, cet ajout consiste à modéliser le fait que la distri-
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bution du radiotraceur devrait varier peu localement. Cet a priori est nommé terme
de régularisation puisqu’il diminue la variation locale de l’image. Ce terme est pondéré
par un facteur afin de contrôler le compromis entre la correspondance aux données et
l’a priori. Malheureusement, l’impact de ce compromis sur la reconstruction dépend
de la vraie distribution dans le sujet. Un facteur trop faible rend insignifiant l’effet
de régularisation, alors qu’un facteur trop élevé va entraîner la perte de détails. Son
estimation est coûteuse, alors elle est souvent remplacée par un filtre appliqué sur
la solution du problème sans régularisation [71]. L’utilisation de ce terme, lorsque
l’objectif est de comparer différentes méthodes, est viable dans deux conditions. La
première consiste à posséder une stratégie pour calculer le facteur de chacune des mé-
thodes étudiées afin que son impact soit équivalent sur chacune des reconstructions.
La deuxième consiste à être en mesure de trouver le facteur optimal pour chacune des
méthodes étudiées. Afin de limiter le nombre d’inconnus qui ne sont pas directement
liés à la problématique étudiée, aucun terme de régularisation n’est employé dans ce
mémoire.
Ainsi, la fonction objectif qui servira à générer les différentes méthodes pour faire
















où : I Nombre de voxels dans l’image
J Nombre de projections dans le sinogramme
et : λ Nombre d’événements dans chaque voxels I
y Nombre de coïncidences détectées pour chaque projection J
P Matrice système J × I
Les étapes pour construire la fonction 1.1 sont décrites à la section A.2.
La fonction 1.1 est complexe, alors elle doit être simplifiée pour en déduire un
algorithme analytique. Afin d’éviter cette simplification du modèle, un algorithme
itératif sera utilisé pour obtenir la solution optimale. Les algorithmes itératifs peuvent
être classés en deux catégories : ceux construits spécifiquement pour un modèle et
ceux applicables à toute fonction objectif. Les membres de la deuxième catégorie
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sont nommés solveurs généraux. La maximisation de l’espérance du maximum de
vraisemblance (MLEM) est une méthode qui permet de construire un algorithme
à partir d’une fonction de vraisemblance. La plupart des algorithmes utilisés pour
résoudre l’équation 1.1 en sont des variantes. Les solveurs généraux sont peu utilisés
dans ce domaines et la majorité d’entre eux sont des variantes du gradient conjugué
[23]. La méthode MLEM sera utilisée pour générer les algorithmes nécessaires à la
comparaison des différentes approches. Malgré que MLEM est reconnu pour converger
lentement [39], il représente l’algorithme le plus étudié dans ce domaine.
Dans les paragraphes précédents, une méthode, c’est-à-dire un modèle et un algo-
rithme, a été choisie pour accomplir les reconstructions d’image TEP.
Hypothèse ajoutée à celles de 1.2.3 :
– La relation entre la performance, en terme de facteur de compensation de dose,
des approches étudiées est invariante à la méthode de base employée pour les
reconstruire.
L’algorithme généré par le MLEM pour la reconstruction d’image TEP 3D peut
être écrit sous la forme suivante :







où : n L’itération courante
1 Vecteur ligne de un de longueur J
 Division terme à terme entre deux vecteurs de même dimension
⊗ Multiplication terme à terme entre deux vecteurs de même dimension
Les étapes pour construire l’algorithme 1.2 sont décrites à la section A.3 et une
représentation visuelle de cet algorithme est disponible à la figure 1.10. La preuve de
sa convergence est disponible en [51].
La contrainte de non-négativité des images TEP, mentionnée précédemment, doit
aussi être prise en compte. En fait, l’algorithme explicité par l’équation 1.2 engendre
automatiquement des solutions respectant cette contrainte à condition que les com-
posantes de l’estimé initial soient strictement positives. Cette propriété du MLEM
est due au fait que le lien entre deux itérations est une multiplication par un ratio de
termes positifs lorsque l’estimé de l’itération précédente est strictement positif. Dans
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Figure 1.10 – Représentation visuelle des grandes lignes de l’algorithme MLEM 3D.
Les images numérotées de un à trois correspondent aux informations disponibles au
début d’une itération. Dans l’ordre, il s’agit de l’estimé courant de la reconstruction
TEP, de la matrice système et du sinogramme. À partir des deux premiers, le si-
nogramme théorique, représenté par l’image numérotée quatre, est évalué. Puis, une
comparaison des deux sinogrammes permet d’évaluer un facteur de correction qui est
appliqué à l’estimé courant. L’image ainsi obtenue est la nouvelle estimation courante.
ce mémoire, la description du domaine de l’optimisation avec contraintes de bornes
n’est pas incluse, car la forme multiplicative du MLEM entraîne implicitement leur
respect. Toutefois, le MLEM perd cette propriété lorsqu’un terme de régularisation
est ajouté à la fonction objectif. Dans ce contexte, des eﬀorts supplémentaires doivent
être investis pour assurer qu’aucun terme de la solution ne devienne négatif, et ce,
à chaque itération. Dans le cas contraire, deux conséquences sont possibles. La pre-
mière conséquence est la possibilité de générer un sinogramme théorique possédant
des termes négatifs ce qui produirait une erreur dans l’évaluation de la fonction ob-
jectif puisque le logarithme n’est pas déﬁni pour des valeurs négatives. La deuxième
conséquence est l’inclusion d’un biais dans l’image. En eﬀet, la présence d’au moins
un voxel négatif entraînera une augmentation en valeur de tous les voxels voisins aﬁn
de compenser le manque à gagner sur chaque projection. Toutefois, l’ajout d’un terme
de régularisation à la fonction objectif pénaliserait fortement ce genre d’occurrence.
Ces deux conséquences s’ajoutent à celles présentées plus tôt pour motiver l’ex-
clusion du terme de régularisation dans les algorithmes testés.
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Le concept de sous-ensembles ordonnés (SO) est important en reconstruction to-
mographique. Cette technique consiste à diviser l’ensemble des projections disponibles
en sous-ensembles et d’utiliser, à chaque itération, un de ces sous-ensembles pour amé-
liorer la solution courante. L’intérêt des SO provient du coût exorbitant qu’entraîne le
calcul de l’entièreté du sinogramme théorique et qu’un modèle avec un sous-ensemble
des projections correspond à une version moins échantillonnée du problème de base.
Ce concept a été étudié sous plusieurs angles dans la littérature [37, 38, 59]. Les défis
principaux sont la méthodologie pour générer les sous-ensembles et la gestion de la
transition entre l’utilisation des SO et celle de l’ensemble des projections.
1.4 Le recalage d’images
Dans la sous-section 1.2.1, la modélisation du mouvement a été introduite comme
une approche intéressante pour mieux exploiter l’acquisition en fenêtres synchronisées
afin de diminuer le facteur de compensation de dose. De plus, les outils nécessaires
pour modifier le modèle de base de la TEP ont été introduits dans la section précé-
dente. Il reste alors à trouver une approche pour modéliser le mouvement. La solution
se trouve dans le fait que le mouvement entre deux états est la déformation de l’un
d’entre eux vers l’autre. Or, un des sous-domaines de l’imagerie, appelé le recalage
d’images, consiste à étudier les techniques qui permettent de représenter la déforma-
tion qui lie deux images. Ainsi, le recalage d’images sera exploité pour modéliser le
mouvement.
La description de cette branche de l’imagerie sera limitée aux éléments qui sont
utiles pour la suite et ceux qui présentent un potentiel exploitable pour l’objectif visé.
Plusieurs revues sur le recalage d’images sont disponibles dans la littérature dont
[109]. Cette revue est décomposée en deux parties : une description des principes
fondamentaux et une introduction à la technique qui sera exploitée.
Tel que mentionné dans l’introduction de ce mémoire, le rapport de stage dispo-
nible à l’annexe B présente une analyse du problème de recalage de séquence car-
diaque obtenue par tomographique par émission. Malgré que ce dernier n’exploite pas
le même modèle de déformation, il offre des détails supplémentaires sur les défis du
recalage pour ce type de modalité d’imagerie médicale.
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1.4.1 Principes fondamentaux
Le recalage d’images, nommé simplement recalage pour le reste de ce document,
a pour objectif d’évaluer la meilleure déformation qu’une image, nommée image en
mouvement, peut subir pour correspondre à une autre image nommée image fixe.
Cette formulation met en évidence le fait que le recalage est un problème d’optimi-
sation. Le modèle de ce dernier possède trois composantes : le type de déformation,
la fonction d’interpolation et la métrique de similitude.
Quelques notions d’imagerie sont nécessaires afin de comprendre comment le mo-
dèle est construit. La notion la plus importante est celle de la représentation d’une
image sous forme de fonction. Soit λ une image en D dimensions et composée de N
voxels. Alors, λ est un tenseur de D dimensions. Habituellement, ce tenseur est la
discrétisation d’une fonction Λ : RD → R pour un domaine délimité par un hyper-
rectangle. Ce sous-espace est divisé en N hyperrectangles disjoints qui représentent
chacun le domaine d’un voxel. Ainsi, la valeur affectée à un voxel est l’approximation
de la fonction dans la zone délimitée par son domaine. Soit {pn}N1 un ensemble de
points en D dimensions tel que pn représente le centre géométrique du nième voxel de
λ dans le domaine de Λ. Soit Π(pn) le produit tensoriel de D fonctions porte centrées
en pn tel que les frontières de discontinuité de cette fonction correspondent à la surface
de l’hyperrectangle délimitant le voxel n. Alors, une image λ est une approximation
discrète de la fonction Λ et ∑Nn λ[N ] ∗ Π(pn) est la représentation de l’image sous la
forme de fonction. Dans ce contexte, la position d’un voxel λ[n] dans Λ correspond
au centre géométrique de la zone qu’il délimite, soit pn.
Types de déformations
La première étape pour résoudre un problème de recalage est de définir l’ensemble
des déformations considérées. Vu sous l’angle d’un problème d’optimisation, cette
composante définit les variables à optimiser. Dans le modèle, elle paramétrise la re-
lation entre la position initiale des voxels de l’image en mouvement et leurs positions
suite à la déformation. Cette relation est appelée la fonction de transformation et est
notée T(p|α) où α est le vecteur des paramètres de la transformation et T : RD → RD.
Son codomaine ne se limite pas à l’ensemble {pn}N1 de l’image fixe. En fait, il est peu
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probable que le déplacement soit une bijection entre les voxels des deux images, même
lorsqu’ils sont définis dans le même espace de discrétisation, puisque la discrétisation
d’un signal continu engendre une perte d’information.
Les transformations étudiées en recalage sont divisées en catégories selon le degré
de liberté qu’elles confèrent sur le déplacement des voxels. En ordre croissant de
degré de liberté, les catégories sont rigide, affine et non-rigide. Les transformations
rigides, c’est-à-dire translation et rotation, conservent la distance entre les voxels.
Les déformations affines, c’est-à-dire rigide, homothétie et transvection, préservent
le parallélisme des droites. Le reste des transformations sont classifiées comme étant
non-rigides. Parmi celles-ci, la déformation sans forme, traduction libre de «Free-Form
deformation» ou FFD, est la transformation la plus polyvalente puisqu’elle consiste à
définir le mouvement sous forme de translation indépendante pour chacun des voxels.
Cependant, les transformations avec un degré de liberté élevé engendrent des fonctions
objectifs avec un nombre élevé de variables, ce qui augmente la difficulté de résolution
du problème d’optimisation. À titre indicatif, une transformation rigide sur une image
3D de N voxels peut être définie par six paramètres alors qu’une FFD aura besoin de
N × 3 paramètres. Ainsi, le choix du type de transformation est un compromis entre
la quantité de ressource disponible pour obtenir la solution et le niveau de mise en
correspondance recherché.
Les déformations non-rigides peuvent définir des déplacements d’amplitude qui
varient localement dans l’image. Cette propriété permet de modifier de la topologie
des structures qui composent une image. Ce phénomène est observable lorsque la fonc-
tion de déformation n’est pas inversible. Dans la plupart des applications du recalage,
dont l’imagerie médicale, la topologie des objets, par exemple le cœur, est préservée
durant le mouvement. Donc, une solution qui n’est pas inversible ne correspond pas
à la réalité du problème. Certaines des transformations non-rigides, par exemple les
transformations difféomorphes, produisent, par construction, des fonctions de défor-
mation inversible. Toutefois, la plupart de ces modèles sont limités dans l’amplitude
des mouvements qu’ils peuvent exprimer.
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Fonction d’interpolation
Une fois que l’image est déformée, elle est projetée dans la base discrète de l’image
fixe. Cette étape est essentielle parce que la fonction de similitude suppose que les
deux images sont des signaux continus qui ont subi la même discrétisation alors que
les déformations évaluent le déplacement des voxels dans le domaine du continu. Le
choix de comparer des images sous leur forme discrète sera justifié à la section 1.4.1.
La projection est accomplie par l’interpolation des voxels déplacés aux positions
des voxels de l’image fixe. Une des méthodes utilisées pour évaluer cette projection
est inspirée de la représentation de l’image sous forme de fonction telle que présentée
au début de cette section. Toutefois, une autre relation que celle définie par Π(x)
peut être utilisée. Cette relation, notée f(x), où x définit la position spatiale du
centre de la fonction, est nommée fonction de base. Le but de cette fonction est
de définir la contribution des voxels de l’image selon leurs proximités au voxel où
l’interpolation est évaluée. Habituellement, la fonction de base est définie sur un
domaine borné afin de limiter le nombre de voxels qu’il peut affecter, diminuant ainsi
le temps de calcul nécessaire pour évaluer l’interpolation. Cependant, le passage de
l’image du discret au continu se complexifie lorsque le domaine de la fonction de base
est suffisamment large pour affecter d’autres voxels que celui sur laquelle la fonction
est centrée. Cette complexification provient de la nécessité de calculer la pondération,
notée λ˜, de chacune des fonctions de base afin que la projection de la fonction Λ˜, où








Une autre méthode pour évaluer la projection est l’interpolation linéaire [74]. Elle
n’est pas considérée ici puisqu’elle ne permet pas de modéliser l’aspect additif du
signal. Cette propriété est engendrée par le fait que l’image représente la distribution
de radiotraceur dans le sujet ce qui entraîne que la fusion de deux voxels est la somme
de leurs valeurs.
Un concept souvent exploité dans les logiciels de recalage est l’interpolation in-
verse. Par exemple, soient A et B deux images. Si l’objectif est d’évaluer le recalage
de A vers B, alors l’idée de base est de chercher où placer les voxels de A dans B.
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Or, l’interpolation inverse consiste à chercher où placer un voxel de B dans A. Cette
approche a l’avantage de limiter l’apparition de trous dans l’image déformée. Cepen-
dant, ce concept entraîne que l’énergie, soit la somme des valeurs des voxels d’une
image, ne soit pas nécessairement préservée lorsque l’image est déformée. En effet,
l’interpolation inverse permet à un voxel de l’image A de contribuer entre 0 et N fois
l’énergie qu’elle possède à l’image déformée.
Métrique de similitude
La dernière composante du modèle du recalage est la métrique qui évalue la simi-
litude, ou la différence, entre l’image en mouvement déformée et l’image fixe. Cette
métrique est la fonction objectif à optimiser. Les métriques peuvent être distinguées en
deux familles : celles qui comparent les images selon l’intensité des voxels et celles qui
les comparent sur la base d’attributs géométriques [109]. Le recalage par attributs
géométrique simplifie, une fois que les attributs sont extraits, le recalage relative-
ment à l’autre métrique puisqu’il limite la comparaison aux quelques caractéristiques
extraites. Cependant, la métrique est biaisée selon l’erreur de l’extraction de ces attri-
buts. De plus, leur extraction est complexe et peut exiger l’intervention d’un humain
lorsque la structure recherchée a subi une modification. De leur côté, les métriques
qui comparent la distribution de l’intensité dans l’image sont sensibles aux variations
locales. Cependant, le modèle peut être modifié avec un a priori qui diminue l’impact
de ces variations [35]. Elle est généralement évaluée dans le domaine discret puisque le
gain possible à passer au domaine continu est faible. En effet, ce passage nécessite une
approximation du signal, ce qui peut ajouter un biais, et l’utilisation d’une intégrale,
pour évaluer la similitude, complexifie énormément la fonction objectif.
Habituellement, la solution optimale de ces modèles est obtenue par un algorithme
itératif. Le choix d’un solveur général est normalement fait selon le type de déforma-
tion, car ce dernier définit le nombre de variables à optimiser dans la fonction objectif.
Dans certains cas de déformation non-rigide, un terme de pénalisation est ajouté afin
de forcer la préservation de l’inversibilité de la transformation [87].
Une propriété importante de ces métriques est qu’elles sont rarement convexes.
La figure 1.11 présente un exemple de non-convexité pour un recalage limité à la
translation d’un signal. Au meilleur des connaissances de l’auteur, seule une méthode
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Figure 1.11 – Exemple simple où la fonction objectif du problème de recalage n’est pas
convexe. Soit A = [0, 1, 0, 1, 0, 0, 0, 0] et B = [0, 0, 0, 0, 1, 0, 1, 0]. Alors, ce graphique
affiche la valeur de l’erreur quadratique moyenne entre le signal A translaté vers
la droite et le signal B selon l’amplitude de la translation. Le rond vert indique la
position de la solution optimale. Les X rouges indiquent la position de trois minima
locaux où un algorithme est susceptible de se faire piéger.
présente une métrique convexe [31]. Elle nécessite de connaître l’amplitude maximale
du mouvement. Elle consiste à représenter le déplacement sous la forme d’une distri-
bution de l’énergie d’un voxel dans ses voisins selon l’amplitude maximale. Toutefois,
le coût de cette convexité est une fonction objectif difficile à résoudre. Par exemple,
une amplitude maximale d’un voxel pour une image en trois dimensions entraînerait
que cette métrique possède environ 27 fois plus de variables que de voxels. Une ap-
proche moins coûteuse au niveau algorithmique est l’utilisation d’une représentation
multiéchelle de l’image [53]. L’idée consiste à évaluer le recalage en plusieurs niveaux
de sous-échantillonnage de l’image, en ordre décroissant de sous-échantillonnage, et
de se servir de la déformation du niveau précédent comme déformation initiale. Ainsi,
la mise en correspondance des structures de l’image est accomplie selon leurs pro-
éminences. Cette approche, dénommée pyramidale, permet d’éviter certains minima
locaux puisque le bruit et les détails des images sont généralement définis par des
hautes fréquences.
34
1.4. Le recalage d’images
1.4.2 Application aux images de la tomographie d’émission
par positrons
Le modèle de transformation choisi doit être en mesure de représenter les dé-
formations qui affectent les images. Dans le cadre de ce mémoire, le mouvement est
induit par le battement cardiaque et le but est de faire correspondre les structures des
différents états. Or, le battement du cœur se caractérise par des contractions qui en-
traînent une superposition des tissus cardiaques, alors une transformation non-rigide
est de mise. Le recalage est un domaine riche en applications [109] dont l’imagerie mé-
dicale [94] et plus particulièrement le cas de mouvement cardiaque [57], alors plusieurs
méthodes sont disponibles.
Cependant, évaluer l’impact du choix de la méthode de recalage sur la probléma-
tique étudiée dépasse le cadre de cette maîtrise. Alors, une seule d’entre elles sera
employée pour estimer les fonctions de déformation. Dans le contexte du recalage,
une méthode fait référence à la combinaison d’un modèle et d’un algorithme.
Hypothèse ajoutée à celles de 1.2.3 :
– La relation entre la performance des approches de reconstruction multidimen-
sionnelle est invariante à la méthode exploitée pour estimer les fonctions de
déformation.
La méthode choisie a fait ces preuves dans la littérature [15, 87, 10]. Malgré tout,
elle sera décrite afin de mettre en évidence ces avantages et ces inconvénients. Cette
description sera précédée par une explication sur le fonctionnement des B-Splines
puisqu’ils sont une composante essentielle du modèle choisi.
Introduction aux B-Splines
Les B-Splines, nom qui provient de son appellation anglaise «bell-shaped spline»,
sont une famille de fonctions polynomiales définies par morceaux, fréquemment ex-
ploitées en imagerie. Habituellement, elles servent à approximer ou interpoler une
courbe [101, 102].
Cette famille est générée à partir d’une fonction appelée la B-Spline d’ordre zéro.
Cet élément générateur correspond à la fonction porte dont les deux points de discon-
tinuité sont dénommés nœuds. La famille des B-Splines est construite récursivement
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à partir de celle-ci et ses membres sont dénommés selon le nombre de récursions
nécessaires pour les construire. Plus précisément, une B-Spline d’ordre k est la com-
binaison linéaire de deux B-Splines d’ordre k − 1 dont les k derniers nœuds de l’un
correspondent aux k premiers de l’autre. Ainsi, une B-Spline d’ordre k est une fonction
polynomiale k − 1 fois continûment différenciable définie par k + 2 nœuds.
Un certain nombre de propriétés intéressantes découlent de la méthode utilisée
pour générer ces splines. Une d’entre elles est leur capacité à construire des courbes
qui possèdent les mêmes propriétés de continuité [17]. Un autre avantage de ces fonc-
tions est leurs domaines bornés. Cette propriété permet d’apporter une modification
locale à l’approximation, ou à l’interpolation, d’une courbe en ajustant seulement le
poids des B-Splines dont leurs domaines sont en contact avec la région à modifier.
Pour terminer, elles sont entièrement définies par des polynômes, alors elles sont,
comparativement à des fonctions tels la gaussienne et le sinus cardinal, peu coûteuses
à évaluer. L’ensemble de ces propriétés font des B-Splines un choix intéressant pour
représenter une courbe lisse à un moindre coût.
Une courbe construite par des B-Splines est définie par quatre éléments : l’ordre
des B-Splines, la position de leurs nœuds, leur distribution dans le domaine et leur
pondération. Cette pondération est dénommée le point de contrôle puisqu’il définit
l’allure de la courbe.
Ainsi, l’augmentation du nombre de B-Splines, donc du nombre de points de
contrôle, dans une zone permet d’y accroître la qualité de l’interpolation ou de l’ap-
proximation. Or, la zone délimitant où le battement cardiaque a lieu n’est pas connue
a priori, alors il faudrait une méthode pour la détecter. Une telle méthode serait dé-
pendante de la qualité de la reconstruction, alors elle n’a pas été employée afin d’éviter
la possibilité d’inclure un biais. Malgré tout, l’utilisation de points de contrôle dis-
tribués uniformément selon les dimensions a l’avantage d’être représentable par une
seule forme de B-Spline ce qui permet de diminuer la charge de calcul. De plus, cette
contrainte sur leur espacement engendre une forme de conservation d’énergie : la
somme des valeurs de la B-Spline évaluée sur une grille espacée comme ces nœuds est
égale à 1.
Pour finir, il faut généraliser les B-Splines en D dimensions afin d’être en me-
sure d’approximer la fonction de déplacement d’une image de mêmes dimensions.
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Dans le cas où les nœuds sont distribués uniformément dans chacune des dimensions,
les représentations multidimensionnelles sont obtenues par le produit tensoriel de la
fonction de base sur chacun des D axes canoniques.
Résolution du problème de recalage
Une déformation de type non-rigide est nécessaire pour cette application. Cepen-
dant, la transformation FFD est coûteuse à optimiser à cause du nombre de variables
qu’elle nécessite pour la définir. En fait, le déplacement cardiaque entre deux états
semble induire un mouvement qui converge vers un point. Donc, le déplacement pour-
rait être approximé par une courbe relativement simple. Tel qu’indiqué précédemment,
les B-Splines sont des candidats judicieux pour générer ce genre de courbe. De plus,
elles semblent être robustes aux recalages de structure lorsque les images sont brui-
tées [15]. Les points de contrôle seront, tel que justifié dans le paragraphe précédent,
distribués uniformément pour chacune des dimensions. Il reste à établir le nombre
de B-Splines qui servira à exprimer la courbe et leur ordre. Dans la littérature, les
B-Splines d’ordre trois, ou B-Splines cubiques, sont les plus employés. Ce choix est
habituellement justifié par le fait que la dérivée seconde de cette fonction est continue
et par le compromis qu’elles offrent entre la régularité de la courbe produite et le
fardeau de calcul pour la produire. Le choix optimal du nombre de points de contrôle
est, quant à lui, dépendant de la taille de l’image et de l’amplitude du mouvement.
Le choix de la méthode d’interpolation doit représenter correctement le fait que la
radioactivité de plusieurs voxels peut s’accumuler dans un seul voxel. Tel que justifié
dans la section précédente, des fonctions de bases, plus précisément des B-Splines,
seront prises pour évaluer l’interpolation. La raison principale de cette décision est
leur capacité à générer des fonctions continues de différent degré et leurs domaines
étroits. Un domaine étroit est important pour les fonctions d’interpolation, puisque,
contrairement à ceux utilisés pour approximer la déformation, il y a autant de B-
Splines qu’il y a de voxels dans l’image interpolée. Pour l’interpolation, les points
de contrôle et les nœuds doivent correspondre au centre des voxels afin d’assurer la
conservation de l’énergie lors d’une interpolation. Le choix de l’ordre est, de son côté,
un compromis entre la capacité de représenter la régularité du signal et le temps de
calcul.
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L’objectif de la métrique de similitude est de quantifier la qualité de la mise en
correspondance entre deux images. Or, la distribution du radiotraceur dans les tissus
du sujet est constante à travers les états. Le mouvement observé dans le cycle est dû
au déplacement des tissus. Donc, les images de deux états devraient être identiques à
une déformation près. Un choix doit être fait entre une métrique selon des attributs
géométriques ou selon l’intensité des voxels. Or, le premier demande une connaissance
a priori de la structure à déformer ce qui est difficile pour les images d’émission.
Ainsi, les métriques exploitant l’intensité des voxels semblent plus appropriées. Parmi
celles-ci, l’erreur quadratique moyenne, plus connue sous le sigle MSE qui vient de
l’appellation anglaise «Mean squared error », est le critère de similitude choisi. Elle
consiste à représenter deux images sous forme de vecteur et d’évaluer la norme de
leur différence divisée par le nombre d’éléments. Cette métrique a déjà été utilisée
pour des problèmes semblables [57]. Un autre avantage de cette métrique est dans sa
simplicité à l’évaluer, comparativement aux autres telles que l’information mutuelle
[75] et la corrélation croisée [73]. Les autres métriques sont considérées dans les cas
où au moins une structure est caractérisée par des valeurs de voxels différentes dans
les deux images.
Ainsi, la fonction objectif du modèle de recalage prend la forme ci-dessous.
MSE(α;λ1, λ2) = 12I
I∑
i
(fi(α;λ1)− λ2i )2 (1.4)
où
λ1 L’image en mouvement
λ2 L’image fixe
B Le nombre de B-Spline de déformation dans une dimension
D Le nombre de dimension
αb,d Le poids de la B-Spline de déformation au point de contrôle b pour
la dimension d
fi(α;λ) La fonction qui évalue la valeur du voxel i de la déformation de
l’image λ selon les paramètres α
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βINTpl,. () La fonction d’interpolation centrée en pl,. et d’ordre INT
INT L’ordre des B-Splines d’interpolation
pl Position physique du voxel l
pˆl Position physique du voxel l après la déformation
sINT Demi-longueur du domaine de la B-Spline d’interpolation
et que la fonction de déformation est








βDEFCb,. () La fonction de déformation centrée en Cb,. et d’ordre DEF
Cb,. Position physique du point de contrôle b de la fonction de déformation
DEF L’ordre des B-Splines de déformation
sDEF Demi-longueur du domaine de la B-Spline de déformation
Les étapes pour construire ces fonctions sont décrites à la section A.4.
Pour terminer, il reste à définir le solveur général qui sera employé pour résoudre ce
problème d’optimisation. L’algorithme «Limited memory Broyden-Fletcher-Goldfarb-
Shanno »(L-BFGS) [63, 56] sera appliqué pour résoudre les problèmes de recalage.
L’objectif du BFGS est d’exploiter le gain de performance des méthodes d’optimisa-
tion d’ordre 2 tout en considérant qu’une approximation de celle-ci peut être satisfai-
sante. Plus précisément, elle tente, à chaque itération, d’améliorer son approximation
du hessien de la fonction objectif grâce à la différence entre l’estimation d’ordre un de
la fonction au point précédent et celle courante. Le L-BFGS est une modification du
BFGS se basant sur l’observation que la forme locale de la fonction objectif change
au cours des itérations et que ce changement peut être suffisamment important pour
que l’information obtenue sur le hessien à une itération précédente nuise à l’itéra-
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tion courante. Pour cette raison, le L-BFGS garde en mémoire, pour approximer le
hessien à la solution courante, seulement les informations obtenues pour un nombre
prédétermié d’itération qui la précède. Ainsi, elle permet d’exploiter les avantages
des méthodes d’ordre 2 sans leur coût exorbitant, ce qui est idéal pour les problèmes
possédant beaucoup de variables. Le modèle explicité précédemment comporte un
relativement grand nombre de variables, soit un ordre inférieur au nombre de voxels,
alors l’utilisation du L-BFGS pour le résoudre semble justifiée. De plus, elle a fait ses
preuves dans ce domaine [89, 54, 11].
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Chapitre 2
L’état de l’art, les données
disponibles et les outils exploités
Grâce aux informations présentées précédemment, le contexte de cette étude peut
être décrit. Pour commencer, les différentes approches seront détaillées. Par la suite,
les composantes de l’analyse seront explicités. Pour accomplir les tests numériques,
un algorithme par méthode sera choisi. Plusieurs logiciels peuvent être exploités pour
faciliter leur implantation. Alors, les avantages et les inconvénients des logiciels utilisés
seront décrits. Cette description sera précédée de celle des jeux de données employés
puisqu’ils ont un impact sur les logiciels considérés.
2.1 État de l’art
Le chapitre précédent a présenté l’information nécessaire pour comprendre les
nuances entre les différentes méthodes de reconstruction qui peuvent être utilisées
pour résoudre le problème défini dans la section 1.2. Ces méthodes ont été divisées
selon l’approche qu’elles prennent pour exploiter l’information redondante des sino-
grammes divisés en fenêtres synchronisées. Une notion récurrente dans ce domaine
est celle de l’état de référence qui désigne l’état reconstruit par une méthode.
Toutefois, une clarification de la définition de reconstruction multidimensionnelle
en TEP s’impose. Dans certains des articles de la littérature, le nombre de dimen-
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sions définit le problème étudié. Par exemple, une méthode de reconstruction 3D fait
référence à la reconstruction d’un volume imagé nommé "image" qui représente la
distribution statistique du radiotraceur dans le sujet. Or, la nomenclature devient
redondante lorsqu’elle est employée pour des méthodes de reconstructions 4D. Le 4D
peut être catégorisé sous deux types de reconstruction multidimensionnelle : selon le
mouvement [82] ou selon les paramètres pharmacocinétiques [95]. Dans les deux cas,
le 4D consiste à reconstruire un signal dans le sujet (3D) en fonction du temps (1D).
L’estimation des paramètres pharmacocinétiques exploite un a priori physiologique
sur les déplacements locaux du radiotraceur dans le temps dû à des processus biolo-
giques. Cependant, cette approche n’est pas étudiée puisqu’elle est basée sur un autre
paradigme que celui qui définit le cas du mouvement cyclique. Par ailleurs, la notion
d’inclusion de la dimension temporelle dans le modèle peut avoir différentes significa-
tions. Par exemple, la variation subie par les données au cours du temps peut servir
à améliorer l’estimation de la solution à un état de référence [10]. Elle peut aussi
se limiter à permettre l’estimation de tous les états [108]. La nomenclature de ces
approches multidimensionnelles sera précisée puisqu’il s’agit de la notion centrale de
ce qui suit. Pour plus d’informations sur les méthodes présentées dans cette section,
les articles suivants sont suggérés : [82, 83].
2.1.1 Reconstruction indépendante : 3D
Cette méthode est la plus simple et se limite à exploiter des données exemptes de
flou cinétique. Elle consiste à reconstruire chacune des fenêtres synchronisées indé-
pendamment c’est-à-dire que la reconstruction d’une séquence par l’approche 3D est
accomplie en appliquant un algorithme de reconstruction TEP 3D sur chacune des
sous-acquisitions obtenues par la division en fenêtres synchronisés. Ainsi, elle néces-
site seulement un algorithme de reconstruction TEP 3D. Le lien entre les différents
états est inexistant pour le modèle d’optimisation. Cette approche sera dénommée
3D puisqu’elle ne prend pas en compte l’information disponible dans le temps.
Dans la littérature, il n’y a pas d’article décrivant les différentes méthodes de
cette approche puisqu’elle consiste à faire une reconstruction TEP 3D classique avec
des données divisées en fenêtres synchronisées [108, 67, 66]. Malgré tout, il existe un
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grand nombre d’algorithmes pour accomplir cette tâche, tels que ceux introduits dans
la section 1.3.2.
2.1.2 Reconstruction avec correction a posteriori du mou-
vement : 3D_CM
Cette approche vise à améliorer le rapport signal bruit comparativement à l’ap-
proche 3D. Pour y parvenir, elle exploite le fait que les images de la séquence cardiaque
devraient être semblables sauf pour la déformation induite par le mouvement. Elle est
constituée de trois étapes : reconstruire chacune des fenêtres synchronisées indépen-
damment, déformer chacun des états vers un état de référence et moyenner les images
obtenues. Pour obtenir la séquence complète, il faut appliquer les deux dernières
étapes pour chacun des états. Cette méthode est composée de deux algorithmes :
celui de la reconstruction d’image 3D et celui de l’évaluation de recalage d’images.
Comme pour le cas précédent, le modèle d’optimisation ne possède pas d’information
sur le lien entre les différents états. Cette méthode sera dénotée 3D_CM, qui signifie
3 dimensions avec correction pour le mouvement, puisqu’elle améliore la qualité des
images grâce à l’information redondante dans le cycle, mais sans y avoir recours dans
le modèle de reconstruction d’image.
Pareillement au cas précédent, la littérature ne possède pas d’étude sur les dif-
férentes méthodes de cette approche. Elle se limite à combiner des algorithmes des
autres domaines [11, 10, 44]. Une introduction à ceux-ci est disponible dans la section
1.3.2 et 1.4.2.
2.1.3 Reconstruction exploitant l’information temporelle :
3.5D
La prochaine approche permet d’exploiter l’ensemble des sinogrammes grâce à un
a priori sur le lien entre l’état de référence et les autres états. Elle est fondée sur
le fait que les différents états sont semblables à la déformation près. Si ces défor-
mations sont connues, il est possible de faire le pont entre l’état de référence et les
sinogrammes en fenêtres synchronisées. Alors, deux algorithmes sont nécessaires pour
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appliquer cette méthode : le premier reconstruit l’état de référence en exploitant tous
les sinogrammes simultanément et le deuxième estime les fonctions de recalage. Le
modèle d’optimisation, quant à lui, connaît le lien entre les différentes fenêtres syn-
chronisées. Cette méthode sera dénotée à 3.5 dimensions (3.5D) parce que le modèle
exploite l’entièreté de la séquence grâce aux fonctions de déformation sans remettre
en question leur qualité.
Dans la littérature, la reconstruction de l’état de référence est accomplie grâce
à une modification de l’algorithme MLEM [54, 79]. Cette modification consiste à
ajouter une hypothèse, soit que les données obtenues dans des fenêtres synchronisées
différentes sont indépendantes , au modèle de base. Les détails de ce modèle et de
l’algorithme qui en découle seront présentés à la section 2.4.3. Le recalage, quant à
lui, peut être accompli par les méthodes introduites à la section 1.4.2. Par exemple,
la méthodologie employée en [79] est semblable à celle décrite à la section 1.4.2, alors
que celle utilisée en [54] diffère par le choix de métrique de similitude.
2.1.4 Reconstruction avec l’information temporelle : 4D
Cette approche, contrairement à la précédente, remet en cause la qualité des fonc-
tions de recalage. Les différents algorithmes introduits dans la littérature utilisent une
approche par alternance de paramètres optimisés [44, 32, 16]. Plus précisément, l’amé-
lioration de l’image à l’état de référence et celle des paramètres de déformation sont
accomplies chacun leur tour. Ainsi, l’algorithme exploite l’ensemble des sinogrammes
pour améliorer la qualité de l’image à l’état de référence et permet de perfectionner
les fonctions de déformation. Dans ce contexte, le modèle d’optimisation exploite tous
les sinogrammes et évalue la qualité des déformations. Cette méthode sera dite à 4
dimensions (4D) puisqu’elle cherche à améliorer la distribution à l’état de référence
et les paramètres de déformation entre les différents états.
Contrairement aux approches précédentes, plusieurs algorithmes ont été implantés
spécialement pour cette approche. Deux d’entre eux sont introduits puisqu’ils ont
inspirés l’algorithme implanté pour la méthode 4D.
La base du modèle employé en [16] est la même que celle utilisée en 3.5D, sauf pour
le fait que les paramètres de déformation sont des variables à optimiser et qu’un terme
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de régularisation y est ajouté. L’algorithme, quant à lui, est une alternance entre le
MLEM 3.5D pour améliorer l’image et une approche variationnelle pour améliorer les
fonctions de déformation.
L’auteur de [32], de son côté, introduit une autre approche au problème. Au lieu
d’utiliser directement le log de la vraisemblance, il l’approxime par un moindre carré
pondéré entre les sinogrammes théoriques et les vrais sinogrammes. Alors, la fonction
objectif est le moindre carré introduit précédemment auquel est ajouté un terme de
régularisation sur l’image et un autre sur les paramètres de déformation. L’article
conclut sur une technique pour simplifier cette fonction objectif selon le type de
paramètre mis à jour.
2.2 Données pour les tests numériques
La section 1.2.2 a présenté les avantages d’inclure des tests numériques à l’étude
des différentes méthodes. Toutefois, il faut avoir accès à des acquisitions TEP pour
accomplir ces tests. Elles peuvent être obtenus de trois façons : directement d’une
caméra, par simulation des processus physiques d’une acquisition [47] et par simu-
lation des projections à partir de la matrice système. Elles sont présentées en ordre
décroissant de réalisme. La validité d’un test est dépendante de ce réalisme alors il
est important d’utiliser des données réelles i.e. provenant d’une caméra. Cependant,
l’objectif est d’analyser la performance des algorithmes et, dans certains cas, cette
analyse est fortement facilitée lorsque la solution optimale est connue. Cette solution
correspond, dans le contexte actuel, à la distribution du radiotraceur qui a généré
les données et elle sera dénommée la vérité terrain. Dans le cas d’acquisition par une
caméra TEP, la vérité terrain est difficile à obtenir contrairement aux approches par
simulation. De plus, une simulation permet de contrôler, dans une certaine mesure,
l’influence des propriétés physiques ayant une répercussion sur la reconstruction. Ce
contrôle offre la possibilité d’exclure les phénomènes qui biaise l’étude actuelle e.g.
l’atténuation du signal par les tissus sujet. Parmi les approches par simulation, celle
par projection sera retenue puisqu’elle est suffisante pour les tests préliminaires. Donc,
les tests numériques vont être accomplis par des acquisitions provenant directement
d’une caméra et par projection à partir de la matrice système.
45
2.2. Données pour les tests numériques
Parallèlement, un des objectifs de ces expériences est d’analyser le principe de
compensation de dose. Afin de l’atteindre, il est essentiel de posséder des jeux de
données qui représentent différents niveaux de dose pour un même contexte.
Le contexte justifiant les jeux de données choisis est maintenant établi, alors ils
peuvent être décrits. Des acquisitions de petits animaux ont été obtenues grâce au
LabPET8, une caméra TEP commerciale. À partir d’une de ces acquisitions, des
données simulées beaucoup plus simples à étudier, dues à la connaissance de la vérité
terrain et à la capacité de contrôler le bruit, ont été générées. Leurs caractéristiques et
les méthodologies employées pour générer les différents niveaux de dose seront décrites
dans la section suivante. Dans les deux types de données, le système d’acquisition est
la caméra LabPET8, alors elle sera préalablement introduite.
2.2.1 Description sommaire du LabPET8
Le LabPET8 est une caméra TEP conçue pour le petit animal. Afin de bien
comprendre les caractéristiques de cet imageur, ses capacités de détection, que ce soit
des coïncidences ou du cycle cardiaque, seront brièvement détaillées. Sa description
complète est disponible en [13].
Cette caméra possède 32 anneaux dont chacun est composé de 96 détecteurs. La
face du détecteur visible de l’intérieur de la caméra a un taille de 2×2 mm2. Le champ
de vue maximal, c’est-à-dire l’espace maximal en forme de cylindre dans la caméra où
une coïncidence peut être détectée par la caméra, a une hauteur d’environ 7.6 cm et
un rayon de 5 cm. Le rayon du champ de vue considéré dans la reconstruction sera de
2.5 cm afin de limiter le poids en mémoire de la matrice système selon les capacités
de la station de travail disponible. La caméra possède la capacité de déplacer le lit sur
lequel le sujet repose, ce qui permet d’augmenter la hauteur du champ de vue et de
faire du suréchantillonnage. Ces options n’ont pas été utilisées pour les acquisitions
exploitées.
Le passage de la reconstruction 2D à la reconstruction 3D et la forme cylindrique
des caméras ont engendré la création d’un concept intitulé la différence d’anneau. Ce
concept représente la distance maximale, en nombre d’anneaux, que deux détecteurs
peuvent avoir entre eux pour former une LDR. Par exemple, une paire de détecteur
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du LabPET8 peut, au maximum, être séparée par 31 anneaux. Toutefois, la valeur
de ce paramètre a une influence sur la taille de la matrice système et sur l’incidence
des coïncidences aléatoires. Les LDR de la matrice système utilisée pour les recons-
tructions ont un maximum de 15 différences d’anneaux afin de limiter sa taille en
mémoire. Dans ces conditions et en incluant la contrainte que seules les LDR qui
touchent au champ de vue sont considérées, le nombre de LDR est de 345 216.
Un électrocardiogramme (ECG) peut être rattaché au LabPET8 afin d’ajouter
aux données, lorsqu’elles sont enregistrées en mode liste, des étiquettes indiquant
le début de chaque cycle cardiaque. Ainsi, il permet, en post traitement, de diviser
les coïncidences en fenêtres synchronisées. De plus, il est possible, en ajoutant un
a priori sur la durée d’un cycle normal, d’ignorer les données provenant d’un cycle
potentiellement anormal. En effet, un cycle anormalement court peut être causé par
de l’arythmie, ce qui violerait l’hypothèse sur la stabilité du mouvement cyclique et
son inclusion aux données pourrait nuire à la reconstruction.
2.2.2 Acquisition de données réelles
Afin d’atteindre l’objectif visé par les tests numériques, la partie du sujet placée
dans la caméra TEP doit être affectée par un mouvement cyclique. Tel qu’indiqué dans
la section 1.2.2, l’étude porte sur les images influencées par un mouvement cardiaque.
Pour cette raison, la zone imagée sera le thorax. De plus, le radiotraceur injecté doit
s’accumuler principalement dans le cœur afin d’en faciliter son observation. Le FDG
est un candidat valide pour cette tâche puisqu’il peut être injecté de sorte à ce qu’il se
concentre principalement dans le ventricule gauche. Le LabPET8 permet de prendre
des images de rat et de souris. Les sujets imagés pour générer les acquisitions de
données réelles sont des rats. Ce choix est justifié par la facilité de visualiser leur
ventricule gauche.
Une fois que l’acquisition en mode liste est disponible, les sinogrammes peuvent
être générés. Afin de s’assurer que le radiotraceur soit majoritairement capté dans les
tissus cibles, les coïncidences détectées dans les 30 premières minutes après l’injec-
tion ne sont pas comptabilisées. Les coïncidences détectés après ces 30 minutes ont
été divisées en huit sinogrammes correspondant à huit fenêtres de temps du cycle
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cardiaque. Aucune connaissance a priori sur l’amplitude de mouvement est exploi-
tée, alors la méthodologie employée pour cette division correspond à l’approche par
tranche uniforme selon le cycle courant présenté dans la section 1.2.1. Pour chacune
des acquisitions, le seul type de prétraitement disponible est un fichier de normalisa-
tion qui permet de corriger les sinogrammes selon l’efficacité de détection des LDR.
2.2.3 Génération des sinogrammes simulés
La création des sinogrammes simulés se fait en deux étapes. La première étape
consiste à générer l’image qui représente la distribution du radiotraceur dans l’es-
pace. Cette image est dénommée fantôme. La deuxième étape consiste à produire le
sinogramme qui correspond au fantôme.
Afin d’ajouter une touche de réalisme à cette simulation, le fantôme est inspiré
de l’image reconstruite à partir de l’acquisition introduite dans la section 2.2.2. En
fait, cette inspiration se limite à quatre éléments du ventricule gauche : sa forme
générale, sa position dans la caméra, sa taille et le mouvement qu’il subit pendant le
cycle cardiaque. Ce fantôme, dont une tranche axiale de la séquence est affichée dans
la figure 2.1, vise la simplicité afin de faciliter les tests. Les voxels qui composent le
fantôme sont étiquetés selon leur appartenance à trois zones. La première est celle
délimitée par deux sphères partageant le même centre. Cette zone est homologue à
la paroi du ventricule gauche du rat et elle est la seule structure en mouvement. La
deuxième zone correspond à la plus petite boule et elle est homologue au sang dans le
ventricule. La troisième zone recouvre le reste de l’image. Les ratios d’activités dans
les trois zones sont respectivement fixés à 90, 27 et 9. Ils sont inspirés de l’image
reconstruite à partir du premier sinogramme synchronisé du rat. Afin d’augmenter le
réalisme du fantôme, il est convolué par une gaussienne 3D avec un sigma de un dans
les trois dimensions ce qui lui donne un aspect plus lisse.
Le mouvement est simulé par la variation des rayons des deux sphères. Le myo-
carde qui compose le ventricule gauche est un tissu incompressible, alors le nombre
de voxels possédant cette étiquette doit être constant dans les états de la séquence.
L’impact de la variation de volume des deux autres zones sur la qualité du recalage est
considéré négligeable. Suite à une analyse visuelle de la séquence introduite dans la
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section 2.2.2 reconstruite par la méthode 3D, le choix a été fait que la séquence simu-
lée sera représentée par 4 états. La séquence chronologique est [0, 1, 2, 3, 2, 1, 0, 0] où
0 est l’état en repos, 1 est le début de la contraction, 2 est le milieu de la contraction
et 3 est la contraction maximale.
La procédure précédente fournit la vérité terrain du fantôme, mais elle ne fournit
pas celles des fonctions de déformation entre les différents états. Pour pallier à cette
lacune, l’image de chacun des états est remplacée par le résultat de la déformation
de l’image de référence vers celle de cet état. Générer les sinogrammes avec ces nou-
velles images permet de connaître la vérité terrain de la séquence du fantôme et celles
des fonctions de déformations qui lient l’état de référence aux autres états. La mé-
thodologie employée pour l’évaluation des déformations sera décrite dans la section
2.4.2.
0 1 2 3
4 5 6 7
Figure 2.1 – Représentation visuelle d’une tranche axiale extraite de la séquence du
fantôme utilisée pour générer les données simulées pour la pondération 90. Le numéro
en dessous de chacune de ces images représente la position de l’image dans la séquence.
La zone délimitant le champ de vue n’est pas appliquée sur ces images puisque Tirius
les gères à l’interne.
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Une fois que la séquence du fantôme est disponible, il reste à générer les sino-
grammes leurs correspondants. La procédure est la même pour chacune des fenêtres
synchronisées. Pour commencer, le sinogramme théorique est évalué grâce à la ma-
trice système. Ensuite, chacune de ces valeurs sont remplacées par un nombre obtenu
par une loi de Poisson dont le paramètre est celle du sinogramme théorique. Ainsi, la
nature poissonnienne du nombre d’évènements détectés dans une LDR est simulée.
Ce nombre est évalué par la fonction gsl_ran_poisson de la librairie gsl [34] et le
germe aléatoire, de l’anglais «random seed », est différent pour chacune des fenêtres
synchronisées.
2.3 Logiciels utilisés
L’objectif de ce mémoire est d’étudier le comportement des différentes approches
introduites dans la section 2.1. Ainsi, il est avantageux de trouver des logiciels qui per-
mettent d’éviter de ré-implémenter des algorithmes disponibles pour la communauté
scientifique. Deux logiciels ont permis de faire des progrès significatifs dans ce travail.
Afin de mieux comprendre leur répercussion sur cette étude, ils seront présentés avec
leurs avantages et leurs inconvénients. Cette section va se clore sur une description
des différents enjeux à considérer lorsque ces logiciels sont combinés.
2.3.1 Tirius
Tirius, qui est le sigle de «Tomographic Image Reconstruction Interface of the Uni-
versite de Sherbrooke », est un logiciel en C++ développé par Jean-Daniel Leroux
dans le cadre de son doctorat [52]. Le but de ce logiciel est de fournir un outil gra-
phique, développé grâce à l’application Qt [3], pour faire de la reconstruction TEP.
Il permet de gérer la communication entre les différents éléments du processus de
reconstruction : l’acquisition, le sinogramme, la matrice système, la reconstruction
et l’image. Il a été développé dans le but d’être le plus modulaire possible. Cette
approche vise à faciliter la modification ou la spécialisation d’un des éléments du pro-
cessus en minimisant l’impact sur le reste des éléments. Une version bêta de ce logiciel
est disponible sur la forge logicielle sourceforge [4]. Toutefois, la version disponible au
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Centre d’Imagerie Moléculaire de Sherbrooke (CIMS) est plus raffinée et elle possède
plus d’outils pour chacun des éléments nommés plutôt.
Ce logiciel génère, au mieux, des matrices systèmes rudimentaires. Cette partie
du travail est accomplie par un autre logiciel maison du CIMS. Les différents types
de matrices systèmes se distinguent par deux caractéristiques : le réalisme des LDR
et l’astuce employée pour réduire le nombre de LDR à poids unique. Une description
complète des matrices systèmes disponibles dans ce logiciel maison se trouve en [52].
La notion de LDR à poids unique est motivée par la volonté de diminuer la taille de
la matrice système. Si des LDR sont équivalentes, c’est-à-dire qu’elles sont composées
de la même séquence de poids, alors il suffit de garder qu’une seule fois ces poids
en mémoire, à condition que les LDR équivalentes soient connues, pour réduire, sans
perte, la taille de la matrice système. Cette réduction est dépendante de la géométrie
de la caméra et de celle de l’image. À titre indicatif, une matrice qui n’exploite pas
les symétries existantes dans la caméra LabPET8 prend 3.7 Go en mémoire alors que
l’utilisation de ces symétries permet de passer ce poids en mémoire à 124.3 Mo, et ce,
pour les mêmes paramètres.
Trois autres astuces sont employées pour réduire leurs fardeaux en mémoire. La
première consiste à enregistrer seulement le poids des voxels à l’intérieur du champ de
vue de la caméra. La deuxième est d’enregistrer seulement le poids d’une LDR à un
voxel s’il est non nul, c’est-à-dire lorsque le voxel intersecte la LDR. Considérant le
fait qu’une projection intersecte, dans le pire cas, un multiple du nombre de voxels de
la plus grande diagonale, alors il est évident que la matrice système est relativement
éparse. La troisième est le réagencement de l’image en mémoire afin d’alléger l’évalua-
tion du sinogramme théorique. En effet, l’astuce numéro deux demanderait d’ajouter
à la matrice système la position des voxels non nuls pour faire cette évaluation.
La version de Tirius disponible au CIMS possède certaines options très intéres-
santes. Il permet de convertir une acquisition de LabPET8 en sinogramme standard
ou en sinogramme en fenêtres synchronisées. Il offre aussi des méthodes pour ma-
nipuler les différentes matrices systèmes présentées en [52] et des implantations du
MLEM 3D qui fonctionnent avec celles-ci. Donc, il est un outil parfait pour faire des
tests avec des données réelles tout en permettant de faire abstraction de leur gestion.
Malgré tout, ce logiciel a dû être modifié par l’auteur afin de mieux répondre aux
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besoins particuliers du présent projet. La première modification porte sur la gestion
des sinogrammes. Tirius n’est pas conçu pour les algorithmes de reconstruction ex-
ploitant plusieurs sinogrammes. Alors, cette option a été ajoutée et l’objet de recons-
truction a été modifié pour qu’il possède les informations sur les fenêtres synchronisées
qui sont essentiels à leur manipulation. Ensuite, ce logiciel fonctionne à travers une
interface graphique. Cette approche n’est pas optimale pour générer des séquences de
tests. La reconstruction de l’image est le seul élément qui est manipulée à répétition.
Donc, les seules options extraites de l’interface graphique sont celles nécessaires pour
les reconstructions. Cette extraction a permis de lancer des reconstructions par ligne
de commande ce qui ouvre la possibilité de lancer une multitude de tests.
2.3.2 ITK
«Insight Segmentation and Registration Toolkit », ITK, est une librairie dont le
code source est ouvert, implémenté en C++ et qui utilise Cmake [58] pour gérer le
processus de compilation [2]. Le but de ce logiciel est de fournir à la communauté
scientifique une librairie de traitement d’image, de recalage et de segmentation. La
librairie est développée dans l’esprit de la programmation générique ce qui permet
d’utiliser, de modifier ou d’ajouter relativement facilement une partie d’un processus
sans affecter le reste du code. Cette librairie possède une multitude de méthodes et
d’outils qui peuvent être exploités pour différentes applications. Les éléments présen-
tés se limitent à ceux qui seront utilisés. Pour une revue complète de ce logiciel, le
lecteur est invité à consulter les documents suivants : [9, 42].
Cette librairie est bien adaptée pour ce projet. Tout d’abord, elle est capable de lire
la plupart des formats utilisés en imagerie médicale dont celle employée par Tirius, soit
une image en binaire. Ensuite, elle offre plusieurs méthodes d’interpolation d’image,
dont celle par B-Spline. ITK peut aussi gérer l’interpolation de voxel anisotrope.
Pour ce qui est des métriques, les classiques, dont l’erreur quadratique moyenne, sont
disponibles. De plus, elle possède un modèle de déformation par B-Spline. Pour finir,
ITK donne accès à un certain nombre de solveurs généraux, dont L-BFGS. Donc, elle
possède tous les éléments de la méthode recalage sélectionnés dans la section 1.4.2.
De plus, elle offre beaucoup d’autres outils intéressants [42] qui sont théoriquement
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faciles à employer et modifier, alors ce logiciel permettra de faire plusieurs tests tout
en évitant les complications qu’un développement à partir de zéro peut entraîner.
Dans la section 1.4.2, le choix d’utiliser des B-Splines pour la déformation et l’in-
terpolation a été motivé. Toutefois, leur implantation dans ITK comporte quelques
restrictions qui doivent être connues. Pour commencer, la méthode offerte pour trans-
former une image dans une base de B-Splines est une méthode d’approximation. Elle
est plus rapide à évaluer qu’une méthode d’interpolation et elle est quasiment équi-
valente en terme de résultat [103]. Malgré tout, cela entraîne que le passage image
→ B-Spline → image produira une modification de l’image. Ensuite, le nombre de
points de contrôle distribués ne peut pas être fixé selon la dimension. Ainsi, il est
impossible d’ajuster la discrétisation de la déformation selon les dimensions. De plus,
seule l’interpolation inverse est disponible. Aussi, le code, des versions 4.3 à 4.6 d’ITK,
n’est pas fil sécurisé pour l’évaluation de la déformation par B-Spline ce qui nécessite
de limiter à un le nombre de processeur employés pour cette étape. Pour finir, le
L-BFGS disponible dans ce logiciel est une interface de celui offert dans VNL, une
sous-librairie de VXL, qui est constituée d’un ensemble de routine pour les manipu-
lations numériques, dont l’optimisation. Cependant, cette interface ne permet pas la
modification de la mémoire exploitée dans le L-BFGS, et elle est fixée à 5.
Le logiciel «Advanced Normalization Tools », ANTs, est un outil qui est souvent
exploité sous forme de script pour effectuer, entre autres choses, du recalage. Il est
considéré comme étant l’état de l’art dans le domaine du recalage en imagerie mé-
dicale [8]. Deux des concepts les plus prometteurs dans ce dernier sont le recalage
par pyramide, décrit brièvement dans la section 1.4.1, et l’interpolation symétrique
[7], qui consiste à déformer les deux images vers une image intermédiaire. ANTs est
développé à partir d’ITK dans le but de donner un aperçu de son potentiel. Donc,
ces deux concepts sont offerts dans ITK. Cependant, ANTs se concentre vers la géné-
ration de script ce qui le rend plus difficile à inclure dans un autre logiciel. Pour ces
raisons, ANTs ne sera pas exploité pour évaluer les recalages.
Au début de ce projet, ITK était à la version 4.3. Pendant la rédaction de ce mé-
moire, l’édition stable de la version 4.7 d’ITK était disponible. Au travers du passage
de 4.3 à 4.5, il y a eu peu de changement sur les méthodes de recalage par B-Splines,
sauf pour quelques mentions d’efficacité en calculs. Cependant, la mise à jour 4.7 a
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introduit des exemples complets sur l’utilisation des méthodes de recalage actuelle-
ment exploité par ANTs, e.g. l’approche par pyramide et l’interpolation symétrique.
De plus, elle introduit une correction qui a permis de rendre ce type de déformation fil
sécurisé. Toutefois, des tests préliminaires indiquent que pour une même tâche, il faut
environ huit processeurs pour obtenir le même temps de calcul que les versions pré-
cédentes. Pour cette raison, les nouvelles options apportées par la version 4.7 d’ITK
ne seront pas exploitées.
2.3.3 Combiner Tirius et ITK
Les deux logiciels sont en C++, alors il est possible de les combiner pour déve-
lopper des algorithmes pour chacune des méthodes présentées dans la section 2.1.
ITK est une librairie conçue pour être ajoutée à un autre programme, alors l’inclure
dans Tirius fut un processus relativement simple. Une des difficultés survenues lors de
cette fusion est le fait que Tirius utilise qmake pour gérer le processus de compilation
alors qu’ITK exploite cmake. Alors, il a fallu découvrir la différence entre ces deux
outils pour comprendre comment procéder. La procédure consiste à extraire la liste
des librairies et des fichiers d’entêtes d’ITK qui sont nécessaires pour les outils désirés
et de les ajouter au fichier qmake. Pour ce faire, un programme minimaliste contenant
ces outils est généré par cmake. Les fichiers build.make et CMakeDirectoryInforma-
tion.cmake sont générés par cmake et ils explicitent respectivement les librairies et
les fichiers d’entêtes nécessaires à son fonctionnement. Toutefois, ITK se sert aussi
de cmake pour générer une de ces classes abstraites. Elle est générée dans un dossier
dénommé ITKIOFactoryRegistration, alors ce fichier a été copié dans l’arborescence
de Tirius afin de finaliser la fusion de ces logiciels.
Le concept le plus problématique de cette fusion est la gestion de l’image qui diffère
dans les deux logiciels. Dans ITK, une image est une matrice de D dimensions, alors
que dans Tirius il s’agit d’un vecteur. L’utilisation d’un vecteur dans Tirius s’explique
par le fait que le champ de vue est un cylindre et que les voxels hors du champ de vue
sont ignorés. Tirius permet, par l’entremise d’un tableau, de délimiter les voxels qui
sont dans le champ de vue afin d’être capable de transformer l’image de cette forme
éparse à la forme standard, soit un prisme, pour la sauvegarder. Plus particulièrement,
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ce tableau définit le champ de vue seulement sur une tranche axiale de l’image c’est-
à-dire une tranche dans le sens perpendiculaire à celui de la hauteur du cylindre.
Cependant, il ne fournit pas nécessairement la position canonique des voxels. En fait,
il sert aussi de prétraitement à la réorganisation des voxels introduite pour diminuer la
taille de la matrice système 2.3.1. Le passage entre ce format et la forme réorganisée
est géré par deux méthodes implantées selon le type de matrice système. Ainsi, à
chaque fois que l’image est manipulée par une méthode d’ITK, quatre conversions
sont nécessaires : deux pour la transformer de sa forme Tirius-ssienne à la forme
canonique et deux pour la ramener dans le format utilisable par Tirius.
Les deux conversions introduites précédemment motivent l’idée de garder en mé-
moire les matrices de déformation afin d’éviter le fardeau de leur manipulation en-
gendré par cette réorganisation de voxels. Afin d’accélérer le calcul de la déformation,
les lignes et les colonnes de ces matrices sont réorganisées selon l’ordre donné par le
tableau délimitant le champ de vue. Ce remaniement n’a pas pu être appliqué pour
la deuxième conversion.
2.4 Choix d’algorithme étalon pour chaque mé-
thode
Tel qu’annoncé au début de ce chapitre, un algorithme par méthode est sélec-
tionné afin d’être en mesure de faire des tests numériques. La section 2.1 a permis
de comprendre les nuances entre les différentes méthodes, la section 2.2 a fixé le type
de données disponibles et la section 2.3 a présenté les logiciels disponibles. Donc, les
candidats peuvent enfin être explicités.
En fait, les quatre approches présentées au début de ce chapitre ont des étapes
communes. Les méthodes 3D et 3D_MC nécessitent toutes deux un algorithme de
reconstruction 3D. Le 3D_MC et le 3.5D ont chacun besoin d’une procédure pour
évaluer les paramètres de recalage. Les approches 3.5D et 4D, quant à elles, doivent
posséder une approche compatible avec un modèle TEP qui caractérise l’impact du
mouvement sur les données.
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2.4.1 Algorithme TEP 3D
Tel que justifié précédemment, l’algorithme MLEM sera utilisé pour accomplir les
reconstructions 3D. Il reste à fixer les paramètres de cette méthode. Ces paramètres
sont la matrice système employée et l’estimation initiale pour l’algorithme.
La génération d’une matrice système est un compromis entre la qualité de la
reconstruction et le coût, en temps et en espace, pour la manipuler. Alors, l’accès à
des matrices système réaliste et compressée par les astuces présentées dans la 2.3.1 est
un avantage non négligeable. Celle utilisée dans ce travail est notée QSym puisqu’elle
exploite les symétries possibles lorsque le champ de vue du LabPET8 est découpé
en quadrant. Tirius offre aussi la possibilité de représenter l’image en coordonnée
cylindrique ce qui permet de la comprimer davantage [5]. Cependant, les méthodes
actuelles de déformation ne sont pas adaptées pour ce format d’image. Alors, ce
type de matrice aurait nécessité l’ajout d’une étape d’interpolation entre l’image en
coordonnée cylindrique et sa représentation en coordonnée canonique, et ce, à chaque
déformation. Il reste à fixer les dimensions de l’image reconstruite. La discrétisation
choisie est de 92 voxels par 92 voxels pour chacune des 64 tranches axiales. Cette
décision, combinée avec les contraintes de champ de vue présentées à la section 2.2.1,
entraîne que les voxels ont une dimension physique de 0.5× 0.5× 1.16935 mm3. Il est
possible de générer des images discrétisées plus finement. Cependant, la quantité de
mémoire vive disponible est une contrainte à considérer. Avec les paramètres spécifiés
dans ce paragraphe et ceux spécifiés dans la section 2.2.1, la matrice a une taille de
1.3 Go.
L’estimation initiale de l’image est fixée comme étant une image de valeur constante.
Cette valeur correspond à la somme des coïncidences enregistrées dans le sinogramme
divisée par le nombre de voxels dans le champ de vue. Cette décision a pour consé-
quence que la somme des coïncidences du sinogramme théorique à la première itération
ne concorde pas avec celle du vrai sinogramme. Cependant, cette différence est corri-
gée dès la première itération de MLEM c’est-à-dire ∑Jj Pλk = ∑Jj Yj lorsque k ≥ 1 tel
que démontré à la section A.5. Parallèlement, une technique souvent exploitée pour
initialiser MLEM est de prendre la solution d’une reconstruction analytique afin d’ob-
tenir une solution initiale proche de l’optimum. Cependant, la tendance du MLEM à
reconstruire lentement les structures caractérisées par des hautes fréquences et celle
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des méthodes analytiques de produire des artefacts caractérisées par des hautes fré-
quences laissent un doute sur sa fiabilité.
Ainsi, la méthode 3D est représentée par l’application de l’algorithme introduit
dans cette sous-section sur chacune des fenêtres synchronisées.
2.4.2 Algorithme de recalage
Le choix des différentes composantes pour modéliser et résoudre le problème de
recalage a été motivé dans la section 1.4.2. Cependant, certains de leurs paramètres
n’ont pas été déterminés. Plus précisément, il s’agit du nombre de B-Splines pour
approximer la déformation, du choix de fonction d’interpolation et de la méthode
d’initialisation des paramètres de déformation.
Le nombre de B-Splines utilisé est un compromis entre la capacité de représenter
différentes fonctions de déformation et le coût en calcul pour l’évaluer. Pour ce travail,
le critère de décision est le minimum capable d’estimer la plus grande déformation
envisageable dans le contexte actuel. La vraie déformation est inconnue, alors elle
est approximée par celle qui met en correspondance une image de l’état du cœur au
repos à celle du cœur à sa contraction maximale. La conclusion de cette étude, dont
la méthodologie et les résultats sont décrits à la section A.6, est d’utiliser 25 points de
contrôle par dimension. Ainsi, la fonction de déformation sera estimée par 25×25×25
points de contrôle, et ce, pour chacune des dimensions de l’image. Donc, la fonction
objectif possède 46 875 variables.
La fonction d’interpolation des images sera la B-Spline cubique. Cette décision
est justifiée par des tests préliminaires sur l’algorithme 3.5D. La première approche
tentée était de prendre des B-Splines d’ordre un puisqu’elles sont faciles à évaluer et
qu’elles minimisent le nombre d’éléments non nuls dans les matrices de déformation.
Cependant, leur utilisation entraîne la propagation d’artefacts d’interpolation dans
les reconstructions 3.5D lorsque le nombre de coïncidences dans les sinogrammes est
faible. Une description complète de ce phénomène est disponible à la section A.7.
Les B-Splines d’ordre 2 n’ont pas été considérés, car les B-Splines d’ordre pair ne
possèdent pas la propriété de conservation d’énergie lorsqu’ils sont centrés sur des
voxels.
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Les paramètres de recalage seront initialisés à l’identité c’est-à-dire sans déforma-
tion. Cette initialisation sera appliquée même lorsqu’une approximation de celle-ci est
disponible par l’entremise de la composition des déformations dans le cycle, e.g. la
fonction de déformation de l’état 0 vers l’état 1 pourrait être utilisée pour initialiser le
recalage de l’état 0 à l’état 2. La motivation de cette décision est l’aspect non convexe
des problèmes de déformation ce qui rend possible que cette initialisation engendre
un minimum local qui aurait pu être évité.
Le représentant des méthodes 3D_MC est composé de trois étapes. Pour com-
mencer, chaque fenêtre synchronisée est reconstruite par l’algorithme présenté dans
la section 2.4.1. Ensuite, la procédure présentée dans cette sous-section est employée
pour déformer les différents états vers celui de référence. Ainsi, la solution obtenue
est la moyenne de ces images déformées et de celle de l’état de référence.
2.4.3 Algorithme TEP 3.5D
Le chapitre 1 a fourni tous les concepts nécessaires pour développer une méthode
de reconstruction TEP qui prend en compte le mouvement. Dans cette sous-section,
le modèle de cette méthode, un algorithme pour le résoudre et la mise en œuvre de
cet algorithme seront décrits.
Le modèle 3.5D est calqué sur celui présenté dans la section A.3. La modification
consiste à admettre que les projections de chaque fenêtre synchronisée sont indépen-
dantes entre elles. Sous cette hypothèse, la fonction objectif est









ygj ln ([PW gI3λ]j) (2.1)
où : G Nombre de fenêtres synchronisées
et : ygj Nombre de coïncidences détectées pour chaque J ×G
projection
W g Matrice de déformation de la fenêtre de référence I × I ×G
à une autre fenêtre synchronisée
I3 Matrice qui interpole une image dans la base des I × I
B-Splines d’ordre trois
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Les étapes pour développer ce modèle sont disponibles dans la section A.8.
Cette fonction objectif est semblable à celle du log de la vraisemblance en 3D
introduit à la section 1.1, alors la technique du MLEM peut y être appliqué. De plus,










I ′3(W k)′P ′
(
yk  PW kI3λk−1
))
(2.2)
Les démarchent pour générer cet algorithme sont disponibles dans la section A.9.
Comme indiqué à la section 2.4.2, les déformations sont appliquées dans la base
des B-Splines d’ordre trois. Donc, il est nécessaire, à chaque déformation, d’interpoler
l’image dans cette base. Cependant, ce changement de base peut produire une image
avec des coefficients négatifs qui peuvent persister suite à la déformation de l’image.
Ainsi, l’algorithme ne peut plus assurer la non-négativité des voxels. L’utilisation
de termes de régularisation ou l’inclusion explicite des contraintes introduiraient des
paramètres supplémentaires à cet algorithme. Afin d’éviter cela, la reconstruction de
l’image en 3.5D sera accomplie dans la base des B-Splines d’ordre trois. Une fois la
reconstruction terminée, l’image est projetée dans sa base d’origine. Toutefois, cette
décision limite la résolution de l’image puisque cette fonction a un domaine de 27
voxels. Par exemple, il est impossible, dans cette base, de représenter une image avec
une seule valeur non nulle sans employer des termes négatifs pour contrebalancer la
taille de son domaine.












yk  PW kλ˜k−1
))
;λ∗ = I−13 λ˜∗ (2.3)
Pour gérer ces ajouts dans le code Tirius, une classe a été ajoutée pour faire le
pont entre Tirius et ITK. Plus précisément, elle s’occupe des aspects liés aux ma-
trices de déformation. Au début de l’algorithme MLEM 3.5D, il est initialisé avec les
informations que Tirius possède sur le format de l’image. Par la suite, les paramètres
de déformation sont lus et les matrices correspondantes sont générées. Pendant leur
création, les lignes et les colonnes sont réorganisées selon la première phase de réor-
ganisation introduite dans la section 2.3.3. Ces matrices nécessitent de la place dans
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la mémoire vive. Les dimensions de l’image, le nombre de fenêtres synchronisées et
le domaine de la fonction d’interpolation engendrent des tailles est de l’ordre du 400
Mo. De plus, le terme ∑k 1PW k est précalculé au début de l’algorithme puisqu’il ne
varie pas au fil des itérations. Il occupe le même espace en mémoire vive que l’image.
L’algorithme de la méthode 3.5D peut enfin être décrit. Il est composée de trois
étapes. Il commence par reconstruire chacune des fenêtres synchronisées avec la mé-
thode 3D. Ensuite, les paramètres de déformation sont estimés par la technique intro-
duite dans la sous-section précédente. Pour finir, il applique la méthodologie présentée
précédemment avec les déformations qui viennent d’être calculées. L’estimation ini-
tiale de cet algorithme n’est pas l’image de l’état de référence obtenu par la méthode
3D afin d’éviter d’avantager cette méthode comparativement aux précédentes.
2.4.4 Méthode de décomposition : algorithme 3.95D
Il ne reste plus qu’à introduire le dernier algorithme c’est-à-dire celui qui repré-
sente la méthode 4D. Les algorithmes présentés à la section 2.1.4 alternent entre la
correction de l’image de l’état de référence et celle des déformations vers les autres
états. Or, résoudre un problème d’optimisation par alternance de sous-ensembles dis-
joints des variables est une technique qui peut être sous-optimale puisqu’elle ignore
l’allure globale du modèle.
Les algorithmes cités dans la section 2.1.4 exploitent l’équation 2.1 comme mé-
trique pour la correspondance du recalage. Cependant, cette métrique fait une mise
en correspondance indirecte des images puisque ce sont les sinogrammes qui sont
comparés. De plus, l’optimisation par sous-ensemble entraîne une perte de la vue
d’ensemble du modèle. Pour ces raisons, l’algorithme qui suit propose d’accentuer
la division dans la nature des paramètres en exploitant deux métriques. Plus préci-
sément, la variante du log de la vraisemblance présentée précédemment et le MSE
seront exploités pour améliorer respectivement l’estimation des images et celles des
fonctions de déformation.
Sa mise en œuvre consiste à exécuter en boucle deux blocs d’algorithmes. Le pre-
mier bloc consiste à évaluer les fonctions de déformation qui relient chacun des états
entre eux en exploitant l’algorithme introduit dans la section 2.4.2. Le deuxième bloc
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a pour objectif d’améliorer les images grâce à l’algorithme 3.5D et aux paramètres de
recalage qui sont évalués dans le bloc précédent. Pour les mêmes raisons que précédem-
ment, les déformations et les reconstructions d’images sont initialisées respectivement
avec la déformation identité et une image uniforme.
Contrairement aux algorithmes discutés dans la section 2.1.4, l’algorithme 3.95D
reconstruit explicitement tous les états du cycle cardiaque et l’ensemble des défor-
mations possibles. Ainsi, cette approche induit une redondance de l’information. En
effet, la séquence d’image peut être obtenue par une image de l’état de référence et les
paramètres de recalage vers les autres états. Ou encore, l’ensemble des déformations
pourraient être estimées par la composition d’un sous-ensemble des déformations. Le
but de cet algorithme est de représenter l’approche 4D, alors cette redondance, qui
augmente le fardeau de calcul, n’est pas un problème à ce stade.
Bref, la méthodologie introduite précédemment est celle choisie pour représenter
la méthode 4D. Elle sera dénommée l’algorithme 3.95D afin de mettre en évidence que
cette approche, comme celles introduites dans la section 2.1.4, n’exploite pas toute




Études théoriques et numériques
des différentes approches
Ce chapitre regroupe les travaux directement liés à l’analyse des différentes ap-
proches présentées dans la section 2.1. Les algorithmes cités dans ce chapitre font
référence à ceux introduits dans la dernière section du chapitre 2. L’étude sera faite
en deux volets soit théorique et numérique. Le volet numérique est divisé en deux
parties : présentation de la méthodologie pour chacun des tests et compilation des
résultats.
3.1 Volet théorique
L’objectif de ce volet est de présenter quelques propriétés théorique des diffé-
rentes approches. Cette étude est divisé en trois parties. Dans un premier temps,
une approche différente sera proposée pour modéliser la reconstruction d’images en
TEP avec des fenêtres synchronisés. Ensuite, la ressemblance entre les différents algo-
rithmes produits par l’approche MLEM et les solveurs généraux sera mise en évidence.
Pour finir, la concavité des modèles de reconstructions d’images sera analysées.
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3.1.1 Modélisation des projections selon les fenêtres syn-
chronisées
Le modèle présenté dans la section 2.4.3 est fondé sur l’hypothèse que les projec-
tions de différentes fenêtres synchronisées sont indépendantes. Grâce à cette propriété,
l’inclusion de la notion des fenêtres synchronisées dans la fonction de vraisemblance
peut être modélisée sous la forme de projections supplémentaires qui sont indépen-
dantes des projections du modèle 3D. Or, la qualité de la reconstruction TEP dépend
du nombre de comptes par LDR et le modèle actuel de 3.5D divise cette information
dans des projections indépendantes. Ainsi, ce qui suit est une modification apportée
au modèle standard. L’objectif de cette modification est de développer une approche
qui exploite mieux la redondance de l’information à travers le cycle.
Pour chacune des LDR, le nombre de coïncidences détectées est modélisé par un
processus de Poisson dont le paramètre est le nombre de coïncidences émises dans
cette même LDR. Or, la somme de processus de Poisson indépendants suit une loi de
Poisson définie par la somme de leurs paramètres. Ainsi, il est envisageable de définir
la loi régissant le nombre de comptes d’une LDR, dans le modèle de vraisemblance
3.5D, par un processus de Poisson selon la somme des comptes dans le cycle. Le
modèle standard, quant à lui, la définit tel le produit de processus de Poisson selon le
nombre de comptes pour chacune des tranches du cycle. Cette substitution permet de
préserver le nombre de comptes par LDR puisqu’elle ne la divise pas selon les fenêtres
synchronisées. Donc, ce nouveau modèle devrait améliorer la stabilité de la solution
relativement à l’approche conventionnelle.
Vu sous l’angle de la modélisation mathématique, cette modification introduit
deux variables : un sinogramme dénoté y, où y = ∑g yg, et W , où W = ∑gW g, la
somme des matrices de déformation. Ce nouveau sinogramme correspond, si aucune
correction dépendante des fenêtres synchronisées n’est appliquée aux données, à celui
obtenu à partir d’une acquisition sans découpage selon le cycle cardiaque.
En appliquant cette modification au modèle 3.5D, la fonction objectif prend la
forme de l’équation 3.1.




























Les démarches qui ont permis d’obtenir cette fonction objectif et cet algorithme sont
respectivement présentées dans l’annexe A.10 et l’annexe A.11. La seule différence
notable entre les développements introduits dans la section A.11 et ceux du 3.5D
standard est lors de l’étape «Expectation » du MLEM. Plus précisément, c’est lors
de la création des variables cachées qui permettent de simplifier le problème.
Cet algorithme, qui sera dénoté 3.5D_Merge à partir de maintenant, ressemble
fortement à celui du 3.5D. En fait, la seule différence est dans l’approche employée
pour évaluer le vecteur de correction à propager. L’équation standard évalue ce vec-
teur pour chacune des fenêtres synchronisées, alors que cette variante l’évalue sur
l’ensemble du cycle.
Cette étude va se clore sur une comparaison de ces deux approches selon leur coût
en ressource informatique à chaque itération. Deux aspects sont considérés : l’espace
mémoire et le nombre de calculs. Cette comparaison se limite à observer le coût par
itération, alors les ressources nécessaires pour l’initialisation du problème ne sont
pas considérées. Les deux approches utilisent la même séquence d’initialisation, alors
limiter l’analyse aux itérations n’aura pas d’impact sur la comparaison. Cependant,
la décision de précalculer ou non les matrices de déformation aura un impact sur le
constat final, alors les deux cas sont analysés séparément.
Pour ouvrir le bal, les matrices de déformation sont considérées comme précalcu-
lées. De plus, l’équivalence de la densité des représentations éparse des W g et de W
est admise. Au niveau de la mémoire vive, l’approche modifiée prend G fois moins
d’espace pour enregistrer les matrices de déformation et les sinogrammes puisqu’il
est possible de se contenter d’en préserver la somme. Le coût en opération arithmé-
tique du 3.5D et du 3.5D_Merge, sont, quant à eux, dominés par les produits matrice
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vecteur. Ils sont explicités par les équations 3.3 et 3.4.
MLEM(L(λ;W )) = (÷) [I +KJ ]
+ (×)
[





−2KI + 2KI2 − I + 2KJI −KJ
]
MLEM(L(λ; W¯ )) = (÷) [I + J ]
+ (×)
[





−3I + 2I2 − I + 2JI − J
]
Les notations (÷), (×) et (+) sont utilisés pour définir le nombre d’opérations selon
son type. Ces produits sont représentés par les termes I2 et tIJ . En admettant que
J est du même ordre que I, le 3.5D standard évalue 4G fois ce genre d’opération
comparativement à 4 fois pour l’autre. Ainsi, une différence de G fois la quantité
de calcul pourrait être observée lorsque le nombre de projections et de voxels sont
suffisamment grands.
Il reste à étudier le cas où les matrices de déformation sont réévaluées à chaque
itération. La seule différence, en coût de calcul, avec le cas précédent est qu’il faut
reconsidérer l’évaluation de ces matrices. Les deux algorithmes sont équivalents puis-
qu’ils nécessitent tous deux l’évaluation de l’ensemble des W g. Pour ce qui est de
l’espace mémoire qu’ils utilisent, ils sont quasiment équivalents puisqu’aucune des
matrices n’est préservée. La différence réside dans le sinogramme tel qu’énoncé dans
le paragraphe précédent. Malgré le fait que cette réévaluation des W g à chaque itéra-
tion augmente considérablement la quantité de calcul, elle constitue tout de même une
option envisageable lorsque la taille de la matrice système accapare presque l’entièreté
de la mémoire vive.
Ce modèle ouvre la porte à un certain nombre de questions. Parmi celles-ci, l’équi-
valence de la solution de ce modèle à l’approche usuelle et sa vitesse de convergence,
encore là, relativement au 3.5D sont des cas particulièrement intéressants. Ce mémoire
se limite à fournir des idées pour répondre à ces questions. Ces idées, qui utilisent la
dérivée première et la dérivée seconde explicitées dans les sections qui suivent, et les
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obstacles qui s’y rattachent sont formulés dans le chapitre 4.
3.1.2 Comparaison des algorithmes MLEM aux solveurs gé-
néraux
Dans la littérature, un parallèle a été fait entre l’algorithme MLEM pour le cas
3D et la forme de l’ascension du gradient appliqué sur la log-vraisemblance du même
modèle [50]. Afin d’enrichir l’analyse sur les méthodes étudiées, l’existence d’un tel
parallèle pour les autres modèles de log-vraisemblance sera considéré.
Il sera explicité pour les trois modèles de log-vraisemblance soient 3D, 3.5D et
3.5D modifié (3.5D_Merge). Afin de mettre en évidence leur ressemblance, les déve-
loppements, qui sont relativement simples, seront présentés en même temps pour les
trois approches. Sans perte de généralité, la fenêtre de référence sera établie à g = 0.
L’opérateur ~ln(x) où x ∈ RJ définit l’application du logarithme naturel sur chaque
élément du vecteur x. Ainsi, [~ln(x)]j = ln(xj)∀j.
Les fonctions objectifs sont :









(yg)t ~ln (PW gλ)




Alors, leurs dérivées respectives sont :









(W g)t P t (yg  PW gλ)













































Chacun de ces algorithmes peut être réécrit sous la forme additive :































Ce qui permet de faire le lien entre la dérivé des log-vraisemblances et les formules
MLEM. Ainsi, chacun des algorithmes MLEM est équivalent à appliquer une ascension
du gradient pondéré.














3.1.3 Concavité des modèles définissant les méthodes
La concavité d’une fonction objectif est une propriété qui est avantageuse de possé-
der en optimisation tel que démontré à la section 1.3.1. Pour cette raison, la concavité
des modèles définis dans les différentes approches sera étudiée. Cependant, elle sera
limitée à ceux qui permettent de faire la reconstruction de l’image puisque le cas de
la déformation a déjà été traité dans la section 1.4.1. Plus précisément, ce sont les
modèles de log-vraisemblance 3.5D et 3.5_Merge qui seront analysés. Le cas de la
log-vraisemblance 3D n’est pas considéré puisqu’il a déjà été étudié dans la littéra-
ture [51]. Dans ce document, aucune preuve, ni contre-preuve, de la concavité des
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fonctions objectifs 3.95D et 4D n’est présentée. L’analyse appliquée sur la fonction
objectif engendrée par la fusion du modèle de tomographie et de celui de recalage
n’a pas porté fruit. Malgré tout, certaines idées intéressantes ont pris forme et elles
seront présentées dans la discussion.
Malgré l’intérêt de la concavité de la fonction objectif, il ne s’agit pas d’un critère
nécessaire pour certaines applications. Ce contraste entre la théorie et la pratique
peut être justifié par deux conjectures : il est peu probable, sous certaines conditions,
de trouver un optimum local qui est catastrophique et il existe une différence entre
le critère du modèle et celui de l’utilisateur. La première conjecture est observable,
entre autres, dans le domaine du recalage et celui de l’intelligence artificielle [25] où
la plupart des modèles utilisés ne possèdent pas cette propriété. L’autre conjecture,
quant à elle, est perceptible dans la littérature de la reconstruction tomographique
lorsque le critère d’arrêt est établi selon la qualité de l’image au lieu de la définir
selon le modèle. Cependant, la concavité de la fonction objectif aura un impact sur les
algorithmes exploitables puisque la performance de certains d’entre eux, par exemple
la méthode de Newton et celle de Nesterov, dépend de cette propriété [68].
Démontrer que le hessien d’une fonction est semi-définie négative sur son domaine
est une condition suffisante pour assurer sa concavité. Or, une matrice symétrique M
est semi-définie négative lorsque le résultat de vtMv est plus petit ou égale à 0 pour
tout vecteur v ∈ Rn \ {~0}.
Avant de commencer, certaines hypothèses sont posées :
(i) ykj > 0,∀j, k.
(ii) Px 6= ~0,∀x ∈ Rn \ {~0}.
(iii) g = 0 est la fenêtre synchronisée de référence.
La première hypothèse consiste à ignorer toutes les LDRs qui n’ont accumulé
aucun événement. En pratique, une LDR atteint cet état lorsqu’elle est défectueuse
ou trop aﬄigée par du bruit. Dans ce contexte, leur exclusion est bénéfique pour le
modèle. La deuxième hypothèse est une version relaxée des conditions nécessaires du
Théorème de Radon. D’un point de vue matriciel, cette relaxation consiste à admettre
que la matrice système est pleins rang-ligne. Une matrice de plein rang-ligne permet,
entre autres choses, d’assurer que la projection est injective. Plus précisément, ça ga-
rantit, pour des niveaux de bruit raisonnables, que deux distributions de radioactivité
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différentes ne peuvent pas produire le même sinogramme. La dernière hypothèse est
un artifice qui permet d’alléger la notation.
3.5D :
La dérivée seconde du modèle de la log-vraisemblance 3.5D peut être définie sous
la forme suivante :






















Il reste à démontrer que cette matrice est définie négative.




(W k)′P ′diag{σkj }PW k où σkj =
ykj
(∑i,l Pj,iWl,iλi)2 (3.6)
Soit x ∈ Rn. Alors,
x′∇2L(λ;W )x = −x′∑
k
(W k)′P ′diag{σkj }PW kx (3.7)
= −∑
k
x′(W k)′P ′diag{σkj }PW kx (3.8)
= −∑
k




L’hypothèse (i) permet de déduire que σkj > 0 ∀j, k. Alors, l’expression −‖fk‖2diag{σkj }
est plus petite ou égale à 0 ∀k. Ainsi,
x′∇2L(λ;W )x
(iii)
≤ −‖f 0‖2diag{σ0j } = −x
′P ′diag{σ0j}Px
(ii)
< 0,∀x ∈ Rn \ {~0}.
Donc, ∇2L(λ;W ) est définit négative.
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Donc, la matrice explicitée par l’équation 3.5 est définie négative ce qui entraîne
que le modèle de reconstruction d’image 3.5D est strictement concave.
3.5D_Merge :
La dérivée deuxième du modèle de la log-vraisemblance 3.5D_Merge peut être
défini sous la forme suivante :
















Il reste à démontrer que cette matrice est définie négative.
Démonstration. Afin de faciliter l’analyse, le hessien est représentée sous la forme
matricielle.
− (W )′P ′diag{σj}PW où σj =
yj
(∑i,l Pj,iW l,iλi)2 (3.12)
Soit x ∈ Rn. Alors,
x′∇2L(λ;W )x = −x′(W )′P ′diag{σj}PWx (3.13)
= −x′(W )′P ′diag{σj}PWx (3.14)
= −fdiag{σj}f où f = PWx (3.15)
= −‖f‖2diag{σj} (3.16)
L’hypothèse (i) permet de déduire que σj > 0 ∀j. Ainsi, l’expression −‖f‖2diag{σj} est
plus petite ou égale à 0 ∀k. Contrairement au cas précédent, il est impossible, sans
hypothèse supplémentaire, de démontrer que le ker de cette matrice soit vide. En
effet, le signe et l’amplitude des valeurs propres des matrices W k, sauf pour W 0 qui
correspond à une matrice indentité, sont complètement inconnus.
Donc, la matrice explicitée dans l’équation 3.11 est, au pire, semi-définie négative
ce qui entraîne que le modèle de reconstruction d’image 3.5D est concave.
Les modèles employés précédemment sont une simplification de la réalité puisque
les contraintes de non-négativité ne sont pas prises en compte. La technique usuelle
consiste à employer la formulation lagrangienne [68]. Cependant, il n’est pas nécessaire
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d’utiliser cet outil puisque les fonctions objectifs sont concaves et que les contraintes
délimitent un ensemble convexe.
Démonstration. Soit h(x) une fonction concave délimitée par l’ensemble E qui cor-
respond aux contraintes de non-négativité. Alors, h(x) : x ∈ E est concave si et
seulement si −h(x) : x ∈ E est convexe.
Or, la concavité de h(x) assure que −h(x) est convexe. De plus, une fonction est
convexe si et seulement si sont épigraphe est un ensemble convexe. Ainsi, l’épigraphe
−h(x) est un ensemble convexe. Pour finir, l’intersection de deux ensembles convexes
est convexe. Donc, −h(x) : x ∈ E est convexe.
Donc, l’inclusion des contraintes de non-négativités dans le modèle n’affecte pas
la concavité de la fonction objectif. Toutefois, elle modifie la solution optimale si celle
du modèle sans contrainte possède des éléments négatifs.
3.2 Méthodologie des tests numériques
Dans ce mémoire, deux études numériques ont été accomplies. La première consiste
à observer la variation du facteur de compensation de dose relativement à la méthode
employée. Cet exercice est primordial puisque la motivation principale de ces dif-
férentes approches est de diminuer ce facteur. L’autre test porte sur la vitesse de
convergence de l’approche présentée dans la section 3.1.1. Cette approche n’a pas
été, au meilleur des connaissances de l’auteur, étudiée dans la littérature et permet
d’exploiter plus directement le lien entre les différents sinogrammes. Pour ces raisons,
les résultats qui suivent vont être d’un intérêt particulier.
3.2.1 Métrique de qualité
Le but de cette fonction est de quantifier la qualité d’une image reconstruite
comparativement à ce qui est recherché. Elle est définie par deux éléments : une
connaissance a priori de ce qui est recherché et une méthodologie pour quantifier la
qualité d’une image relativement à cet a priori.
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Dans le contexte actuel, l’a priori sera la similitude à la vérité terrain. Ainsi,
la performance d’un algorithme est définie par sa capacité à reconstruire une image
similaire à celle-ci. En effet, les différentes approches présentées sont conçues afin
de produire des reconstructions de qualité au moins égale à celle de la méthode 3D,
et ce, avec moins de coïncidences. Donc, quantifier la ressemblance entre les images
reconstruites par les différentes approches à la vérité terrain permettra de faire cette
comparaison de performance. La meilleure image reconstruite par l’algorithme 3D
avec l’acquisition complète sera dénommée l’image étalon. La valeur obtenue par
l’évaluation de la métrique sur cette image et la vérité terrain sera dénotée la valeur
étalon.
La fonction choisie pour accomplir cette quantification est le MSE. Le fait que cette
métrique soit simple à évaluer, qu’elle ne nécessite pas la mise au point de paramètres
supplémentaires et qu’elle consiste à évaluer la similitude, par comparaison directe
des intensités de voxels, entre deux images sont les raisons principales pour le choix
de cette métrique.
La technique pour générer la vérité terrain des images simulées a été introduite
dans la section 2.2.3. Contrairement au cas simulé, la vérité terrain des vraies acquisi-
tions est inconnue. Afin de pallier à cette lacune, une approximation de cette dernière
sera utilisée. Le résultat de la reconstruction 3D de l’acquisition complète n’est pas
une approximation envisageable de la vérité terrain pour deux raisons. Pour com-
mencer, ce choix entraînerait que la qualité étalon, c’est-à-dire le MSE entre la vérité
terrain et la meilleure reconstruction 3D de l’acquisition complète, serait nulle. Une
qualité étalon nulle signifie qu’il faut une correspondance parfaite à la vérité terrain
pour qu’une approche atteigne la qualité étalon de l’acquisition complète ce qui n’est
pas viable. De plus, cette image est bruitée ce qui risque de biaiser la comparaison en
faveur des images affectées par un bruit semblable. Donc, la méthode 3D_CM sera
utilisée pour générer l’approximation de la vérité terrain puisqu’elle permet, par le
moyennage des images déformées vers la fenêtre de référence, de créer une image de
référence avec un bruit moindre. Il ne reste plus qu’à définir le nombre d’itérations
employé pour la partie reconstruction de l’image de la création de la vérité terrain.
Quelques tests faits avec les acquisitions simulées semblent indiquer qu’il existe une
relation d’équivalence entre la variation de l’énergie de la solution selon les itérations
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et celle du MSE entre la vérité terrain et cette même solution. Les détails de la mé-
thodologie employée pour générer la vérité terrain pour les vraies acquisitions est
présenté dans la section A.12.
Dans l’ensemble des tests numériques, la fenêtre synchronisée de référence est la
première de la séquence, soit la fenêtre zéro. Elle correspond, dans les deux types de
jeux de données, à l’image où la structure en mouvement prend le plus de volume.
Ce choix a été hérité des premiers tests lors de la mise en œuvre des algorithmes.
De plus, la métrique sera seulement évaluée sur l’image correspondant à la fenêtre de
référence. Appliquer la métrique sur l’ensemble de la séquence aurait permis d’obtenir
de l’information supplémentaire, dont sa stabilité selon la position dans la séquence.
Toutefois, cela aurait exigé une quantité prohibitive de calcul, alors cette idée a été
mise de côté.
3.2.2 Critère d’arrêt
Le critère d’arrêt sur les algorithmes de reconstruction d’images est un aspect
important de leur comparaison pour deux raisons. La première est l’absence de terme
régularisation dans les approches étudiées, ce qui a pour conséquence que la solu-
tion optimale du modèle est corrompue par le bruit. Malgré tout, l’ajout de ce terme
ne règle pas le problème parce qu’il faudrait, si l’algorithme est initialisé par une
image uniforme, un nombre d’itérations prohibitif pour obtenir la solution optimale.
La relation entre la qualité de la reconstruction et le nombre d’itérations dépend de
la méthode employée. Donc, l’emploi d’un nombre d’itérations fixe pour la recons-
truction des images n’est pas un choix qui assure une comparaison équitable des
méthodes.
La définition nébuleuse de l’équitabilité entraîne que le choix d’un tel critère est
complexe. Or, le but de cette étude est de comparer le potentiel des méthodes ce qui
peut être caractérisé par le meilleur cas envisageable. Ainsi, il est viable de se servir
directement de la vérité terrain pour connaître la solution optimale d’une approche,
et ce, même lorsque la vérité terrain n’est pas disponible en pratique. Alors, il suffit, à
l’aide de la métrique introduite précédemment, d’évaluer la qualité de la solution selon
les itérations et de choisir la solution correspondant à l’itération qui minimise cette
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Figure 3.1 – Exemple de courbe qui représente la variation de la métrique de qua-
lité selon les itérations. Plus précisément, ce graphique représente la similitude entre
les images reconstruites par la méthode 3D appliquée sur l’entièreté de l’acquisition
réelle et celle de référence pour les reconstructions avec des données réelles. Dans ce
contexte, la meilleure reconstruction est obtenue à l’itération huit avec une valeur
MSE de 1.5965.
valeur. La figure 3.1 présente un exemple de cette relation sous forme de graphique.
L’ensemble des courbes produites pour ces tests ont une forme semblable, alors l’ité-
ration optimale est identifiable dès que la métrique commence à augmenter en valeur.
L’aspect convexe de la courbe qui représente cette relation est justifiable par la nature
du MLEM qui reconstruit en premier les basses fréquences. L’augmentation observée
après un certain nombre d’itérations, quant à elle, semble correspondre au moment
où la reconstruction commence à être contaminée par le bruit, ce qui l’éloigne de la
vérité terrain.
Pour clore le sujet sur le critère d’arrêt pour la reconstruction d’images, il reste
à établir le critère d’arrêt selon les fenêtres synchronisées. La technique précédente
est seulement appliquée sur la fenêtre de référence. Pour les autres, le même nombre
d’itérations que celui obtenu pour la fenêtre de référence est utilisé. La motivation de
ce choix est dans l’hypothèse de préservation d’énergie que la métrique de similitude
soit le MSE, qui est exploité pour évaluer le recalage. Pour cette raison, il est préférable
que les images d’une même séquence possèdent une énergie semblable ce qui semble
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être le cas lorsque le même nombre d’itérations est employé. Cette conjecture peut
être défendue par le fait que l’objet reconstruit et le nombre de coïncidences sont
relativement semblables à travers la séquence.
Pour finir, il faut sélectionner le critère d’arrêt pour l’évaluation des déformations.
Contrairement aux cas précédents, la solution optimale selon le modèle est recherchée.
C’est-à-dire que l’objectif est de faire une mise en correspondance parfaite. Plus préci-
sément, le critère de convergence est une norme de gradient de 0.0005. Dans certains
cas, le gain en qualité de solution stagne,et ce, malgré que le critère d’arrêt n’est
pas atteint. Afin d’éviter des boucles infinies, il faut limiter le nombre d’évaluations
de fonction. Nos observations laissent croire que le gain est minime après quelques
dizaines d’itérations, alors ce nombre est fixé à 100. L’évaluation des déformations
est considérée comme une boîte noire dans le contexte actuel, alors l’impact des pa-
ramètres sur la qualité des recalages n’a pas été étudié en profondeur. En fait, les
deux paramètres précédents ont été extraits d’un exemple semblable, c’est-à-dire dé-
formation non rigide par B-Splines, disponible dans ITK. Certains ajustements ont
été tentés, mais aucune amélioration significative n’a été observée.
3.2.3 Méthodologie pour le test sur le facteur de compen-
sation
L’objectif principal de ce test est de confirmer que les approches 3D_CM, 3.5D
et 3.95D peuvent diminuer le facteur de compensation relativement à l’approche de
référence i.e. 3D avec l’acquisition complète. L’autre objectif est d’observer le poten-
tiel de diminution du facteur de compensation de dose qui peut être obtenu selon la
méthode exploitée. Pour atteindre ces objectifs, il manque deux éléments : des acqui-
sitions semblables à celles introduites à la section 2.2 mais avec moins de coïncidences
et une méthodologie de comparaison.
Pour commencer, il faut établir le jeu de données utilisé pour accomplir ce test.
Les acquisitions présentées dans les sections 2.2.2 et 2.2.3 seront considérées comme
les données complètes des acquisitions réelles et des données simulées, respective-
ment. Afin d’observer la performance des différentes approches avec un facteur de
compensation moindre, il faut des acquisitions qui possèdent une fraction du nombre
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de coïncidences disponibles dans les acquisitions complètes. La technique pour obtenir
ces acquisitions dépend de la source des données, alors sa description est séparée en
deux morceaux.
Dans le cas des données simulées, les sinogrammes sont générés de la même fa-
çon que celle employée pour obtenir l’acquisition complète outre le fait que la vérité
terrain est modifiée préalablement afin de diminuer le nombre de comptes dans les
sinogrammes. Cette modification consiste à multiplier par un scalaire la vérité ter-
rain. Cette pondération de l’image entraîne, si les données n’étaient pas modifiées par
l’ajout de bruit et si l’effet de bord de la convolution n’existait pas, une modulation
équivalente dans les données. Ce qui suit est la démonstration de l’énoncé précédent.
Démonstration. L’objectif est de démontrer que la modulation d’une image entraîne
une modulation équivalente dans le sinogramme théorique. Pour accomplir cette
tâche, quelques définitions sont nécessaires.
Soient :
– λ1 ∈ RI la forme vectorielle de l’image représentant la distribution du radiotra-
ceur dans le sujet.
– P ∈ RJ × RI la matrice système qui fait le lien entre la distribution du radio-
traceur et le sinogramme théorique.
– Y1 = E[Pλ1] le sinogramme théorique correspondant à la distribution définie
par λ1.
– β ∈ (0, 1) le facteur multiplicatif appliqué sur l’image simulée de référence.
Soit λ2 = βλ1 l’image utilisée pour générer un sinogramme, dénoté Y2, qui aura
moins de comptes que Y1. Ainsi,
Y2 = E[Pλ2]⇔ Y2 = E[Pβ−1λ1]
⇔ Y2 = β−1E[Pλ1]
⇔ Y2 = β−1Y1
⇔ βY2 = Y1
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Dans le cas de vraies données, la décision a été prise d’utiliser des sous-ensembles
des coïncidences de l’acquisition complète pour simuler des sinogrammes avec moins
de doses. La technique exploitée afin de générer ces sous-ensembles consiste à extraire
de l’acquisition les coïncidences détectées dans les T premières minutes. La variable T
permet de spécifier le ratio selon le temps de l’acquisition considérée. Ce ratio ne cor-
respond pas directement à celui entre le nombre de coïncidences dans le sous-ensemble
et le nombre total dans l’acquisition complète. Il varie dans le temps selon une décrois-
sance exponentielle. Cette décroissance dépend aussi de la quantité et de la demi-vie
du radiotraceur injecté dans le sujet. Dans ce travail, les différentes acquisitions seront
décrites selon leur temps d’acquisition au lieu du pourcentage de coïncidences qu’ils
possèdent relativement à l’acquisition complète. Cette décision n’a pas d’influence
sur l’interprétation des résultats puisque le but est d’observer une amélioration, pas
de la quantifier. Pour terminer, une remarque sur la technique choisie pour découper
l’acquisition. Il n’est pas nécessaire d’échantillonner dans l’entièreté de l’acquisition
puisque la la distribution du radiotraceur dans le sujet est stable lorsque l’effet du
mouvement est exclu.
Résumé des identifiants de chacun des jeux de données
Types de données Réelles (minutes) Simulées (échelle)
Acquisition complète 16.5 90
Premier niveau de dose testé 12.5 70
Deuxième niveau de dose testé 10 60
Tableau 3.1 – Compilation des jeux de données utilisés pour le test décrit dans la sec-
tion 3.2.3. Ils sont identifiés selon le critère qui a permis de générer l’acquisition. Plus
précisément, le temps d’acquisition pour les données réelles et le facteur multiplicatif
pour les données simulées. Les jeux de données sur une même ligne sont composés
d’un nombre de comptes semblable.
Maintenant que le jeu de données est connu, la méthodologie de comparaison peut
être décrite. Son objectif est de déterminer la capacité d’une méthode à produire une
reconstruction de qualité semblable à l’image étalon, et ce, avec une fraction des
données. Pour ce test, la performance d’un algorithme est définie par la métrique de
qualité, voir la section 3.2.1, appliquée sur sa meilleure reconstruction selon le critère
d’arrêt établi dans la section 3.2.2. Ensuite, la performance de chacun des algorithmes
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est évaluée sur chacun des niveaux inscrits dans le tableau 3.1. Donc, un algorithme
qui performe mieux que la valeur étalon indiquera que la méthode qu’elle représente
permet de diminuer le facteur de compensation. Ces performances vont aussi donner
un indice sur le potentiel de diminution de dose des différentes méthodes.
Cependant, les images doivent être modulées avant d’être comparées à la vérité
terrain. Ce prétraitement est nécessaire, car le MSE exploite les différences d’intensité
des voxels pour évaluer la similitude de deux images. Ainsi, une image identique à
la vérité terrain à un terme multiplicatif près serait désavantagée comparativement à
une comparaison entre des images de même énergie. Or, les algorithmes de reconstruc-
tion d’images visent à trouver la distribution correspondante à l’acquisition obtenue.
Alors, les images reconstruites avec des sous-ensembles de l’acquisition complète ont
nécessairement une énergie inférieure à celle de l’approche de référence. Dans le cas
de données simulées, la modulation est l’inverse du facteur multiplicatif utilisé pour
générer le sinogramme. Pour les données réelles, le facteur est évalué en divisant le
nombre de comptes dans l’acquisition totale par celui de l’acquisition tronquée. Cette
approche est basée sur l’hypothèse que la distribution du radiotraceur est semblable
à un coefficient multiplicatif près selon la choix de T .
Le seul détail qu’il reste à déterminer pour ce test est le nombre d’itérations com-
plètes de l’algorithme 3.95D, c’est-à-dire l’amélioration des recalages et de l’image, qui
sera utilisée pour ce test. Deux itérations complètes seront évaluées pour l’ensemble
des tests, soit suffisamment pour la différencier de la méthode 3.5D. Cette décision
a été prise principalement à cause du fardeau excessif en temps de calcul nécessaire
pour accomplir une itération. Malgré que cette décision limite le potentiel de cette
méthode, il est suffisant, pour ce test, de démontrer qu’il y a une amélioration.
3.2.4 Méthodologie pour la comparaison des modèles de pro-
jection selon les fenêtres synchronisées
Dans la section 3.1.1, une modélisation des projections différentes de l’approche
usuelle a été développée. Il vise à mieux exploiter le lien entre les différentes fenêtres
synchronisées afin d’obtenir un modèle mieux conditionné. Une fonction objectif pos-
sédant un bon conditionnement est plus facile à optimiser ce qui justifie l’existence de
78
3.2. Méthodologie des tests numériques
méthodes de pré-conditionnement [23]. Présentement, le meilleur conditionnement du
modèle 3.5D_Merge relativement à celui de l’approche standard est une conjecture de
l’auteur. Malgré le fait qu’une comparaison théorique des modèles offre l’avantage de
fournir une vision plus générale des performances, il est enrichissant d’employer une
approche pratique afin d’observer l’impact réel de cette modification. Ainsi, ce test
consiste à comparer la vitesse de convergence des deux approches, dans un contexte
numérique, afin de justifier, ou réfuter, cette conjecture.
Pour accomplir cette tâche, certains éléments sont nécessaires : des jeux de don-
nées à partir desquels la convergence sera observée, un critère de convergence qui
correspond à ce qui doit être observé et une métrique de vitesse de convergence.
Cette expérience est réalisée sur l’ensemble des données simulées disponibles. Pour
ce type d’acquisition, la vérité terrain des déformations est connue. Ainsi, deux scéna-
rios vont être testés pour chacune des acquisitions : celui avec les vraies déformations
et celui avec leur approximation. Cet ajout permettra d’analyser l’existence d’une dif-
férence dans les performances des deux approches selon l’exactitude des W k. Donc,
quatre variantes de 3.5D vont être étudiés. Ces variantes sont définies par le modèle
3.5D employé, c’est-à-dire l’approche usuelle ou celle introduite dans la section 3.1.1,
et la qualité des matrices de déformations. La qualité de ces matrices, dans ce contexte,
fait référence à deux situations : utiliser les matrices approximées à partir d’images
reconstruites avec l’algorithme 3D ou utiliser la vérité terrain des matrices de défor-
mation. Le mot clé «trueWarp » sera employé pour indiquer que l’algorithme utilise
la vérité terrain des matrices de déformation alors que le mot clé «Merge » sera
employé afin d’indiquer que le modèle 3.5D modifié a été utilisé pour reconstruire
l’image.
Pareillement au test précédent, la convergence d’un algorithme est définie par
le critère d’arrêt décrit à la section 3.2.2. Par construction, ce critère devrait cor-
respondre à ce qui est employé en pratique et ainsi fournir une idée du type de
performance, relativement à l’approche usuelle, qu’il est possible d’envisager.
Pour terminer, il reste à établir la méthode de comparaison de la vitesse conver-
gence de ces deux approches. Deux notions de vitesses de convergence seront exploi-
tées : le nombre d’itérations et la quantité de calcul nécessaire. En fait, la différence en
nombre d’opération algébrique entre les deux approches a été évaluée dans la section
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3.1.1. De plus, il est directement proportionnel aux nombres d’itérations puisque le
coût de l’initialisation sera négligé. Donc, il suffit de pondérer le nombre d’itérations
de l’approche 3.5D_Merge selon le ratio trouvé précédemment pour être en mesure de
comparer la vitesse de convergence en quantité de calcul nécessaire. Ainsi, ces notions
vont permettre d’illustrer la différence dans la stabilité de leurs modèles et dans leur
coût computationnel pour les résoudre.
3.3 Résultats des tests numériques
Cette section comptabilise les résultats obtenus et met en évidence les éléments
qui sont pertinents pour la discussion du chapitre 4.
La visualisation des images reconstruites est un outil intéressant puisqu’elle per-
met l’évaluation qualitative de leur qualité et offre la possibilité d’interpréter ou de
justifier les résultats observés. Cependant, comparer plusieurs images 3D dans un
format statique tel que ce mémoire est complexe. Afin de simplifier cette tâche, un
support visuel différent est employé.
Afin d’alléger la notation, certains mots clés sont définis. Pour commencer, seule-
ment les paramètres qui décrivent une acquisition seront employés pour définir le jeu
de données utilisé. La règle de cette notation est {TypeDeDonnée}_{Paramètre}.
Par exemple, la phrase «La méthode 3.5D appliquée à simulés_70 produit des images
(...)» doit être interprété de la façon qui suit : «La méthode 3.5D appliquée au jeu
de donnés simulés défini par la pondération 70 produit des images (...)». Dans le
même ordre d’idée, le nombre de dimensions d’une approche sera employé pour faire
référence à l’image optimale reconstruite par cette approche. Par exemple, la phrase
«L’image 3.5D (...)» doit être interpréter de la façon suivante «L’image optimale
obtenue par la méthode de reconstruction 3.5D (...) ».
3.3.1 Visualisation des images reconstruites
Le système de visualisation utilisé sera la ligne de profil. Une ligne de profil, dénoté
simplement profil afin d’alléger le texte, d’une image 3D est la représentation, sous la
forme d’une courbe 1D, de la variation en intensité des voxels qui intersectent avec
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un segment d’intérêt placé dans l’image 3D. Cette approche restreint l’appréciation
globale de l’image puisqu’elle n’affiche que la variation sur une dimension. Cependant,
l’objet d’intérêt peut être représentée grossièrement par un ellipsoïde dont une partie
de la paroi est caractérisée par des voxels de faible intensité. Ainsi, il suffit de visua-
liser la variation en intensité des voxels à proximité de la paroi de la structure pour
obtenir une idée de la qualité de la reconstruction. Un profil placé sur un des axes
principaux de l’ellipsoïde permet d’accomplir cette tâche. Malgré que la qualité de la
reconstruction varie selon la position dans la caméra, seulement deux profils vont être
utilisées. La structure d’intérêt occupe un espace limité, alors cette variation semble
relativement faible. Les droites d’intérêt sont choisies pour représenter deux niveaux
de résolution différents, soit une dans le sens axial et l’autre perpendiculaire à ce
dernier.
La visualisation d’un profil extrait directement de l’image peut produire des ob-
servations biaisées. En effet, le segment choisi pourrait intersecter des voxels qui ne
représentent pas l’état général de la structure. Toutefois, la forme ellipsoïdale de la
structure d’intérêt, la taille anisotropique des voxels et la nature non stationnaire du
bruit rendent difficile le moyennage de profils semblables. Pour ces raisons, aucune
technique de moyennage n’a été employée. Les profils choisis sont représentés dans la
figure 3.2. Celui dans le sens axial, représenté en blanc, est dénoté profil transaxial et
l’autre, représenté en vert, est dénoté profil axial.
Ces profils sont réutilisés pour les images de données simulées puisque ces images
ont été construites de sorte que la structure en mouvement corresponde, en position
spatiale et en taille, à celle des données réelles.
À partir de ces profils, deux structures ont été choisies comme point d’intérêt.
Les premières structures correspondent aux parois du ventricule gauche et elles sont
dénotés pics à partir de maintenant. Le pic gauche, mis en évidence par l’ovale vert,
et le pic droit, mis en évidence par l’ovale rouge, sont présentés dans la figure 3.3.
La deuxième structure correspond à la poche de sang dans le ventricule gauche et
elle sera dénotée vallon à partir de maintenant. Le vallon est mis en évidence dans la
figure 3.3 par un ovale noir.
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(a) Plan YZ (b) Plan XY (c) Plan XZ
Figure 3.2 – Représentation visuelle de la position sur une image d’un cœur de rat
des deux profils d’intérêt. Cette image est une reconstruction 3D de la 0 ième fenêtre
synchronisée produite à partir de l’acquisition complète. La ligne en vert correspond
à un profil transaxial, alors que la ligne en blanc représente un profil axial.
Figure 3.3 – Exemple de profil où les structures d’intérêt, qui servent de point de
comparaison, sont mises en évidence. L’ovale en petit pointillé vert délimite une coupe
de la paroi du ventricule gauche et la structure qu’elle délimite sera dénotée le pic
gauche. Celui en long pointillé rouge délimite une coupe de la paroi du ventricule
gauche. Cette structure sera, quant à elle, dénotée le pic droit. L’ovale noir désigne
l’intérieur du ventricule gauche et il sera dénoté le vallon.
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3.3.2 Facteur de compensation de dose
Le bilan de ce test est accompli en deux étapes. Pour commencer, la performance
pondérée 1 des différentes méthodes, telle que définie dans la section 3.2.3, est affi-
ché sous forme d’histogramme à barres verticales. Ces barres verticales sont séparées
en quatre groupes selon la méthode de reconstruction correspondante et ces groupes
sont sous-divisés conformément aux sinogrammes utilisés. Afin d’éviter une surcharge
d’information, les résultats sont séparés selon le type d’acquisition employé. Dans
les deux histogrammes résultants, une ligne noire horizontale est ajoutée pour re-
présenter la valeur étalon. Ensuite, des graphiques représentant les profils introduits
précédemment seront exploités pour complémenter les résultats obtenus par la mé-
trique de qualité. Chaque graphique correspond à une superposition de profil extrait
de chacune des meilleures images obtenues des différentes méthodes à partir d’un
sinogramme donné. Pour des fins de comparaison, le profil de l’image étalon est pré-
senté dans chacun d’entre eux. Dans le cas des données réelles, la vérité terrain est
pondérée afin que son nombre de comptes soit semblable à l’acquisition comparée.
Une représentation visuel de la différence entre l’ensemble des images étudiées dans
ces deux étapes et leur vérités terrains respective est présenté dans la section A.13.
Cette analyse des résultats commence avec le cas des sinogrammes simulés puis-
qu’ils devraient, en théorie, produire des situations exemptes de problème sauf ceux
induits par le mouvement. Le graphique correspondant à ce type d’acquisition se re-
trouve en 3.4a. À partir de ce graphique, il semblerait que la qualité de la reconstruc-
tion est directement liée à la quantité d’information exploitée en lien avec le cycle. De
plus, toutes les approches qui exploitent les fenêtres synchronisées performent mieux
que la valeur étalon. Cependant, le gain de performance semble diminuer rapidement
selon le temps. En fait, le 3.95D de simul_60 est très proche du 3.5D de simul_70.
Les performances obtenues avec les sinogrammes réels sont présentés à la figure 3.4b.
Tout d’abord, le résultat du 3D_CM réel_10min indique que le 3D réel_15.5min, soit
l’approche étalon, est meilleur, et ce, malgré le fait que le 3D_CM a l’avantage de
moyenner le bruit. Contrairement aux données simulées, les performances ne sont pas
monotones croissantes. Plus précisément, l’approche 3.95D semble performer moins
1. Elle est pondérée pour permettre la comparaison pour différents niveaux de données d’une
acquisition, tel que justifié dans la section 3.2.3.
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(a) Données simulées (b) Données réelles
Figure 3.4 – Performance des différentes méthodes selon l’acquisition employée. Les
reconstructions avec données simulées (a) et réelles (b) ont été séparées en deux
figures distinctes puisque leurs valeurs étalons (représentées par la ligne noire) sont
différentes. Les barres en bleu représentent respectivement le cas simulé pondéré à
70 (a) et le cas réel avec 12.5 minutes d’acquisition (b) alors que les barres en jaune
représentent respectivement le cas simulé pondéré à 60 (a) et le cas réel avec 10
minutes d’acquisition (b).
bien que la 3.5D, et ce, pour les deux jeux de données.
Pareillement à la première étape, les graphiques obtenus à partir des sinogrammes
simulés sont décortiqués en premier. Les graphiques de la figure 3.5 représentent les
quatre combinaisons possibles entre les deux profils et les deux niveaux de doses.
Cette analyse débute avec le graphique, soit 3.5a, représentant le profil transaxial
pour le cas simul_70. L’impact de la différence en compte entre le 3D sur simul_70
et le 3D simul_90 est mis en évidence par des pics d’intensité moindre et le vallon
moins prononcé du 3D simul_70. Un autre constat d’intérêt est le fait que le profil
du 3D_CM est quasiment identique à celui du 3D sauf exception le vallon qui semble
s’être détérioré. De leurs côtés, les courbes du 3.5D et du 3.95D, qui semble se dis-
tinguer seulement dans la zone à l’intérieur du ventricule, tendent à épouser celle
de l’image étalon. Les profils axiaux extraits des images simul_70, présentée dans la
figure 3.5b, sont les prochaines étudiées. Contrairement à ce qui a été observé pour le
profil transaxial, les pics pour les approches 3D et 3D_CM sont des surestimations
de ceux attendus. De plus, leurs vallons sont vraisemblablement loin d’atteindre celui
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de l’image étalon. Les pics des méthodes 3.5D et 3.95D, quant à eux, sont visiblement
plus larges que ceux de la cible. Cette fois-ci, le 3.5D est la seule qui semble épouser
l’intérieur du ventricule. Le 3.95D, de son côté, semble surestimer sa profondeur. Dans
ces deux graphiques, les pics 3D et 3D_CM semblent être déplacés plus vers l’inté-
rieur comparativement aux pics de l’image étalon. Cette observation semble aussi être
valable sur pour le profil axial de la méthode 3.5D. Les constations exhibées pour les
profils des images de simul_70 s’appliquent aussi pour ceux de simul_60. Cependant,
deux caractéristiques sont propres aux méthodes 3.5D et 3.95D de simul_60. Dans le
profil transaxial, voir la figure 3.5c, leurs pics ne semblent pas être en mesure d’at-
teindre, contrairement à ceux de simul_70, l’amplitude attendue. Pour finir, les pics
du profil axial, voir la figure 3.5d, sont visiblement plus large.
La même méthodologie est appliquée sur les profils des reconstructions produits
à partir des vraies données. Les quatre graphiques correspondants sont illustrés à la
figure 3.6. Dans un premier temps, les courbes générées à partir du profil transaxial sur
réel_12.5min, affiché dans la sous figure 3.6a, sont décortiquées. Pour commencer, le
3D sous-estime les pics et surestime le vallon. Le constat est semblable pour le 3D_CM
sauf pour le pic qui semble envahir le vallon. Ensuite, le 3.5D et le 3.95D épousent
mieux les pics comparativement aux deux précédentes. Malgré tout, il subsiste deux
inconsistances : la zone concave semble se déplacer vers la gauche alors que le pic de
gauche semble tendre vers le centre. La suite de l’analyse va porter sur le profil axial
représenté dans le graphique 3.6b. Pour toutes les méthodes, les pics sont un peu plus
faibles que ceux de l’image étalon. La profondeur de l’intérieur du ventricule est, quant
à elle, sous-estimée par les approches 3D et 3D_CM. Toutefois, il s’agit de la seule
occurrence où la zone concave du 3D_CM est meilleure que celui du 3D. L’intérieur
du ventricule est presque parfaitement épousé par le 3.5D et le 3.95D. Cependant, leur
pic de gauche est légèrement plus épais que ceux des deux autres. Pareillement aux
reconstructions simulées, les constations faites dans le cas réel_12.5min s’appliquent
aussi dans celui de réel_10min. En fait, les profils obtenus par le profil transaxial et
le profil axial de l’acquisition réel_12.5min sont très semblables en forme à ceux de
l’acquisition réel_10min, exception faite de la méthode 3D_CM. Dans cette dernière,
un étalement significatif d’un des pics vers le vallon est observable lorsque l’image est
reconstruite à partir du sinogramme réel_10min. Plus particulièrement, il s’agit du
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pic à gauche pour le profil transaxial, voir la figure 3.6c, et du pic à droite pour le
profil axial de la figure 3.6d.
(a) Donnée simulée 70, profil transaxial (b) Donnée simulée 70, profil axial
(c) Donnée simulée 60, profil transaxial (d) Donnée simulée 60, profil axial
Figure 3.5 – Représentation graphique des profils extraits des meilleures reconstruc-
tions de chacune des méthodes utilisées, et ce, pour les deux acquisitions simulées. Les
courbes sont séparées selon l’acquisition employée, soit simul_70 (a, b) et simul_60
(c, d), et selon le profil observé c’est-à-dire profil transaxial (a, c) ou profil axial
(b, d). Pour chacune des figures, G0 est extraite de la vérité terrain de l’acquisition
employée.
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(a) Donnée réel 12.5 min, profil trans-
axial
(b) Donnée réel 12.5 min, profil axial
(c) Donnée réel 10 min, profil transaxial (d) Donnée réel 10 min, profil axial
Figure 3.6 – Représentation graphique des profils extraits sur la meilleure reconstruc-
tion des différentes méthodes à partir des deux sinogrammes réels. Les courbes sont
séparées selon l’acquisition employée, c’est-à-dire réels_12.5 (a,b) et réels_10 (c,d), et
le profil observé c’est-à-dire profil transaxial (a,c) ou profil axial (b,d). Pour chacune
des figures, G0 est extraite de la vérité terrain de l’acquisition employée.
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3.3.3 Comparaison des modèles de projection selon les fe-
nêtres synchronisées
Les tests accomplis sont séparés en deux sections qui sont, elles-mêmes, divisées
en deux morceaux. Dans un premier temps, la vitesse de convergence des méthodes
étudiées sera analysée selon les deux métriques établies précédemment. Ensuite, la
forme des solutions, que ce soit au fil des itérations ou à leur meilleur, sera analysée
grâce aux profils. La description des représentations visuelles exploitées dans chacune
d’entre elles sera présentée au fur et à mesure afin d’éviter toute confusion. Les images
optimales pour chacune des méthodes et des acquisitions sont affichées dans la section
A.14.
Pour commencer, le graphique 3.7, qui représente l’évolution de la métrique au fil
des itérations, sera décortiqué. Les quatre méthodes étudiées sont représentées cha-
cune par une courbe, et ce, dans le même graphique. Toutefois, ils ont été séparés
en deux figures de sorte à faciliter la comparaison entre les résultats obtenus par si-
mul_70 et ceux obtenus par simul_60. Les courbes correspondantes à simul_60 ont
été pondérés par 7262 de sorte à normaliser relativement à simul_70. L’analyse qui suit
porte sur les données simul_70 dont les résultats sont illustrés dans la figure 3.7a. Les
courbes ont une forme semblable c’est-à-dire une descente en lion, suivie d’un creux
où la pente change de signe et qui finit par remonter avec une pente plus modeste. Les
seuls aspects qui changent sont la position du point minimal et la force de la remontée.
À partir de la métrique de vitesse de convergence spécifiée au début de ce paragraphe,
le classement prend l’allure suivant : 3.5D(18), 3.5D_trueWarp(22), 3.5D_Merge(24)
et 3.5D_Merge_trueWarp(28). Le chiffre en parenthèse désigne le nombre d’itérations
que la méthode correspondante a dû employer pour trouver la meilleure solution. Tou-
tefois, cette classification est différente lorsque la comparaison est accomplie sur la
valeur du MSE qui correspond, dans ce mémoire, à la qualité de la reconstruction.
En particulier, il prend la forme qui suit : 3.5D_trueWarp, 3.5D_Merge_trueWarp,
3.5D_Merge et 3.5D. De plus, ce graphique permet d’extraire des informations com-
plémentaires. Par exemple, le fait que le 3.5D et 3.5D_Merge se confondent après un
certain temps lorsque les vraies déformations sont employées. Aussi, la fin des courbes
semble indiquer que le 3.5D_Merge est plus robuste au bruit que le 3.5D puisqu’il
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(a) Données simulées, 70 (b) Données simulées, 60
Figure 3.7 – Courbes représentant l’évolution de la métrique de qualité au fil des
itérations pour les quatre méthodes étudiées dans la section 3.1.1. Chacun des gra-
phiques représente la performance des algorithmes selon une des acquisitions simulées
employées. Les valeurs de (b) sont pondérées par 7262 afin de correspondre à ceux de
(a).
croît à une vitesse moindre. La figure du cas simul_60, soit 3.7b, permet d’isoler un
constat semblable au précédent. L’augmentation de l’importance de la divergence de
l’approche 3.5D est la seule différence notable.
L’analyse précédente est refaite dans le scénario où la métrique de vitesse de
convergence est définie par le nombre d’opérations employé pour atteindre la meilleure
image. La figure 3.8 illustre visuellement la variation du MSE selon cette métrique.
Les valeurs de MSE entre les courbes de la figure 3.7 et ceux de la figure 3.8 sont
exactement les mêmes. La différence se retrouve dans l’axe x. Une unité de coût
cumulé d’opérations correspond aux nombres d’opérations nécessaires pour évaluer
une itération de MLEM 3.5D. Pour cette raison, les courbes correspondantes au 3.5D
et au 3.5D_trueWarp n’ont pas été modifiées. L’abscisse des deux autres courbes,
quant à elle, a été pondérée par un facteur de 18 parce que ces sinogrammes sont
séparés en 8 fenêtres synchronisées. Sous cette forme, les méthodes 3.5D_Merge et
3.5D_Merge_trueWarp convergent beaucoup plus rapidement que leur collègue.
Le test précédent a permis de comparer les vitesses de convergence des méthodes
étudiées. Afin de complémenter ces résultats, deux inspections visuelles des résultats
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(a) Données simulés, 70 (b) Données simulés, 60
Figure 3.8 – Courbes représentant l’évolution de la métrique de qualité selon le nombre
d’opérations utilisé. Une unité de coût cumulé d’opérations correspond aux nombres
d’opérations nécessaires pour évaluer une itération de MLEM 3.5D. Chacun des gra-
phiques représente la performance des algorithmes, introduits à la section 3.1.1, selon
l’acquisition simulée employée. Les valeurs de b) sont pondérées par 7262 afin de cor-
respondre à ceux de a).
sont offertes : une qui présente l’évolution au fil des itérations et l’autre qui compare
les solutions optimales. Les graphiques concordants au premier scénario sont présen-
tés à la figure 3.9. Chacun de ces graphiques superpose les profils des images obtenues
à chaque dix itérations pour une des méthodes étudiées. Cette superposition se limite
aux 50 premières itérations puisque le progrès des courbes semblait insignifiant à par-
tir de ce point. La vérité terrain de la reconstruction, indiquée par le nom G0, est
aussi superposée à ces derniers de sorte à faciliter l’appréciation des résultats. Les
profils affichés sont ceux tracées à partir du profil transaxial et produits par l’acquisi-
tion simul_70. Les trois autres scénarios ont été analysés. Toutefois, les observations
faites sur ceux-ci sont identiques à celles qui seront énoncées ci-dessous, alors elles
n’ont pas été annexées.
Le 3.5D est la seule qui, malgré le nombre d’itérations, sous-estime toujours l’in-
tensité du pic gauche. Toutefois, c’est aussi la méthode où l’image suritérée approxime
le mieux la profondeur du vallon. L’approche 3.5D_Merge, de son côté, tend à épou-
ser les pics. Cependant, il s’agit de l’approche qui surestime le plus le vallon lorsqu’un
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grand nombre d’itérations est utilisé. Les approches exploitant les vraies déformations,
de leur côté, tendent à surestimer les pics. De plus, leurs vallons semblent tendre vers
une forme semblable. Notez que dans les quatre cas, le vallon de l’image tend vers la
droite.
Cette étude va se clore sur une comparaison des profils des images optimales de
chacune des variantes du 3.5D étudiées. Pour les mêmes raisons que ceux présentés
lors de l’analyse précédente, seulement les profils produits à partir du sinogramme
simul_70 sont affichées. Les graphiques concordant à ce scénario sont présentés dans
la figure 3.10. Les deux profils introduits dans la section 3.3.1 sont analysés. Pour
chacune d’entre eux, les courbes extraites des variantes étudiées sont superposées. De
plus, celle de la vérité terrain est ajoutée afin d’aider la comparaison visuelle. Dans
la figure 3.10a, les courbes se suivent en général. Le 3.5D est la seule qui ne surestime
pas la profondeur du vallon. Les deux approches employant des approximations des
matrices de déformations sous-estiment le pic gauche. Du côté de la figure 3.10b,
l’observation précédente faite sur la différente entre le vallon du 3.5D et ceux des
autres méthodes est plus proéminente. Pour finir, toutes les méthodes, même celles
exploitant la vérité terrain des déformations, produit des pics plus épais que la vérité
terrain de l’image.
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(a) 3.5D (b) 3.5D_Merge
(c) 3.5D_trueWarp (d) 3.5D_Merge_trueWarp
Figure 3.9 – Compilation des profils axiaux au fil des itérations selon chacune des
variantes 3.5D étudiées. Les itérations 10, 20, 30, 40 et 50 sont celles superposées dans
ces graphiques. Le titre de chacun de ces graphiques permet d’identifier la méthode
qui a généré ces images. Les mots clés sont expliqués dans la section 3.1.1. Pour
toutes les méthodes, les images sont reconstruites à partir de l’acquisition simul_70.
La courbe identifiée G0 correspond à la vérité terrain.
92
3.3. Résultats des tests numériques
(a) Profil transaxial (b) Profil axial
Figure 3.10 – Les profils du résultat, voir la section 3.2.1, des quatre variantes de
3.5D, voir la section 3.1.1, appliquées au sinogramme simul_70 sont superposées. Le
nombre d’itérations utilisé est ajouté dans l’identifiant de la courbe. La figure (a)
correspond au profil transaxial, alors que la figure (b) correspond au profil axial. La
courbe identifiée G0 correspond à celui de la vérité terrain de simul_70.
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Chapitre 4
Synthèse des études accomplies
Ce chapitre est une synthèse des travaux présentés précédemment. Dans un pre-
mier temps, le modèle introduit dans la section 3.1.1 sera revisité. Ensuite, un som-
maire des performances des différentes approches sera construit, exposant ainsi l’exis-
tence d’une lacune communes aux techniques actuelles pour modéliser le temps dans
la reconstruction TEP. Quelques arguments seront présentés afin de justifier la source
de cette lacune de même que ses impacts. Pour finir, une rétroaction sur la méthodo-
logie employée pour accomplir les tests numériques sera présentée de façon à mettre
en évidence ses lacunes et introduire des idées d’amélioration.
4.1 Le modèle de reconstruction d’image 3.5D
Le modèle introduit dans la section 3.1.1, intitulé 3.5D_Merge puisqu’il fusionne
les fonctions de vraisemblance selon les fenêtres synchronisées, a été conçu dans le
but de pallier à une lacune présente dans le modèle usuel du 3.5D, soit la séparation
des données selon les fenêtres synchronisées. Malgré la conjecture ayant motivé sa
création, rien ne garantit intrinsèquement qu’il s’agit d’une amélioration, que ce soit
en qualité de modélisation ou en vitesse de reconstruction, de l’approche standard. Les
tests accomplis dans le chapitre 3 avaient pour objectif, entre autres, de renforcer cette
conjecture. Ainsi, ce qui suit est un aperçu des résultats obtenus sur la comparaison
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de ces deux variantes du 3.5D et quelques pistes d’idées qui n’ont pas pu être explorées
complètement. Ces idées ouvrent la voie à des travaux futurs dans la compréhension
de ce nouveau modèle.
Un premier point d’intérêt consiste à démontrer, ou infirmer, l’équivalence de ces
variantes. Les profils affichés dans la figure 3.10 laissent croire que ces modèles ne
sont pas équivalents puisqu’ils ne tendent pas vers la même solution. Cependant,
cette constatation ne démontre pas l’invalidité d’une de ces variante et n’infirme pas
leur équivalence. En effet, la log-vraisemblance génère des solutions qui ont tendance à
surmodéliser les données. Trois techniques sont utilisées pour pallier à cette tendance :
l’inclusion d’un terme de régularisation dans le modèle, le post-traitement de l’image
par des algorithmes de débruitage et la limitation du nombre d’itérations employées
pour la reconstruction de l’image. Ainsi, la comparaison directe des fonctions de log-
vraisemblance n’est peut-être pas la meilleure approche. Dans un premier temps, il
faudrait extraire la relation entre les solutions issues de chaque modèle. Ensuite, il
faudrait étudier la ou les répercussion(s) de ces techniques sur cette relation. Dans
ce mémoire, une telle relation n’a pas été découverte. Malgré tout, il est possible de
démontrer que ces deux variantes sont équivalentes pour au moins deux cas triviaux.
Démonstration. Le but est de démontrer l’équivalence, sous certaines conditions, des
deux variantes de MLEM 3.5D.
Premier exemple : W g = 1,∀g ∈ [1, G].
D’abord, une condition suffisante est que
∑
g









Cette relation entraîne que
∇L(λ;W ) = ∇L(λ;W ),
ce qui démontre que les deux modèles possèdent les mêmes points stationnaires. La
preuve de la concavité de ces modèles a été faite dans la section 3.1.3. Alors, tous
leurs points stationnaires sont des maxima locaux.
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Deuxième exemple : PW gλ∗ = yg,∀g ∈ [1, G].
Dans ce cas, il faut montrer que toutes solutions qui respectent les égalités pré-
cédentes sont des maximums locaux pour les deux modèles. Il suffit de démontrer
que ∑
g








sont égales à ∑
g
(W g)t P t1
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Le modèle 3.5D usuel est strictement concave. Donc, une solution de ce modèle est
aussi une solution du modèle modifié. Toutefois, rien ne prouve l’énoncé inverse.
En pratique, ces cas sont invraisemblables à cause de la nature bruitée du signal.
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Malgré tout, ils renforcent la conjecture émise selon laquelle ces modèles possèdent
une solution optimale équivalente.
Un deuxième point d’intérêt est l’unicité de la solution optimale du modèle de log-
vraisemblance modifié. Une des techniques employées pour assurer qu’une fonction
possède une solution optimale unique consiste à prouver que la fonction objectif est
définie positive sur l’ensemble de son domaine. Tel que justifié dans la section 3.1.3, les
hypothèses actuelles permettent seulement d’assurer qu’elle est au pire semi-définie
positive sur son domaine. La preuve qui suit présente quelques arguments en faveur
de sa concavité stricte.
Démonstration. Soit A = P ′diag{σj}P . Alors ∇2L(λ;W ) = (W )′AW . Sans perte
de généralité, la fenêtre de référence est définie comme étant g = 1. Alors, W =
1+∑g∈[1,G],k 6=1W k où 1 est la matrice identité de dimension I×I. Donc, la positivité
de l’ensemble des valeurs propres des matrices {W g}g∈[2,G] est une condition suffisante
pour démontrer que la matrice hessienne est définie positive pour tout x.
Soit g ∈ [1, G] tel que la matrice W g possède au moins une valeur propre stricte-
ment négative notée β. Alors, il existe v ∈ RI tel que Wv = βv, où v est la repré-
sentation vectorielle d’une image 3D. v peut être défini par l’union de sous-ensembles
spatialement connexes et disjoints tels que tous les éléments d’un sous-groupe sont
strictement positifs, strictement négatifs ou nul. Ainsi, βv peut être défini par cette
même union de sous-ensembles à l’exception que le signe de chacun de ces sous-groupes
est inversé. En 1D, il est possible de se convaincre que ce scénario est possible si et
seulement si la transformation W n’est pas inversible. Toutefois, démontrer cette af-
firmation ou la généraliser pour les autres dimensions n’est pas trivial. Malgré tout,
ce scénario laisse entrevoir qu’une solution viable se cache dans les propriétés des
déformations inversibles.
En dépit de la logique motivant l’approche précédente, elle ne représente que
des balbutiements d’une idée qui mérite d’être étudiée en profondeur. De plus, cette
approche fait fi de la fonction d’interpolation qui est incluse dans la matrice de dé-
formation et qui en complexifie la forme.
Un troisième point d’intérêt est la vitesse de convergence du 3.5D et du 3.5D_Merge.
La définition du concept de convergence peut être nébuleuse dans un domaine où le
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nombre d’itérations est rarement défini par le modèle. Malgré tout, il existe quelques
concepts, dont le conditionnement de la matrice hessienne de la fonction objectif, qui
peuvent être exploités pour en obtenir une idée. Le conditionnement d’une matrice
est le ratio entre sa plus grande et sa plus petite valeur propre. Ainsi, un condition-
nement proche de un indique que les courbes de niveau de la fonction objectif sont
presque des cercles. Dans le domaine de l’optimisation, une telle situation est idéale
puisqu’elle facilite la résolution du problème. De plus, un mauvais conditionnement
entraîne possiblement l’amplification des erreurs d’évaluation. Bref, la variante qui
possède le meilleur conditionnement devrait être la plus stable et la plus facile à
résoudre.
Les arguments présentés précédemment permettent d’entrevoir une possible rela-
tion entre le conditionnement des variantes de l’approche 3.5D. Une des difficultés de
cette analyse réside dans le terme central qui définit leur matrice hessienne respec-






pour le 3.5D et le terme
diag{σj} où σj = yj(∑
i,l
Pj,iW l,iλi)2
pour l’autre. Ces termes sont des matrices de dimen-
sions J×J , alors que la matrice hessienne est de dimension I×I. Conséquemment, il
faut non seulement déduire une relation entre les valeurs propres de ces deux termes,
mais aussi prendre en compte des modifications qu’ils vont subir lorsqu’ils vont in-
teragir avec le reste des composantes de leur hessien respectif. L’analyse accomplie
dans la section 3.3.3 tend à suggérer que le modèle standard est mieux conditionné
puisqu’il effectue moins d’itérations que son homologue pour atteindre la solution
optimale. Cependant, la métrique de qualité suggère que la solution optimale obtenue
par le 3.5D est de moindre qualité que celle du 3.5D_Merge ce qui laisse miroiter la
possibilité qu’elle soit plus robuste au bruit. De plus, l’étude sur la vitesse de conver-
gence selon le coût en opérations arithmétiques indique que l’économie en temps de
calcul de la 3.5D_Merge compense largement le nombre supplémentaire d’itérations
qu’elle nécessite.
4.2 Rétroaction sur les différentes approches
Le critère de comparaison des approches est le facteur de compensation de dose.
Considérant qu’elles aient été développées dans le but de diminuer ce facteur, l’utili-
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sation de ce critère pour définir la meilleure approche semble être un choix judicieux.
Dans ce contexte, le Graal consiste à trouver une approche qui permet d’enrayer
complètement ce facteur, c’est-à-dire une approche qui produit une qualité de recons-
truction, pour une acquisition donnée, invariable au fait que le sujet soit affecté par
un mouvement cyclique ou non.
Sans information supplémentaire, l’hypothèse suivante semble être valide : le po-
tentiel de diminution du facteur de compensation de dose d’une approche est directe-
ment lié à sa capacité à modéliser la relation existant entre les fenêtres synchronisées.
Une approche qui modélise, ou tend à modéliser, cette relation parfaitement devrait
tendre vers le Graal. Cette hypothèse prend forme dans les différentes approches :
le 3D_CM qui permet de moyenner le bruit, le 3.5D qui modélise le lien entre les
différentes fenêtres synchronisées et le 3.95D qui, en plus de modéliser ce lien, met en
doute la qualité de ce lien et l’améliore. Le test numérique construit dans la section
3.2.3 a été développé afin de mettre à l’épreuve cette hypothèse.
Les performances obtenues à partir des données simulées concordent avec l’hy-
pothèse énoncée précédemment. La comparaison entre les profils des différentes ap-
proches et celui de l’image étalon conclut sur un constat semblable à l’exception près
pour la méthode 3D_CM. De plus, l’approche 3.95D produit une image dont la qua-
lité est significativement supérieure à celle de l’image étalon, et ce, même à partir du
sinogramme représentant le plus petit facteur de compensation de dose disponible,
dénoté simul_60. En revanche, les résultats produits à partir des données réelles sont
nettement moins glorieux. Sachant que les jeux de données simulées ont été construits
de sorte qu’ils possèdent tous une quantité semblable de données à une des acquisi-
tions réelles, cette différence doit être attribuable aux simplifications introduites pour
générer les données simulées. D’un point de vue global, le gain en performance intro-
duit par les différentes approches est plus modeste pour les données réelles que pour
les données simulées. Parmi les résultats obtenus, la piètre qualité de la reconstruc-
tion 3D_CM relativement à celle de l’image étalon et la perte de performance entre
l’approche 3.5D et le 3.95D sont particulièrement inattendus. Le 3D_CM est une
méthode qui, par construction, moyenne le bruit. Donc, la perte de qualité pourrait
être due à une erreur dans la représentation de la structure en mouvement, ce qui
ne devrait pas être le cas puisqu’il s’agit d’un moyennage des images de la séquence
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déformées vers l’état de référence. Le 3.95D, de son côté, est, par construction, équi-
valent au 3.5D sauf pour les matrices de déformation qui sont obtenues à partir des
images reconstruites par la méthode 3.5D. Ainsi, le 3.95D devrait, en toute logique,
produire des images de meilleure qualité que l’approche 3.5D. Ces constatations sont
contraires à l’hypothèse de départ et doivent être étudiées plus en profondeur.
Les profils illustrés aux figures 3.10a et 3.10b fournissent quelques pistes pour
justifier les résultats obtenus à partir des acquisitions réelles. Tout d’abord, l’approche
3D_CM affecte, en général, négativement la représentation du vallon. Ensuite, les
approches 3.5D et 3.95D ont tendance à surestimer la largeur des pics. Dans certains
cas, une faible translation de l’un d’entre eux est perceptible. Ces observations laissent
croire qu’il existe des lacunes dans les fonctions de déformation. Cette croyance est
supportée par une comparaison visuelle d’une région d’intérêt de la meilleure image
obtenue par l’approche 3D et de celle du 3.95D lorsque appliquées sur l’acquisition
réelle de 10 minutes. En effet, cette comparaison permet de constater que la paroi du
ventricule gauche, représentée dans l’image générée par le 3.95D, voir la figure 4.1c, a
subi, comparativement à celle de son homologue issu de la méthode 3D, voir la figure
4.1b, une déformation vers l’intérieur. Or, la seule différence prévue entre ces deux
images est leur résolution puisqu’elles correspondent à une reconstruction du même
sujet avec la même fenêtre synchronisée. Enfin, la figure 4.1a, qui représente la région
d’intérêt de l’image étalon, confirme que l’image 3D est la forme recherchée.
(a) G0 (b) 3D (c) 3.95D
Figure 4.1 – Représentation visuelle, limitée à une région d’intérêt, de trois recons-
tructions. L’image (a) correspond à l’image étalon des données réelles. Les images (b)
et (c) sont les meilleures images obtenues respectivement par les algorithmes 3D et
3.95D à partir de l’acquisition réelle de 10 minutes.
100
4.2. Rétroaction sur les différentes approches
(a) G0 (b) G3 vers G0 (c) G0 vers G3 (d) G3
Figure 4.2 – Comparaison entre le résultat d’un recalage et l’image cible. La visuali-
sation est limitée à une région d’intérêt du cœur afin de faciliter la comparaison. Les
images G0 et G3 correspondent aux meilleures reconstructions 3D accomplies à partir
de l’acquisition réelle de 10 minutes de la fenêtre 0 et 3. L’image (b) est le résultat
de la déformation non rigide de G3 vers G0 et l’image (c) est celui de G0 vers G3.
Le paragraphe précédent a permis de mettre en évidence l’existence d’un problème
dans les approches actuelles. Cependant, le lien entre ce problème et les fonctions de
déformation est, à ce stade, une conjecture. Soit G0 l’image représentant la meilleure
reconstruction obtenue par l’algorithme 3D à partir de la première fenêtre synchroni-
sée de l’acquisition réelle de 10 minutes et G3 son homologue pour la troisième fenêtre
synchronisée. Une région d’intérêt de G0 et de G3 est représentée aux figures 4.2a et
4.2d. Une analyse visuelle, voir la figure 4.2, de l’image correspondant à la déformation
de G0 vers G3 et vice-versa semblent renforcer la conjecture émise précédemment. Le
résultat de la déformation de G0 vers G3, représenté à la figure 4.2c, est le cas le plus
apparent, grâce à la différence significative en intensité de celle-ci comparativement
à l’image cible G3. Celui résultant du recalage de G3 vers G0, affiché à la figure
4.2b, possède aussi quelques incohérences. Plus précisément, la largeur et l’intensité
moyenne de la paroi ne concordent pas avec celles de G0. À la suite de ces observa-
tions, l’hypothèse suivante est émise : les modèles de déformation non rigide usuels
ne correspondent pas à la réalité des images TEP. Cette hypothèse repose sur l’ob-
servation d’un écart entre l’objectif et le modèle employé pour l’atteindre. L’objectif
consiste à mettre en correspondance deux distributions de la radioactivité tandis que
le modèle tente de décrire cette correspondance à partir des images TEP, résultats
d’une convolution non stationnaire des dites distributions de la radioactivité.
Une des conséquences de cet écart est illustrée dans la figure 4.3. Cet exemple
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(a) Signal A (b) Signal B
(c) Signal A détecté (d) Signal B détecté
Figure 4.3 – Exemple de recalage où la différence entre le vrai signal et le signal
observé engendre des difficultés. L’exemple consiste à déformer le signal A, représenté
en (a), vers le signal B représenté en (b). La déformation est une translation du Dirac
en bleu vers la droite et une translation du Dirac en rouge vers la gauche. Or, les
signaux observés pour le signal A et le signal B sont affichés en (c) et (d). Ils sont
obtenus en convoluant les signaux originaux par une B-Spline d’ordre trois.
consiste à évaluer la déformation qui met en correspondance le signal du graphique
4.3a à celui du graphique 4.3b. Cependant, l’observation des signaux, dans cet exemple,
induit une erreur, simulée en les convoluants par une B-Spline d’ordre trois dont l’es-
pace entre les nœuds est égal à la largeur d’un voxel. Ainsi, les signaux déformés sont
ceux représentés dans les graphiques 4.3d et 4.3d. Or, la fonction de déformation doit,
pour les mettre en correspondances, distribuer l’intensité du voxel à la positon 4 à
part égale dans les voxels 3 et 5 ce qui est difficile à représenter par une fonction
d’interpolation.
Bien que les reconstructions TEP cardiaques ne soient pas les seules images à être
affectées par des convolutions, certaines de leurs caractéristiques peuvent justifier
l’amplitude des incohérentes observées lorsque les modèles usuels de recalage sont
employés. Parmi ces caractéristiques la structure ellipsoïdale du ventricule gauche
semble être un facteur aggravant quand elle est affectée par un filtre de domaine
supérieur à son rayon tel qu’illustré à la figure 4.3. Dans ce contexte, les voxels à
l’intérieur de cette forme géométrique subissent davantage l’étalement du signal de
haute intensité qui démarque le ventricule gauche que ceux à l’extérieur du ventricule.
102
4.2. Rétroaction sur les différentes approches
Une autre caractéristiques est le mouvement concentrique du battement cardiaque,
jumelé à la taille de la structure relativement à la résolution de l’image. Le ventricule
du rat a une épaisseur de l’ordre de 2 millimètres en diastole et de 3 millimètres en
systole [88]. Or, la discrétisation de l’image, soit 0.5 × 0.5 × 1.16935 mm3, a pour
conséquence que le ratio de voxels qui recouvre uniquement la paroi du ventricule
est très différent entre les phases diastole et systole. L’étalement du signal dû au
recouvrement partiel d’une zone de haute intensité est nommé, en imagerie médicale,
le volume partiel. Ainsi, l’écart entre les ratios introduits précédemment explique
la différence d’amplitude entre les voxels composant le ventricule observé dans la
reconstruction 3D de la première fenêtre synchronisée à partir du sinogramme réel 10
minutes et ceux de son homologue de la troisième fenêtre synchronisée.
Ce problème a déjà été étudié dans la littérature [96]. Dans cet article, les auteurs
présentent une méthode afin d’enrayer le biais introduit par l’effet du volume partiel.
De plus, il existe des approches pour résoudre le problème de déconvolution des images
TEP [93, 30]. Il est nécessaire, pour appliquer les approches 3.5D et 3.95D, de déformer
l’estimé courant de la solution au moins G − 1 fois à chaque itération. Pour cette
raison, la méthode employée pour contourner ce problème doit avoir un faible coût
computationnel et être capable de tenir compte de la variation de la résolution au fil
des itérations.
Cette problématique fut découverte par l’auteur vers la fin de ce travail. La déci-
sion a été prise de se limiter à des tests préliminaires afin d’expérimenter la possibilité
de déconvoluer une image à faible coût computationnel. Ces tests n’ont pas apporté de
résultats satisfaisants et, la méthodologie l’entourant manquant de rigueur, ils n’ont
pas été inclus dans ce mémoire. Malgré tout, il est à noter que la discrétisation des
images reconstruites employée dans ce mémoire n’est pas suffisamment fine, surtout
dans le sens axial, pour permettre la correction directe de l’effet de volume partiel.
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4.3 Analyse critique de la méthodologie d’évalua-
tion de la performance
L’élaboration d’une méthodologie de tests nécessite la prise de certaines décisions
ayant un impact sur le type de conclusions qui peuvent être extraites des résultats.
La méthodologie appliquée dans ce mémoire ne fait pas exception à cette règle. Bien
que la plupart des décisions aient été justifiées au fur et à mesure, cette section
propose une rétroaction de ces choix enrichie des observations accumulées pendant ce
travail. Cette rétroaction est divisée en quatre parties : les algorithmes, les données,
les métriques et les mises en œuvre.
4.3.1 Les algorithmes
Il existe autant de méthodes pour appliquer une approche qu’il y a d’algorithmes
pouvant être utilisés pour résoudre le problème. Tester l’ensemble des possibilités
n’est pas envisageable, alors un algorithme par approche a été choisi pour estimer
leur performance. Dans les paragraphes qui suivent, les choix d’algorithmes sont revi-
sités. Cette réflexion est divisée en trois thèmes : la méthode employée pour évaluer les
fonctions de déformation, une comparaison entre les algorithmes produits avec l’ap-
proche MLEM et les solveurs généraux, ainsi qu’une critique sur l’algorithme choisi
pour représenter l’approche 4D.
Dans la section 4.2, un argumentaire a été présenté selon lequel l’approche ha-
bituelle d’estimation des fonctions de recalage est inappropriée pour manipuler des
images TEP. Dans ce contexte, ses composantes sont remises en question. La fonction
objectif utilisée, soit le MSE, exploite la préservation de l’énergie des structures dans
les deux images comparées. Or, les observations faites dans la section 4.2 semblent
indiquer que les images TEP ne possèdent pas cette propriété et que l’utilisation
d’une métrique telle que la corrélation croisée ou l’information mutuelle serait plus
appropriée. En réalité, les images TEP y sont conformes d’un point de vue global,
c’est-à-dire en considérant l’ensemble de l’image. Par contre, elle n’est pas respectée
à l’échelle du voxel à cause de la convolution non stationnaire, qui lie la vraie distri-
bution du radiotraceur à l’image TEP, et de l’effet engendré par le volume partiel. Ce
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constat suggère que l’inefficacité de la méthode de recalage n’est pas due à la métrique
de comparaison, mais plutôt à la méthode d’interpolation, qui régit le recalage. L’uti-
lisation de fonctions d’interpolation à domaine fixe pour l’ensemble des voxels semble
être la source principale des aberrations mises en évidence précédemment. Ces fonc-
tions ne sont pas en mesure de représenter des distributions d’énergie aussi exotique
que la séparation de l’énergie d’un voxel dans ses voisins. Or, ce type de situation
existe tel que l’illustre l’exemple de la figure 4.3. Un manque à gagner de l’algorithme
de recalage exploité est l’absence de terme de régularisation. Ce terme permettrait
non seulement de produire des déformations plus naturelles, mais aussi de favoriser
l’inversibilité de la fonction de transformation. Cependant, l’inclusion de ce terme
dans les fonctions objectifs définies dans ITK est une tâche complexe nécessitant une
bonne compréhension de son architecture.
La décision d’utiliser les algorithmes générés par la méthode MLEM pour représen-
ter les différentes méthodes est judicieuse pour deux raisons : il s’agit de l’algorithme
le plus employé pour accomplir des reconstructions TEP et ils gèrent implicitement
les contraintes de non-négativité. En dépit de ces avantages, une étude sur l’efficacité
des solveurs généraux par rapport à ceux des MLEM aurait été un ajout pertinent.
En effet, la prédominance de ces algorithmes en TEP semble être un mélange entre
dû à leur simplicité et à des considérations historique. De plus, l’inclusion d’un terme
de régularisation au modèle entraîne la perte de la gestion implicite des contraintes de
l’algorithme produit par MLEM. En surcroît, les analyses accomplies dans la section
3.1.2 montrent qu’ils peuvent se réécrire sous la forme d’une ascension du gradient
pondéré. Cette pondération est différente pour chacune des dérivées partielles et elle
dépend uniquement, en terme de variables, à celle de l’argument de la dérivée par-
tielle qu’elle affecte. Or, des algorithmes tels que Nesterov, L-BFGS et le gradient
conjugué prennent en considération l’entièreté des variables lorsqu’ils pondèrent le
gradient, ce qui permet de générer une direction ajustée à l’aspect multidimensionnel
de la fonction objectif. Bref, les arguments précédents laissent entrevoir le potentiel
des solveurs généraux.
Afin de mieux guider le choix d’un solveur général, il est avantageux de savoir si la
fonction objectif est concave. En effet, cette propriété est essentielle pour assurer l’op-
timalité de la solution obtenue par certains algorithmes e.g. Nesterov, BFGS et le gra-
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dient conjugué. Dans le cas contraire, il faudra explorer dans la famille des méthodes
d’optimisation global [69]. Toutefois, ils sont généralement plus coûteux à appliquer
ce qui limite le nombre de variables et contraintes des problèmes qu’ils peuvent ré-
soudre dans un temps acceptable. Dans la section 3.1.3, cette propriété a été étudiée
et la concavité des deux variantes du 3.5D a été démontrée. Toutefois, ce mémoire
n’offre pas de démonstration de la concavité des approches 4D ni de contre-exemple
de celles-ci. La nécessité d’utiliser des tenseurs pour définir, sous forme matricielle, le
hessien de ce modèle complexifie son analyse. Or, une condition nécessaire pour que
ce modèle soit concave est que la sous-matrice définissant la matrice hessienne selon
les variables de l’image et celle selon les variables de déformation soient tous deux au
moins semi-définies négative. La première sous-matrice correspond à la matrice hes-
sienne du 3.5D. Elle est définie négative puisque la démonstration faite à la section
3.1.3 est valide pour toutes les matrices de déformation. La deuxième sous-matrice,
quant à elle, mérite d’être étudiée plus en profondeur. Par définition, toute modifi-
cation locale a un impact sur plusieurs projections du modèle. Cette propriété peut
potentiellement engendrer une métrique concave pour le problème de recalage.
L’approche 3.95D fut développée afin d’exploiter le meilleur modèle selon la situa-
tion. Plus précisément, elle utilise le MLEM 3.5D pour reconstruire l’image et le MSE
pour évaluer les fonctions de déformation. Considérant le fait que, pour l’instant, rien
ne prouve que le modèle 4D est concave et que les méthodes 4D développées dans
la littérature reconstruisent aussi l’image de référence et les paramètres de recalage
indépendamment, l’approche 3.95D constitue une idée viable. En fait, ce type d’ap-
proche est nommé "méthode de décomposition" [6]. La théorie entourant ces méthodes
contient, possiblement, les éléments manquants pour démontrer, ou infirmer, leur fia-
bilité. Une lacune majeure du 3.95D est la perte de la représentation implicite des
images correspondant à chacune des fenêtres synchronisées. Cette perte explique le
coût de calcul prohibitif. En effet, cet algorithme reconstruit explicitement, à chaque
itération, chacun des états du cycle et l’ensemble des transformations entre les diffé-
rents états. Pour l’implantation actuelle, cette méthode n’est pas concave puisqu’elle
exploite le MSE pour évaluer les paramètres de recalage. Malgré tout, il serait inté-
ressant d’étudier vers quel genre de solution tend cet algorithme.
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4.3.2 Les jeux de données
Les jeux de données employés sont une pièce fondamentale de la méthodologie de
tests numériques. Il est nécessaire de posséder des données qui permettent d’observer
les phénomènes reliés à la problématique étudiée, et ce, sans qu’ils soient pollués par
des phénomènes qui pourraient modifier les résultats. Une lacune de l’étude actuelle
est le nombre limité de jeux de données provenant de différents sujets. Dans cette
situation, il est difficile d’assurer que les résultats obtenus précédemment ne sont pas
corrompus par un phénomène unique à ce jeu donné.
Quant aux données simulées, deux défauts sont ressortis des tests numériques. Ces
défauts affectent seulement la correspondance entre l’objet simulé et la vraie structure
en mouvement. Le premier est inhérent de la technique employée pour générer les
images simulées. Les images de la séquence sont ajustées de manière à préserver un
nombre de voxels correspondant à la paroi du ventricule constant dans les images
de la séquence. Cependant, ces précautions n’ont pas été prises pour le nombre de
voxels situés dans la zone intérieure de la structure en mouvement. Évidemment, cet
oubli engendre un biais dans l’évaluation des recalages qui ont permis de produire les
images simulées. Une autre inconsistance est le choix de fixer la zone correspondant à
l’intérieur du ventricule à une valeur plus élevée que celle de l’arrière-plan. Cette valeur
a été choisie à la suite des appréciations visuelles de l’image de référence reconstruite
par l’approche 3D sur l’acquisition complète. Or, les analyses accomplies dans la
section 4.2 semblent indiquer que ces valeurs ont été engendrées par l’étalement de
l’intensité se retrouvant dans la paroi du ventricule gauche.
Les deux types de jeux de données employés, soit l’acquisition d’un rat injecté au
FDG et la simulation d’un sinogramme par bruitage de la projection d’une image à
l’aide de la matrice système, ont permis d’étudier les deux extrêmes du spectre de
difficulté en reconstruction TEP. Cependant, ces choix comportaient quelques lacunes.
Par exemple, les données simulées représentent un cas trop simpliste. Alors, il est
difficile de justifier la généralisation de leurs résultats. Des mires, tel que celle décrite
en [90], ont été construites dans le but de représenter des structures réalistes tout en
étant utilisables dans des simulateurs physiques comme le logiciel GATE [47]. Pour
les données réelles, le manque de vérité terrain est l’aspect le plus problématique.
Or, des mires ont été développées explicitement pour être en mesure de simuler des
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mouvements cycliques lors d’une acquisition [106]. Les employer permet d’assurer
la fiabilité des données et leur réalisme en échange de payer le prix pour obtenir le
fantôme ou de reproduire un système équivalent.
4.3.3 Les métriques
Le concept de performance d’une méthode de reconstruction peut être défini par
plusieurs critères. Le facteur de compensation de dose permet une comparaison selon
le concept qui a motivé la création des différentes approches de reconstruction en
présence de mouvement cyclique. Cependant, elle nécessite une méthodologie pour
définir ce facteur pour une approche donnée. Dans ce mémoire, cette méthodologie
est basée sur la qualité de la meilleure image reconstruite par une approche. Dans les
paragraphes qui suivent, les éléments définissant ce concept de qualité sont revisités.
La technique de quantification de la qualité d’une image est un des choix les plus
délicats dans ce type d’évaluation. Le MSE est reconnu pour ses lacunes lorsqu’il
est employé pour correspondre à l’appréciation de l’image par l’œil humain [104].
Elles sont généralement observées lorsqu’une image est aﬄigée par différents types de
bruit. Dans le contexte de la reconstruction TEP, le bruit présent au fil des itérations
semble suivre une certaine tendance à cause de la convergence MLEM qui reconstruit,
en ordre ascendant de la fréquence, les structures de l’objet. Toutefois, la modulation
utilisée pour permettre la comparaison de reconstruction provenant de doses diffé-
rentes (voir section 3.2.3) tend à indiquer que le bruit dépend de la magnitude du
signal, ce qui suggère que le bruit présent dans les images est multiplicatif. Or, le MSE
permet de caractériser l’amplitude d’un bruit additif gaussien. Dans ce contexte, il
faudrait, pour mieux comparer le bruit interdose, déterminer la nature du bruit des
images reconstruites et choisir une métrique de qualité qui permet de la caractériser
adéquatement. Ce genre d’étude existe dans la littérature [26, 97]. Toutefois, leur
résultat ne peuve pas être directement employé puisque la nature du bruit dépend de
l’algorithme et des prétraitements appliqués sur les données.
Une métrique telle que le «Structural similarity » (SSIM) (voir [104])aurait pu of-
frir un constat plus réaliste des performances. En effet, elle tend à favoriser les images
lisses, ce qui correspond une image peu bruitée. Cependant, elle nécessite la sélec-
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tion de certains paramètres, ce qui aurait instauré un biais supplémentaire et exigé
des justifications mieux étoffées. De plus, l’évaluation de la métrique sur la fenêtre
synchronisée de référence uniquement est motivée par la limite de ressources dispo-
nibles. L’algorithme 3.95D exigeait trop de ressources pour permettre une évaluation
sur chacune des fenêtres synchronisées. Malgré tout, inclure l’ensemble des fenêtres
synchronisées serait avantageux pour renforcer la fiabilité des résultats numériques.
La création de la vérité terrain, pour les données réelles, était aussi une tâche
délicate puisqu’elle permet de définir la valeur étalon et les meilleures images. La
technique utilisée dans ce mémoire admettait l’hypothèse que les méthodes de défor-
mation étaient en mesure de mettre en correspondance les structures d’intérêt des
images TEP. Sous cette hypothèse, le résultat de la méthode 3D_CM appliquée sur
l’acquisition complète aurait produit un candidat valide pour représenter la vérité
terrain. Toutefois, l’analyse visuelle présentée dans la section 4.2 indique que cette
hypothèse était fausse. Utiliser la moyenne des fenêtres synchronisées semblables à la
fenêtre de référence aurait pu être une approche valide. La discrétisation actuelle des
cycles aurait permis d’utiliser la moyenne des fenêtres synchronisées numérotées 0, 6
et 7. Ainsi, l’image produite aurait préservée les structures d’intérêt et aurait permis
d’établir la valeur étalon. Cependant, remplacer la vérité terrain employée, lors des
tests numériques dans le chapitre 3, par celle-ci aurait entraîné la nécessité de régé-
nérer l’entièreté des données, ce qui n’est pas envisagé à ce stade. L’impact réel de
cette décision affecte surtout la quantification des gains, car elle influence seulement
les critères d’arrêt et l’évaluation des performances.
La décision de prendre la première fenêtre synchronisée pour représenter celle de
référence a été prise puisqu’elle correspond à la phase diastole. Elle était motivée
par le désir d’afficher le passage de la diastole à la systole à l’aide des fonctions de
déformation. Ce projet a été mis de côté pour se concentrer sur l’aspect reconstruction
d’images. Une autre possibilité aurait été de sélectionner la fenêtre synchronisée qui
correspond à l’état à mi-chemin entre la diastole et la systole. Ce choix aurait minimisé
l’amplitude maximale des déformations à évaluer, ce qui est avantageux lorsque la
déformation est non rigide. Toutefois, elle serait incompatible avec la méthodologie
introduite dans le paragraphe précédent pour créer la vérité terrain.
Des tests préliminaires sur le choix d’évaluer la métrique de qualité sur l’ensemble
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de l’image au lieu de se limiter à une région d’intérêt définie autour de la structure
en mouvement ont indiqué que cette décision a eu une influence sur l’amplitude des
résultats. La volonté de ne pas employer de région d’intérêt était motivée par un désir
de préserver une évaluation globale de l’image sans l’intervention de l’observateur.
En reconstruction TEP, il est reconnu que les extrémités de l’image peuvent être
aﬄigées de grandes variations. Ces variations peuvent se propager dans l’image. Alors,
préserver une appréciation globale semble être un choix valide.
4.3.4 Les mises en œuvre
Pour finir cette rétroaction, les choix qui ont eu un impact sur la mise en œuvre
des différents algorithmes utilisés seront revisités. Cette réévaluation de ces décisions
est divisée en trois parties : l’utilisation de Tirius et de ITK, les hyperparamètres
définissant les algorithmes et la reconstruction dans la base des B-Splines d’ordre
trois. Un hyperparamètre est défini, dans ce contexte, comme étant un paramètre fixé
indépendamment des jeux de données considérés.
Les logiciels Tirius et ITK ont permis de mettre en œuvre les algorithmes qui re-
présentent les différentes approches. Cependant, ces deux outils nécessitent une longue
période d’apprentissage afin d’être en mesure d’ajouter de nouvelles fonctionnalités.
Pour cette raison, leur utilisation pour la mise à l’essai de nouvelles idées n’a pas
toujours été aussi simple que prévu. De plus, leur différence dans la manipulation des
images force une phase de conversion à chaque interaction entre ces logiciels. Mal-
gré tout, ils offrent des fonctionnalités, que ce soit la gestion des matrices systèmes
pour Tirius et la gestion des fonctions de recalage pour ITK, essentielles pour tester la
problématique actuelle dans des situations réalistes. Ainsi, il serait avantageux de mo-
difier ces logiciels afin de faciliter leur communication et d’ajouter des fonctionnalités,
notamment l’évaluation de fonction objectif et du gradient.
Certains des hyperparamètres ont été sélectionnés en considération des limites
de capacité de calcul et de mémoire disponible. La taille des voxels de l’image TEP
et la qualité de la matrice système font partie de ces paramètres. Une conséquence
de ces restrictions est l’augmentation du nombre de voxels affectés par l’effet du
volume partiel. En théorie, l’utilisation de matrices polaires, disponibles dans Tirius,
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aurait permis de discrétiser plus finement l’image et d’employer des matrices systèmes
plus étoffées. Cependant, cette implantation aurait nécessité la conversion de l’estimé
courant de l’image de sa représentation en coordonnées polaires à sa représentation par
coordonnées cartésiennes, et vice-versa, à chaque déformation. La largeur du champ
de vue, de son côté, est trop petite pour la taille de sujet. Cette erreur est causée
par une négligence de la taille réelle du sujet. Malgré tout, cette erreur ne devrait
pas causer de répercussions significatives puisque les membres exclus de l’image, mais
présents dans la zone d’acquisition, sont les pattes du rat alors que le radiotraceur,
soit le FDG, s’accumule principalement dans le cœur et la vessie.
Du côté du recalage, les hyperparamètres sont le nombre de B-Splines de défor-
mation et le critère d’arrêt employé pour l’estimation du recalage. Le nombre de
B-Splines utilisées pour estimer la fonction de déformation est un compromis entre le
temps nécessaire pour évaluer le recalage et leurs capacités à représenter adéquate-
ment les déformations recherchées. Limiter la sélection de ce paramètre aux multiples
de cinq est un choix complètement arbitraire qui aurait pu être peaufiné avant de
tourner la manivelle des résultats. Or, peaufiner ce choix aurait seulement apporté un
gain en vitesse de recalage (voir section A.6), ce qui n’affecte pas nos résultats. Une
lacune de ITK est l’impossibilité de choisir un nombre de B-Splines de déformation
selon la dimension. Conséquemment nombre de points de contrôle par voxel est qua-











qui pourrait être problématique lorsque des termes de régularisation sont considérés.
Le choix du critère d’arrêt, quant à lui, aurait pu être étudié plus en profondeur.
Des tests préliminaires semblent indiquer que, sauf dans des cas extrêmes, le modifier
affecte la vitesse de résolution sans toutefois apporter de gain significatif de qualité.
Son impact sur la qualité des recalages semble être masqué par l’écart entre le modèle
de recalage utilisé et les images TEP mis en évidence précédemment.
Accomplir la reconstruction en B-Spline d’ordre trois est une technique intéres-
sante pour éviter le problème d’interpolation à chaque itération. Cependant, elle
s’avère restrictive dans le cas du MLEM puisqu’elle impose une contrainte de non-
négativité ce qui limite sa capacité de représentation du signal. À la suite de quelques
tests qui consistaient à interpoler une image reconstruite par l’approche 3D sur l’ac-
quisition réelle complète dans la base des B-Splines d’ordre trois, certains exemples
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ont été obtenus où l’image résultante possédait des coefficients négatifs. Ainsi, la
technique employée pour éviter la phase d’interpolation à chaque itération engendre
une perte de signal. Cependant, l’importance de cette perte considérant la nature des
reconstructions TEP reste une question ouverte. Dans ce contexte, l’utilisation de
solveurs généraux devient intéressante. Toutefois, une attention particulière doit être
portée pour assurer que l’image résultante respecte les contraintes de non-négativité
puisqu’elles sont plus complexes à manipuler lorsque l’image est modélisée dans la
base de B-Spline d’ordre trois.
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Ce mémoire a pour but de présenter un compte-rendu de l’état de l’art de la
reconstruction d’image en TEP lorsque le sujet subit un mouvement de type cyclique.
Une rétroaction sur l’atteinte de cet objectif est présentée ci-dessous sous la forme d’un
récapitulatif des contributions de ce travail et d’un retour sur les éléments qui ont été
exclus de cette étude. Elle se terminera sur une discussion à propos des perspectives
de recherches futures dans ce domaine.
Dans un premier temps, le résumé de nos contributions est séparé en deux parties
afin de mettre en évidence les contributions qui ont une incidence sur le groupe de
recherche dont j’étais membre et celles qui concernent la communauté scientifique.
Au cours de cette maîtrise, nous avons développés des outils logiciels pour générer
les tests numériques. Un certain nombre d’entre eux consistaient à modifier le logiciel
Tirius afin de mettre en œuvre les algorithmes introduits à la section 2.4. Les cinq
ajouts les plus importants sont la gestion de plusieurs sinogrammes, la génération de
sinogrammes bruités à partir de la projection par la matrice système d’une image pré-
définie, l’interfaçage de Tirius pour qu’il fonctionne en ligne de commande, la gestion
des interactions entre Tirius et ITK et l’implantation des variantes de l’algorithme
MLEM 3.5D.
Ce travail a permis de faire quelques découvertes intéressantes qui peuvent s’avérer
utiles pour la communauté scientifique. Tout d’abord, nous avons construit une nou-
velle variante de l’approche 3.5D, dénommé 3.5D_Merge. Les résultats numériques
laissent croire qu’elle est capable de reconstruire une image de qualité équivalente,
voire meilleure, à celle de l’approche usuelle, et ce, pour une fraction de son coût en
termes d’opérations arithmétiques et d’espace mémoire. Toutefois, il reste encore plu-
sieurs considérations théoriques à étudier avant d’être en mesure de comprendre les
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avantages et inconvénients de cette variante. D’un point de vue plus théorique, nous
avons démontrés que les modèles des deux variantes de l’approche 3.5D sont concaves.
Cependant, la concavité des sous-modèles générés par MLEM n’a pas été étudiée, ce
qui laisse une incertitude sur la capacité de convergence de leur algorithme. Nous
avons présentés quelques arguments afin de motiver l’utilisation de solveurs généraux
au lieu des méthodes obtenues par MLEM. Nous avons construit un nouvel algo-
rithme pour l’approche 4D. Malgré l’intérêt de cette méthode de décomposition, son
coût en ressources computationnelles est trop important pour être considéré viable.
Notre étude sur le facteur de compensation de dose des différentes approches montre
que leurs performances, lorsqu’analysées avec des cas simulés, sont directement liées
à la force de lien employé pour exploité l’information récurrente dans le temps. Ce-
pendant, des lacunes dans la qualité des recalages diminuent, voir anéantissent, le
potentiel de ces approches lorsqu’appliquées sur des vraies données. Nous avons pré-
senté des arguments afin de justifier que la source de ces lacunes est dans l’écart entre
les modèles usuels de recalage et les propriétés qui régissent les images TEP. Une cor-
rection de cet écart pourrait augmenter les performances des différentes approches et
les rapprocher du Graal. Le Graal, soit la capacité de reconstruire une image de qua-
lité indépendamment du fait que le sujet soit immobile ou qu’elle soit influencée par
un mouvement cyclique, est loin d’être atteint selon notre étude. Malheureusement, la
distance entre le Graal et la réalité n’a pas pu être quantifiée puisque seulement deux
facteurs de compensation de dose ont été testés. De plus, un plus grand écart dans les
doses aurait peut-être permis de tirer des conclusions plus fermes. Un rapport produit
pendant un stage accompli au cours de ma maîtrise a été annexé à ce document. Ce
travail porte sur le recalage linéaire de séquences d’images produites par tomographie
par émission. Il présente des arguments supplémentaires sur l’écart qui persiste entre
l’objectif ultime (Graal) et le mieux que nous pouvons accomplir présentement.
La portée de notre étude ne touche qu’une fraction de tous les aspects de cette pro-
blématique. Dans les paragraphes qui suivent, nous esquissons des idées intéressantes
découvertes au cours de ce périple.
Commençons par examiner, le cas des outils qui influencent uniquement la re-
construction TEP. Un de ceux-ci est la technique des sous-ensembles ordonnés. Elle
permet d’augmenter significativement la vitesse de reconstruction des images TEP
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3D. Ainsi, il serait judicieux d’étudier l’impact de cette technique sur les différentes
approches, en particulier pour les méthodes les plus coûteuses à évaluer. Un autre
de ces outils est l’inclusion du terme de régularisation. Elle peut contrebalancer la
tendance des modèles du log de la vraisemblance TEP à reconstruire le bruit, ce
qui enlèverait la nécessité de développer un critère d’arrêt défini selon la qualité de
l’image.
Quelques concepts propres au recalage présentent des propriétés intéressantes pour
résoudre la problématique actuelle. Dans un premier temps, nous n’avons pas consi-
déré la notion d’inversibilité de la fonction de transformation. Trois techniques inté-
ressantes pour favoriser l’inversibilité des fonctions de déformation sont le recalage par
approche pyramidale, l’utilisation d’un terme de régularisation et l’inclusion de con-
traintes sur les paramètres de déformation. Ensuite, il y a des techniques qui visent à
diminuer le nombre de matrices de déformation, par exemple en exploitant la compo-
sition de déformation ou en approximant la déformation selon la séquence 4D plutôt
que de se limiter à déformer chacune des images 3D. Enfin, l’utilisation de NURBS
au lieu des B-Splines pourrait être avantageuse puisque ces méthodes d’interpolations
en sont une généralisation.
Quant aux méthodes d’optimisation, l’inclusion de solveurs généraux dans la liste
des algorithmes testés aurait permis d’obtenir un meilleur estimé du coût pour recons-
truire une image. Par exemple, il est possible qu’un solveur général puisse résoudre
suffisamment rapidement les modèles 4D pour que ces méthodes soient viables en
coût de calcul. Aussi, une analyse portant sur les propriétés théoriques des méthodes
de décomposition permettrait de mieux comprendre le comportement des méthodes
4D et peut-être même d’obtenir une preuve de convergence.
Le domaine de la reconstruction TEP en présence de mouvement cyclique renferme
de nombreux défis qui doivent être relevés afin de parfaire les techniques existantes.
Tout d’abord, il faudrait refaire ce compte-rendu en incluant le mouvement respira-
toire. Étant donné que le rythme cardiaque et le rythme respiratoire ont tendance à
affecter les mêmes tissus, il est nécessaire de le considérer. De plus, la modélisation
de ces deux mouvements, qui sont asynchrones, apporte son lot de complication. La
plus problématique d’entre elles est la multiplication du nombre d’états possibles, ce
qui se traduit en une augmentation du nombre de déformations à évaluer. Puis, le
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modèle de recalage doit être adapté aux caractéristiques définissant les images TEP.
Toutefois, l’existence d’un tel modèle et sa solvabilité demeurent des questions ou-
vertes. Une autre difficulté de ce modèle est de déterminer s’il sera dépendant de la
résolution de l’image. Une réponse affirmative à cette question entraînera la nécessité
de l’évaluer chaque fois qu’une image sera déformée. Pour finir, il reste à établir le
futur des approches 4D en TEP considérant la tendance vers des appareils bimo-
daux, le coût en ressources de ces techniques et les gains récents en IRM et TDM.
À première vue, l’approche 4D en TEP est seulement viable lorsque l’utilisation de
la TDM ou de l’IRM souhaite être évitée. Or, les développements récents en IRM
semblent indiquer que ce genre de situation arrivera rarement. De plus, le coût en
ressource de l’approche 4D est un désavantage significatif. Toutefois, il est possible
que la nécessité d’adapter le modèle de recalage aux images TEP change le constat
précédent. En effet, ce nouveau modèle dépendra peut-être de l’estimation courante
de l’image TEP. Dans ce contexte, la question consiste à déterminer si l’ajustement
d’une fonction de déformation obtenue par IRM ou TDM est plus avantageux que de




L’ensemble des éléments présentés dans cette annexe est complémentaire aux tra-
vaux de ce mémoire. Ils ne sont pas essentiels à la compréhension du mémoire. Ce-
pendant, cet amalgame de démonstrations théoriques, de tests numériques et de ré-
sultats complémentaires constitue une source de connaissance intéressante pour ceux
qui veulent travailler sur une problématique semblable.
A.1 Notations
Les notations récurrentes de ce mémoire sont rassemblées ici. Elles sont divisées en
quatre catégories selon qu’elles représentent des quantités, des fonctions, des variables
ou des opérateurs.
Le tableau qui suit rassemble les lettres qui représentent des quantités connues a
priori. Leur représentation en lettre minuscule correspond à un itérateur dont le




I Nombre de voxels qui composent l’image à reconstruire
J Nombre de projections dans le système d’acquisition
D Nombre de dimensions spatiales de l’image à reconstruire
Ici, D = 3
B Nombre de points de contrôle pour les B-Splines de déformation
G Nombre de fenêtres synchronisées
K Nombre d’itérations à appliquer pour obtenir l’image reconstruite
INT Ordre des B-Splines d’interpolation
DEF Ordre des B-Splines de déformation
Les fonctions employées sont listées ci-dessous. La colonne de droite indique leur
domaine et leur codomaine.
L La vraisemblance des données obtenues selon les RI·G → R
paramètres
L Le logarithme naturel de la vraisemblance RI·G → R
φu B-Spline d’ordre u R→ R
βu Produit tensoriel de D B-Splines d’ordre u RD → R
La notation utilisée pour les variables du problème est explicitée dans la liste qui suit.
La dernière colonne indique le nombre d’éléments qui les composent. Afin de mettre
en évidence les éléments dépendants des fenêtres synchronisées, l’itérateur g est situé
en exposant alors que les autres sont placés en indices. Si l’exposant n’est pas spécifié,
alors il s’agit de la fenêtre synchronisée de référence. Le symbole × met en évidence le




λ Quantité de radioactivité dans chaque voxel pour une I ×G
fenêtre synchronisée donnée
α Points de contrôle des B-Splines de déformation B ×D ×G
y Nombre de coïncidences détectées pour chaque projection J ×G
et selon la fenêtre synchronisée
P Matrice système de la caméra TEP J × I
W Matrice de déformation de la fenêtre de référence à une I × I ×G
autre fenêtre synchronisée
p Position physique des voxels I ×D
C Position des points de contrôle de la fonction de B ×D
déformation
pˆ Position physique des voxels suite à la déformation B ×D ×G
selon la fenêtre synchronisée
sINT Demi-longueur du domaine de définition de la B-Spline D
d’interpolation
sDEF Demi-longueur du domaine de définition de la B-Spline D
de déformation
Les opérateurs :
 Division terme à terme entre deux vecteurs de même dimension
⊗ Multiplication terme à terme entre deux vecteurs de même dimension
xt La transposée du vecteur x
H(a; b) Le ; sépare les variables inconnues, e.g. a, des variables connues,
e.g. b, d’une fonction H
Ma,. Le . désigne l’ensemble des éléments de cette dimension
Il est employé seulement lorsqu’au moins un indice est fixé
[AB]ji Les [] indiquent que l’élément est extrait de la matrice résultant des
opérations à l’intérieur des crochets.
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A.2 Construction du log de la vraisemblance pour
le cas 3D
Dans cette section, la modélisation du problème de reconstruction d’image TEP
sous forme de log-vraisemblance est présentée en détail. Ce modèle est le plus utilisé
en reconstruction itérative. Les étapes nécessaires pour le créer sont disponibles dans
la littérature [51]. Malgré cela, elles sont reformulées dans cette section afin de faciliter
la comparaison entre ce modèle et ceux exploitant les fenêtres synchronisées.
La log-vraisemblance est une fonction qui modélise la probabilité que les don-
nées obtenues correspondent aux paramètres. Plus précisément, le maximum de cette
fonction est atteint lorsque les paramètres correspondent aux données selon la loi de
probabilité qui lie ces deux éléments. Ce modèle n’exploite pas les fenêtres synchroni-
sées. Pour cette raison et afin d’éviter de complexifier la notation inutilement, G est
fixé à un et l’indice g n’est pas employé.
Hypothèses :
1 Les projections sont indépendantes entre elles.
2 La matrice système, P , est connue.
3 Les coïncidences n’ont pas subi d’atténuation, ni de diffusion.
4 La mise en correspondance entre une coïncidence et une ligne de réponse est
parfaite.
Soit Y un vecteur de variables aléatoires définissant l’ensemble des sinogrammes
possibles à partir d’une acquisition. Alors, y est une instance de Y . L’hypothèse 1
permet de réécrire la fonction de vraisemblance.
L(λ) = Pλ(Y = y)
= ∏j Pλ(Yj = yj)
Pour continuer le développement de la fonction objectif, la loi définissant P(Yj =
yj) doit être définie. Or, cette relation est mise en évidence dans la section 1.1.2. De
plus, l’hypothèse 2 complète cette relation puisqu’elle définit la probabilité qu’une
coïncidence provenant du voxel i soit détectée à la ligne de réponse (LDR) j. Cette
probabilité est dénotée Pji. Pour une ligne de réponses j, le nombre de coïncidences
détecté suit une loi de Poisson de paramètre ∑i∈j Pjiλi où i ∈ j est l’ensemble des
voxels i qui intersecte la LDR de la projection j. Cette relation est une simplification
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de la réalité possible grâce aux hypothèses 3 et 4 qui permettent d’omettre les données
qui ne sont pas directement exploitables (section 1.1.2).
L(λ) = ∏j e−[Pλ]j [Pλ]yjjyj !
Appliquer le logarithme naturel sur cette fonction objectif permet d’obtenir une
forme plus simple à manipuler. Le codomaine de la vraisemblance est un sous ensemble
des réels positifs, alors la composition de cette dernière avec le logarithme naturel
est bien définie. De plus, la nature monotone croissante du logarithme préserve les
maximums locaux du modèle.
Démonstration. Soit L(λ) ∈ R+, λ∗ un maximum local de cette fonction et V (λ˜, r) =
{λ : ‖λ− λ˜‖ ≤ r}. Alors, ∃r > 0 tel que ∀λ ∈ V (λ∗, r), L(λ∗) ≥ L(λ).
Le logarithme naturel est une fonction monotone croissante c’est-à-dire ln(x) <
ln(y), ∀0 < x < y.
Alors, ln(L(λ)) ≤ ln(L(λ∗)),∀λ ∈ V (λ∗, r). Donc, un maximum local de la fonction
L(λ) est un maximum local de la fonction ln(L(λ)).
Sous cette forme, la fonction objectif est dénommée la log-vraisemblance et elle










= −∑j∑i Pjiλi +∑j yj ln (∑i Pjiλi)−∑j ln(yj!)
Habituellement, le terme ∑j ln(yj!) est omis puisqu’il ne dépend de λ. Donc, le













A.3 Développement du MLEM pour le cas 3D
Dans cette section, la technique «Expectation Maximisation »(EM) est appliquée
sur la fonction log-vraisemblance développée à la section A.2. L’algorithme résultant
est connu sous le nom de MLEM dans la littérature. Cette technique est fondée sur
la constatation suivante : Dans sa forme actuelle, il est impossible de trouver une
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méthode analytique pour résoudre ce problème d’optimisation. Cependant, il serait
facile de le résoudre si le nombre de coïncidences provenant du voxel i et détecté par
la projection j était connu pour tout i ∈ [1, I] et j ∈ [1, J ]. Le MLEM est divisé
en deux étapes. La première étape consiste à introduire des variables cachées dans le
modèle afin d’en faciliter la résolution. Ces variables doivent être estimables à partir
d’un a priori e.g. un estimé de la solution. La deuxième étape consiste à résoudre le
sous-problème résultant de cette estimation.
E :
Soit Xji une variable aléatoire qui représente le nombre d’événements détectés
par la ligne de réponse j et provenant du voxel i. Incorporer ces variables dans le
modèle de log-vraisemblance engendre la fonction ci-dessous. Cette forme est plus
facile à optimiser grâce au fait que la projection, ∑i Pjiλi, n’est plus composée par le












Ces variables suivent une loi de Poisson de paramètre Pjiλ∗i où λ∗ est la distribution
du radiotraceur recherchée. Cette distribution est inconnue alors elles doivent être
approximées. L’approximation est obtenue en évaluant l’espérance de ces variables
conditionnée par l’estimé courant de la solution, λk−1, et le sinogramme y. Le résultat











tel que démontré en [91]. Ainsi,
















































A.4. Modèle de déformation d’image par B-Spline
M :
Ensuite, il faut trouver le maximum de ce sous-problème. Pour accomplir cette
tâche, il suffit de la dériver la fonction objectif et de trouver la valeur de λ telle que
la dérivée est nulle. En effet, cette fonction est concave [51], alors tous ces points

































































Donc, l’algorithme MLEM pour la reconstruction TEP 3D est :






A.4 Modèle de déformation d’image par B-Spline
Les fonctions définissant les B-Splines ne sont pas explicitées afin de préserver la
généralité de la formulation. Elles sont employées en prenant pour acquis qu’elles sont
centrées en 0, définies entre [−1, 1] et que l’espacement entre chacun des nœuds est
2
k+1 où k est l’ordre de la B-Spline. Elle est représentée par la fonction φ
k.
Soit ~r ∈ RD la position d’un point dans une image, alors la valeur de la B-Spline










A.5. Invariance du nombre de comptes pour l’algorithme MLEM
La position du point ~r suite à la déformation de l’image par les variables {αgb,d}B,Db,d
est représentée par







Soient λg1 et λg2 les images correspondant respectivement à la fenêtre synchronisée
g1 et g2. Sans perte de généralité, le modèle de déformation est défini dans le but de
recaler λg1 vers λg2 . Dans ce contexte, les points de contrôles {αg2b,d}B,Db,d représentent les
paramètres de la fonction de déformation appliqués à l’image g1 pour obtenir l’image
g2.
La suite des développements dépend de la méthode d’interpolation employée. L’ap-
proche inverse est celle employée par les modèles de déformation de ce mémoire et
ceux d’ITK.
Soit fi(αg2 ;λg1) la fonction qui évalue l’interpolation du voxel i de l’image λg1



















Il ne reste plus qu’à représenter le MSE dans ce contexte. L’objectif est de quan-
tifier la différence entre λg1 déformé par {αg2b,d}B,Db,d et λg2 . La fonction objectif prend
la forme suivante :





(fi(αg2.,. ;λg1)− λg2i )2
A.5 Invariance du nombre de comptes pour l’al-
gorithme MLEM
L’objectif de cette section est de démontrer que l’algorithme MLEM préserve le
nombre de comptes dans le sinogramme théorique, et ce, pour toutes les itérations
c’est-à-dire ∑j∑i Pjiλki = ∑j yj ∀k ≥ 1. Soit 1 un vecteur ligne de J éléments, alors
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i = 1Pλk et
∑





















A.6 Justification du nombre de B-Splines employé
pour évaluer la fonction de déformation
Les informations présentées ci-dessous servent à justifier le nombre de B-Splines
employé pour évaluer les fonctions de déformation. La séquence présentée à la section
2.2.3 possède, par construction, une structure en mouvement semblable à celle de la
vraie acquisition. Pour cette raison, il est admis que le mouvement de la séquence
simulée et celui de la séquence réelle sont définis par des fonctions de déformation
semblable. Sous cette hypothèse, une étude sur le niveau de discrétisation de la fonc-
tion de déformation accomplie sur une des séquences est généralisable sur l’autre.
Contrairement à la séquence obtenue à partir d’un rat, la vérité terrain est dis-
ponible pour la séquence simulée. Ainsi, l’évaluation de la qualité d’une fonction de
déformation en est une tâche plus aisée. Alors, le processus de décision sera créé à
partir des images simulées.
Tel que mentionné à la section 2.4.2, le choix de discrétisation doit répondre à
deux critères :
– Minimizer le nombre de points de contrôle
– Être capable de représenter la déformation la plus complexe de la séquence
La décision de minimiser la discrétisation est justifiée par deux propriétés des
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B-Splines de déformation. Tout d’abord, le coût d’estimation de cette fonction croît
rapidement avec le nombre de points de contrôle employé. Puis, une discrétisation
excessivement fine permettrait de faire la correspondance du bruit présent dans les
deux images. Or, l’objectif est de mettre en correspondance leur structure.
La complexité d’une déformation sera définie par l’amplitude de la différence entre
les deux images qui sont mises en correspondance. La phase diastole et la phase systole
sont les deux états les plus différents en structure. Ainsi, le mouvement entre ces deux
états est le plus complexe à représenter. Pour cette raison, une discrétisation de la
fonction de déformation sera considérée satisfaisante si elle peut représenter le passage
entre ces deux états.
Les discrétisations testées sont les multiples de cinq entre cinq et cinquante inclusi-
vement. La performance des déformations sera évaluée qualitativement en employant
le profil transaxial présenté à la section 3.3.1. Une évaluation quantitative de leur
performance aurait nécessité la création d’un seuil d’erreur acceptable. Or, définir ce
seuil relativement au coût computationnel qu’il engendre est une tâche complexe.
Les figures A.1a et A.1b représentent les profils des résultats de la déformation de
l’état diastole à l’état systole et ceux de l’état systole à l’état diastole. Dans chacun de
ceux-ci, le profil de la vérité terrain, noté G3 pour la première et G0 pour le deuxième,
est ajouté afin de faciliter l’évaluation qualitative. Afin d’aider la visualisation, le profil
employé est une troncation de dix voxels à chaque extrémité du profile transaxiaux.
De plus, seulement trois cas de discrétisation de B-Splines sont présentés dans ces
graphes, soit 20, 25 et 30, pour éviter une surcharge des figures.
L’appréciation visuelle de la figure A.1b indique que les trois discrétisations ob-
servées sont capables de modéliser la fonction de déformation entre l’état systole et
l’état diastole ce qui suggère l’utilisation de 20 points de contrôle. Or, l’analyse des
profils dessinés à la figure A.1a montre que B20 performe légèrement moins bien que
les autres. De son côté, la courbe B25 semble satisfaire les critères établis. Donc, le
nombre de B-Splines employé sera de 25 par dimensions.
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(a) Diastole vers systole (b) Systole vers diastole
Figure A.1 – Visualisation de la ligne de profil transaxial tronquée de dix voxels à
chaque extrémité sur différentes images. Les courbes G0 et G3 sont extraites d’images
reconstruites par l’algorithme 3D appliqué à l’acquisition simul_90. Elles corres-
pondent respectivement à l’état diastole et systole du cycle. Les images utilisées pour
les profils en (a) correspondent aux résultats de la déformation de G0 vers G3 pour
différents niveaux de discrétisation et vice versa pour ceux en (b). Les courbes B20,
B25 et B30 correspondent respectivement à l’utilisation de 20, 25 et 30 points de
contrôle par dimension.
A.7 Justification du choix d’interpolation
Cette section vise trois objectifs. Pour commencer, elle met en évidence l’existence
d’artefacts dans les images reconstruites par l’algorithme 3.5D lorsque la fonction
d’interpolation de la déformation est une B-Spline d’ordre un. Ensuite, elle présente
une conjecture sur la source de ces artefacts. Puis, elle justifie l’utilisation de B-Splines
d’ordre trois qui semble produire des résultats libres d’artefacts.
Ces artefacts ont été observés dans les reconstructions d’images 3.5D à partir
de l’acquisition réelle de 10 minutes. La figure A.2b représente une région d’intérêt
de la première fenêtre synchronisée de cette reconstruction. À l’intérieur de la zone
délimitée par le cercle composé de voxel de haute intensité, une variation irrégulière
est observable sous la forme d’un peigne de dirac défini par des intervalles de deux
voxels.
Cette constatation est anormale puisque les images employées pour évaluer les
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(a) 3D (b) 3.5D
Figure A.2 – Le résultat de l’extraction d’une région d’intérêt de deux images. Elles
proviennent d’une reconstruction produite à partir de la première fenêtre synchronisée
du sinogramme réel de 10 minutes. Une carte de couleur y est appliquée pour faciliter
la comparaison. La différence entre ces images est dans la méthode employée pour les
reconstruire. L’image (a) est obtenue à partir de l’algorithme 3D alors que l’image (b)
est produite par l’algorithme 3.5D employant des B-Splines d’ordre un pour évaluer
l’interpolation. La fenêtre de référence est la première de la séquence.
matrices de déformation, soit l’ensemble des images de la séquence reconstruite en
3D, ne possèdent pas cette structure comme le démontre la figure A.2a qui représente
la première fenêtre synchronisée de cette séquence. Cette structure est présente dans la
carte de normalisation du MLEM 3.5D, voire la figure A.3b, mais elle est absente dans
celle du MLEM 3D tel que le montre la figure A.3a. Ces deux cartes de normalisation
sont construites respectivement par le terme 1∑g 1PW g et le terme 1 1P .
De plus, il est possible d’observer un autre type d’artefact en analysant la carte de
normalisation d’une seule fenêtre synchronisée et en ignorant l’impact de la matrice
système. Cette carte est obtenue par la formule suivante : 1∑g 1W g. Ces artefacts
prennent la forme de courbe d’intensité légèrement supérieure à son voisinage. Ce
phénomène est visible dans la carte de normalisation de la matrice de déformation
définissant le passage de la première à la deuxième fenêtre synchronisée de la séquence.
Une tranche axiale de cette carte est visible à la figure A.4a.
Afin de débusquer l’origine de ces artefacts, une analyse visuelle de quelques cartes
de normalisation créées artificiellement a été accomplie. Elle consistait à visualiser la
carte de normalisation produite par des déformations dont seulement quelques-uns
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(a) 3D (b) 3.5D, B1 (c) 3.5D, B3
Figure A.3 – Le résultat de l’extraction d’une région d’intérêt de trois images. Elles
représentent la carte de normalisation employée par trois approches différentes. Une
carte de couleur y est appliquée pour faciliter la comparaison. Les reconstructions sont
produites à partir du sinogramme réel de 10 minutes. Les algorithmes utilisés sont
MLEM 3D (a), MLEM 3.5D employant des B-Splines d’ordre un pour l’interpolation
(b) et MLEM 3.5D employant des B-Splines d’ordre trois pour l’interpolation (c). La
fenêtre de référence est la première de la séquence.
des paramètres étaient non nuls. Les artefacts semblaient apparaître dès lors que la
transition entre les paramètres non nuls et ceux qui étaient nuls étaient brusques.
La constatation précédente laisse sous-entendre que l’origine des artefacts observés
précédemment sont due au manque de dérivabilité de la B-Spline d’ordre un.
Sous cette conjecture, utiliser des B-Splines d’ordre supérieur semble une alter-
native prometteuse. Il reste à déterminer son ordre. Dans ce travail, le critère de
sélection sera l’ordre minimal nécessaire pour faire disparaître les artefacts observés
précédemment. La détection de ces artefacts sera accomplie par une analyse visuelle
des cartes de normalisation introduite plus tôt.
Dans le contexte actuel, l’ordre d’une B-Spline est directement lié à la taille de
son domaine. Pour une image 3D, une B-Spline d’ordre N intersecte entre N3 et
(N+1)3 voxels. Alors, le coût computationnel de l’interpolation augmente rapidement
avec l’ordre de la B-Spline. De plus, les B-Splines d’ordres impairs sont les seules
considérées. Ce choix est une conséquence de la méthode d’interpolation employée
qui consiste à utiliser des fonctions symétriques et centrées sur chacun des voxels. Or,
ce choix et le fait que les B-Splines d’ordres pairs ne possèdent pas de nœud à leur
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(a) 3.5D B1 (b) 3.5D B3
Figure A.4 – Le résultat de l’extraction d’une région d’intérêt de deux images. Elles
représentent la carte de normalisation de deux matrices de déformation qui permet
de faire le lien entre la première et la deuxième fenêtre synchronisée d’une séquence
obtenue en appliquant l’algorithme 3D sur chacune des fenêtres synchronisées du
sinogramme réel de 10 minutes. Les matrices représentées en (a) et (b) correspondent
respectivement à l’emploi de la B-Spline d’ordre un et d’ordre trois comme fonction
d’interpolation. La fenêtre de référence est la première de la séquence.
centre ont pour conséquence qu’ils ne possèdent pas la propriété de la conservation
d’énergie.
Ainsi, le test précédent a été reproduit en employant des B-Splines d’ordre 3. Une
appréciation visuelle de la carte de normalisation de l’approche 3.5D avec B-Spline
d’ordre 3, voire la figure A.3c, permet de constater que le peigne de dirac n’est plus
visible. Le constat est semblable lors de l’analyse de la carte de normalisation excluant
la matrice système disponible à la figure A.4b.
Ainsi, les cartes de normalisation produites par l’utilisation de fonctions d’interpo-
lation d’ordre trois semblent être libres des artefacts observés précédemment. Donc,
elles seront les fonctions d’interpolations employées.
A.8 Construction du log de la vraisemblance 3.5D
Ce modèle ressemble fortement à celui du log de la vraisemblance 3D développé à
la section A.2. Les hypothèses qui y sont posées sont aussi exploitées pour ce modèle.
Deux hypothèses sont ajoutées.
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Hypothèses supplémentaires :
– Toutes les paires de projections provenant de fenêtres synchronisées différentes
sont indépendantes.
– Les matrices de déformation qui représentent la déformation de l’image de la
fenêtre de référence vers celle des autres fenêtres synchronisées sont connues.
La première hypothèse entraîne que :






Pλ(Y gj = y
g
j )
Où ygj est la quantité d’événements détectée à la ligne de réponse j dans la fenêtre
synchronisée g et W = {W g}Gg=1 sont les matrices de déformation.
La deuxième hypothèse, de son côté, fait le lien entre les fenêtres synchronisées.
Soit λ∗ la distribution de la radioactivité à la fenêtre de référence. Sans perte de
généralité, la fenêtre de référence est établie comme étant la première du cycle. Alors,
y1 = E[Pλ∗] et W 1 est la matrice identité. Cette hypothèse permet de déclarer que
yg = E[PW gλ∗].
Le reste de la démarche est semblable à celle employée pour construire la log-
vraisemblance dans le cas 3D à la section A.2, alors les justifications ne sont pas
répétées.
Ainsi, l’équation qui suit est la fonction objectif de la méthode 3.5D.








































A.9. Développement du MLEM pour le cas 3.5D
A.9 Développement du MLEM pour le cas 3.5D
Pareillement au cas 3D, la technique EM sera appliquée sur la log-vraisemblance
afin de générer un algorithme itératif capable de trouver la solution de ce modèle. La
méthodologie pour créer cet algorithme est presque identique à celle présentée dans
la section A.3 à un détail près. Ce détail est l’ajout des fenêtres synchronisées qui se
traduit par une augmentation du nombre de projections considéré.
Il est possible d’appliquer directement les développements du cas 3D en refor-
mulant la fonction objectif du 3.5D. Soient les matrices P g tel que P g = PW g ∀g




li. Ainsi, la log-vraisemblance 3.5D peut être réécrite sous la forme
suivante :











Soit Xgji le nombre d’événements détectés par la ligne de réponse j provenant
du voxel i pour la fenêtre synchronisée g. La réécriture de PW g met en évidence la
ressemblance entre l’équation précédente et son homologue du cas 3D. Ainsi, l’esti-
mateur développé en [91] peut être adapté en conséquence. Donc, les variables Xgji

























































































A.10. Développement du log de la vraisemblance 3.5D modifiée
M :
Il ne reste plus qu’à isoler la solution optimale de ce sous-problème. Cette fonction
peut être réécrite sous la forme d’une somme disjointe de G fonctions dont chacune
représente la log-vraisemblance 3D d’une des fenêtres synchronisé. Or, la somme de
fonction concave est concave. Alors, la concavité démontrée en [51] garantis la conca-
vité de la fonction étudiée actuellement. Afin d’alléger la notation, la forme [PW g]ji

















































































yg  PW gλk−1
))
A.10 Développement du log de la vraisemblance
3.5D modifiée
Ce modèle est semblable à celui du log de la vraisemblance 3.5D développé à la
section A.8. Les hypothèses qui y sont posées sont réutilisées pour ce modèle. La seule
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différence entre ce modèle et celui du 3.5D usuel est dans l’approche employée pour
exploiter l’indépendance des projections à travers les fenêtres synchronisées. Dans
l’approche usuelle, elle est utilisée pour séparer la vraisemblance d’une projection
en un produit de vraisemblance selon les fenêtres synchronisées. Dans ce nouveau
modèle, l’indépendance des projections selon les fenêtres synchronisées est exploitée
pour définir la loi de probabilité régissant la somme des coïncidences d’une projection
relativement aux fenêtres synchronisées.
Cette modification entraîne que :

















Y j = yj
)
Où yj est la somme du nombre d’événements détectés à la ligne de réponse j selon
les fenêtres synchronisées et Y j est la variable aléatoire correspondante à yj. Or, la
somme de processus de Poisson indépendant est un processus de Poisson dont le para-
mètre est la somme des paramètres définissant les processus de Poisson additionnés.
Ainsi, y = E[PWλ∗] où W = ∑gW g.
La démarche est semblable à celle empruntée pour construire le log de la vraisem-
blance dans le cas 3D et 3.5D, alors les justifications ne sont pas répétées.
L’équation qui suit est la fonction objectif de la méthode 3.5D modifiée.
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A.11 Développement du MLEM 3.5D modifié
Les étapes pour appliquer le MLEM sur la log-vraisemblance 3.5D modifié sont
semblables à ceux de l’approche standard. Cette fois-ci, la reformulation du problème
consiste à combiner l’ensemble des matrices de déformation en une seule matrice.
Cette matrice est notée P où P = PW et P ji =
∑







log-vraisemblance 3.5D modifié est réécrite sous la forme suivante :











Soit Xji le nombre d’événements détectés sur l’ensemble des fenêtres synchroni-
sées par la ligne de réponse j provenant du voxel i. La réécriture de PW met en
évidence la ressemblance entre l’équation précédente et son homologue du cas 3D.














































































Il ne reste plus qu’à isoler la solution optimale de ce sous-problème. La seule
différence entre la formulation précédente et celle du MLEM 3D est la modification
de la matrice système engendrée par W . La concavité du log de la vraisemblance
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3D, démontrée en [51], garantis la concavité de la fonction étudiée actuellement. Afin














































































A.12 Méthodologie pour la création de la vérité
terrain des acquisitions réelles
La méthodologie présentée ci-dessous est employée pour générer la vérité terrain
des acquisitions réelles. Elle complète la description étalée à la section 3.2.1 par l’in-
clusion des données exploitées dans le processus de création de cette image. Cette
méthodologie exploite le critère d’arrêt présenté à la section 3.2.2.
Tel que mentionné à la section 3.2.1, la vérité terrain sera générée par la méthode
3D_CM appliquée sur l’acquisition réelle complète. Pour appliquer cette méthode,
un critère d’arrêt doit être défini pour la partie reconstruction d’image et il doit
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(a) MSE (b) Énergie
Figure A.5 – Comparaison entre la variation du MSE (a) et celle de l’énergie (b)
d’un estimé obtenu par l’approche 3D appliquée sur l’acquisition simul_90 selon le
nombre d’itérations utilisées pour obtenir cet estimé. Le MSE est évalué en comparant
l’estimé courant à la vérité terrain de l’acquisition simulée. Ces deux courbes ont la
forme d’un vallon et elles atteignent leur minimum à la huitième itération.
correspondre à sélectionner le meilleur estimé d’une approche. Or, la métrique de
qualité d’image employée exploite la vérité terrain, alors une alternative est nécessaire
pour cette procédure.
La figure A.5a montre une courbe qui représente la variation du MSE entre la vérité
terrain des acquisitions simulées et un estimé obtenu par l’algorithme MLEM 3D
appliqué à l’acquisition simul_90 selon le nombre d’itérations employé pour générer
cette estimé. De son côté, la courbe dessinée à la figure A.5b illustre la variation de
l’énergie de ces estimations selon le nombre d’itérations. Une comparaison visuelle de
ces deux graphiques laisse croire que ces deux critères sont équivalents pour mettre
en évidence la meilleure reconstruction d’une approche. Plus précisément, ces deux
courbes ont la forme d’un vallon et elles atteignent leur minimum à la huitième
itération.
Sous cette conjecture, il suffit d’observer la variation de l’énergie des estimations
de l’approche 3D appliquée sur l’acquisition réelle complète pour obtenir la meilleure
reconstruction de cet algorithme selon le critère de qualité défini dans ce mémoire.
La figure A.6 représente cette variation au fil des itérations. Donc, la vérité terrain
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Figure A.6 – Variation de l’énergie d’un estimé obtenu par l’approche 3D appliquée
sur l’acquisition réelle complète selon le nombre d’itérations utilisées pour obtenir cet
estimé. Elle atteint son minimum à la douzième itération.
est le résultat de la méthode 3D_CM où les méthodes 3D sont utilisées avec douze
itérations.
A.13 Comparaison visuelle des résultats sur l’étude
de compensation de dose
Dans cette section, une comparaison visuelle de la différence entre les meilleures
images des différents algorithmes présentés à la section 2.4 appliqués sur chacune des
quatre acquisitions disponibles (voir la section 2.2) et leur vérité terrain respective
est présentée à la figure A.7. L’étendue de l’échelle de couleur est fixée de −20 à +20
pour toutes les images afin de faciliter la comparaison.
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-20 -10 0 10 20
Figure A.7 – Visualisation de la différence entre les meilleures images de chacune
des méthodes présentées à la section 2.4 appliquées sur chacune des acquisitions
disponibles, voir la section 2.2, et la vérité terrain correspondant. Les images sont
regroupées en colonne selon la méthode employée pour les reconstruire et en lignes
selon l’acquisition sur laquelle la méthode est employée. De gauche à droite, il s’agit
de 3D, 3D_CM, 3.5D et 3.95D. De haut à bas, il s’agit de réel_12.5min, réel_10min,
simul_70 et simul_60. Seulement une tranche axiale de la région en mouvement est
affichée afin de faciliter la visualisation.
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A.14 Comparaison visuelle des résultats sur l’étude
de modèle de projection
Dans cette section, une comparaison visuelle de la différence entre les meilleures
images des différents algorithmes présentés à la section 3.3.3 appliqués sur chacune
les deux acquisitions simulées (voir la section 2.2.3) et leur vérité terrain respective
est présentée dans la figure A.8. L’étendue de l’échelle de couleur est fixée de −20 à
+20 pour toutes les images afin de faciliter la comparaison.
-20 -10 0 10 20
Figure A.8 – Visualisation de la différence entre les meilleures images des méthodes
comparées à la section 3.3.3 appliquées sur les deux acquisitions simulées et leur vérité
terrain respectif. Les images sont regroupées en colonne selon la méthode employée
pour les reconstruire et en lignes selon l’acquisition sur laquelle la méthode est em-
ployée. De gauche à droite, il s’agit de 3.5D, 3.5D_Merge, 3.5D_Merge_trueWarp
et 3.5D_trueWarp. De haut à bas, il s’agit de simul_70 et simul_60. Seulement une




Au cours de ma maîtrise, j’ai fait un stage de type recherche en entreprise. L’en-
treprise, dénommée Imeka, cherchait à développer un outil logiciel pour estimer la
déformation rigide, i.e. rotation et translation, entre des séquences cardiaques de rat
produite par une modalité d’imagerie médicale de type émission. Toutefois, cet ob-
jectif n’a pas été atteint pour diverses raisons expliquées dans le rapport de fin de
stage placé dans cette annexe.
Son inclusion est motivé par deux raisons :
– Appuyer la conjecture selon laquelle les modèles usuels de recalage ne sont pas
appropriés pour l’imagerie par émission.
– Présenter un projet entrepris pendant ma maîtrise qui m’a permis de parfaire
mes connaissances en recalage.
En effet, les résultats qui y sont présentés semblent indiquer que même l’état de
l’art en recalage n’est pas en mesure d’évaluer la fonction de déformation qui lie les
séquences. Or, ce modèle est plus simple à traiter que les modèles non-rigides, alors
cette constatation appuie la conjecture précédente. L’état de l’art en recalage n’a
pas pu être testé pour la reconstruction multidimensionnelle due à la difficulté de les
employer dans Tirius. Alors, ce projet fut une occasion parfaite pour les tester dans
une situation relativement semblable.
L’imagerie par émission englobe la TEP et de la tomographie d’émission mono-
photonique (TEMP). Malgré qu’elles soient des modalités d’imagerie différente, leurs
concepts généraux sont, à bien des égards, semblables. Comme la TEP, l’image qu’elle
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produit représente une distribution de radiotraceur dans le sujet et elle est définie par
une résolution spatiale relativement faible. Or, ces deux caractéristiques semblent
être à l’origine des problèmes de recalage observés. Alors, il est fort probable que ce
phénomène affecte aussi la TEMP.
Ce rapport fut rédigé pour une utilisation interne à la compagnie d’Imeka, alors
il n’est pas généralement accessible, ce qui explique son inclusion dans cette annexe.
Sa forme a été modifiée pour respecter celle définie dans le Protocole de rédaction des
documents de fin d’études du département d’informatique de l’Université de Sher-
brooke.
B.1 Résumé du rapport de stage
Ce rapport a pour but de résumer les points d’intérêt du projet avec la compagnie
Imeka. Celui-ci se veut un outil qui permet de comprendre la problématique du projet
et de connaître les travaux accomplis au cours des six mois de ce stage. Les trois
premières sections ont été écrites dans le début du stage afin de fixer le contexte du
projet. La quatrième section décrit les approches qui avaient été retenues suite à la
revue de la littérature. La cinquième section présente la méthodologie prévue pour
comparer les différentes approches prises pour résoudre la problématique. L’avant-
dernière section décrit les différents travaux accomplis durant le stage et les résultats
obtenus. Le rapport se termine par une section miscellaneous qui représente un fourre-
tout d’informations qui ont été découvertes au cours du stage et qui pourraient être
utile pour ceux qui emprunteraient la même approche.
B.2 Définir la problématique
Fixer les objectifs et les hypothèses du problème est la première étape pour le
résoudre. Cette section est un rappel des objectifs visés et du contexte de ce travail.
Notez que dans ce document une séquence fait référence à une série d’images qui varie
selon le rythme cardiaque.
142
B.2. Définir la problématique
B.2.1 Contexte
L’imagerie par émission consiste à injecter dans le sujet un radiotraceur et de re-
créer une image qui représente la distribution de ce radiotraceur dans le sujet. L’intérêt
de ce type d’imagerie dans les images cardiaque est qu’il existe des radiotraceurs dont
le taux de rétention local dans le myocarde varie selon l’état de celui-ci. Par exemple,
une zone du myocarde dont le sang a de la difficulté à accéder absorberait moins de
radiotraceurs que les tissus voisins. Donc, ce type d’imagerie est utile pour faire des
suivis longitudinaux du coeur d’un sujet.
But : Avoir un algorithme pour recaler deux séquences d’images obtenues par
émission de positron, dont le sujet est un petit animal. L’objectif du recalage est de
superposer le coeur des deux séquences. Puisque le ventricule gauche est plus visible
que le droit, alors l’objectif revient à considérer que l’objet d’intérêt du recalage est
le ventricule gauche.
Applications :
– Faciliter les études longitudinales en permettant à un usager de propager une
région d’intérêt sur plusieurs séquences au lieu de la refaire à chaque fois.
– Faciliter la visualisation d’une variation de l’état du myocarde sur une étude
longitudinale.
Obstacles :
– Bruit dans les images d’émissions et le fait que le recalage est sensible au bruit.
– Peu d’information fiable sur l’orientation du coeur et peu de structure. (Habi-
tuellement, seul le ventricule gauche est visible.)
Hypothèse clé du stage : Exploiter les propriétés des séquences vont permettre
d’obtenir un meilleur recalage.
B.2.2 Caractéristiques du modèle recherché
La liste qui suit correspond à l’ensemble des caractéristiques qui doivent être pris
en compte pour développer une solution à ce problème et une courte motivation pour
chacune de celles-ci.
Recalage de type rigide (translation, rotation) :
Le but est de superposer les images à des fins de comparaison. Le fait d’ajouter
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des degrés de liberté permettrait de mettre en correspondance les tissus au point de
masquer leur différence (e.g. épaisseur du myocarde, forme du ventricule, etc), ce qui
est contraire aux objectifs de ce projet.
L’intensité des voxels n’est pas préservée d’une séquence à l’autre :
Considérant le fait que les séquences sont prises pour observer un changement
dans le sujet, il est évident qu’ils ne seront pas identiques. Donc, l’hypothèse de
préservation d’intensité, souvent utilisée dans certains types de recalage, n’est pas
applicable pour ce projet.
Recalage rigide insuffisant pour représenter la déformation réelle entre
deux séquences :
Par les propriétés intrinsèques des modèles d’imagerie utilisés, il est impossible que
la séquence obtenue contienne seulement le coeur. De plus, les séquences recalées sont
souvent faites à plusieurs jours d’intervalle. Ainsi, un recalage rigide ne pourra pas
superposer parfaitement l’entièreté des séquences. Un exemple de cette imposibilité
serait de prendre une image d’un sujet et d’en prendre une autre après lui avoir
déplacer le bassin : le coeur est resté immobile alors que le bassin a été déplacé.
La région d’intérêt est le coeur :
L’objectif est de superposer les coeurs et le reste de l’image devrait au mieux aider
le recalage sans influencer le résultat final. La vessie, par exemple, est un centre de
rétention de radiotraceur non négligeable en TEP, alors que celui-ci est sans intérêt
pour une étude cardiaque.
La forme du coeur peut avoir changé :
Une étude longitudinale a de l’intérêt lorsqu’un changement peut être observé.
Donc, la plupart des séquences observées devraient présenter une structure de coeur
différente entre elles. Par exemple, une zone du coeur pourrait devenir nécrosée au
cours de l’étude. Dans ce cas-là, la zone correspondante dans l’image serait d’une
moindre intensité due au fait que le tissu n’absorbe plus de radiotraceur.
Le flou induit par la respiration est négligé :
À ce stade du projet, le mouvement induit par la respiration va être ignoré. De
plus, les images utilisées pour ce projet ont été reconstruites en ignorant l’effet du
cycle respiratoire.
Discrétisation temporelle insuffisante pour percevoir, ou corriger, la varia-
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tion dans la vitesse du rythme cardiaque :
Malgré le fait que le cycle cardiaque peut être modifié par une maladie, la discréti-
sation temporelle ne permet pas d’obtenir suffisamment d’information pour faire une
mise en correspondance par événement du cycle au lieu de faire de la correspondance
par fenêtre de temps.
B.2.3 Les jeux de données
Des jeux de données ont été choisis pour tester la qualité des méthodes dévelop-
pées. Une description brève des caractéristiques de chacune d’entre elles est donnée
dans cette section.
TEP
Contexte : Un rat de contrôle, c’est-à-dire qu’il est en santé, a été imagé à deux
reprises à quelques jours d’intervalle.
Caractéristiques communes :
– Radiotraceur : Fludeoxyglucose
– Dimension des voxels : 0.5 mm × 0.5 mm × 0.59675 mm
– Nombre de fenêtre synchronisé : 8
Nom donné à la séquence : 130822
Caractéristiques particulière :
– Caméra : LabTEP8
– Voxelisation : 92 × 92 × 128
Nom donné à la séquence : 130906
Caractéristiques particulières :
– Caméra : LabTEP16
– Voxelisation : 120 × 120 × 128
SPECT
Contexte : Quatre rats ont été imagés par intervalle de deux semaines.
Caractéristiques communes :
– Caméra : nanoSPECT/CT
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– Radiotraceur : Technetium-99m
– Dimension des voxels : 0.6 mm x 0.6 mm x 0.6 mm
– Voxelisation en XY : 110 x 110
Nom donné à la séquence : 115
Caractéristiques particulières :
Nombre de semaines : 0 2 4 6
Nombre de fenêtres synchronisées : 8 12 12 12
Voxelisation en Z : 90 88 86 88
Nom donnée à la séquence : 116
Caractéristiques particulière :
Nombre de semaines : 0 2 4 6
Nombre de fenêtres synchronisées : 8 16 12 12
Voxelisation en Z : 90 88 90 88
Nom donné à la séquence : 117
Caractéristiques particulières :
Nombre de semaines : 0 2 4 6 8
Nombre de fenêtres synchronisées : 16 16 12 12 9
Voxelisation en Z : 88 88 88 88 84
Nom donné à la séquence : 118
Caractéristiques particulières :
Nombre de semaines : 0 2 4 6 8
Nombre de fenêtres synchronisées : 16 16 12 12 12
Voxelisation en Z : 90 90 88 90 86
B.3 Le projet dans la littérature
Pour éviter de réinventer la roue et pour obtenir un barème de comparaison pour
les méthodes qui vont être implémentées dans ce projet, il faut vérifier ce qui a déjà
été fait dans la littérature. Ce chapitre est un résumé de la littérature en lien avec le
projet actuel.
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B.3.1 Application TEP-TEP
Il ne semble pas y avoir d’article dans la littérature qui décrit une méthode pour
faire du recalage de séquence cardiaque PET-PET ou qui décrit une application d’une
telle méthode.
B.3.2 Application indirecte
TEP avec une autre modalité
Buts :
Visualization anatomique (CT, IRM)
Information supplémentaire (SPECT)
Méthodes :
Évaluer les paramètres de recalage sur chaque fenêtre synchronisée indépen-
damment, mais initialisée avec la déformation(non-rigide) précédente
Fonction objectif qui est la somme de métrique de similarité sur toutes les
fenêtres synchronisées (rigide)
Validations :
Expert qui donne des repères anatomiques, puis utilise une métrique de dis-
tance
Générer une vérité terrain grâce à des perturbations
Autres modalités
But :
Information supplémentaire sur les tissues (IRM-CT)
Générer un atlas (IRM)
Détection de problème cardiaque (US)
Méthodes :




Ratio entre le nombre de voxels de la région d’intérêt de deux séquences qui
sont à la même postion et le nombre total de voxels qui composent la région
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d’intérêt dans les deux séquences (Nommé "Dice score")




Suivre le déplacement d’un objet dans une scène
Méthodes :
Recherche d’objets en mouvement dans les deux séquences, mises en corres-
pondance de ceux-ci et évaluation des paramètres de recalage
Validations :
Qualitatif (Cas où le modèle de base ne réussit pas contre leur modèle qui
réussit)
B.3.3 Méthodes intéressantes
Description de quelques méthodes qui peuvent potentiellement être utilisées pour
ce projet.
Séquence vidéo : [20]
Potentiel : Donner de l’information supplémentaire sur l’orientation du coeur.
Principe : Évaluer les paramètres de recalage d’un objet selon le déplacement
de ce dernier.
Remarque : Pour les images utilisées, il y a seulement un objet qui se déplace,
ce qui simplifie le problème. Cependant, il faut connaître la position spatiale de
l’objet et son déplacement dans le temps.
Cyclique : [18, 60]
Potentiel : Possibilité de simplifier ou stabiliser le modèle.
Principe : Dans la littérature, utilisé en considérant que la composition, dans
l’ordre chronologique de la séquence, des paramètres de recalage qui lie deux
images successives d’une même séquence devrait être l’identité.
Remarque : Il faut voir s’il y a une manière d’exploiter cette propriété sans




Multicannaux : [33, 55, 64, 85]
Potentiel : Permet d’exploiter le fait que les données sont des séquences pour
améliorer l’évaluation du recalage.
Principe : Il faut creuser un peu plus pour voir la subtilité qui la différencie des
deux précédentes.
Remarque : Formulation 4D CT dans littérature demande d’évaluer les para-
mètres de recalage intraséquentiel. Il faut regarder s’il est possible d’éviter ça.
B.3.4 Métrique de qualité
Qualité : [40, 105]
– Extraire l’orientation du coeur de l’image cible et celui de l’image à déformer
et comparer celle de l’image déformée avec celle de l’image cible.
– Segmenter le coeur de l’image cible et de l’image à déformer et évaluer la distance
entre la segmentation de l’image déformée et celle de l’image cible.
– Il est important de faire attention lorsque vient le temps de comparer la qualité
d’un recalage, surtout en imagerie médicale. Dans l’article [86], l’auteur discute
de ce problème dans le cas de recalage non linéaire.
B.4 Outils disponibles
Description des outils disponibles. Utile pour évaluer le temps nécessaire pour
tester et implémenter les différentes méthodes.
B.4.1 Prototypage
Package disponible sur python qui possède, a priori, la plupart des outils de reca-
lage nécessaires pour faire des tests et du prototypage. Ils n’ont pas été testés, alors
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B.4.2 Logiciels de référence
Afin de valider que les méthodes de recalage qui n’exploitent pas les séquences ne
sont pas capables de résoudre le problème de ce projet, il faut faire des tests avec des
logiciels qui sont les "gold standard" du recalage. Suite à quelques discussions avec les
membres du projet, deux logiciels ont été retenus.
Advanced Normalization Tools (ANTs) : Logiciel reconnu comme le "gold stan-
dard" dans la littérature. Il fournit un grand nombre d’options que ce soit en
modélisation ou en optimisation. En particulier, il permet de faire du recalage
multiniveaux. Pour plus d’information, voir le site web de ANTs : http ://st-
nava.github.io/ANTs/ .
FMRIB’s Linear Image Registration Tool (Flirt) : Logiciel aussi reconnu pour
la qualité de ses recalages. Il s’agît d’un des nombreux logiciels disponibles dans
FSL. Contrairement à ANTs, le nombre d’options est beaucoup plus limité. Pour
plus d’information, voir le site web de FSL Flirt :
http ://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT .
Ils sont tous deux complètement fonctionnels en ligne de commande, ce qui va
permettre de facilement lancer un grand nombre de tests au besoin.
B.4.3 Implémentation pour Imeka
Les fonctions objectifs, le modèle rigide et la gestion d’images multidimension-
nelles sont déjà implémentés dans MITK. Considérant le fait qu’une partie de ce
projet consiste à générer un modèle exploitant l’information séquentiel, la majeure
partie de l’implémentation devrait consister à combiner judicieusement des outils déjà
disponibles dans MITK.
B.5 Méthodes testées et proposées
Dans cette section, les différentes approches retenues lors de la revue de littérature
sont décrites.
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B.5.1 Méthodes de base
La première étape du projet sera d’implémenter des méthodes qui n’exploitent pas
directement l’information séquentielle de l’image. Dans ce document, ces méthodes
sont dites de base. Il y a deux buts à cette étape : trouver des exemples concrets dans
les jeux de données où les méthodes de base sont incapables d’obtenir un recalage
acceptable et obtenir des valeurs étalons pour comparer la performance des approches
qui seront tentées dans ce projet.
La première méthode consiste à évaluer les paramètres de recalage seulement sur
une des fenêtres synchronisées et d’appliquer ceux-ci à toutes les fenêtres synchro-
nisées. Dans un monde parfait, cette méthode serait suffisante. Cependant, le bruit
présent dans l’image et le faible contraste du ventricule droit devraient rendre difficile
la mise en correspondance de l’orientation des coeurs.
La deuxième méthode consiste à estimer les paramètres de recalage sur chacune
des fenêtres synchronisées et de moyenner ceux-ci. En théorie, cette méthode à l’avan-
tage non négligeable d’être moins sensible à des minimums locaux uniques à une des
fenêtres synchronisées. Toutefois, il reste deux difficultés lorsque vient le temps de
moyenner les paramètres. Pour commencer, il faut faire preuve de prudence quand
vient le temps de moyenner les paramètres de rotation. En effet, moyenner par les
angles de Euler peut entraîner des solutions illogiques. Ce problème a déjà été analy-
ser dans la littérature, voir [92]. Suite à la lecture de ce papier, il semble plus judicieux
de moyenner dans le domaine des quaternions unitaires. Ensuite, il faut aussi éviter
de directement moyenner les paramètres de translation. Ces paramètres ne servent
pas seulement à mettre en correspondance la position des deux objets d’intérêt. Ils
servent aussi à corriger le déplacement de l’objet d’intérêt induit par la matrice de
rotation. Cette correction peut être relativement importante selon la distance entre
le centre de rotation et le centre de la zone d’intérêt. Si la connaissance du centre
géométrique de l’objet d’intérêt est connue, il serait possible d’estimer cette correc-
tion. Lorsqu’un masque est disponible, le centre géométrique de celui-ci va être utilisé
comme point de référence. Considérant le fait que le masque doit englober le coeur,
ça devrait donner une estimation qui a du sens. Dans le cas où le masque n’est pas
disponible, le mieux qui peut être fait est de se servir du centre de l’image comme
point de référence. Considérant le fait que la résolution en imagerie par émission est
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meilleure au centre et que les images disponibles ont pour région d’intérêt le coeur, il
est raisonnable de considérer que le coeur est relativement proche du centre.
La troisième méthode consiste à estimer les paramètres de recalage sur un modèle
qui est la somme des modèles de chacune des fenêtres synchronisées. Cette approche
permet d’obtenir une sorte de moyenne pondérée des paramètres de recalage de cha-
cune des fenêtres synchronisées, et ce, sans se soucier de l’interpolation d’un hybride
des paramètres de translation et rotation. Toutefois, elle n’utilise pas le fait que cha-
cune des fenêtres synchronisées font parties d’une séquence.
Les deux premières méthodes présentées ici vont être testées avec les logiciels
de référence ANTs et Flirt. La dernière méthode ne peut pas être appliquée avec
ces logiciels sans modifier le code source, alors elle va seulement être implémentée
sur ANTs. ANTs étant basée sur ITK, comme MITK, le code produit devrait être
relativement facile à inclure au logiciel de Imeka qui est basé sur MITK.
Les deux logiciels seront testés avec et sans masque. Lorsque le masque est fourni,
il est utilisé pour initialiser la transformation. Dans le cas contraire, le centre de masse
des images est utilisé.
Flirt ne possède pas d’option pour initialiser la transformation. Or, cela désavan-
tage Flirt contre ANTs et rend l’utilisation de masque limité puisque l’intersection
des masques peut être l’ensemble vide. Malgré que FSL fournisse un script, soit xyz-
trans.sch, pour faire de l’initialisation, ANTs a été utilisée pour produire les fichiers
d’initialisation. Toutefois, les fichiers de transformation de ANTs et de Flirt sont
différents, alors il faut les convertir. Voici un exemple de la ligne de commande :
– «c3d_affine_tool -ref {image_reference} -src {image_source}
-itk {fichier_transformation_ANTs} -ras2fsl -o {outputName.mat} »
où les noms entre accolades doivent être remplacés par les noms de fichier appro-
prié.
B.5.2 Méthode++
Idée de méthode à tester :
Modèle : Celui de séquence vidéo ou de multicanaux
Paramètre de déformation : Translation et rotation
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Métrique : À trouver. (Segmenté, "feature" ou métrique sur les valeurs de voxel ?)
Un choix sera fait suite à une analyse des résultats obtenus par les méthodes
de bases et à une recherche plus poussée des avantages et inconvénients de chacune
de ces approches. Une fois l’approche choisie, elle sera implémentée en python et
comparée aux méthodes de bases. Si les résultats obtenus sont satisfaisants, elle va
être implémentée dans le logiciel de MITK.
B.6 Méthodologie de test
Cette section fournit une description exhaustive du processus de test et des mo-
tivations derrière les choix pris. Cette méthodologie a seulement été utilisée sur les
résultats obtenus avec les logiciels de référence. Toutefois, une partie significative des
efforts du stage a été mise sur l’élaboration, l’implémentation et le testage de celle-ci.
B.6.1 Vérité terrain
Le but du projet est de produire une méthode capable de mettre en correspondance
le coeur de deux séquences, et ce, au moins aussi bien que ce qu’un humain peut faire
manuellement. Ainsi, il est essentiel de comparer la qualité des recalages de cette
méthode avec celle produite par des utilisateurs. De plus, la correspondance faite par
des utilisateurs sera considéré comme la vérité terrain des recalages. Considérant le
fait que les tests sont faits sur de vraies données, il est impossible de connaître les
vrais paramètres de recalage. Donc, cette technique de validation représente un choix
intéressant.
L’objectif étant de mettre en correspondance les coeurs, il faut que la métrique
de comparaison ne soit pas influencée par le reste de l’image. Par exemple, la vessie
a souvent une position relative au coeur différent pour chacune des séquences. Pour
réussir à comparer le coeur tout en ignorant le reste, une segmentation de celui-ci sera
faite. Cette segmentation sera générée par le logiciel MI-Heart d’Imeka. La distance
entre deux images segmentées sera utilisée pour décrire la qualité du recalage.
Pour faire une segmentation valide, ce logiciel demande à l’usager de placer deux
marqueurs sur le ventricule gauche. Le premier est un "T" dont le point du bas doit
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toucher au basal et les pointes du haut aux extrémités de son ouverture. Le deuxième
est une cible perpendiculaire à l’axe de hauteur du ventricule gauche et dont le centre
correspond à celui du ventricule et orienté de sorte que la flèche pointe vers le ven-
tricule droit. Ces marqueurs permettent de décrire l’orientation de la hauteur du
ventricule gauche et celle du ventricule droit relatif au ventricule gauche. Ces orien-
tations seront aussi être exploitées pour décrire la qualité des recalages.
Les logiciels disponibles pour faire du recalage manuel étant limité soit par leurs
outils de visualisation ou par leur manipulation des paramètres de recalage, les points
définissant les marqueurs seront utilisés pour générer la vérité terrain. Pour obtenir
les paramètres de translation, le centre du ventricule gauche de deux séquences sont
mis en correspondance. Ce centre est défini comme le point qui se situe à mi-chemin
entre celui qui est à l’intersection du "T" et celui à la base du "T". La matrice de
rotation est construite de sorte que l’orientation des ventricules de chacune deux
séquences soient la même. L’orientation, dans ce projet, est le vecteur qui correspond
à la ligne verticale du marqueur en "T" et celui qui représente la position du ventricule
droit relativement au ventricule gauche. Si le centre de rotation n’est pas défini selon le
centre de l’image de référence, il faut modifier le vecteur de translation pour compenser
le déplacement de l’image dû à la matrice de rotation. La matrice de rotation et le
vecteur de translation doivent être inversés puisque la plupart des logiciels de recalage,
dont ANTs et Flirt, recale une image X vers une image Y en "déplaçant" l’image Y
sur l’image X.
B.6.2 Métrique de comparaison
Le but des métriques sera d’évaluer la performance des différentes méthodes testées
dans ce projet selon deux concepts soit la qualité du recalage et la stabilité de la qualité
des résultats.
La qualité d’une méthode sera qualifiée par deux critères : la distance entre les
ventricules gauches et la différence entre l’orientation des ventricules gauches. La vé-
rité terrain pour la métrique de distance est la distance entre la segmentation de la
séquence qu’on veut mettre en correspondance avec une séquence de référence à la-
quelle les paramètres calculés précédemment ont été appliqués et la segmentation de
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la séquence de référence. La distance ne devrait pas être nulle puisque les segmenta-
tions de deux séquences différentes vont être rarement identique. Ainsi, une méthode
sera considérée équivalente à ce qu’un utilisateur peut faire si la distance obtenue par
la méthode est plus petite ou égale à celle de la vérité terrain. Considérant le fait que
la vérité terrain est directement extraite de l’orientation des ventricules, la différence
d’orientation sera nulle. Donc, l’évaluation des performances d’une méthode à mettre
en correspondance les orientations de deux séquences sera faite par un seuil d’erreur
choisi empiriquement ou suite à une étude plus poussée.
La stabilité s’évalue facilement si une grande quantité de séquences est disponible.
Présentement, ce projet n’en possède pas suffisamment pour évaluer la stabilité des
méthodes. Afin de compenser la quantité de séquences disponibles, de nouvelles sé-
quences seront générées en perturbant les séquences disponibles. Dans le cadre de ce
projet, une perturbation fait référence au fait de prendre une séquence et de lui appli-
quer une translation et une rotation pour la modifier un peu. Grâce aux marqueurs
placés par les utilisateurs, une estimation du centre géométrique du ventricule gauche
est connue. Elle sera utilisée pour compenser le déplacement produit par une rotation
fait autour de l’origine. Pour rendre valide la métrique de distance avec le concept
de perturbation de l’image, il suffit d’appliquer la perturbation sur la séquence seg-
mentée avant d’appliquer les paramètres estimés par une méthode. Dans le cas de
l’orientation, il faut prendre en compte le fait que la vérité terrain de la matrice de
rotation qui mets en correspondance la séquence A perturbés à la séquence B est la
combinaison de l’inverse de la matrice de rotation de la perturbation composée à celle
qui mets en correspondance la séquence A à la séquence B.
La norme de Hausdorff est souvent utilisée pour évaluer la distance entre deux
objets segmentés. Cette norme permet d’obtenir le maximum de distance entre deux
formes, ce qui représente le pire cas. Toutefois, elle compare la forme de l’objet,
donc elle est invariante, à une erreur d’orientation lorsque celle-ci est dans un axe
où l’objet est symétrique ce qui motive l’utilisation d’une métrique différente pour
évaluer l’erreur d’orientation.
L’article [41] compare plusieurs métriques qui servent à évaluer la différence entre
deux rotations. Suite à une lecture de ce papier, la troisième métrique a été choisie.
Celle-ci représente le plus petit angle de rotation qu’il faut appliquer à une matrice de
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rotation A pour obtenir une matrice de rotation B. Dans le cas 2D, cela reviendrait
à appliquer l’inverse du cosinus au produit scalaire sur deux vecteurs unitaires. Re-
marque a posteriori : une métrique de distance sur les vecteurs d’orientation aurait été
très utile pour décrire le type d’erreur en orientation. Une erreur sur l’orientation de la
hauteur maximale du ventricule gauche va affecter la métrique de distance et devrait
être minime même sans utiliser l’entièreté de la séquence. Une erreur sur l’orienta-
tion du ventricule droit selon celle du ventricule gauche permettrait possiblement de
décrire la capacité d’une méthode à détecter le ventricule droit. Une des motivations
du projet étant d’utiliser l’information cachée dans une séquence pour compenser
la faible visibilité du ventricule gauche, il s’agit d’une information intéressante pour
analyser le comportement des méthodes.
B.7 Tests, résultats et travaux futurs
Dans cette section, l’ensemble des travaux, des conclusions et de leurs ouvertures
sont présentés.
B.7.1 Utilisation des logiciels de référence
Une fois la méthodologie de test établie, il fallait tester la performance des mé-
thodes de base par les logiciels de référence. Le but était de confirmer l’intérêt du
projet en démontrant que ces méthodes n’étaient pas outillées pour recaler des ven-
tricules gauches sur des images d’émissions. Les méthodes de base et leur application
sont expliquées à la section B.5.1 et la méthodologie de test est expliquée à la section
B.6.
Pour les deux logiciels, le recalage sans l’utilisation de masque produisait des résul-
tats instables. Dans plusieurs cas, la distance entre les deux ventricules ne diminuait
pas si l’effet dû à l’initialisation par centre de masse des images était enlevé. Certains
présentaient des dégradations dans la distance. L’orientation des images était à peine
modifiée pour la majeure partie des images. Ces résultats sont peut-être dû à la pré-
sence de minimum local induit par la présence de zone de forte intensité autre que le
ventricule gauche. Cette hypothèse est appuyée par le résultat du recalage entre les
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deux images TEP qui met en correspondances les vessies.
Pour les deux logiciels, le recalage avec l’utilisation de masque produisait des
résultats instables pour la métrique d’orientation et proche de la vérité terrain pour
la métrique de distance. Toutefois, les succès pour la métrique de distance sont surtout
dû à l’initialisation par centre des masses des masques qui donne une correspondance
des centres de ventricule gauche quasi optimal. L’impacte du recalage sur la métrique
de distance est difficile à isoler dû à cette quasi optimalitée. Malgré ces résultats
encourageants, la métrique d’orientation montre que le recalage fait que très peu de
progrès dans ce sens et même l’empire.
À ce stade du projet, le problème de générer des masques a été laissé de côté
et les efforts ont été concentrés sur améliorer le recalage pour l’orientation lors de
l’utilisation de masque.
La première hypothèse était que la fonction objectif actuelle n’était pas en mesure
de percevoir cette caractéristique de l’image. Les approches tentées sont de prémulti-
plier les images afin d’augmenter la magnitude du contraste et de modifier les options
des logiciels de références. Les modifications faites ont été de changer la métrique
"Cross corrélation" pour la métrique "Mutual Information", le nombre d’itérations,
le nombre de niveaux sous-échantillonnage et le type de lissage utilisé à chaque ni-
veau. L’impact de ces approches a été testé avec les deux métriques présentées dans
la section B.6.2. Aucune amélioration significative n’a été constatée pour l’ensemble
des variantes testées. A posteriori, il aurait été judicieux d’évaluer la variation de la
fonction objectif selon la différence d’orientation perçue par la métrique. Cette idée
aurait permis de confirmer, ou d’infirmer que la métrique perçoit que la correspon-
dance de l’orientation des deux images est la meilleure solution. Cette idée doit être
appliquée en utilisant, le mieux possible, un centre de rotation qui correspond au
centre du ventricule gauche afin d’éviter l’impact de la correspondance des centres de
ventricules.
Suite à quelques tests préliminaires, la possibilité qu’un centre de rotation à l’ori-
gine soit un choix sous-optimal semblait être une hypothèse viable.
Hypothèse :
– La distance entre le centre de rotation, qui est à l’origine, et le ventricule gauche
entraîne que toute tentative d’améliorer l’orientation de l’image doit être com-
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pensée par un vecteur de translation de grandes magnitudes dont la direction
varie non-linéairement.
La métrique d’orientation présentée à la section B.6.2 a été utilisée pour valider
cette hypothèse. Les tests montrent une certaine amélioration avec ce nouveau centre
de rotation, mais celle-ci est trop faible pour démontrer que l’amélioration n’est pas
un simple coup de chance.
Pour tenter de démontrer que le choix de centre de rotation était vital pour bien
estimer les paramètres de rotation, des tests sur des images plus simples ont été faits.
L’hypothèse était que la faible présence de structure dans les images d’émissions ne
permettait pas d’exploiter optimalement un centre de rotation plus proche de la région
d’intérêt. Le premier test était deux images de voiture en deux dimensions. Quel que
soit le centre de rotation, ANTs a été capable de mettre en correspondance l’orienta-
tion des deux images. Le deuxième test portait sur deux images de segmentation de
ventricule gauche. Encore là, les deux possibilités de centre de rotation ont produit
des résultats satisfaisants. Les deux images TEP, seuls cas réels où le coeur n’est
pas trop proche d’une autre zone de haute intensité, consistaient le troisième test.
L’orientation d’une d’elles a été modifiée pour augmenter l’erreur sur l’orientation.
L’axe de rotation était l’axe axial pour éviter de modifier la forme cylindrique de
l’image. Cette fois-ci, les deux choix n’ont pas permis de trouver la bonne orienta-
tion selon la métrique. Cependant, après analyse visuelle, il semblerait que l’erreur
soit dans l’axe qui correspond à l’orientation du ventricule droit selon le ventricule
gauche. Or, le ventricule devrait être quasi invisible pour une méthode de base, alors
se résultat est peut-être normal. Bref, les tests n’ont pas mis en évidence l’impact du
centre de rotation pour évaluer l’erreur d’orientation.
Deux idées intéressantes ont été retenues pendant les différents tests, mais n’ont
pas pu être testées pendant ce projet. Les voici :
– Utiliser le centre de masse comme centre de rotation. Celui-ci est généralement
beaucoup plus proche du centre de la région d’intérêt que le point d’origine de
l’image. Il représente un meilleur estimé et il ne demande pas de connaître la
position du ventricule gauche.
– Appliquer les logiciels de référence sur des images modifiées avec des filtres spé-
cialement choisis pour mettre en évidence le ventricule gauche. Par exemple, un
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Laplacien et la différence de gaussienne.
B.7.2 Génération de masques par gradient temporel
Un des objectifs de ce projet est de pouvoir recaler correctement deux séquences
et ce avec le moins d’implications possibles de l’utilisateur. Un outil avantageux dans
le recalage, soit pour l’initialisation de la transformation ou pour éviter que des or-
ganes comme la vessie faussent le recalage, est l’utilisation de masque. Or, dessiner
un masque pour chacune des séquences est une tâche fastidieuse qui est probable-
ment possible d’éviter. Donc, il serait bénéfique d’avoir une méthode qui permettrait
de placer automatiquement un masque autour de l’objet d’intérêt, soit le ventricule
gauche.
Deux techniques seront utilisées pour trouver le centre du masque. L’idée est de
trouver un point suffisamment proche du centre du ventricule gauche pour générer
une sphère autour de ce point qui va englober l’objet d’intérêt. Considérant le fait que
la taille maximale d’un coeur peut être estimée, cette approche a du potentiel. Les
techniques tentées pour trouver ce point sont les suivantes : (1) trouver le voxel avec
la plus haute intensité absolue et (2) trouver le centre de masse de l’image. Dans les
deux cas, il faut d’abord prétraiter l’image afin que se soient les voxels du ventricule
gauche qui ressortent le plus.
Ces tests ont été évalués qualitativement. Si une technique avait donné des résul-
tats intéressants, la méthode de validation prévue était de générer une image segmen-
tée de l’intérieur du ventricule gauche et d’évaluer la norme d’hausdorff entre cette
image et la position extraite par les techniques présentées précédemment.
Hypothèse de ce travail : Le seul organe qui bouge significativement d’une fenêtre
synchronisée à l’autre est le coeur. Donc, appliquer un gradient temporel sur l’image
préallablement lissée par filtre gaussien devrait faire ressortir le ventricule gauche.
Conclusions : (1) trouve souvent un point qui est dans un autre organe de haute
intensité. (2) trouve habituellement un point à mi-chemin entre le ventricule et un
autre organe.
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Avec des reconstructions sans bruits et avec l’hypothèse précédente, détecter la
zone d’activité la plus forte sur un gradient temporel semble être une bonne idée. Mal-
heureusement, les tests préliminaires précédents montrent que la présence de bruit et
le haut taux de rétention des organes tels la vessie ou le rein rend cette détection
difficile. Le bruit des images reconstruites en TEP/SPECT suit une loi de Poisson ou
de gamma selon le type de correction appliqué. Donc la variance dépend, entre autres,
de la vraie valeur du voxel. Considérant cela, une idée prometteuse est de calculer un
ratio au lieu d’utiliser un gradient temporel.
Hypothèse supplémentaire : Faire un ratio entre la différence et la somme des voxels
de deux images d’une même séquence permettra de diminuer l’impact du bruit et le
ventricule se démarquera du reste de l’image.
Conclusion : Les voxels à faibles valeurs sont surreprésentés, alors un seuillage des
valeurs est appliqué avant d’évaluer le ratio. Le seuillage change toutes valeurs en des-
sous d’un certain seuil, soit 10−4 pour les tests, pour la valeur du seuil. Malgré cette
modification, les résultats des deux techniques ne sont pas significativement meilleurs
que ceux du gradient temporel.
Les filtres de type Laplacien et différence de gaussienne sont connus pour pro-
duire des voxels de haute intensité lorsque le signal à une forme fortement concave
ou convexe.
Hypothèse : Le ventricule gauche est la structure la plus convexe qui compose l’image
d’émission.
Conclusion : La vessie, malgré sa forme de sphère dont l’intensité des voxels augmente
selon la proximité du centre, réagit plus fortement que le ventricule gauche à ces types
de filtres. Donc, les résultats ne sont pas très concluants.
Considérant le fait que le coeur a une haute intensité relativement au reste de
l’image et que peu de voxels sont de haute intensité, une modification à la technique
(2) présenterait un certain potentiel. L’idée est de seuiller à 0 toutes les valeurs qui
sont, en valeurs absolues, plus petites qu’une certaine valeur. Cette valeur sera déli-
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mitée considérant le fait que la plupart des voxels de haute intensité vont se situer
dans le ventricule. Ainsi, l’idée est de fixer un ratio et d’évaluer la somme cumula-
tive de l’image. Ensuite, la somme cumulative de l’image selon la valeur de seuillage
est évaluée. Pour finir, l’image est seuillée selon la valeur dont la somme cumulative
seuillée à cette valeur divisée par la somme cumulative totale est le ratio choisi. Le
problème vient dans le choix de ce fameux seuil. Des résultats satisfaisants ont été
obtenus avec des seuils très faibles. Cependant, la performance est très variable selon
le seuil, alors il est difficile d’appliquer cette technique sous sa forme actuelle.
Le dernier test a été basé sur la constatation suivante : le ventricule droit est aussi
représenté par un signal convexe. Ainsi, il doit exister une combinaison de sigma qui
produirait un filtre de différence de gaussienne avec une réaction plus vive pour le
ventricule droit que pour toute autre structure de l’image. Différentes combinaisons
de sigmas ont été testées et évaluées qualitativement, mais aucune ne semble être
en mesure de ressortir le ventricule droit. Il est possible que la résolution actuelle
des images SPECT ne permette pas d’observer la performance des sigmas optimale.
Ainsi, il pourrait être intéressant de 1) trouver une formule explicitant les sigmas
optimaux pour détecter des fonctions d’une certaine concavité/convexité connue et
2) pré-re-interpoler les images de sorte que les sigmas trouvés puissent être appliqués
sans trop de perte numérique.
B.7.3 Détection de la position de l’image dans le cycle tem-
porel
Quelques tests préliminaires indiquent qu’un choix judicieux des fenêtres synchro-
nisées à combiner lors de l’utilisation d’un gradient temporel ou d’un ratio permettrait
de faire ressortir davantage l’objet d’intérêt. Toutefois, la position dans le cycle car-
diaque des fenêtres synchronisées est inconnue. En soi, seul le début du cycle est
connu. Une approche pour détecter la position d’une fenêtre synchronisée dans un
cycle est tentée afin de donner du poids à l’utilisation d’un choix judicieux de fenêtre
à combiner.
Hypothèse : La position du centre de masse de l’image durant une séquence varie
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selon la position de la fenêtre synchronisée dans le cycle. Ce déplacement sera repré-
senté par un va-et-vient entre le centre de masse lorsque le coeur est au repos et celui
lorsque le coeur est contracté.
Résultat : La position du centre de masse est plus affecté par le bruit de l’image que
par sa position dans le cycle.
Hypothèse : Combiner des filtres, comme la différence de gaussienne, le Laplacien et
le seuillage par ratio d’histogrammes des valeurs de voxels en absolue, vont modifier
l’image de sorte que le centre de masse de l’image résultante variera principalement
selon la position de la fenêtre synchronisée dans le cycle cardiaque.
Résultat : L’ensemble des combinaisons de filtres tentées et de leur paramètre n’ont
pas produit des résultats qui permettent d’extraire l’information désirée.
Travaux futurs :
Tenter la même approche sur une image décomposée dans une base d’ondelette et
voir s’il est possible de percevoir ce type de variation.
B.7.4 Génération de masques par changements de base
Dans la section B.7.2, plusieurs types de filtres ont été testés pour tenter de faire
ressortir le plus possible le ventricule gauche et permettre de détecter le centre de
ce dernier. Pour les techniques de détection utilisées dans ce projet, ces filtres ne
semblent pas être capables de produire une méthode suffisamment fiable pour at-
teindre cet objectif. Cependant, il existe peut-être des bases dans lesquelles détection
du ventricule gauche serait beaucoup plus facile. La base fréquentielle par transfor-
mation de Fourier et celle en ondelettes de Haar ont été sélectionnées pour faire des
tests dans le sens de cette hypothèse.
Appliquer la transformation de Fourier sur une image SPECT produit une image
de haute intensité au centre et très bruitée sans structure apparente. L’espoir réside
dans le fait qu’un signal avec un support limité va produire une fonction de support
infini dans Fourier. Appliquer la transformation de Fourier sur une image contenant
une segmentation du ventricule gauche donne une forme semblant à un sinus cardi-
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nal centré à l’origine. Ce résultat est normal puisque la fonction d’intensité de chaque
droite qui traverse la segmentation prendra la forme d’une ou deux fonctions porte dis-
jointes. La question est comment exploiter cela pour trouver la position du ventricule
dans une image quelconque. Détecter la position du ventricule dans le domaine spa-
tiale par moindre carrée, avec son support fini, produirait une solution qui positionne
ce dernier directement dans la zone de plus haute intensité puisque cela diminuerait le
plus la fonction objectif. Par exemple, la vessie en TEP et l’autre organe en SPECT.
Or, dans le domaine fréquentiel, le ventricule a un support correspondant à l’entièreté
de l’image.
Hypothèses :
– Le support infini de la transformation de Fourier du ventricule gauche segmenté
entraînera que le minimum d’un moindre carré entre la segmentation en Fou-
rier modulé(ce qui est équivalent à une translation dans le domaine spatial)
et l’image en Fourier sera le vecteur de translation qui positionne le ventricule
segmenté sur le ventricule de l’image.
– La valeur des voxels qui composent le ventricule gauche dans l’image est constante.
(Cette hypothèse est fausse, mais ces valeurs peuvent seulement être connues si
la position du ventricule dans l’image est connue.)
– La constante précédente peut être estimée en évaluant le scalaire qui minimise
la fonction objectif énoncée dans la première hypothèse selon un scalaire mul-
tiplié à l’image segmentée pour une translation donnée. (Motivée par l’énoncé
suivante : le support infini en fréquentiel assure que le positionnement optimal
dépend principalement de cette constante.)
– Le vecteur de translation optimale du modèle précédent est invariant à l’orien-
tation du ventricule segmenté. (Probablement faux, mais manque de temps
oblige.)
Résultat : Dans un peu plus de la moitié des cas SPECT, une recherche exhaustive
permet de trouver un point qui existe dans le centre du ventricule gauche ce qui in-
dique que cette approche à du potentiel. Considérant le fait que l’orientation n’a pas
été prise en compte et que la segmentation pourrait être lissée pour mieux représenter
le ventricule dans l’image, il est surement possible de faire mieux. Malheureusement,
la technique marche mieux lorsque l’image segmentée vient des séquences suivantes
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(ex. : 2, 4, 6, 8 semaines) que lorsqu’elle vient de la séquence d’origine. Comme cela re-
présente le contraire de l’application idéale, alors il serait intéressant d’en comprendre
la raison.
Travaux futurs : Ajouter les paramètres de la matrice de rotation du ventricule dans le
problème d’optimisation. Remarque : Toutes les images visualisées lors des tests uti-
lisant la transformation de Fourier sont des images composées de la norme de chacun
des nombres complexes qui composent l’image de base. Cela est dû à la complexité
d’analyser une image 3D dont chaque voxels est un vecteur 2D.
Appliquer une décomposition en ondelettes sur une image présente deux avantages
potentiels :
– La décomposition va produire plusieurs images portant une structure semblable
ce qui permettrait d’utiliser un algorithme de type démocratie qui permettrait
d’éviter les cas dégénérés.
– Il existe une taille physique d’interpolation dans lequel une décomposition en
ondelettes va permettre de mettre en évidence le ventricule gauche et droit.
Les tests préliminaires semblent indiquer que l’idée a du potentiel. Cependant,
la quantité de travail nécessaire pour appliquer les techniques sur des images de
tailles qui ne sont pas en puissance de deux, adapter les techniques de détections de
centres pour des images décomposés et éviter les artéfacts dus au bord de la région
d’intérêts des images d’émissions ont restreint les tests à quelques tentatives faites
manuellement.
B.8 Annexe
Avant d’avoir une métrique de qualité fiable, l’évaluation de la qualité par visua-
lisation est souvent utilisée. Dans ce projet, MI-Viewer a été utilisé pour sa facilité
à faire de la visualisation 3D. Cependant, le gestion du contraste et de la luminosité
laissent parfois à désirer, surtout lorsque l’image observée a des valeurs de voxels très
faibles. Si la transformation appliquée à une image produit une image avec des voxels
de faible magnitude, il est avantageux de prémultiplier celle-ci afin que la moyenne
des voxels, en absolue, soit au moins de l’ordre des dizaines ou centaines (heuristique).
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À plusieurs reprises lors du projet, il était utile d’avoir accès à une version lisible
des paramètres de transformation estimés par ANTs. Ce logiciel sauvegarde les para-
mètres sous forme binaire, alors il faut convertir le fichier binaire pour être capable de
le lire. ANTs offre un script pour convertir son fichier de transformation dans d’autres
formats. Le format ITK en est un exemple puisqu’il donne la matrice de rotation et le
vecteur de translation sous une forme lisible pour l’humain. (Dans la ligne "parame-
ters", les 9 premiers paramètres sont les éléments de la matrice de rotation, remplis
ligne par ligne et les 3 derniers sont les paramètres de translation. Notez que "Fixed
parameters" indique, dans le cas de transformation rigide, le centre de rotation.) La
ligne de commande pour utiliser le script introduit précédemment est la suivante :
– «ConvertTransformFile 3 {nom_fichier_transformation_produit_par_ANTs}
{nom_fichier_sortie}.tfm »
La plupart des images SPECT de ce projet ont une délimitation à chaque ex-
trémité du sens axial représenté par un certain nombre de lignes à valeur nulle. Or,
contrairement à la délimitation dans les sens sagittal et coronal qui explicite la région
valide d’acquisition, les voxels au bord de la délimitation axial ont des valeurs d’une
magnitude significatives. De plus, les propriétés de l’imagerie par émission entrainent
que l’erreur et le bruit sont à leurs plus importants dans ces zones. Donc, toutes
les transformations qui évaluent une différence de valeur voisine vont attribuer une
valeur exagérée aux voxels proches de la délimitation axiale. Pour éviter cela, il faut
appliquer une des méthodes de prétraitement de bord ou pondérer à la baisse les
voxels qui sont affectés par la délimitation axiale.
L’utilisation de ANTs avec la métrique "Mutual Information" et des masques en-
traine une erreur dans laquelle est indiqué que le nombre de points disponibles pour
l’évaluation de la métrique est insuffisante. Celle-ci provient d’un bout de code de
ITK. Avant d’évaluer la fonction, il confirme que le nombre de points valides est au
moins plus grand que le un seizième du nombre total de voxels. Or, le nombre de
voxels total n’est pas évalué en considération des masques. Considérant le fait qu’un
masque sert à ignorer une partie de l’image, cela ne devrait pas être le cas. Il est pos-
sible de contourner cette restriction en recadrant les images. Faire un recadrage avec
un cube englobant le masque devrait être satisfaisant puisque le ratio entre le volume
d’une sphère et celui d’un cube est plus de 0.5 . De plus, cette opération n’affectera
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pas le recalage puisque tous les voxels en dehors de l’intersection des deux masques
sont ignorés.
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