Abstract. Recent solvers for quantified boolean formulas (QBFs) use a clause learning method based on a procedure proposed by Giunchiglia et al. (JAIR 2006), which avoids creating tautological clauses. The underlying proof system is Q-resolution. This paper shows an exponential worst case for the clause-learning procedure. This finding confirms empirical observations that some formulas take mysteriously long times to solve, compared to other apparently similar formulas. Q-resolution is known to be refutation complete for QBF, but not all logically implied clauses can be derived with it. A stronger proof system called QU-resolution is introduced, and shown to be complete in this stronger sense. A new procedure called QPUP for clause learning without tautologies is also described. A generalization of pure literals is introduced, called effectively depthmonotonic literals. In general, the variable-elimination resolution operation, as used by Quantor, sQueezeBF, and Bloqqer is unsound if the existential variable being eliminated is not at innermost scope. It is shown that variable-elimination resolution is sound for effectively depthmonotonic literals even when they are not at innermost scope.
Introduction
Solvers for quantified boolean formulas (QBFs) are rapidly increasing in strength, partly due to increased understanding of how to incorporate conflict-driven clause learning (CDCL), which found great practical success in propositional satisfiability. Several current solvers are patterned after the Q-resolution method described by Giunchiglia et al. [13] . A thorough survey of the field through 2005 may be found in this paper.
It is starting to be recognized that simply delivering a 0 or 1 answer is not good enough, for a solver. There has to be some formal proof system to back up claimed answers. More than just verifying a claimed answer, users want additional information relevant to their applications. To accommodate these needs, solvers need to be implemented in an organized way. This paper addresses a few issues found in current solvers and suggests improvements. First, in Section 3 we motivate the study by showing that current clauselearning methods based on [13] might take exponential time to learn one clause. We describe a family of QBF formulas such that the first clause to be learned takes exponential time, although it has a linear-length Q-resolution derivation. Exponential time to learn one clause does not occur with a properly implemented propositional CDCL procedure.
In Section 4 we describe a clause-learning system that runs in polynomial time per clause learned. This avoids the exponential-time worst cases mentioned above. Although it may be impractical in its current form, it might provide the basis for a practical adaptation into the QDPLL framework.
In Section 5 we introduce QU-resolution, a resolution system for QBF that is capable of deriving any logically implied clause (Definition 2.5), a characteristic that is absent from all presently known QBF solvers that utilize the QDPLL framework of [13] . We show that QU-resolution can produce exponentially shorter refutations than Q-resolution on some QBF families. In related work, Egly recently showed that certain sequent systems can produce exponentially shorter refutations than Q-resolution on some QBF families [7] . These sequent systems, in which introduction of new variables is central, can produce exponentially shorter refutations than QU-resolution on the same formulas.
Like Q-resolution, QU-resolution preserves tree models. Tree models represent winning strategies for true formulas. These strategies, also called Skolem functions, contain the extra information needed by many practical applications to achieve the goal that is encoded in the QBF.
Effectively depth-monotonic literals (Section 6) allow QBF variable-elimination resolution in more cases. The paper concludes with Section 7.
Preliminaries
In general, quantified boolean formulas (QBFs) generalize propositional formulas by adding operations consisting of universal and existential quantification of boolean variables. A closed QBF is one in which every variable is quantified. See [15, 5, 17] for thorough introductions. This paper uses standard notation as much as possible, but some terms have no standard version. We consider resolution and universal reduction separately, although some papers combine them. Also, we use tree models, which are not found in all QBF papers, to define super-sound and safe operations, and to distinguish between them. Also, we define ordered assignments.
We say that a QBF is in prenex conjunctive normal form if all the quantifiers are outermost operators (the prenex, or quantifier prefix), and the quantifier-free portion (also called the matrix) is in CNF; i.e., Ψ = − → Q . F consists of prenex − → Q and matrix F. For this paper QBFs are in prenex conjunctive normal form. If p precedes q in the quantifier prefix, we say p is outer to q and q is inner to p. Clauses in F are called input clauses. This definition emphasizes the connection of QBF to two-person games, in which player E (Existential) tries to set existential variables to make the QBF evaluate to true, and player A (Universal) tries to set universal variables to make the QBF evaluate to false. Players set their variable when it is outermost, or for non-prenex, when it is the root of a subformula (see [16] for more details). Only one player has a winning strategy.
For this paper a clause is a disjunctively connected set of literals. If the term cube is used, it refers to a conjunctively connected set of literals. Literals are variables or negated variables, with overbar denoting negation. We also use ⊥ as a literal representing false when it makes more uniform notation. Clauses may be written as literals enclosed in square brackets (e.g., [p, q, r ]), and [] denotes the empty clause. Where the context permits, letters e and others near the beginning of the alphabet denote existential literals, while letters u and others near the end of the alphabet denote universal literals. Letters like p, q, r denote literals of unspecified quantifier type. The variable underlying a literal p is denoted by |p| where necessary. Free variables or free literals e and u may be indicated by Ψ (e, u).
The quantifier prefix is partitioned into maximal contiguous subsequences of variables of the same quantifier type, called quantifier blocks. Each quantifier block has a unique qdepth, with the outermost block having qdepth = 1. The scope of a quantified variable is the qdepth of its quantifier block. We say scopes are outer or inner to another scope to avoid any confusion about the direction, since there are varying conventions in the literature for numbering scopes. Definition 2.1 An assignment is a partial function from variables to truth values, usually represented as the set of literals mapped to 1. A total assignment is an assignment to all variables. Assignments are denoted by ρ, σ, τ . Application of an assignment σ to a logical expression is called a restriction and is denoted by q⌈ σ , C⌈ σ , F⌈ σ , etc. Quantifiers for assigned variables are deleted in Ψ ⌈ σ .
An ordered assignment is a special term that denotes a total assignment that is represented by a sequence of literals that are assigned 1 and are in the same order as their variables appear in the quantifier prefix.
A winning strategy can be presented as an unordered directed tree. If it is a winning strategy for the E player, it is also called a tree model , which we now describe. We shorten unordered directed tree to tree throughout this paper. The qualifier "unordered" means that the children of a node do not have a specified order; they are a set. Recall that a branch in a tree is a path from the root node to some leaf node. A tree can be represented as the set of its branches. We also define a branch prefix to be a path from the root node that might terminate before reaching a leaf. Definition 2.2 Let a QBF Φ = − → Q · F be given. In this definition, σ denotes a (possibly empty) branch prefix of some ordered assignment for Φ. A tree model M for Φ is a nonempty set of ordered assignments for Φ that defines a tree, such that 1. Each ordered assignment makes F true, i.e., satisfies F in the usual propositional sense. 2. If e is an existential literal in Φ and some branch of M has the prefix (σ, e), then no branch has the prefix (σ, e ); that is, treating σ as a tree node in M , it has only one child and the edge to that child is labeled e. 3. If u is an universal literal in Φ and some branch of M has the prefix (σ, u), then some branch of M has the prefix (σ, u ); that is, treating σ as a tree node in M , it has two children and the edges to those children are labeled u and u .
If τ is a partial assignment to all variables outer to existential variable e, then requirement (2) ensures that the "Skolem function" e(τ ) is well defined as the unique literal following τ in a branch of M . If the formula evaluates to false, the set of tree models is empty.
Definition 2.3 A tree countermodel R for Φ is essentially the dual of a tree model. That is, a tree node has two children with the edges labeled e and e when e is existential and has one child when the edge is labeled with universal literal u, and each branch falsifies some clause of F. If τ is a partial assignment to all variables outer to universal variable u, then (the dual of) requirement (3) ensures that the "Herbrand function" u(τ ) is well defined as the unique literal following τ in a branch of R. If the formula evaluates to true, the set of tree countermodels is empty. Definition 2.4 For our purposes, an operation on a closed QBF is said to be safe if it does not change the truth value of the formula. An operation on a closed QBF is said to be super sound if it preserves the set of tree models (i.e., does not add or delete tree models). Clearly, preserving the set of tree models is a sufficient condition for safety.
F be a closed prenex QBF. Another quantifier-free formula G (usually a clause or a set of clauses) is said to be logically implied
has the same set of tree models as Ψ ; that is, the operation of adding G to F is super sound. In other words, G evaluates to true in every tree-model of Ψ .
The proof system known as Q-resolution consists of two operations, resolution and universal reduction, defined next. Q-resolution is of central importance for QBFs because it is a refutationally complete proof system [14] . Unlike resolution for propositional logic, Q-resolution is not inferentially complete. That is, a new (non-tautological) clause C might be logically implied by a closed QBF Ψ , yet no subset of C is derivable by Q-resolution (see Example 5.5).
Definition 2.6 Resolution is defined as usual. Let clauses
, where q is called the clashing literal. Let α be a literal sequence without conflicting literals and without q and q . Let the same be true of β. Either or both of α and β may be empty. Then res q (C 1 , C 2 ) = [α ∪ β] is the resolvent. For Q-resolution, the clashing literal q is required to be existential, and the resolvent is not permitted to be tautologous.
Universal reduction is special to QBF. Let clauses
, where u is called the reduction literal and is universal. Let α be a literal sequence without conflicting literals and without u and u . Further, let u be tailing for α, which means that the quantifier depth of u is greater than (u is inner to) that of any existential literal in α. Then unrd u (C 1 ) = [α]. Lemma 2.7 Resolution and universal reduction are super-sound operations. Also, resolution preserves the set of tree countermodels.
Proof: Straightforward application of the definitions. We are not aware of a prior definition of tree countermodel, which explicitly encodes a winning strategy for the universal player when the QBF is false. However, there has been work on extracting a winning strategy for the universal player from a Q-resolution refutation [2, 10] .
It is worth observing that universal reduction might add tree countermodels, as shown by the following example. This is another reason to treat it as a separate operation from resolution.
where parentheses enclose branches (ordered assignments).
If universal reduction is applied on the clause
, there is a second tree countermodel in which u is positive on all four branches.
QDPLL Exponential Case
QDPLL is the name commonly used for a family of QBF solving procedures with clause learning similar to those described by Giunchiglia et al. [11, 12] , [13] . Letz describes similar ideas that are used in SemProp, but with a different learning procedure [21] . For QDPLL, it is assumed that the input clauses are non-tautological and that any tailing universal literals have been reduced away (Definition 2.6).
When a conflict occurs, QDPLL derives a learned clause using Q-resolution on clauses in the conflict graph. We begin by showing a case in which QDPLL spends time that is exponential in the size of the conflict graph to derive its first learned clause. This is remarkable because the learned clause has a linear Q-resolution derivation.
At a high level, the clause learning procedure is similar to that found in CDCL SAT solvers. We assume the reader is generally familiar with the SAT version.
1. Begin with the working clause W 0 being the clause that became falsified. 2. At each derivation step i, choose a literal q in the current working clause W i−1 and Q-resolve with the antecedent of q in the conflict graph to produce the next working clause W i . The antecedent clause is the clause that became unit to imply q. 3. Stop when W i is an asserting clause that satisfies some additional conditions specific to QBF. Learn W i . A clause is asserting when it has a unique literal at the highest decision level among the decision levels represented in the clause.
The procedure is called Rec-C-Resolve in [13] . The algorithm in which it is used is called Q-DLL-LN. The central point of the above procedure is the choice of literal q in W i−1 , which will be used as the clashing literal. The policy in the cited paper is this: Choose the existential literal that was implied most recently unless that that choice would produce a tautologous resolvent (in which case Q-resolution is not defined). Otherwise choose an existential literal in W i−1 whose quantifier block has innermost scope. This policy is implemented in early versions of QuBE. Essentially the same policy is used in depQBF [18, 19] . A slight variant is used in CirQit [9, 8] .
Example 3.1 We now describe a family named qdpllexp whose run time increases exponentially with instance length for the three solvers just mentioned. The essence of qdpllexp 06 is shown in Figure 1 . The generation pattern simply varies the number of middle sections and should be self-evident.
The computation begins by assuming outermost existential b 1 is true, implying e 99 and f 99 at innermost scope. Now u 10 is tailing, allowing e 9 and f 9 to be implied. This pattern continues until d 1 , c 1 is falsified. In each fourliteral clause the two negative existential literals "block" the universal literal. After they are falsified by unit-clause propagation, the universal literal can be reduced, yielding a new implied existential literal.
After d 1 , c 1 is falsified, it becomes W 0 for the learning procedure outlined above. This is resolved with d 1 , f 3 , e 3 , u 2 (either choice gives similar results) to give W 1 = c 1 , f 3 , e 3 , u 2 . Now the most recently implied literal is c 1 , but resolving W 1 with the antecedent of c 1 would be tautologous, so an innermost existential, say f 3 , is used instead. Thus W 2 contains u 4 , preventing resolution on e 3 . Also, e 3 still prevents reduction of u 2 . This pattern continues down the conflict graph. Eventually, e 99 and f 99 are introduced in W 5 by resolution on the antecedent of f 9 . After e 99 and f 99 are resolved out for the first time (allowing u 10 to be reduced), they are re-introduced by resolution on the antecedent of e 9 . Then they get resolved out for the second time. By the conclusion of the procedure e 99 and f 99 are resolved out 32 times.
Further study shows that all paths in the graph are traversed, and it is well known that this family of graphs has exponentially many paths. "segv" denotes "segmentation violation". Table 1 provides empirical confirmation that the running time doubles for each increase of one level in the family. A one-level increase produces 10 additional variables and four more four-literal clauses. The clauses seen in Figure 1 are essentially cloned with fresh variables, except that b 1 appears instead of b 1 .
Cases of unexpectedly bad performance on application instances might be due to getting trapped in a similar structure during some derivations. Next, Section 4 proposes a modified clause learning procedure that avoids both exponential worst cases and tautologous resolvents. Example 4.2 shows that b 1 can be learned with a linear-length derivation. Hence, there is an opportunity for significant improvement in the efficiency of QBF clause learning.
Performance problems of this kind can be avoided by accepting clauses with contradictory universal literals, a scheme dubbed long-distance resolution by Zhang and Malik [28] . Although they argued that the practice was sound in the context of their particular solver, there is no proof theory for it, in the sense of Cook and Reckhow [6] . According to Narizzano et al. [22] , the version of QuBE used as the basis for QuBE-cert uses (some version of) long-distance resolution. 
QBF Pseudo-Unit Propagation
Pseudo-unit propagation (PUP) was introduced for propositional clause learning [26] and found empirically to produce longer proofs than the 2005 version of zchaffSE, which uses the more common first UIP technique.
This section introduces QBF pseudo-unit propagation (QPUP). QPUP can be used to derive a learned clause from a conflict graph. To focus on the main ideas, this section assumes that the pure literal rule is not in use. The combination of the pure literal rule with clause learning for QBF solving raises issues that are discussed in [13] .
For QDPLL, it is assumed that the input clauses are non-tautological and that any tailing universal literals have been reduced away (Definition 2.6). Definition 4.1 Let a QDPLL search be given, comprising a sequence of assumptions and unit-clause propagations. Each assumption is made upon a variable in the outermost quantifier block that contains a currently unassigned variable.
An implied literal is an existential literal that is assigned as a result of unit-clause propagation, including universal reductions. We call ⊥ the implied literal when the search ends with a conflict. Each implied literal has an associated antecedent clause, which implied it. At the time e is implied, let qpup[e] be initialized to NULL.
In conjunction with the QDPLL search, suppose f is an implied literal with antecedent clause C. That is, all literals in C other than f are either assigned false, or they are universal literals that are tailing with respect to f (all universal literals are tailing with respect to ⊥). Then the single-parameter partial function qpup(f ) is defined inductively for this search, as shown in Algorithm 1.
1. If C has no negations of implied literals, then qpup(f ) = C. Note that C contains no unassigned universal literals tailing to f in this case.
2. If C contains e i for i = 1, . . ., k and k ≥ 1, where e i are earlier implied literals in the same order as they were implied, then qpup(f ) is the result of successively resolving C with qpup(e i ) for i = 1, . . ., k. Applicable universal reductions are performed after each resolution step.
Note that f may be ⊥. Then qpup(⊥) contains only negated assumptions and non-tailing universal literals that have been assigned false by the search procedure. This is a conflict clause in the usual sense: this set of literals is inconsistent with the given formula.
The qpup clauses may be computed lazily when a conflict occurs, or eagerly, as soon as a literal is implied. If computed eagerly, no recursive calls occur at lines 6 and 7 in computeQpup.
Example 4.2
The idea of QPUP is illustrated by an example, referring to the clauses in Figure 1 . For simplicity, we assume qpup is computed eagerly. As in Example 3.1, b 1 is assumed. Next, b 1 implies f 99 , but we define qpup(f 99 ) = f 99 , b 1 because b 1 is only an assumption. Similarly, b 1 implies e 99 and we define qpup(e 99 ) = e 99 , b 1 . Now f 9 is implied by unit-clause propagations on f 99 and e 99 , to start.
Unit-clause propagation can also be thought of as unit-clause resolution. If we had really derived f 99 and e 99 as unit clauses, we could resolve them with f 9 , f 99 , e 99 , u 10 to shorten that clause. Instead, we resolve qpup(f 99 ) and qpup(e 99 ) with this clause, then apply universal reduction, to get qpup(f 9 ) = f 9 , b 1 . Notice that the introduced literal b 1 cannot block the universal reduction because b 1 was an assumption, so it must have outer scope to any unassigned universal literals.
Continuing in this way, qpup(p) and qpup( p ) are derived successively for p = f 9 , e 9 , . . ., d 1 , c 1 . Finally, b 1 is learned with a linear number of steps.
Lemma 4.3
With qpup(f ) as in Definition 4.1, let q be the most recent assumption before f was implied. Then every existential literal in qpup(f ) other than f has scope outer to or equal to the scope of q.
Proof: The existential literals of qpup(f ) other than f are negations of assumptions, and assumptions are made in outer to inner order.
If cube processing is intermixed with unit-clause propagation, qpup(f ) can contain universal literals whose scopes are inner to q (the most recent assumption) and outer to f . These literals were assigned false by the search procedure. However, if f = ⊥, there are no such literals in qpup(f ). When f = ⊥, these universal literals cannot cause tautologous resolvents, because unit-clause propagation would satisfy any clause that might produce a tautologous resolvent. The results of QPUP are soundly derived clauses, each containing an implied literal plus negations of some earlier-assigned literals.
For a formula with n variables, there are at most n qpup clauses at any point in the search, and each qpup clause is derived with at most n steps. Only qpup clauses are used to derive qpup(⊥), so the procedure to learn one clause is polynomial in n. The problem with Example 3.1 is that most derived clauses are not qpup clauses.
In summary, QPUP shows that conflict clauses can be learned by QDPLL with polynomially long derivations, although current implementations of QDPLL sometimes carry out exponentially long derivations. We hope this motivates the search for a better system of clause learning in QBF.
QU-Resolution
This section introduces QU-Resolution. This is a natural extension of Qresolution. Although Q-Resolution is refutationally complete, it cannot derive all logically implied clauses (see Definition 2.5). Since clause learning involves deriving logically implied clauses, and we saw in Section 3 that such derivations might be exponentially long, in terms of the overall number of clauses needed to derive the learned clause, it makes sense to look at variants of Q-resolution.
This section shows that QU-resolution is inferentially complete, in the sense that if some (non-tautological) clause C is a super-sound addition to a closed QBF Φ, then some subset of C is derivable by QU-resolution. We also show that it provides a theoretical underpinning for previously reported failedliteral preprocessing in QBF [20, 27] .
For propositional conflict-driven clause learning, it is known that the learned clause has a quadratically long derivation, in terms of the overall number of clauses needed to derive it, even when clause minimization and "volunteers" are included [23, 24] . (See cited papers; minimization and volunteers are not important to this paper.) Definition 5.1 A QU-derivation is the same as a Q-resolution derivation (see Section 2), except that it includes resolutions in which the clashing literal is universal. Tautologous resolvents are still prohibited. A QU-refutation is a QU-derivation of the empty clause.
A regular QU-derivation is one such that no variable appears twice as a clashing literal or reduction literal on any directed path through the derivation DAG. An ordered QU-derivation is one such that variables appear in the same order on every directed path through the derivation DAG. (Not all variables need appear on a path; ordered derivations are necessarily regular). A prefixordered QU-derivation is an ordered QU-derivation such that variables appear in outer to inner order of the quantifier prefix on paths directed away from the root of the derivation DAG. The proof of the next theorem employs the framework first published by Anderson and Bledsoe [1] . The original proof that Q-resolution is refutationally complete uses the same idea [14] , but that paper does not mention that the refutation may be required to have the additional properties of being prefixordered and regular. Proof: Although many prefix orders may be equivalent, fix one for the proof.The proof is by induction on n, the number of variables in the quantifier prefix. The base case is n = 0. The conclusion is immediate, as D must be the empty clause and F must contain the empty clause to by hypotheses of the theorem. For n > 0, assume the claim holds for m < n variables. There are several cases.
If literal p ∈ D and |p| is outermost, consider The proof shows that the part of the derivation inner to the variables that occur in the target clause D can always use universal reduction in preference to resolution with a universal clashing literal (if preserving tree countermodels is not required).
Since QU-resolution is able to eliminate universal literals in some cases without using universal reduction and Example 2.8 showed that universal reduction can change the set of tree countermodels, QU-resolution has a greater capability than Q-resolution to preserve tree countermodels, which might be important for certain applications that want to extract strategies for the A player. Example 5.5 The following QBF family is given by Kleine Büning and Lettman [15] in the proof of their Theorem 7.4.8. The k-th QBF is:
That proof states that every Q-refutation of the k-th formula has at least 2 k steps.
With QU-resolution, begin by resolving the binary clauses on universal literals to produce unit clauses [f j ] for 1 ≤ j ≤ k. Then derive unit clauses [d k ] and [e k ] (using universal reduction on x k and x k ). The remainder is straightforward with Q-resolution. The overall number of steps is linear.
Lonsing and Biere introduced abstractions of QBF for preprocessing purposes [20] . The idea is developed further in SAT 2012 [27] . Essentially the "abstraction" with respect to a variable p treats all universal variables outer to p as though they were existential. For inferential purposes, this amounts to using QU-resolution on these variables.
Depth-Monotonic Literals
This section addresses the question of when QBF variable-elimination resolution (QVER) is safe. QVER is the "resolve" operation in Quantor, described by Biere [3] . Variable-elimination resolution is the basic DP operation for CNF. For Q-resolution, add operation (4):
Proof: (Sketch) Place |q| innermost in its quantifier block. W.l.o.g., let the pure literal be q for G 2 . All occurrences of u i are in G 2 or G 3 . Now consider the modified formula Φ 1 that differs from Φ only in that |q| is outermost within the innermost quantifier block. It remains to show that Φ 1 is false.
Apply the quadrangle dependency theory of [25] , Theorem 4.7. In Φ 1 , |q| does not have a quadrangle dependency with any u i that is inner to |q| in Φ, because paths from u i or u i to q require connections outer to u i . Therefore, starting from Φ 1 , |q| can repeatedly be transposed with the next outer variable in the quantifier prefix without changing the value of the formula, until |q| reaches the position it has in Φ, which is false by hypothesis. Since |q| is inner to all u i in Φ 1 , if Φ 1 is false, then the universal player has a winning strategy such that the winning value for each u i is independent of |q|.
Example 6.6 This example illustrates several topics from this section. Φ is shown in chart form.
Φ ∃q ∃r ∀u ∃x ∃y C 1 q x C 2 u x C 3 q r C 4 q r y C 5 u y
The winning strategy for u depends on q but not r; i.e., u(q, r) = q. QVER(r) is sound. QVER(q) is not sound. Notice that q has no clauses in common with u, and neither does r. The difference lies in the paths from u or u to the various existential literals. Thus the two paths C 2 − C 1 and C 5 − C 4 establish a quadrangle dependency of q upon u. However, the only path from u or u to r involves a connection through q, but q is not inner to r, so this path does not qualify for establishing a quadrangle dependency.
By quadrangle dependency theory, r and u can be transposed without changing the truth value of Φ. After the transposition, r is innermost, so QVER(r) is sound and might be selected by Quantor. Since the formula that results after QVER(r) is the same, whether the transposition is carried out or not, an implementation need not actually perform the transposition.
Conclusion
This paper presents theoretical analysis of several issues closely related to modern QBF solvers. Avenues for improvement in the state of the art are suggested. No QBF solvers with publicly available code were found to be very amenable to research experimentation, in contrast to MiniSat in the SAT domain. Therefore we leave it to various implementers to decide how to incorporate this paper's results into their own solvers.
