The role of linear spatial summation in the directional selectivity of simple cells in cat striate cortex was investigated. The experimental paradigm consisted of comparing the response to drifting grating stimuli with linear predictions based on the response to stationary contrast-reversing gratings. The spatial phase dependence of the response to contrast-reversing gratings was consistent with a high degree of linearity of spatial summation within the receptive fields. Furthermore, the preferred direction predicted from the response to stationary gratings generally agreed with the measurements made with drifting gratings. The amount of directional selectivity predicted was, on average, about half the measured value, indicating that nonlinear mechanisms act in concert with linear mechanisms in determining the overall directional selectivity.
Directional selectivity of receptive fields is pervasive in the mammalian visual system, occurring as early as the retinal ganglion cell level (1, 2) . However, the directionally selective ganglion cells project to brainstem centers (3, 4) and are not responsible for the directional selectivity of cat striate cortex neurons. In the geniculostriate system of the cat, directional selectivity first appears in simple cells of primary visual cortex (5) , from nondirectional X and Y cell input (6) (7) (8) . Previously (9) , it was shown that a simple cell receptive field model composed of a linear summation of lateral geniculate nucleus (LGN) inputs could qualitatively account for both the orientation tuning and directional selectivity of these cortical neurons. The basis of the directional selectivity was a differential alteration of the temporal response characteristics of the LGN inputs, presumably mediated by intracortical circuitry. In this report, we provide experimental evidence demonstrating that directional selectivity of simple cells in area 17 of the cat does in fact result from linear spatial summation within the receptive field. Portions of this work have appeared in abstract form (10, 11) .
Though previous investigations of simple cell directional selectivity have been mainly concerned with the role of nonlinear interactions (12) , the involvement of linear spatial summation can be addressed in a rigorous, straightforward manner. A linear receptive field composed of an asymmetric arrangement of an and off regions will not be directionally selective if the temporal properties of the on and off regions are the same. Although drifting gratings will reveal the absence of directional selectivity in this type of receptive field, it will appear to be directionally selective if tested only with light bars. However, its "preferred direction" will reverse with a change in stimulus contrast signature-i.e., when tested with dark bars (1). This is not the case for most simple cells, which have the same preferred direction for light and dark bars (13, 14) . For a neuron with linear spatial summation to show directional selectivity, two requirements must be met. The first of these requirements is that the temporal response properties vary as a function of position within the receptive field, and the second is an asymmetry in the receptive field. This receptive field asymmetry of a linear, directionally selective neuron need not appear in its sensitivity as a function of position; an asymmetry in the spatial organization of its temporal response properties is sufficient.
Our experimental paradigm consisted of measuring directional selectivity with drifting sine wave gratings and comparing this with the response to stationary gratings undergoing sinusoidal contrast-reversal (7, 8) . Both the amplitude and temporal phase of the response to the contrast-reversal stimuli were measured as a function of the position (spatial phase) of the grating within the receptive field. Consideration of the dependence of response temporal phase on the spatial phase of the stimulus was especially important. If the response temporal phase is invariant with stimulus spatial phase (other than jumps of 180°-i.e., a sign reversal), then the prediction based on linear spatial summation is that the neuron will show no directional selectivity to drifting gratings. On the other hand, a continuous variation of response phase with stimulus spatial phase is indicative of a linear mechanism of directional selectivity. Furthermore, having both the amplitude and phase data for the contrast-reversal stimuli allowed us to make quantitative predictions of the amount of directional selectivity that would be expected on the basis of linear spatial summation. Thus, we could assess the relative contribution of linear mechanisms to the overall directionality of simple cell receptive fields.
METHODS
Experimental Procedures. Experiments were performed on seven adult male cats. Anesthesia was induced, and maintained during surgical procedures, with a short-acting barbiturate (Surital) and local anesthetic was given as needed. Both femoral veins were cannulated, for delivery of the maintenance anesthetic (urethane, 200-300 mg/kg) and the paralytic agent (flaxedil, 20-40 mg/hr). Blood pressure and electrocardiogram were used to monitor the depth of anesthesia, which was supplemented if the animal showed signs of pain. The eyes were protected with contact lenses with a 3-mm (diameter) artificial pupil, the natural pupil having been dilated with locally applied atropine. Single units were isolated with plastic-coated tungsten microelectrodes (15) . Optimal refraction was determined by monitoring a neuron's response while placing trial lenses in front of the eye. Visual stimuli were presented on the face of a cathode ray tube at a mean luminance of 100 cd/M2 by specialized hardware and software developed in this laboratory (16) (Fig. 1 a and c) tivity of simple cells, they give no indication of the relative magnitude of the linear contribution compared to that of nonlinear mechanisms. To quantify the contribution of linear spatial summation to the overall directional selectivity, a measure of the amount of directional selectivity, a directional index, is needed. The measure used here is (Rp -Ro)/(Rp + Ro), where Rp and Ro are, respectively, the response magnitudes at the preferred direction and opposite to the preferred. This directional index will vary between zero, for a neuron with no directional preference, to a maximum of 1.
The directional index measured with drifting gratings was compared to the value predicted from data like that shown in Fig. 1 . The prediction was based on the assumption of linear spatial summation. For a given cell, this comparison was usually made at several spatial frequencies of the stimulus grating and several temporal frequencies ofdrift and contrastreversal. An example of this is shown in Fig. 2 . The data in Fig. 2 are plotted in a different form; rather than plotting the response amplitudes and response phases against the stimulus spatial phase, the data points are plotted against their real and imaginary response components. The stimulus spatial phase is no longer explicitly represented but can be thought of as being parametrized along the paths of the elliptical curves (17) . In all cases, these elliptical curves represent the best-fit linear model to the contrast-reversal data at a given spatial and temporal frequency. The predicted directional indices are then obtained from the ellipse axis ratio (see Appendix). In this representation, the responses to contrastreversal of a cell with a predicted directional index of zero will fall on a straight line, which is a degenerate ellipse. For a cell with a predicted directional index of 1, the points will lie on a circle, an ellipse of the other extreme.
A comparison of the observed and predicted directional indices for the cell shown in Fig. 2 is illustrated in Fig. 3a . Each point plots the measured index (x axis) against the linear prediction (y axis) for a given spatial and temporal frequency value. If linear spatial summation were responsible for all of the directional selectivity of this neuron, then the points would fall along the dashed line with a slope of 1. If, on the other hand, the directional selectivity were based completely on nonlinear mechanisms, the points would lie on the dashed line with 0 slope. It is clear from Fig. 3 that although linear spatial summation does indeed account for a large part of the directional selectivity, there is a substantial residual component that must result from nonlinear mechanisms. Fig. 3b shows a comparison between measured and predicted directional indices for a sample of 19 different simple cells. In this case, each cell is represented by a single point, measured at the spatial and temporal frequency of optimal response. The same comparison, at all spatial and temporal frequencies measured, is shown in Fig. 3c for the same 19 simple cells. Fig. 3 demonstrates two important points. First, the data give an indication of the overall magnitude of the contribution of linear spatial summation to the directional selectivity of simple cells in our sample. For each data point, the slope of a line from the origin to that point can be regarded as the linear component of directional selectivity. The slope of the regression line through the origin minimizing the error in the measured directional index for all of the data points in Fig. 3c is 0 .45, indicating that linear spatial summation is responsible for about half of the directional selectivity of these neurons. We cannot conclude from this that simple cells are half linear, half nonlinear. We can only state that under this experimental paradigm, about half of the directional selectivity is due to mechanisms that sum in a linear fashion. The second important point of Fig. 3 is that, in the large majority of cases, the linear and nonlinear mechanisms of directional selectivity act in the same direction. If the two mechanisms acted in opposite directions, with the linear component dominating, this would result in point with a slope from the origin greater than 1. Similarly, if the directions of action were opposite, with the nonlinear mechanism dominant, a point with a negative slope from the origin would result. Thus for any point falling within the acute angle defined by the dashed lines drawn with slopes of 0 and 1, the linear and nonlinear directional mechanisms must have the same sign and the same direction of action. The points to the left of the origin in Fig. 3 result from a reversal of the preferred direction with a change of stimulus parameters. For these points also, the acute angle between the lines of slope 0 and 1 defines the region where linear and nonlinear mechanisms act in the same direction. Of the 59 data points in Fig. 3c , all but 10 fell between these lines, indicating that, in general, the linear and nonlinear mechanisms of directional selectivity act in concert.
By using the parameters of the best-fit ellipses to predict actual response amplitudes for preferred and opposite direction drift, rather than just the directional index, we can address the question of whether the nonlinear mechanisms act to facilitate the preferred direction response, suppress the opposite direction response, or both. For the data points of (17) used c ntrast-reversal gratings, as we did, to reach this conclusion, whereas Dean and Tolhurst (18) used narrow bar stimuli to study the dynamics of restricted regions of the receptive field. However, neither of these studies showed that the nonuniform dynamics were related to the directional selectivity of these neurons.
Previous studies have shown that direct convergence of LGN inputs can account for the sharp spatial frequency and entation tuning of simple cells (9, 19) , and even the c lumnar organization of preferred orientations (20 r(o) = r'exp(io) + r-exp(-i4), [1] where r' As the coefficients X and Y are never negative, Eq. 3 defines an ellipse. Movshon et al. (17) 
