We present the first results from the Small Magellanic Cloud portion of a new Australia Telescope Compact Array (ATCA) H i absorption survey of both of the Magellanic Clouds, comprising over 800 hours of observations. Our new H i absorption line data allow us to measure the temperature and fraction of cold neutral gas in a low metallicity environment. We observed 22 separate fields, targeting a total of 55 continuum sources against 37 of which we detected H i absorption; from this we measure a column density weighted mean average spin temperature of < T s >= 150 K. Splitting the spectra into individual absorption line features, we estimate the temperatures of different gas components and find an average cold gas temperature of ∼ 30 K for this sample, lower than the average of ∼ 40 K in the Milky Way. The H i appears to be evenly distributed throughout the SMC and we detect absorption in 67% of the lines of sight in our sample, including some outside the main body of the galaxy (N Hi > 2 × 10 21 cm −2 ). The optical depth and temperature of the cold neutral atomic gas shows no strong trend with location spatially or in velocity. Despite the low metallicity environment, we find an average cold gas fraction of ∼ 20%, not dissimilar from that of the Milky Way.
1. INTRODUCTION Atomic hydrogen gas (H i) is typically the principal gas component within a galaxy. The ability of a galaxy to form cold H i is a key rate-limiting step in its ability to form stars as it will regulate the ability to form molecular gas. The H i is expected to be split between a warm and a cool phase in pressure equilibrium (e.g., McKee & Ostriker 1977; Wolfire et al. 1995 Wolfire et al. , 2003 with the fractions and temperatures of the warm neutral medium (WNM) and cold neutral medium (CNM) depending on the exact balance between heating and cooling processes in the gas. For typical pressure ranges, the CNM is expected to have kinetic temperatures in the range of T k ∼ 40 − 200 K and volume densities n ∼ 10 − 100 cm −3 and for the WNM T k ∼ 4000 − 8000 K and n ∼ 10 −2 − 1 cm −3 for conditions found in the Milky Way (Wolfire et al. 2003) . Observation of the 21-cm H i absorption against background radio continuum sources is the primary way to directly trace the cold and/or optically thick H i in a galaxy (e.g., Heiles & Troland 2003a; Murray et al. 2015 ). Comparing absorption to nearby H i emission, one can measure the excitation temperature, or spin temperature, of H i gas.
Understanding the properties of the neutral gas at low metallicity is crucial for understanding how galaxies regulate the formation of molecular gas and stars. The Small Magellanic Cloud (SMC), with a metallicity of ∼ 1/5 solar metallicity (Dufour 1984; Kurt et al. 1999; Pagel 2003) , is one of the nearest gas-rich star-forming galaxies. It provides an ideal location to study the distribution and temperature of the H i gas in a low metallicity environment. The close proximity of the SMC means it subtends a large angular area on the sky, making it possible to find a sufficient number of background radio sources to study the H i absorption in detail throughout the galaxy.
The previous survey of H i absorption in the SMC by Dickey et al. (2000) found a lower fraction of cold phase H i in the SMC than in the Milky Way, which they suggested may be due to the lower abundance of coolants. Based on the theoretical model of the twophase neutral interstellar medium (ISM) from Wolfire et al. (1995) , both the cold and warm phase can exist in pressure equilibrium in SMC-like conditions, but the range of pressures where this occurs is pushed to higher densities than in the Milky Way. Dickey et al. (2000) also found that the spin temperatures of individual H i absorption velocity components, which can be attributed to separate clouds of H i, were generally colder than those found in the Milky Way. They suggested that the colder temperatures might be due to the fact that this H i gas is photodissociated H 2 in cold clouds that would be molecular in the Milky Way.
The current paper is the first in a series of three presenting the results from a new large Australia Telescope Compact Array (ATCA) survey looking for H i absorption towards bright radio continuum sources across both of the Magellanic Clouds, which improves upon the previous survey due to the increased sensitivity and velocity resolution. Here we present the data and H i temperature estimates from the SMC portion of the survey. Paper 2 (Liu et al. in prep) will present the data and temperature estimates from the LMC portion. Paper 3 will discuss how the results in the Magellanic Clouds compare to the Milky Way and the Local Group, and identify how metallicity affects the conditions of the neutral atomic gas and the molecular-to-atomic transition.
This paper is structured as follows: Section 2 describes the design of the survey, the observations, and the methods of data reduction; Section 3 details how we identified and extracted spectra for the continuum sources; the main results from the new survey, including H i optical depths and average spin temperatures, are presented in Section 4; Section 4.4 focuses on the identification and analysis of individual H i absorption line features and includes a description of the method we use to measure the temperatures of individual H i clouds associated with the line features; Section 5 compares the new survey to previous work and to similar results from the Milky Way and LMC, provides an estimate of the cold gas fraction in the SMC, and discusses the apparent distribution of cold H i gas throughout the galaxy; the details of the conclusions we draw from this set of results are in Section 6.
OBSERVATIONS
Observations were conducted with the Australia Telescope Compact Array (ATCA), between 2016 May 02 and 2018 Jan 14. The ATCA is a six-element interferometer of 22m dishes with a maximum baseline of 6 km. Five of the antennas can be relocated along a 3 km east-west rail track and the sixth antenna is at a fixed position 3 km west of the end of the rail track. The array can be arranged into multiple configurations with extents ranging between 30 m and 6 km. Our observations were conducted in the 6 km array configurations, which have the antennas distributed along the 3 km rail track for relatively uniform u-v coverage between baselines of ∼ 100 m and 3000 m. At 1420 MHz these array configurations return an angular resolution of approximately 10 .
We observed using the 1M-0.5k configuration Compact Array Broad-band Backend (CABB; Wilson et al. 2011 ) correlator, which simultaneously records 2048 channels across a 2 GHz bandwidth and 32 high spectral resolution zones (zooms) of 1 MHz, each with 2048 channels. The zooms were placed to give five concatenated 1 MHz zoom bands, overlapped by 50% to obtain a flat bandpass, centred on 1419.5 MHz for H i and at 1661.5, 1664.5, 1666.5 and 1719.5 MHz for all four OH lines. The velocity resolution in the H i zoom band was ∼ 0.1 km s −1 and covered a total velocity range of 633 km s −1 . We observed the standard ATCA primary calibrator PKS 1934-638 for 60 min per observing day for bandpass and amplitude calibration. The unusually long bandpass observation was performed to ensure a very high signalto-noise (S/N ≈ 550) bandpass solution. A phase calibrator source, 0252-712 or 0637-752, was observed for 2 min every 30 min throughout an observing session for phase calibration.
The target sources were selected to simultaneously maximise optical depth sensitivity and coverage of a wide range of environmental conditions within the Magellanic Clouds. To achieve this we selected sources with flux density S cont > 50 mJy, coincident with areas of sufficient H i column density (N Hi 5 × 10 20 cm −2 ), to detect H i absorption by applying a cutoff in S cont vs N Hi space. Our potential sources were chosen from an unpublished catalog of point sources in the LMC and SMC (private communication, Filipovic, 2016) . The resolution of the catalogued SMC sources is limited to ∼ 30 . To capture sources unresolved in the catalogue but detectable with the 10 resolution of our array, we spent 12 hours of our allocated ATCA time to perform a quick continuum scan of all possible SMC sources. Our final source list had 29 sources in the SMC that are well distributed across the galaxy. The source density is such that there are multiple pairs of sources (12 pairs/triples) that are within the 80% beam response radius and can be observed concurrently. We observed the pairs/triples together with a 50% increase in observing time to accommodate reduced beam response for sources away from the pointing centre. A total of 21 fields were observed in the SMC.
We imaged and cleaned each observed field separately. The visibility data were first transformed into an image using the Miriad task invert with the image size set to 2050 × 2050 with a pixel size of 2 × 2 and Brigg's robustness parameter of −2. The data were imaged with a velocity of 0.2 km s −1 per channel across the velocity range 70 < v LSRK < 270 km s −1 . We used invert to produce both the imaged spectral line cube and a multifrequency synthesis (MFS) image, which we used as the continuum image. The typical RMS noise levels of the dirty spectral line cube and MFS image were 12 mJy/beam and 0.6 mJy/beam, respectively. We then used the Miriad task clean to produce the images using a cut-off value of ∼ 2.5σ. As our observations mainly include point sources, we performed self-calibration to improve the calibration and reduce the sidelobe noise. With the cleaned MFS image as the model, we used the Miriad task selfcal for components above 0.01 Jy/beam (∼ 10σ). The Miriad task restor was used to create the final maps from the clean components. For the three sets of fields that had significant overlap, we combined the two fields after imaging by creating a linear mosaic using the Miriad task linmos .
SOURCE SPECTRA EXTRACTION
While each field was centered on a known, bright continuum source, most fields also include fainter continuum sources. We used the python source-finding and extraction code Aegean (Hancock et al. 2012 (Hancock et al. , 2018 , which was designed for radio data, on the multi-frequency synthesis (MFS) images for each field to identify all possible sources. Aegean classifies contiguous pixels above the noise threshold as islands and then fits each island with a collection of elliptical Gaussians, each of which are classified as components. We used the output ellipses, representing the FWHM of the fitted elliptical Gaussians, to define our sources. To ensure that features in the spectrum of the continuum source would be detected with sufficient sensitivity, we only used sources detected at S/N > 10 and with a peak flux > 20 mJy in the MFS image ( Figure Set 1 and Figure 1 ). From the spectral cubes, we extracted all of the spectra for all pixels within the source ellipse and averaged them together. Each spectrum was weighted by the inverse of the square-root of the continuum level, which minimizes the noise (Dickey et al. 1992) , and produced spectra at a resolution of 0.2 km s −1 per channel (shown in gray in Figure 2 ). We also Hanning smoothed the high resolution spectra to produce a version at a resolution of 0.6 km s −1 (using a Hanning function with width of 9 channels) and used this version for all of our analysis. The lower resolution is still sufficiently high to resolve narrow lines (FWHM ∼ 2 km s −1 ), but decreases the noise in the spectra.
H i Emission Spectra
We used the combined ATCA (interferometric) with Parkes (single-dish) data cube from Stanimirovic et al. (1999) to produce a spectrum of the H i emission for each source. The cube has a resolution of 98 (30 pc) and velocity resolution of 1.65 km s −1 . We took the mean of all spectra found within the beam concentric with the identified continuum source. We interpolated the spectrum using a quadratic spline to match the channel size of the absorption spectrum of ∆v ∼ 0.2 km s −1 . The interpolation is only accurate under the assumption that the H i emission profiles are smoothly varying. This assumption is likely to be reasonable given the observed wide H i emission features (FWHM 20 km s −1 ) and that even narrow ∼ 5 km s −1 emission lines would be resolved with 1.65 km s −1 channels and be observable in the original spectra. The one exception would be the possibility of narrow self-absorption from intervening cold H i along the line of sight. However, when simulating the effects of even low optical depth (τ ∼ 0.1) self-absorption on a broader emission line, the self-absorption would still be observable in the H i emission spectra. Figure 2 shows an extracted emission spectrum in which the shaded gray area indicates the the estimated uncertainty. Future H i emission maps of the SMC from the Australian Square Kilometre Array Pathfinder (ASKAP) will provide emission spectra with higher spatial and spectral resolution.
Noise Spectra
For the emission spectra, we measured the off-line RMS using one of two velocity ranges: either ∼ 80 < v LSRK < 100 km s −1 or ∼ 180 < v LSRK < 200 km s −1 . We accounted for the additional uncertainty due to the variation in the emission spectra found within one beam centered on the continuum source by scaling the off-line RMS by the 1σ variation in the emission spectra. This is shown by the grey filled region on the emission spectrum in Figure 2 .
Although the interferometric ATCA observations filter out the large-scale H i emission of the SMC, the emission nonetheless has an impact on the noise in the spectra. It will increase the system temperature of individual ATCA antennas as a function of velocity. To estimate the noise spectra, σ τ (v), we first computed the RMS in the absorption spectra away from the SMC H i emission over the velocity range 225 < v LSRK < 270 km s −1 and then scaled it by ((T B (v) + T sys )/T sys ), where T B (v) is the average brightness temperature spectrum in the beam of an individual ATCA antenna (shown by the dashed grey lines in Figure 2 ) and T sys is the system temperature of the receiver. This takes into account the effective increase to the brightness temperature seen by the receiver due to the large-scale H i emission. We set T sys = 44.7 K, the expected system temperature of the receivers for observations at high elevation with good weather 1 . The actual system temperature will vary during and between observations, but by choosing the lowest reasonable value we ensure that we are not underestimating the noise contribution from the brightness temperature in the primary beam. To produce the final noise spectrum, we scaled the off-line RMS value by the average of the H i emission spectra from the ATCA+Parkes map across the primary beam of the ATCA at 21 cm (34 ) multiplied by the ATCA antenna efficiency of 0.50.
H i ABSORPTION PROPERTIES
We have extracted absorption spectra for a total of 55 sources across the SMC. Figures 1 and 2 show the MFS image and extracted absorption spectrum and emission spectra respectively for an example source (0038-7422). Each absorption spectrum is presented in terms of opacity (e −τ ), which is calculated using the average continuum flux in the off-line velocities of the spectra ∼ 225 < v LSRK < 270 km s −1 :
The locations, continuum source fluxes, peak optical depth, τ peak , and average 1σ uncertainty on τ , σ τ , measured off-line for the smoothed spectra (velocity resolution 0.6 km s −1 ), are presented in Table 1 . For each absorption spectrum we calculate the integral over the entire image velocity range (∼ 70 < v LSRK < 270 km s −1 ) giving us the equivalent width (EW) of the absorption: From the emission, we calculate the column density uncorrected for optical depth using the integral of the spectrum over the whole velocity range covered by the existing observations (∼ 80 < v LSRK < 200 km s −1 ):
The values for equivalent width and N H,uncor are listed in columns 8 and 9 of Table 1 . We use the equivalent width measurements to determine whether or not absorption is detected towards each continuum source. If the equivalent width is measured at > 3σ, we classify that as a detection of absorption. This method avoids any assumptions about the shape of the absorption features and allows us to detect the low optical depth, potentially wide features, that we see in some of the absorption spectra (e.g. in the source shown in Figure 2 ). The use of the equivalent width avoids spurious or marginal absorption detections that can occur when only considering the peak in each absorption spectrum. While a 3σ threshold may seem low, we have visually inspected all spectra with identified absorption and find it to be reasonable. Some of the lowest signalto-noise detections of absorption (∼ 3σ), based on the equivalent width measurement, have narrow absorption lines where the peak optical depth is detected at 5σ (e.g., source 013032-731740).
Using this method, we detect absorption in 37 out of 55 continuum sources with S/N > 10 and a peak flux density > 20 mJy. Amongst the 18 spectra in which no absorption was detected, many have low sensitivity and weak to moderate optical depths: 10 sources have spectra with σ τ > 0.5, and the remaining 8 are all found in regions with low H i column densities and outside the main body of the galaxy (i.e. outside the region bounded by N H ≤ 2 × 10 21 cm −2 , the contour level shown in Figure 4) . Given the low sensitivity of a significant number of sources, our detection rate of 67% may be an underestimate of the true fraction of lines-of-sight with cold H i. If we only consider sources with good τ sensitivity of σ τ ≤ 0.2 (33 sources), then we have an absorption detection rate of 88%, and it is likely that if we improved the sensitivity of some of the observations we would detect lower optical depth H i absorption. a in the spectra Hanning smoothed to 0.6 km s −1 spectral resolution with 0.2 km s −1 channels
Optical Depth Correction to the H i Column Density
The H i absorption line spectra provide the only direct means of determining the optical depth of the H i along the line of sight. With H i emission spectra alone, the column density is typically determined by assuming optically thin emission (Equation 3). If the gas is not optically thin, this will result in an underestimate of the H i column density. We correct for optical depth using our absorption spectra on a channel-by-channel basis using
assuming the H i is isothermal at a given velocity (Dickey & Benson 1982) . In Table 1 , we report the correction factor to the column density for the isothermal case (f H,cor,iso ) where f H,cor,iso = N H,cor,iso /N H,uncor . While there are likely to be multiple parcels of gas with different spin temperatures at the same velocity along many lines-of-sight, Kim et al. (2014) show that for three-dimensional hydrodynamical simulations of the ISM the isothermal approximation is within 5% of the true H i column density for 90% of the lines-of-sight. Here, we are interested in an estimate of the total column density of H i, but we do not rely heavily on these values. The corrections factors are typically small: an average of f H,cor,iso ∼ 1.1, which is similar to the optical depth corrections from Stanimirovic et al. (1999) , and indicates that there is not a large amount of unaccounted for H i mass due to optically thick emission in the SMC. We note that we do not observe any flattening in the emission spectra where we see high optical depth, which indicates that the method used by Braun et al. (2009) and Braun (2012) to estimate H i optical depth from emission spectra is not accurate for the SMC. We defer a more thorough exploration of optical depth corrections on the column density to a forthcoming paper.
The Optical Depth of H i in the SMC
For spectra with detected absorption we observe 0.2 < τ peak < 9.4. Of the 37 sources with detected absorption, 25 of those (67%) show optically thick H i gas with τ peak ≥ 1. Figure 3 shows the full distribution of the peak τ values and demonstrates that there is no clear correlation between the peak optical depth and the total column density of H i gas; the presence of high optical depth H i is not dependent on the total amount of gas along the line-of-sight and there is optically thick H i gas at low column densities. The strength of the continuum source (see color scale, Figure 3) largely determines the noise level in the absorption spectrum, but there is no indication that the detection of absorption is biased by signal strength. This implies that the noise levels in many of the weaker sources would permit the detection of moderate to low optical depth absorption (τ < 1) by H i gas along the line of sight, if it were present. Figure 4 shows that the sources with detected absorption are found across the SMC, and that most of the optically thick H i is located within the main body of the galaxy. The peak optical depth does not show any strong systematic regional trends and appears to be randomly distributed. The lower τ peak sources tend to be located on the edge of or outside the main body of the SMC. Sources with no detected absorption are also either outside the main body of the SMC, or have high noise due to the low continuum strength of the source. There is also small scale variation in the H i optical depth along the line of sight (e.g., the two sources at similar positions in the North with τ peak ∼ 4 and τ peak ∼ 6).
Average Spin Temperatures of the H i Gas
The excitation temperature of the H i gas is often referred to as the spin temperature (T s ) as the 21 cm line is a spin-flip transition, and is determined by the Boltzmann relationship between the populations of the upper and lower hyperfine energy states of the ground level of hydrogen. At the densities of the cold neutral medium, collisions can thermalize the 21 cm transition so that the spin temperature is identical to the kinetic temperature (T k ) of the gas (Field 1958) . Measuring the spin temperature requires both absorption and emission observations:
For sources where we detect absorption, we can use the integrated emission (N H,uncor ) and absorption (EW) to measure the line-of-sight average spin temperature, < T s >: where n(s) is the volume density along the line-of-sight (for a more detailed derivation see Dickey et al. 2000) . From this we see that < T s > is the volume density weighted harmonic mean of T s (s). In physical terms, the average spin temperature represents a weighted average of the WNM and CNM temperatures along the line of sight. Our measured values of < T s > are listed in Table 1 with upper limits for sources where no absorption is detected above the 3σ level in the equivalent width measurement. We measure average spin temperatures that range from very low values of < T s >∼ 30 K to as high as < T s >∼ 800 K ( Figure 5 ). The observed distribution of < T s > has an arithmetic mean and standard deviation of < T s >= 117.2 ± 101.7 K, which was calculated including the lower limits using the cenfit routine in the R package NADA (Lee 2017; Helsel 2005) . We also sum all of the column densities and equivalent widths separately and then take the ratio:
where C 0 = 1.823 × 10 18 cm −2 /(K km s −1 ), which results in a column density weighted harmonic mean of T s (s). We find a column density weighted mean < T s > of 150.8±12.2 K where the uncertainty is the propagated error. If we make a sensitivity cut of σ τ < 0.15 and take the high S/N observations (27 out of the total 55 . Average H i spin temperature (< Ts >) vs. optical depth corrected column density (NH,cor,iso). Left: Filled circles show average H i spin temperatures (< Ts >) along lines of sight to sources for which < Ts > are detected at > 3σ, and open triangles represent those for which upper limits are measured with < 3σ. The blue dashed line shows the column density (N ) weighted mean of < Ts > and the orange line shows the arithmetic mean of < Ts >, which were measured to be 150.8 ± 12.2 K and 117.2 ± 101.7, respectively. These values were calculated as described in Section 4.3. Right: Histogram shows the number of sources per ∼ 30 K temperature band for which < Ts > is detected at > 3σ.
sources), then we measure a column density weighted mean < T s > of 164.1 ± 14.4 K, which is consistent with the value for the entire sample. Because < T s > measurements require the detection of absorption, these values tell us about the relative temperatures and mass fractions of the CNM and WNM when both are detected along the line-of-sight. Assuming that all of the optical depth is coming from the cold component and the average cloud temperature is a representative value of the cold phase temperature, then the equivalent width is
where N c is the column density of the cold phase gas. The fraction of gas in the cold phase is
where N w is the column density of the warm phase gas. Given that most of the optical depth corrections to the column density are small (see Section 4.1), then N unc N w + N c so that
This then results in < T s > in terms of f c and T c : The observed low < T s > values of 30−50 K suggest that the CNM component of the H i is indeed cold, at least 30 − 50 K, and can be a significant fraction of the gas along some sight lines. Observationally, we are biased towards colder temperatures that show larger absorption. Some of the lowest < T s > values of ∼ 30 K are found in the outskirts of the SMC, as seen in Figure 6 , which suggests that even when there is less H i there can still be cold H i that dominates the weighted mean over the WNM. There are two measured values and three lower limits of < T s > that are significantly higher ( 200 − 300 K) than the main distribution of temperatures: the highest values of < T s > are ∼ 800 K for source 004047-714559, but is only measured at 3σ, and ∼ 450 K for source 011049-731427. The high average spin temperatures are primarily found along lines of sight with high column densities and little to no absorption suggesting that they indicate low CNM fractions. Generally, the spatial distribution of < T s > values shows no pattern and there are variations both on small and large scales. The lack of any strong trend of < T s > with the column density ( Figure 5) shows that the balance of the CNM and WNM component temperatures and fractions does not depend on the the total amount of H i along the line-of-sight.
Individual Cold H i Cloud Temperatures
By identifying individual absorption line features we can estimate the temperatures of the different velocity components of the absorbing H i, which can be inter-preted as individual cold H i clouds that are surrounded by the warm inter-cloud H i. We compare how the emission changes with respect to the absorption in order to disentangle the cloud emission from the surrounding warm-phase emission for a given absorption line. This method uses a linear fit to the emission-absorption plot as developed by Düsterberg (1996) , described by Mebold et al. (1997) , and used on the previous SMC absorption line survey by Dickey et al. (2000) . One of the benefits of fitting absorption features in the emission-absorption diagram is that we are able to estimate a cloud temperature directly, without making assumptions about the line profile shape or the number of blended components. This method assumes that emission is comprised of three components: the fraction, q, of warm gas that is in front of the cold cloud and unaffected by self-absorption; the emission from the cold cloud; and the remaining emission from the warm gas behind the cold cloud that is attenuated by it. In terms of the radiative transfer, we then have:
where T ew (v) is the emission brightness temperature of the warm gas and T ec is the emission brightness temperature of the cold cloud. Rearranging and putting this equation in terms of the spin temperature of the cold cloud (T c ) using
Then if we plot the absorption, (1−e −τ (v) ), as a function of the emission, T B (v), the slope is
and the y-intercept is T ew , the emission brightness temperature at the line center. From this the cloud spin temperature can be estimated by
Frequently the brightness temperature varies over the velocity range of the absorption, particularly in the SMC where the warm emitting H i extends across a large range of velocities and there is typically not an isolated emission peak associated with the absorption feature. The slope and intercept can still be estimated by fitting the ridge line, which we do by averaging the pairs of points on either side of the peak of the absorption feature.
We created synthetic spectra designed to mimic the observations to check that this method can recover an input cloud temperature. We produce the synthetic spectra by assuming there is one cloud of cold, absorbing gas with a single temperature (T c = 30 K) and a wider gaussian emission component. We set the FWHM of the cold gas absorption and emission to the observed narrow width of 2 km s −1 and the FWHM = 20 km s −1 and peak brightness temperature T B = 40 K and the typical emission spectrum RM S = 1 K, which resembles the simple, lower S/N emission profile seen for source 003824-742212. We find we are able to recover the correct cloud temperature even for the low optical depth absorption features with moderate S/N where we were able to measure the slope and T c , specifically with τ max ∼ 0.3 and σ τ ∼ 0.03 (e.g., source 011005-722647). The method fails to recover the correct input temperature when the line FWHM falls below the resolution of the absorption spectrum (in this case FWHM < 0.6 km s −1 ). In these cases the method systematically underestimates the cloud temperature.
An alternative approach to using the emissionabsorption diagram and fitting a ridge line is to decompose both the emission and absorption spectra into individual Gaussian components and compare the emission brightness temperature and opacity for a given component. Gaussian decomposition has been successful for simple, high signal-to-noise spectra, such as those found at high Galactic latitude (e.g., Heiles & Troland 2003a . However, Murray et al. (2017) showed that for noisy spectra with strong line blending, similar to many of the spectra in our sample, autonomous Gaussian decomposition of the spectra using Gausspy (Lindner et al. 2015) typically only recovered ∼ 50% of the actual line components. We attempted to decompose the spectra in an automated manner using GaussPy, but we were not able to reliably train the algorithm using synthetic training sets and the best accuracies reached were ∼ 60 − 70%. More work will need to be done to try to remove noise from the spectra before fitting Gaussians and to better understand the systematic uncertainties.
While Heiles & Troland (2003a) primarily used Gaussian decomposition to measure the CNM cloud temperatures, they found that the ridge line fitting method applied to a subset of line profiles produced comparable temperature estimates to those found with Gaussian decomposition. This shows that for spectra where both Gaussian decomposition and the emission-absorption diagram can be used, the two methods are not systematically different.
Identifying Absorption Features
Relative to the current study, Mebold et al. (1997) and Dickey et al. (2000) had low velocity resolution and lower sensitivity H i absorption spectra, that generally only showed one or two identifiable absorption features, for each of which they were able to identify the separate ridge lines using the emission-absorption plots. The H i absorption spectra in our sample show many more features and necessitate the identification of individual absorption features before the production of emissionabsorption plots. To define our absorption features, we divide the spectra into sections based on the presence of absorption peaks.
We find local maxima within these sections, from the 1 − e −τ plots, so that the absorption is positive, and amongst the channels with > 3σ detection. We choose only the maxima that are different by > 3σ from either of the local minima found to each side of them. An absorption feature is defined as all of the data points between the two local minima surrounding a local maximum. Figure 7 illustrates this method, showing identified absorption features in corresponding absorption and emission spectra. Figure 8 shows an example of a more complex spectrum. In this way, we identify at least one absorption feature in 29 sources out the 35 total sources with detected absorption based on the equivalent width measurement.
Temperatures of Absorption Features
s Figure 9 shows the emission-absorption plots for the absorption features identified in the spectrum of source 003809-735024 with data points corresponding to those in the left panel of Figure 7 . Figure 10 shows the emission-absorption plots associated with the absorption features from the more complex spectrum seen in Figure 8 . When there are at least 8 detected data points (at ≥ 3σ) that are monotonically increasing towards and then monotonically decreasing away from the absorption peak, we create a ridge line and use a linear least-squares regression to fit a slope and intercept to it. Table 2 lists the properties of all the source absorption features where there were enough detected data points to create a linear fit of the ridge line (29 out of 159 total identified absorption features). Because we are only fitting the peaks in the absorption, this method will be biased towards the most optically thick, and probably coldest, H i velocity components or clouds. Figure 7 ; velocity ranges are indicated above the plots. The gray error bars show the 1σ uncertainty. A single absorption line will trace out an arc where the slope and the intercept can be used to estimate the temperature of the cold gas (see Section 4.4.2 for a detailed description). If an absorption feature has more than 3 points detected at > 3σ on either side of the absorption peak then we step out in equal increments in velocity space and average the points to be able to fit a ridge line to the arc; these average points are shown in black with the error. The dashed colored line shows the fit to the averaged points using least squares regression. The complete figure set (26 figures) is available in the online journal. Figure 11 shows the distribution of fitted slopes and the warm-phase brightness temperature. In the emission-absorption plots, strong self-absorption in the emission spectrum will manifest as negative slopes (a decrease in the emission T B associated with the absorption line). Figure 10 shows examples of fitted negative slopes for the absorption features at v ∼ 116 km s −1 (top row, far left), v ∼ 154 km s −1 (second row from top, far right), and v ∼ 158 km s −1 (third row from top, far left). Figure 11 demonstrates a distribution about zero in the slope values; 48% of the absorption features have negative slopes, indicating that cold gas clouds are located in front of the primarily warm gas producing the emission.
In converting the fitted slope and intercept (T ew ) to the spin temperature of the cold cloud (T c ), we must make an assumption about the fraction of warm-phase gas that is in front of the absorbing H i cloud. In Table  2 we give the T c values assuming 50% of the warm gas is in front of the cold (q = 0.5), for simplicity and to be directly comparable to the previous results for the SMC H i absorption survey by Dickey et al. (2000) . Given the prevalence of self-absorption, the fraction of warm gas in front of the cold gas, q, must in general be low. Figure 12 shows the distribution of T c for individual absorption features for a range of fractions of warm gas in front of the absorbing gas. The results for different fractions (q) change the distributions, but the effect is not dramatic. The average T c values range from 21-41 K for q = 0.25 − 0.75. Given that the typical uncertainties on the T c estimates are ∼ 1 − 5 K, the average for q = 0.5 of T c ∼ 30 K is a reasonable value for the overall average temperature of cold H i absorption features. Figure 13 and 14 show flat distributions of the cloud temperatures with column density and the peak optical depth of the absorption feature. This means that there is no strong trend of T c in relation to the optical depth of the cloud or the total amount of H i gas along the line-ofsight in which the cloud is located. Also, this indicates that the average T c for our subsample of features with temperature measurements is unlikely strongly biased because they cover a wide range in optical depth and column density. There is, however, what appears to be a floor in the cold cloud temperatures at ∼ 15 ± 5 K, with the range due to variance from different q values. Figure 14 also demonstrates that our T c measurements are not biased with respect to the optical depth of the absorption feature.
When considering the location of the various cloud temperatures, Figure 15 demonstrates the lack of any strong trend of T c with the location within the galaxy both in terms of the spatial location and velocity of the feature. Similarly, the locations of features with negative slope indicating self-absorption (black points) do not show any strong trend with velocity, suggesting that cold gas that is able to produce self-absorption is randomly distributed throughout the emitting, warm gas.
Fraction of Cold H i Gas
Given the model of a two-phase neutral ISM composed of a cold and warm component, we can combine our measurements of < T s > and T c to estimate the average fraction of cold neutral gas (f c ) in the SMC. Rearranging Equation 11, the cold gas fraction can be estimated by Figure 8 ; the data are presented as described for Figure 9 .
Using the representative cloud temperature of T c = 30 K as the characteristic temperature of the cold phase of the neutral gas and the column density weighted average spin temperature of < T s >= 150 K, we find f c ∼ 20% in the SMC based on the lines of sight observed in this sample.
5. DISCUSSION
Emergence of Narrow and Shallow and Wide Absorption Features
Due to the increased velocity resolution of the current survey relative to earlier ones, we now see that many of the spectra show very narrow absorption line profiles that were previously unresolved. All of the high optical depth line features are narrow, with FWHM ∼ 2 km s −1 (e.g. Figure 2 ), and the spectra generally appear multipeaked and jagged (e.g., Figure 10 ), which may arise from the superposition of multiple narrow absorption line components associated with kinematically distinct H i gas clouds along the line of sight. The narrowness, and often high optical depth, of components would be expected for cold gas temperatures.
A number of spectra also show wide, low optical depth absorption components. The range of velocities covered by the wide components coincides with that of the H i emission profile. The spectrum shown in Figure 2 shows an example of a wide, low optical depth absorption component with a width ∼ 20 km s Figure 12. Cold gas temperature estimates. Histograms of the cold gas temperatures estimated by fitting ridge lines to the emission-absorption diagrams, using different assumptions of the distribution of the cold H i gas with respect to the warm: q indicates the fraction of the cold absorbing gas in front of the warm medium. The vertical dashed lines show the mean Tc values of 21 K, 31 K, and 41 K for q = 0.25, q = 0.5, and q = 0.75, respectively. locity emission features. One possibility is that these are tracing warmer neutral gas components with low to moderate optical depth. However, for source 003824-742212 (shown in Figure 2 ), if we attributed all of the absorption (EW = 5.7 km s −1 ) to a warm phase and estimated the temperature based on the associated column density from the emission, then we obtain T ∼ 200 K. The moderate levels of optical depth preclude the possibility of true WNM (T > 5000K) or even intermediate phase gas (T > 500 K). These wide features are most likely a superposition of many narrow line components, similar to the narrow high optical depth absorption fea- tures we see in the spectra. Because of the low S/N , it is difficult to determine the exact width (and therefore temperature) of the individual low optical depth absorbing components.
Distribution of Cold H i Gas
One of the most striking results from this survey is the extent to which we see H i absorption throughout the galaxy, including outside the main body of the SMC. Figures 4 and 6 show that we see absorbing, optically thick and primarily cold H i throughout the SMC and in both high and low column density gas. Figure 15 shows that there are self-absorption sources (black points) distributed across the whole range of velocities where there is H i emission. There is no obvious spatial grouping of the H i gas of a given optical depth or average spin temperature, although the spectra with lower peak τ tend to be located outside the main body of the galaxy. Similarly, the distribution of cloud temperatures for in-dividual absorption features shows no clear trend with spatial location or velocity.
Because self-absorption requires there to be optically thick gas in front of the warm, emitting gas, the distribution of self-absorption has the potential to help disentangle the three-dimensional structure of the gas. Despite the fact the H i emission line profiles are extended in velocity typically covering ∼ 100 km s −1 , we see absorption features across the whole velocity range. Physically, the optically thick, mostly cold H i gas clouds appear to be distributed throughout the warmer, more extended H i responsible for the emission.
While Figures 3 and 5 show that there is no strong correlation between the peak optical depth or the average spin temperature and the total H i column density, the highest column densities also have some of the highest values of τ peak . Again, we see no relationship between cold cloud temperature and total amount of H i along the line or sight or the maximum optical depth of the absorption feature in Figures 13 and 14 .
Comparison to Previous Work
The first large survey of H i absorption in the SMC, which also used the ATCA, was presented in Dickey et al. (2000) . Table 3 summarizes the improvements from the previous survey in terms of the optical depth sensitivity (σ τ ), velocity channel size (∆v ch ), number of detected continuum sources (N src ), and the number of sources with detected absorption (N abs ). With the new survey, we achieve up to 5× better optical depth sensitivity and 4× better velocity resolution. We detect ∼ 2× as many continuum sources and ∼ 3× as many sources with detected H i absorption.
We now detect absorption in 7 out of the 10 sources we re-observed from the previous survey that then had no detectable absorption, which we attribute to the enhanced optical depth sensitivity and velocity resolution of our new survey. For 15 out of the 21 sources that overlap with the Dickey et al. (2000) survey, we measure < T s > that is inconsistent with the previous estimate and all our measured < T s > values are systematically lower. Appendix A describes in detail the differences in how the absorption spectra were extracted in Dickey et al. (2000) , which explains this systemic difference. In particular, the lower < T s > measurements are found for sources with narrow, deep absorption lines and/or wide, low optical depth (shallow) absorption line features, which the improved instrumentation and calibration would allow us to detect. Both higher measured τ and detection of shallow features increase the measured equivalent width of the absorption line spectra, which decreases the estimate of < T s >. The full compari- son of all the < T s > and optical depth sensitivities for sources that were re-observed can be found in Appendix A in Table 4 . Despite significant differences in the measured < T s > values for the same individual absorption line components that are identified in both samples, we find similar cloud temperatures (T c ), using the same method of fitting the ridge line in the emission-absorption diagram. For example, the temperature for the primary absorption feature in source 005337-723144 is T c = 20.6 ± 1.7 K compared to T c = 23 ± 9 K measured by Dickey et al. (2000) . Detailed comparison for all sources that were observed in both surveys is not straightforward, given the increased complexity of the new spectra and the consequent difficulty in comparing the same absorption features. In spite of this, Dickey et al. (2000) did find a similar typical cloud temperature of T c ∼ 20 − 30 K and range of temperatures from 10 − 70 K. The similarity is not surprising, since we are only able to produce and fit a ridge line to absorption features with enough points on either side of the absorption peak; this generally selects the strongest absorption features, which would also have been the dominant features in the previous survey spectra. Our measurement of similar temperatures is supported by the improved sensitivity of our data and the greater number and precision of our measurements.
In general, even less sensitive surveys can accurately estimate the cloud spin temperatures for strong absorption features that are isolated using the method of fitting the ridge line in the emission-absorption plot. The enhanced sensitivity we achieve here can lead to a larger Figure 14 . Cold H i gas temperature (Tc) vs. maximum optical depth (τmax). Filled red circles show the cold H i gas temperature (Tc) estimate for individual absorption features assuming q = 0.5. Error bars show the range of possible Tc for q = 0.25 (lower limit in blue) and q = 0.75 (upper limit in orange). The right-facing triangles indicate where the measured (1−e −τ )max > 1.0 due to noise; in these cases, peak τ for the entire spectrum is used as a lower limit on the τmax for each absorption feature. The dashed line shows Tc = 15 K, and the gray shaded region shows 15±5 K, which appears to be a floor in the cloud temperature estimates.
number of individual cloud temperature measurements, which can change the estimated average cold cloud temperature, as well as improving the accuracy of the average spin temperature measurements. Combining these two factors means that while our estimate of the average temperature of individual clouds may not change, our measurement of the average cold gas fraction might. In the case of the SMC, Dickey et al. (2000) estimated f c < 15%, whereas the increased sensitivity of this survey raises the fraction to f c ∼ 20% based on the new sample.
Comparison to the Milky Way
While we reserve detailed comparison of the SMC results for a forthcoming paper that includes the results from of the LMC, it is worthwhile to compare to the existing comparable studies of the Milky Way. We see that the peak optical depths are generally higher than those found in the Perseus molecular cloud region (Stanimirović et al. 2014 ) and in random lines of sight throughout the Milky Way, although certain lines of sight can reach as high as τ max ∼ 8 (Heiles & Troland 2003a) . We find a similar fraction of optically thick lines of sight as was found for the Riegel-Crutcher cloud (Dénes et al. 2018) .
Taking our average estimate of the cold gas fraction in the SMC of ∼ 0.20, we see that it is similar to median CNM fraction of 0.33 in Perseus (Stanimirović et al. 2014 ) and ∼ 0.15 − 0.2 throughout the Milky Way (Heiles & Troland 2003b; Murray et al. 2015; Koley & Roy 2019) . Despite the lower metallicity environment in the SMC, there is a similar fraction of CNM to WNM as found in the Milky Way, and there are very optically thick H i components that are similar to those found around Milky Way molecular clouds, but the temperatures of individual H i absorption components appear to be somewhat colder than those found at higher metallicity in the Milky Way.
When we compare individual absorption component spin temperatures, the average for the SMC of T s ∼ 30 K based on the subset of sources where the cloud temperatures can be measured is lower than that found for the Riegel-Crutcher cloud (48 K), for Perseus (42 K), and throughout the Milky Way (44 K) if you only consider comparable higher optical depth lines (τ > 0.2). If we compare the CNM temperature estimates for absorption line components from Heiles & Troland (2003a) where they estimate the temperatures using a similar slope fitting method, the temperatures span a similar range, but the median temperature of 43 K is still higher than our finding from our sample of sources in the SMC.
Very Cold H i Cloud Temperatures in the SMC
The average cold H i cloud temperature that we measure here is T c ∼ 30 K, which is robust to the uncertainty from the assumed location of the warm gas with respect to the cold. This temperature is also noticeably lower than that found for cold cloud temperatures measured in the Milky Way. The coldest temperatures (T c 20 K) are reached even at low cloud optical depths (Figure 14) , which suggests that it is not local shielding that determines the temperature of the clouds. These lowest cloud temperatures have a tendency to be located along lines of sight with high H i column densities (N H,cor,iso 5 × 10 21 cm −2 ), which may indicate that the aggregate shielding along the line of sight does affect the ability of the H i to cool to low temperatures in the SMC.
CONCLUSIONS
We present a new, large SMC ATCA survey of H i absorption spectroscopy against background radio continuum sources. Smoothed versions of the spectra that maintain a relatively high velocity resolution of 0.6 km s −1 are used for our analysis. We find evidence of absorption in 37 out of a total of 55 total detected continuum sources based on the measured equivalent widths of the absorption spectra. We further split the spectra into distinct absorption features to find the properties of different velocity components of the absorbing The H i emission has been split into integrated intensity maps covering 10 km s −1 with each absorption component shown on the corresponding map for the velocity of the absorption peak (vmax). Absorption components with negative slopes indicating self-absorption are shown with black points. The detected absorption components tend to be co-located with the emission. The background gray scale image shows the column density of H i (assuming optically thin emission), and the main body of the galaxy is indicated by the black contour line, representing NH,uncor = 2 × 10 21 cm −2 .
H i gas. Absorption features are identified by finding 3σ differences between local minima and maxima in the smoothed spectra and cold cloud temperatures are estimated from the data using the method of fitting slopes to the emission-absorption diagrams. We draw two main conclusions from our sample from the initial analysis of the new survey of H i absorption in the SMC: 1. The cold H i gas we observe is distributed throughout the SMC both spatially and in velocity. There are no strong trends of temperature with column density or region of the galaxy for our sample. The H i absorption velocity components with self-absorption are also distributed throughout the galaxy and appear across most of the range of velocities with emission.
2. From measurements of individual absorption components for a subset of our sample of sources, we find the average cold H i cloud temperature is T c ∼ 30 K in the SMC, which is lower than the ∼ 40 K found in the Milky Way. Using the column density weighted average spin temperatures (< T s >) of 150 K for our entire sample gives an estimate of the cold gas fraction in the SMC of ∼ 20%, which is similar to the average value for the Milky Way but larger than previously estimated for the SMC. Table 4 presents a comparison of the sensitivities and average spin temperature (< T s >) for all sources that overlap with the previous survey by Dickey et al. (2000) . For each source where the < T s > measurements are discrepant, the Notes column indicates the reason for the differing values: the new spectra showed either or both shallow (low-τ ) and wide absorption features or narrow and deep (high-τ ) absorption features that were not fully resolved previously.
To explain the discrepancy between the optical depths measured in the earlier study (data taken 1995 July) we have recovered the raw data from the ATCA archive, recalibrated and reprocessed the spectra in the direction of one of the strongest background sources, J003824-742212. In this case, and for several of the other sources on Table 4 , the 1995 data were biased toward lower values of optical depth, hence lower equivalent widths and higher spin temperatures compared with those measured in the same directions in this survey. The cause of the bias appears to be in the analysis method used in the earlier survey.
The 1995 data were analyzed on the u,v plane, since each source had typically one hour or less integration time, so there was hardly enough data to make a map with reasonable dynamic range. The 15 baselines were analyzed separately, with spectra for each baseline computed by vector averaging the calibrated u,v data. The resulting average spectra were then arithmetically averaged with weighting by the continuum flux measured on each baseline. Baselines shorter than 3 Kλ = 600 m were given zero weight if HI emission lines were evident, as they often were. The different baselines have different continuum levels because the background sources are typically partially resolved, particularly on baselines to antenna 6, with lengths 3 to 6 km. A spectral baseline was fitted to channels well away from the SMC velocity, and the spectra were divided by this continuum estimate to get spectra of e −τ , as in Figure 2 (left side, Section 4 above).
The bias enters in the arithmetic averaging of the spectra from each baseline. Curiously, although each of these 15 spectra is a noisy but unbiased estimate of the absorption, averaging them together creates a bias due to the presence of emission structure scattered around the primary beam area of the telescope (32 beam width). These low level emission fluctuations add incoherently in the vector averages used to construct the spectra for each baseline, but averaging the baselines is effectively a scalar average of different samples of u,v data. The emission fluctuations always contribute positively to the scalar average, and thus counteract the effect of absorption.
Mapping the u,v data, as done in this project, separates the fragments of emission that are scattered around the primary beam, giving a cleaner estimate of the spectrum toward the background source. To check this we compute spectral line cubes from the 1995 data, and make spectra by slicing the cubes through the peak continuum pixel. For J003824-742212 the result is shown on the bottom panel of Figure 16 . This spectrum is in good agreement with the spectrum measured in this survey. The lowest point in the 1995 spectrum has e −τ = 0.39 ± 0.15. J003824-742212 shows peak optical depth in this survey of 1.1, hence e −τ = 0.33. The top spectrum on figure 16 is the result of weighted arithmetic averaging of the spectra for each baseline. This absorption line is not as deep as in the bottom profile, e −τ = 0.6 ± 0.15 instead of 0.4, giving τ = 0.51. This is consistent with figure 2 in Dickey et al. (2000) , that was computed the same way, with somewhat different weighting and smoothing. scalar baseline average Figure 16 . Spectra toward background source J003824-742212 made with data presented in Dickey et al. (2000) . The top spectrum is an weighted average of the spectra measured on each interferometer baseline, computed using MIRIAD task UVSPEC. It is biased by emission fluctuations away from the phase centre that do not fully cancel out in the scalar average. The middle panel shows a weighted vector average of the spectra from each baseline (real part). The bottom panel shows a spectrum sliced through a cube made by Fourier inversion of the u,v data. The middle and bottom spectra are consistent with the spectrum in Figure 2 measured in this survey. Note that the noise in the two upper spectra is very similar at velocities away from the range of SMC H i emission (∼ 140 − 160 km s −1 in this direction). a S = shallow and wide features; N = narrow and deep features b in spectra smoothed to 0.6 km s −1 with 0.2 km s −1 wide channels c in spectra with 0.845 km s −1 wide channels d D00 refers to Dickey et al. (2000) 
