To explore possible robot tasks in daily life, we developed a guide robot for a shopping mall and conducted a field trial with it. The robot was designed to interact naturally with customers and to affectively provide shopping information. It was also designed to repeatedly interact with people to build a rapport; since a shopping mall is a place people repeatedly visit, it provides the chance to explicitly design a robot for multiple interactions. For this capability, we used RFID tags for person identification. The robot was semiautonomous, partially controlled by a human operator, to cope with the difficulty of speech recognition in a real environment and to handle unexpected situations.
INTRODUCTION
Recent progress in robotics has enabled us to start developing humanoid robots that interact with people and support their daily activities. We believe that humanoid robots will be suitable for communicating with humans. Previous studies have demonstrated the merits of the physical presence of robots for providing information [1, 2] . Moreover, their human-like bodies enable them to perform natural gaze motion [3] and deictic gestures [4] .
Fig. 1 Robot guiding a customer with deictic representation
These features of humanoid robots might allow them to perform such communicative tasks in human society as route guidance and to explain exhibits. Since we are not yet sure what the communicative tasks of robots will be like, many researchers have started to conduct field trials to explore possible tasks. Such explorations are one important research activity, since HRI remains a very young field where few real social robots are working in daily environments. Field trials enable us to envision the future scenes of human-robot interaction and their accompanying problems that must be solved so that robots can be accepted in daily life.
Previous studies have revealed that social robots can be used as museum guides [5, 6] , as receptionist for assisting visitors [26] , as peer-tutors in schools [7] , in the context of mental-care for elderly people [8] , in autism therapy [9, 10] , and child-care [11] . In contrast, our study focuses on an information-providing task in daily environments at a shopping mall. Compared with schools and museums, a shopping mall is a public environment open to ordinary people who are often busy, who are not seeking a tool to "kill" time, and who do not have special interest in robotics technology: the environment is challenging. This paper aims to answer the following questions:
-Can a robot function in an information-providing task in an open public environment, such as a shopping mall?
-Can a robot influence people's daily activities, such as shopping?
-Can a robot elicit spontaneous repeated interaction?
In the paper, we report a number of technical challenges for a robot in a shopping mall. One notable feature is using a human operator to cope with difficulties in real environments. This is quite often used in Human-Computer Interaction (HCI) and HRI for prototyping, known as Wizard of Oz (WOZ) [12, 13] . In addition, since our vision is to use a human operator for more than making a prototype, we believe that a robot could start working in daily environments with human operators with a technique that minimizes the task load of operators, such as one with which one operator can control four robots [14] .
aspect concerns behavior design, e.g., a scenario design for assisted play [17] and design patterns of interactive behaviors [4] .
These two aspects are of course mutually related; however, in this study we focused on the latter direction to establish how we can design a robot's interactive behavior for a shopping mall. Here, we introduce how we designed the robot's roles, how we realized them in the system framework, and how we considered them while creating the robot's interactive behaviors. We believe that this provides a chance to start considering the design process of such a social robot that works in the real world.
Contemplating robot roles
What kind of robots do people want in their daily lives? According to a Japanese government report [18] , a majority of respondents believe that providing information at such public spaces as stations and shopping malls is one desired task of robots 1 . People also want physical tasks, such as toting luggage. Thus, we decided to explore an information-providing task for a robot in a public space as a guide robot at a mall with many shops nearby.
The next question addresses the roles of a guide robot in a mall. Many other facilities, such as maps and large screens, provide information. In contrast, a robot has unique features based on its physical existence, its interactivity, and its capability for personal communication. We defined the three roles based on this consideration.
Role 1: Guiding
The size of shopping malls continues to become larger and larger. Sometimes people get lost in a mall and ask for directions. Even though a mall has maps, many people still prefer to ask for help. Some information is not shown on a map; thus, people ask "where can I buy an umbrella?" or "where can I print a digital camera? (the author was actually asked this strange question in a mall, which seems to suggests the needs of humans' support for the robot)". Here, a route guidance service is needed.
In contrast to a map or other facilities, a robot has unique features: a physical existence, it is co-located with people, and it is equipped with human-like body properties. Thus, as shown in Fig. 1 , a robot can naturally explain a route like humans by pointing to it, looking in the same direction as the person is looking, and using such reference terms as "this way."
Role 2: Building Rapport
From the customer view, since a robot is one representative of the mall, it needs to be friendly so that customers feel comfortable. In addition, since a mall is a place that people repeatedly visit, a robot needs to naturally repeat interaction with the same person; thus, a function that builds rapport with each customer is useful. The importance of building rapport has been studied in HCI in the context of affective computing [19] .
Moreover, one future scenario in this direction is a function of customer relationship management. Previously, this was done by humans: for example, in a small shop, the shopkeeper remembers the "regulars" and molds communication to each individual. For exam-ple, he/she might be particularly cordial to the good customers who often frequent the shop. Recently, since the number of customers is too unwieldy to manage, information systems have assumed this role in part, such as the mileage services of airplane companies, the point systems of credit cards, and online shopping services such as Amazon. However, these information systems do not provide natural personalized communication as humans do; in contrast, we believe that in the future a robot might be able to provide natural communication and personalized service for individual customers and develop relationships or a rapport with them.
Role 3: Advertisements
From the mall's point of view, advertising is one important device or facility they need. For instance, posters and signs are placed everywhere in malls. Recently, information technologies are being used for such purposes as well. Fig. 2 shows a large screen (about 5 m by 2.5 m) for providing shopping information to customers, placed in the shopping mall where we conducted our field trial. The screen shows such shop information as places in the mall, product features of the shops, etc.
We believe that a robot can also be a powerful tool for this purpose. Since a robot's presence is novel, it can attract people's attention and redirect their interest to the information it provides [20] . In addition, it can provide information to people in a way people talk together; for example, it can mention shops and products from its first-person view (See 2.3.4). 
System Design
The robot's role is limited by its recognition and action capabilities, which are largely limited by its hardware and infrastructure. Thus, first, we should consider system design (hardware and infrastructure). In HRI, we need to explore a promising combination of hardware and infrastructure. Some researchers are studying a standalone robot that has all sensing, decision making, and acting capabilities. In contrast, some researchers are focusing on a combination of robots, ubiquitous sensors, and humans. We have chosen the latter strategy, known as a "network robot system" [21] , in which a robot's sensing is supported by ubiquitous sensors and its decision processes by a human operator.
From a user view, the central component is a robot that provides information in a natural way with its speaking capability as well as its body properties for making gestures. Thus, regardless whether it is a stand-alone or a networked robot system, users can concentrate on the robot in front of them.
In contrast to the user view, in a network robot system, most of the intelligent processing is done apart from the robot. Sensing is mainly done by ubiquitous sensors. There are three important sensing elements in our system: position estimation, person identification, and speech recognition. For position estimation, we used floor sensors that accurately and simultaneously identify the positions of multiple people. This could also be done with other techniques, such as a distance sensor. For person identification, we employed a passive-type Radio Frequency Identification (RFID) tag that always provides accurate identification. Such tags require intentional user contact with a RFID reader; since passive-type RFIDs have been widely adopted for train tickets in Japan, we consider this unproblematic.
We used a human operator for speech recognition and decision making. For this way of providing information, instability and awkwardness would cause critical disappointment, and the quality of current speech recognition technology remains far from useful. For instance, a speech recognition system prepared for noisy environment, which performs 92.5% word accuracy in 75 dBA noise [22] , resulted in only 21.3% accuracy in a real environment [23] . This reflects the natural way of daily utterances, the changes of voice volume among people and/or within the same person, and the unpredictability of noise in a real environment. Thus, since a speech recognition program causes many recognition errors, the robots have to ask for elucidation too often.
Behavior Design

General Design
We set two basic policies for designing the robot's interaction. First, it takes the communication initiative and introduces itself as a guide robot. It asks about places and then provides information in response to user requests. Thus, customers clearly understand that the robot is engaged in route guidance.
Second, its way of utterance and other behaviors are prepared in an affective manner [19] , not in a reactive manner. The robot engages in human-like greetings, report its "experience" with products in shops and tries to establish a relationship (or rapport) [24] with the individuals. This is very different from master-slave type communication where a robot prompts a user to provide a command.
Guiding behavior
There are two types of behaviors prepared for guiding: route guidance and recommendation. The former is a behavior in which the robot explains a route to a destination with utterances and gestures, as shown in Fig. 1 . The robot points in the first direction and says "please go that way" with an appropriate reference term chosen by an attention-drawing model [25] . It continues the explanation, saying: "After that, you will see the shop on your right." Since the robot knows all of the mall's shops and facilities (toilets, exits, parking, etc.), it can explain 134 destinations.
In addition, for situations where a user hasn't decided where to go, we designed recommendation behaviors in which the robot suggests restaurants and shops. For example, when a user asks, "where is a good restaurant?," the robot starts a dialogue by asking a few questions, such as "What kind of food would you like?" and chooses a restaurant to recommend.
Building rapport behavior
For persons wearing RFID tags, the robot starts to build rapport through a dialogue that consists of the following three policies.
Self disclosure:
The importance of self-disclosure for humans to be friendly has long been studied. Bickmore and Picard used this strategy for relational agents for building relationships with users [24] . Gockley et al. made a receptionist robot that tells new stories and successfully attracted people to interact with it [26] . In our previous study, which was successful, our robot disclosed a secret [28] . In this study, we follow the same strategy: letting the robot perform self-disclosure. For example, the robot mentions its favorite food, "I like Takoyaki," and its experiences, such as, "this is my second day working in this mall."
Explicit indication of person being identified:
Since we found that people appreciated having their names used by robots in our previous studies [11] , we continued this strategy. The robot greets a person by the name under which he/she registered, such as "Hello, Mr. Yamada." In addition, it uses a history of previous dialogue to inform that the robot remembers the person. For example, on day one, if the robot asked "do you like ice cream?" and if the person answered "yes," the robot says "ok, I'll remember that;" on day two, the robot says, "I remember that you said you like ice cream, so today, I'm going to tell you my favorite flavor of ice cream."
Change of friendliness in behaviors: For a person who repeatedly visits, the robot gradually changes its behavior to show a more and more friendly attitude. For example, on day one, it says "I'm a little nervous talking with you for first time;" but on day three it says, "I think we are friends" to show its warm attitude toward the person.
Behavior for advertisements
The robot is also intended to provide advertisements about shops and products in a manner that resembles word of mouth. When the robot starts a conversation with a customer, it starts with a greeting and then engages in word of mouth behavior as a form of casual chat. It affectively reports its pretended experiences about products in shops. For example, the robot might say, "yesterday, I ate a crêpe in the food court. It was nice and very moist. I was surprised!" "The beef stew omurice at Bombardier Jr. was good and spicy. The egg was really soft, too, which was also very good." We implemented five topics per day and changed the topics every day so that daily shoppers didn't get bored with this behavior. Figure 3 shows an overview of the system configuration. The robot identifies a person with an RFID tag reader and continues to track his/her position with floor sensors. As a WOZ method, speech recognition is conducted by a human operator. This information is sent to a behavior selector, which chooses an interactive behavior based on pre-implemented rules called Episode Rules and the history of previous dialogues with this person. 
SYSTEM CONFIGURATION
Autonomous system
Robovie
"Robovie" is an interactive humanoid robot characterized by its human-like physical expressions and its various sensors (Fig. 1) . We used humanoid robots because a human-like body is useful for naturally capturing and holding the attention of humans [11] . It is 120 cm high, 40 cm wide, and has tactile sensor elements embedded in the soft skin that covers its body. 
Person identification
We invited customers at the field trial to register for an RFID tag for person identification. The left side of Fig. 4 shows a passive-type RFID tag embedded in a cellular phone strap. The accessory is 4 cm high. The RFID tag's reader is attached to the robot's chest. Since a passive-type RFID system requires contact distance for reading, users were instructed to place the tag on the tag reader for identification and to interact with the robot (Fig. 4, right) .
Position estimation
We installed 16 floor sensor units around the robot that covered a 2 x 2 m area (Fig. 6 ). Each sensor unit is 50 x 50 cm with 25 on-off pressure switches. The floor sensors have a sampling frequency of 5 Hz. To estimate people's positions, we used a Markov Chain Monte Carlo method and a bipedal model [27] . This method provided robust estimation of positions without occlusion; the average position error was 21 cm. Thus, it was useful for situations where a person closely interacted with the robot. 
Behavior and episode rules
Interactive behavior is implemented with situated modules ("behavior" in this paper) and episode rules [28] . Each situated module controls the robot's utterances, gestures, and non-verbal behaviors in reaction to a person's action. For example, when it offers to shake hands by saying, "let's shake hands," it waits for input from a tactile sensor to react to the person's handshake. Each behavior usually lasts about five to fifteen seconds. 1759 behaviors were implemented based on our design policies.
Episode rules describe the transition rules among the situated modules. 1015 episode rules were implemented. An overview of the interaction flow is summarized in Figure 5 . When the robot detects a person, it greets that person. If the person touches his/her RFID tag, the robot starts the flow in the first branch of Fig. 5 . It calls the person's name, provides shopping information of the day, chats about the person's preferences, and offers route guidance. If the person does not have an RFID tag, it engages in simpler interaction providing shopping information and route guidance. 
Non-verbal behaviors
In addition to the interactive behaviors implemented as situated modules, the robot is also designed to sustain interaction nonverbally. The robot orients its body direction to the interacting person whose x-y position is detected with the floor sensor (explained in 3.1.3). Moreover, we implemented gaze behavior. The robot looks at a face of interacting person; for this purpose, we inputted person's height information in the robot associated with ids of RFID tags, so that the robot is able to orient its gazing direction to the face. During guiding behavior, it points and looks at the direction (Fig. 1) for shared attention.
Operator's roles
The robot system is designed to operate without an operator; however, since speech recognition often fails in a noisy environment, there are many unexpected situations in dialogues where the robot cannot correctly respond to requests. Thus, in this study, we used the WOZ method with a human operator to supplement these weaknesses of autonomous robots. The detailed roles are described in the following subsections.
We made an important principle for the operator. In principle, we asked the operator to minimize the amount of operations. This principle is for studying the potential of robot autonomy. Except for substituting speech recognition, the operator only helped the robot when the operation was truly needed. For example, even if a user interrupted the flow and asked, "how old are you?" (a frequently asked question), the operator did not operate the robot. If the user continued to repeat the question without showing signs of stopping, the operator selected the robot's behavior, or even typed its utterance to answer.
Substitute of speech recognition
When a robot performs a behavior in which it asks a user a question, the teleoperation system prompts the operator to choose the words from the list expected for this situation. For example, when the robot asks, "I can give you the route. Where would you like to go?," the teleoperation system shows a list of places. When the robot asks "Do you like ice cream?," it shows a simple choice of "yes," "no," and "no response" to the operator. Here, the operator behaves in the same way as speech recognition software. After the operator chooses the words, the robot autonomously continues the dialogue with the user.
Supervisor of behavior selector
There are significant degrees of uncertainty about user behavior toward the robot. Sometimes people asked about unexpected things even though the robot has a behavior to answer the question; here, the problem is the lack of episode rules. For example, although the robot has behaviors to guide and explain all of the shoe stores, it was confused when a user asked about a "shop for children's shoes," which was not in the speech recognition dictionary. For such situations, the operator selects the next behavior for the robot. After this operation, developers updated the word dictionaries for speech recognition and the episode rules based on the operation histories so that the robot can autonomously select its next behavior in the future.
Knowledge provider
With current technology, only humans can provide knowledge to the robot. Developers input knowledge in advance as a form of behavior. But this in-advance-effort is limited to what the developers can expect; in reality, much unexpected knowledge is needed. For example, although the robot has behaviors for all restaurants, when asked about a Japanese-food restaurant, the robot couldn't say something like, "there are two Japanese-food restaurants: a sushi restaurant and a soba restaurant. Which do you prefer?" For such a case, the operator directly typed the sentence so that the robot could respond. Later, developers added the appropriate behaviors for the situation.
Conversational fillers
The operator roles include decision making so the operator needs a few seconds to manage the robot if the question is complex or difficult. However, since users might feel uncomfortable during slow responses or long pauses, robot response time is critical. To solve such problems, we implemented a conversational filler to buy time [29] . When the operator needs a few seconds, he/she executes a conversational filler behavior to notify listeners that the robot is going to respond soon.
FIELD TRIAL 4.1 Procedure
A field trial was conducted at a large, recently built shopping mall consisting of three floors for shopping and one for parking with approximately 150 stores and a large supermarket. The robot was placed in a main corridor of the mall weekday afternoons from 1 to 5 for five weeks (from July 23rd to August 31st, 2007, except for a busy week in the middle of August). This schedule was decided based on an agreement with the mall management to avoid busy times to prevent situations where too many people might crowd around the robot.
The robot was open to all visitors. Those who signed up for the field trial (participants) received a passive-type RFID embedded in a cell phone strap (Fig. 4) . We recruited these participants by two methods: (1) a flyer distributed to residents around the mall, and (2) onsite sign up during the first three weeks while our staff approached visitors who seemed interested in the robot. The participants filled out consent forms when they enrolled and questionnaires after the field trial. They were not paid, but they were allowed to keep their RFID tags. Figure 7 shows the number of interactions the robot engaged in. Here, one interaction represents an interaction that continued with the visitor until the robot said goodbye. Fig. 8 shows the interaction scenes (supplement video file contains other scenes of interaction). During the first three weeks our staff invited visitors for registration and interaction with the robot. From the fourth week onwards, our staff stood near the robot for safety. There was an average of 105.7 interactions each day. As the graph shows, the number of interacting persons did not differ over the five-week period. Multiple persons interacted with the robot (an average of 1.9 persons per interaction).
Results
Overall transition of interactions
Fig. 7 Daily visitors and participants
Fig. 8 Interaction scenes (See attached video for other scenes of interaction)
332 participants signed up for the field trial and received RFID tags; 37 participants did not interact with the robot at all, 170 participants visited once, 75 participants visited twice, 38 visited three times, and 26 visited four times; the remaining 23 participants visited from five to 18 times. On average, each participant interacted 2.1 times with the robot, indicating that they did not repeat interaction very much. One obvious shortage was the trial duration; since every day many non-participant visitors waited in line to interact with the robot, some participants reported that they hesitated to interact with the robot because it was too crowded. Fig. 7 shows the number of participants who interacted each day, with an average of 28.0 persons per day.
Perception of participants
When the field trial finished, we mailed questionnaires to 332 participants and received 235 answers. All items were on a 1-to-7 point scale where 7 represents the most positive, 4 represents neutral, and 1 represents the most negative.
Impression of robot
The questionnaire included items about "Intention of use" (studied in [30] ), "(the degree of) Interest," "Familiarity," and "Intelligence," which resulted in respective scores of 5.0, 4.9, 4.9, and 5.1 (S.Ds. were 1.3, 1.4, 1.4, and 1.4). Many positive, free-answer form comments described the robot as cute and friendly.
Route guidance
The questionnaire answers about the adequacy of route guidance resulted in an average of 5.3 points (S.D. was 1.3). In a freedescription form, the following comments were made: -The robot correctly answered when I asked about a particular shop. -I'm surprised that its route guidance was so detailed. -Its route guidance was appropriate and very easy to understand. -
The robot was useful for questions that I hesitated to ask because they seemed too simple.
Providing information
The questionnaire answers about the usefulness and interest in the information resulted in an average of 4.6 and 4.7 points (S.Ds. were 1.4 and 1.3). Moreover, 99 out of 235 participants reported that they visited a shop mentioned by the robot, and 63 participants bought something based on the information provided by the robot. We particularly asked about reasons in a free-description form and received the following comments: -The robot recommended a kind of ice cream that I hadn't eaten before, so I wanted to try it. -
The movie mentioned by the robot sounded interesting. -Since Robovie repeatedly mentioned crepes, my child wanted to eat one. These results suggest that the robot's information-providing function affected them, increased their interest in particular shops and products, and even encouraged them to actually buy products.
Building rapport
The questionnaire answers about degree of perceived familiarization resulted in a 4.6 point on average (S.D. was 1.5). In the freedescription form, comments included: -Since it said my name, I felt the robot was very friendly. -
The robot was good since it seemed as if it gradually get familiar with me. -I'm surprised that the robot has such a good memory (People in US also perceive that robots have are good at memorization [31] ). -My child often said "let's go to the robot's place," and this made visiting the mall more fun. -
The robot was very friendly. I went with my five-year-old daughter to interact with the robot; on the last day, she almost cried because it was so sad to say goodbye. She remembers it as an enjoyable event: at home, she imitates the robot's behavior and draws pictures of it.
Comparison with an information display
We asked participants how often they were influenced by information displays in the same mall (Fig. 2) . In the questionnaires, participants were asked to answer the following: "Usefulness of information provided by display/robot," "Interest in shops mentioned by display/robot," "Visiting frequency triggered by display/robot," and "Shopping frequency triggered by display/robot." The order of the questionnaires about the display and robot was counterbalanced. Figure 9 shows the comparison result. There were significant differences (F(1,229) = 40.96, 69.52, 36, 19, and 7.66, p<.01 for all four items). Thus, for the participants, the robot provided more useful information and elicited more shopping. Fig. 9 Comparison of robot and a display
Note that this is not like laboratory experiments with precise control. Thus, the comparisons have the following unbalanced factors. Yet we believe the comparisons are still useful to understand the phenomena caused by the robot.
Duration of comparison:
For the robot, we asked about their experience during the field trial. For the display, to include its possible novelty effect (it could be novel to them, as it is very large) we asked them to answer their experience regarding the four months of the duration (from the opening of the mall until the end of the field trial).
Way of providing information:
The display shows information about a shop by highlighting information. The target shop is switched about once a minute. Note that since this display is in a commercialbased service, we assume that it is well prepared.
Participant interest:
The participants might be more interested in the robot than the other mall visitors, since we suspect that participation in the field trial reflected interest in the robot. However, this is a limitation of our study as a field trial, which needed spontaneous participation; for example, they had to register for the RFID tags.
Integrated analysis
Structural equation modeling (SEM)
We analyzed the relationships among impression, perceived usefulness, and the affect on shopping behavior using structural equation modeling (SEM), which is a relatively new statistical analysis for revealing the relationships behind observed data. Its process resembles factor analysis to reveal latent variables and regression analysis to associate variables to produce a graphical model of causal-result relation. Since SEM is an established technique with many textbooks such as [32, 33] , we leave further explanation of this technique to these textbooks. The following paragraphs report how we applied this technique to our data.
For the modeling, our hypothesis is that their interaction experiences with the robot (observed as impression and day of visit) affected their shopping behavior as an advertisement effect. We made a model that included the latent variables of advertisement and interest effects as possible consequences. We added the latent variables of the impressions of the robot and established rapport (relationships) with it as well as the experience of shopping as possible causal factors. Figure 10 shows the best-fit model produced by SEM. In the figure, for readability we didn't draw error variables that are only associated with one variable. The variables in the squares are the observed variables (such as the questionnaire items), and those in the circles are the latent variables retrieved by the analysis (named by us). The numbers around the arrows (path) are the values of the path coefficients, similar to coefficients in regression analysis. The numbers on the variables show the coefficient of determination, R
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. Thus, 30% of the "Advertisement effect" is explained by the factors of "Relationships with robot" and "Experience of shopping," and 42% of the "Interest effect" is explained by the factor of "Impression of robot."
Regarding the model's validity, this analysis result shows good fitness in the appropriateness indicators of GFI=.957, AGFI=.931, CFI=.987, and RMSEA=.028. (According to [32] , the desired range of the indicators should be as follows: GFI, AGFI≥.90, CFI≥.95, and RMSEA≤.05). Each path coefficient is significant at a significance level of 1%.
In SEM analysis, there is an indicator, AIC, for the best-fitness of this model. The model with the minimum AIC value is considered the best among the models with the same variables. The analysis result of Fig. 10 has a minimum AIC value of 115.9. For example, a model with one extra path from "Impression of robot" to "Advertisement effect" results in an AIC value of 116.9, so this path itself is not significant (coefficient = -.10, p=.36). This suggests that "Advertisement effect" is not directly affected by "Impression of robot."
Interpretation
The interpretation of this modeling result is quite interesting. The model suggests that the participants who positively evaluated the impression of the robot tended to be positive about the interest effect (coefficient = .65); however, the advertisement effect is not associated with the impression of the robot, but with the relationships with it (coefficient = .36). Thus, the factor of the relationships with the robot explains 13% of the deviation of the advertisement effect. Although this ratio might not be so high, we believe that it is interestingly high for such shopping behavior, since shopping behavior largely depends on people's various situations (financial, interests, time, occasion, etc). It implies that development of relationships with the robot would increase the advertisement effect. Although to increase the relationships, impression could be important.
DISCUSSION 5.1 Degree of operator involvement
Since this study was conducted with operators, it is useful to show how often the robot was under their control. Fig. 11 shows the number of operations. As described in Section 3.2, one operator role was to "Substitute speech recognition," which we expect to be automated in the future. The operator did this two or three times per dialogue.
In contrast, the result shows that the operator's load for the remaining two roles, "Supervisor of behavior selector" and "Knowledge provider," gradually decreased. This result is promising, because these two roles will be difficult to do autonomously. After day 10, 254.2 "Substitute of speech recognition," 1.7 "Knowledge provider," and 13.4 "Supervisor of behavior selector" operations were conducted per day.
During the field trial, we continued to implement the interactive behaviors to supplement the missing knowledge that the operators needed to operate. On average, we added 0.2 interactive behaviors to reduce the "Knowledge provider" task and 3.4 rules for transition among behaviors to reduce the "Supervisor of behavior selector" task per day. This result shows one promising case of robot development that operates in a real field under the supervision of human operators. Fig. 11 Number of operations by operator
CONCLUSION
We developed a robot that was designed to provide information such as route guidance and other shopping information for a shopping mall. A five-week field trial was conducted in a shopping mall. We recruited and registered participants for RFID tags and gave them questionnaires after the field trial. Analysis results indicate that they accepted the robot with positive impressions and were influenced by the information provided by it. The comparison shows that the robot more successfully invited visitors for shopping than an information-presenting display. Integrated analysis revealed the importance of establishing relationships between customers and the robot for larger advertisement effects on shopping behavior. The robot performed well in the information-providing task using gestures and natural language and successfully influenced people's daily shopping activities. In contrast, the study failed to show whether the robot could elicit spontaneous repeated interactions; a limited number of participants visited repeatedly. This aspect should be explored more in future studies.
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