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Abstract
Finding the optimal alignment between two structures is important for identifying the
minimum root-mean-square distance (RMSD) between them and as a starting point for
calculating pathways. Most current algorithms for aligning structures are stochastic,
scale exponentially with the size of structure, and the performance can be unreliable.
We present two complementary methods for aligning structures corresponding to iso-
lated clusters of atoms and to condensed matter described by a periodic cubic supercell.
The first method (Go-PERMDIST), a branch and bound algorithm, locates the global
minimum RMSD deterministically in polynomial time. The run time increases for
larger RMSDs. The second method (FASTOVERLAP) is a heuristic algorithm that
aligns structures by finding the global maximum kernel correlation between them using
fast Fourier transforms (FFTs) and fast SO(3) transforms (SOFTs). For periodic sys-
tems FASTOVERLAP scales with the square of the number of identical atoms in the
system, reliably finds the best alignment between structures that are not too distant,
and shows significantly better performance than existing algorithms. The expected
run time for Go-PERMDIST is longer than FASTOVERLAP for periodic systems.
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For finite clusters, the FASTOVERLAP algorithm is competitive with existing algo-
rithms. The expected run time for Go-PERMDIST to find the global RMSD between
two structures deterministically is generally longer than for existing stochastic algo-
rithms. However, with an earlier exit condition, Go-PERMDIST exhibits similar or
better performance.
1 Introduction
Quantifying the difference or similarity between two structures is of broad relevance. In a
chemical context we may be interested in using measures of structural similarity amongst a
set of chemical structures to predict various chemical properties, for example in quantitative
structure-activity relationships (QSAR), where statistical models for predicting the chemical
and biological activities of new structures are generated from data about known structures.1
In this field many alignment protocols utilise additional information about the structures, so
that the alignment is performed primarily on the chemically active region of the structure.
A related field is that of machine learning of chemical properties, where a variety of
approaches have been developed. Here it is of particular importance that the methods
effectively capture the structural information in ways that it is easy for the machine learning
algorithms to learn from.2–5
Quantifying the similarity between structures can allow two configurations to be aligned
to match each other as closely as possible. This alignment is particularly useful in discrete
path sampling (DPS),6–8 which identifies pathways and transition states between local min-
ima on the energy landscape. The initial pathway obtained between distant minima may
be the union of many individual minimum-transition state-minimum paths,9 and is likely
to require extensive refinement to locate kinetically relevant routes. Substantial gains in
efficiency are likely if the end points can be aligned to improve the initial interpolation10,11
and reduce the corresponding path length.
Optimal alignment for connection purposes usually corresponds to minimising the Eu-
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clidean distance between the two end points in 3N -dimensional configuration space, where
N is the number of atoms. However, there are cases where the minimum distance results in
incorrect local permutational alignment, producing artificially high barriers if the permuta-
tions are not corrected.10 For large biomolecules a local permutational alignment procedure
was introduced to solve this problem,10 combining translational and orientational degrees of
freedom with the shortest augmenting path algorithm12 for each group of permutable atoms
and an adjustable number of atoms from the immediate environment.
The Euclidean distance in configuration space is simply related to the root-mean-square
distance (RMSD) by a factor of
√
N , so we can use these quantities interchangeably. RMSD
is the most commonly used metric for comparing two different structures. However, the
exhaustive, deterministic calculation of the minimal RMSD with respect to translational,
rotational and permutational symmetries scales combinatorially with the number of iden-
tical atoms in the system.13 The difficulties associated with using RMSD have led to the
development of a wide variety of alternative metrics for quantifying the dissimilarity between
structures,14 as discussed below.
The problem of 3D point set registration in computer vision is analogous to structure
alignment in chemical systems. It is used in many different applications, for example in
3D surface reconstruction,15 alignment of magnetic resonance images (MRI)s and computer
aided tomography (CAT) scans,16 optical character recognition,17 and range image match-
ing.18 In computer vision the correspondence between point sets usually does not need to be
one-to-one, in contrast to most chemical alignment problems.
In the present contribution we present two different approaches for finding the minimal
RMSD, or equivalently the optimal alignment between two structures. The first approach
is an heuristic method featuring polynomial complexity with respect to the number of iden-
tical atoms in the structures; this is a kernel correlation based method,19,20 referred to as
FASTOVERLAP. The second approach is a branch and bound algorithm based on the Glob-
ally Optimal Iterative Closest Point (Go-ICP) method21,22 for deterministically determining
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the global minimum RMSD between two structures. The computational complexity scales
polynomially with respect to system size and RMSD; this method will be referred to as
Go-PERMDIST. Both these approaches can be applied to isolated clusters of atoms and
periodic structures.
For periodic systems, FASTOVERLAP reliably and efficiently aligns most structures,
except for a small number of distant pairs of configurations, and performs significantly better
than existing algorithms.
Defining the RMSD Two structures (or in computer vision terms, point sets), p and
q, can each be defined by N atomic coordinates, Rp = (rp1, r
p
2, ..., r
p
N) ∈ R3N and Rq =
(rq1, r
q
2, ..., r
q
N) ∈ R3N . The generalised Euclidean distance (norm)
|Rp −Rq| =
(
N∑
j=1
|rpj − rqj |2
)1/2
, (1)
is not a good metric, because it is not invariant to symmetries of the Hamiltonian. For an
isolated cluster in the absence of external fields the energy is invariant to overall translation
and rotation, and to permutations of identical atoms. Similarly, for a periodic system, point-
group symmetries, permutations, and global translations leave the energy unchanged. The
RMSD between two structures is better defined as the minimum of the Euclidean norm with
respect to all these symmetries. For an isolated cluster this definition becomes
RMSD(p, q) =
1√
N
min
M,P,D
|Rp −P(RqM> −D)|, (2)
where P is a 3N × 3N permutation matrix of the atomic coordinates, D ∈ R3N contains
N copies of the global displacement vector, d ∈ R3, and M ∈ R3N×3N is a block diagonal
matrix, containing N copies of a rotation matrix m ∈ SO(3).23
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Similarly, for a periodic system we can define
RMSD(p, q) =
1√
N
min
L,P,D,S
|Rp −P(RqS−D− L)|, (3)
where S ∈ R3N×3N is a block diagonal matrix containing N copies of a 3 × 3 matrix corre-
sponding to symmetry operations of the periodic supercell, L = (l1, l2, ..., lN) = LJ ∈ R3N is
a set of lattice vectors, with J ∈ Z3N and L the length of the unit cell. In the present work
we consider a cubic supercell, but the above definition is easily generalised.
Calculating the RMSD is therefore a global optimisation problem, requiring the iden-
tification of the relative lattice vectors and/or rotation, permutation and translation that
defines the global minimum. Locating this global minimum is equivalent to finding the op-
timal alignment of two structures, where the total squared displacement between them is
minimised. Henceforth, we will refer to finding the minimal RMSD between two structures
as aligning them.
1.1 Existing Methods
A variety of methods have been developed to calculate the minimal RMSD. They are either
heuristic or are not guaranteed to locate the global minimum RMSD in polynomial time. A
variety of algorithms have also been developed in the computer vision literature that attempt
to minimise alternative metrics, as discussed below.
1.1.1 Partial Algorithms
Various algorithms have been developed that, in polynomial time, will find the global mini-
mum for one of the symmetries over which we are minimising.
Translational Alignment For an isolated cluster it can easily be shown that the best
alignment will always occur when the centres of coordinates coincide, independent of
the permutations, rotations and the number of different chemical species present.13
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This result does not apply to a periodic system, because the centre of coordinates is
not well defined, although the average displacement between the two structures must
be zero when the distance between them is minimised.
Permutational Alignment If the minimisation is restricted to permutations then the op-
timal permutation can be found in polynomial time using the Hungarian algorithm,24
which scales approximately as O(N2.5) and the shortest-augmenting path algorithm,
which is faster and scales as O(N2).12 Both these algorithms are forms of primal-dual
methods that perform a simultaneous primal constrained maximisation and dual con-
strained minimisation, when both problems are satisfied then the optimal solution has
been found.12
Rotational Alignment Finding the optimal rotational alignment for a fixed permutation
has an analytic solution, O(N), and can be achieved using quaternions25 or Lagrange
multipliers.26
Lattice Vectors For a given displacement and permutation the lattice vector that min-
imises the RMSD between the two structures can be found in O(N) operations. For a
given permutation, finding the global translation and set of lattice vectors that min-
imises the RMSD also requires O(N) operations.
Point Group Symmetries The RMSD should also be minimal with respect to the point
group symmetries of the periodic structure, which can be enumerated. For isolated
structures the inverted structure (Rq → −Rq) may also be relevant.
Unfortunately, iteratively minimising each of these symmetries in turn does not guarantee
that the global minimum RMSD will be found. The only way to guarantee this condition
is by testing every possible permutation. Since there are N ! possible permutations for a
homoatomic system this approach is prohibitively expensive for all but the smallest systems.
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1.1.2 Full Algorithms
Monte Carlo Alignment Sadeghi et al. 13 developed a Monte Carlo algorithm for calcu-
lating the global minimum RMSD for both clusters and periodic systems.27 In this method
an initial permutational alignment is performed by either matching the principal axes of the
moment of inertia, or by matching atoms with similar local environments. Random permu-
tations followed by a rotational or displacement alignment are then applied, and the new
alignment is accepted if the RMSD is less than the old RMSD plus a small adjustable param-
eter. This parameter is changed dynamically during the simulation to keep the acceptance
rate around 50%. The number of MC iterations required to find the global minimum RMSD
for this method scales approximately exponentially for atomic Lennard-Jones clusters.13
Iterative Closest Point (ICP) This is one of the most commonly used algorithms in
computer vision to align point sets. This algorithm iteratively pairs up the closest points
in the two point clouds and then minimises the distance squared between them until no
further improvement appears.18 Variants of this method have been developed, incorporating
the expectation-maximisation algorithm28 or using the Levenberg-Marquardt approach.17
These local minimisation methods can be combined with a branch and bound scheme to find
the global minimum of the cost function.21,22,29 However, because the cost function measures
the nearest neighbour distance, these algorithms will not necessarily find the global RMSD.
Kernel Correlation An alternative approach developed for point set registration is based
on maximising the kernel correlation between two points sets, p and q. For a kernel function,
K(r, r′), we can define the kernel correlation between two points, rpj and r
q
j′ as,
KC(rpj , r
q
j′) =
∫
K(r, rpj)K(r, r
q
j′) dr, (4)
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so the total kernel correlation can be calculated as
KT (p, q) =
∑
j
∑
j′
KC(rpj , r
q
j′). (5)
The registration of two point sets is achieved by performing a non-linear optimisation of
the total kernel correlation.19 This method is directly analogous to the extended Gaussian
image (EGI) approach.30 EGI was used by Makadia et al. 20 to align point sets with very
little overlap, optimising rotations with the SO(3) Fourier transform (SOFT)31 to find the
best correlation between discrete histograms of the EGI images. The SOFT has also been
used to identify binding regions between proteins.32,33
Branch and Bound RMSD Hong et al. 34 developed a branch and bound based method
for deterministically calculating the RMSD between two configurations of identical atoms.
The algorithm works by progressively bounding the RMSD between subsets of the atoms
in both structures. By bounding the lowest possible RMSD for each subset the algorithm
can eliminate those that give poorer alignments, removing that region of search space. The
algorithm exhibited better than O(N2) performance for aligning identical but displaced
structures of random data.
Our own analysis and implementation of this algorithm suggests that the performance
is not competitive for alignment of different structures. The number of permutation subsets
with a lower bound below a given distance scales approximately exponentially with the
distance, which means that the computational complexity scales approximately with the
exponential of the minimum RMSD.
Methods Implemented in Cambridge Energy Landscape Software PERMDIST,
ATOMMATCHFULL and ATOMMATCHDIST are heuristic algorithms for estimating the
global RMSD, which have been developed and implemented in the public domain programs
GMIN35 and OPTIM.36 These algorithms are described below:
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PERMDIST This algorithm applies a successive set of permutational alignments, us-
ing the shortest augmenting path algorithm,12 each one followed by an overall rotational or
translational alignment.10 The procedure is repeated until a minimum RMSD in permuta-
tional space is reached. Because this process is not guaranteed to give the global RMSD it
is restarted from multiple random initial rotations/displacements. This approach has much
in common with the ICP based algorithms.
ATOMMATCHFULL This algorithm was developed to identify structural isomers
of periodic systems by successively superimposing every pair of atoms and then checking
how many other atoms in one structure are within a certain distance of an atom in the
second structure (in which case the two atoms are said to “match”).37 An exhaustive search
is performed, superimposing all pairs of atoms within the smallest permutable group, which
allows us to fix the global translation. Once the global translation is found the permutational
assignment problem can be solved to get the full permutation. Because this algorithm
attempts to maximise the number of matches it does not necessarily find the global RMSD.
It scales approximately as O(N4), so for large systems it is computationally expensive.
ATOMMATCHDIST This algorithm is based on ATOMMATCHFULL, but reduces
the computational expense by exiting some of the loops over atoms early if the current trial
superposition does not give enough matches.37 This strategy sometimes gives significantly
poorer alignments than ATOMMATCHFULL.
Methods Implemented in KPLOT Two algorithms have been developed for use in the
structure visualisation and analysis program KPLOT38 for identifying isostructural similar-
ities between structures. These methods do not attempt to minimise the RMSD, but are
included for reference.
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CMPZ This is a method developed for comparing crystallographic structures. It looks for
the set of affine transformations that map atoms from the rescaled unit cell of one crystal
structure onto atoms in the rescaled unit cell of the second structure; it then performs the
inverse transform to check that the mapping is bijective. If all the atoms map to within a cer-
tain tolerance of each other then the structures are described as equivalent.39 If the unit cells
have different specifications the algorithm will detect whether they are equivalent, whether
one unit cell is a supercell of the other, and/or whether one structure is a substructure of
the other.
CCL This approach extends the CMPZ algorithm to clusters, by seeking the affine trans-
formation that maps one set of atoms onto another, and it can be used to identify structural
isomers. It will also identify whether a cluster forms a smaller part of a larger system.40
1.1.3 Alternative Metrics
Due to several difficulties associated with calculating and using the RMSD a variety of
alternative metrics and descriptors have been developed. A number of issues motivated
these developments:
• Calculating the global minimum RMSD can be computationally difficult.
• The RMSD changes continuously but not smoothly as the coordinates of one structure
are smoothly varied, because there are discontinuities in the gradient when the optimal
permutation changes.
• The RMSD does not always accurately capture the degree of (dis)similarity between
two structures in the most useful way.10,14
• The RMSD can only be used to compare structures with the same number of equivalent
atoms.
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We now briefly review some of the metrics and methods that are related to the approaches
developed in the present work.
Gaussian Kernels A variety of algorithms (including those we will employ below) are
based on the definition of a density function using a sum of Gaussian kernels of width σG,
ρp(r) =
N∑
j=1
exp
( |r− rpj |2
2σ2G
)
, ρq(r) =
N∑
j=1
exp
( |r− rqj |2
2σ2G
)
. (6)
These densities are equivalent to the kernel functions used in the kernel correlation point set
registration methods.19,20,30 The properties of the overlap integral with respect to a set of
rigid body motions, T : R3 → R3,
Ωpq(T) =
∫∫∫
ρp(r)ρq(T (r))dr, (7)
are considered. The Gaussian kernel is one of the more common kernels used to gener-
ate a density function from a list of coordinates, but others have been proposed.41–43 This
functional representation of the densities is permutationally invariant and smooth.
Smooth Overlap of Atomic Positions (SOAP) This descriptor compares the local
environment of two atoms by centering the density functions on two specific atoms and then
evaluating the overlap integral with respect to all possible rotations.41 The calculation can
be performed efficiently by expressing the densities as truncated sums of spherical harmonics,
whose integrals can be evaluated analytically to obtain density functions. This procedure
allows the local environment of different atoms to be compared. There are a variety of ways
that the local similarity metrics can be combined to determine the global similarity of two
structures.14 This method has been used to improve potential energy surface fitting within
the Gaussian approximation potentials (GAP) framework.44,45
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Maximum Overlap of Kernels The global maximum value of eq. (7) with respect to
rotations has been used as an alternative metric for clusters, through searches based on
simulated annealing.42
Fingerprint functions Fingerprint functions produce vectors of structural properties that
are invariant to symmetries of the Hamiltonian. These properties are often based on the
eigenvalues of various matrices associated with the structure, such as Coulomb matrices,46
or kernel overlap matrices.13,47 The norm of the ordered eigenvalues can be used as a metric,
and if the vector is larger than the number of degrees of freedom it can provide a unique
identifier for the structure.13 Properties of the interatomic distance matrix have also been
used to construct descriptors and metrics.48
Other Metrics A variety of other metrics have been developed, based on a number of
properties, including bond-order parameters,44,49–51 “similarity functions”,52 bond network
graphs,53 localised Coulomb representations (related to Coulomb matrices in the same way
as SOAP relates to kernel overlap matrices),54 and radial distribution functions.55 The simi-
larity of proteins has been calculated by projecting the shape of the protein as an expansion
of Wigner-D functions and calculating the corrlelation between these expansions.56
2 New Alignment Algorithms
In this paper we present two algorithms for aligning structures. A brief overview of both
methods is given below; full descriptions can be found in appendices A and B.
2.1 Go-PERMDIST
This method extends the branch and bound Go-ICP21 algorithm in contribution with PER-
MDIST, and we therefore refer to it as Globally Optimised PERMDIST. It achieves determin-
istic calculation of the global minimum RMSD in polynomial time, providing an alternative
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to running PERMDIST from multiple random starting orientations. We find that the full
run time of the algorithm for two structures increases rapidly with the RMSD between them.
The calculation of the lower bound, described in full in appendix A.2, uses a different
approach from previous branch and bound methods,21,29 based on the spherical law of cosines
to bound the magnitude of the relative rotation within a given search region.
2.2 FASTOVERLAP
This method is a variant of kernel correlation19 based alignment methods. It uses a fast
Fourier transform or fast SO(3) Fourier transform31 to find the maximum correlation/overlap
between density/kernel representations of both periodic structures and clusters determinis-
tically. FASTOVERLAP is also related to the methods proposed by Barto´k et al. 41 , Ferre´
et al. 42 and Makadia et al. 20 . In appendices B.1 and B.3 we demonstrate how the kernel cor-
relation/overlap can be used to estimate the global minimum RMSD efficiently for structures
that are reasonably close for periodic systems and isolated clusters of atoms; for alignments
with large RMSDs the inherent approximations will break down. The maximum correlation
displacement/rotation can be used as a starting point for the PERMDIST algorithm. The
run time for FASTOVERLAP is not very sensitive to the RMSD for a given system.
The FASTOVERLAP algorithm requires us to choose the width of the Gaussian kernels,
σG. Our investigations have shown that setting σG equal to 1/3 of the interatomic separation
gives generally good performance. For cluster alignment the angular momentum cutoff, lmax,
needs to be set as well, which defines the angular resolution, ∆θ = pi/lmax of the SOFT to find
the global maximum kernel correlation. For most purposes setting lmax = 15 worked well,
though for large systems, the algorithm may display improved performance if the angular
momentum cutoff is higher.
In appendix B.2.3 we show that the computational complexity of the periodic algorithm
scales as O(N2) with the number of identical atoms. In appendix B.3 we show the complexity
scales as O(N5/3l3max + l
4
max +N
2) for clusters.
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In appendices B.3.1 and B.3.2 we also describe two computational methods for calculating
the SO(3) Fourier coefficients more efficiently, which may be used to decrease the run time
of the FASTOVERLAP algorithm or SOAP based similarity metrics.41
3 Performance of Alignment Algorithms
The performance of various alignment algorithms was assessed by comparing the lowest
RMSD values and associated computational cost for a test set of structures. Timing bench-
marks correspond to a single CPU core on a workstation with an Intel 3.3 GHz i7 Haswell
processor. We primarily benchmarked the new algorithms against the methods in the Cam-
bridge Energy Landscapes software package, as these methods perform significantly better
than alternative algorithms, whose performance is discussed in in section 3.3.
3.1 Periodic Systems
Three different algorithms for aligning periodic systems in OPTIM,36 corresponding to key-
words PERMDIST, ATOMMATCHFULL and ATOMMATCHDIST, were tested against the
FASTOVERLAP kernel correlation/Gaussian overlap schemes. The algorithms were tested
on amorphous local minima for a binary Lennard-Jones liquid containing 204 atoms of type
A and 52 atoms of type B, with a density of 1.2σ−3AA. The energies were calculated using
the usual Lennard-Jones pair potential with the Stoddard–Ford quadratic cutoff.57 The in-
teraction parameters used were AA = 1.0, AB = 1.5, BB = 0.5, σAA = 1.0, σAB = 0.8 and
σBB = 0.88, corresponding to a popular model glass former.
58
For the FASTOVERLAP algorithm we set the kernel width to 1/3 of the average inter-
atomic spacing, σG = σAA/(3
3
√
1.2) = 0.314σAA, and the cutoff wavevector order to 6.
Data Generation Two data sets of 100 unique minima were generated using the Python
Energy Landscape Explorer (PELE)59 and used to compare the algorithms. The first set was
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created by a basin-hopping60–62 global optimisation run from a random starting point. The
second data set was generated by taking random steps away from one particular minimum,
using a local geometry optimisation after each step to locate new minima. The steps were
performed by assigning every atom a uniform random displacement along each axis of up
to 0.3σAA. The minimum RMSD for every pair of minima in each data set was calculated
using several different alignment algorithms to compare them. Because these schemes are
not necessarily symmetric in their arguments, all of the 10,000 possible pairs of minima were
used.
The above procedure for generating the minima tends to produce pairs of structures that
are already reasonably well aligned. A naive calculation of the RMSD without any form of
alignment often produces an RMSD very close to the optimal value. Hence each minimum
was also scrambled by applying a random global translation and permutation.
Performance on Scrambled Data A graphical comparison of the performance for the
scrambled data sets is shown in fig. 1. The lower the RMSD, the better the alignment. The
fourth column shows the best RMSD located, so if FASTOVERLAP always calculated the
lowest RMSD it would give a straight line for that column. The percentage of RMSDs found
by each method within a certain tolerance of the best RMSD is shown in fig. 2.
For RMSD < 0.6σAA the FASTOVERLAP method always found an alignment quite close
to the best RMSD. However, for a small number (∼ 1%) of more distant pairs of minima it
fails. For these structures the RMSD is dominated by atoms that are separated by > 1σAA,
so the approximations made in the derivation are expected to fail and optimising the overlap
no longer corresponds to optimising the RMSD. These results show that when aligning
reasonably close minima, the FASTOVERLAP method is very reliable and is significantly
better than the other methods.
All the other methods show significantly worse performance than FASTOVERLAP, ex-
cept for the more distant pairs of minima, often failing to identify relatively close minima
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Figure 1: Comparison of the RMSD/σAA calculated by FASTOVERLAP against the RMSD
found by various different alignment algorithms for scrambled amorphous binary Lennard-
Jones structures. BEST gives the lowest RMSD found by any means. The top row shows a
scatter plot of the RMSD found by FASTOVERLAP against the RMSD found by the meth-
ods listed on the bottom; red, green and blue points indicate whether the FASTOVERLAP
method found a higher, equal or lower RMSD. The bottom row shows the density distribu-
tion of the scatter plots. Above the scatter plots the marginal distribution of the RMSD
found by the methods listed below are shown. On the right next to the scatter graphs the
marginal distribution of the RMSD found by FASTOVERLAP is shown. All the marginal
distributions are on the same scale.
reliably. ATOMMATCHDIST does not identify the lowest RMSD for the vast majority of
minima. PERMDIST is slightly better at identifying relatively close minima than ATOM-
MATCHFULL, but failed to find the global minimum for nearly all the pairs separated by
intermediate distances, where ATOMMATCHFULL performs slightly better.
The bimodal distribution of RMSD found is due to the two different methods for gen-
erating minima. The dataset that produced minima by stepping from the same minimum
repeatedly tended to generated very similar structures, while the basin-hopping run would
tend to produce more diverse structures.
We also note that for this system the RMSD is peaked around 0.7σAA, as this is around
16
0 20 40 60 80 100
Percentile /%
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
R
M
SD
di
ff
er
en
ce
/σ
A
A
ATOMMATCHDIST
ATOMMATCHFULL
PERMDIST
FASTOVERLAP
Figure 2: Graph comparing the accuracy of the different methods for aligning the scrambled
binary Lennard-Jones structures, plotting the difference between the calculated RMSD and
the optimal value against the percentage of alignments with a smaller difference.
the maximum the RMSD of the system can be after solving the assignment problem. For
a bad alignment the atomic separations will be approximately evenly distributed between 0
and 1, resulting in an RMSD of around 0.7σAA. When one of the alignment algorithms fails
to find the correct translational alignment then it will return an RMSD of around 0.7σAA,
so worse methods will have larger peaks at 0.7σAA due to having more failed alignments.
Computational Complexity To measure the computational complexity the time to per-
form the alignment was calculated for supercells of increasing size. The potential used in
this case corresponds to a single atomic species with pairwise Lennard-Jones interactions and
fixed number density 1.05σAA. System sizes ranging from 128 to 16384 atoms were tested.
The average times taken for the different sized systems are shown in fig. 3; we observe an
asymptotic approach to O(N2) scaling, as suggested by the analysis in appendix B.2.3.
Calculating all 10,000 alignments with the FASTOVERLAP algorithm required 90 s.
Go-PERMDIST We found that Go-PERMDIST requires a significantly larger runtime
than FASTOVERLAP to achieve comparable performance. The run time for FASTOVER-
LAP was approximately equivalent to around five steps of the Go-PERMDIST algorithm,
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Figure 3: Average time required to calculate the RMSD using the FASTOVERLAP algo-
rithm for periodic binary Lennard-Jones minima at a number density of 1.05. The green line
shows an N2 relationship.
which normally needed 100–1000 steps to find the optimal alignment.
3.2 Clusters
3.2.1 FASTOVERLAP
For aligning clusters the algorithm corresponding to the keyword PERMINVOPT in GMIN35
was compared to the FASTOVERLAP algorithm for clusters. PERMINVOPT is the same
algorithm as PERMDIST, but it also tests alignment for inverted structures. The maximum
number of iterations in the PERMDIST algorithm was varied from 300 to 3000 to evaluate
the effect of this parameter on the alignment. The algorithms were compared for Lennard-
Jones (LJ) clusters of 38 atoms, LJ38, using a database of 1000 unique minima generated in
a discrete path sampling study.6,7 Minimum RMSD values were calculated for all pairs.
For the FASTOVERLAP algorithm the kernel width was set to approximately 1/3 of
the average interatomic spacing, σG = 0.3σ, where 2
1/6σ is the Lennard-Jones equilibrium
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separation. The cutoff angular momentum degree was set to 15.
Figure 4: Comparison of the RMSD calculated by FASTOVERLAP against the RMSD
found by PERMDIST for clusters of 38 Lennard-Jones atoms as a function of the number
of PERMDIST iterations. The top row shows a scatter plot of the RMSD found by FAS-
TOVERLAP against the RMSD found by PERMDIST on the bottom; red, green and blue
points indicate whether the FASTOVERLAP method found a higher, equal or lower RMSD.
The bottom row shows the density distribution of the scatter plots. Above the scatter plots
the marginal distribution of the RMSD is illustrated. On the right, next to the scatter
graphs, the marginal distribution of the RMSD found by FASTOVERLAP is shown. All the
marginal distributions are on the same scale.
Performance A comparison of the performance of PERMDIST and FASTOVERLAP is
shown in fig. 4. The percentage of RMSDs found by each method within a certain tolerance
of the best RMSD is shown in fig. 5.
FASTOVERLAP finds the optimal RMSD for about 71% of the pairs of minima tested,
and always finds the optimal RMSD for pairs separated by less than 0.15σ. After 600
iterations PERMDIST has nearly identical performance to FASTOVERLAP, with FAS-
TOVERLAP performing slightly better for closer pairs of structures. After 1000 iterations
PERMDIST is better, the same or worse than FASTOVERLAP for 26%, 67% or 7% of the
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Figure 5: Graph comparing accuracy of the different methods for aligning LJ38 clusters,
showing the percentage of alignments that achieved within a certain RMSD of the best
found RMSD for each respective algorithm.
pairs of minima, and after 3000 iterations these figures change to 28%, 71% or 0.5% of the
pairs.
The FASTOVERLAP algorithm failed to find the optimal RMSD for a few moderately
close pairs of minima with ‘non-cooperative’ alignments,63 where the difference in structure
is dominated by a small number of atoms moving a relatively long distance. For these
alignments choosing a larger kernel width generally resulted in finding the optimal alignment.
For more distant minima FASTOVERLAP tended to fail because large numbers of atoms
needed to be displaced a long way in the optimal alignment, so the assumptions made in the
derivation do not hold (see appendix B.3).
Computational complexity A test set of random LJ minima was used to analyse the
computational scaling of the algorithm with system size ranging from 128 to 8192 atoms.
The results are for a kernel width of σG = 0.3σ and angular momentum cutoff lmax = 15.
The timings of the calculations shown in fig. 6 confirm the expected O(N5/3) scaling for
fixed angular momentum cutoff, deduced in appendix B.3. The scaling with respect to
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Figure 6: Average time required to align different sized structures using the FASTOVERLAP
algorithm, with a fixed angular momentum cutoff of lmax = 15, for random Lennard-Jones
clusters. The green line shows an N5/3 relationship.
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Figure 7: Average time required to align different sized structures using the FASTOVERLAP
algorithm, for a range of angular momentum cutoffs, and random minima for Lennard-Jones
clusters of 128 atoms. The green line shows an l3max relationship.
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the angular momentum cutoff is shown in fig. 7; the O(l3max) behaviour suggests that the
computational complexity is dominated by the O(N5/3l3max) calculation of the SO(3) Fourier
coefficients, rather than the O(l4max) cost of performing the inverse SO(3) Fourier transform
(see appendix B.3).
3.2.2 Go-PERMDIST
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Figure 8: A comparison of the performance for Go-PERMDIST and PERMDIST over a range
of alignments of LJ38 clusters. The top graph shows the expected runtime of Go-PERMDIST
limited to 1000 or 2000 iterations, and the expected runtime of the PERMDIST algorithm
to achieve a given success rate to find the global minimum RMSD. The bottom graph shows
thea rolling-average success rate of the limited iteration Go-PERMDIST algorithm.
Although the Go-PERMDIST algorithm can calculate the minimal RMSD deterministi-
cally, for structures that are relatively distant this calculation can take an extremely long
time. However if speed is critical, the Go-PERMDIST algorithm can be run with a maxi-
mum number of iterations to ensure that it terminates faster. This behaviour is offset by a
slight loss in reliability.
For a pair of structures, if the random starting orientations are selected uniformly (which
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Figure 9: A comparison of the performance for Go-PERMDIST and PERMDIST over a range
of alignments of Au55 clusters. The top graph shows the expected runtime of Go-PERMDIST
limited to 1000 or 2000 iterations, and the expected runtime of the PERMDIST algorithm
to achieve a given success rate to find the global minimum RMSD. The bottom graph shows
thea rolling-average success rate of the limited iteration Go-PERMDIST algorithm.
23
020
40
60
80
100
120
E
xp
ec
te
d
ru
nt
im
e
/s
Go-PERMDIST 1000
Go-PERMDIST 2000
PERMDIST 80%
PERMDIST 90%
PERMDIST 95%
PERMDIST 99%
0.4 0.6 0.8 1.0 1.2
RMSD /A˚
70
75
80
85
90
95
100
Su
cc
es
s
ra
te
/%
Go-PERMDIST 1000
Go-PERMDIST 2000
Figure 10: A comparison of the performance for Go-PERMDIST and PERMDIST over a
range of alignments of Au147 clusters. The top graph shows the expected runtime of Go-
PERMDIST limited to 1000 or 2000 iterations, and the expected runtime of the PERMDIST
algorithm to achieve a given success rate to find the global minimum RMSD. The bottom
graph shows thea rolling-average success rate of the limited iteration Go-PERMDIST algo-
rithm.
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is not an immediately straightforward task64), there will be a fixed probability, pfind, that
PERMDIST will find the global minimum RMSD for a random starting orientation, which
will be proportional to the size of the basin of attraction. The probability that the correct
global minimum RMSD has been found after n random orientations will be,
pfound(n) = 1− (1− pfind)n, (8)
and the number of random starting orientations to achieve a certain success rate, fsuccess will
be,
nrate(fsuccess) =
log(1− fsuccess)
log(1− pfind) . (9)
The maximum likelihood estimator of pfind is,
pˆfind =
Ntrials∑Ntrials
j=1 nj
, (10)
for Ntrials independent alignments, where PERMDIST finds the global minimum after nj
random starting orientations for alignment number j. For any given system size there is
generally a fixed computation time for each iteration, so we can use eqs. (9) and (10), to
estimate the time that PERMDIST would need to run for to achieve a given level of accuracy.
It was found that pfind was strongly correlated with the distance between the structures.
Data Generation Three test sets were generated to compare the performance of PER-
MDIST and Go-PERMDIST.
LJ38 6000 pairs of structures from the dataset used in section 3.2.1, with RMSD distributed
from 0 to 0.6 σ.
Au55 1000 pairs of structures from a dataset of the 100 lowest lying minima of 55 gold
atoms, Au55, modelled by the Gupta potential
65 and found by basin-hopping using
GMIN,35,60–62 with RMSD distributed from 0 to 1.3 A˚.
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Au147 1000 pairs of structures from a dataset of the 100 lowest lying minima of 147 gold
atoms, Au147, modelled by the Gupta potential
65 and found by basin-hopping using
GMIN,35,60–62 with RMSD distributed from 0 to 1.5 A˚.
Performance Graphs comparing the performance of Go-PERMDIST and PERMDIST are
shown in figs. 8 to 10. Each figure shows a comparison for the estimated runtime between Go-
PERMDIST limited to 1000 or 2000 iterations and the expected runtime of the PERMDIST
algorithm to reach a certain level of accuracy for a given RMSD (estimated using eqs. (9)
and (10) and the pairs with the most similar RMSD).
The two algorithms show comparable performance, and both find higher RMSD align-
ments more difficult. For PERMDIST, the number of random orientations that needed to
be tested increased approximately as RMSD2 for RMSD 0. The runtime for PERMDIST
to achieve the same level of accuracy as Go-PERMDIST was generally higher or similar to
the expected runtime of Go-PERMDIST.
Ensuring that rotations were sampled uniformly was important for many alignments
with PERMDIST, especially for pairs of structures with distinct alignments but very similar
RMSDs. For these structures the PERMDIST algorithm would often be attracted to the
region around the alignment with a slightly higher RMSD, and so would take a dispropor-
tionately long time to find the best alignment.
3.3 Comparison to Permutation Optimisation Algorithms
We also tested the performance of our own implementations of other algorithms against the
above methods, in particular the Monte Carlo permutation optimisation algorithm developed
by Sadeghi et al. 13 and the branch and bound permutation optimisation algorithm developed
by Hong et al. 34 .
Both algorithms were found to scale exponentially with system size, which made the
calculation of the minimal RMSD for systems with more than around 15 atoms much slower
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than FASTOVERLAP, PERMDIST and Go-PERMDIST. This behaviour is expected as
both algorithms optimise over an exponentially large space of permutations, whereas the
FASTOVERLAP, PERMDIST and Go-PERMDIST algorithms are effectively 3D optimisa-
tion algorithms.
If the structures are initially relatively well aligned then the Monte Carlo permutation
algorithm could occasionally find the optimal alignment relatively quickly. However, for
systems with as few as 12 atoms it could take over 20,000 steps to find the optimal alignment,
especially if the structures were not initially close. Our implementation of the algorithm was
implemented in python using PELE.59
The branch and bound permutation optimisation algorithm was relatively efficient when
aligning permutational isomers (or close to permutational isomers) compared to the other
methods tested, because it is then easier to discard branches with the wrong permutation,
so only a relatively small number of permutations need to be tested. However, the number
of permutations required increases exponentially with RMSD, so the algorithm showed poor
performance in general. Our implementation of this procedure was implemented in python,
and to improve the performance we used the shortest-augmenting path algorithm to calculate
the upper bounds of the branches.
4 Conclusions
We have shown that it is possible to estimate the RMSD between structures by calculating
the maximum kernel correlation, so long as the interatomic separation is relatively large
compared to the kernel size. We then demonstrated that the FASTOVERLAP algorithm
can find the maximum value of the overlap in periodic and isolated systems efficiently and
deterministically using fast Fourier transforms (FFT) and fast special orthogonal transforms
(SOFT). Additionally, we have shown that it is possible to calculate the true RMSD of a
system deterministically in a manner that scales polynomially with the number of atoms
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and RMSD, using the branch and bound algorithm, Go-PERMDIST. The correct RMSD is
often obtained when a early exit condition is applied.
For periodic systems FASTOVERLAP performs particularly well, and scales favourably
with both system and database size for multiple alignment tasks. The algorithm reliably
identifies the optimal alignment for pairs of structures that are reasonably close together.
For more distant configurations the performance degrades as the assumptions underlying the
derivation of the algorithm break down. However, for these structures it is likely that finding
the minimum RMSD is less critical in applications. For periodic systems the Go-PERMDIST
algorithm is significantly slower than the FASTOVERLAP algorithm.
For isolated clusters of atoms the FASTOVERLAP algorithm performs less well, while
the PERMDIST and Go-PERMDIST procedures are relatively effective and efficient. The
Go-PERMDIST algorithm shows comparable or better performance than PERMDIST with
random restarts when using the early exit condition.
Future Work In certain applications we seek only the closest structures to a given target
structure from a large database. In this situation it will be possible to adapt the Go-
PERMDIST method to simultaneously align over the database and to quit once it has found
the closest structures, instead of aligning the target structure with every member of the
database.
When modelling the growth of clusters or mutations of proteins, it can be useful to
align structures with different numbers of atoms. The Go-PERMDIST algorithm could be
modified to perform this alignment, but the translational component would also have to be
considered, in addition to the rotational alignment, as superimposing the centroids of the
two structures no longer results in the optimal alignment. This step could be achieved by
including translation alignment as in the Go-ICP method.21,22
It may also be possible to improve the performance of the PERMDIST algorithm using
basin-hopping global optimisation60–62 and taking smaller, non-random, rotational steps.
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Care would be required to ensure that the procedure does not get stuck in a local minimum.
When aligning very large databases of structures it can be prohibitively expensive to align
every possible pair. The FASTOVERLAP method allows the RMSD between structures to
be estimated quickly as an alternative metric. It may be possible in the future to develop
diagnostic statistics that could be used to give an indication whether FASTOVERLAP has
found the optimal alignment or determine whether there is a better kernel width for a
particular pair of structures.
The maximal kernel overlap found by FASTOVERLAP may also be useful when only
the similarity between two structures is needed, for example when comparing configurations
with different numbers of atoms. It also may be possible to generalise the calculation of the
SO(3) Fourier coefficients to allow optimisation over translations in addition to rotations.
Recommended Usage If run time is not critical we recommend using the Go-PERMDIST
algorithm, which is guaranteed to find the best RMSD for both periodic systems and clusters
given enough time. If the run time is important, then the FASTOVERLAP algorithm should
be used for periodic systems and the Go-PERMDIST algorithm with an early exit condition
could be used for clusters. For biomolecules it is likely that other methods, for example
LPERMDIST,10 that take into consideration the local structure of the molecule, will be
more effective.
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A Go-PERMDIST
Here we describe the branch and bound algorithm developed to calculate the RMSD between
two structures deterministically.
A.1 Deterministic Calculation of RMSD
It is possible to adapt the branch and bound algorithm developed by Yang et al. 21 , Li
and Hartley 29 to find the global minimum RMSD in polynomial time. To apply a branch
and bound algorithm we need to parameterise the domain over which we are searching
for a solution and define bounding functions that allow us to prune the search space of
the algorithm. For isolated clusters we follow Li and Hartley 29 and use the angle-axis
representation of rotations, where all possible rotations can be described as a point within
a R3 sphere of radius pi, and search within the minimal [−pi, pi]3 bounding cube enclosing
this sphere. Search regions that are totally outside this sphere can be discarded to reduce
the search space by around a factor of two. For periodic systems the search space exactly
corresponds to displacements within the crystal unit cell.
When searching for permutation-inversion isomers we can define a second search domain
of the same size, corresponding to the set of rotations on the inverted structure. For periodic
systems our search space can be defined simply within the unit cell. If we wish to find
the global RMSD over all the point group symmetries of the supercell, then we can add
extra search domains corresponding to translations within the unit cell for each point group
operation. Additionally, if we are interested in finding the closest structure from a set of
configurations to a target structure, we could treat each one as a separate search domain
and search over all of them.
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This version of branch and bound algorithm recursively explores the solution domain by
breaking each cubic search region into eight smaller cubes, calculating the lower and upper
bounds for the RMSD within each cube. If a cube is found to have a lower bound higher
than the best found RMSD then the algorithm stops searching in that region of the domain,
progressively eliminating areas of the search space. The process terminates once it finds a
region where the upper bound is within a given tolerance of the lowest lower bound. The
performance depends on our ability to accurately find lower and upper bounds for the search
region. We now define functions that can be used to bound the RMSD for clusters and
periodic systems.
A.2 Bounding RMSD for Clusters
For a given rotation matrix, m, with corresponding angle-axis rotation, v and search region
box width θB, the upper bound of the RMSD can be found by solving the permutational
assignment problem between the target structure and rotated structure. Finding the lower
bound of the RMSD requires finding the lower bound of the distance between all points in
the structure within the search region. We can find a lower bound using the law of cosines,
where points rpj and m · rqj′ are separated by distance djj′ where,
d2jj′ = r
p
j
2 + rqj′
2 − 2rpj rqj′ cosφj,j′ (11)
and φj,j′ is the angle between r
p
j and m ·rqj′ . We can calculate the lower bound of the distance
between the points, djj′ within the search region as,
d2jj′ = min|θ|≤θB′
rpj
2 + rqj′
2 − 2rpj rqj′ cos (φj,j′ + θ). (12)
31
where θB′ is the maximum angle by which points can be rotated relative to the rotation m
in the search box (see appendix A.2.1). Calculating,
cos(φj,j′) = max|θ|≤θB′
cos (φj,j′ + θ)
=

1, when |φj,j′ | ≤ θB′
cos (φj,j′) cos (θB′),+| sin (φj,j′)| sin (θB′), when |φj,j′ | > θB′ .
(13)
This expression for cos(φj,j′) does not require us to calculate the value of φj,j′ because
cos (φj,j′) can be obtained from eq. (11) and | sin (φj,j′)| =
√
1− cos (φj,j′)2. We can now
calculate a lower bound for the distance between the two points,
d2jj′ = r
p
j
2 + rqj′
2 − 2rpj rqj′cos(φj,j′). (14)
This pairwise lower bound between all the points in both structures can be used by an
assignment problem or nearest neighbour search algorithm to produce a lower bound for the
RMSD in the bounding cube.
A.2.1 Composing Angle-Axis Rotations
To bound the pairwise distance we need to place a bound on the maximum angle by which
a point could be displaced within the search box. The approach presented here differs from
that used by Li and Hartley 29 and Yang et al. 21 They bound the maximum angle by which
a point can differ after two rotations using the inequality that the angular distance between
two rotations is less than or equal to the Euclidean distance between the vectors in the
angle-axis representation. Here we consider how angle-axis rotations are composed to bound
the maximum angle.
For an angle-axis rotation v + e we want to find the magnitude of the rotation vector
e′ such that rotation by vector v then e′ is equivalent to rotation by vector v + e. By
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considering angle-axis rotations as arcs of a great circle their composition can be viewed as
equivalent to vector addition of these arcs on the surface of a unit sphere (see fig. 11). The
angle-axis rotation vector v has equivalent great circle arc AB, vector v + e corresponds to
arc AG, vector e′ is equivalent to arc BC, and the composition of angle-axis rotations v
followed by e′ is v + e. The starting points of the arcs are arbitrary, so we have chosen A to
correspond to the intersection of the great circles of the rotations v and v + e.
Figure 11: A diagram indicating how angle-axis rotations can be composed. The rotation
corresponding to the angle axis vector v + e is equivalent to the composition of the rotation
around v then e′. Alternatively, considering rotations as arcs of great circles, the arc AC is
equal to the arc BC added to the arc AB.
To bound the distance between two points for the set of all possible rotations in a given
search box, we find a bound on the arc BC = |e′| for the same search box, using the spherical
law of cosines,
cosBC = cosAB cosAC + cos∠DOE sinAB sinAC. (15)
∠DOE is the angle between v + e and v, AB = |v| and AC = |v + e|. So we can bound
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these values, for a search box centred on vector v with rotation θ1 = |v| and box width θB:
cos∠DOE ≥ θ1√
θ21 + 3θ
2
B/4
= cos θ¯2, (16)
AB = θ1 = |v|, (17)
θ1 − θB
2
≤ AC ≤ θ1 + θB
2
. (18)
From this result we can find a bound for the maximum angle, θB′ , a point can be rotated
within the search box,
cos θB′ = min[cosAB] (19)
= min
[
cos
θB
2
,
(
cos(θ1)
2 + cos θ¯2 sin(θ1)
2
)
cos
θB
2
− (1− cos θ¯2)
∣∣∣∣sin θ1 cos θ1 sin θB2
∣∣∣∣] .
This result can then be used in eq. (13) to obtain a lower bound for the distance between
two coordinates inside the search box.
A.3 Bounding RMSD for Periodic Systems
For periodic systems we can follow a similar procedure, where for a given displacement, d,
with bounding box width dB, the upper bound of the RMSD can be found by solving the
assignment problem between the target structure and translated structure. To find the lower
bound of the RMSD we need the lower bound of the distance between all the points in the
structure, so if we employ the notation in appendix A.2, we can define the distance between
points as,
djj′ = min
l∈L
|rpj − rqj′ − d + l| = |rpj − rqj′ − d + ljj′|, (20)
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where ljj′ is the lattice vector that minimises the distance between the points. The lower
bound of the distance between the points is
djj′ =

0, djj′ ≤
√
3dB/2,
djj′ −
√
3dB/2, djj′ >
√
3dB/2.
(21)
This result can be used to calculate a lower bound for the RMSD using the assignment
algorithm.
Figure 12: A diagram showing how the search cube can be split into six identical pyramids.
The faces of the top pyramid have been shaded.
We can improve this lower bound by splitting the cube into six identical square pyramids.
Consider one of these pyramids (for example the top one in fig. 12), with triangular face
normals, v1, v2, v3, and v4. The closest distance of pairs of particles for which Fi(r
p
j , r
q
j′) =
(rpj − rqj′ − d + l) · vi ≥ 0, for i = 1, 2, 3, 4, will only ever be djj′ , so we can define a new pair
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wise distance lower bound for the pyramid as,
djj′ =

djj′ , if Fi(r
p
j , r
q
j′) > 0 for i = 1, 2, 3, 4,
else:
0, djj′ ≤
√
3dB/2,
djj′ −
√
3dB/2, djj′ >
√
3dB/2.
. (22)
The lower bound for the box then can be found by calculating the lower bound for each
pyramid and taking the minimum value.
A.4 Approximating Bounds
It requires O(N2) operations to solve the assignment problem, whereas using a k-dimensional
binary search tree it is possible to find the set of nearest neighbours between two point clouds
in O(N logN) operations.67 We are only interested in the exact value of the upper bound if
it is lower than any other upper bound found, so instead of solving the assignment problem
for each search region we can perform an initial nearest neighbour search to give a lower
bound for the upper bound search region, and then do the same calculation as in eqs. (12)
and (14) to produce a lower bound for the RMSD. If the calculation of the nearest neighbour
distance is found to give an upper bound less than the lowest found upper bound, then the
more expensive calculation of the ‘proper’ upper bound using the assignment problem can
be performed. Both the bounds calculated using the nearest neighbours approach will be at
most equal to the bounds calculated using the assignment method.
A.5 Branch and Bound Algorithm
The branch and bound algorithm to find the global minimum RMSD, within a certain
absolute tolerance, a and relative tolerance, r, uses a best-first-search, where the regions in
search space with the smallest lower bounds are explored first. To describe the algorithm we
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Algorithm 1 Go-PERMDIST
Input: Rp, Rq, CG, (optional C∗G) . Structures to align and search region(s)
Output: E,vbest . RMSD and transformation vector
add {C∗G} to Q
if Testing for Symmetries then
add C∗G to Q
end if
E = +∞ . Estimate of RMSD of p and q
loop
get search cube Ct with lowest lower bound E(t) from Q
if E − E(t) < a + rE(t) then
quit loop . Stop algorithm once desired precision achieved.
end if
for 8 sub-cubes Ct∗ of Ct do
compute bEc(t)
if bEc(t) < E then . If estimate of upper bound less than current best upper
bound, calculate upper bound using assignment algorithm.
compute E(t)
if E(t∗) < E then
compute E(t∗)
if E(t∗) < (1 + r)E then
use PERMDIST algorithm to refine E(t∗) and vt∗ to E
∗
and v∗
E, vbest = E
∗
, v∗ . Update best estimate of RMSD
end if
add Ct∗ to Q
end if
else
compute bEc(t)
if bEc(t) < E then
add Ct∗ to Q
end if
end if
end for
end loop
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first define some terms. We seek the globally optimum transformation vector vG contained
within a cubic search domain CG of width wG. For a periodic system vG corresponds to the
displacement vector and wG = L, while for a cluster vG corresponds to the rotation vector,
wG = 2pi, and {C∗G} are the set of search regions corresponding to point group symmetries
of the system (e.g. inversion).
For a search domain, Ct, centred at vt and width wt, we define the upper and lower bound
of the RMSD to be E(t) and E(t). We define the upper and lower bound calculated by the
nearest-neighbours approach as bEc(t) and bEc(t). We store the set of search regions in a
priority queue, Q, where the search region with the lowest lower bound, E(tlow), is returned
first. A detailed description is given in algorithm 1.
A.5.1 Asymptotic Behaviour
As the size of the search regions decreases the difference between the upper and lower bounds
also decreases. For clusters we can see that with regions of angular size, θB, where θB  1,
d2j,j′ − d
2
j,j′ ∝ θBrpj rqj′ . (23)
So the difference between the lower bound and upper bound will be proportional to θB.
For periodic systems with regions of size, dB, the difference between the upper and lower
bound will be proportional dB when dB  L/N1/3. The width of the search region is
therefore proportional to the uncertainty in the lower bound. This result holds both when
calculating the bounds using the assignment problem or the nearest-neighbours algorithm, so
as the width of the search region decreases the difference between the bounds will decrease
uniformly. This decrease guarantees that the global RMSD is found because the lowest
upper bound calculated will always correspond to a possible RMSD alignment between the
structures.
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B FASTOVERLAP methods
Here we describe the mathematics underlying the FASTOVERLAP method. In appendix B.1
we show how the RMSD between two structures can be estimated by evaluating the kernel
correlation between two structures and in appendix B.2 we show how we can find the global
maximum of the kernel correlation efficiently by using the fast Fourier transform. We extend
this method to apply to clusters in appendix B.3 using the discrete SO(3) Fourier transform
(SOFT).
B.1 RMSD Estimation by Gaussian Overlap
Under certain circumstances it is possible to estimate the RMSD between two closely aligned
structures by calculating the overlap integral of a set of Gaussian functions centred on the
atomic coordinates. Consider a pair of atoms, specified by two Gaussian kernels with width
σG, centred at positions r0 and r1,
ρ0(r) = exp
(
−|r− r0|
2
2σ2G
)
, ρ1(r) = exp
(
−|r− r1|
2
2σ2G
)
. (24)
The overlap integral of these two Gaussians is,
∫∫∫
ρ0(r)ρ1(r)dr =
∫∫∫
exp
(
−|r0 − r1|
2
4σ2G
)
exp
(
−|r−
r0+r1
2
|2
σ2G
)
dr
= exp
(
−|r0 − r1|
2
4σ2G
)
(piσ2G)
3/2. (25)
When |r0 − r1|  σG we can approximate eq. (25) as,
∫∫∫
ρ0(r)ρ1(r)dr ≈ (piσ2G)3/2 − (piσ2G)3/2
|r0 − r1|2
4σ2G
+ o
(( |r0 − r1|
σG
)4)
. (26)
Hence the overlap integral is proportional to the squared displacement between the atoms
when they are close relative to σG. We can extend this result to estimate the RMSD of two
39
closely aligned periodic structures, p and q, by defining the density functions
ρp(r) =
∑
l∈L
N∑
j=1
exp
( |r− rpj + l|2
2σ2G
)
, ρq(r,d) =
∑
l∈L
N∑
j=1
exp
( |r− rqj − l− d|2
2σ2G
)
. (27)
Recall that d is the global displacement vector and l is a particular lattice vector. Using
eq. (25) we can calculate the overlap integral or kernel correlation of these densities
Ωpq(d) =
L∫∫∫
0
ρp(r)ρq(r,d)dr = (piσ
2
G)
3/2
∑
l∈L
N∑
j=1
N∑
j′=1
exp
(
−|r
p
j − rqj′ − l− d|2
4σ2G
)
. (28)
We note that eq. (28) is invariant to permutations. If we then assume that σG  rsep, where
rsep is the minimum atomic separation, then for d, P and L that minimise the RMSD we
can approximate the integral above as
Ωpq(d) ≈ (piσ2G)3/2
N∑
j=1
exp
(
−|r
p
j −
∑N
j′=1 Pjj′(r
q
j′ − lj′ − d)|2
4σ2G
)
. (29)
If we also assume that |rpj −
∑N
j′=1 Pjj′(r
q
j′ − lj′ − d)|  σG for all j, so the structures are
relatively similar, then if dm = arg max Ω
pq(d),
Ωpq(dm) ≈ (piσ2G)3/2
N∑
j=1
(
1− |r
p
j −
∑N
j′=1 Pjj′(r
q
j′ − lj′ − dm)|2
4σ2G
)
= N(piσ2G)
3/2 − pi
3/2σ
−1/2
G
√
N
4
RMSD(p, q). (30)
Hence the global maximum of Ωpq(d) corresponds to the displacement that gives the min-
imum RMSD if the structures can be aligned sufficiently closely. Once the displacement is
known, the corresponding optimal permutation matrix can be calculated using the Hungarian
algorithm24 or shortest augmenting path algorithm.12
The choice of σG is important for determining the accuracy of this method, If σG is set
too small then the approximations only hold true for very closely aligned systems, while if σG
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is too large then the value of the integral is no longer determined by the nearest neighbours
at optimal alignment. In practice we found that setting σG to be 1/3 of the equilibrium pair
separation produced good results over the widest range of structures.
B.2 Finding the Global Maximum of the Overlap Integral
To identify the global maximum of Ωpq(d) efficiently we use Parseval’s theorem, which states
that for functions with Fourier series
ρ(r)p =
∑
k∈K
cpk exp (ik · r), ρ(r,d)q =
∑
k∈K
cqk(d) exp (ik · r), (31)
where K is the set of allowed wavevectors, so if k ∈ K, then k = 2pin/L, where n ∈ Z3.
Hence
Ωpq(d) =
L∫∫∫
0
ρp(r)ρq(r,d)dr =
1
L3
∑
k∈K
cpkc
q
k(d)
∗, (32)
where ∗ indicates complex conjugation. The Fourier series coefficients can easily be calculated
by treating the structure as a sum of delta functions at the atomic coordinates convolved
with a Gaussian function with width σG
cpk = e
− 1
2
|k|2σ2G
N∑
j=1
e−ik·r
p
j = e−
1
2
|k|2σ2Gdpk, (33)
cqk(d) = e
− 1
2
|k|2σ2Ge−ik·d
N∑
j=1
e−ik·r
q
j = e−
1
2
|k|2σ2Ge−ik·ddqk. (34)
Here we note that the magnitude of the Fourier coefficients decays exponentially, so we can
specify a cutoff wavevector, |kmax|  1/σG above which we do not need to calculate them.
The value of the cutoff will determine the numerical accuracy of the calculation. We find
Ωpq(d) ≈ 1
L3
|k|<|kmax|∑
k∈K
e−|k|
2σ2Gdpkd
q
k
∗eik·d. (35)
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This expression is simply the Fourier series representation of Ωpq(d), so in order to calculate
the maximum value of Ωpq(d) we can perform the fast inverse Fourier transform (FFT) on
the coefficients to calculate an array of values of Ωpq(d). The value of d that maximises
Ωpq(d) can be found by fitting a quadratic or Gaussian to the points close to the maximum
value of the array in the three axes, or by a local maximisation of eq. (35).
B.2.1 Width of Kernel
From eq. (35) we see that the convolution of a second Gaussian kernel of width σG1 with
Ωpq(d) simply corresponds to the selection of a larger width σG2 =
√
σ2G + 2σ
2
G1 for the
original Gaussian kernel.
B.2.2 Multiple Species
This method generalises easily to alignment of multicomponent systems, where we can calcu-
late the overlap integral separately for each element, and maximise the sum of the integrals.
B.2.3 Algorithmic Complexity
The efficiency is primarily determined by the number of k values that need to be computed
for the Fourier series representation of Ωpq(d) to converge. The number of k values is
proportional to the ratio L/σG, while σG ∝ rsep, the minimum atomic separation. If we
assume that the atomic density is approximately uniform then rsep ∝ (L/N)1/3, so the total
number of k values will be proportional to (L/σG)
3 ∝ N . Hence calculating the Fourier
coefficients will be O(N2). The FFT will be O(N logN), so the total complexity of finding
the optimal displacement will be O(N2). Solving the assignment problem to find the correct
permutation is also O(N2), so the overall complexity of the alignment is still O(N2).
Much of the computational cost is associated with the calculation of the Fourier coeffi-
cients in eqs. (33) and (34). When aligning a large database of structures these coefficients
can be precalculated, providing a significant performance improvement.
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B.2.4 Limitations
This algorithm will fail to find the global RMSD when the difference between the structures
is dominated by pairs of atoms that are a large distance apart, as the contribution of these
pairs to the overlap integral is small and so will not be optimised. In this case it is possible
that the RMSD is not a particularly useful measure of similarity, and so other methods for
comparing and aligning structures may be more relevant.
B.3 Minimising RMSD for Clusters
We can perform a very similar analysis for isolated clusters of atoms. For structures p and
q, with atomic coordinates Rp and Rq, and centroids already shifted to the origin, we seek
RMSD(p, q) =
1√
N
min
α,β,γ,P
|Rp −PRqM(α, β, γ)>|, (36)
where M is the block diagonal coordinate rotation matrix containing N copies of m,
m(α, β, γ) =

cos γ sin γ 0
− sin γ cos γ 0
0 0 1


cos β 0 sin β
0 1 0
− sin β 0 cos β


cosα sinα 0
− sinα cosα 0
0 0 1
 . (37)
m(α, β, γ) is a rotation matrix parameterised by the Euler angles, α, β and γ, representing
three successive rotations around the z, y and then the z axis. We can redefine the overlap
integral in eq. (7) for rotations:
Ωpq(α, β, γ) =
−∞∫∫∫
∞
ρp(r)ρq(m
T (α, β, γ)r)dr = (piσ2G)
3/2
N∑
j=1
N∑
j′=1
exp
(
−|r
p
j −m(α, β, γ)rqj′|2
σ2G
)
,
(38)
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and similarly, as in eq. (30), for systems where every pair of aligned atoms is separated by
much less than σG and if (αm, βm, γm) = arg max Ω
pq(α, β, γ)
Ωpq(αm, βm, γm) ≈ N(piσ2G)3/2 − pi3/2σ−1/2G
√
N RMSD(p, q). (39)
To evaluate Ωpq(α, β, γ) efficiently we follow the method developed to calculate SOAP simi-
larity kernels by Barto´k et al. 41 and De et al. 14 based on expanding Gaussian functions by
a modified form of the Rayleigh expansion,68
exp
(
−|r− rj|
2
2σ2G
)
= 4pi exp
(
−r
2 + r2j
2σ2G
) ∞∑
l=0
l∑
m=−l
il
(
rrj
σ2G
)
Y ml (rˆ)Y
m
l (rˆj)
∗, (40)
where r = |r| and rˆ = r/r. Y ml (rˆ) is the value of the spherical harmonic with degree l
and order m evaluated at a point on the unit sphere, rˆ. il(r) are modified spherical Bessel
functions of the first kind. Using this relationship we can express the two densities as
ρ(m(α, β, γ)T r)q =
∑
j
∞∑
l=0
l∑
m,m′=−l
4pi exp
(
−r
2 + rqj
2
2σ2G
)
il
(
rrqj
σ2G
)
Dlmm′(α, β, γ)Y
m
l (rˆ)Y
m
l (rˆ
q
j)
∗
ρ(r)p =
∑
j
∞∑
l=0
l∑
m=−l
4pi exp
(
−r
2 + rpj
2
2σ2G
)
il
(
rrpj
σ2G
)
Y ml (rˆ)Y
m
l (rˆ
p
j)
∗, (41)
where Dlmm′(α, β, γ) are the coefficients of the Wigner-D matrix that transforms the coeffi-
cients of the spherical harmonics by a rotation of α, β, γ,
∑
m′ D
l
mm′Y
m′
l (rˆ) = Y
m
l (mrˆ). For
brevity we have dropped the arguments, so Dlmm′ ≡ Dlmm′(α, β, γ) and m ≡m(α, β, γ), and
abbreviated the sums, as
∑
l,m{} ≡
∑∞
l=0
∑l
m=−l{}. Substituting eq. (41) into eq. (38)
Ωpq(α, β, γ) =
∑
j,j′
∑
l,m
∑
l′,m′,m′′
(4pi)2Y ml (rˆ
p
j)D
l′
m′m′′Y
m′′
l′ (rˆ
q
j′)
∗
exp
(
−r
p
j
2 + rqj
2
2σ2G
)
×
∫ ∞
0
exp
(
− r
2
σ2G
)
il
(
rrpj
σ2G
)
il
(
rrqj′
σ2G
)
r2 dr
∫
Y ml (rˆ)
∗Y m
′′
l′ (rˆ) drˆ. (42)
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The integrals can be evaluated analytically,
∫ ∞
0
exp
(
− r
2
σ2G
)
il
(
rrpj
σ2G
)
il
(
rrqj′
σ2G
)
r2 dr =
√
piσ3G
4
il
(
rpj r
q
j′
2σ2G
)
exp
(
rpj
2 + rqj′
2
4σ2G
)
, (43)∫
Y ml (rˆ)
∗Y m
′′
l′ (rˆ) drˆ = δll′δmm′′ . (44)
Hence
Ωpq(α, β, γ) =
∑
j,j′
∑
l,m,m′
4pi5/2σ3G Y
m
l (rˆ
p
j)Y
m′
l (rˆ
q
j′)
∗
exp
(
−r
p
j
2 + rqj′
2
4σ2G
)
il
(
rpj r
q
j′
2σ2G
)
Dlmm′ . (45)
Now we can calculate the Fourier coefficients of the overlap integral as,
Ωpq(α, β, γ) =
lmax∑
l=0
l∑
m,m′=−l
I lmm′D
l
mm′(α, β, γ), (46)
where, I lmm′ =
∑
j,j′
4pi5/2σ3G Y
m
l (rˆ
p
j)Y
m′
l (rˆ
q
j′)
∗
exp
(
−r
p
j
2 + rqj′
2
4σ2G
)
il
(
rpj r
q
j′
2σ2G
)
. (47)
To evaluate the integral numerically we truncate the the sum at a maximum angular mo-
mentum degree, lmax. To find the maximum value of Ω
pq we can use SOFT to perform a
SO(3) Fourier synthesis on I lmm′ , which can be achieved in O(∆
3
θ log
2 ∆θ) operations, where
2∆θ = lmax is the angular resolution or bandwidth of SOFT.
31 Most implementations of
SOFT (including ours) have O(∆4θ) computational complexity.
Calculating the full sum over all j and j′ is computationally expensive so the number
terms required can be reduced by omitting contributions where |rpj − rqj′|  σG. Assuming a
uniform density of points this observation means the number of terms in the sum will reduce
from N2 to N5/3. Hence, calculating the Fourier coefficients requires O(N5/3l3max) operations.
The result given by this Fourier synthesis can be refined by performing a local minimisa-
tion of eq. (46), as the gradients of Dlmm′(α, β, γ) can be calculated analytically or by fitting
a set of Gaussian peaks to the output data, and the location of these peaks can be used as
an initial starting point for the PERMDIST algorithm (see section 1.1.2).
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B.3.1 Harmonic Basis
The calculation of the cross terms in eq. (43) makes the overlap method more expensive,
and as a result, it is harder to evaluate alternative metrics. To improve efficiency we can
project eq. (41) onto an orthogonal radial basis, which we can generate from the isotropic
three-dimensional quantum harmonic oscillator (referred to here as the harmonic basis).
Expressing eq. (41) in the harmonic basis we obtain,
ρp(r) =
∑
n,l,m
cpnlmNnlr
l exp
(
− r
2
2r20
)
Ll+1/2n
(
r2
r20
)
Y ml (rˆ) =
∑
n,l,m
cpnlmgnl(r)Y
m
l (rˆ), (48)
where Lmn (r), are generalised Laguerre polynomials and
Nnl =
√
2n!
r2l+30 Γ(3/2 + n+ l)
(49)
is the normalisation constant, such that,
∫∫∫
gnl(r)Y
m
l (rˆ)
∗gn′l′(r)Y m
′
l′ (rˆ) dr = δnn′δll′δmm′ . (50)
The coefficients of eq. (48) can be obtained using eqs. (40) and (50),
cpnlm =
∫
ρp(r)gnl(r)Y
m
l (rˆ) dr = 4pi
N∑
j=1
Y ml (rˆ
p
j)
∗
∫ ∞
0
gnl(r) exp
(
−r
2 + rpj
2
2σ2G
)
il
(
rrpj
σ2G
)
r2 dr
=
N∑
j=1
Y ml (rˆ
p
j)
∗dnl(r
p
j ). (51)
For n = 0 we have the following analytic result,
d0,l = 4σ
3
G
√
pi3
r3jΓ
(
l + 3
2
) ( r0rj
r20 + σ
2
G
)l+ 3
2
exp
(
− r
2
j
2 (r20 + σ
2
G)
)
. (52)
To evaluate eq. (51) for larger values of n we can use the following recurrence relations,
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nLl+1/2n (x) = (n+ l + 1/2)L
l+1/2
n−1 (x)− xLl+3/2n−1 (53)
L
l+3/2
n−1 (x) = L
l+5/2
n−1 (x)− Ll+5/2n−2 (x) (54)
il(x) =
2l + 3
x
il+1(x) + il+2(x). (55)
Hence we obtain a recurrence relation for the integral dn,l(rj) (where for brevity we drop the
argument of dn,l(rj), so dn,l(rj) ≡ dn,l, and noting that d−1,l = 0),
0 = −
√
n− 1
n
dn−2,l+2 −
√
n+ l + 1/2
n
dn−1,l +
(2l + 3)σ2G
rjr0
√
n
dn−1,l+1 +√
n+ l + 3/2
n
dn−1,l+2 + dn,l. (56)
Unfortunately evaluating the forward recurrence of eq. (56) is numerically unstable for large
n and l, and attempting to stabilise the recursion results in ill-conditioned matrices. This
problem limits the ratio of system spatial size of the system to the width of the kernel,
max (rj) < 10σG. Within this regime Fourier coefficients of the overlap integral can be
calculated,
Ωpq(α, β, γ) =
∑
n,l,m
∑
n′,l′,m′
∑
m′′
∫∫∫
(cpn,l,m)
∗gnl(r)Y ml (rˆ)
∗ cpn′,l′,m′gn′l′(r)D
l′
m′′m′Y
m′′
l′ (rˆ)dr
=
∑
n
(cpn,l,m)
∗cqn,l,m′D
l
mm′ . (57)
This result can be used to perform an alignment by following the method in appendix B.3.
When aligning a large database of structures the algorithm can be made more efficient by
precalculating the harmonic basis coefficients. This precalculation will come at a slight cost
of accuracy in eq. (57), as only a fixed number of radial basis functions can be considered,
whereas the numerical calculation for eq. (47) is exact.
Computational Complexity Calculating eq. (57) requires specifying a cutoff angular
momentum order, as discussed in appendix B.3, and a cutoff harmonic basis order, such
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that n ≤ nmax and nmax ∝ N2/3. Hence the total complexity associated with calculating the
harmonic basis coefficients will be approximately O(N5/3l3max).
B.3.2 Spherical Fourier Transforms
Generalising the Fourier transform to spherical coordinates gives an alternate method to
obtain the SO(3) Fourier coefficients. For a function f(r), the Fourier transform and Fourier
synthesis can be defined,
F (k) = F [f(r)]k =
∫∫∫
f(r) exp(−ik · r) dr (58)
f(r) = F−1[f(k)]r = 1
(2pi)3
∫∫∫
F (k) exp(ik · r) dk. (59)
This approach can be generalised to spherical coordinates by expressing the exponential in
spherical harmonics,
exp(ik · r) = 4pi
∑
l,m
iljl(kr)Y
m
l (rˆ)Y
m
l (kˆ)
∗. (60)
where jl(kr) are spherical Bessel functions of the first kind. We can use Parseval’s theorem
to evaluate the overlap integral of the two densities,
Ωpq(α, β, γ) =
−∞∫∫∫
∞
ρp(r)ρq(mr)
∗dr
=
1
(2pi)3
−∞∫∫∫
∞
F [ρp(r)]kF [ρq(mr)]∗k dk (61)
Using the convolution theorem we can calculate the Fourier transforms,
Cp(k) = F [ρp(r)]k
= (2piσ2G)
3/2 exp
(
−k
2σ2G
2
)∑
j
exp(−ik · rpj)
48
= (2piσ2G)
3/2 exp
(
−k
2σ2G
2
)
4pi
∑
j
∑
l,m
(−i)ljl(κrpj )Y ml (rˆpj)∗Y ml (kˆ), (62)
Cq(k) = F [ρq(mr)]k
= (2piσ2G)
3/2 exp
(
−k
2σ2G
2
)
4pi
∑
j
∑
l,m
∑
m′
(−i)ljl(krqj )Dlm,m′Y m
′
l (rˆ
q
j)
∗Y ml (kˆ). (63)
Instead of evaluating eq. (61) as an integral we can evaluate it as a sum by considering the
discrete spherical Fourier transform, where we truncate the integral up to a cut-off radius,
rcut, and use the following orthogonality relation,
∫ rcut
0
jl
(
κl,n
rcut
r
)
jl
(
κl,n′
rcut
r
)
r2 dr =
pi r3cut
4κl,n
jl+1(κl,n)
2δn′n, (64)
where κl,n is the nth root of jl, so jl(κl,n) = 0, to transform eq. (59) into a sum (the spherical
analogue of a discrete Hankel transform,69)
f(r) =
∑
l,m
∞∑
n=1
Fml,n
√
2κl,n
r3cutjl+1(κl,n)
2
4piiljl
(
κl,n
rcut
r
)
Y ml (rˆ), (65)
Fml,n =
1
(2pi)3
√
2κl,n
r3cutjl+1(κl,n)
2
∫∫∫
|r|<rcut
f(r)4pi(−i)ljl
(
κl,n
rcut
r
)
Y ml (rˆ)
∗ dr. (66)
If we assume that ρp(r) = ρq(r) = 0 when |r| ≥ rcut, then by inspection of eqs. (62) and (63)
we can express the density functions as,
ρp(r) =
∑
l,m
∞∑
n=1
Cp,ml,n
√
2κl,n
r3cutjl+1(κl,n)
2
4piiljl
(
κl,n
rcut
r
)
Y ml (rˆ), (67)
Cp,ml,n = (2σ
2
G)
3/2
N∑
j=1
√
2κl,n
r3cutjl+1(κl,n)
2
exp
(
−κ
2
l,nσ
2
G
2r2cut
)
jl
(
κl,n
rcut
rpj
)
Y ml (rˆ
p
j)
∗, (68)
ρq(mr) =
∑
l,m
∑
m′
∞∑
n=1
Dlm,m′C
p,m
l,n
√
2κl,n
r3cutjl+1(κl,n)
2
4piiljl
(
κl,n
rcut
r
)
Y m
′
l (rˆ), (69)
Cp,ml,n = (2σ
2
G)
3/2
N∑
j=1
√
2κl,n
r3cutjl+1(κl,n)
2
exp
(
−κ
2
l,nσ
2
G
2r2cut
)
jl
(
κl,n
rcut
rqj
)
Y ml (rˆ
q
j)
∗. (70)
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We can obtain an expression for the overlap integral,
Ωpq(α, β, γ) =
∑
l,m,m′
Dlm,m′
1
(2pi)3
∞∑
n
Cp,ml,n
∗Cq,m
′
l,n . (71)
To evaluate the overlap integral we need to specify a cut-off order, nlcut, such that
κl,nlcut 
rcut
σG
, (72)
as the zeros of the spherical Bessel function are approximately uniformly distributed, κl,nlcut ∝
N1/3. The SO(3) Fourier coefficients can be calculated,
Il,m,m′ =
1
(2pi)3
nlcut∑
n
Cp,ml,n
∗Cq,m
′
l,n , (73)
which will require O(l3maxN
1/3) operations, while calculating the spherical Fourier coefficients
will require O(l2maxN
4/3) operations.
B.4 Including Multiple Species
The above methods assume that there is only one type of atomic species present; it is
straightforward to extend the FASTOVERLAP methods to apply to systems with multiple
different types of atomic species. In the multiple species case, the Fourier or Harmonic
coefficients for each species can be calculated independently. The Fourier coefficients for the
species overlap integral can be calculated separately in turn. The coefficients for the total
overlap integral are equal to the sum of the species overlap Fourier coefficients. In the case
of the method described in appendix B.3 the method is modified by only summing over the
indexes of identical atomic species in eq. (47).
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