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Abstract
The maximal pattern complexity function p∗α(k) of an infinite word α = α0α1α2 · · · over  letters,
is introduced and studied by [3,4].
In the present paper we introduce two new techniques, the ascending chain of alphabets and the
singular decomposition, to study the maximal pattern complexity. It is shown that if p∗α(k) < k
holds for some k ≥ 1, then α is periodic by projection. Accordingly we define a pattern Sturmian
word over  letters to be a word which is not periodic by projection and has maximal pattern
complexity function p∗α(k) = k. Two classes of pattern Sturmian words are given. This generalizes
the definition and results of [3] where  = 2.
© 2004 Elsevier Ltd. All rights reserved.
1. Introduction
Let A be a finite alphabet. An element of A is called a letter. An element α =
α0α1α2 · · · ∈ AN, where N := {0, 1, 2, . . .}, is called a word over A, and in particular,
it is called a word over all A if every letter of A appears in α. We denote A∗ = ∪∞n=0 An
the set of finite words over A.
Let k be a positive integer. By a k-window τ , we mean a sequence of integers of length
k with
0 = τ (0) < τ(1) < τ(2) < · · · < τ(k − 1).
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The k-window τ with τ (i) = i (i = 0, 1, . . . , k − 1) is called the k-block window. For a
k-window τ : 0 = τ (0) < τ(1) < · · · < τ(k − 1) and a word α, the word
α[n + τ ] := αn+τ (0)αn+τ (1) · · ·αn+τ (k−1)
is the pattern of α through the window τ at position n. We denote by Fα(τ ) the set of all
patterns of α through the window τ , i.e.,
Fα(τ ) := {α[n + τ ]; n = 0, 1, 2, . . .}.
In particular, we denote Fα(k) := Fα(τ ) for the k-block window τ .
The maximal pattern complexity function p∗α for a word α is introduced by the first
author together with Zamboni [3] as
p∗α(k) := sup
τ
Fα(τ ) (k = 1, 2, 3, . . .),
where the supremum is taken over all k-windows τ , while the block complexity function
pα is defined as pα(k) = Fα(k).
It is known (Morse and Hedlund [5]) that for a word α, the following statements are
equivalent:
(i) α is eventually periodic,
(ii) pα(k) is bounded in k,
(iii) pα(k) < k + 1 for some k = 1, 2, . . ..
The following parallel statements with respect to the maximal pattern complexity
function are equivalent ([3]):
(i) α is eventually periodic,
(ii′) p∗α(k) is bounded in k,
(iii′) p∗α(k) < 2k for some k = 1, 2, . . ..
A word α with block complexity pα(k) = k + 1 (k = 1, 2, 3, . . .) is known as a
Sturmian word and is studied extensively (see for example Berthé [1] and the references
therein). A word α with maximal pattern complexity p∗α(k) = 2k (k = 1, 2, 3, . . .) is
called a pattern Sturmian word and is studied in [3].
Let 1S be the indicator function. A word α over all A is called periodic by projection if
there exists S with ∅ = S  A such that the word
1S(α0)1S(α1)1S(α2) · · · ∈ {0, 1}N
is eventually periodic. Let Aα denote the set of letters occurring in α. If Aα = , we call
α a word over  letters. The main result of this paper is
Theorem 1.1. Let α be a word over  letters with  ≥ 2. If p∗α(k) < k holds for some
k = 1, 2, . . ., then α is periodic by projection.
Note that if there is a letter in Aα which appears in α only finitely often, then α is
periodic by projection and Theorem 1.1 holds trivially. So, we may and do always assume
that any letter appearing in α appears infinitely often.
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Theorem 1.1 says that low pattern complexity implies periodic by projection. If a word
over  letters is not periodic by projection, then the maximal pattern complexity is at least
k. Hence, according to Theorem 1.1, we generalize the definition of pattern Sturmian
word in [3]. A word over  letters is called a pattern Sturmian word if it is not periodic by
projection and has maximal pattern complexity function p∗α(k) = k.
In Section 6, we give two classes of pattern Sturmian words over  letters. One class
(generated by an irrational rotation on torus) is recurrent and another class is not. When
 = 2, there is another class which is called Topelitz words, but they are not pattern
Sturmian when  > 2 ([3]). We are interested to know some new examples of pattern
Sturmian words.
Note that if  = 2, then α is periodic by projection if and only if α is eventually
periodic. Hence the essential part of the above equivalence that (iii′) implies (i) follows
from Theorem 1.1.
Let α = β00β10β20 . . ., where β0β1β2 . . . is a classical Sturmian word over all
{1, 2}. Then Aα = {0, 1, 2}. Let τ be a k-window with k ≥ 2. Let k0 (or k1) be the
number of i such that τ (i) is even (or odd). Note that p∗β(k) = 2k. If k1k2 = 0, then
Fα(τ ) ≤ 2k0 + 2k1 = 2k; otherwise Fα(τ ) ≤ 2k + 1. Therefore the maximal pattern
complexity of α is p∗α(k) ≤ 2k + 1 < 3k. Clearly α is periodic by projection.
In the above example, if the complexity of β is high, then the complexity of α is also
high. Hence the inverse of Theorem 1.1 is not true.
The outline of the paper is the following.
Recurrent property. In this paper we will see that, one of the striking features of the
maximal pattern complexity is that it has a very strong relation with the recurrent property
of the word in consideration. A word β = β0β1β2 · · · is called recurrent if for any
L = 1, 2, . . ., there exists M ≥ 1 such that
β0β1 · · ·βL−1 = βMβM+1 · · ·βM+L−1. (1.1)
Note that if β is recurrent, then for any L there exist infinitely many M’s which makes
(1.1) hold. Moreover, β is called uniformly recurrent if for any L, the set of M as above is
relatively dense in N (that is, the distance between two consecutive M is bounded by some
constant).
When α is recurrent, the proof of Theorem 1.1 is easy, and this is done in Section 2
(in the proof of Lemma 2.3). There we construct our first graph in this paper.
Singular decomposition. When α is not recurrent, the situation is much more complicated.
Let T be the shift on the space AN such that (T α)n = αn+1 for α ∈ AN. The orbit closure
of α is defined by
O(α) := {T nα; n = 0, 1, 2, . . .},
where the topology is the product topology on AN. It is well known (Petersen [6]) that α is
uniformly recurrent if and only if O(α) is minimal, where a nonempty T -invariant closed
set Ω ⊂ AN is called minimal if Ω has no nonempty T -invariant closed proper subset. For
a word α, there always exists a recurrent word β ∈ O(α), since O(α) contains at least one
minimal set and any element in a minimal set is recurrent.
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A word β ∈ O(α) is called an auxiliary word of α, if β is recurrent and satisfies an
additional technical condition (ii) in Section 4. Our strategy is to make use of β to study
the maximal pattern complexity of α. We introduce two new techniques to study a word,
ascending chain of alphabet and singular decomposition.
Let β be an auxiliary word of α. A letter b which appears in β is called a singular letter
of β if the word
1{b}(β0)1{b}(β1)1{b}(β2) · · · ∈ {0, 1}N
is periodic. The minimum m which is a period of 1{b}(β0)1{b}(β1)1{b}(β2) · · · for any
singular letter b of β, is called the decomposition cycle of β. We set the decomposition
cycle of β to be 1 if β has no singular letter. Let
β(i) = βiβi+mβi+2m . . . , i = 0, 1, . . . , m − 1. (1.2)
Note that b is a singular letter of β if and only if β(i) = b∞ for some i ∈ {0, 1, . . . , m},
and b does not appear in any nonconstant word β(i). Accordingly, let
α(i) = αiαi+mαi+2m . . . , i = 0, 1, . . . , m − 1. (1.3)
The decomposition (1.2) and (1.3) is called the singular decomposition of the pair α and β.
Ascending chain of alphabet. Usually Aβ is a proper subset of Aα. A letter a ∈ Aα \ Aβ
is a neighbor of Aβ if and only if a occurs in a bounded distance (of the right side) from an
arbitrarily large block of α consisting of letters in Aβ . In Section 3, we construct a chain
Aβ = A0  A1  · · ·  Ah = Aα,
where A j \ A j−1 is the set of neighbors of A j−1. The ascending chain {A j } illustrates the
distribution of the letters in α and helps us to find the patterns of a given window in α.
Graph on alphabets. Let m be the decomposition cycle of β and let V = {0, 1, . . . , m−1}.
For u ∈ V , let Aα(u) be the alphabet of the words α(u). Considering the relations among
these alphabets, we define a nondirected graph Γ (V , H ), where there is an edge in H
connecting u and v (u = v) if and only if Aα(u) ∩ Aα(v) = ∅. It is shown that Γ is
connected if α is not periodic by projection. We actually prove a result which is stronger
than Theorem 1.1.
Theorem 1.2. If the graph Γ is connected and  ≥ 2, then p∗α(k) ≥ k holds for any
k = 1, 2, . . ., where  = Aα.
The paper is organized as follows: in Section 2, we proved Theorem 1.1 in the case α
is recurrent. In Section 3, we introduce the ascending chain of alphabets. In Section 4, we
introduce the singular decomposition of α and establish several lemmas. Theorems 1.1 and
1.2 are proved in Section 5. In Section 6, two classes of pattern Sturmian words are given.
For the block complexity function pα, refer [2,7] and [8].
2. Recurrent words
In this section, we prove Theorem 1.1 in the case α is a recurrent word. Actually we
will prove the following stronger result.
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Theorem 2.1. Let β be a recurrent word over  letters with  ≥ 2. If p∗β(k) < k holdsfor some k = 1, 2, . . ., then β contains at least one singular letter (and thus is periodic by
projection).
For s ≥ 1 and m ≥ 1, a window τ = {0 = τ (0) < τ(1) < · · · < τ(k − 1)} is called
s-separated if τ (i) − τ (i − 1) ≥ s (i = 1, 2, . . . , k − 1); is m-divisible if m divides every
τ (i). For m ≥ 1, we define subsequences β(i) (0 ≤ i ≤ m − 1) to be
β(i) = βiβi+mβi+2m . . . . (2.1)
If τ is an m-divisible window, then
Fβ(τ ) =
m−1⋃
i=0
Fβ(i) (τ/m),
where τ/m is the window {0 = τ (0)/m < τ(1)/m < · · · < τ(k − 1)/m}.
A family of words β(i) (i = 0, 1, . . . , m − 1) are called simultaneously recurrent if for
any L = 1, 2, . . ., there exists M > 0 such that
β
(i)
0 β
(i)
1 · · ·β(i)L−1 = β(i)M β(i)M+1 · · ·β(i)M+L−1 (2.2)
holds for i = 0, 1, . . . , m − 1 simultaneously.
Lemma 2.2. If β is recurrent, then for any m ≥ 1, the family of words β(i) (i =
0, 1, . . . , m − 1) in (2.1) is simultaneously recurrent.
Proof. To prove the lemma, we need only show that for any L ≥ 1, there exists an M ≥ 1
with m|M such that (1.1) holds. Then for mL ≥ 1, there exists M ≥ 1 such that
β0β1 · · ·βmL−1 = βmMβmM+1 · · ·βmM+mL−1.
So the family of words β(i) (i = 0, 1, . . . , m − 1) is simultaneously recurrent by taking M
corresponding to L.
Take an arbitrary L1. Take M > 0 satisfying (1.1) for L = L1 and denote this M by
M1. Let L2 = L1 + M1. Take M > 0 satisfying (1.1) for L = L2 and denote this M by
M2. Then for L = L1, (1.1) holds for
M ∈ {M1, M2, M1 + M2}.
In general, let Ln = Ln−1 + Mn−1, take M > 0 satisfying (1.1) for L = Ln and denote
this M by Mn . We obtain a sequence of positive integers M1, M2, M3, . . .. For L = L1,
(1.1) holds for M = Mi1 + Mi2 + · · · + Mi j for any 1 ≤ i1 < i2 < · · · < i j . So there
exists i < j such that M := Mi + Mi+1 + · · · + M j ≡ 0 (mod m). Hence, (1.1) holds for
L = L1 and this M satisfying m|M . 
We will prove the following lemma, which we need later. Theorem 2.1 follows
immediately from this lemma.
Lemma 2.3. Let β be a recurrent word containing no singular letter. Then for any s ≥
1, m ≥ 1 and k ≥ 1 there exists an s-separated, m-divisible k-window τ such that
Fβ(τ ) ≥ Aβk. (2.3)
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Proof. We prove the lemma by the induction on k. For k = 1, the lemma is clear. Assume
that the lemma holds for k, and let τ = {0 = τ (0) < τ(1) < · · · < τ(k − 1)} be an
s-separated, m-divisible k-window satisfying (2.3).
Let β(i) (i = 0, 1, . . . , m − 1) be the family of words defined by (2.1). Suppose that all
the possible patterns of β(i) through τ/m appear in the first L positions, i.e.,
Fβ(i) (τ/m) = {β(i)[n + (τ/m)]; n = 0, 1, . . . , L − 1}, i = 0, . . . , m − 1.
Since the family β(i) are simultaneously recurrent, there exists an integer M with mM ≥
τ (k − 1) + s such that
β
(i)
0 β
(i)
1 · · ·β(i)L−1 = β(i)M β(i)M+1 · · ·β(i)M+L−1 i = 0, 1, . . . , m − 1.
Define a window
τ ′ = τ ∪ {mM}.
Then, τ ′ is an s-separated, m-divisible (k + 1)-window which is an extension of τ by
τ ′(k) = mM . We will prove that
Fβ(τ ′) ≥ Aβ(k + 1).
We define a directed graph G = (Aβ, E) on the vertex set Aβ , where the set of directed
edges is given by
E = {ab ∈ A2β; a = βn = βn+mM = b for some n ≥ 0}.
We prove first that any connected component of G is strongly connected. We decompose
β into mM parts as follows:
β〈 j 〉 = β jβ j+mMβ j+2mM . . . (0 ≤ j ≤ mM − 1).
Note that every β〈 j 〉 can be realized as an infinite path in the graph G ∪ H , where
H = (Aβ,∆) with ∆ = {aa; a ∈ Aβ}. Since any β〈 j 〉 (0 ≤ j ≤ mM − 1) is recurrent
(Lemma 2.2), any connected component of G is strongly connected.
Second, any connected component of G contains at least two vertices. Suppose that
{b} is a connected component of G. Then for any j = 0, 1, . . . , mM − 1, either
β〈 j 〉 = bbb . . . is a constant word or b does not appear in β〈 j 〉. This implies that
1{b}(β0)1{b}(β1)1{b}(β2) . . . is periodic with period mM . Hence b is a singular letter of
β, which contradicts our assumption.
Therefore, for any b ∈ Aβ , there exists a circle in G which contains b. This implies that
E , the number of the edges of G, is not less than Aβ .
Now by the construction of τ ′, we have
{ξ0ξ1 · · · ξk; ξ0ξ1 · · · ξk−1 ∈ Fβ(τ ) and ξ0 = ξk} ⊆ Fβ(τ ′).
So
Fβ(τ ′)
= {ξ0ξ1 · · · ξk ∈ Fβ(τ ′); ξ0 = ξk} + {ξ0ξ1 · · · ξk ∈ Fβ(τ ′); ξ0 = ξk}
≥ Fβ(τ ) + E ≥ Aβk + Aβ ≥ Aβ(k + 1),
which completes the proof. 
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3. Ascending chain of alphabet
Let β ∈ O(α). Denote A0 = Aβ, A = Aα. Then there exists an arbitrary long block in
α consisting of letters in A0.
It is clear that A0 ⊂ A. Let us assume that A0 = A. For any set B with A0 ⊂ B and
A \ B = ∅, we say a letter a ∈ A \ B is a neighbor of B in α, if there exists a finite word
η ∈ A∗ such that for any n ∈ N, there exists a word ξ ∈ Bn such that the word ξηa occurs
in α. In another word, a is a neighbor of B if and only if a occurs in a bounded distance
after an arbitrarily long block consisting of letters in B in α. The set consisting of elements
of B together with neighbors of B in α is denoted by B˜ and called the neighbor set of B in
α. By the assumption that any element in A appears in α infinitely often, we have B  B˜.
Define A1 by A1 = A˜0. If A1  A, then define A2 by A2 = A˜1. In this way, we get a
chain
A0  A1  · · ·  Ah = A
with some integer h ≥ 1. To be complete, we define h = 1 if A = A0.
For a ∈ A\ A0, let σ(a) be the minimum value of the length of ηa as above with respect
to A j−1 and α such that a ∈ A j \ A j−1. Let σ be the maximal value of σ(a), where a runs
over Ah \ A0. We call σ(a) the distance bound of the letter a and σ the distance bound of
the chain.
Examples. Let α = 123112311123 · · · = ∏ 1n23 and β = 1∞. Then A0 = {1}, A1 =
{1, 2, 3}; σ(2) = 1, σ (3) = 2, and σ = 2.
Let α = 123112231112223 · · · = ∏ 1n2n3. If β = 1∞, then A0 = {1}, A1 =
{1, 2}, A2 = {1, 2, 3} and σ = 1. If β = 2∞, then A0 = {2}, A1 = {1, 2, 3} and σ = 2.
The ascending chain {A j } illustrates the distribution of the letters and helps us to find
the patterns of a given window in α. Lemma 3.1 follows from the definition of Ai directly.
Lemma 3.1. Let 1 ≤ j ≤ h and a ∈ A j . Then there exists a word η with length less than
σ , such that for any n ≥ 0, there exist ξ ∈ Anj−1, and γ ∈ Anj such that ξηaγ occurs in α.
Lemma 3.2. Let 1 ≤ j ≤ h and a ∈ A j . Let a ∈ A j \ A j−1, and let τ be an s-separated
k-window with s ≥ σ . Then for each i = 0, 1, . . . , k − 1, there exists a pattern of the form
λaζ ∈ Fα(τ ), where λ ∈ Aij−1 and ζ ∈ Ak−i−1j .
All these patterns, where a ∈ Ah \ A0 and i = 0, 1, . . . , k − 1, are different from each
other and the total number is (Ah − A0)k.
Proof. Take a ∈ A j \ A j−1 and let n ≥ τ (k − 1). For this a and n, there exist ξ, η and γ
satisfy the conditions in Lemma 3.1. We move the window τ on the word ξηaγ . When the
letter a is in position τ (i), we get a pattern in Fα(τ ) with the expecting form. The pattern
consists of letters in A j , and a is the first letter which does not belong to A j−1. We say a
is the critical letter of the pattern. So we get k different patterns with critical letter a.
When a runs over Ah\A0, we obtain (Ah − A0)k different patterns because two
patterns either have different critical letters, or have the same critical letters in different
positions. 
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As an application of Lemma 3.2, we will show that Theorem 1.1 holds in the case that
α is a nonconstant word containing arbitrarily large blocks of a letter b. It is obvious that
α is not periodic by projection in this case.
Theorem 3.3. If α is nonconstant and contains arbitrarily large blocks of a letter, then
p∗α(k) ≥ Aαk holds for all k = 1, 2, . . ..
Theorem 3.3 follows immediately from Lemma 3.4, which is needed in Section 5.
Lemma 3.4. If α is nonconstant and contains arbitrarily large blocks of a letter b, then for
any s and k = 1, 2, . . ., there exists an s-separated k-window τ such that
Fα(τ ) ≥ Aαk.
Proof. Note that α is not eventually periodic (recall the assumption that any letter in Aα
appears in α infinitely often). The lemma is true for k = 1, so we assume k ≥ 2.
Clearly β := b∞ ∈ O(α). Let
{b} = A0  A1  · · ·  Ah = Aα
be the ascending chain and σ the corresponding distance bound. We may assume that
s ≥ σ . For any a ∈ Ah\Ah−1, we claim that
Claim 1. For k ≥ 2, there exists an s-separated k-window τ such that for each i =
0, 1, . . . , k − 2, there are two different patterns λaζ, λaζ ′ ∈ Fα(τ ) with critical letter
a in position i . Namely, λ ∈ Aih−1 and ζ, ζ ′ ∈ Ak−i−1h with ζ = ζ ′.
We prove the claim by induction on k ≥ 2. Assume that the claim holds for k ≥ 2 with
an s-separated k-window τ . We are going to show that Claim 1 holds for k + 1 as well.
Set n = τ (k − 1). Note that n ≥ s ≥ σ . By Lemma 3.1, there exist η with |η| < σ and
ξ ∈ An−|η|h−1 such that ξηa appears in α infinitely often.
Take integers n1 = n2 such that ξηa is a prefix of both T n1α and T n2α.
Since α is not eventually periodic, we can find an integer j > n + s such that
α(n1 + j) = α(n2 + j). Define τ ′ = τ ∪ { j}. Then the claim holds for (k + 1)-window τ ′
and i = k − 1 since α[n1 + τ ′] and α[n2 + τ ′] are the required elements λaζ and λaζ ′; the
claim holds for window τ ′ and i = 0, 1, . . . , k − 2 by the induction hypothesis. Hence the
claim holds for k + 1. To complete the proof of Claim 1, we prove it when k = 2. This is
done by taking ξη = ∅ in the above.
Let τ be the window in Claim 1. First there are (Ah − A0)k patterns in Fα(τ ) as
described in Lemma 3.2, we denote the set of these patterns by P .
Pick a ∈ Ah \ Ah−1. For each i = 0, 1, . . . , k − 2, by Claim 1, we have at least 2
patterns of the form λaζ(λ ∈ Aih−1, ζ ∈ Ak−i−1h ) and at most one of them belongs to P .
Therefore, we get k − 1 additional patterns of τ .
We also have bbb · · · in Fα(τ ) which is not in the above list. Thus, we have
Fα(τ ) ≥ (Ah − A0)k + k = (Aα − 1)k + k = Aαk,
which completes the proof. 
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4. Singular decomposition
Take a recurrent word β ∈ O(α). Let m be the decomposition cycle of β, that is,
m ≥ 1 is the smallest integer such that for any singular letter b of β, m is a period of
1{b}(β0)1{b}(β1)1{b}(β2) · · · ∈ {0, 1}N. Let
α(i) = αiαi+mαi+2m . . . ,
β(i) = βiβi+mβi+2m . . . , (4.1)
for i = 0, 1, . . . , m − 1. For some technical reason, we wish that β(i) ∈ O(α(i)) for
i = 0, 1, . . . , m − 1.
Take r ∈ {0, 1, . . . , m − 1} such that β = limn→∞ T mkn+rα holds for some k1 ≤
k2 ≤ · · ·. Set β ′ = T m−rβ, then it is obvious that
(i) β ′ ∈ O(α) and β ′ is recurrent;
(ii) β ′(i) ∈ O(α(i)), where m is the decomposition cycle of β ′.
A word satisfying (i) and (ii) is called an auxiliary word of α. The decomposition (4.1)
is called a singular decomposition of α.
From now on, we will always use β to denote an auxiliary word of α. Clearly every
finite word appearing in β(i) appears in α(i). Our strategy is to make use of β to study the
maximal pattern complexity of α.
We use the following notations for a set D ⊂ {0, 1, . . . , m − 1} and a window τ :
Aα,D := ∪i∈D Aα(i)
Aβ,D := ∪i∈D Aβ(i)
Fα,D(τ ) := ∪i∈D Fα(i) (τ )
Fβ,D(τ ) := ∪i∈D Fβ(i) (τ ).
In the rest of this section, we will extend the construction of the ascending chain of
alphabet in Section 3, and prove several technical lemmas which are needed in the next
section. The notations are complicated, but the ideas are very simple: we extend the
discussion of one word (in Section 3) to a set of finite words.
Let D be a nonempty subset of {0, 1, . . . , m − 1}, and denote A(D) = Aα,D , A0(D) =
Aβ,D. It is clear that A0(D) ⊂ A(D).
Assume that A0(D) = A(D). Let A(i)1 be the neighbor set of A0(D) in the word α(i)
and σ (i)(a) be the distance bound for a letter a ∈ A(i)1 \ A0(D) with respect to A0(D) and
α(i). Let
A1(D) = ∪i∈D A(i)1 and σ(a) = mini∈D σ
(i)(a)(a ∈ A1(D)),
where we set σ (i)(a) = ∞ if a ∈ A(i)1 \ A0(D). Note that A1(D)  A0(D) since any
a ∈ A(D) \ A0(D) appears in some of α(i) infinitely often.
If A1(D) = A(D), then define A2(D) and the distance bound in the same manner. We
can continue this process until we get a chain
A0(D)  A1(D)  · · ·  Ah(D) = A(D).
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We denote this h by h(D), and we define the distance bound to be σ(D) = max{σ(a); a ∈
Ah(D) \ A0(D)}. We define h(D) = 1 if A0(D) = A(D).
Lemma 4.1 is a parallel one to Lemma 3.2, and the proof is also the same.
Lemma 4.1. Let D be a nonempty subset of {0, 1, . . . , m − 1}. Let a ∈ A j (D) \ A j−1(D)
for some j with j ≥ 1, and let τ be an s-separated k-window with s ≥ σ(D). Then for each
i = 0, 1, . . . , k − 1, there exists a pattern of the form λaζ ∈ Fα,D(τ ), where λ ∈ Aij−1(D)
and ζ ∈ Ak−i−1j (D).
All these elements for a ∈ Ah(D) \ A0(D) and i = 0, 1, . . . , k − 1 are different from
each other, and the total number is (Ah(D) − A0(D))k, where h = h(D).
Let
s0 = max{σ(D); ∅ = D ⊂ {0, 1, . . . , m − 1}} (4.2)
be the total distance bound for the pair α and β.
Lemma 4.2. Let β be an auxiliary word of α, and m the decomposition cycle of β. Then
for any k = 1, 2, . . ., any s0-separated k-window τ , any nonempty D ⊂ {0, 1, . . . , m −1}:
(i) If B satisfies Aβ,D ⊂ B ⊂ Aα,D, then it holds that
(Fα,D(τ ) \ Bk) ≥ (Aα,D − B)k. (4.3)
(ii) If B satisfies ∅ = B ⊂ Aα,D \ Aβ,D, then
(Fα,D(τ ) \ Bk) ≥ (Aα,D − Aβ,D − B + 1)k. (4.4)
Proof. Let Ai = Ai (D) (i = 0, 1, . . . , h) be the ascending chain for the set D and
h = h(D).
Suppose Aβ,D ⊂ B ⊂ Aα,D. Collecting all patterns λaζ in the list of Lemma 4.1 with
a running over Aα,D \ B , we obtain (Ah − B)k patterns in Fα,D(τ ). They do not belong
to Bk since the critical letters are not in B . This proves (4.3).
Suppose ∅ = B ⊂ Aα,D \ Aβ,D. Take the smallest j such that A j ∩ B = ∅, then
j ≥ 1. Pick any b ∈ A j ∩ B . From the list of Lemma 4.1, collect all the patterns λaζ with
a ∈ B together with patterns λbζ with λ = ∅. They are in Fα,D(τ ) \ Bk and there are
(Aα,D − Aβ,D − B)k + k − 1 of them. Finally there is at least one pattern consisting
only of letters in Aβ,D; it is in Fα,D(τ ) \ Bk and it is not in the above list. Hence, we have
at least (Aα,D − Aβ,D − B)k + k elements in Fα,D(τ ) \ Bk , which proves (4.4). 
We call i ∈ {0, 1, . . . , m−1} a singular residue of β if β(i) is a constant word, otherwise
we call i a regular residue of β. The set of singular residues and the set of regular residues
are denoted by DS and DR respectively.
Lemma 4.3. Let β be an auxiliary word of α with DR = ∅. Then for any k = 0, 1, . . .,
there is an s0-separated k-window τ such that
Fα,DR (τ ) ≥ Aα,DR k.
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Proof. First we show that there is an s0-separated k-window τ such that
Fβ,DR (τ ) ≥ Aβ,DR k.
Let DR = { j0 < j1 < · · · < jp−1}. We construct a new word γ by
γpk+i = β( ji )k , i = 0, 1, . . . , p − 1, k = 0, 1, . . . .
Then, it is not difficult to see that γ is a recurrent word containing no singular letter. So
by Lemma 2.3, there is an s0-separated, p-divisible window τ ′ such that Fγ (τ ′) ≥ Aγ k.
Dividing each element of τ ′ by p, we obtain a new window τ = τ ′/p, and clearly
Fβ,DR (τ ) = Fγ (τ ′) ≥ Aγ k = Aβ,DR k.
Setting B = Aβ,DR in Lemma 4.2(i), we have that
(Fα,DR (τ ) \ Fβ,DR (τ )) ≥ (Aα,DR − Aβ,DR)k.
We obtain the required result by adding the above formulas. 
Corollary 4.4. If there exists a recurrent β ∈ O(α) such that β contains no singular letter,
then p∗α(k) ≥ Aαk holds for any k = 1, 2, . . ..
5. Graph Γ and the main results
Let β be an auxiliary word of α, and m be the decomposition cycle of β. We define a
nondirected graph Γ = Γ (V , H ) with the vertex set V = {0, 1, . . . , m − 1} and the edge
set H such that {u, v} ∈ H if and only if u = v and Aα(u) ∩ Aα(ν) = ∅.
Lemma 5.1. If α is not periodic by projection, then the graph Γ is connected.
Proof. Suppose that the graph Γ is not connected. Take a connected component U of Γ
and denote S = Aα,U . Then Γ is not connected implies that ∅ = U  V and ∅ = S  Aα.
Moreover, the word 1S(α0)1S(α1)1S(α2) · · · is eventually periodic with period m. The
lemma is proved. 
Proof of Theorem 1.2. Assume that β is an auxiliary word of α, and the graph Γ defined
by α and β is connected.
Let U be a subset of V , and u ∈ U be a singular residue such that {u, u′} ∈ H for some
u′ ∈ U . We assert that if
Fα,U (τ ) ≥ Aα,U k (5.1)
holds for an s0-separated k-window τ , then Fα,U ′(τ ) ≥ Aα,U ′k holds for U ′ = U ∪ {u}
with the same window τ .
Since
Fα,U ′(τ ) = Fα,U (τ ) ∪ Fα(u)(τ ),
we have that
Fα,U ′(τ ) ≥ Fα,U (τ ) + (Fα(u)(τ ) \ Bk), (5.2)
where B = Aα,U ∩ Aα(u) . Note that B is not empty.
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Let β(u) = b∞. By Lemma 4.2 with D = {u} and B = Aα,U ∩ Aα(u) , we have
(Fα(u)(τ ) \ Bk) ≥ (Aα(u) − B)k. (5.3)
(Use Lemma 4.2(i) when b ∈ B , use (ii) when b ∈ B). Since
Aα,U + Aα(u) − B = (Aα,U ∪ Aα(u)) = Aα,U ′,
we have that Fα,U ′(τ ) ≥ Aα,U ′k by (5.1)–(5.3). Our assertion is proved.
Recall that DR is the set of regular residues of β. If DR = ∅, then take v ∈ V such that
Aα(v) ≥ 2, which exists since  ≥ 2 and the graph Γ is connected. We set U0 = {v} when
DR = ∅, and U0 = DR otherwise. We claim that U0 satisfies (5.1). If U0 = {v}, our claim
follows from Lemma 3.4; if U0 = DR , our claim follows from Lemma 4.3.
Recall that V = {0, 1, . . . , m − 1}. Since V \ U0 contains only singular residues, by
adding them to U0 one by one, we conclude that there exists a k-window τ such that
Fα,V (τ ) ≥ Aα,V k.
Define a k-window mτ to be {0 = mτ (0) < mτ (1) < · · · < mτ (k − 1)}, then
Fα(mτ ) = Fα,V (τ ) ≥ Aα,V k = Aαk,
which implies p∗α(k) ≥ Aαk. 
Theorem 1.1 follows immediately from Lemma 5.1 and Theorem 1.2.
6. Pattern Sturmian words
In this section, we give two classes of pattern Sturmian words.
Example 1. Let θ be an irrational number and T = R/Z. Let  ≥ 2 and P =
{I0, I1, . . . , I−1} be a partition of T into  intervals with nonempty interiors. Define
α = α0α1 · · · ∈ {0, 1, . . . ,  − 1}N by
αn = i, if nθ ∈ Ii .
Then α is not periodic by projection since θ is irrational.
Let τ = {τ (0) < τ(1) < · · · < τ(k − 1)} = {0, N1. . . . , Nk−1} be a k-window. Denote
S − x = {s − x; s ∈ S}. Since {nθ; n ∈ N} is dense in T, ξ0ξ1 · · · ξk−1 ∈ Fα(τ ) if and only
if
Iξ0 ∩ (Iξ1 − N1θ) ∩ · · · ∩ (Iξk−1 − Nk−1θ) = ∅.
Therefore,
Fα(τ ) ≤ (P ∨ (P − N1θ) ∨ · · · ∨ (P − Nk−1θ)), (6.1)
where “∨” is the common refinement of partitions. Since the right side of (6.1) is no greater
than the number of the end points of the intervals
Ii − N j θ (i = 0, 1, . . . ,  − 1; j = 0, 1, . . . , k − 1),
we have p∗α(k) ≤ k (k = 1, 2, . . .). Since α is not periodic by projection, p∗α(k) =
k (k = 1, 2, . . .) holds by Theorem 1.1.
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Note that the same result holds for any orientation preserving homeomorphism on T
with an irrational rotation number instead of the irrational rotation.
Example 2. Let  ≥ 2. Let C = {c0 < c1 < c2 < · · ·} be a set of nonnegative integers
such that 2c j < c j+1 ( j = 0, 1, 2, . . .). Let {C1, C2 · · · C−1} be a partition of C into −1
infinite sets. Let C0 = N \ C . Define α = α0α1 · · · ∈ {0, 1, . . . ,  − 1}N by
αn = i, if n ∈ Ci .
Then α is not periodic by projection since it contains an arbitrarily long block of 0. It is
not recurrent.
For any k-window τ , Fα(τ ) contains 0k, 0i a0k−i−1 (i = 0, 1, . . . , k − 1; a =
1, 2, . . . , −1). Moreover, for any i = 1, 2, . . . , k−1, Fα(τ ) can contain at most one finite
word of the form ηa0k−i−1, where a ∈ {1, 2, . . . ,  − 1} and η ∈ {0, 1, . . . ,  − 1}i \ {0i}.
Therefore, Fα(τ ) ≤ k, which implies that p∗α(k) = k (k = 1, 2, . . .) by Theorem 1.1.
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