Introduction
Many a good theorem about an algebraic variety de ned over an arbitrary ground eld has been proved by demonstrating its veracity under the assumption that the ground eld has prime characteristic.
A notable example is the fundamental theorem of Mori on the existence of rational curves on a smooth projective variety: if X contains some curve whose intersection with the canonical class is negative, then X contains a rational curve with the same property Mo], Ko1, II 5.8] . Even theorems that fail in prime characteristic can be proved by reduction to characteristic p; for instance, the only know \algebraic" proofs of the Kodaira Vanishing theorem in higher dimension use characteristic p methods DI] , Fa] .
The past decade has witnessed an explosion of activity in prime characteristic techniques in commutative algebra, yielding theorems for rings containing a eld of any characteristic. Much of this has been inspired by Hochster and Huneke's introduction of tight closure, a simple operation performed on ideals that encapsulates the key idea underlying many characteristic p arguments HH1]. The exposition Hu] is an excellent introduction to this subject.
My purpose in this article is to show how these techniques in commutative algebra, developed to study problems of uniform growth and Cohen{Macaulayness (or the lack thereof), may be applied to topics of current research in algebraic geometry. The essential algebraic points are not reproved here, but rather reformulated and developed in a di erent direction. Many results here are new, though a con uence of ideas of many researchers is represented.
The paper is organized as follows. Section 1 reviews two themes: the general method of \reduction to characteristic p" and the transition between the projective algebraic geometry and local commutative algebra via the choice of a \section ring" for an abstract projective variety and local cohomology. A brief discussion of the Frobenius morphism and its a ect on cohomology is included in Section 1.4.
In Section 2, a new and very general vanishing theorem, Theorem 2.1, is proved: for a large class of line bundles| including the numerically e ective ones| on a projective variety of prime characteristic, there is always a nite cover such that the induced map on cohomology H i (L) ? ! H i (f L) is zero. This vanishing result is deduced from (and in fact, is nearly equivalent to) the \existence of big CohenMacaulay algebras," one of the most striking results to have come out of the new characteristic p methods in commutative algebra.
Section 3 reformulates the Kodaira Vanishing theorem as a statement about the behavior of linear systems under the action of Frobenius. A natural generalization emerges: the map induced by Frobenius H i (X; L ?1 ) ! H i (X; F L ?1 ) is injective for all i, where L is an ample invertible sheaf on a projective variety X obtained from a smooth complex projective variety by \reduction mod p" (see 3.5). This generalization, whose proof is due to Nobuo Hara, has some interesting consequences, including Frobenius splitting for smooth Fano varieties of characteristic zero, Corollary 4.11. For the most part, this section is a \more geometric" exposition of the work HS] , though the results have been improved and generalized, and the proofs have been simpli ed.
Section 4 is a discussion of the hierarchy of singularities de ned in terms of Frobenius (F-regular, F-pure, and F-rational) that have been much-studied recently in commutative algebra. The comparison with singularities arising in birational geometry (rational, log-terminal, log-canonical) is outlined. One new observation here is a short proof of a result of Kei-Ichi Watanabe that Q-Gorenstein varieties that are F-regular must have log-terminal singularities (Corollary 4.16); another is the observation that two well-known conjectures in tight closure theory are actually equivalent to eachother| the equivalence of rational singularities with F-rationality and the equivalence of log-terminal singularities with F-regularity; see 4.5.
In Section 5, an application of Frobenius to the problem of e ective bounds for global generation of adjoint linear series is summarized.
The development of these characteristic p methods in commutative algebra has been paralleled by an independent urry of results in algebraic groups initiated by Mehta and Ramanathan's study of Frobenius splitting in MR] . These ideas are quite similar, though the practitioners of each set of techniques have been working independently of eachother. In an attempt to unify these perspectives, one speci c way in which the approaches are related is presented in Section 4.8. For a detailed treatment of the applications to algebraic groups, we refer to the beautiful survey of Ramanathan R] .
An appendix gathers together some of the commutative algebra used throughout; a quick introduction to tight closure is combined with a comparison to the more familiar operation of integral closure.
It is a pleasure to thank my friend and colleague, S andor Kov acs, for his willingness to teach me some of the tricks of his trade. I am also grateful to Melvin Hochster and Steven Kleiman, whose sharp eyes detected a few mistatements and unclear sentences in an earlier draft, and whose suggestions led to a greatly clari ed exposition.
Preliminaries Reduction to Prime Characteristic
Most of the theorems discussed in this article concern varieties over a eld of characteristic zero. Virtually all of the techniques speci cally use characteristic p.
Consider a scheme X k of nite type over a eld k of characteristic zero. Being de ned by nitely generated data, X k is de ned over some nitely generated Zalgebra contained in k, call it A. For example, the plane curve in P 2 C de ned by x 3 + y 3 + p 17z 3 is de ned over A = Z ; p 17]. Often A is chosen so that some additional data, such as a coherent O Xk -module, is de ned over A. 1.1. De nition. A family of models for X k =k is a nite-type morphism X A ! Spec A, where A is a nitely generated Z -algebra contained in k, such that X k = X A A Spec k. The key point in reduction to characteristic p is that the closed bers of the family of models X A ! Spec A are all schemes of nite type over nite elds (of di erent characteristics). In this way, many properties of the scheme X k can be deduced from the \generic" properties of the closed bers. This method is especially useful for cohomological questions, where the idea of semi-continuity is well-known.
The base Spec A is generically regular and the morphism X A ! Spec A is generically at. Thus we may replace Spec A by a Zariski open subset Spec A 1=a]; so as to assume that X k has a at family of models X A ! Spec A with a regular base, whenever it seems convenient. Often, we construct a family of models for a polarized algebraic variety. This means that A is chosen so that a given ample invertible sheaf L k on X k is de ned over A. This gives rise to a relatively ample invertible sheaf L A on X A such that L k is the pullback of L A to X A A Spec k. Each closed ber is polarized by the pullback of L A to X A A Spec A= , where is a maximal ideal in Spec A. Similarly, a family of models can be constructed for any nite collection of coherent O X -modules.
A good discussion of the details of the general method of \reduction to characteristic p" in this context appears in Koll ar's book Ko1, II, 5] .
In this paper, our basic expository setting is of nite-type schemes. A \Meta-theorem" of Hochster uses Artin Approximation to reduce to the nite-type case, showing that the method of reduction to characteristic p holds much more generally. A broad class of conjectures about arbitrary Noetherian schemes over a eld can be proven by simply establishing the case where that eld has prime characteristic. Of course, just as above, there are restrictions on the types of problems to which this method can be applied| roughly, the problem (about a ring R) must ultimately be statable as the non-solvability (in R) of systems of polynomial equations in nitely many variables and with coe cients in Z , in such a way that a certain subset of the variables de nes a scheme with given codimension; see Ho1, 5 .2] for details. The long and varied list of theorems in 6.6 is a sampling of some of the theorems to which this remarkably general method applies.
From Projective Geometry to Local Algebra and Back 1.1.1. Conventions. The term variety means a reduced, irreducible, separated scheme of nite type over a ground eld k. A polarized variety is an abstract variety X, necessarily quasi-projective, together with a choice of ample invertible sheaf L on X. If X is projective, then H 0 (X; O X ) is a nite dimensional k-vector space contained in the function eld k(X); for the issues in this paper, there is no harm in enlarging k so as to assume that k = H 0 (X; O X ).
A Q-divisor on a variety X is a formal Q-linear combination of prime Weil divisors on X (codimension one subvarieties). In writing D = P a i D i , the divisors D i are assumed distinct, so the operations \round-down" xDy = P xa i yD i and \round-up" pDq = P pa i qD i are well de ned and yield integral coe cient divisors. Here, xa i y denotes the largest integer less than or equal to a i , and pa i q denotes the least integer greater than or equal to a i . A Q-divisor D is said to be Q-Cartier if some integer multiple of D is an integral Cartier (locally principal) divisor on X. In referring to numerical properties of a Q-divisor D, such as bigness, semi-positivity, or ampleness, we always mean some positive integer multiple of D is an integral Cartier divisor with this property.
We generally work with Q-divisors only on normal varieties X. In this case, the notation O X (D) denotes the re exive sheaf corresponding to the integral Weil divisor xDy. By de nition, O X (D) is the subsheaf of the constant sheaf k(X) which assigns to an open set U X those rational functions f such that (div(f) + D)j U 0. Here, div(f) = P ord E (f)E is the formal sum over all codimension one subvarieties E with coe cient the order of f in the local ring of E.
The canonical sheaf ! X of a normal projective variety is the unique re exive O X -module that agrees with the sheaf of regular d forms^d X=k on the smooth locus. The corresponding divisor class (or a xed Weil divisor representing this class) is denoted K X .
In studying a polarized projective variety (X; L), it is natural to shift attention from X to the vertex of the cone over X determined by L. By de nition of ampleness, the section ring is nitely generated over the eld H 0 (X; O X ), and the projective scheme it de nes is isomorphic to X; see EGA, II 4.5.1]. If X is normal, then the section ring for every polarization is a normal domain. If, furthermore, the polarization is very ample, then the section ring is the normalization of the homogeneous coordinate ring for X under the projective embedding given by the associated complete linear system of divisors.
Section rings are rather special among nitely generated graded rings. The following de nition leads to a much bigger class. A generalized section ring is a nitely generated N-graded algebra over the eld H 0 (X; O X ) and the projective scheme it de nes is isomorphic to X. The point is that S has a Veronese subring Let S be a nitely generated graded domain and let M be any nitely generated graded S-module. The notation M(n) denotes the same S-module, but with the grading shifted, so that the i th graded piece M(n)] i is M] n+i for all integers i. For all i 1, there is a natural isomorphism
of graded S-modules. Here H i m (?) denotes local cohomology supported at m, the derived functors of the functor of \global sections with supports in m." Indeed, both cohomology modules can be computed from the same Cech complex, recorded below in (1.3.7).
1.3.4. Let X be a normal projective scheme and M a coherent O X -module. If S denotes the generalized section ring with respect to an ample Q-divisor D, then among the many nitely generated graded S-modules that determine M, there is a natural choice, namely,
This is a familiar fact when D is a very ample Cartier divisor; see Ha, II 5.15] . The Q-divisor case reduces to this case: the degree zero parts of the localized modules M f , M f r , and M (r) f r all agree, where f 2 S >0 is a homogeneous element and M (r) denotes the \Veronese submodule" of elements whose degrees are divisible by r. Because some rD is a very ample Cartier divisor, we see that the S-module M determines the same O X -module as the S (r) -module M (r) , namely M, on X.
1.3.5. There is a natural O X -module isomorphism ] S(n) = O X (nD) on X = Proj S for generalized section rings De, 3.2] . In particular, S f = n2Z L n (U f ), for each homogeneous f in S. Some caution is required in general, however. For section rings, the shifted module M(n) determines the sheaf M L n , but this can fail for generalized section rings. The sheaves ] S(n) are re exive, but need not be invertible. Even when they are invertible, ] S(n) ] S(m) need not be isomorphic tô S(m + n) (consider D = 1 2 P for a point P on P 1 ). In particular, if S is a section ring for some polarization of X, then the locus of points in X = Proj S where X is singular (resp. non-Cohen{Macaulay, nonGorenstein, non-rationally singular, or any open condition) is de ned by the same homogeneous ideal of S which de nes the corresponding locus on the a ne scheme Spec S. This can fail for generalized section rings, as singular weighted projective spaces immediately remind us: S = k x 2 ; y; z] is regular, while Proj S is not.
For future reference, a convenient Cech complex is recorded for the computation of cohomology modules. Let (S; m) be a local or graded ring. Fix a (homogeneous) system of parameters x 1 ; : : :; x d for S. 
are zero for all 0 < i < dim (X).
In particular, taking = 0, the ample invertible sheaves and their inverses satisfy the hypothesis of the theorem. Taking to be ample, the semi-positive (numerically e ective, or \nef") invertible sheaves satisfy the hypothesis, by Kleiman's criterion for ampleness Kl p336]. In particular, Theorem 2.1 applies to the structure sheaf O X .
2.1.2. If L is a semi-positive or an inverse ample invertible sheaf, then the conclusion of Theorem 2.1 applies to L without the assumption that X is normal.
Because semi-positivity is preserved by pulling back via a nite map, X may be replaced by its normalization without e ecting the hypothesis or the conclusion. Normality is assumed in Theorem 2.1 to avoid the technicalities that crop up in working with Weil divisors on non-normal schemes.
2.1.3. Caution. Theorem 2.1 is false in characteristic zero. The degree of the cover Y depends on p, so reduction to characteristic p arguments can not be used; see 2.3.1. However, Theorem 2.1.3 can be applied to solve problems in characteristic zero; an example is the application to linear series in Section 5.
With a little work, Theorem 2.1 is a consequence of a deep theorem of Hochster and Huneke on the existence of \big Cohen{Macaulay algebras" HH2]. In this section, I discuss their theorem and then use it to prove Theorem 2.1. A version of we may assume that the s j all live in some nite integral extension of R.
2.3.1. Theorem 2.3 is false in characteristic zero. None-the-less, using Hochster's Meta-theorem referred to in the introduction, it implies the existence of (big) Cohen{Macaulay algebras over any excellent ring containing a eld HH2].
In characteristic zero, a domain can never be improved in terms of Serre's S iconditions by taking integral extensions any more than can be achieved by the birational process of normalization (which will achieve \S 2 "). Indeed, if R is normal and S is an integral extension, then the trace map on the fraction elds (sending an element s to the trace of the vector space endomorphism given by \multiplication by s") restricts to an R-linear map from S to R. Elements of R are sent to the integer multiple Nr, where N is the degree of the extension. Thus, in characteristic zero, we can divide by N to get a splitting of R-modules R S. This means any relation among the x 1 ; : : :; x d in R that becomes trivial in S was actually already trivial in R: apply the trace map to the equation r i = (1) The projective scheme X is Cohen{Macaulay if and only if H i (X; L n ) = 0 for all integers n 0 and all 0 < i < dimX. This is equivalent to the cone Spec S being Cohen{Macaulay away from the vertex.
(2) The cone Spec S is Cohen{Macaulay (that is, L is arithmetically Cohen{ Macaulay) if and only if H i (X; L n ) = 0 for all integers n and all 0 < i < dimX. (3) The non-Cohen{Macaulay locus of both X and the cone Spec S is the union of the closed subschemes, in either Proj S or Spec S, de ned by the annihilators in S of the local cohomology modules H i m (S) for 0 < i < dimS. For any module M over a local or graded ring, the modules H i m (M) vanish for indices i less than the depth of M. Theorem 2.3 asserts that H i m (R + ) = 0 for i less than the dimension of R (in characteristic p). This is the basis of the proof of Theorem 2.1. We rst need a few lemmas.
2.5. Lemma. Let T be any nitely generated graded domain that has a system of parameters of degree one. Then for every integer n, the sheaves ] T(n) are invertible on the scheme Proj T. Proof. This is a slight re nement of EGA II 3. T(n) sending the generator f g i to si
x t i viewed in the extension T xi . Because ] T(n) is invertible, the non-vanishing sections si x t i over the cover Spec T xi ] 0 must be a system of local generators, so that this map is an isomorphism. T(1). From (2.6.2) with n = 1, it follows that the induced map of cohomology
is the zero map for 0 < i < dim X. The theorem is proved in the case D+ ample. vanishing holds in the needed indices, so the extension T in the proof of 2.1 can be replaced by a subring of S 0 , and T 0 = S 0 . However, S 0 is not normal, so nor, necessarily, is T. Normalizing T will likely produce elements of degree zero that are not in T.
2.6.4. Hochster and Huneke's proof that R + is Cohen{Macaulay is a feat of subtle, albeit elementary, commutative algebra. The key ideas are inspired by tight closure, a closure operation performed on ideals whose de nition is given in terms of the asymptotic behavior of the ideal under iteration of the Frobenius map; see the Appendix for the precise de nition. The following de nitive link between R + and tight closure was established later S1], S2].
2.7. Theorem. Let R be a locally excellent domain of prime characteristic. Let I be a parameter ideal, that is, an ideal of codimension d generated by d elements.
The tight closure I is equal to IR + \ R. The same holds when R is graded and I is homogeneous.
Using this theorem, the fact that R + is Cohen{Macaulay can be explained by the colon-capturing property of tight closure 6.3(3), though the proof of Theorem 2.7 uses Theorem 2. The unmixed hull I un of an ideal I is the intersection of its primary components of maximal dimension. Geometrically, we take the scheme dened by I and throw away those components that have dimension strictly less than the dimension|the resulting scheme is de ned by I un . All embedded components are removed, as are all non-embedded components of the \wrong" dimension.
The use of the unmixed hull for codimension-one ideals in the study of linear systems is explained in ZS, Appendix 4]. An initially surprising, but easy, fact is proved in 6.10: for ideals generated by subsequences of parameters in a graded domain regular away from the irrelevant ideal, the unmixed hull is the same as the tight closure. The following statement is equivalent to Kodaira Vanishing. In other words, the tight closure (or unmixed hull) of an ideal generated by a proper subsequence of a system of parameters of large degree consists of elements of relatively large degree and elements that are in the tight closure of smaller parameter ideals.
3.2.2. The assumption that X is non-singular can be weakened to rational singularities, provided we take * to mean \unmixed hull." The point is that Kodaira Vanishing holds for varities with rational singularities, so the proof explained in 3.8 goes through without change. To see that Kodaira Vanishing holds for X with rational singularities, letX ! X be a desingularization. The pullback of an ample invertible sheaf L toX is nef and big, so Kawamata-Viehweg vanishing Ko 2.3] implies that H i (X; L ?1 ) vanishes for i > 0. Because X has rational singularities, the sheaves R i L ?1 = R i OX L ?1 are zero, so that H i (X; L ?1 ) = H i (X; L ?1 ), and they both vanish.
For a generalization to generalized section rings also involving the KawamataViehweg Vanishing Theorem, see Theorem 3.7.
A local or graded domain is Cohen{Macaulay if and only if all parameter ideals are unmixed, that is, if I = I un for all ideals that can be generated by codim(I) elements. The version of Kodaira Vanishing 3.2 above can be as interpreted another example of how regular sequences a ect vanishing, that is, as a more subtle statement to add to List 2.4 of ways in which Cohen{Macaulayness a ects vanishing.
Kodaira Vanishing fails in prime characteristic. The rst counterexamples are due to Raynaud Ray] 3.3. Theorem. Let X be Cohen{Macaulay of arbitrary characteristic and let L be ample. The following are equivalent for any integer 0 < r < dim X:
(1) H r (X; L n ) 6 = 0.
(2) For a generic linear system fx 1 ; : : :; x r+1 g H 0 (X; L ) with 0, there exists z 2 H 0 (X; L (r+1) +n ) such that in the section ring z 2 (x 1 ; x 2 ; : : :; x r+1 ) un but z = 2 r+1 X j=1 (x 1 ; : : :;x j ; : : :; x r+1 ) un :
The symbol I un denotes the unmixed hull of I de ned in 3.1, and the precise genericity hypothesis is as in 3.2. If X is regular, then the unmixed hull can be replaced by the equivalent operation of tight closure.
3.3.1. If (3.2.1) holds for some large enough , then it holds for all large . The precise \su ciently large" value for can be speci ed in both theorems 3.2 and 3.3, at least in the case where X is non-singular. Namely, any large enough that all elements in H 0 (X; L ) are \test elements" for S will work. Test elements (see Section 6.4) are of great importance in tight closure theory, and there are methods for nding them. It is possible to state both Theorem 3.2 and Theorem 3.3 without the assumption that is large, but this would involve introducing another operation on ideals. We refer to HS] for details.
The proof of the equivalences is not di cult (see Section 3.8), but a more pressing issue awaits. Why bother with tight closure in Theorems 3.2 and 3.3 if it is the same as the more elementary concept of \unmixed hull"? The reason is that the tight closure formulation of the Kodaira Vanishing theorem reveals a natural generalization: why not extend to linear systems of full dimension dimX? The following strong form of Kodaira Vanishing was conjectured in HS]. The proof of 3.4 in full generality, due to Nobuo Hara Ha1], uses Kodaira-Akizuki-Nakano vanishing and is expalin ed in 3.8. The * denotes tight closure. The precise genericity hypothesis is that the sections form a basis for a base point free linear system of dimension exactly equal to dimX.
Thus, Strong Kodaira Vanishing asserts that the tight closure of an ideal generated by a full system of parameters of large degree is exactly the sum of the tight closures of smaller parameter ideals and all elements of at least the sum of the degrees of the parameters.
The di erence between the statements in 3.2 and 3.4 is that in the latter the linear systems are of dimension exactly equal to dimX, and in the former strictly less. Statement 3.4 becomes simpler and more precise: I have written S d instead of (x 1 ; : : :; The proof of the equivalence of Strong and Frobenius Kodaira Vanishing is not di cult, but is postponed until 4.17.
3.6. An analog for generalized section rings. It seems plausible that no restriction is required on the ample Q-divisor D, yielding a version of Theorem 3.7.1 for any normal graded domain which has at worst an isolated singularity, or even with an isolated non-rational singularity. I do not know if this is true. However, using the Kawamata{Viehweg Vanishing theorem, the following generalization of 3.2 is proved in the next section.
3.7. Theorem. Let ( D) ) is, as in 3.2, a sub-system of parameters for S with 0. The assumption on D is trivially satis ed for generalized section rings of dimension two. The assumption on D can be weakened (see the proof).
3.8. The Proofs.
Proof of 3.2 and 3.3. The tight closure version of Kodaira Vanishing can be derived from the compact description of local cohomology discussed in the appendix; this is di erent from the argument in HS].
The scheme X is Cohen{Macaulay, so the cone Spec S is Cohen{Macaulay away from the vertex. Thus, there exists 0 so that for any 0 , every set of sections where z is a homogeneous element of S in the unmixed hull of (x 1 ; : : :; x r+1 ). Furthermore, this fraction represents the zero class if and only if z 2 P r+1
i=1 (x 1 ; : : :;x i : : :; x r+1 ) un . This means that the statement H r (X; L n ) = 0 for some r < dimX is equivalent to the statement: If a degree n?(r+1) element z is in (x 1 ; : : :; x r+1 ); un then z 2 P r+1 i=1 (x 1 ; : : :;x i ; : : :; x r+1 ) un . If X is non-singular, then the section ring S is regular away from the vertex. Proposition 6.10 ensures that the unmixed hull is the same as the tight closure for the ideals in question, and the proof of Theorem 3.3 is complete.
The equivalence of Theorem 3.2 with Kodaira Vanishing is an immediate corollary of the special case of 3.3 where X is singular.
The claim made in Remark 3.3.1 asserts the following constructive version of Theorems 3.2 and 3.3: If any system of parameters x 1 ; : : :; x d consisting of test elements (see 6.4) satis es the conclusion of Theorem 3.2, then every system of parameters does. Indeed, such a sequence of test elements can easily be veri ed to be a \standard sequence" in the terminology of Sch], and thus can be used in Schenzel's compact description of local cohomology 6.8.
As pointed out in 3.2.2, Kodaira Vanishing holds on varieties X that have rational singularities. The tight closure version of Kodaira Vanishing 3.2 probably does too, though at present it is an open question whether or not a system of parameters consisting of \parameter test elements" can be found in a section ring for such X. This question is closely related to the question of whether rational singularities is equivalent to the condition that all parameter ideals are tightly closed (see Conjecture 4.5).
Proof of 3.7. For the generalization 3.7, we use the Kawamata-Viehweg vanishing theorem. For the ample Q-divisor D, the vanishing of H i (X; O X (x?Dy)) for i < dimX is required, or equivalently, the vanishing of H i (X; O X (pDq + K X )) for all i > 0. The same proof as above goes through, provided that we can decompose pDq as numerically equivalent to M + , where M is a nef and big Q-divisor and is an e ective simple normal crossings Q-divisor with coe cients less than one (see Ko2, Kz, 7 .2], or EV, p97]). The Strong Kodaira Vanishing theorem, which asserts the injectivity of the maps F on cohomology for a generic closed ber in a family of models X A ! Spec A, now follows immediately from semi-continuity. Namely, for a dense set of closed bers of X A ! Spec A, the required vanishing (1) above holds by the Kodaira-Akizuki-Nakano vanishing theorem, and the required vanishing (2) follows from Serre vanishing for p 0.
If X is only assumed to have rational singularities, then the argument can be adjusted by passing to a desingularization of X. (Desingularizations exist for most characteristic p models of an algebraic variety of characteristic zero, because we can build a family of models for a desingularization; see 1.1.) More generally, Hara works with ample Q-divisors, and uses the log DeRahm complex to obtain the strong Kodaira Vanishing theorem for some generalized section rings on varieties with rational singularity, with certain technical restrictions on the Q-divisor. See Ha1] for details.
Singularities
A hierarchy of singularities of local rings, described in terms of the behavior of the Frobenius map, has been investigated over the past decade. This section surveys these \F-singularities," comparing them to singularities arising in birational geometry. Their importance arises from their great impact on cohomology vanishing. The notion of F-purity was introduced by Hochster and Roberts, who used it to prove Cohen{Macaulayness for rings of invariants HR1]. The idea re-appears in the elegant paper of Mehta and Ramanathan, who used \Frobenius splitting" to prove vanishing theorems for Schubert varieties MR]. The close relationship between the local property of F-purity and the global property of Frobenius splitting seems not to have been made explicit before, so it is brie y explained in Section 4.8.
Let R be a ring of prime characteristic p. For each e 2 N, the iterated Frobenius map R F e ??! R sending r to r p e is a ring homomorphism. The notation e R denotes the R-module which is R as an abelian group, but whose R-module structure is de ned via F e , so that r 2 R acts on x 2 e R to give r p e x 2 e R. In particular, the map R F e ??! e R is R-linear.
In this section, we make the simplifying assumption throughout that R is a Noetherian domain and that the Frobenius map is nite. This \F-niteness" implies that, each e R is a nitely generated R-module. It is a weak assumption, satis ed, for instance, for any local ring of an algebraic variety over a perfect eld. It implies that R is excellent Ku]. The above conditions all have characteristic zero analogues de ned by considering a family of models (De nition 1.1). The following de nition does not depend on the choice of the family of models.
De nition.
A variety X de ned over a eld of characteristic zero is said to be F-pure-type, F-regular-type, or F-rational-type if it admits a family of models X A ! Spec A possessing that property for a Zariski-dense subset of bers in Spec A.
Some authors make a slightly more restrictive de nition, requiring the conditions on a Zariski open, not merely dense, set of closed bers in a family of models. For most applications, (for example, to vanishing theorems deduced by semi-continuity), the weaker concept of \on a dense set" is enough. The next example shows that F-purity on a dense set is strictly weaker that F-purity on an open set.
4.3. Example. The coordinate ring for a non-singular elliptic curve E in P 2 over a perfect eld of characteristic p is F-pure if and only if E is ordinary, i.e. not supersingular, meaning that the Frobenius map H 1 (E; O E ) ? ! H 1 (E; F O E ) is non-zero. This follows from Proposition 4.10 applied to the polarization O E (1) and the criterion 4.10.2 (since ! E = O E ).
It follows that every non-singular elliptic curve over Q is is F-pure-type, as dened in 4.2 above. If the curve has complex multiplication, roughly half the reductions mod p will be ordinary. Otherwise, the density of supersingular primes among all primes p is zero; see The concepts of F-regularity and F-rationality arose naturally in connection with tight closure, as natural ways to weaken the hypothesis of \smoothness" while maintaining good Frobenius properties. The similarities with singularities arising in the birational classi cation problem in algebraic geometry are striking. (1) If X is F-rational-type, then X has rational singularities.
(2) If X is Q-Gorenstein and F-regular-type, then X has log-terminal singularities.
(3) If X is Q-Gorenstein and F-pure-type, then X has log-canonical singularities.
(4) If X is dimension two, then the converse of both (2) and (3) hold.
The proofs, due to Hara, Watanabe, and the author, are discussed below in 4.18. The converses of (1) and (2) Using the \canonical cover trick," it is easy to see that the veracity of Conjecture (1) implies Conjecture (2). Conversely, if (2) holds, then (1) holds for Q-Gorenstein varieties. See Propositions 4.13 and 4.14 below. The converse of (3) is an open question.
Equivalent Characterizations. The de nitions of F-purity, F-regularity
and F-rationality in 4.1 are di erent from the standard ones. All can be expressed in terms of closure operations on ideals, and this is how F-regularity and F-rationality rst arose. Recall our standing assumption that R is a domain of prime characteristic p in which the Frobenius map is nite. and generically Gorenstein su ces), a ring map R ! S is pure (as an R-module map) if and only if IS\R = I for all ideals I of R; see Ho4 1.7, 2.6]. The HochsterRoberts de nition of F-purity is that the Frobenius map is pure, which is equivalent to splitting under the assumption that the Frobenius map is nite HR1].
Strong F-regularity is conjecturally equivalent to weak F-regularity, the property of a ring that all ideals are tightly closed; see HH4]. The equivalence is known for rings of dimension three or less Wil] and for rings with only isolated non-QGorenstein points Mac]. One of the most frustrating open problems in tight closure theory is whether it commutes with localization. In particular, the property of weak F-regularity is not known to be inherited by localizations. This is obvious for strong F-regularity, since the splitting of the appropriate map can be expressed as a vanishing Ext-module.
F-regularity also has a characterization in terms of di erential operators: namely, R is (strongly) F-regular if and only if it is F-pure and simple as a module over the ring D(R) of Z -linear di erential operators on R S5].
F-rationality was rst de ned, in FW], as the property that parameter ideals (ideals I generated by codim(I) elements) are tightly closed. The equivalence with 4.1(3) is proved in S3], whenever R is a reduced equidimensional excellent local ring.
Because tight closure is de ned for any ring containing a eld, one might try to de ne F-regular-type and F-rational-type in characteristic zero using tight closure. Presumably, the resulting de nitions agree with those made in 4.2, but some thorny technical issues remain unresolved.
The following useful criterion for purity will be used in the next section to check both F-purity and F-regularity. (1) X is F-split; (2) The section ring of X with respect to every polarization is F-pure; (3) The section ring of X with respect to some polarization is F-pure. 4.10.1. A similar statement holds relating the notions of F-regularity and Frobenius splitting along an ample divisor. This is proved in S7]. Every non-singular variety is F-pure; a much more stringent requirement is that it be F-split. A projective scheme X is F-pure if and only if any cone over it is F-pure away from the vertex. The F-splitting of X is the further requirement that Frobenius splits also at the vertex. 4.10.2. A useful criterion for Frobenius splitting is that a projective variety X is F-split if and only if the map H dim X (X; ! X ) ?! H dim X (X; F ! X ) is injective, or equivalently, non-zero (cf. MR, 9], HR1, 6.11], W2, 3.3] ). This is a corollary of Criterion 4.7. To wit, let R be a section ring for some polarization L. The module
where ! R is the canonical module for R, is an injective hull E for R=m (that H 0 (X; L n ! X ) = ! R is carefully explained S6]). The socle of E is exactly its degree zero part, namely H dim X (X; ! X ). The section ring R is F-pure if and only if the map E ! E 1 R is injective, which happens if and only if the restriction to the socle H dim X (X; ! X ) ! H dim X (X; F O X ! X ) is injective.
A host of criteria for checking F-splitting and F-purity have been developed from both the local and global point of view. Many of these can be seen to be equivalent along lines similar to the above argument.
We now point out an interesting consequence of strong Kodaira 4.12. The Canonical Cover Trick. The canonical cover trick was introduced by Kawamata and Reid to study singularities of Q-Gorenstein varieties. Srinivas and Watanabe observed that the canonical cover trick can be used to study Fsingularities. Here, we consolidate some of these F-ideas; the key point, i.e. the proof of 4.15, is taken from W2]. We rst review the canonical cover. The construction is de ned locally. Let X = Spec R be a normal Q-Gorenstein local scheme of index r, and x an isomorphism of O X (rK X ) with O X . Consider the sheaf of algebras on X;
where the multiplication is induced in the obvious way from the isomorphism of O X (rK X ) with O X . Let V be the scheme Spec A. The induced nite covering map : V ! X is called a canonical cover of X. If u is an element of R such that R u is Gorenstein, then O V ( ?1 fSpec R u g) = Ru Z] Z r ?1 , so that is etale over the Gorenstein locus of X, provided that p does not divide r. Because X is normal, it is regular in codimension one, so that is etale in codimension one. The scheme V is normal and its canonical sheaf is invertible. See Re 1.9] or Ka p608] for details.
Log-terminal singularities are those expected to appear on log-minimal models in Mori's minimal model program; see the survey KKM]. The following proposition of Kawamata shows natural they are Ka 1.7] 4.13. Proposition. Let X be a normal Q-Gorenstein variety over a eld of characteristic zero with canonical cover : V ! X. Then X has log terminal singularities if and only if V has rational singularities.
The following is an F-analog of 4.13.
4.14. Theorem. Let X be a normal Q-Gorenstein variety over a eld of characteristic not dividing the index of X (at any point). Let V ? ! X be a canonical cover of X. The X is F-regular(-type) if and only if V is F-rational(-type).
To prove 4.14, we use the following theorem from W2].
4.15. Theorem. Let R S be a nite extension of domains of characteristic p, etale in codimension one. If R is F-pure or strongly F-regular, then so is S. Proof. The point is that for an etale extension R S, the natural map S R R 1=p e ! S 1=p e is an isomorphism for all natural numbers e. To see this, recall that etale maps are at, so that both the target and the source are nitely generated locally free R 1=p e -modules; by Nakayama's lemma, it su ces to check the purported isomorphism after tensoring with the residue eld of R 1=p e at each maximal ideal. Because there exist c 2 R such that S c is regular, the argument above can be used to prove F-regularity of S. Simply replace the Frobenius map R , ! R 1=p by the map R ! R 1=p e sending 1 to c 1=p e . Proof of 4.14. The proof reduces to the local case R , ! S. The characteristic zero case follows from the characteristic p case as usual, by choosing a family of models over which our canonical cover is de ned.
In prime characteristic, note that R is F-pure if and only if S is F-pure, and R is F-regular if and only if S is F-regular. One direction is covered by 4.15. For the converse, note that the properties of F-purity and F-regularity are inherited by direct summands, as veri ed easily from the de nitions.
Finally, F-regular rings are Cohen{Macaulay, so if the canonical cover S is Fregular, it must be Gorenstein since its canonical module is trivial. On the other hand, for Gorenstein rings, F-rationality and F-regularity are equivalent. This follows from Criterion 4.7 together with the observation that H dim S m (S) is an injective hull for the residue eld of S. Thus R is F-regular if and only if S is F-rational.
Combining Propositions 4.13 and 4.14, and noting that the issue is local, we see that (1) implies (2) (R) . Because it vanishes if and only if R is F-rational, let us call it the F-rational obstruction module. The annihilator I R of the F-rational obstruction module exactly de nes the locus of non-F-rational points of the scheme Spec R. These facts are proved in S4]. Though the latter statement was treated there only Cohen{Macaulay R, it extends to the non-Cohen{Macaulay case using the fact that the annihilator of 
is injective (and hence bijective).
Pseudorationality is equivalent to rational singularities for local rings of algebraic varieties of characteristic zero. In characteristic p, pseudorationality is a priori weaker than the vanishing of R i O W for i > 0, where W ? ! Spec R is a desingularization. However, assuming both a reasonable theory of desingularization in characteristic p and that Grauert-Riemenschneider vanishing holds (that is, R i ! W vanishes for i > 0), then pseudo-rationality and \rational singularities" will be equivalent L, 4.2].
To check that F-rational singularities are pseudorational one observes that (a) the map is never zero; and (b) if some has a kernel, it must be an R F] submodule of H d m (R) , and hence zero if R is F-rational. The rst point is a general fact following from the construction of as an edge map in the spectral sequence LT, p103] : the edge map is surjective and the target is never zero. The second point follows by showing that the maps are actually R F]-module maps. The details are carried out in S3].
Watanabe's Proof of (2) and (3). In Corollary 4.16, we derived (2) as a consequence of (1). The original proof, due to K-i Watanabe, was di erent. In MS], Mehta and Srinivas used the adjunction formula applied to the Frobenius map and a cousin of the criterion 4.7 for F-splitting to show that F-splittings extend to minimal desingularizations for surfaces. Using these ideas, Watanabe analyzed the e ect of the Frobenius action on the discrepancies a i in any dimension, and he was able to show that the F-purity or strong F-regularity of X forces bounds on the discrepancies. In this way he proved both (2) and (3); see W3] for details.
Proof of (4). Hara proves the converses to (2) and (3) in Ha1] by re ning the work Watanabe, Mehta and Srinivas W2], MS] and Sr] into a complete classi cation of normal F-pure and F-regular surface singularities in terms of the dual graphs of the exceptional bers in a minimal resolution. The equivalence with log-terminal and log-canonical surface singularities then follows from the classi cation of these singularities in terms of the same graphs Wk].
The converse to (1) and (2) for section rings. Let S be the section ring for a polarized projective variety (X; L) of characteristic zero with rational singularities.
The cone Spec S has rational singularities if and only if S is Cohen{Macaulay and H dim S m (S) vanishes in non-negative degree W1], Fl]. To see this, blowup the cone Spec S along its vertex to achieve a scheme Y = Proj n2N S n with exceptional ber isomorphic to X = Proj S. Note that Y has rational singularities. Away from the exceptional divisor Y is isomorphic to the rationally singular variety Spec S ? fmg, whereas for points on the exceptional ber it follows from the following fact: if X has rational singularities at x and X is a subvariety of Y with ideal sheaf generated by a single zero-divisor in O Y x , then Y has rational singularities at x as well El, p145]. Using this characterization of rational singularities, it is easy to see that the section ring of a non-singular variety is F-rational if it has rational singularities. The analogous statement for F-regularity follows from the canonical cover trick, combining 4.13 and 4.14. This establishes Conjecture 4.5 for section rings.
Effective Bounds
The study of base-point-freeness of adjoint linear systems was a topic of much discussion at Santa Cruz. In this section, a method for attacking this problem with Frobenius is suggested. This approach is quite di erent from prior work in this area. It avoids the use of the Kodaira Vanishing theorem and its variants. Moreover, it speci cally uses prime characteristic techniques, although by \reduction to characteristic p," the results are valid in arbitrary characteristic. We refer to Koll ar's lectures Ko2] for a discussion of the relevance of this topic and for references to its many contributors.
First, the idea of \global generation of adjoint linear series" is dualized in order to put the problem into the local cohomology module of the cone. The following theorem is proved in S6], using Serre duality. (1) The sheaf L r ! X is globally generated;
Local Cohomological Formulation of
(2) There exists an integer N 0 such that, for all N N 0 , each element of H dim S m (S)] ?N has a non-zero S-multiple of degree ?r.
The advantage of the dual point of view is that it allows the use of the Frobenius operator on local cohomology and subsequent analysis of cohomology classes in terms of relations on parameters in the section ring.
Let (X; L) be a non-singular polarized projective algebraic variety of dimension d. Fujita's freeness conjecture predicts that ! X L d+1 is generated by its global sections, i.e., that the associated linear system of divisors is base point free F] .
Using the Frobenius action on local cohomology, Fujita's Conjecture can be proved, in arbitrary characteristic, for base-point-free L on varieties X slightly more general than smooth varieties. The following is proved in S6], though in characteristic zero, it also can be established using the Kodaira Vanishing theorem.
5.2. Theorem. Let X be a projective F-rational(-type) variety over a eld of arbitrary characteristic. For any globally generated ample invertible sheaf L, the sheaf ! L r is generated by its global sections for all r dimX + 1.
Because F-rational(-type) varieties are normal, the canonical sheaf ! X is a wellde ned re exive sheaf, but not necessarily invertible. F-rational also implies Cohen{ Macaulay, so ! X is a dualizing sheaf for X.
The proof of Theorem 5.2 can be summarized as follows. First, a standard \reduction to characteristic p" argument shows that the characteristic zero case will follow from any argument valid for an arbitrary eld of prime characteristic. Using 5.1 above, we see that that it is su cient to establish condition (2) for r dimX + 1. Because X is F-rational, the cone Spec S over X determined by L is F-rational away from the vertex. It follows that the annihilator of the F-rational obstruction module in H d m (S) contains a power of m (see 4.17), so that the maximal S F]-submodule of H dim S m (S) is a nite dimensional vector space over the ground eld, and hence zero in degrees n 0. Now using the assumption that L is globally generated, it is shown that any element 2 H dim S m (S) not having a multiple of degree ?r (for r > dimX), must generate a proper S F] submodule of H dim S m (S). This step is accomplished by carefully analyzing cohomology classes in terms of relations on parameters in S using the Cech complex representation of cohomology 1.3.7; see 4.17. It requires either the \colon capturing" property of tight closure (6.3(3)) or the general vanishing Theorem 2.1. The details can be found in S6].
The Brian con-Skoda theorem is another application of tight-closure-inspired ideas to questions of e ective bounds. The motivating question, attributed to John Mather, was to nd an integer N, depending only on the dimension of the complex analytic manifold X, such that for any holomorphic germ f vanishing at fxg, f N is in the Jacobian ideal of f in the local ring to x. Brian con and Skoda used L 2 -techniques to prove that I d I for any ideal generated by d elements in the convergent power series ring C fx 1 ; : : :; x d g, thus showing that N = dimX su ces.
Here indicates integral closure. This theorem now admits a remarkably simple tight closure proof and generalization: if I is an ideal generated by d elements in any Noetherian ring containing a eld, then I d+n (I n+1 ) for all positive integers n, with denoting tight closure. Because all ideals in a regular ring are tightly closed, the theorem of Brian con and Skoda follows. For a survey of further generalizations and references to the many contributors to the algebraic theory of \Brian con-Skoda theorems," see Hu, Chap 5].
Interestingly, Demailly's break-through work on adjoint linear systems also used L 2 -techniques D]. It was this knowledge that motivated my investigation of Frobenius in this context.
APPENDIX: Tight and Integral Closure
This Appendix contains a quick summary of the de nitions and basic properties of tight closure used in the text. Throughout, the similarities with the more familiar notion of integral closure are outlined. A more comprehensive introduction to tight closure is provided by Hu]. The original source for most un-referenced facts is HH1].
Section 6.7 includes a brief explanation of how these operations can be used to study cohomologyclasses. For a masterful exposition of the use of closure operations in algebraic geometry, the reader is urged to consult Appendices 3, 4, and 5 of ZS], where Zariski's approach to linear systems of divisors on normal projective varieties in terms of \completions" is outlined. The general process of completion with respect to a collection of valuations of the function eld includes as special cases both the notion of the \unmixed hull" (De nition 3.1) for codimension one ideals and the notion of integral closure for arbitrary ideals.
Let R be a Noetherian domain, and let I be any ideal of R. 5 De nition 6. for all (or, equivalently, in nitely many) natural numbers e 0. Here I p e ] denotes the ideal of I generated by the p e th powers of elements in I. 6.2.1. Tight closure is de ned for every Noetherian ring containing a eld, by using reduction to characteristic p. Let I be an ideal of R, and consider an element z 2 R. One chooses a nitely generated Z -subalgebra R 0 of R that contains z and generators for I. Setting I 0 = I \ R 0 , one then checks if the image of z is in the tight closure of the image of I 0 modulo p for all but nitely many p, i.e., for a dense open set of closed bers of the family of models Spec R 0 ! Spec Z . If such a choice of R 0 can be made so that it is, then z is said to be in the tight closure of I. There are variants of the de nition, for instance we may wish to choose a family of models over a base other than Z . The very readable overview by Hochster Ho2] is recommended. See HH7] for the details of the characteristic zero theory.
6.2.2. Both operations are closure operations in the sense that (I ) = I and (I) = I. An ideal I is tightly (or integrally) closed if I = I (or I = I).
6.2.3. Both operations can be de ned in terms of \multiplicities". Let I be an m-primary ideal in the excellent local domain (R; m) of dimension d. The integral closure is the largest ideal containing I which has the same multiplicity as I Rs] . The multiplicityof I is the limit lim n!1 d! (R=I n ) n d ; which exists, and is an integer. (Here denotes length.) The tight closure is the largest ideal containing I which has the same Hilbert-Kunz multiplicity as I. The Hilbert-Kunz multiplicity is the limit lim q=p e !1 6.2.5. Example. Let (R; m) be homogeneous coordinate ring for a non-singular elliptic curve E P 2 . Let x and y be a system of parameters for R. Using the ideas that motivated the discovery of strong vanishing, we directly check that (x; y) = (x; y) + m 2 . (See also example 4.3.) Consider the Cech complex for the sheaf O E with respect to the open sets complimentary to the divisors de ned by x and y (1.3.7). For any degree two element w not in (x; y), the rational function w=(xy) represents a generator for H 1 (E; O E ). If E is supersingular, then (w) p =(xy) p = 0, so that (w) p 2 (x p ; y p ), so clearly z 2 (x; y) . Otherwise, the Frobenius map on H 1 (E; O E ) is bijective, implying that no p eth power of w is in (x p e ; y p e ). But since H 1 (E; O E (1)) = 0, it follows that c(w) p e 2 (x p e ; y p e ) for all natural numbers e, where c is any element of H 0 (E; O E (1)). On the other hand, no element of degree one is in (x; y) ?(x; y) because in general, I =I] = 0 for any ideal I generated by elements of degree in a geometrically reduced normal graded ring S5, 2.2]. Thus (x; y) = (x; y) + m 2 .
If the non-singular elliptic curve is de ned over a eld of characteristic zero, the above argument shows that (x; y) = (x; y) + m 2 also in characteristic zero. For example, (x; y) = (x; y; z 2 ) in the ring k x;y;z] x 3 +y 3 +z 3 , where k is a eld of any characteristic except 3.
6.3. Properties of Tight Closure. From the point of view of the applications of tight closure in this paper, its actual de nition is not very important. The existence of a closure operation on ideals in a locally excellent domain containing a eld and satisfying the following properties may be accepted as an axiom.
(1) In a regular ring, I = I for all ideals. denotes integral closure. The veri cation of these properties is not di cult, at least in the main cases and assuming the existence of \test elements" for (2) and (3), de ned below. Rather than repeat the arguments here, we refer to Hu] and its Appendix Ho2]. Note, however, that (4) is immediate from the de nitions, and that (1) 6.5. Theorem. If R is a domain essentially of nite type over a eld, then any non-zero element c such that the localization R c is regular has a power that is a test element for R.
In prime characteristic, the hypothesis can be substantially weakened to essentially of nite type over an excellent local ring (not just a eld). Though this is a deep result whose proof is quite technical HH4, 6 .1], its proof is straightforward in the main case: where the Frobenius map on R is nite HH3, 3.4]. The characteristic zero result is proved in HH7].
6.5.1. Suppose that R is the local ring of an isolated singular point on an algebraic variety. Then every non-unit has a power that is a test element. In particular, R has a system of parameters consisting of test elements. The theory has uni ed several disparate ideas in commutative algebra, often with amazingly simple arguments. Some more applications include:
(1) The Hochster-Roberts theorem on the Cohen{Macaulayness of rings of invariants. (2) The Buchsbaum-Eisenbud criterion for \What makes a complex exact?" (3) The theorem of Boutôt that varieties whose structure sheaf is a direct summand of the structure sheaf of a smooth variety over C are rational singularities. (4) The Syzygy theorem of Evans and Gri th: the rank of the i th syzygy module in a minimal free resolution of a nitely generated module over a regular ring is at least i. (5) The Brian con-Skoda theorem: if f is a (non-unit) germ of a holomorphic function at a point x on a complex manifold X with local coordinates x 1 ; : : :; x d , then f d is in the Jacobian ideal ( @f @x1 ; : : :; @f @xd )O X;x .
(6) The long list of \Homological Conjectures" that began with Serre's work on multiplicities, and was subsequently developed by Peskine and Spziro, Hochster, and P. Roberts. (7) Faltings' connectedness theorem: if (X; x) is an analytically irreducible local scheme, then any subscheme cut out by fewer than dimX-1 equations is connected, even after removing the closed point fxg.
(8) Huneke's uniform Artin-Rees theorem. The proofs of (1) and (5) are simple exercises using the axioms 6.3. See Hu] for a uni ed treatment of these theorems and references to the original works. Paul Roberts's article Ro] gives a good pre-tight closure overview of item (6).
Item (2) refers to the Phantom Buchsbaum-Eisenbud Criterion, a good example illustrating a general philosophy: tight closure absorbs the di erence between depth and codimension. For example, whereas the Buchsbaum-Eisenbud Criterion gives necessary and su cient conditions for the exactness of a complex in terms of the depths of certain associated ideals, formulating the same condition using codimension instead of depth produces a criterion for the complex to be \exact up to tight closure." The tight closure of the module of i-cycles will be contained in the module of i-boundaries. Such cycles are \phantom"| they disappear upon tensoring with any ring in which all ideals are tightly closed HH1, 9.8] . A remarkable proportion of the homological theory in commutative algebra has phantom generalizations in which statements involving depth are replaced by analogous statements involving codimension, and complexes are exact only \up to tight closure." Aberbach's phantom Auslander-Buchsbaum formula is a good example of this phenomenon Ab].
6.7. Cohomology Classes and Closure Operations. Closure operations on parameter ideals give a concrete way to understand properties of cohomology classes. This is a key technical idea underlying the work in this paper.
We rst describe two simple examples, focusing on the \top local cohomology 6.7.3. Unmixed Hull. Finally, there is a compact description of local cohomology in terms of unmixed hulls that enables us to work with cohomology classes in a very concrete way. This description is based on the following useful result of Schenzel Sch, 3.3] (see also GY, Thm B, p. iii]). 6.8. Theorem. Let (R; m) be an equidimensional local ring such that Spec R is Cohen{Macaulay away from fmg. Assume that R is a homomorphic image of a Cohen{Macaulay ring (e.g, a local ring of an algebraic variety). Then there exists a system of parameters x 1 ; : : :; x d for R such that, for each 1 < r < d, there is a natural R-module isomorphism H r m (R) = (x 1 ; : : :; x r ) : x r+1 P r j=1 (x 1 ; : : :;x j ; : : :; x r ) : x j :
In fact, every system of parameters contained in some su ciently high power of m can be used in the above isomorphism.
In terms of the Cech complex 1. That is, there is no need to consider any higher powers of the x i in the denominator, and most coe cients are zero. Such a fraction represents a cycle if and only if x r+1 z 2 (x 1 ; : : :; x r ). Furthermore, it represents the zero class if and only if z = P z j where x j z j 2 (x 1 ; : : :;x j ; : : :; x r ).
6.8.1. Recall that the unmixed hull I un of an ideal I is the intersection of the primary components of I of maximal dimension. Schenzel's result can be rephrased in terms of unmixed hulls using the following proposition. 6.9. Proposition. A system of parameters in a su ciently high power of the maximal ideal in a ring R satisfying the hypothesis of 6.8 has the following property: for each i, the colon ideal (x 1 ; : : :; x i ) : R x i+1 is equal to the unmixed hull of (x 1 ; : : :; x i ). Proof. The colon ideal is contained in the unmixed hull quite generally. If Q is primary, and x i+1 z 2 Q with x i+1 = 2 p Q, then by de nition of primary, z must be in Q. Because x i+1 is not in any minimal prime of (x 1 ; : : :; x i ), we conclude that (x 1 ; : : :; x i ) : x i+1 is contained in the unmixed hull of (x 1 ; : : :; x i ).
For the reverse inclusion, we need to assume that R and the x 1 ; : : :; x d are as in 6.8. Suppose that z is in every minimal primary component of (x 1 ; : : :; x i ). By prime avoidance, there exists an element y i+1 not in any minimal prime but in each of the embedded primary components in some primary decomposition of (x 1 ; : : :; x i ). Then y i+1 z is in every primary component, so that y i+1 z 2 (x 1 ; : : :; x i ). We can conclude that (x 1 ; : : :; x i ) : x i+1 = (x 1 ; : : :; x i ) : y i+1 , and since the unmixed hull of (x 1 ; : : :; x i ) is wedged between these ideals, the proposition is proved.
Finally, we observe that if R has an isolated singularity, Schenzel's result can be rephrased in terms of tight closure using the following proposition HS 3.5].
6.10. Proposition. Let (R; m) be an equidimensional local ring essentially of nite type over a eld such that Spec R is regular away from fmg. For any ideal I generated by a proper subsequence of parameters for R, the tight closure I is equal to the unmixed hull I un for I. Proof. Let I be generated by x 1 ; : : :; x i . As in the proof of 6.9, (x 1 ; : : :; x i ) un (x 1 ; : : :; x i ) : y for some y not in any minimal prime of (x 1 ; : : :; x i ). The latter ideal is contained in (x 1 ; : : :; x i ) by colon capturing 6.3(3).
For the converse, we need to use the existence of test elements. Because R y is regular for all y 2 m, we may replace y by a power so as to assume it is a test element (6.5). Now if z 2 (x 1 ; : : :; x i ) , then yz 2 (x 1 ; : : :; x i ), so that z 2 (x 1 ; : : :; x i ) : y (x 1 ; : : :; x i ) un . The proposition is proved. 6.10.1. One apparent drawback of Theorem 6.8 is that it is not clear how deep inside the maximal ideal one must go in order to nd the x 1 ; : : :; x d with the desired property. Schenzel de nes a \standard sequence" and proves that under the hypothesis of 6.8, all systems of parameters in a su ciently high power of m form a standard sequence and that a standard sequence always gives the desired isomorphism for H r m (R) . The theory of tight closure makes Schenzel's result more constructive. Any system of parameters consisting of test elements (see 6.4) is easily checked to be a standard sequence. For reasonable enough rings, for example, for the section ring of polarized non-singular variety, there are constructive methods (see 6.5.2) for nding test elements, and hence for nding elements x 1 ; : : :; x d that can be used in 6.8.
