The dynamics and bifurcations of a one-parameter family of interval maps with a single jump discontinuity are studied. The central assumptions are that the maps are injective, increasing to the left of the discontinuity and decreasing to the right. It is shown that such maps have only periodic orbits of periods n; n +1; 2n, and 2n+2 with at least one of these being attracting. The value of n depends on the preimages of the discontinuity. Two types of bifurcations occur when an iterate of the discontinuity is mapped onto itself. In one type of bifurcation, a period n + 1 orbit emerges to coexist with a preexisting period n orbit. In the other type, the period n orbit disappears leaving a period n + 1 orbit. Generically, these two bifurcations must alternate, giving regions of coexistence and a global period-adding genealogy.
Introduction
In this paper we discuss the dynamics and bifurcations of a one-parameter family of interval maps h such that, for each parameter , the function h has a unique jump discontinuity at x = . We assume that h (x) is increasing for all x < and decreasing for all x > . Maps of this type have arisen naturally in a model of bursting behavior in the Belouzov-Zhabotinsky reaction 12] and in a model of the rhythmic output of a pair of coupled neurons one of which possesses a hyperpolarization activated inward current 7, 8] . Rinzel and Troy analyzed a piecewise linear family of functions satisfying these properties and described the dynamics of this family via direct calculation of the periodic orbits 12]. We extend these results by Department of Pure and Applied Mathematics, Washington State University, Pullman, WA 99163-3113, lofaro@trout.math.wsu.edu. This research is part of the author's Ph.D. dissertation under the supervision of Nancy Kopell and is supported in part by NIMH grant MH47150 to her. relaxing the piecewise linear assumption and using qualitative methods to describe the dynamics and bifurcations of the given family.
The ideas presented in this paper were developed to investigate the bursting dynamics of a pair of coupled neurons, the LP and PD neurons of the lobster stomatogastric ganglion. These neurons are coupled via mutual inhibition with the PD an endogenous burster and the LP excitable. It has been observed that these neurons re in integer subharmonics with the LP ring once for every N PD bursts 7] . Moreover, the value of N depends on the amount of hyperpolarizing current injected into the LP with the value of N increasing in steps of one with increased levels of hyperpolarization. In 7] we show via numerical simulation that a possible cause for this the presence of a hyperpolarization activated inward current (I h ) in the LP.
In 9] we develop a method by which the system of di erential equations modeling this network can be reduced to a one-dimensional map having a unique jump discontinuity. We show that there exists a range of parameter values where this map has the qualitative features of the family of functions described below. This reduction procedure, plus the analysis of this paper, can be used to determine what neural properties may contribute to the subharmonic properties of the LP-PD network and similar neural networks.
Consider a family of functions fh g 2(0;1) that is parameterized so that h (x) has a unique jump discontinuity at x = . Suppose that this family satis es the following four hypotheses. A typical function satisfying these hypotheses is illustrated in Figure 1 . Note that h is doubly de ned at x = . This is done to simplify notation as the orbits of h 1 ( ) and h 2 ( ) play vital roles both in determining the existence of periodic orbits and in determining two classes of bifurcation values. Because of the importance of these two orbits, we de ne for n 1 
The function n returns the nth iterate of the discontinuity taking the right branch as the rst iterate, while n returns the (n + 1)st iterate of the discontinuity taking the left branch as the initial iterate. If n is the smallest positive integer such that n ( ) > then k ( ) is not de ned for k > n. Similarly, if n is the smallest positive integer such that n ( ) > then k ( ) is not de ned for k > n. Figure 1 We note that all derivatives of h taken at points of discontinuity are one-sided and speci c reference to the appropriate branch of h will be made to indicate which direction is being used.
Assumption (H2) requires that h 1 increase and h 2 decrease; however, the results of this paper hold if this is reversed (Conjugate h via the transform x 7 ! 1 ? x).
The results of Sections 2 and 3 depend critically on the non-overlapping of the two branches prescribed in (H3). In Section 4 we present an example that violates (H3) and show that there exists an invariant set on which h is chaotic. Section 2 explores the dynamics of maps satisfying properties (H1)-(H4) for xed parameter values. We show that if n is the smallest integer such that n ( ) > then h has a period n orbit and possibly orbits of period n + 1; 2n; 2n + 2 as well. Periodic orbits of other periods are excluded. In all cases there exists at least one attracting periodic orbit. Given a period n orbit, the existence of a period n+1 orbit is shown to be equivalent to the existence of a preimage of that is greater than :
In Corollary 2.1 we show that in the special case where jh 0 (x)j < 1 only period n and period n + 1 orbits can coexist, both of which are attracting.
The fundamental idea of this section is that the non-overlapping and derivative restrictions limit the dynamic behavior. If there does not exist a preimage of the discontinuity in the domain of h 2 then this interval is continuously mapped into itself after some number of iterates. Because this return map is orientation reversing, there must be a xed point for the return map. On the other hand, if there does exist a preimage of the discontinuity then the domain of h 2 is partitioned into two distinct subintervals that are mapped into themselves with a reversal of orientation. The non-overlapping assumption forces one of these to return in n iterates and the other to return in n + 1.
Understanding the dynamics of h for xed provides a basis for exploring the bifurcations of families of functions depending continuously on . In Section 3 we show that in addition to the standard bifurcations of monotone continuous functions (saddle-node and period-double), bifurcations also occur when the orbit of the discontinuity is mapped onto itself. Since either h 1 or h 2 can be chosen as the initial iterate of the discontinuity, two additional types of bifurcations may occur. Section 3 categorizes the types of behavior that occur at these bifurcations and the relationship between them. It is proven under an additional hypothesis that when n ( ) = , a pair of periodic orbits of periods n and n + 1 transitions to single period n + 1 orbit. On the other hand, when n ( ) = , there is a transition from one periodic orbit of period n to a pair of periodic orbits of periods n and n + 1. Corollary 3.1 describes a simple genealogy of periodic orbits by proving that generically these bifurcations alternate as is increased. When jh 0 (x)j < 1 the system bifurcates from a single period n orbit to the coexistence of a period n with a period n + 1 orbit and then to a single period n + 1 orbit.
In Section 4 we contrast the regular behavior of maps satisfying (H1)-(H4) with similar maps whose dynamics are much more complex. We show by way of an example that if the non-overlapping hypothesis is violated then h can be chaotic. We contrast the dynamics discussed in this work with the more complex period-adding behavior described by Levi Remark: Because h 1 (x) > x, all periodic orbits not containing or must have at least one element greater than and hence are either primary or secondary. A priori, an orbit could be both primary and secondary. However, we will show that a consequence of the non-overlapping assumption is that a periodic orbit is either primary or secondary, but not both. If n ( ) = and we let h ( ) = h 2 ( ) then the orbit of the rst cut is periodic of period n and = . Similarly, if n ( ) = and we let h ( ) = h 1 ( ) then the orbit of the rst cut is periodic of period n and = 1. These orbits are neither primary or secondary. Periodic orbits involving and are bifurcation orbits and will be discussed in Section 3.
Both functions graphed in Figure 2 have minimal primary xed points and minimal secondary period two orbits (not shown in B). In A both these orbits are attracting and no other periodic orbits exist. Both of these orbits are repelling in B; however, there also exists a non-minimal secondary period four orbit which is attracting. If a family of functions satis es (H1), (H2), (H4) and in addition jh 0 (x)j < 1 for all x then it follows that h satis es (H3) as well. The following corollary states that this more restrictive condition on the derivative forces the existence of only minimal attracting periodic orbits whose domains of attraction are determined by the preimages of the rst cut. The stability results of statements 1 and 2 of this corollary follow immediately from the derivative restriction imposed in the hypotheses. These results suggest a numerical procedure for determining the primary and secondary periodic orbits of h : simply follow the orbits of h 1 ( ) and h 2 ( ) for a su ciently large number iterates to eliminate transients, then record the next sequence of iterates to approximate the periodic orbit. Because the endpoints of each of the intervals J 1 ; : : : ; J 2n+1 are preimages of , we cannot say whether these points converge to the primary or secondary periodic orbit. However, if a consistent choice of h 1 ( ) or h 2 ( ) is made then these points will converge. For example, if we always choose to iterate h 2 upon reaching the rst cut then these points will converge to the primary periodic orbit.
The second corollary of Theorem 2.1 describes the dynamics of h when the rst cut is periodic with either h 1 or h 2 being applied to . These results will be important for establishing the bifurcation results of Section 3. The proofs of both statements 1 and 2 are both based on careful applications of the Intermediate Value Theorem. The non-overlapping hypothesis forces the intervals on either side of the second cut (if it exists) to be mapped back into themselves after some number of iterates. In addition, if the interval between the rst cut and second cut returns in n iterates then this condition forces the interval to the right of the second cut to return in n + 1 iterates. Since the left branch is increasing and the right branch is decreasing, the orientation of each interval is reversed under the return map, forcing the existence of a unique periodic orbit of period n or n + 1 depending on which interval is under consideration. The equivalence of properties (b) and (c) in part 2 also follows from these two properties.
We By an argument identical to that in the proof of statement 1, h has no secondary period k orbits for k 6 = 0 (mod n + 1).
We complete the proof by showing the equivalence of (b) and (c). . . . J n = ( ; ) each contain an element of the primary periodic orbit and are attracted to this orbit since h k is continuous for all k when restricted to these intervals. to the inequality 0 < 1 ( ) to get than n is the smallest positive integer such that < n ( ). Again using the proof of Theorem 2.1, h has a minimal primary periodic orbit of period n.
Non-minimal orbits
In this section we will show that not restricting the magnitude of the derivative allows h to have periodic orbits which are not minimal. Figure 2B illustrates a non-minimal secondary periodic orbit of period four surrounding a minimal secondary period two orbit. We will show that the non-overlapping assumption and the monotonicity of each branch of h severely restrict the allowable periods of non-minimal periodic orbits and force at least one periodic orbit to be attracting. Theorem 2.2 1. If h has a minimal primary (resp. secondary) periodic orbit of period n and a non-minimal primary (resp. secondary) periodic orbit then the non-minimal orbit is of period 2n. 2. For each , h has at least one attracting periodic orbit.
Remark: The existence of non-minimal periodic orbits cannot be determined without more information on the properties of h . To see this assume that the second cut does not exist. To determine if non-minimal primary periodic orbits exist one must compute the zeros of f(x) = h 2n (x) ? x restricted to the interval ; 1]. Knowing only that f( ) > 0 and f(1) < 0 (since does not exist) implies only that there exists at least one zero of f. Since one zero corresponds to the minimal periodic orbit, we cannot determine the existence of non-minimal periodic orbits without a more detailed knowledge of h . However, additional zeros of f generically come in pairs and correspond to period 2n orbits of h . Similar arguments apply to the determination of non-minimal primary and secondary orbits when the second cut does exist.
Proof: We begin with the proof of statement 1. Let be de ned as in (6) . If h has a minimal periodic orbit of period n then the interval ; ] is forward invariant under h n . Since (h n ) 0 (x) < 0 the only periodic point of period (2k+1)n; k = 0; 1; : : : is the minimal period n orbit.
Now has at least one attracting xed point and h at least one attracting periodic orbit.
If the second cut exists and = 1 then this same argument implies the existence of an attracting period n orbit. If = then apply the same argument replacing h n with h n+1 . Assume that < < 1. If either the interval ; ] or ; 1] are mapped into their interiors by the nth or n + 1st iterate of h respectively then h has an attracting periodic orbit. Thus assume that this is not the case so that for i = 1 or 2. The bifurcations described in (8) are either saddle-node or perioddoubling bifurcations provided tangency is only quadratic 2]. Minimal periodic orbits bounded away from the rst cut can undergo a period-doubling bifurcation but not a saddle-node bifurcation since h n (x) is decreasing when restricted to suciently small neighborhoods of periodic points. For similar reasons non-minimal periodic orbits can experience saddle-node bifurcations but not period-doubling ones. Theorem 3.1 describes the bifurcations of (9) for i = 2 and i = 1 respectively. To distinguish between these scenarios we introduce the following notation. Similar to its use in Section 2, the term minimal is used to distinguish between the bifurcation of a minimal periodic orbit (period n) and a non-minimal periodic orbit (period 2n). Figure 3A illustrates a minimal primary bifurcation and 3B a nonminimal primary bifurcation. The distinction between minimal and non-minimal bifurcations is critical as minimal primary and secondary bifurcations occur in all families of functions satisfying (H1)-(H4) while non-minimal bifurcations do not. In particular, a family satisfying jh 0 (x)j < 1 for all x and undergoes only minimal bifurcations since all periodic orbits are minimal. Note that if a bifurcation is minimal at = then (9) reduces to n = (11) for i = 1 and to n = (12) for i = 2.
Before presenting the main results of this section we impose the further restriction that H5 ( n ) 0 ( ) < 1 and ( n ) 0 ( ) < 1 for all n and in their domains. One sided derivatives are used where appropriate. We will see that this condition forces the periods of periodic orbits to increase as the parameter is increased. such that h has a minimal primary periodic orbit of period n for ? < < and h has a minimal primary periodic orbit of period n + 1 for < < + .
2. If n is the smallest positive integer such that n ( ) = then there exists > 0 such that h has a minimal primary periodic orbit of period n and no secondary periodic orbit for ? < < and h has a minimal primary periodic orbit of period n and a minimal secondary periodic orbit of period n+1 for < < + . Remark: Theorem 3.1 and Corollary 3.1 describe a period-adding genealogy of minimal periodic orbits. At = n?1 ; h undergoes a minimal primary bifurcation and hence for n?1 < < n , h has a minimal primary period n orbit. This is the only minimal periodic orbit until = s where, by Theorem 3.1, a minimal secondary bifurcation occurs. For > s there exists both a minimal primary period n orbit and a minimal secondary period n + 1 orbit. Finally at = n , we pass through another primary bifurcation past which the only minimal orbit is primary, but now of period n + 1. The bifurcation diagram for the piecewise-linear family of functions h (x) = ( (x ? + 2)=2 if x 7(1 ? x)=10 if x is given in Figure 4 . We note that if jh 0 (x)j < 1 for all x as in this example then all periodic orbits are minimal and attracting. In this case we have a period-adding genealogy of attracting periodic orbits. The following lemma is a re nement of Lemma 2.1 due to the restriction imposed in (H5). Since First suppose that ? 1 < < . Since k is de ned for all k n; it follows that k ( ) < when k < n: Thus n is the smallest integer such that n ( ) > which implies that h has a minimal primary periodic orbit of period n. Now suppose that < < + 1 . It needs to be shown for su ciently close to, but greater than , that n + 1 is the smallest positive integer such that Hence h has a minimal primary periodic orbit of period n + 1:
We next proceed with the proof of statement 2. We rst note that the second cut is at x = 1 since 1. Suppose that at = ; h has a minimal primary periodic orbit of period n and undergoes a non-minimal primary bifurcation. Then h 2n ( ) = and there exists > 0 such that h has a primary periodic orbit of period 2n for ? < < and h has no primary periodic orbit of period 2n + 2 for < < + . 2. Suppose that at = ; h has a minimal primary periodic orbit of period n and undergoes a non-minimal secondary bifurcation. Then h 2n+2 ( ) = and there exists > 0 such that h + has a secondary periodic orbit of period 2n + 2 and h ? has no secondary periodic orbit of period 2n.
Discussion

The overlapping case
In this section we present an example to illustrate the complicated dynamical behavior that can occur if a function h satis es (H1), (H2) and (H4) but fails to satisfy the non-overlapping hypothesis of (H3). This example was chosen because it is straightforward to show that it's dynamics are chaotic by showing that a related function is topologically semi-conjugate to the shift map on two symbols.
Consider the piecewise linear function The function h is illustrated in Figure 5A . The rst cut of h is = 1=3 and the second cut = 11=15. Since jh 0 (x)j > 1, h violates (H3). To 
Related Phenomena
Period-adding phenomena have been described by Rinzel and Troy 12] and by Levi 5, 6 ] (see also 3]). As discussed brie y in the introduction, maps satisfying the properties described in this paper were rst discussed in the work of Rinzel and Troy and arose in a model of the Belouzov-Zhabotinsky reaction. The work of Levi describes period-adding behavior in two models of periodically forced electrical circuits. One of these was rst described by van der Pol and van der Mark 13] and the second a similar system consisting of a triode coupled with an RLC circuit with positive feedback. The maps derived by Levi are qualitatively di erent than those described in this paper. Each function has a unique jump discontinuity, but in the rst case both branches are increasing and in the second neither branch is monotone. Although the functions discussed here and in the papers cited above di er qualitatively, each is derived from a system of singular di erential equations. More precisely, in each case the di erential equations describing the model system involve a small parameter that qualitatively changes the nature of the equations when set to zero. This class of di erential equations, often called \fast-slow" systems, exhibits dynamics that operate on two distinct time-scales, a fast timescale and a slow one. This dichotomy can be used to e ectively reduce the dimension of the phase space by decomposing the dynamics into ows on stable branches of a so-called \slow manifold" (the slow timescale) and jumps between stable branches of this manifold (the fast timescale). This singular ow can then be used to construct a singular return map whose periodic points correspond to periodic singular solutions. The singular solutions constructed in this manner are not solutions to any di erential equation, but in many cases accurately re ect the true dynamics and can be used to prove the existence of real solutions for nonzero parameter values 1, 11] .
A consequence of the use of singular perturbation techniques is the introduction of discontinuities into the singular return map. This occurs when jumps are possible only at a discrete set of times and there exists a barrier allowing some initial conditions on one branch of the slow manifold (the \jump-o " branch) to jump to the next branch (the \jump-on" branch) while preventing nearby initial conditions to jump to the same branch. Often, the initial conditions prevented from jumping at one opportunity will evolve under the slow ow to a state from which they will jump at the next opportunity. Thus we can partition the jump-o branch into discrete subsets by the number of cycles necessary to surpass the barrier. The only questions that remains is into which partition(s) singular solutions enter upon returning to the jump-o branch and what is the geometry of the image upon returning.
If we assume that the partitions on the jump-o branch are linearly ordered then one possible e ect of parametric variation on the singular system is the passing of the barrier from one partition to the next (with some continuous changes in the partitions). Thus initial conditions that passed the barrier in n steps at parameter p may pass the barrier in n + 1 steps at parameter p + . In the simplest case where all initial conditions on the jump-o branch are mapped into the same partition independent of the parameter value then a period-adding phenomenon arises. A unique periodic orbit arises when the return map is contracting. If the return map is more dynamically complex then other dynamics may be embedded in this periodadding behavior. This is illustrated in the examples described by Levi. Another family of discontinuous interval maps, this time with both branches increasing, is described by Keener 4] . He shows that if the map is non-overlapping then the dynamics are relatively simple, while they are quite complicated if the branches do overlap. In the non-overlapping case, Keener views the interval map as a continuous, nonsurjective, orientation preserving circle map and shows that this map has a well-de ned rotation number independent of initial conditions which possesses all properties of the rotation number de ned for bijective circle maps 2]. Thus the fact that both branches are orientation preserving allows for a complexity of periodic and nonperiodic behavior not seen when one branch is orientation reversing. On the other hand, nonsurjective circle maps do not allow the coexistence of attracting periodic orbits as demonstrated in this paper.
In the second part of his paper, Keener demonstrates that the dynamics that occur in the overlapping regime are chaotic. As was illustrated above, similar behavior can occur in functions described in this paper when the non-overlapping hypothesis is violated. In many ways the second part of Keener's work generalizes the results concerning the dynamics of a two-fold cover of the circle (i.e. 7 ! 2 (mod 2 )) which is easily shown to be topologically semi-conjugate to the shift map on two symbols.
We have described a period-adding genealogy of periodic orbits that is much simpler than the period-doubling bifurcations observed in unimodal maps and described by the kneading calculus of Milnor and Thurston 10]. Kneading theory has been used to show that the forward orbit of the critical point determines what periods exist for that particular map. For the functions described in this paper, the role of the critical point is assumed by point of discontinuity . A knowledge of both forward orbits of tells us exactly which minimal periodic orbits exist and their periods. Moreover, one only needs to follow the forward orbits of for a nite number of steps to determine this information.
A second use of the kneading calculus is the determination of the order in which periodic orbits arise in a one-parameter family of unimodal maps. This sequence is completely determined by the changes in itineraries of the critical point. One can use this to show that for some families of unimodal maps (known as full families) a period-doubling cascade occurs, culminating in chaotic dynamics. Again there is a parallel between the kneading calculus and the bifurcation theorems presented in this work. We have shown that for a certain families of functions satisfying (H1)-(H4) a period-adding sequence of bifurcations occurs and that this sequence depends on the forward orbits of the rst cut. However, this sequence of bifurcations does not culminate in chaotic behavior as is the case with unimodal maps. orbit. This is minimal since no elementof the bifurcation orbit is greater than the rst cut. The only other periodic orbit is a minimal secondary period three orbit (not shown). B: A non-minimal primary bifurcation. This bifurcation is non-minimal since there does exist an element of the bifurcation orbit greater than the rst cut. There also exists a minimal primary period two orbit and a minimal secondary period three orbit. 
