Abstract-We propose decision-directed channel predictors for orthogonal frequency-division multiplexing (OFDM) communications over time-varying channels. Channel prediction is capable of yielding up-to-date channel state information even without regular transmission of pilot symbols. It is thus potentially useful for delay-free equalization, antenna combining, space-time decoding, adaptive modulation, adaptive power control, and adaptive transmit antenna diversity. We derive a minimum mean-square error channel predictor and its efficient discrete Fourier transform implementation. Furthermore, we develop adaptive predictors that do not require any statistical prior knowledge and are able to track nonstationary channel and noise statistics. Simulation results involving an OFDM receiver in which channel prediction is used for delay-free equalization demonstrate the excellent performance of the proposed techniques even for fast time-varying channels.
frequency-division multiplexing (OFDM) is an efficient modulation scheme for broadband wireless communications [1] [2] [3] [4] . OFDM is being commercially applied for wireless local area networks (IEEE 802.11a and HIPERLAN/2), terrestrial digital audio broadcasting (DAB-T), and terrestrial digital video broadcasting (DVB-T), and it is being considered for wireless broadband access systems by the IEEE 802.16 work group. Conventional OFDM systems use rectangular transmit and receive pulses and a cyclic prefix. Generalized pulse-shaping OFDM systems have been proposed in [1] and [5] [6] [7] [8] .
Most OFDM systems use coherent detection, which has approximately a 3-dB signal-to-noise (SNR) gain over differential techniques [9] but requires channel state information at the receiver. Channel state information at the receiver and/or transmitter is also necessary for techniques such as antenna combining, space-time decoding, adaptive modulation, adaptive power control, and adaptive transmit antenna diversity. A widely explored approach for obtaining channel state information in OFDM systems is training data-based least squares (LS) channel estimation [10] , [11] or minimum mean-square error (MMSE) channel estimation [12] [13] [14] [15] [16] [17] (the latter requires nominal or estimated second-order channel statistics). The training data consists either of pilot symbols that are continually multiplexed into the data stream (e.g., 10% of the total transmitted symbols in DVB-T), or, for packet transmission, of a training data block at the beginning of each packet (e.g., two OFDM symbols in IEEE 801.11a and HIPERLAN/2). Channel estimation has the drawback of potentially yielding outdated channel state information, which can degrade system performance significantly and/or prevent the application of promising techniques that require up-to-date channel estimates (e.g., adaptive modulation). Furthermore, training data-based channel estimation has the disadvantage of a reduced net data rate and sometimes increased latencies.
An alternative approach is decision-directed channel estimation (e.g., [18] ). Here, training data is replaced by previously detected data. Thus, virtually all transmit symbols are available for channel estimation, resulting in potentially increased performance at the cost of increased complexity. However, decision-directed channel estimation performs poorly for fast timevarying channels [18] .
In this paper, we propose novel schemes for decision-directed MMSE and adaptive channel prediction in OFDM systems [19] , [20] that feature the following advantages.
1)
Our channel predictors yield accurate up-to-date channel state information without additional latencies, even for fast time-varying channels or large prediction horizons.
2)
Due to the decision-directed operation mode, no continual transmission of training data is required; typically, a single known OFDM symbol suffices for initialization.
3)
Thanks to efficient fast Fourier transform (FFT) implementations, the computational complexity of the proposed channel predictors is very low.
4)
Our channel prediction schemes enable key techniques (such as adaptive modulation, adaptive power control, and adaptive transmit diversity) that improve the system capacity and/or link reliability of wireless OFDM systems.
5)
The adaptive versions of our channel predictors do not require any statistical prior knowledge and are able to track nonstationary channel and noise statistics. We note that pilot-symbol-assisted MMSE channel prediction was proposed and applied to adaptive loading for HIPERLAN/2 in [21] . Furthermore, in a non-OFDM context, the prediction of fading channels and applications were previously investigated in [22] [23] [24] [25] [26] .
The rest of this paper is organized as follows. Section II describes the OFDM system model. In Section III, we develop linear MMSE channel predictors for random time-varying channels. In Section IV, we propose adaptive versions of our channel predictor. Simulation results are provided in Section V.
II. OFDM SYSTEM MODEL
We consider a pulse-shaping OFDM system with subcarriers (e.g., for IEEE 802.11a, HIPERLAN/2 and for DVB-T). At the transmitter, a bit stream is coded and mapped to transmit symbols ( is the OFDM symbol index and is the subcarrier index). The discrete-time baseband transmit signal is given by [5] [6] [7] [8] (1a)
Here, is a transmit pulse and denotes the OFDM symbol duration. The received signal is (2) where is the impulse response of the linear time-varying channel , is the channel's maximum delay, and is additive noise. From , the demodulator computes the sequences (3a)
where is a receive pulse. Throughout this paper, we use the term OFDM also for the case , which is sometimes referred to as biorthogonal frequency division multiplexing.
For a conventional OFDM system using rectangular transmit and receive pulses and a cyclic prefix of length , the symbol duration is , the transmit pulse is for and zero elsewhere, and the receive pulse is for and zero elsewhere. Here, the modulator (1) and demodulator (3) can be efficiently implemented by means of an (I)FFT [2] . However, efficient FFT-based implementations are also available in the general (pulse-shaping) case [6] .
A. System Relation
Combining (1)- (3), the system's input-output relation is obtained as [5] , [6] (4) with . For , the coefficients describe the intersymbol interference (ISI) and intercarrier interference (ICI) introduced by the channel . For an ideal channel (i.e., no delays and Doppler shifts) and in the absence of noise, we have perfect demodulation, , if and only if the transmit pulse and receive pulse satisfy the (bi)orthogonality condition (5) Validity of (5) requires [5] , [8] . In practical systems, is between 1.03 and 1.25. Real-world channels are underspread, which means that the product of maximum delay 1 and maximum normalized Doppler shift satisfies [5] , [9] , [27] . For practical channels is about 10 to 10 . It can then be shown that for properly chosen symbol duration , subcarrier spacing , and pulses and , the ISI/ICI terms in (4) are approximately zero, i.e., for [5] , [6] , [27] , [28] . Therefore, the system relation (4) simplifies to (6) with the time-varying channel coefficients that depend on the channel and the transmit/receive pulses. The intuition behind (6) is that the channel varies considerably between OFDM symbols but negligibly within an OFDM symbol. The channel coefficients can also be written as Thus, is the (subsampled) time-dependent transfer function [29] of an equivalent channel with impulse response . For a conventional cyclic-prefix OFDM system, (7) simplifies to . For later convenience, we rewrite (6) as (8) with the vectors , , and the diagonal matrix .
B. Statistical Characterization
Hereafter, we model as a random Rayleigh fading channel satisfying the wide-sense stationary uncorrelated scattering (WSSUS) assumption [9] , [29] , where is the channel's timedelay correlation function [9] , [29] . The scattering function of is defined by [9] , [29] . Its support region is assumed to be contained in , where and are the maximum delay and maximum normalized Doppler shift, respectively. The reciprocal of the maximum delay and the maximum normalized Doppler shift determine the coherence bandwidth and coherence time, respectively. The equivalent channel is also WSSUS, i.e.,
with Thus, the channel coefficients in (7) constitute a two-dimensional (2-D) stationary process with correlation (10) Strong correlations (large values of ) effectively occur within the coherence time and coherence bandwidth, i.e., for and . These correlations between the will be exploited by our channel predictors. The noise in (2) is assumed zero-mean, stationary, white, and circularly symmetric complex Gaussian with variance . Thus, for in (6) we obtain
III. OFDM CHANNEL PREDICTION
We next describe the generic receiver structure (cf. Fig. 1 ) that we propose for channel prediction in OFDM systems. This scheme yields the channel state information that is required for coherent receiver processing (including, e.g., equalization, detection, and decoding). In contrast to the channel estimators in [10] [11] [12] [13] [14] [15] [16] [17] , and to the predictive adaptive loading method in [21] , our scheme operates in a decision-directed mode. Furthermore, different from the decision-directed channel estimator in [18] , our channel predictor is able to yield up-to-date channel state information. We note that prediction of fading channels in a non-OFDM context was considered in [22] [23] [24] [25] [26] .
Basically, our decision-directed channel predictors process the demodulated receive vector in order to yield an estimate of the current channel coefficient vector. To this end, past detected symbols , obtained by re-encoding previously detected bits , are exploited. Here, denotes the prediction horizon, i.e., the number of OFDM symbols the channel is predicted ahead; it is determined e.g., by the latency introduced by the receiver processing and the re-encoder. Successful channel prediction relies on mostly correctly detected symbols . In case of too many incorrectly detected symbols, error propagation may result (simulation results in Section V-E show that error propagation is avoided if the SNR is above a certain threshold). For purposes of initialization, the channel predictor can alternatively be operated in training mode where a few known transmit symbols serve as training data (numerical experiments in Section V-A suggest that already one OFDM symbol suffices for initialization).
We next develop linear MMSE predictors [19] . In Section IV, adaptive predictor implementations are proposed [20] . For tractability of the problem, we assume that , i.e., we will neglect error propagation (this is equivalent to assuming that the predictors operate in training mode).
A. MMSE Predictor
We propose to calculate the predicted channel coefficient vector 2 from the current and past received vectors assuming knowledge of symbols by means of a linear multi-input multi-output (MIMO) predictor filter of length (memory) (11) The predictor memory allows us to exploit the temporal channel correlations and the MIMO approach is used to exploit the spectral channel correlations (i.e., between different subcarriers). Note that the channel correlations can be fully exploited only if the predictor memory exceeds the channel's coherence time, i.e., if . Hence, the choice of is a tradeoff between good prediction accuracy and low computational complexity. (The channel's coherence bandwidth is always maximally exploited because the predictor uses all subcarriers.) The predictor coefficient matrices of size are time varying to account for the nonstationarity of the received vector process (this nonstationarity is due to the symbols in (8) 
Using , , this can be rewritten as (13) Note that in contrast to existing channel estimators [10] [11] [12] [13] [14] [15] [16] [17] , [21] that use the division by the transmit symbols in a rather ad hoc manner, we have explicitely derived it as a part of our MMSE predictor. The second stage of the MMSE predictor is a MIMO filter similar to (11) using (13) as input, i.e.,
. The filter matrices are also provided in Appendix I. In general, they are time varying since is nonstationary. Their implementation would require an online inversion of a matrix in each symbol interval. Because this is clearly impractical, we will next develop a simplified MMSE predictor with significantly reduced complexity.
B. Reduced-Complexity MMSE Predictor
A first step toward simplification of the MMSE channel predictor is as follows. We retain the division stage (12) , but for the subsequent processing we model the symbols as random. More specifically, we assume that the are zero mean and independent identically distributed (i.i.d.). Then, the noise term in (12) has mean and correlation with the "equivalent noise variance"
. It is seen that is zero mean, wide-sense stationary, and white. Therefore, the vector is stationary and thus can be processed without loss of optimality by means of a time-invariant MIMO predictor filter (14) For , the channel predictor (14) becomes a channel estimator that is similar to [14] .
The coefficient matrices are again chosen such that the MSE is minimized. According to the orthogonality principle [30] , the optimum must be such that for . With (14) and (13) . Thus, the MMSE-optimum predictor coefficient matrices are given by (16) The computation of is numerically stable (due to the term ) and can efficiently be performed using the Wax-Kailath algorithm [31] (because is Hermitian Toeplitz-block-Toeplitz). We note that the reduced complexity predictor is equivalent to the full-blown MMSE predictor of Appendix I if the symbol alphabet is phase-shift keying (PSK) and if the noise is white ( is white only if ). The minimum MSE obtained with the optimum coefficients can be shown to be (17) This depends on the channel correlation and the equivalent noise variance . While (17) is difficult to interpret, we experimentally verify in Section V-B that tends to decrease for channel coefficients that are more strongly correlated, i.e., for channels with larger coherence time and/or larger coherence bandwidth. Equivalently, will be smaller for channels that are more underspread [5] , [9] , [27] in the sense of a smaller maximum normalized Doppler frequency (slower channel time variations) and/or a smaller maximum delay . The prediction accuracy also improves for lower noise variance . These observations agree with results for MMSE channel estimation in [13] , [14] , and [16] , [17] .
C. Efficient DFT Implementation
We next propose an efficient implementation of our reducedcomplexity MMSE predictor (cf. Fig. 2 ) that is similar to the pilot-based channel estimators in [10] , [14] , and [15] . In particular, a -point IDFT is applied to the , which yields [cf. (7)] ,
Subsequently, a length-MMSE predictor predicts the channel impulse response for each delay . Due to the WSSUS property (9) , and are uncorrelated for . (19) with predictor coefficients (specified below) and . Finally, the predicted channel coefficients are obtained from the predicted impulse response samples via a -point DFT (20) This implementation has significantly reduced complexity because SISO predictors are used instead of a MIMO predictor (see Section III-D).
The Wiener-Hopf equations for the MMSE predictor coefficients can be obtained by diagonalization of (15), corresponding to a transformation into the eigenspace of the correlation matrices . This diagonalizing transformation is a -point DFT since the matrices can be shown to be circulant. Indeed, the predictor coefficients in (14) and in (19) are related as , where and is the DFT matrix. The resulting diagonalized normal equations can be rearranged as , , with the Hermitian Toeplitz correlation matrix with first row and the cross-correlation vector [cf. (9)]. Thus, the predictor coefficients are given by (21) The computation of (21) can be done stably and efficiently using the Levinson algorithm [32] .
The minimum MSE in (17) can correspondingly be rewritten as As analyzed in Appendix II, the DFT implementation deviates from the reduced-complexity predictor if some subcarriers are not used (as is done in practical systems to reduce out-of-band emissions).
D. Computational Complexity of MMSE Predictors
The computational complexity of the predictors discussed so far is compared in Table I . We specify the complexity both for the design (performed in advance only once) and for the actual channel prediction (performed in each symbol interval). For the full-blown MMSE predictor, the design has to be performed anew for each symbol and thus it is considered as part of the prediction. It is assumed that the design is based on the Wax-Kailath algorithm [31] in the case of the reduced-complexity MMSE predictor and on the Levinson algorithm [32] in the case of the DFT implementation.
It is seen that for typical values of the parameters , , and , the DFT implementation is significantly less complex than the original implementation of the reduced-complexity MMSE predictor, which in turn is significantly less complex than the full-blown MMSE predictor.
IV. ADAPTIVE OFDM CHANNEL PREDICTORS
In practice, calculation of the MMSE channel predictors in (16) or (21) presupposes knowledge of the channel correlations , respectively, and of the noise variance . Furthermore, the statistics of real-world channels change slowly over time (cf. [33] ), thus necessitating reestimation of and recalculation of the channel predictor once in a while. To avoid these problems, we propose novel adaptive channel predictors that perform a continual update of the predictor coefficients, do not require knowledge of the channel and noise statistics, and are capable of tracking nonstationary statistics.
The adaptive predictors will be based on the same structure as the DFT implementation of Fig. 2 because it is computationally efficient and involves only scalar coefficients, instead of the scalar coefficients required by the reduced-complexity MMSE predictor (note that adaptive algorithms generally perform better when fewer coefficients have to be adapted [34] ). Replacing the MMSE predictor filters in [cf. (19) and (21)] with adaptive filters , the adaptively predicted channel taps (assuming for simplicity that the adaptation starts at ) are 3 (cf. [20] ) (22) For the adaptation, we will consider the normalized least meansquare (NLMS) algorithm and the recursive least squares (RLS) algorithm [34] , designed such that the prediction error is minimized. Rewriting the channel impulse response OFDM symbols ahead as , where is the prediction error achieved by the MMSE predictor filter , the error of the adaptive predictor equals . Obviously, this error is minimized for . Hence, the adaptive algorithm will tune to approximate the (time-invariant) MMSE predictor filters . Thus, our approach differs from adaptive channel tracking schemes (e.g., [11] and [35] ), where the adaptive algorithms directly track/approximate the (time-varying) channel impulse response.
A. NLMS Algorithm
The NLMS algorithm belongs to the family of stochastic gradient algorithms that iteratively estimate the MMSE predictor filters. We use the NLMS algorithm rather than the LMS algorithm because the selection of the adaptation constant is simpler. The predictor filters are updated according to [34] where is the adaptation constant, , and is the prediction error that would ideally be given by . However, since we perform noisy prediction, is not available. Thus, we approximate by in (18), i.e.,
The error introduced by this approximation will be small for most practical SNRs. For , the prediction filters are initialized as (24) Thus, for . Stable operation of the NMLS algorithm requires [34] . The selection of determines the convergence speed, the excess MSE, and the ability to track nonstationary channel statistics. We obtained good results with ; however, the exact value is rather uncritical.
B. RLS Algorithm
With the RLS algorithm, the th predictor filter is calculated such that it minimizes the error [34] Here, with is a forgetting factor that accounts for possible nonstationarity of the input . Similar to the NLMS algorithm, the selection of is not critical. We obtained good results for . The resulting update equation for is where is as in (23) and is the RLS gain vector given by
The matrix is the inverse of the sample covariance matrix ; it can be calculated recursively as
The RLS recursion is initialized as in (24) . Furthermore, we set and where the stabilization factor is in the range (we chose ). Compared to the NLMS algorithm, the RLS algorithm converges faster with smaller excess MSE. Its convergence rate is independent of the eigenvalue spread of the input process [34] .
C. Computational Complexity of Adaptive Predictors
The last two rows of Table I show the computational complexity of the channel prediction (filter operation) and coefficient update for the adaptive predictors. Both operations have to be performed in each symbol interval. While the complexity of the channel prediction for NLMS and RLS is equal (and furthermore the same as the complexity of the DFT implementation), the coefficient update is significantly more costly for RLS than for NLMS, in particular for large filter lengths .
V. SIMULATION RESULTS
We simulated a conventional OFDM system with subcarriers, cyclic prefix length , and 16-QAM modulation with . A Reed-Solomon code over was used with each code word corresponding to one 16-QAM symbol. Furthermore, symbol interleaving across subcarriers was used. At the receiver, the system shown in Fig. 1 was implemented. The receiver processing consisted of zeroforcing equalization, hard symbol decisions, and decoding. The zero-forcing equalizer calculates [cf. (6)] with channel coefficient estimates provided by the channel predictor. The channel predictor consisted of 20 SISO prediction filters (see Fig. 2) , each of length . The prediction horizon was unless indicated otherwise. The parameters of the NLMS and RLS algorithms were chosen as and , respectively. The channel predictor was operated in decision-directed mode (where error propagation may occur) or in training mode (no error propagation). The channel was simulated by means of the technique described in [36] , using a scattering function with exponentially decaying delay profile and Jakes Doppler profile [37] , i.e., for , elsewhere.
(25) Unless stated otherwise, we chose and . We considered both a "slow" (slowly time-varying) channel with and a "fast" (rapidly time-varying) channel with (recall that is the maximum normalized Doppler shift). The quantity can be interpreted as the percentage of channel variation within one OFDM symbol. The additive noise was zero mean and white with variance . The SNR (here, is the channel's path loss) was 25 dB unless indicated otherwise.
A. Convergence of the Adaptive Predictors
We assume packet transmission with a packet length of 1000 OFDM symbols and a packet preamble of only one known OFDM symbol. At the beginning of each packet, the channel predictors are initialized using the preamble. Afterwards, the predictors are operated in decision-directed mode. With the adaptive channel predictors, the coefficient adaptation is started when OFDM symbols have been received. For the first OFDM symbols, the length of the MMSE channel predictor was increased from 1 to , equal to the number of OFDM symbols received. Fig. 3(a) and (b) illustrates the convergence of the adaptive channel predictors for the slow and the fast channel, respectively. The (normalized) prediction MSE was averaged over 100 experiments. For comparison, the MSE of the reduced-complexity MMSE predictor from Section III-B and the theoretical MMSE according to (17) are also plotted. It is seen that the MSE is below dB for all predictors. However, the MSE obtained after convergence is about 2-4 dB higher for the fast channel than for the slow channel. The RLS-based predictor converges faster than the NLMS-based predictor and has almost no excess MSE relative to the reduced-complexity MMSE predictor. The excess MSE of the NLMS-based predictor is 4-6 dB. We note that in this simulation, the predictors always converged, i.e., a single OFDM training symbol suffices for startup at SNR 25 dB.
B. Dependence of the Prediction MSE on the Maximum Delay and Doppler
In the following simulation, for better clarity the predictor was operated in training mode to exclude effects resulting from decision-directed operation. Fig. 4 shows how the prediction MSE (after convergence in the case of adaptive predictors) depends on the channel's maximum delay and maximum normalized Doppler [cf. (25) ]. Note that larger implies a smaller coherence bandwidth (coherence time). The prediction MSE was obtained by averaging over 100 experiments with 10 symbols each.
In Fig. 4(a) , is varied between 0 and 19 while is fixed at 0.001 (slow channel). In Fig. 4(b) , is varied between 0.002 and 0.05 at a fixed of 19. It can be seen that the prediction MSE increases with increasing and . This is an expected behavior since prediction is more difficult for weaker correlations, i.e., for a smaller coherence bandwidth and coherence time. We also see that the RLS-based predictor performs nearly as well as the MMSE predictor. According to Fig. 4(b) , for high all predictors deviate from the theoretical MMSE. This is because the approximate system relation (6) becomes less accurate with increasing [6] due to increasing ICI. For the slow channel considered in Fig. 5(a) , channel prediction is accurate even for large prediction horizons. The excess MSE of the RLS predictor is negligible; that of the NLMS predictor is between 1 and 4 dB. For the fast channel in Fig. 5(b) , reliable channel estimates can be obtained only for significantly smaller prediction horizons than for the slow channel (e.g., for an MSE of dB, can be at most for the fast channel, while for the slow channel can be beyond 25). The RLS predictor again performs as well as the MMSE predictor. However, the performance of the NLMS predictor is substantially worse.
C. Prediction MSE for Different Prediction Horizons

D. Tracking of Nonstationary Channel Statistics
We next study the ability of the adaptive channel predictors to track nonstationary channel statistics [33] . The nonstationary channel was obtained as a superposition of two different WSSUS channels. Channel1 had a flat scatteringfunction (i.e., rectangular delay and Doppler profiles) with maximum delay , maximum relative Doppler , and a path loss such that the SNR was 25 dB. Channel 2 had the Jakes exponential scattering function (25) with , , and a path loss such that the SNR was 35 dB. Channel 1 was "active" during the first 1000 OFDM symbols (phase 1), and channel 2 was active during the last 1000 OFDM symbols (phase 2). During the intermediate transition phase, the actual channel was obtained by gradually blending channel 1 into channel 2. Fig. 6 shows the prediction MSE versus the OFDM symbol index for the adaptive channel predictors operated in decisiondirected mode (initial convergence is not shown.) The prediction MSE was averaged over 100 experiments. It is seen that both adaptive algorithms succeed in tracking the nonstationary statistics. During phases 1 and 3, the RLS-based predictor performs practically as well as the respective MMSE predictor. The NLMSbased predictor has an excess MSE of about 3 dB. As expected, the MMSE channel predictors perform rather poorly if they are not matched to the current channel conditions. During phase 3, the MMSE predictor deviates from the theoretical MMSE by about 2 dB. This can be attributed to large ICI that is caused by the fast channel and that violates the system relation (6).
E. BER Performance of Predictive Equalization
We finally assess the bit-error rate (BER) performance of the overall OFDM system with decision-directed predictive equalization shown in Fig. 1 . In Fig. 7(a) and (b) , we show the BER (after decoding) versus SNR obtained with the various receivers for the slow and fast channel, respectively. The BERs were obtained by averaging over 25 experiments with 10 OFDM symbols each. All channel predictors are operated in decision-directed mode. For comparison, we show the performance of an idealized receiver that has perfect channel state information. Furthermore, we simulated an OFDM system using the 2-D pilot symbol assisted (PSA) MMSE channel estimator from [16] (here, approximately 10% of the transmit symbols were pilots and the estimator length was equal to the prediction filter length). This MMSE estimator uses a flat scattering function resulting from a robust design approach and requires knowledge of the maximum delay , the maximum normalized Doppler , and the SNR. Due to the decision-directed operation, good performance of the predictors requires the SNR to be above a certain threshold. This threshold SNR is approximately equal for the RLS-based predictor and the MMSE predictor and about 2-4 dB higher for the NLMS-based predictor. For SNR values above the threshold, the BER of the receivers with predictive channel equalization is nearly equal to the BER of the ideal receiver. Moreover, our decision-directed predictive receiver outperforms the PSA receiver for high SNR. This is due to the fact that our channel predictors use symbol decisions from all subcarriers (resulting in a computational complexity that is larger than that of the PSA estimator). Finally, we note that the SNR threshold strongly depends on the specific channel code that is used. A theoretical assessment of this threshold is beyond the scope of this paper.
VI. CONCLUSION
We presented decision-directed channel predictors for OFDM communications over time-varying channels. Channel prediction is practically relevant because it yields up-to-date channel state information by compensating for delays that are due to decoding, feedback, etc. Pilot symbols are not required for our channel predictors but can be incorporated by replacing the corresponding detected symbols. In this paper, we focused on delay-free equalization; however, channel prediction also enables other techniques that hold the promise of improved system capacity and link reliability (e.g., link adaptation).
In addition to a reduced-complexity minimum MSE predictor and its efficient DFT-based implementation, we developed adaptive predictors using the NLMS and RLS algorithms. These adaptive predictors avoid an explicit design, do not require any statistical prior knowledge, and are able to track nonstationary channel and noise statistics. Our simulation results demonstrated that in a decision-directed mode, using a single OFDM symbol for initialization, adaptive prediction features excellent performance even in the case of fast time-varying channels. However, to avoid error propagation,a certain minimum SNR is required. Abovethis SNR threshold, prediction of time-varying channels over large prediction horizons is feasible.
APPENDIX I DERIVATION OF THE MMSE CHANNEL PREDICTOR
The input-output relation of the MIMO predictor (11) can be compactly written as (26) with the predictor coefficient block matrix and the stacked vector . The optimum minimize the MSE . According to the orthogonality principle [30] , they are such that . Upon insertion of (8) and (26), this yields the normal equations . Here, is a diagonal matrix with the transmit symbols as diagonal elements, and . The correlation matrices and are block-Toeplitz with first block rows and , respectively, where and . Thus, the optimum predictor coefficients are (27) with (28) The MMSE achieved by can be shown to be . Inserting (27) in (26) yields , which shows that the predictor implements two operations. The first operation is a division of the by the data symbols , , or, equivalently, . The second operation corresponds to a MIMO system that is time varying because it depends on the transmit symbols via [cf. (28)].
APPENDIX II SYSTEMATIC ERROR CAUSED BY UNUSED SUBCARRIERS
We analyze the systematic error resulting from the DFT implementation in Section III-C (see Fig. 2 ) when only the subcarriers are used for data transmission and the symbols of the remaining subcarriers are set to zero. Thus, only subcarriers transmit data symbols. For simplicity, we assume zero noise and a time-invariant channel ( and ). Furthermore, we assume that (6) is satisfied exactly, so that . According to Fig. 2 , the first step of the DFT implementation is a division of the received sequences by the data symbols, which yields for . 
