Instead of sampling a function at a single point, average sampling takes the weighted sum of function values around the point. Such a sampling strategy is more practical and more stable. In this note, we present an explicit method with an exponentially-decaying approximation error to reconstruct a multivariate bandlimited function from its finite average oversampling data. The key problem in our analysis is how to extend a function so that its inverse Fourier transform decays at an optimal rate to zero at infinity.
Introduction
The main purpose of this note is to provide an explicit formula to reconstruct a multivariate bandlimited function from its finite average sampling data such that the associated approximation error decays exponentially to zero as the number of sample data increases. We begin with introducing the Paley-Wiener space of bandlimited functions and the average sampling strategy on it.
Let d ∈ N be the dimension of the underlying Euclidean space and δ > 0 be the bandwidth. 
where ·, · is the standard inner-product on R d . Each B δ (R d ) is a Hilbert space after inheriting the norm of L 2 (R d ). Mathematical researches on the sampling theory originated from the celebrated Shannon sampling theorem [17, 24] , which states that each f ∈ B δ (R d ) can be exactly reconstructed from its function values sampled by the Nyquist rate π δ . Precisely, it holds for all f ∈ B δ (R d )
where the series converges absolutely and uniformly on x ∈ R d . Many generalizations of the Shannon sampling theorem have been established (see, for example, [5, 7, 9, 12, 15, 26, 27] ). We are concerned with the case when only finitely many sample data are available. Set J n := [−n, n] d ∩ Z d for n ∈ N. Looking at the Shannon series in (1.1), let us assume that we have the finite sample data {f (j π δ ) : j ∈ J n } of some f ∈ B δ (R d ). Naturally, one tends to truncate the Shannon series (1.1) as a manner of approximately reconstructing f . This turns out to be the optimal reconstruction method in the worst case scenario [13, 14] . However, this method is of the slow approximation rate of O(1/ √ n), [8, 10, 11, 21] . Dramatic improvement of the approximation rate can be achieved by using oversampling data. Here, oversampling means to sample at a rate strictly less than the Nyquist sampling rate π/δ. Through a change of variables if necessary, we assume that the bandwidth δ < π and functions in B δ (R d ) are sampled at the integer points, thus constituting oversampling as 1 < π/δ. It has been understood that one can reconstruct a univariate bandlimited function from its finite oversampling data with an exponentially decaying approximation error. Three such methods have been proposed in [10, 14, 16] . The idea is to use a regularized Shannon series
to reconstruct f ∈ B δ (R) from the finite oversampling data {f (j) : −n ≤ j ≤ n}. Here, sinc t := sin(πt)/(πt). In [10] , by letting ω(t) = sinc m ((π−δ)t/m) with m = 1+⌊n(π−δ)/e⌋, the approximation order of O 1 n exp(− π−δ e n) was obtained. Gaussian regularizers ω(t) := exp(− t 2 2r 2 ) were proposed in [22, 23] . The associated error analysis has been conducted in [16] . By letting r = n/(π − δ), the approximation order of Gaussian regularized Shannon series was found to be O √ n exp(− π−δ 2 n) . In [14] , a spline function regularizer ω was used and the approximation order of O
In practice, due to the limitation of the sampling machine, it is difficult to sample a function exactly at the integers. The following average sampling strategy
is more practical. Here, σ > 0 and ν is a probability Borel measure on [− σ 2 , σ 2 ] d that is usually discrete in real applications. Moreover, average sampling is more stable than sampling at a single point as the variance of the sampling noise tends to be reduced by the averaging process. For instance, highly robust reconstruction algorithms based on average sampling have been proposed in [4] . There have been many extensions of the Shannon sampling theorem for average sampling [1, 2, 6, 18, 19] .
The major objective of this note is to present a method to reconstruct a multivariate function f ∈ B(R d ) from its average oversampling data {µ j (f ) : j ∈ J n } such that the corresponding approximation error decays exponentially to zero as n increases. We shall see that this question connects closely to the problem of smoothly extending a function so that the inverse Fourier transform of the extended function decays at an optimal rate at infinity. In the one-dimensional case, the problem is relatively easier to analyze as the region to be extended is only an interval. As result, an algorithm to exponentially reconstruct a univariate bandlimited function from its finite average oversampling data has recently been established in [25] . In the multivariate case, the problem poses more difficulty as the boundary of the region to be extended is not just two points. The method in [25] for the univariate case works only when the sampling probability ν in (1.2) is separated, namely, a tensor product of one-dimensional measures.
The rest sections are organized as follows. In Section 2, we present our approach and key problem. In Section 3, we provide a solution of the key problem for a general sampling probability ν. As a result, we establish a method to exponentially reconstruct a multivariate bandlimited function f ∈ B δ (R d ) from its average oversampling data {µ j (f ) : j ∈ J n }. When ν is separated, the approximation error can be improved. We give analysis for this particular case in Section 4. Our main contribution is to explicitly construct a weight function Φ ∈ B 2π−δ (R d ) such that
where C and ρ are two constants depending on d, δ, σ. When ν is separated, ρ depends on δ and σ only. Detailed expressions of these two constants will be given in Theorems 3.6 and 4.2.
The Approach and Key Problem
We consider reconstructing a bandlimited function f ∈ B δ (R d ) from its finite average sample data
where ν is a probability measure on [−σ/2, σ/2] d . Our approach is to first have a complete reconstruction formula assuming that infinite sample data {µ j (f ) : j ∈ Z d } are available and later to truncate the formula to only use the finite data {µ j (f ) : j ∈ J n }.
The inverse Fourier transform of the sampling measure ν is crucial in our analysis. Set
We shall assume that σ is small enough so that U is nonzero on [−δ, δ] d . The precise restriction on σ will be imposed later on. We first seek a complete sampling reconstruction formula of the form
This formulation is to be truncated. Thus, we should find a function Φ satisfying (2.5) and is fast-decaying at infinity. We first make two simple observations.
Proof: It is well-known that B π (R d ) equipped with the norm of L 2 (R d ) is a reproducing kernel Hilbert space with the reproducing kernel
In other words, it holds
Moreover, sinc (j − ·), j ∈ Z d form an orthonormal basis for B π (R d ). Consequently, we have by the Parseval identity
We have by the definition (2.3) and the Cauchy-Schwartz inequality
It follows from this inequality and (2.7)
which completes the proof. ✷
To make sure that the series in (2.5) is well-defined, we shall choose Φ that is also bandlimited. To explain the reason, we need the notion of Bessel sequences. Definition 2.2 Let H be a separated Hilbert space. We call {f j : j ∈ N} ⊆ H a Bessel sequence in H if there exists a positive constant B, called the Bessel bound for {f j : j ∈ N}, such that for all f ∈ H
There is a useful characterization of Bessel sequences (see, [3] , page 53).
Lemma 2.3
Let H be a separated Hilbert space. Then {f j : j ∈ N} is a Bessel sequence in H with Bessel bound B if and only if for any c = {c
With the above preparation, we have the following observation.
where ⌈ λ π ⌉ is the smallest integer that is larger than or equal to λ π .
Proof: We observe that for all f ∈ B λ (R d ) and
Thus,
To this end, we get by the Plancherel identity for the Fourier transform
By the elementary fact that
Combining the above two equations proves (2.9) and completes the proof. ✷
We shall choose Φ ∈ B 2π−δ (R d ). By Lemmas 2.1 and 2.4, we get for all f ∈ B δ (R d ) and
Therefore, the series in (2.5) converges absolutely. To ensure that it does equal f , we have the following necessary and sufficient condition.
Then the identity (2.5) holds both pointwise and in
We see that the right hand side of (2.5) converges in
Note that
is the expansion off (·)e i t,· with respect to the orthonormal basis
where the subindex 2π stands for the 2π-periodic extension of a function originally defined only within [−π, π] d . Thus,ĝ equalsf for all f ∈ B δ (R d ) if and only if (2.10) holds true. When (2.10) is satisfied, as both sides in (2.5) are continuous functions on R d , they also equal pointwise. ✷ Let Φ ∈ B 2π−δ (R d ) satisfy (2.10). Our method to reconstruct the values of a function f ∈ B δ (R d ) on (0, 1) d from its local finite average sample data {µ j (f ) : j ∈ J n } is directly given by
We have the following initial analysis of the approximation error for this reconstruction method.
Proof: Under the assumptions, (2.5) holds pointwise. Thus, for all
Applying the Cauchy-Schwartz inequality and the inequality (2.6) gives
, as desired. ✷ By (2.12), to have an exponentially decaying approximation error, we should choose a Φ that decays really fast at infinity. We shall make use of a well-known relation between derivatives and the Fourier transform. For a multi-index
we set
Suppose thatΦ has sufficient regularity on R d . Then it is well-known that
As a consequence,
In conclusion, the key problem in our approach is to minimize for an appropriate differential operator
subject to the complete reconstruction condition
and thatΦ ∈ B 2π−δ (R d ) has certain regularity on R d . This minimization problem is hard to solve. When d = 1, one only has to handle two conjunction points −δ and δ in extending 1/U smoothly from
. In this case, [25] gave an suboptimal solution by relaxing the L 1 -norm in (2.14) to L 2 -norm. An exponentially decaying approximation error was then obtained therein. In this note, we do not attempt to solve (2.14) either. Instead, we shall carefully extend 1/U to guarantee an exponentially decaying approximation error. When the measure ν is separated, the extension method in [25] can be used via a tensor product form. This will be briefly discussed in Section 4. Our main concern is with a general sampling probability measure. The construction in [25] does not work in this case. We present our extension method in the next section.
General Sampling Probability Measures
Throughout this section, we let d ≥ 2 and ν be a general sampling probability measure on [−
Under this assumption, the crucial exponential function
To extend 1/U from I δ = [−δ, δ] d to a smooth function on R d that is supported on I 2π−δ = [−2π + δ, 2π − δ] d , our idea is to multiply 1/U by a smooth function that is identically equal to 1 on I δ and vanishes outside I 2π−δ . The following choice will work for our purpose:
where
and d k is chosen so that
Here, k ∈ N represents the regularity order of V that is to be optimally chosen. Our reconstruction function Φ is then determined byΦ
By our construction (3.4) and (3.5), Φ satisfies the complete reconstruction condition (2.15) and is 2k-times continuously differentiable with respect to each of its variables. We shall estimate the approximation error according to (2.12), where |Φ(x − j)| will be bounded by (2.13). The differential operator P (D) is set as
Toward this purpose, we need to bound the L 1 -norm of P (D)Φ. Several lemmas are needed. The first two of them will be used to bound the L ∞ -norm of the derivatives of each
Lemma 3.1 It holds for all k ∈ N and δ ∈ (0, π)
Proof: A change of variables leads to
Hence, for k ≥ 1,
Since for x > 0
The result of this lemma follows directly. ✷
Lemma 3.2 It holds
Proof: We recall the result due to Bernstein (see, [20] , page 5) that if g is a trigonometric polynomial of the form
The inequality (3.9) follows immediately from this celebrated fact. ✷
We next deal with the derivatives of 1/U . 
Now we prove (3.10) by induction on |α|. It is clearly true when |α| = 0. Suppose that it is true for all 0 ≤ |α| ≤ m − 1, m ∈ N. Now let |α| = m. Put h := 1/U . Applying D α to both sides of 1 = hU and using the Leibniz formula, we have
and β < α means that β l ≤ α l for 1 ≤ l ≤ d and β = α. Therefore, by our induction, equations (3.2) and (3.11), we get
To continue, note that
We estimate Finally, we combine equations (3.12), (3.13), (3.14), and (3.15) to obtain
which confirms (3.10). ✷
We need one more preparation in order to bound the
Lemma 3.4 It holds for each
Proof: Firstly, we recall the definition (3.4) and get by inequalities (3.8) and (3.9)
where β 0 is the ℓ 0 -semi-norm of β, namely, the number of nonzero components of β. We then apply the Leibniz formula
and estimates (3.10), (3.18) to get
It now follows from this and (3.19) the desired inequality (3.16). ✷ Lemma 3.5 Let P (D) be the differential operator given by (3.7) with d ∈ N. It holds
Proof: By the multinomial theorem,
The above equation together with
We are finally in a position to present our main result. Recall our assumption (2π − δ)σd < π and constants
Theorem 3.6 Let δ < π, ν be a probability Borel measure on [−
, and µ j (f ) be the average sampling data defined by (2.3). Construct weight function Φ byΦ = V /U , where functions U , V are given by (2.4) and (3.3) , respectively. Suppose the number n of sampling points satisfies
Then with the parameter k adaptively chosen according to n as
the reconstruction method
with ω d−1 denoting the area of the unit sphere in R d .
Proof: Let P (D) be given by (3.7). We apply the estimate (2.12) of the approximation error, equations (2.13) and (3.20) to get
where · 2 denotes the standard Euclidean norm on R d . Also use · ∞ to denote the ℓ ∞ -norm on
Using polar coordinates, we have
Combining (3.25) and (3.26) gives
Elementary analysis implies that ϕ attains its minimum on (0, +∞) at t = (n − 2)/(2eρ). We hence choose k as in (3.22 ) and obtain
Finally, noticing
and that under (3.21),
we reach (3.23) and complete the proof. ✷ When the sampling measure ν is a tensor product of one-dimensional measures, the exponential term in the above approximation error estimate can be improved. This is to be shown in the next section.
Tensor Product Sampling Probability Measures
We consider a separated probability Borel measure ν in this section, which is the case in many applications. The average sampling data takes the following form
where each ν l , 1 ≤ l ≤ d is a probability Borel measure on [−σ/2, σ/2]. Again, we aim at fast reconstruction of
The exponential function U defined by (2.4) in this case is of tensor product type. Namely,
Our method of reconstructing f (x), x ∈ (0, 1) d is still via (2.11), where Φ ∈ B 2π−δ (R d ) satisfies (2.10) . Considering that U is of tensor product type, we would like Φ to be a tensor product of univariate functions as well. This means to extend each 1/U l from [−δ, δ] to a function on [−2π +δ, 2π −δ] so that the inverse Fourier transform of the extended function decays fast at infinity. By the one-dimensional version of (2.13), we need to well bound the L 1 -norm of high order derivatives of the extended function. An extension method by replacing the L 1 -norm in the key minimization problem corresponding to (2.14) with an L 2 -norm was proposed in [25] . In this paper, we shall use the approach in Section 3 instead. We will make comments on the differences between the two methods at the end of this section. Therefore, the weight function Φ is determined bŷ
and e k is a constant such that
Note that the V k is slightly different from that in (3.4). It is k-times continuously differentiable here. Thanks to the tensor-product form of Φ in (4.3), the analysis will be of less difficulty than that in Section 3 and the resulting approximation error will be improved consequently. Our assumption on the relation between the bandwidth δ and sampling width σ is now relaxed to (2π − δ)σ < π.
(4.5)
And we also need a constant playing the important role similar to that of γ in Section 3:
Let us get started with bounding the L 1 -norm of eachφ l (k) .
Proof: Similar arguments as those in Lemmas 3.1 and 3.4 are able to yield
The estimate (4.6) then follows from the above two equations and from
Details are similar to those in the proof of Lemma 3.4. ✷
The approximation error for separated sampling measures is presented below.
Theorem 4.2 Let δ < π, σ > 0 satisfy (4.5) and let Φ be constructed by (4.3). Set
The reconstruction method A n defined by (2.11) has the approximation error
Proof: By (2.12), we have for
|φ l (x l − j l )| The above equation together with (4.10) and (4.11) gives
|φ l (x l − j l )| Combining the above equation with (4.12), (4.13), we reach
The optimal choice k = ⌈ n−1 eρ ⌉ results in the desired estimate (4.8) . ✷
We make a few comparisons between Theorems 3.6 and 4.2 in order to explain the advantages brought by separated sampling measures. First, the important constantρ (4.7) in (4.8) is independent of the dimension d, while ρ (3.21) in (3.23) will increase as d increases, weakening the exponential approximation ability in (3.23) for high dimensions. Besides, the constantc d,δ,σ in (4.9) is much smaller than c d,δ,σ in (3.24). Finally, we compare the width condition dσ(2π − δ) < π for general sampling measures with σ(2π − δ) < π for separated sampling measures. Apparently, the first requirement implies that the sampling width needs to shrink as d increases while the second one allows the width to keep the same for all dimensions.
Finally, we compare the construction in Section 4 when reduced to the one-dimensional case with that in [25] . Each of the two methods has its pros and cons. The construction in [25] requires solving a linear system with a Hilbert matrix as the coefficient matrix. Although the size of the Hilbert matrix is typically very small, the construction is somewhat inconvenient compared to (4.3), which has a closed-form. In terms of the sampling width, [25] requires σδ < π, which is better than σ(2π − δ) < π here.
