Abstract-The long-standing interior problem has important mathematical and practical implications. The recently developed interior tomography methods have produced encouraging results. A particular scenario for theoretically exact interior reconstruction from truncated projections is that there is a known subregion in the region of interest (ROI). In this paper, we improve a novel continuous singular value decomposition (SVD) method for interior reconstruction assuming a known subregion. First, two sets of orthogonal eigen-functions are calculated for the Hilbert and image spaces respectively. Then, after the interior Hilbert data are calculated from projection data through the ROI, they are projected onto the eigen-functions in the Hilbert space, and an interior image is recovered by a linear combination of the eigen-functions with the resulting coefficients. Finally, the interior image is compensated for the ambiguity due to the null space utilizing the prior subregion knowledge. Experiments with simulated and real data demonstrate the advantages of our approach relative to the projection onto convex set type interior reconstructions.
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I. INTRODUCTION
A T THE present time, the computed tomography (CT) theory is undergoing rapid development. In many applications of CT such as biomedical imaging, industrial nondestructive testing, and security screening, situations are common in which a region of interest (ROI) is small and located strictly inside the object support (interior ROI). Clearly, the ROI-focused scanning and subsequent reconstruction may minimize radiation dose, handle large objects, shorten scanning time, and reduce engineering cost [1] . Over the past decades, many efforts were spent on developing local reconstruction algorithms which take only ROI data, but produce qualitative, rather than quantitative, images [2] - [6] . For a long time, due to the nonlocal property of the Radon transform inversion, it has been widely believed that theoretically exact local reconstruction cannot be done only from projection data through an ROI, and indeed a counter example was explicitly constructed showing the nonuniqueness of the solution to the interior problem [7] . Interestingly, this problem has been recently revisited with important theoretical and practical results [8] - [10] . In the differentiated back-projection (DBP) framework, the solution to the interior problem was proved to be unique if there is a known subregion inside a ROI [11] - [13] . A theoretical basis was laid down in early 1990s when Gelfand and Graev established a fundamental relationship between the Hilbert transform of an image along a line and differentiated projection data of the image [14] , [15] .
For interior reconstruction, there are several DBP methods available, most of which are based on the projection onto convex sets (POCS) (usually add one more constraint of norm minimization to the image) [16] , [17] . However, the iterative process is computationally expensive and can be prohibitively slow for real-world applications. As an alternative, an SVD-based DBP approach was proposed, which allows a noniterative interior reconstruction [18] , [19] . The SVD approach is much faster than its iterative counterpart and produces encouraging preliminary results.
In this paper, we further develop the SVD approach for interior tomography. Based on the latest continuous SVD formulation setup by Katsevich [20] , here we propose a new interior tomography algorithm. First, two sets of orthogonal eigenfunctions are calculated for the Hilbert and image spaces respectively. Then, after the interior Hilbert data are calculated from truncated projections through the ROI, they are projected onto the eigen-functions in the Hilbert space, and an interior image is recovered by a linear combination of the eigen-functions in the image space with the resulting coefficients. Finally, the quality of interior reconstruction is improved using a compensation method which utilizes prior subregion knowledge. Numerical and clinical experiments are performed to show the advantages of our approach relative to the POCS iterative reconstruction algorithms.
The rest of this paper is organized as follows. In the next section, the basic facts about the truncated Hilbert transform (THT) and its SVD are summarized. In the third section, the SVD method is introduced for the ROI-focused reconstruction, which utilizes a continuous SVD theory and a null-space compensation technique. In the fourth section, numerical and pre-clinical experimental results are presented. Finally, relevant issues are discussed and the paper is concluded in the last section.
II. SVD-THT THEORY
Very recently, Katsevich developed an analytical SVD method for the truncated Hilbert transform (THT). It can be directly used to solve the interior problem from the DBP data. The major results can be summarized as follows.
For any two real numbers , and any , define a transform : that (1) Also, for any four real numbers , define a differential operator (2) where and
and represents a derivative operator with respect to . Then a Sturm-Liouville boundary value problem can be described as (4) This is a singular Sturm-Liouville problem with limit-circle nonoscillatory end-points [19] . It is known that its eigenvalues satisfy (5) and the associated normalized eigen-functions , , are orthogonal and complete in . From (1) and (2) it can be deduced that for any , which is sufficiently smooth (6) Define in terms of as (7) where is the norm in . By (4) and (6), we have
With (8) , the orthonormality of the set in can be proved [19] . Using the results in [21] (9) Thereby, given that (10) one has (11) Therefore, the set , forms an SVD of the operator . Let and denote functions compactly supported on and , respectively. Suppose also and satisfy (12) We can decompose according to (13) and recover by the formula (14) in the SVD sense (i.e., the difference between the true solution and the right side of (14) is a function from the null-space of the operator ).
III. IMAGE RECONSTRUCTION
A. DBP Reconstruction Theory
Let denote a 2-D compactly supported piecewise continuous function. The Radon transform of can be expressed as (15) where is a projection angle, and is the offset between an arbitrary X-ray path and the origin. The projection geometry is shown in Fig. 1 
Similarly, the restriction of onto is denoted . Assume that along the object is supported on the interval . Then, the Hilbert transform of equals [16] : Equations (16) and (18) establish a relationship between the object function and its DBP data. Given , one can compute the DBP data and invert the Hilbert transform along any line in the field-of-view (FOV). In our paper, we call such a line a chord. This process gives us on different chords. By (16) , the calculation of DBP data requires that covers at least a 180 range for any point on the chord . In the case of interior reconstruction, is truncated along and only an interior ROI meets the data requirement. In other words, interior DBP data are truncated. In the following, we use the SVD-THT method to address the interior reconstruction.
B. Inversion of the Truncated Hilbert Transform
Let us choose a chord through an ROI. We represent an object along this line as , and its DBP data as . Let denote the boundary of the object support, and let denote the boundary of the ROI. With the interior problem, we have , and the available DBP data are truncated. The available part of DBP is denoted by , . According to the SVD-THT theory, , the estimation of , can be done using the following steps:
1) Solve the Sturm-Liouville problem defined by (4) . The result is a set of eigen-functions , , which are orthonormal on . Then, apply (7) to obtain functions , , which are orthonormal on . 2) Compute the DBP data using (16). 3) Choose and decompose in terms of ,
4) Compute by a linear combination of , , following (14) as (20) 5) An estimated solution of ROI along the line is given by , .
C. Null Space Compensation
Theoretically speaking, truncated DBP data (ROI data) do not provide sufficient information for exact reconstruction of the ROI image. The missing data lead to a nontrivial null space associated with the truncated Hilbert transform (THT). To compensate for the nonuniqueness of SVD-THT reconstruction, a set of basis functions on the null space is used to estimate the missing information.
Suppose there are basis functions in the null space. Denote each of them as , . The compensation can be performed by adding a linear combination of to . The compensated ROI can be expressed as (21) where is the weighting factor for the th null space base function. The values of can be estimated using an optimization method which will be described in the following section.
Generation of can be done in various ways. As the DBP data are known inside the ROI, the only requirement for generating is that the Hilbert transform of be equal to zero on the ROI. In our work, this is done as follows. First, along the chord select the regions which are inside the object support but outside the ROI. In our case these are the regions and . Then divide them into subsegments without overlapping. To avoid singularities at the four boundary points the actual regions are chosen as and where is a small number. On each subsegment, a linear function in the DBP space is created otherwise (22) where is a number corresponding to the th subsegment. When are generated in the range of the finite Hilbert transform (FHT), the original functions in the image space can be calculated by the following inverse finite Hilbert transform (iFHT) equation:
is a weight function. Equation (23) is a special version of the iFHT that requires no line integral constant of [22] . As is unknown in our problem, using (23) avoids the calculation of the integral constant. The fact that is in the range of FHT implies that the Hilbert transform of on is precisely . It also guarantees that is in the null space, and the ROI region of the DBP data is not affected by the compensation. According to the reference, insuring that the range condition is satisfied requires [22] (24)
The first equation in (24) can be fulfilled by adjusting for each .This derivation is trivial and is omitted. The second equation in (24) is satisfied automatically for functions of the type in (22) .
D. Constrained Optimization
In this section, we develop an optimization method, which incorporates a known subregion as well as other forms of prior knowledge into the null space compensation.
First, a known subregion inside the ROI is considered. Assume that the known part of is represented in the form , , where is a subinterval inside the ROI. Then, the optimization problem can be described as (25) The second form of prior knowledge is based on the following observation. Inside the ROI becomes more unstable when moves away from the known subregion . This effect is the most pronounced when is close to the ROI boundary. To reduce such instability we introduce another minimization term, which equals to the integral of the absolute value of the first-order derivative of (26) where is sufficiently small. Because the DBP data are truncated at and the calculation of the truncated Hilbert transform leads to singularities at the ROI boundaries. To avoid such singularities is added in (26) , which makes the minimization more stable. Combining (25) and (26) we get a new optimization objective (27) where is a relaxation factor. Third, for a stable solution constraints can be applied during the optimization step. Inside the ROI, the non-negativity is required (28) as well as the integral constraint (29)
E. 2-D ROI Reconstruction
The SVD-THT reconstruction of a 2-D ROI is achieved by merging multiple 1-D chord-based reconstructions. When the DBP data are not truncated, a set of parallel chords covering the whole object is sufficient. For an interior problem, however, the chords need to be chosen in a careful manner. The reason is that interior reconstruction requires that each chord pass through a prior known subregion. In most clinical cases possible prior known subregions are the aorta, large artery, lung airways, and muscles. Most frequently they are all located in small inner regions in CT images. Therefore, a group of parallel chords passing through a known subregion cannot cover the whole ROI. Several papers addressing this issue have been published. Possible solutions consist of either choosing two sets of parallel chords, or using radial chords which all pass through a common point inside the subregion [16] . Since the latter one leads to radial artifacts, the former is chosen in our work and a three-step reconstruction scheme is designed.
Step 1, a set of horizontal parallel chords that pass through the subregion is chosen, and the SVD-THT with compensation is performed along each chord.
Step 2, the region reconstructed in Step 1 is regarded as a known subregion, and a set of vertical parallel chords which cover the entire ROI is reconstructed.
Step 3, it is well known that images on parallel chords are reconstructed independently leading to artifacts and poor noise stability. To overcome this problem, a least squares fitting algorithm is designed. Utilizing the ROI that is reconstructed at the second step, a new set of horizontal chords passing through the full ROI is chosen and the fitting process can be described in the following fashion. For each chord, we compute (30) where (31) An illustration of the proposed three-step reconstruction scheme is shown in Fig. 2 . Note that to reconstruct along each chord the four boundary points need to be determined in advance. To reduce computational cost, it is suggested that chords along the same direction share the same boundary points. In this case the three-step scheme requires a total number of eight boundary points (four for the vertical chords and four for the horizontal chords). Accordingly, two sets of and are required (one set for the vertical chords, and one for the horizontal chords).
IV. NUMERICAL EXPERIMENTS
In this section, numerical simulation and pre-clinical experiments and results are presented. First, we focus on the validation of the THT-SVD algorithm by showing a 1-D reconstruction test. Then we give 2-D reconstruction results on both simulated and real CT data. 
A. 1-D Profiling
The proposed SVD-THT method is implemented on a single line. The four boundary points are , , , and . The ROI data are obtained by computing the Hilbert transform of a predetermined function on . The function that contains 1024 samples is selected from a central column of the Shepp-Logan phantom. Also, contains 400 samples. The required Sturm-Liouville problem is solved using a MATLAB toolbox called MATSLISE [23] . Because MAT-SLISE does not support singular boundary conditions [cf. (4) ], the functions are computed by solving the regular Sturm-Liouville problem with zero boundary conditions on the interval , where is sufficiently small. Visual comparisons of the eigen-functions computed using MATSLISE and the eigen-functions computed using a more accurate algorithm designed specifically for this problem showed almost no difference. Since the latter code was much more cumbersome and did not result in any noticeable gain of accuracy, we always used MATSLISE in our experiments. After the eigen-functions are computed, an orthonormality check is performed. Fig. 3 shows the first eight calculated by MATSLISE. As one can see from the figure, eigen-functions with larger index contain more high frequency information.
By applying (19) is projected onto each . During decomposition the total number of eigen-functions can be chosen experimentally by taking into account noise level in the data, detector sampling rate, and the desired spatial resolution. A larger can be used to recover smaller details for low noise data, while a smaller is better for data with strong noise. For high accuracy we regard as a continuous function, which can be obtained by performing linear interpolation of the ROI and its width is 10% of the total ROI range. The results are given in Fig. 7 . From (a)-(f), is set to 4, 6, 8, 10, 12, and 14, respectively. The other is to investigate the stability with respect to the location of the ROI inside the object support. Three sets of boundary points are selected. The first set is the standard ROI configuration in which the boundary points are , , , and . In the other two sets the ROI area occupies a large portion of the object support or is close to the object boundary. The four boundary points for the second set are , , , and , and for the third set are , , , and . In each case the prior known subregion is assumed to be in the center of the ROI. The number of eigen-functions is set to and the number of null space functions is set to . The reconstruction results are shown in Fig. 8 .
B. 2-D Numerical Simulation
The 2-D numerical reconstruction is first verified using the well-known Shepp-Logan phantom. Similar to the previous section, the phantom is magnified by a factor of 2.78. A rectangle of width 4.0 and height 5.12 is considered as the image support, and an interior ROI is defined inside the phantom. We assume that the interior ROI is a rectangle of size 2.0 2.0 located at the center of the image. A prior known subregion inside the ROI is selected whose size is 0.4 0.4. The configuration of the experiment is illustrated in Fig. 9 , where the ROI region is marked with a solid rectangle and the prior known subregion is marked with a small dotted rectangle. The horizontal line , and . The projections are analytically generated based on the parameters of the phantom assuming a parallel beam geometry. The length of the detector array is 5.12, which consists of 1024 pixels. A total number of 1200 views are uniformly acquired in a range of 180 . During the course of projection simulation, only the rays passing through the ROI are computed. The DBP ROI data are calculated from the truncated sinogram. The boundary points for the horizontal and vertical chords are determined as shown in Fig. 9 . In the compensation process, the number of null space functions is set to for the two groups of chords. Finally, the SVD-THT with compensation is applied to obtain the ROI reconstruction. The results are shown in Fig. 10 . The ROI image consists of 400 400 pixels of size 0.005 0.005 each. The number of eigen-functions is set to 80 in (a) and 160 in (b). For each reconstruction two plots are drawn. One is along a vertical line and the other is along a horizontal line. Both of the lines pass through the ROI center. For each plot, the longer axis stands for the locations of image pixels, while the shorter axis stands for pixel values. On each plot the reconstructed result is shown as a solid curve, and the exact profile is shown as a dashed curve. Furthermore, the results are quantitatively evaluated in term of root mean square error (RMSE). The RMSE is calculated with respect to the true Shepp-Logan phantom using the central 90% of the ROI. This is done to avoid the singularity at the ROI boundary. The most notable effect of changing the value of is the sharpness of edges. Hence, we also present a spatial resolution term, which is statistically estimated orthogonally across the edge of an ellipsoid as the full-width at half-maximum (FWHM) of the line response function fitted into the Gaussian function [24] , [25] . The edge that is used for calculation is marked by a white rectangle shown in Fig. 10(a) . Quantitative results are listed in Table I. A major advantage of the SVD type methods is the stability with respect to noise. To test our method, reconstructions are performed from the noisy data. Following Fuchs [26] , a 0.1% Gaussian noise is added to each of the original projection data sets as an acceptable approximation to Poisson noise in numerical simulations. The results are shown in Fig. 11 . The number of eigen-functions is 80 in (a) and 160 in (b). The gray scale window is [1.0, 1.05]. Similar to the noise-free tests, the RMSE and spatial resolution are quantitatively analyzed in each case, and the results are presented in Table II .
C. Challenging Interior Problems
To evaluate the robustness of the proposed SVD-THT method, three challenging interior problems are tested. First, a new ROI inside the Shepp-Logan phantom is selected. The new ROI is very close to the phantom boundary. It is well known that the boundary of the Shepp-Logan phantom consists of a high density ring to simulate a human skull. However, the interior ROI mainly contains low density objects with very low contrast. This may challenge the algorithm stability and reconstruction accuracy. The new configuration is shown in Fig. 12 . The four horizontal boundary points are , , , and . The four vertical boundary points are , , , and . The ROI region is marked with a solid rectangle with a size of 1.6 1.6. The prior known subregion is marked with a small dotted rectangle with a size of 0.32 0.32. The projections are analytically simulated in the same way as in Section IV-B. Reconstruction parameters are and . Pixel size in the reconstructed image is 0.05 0.05.
While the Shepp-Logan phantom mainly contains low contrast objects, high contrast objects such as bones and air cavities are commonly found in many clinical CT applications. In the presence of high contrast objects, it makes the reconstruction algorithms sometimes difficult to properly recover the soft tissues even when the projection data are not truncated. For the interior problems, the situation is even severe. To make the experiments more challenging, the FORBILD Thorax phantom [27] is also considered with two additional small disks in the heart [11] . The phantom is scaled down eight times to fit into a 5.12 5.12 rectangle. For interior reconstruction two ROIs are selected as shown in Fig. 13 . While the vertebra is excluded from the ROI but is located close to the ROI boundary in the configuration Fig. 13(a) , part of the vertebra is covered in the configuration Fig. 13(b) . In both configurations the low-density air cavities are partially covered. The prior known subregions are as follows. In (a) it is a 0.28 0.28 rectangle located close to the ROI boundary. In (b) it is a 0.32 0.32 rectangle located in the ROI center. All the boundary points are calculated before the reconstruction. For (a) the horizontal boundary points are , , , and , and the vertical boundary points are , , , and . For (b) the horizontal boundary points are , , , and , and the vertical boundary points are , , , and . Projections are analytically simulated as in the Section IV-B, and the parameters are set as and . A large is used because of the high contrast objects, which require more eigen-functions to recover the sharp edges and reduce the Gibbs effect. The value of is chosen experimentally. The pixel size of the reconstructed images is 0.05 0.05.
The results for the above three challenging interior problems are shown in Fig. 14, where (a) is the reconstructed image for the Shepp-Logan interior problem in Fig. 12, (b) is for the Thorax interior problem in Fig. 13(a) , and (c) is for the Thorax interior problem in Fig. 13(b) . In addition, reconstructions are repeated from noisy data. A 0.1% Gaussian noise is added to the original projections in the Shepp-Logan interior problem, and a 0.3% Gaussian noise is added to the Thorax interior problems. Corresponding results are shown in Fig. 14(d)-(f) , respectively. For the reconstruction of (d)
. And for (e) and (f) . The gray scale window for (a) and (d) 
D. Preclinical Application
Thorax scans of a living sheep from a SIEMENS 64-slice CT scanner are employed to demonstrate the applications of the proposed algorithm (under the approval of Virginia Polytechnic Institute and State University IACUC committee). The thorax scans are necessary for pneumal and cardiac disease therapy and surgery assistance. Interior tomography will bring benefits to the related clinical applications as it can reduce X-ray dose. Two sets of projections are selected. One uses a normal dose protocol, and the other uses a low dose protocol. For the normal dose scan, the tube voltage and current are set to 100 kV and 150 mA. For the low dose scan the tube voltage and current were set to 80 kV and 17 mA. The scanning is in a typical fan-beam geometry after appropriate cone-beam weighting. The scanning radius is 570 mm. A total number of 1160 projections are uniformly acquired over 360 , and each projection contains 672 equiangular detector elements.
To construct an interior ROI problem, necessary preprocessing is performed on the original projection data. First, the projection data are rebinned from the fan-beam to parallel beam geometry, which allows a direct calculation of the Hilbert space data using (16) . Then the filtered back-projection algorithm is used to obtain full reconstructions to serve as benchmarks for the interior problems. After that, the interior problems are specified as shown in Fig. 15 . The reference images containing 1024 1024 pixels are reconstructed. The actual physical size of the image is 41.08 41.08 cm . The ROI is located in the image center and has a size of 12.8 12.8 cm containing 320 320 pixels. For the normal dose scan, a small inner area of trachea is selected as a known subregion, whose actual size is 0.87 0.87 cm containing 22 22 pixels. We assume that the CT value inside the subregion is a constant and equals to the CT number of air. For the low dose scan, an inner area of an artery is selected. We assume that pixel values inside the subregion are known as an average value calculated from the FBP result. The actual size of the region is 1.14 1.14 cm and it contains 28 28 pixels. The boundary points for the SVD-THT method are determined in advance, and they are the same in both problems. Along the horizontal chords, they are Fig. 15 . Two interior problems of real datasets from a sheep thorax perfusion study. (a) Normal dose data set and (b) low dose data set. The images are reconstructed by an FBP algorithm from the complete projection data. The gray scale window is . Fig. 16 . The SVD-THT reconstructions from real CT data corresponding to the interior problems are defined in Fig. 15 . The gray scale window is .
, , , , and along the vertical chords they are , , , . All here are given in centimeters. Once the interior ROIs are selected, the projection data are manually truncated accordingly. The SVD-THT reconstruction scheme is the same in both of the experiments with and . The results are provided in Fig. 16 , where (a) corresponds to the normal dose reconstruction, and (b) corresponds to the low dose reconstruction. The gray scale window for each result is set to HU.
E. Comparative Studies
To demonstrate the advantages of the proposed SVT-THT algorithm, comparative studies are performed with respect to a POCS-type algorithm. According to the work by Yu et al. [28] , the implementation of the POCS-type algorithm consists of two major steps. In the first step the ordered-subset simultaneous algebraic reconstruction technique (OS-SART) is used to reconstruct an ROI image from truncated projection data. In the second step one performs iterative minimization of the norm of the ROI gradient image. Note that all the results reconstructed by the POCS algorithm in this paper were added the constraint of the minimization of the norm of the ROI gradient image. For a more detailed description please refer to the original paper. To deal with truncated data better, prior knowledge is utilized in order to improve stability [11] , [12] . To make 
V. DISCUSSIONS AND CONCLUSION
From Fig. 4 , it is noticeable that the reconstructed profile is smoother in (b) than in (c). It may be concluded from the comparison that when increases, more high frequency details such as sharp edges can be found, i.e., the recovery of high frequency information is improved. This phenomenon is especially visible in Fig. 5 , where the compensated profiles are plotted. We notice also that the reconstructions suffer from the prominent Gibbs effect with a smaller . For the specific case of our numerical results, we suggest that should be chosen no less than 160.
The results in Fig. 6 show that the proposed null space compensation is capable of recovering the missing information about an ROI aided by a prior known subregion. The Fig. 13(a) . compensated profiles are close to the exact ones in most of the ROI. However, the reconstruction accuracy decreases in places which are far away from the known subregion and close to the ROI boundaries. This is caused by the sharp DBP data truncation at the ROI boundaries.
The results in Fig. 7 illustrate how the total number of null space functions affects the compensation. It can be seen that a proper choice of is important. When is too small, the few functions cannot adequately represent the null space, resulting in a biased profile. On the other hand, when is too large, there are too many unknowns in (27) and the stability of compensation becomes poor. As a result oscillations may occur (see the case ). In our experiments a proper choice of is between 8 and 12. The reconstructions with different locations of the ROI in Fig. 8 show the reconstructions are stable in all three cases. The change of the ROI location makes little or no influence on the performance of the proposed method.
Next let us discuss the 2-D image reconstruction experiments. It can be seen from Fig. 10 that the inner ROI area of the Shepp-Logan phantom is accurately reconstructed. There are no obvious artifacts in the ROI center, and dropdowns can be found close to the ROI boundaries. The reason is that small intervals of length are excluded from the optimization in (27) to reduce the influence of boundary singularities. The effect of different choices of can also be well demonstrated in Fig. 10 . Blurred edges can be seen in Fig. 10(a) where equals 80. The Gibbs effect is also visible in the image. However, the edges are sharper in Fig. 10(b) where . This observation is consistent with the quantitative results in Table I. According to  Table I , the RMSE is reduced by 52% and the spatial resolution is increased from 4.4 to 3.4 when is changed from 80 to 160. In Fig. 11 , when noise is added to the original projection data, the results suffer from noise and artifacts. As expected, image quality decreases farther away from the known subregion. Because the known subregion is located close to the upper boundary of the ROI, noise leads to a larger bias on the opposite side of the image. In the regions close to the known subregion, image values are stable. Comparing the results with different we infer that decreasing the number of eigen-functions can reduce noise and make the whole ROI more uniform. Based on the data in Table II , when the RMSE is 87% of that of . A smaller improves stability. On the other hand, spatial resolution decreases when decreases. When , image resolution is higher. In summary, a balance between stability and spatial resolution is achievable by adjusting . From the additional interior reconstructions in Fig. 14 , it can be seen that the SVD-THT method is sufficiently robust. It accurately recovers both low and high contrast features inside the ROI. Moreover, it can be seen from Fig. 14(b) and (c) that the presence of high contrast features does not lead to artifacts regardless of whether the former are located inside or outside the ROI. With noisy data, image quality decreases somewhat, especially near the ROI boundaries. However the central area remains stable. Fig. 16 shows the reconstruction results from real preclinical CT data. Blood vessels, tracheas and other organs are clear and discriminable. For the normal dose data, a large is used to for high spatial resolution. For the low dose data, is reduced to improve stability and suppress noise. Besides, two different known subregions are tested. In Fig. 16(a) , the known subregion contains only air, whose CT value is accurately known and remains constant throughout the subregion. In Fig. 16(b) , the known subregion is inside an artery, whose uniformity is only approximate. In the experiment, we assume that its CT value is nevertheless constant and equals to some averaged value. Image quality is good in both cases. Sometimes a prior known subregion with a constant CT number is not easy to find, because air, water, or other highly uniform media do not exist anywhere inside the animal or human body. As an alternative choice, a relatively smooth area such as soft tissue, a large artery, or vein can be chosen. Additionally, the size of the known subregion is important because a larger one will result in higher stability and lead to better interior reconstruction.
The experimental results shown in Figs. 17-21 demonstrate the advantages of our SVD-THT method. There are biases in some of the POCS results, especially in Fig. 18 where the ROI is close to the object boundary and the biases are noticeable at the bottom of the ROI. What is more, in Fig. 19(b) and (d) , an intensity gradient can be seen from the horizontal profile at the bottom of the images. In Fig. 17(d) , a small gradient can be observed from the vertical profile on the right of the image. These gradients are found in ROIs which are located away from the center of the object support. The more one-sided a ROI is, the more prominent the gradient becomes. Besides, the existence of high density objects can strongly affect the reconstruction results. Comparing the POCS results in Figs. 19 and 20 , the gradient effect in Fig. 20 is much smaller than that in Fig. 19 . Yet the main difference between the two problems is the location of the vertebra. The vertebra is excluded from the ROI in Fig. 19 , while most of the vertebra is included in the ROI in Fig. 20 . This indicates that a high density object outside the ROI degrades the image quality of the POCS reconstruction results. On the other hand, biased values can be seen only close to the edge of the ROI in the results reconstructed by the SVD-THT method, while stable image can be found in most of the ROI. Compared to the POCS method, location of high density objects relative to the ROI has much smaller influence on the proposed method. This is because the proposed SVD-THT method does not need to reconstruct the object outside the ROI. POCS methods reconstruct the entire object, both inside and outside the ROI. Hence any error in the recovery of a high density object outside the ROI results in significant artifacts inside the ROI. The real data reconstruction results are compared in Fig. 21 . The SVD-THT method tries to balance the noise stability and detail preservation. According to the theory of norm minimization [29] , the POCS reconstruction reduces image noise by finding a solution with minimum norm of its gradient. As a result the reconstructed images have some blocky effects [see the local magnifications located in the upper-left corner of each ROI result in Fig. 21 , and also Fig. 17(d) and Fig. 18(d) ]. For practical interior CT imaging, the presence of noise is inevitable and it makes the problem more challenging. As discussed above, several additional factors may influence the reconstruction stability such as the ROI location relative to high density features inside the object. To suppress these interferences, more iterations and more prior information are needed for the POCS based methods. However, our SVD-THT method does a better job without either increasing computation cost or taking into account additional prior knowledge.
In conclusion, a new SVD algorithm is proposed for interior tomography. Both numerical simulation and preclinical experiment results demonstrate the reconstruction capability. The reconstruction results show high stability under some critical conditions even with noise. Because interior tomography is a general approach, which can help to reduce radiation dose and suppress scattering artifacts we believe that the proposed algorithm may have a significant impact on the preclinical/clinical CT applications and be extended to some other tomographic modalities such as SPECT, PET, etc.
