Two kinds of recurrence relation for the number of subgroups of finite index in a free product of finitely many cyclic groups are given. An asymptotic formula is obtained from the first of these relations.
(1) H = m-s-1 + ¿ (1 -P71).
/=i
This appears in our calculations.
The Recurrence Relation.
To obtain all the subgroups, we use coset diagrams, defined in the following manner. We pick m distinct colors, cx, . . . , cm. A diagram of order n consists of n labelled vertices, together with colored, directed edges (including loops) such that:
(a) each vertex has one edge of color c¡ entering and one leaving (/' = 1, . . . , m), (b) for 1 < /' < s, the edges of color c( form polygons whose sizes each divide p¡, (c) the entire diagram is connected.
For 1 < i < s, a polygon with less than p¡ sides is degenerate. We select one label (vertex) of a diagram as special. There is an equivalence relation among diagrams of order n obtained by permuting the nonspecial labels on the vertices. We have an obvious result:
index n, and observing that an element of finite order in a subgroup will be the conjugate of a power of a generator.
Theorem 1.2.(i)
There is a 1-1 correspondence between subgroups of index n in G and equivalence classes of diagrams of order n.
(ii) The free subgroups of index n correspond to the diagrams of order n with no degenerate polygons of any color.
It is easy to refine the technique to describe all subgroups in more detail. Indeed, by using another color, we can include an account of the hyperbolic measure of the subgroup in the Fuchsian cases; see [7] .
If s > 1, let d be the l.c.m. of px, . . . , ps, and put e¡ = d/p¡. When s = 0, we put d = 1. There is no problem if s = 0. If s > 1, the diagram must consist of complete p-gons, so that p¡\d. This holds for 1 < /' < s.
Let Min) be the number of free subgroups of index n in G.
We make the following definitions: /=i\ ¡ei )
The result follows at once. If s = 0, the proof is similar but easier.
Note that the sum is void when k = 1, so that we have Corollary 1.5. G has a free subgroup of index d.
Also, kdA(kd) is an upper bound for M(kd). By using this estimate in the sum on the left in 1.4, we obtain Corollary 1.6.
We note that the relation in 1.4 was obtained in a different way by Dey. It is referred to in [1] , though not stated there.
2. The Asymptotic Formula. After Corollary 1.6, it is evident that we must find an upper bound for the sum
Proof. From the definitions,
Considerable simplification is possible since, for r < e¡,
Thus, the left-hand side of (4) is greater than one if m > s. When m = s, we can pair m -2 factors from the first product on the right with the last m -2 from the second product. Thus, it is enough to consider m = s = 2.
In this case, we can cancel all the ej terms as above. For the rest, either an e2 term cancels or we can use the inequality,
which holds since ; < lh(k -1). This always works since a term in the product involving d cannot cancel if it is adjacent to another which does cancel (recall that pj and p2 are at least 2).
Lemma 2.2. For a = 1,2, and k> a, bia, k) = 0ik7adH).
Proof. Applying (4) withy = 0, we get an upper bound for 6(1, k) by replacing (k -l)d + r by (k -l)d, and (k -l)ef + r by ke¡. Thus, there are constants A, A' with
Another application gives the result for a = 2. We observe that, as p¡\d for each i, dH will be a positive integer unless G = C2 * C2. We treat this case separately below. Theorem 2.3. If G ¥= C2 * C2, then there is a constant C such that
Proof. By 2.1,
By 2.2 and the observation immediately before the theorem,
The result follows.
All of the factorials which appear in the definition of A(kd) involve integers at least as large as k. Hence, we can apply Stirling's formula to obtain an asymptotic formula in more familiar terms, viz.
As an example, we consider the classical modular group, C2 * C3. Here, m = s = 2, Pj = 2, p2 = 3, so that d = 6 and H = 1/6. Now, (5) is
It requires a little thought to see that (5) is equivalent to the result for a free group obtained in [5] . As a comparison, the total number of subgroups in the nonfree cases (denoted by Mn), is rather greater. For the modular group, we have M6k = -l-6kk\exp((6k)xl2 +(6k)xl3){l + OÍJT1/6)}.
The principal term is given in [5] , the error term is implicit in [4] . Now assume that G = C2 * C2. The diagram for a free subgroup of index 2k in G will have 2k vertices and k distinct 2-gons of each of the two colors. If we replace each 2-gon by an uncolored edge, we obtain a figure in which each vertex has degree 2 (by (a)). It will be connected (by (c)), and so consists of a single cycle. Proceeding in a formal way, we shall show that there is an analogue of this result for each G, but that the result is a lot less elegant except in some special cases. We put fix)= ÍAikd)ekdx, g(x)= Y,M(kd)ekdx. We imagine that all possible cancellation has been carried out, except that, when m > s, we leave a factor k + 1 on each side, we have
where D is the operator d/dx, and P{X), Q{X) E Z[X]. It is to avoid problems at the origin that we make the change for m> s. Using (6), f^"'{x) is equal to f{x) multiplied by a polynomial in g{x), g\x), . . . , g^"~x\x). Thus, (8) yields a relation involving g{x) and its derivatives. On expanding in powers of ex, we obtain a relation involving the M{kd). In general, there does not seem to be a nice form for the relation, a direct approach involves partial Bell polynomials and Stirling numbers of the second kind.
To get an idea of the nature of the relation, we must consider the amount of cancellation in (7) . If m = s, there are more {k + 1) factors on the left than on the right, so complete cancellation is never possible. If m > s, then we must leave a factor {k + 1) on each side. Thus, in either case, Q{X) has degree at least d{m -1) -zZe¡ + 1 = dH + 1. If QXX) has degree n, then the right-hand side of (8) will involve fi-^ix), but no higher derivatives. A simple argument shows that the equation obtained in derivatives of g{x) will involve a term in g"{x), so that the relation contains an (« -1)-fold sum.
We will obtain a relatively simple relation only when dH = 1. We note that dH = (T\ d(m -1) -£ef, and that e¡ < Vid, with equality only if pi = 2. Thus, for s = 0, d = 1, and the only interesting case is m = 2, i.e. C«, * C". For m > s > 0, dH > d(m -1 -xhs), so we have only C2 * Cx to consider. For m = s, dH>d(lâm -1), so we must have m < 3. If m = 3, we must also have d = 2, so each p¡ is 2, i.e. C2 * C2* C2. If m = 2,dH = d -ex -e2 =ex(px -l)-e2. We might as well assume that ej > e2, so we must have pt < 3. If pt = 3, then ex = 1, so we have C3 * C3. If Pj = 2, dH = ex -e2 and d = 2ex = p2e2, so that p2 < 4, and we have the cases C2 * C2, C2 * C3, C2 * C4.
Except for C2 * C2, the relation is of the following form
with a(k) = k + 1 for C«, * Coe, 2fc + 1 for C2 * C«,, and dk for the other cases.
As usual, the situation for C2 * C2 is simpler. We have f(x) = (1 -e2x)~'/l, and g(x) = e2x(l -e2x)~x. The analogue of (9) is, of course, M(2k) = M(2(k -1)) (=1).
As in [6] , there are combinatorial arguments leading to (9). For example, for G = C2 * C4, we can get a relation for the T(kd) by considering the number of diagrams with one square having a distinguished pair of vertices. The square can be removed, and the attached 2-gons repaired in an obvious way. From the relation with the T(kd), we obtain one for the M(kd) by using (2) .
It seems reasonable to expect that there will be similar arguments for all groups, even when the result is more complicated than (9). Proof. As at the end of §2, a diagram for C2 * C2, which may now have degenerate polygons, i.e. loops, leads to a connected, 2-colorable graph of order k with each vertex of degree at most 2.
Ignoring colorability, such a graph must consist of a single cycle, or a single unbranched chain. For 2-colorability, the former arises only for k even. In this case, exactly as before, we have one subgroup. In the case of a chain, there is one coloring if k is odd, and two if k is even. In the latter case, there is an obvious symmetry of order two. Thus, in either case, we get k subgroups from the chain graph. The result follows.
We put Fix) = Z oik)ekx, G{x) = Z Mkekx. There do not appear to be relations for the "a(w)" for other groups, though there are more complex ones involving mth powers. Finally, we note that, while we should expect a combinatorial argument for (12), none appears obvious.
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