The Cox model, which remains as the first choice in analyzing time-to-event data even for large datasets, relies on the proportional hazards assumption. When the data size exceeds the computer memory, the standard statistics for testing the proportional hazards assumption can no longer be easily calculated. We propose an online updating approach with minimal storage requirement that updates the standard test statistic as each new block of data becomes available. Under the null hypothesis of proportional hazards, the proposed statistic is shown to have the same asymptotic distribution as the standard version if it could be computed with a super computer. In simulation studies, the test and its variant based on most recent data blocks maintain their sizes when the proportional hazards assumption holds and have substantial power to detect different violations of the proportional hazards assumption. The approach is illustrated with the survival analysis of patients with lymphoma cancer from the Surveillance, Epidemiology, and End Results Program. The proposed test promptly identified deviation from the proportional hazards assumption that was not captured by the test based on the entire data.
Introduction
Recent advances in information technology have made available massive amounts of data (Manyika et al., 2011) . Statistical analysis, which is critical in the process of decision making based on the data, is challenged by big data. Even the simplest descriptive statistics become nontrivial to obtain if the data exceeds the data analysts' computer memory (Kane et al., 2013) . Statistical methods to handle big data involve breaking the unfeasible computing task into smaller tasks within the computer memory limit and the results can be aggregated such that the final solution has the same asymptotic properties as what would be obtained if a super computer were available. In a recent review, Wang et al. (2016) grouped statistical methods for handling big data into three categories: subsampling-based methods (Ma et al., 2015; Wang et al., 2017) , divide-and-conquer methods (Lin and Xi, 2011; Song and Liang, 2015) , and online updating approaches . Nonetheless, little work has specifically focused on analyzing big survival data, which has its own unique structure and standard models.
The Cox model (Cox, 1972) is the most commonly used tool in analyzing survival data and remains so even for massive data (e.g., Mittal et al., 2014) . A crucial step in fitting the popular Cox model is to check the proportional hazards assumption (e.g., Xue and Schifano, 2017) , which has not been tackled for big data where the data size exceeds a computer's memory. In the context of huge number of covariates, Mittal et al. (2014) developed efficient approaches to fit Cox models with regularized covariate coefficients for fast variable selection, and proposed a fast divide-and-conquer sparse Cox regression for huge datasets with moderate-to-large number of covariates. These studies, however, did not check the proportional hazards assumption. For this assumption, the test of Grambsch and Therneau (1994) is the most popular approach as it is a general framework that incorporates many other tests and is available in standard software packages (e.g., Therneau, 2015) . For big data exceeding computers' memory, its implementation and alternatives have not been studied.
We focus on the scenario where large amounts of survival data arrive in streams and inferences need to be updated in an online fashion. Our approach is an application of the divide-and-conquer and online updating strategies (Lin and Xi, 2011; Schifano et al., 2016) to the big survival data setting. The data is assumed to arrive sequentially in blocks, each of which is well within the memory limit of the computing power. The test statistic is an appropriately aggregated version of the standard test statistic of Grambsch and Therneau (1994) computed from each block. This method is computationally efficient, requiring only minimal storage of a few summaries of the past data in the stream. It is different, however, from the full data test statistic, in that each block has its own maximum partial likelihood estimates of the regression coefficients. To give more recent data blocks more weight in model diagnosis, the statistics can be adapted to be based on data in a moving window of certain size, which may be more useful in detecting local deviations from the null hypothesis. A byproduct of our method is a cumulatively updated estimating equation (CUEE) estimator for the regression coefficients if the proportional hazards assumption is not rejected.
When the null hypothesis of proportional hazards is true, our test statistic is shown to have the same asymptotic distribution as the true (full data) statistic under certain regularity conditions. In simulation studies, the proposed test holds its size under the null hypothesis, and has comparable or higher power than the full data statistic when violations occur.
The method was applied to analyze survival time of the lymphoma cancer patients in the Surveillance, Epidemiology, and End Results Program (SEER). The CUEE estimator was very close to the estimator based on the entire dataset, and the online updated test statistics closely approximated those based on the entire dataset up to each accumulation point. Interestingly, while the changes in parameters were not captured by using the standard (full data) test of Grambsch and Therneau (1994) , they were promptly identified by our online updating cumulative statistic.
The rest of this article is organized as follows. In Section 2, we briefly review the notation of the Cox model and the test statistic of Grambsch and Therneau (1994) . In Section 3, we propose our online updating cumulative and window version test statistic for the proportional hazards assumption. We present simulation results in Section 4, and illustrate the usage of the test with an application to the survival time of patients with lymphoma cancer from the SEER data in Section 5. A discussion concludes in Section 6.
Cox Proportional Hazards Model

Notation and Preliminaries
For completeness we review the Cox model and tests for the proportional hazards assumption. Let T * i be the true event time and C i be the censoring time for subject i. Define T i = min(T * i , C i ) and δ i = I(T * i < C i ). Suppose we observe independent copies of (δ i , T i , X i ), i = 1, . . . , n, where X i is the p-dimensional vector of covariates of the ith subject. The Cox proportional hazards model specifies the hazard for individual i as
where λ 0 is an unspecified non-negative function of time called the baseline hazard, and β is a p-dimensional coefficient vector in a compact parameter space. Because the hazard ratio for two subjects with fixed covariate vectors X i and X j ,
is a constant over time, the model is also known as the proportional hazards model. It has been later extended to incorporate time-dependent covariates. For the rest of the article, we use X i (t) to indicate the possibility of covariates being time-dependent. Cox (1972 Cox ( , 1975 formulated the partial likelihood approach to estimate β. For untied failure time data, Fleming and Harrington (1991) expressed it under the counting process formulation to be
where Y i (t) = I(T i ≥ t) is the at-risk indicator of the ith subject, N i (t) is the number of events for subject i at time t, and dN i (t) = I(T i ∈ [t, t + ∆), δ i = 1), with ∆ sufficiently small such that n i=1 dN i (t) ≤ 1 for any t. Taking the natural logarithm of (2) gives the log partial likelihood in the form of a summation:
We differentiate pl(β) with respect to β to obtain the p × 1 score vector, U (β):
whereX(β, t) is a weighted mean of X for those observations still at risk at time t with the weights being their corresponding risk scores, exp{X i (t) β},
Taking the negative second order derivative of pl(β) yields the p × p observed information matrix
with V (β, t) being the weighted variance of X at time t:
The maximum partial likelihood estimatorβ n is obtained as the solution of U (β) = 0. The solutionβ n is consistent, and asymptotically normal, i.e., its distribution is approximated by a normal distribution with mean β 0 and inverse variance-covariance matrix being E{I n (β 0 )}, where β 0 denotes the true underlying parameter. The evaluation of the expectation depends on extra information which is generally unavailable. The observed information I n (β n ), however, can be computed, and its inverse approximates the variance ofβ n .
Test Statistic for Entire Dataset
Following Grambsch and Therneau (1994) , an alternative to proportional hazards in Model (1) is to allow time-varying coefficients, which can be characterized by
where g j (t) is a function of time that varies around 0 and θ j is a scalar. Common choices of g(t) include the Kaplan-Meier transformation, the identity function, and the natural logarithm function. The Kaplan-Meier transformation scales the horizontal axis by the left-continuous version of the Kaplan-Meier survival curve. Many tests, such as those of Schoenfeld (1980) , Nagelkerke et al. (1984) , Schumacher (1987), and Lin (1991) , also fall within this framework for different choices of g(t). Writing the true hazard function based on Equation (4) using matrix notation, we have
where G(t) is a p × p diagonal matrix with the jth diagonal element being g j (t), and θ = (θ 1 , . . . , θ p ) . Then the null hypothesis of β being time-invariant becomes H 0 : θ = 0 p×1 .
Assuming no tied event times and denoting them as t 1 , . . . , t d , where d is the total number of events among the n observations, the Schoenfeld residuals are defined as
where X ( ) is the covariate vector corresponding to the th event time, andX(β, t ) is defined in Equation (3), evaluated at the th event time. In practice, we useβ n and obtainr for = 1, . . . , d. DenoteV = V (β n , t ), G = G(t ), and let Grambsch and Therneau (1994) proposed the statistic
which, under the null hypothesis, has asymptotic distribution χ 2 p , i.e., chi-squared distribution with p degrees of freedom.
For identifiability, g(t) is assumed to vary around 0, so for data analysis G , = 1, . . . , d, need to be centered such that d =1 G = 0. In addition, it has been pointed out by Therneau and Grambsch (2000) thatV is rather stable for most datasets, and therefore d =1 G V is often small. As a result, H is often replaced by
The cox.zph function in the R survival package implements the test in (6) using this same centering technique. For the rest of this article, we will assume that all G matrices are centered prior to any calculation of diagnostic statistics.
Notice that in this section, untied event times are assumed. There are several methods to handle ties, including the Breslow approximation, the Efron approximation, the exact partial likelihood, and the average likelihood methods. In R, the Efron approximation is the default because it can be easily implemented, and returns fairly accurate results. For more details, see Section 3.3 of Therneau and Grambsch (2000) .
Online Updated Test And Its Variations
Cumulative Version
Instead of a given, complete dataset, we now consider a scenario in which data become available in blocks. Suppose that for each newly arriving block k, we observe for n k subjects, an n k -dimensional vector of response times, event indicators, and an n k × p matrix of covariates, respectively, for k = 1, . . . , K where K is some terminal accumulation point of interest.
Further, denote the number of events in the kth block as d k . With a given g(t) we obtain
. . , d k , be the kth block counterpart of previously defined G and Schoenfeld residualr , respectively. Without loss of generality, we assume that there is at least one event in each block, and each block-wise observed information matrix I n k ,k is invertible. Let V k be the variance-covariance matrix of the covariate matrix at the th event time in the kth block. With the approximation thatV k = I n k ,k /d k , where I n k ,k is evaluated at some estimate of β, we have
We will discuss the choice of estimate for β that will be used to evaluate I n k ,k , and alsor k , in Section 3.3.
We denote
Then we have the online updating test statistic given by
At each accumulation point k, we need to store H k−1 and Q k−1 from previous calculations, and compute H d k ,k and Q d k ,k for the current block.
Window Version
The cumulative test statistic takes all historical blocks into consideration, one potential problem of which is that discrepancies from the proportional hazards assumption will accumulate and after a certain time period, the test will always reject the null hypothesis. This motivates us to focus on more recent blocks in some applications. At block k, we consider a window of width w(≥ 1), which is tunable, and use summary statistics for all blocks in this window to construct the corresponding test statistic. With H d k ,k and Q d k ,k defined above, we again assume there is at least one event in each block of data. Denoting
, the window version online updating test statistic for nonproportionality based on the most recent w blocks is:
In implementation, we only need to store H d k ,k and Q d k ,k for all but the first block in the window, and compute these summary statistics for the current block to obtain the aggregated diagnostic statistic.
Where to Evaluate the Matrices and Residuals
The observed information matrix I n k ,k and the residualsr k must be evaluated at a particular choice of β. A straightforward choice would beβ n k ,k , the estimate of β using the kth block of data, k = 1, 2, . . .. It may, however, be more advantageous to use an estimate that utilizes all relevant historical information. Suppose now we have K subsets of data. The score function for subset k is
Denote the solution to U n k ,k (β) = 0 asβ n k ,k . If we define
Without loss of generality, we assume that there is at least one event in each block, and each I n k ,k is invertible. Similar to the aggregated estimating equation (AEE) estimator of Lin and Xi (2011) which uses a weighted combination of the subset estimators, the AEE estimator under the Cox model framework is:β
which is the solution to
being the total number of observations at accumulation point K. Schifano et al. (2016) provided the variance estimator for the original AEE estimator of Lin and Xi (2011) , and under the Cox model framework it simplifies toÂ
Following Schifano et al. (2016) , the cumulative estimating equation (CEE) estimator for β at accumulation point k under the Cox model framework iŝ
for k = 1, 2, . . ., whereβ 0 = 0 p×1 , I 0 = 0 p×p , and
The variance estimator at the kth update simplifies tô
Note that for terminal k = K, Equations (11) and (12) coincide with Equations (9) and (10), respectively (i.e., AEE=CEE). As pointed out by Schifano et al. (2016) , the CEE estimators are not identical to the estimating equation (EE) estimators (based on the entire sample) in finite sample sizes. Similar to Schifano et al. (2016) , we propose a CUEE estimator under the EE framework to better approximate the EE estimators with less bias. Take the Taylor expansion of −U n k ,k (β) around aβ n k ,k , which will be defined later. We have
whereŘ n k ,k is the remainder term. We now ignore the remainder term and sum the first order expansions for blocks 1, . . . , K, and set it equal to 0 p×1 :
For notational simplicity, letǏ
Then we have the solution to (13):β
The choice ofβ n k ,k is subjective. At accumulation point k, it is possible to utilize information at the previous accumulation point k − 1 to defineβ n k ,k . One candidate intermediary estimator can be obtained aš
for (14) is the weighted combination of the previous intermediary estimatorsβ n i ,i , i = 1, . . . , k − 1 and the current subset estimatorβ n k ,k . It results as the solution to the estimating equation
The proposed methods are all implemented in R based on functions from the survival package (Therneau, 2015) , and the code can be found via GitHub (Xue, 2018) .
Asymptotic Results
We now provide the asymptotic distribution of the test statistic T k (G) given in Equation (7). For ease of presentation, we assume that all subsets of data are of equal size n, i.e., n k = n. The following regularity assumptions are required to establish the asymptotic distribution.
C1 We assume the regularity conditions A-D in Section 2.4 of Andersen and Gill (1982) .
C2
The function g(t), t ∈ [0, τ ], is bounded, where τ is the follow-up time.
C3 Assume that {X(t), t ∈ [0, τ ]} is a bounded Donsker class (Kosorok, 2008) .
C4 There exists an α ∈ (1/4, 1/2) such that for any η > 0, the subdata estimatorβ n,k satisfies P (n α β n,k − β 0 > η) ≤ C η n 2α−1 , where C η > 0 is a constant only depending on η.
C5 For each subdata,
, where C gv is a constant that does not depend on k.
The conditions assumed in Section 2.4 of Andersen and Gill (1982) are commonly used in the literature of survival analysis. Since g(t) is user-specified, it is reasonable to assume that it is bounded. Most widely used g(t) functions are bounded if the follow-up time is finite. Condition C3 imposes a constraint on the time varying covariate. If it is time invariant, the condition can be replaced by bounded covariate. Condition C4 is a typical assumption required for online updating method such as in Lin and Xi (2011); Schifano et al. (2016) . Condition C5 indicates that
This condition is typically satisfied in practice. As mentioned in Therneau and Grambsch (2000) ,V k are often replaced by I n k ,k /d k in practice and G k are always centered. Thus,
in distribution when all blocks of data follow the proportional hazards model with the same covariate parameters.
The proof of this theorem is provided in the Appendix. The asymptotic distribution is valid for any stage of the updating process if each subset is not very small and the null hypothesis is true. This means that the type one error rate is always well maintained. As more data accumulate along the updating procedure, the test statistic gains more power. If n k 's are different, the asymptotic result is still valid under mild some condition, for example,
Simulation Studies
Simulation studies were carried out to evaluate the empirical size and power of both the online updating cumulative and window versions of the test statistic. When data were generated under the proportional hazards assumption, we also compared the empirical distribution of the online updating cumulative statistic T k (G) with that of the standard statistic computed using all data up to selective accumulation points k, denoted by T 1:k (G). While we look at the end of each stream to decide whether the entire stream of data satisfies the proportional hazards assumption or not, we also examine the results at each accumulation point to verify the performance of the proposed test statistics. 
Size
Event times were generated from Model 1 with
67, −0.26, 0.36) , and baseline hazard λ 0 (t) = 0.018. After the survival times were generated for each subject, their censoring times were generated independent from the survival time distribution. To account for low and high censoring rate scenarios, we let the censoring time follow a mixture distribution: ε 60 + (1 − ε)U (0, 60), where 60 represents a point mass at 60. Setting ε = 0.9 gives approximately 40% censoring rate, and ε = 0.1 gives approximately 60% censoring rate. For each censoring level, we generated 1, 000 independent streams of survival datasets, each of which had N = 200, 000 observations in K = 100 blocks with n k = 2, 000.
Three choices of g(t) were considered, the identity, Kaplan-Meier, and log transformations, in the calculation of the test statistics. For each choice, we calculated both the cumulative version and window version (width = 5) statistics upon arrival of each block of simulated data. For the cumulative version statistic, the matrices and Schoenfeld residuals were evaluated atβ k , the CUEE estimator. For the window version statistic, the matrices and Schoenfeld residuals were evaluated atβ k , the CEE estimator, as with a limited window size, the difference between the CUEE estimator and the CEE estimator is negligible. Figure 1 summarizes empirical rejection rates of the test with nominal level 0.05 at each accumulation point k = 1, . . . , 100 for the two versions of the tests under two censoring levels. The empirical rejection rates for the three choices of g(t) fluctuate closely around the nominal level 0.05 in all the scenarios. The log transformation, however, results in a slightly larger size than the other two transformations, and its useage should therefore be treated with caution.
To compare the empirical distribution of the online updating cumulative statistic T k (G) and the standard statistic T 1:k (G), we generated 1, 000 independent streams of data, each again with K = 100 blocks and n k = 2, 000 under the same settings as before. Test statistics T k (G) were computed for all blocks k = 1, . . . , 100 according to Equation (7). At blocks k ∈ {25, 50, 75, 100}, we also calculate the standard statistic T 1:k (G) based on cumulative data up to those blocks; that is, we combine the data in block k with the previous k − 1 blocks into a single large dataset and obtain T (G) in Equation (6) based on this single large dataset of k blocks. Figure 2 presents the quantile-quantile plots of the two statistics obtained with g(t) being the Kaplan-Meier transformation. The points line up closely onEmpirical quantile-quantile plots of the online updating cumulative statistics T k (G) (x-axis) and T 1:k (G) obtained using cumulative data (y-axis) with censoring rate 40% and 60%, taken at block k ∈ {25, 50, 75, 100}, both calculated using the Kaplan-Meier transformation on event times.
the 45 degree line, confirming that the online updating cumulative statistics T k (G) follow the same asymptotic χ 2 p distribution under the null hypothesis as T 1:k (G).
Power
Continuing with the simulation setting, two scenarios where the proportional hazards assumption is violated were considered to assess the power of the proposed tests. The first scenario breaks the proportional hazards assumption by a multiplicative frailty in the hazard function. Starting from the 51st block in each stream, the hazard function, instead of being (1), becomes
where a normal frailty ∼ N (0, σ 2 ) is introduced. Two levels of σ were considered, 0.5 and 1. Figure 3 shows the empirical rejection rates of the tests at level 0.05 from 1,000 replicates against accumulation point k. The tests have higher power under lower censoring rate or higher frailty standard deviation. At a given censoring rate and frailty standard deviation, the window version picks up the change more rapidly than the cumulative version because it discards information from older blocks for which the proportional hazards assumption holds; the power remains at a certain level (less than 1) after all the blocks in the window contain data generated from the frailty model. The cumulative version responds to the change more slowly, but as the proportion of blocks with data generated from the frailty model increases, the power approaches 1 eventually. In all settings, tests based on the log transformation and Kaplan-Meier transformation seem to have higher power than that based on the identity transformation.
The second scenario breaks the proportional hazards assumption by a change in one of the regression coefficients. Specifically, we considered an increase of 0.5 or 1 in β 1 starting from the 51st block. The empirical rejection rates of the tests with level 0.05 from 1,000 replicates are presented in Figure 3 . Both versions of the tests have higher power when the censoring rate is lower or the change in β 1 is larger. At a given censoring rate and change in β 1 , the window version only has power to detect the change near the 51st block, when the blocks in the window contain data from both the original model and the changed model. The cumulative version picks up the change after the 51st block and the power increases quickly to 1 as more data blocks from the changed model accumulate.
Survival Analysis of SEER Lymphoma Patients
We consider analyzing the survival time of the lymphoma patients in the SEER program with the proposed methods. There were 131,960 patients diagnosed with lymphoma cancer between 1973 to 2007. We limited our scope to the survival in the first 60 months after being diagnosed. Among those 131,960 subjects, the total number of events due to lymphoma was 47,009, and the censoring rate was 64.4%. The risk factors considered in our analysis were age (centered and scaled), African-American indicator (Black), and gender indicator (Female). There were 9,199 African-American and 60,432 females.
While the dataset is large, the analysis of the data as a single dataset is still possible with reasonable computing resources. We wish to compare the performance of the standard statistic T G from Equation (6) with our online updating statistics under a setting in which the proportional hazards statistic is judged to be satisfied based on the standard T G test.
For online updating, the patients in the data were ordered by time of diagnosis, so it is natural to partition the data by quarter of a year into 140 blocks. The average sample size per block was 943, but the block sizes and censoring rates increased over time. Supplementary  Figure 1 presents the stacked bar plot of censors and events, together with the line plot of censoring rate for each block.
As a starting point, an initial model that included the three risk factors was fitted, and the standard test statistic based on the full data as in Equation (6) was calculated to be 83.38, which indicated that the model does not satisfy the proportional hazards assumption. The online updating cumulative statistic was calculated to be 95.60. Due to the relatively high censoring rate, all diagnostics were applied after applying the Kaplan-Meier transformation on the survival times as it is more robust in such a scenario (e.g., Xue and Schifano, 2017) . Diagnosis with function plot.cox.zph in the survival package revealed that all the parameters are likely to be time-dependent; see the Supplementary Figure 2 .
Techniques in Therneau et al. (2017) were used to allow the parameters to be piecewiseconstant over time. Two cut-offs were chosen at 2 and 30 months based on the timedependent pattern obtained from the naive model. The interaction of age, Female and Black with the generated tgroup as strata, respectively, gives the model more flexibility to fit to the data. The new model resulted in T (G) = T 1:140 (G) = 5.75 on 9 degrees of freedom with a pvalue of 0.77, which indicates that the proportional hazards assumption for the revised model is appropriate based on the full data. Supplementary Figure 3 presents time-dependency plot of parameters for the revised model. To evaluate the performance of the online updating parameter estimates and test statistics under the revised model, at each block k, k = 1, . . . , 140, we calculated the parameter estimates, the online updating cumulative statistics T k (G), the online updating window version statistics T w k (G), and also T 1:k (G) based on the single large dataset consisting of all cumulative data up to block k. Two online updating cumulative statistics T k (G) were obtained, one using the CEE estimatorβ k and the other using the CUEE estimatorβ k . For the window version, the CEE estimatorβ k was used for computational convenience, and two widths w = 1 and w = 10 were considered. The trajectories of different versions of the test statistics were plotted in the left panel of Figure 4 . While the proportional hazards assumption seemed to be satisfied within each individual block, as well as in cumulative data up to each accumulation point, both online updating cumulative statistics T k (G) resulted in a rejection of the null hypothesis, and both window versions also resulted in a few rejections along the stream.
The trajectories of the estimates of β were studied to investigate this apparent discrepancy; see Figure 5 . Apparently, the estimated coefficients of the age effect in the first time group (survival less than 2 months) and the second time group (survival between 2 and 30 months) change over the blocks. This change was captured by both the window (T w k (G)) and the cumulative version statistics (T k (G)), but it was not captured by T 1:k (G). This is explained by the fact that T 1:k (G) is based on a single estimator of β, while in the online updating statistics, each block has its own estimate of β. The temporal changes that are observed in the CUEE estimate of β get canceled in the calculation based on the full cumulative data. To confirm that the temporal change in parameter contributed to the highly significant online updating test statistics, we randomly permuted the order of the observations in the original dataset 1,000 times using the same block size as the temporally-ordered, 3-month blocked data. For each permutation, we applied the same techniques and cut-offs to allow for piecewise constant parameters over time as before. The histogram of online updating cumulative statistics obtained for 1,000 such permutations is included in Supplementary  Figure 4 . The empirical p-value based on these 1,000 permutations is 0.016, indicating that the particular order of blocks in the original temporally ordered data is indeed contributing to non-proportionality. Figure 6 presents the same diagnostic plots as Figure 5 except that they are for one random permutation. While the final cumulative data parameter estimates remain the same, the trajectories are much flatter, with no obvious temporal trend over blocks. The diagnostic statistics were also obtained under this random permutation, and plotted in the right panel of Figure 4 . Each block again satisfies the proportional hazards assumption, and the performance of the online updating cumulative statistic based on CUEE is very close to T (G) computed on the entire dataset. The online updating window version, however, still identified a few neighborhoods where the variation is large, and this behavior persists across different choices of window size.
Discussion
We developed online updating test statistics for the proportional hazards assumption of the Cox model for big streams of survival data. The test statistics were inspired by the divide and conquer approach (Lin and Xi, 2011) and the online updating approach for estimation and inference of regression parameters for estimating equations . We proposed two versions of test statistics, one using cumulative information from all historical data, and the other using information only from more recent data. Both statistics have an asymptotic χ 2 p distribution. In the application to SEER data, we found that our online updating cumulative test statistic T k (G) evaluated at the CUEE estimatorβ is more powerful for detecting parameter changes inβ n k ,k than T 1:k (G) calculated on cumulative data, which echoes the findings in Battey et al. (2018) . This also suggests that, even when the dataset is not that huge, it might be desirable to partition the data and examine the partitions for possibly masked violations of the null hypothesis.
In practice, and as illustrated with the SEER data, we can also break up a large dataset into smaller blocks, and process each block sequentially as a data stream. At the final block, the cumulative version test statistic will help us decide if the proportional hazards assumption has been satisfied. The window version, however, can be run at the same time, as it is sensitive to heterogeneity among a few blocks.
A few issues beyond the scope of this paper are worth further investigation. The choice of window size affects the test results and parameter estimates. Possible influential factors include the size of data chunks, the censoring rate in each chunk, among others. The test statistics and parameter estimates perform well when p is small to moderate. When p is large, the statistics tend to increase faster than expected, and lead to false rejections. Therefore one may wish to consider using appropriate penalization (e.g., Du et al., 2010) .
Finally, in this work we are only concerned with making a final decision regarding the proportional hazards assumption at the end of a data stream. There are scenarios, however, under which we may wish to make decisions alongside the data stream as the updating process proceeds. This brings up the issue of multiple hypothesis testing. Hypothesis testing in the online updating framework is an interesting topic, and been explored recently in Webb and Petitjean (2016) and Javanmard and Montanari (2018) , and also in the statistical process control framework in, e.g., Lee and Jun (2010) and Lee and Jun (2012) . Appropriate adjustment procedures in the online updating proportional hazards test context are areas devoted for future research.
in distribution. Now we show that
Note that for each k, d k =1 G kV k < C gv n β n,k − β 0 . Thus,
G k {V (β * n,k , t ) − V (β n,k , t )}(β n,k − β 0 )
where C g is a constant that bounds G(t) from above. For the i 1 i 2 th element of V (β * n,k , t ) − V (β n,k , t ),
whereβ * * n,k is on the line segment betweenβ * n,k andβ n,k . From (17) and the fact that X(t) is bounded, we know that ∂V (i 1 i 2 ) (β * * n,k , t )/∂β is uniformly bounded. Let M be a constant that bounds its elements. Sinceβ * * n,k andβ * n,k are betweenβ n,k and β 0 , we have |V (i 1 i 2 ) (β * n,k , t ) − V (i 1 i 2 ) (β n,k , t )| ≤ M β n,k − β 0 .
Combining (22) and (23), we have
where C = C g M + C gv . Since K = O(n γ ), there exist a constant, say C 2 1 , such that K < C 2 1 n γ . From (24), for any > 0,
Here, the last inequality is from condition C4; the second last inequality is because γ < 4α−1; and the last step is because γ < 1 − 2α. This proves (21). The proof finishes by combining (15), (18), (19), (20), (21), and Slutsky's theorem. Now we consider the case when I n,k andr k are evaluated atβ n,k . Under Condition C1 and C4, the requirements of (C4') and (C6) in Lemma E.2 of Schifano et al. (2016) are satisfied. Thus, the condition described in C4 forβ n,k is also valid forβ n,k . With this result, the proof is similar to the case when I n,k andr k are evaluated atβ n,k .
