INTRODUCTION
Railroad rails are routinely inspected by electro-magnetic induction and/or ultrasonic methods to detect flaws and to identify their type. The operator in a detection car inspects the railroad rails using processed ultrasonic data. In this paper we report on a feasibility study of using neural networks in railroad rail flaw detection and identification. Neural networks, which are inspired by the structure and operation of the human brain, have been extensively applied to damage detection and identification. Literature on the application of neural networks in NDE and NDT problems is extensive and will not be cited here. One of the first applications of neural networks was in damage detection in structures (Barai and Pandey [1, 2] ; Wu et al. [3] ), where neural networks were used to detect damage signatures in the static or dynamic response of the structure. In the NDEINDT problems, neural networks are used to perform a pattern classification.
In the initial phase of this study the same processed data that the operator sees, is used in the neural network study. It is hoped that the successful development and implementation of neural network-based flaw detection techniques will assist the operators and will improve the reliability and efficiency of railroad rail flaw detection.
Neural networks are trained for both the detection and identification of the flaws. The study is performed in two parts. In the first part, the data from twelve runs on Sperry Rail Service's test track at Danbury, Connecticut, which contains a number of known defects, is used to train neural networks. The trained neural networks are then applied to flaw detection and identification in data collected on the actual railroad rail inspection runs.
ULTRASONIC RAILROAD RAIL INSPECTION
A Sperry Rail Service road/rail detection car is shown in Figure I . These detection cars typically have an ultrasonic inspection unit trailing the rear wheels, as seen in Figure  I . The ultrasonic transducers are installed in two wheels over each rails, as shown in The pliable wheels are filled with a coupling fluid and they are in contact with the rails under pressure. The transducers are arranged to send ultrasonic signals at different angles into the rail, specially the rail head. The stream of signals are processed and gated, and the results are displayed in strip chart format on a monitor in front of the operator. The ultrasonic strip chart is constructed from a stream of records and each record contains 16 bits of binary data, which includes the processed signals generated by all the transducers.
The ultrasonic test data used in training of the neural networks was generated by inspection runs over the test track which contains a number of known defects. The location and type of the defects was determined from Sperry Rail Service's test track defect manual [4] . The strip chart data contained within a window of prescribed size were used as the input to the neural networks. The window size refers to the number of consecutive records included in a neural network input vector. The window distance is the distance between the centerline of two adjacent windows. The neural network input vector is generated according to the window size with the centerline on the defect location, as shown in Figure 3 . Moreover, as shown in Figure 4 , if a defect is extended over a section of the rail longer than the window size, a sequence of neural network input vectors are generated from windows separated by window distance. Finally, the same procedure is also used to generate sequences of neural network input vectors for clean rails without any defect, as shown in Figure 5 . Throughout this study, we have used a window size of 7 records and a window distance of 12 records. With the window size of 7 records and each record containing 16 binary bits, each neural network input vector contains 112 binary bits. Figure 3 . Damage occurs at a single point. 
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DEFECT CLASSIFICATION
The defect detection neural network has a single output node. The existence of a defect is signified by an output value of "I", while an output of "0" means no defect. In the case of defect identification the neural network has several output nodes and a value of "I" in each node signifies the existence of a specific type of defect. For the purpose of defect identification, all the defects are classified into nine types, based on the information provided in the test track defect manual. The defect identification neural network then has nine output nodes, as shown in Table I . When the values of all the output nodes are zeros, the rail is clean with no defect. The output value of "I" at each location means a specific type of defect. Neural networks are massively parallel systems of highly interconnected simple processing units called neurons. They perform the two major functions of information processing and computation in a distributed manner in their interconnections. The massively parallel structure of the neural network makes them robust and error tolerant in both information processing and computation.
The most important property of neural networks is their learning capability and adaptivity. Neural networks learn the associations between the input and output vectors from a training data set which is comprised of input/output pairs. The training set can be either real data or it can be generated through numerical simulations. A training set must include all the information that the neural network is required to learn. A neural network acquires its knowledge from the training cases and it stores that knowledge in its connection weights. A special case of the input/output association is the classification problem. It is in this mode that the neural networks are used for defect detection and identification.
Multilayer feedforward back-propagation neural networks have been extensively used to detect and identify the structural damage. In this study, four-layer feedforward back-propagation neural networks, consisting of one input layer, 2 hidden layers, and one output layer, are used for both defect detection and identification, as shown in Figure 6 . The number of input nodes depends on the window size. For the window size of 7 records, used throughout this study, there are 112 (7 X 16) nodes in the input layer. The defect detection neural network has only one output node to denote the existence of a defect. The defect identification neural network has nine nodes in the output layer to denote the nine defect types. The number of nodes in the hidden layers are determined during the training.
NEURAL NETWORKS IN RAIL DEFECT DETECTION AND IDENTIFICATION
In this phase of study, actual processed ultrasonic data from Sperry Rail Service's test track at Danbury, CT is used. Neural networks are trained by using the data from twelve test track runs. The data from two runs are kept for testing of the trained neural networks and the data from the other ten runs are used in training of the neural networks. Although all the test track runs were performed on the same test track, the resulting data records generated from ultrasonic surveys are somewhat different from each other. Rather than randomly selecting the two runs for testing, the two runs with the data most and least different than the others are selected. The other ten runs are then used for training. For defect detection, the neural network is trained to detect defects without regard to the defect type. The defect detection neural network has 112 input nodes, 15 nodes in each of the two hidden layers, and one output node. The learning rate is 0.15 and momentum is 0.6. The results are shown in Table 2 . It can be seen that the correct defect detection rates are 100% for all the training cases. For the two testing cases of 814 and 821 (22) the correct defect detection rates are 97% and 99%, respectively.
For defect identification, the neural network is trained to identify the defect type as one of the nine classes of defects described in Table 1 . The defect identification neural network has 112 input nodes, 30 nodes in each of the two hidden layers, and nine output nodes. The learning rate is 0.15 and momentum is 0.6. The results are shown in Table 3 . Again, it can be seen that the correct defect identification rates are 100% for all the training cases. For the two testing cases of 814 and 821(22) the correct defect identification rates are 83% and 93%, respectively.
In the second phase of study, the trained neural networks are tested on some revenue data. In testing the neural networks, the data stream was generated one record at a time as a test car moves on the track. When a new data record is generated, only the past records are assumed to be available. For the window size of seven records, the current and the past six records are used to generate the neural network input vectors. To test the neural networks on revenue data, all the input vectors generated from revenue data first pass through the defect detection neural network. After defect detection, the input vectors with a defect then pass through the defect identification neural network to identify the type of defect. The results are shown in Tables 4 and 5 . Generally, for nine classes of defect, the correct defect detection and identification rates are around 81 % and 78%, respectively. However, the false alarm rates for clean rails are very high. The primary reason is that the neural networks were trained on the test track data with a high concentration of defects, whereas, the revenue data contains very few defects.
CONCLUDING REMARKS
The application of neural networks to the inspection of railroad rail has been studied. Both the test track data and revenue data have been used. By using the ultrasonic strip chart data, the proposed neural network approach can achieve almost a perfect defect detection rate with very few false positives for the test track data. The results in the first phase of study show that for the two most important defect types, VSH and TD, it is possible to achieve better than 80% correct identification rate.
In the study of revenue data, neural networks perform high correct rates of defect detection and identification for nine classes of defect. However, the results show that a unacceptably high false alarm rate for clean rails. There is still room for considerable improvement and changes in the training of neural networks have to be made to improve their performance.
