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Natalia S. Krasheninnikova, Peter J. Catto 
 
Massachusetts Institute of Technology, Plasma Science and Fusion Center 
Cambridge, MA 02139 
 
Abstract 
 
We investigate the effects of a hot species on plasma stability in dipolar magnetic field. 
The results can be applied to the dipole experiments employing the electron cyclotron heating. 
We consider the interchange stability of a plasma of fluid background electrons and ions with a 
small fraction of hot kinetic electrons. The species diamagnetic drift and magnetic drift 
frequencies are assumed to be of the same order, and the wave frequency is assumed to be much 
larger than the background, but much less than the hot drift frequencies. We derive and analyze 
an arbitrary total pressure dispersion relation to obtain the general requirements for stability in 
dipolar geometry. As an application of the theory, we consider a special separable form of a 
point dipole equilibrium. Our analysis shows that a weak drift resonance with the slowly moving 
hot electrons modifies the simple Magnetohydrodynamic (MHD) interchange stability condition.  
Destabilization by this weak drift resonance can be avoided by carefully controlling the hot 
electron density and temperature profiles. A strong hot electron destabilization due to magnetic 
drift reversal is found not to occur in point dipole geometry. 
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I. INTRODUCTION 
 
The Levitated Dipole Experiment (LDX)1,2 has been built and operated in an MHD 
interchange stable regime3-6. The hot electron population is created by the electron cyclotron 
heating that increases the electron temperature7 and can alter the interchange stability of plasma. 
We examine the role the hot electrons play in modifying the usual ideal MHD interchange 
stability condition including wave-particle resonance effects by considering a confined plasma 
with an ideal fluid background consisting of electrons and ions plus a fully kinetic population of 
hot electrons. Based on current LDX experimental observations, unstable modes with 
frequencies ranging from two to five of kHz to hundreds of MHz are being observed8, 
corresponding to typical magnetic drift frequencies of the background species and hot electrons, 
respectively. 
The format of this calculation is similar to that in our Z-pinch paper9, but is applied here 
to general dipolar geometry for which the unperturbed magnetic field 0B  is purely in the 
poloidal direction, while the unperturbed diamagnetic current 0J  is toroidal. To concentrate on 
the role the hot electrons play in modifying the interchange stability, we only consider flute 
modes with wave frequencies much higher than the background and lower than the hot species 
drift frequencies, since they are the least stable modes in the absence of hot electrons3-6. As a 
result of our ordering, we do not consider the hot electron interchange, for which the mode 
frequency is of the order of the typical hot electron frequency, such as magnetic and 
diamagnetic. We treat the magnetic drift, consisting of comparable grad 0B  and curvature drifts, 
on equal footing with the diamagnetic drift.  We obtain the dispersion relation for arbitrary 
plasma and hot electron pressures, but then examine three plasma pressure orderings relative to 
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the magnetic pressure: background electrostatic with 1~hb ββ << , electromagnetic with 
hb ββ <<~1 , and electromagnetic with hb ββ ~~1 . Throughout the paper we compare and 
contrast the results from dipolar geometry to that of the Z-pinch. 
In Sec. II we derive two coupled equations for the ideal MHD background plasma that 
involve the perturbed hot electron number density and the ψ∇  component of the current. These 
two quantities are then evaluated kinetically in Sec. III. Section IV combines the results from the 
two previous sections to obtain the full dispersion relation, and general stability conditions, 
including a discussion of hot electron drift resonance de-stabilization effects. As an application 
of the above theory, a separable form of a point dipole equilibrium is considered and the results 
obtained are presented in Sec. V. We close with a brief discussion of the analysis in Sec. VI. 
 
II. IDEAL MHD TREATMENT OF THE BACKGROUND PLASMA 
 
 Our derivation for the dipole geometry will follow the guidelines developed for the Z-
pinch9. In this section we will use an ideal MHD treatment to derive the ψ∇  component of the 
perturbed Ampere’s law and a perturbed quasi-neutrality condition. The quantities pertaining to 
the hot species, such as ψ∇  component of the perturbed current and number density, will be 
evaluated kinetically in the next section. 
 Using the standard approach for the closed field line axisymmetric or dipole 
configuration we introduce poloidal magnetic flux ψ , toroidal angle ζ  and radial distance from 
the axis of symmetry R  so that the unperturbed poloidal magnetic field and toroidal current are 
given by: 
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ζψ ∇×∇=0B
r
 and ζψ ∇= ddpR 020J
r
    (1) 
where the total pressure 0p , is the sum of the hot pressure hp0  and the background pressure 
iieeb TnTnp 000 += , with en0 , in0 , eT , and iT  the background electron and ion densities and 
temperatures, respectively. The total current is the sum of the background and hot contributions 
hb JJJ 000 +=  which separately satisfy the force balance relations to give 
( ) ζψ ∇= 200 / Rddp bbJr  and ( ) ζψ ∇= 200 / Rddp hhJr . Using the Ampere’s law to derive the 
Grad-Shafranov equation yields 
002 0 =+

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
⋅∇ ∇ ψ
ψ µ d
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R
. 
Defining ( )bbκ ˆˆ ∇⋅=r  as magnetic field curvature with 00 /ˆ BBb r= , it also follows from the 
preceding equation and equilibrium pressure balance that  






⋅∇−= ∇∇⋅ 22
0
00
22
0
ln
2
2
RBd
pd
RB
ψ
ψ
βψκr
,    (2) 
where 
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We assume perturbations of the form ( ) ζωθψ iltie −−,ˆ 1Q , with θ  the poloidal angle and 
0Im >ω  for instability. Then, we perturb around this equilibrium by introducing the 
displacement vector ξ
r
 as ξv
r
r
ωi−=1 , with 1v
r
 the background ion flow velocity, and writing it as 
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.    (3) 
Using the usual ideal MHD equations, the perturbed electric field 1E
r
, magnetic field 1B
r
 
and total current hb 111 JJJ
rrr
+=  are given by 
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01 BξE
r
r
r
×= ωi ,      (4) 
( )01 BξB rrr ××∇= , and     (5) 
110 BJ
rr
×∇=µ ,     (6) 
where it is convenient to write 1B
r
 as 
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Equations (3) and (5) give 
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In addition, background plasma momentum and energy conservation are written as 
bbbhii pennm 1100110
2
0 ∇−×+×+=− BJBJEξ
rrrrr
r
ω ,   (8) 
and 
ψψ ξγ ddpbb bpp 001 −⋅∇−= ξ
r
,     (9)  
where im  denotes the mass of the background ions, bp1  is perturbed background pressure, and 
3/5=γ . The 1E
r
 term in the momentum equation, which is absent in the usual ideal MHD 
treatment, enters due to the effect of charge uncovering – the incomplete shielding of the 
background electrons by the background ions since the equilibrium quasineutrality for singly 
charged ions requires eih nnn 000 −= . 
 Using the preceding system of equations, it is convenient to define 
ξ
r
⋅∇=−−= bd
dp
b ppW b 01 0 γξ ψψ ,    (10) 
and then obtain two coupled equations for W  and ψξ , both of which only require knowledge of 
the perturbed hot electron density and current, which are evaluated in the next section. To 
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simplify the procedure we use the parallel component of Faraday’s law and Eq. (3) to form ξ
r
⋅∇  
and to obtain two convenient expressions  for ζξ  and BQ   
2
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Next, we consider the ψ∇  component of Ampere’s law, 
( )ζψµψµψµ QRilQBhb 20101010 ∇⋅−−=∇⋅+∇⋅=∇⋅ BJJJ rrrr .  (13) 
The background contribution is calculated from the toroidal component of the momentum 
equation yielding 
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with ζξ  given by Eq. (11), bp1  given by Eq. (10), and ψξζωζ 21 ∇−=∇⋅ iE
r
 from the toroidal 
component of Eq. (4). Defining the background plasma beta as 
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and using Eq. (11), the ψ∇  component of Ampere’s law can be rewritten as 
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 The most unstable ideal MHD ballooning-interchange modes have 1>>l  for an 
axisymmetric torus with closed field lines3. Therefore, we can use the standard high mode 
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number formalism to neglect the 2/1 l  term from ( )ζQR20 ∇⋅Br  and the coupling to the 
magnetosonic waves by assuming iib nmplR 00
222 // <<ω  in Eq. (14). Then, using Eq. (12) we 
obtain the first of the desired equations, the ψ∇  component of Ampere’s law, in the form: 
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 To obtain the second equation, we start with background charge conservation in the form 
( ) heib eninnei 1111 ωω =−=⋅∇ Jr , where we also use perturbed quasi-neutrality. The expressions 
for the parallel and perpendicular components of the perturbed background current are calculated 
from the parallel component of Ampere’s law and momentum equation, respectively. Using the 
large l  approximation gives 
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Notice that we retain the inertial term in ζ∇⋅b1J
r
, but continue to ignore it in ψ∇⋅b1J
r
 to be 
consistent with the large l  expansion. Expressing bp1  and 0BQ  in terms of W  and ψξ , we insert 
the preceding three equations into the background charge conservation to obtain 
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Finally, using the parallel component of the momentum equation to eliminate Bξ  yields  
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where we assume in0  is a flux function. Substituting Eq. (17) into Eqs. (15) and (16) we now 
have the two coupled equations 
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where the terms with hn0  are due to the charge uncovering effect of the hot electrons on quasi-
neutrality. 
Observe that without hot electrons we can easily recover the well known ballooning 
equation for shear Alfven modes3. It can be obtained by substituting Eq. (18) and its poloidal 
flux surface average into Eq. (19) to first eliminate W∇⋅0B
r
 and then the W  terms, respectively: 
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In addition to using Eq. (2) to get the right hand side of the preceding equation, we note that it 
follows from Eq. (18) that the variations of W  along the unperturbed magnetic field are 
proportional to 2ω . As a result, W  tends to flux function as the growth rate diminishes. In 
particular, from the field line average of Eq. (18) 
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where the flux surface average is defined by ( )
∫
∇⋅= − θθ 01 / B
r
KK dV  with θ  the poloidal 
angle and 
∫
∇⋅= θθ 0/ B
r
dV . 
 
III. KINETIC TREATMENT OF THE HOT ELECTRONS 
 
In the previous section we have obtained two coupled equations for quasineutrality and 
Ampere’s law that require knowledge of the perturbed hot electron density and current. 
Generalizing the Z-pinch procedure developed in reference9 to dipole geometry, we will first 
kinetically evaluate the perturbed hot electron responses in this section to obtain the dispersion 
relation in the next section. We assume that the temperature of the hot electron population, hT , is 
much larger that the background temperatures, which requires that the magnetic drift and 
diamagnetic frequencies of the hot electrons to be much larger than the corresponding 
background frequencies.   
We assume that the hot electrons satisfy the Vlasov equation, and following the standard 
procedure for solving the gyro-kinetic equation10,11 we linearize the hot electron distribution 
function around the equilibrium by writing K++= hhh fff 10 . Employing the orderings  
ωωωω >>>>≥Ω hdhbe *~ ,     (20) 
with m  the electron mass, meBe /0=Ω  the cyclotron frequency, ∇⋅||~ v
r
bω  the bounce 
frequency, and dhω  and h*ω  the magnetic and diamagnetic frequencies, the equilibrium 
distribution function satisfies 
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0ˆ 000v0 =Ω+∇⋅=∇⋅×Ω−∇⋅ ∂
∂
φ
hf
ehheh fff vbvv rrr ,   (21) 
where φ  is gyrophase. As in the case of all axisymmetric machines, the toroidal component of 
canonical angular momentum is a constant of the motion and therefore it is useful to introduce 
vζ
r
⋅−=
ˆ
* e
mRψψ . Then exact solutions to Eq. (21) exist of the form ( )*00 ,ψEff hh = , with 
2/v2=E . 
 To evaluate the first order correction to the hot electron distribution function we again 
look for solutions of the form ζω iltie −−  and solve the linearized Vlasov kinetic equation  
( ) 0ˆ 0v11v11 =∇⋅×−+Φ∇+∇⋅×Ω−∇⋅+ ∂∂∂∂ htmehehtf fffh Bvbvv A rrrr r ,  (22) 
where the scalar and vector potentials Φ  and ζψ ζψ ∇+∇+= RARBAA 0|| /ˆbA
r
, enter 
t∂∂−Φ−∇= /1 AE
r
r
 and AB
r
r
×∇=1 , with 0=⋅∇ A
r
 for the Coulomb gauge. Observe that the 
gauge condition coupled with the large mode number assumption causes the toroidal component 
of the vector potential to be small compared with the other two components: ( ) lAorAA /~ ||ψζ .  
The solution to Eq. (22) is found by removing the adiabatic piece by writing 
101 gff hTeh h +=
Φ
,     (23) 
and then defining 111 ~ggg +=  with the bar and tildes indicating the gyrophase independent and 
dependent parts, respectively. Using v , magnetic moment 0
2 2/v B⊥=µ , and φ  as the velocity 
space variables, the resulting lowest order expressions for 1g  and 1~g  are given by  
( ) ( )






−−=
∫
∫
∫
∫
−Φ






−
−
τ
τµ
τ
τ
ωω
ωω
d
BQd
T
m
d
Ad
T
ef B
hh
DhT
m
T
hMhg 0||||
2
2v
* /v
1    (24) 
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where the parallel and perpendicular subscripts refer to the components parallel and 
perpendicular to the equilibrium magnetic field 0B
r
. The details of the calculation are given in 
the Appendix A. For simplicity we consider the unperturbed hot electron distribution function 
hf0  to be a Maxwellian to the lowest order and use a gyroradius expansion to write 
( ) ( ) K+∂∂−+= ψψψψ /, **0 MhMhh ffEf  with ( ) ( )hhhMh TmTmnf 2/vexp2/ 22/30 −= π . The 
hot electron diamagnetic drift frequency is defined by 
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with ψω d
nd
e
lT
h
hh 0ln
* =  and hhh ndTd 0ln/ln=η . The effective trajectory averaged magnetic drift 
frequency is 
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with 
( )[ ]λψ B sBBRd e 21v 0022 1 +Ω ∇⋅ −−=∇⋅ κζv
r
r
,    (28) 
where  
ψ
ψ
∇⋅
∇⋅∇
−=
κ
r
0ln1 Bs       (29) 
measures the departure from the vacuum limit 0=s , E
B
B
B µλ == ⊥
02
2
v
v
 is a pitch angle variable 
with B  being the value of 0B  at the outboard equatorial plane, and 0|| >≡ ∇⋅ θ
θτ
v
r
dd  is the 
incremental time along the particles trajectory. We note that the trajectory integrals are different 
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for passing and trapped particles, with the former running over one full poloidal pass, while the 
latter runs over one complete bounce.  
Ampere’s law, Eq. (18), and, quasi-neutrality Eq. (19), require the hot electron density 
and ψ∇  component of perturbed hot electron current, which we form by integrating the 
distribution function over velocity space to obtain 
∫
= v
rdfn hh 11  and ∫−= vrdfeJ h11 vψψ . Only 
the gyrophase independent part of 1g  contributes to hn1 , while only the gyrophase dependent 
part survives the integration in ψ1J . The full details of the preceding calculations are presented 
in Appendix B. 
From the form of 1f  it is clear that both hn1  and ψ1J  involve τd  integrals, which 
involve poloidal trajectory averages of Φ , ||A , and BQ . In Z-pinch geometry9 the interchange 
assumption removed poloidal variations. As a result, the perturbed number density and radial 
component of current were written as linear combinations of Φ  and BQ , while the parallel 
component of the Ampere’s law resulted in a homogeneous equation for ||A , allowing us to set it 
to zero. These simplifications permitted us to write quasineutrality and the radial component of 
Ampere’s law as a set of two linearly coupled equations. In dipole geometry, the poloidal 
variation of 0B  and κ
r
 cause quasineutrality and the ψ∇  component of Ampere’s law to become 
a set of two coupled integro-differential equations, which without approximations can only be 
solved numerically.  
To examine the possibility of a partially analytic solution we consider interchange modes, 
with 00 =∇⋅= ψψ ξB
r
Q , making ψξ  a flux function. Next, we examine ψ∇  and ζ∇  
components of Ohm’s law, Eq. (4),  
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ωξωψψ
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E
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We recall that from Eq. (11) lBR 02/~ ψζ ξξ , while from 0=⋅∇ A
r
 we have lAA /~ ψζ . As a 
result, in the preceding expression for ζ∇⋅1E
r
 we may neglect the ζA  term as small by 2/1 l , 
making 
l/ψωξ−=Φ       (30) 
 a flux function to the required order (and allowing us to take it outside the τd  integrals). We 
also note that  
lRA /~ ψψ ξ .       (31) 
For interchange modes Φ  is up-down symmetric, while ||A  is antisymmetric. As a result, 
for both the passing and trapped particles 0v |||| =∫ τdA  and 0v 1||01 =∫∝⋅ vBJ
r
rr
dgh . Consequently, 
we may ignore 01 BJ
rr
⋅h  and ||A  terms in Eqs. (18), (19), and (24). In addition, upon 
gyroaveraging, the BQ  term in Eq. (25) does not survive to enter ψ∇⋅h1J
r
 and the ζA  
component that does enter is small by 2/1 l  as shown in Appendix B. 
The last complication in Eqs. (24) and (25) is the trajectory averaged terms involving 
BQ . If we combine Eqs. (12), (17) and (18) to eliminate terms involving ∇⋅0B
r
 we get 
( ) ψωψψµ ξlenddpilQ hbhB W 0010 +++−= ∇⋅Jr .     (32)    
For ideal MHD interchange modes near marginality both ψξ  and W  are flux functions, so we 
see from Eq. (32) that in the absence of hot electrons, BQ  is also a flux function. Therefore, near 
marginality any variations of BQ  along the equilibrium magnetic field are caused by ψ∇  
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component of the hot electron current. In general ψ∇⋅h1J
r
 and, as a result, BQ , W , and ψξ  are 
not flux functions, causing the quasineutrality and ψ∇  component of Ampere’s law to be 
coupled integro-differential equations. There are several options to deal with the increased 
complexity. One is to solve the problem numerically, which is outside the scope of the present 
work and probably not the most insightful approach at this point in the development of hot 
electron models. The second option is to treat perturbed hot electron terms as small and introduce 
them perturbatively. However, from the Z-pinch geometry, we know that hot electron effects can 
enter on equal footing with the fluid background response and play an important role in stability 
analysis. The third option, and the one we will pursue here, is to simply assume that BQ , W , Φ , 
and ψ∇⋅h1J
r
 are flux functions to lowest order, which allows us to obtain a dispersion relation 
essentially the same as the one found for a Z-pinch9. This procedure allows us to recover all the 
results from the second option, but cannot otherwise be justified in any other rigorous fashion. 
However, when we consider the point dipole model in Sec. V, we will find that the behavior of 
I , H , F , and G  as a function of poloidal angle is similar to that of 20
−B  as required for this 
assumption.  
Replacing BQ , ψ∇⋅h1J
r
 and Φ  by 0||BBQB = , ψ∇⋅h1J
r
, and Φ , and taking 
them outside of poloidal trajectory averages in Eq. (24). To lowest significant order, we can then 
write the expressions for hn1  and ψ∇⋅h1J
r
 as 
HBQG BT
e
n
n
hh
h 2
00
1 −Φ +=       (33) 
and 






−−=
−
Φ∇⋅ IBQF BT
e
ilB h
hh 2
0220
10 βψµ J
r
,    (34) 
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where 2000 /2 Bp hh µβ =  and  
( ) ( ) ( )
( ) ( ) ( )
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,,1
2
2v
0*
22
3
00
22
0
2
2v
*
2
00
12
0
2
2v
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2
0
12
0
2
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//2
2
v
2
v
//
2
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

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


=
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=
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=
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−=
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−
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−
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
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−
−

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

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
−
∫∫
−
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

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
−
−
−
−
−
−
−
−
DhT
m
T
hMh
hhDhT
m
T
hMh
hh
DhT
m
T
hMh
hhDhT
m
T
hMh
h
dBBdf
T
m
BBn
Bf
T
m
BBn
B
dBBdf
T
m
Bn
Bf
n
dIdF
dHdG
ωω
ττωωλ
ωω
ωωλ
ωω
ττωωλ
ωω
ωω
vv
vv
rr
rr
 (35) 
The details of obtaining these expressions are provided in Appendix B. Notice, that in general, 
the expressions for G , H , F , and I  contain resonant particle effects due to the possible 
vanishing of the denominator. Here we consider only the intermediate frequency ordering, with 
the wave frequency much less than the magnetic frequency of the hot electrons, so that the ω  
dependence in the preceding equations only matters in determining the causal path of integration 
about the singularity. The vanishing of the denominator corresponds to the wave – hot electron 
drift resonance, which can occur when Dω  is small. This resonance is weak when only very low 
speed hot electrons interact with the wave (no drift reversal), and possible strong for 1>s  when 
drift reversal occurs so that many hot electrons with a specific pitch angle ( )sB Bcrit += 120λ  can 
resonate. 
 
IV. DISPERSION RELATION 
 
 In this section we obtain the dispersion relation by substituting the expressions for hn1  
and 201
−∇⋅ Bh ψJ
r
 given by Eqs. (33) and (34) into quasineuitrality and the ψ∇  component 
of Ampere’s law. To annihilate terms involving ∇⋅0B
r
 in Eqs. (18) and (19) we flux surface 
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average and then assume Φ=Φ , WW = , BB QQ = , and ψψ ∇⋅=∇⋅ hh 11 JJ
rr
 in 
undifferentiated terms, and continue to use 01|||| 0v BJ
rr
⋅==
∫ hdA τ . When we use Eq. (12) to 
eliminate W , the resulting two coupled equations are identical in form to those obtained for a 
Z-pinch9: 
( ) ( )
eb
ehdeb
T
e
p
Tn
hilbB dBBQ Φ
−−






−−+∇⋅−=+
0
00
21
2
02
12
0 1 γψβγ ω
ωβµ J
r
  (36) 
and  
( ) ( ) ( )






−−=






−−+++ −Φ dBQdb de
b
eh
e
deh
b
ehde
b
eh
p
Tn
BT
e
Vd
nd
p
Tn
p
Tn γγ
ω
ω
ω
ω
ω
ω
0
0
2
2
0
0
0
0
1 2
0ln
ln1 , (37) 
where we define 
Vd
pd bd ln
ln 0
−= , ψω d
Vd
e
lT
de
e ln
−= , 
b
eiie
p
Tnm
RBe
Tlb
0
0
22
0
2
2
= , 
and employ ( ) ψψψ dVd /ln/ 2 =∇∇⋅∇ . Combining the preceding two equations with Eqs. 
(33) and (34) to form the dispersion relation we obtain 
( ) ( )
( ) ( ) ( ) ( ) ,011
11
0
0
0
0
2
2
0
0
0
2
22
1
ln
ln
=






−−−






−−−+
+





 ++






−−





 +++
HdFd
IdGb
b
ehde
b
ehdeb
hdehde
h
e
b
eh
p
Tn
p
Tn
bVd
nd
T
T
p
Tn
γγ
βγγ
ω
ω
ω
ωβ
β
ω
ω
ω
ω
  (38) 
which is the same as the Z-pinch result9 with the exception of flux surface and trajectory 
averages due to geometrical effects.  
 Even though, the dispersion relation looks quadratic in ω , in general, the coefficients of 
the above dispersion relation are not necessarily real or independent of the wave frequency due 
to the hot electron drift resonance with the wave. As we noted in the previous section, there are 
two types of resonance. A weak resonance occurs when the wave interacts with a few slow 
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moving hot electrons. In this case, even though the imaginary parts of the coefficients in the 
above dispersion relation depend on the wave frequency, they are much smaller than the real 
parts. As a result, this type of resonance can be examined perturbatively, which is done later in 
the section. Another type of resonance happens when 1>s  and drift reversal is possible. In this 
case the wave interacts the hot electrons of particular pitch angles, the real and imaginary parts 
of the coefficients are comparable in size, and the interaction is strong and always unstable. In 
the remainder of this section we discuss stability assuming drift reversal does not occur. 
We will not consider the high frequency regime having dedh ωωω >>~ . We simply 
remark that in this limit the wave frequency dependencies of G , H , F , and I  terms can 
no longer be ignored. Consequently, the dispersion relation given by Eq. (38) is no longer a 
simple quadratic and its solution has to be found numerically. In this case, a new instability can 
occur which is often referred to as the hot electron interchange12. 
 In what follows we first consider the lowest order interchange modes in the absence of 
resonant hot electrons for hdh *~ ωωω <<  and then retain the hot electron drift resonance 
perturbatively. 
 
A. Lowest order non-resonant modes. 
 
To investigate the effects of hot electrons on stability for closed magnetic field lines, we 
first ignore any resonant effects and consider the electrostatic case. To do so we drop all the 
terms proportional to the background plasma, by assuming 1~hb ββ << . The dispersion relation 
then reduces to  
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( ) ( ) 011 lnln2 00022 =





−−++





 + dbI Vd
nd
p
Tn h
deb
eh
de
h γ
ω
ω
ω
ωβ
. (39) 
The overall multiplier in front is independent of the frequency, so stability requires 
( ) ( ) ( ) 041/ 2lnln200 0 ≥−++ dbpTn Vd ndbeh h γ , as in a Z-pinch9. The hot electrons enter only 
through charge uncovering effects (proportional to hn0 ) in this limit and these improve the well 
known dipole interchange stability condition3,5 of  γ<d . 
For the fully electromagnetic case, we continue to ignore the resonant effects of the hot 
electrons so that G , H , F , and I  are real and independent of wave frequency and the 
dispersion relation is quadratic. For the intermediate frequency ordering with 
dedh ωωω >>>>  it follows that dede
dh
e
h
T
T
ω
ω
ω
ω
>>= . It is expected that during LDX operation 
the hot electron beta will be much larger than the background beta so it is of interest to consider 
1~bh ββ >> , which coupled with the frequency ordering allows us to take he
de
b
eh
T
T
p
Tn
>>
ω
ω
~
0
0
. 
In this regime, the dispersion relation is given by Eq. (38) with the G  term ignored, and 
stability is determined by the sign of the discriminant. This limit will be investigated in more 
details for the point dipole equilibrium in Sec. V.  
For completeness we also examine the case of equal hot and background pressures with 
1~~ bh ββ . Recalling the frequency ordering, this limit requires ωωdehebeh T
T
p
Tn
<<~
0
0
. The 
dispersion relation then reduces to 
( )






++






++−
=
Ib
Idd
h
b
h
b
de 22
1
22
1
2
2
1
1
β
β
βγ
βγ
ω
ω
,    (40) 
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with stability determined by the signs of three terms on the right hand side. Section V will also 
investigate this limit in more detail for a point dipole, for which d>γ  always, so only sign 
changes in the numerator need to be considered. 
 
B. Resonant hot electron drift effects on stability. 
 
It is also of interest to examine how weak hot electron drift resonance effects change 
stability boundaries. We examine these effects by retaining the imaginary parts of G , H , 
F , and I . Since the imaginary parts of the hot electron coefficients are much smaller than 
the real ones, we may examine resonant effects perturbatively by writing 10 ωωω += , where 
10 ωω >>  is the zero order solution to Eq. (38) with real coefficients, and 1ω  is the small 
complex correction due to the hot drift resonance. Due to its small size, 1ω  cannot stabilize a 
zero order instability or significantly affect the stability boundary, so we only look at real 
solutions to the dispersion relation by considering real 0ω  and ignoring the real part of 1ω . 
Moreover, without drift reversal, a weak drift resonance for 0>l  is possible only for positive 
wave frequencies so we require 00 >ω . We need only consider 0>l  since reality requires 
*ω− , l−  be a solution if ω , l  is a solution.  
The full details of obtaining the expressions for imaginary parts of hot electrons 
coefficients are provided in Appendix C. Here we note that to the required order they can be 
written as  
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with ∆  defined by  
( ) ( ) 2/521 00023* hedebehde hh TTp Tni ωωω ηωπ −=∆ ,    (42) 
and the positive geometrical coefficients defined by 
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where ehdedh TT /ωω = . 
 The expression for the first order complex correction for the fully electromagnetic case is 
quite cumbersome. To understand the procedure of obtaining 1ω , we schematically represent the 
general zero order dispersion relation as 
002
2
0
=++ CBA
dede ω
ω
ω
ω
, 
with A , B  and C  are the real coefficients of corresponding powers of deωω /  in Eq. (38) and 
given by 
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where the contribution from the term involving G  is always small by at least he TT << . 
The general zero order stability boundary is described by the real solution of the 
preceding equation. The expression for the first order imaginary correction can be written as 
,
0
1 NK∆=
ω
ω
      (43) 
where  
( )( ) ( )
( ) ( )[ ] ( ){ } ,11
1211
13232
4
22
Λ+Λ+Λ−−Λ+−Λ+
Λ



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 +−−−−−=
HF
FHFHK
ακ
αακ
   (44) 
and  
( )
BA
I
de
hbN
02
2
1
2
11
ω
ω
ββγ
+
++
=       (45) 
with 
( )( )Id hbb ββγ
γβ
κ
2
1
2
112 ++
−
=  and ( )dp
Tn
bde
eh
−
= γω
ω
α
0
00
.    (46) 
The sign of the Eq. (43) determines if plasma is weakly unstable. In our Z-pinch investigation, 
we have extensively evaluated all possible cases and requirements for this weak resonant 
instability. Here we will focus on three cases: electrostatic background, electromagnetic with 
1~~ bh ββ , and the high hβ  electromagnetic case 1~bh ββ >>  for the point dipole 
equilibrium.  
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For the electrostatic background case 1~hb ββ << , 0≈κ , and in the absence of drift 
reversal 0>K , with 0ω  the solution of the simplified zero order dispersion relation given by 
Eq. (39). Equation (39) is a quadratic with real coefficients, and for the resonant modes to be of 
interest it must have two real stable roots. If γ>d , then both roots are positive if 
1ln/ln 0 −<Vdnd h , in which case the resonance is always unstable. Both roots are negative if 
1ln/ln 0 −>Vdnd h , in which case there is no resonance and the plasma is stable. Therefore, if 
γ>d  we also require 1ln/ln 0 −>Vdnd h  to be completely stable due to charge uncovering 
effects. If γ<d , then there is always one positive root, which permits a resonance, and the 
stability of the region depends only on the signs of ∆  and the numerator of N . For γ<d  case 
stability requires   
( )( ) 01 lnln23lnln21 0 ≤−+ ψψβ d Tdd ndh hhI ,    (47) 
where the sign of I  depends on sign of ψln/ln 0 dpd h  and the details of the dipole magnetic 
field. For the point dipole considered in the next section, the sign of I  depends only on sign of 
ψln/ln 0 dpd h  and the plasma beta. 
If we consider the electromagnetic case, with 1~~ bh ββ , then the α  or charge 
uncovering terms become negligible, N  reduces to 0/1 >= bN , all jΛ  terms are positive 
without the drift reversal, and the expression for K  becomes 
( ) ( ) ( )
4
2
32
4
32
41
2
241324
2
Λ
Λ+Λ
Λ
Λ+Λ
−Λ+−Λ=Λ+Λ+Λ−Λ= κκκK .   
In this limit, stability depends on the sign of K∆ . If 
ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤ , 
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then a sufficient condition for stability is ( ) 42321 4/ ΛΛ+Λ≥Λ . 
 If we allow bh ββ ~1>> , then 1~α  and the general result of Eq. (43) must be 
considered. A sufficient condition for stability can then be seen to be d>γ , 
( ) 01 2121 >++ Ihb ββγ , 1<F , 1<H , and ψψ dTddnd hh ln/lnln/ln 230 ≤ . However, 
more detailed results require a specific dipole equilibrium. In the next section we consider this 
high hβ  case further, as well as the situations already discussed, for the point dipole 
equilibrium13.  Their point dipole model allows us to simplify the computational aspect of our 
analysis, while retaining enough features of the general dipole geometry to be of interest to LDX.  
 
V. POINT DIPOLE APPLICATION. 
 
In the previous section we derived and discussed the dispersion relation for interchange 
stability in general dipole geometry. Unlike the Z-Pinch, the dipole dispersion relation involves 
flux surface averages of various geometrical quantities, making it difficult to usefully discuss 
stability without numerical work and a specific dipole equilibrium. To obtain semi-analytical 
results we adopt the point dipole equilibrium found by writing the poloidal magnetic flux in the 
separable form given by  
( ) ( )( )a
r
r
uhur 00, ψψ = ,      (48) 
where θcos=u  and θsinrR = , with r  and θ  spherical coordinates and θ  measured from the 
axis of symmetry13. Here, 0ψ  and 0r  are normalization constants and a  is a parameter between 
zero and one to be determined. The spatial behavior of ψ  is governed by Grad-Shafranov 
equation, which for the choice of Eq. (48) and  
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( ) ( ) app /4200 / += ψψψ      (49) 
 can be rewritten as an ordinary differential equation for ( )uh  :  
( )( ) ( ) auaaduhd haah /411 1 222
2 +
−
+ +−−= β ,    (50) 
where 2
0
2
4
0002
ψ
µβ
a
rp
= , with 0p  being a normalization constant. Solving the preceding equation for 
( )uh  determines the eigenvalue ( )βaa = , with 1→a  for 0→β  and 0→a  for ∞→β . For 
this model the local beta, defined in Sec. II, is only a function of poloidal angle and is given by 
( )





 +≡
−
2
2
1
2ln/42
0 /
u
a
du
hdahaββ . 
Using this separable form we can express the spatial dependence of all required quantities 
in terms of ψ , ( )uh , and its derivatives, and evaluate all of the flux surface and trajectory 
averages.  
We begin by addressing the issue of drift reversal in point dipole geometry, which 
requires the evaluation of Dω . Figures 1 present graphs of ( )2v/2 mlThd ζv ∇⋅− r , which when 
trajectory averaged becomes Dω , given by Eq. (27). We plot this expression as a function of u  
for different values of β  and λ . From the graphs we can see that the integrand can become 
negative. However, even at large β , the particles do not spend enough time in the regions with 
reversed magnetic drift to make Dω , the effective trajectory averaged drift, negative. As a result, 
drift reversal is not possible in point dipole geometry. 
 We next proceed to the evaluation of the hot electron coefficients I , F , and H , as well 
as their trajectory averages entering in the dispersion relation. Figures 2 illustrate the 
dependencies of I , F , and H  on u  for different values of β , where I  is normalized to 
 26 
ψln/ln 0 dpd h , while F  and H  are normalized to ψln/ln 0 dnd h . As we can see from the 
plots, all three normalized coefficients are positive at all possible u , so their flux surface 
averages will also be positive, as confirmed in Fig. 3, where we plot I , F , and H  as a 
function of β . We take 1ln/ln 0 =ψdnd h  and 0=hη , so that I , F , and H  are 
normalized to ψln/ln 0 dpd h  and ψln/ln 0 dnd h , respectively. As we can see from the plot, 
the normalized flux surface average of I  is positive, and both normalized F  and H  are also 
positive as well as less than unity. It is also obvious from Fig. 3 that FH ≈ , and therefore the 
expression for K , which describes the resonant particle effects, can be approximately written as  
( )[ ] ( ){ } ( )
4
2
32
41
2
4324 2/11 Λ
Λ+Λ
−Λ+ΛΛ+Λ+−−Λ≈ HK ακ . 
As a result, only if ( ) 42321 4/ ΛΛ+Λ−Λ  becomes negative, can K  change sign, an observation 
we will return to, when the resonant effects of hot electrons are addressed later in the section.  
 Next, we turn our attention to analyzing the lowest order stability condition, which 
ignores the resonant particle effects and for the general case is described by the dispersion 
relation of Eq. (38). It is convenient to illustrate this analysis with plots of d  as a function of β . 
To do so, we use the expression that relates the total pressure gradient to the hot and the 
background pressure gradients, namely  
ψβ
β
ψβ
β
ψ ln
ln
ln
ln4
ln
ln 0
0
0
0
2 d
pd
d
pd
ad
pd bbhh +=+= ,   (51) 
where for this point dipole model the total pressure is given by Eq. (49). Notice that if we assume 
equal background and hot electron pressure profiles and use ( )adVd /31ln/ln +−=ψ , we find 
that lowest order stability is always satisfied since ( ) ( ) 3/53/42 =<++= γaad . 
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For the electrostatic case with 1~hb ββ << , Eq. (51) reduces to 
ψln/ln/42 0 dpda h≈+ , which when substituted in the dispersion relation given by Eq. (39) 
yields   
( ) ( ) 011 1 13422 0022 =





−−−+
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
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
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+ dbI
hdeb
eh
de
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a
a
p
Tn γηω
ω
ω
ωβ
, 
where we used ( )adVd /31ln/ln +−=ψ  and ( ) ( )hhh dpddnd ηψψ += 1/ln/lnln/ln 00 . The 
stability boundary is described by ( )200
2
1
1
3
42
/4
1
ehb
ha
a
Tnpb
d






−
++
+
+≤ ηγ  and can be graphically represented as 
in Fig. 4, where the 1=hη  and γ=d  curves overlap. As we can see from the graph, the charge 
uncovering effects due to hot electrons are stabilizing, and allow achieving stability with d  
above γ  when hη  is kept negative.  
 Next, we consider fully electromagnetic case with 1~bh ββ >> , so that the total plasma 
pressure remains mostly contained in the hot electrons. It follows from Eq. (51) that 
1ln/ln 0 ≈hpdpd , and as a result the expression for I , which is dependent on ψln/ln 0 dpd h  
is positive. In addition the expressions for Ihb ββγ 21211 ++  and the coefficient A given 
before Eq. (43), with ( )( ) ( )2111 HFH −≈−− are positive. The dispersion relation for this 
case is given by Eq. (38) without the small G  term. The stability boundary is illustrated in 
Figs. 5 where d  is plotted as a function of β  for different values to hη , and where the γ=d  
curve overlaps with the top solid curve with the exception of the 8.0−=hη  case. As can be seen 
from the graphs, stability is improved in the vicinity of 1−=hη , but otherwise is rather 
insensitive to changes in hη . The ( )200 / ehb Tnpb  parameter does not affect the stability 
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boundary significantly. When increased (decreased), it slightly shifts the two curves together 
(apart), thereby decreasing (increasing) the stability region. The graphs in Figs. 5 are only valid 
for 1~bh βββ >>≈ , that is above about 5=β . For lower β , the stability condition is given by 
Fig. 4 if 1~hb ββ <<  or will be discussed shortly for 1~~ bh ββ .  
 It is also of some interest to take the hot and background pressure gradients as equal, so 
that Eq. (51) reduces to ψψ ln/lnln/ln/42 00 dpddpda bh ==+ . For this special case γ<d  
and therefore A  and C  as given before Eq. (43), are positive and negative, respectively. 
Consequently, the plasma is always stable in the absence of resonant particles effects. 
For the case of 1~~ bh ββ  the dispersion relation is given by Eq. (40) and the total 
plasma pressure is split between the background and hot particles. If, for example, 
2/0βββ == hb , then Eq. (51) reduces to ( ) ψψ ln/lnln/ln/214 00 dpddpda bh +=+ , 
and it follows that 
( ) ( )d
aad
pd h 32
ln
ln 1140 +−+=ψ . 
From Eq. (40), the stability boundary is determined by the signs of three expressions: d−γ , the 
numerator Id hb 22
11 ββ ++ , and the denominator Ihb 2211
ββγ ++ , that are shown in 
Fig. 6. Unlike the previous two cases the stability boundaries are independent of hη . As we can 
see from the graph, γ<d  is expected to be the only experimentally accessible stability region, 
since the second stability region does not cover 1<β , depends sensitively on bh ββ /  and 
does not exist in the absence of hot electrons.  
Next we consider the resonant hot electron effects that determine what we refer to as the 
first order stability boundary. We note that these effects are weak, and therefore cannot stabilize 
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the lowest order instability, but can potentially destabilize the zero order stable regions. Recall 
that resonant particle stability is determined by the sign of 1ω  , which is given by Eq. (43), and 
depends on the signs of 0ω , ∆ , N , and K . Since the expression for 0ω  is quadratic with real 
coefficients, in the stable regions it will have two real roots. Only positive roots can lead to a hot 
electron resonance with the wave, since otherwise the denominator in the expressions I , F , 
and H , as given in Eq. (35), will not vanish. Consequently, stable regions with two negative 
real roots will remain stable due to the absence of resonance. Moreover, the lowest order stable 
regions with two positive roots will always become weakly unstable, regardless of the signs of 
∆  or K . This behavior occurs because of the denominator of N , which can be written as 
ACBBA dede 4222 00 −±=+ ω
ω
ω
ω
. As both signs are present there will always be one unstable root.  
In the lowest order stable regions with one positive and one negative root, only the positive root 
can lead to a resonant instability, and the condition for it will then be determined by the signs of 
N , ∆ , and K . We will first concentrate on the sign of the latter.  
As we have discussed earlier in this section, the sign of K  depends on the sign of 
( ) 42321 4/ ΛΛ+Λ−Λ . So we present the graph of ( ) 42321 4/ ΛΛ+Λ−Λ  as a function of β  in 
Fig. 7. The graph shows that this expression and, as a consequence, the expression for K , are 
always positive. So the condition for weak resonant stability in the regions of interest depends 
only on the signs of ∆  and the numerator of N , which are considered next for the three different 
cases of beta orderings. 
For the electrostatic background case of 1~hb ββ << , first order or resonant particle 
stability requires  
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( )
( )( ) 113
22
ln
ln 0
−>−=
++
+
h
h
a
a
Vd
nd
η  
if γ>d , as discussed in the previous section. This is the condition for the lowest order stable 
region to have two negative real roots and it is satisfied when 1−<hη  or 
( ) ( ) 3/13/1 >++> aahη . If γ<d , then the lowest order stable region has only one real positive 
root, and the first order stability is given by Eq. (47). For this beta ordering ( ) 01 21 >+ Ihβ , so 
the plasma will be stable to a hot electron resonant instability if 
ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤ . This condition can also be written as 
( )( ) ( ) 01/1ln/ln 230 ≤+− hhh dpd ηηψ  and is satisfied when 1−<hη  or 3/2>hη . Thus, Fig. 4 
suggests that to avoid hot electron resonance destabilization we need to avoid operation with 
3/21 <≤− hη . 
For electromagnetic case of 1~~ hb ββ , the zero order stability boundary is independent 
of hη , and stable regions always have one positive and one negative root. Therefore, as 
discussed in the previous section, the resonant particle stability depends only on the sign of ∆  
and requires ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤ , which as before is satisfied when 1−<hη  or 
3/2>hη . So as in the electrostatics case, the regions of operation with 3/21 <≤− hη  should be 
avoided.  
For the electromagnetic case of 1~bh ββ >> , we recall that the coefficient A , given 
before Eq. (43) is always positive, and the plasma will be resonant stable in the regions with 
0>C  and 0>B , where it has two real negative roots. When 0<C  there is only one positive 
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root, and the sign of ∆  determines the stability, so ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤  is required 
for stability. 
In this high hβ  case, unless 1−→hη , the lowest order stability boundary very closely 
coincides with the 0=C  curves. As a result, except for this special case, resonant electron 
stability requires ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤ . 
For the special case of 1−→hη , the stability condition is presented in Fig. 8, where the 
signs of B  and C  are plotted as a function of β , and we also remind readers of the lowest order 
stability boundaries, which are shown in faint grey. In this graph, the two solid lines bound the 
region with 0<C , where the plasma is resonantly stable if ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤ . 
The region above the top solid line, but below the faint grey line has 0>C  and 0>B , and is 
always stable since the two lowest order roots are negative. The region below the bottom solid 
line and above the faint grey line has 0>C  and 0<B , and is always resonantly unstable since it 
has two positive roots.  
 We conclude this section by stressing, that keeping γ<d  and 
ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤  is the best means of keeping the plasma stable. In special cases, 
these conditions can be relaxed, but more profile control is required. 
 
VI. CONCLUSIONS 
 
We have investigated the effects of hot electrons on the interchange stability of a plasma 
confined by a dipole magnetic field and have obtained the general dispersion relation for 
arbitrary beta. The analysis of the stability boundary is dependent on the particular details of 
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magnetic field, as well as the background and hot electron pressure, temperature and number 
density profiles. As a particular illustration of the preceding theoretical development, the 
dispersion relation is analyzed in detail for a point dipole equilibrium.  
Our analysis indicates that it is impossible to have magnetic drift reversal in the point 
dipole, but it might become a concern in more general dipole geometry, in which case a strong 
instability would occur. 
If resonant hot electron effects are neglected, we find that the general, experimentally 
achievable interchange stability condition normally remains close to γ<d . In a point dipole we 
demonstrate that this condition can be improved and d  can be allowed to exceed γ  either in the 
case of an electrostatic background by keeping hη  negative, or in the electromagnetic case with 
bh ββ >>  by keeping hη  close to negative unity.  
Hot electron drift resonant effects result in small corrections to the mode frequency that 
can create weak instabilities in the stable regions. Usually this weak instability can be avoided by 
satisfying the condition ψψ ln/lnln/ln 2
3
0 dTddnd hh ≤ . 
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APPENDIX A: EVALUATION OF PERTURBED HOT ELECTRON 
DISTRIBUTION FUNCTION. 
 
 This appendix presents the detailed evaluation of the first order correction to the 
perturbed hot electron distribution function. We assume that the hot electrons satisfy the Vlasov 
equation and linearize the hot electron distribution function about its equilibrium by taking 
K++= hhh fff 10  with ( )Eff hh ,*00 ψ=  satisfying Eq. (21) and hf1  satisfying Eq. (22). We 
follow the standard gyro-kinetic procedure10,11 by removing the adiabatic response by 
introducing E
f
m
e
h
hfg ∂
∂Φ+= 011  so that  
( ) ( ) htmeEfmedtddtdgdtdf fhh 0v1011 ∇⋅×−+Φ∇−=−= ∂∂∂∂Φ BvA rrr ,  (A1) 
where v0// ∇⋅×Ω−∇⋅+∂∂= Bvv
r
rr
etdtd  is unperturbed Vlasov operator. Rewriting the above 
kinetic equation for 1g  yields  
( ) ( )
( ) ( ) ,ˆ 1
0v1
*
00
01
Bvζv
Bv
AA
A
r
rr
r
r
rr
r
×−+Φ∇⋅+⋅−=
=∇⋅×−+Φ∇−=
∂
∂
∂
∂
∂
∂
∂
Φ∂
∂
∂
∂
∂Φ
∂
∂
t
f
ttE
f
m
e
htm
e
m
e
dt
d
E
f
dt
dg
R
f
hh
h
ψ
   (A2) 
where ( ) 00 =∂∂ Efdtd h .  
We denote the gyrophase independent and dependent portions of 111 ~ggg +=  with a bar 
and tilde, respectively. Next, we obtain the two equations for both parts of 1g . The equation for 
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1g  is obtained by gyroaveraging Eq. (A2) using 2/v2=E , 02 2/v B⊥=µ , and φ  gyrophase on 
the left side. Recalling that 1~g  is gyrophase periodic yields 
( ) ( )1||||11|| ˆ~
*
001 Bvζvvv AA
r
rrrr
rr
×−+Φ∇⋅+⋅−=∇⋅+∇⋅+ ∂
∂
∂
∂
∂
∂
∂
Φ∂
∂
∂
⊥∂
∂
t
f
ttE
f
m
e
t
g Rgg hh ψφ , (A3) 
with the gyrophase average defined by 
∫
= φ
πφ dKK 2
1
. The equation for the gyrophase 
dependent part, 1~g , is obtained by subtracting the preceding equation from Eq. (A2) to find 
( )ζBvvvv A ˆ~~ 1~1111~
*
0011 ×+⋅−=Ω+∇⋅−∇⋅+∇⋅+ ∂
∂
∂
∂
∂
∂
⊥∂
∂
−
⊥⊥∂
∂ rrrrr r
ψφφ
hh f
tE
f
m
eg
et
g Rggg .     (A4) 
 Using the orderings given by Eq. (20) we can expand K++= 11011 ggg  and solve these 
two equations order by order. As a result, 01g  is gyrophase independent, since to lowest order Eq. 
(A4) gives 
0ˆ
0
1
~0
1v =Ω=∇⋅×Ω− ∂
∂
φ
g
ee gbv
r
.   (A5) 
In addition, Eq. (A3) to lowest order requires 001|| =∇⋅ gv
r
, making 01g  also a flux function to 
lowest order. 
The solution of Eq. (A4) to next order gives us the equation for the first order gyrophase 
dependent part 11~g , which we write as 
Dvbv bA
r
rr
r
⋅×≡





 ∇−+∇⋅×Ω−= ⊥Ω∂
∂
∂
∂
∂
∂
⊥
−
e
hh f
B
B
tE
f
m
e
e gg
ˆ0
1
11
1
*
0
0
||0ˆ~ ψψ .  (A6) 
With the help of the preceding equation we can calculate 01g  from the next order version of Eq. 
(A3) by gyroaveraging and observing that 
( ) DDvvDvDvvv bbb rrrrrrrrrr ×∇⋅+⋅=⋅×∇⋅+⋅×∇⋅=∇⋅ Ω⊥Ω⊥Ω⊥⊥ ⊥ eee dg ˆ2vˆˆ11 2~ φφφ ,  
with the magnetic drift velocity given by 
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





+∇⋅∇−= ⊥Ω
∇
κv
r
r 2||02
v
vln
2
0
BBd e ψ
ζ
. 
Note that neither the curvature nor 0B∇  have a ζ∇  component.  
Multiplying Eq. (A3) by ||0 v/B  and integrating over one complete poloidal circuit for the 
passing and one full poloidal bounce for the trapped particles to annihilate 11|| g∇⋅v
r
 we then 
obtain Eq. (24). 
 
APPENDIX B: EVALUATION OF PERTURBED HOT ELECTRON 
NUMBER DENSITY AND RADIAL COMPONENT OF CURRENT. 
 
In this appendix we evaluate the perturbed hot electron number density 
∫
= v
rdfn hh 11  and 
ψ∇  component of the current, 
∫
−= v
rdfeJ h11 vψψ , where hf1  is given by Eqs. (23)-(25). It is 
clear that only the gyrophase independent part of 1g   contributes to hn1 , while only the 
gyrophase dependent part survives the integration in ψ1J . Thus, the perturbed number density is 
given by 
( ) ( ) ( )
∫
+
∫
−=






−
∫∫
−



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−
−ΦΦ
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hMh
h
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T
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T
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T
e
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e
h ddnn
ωω
ττωωλ
ωω
ωω
2
2v
0*2
2
2v
*
//
2
v
01 vv
rr
 
where 0v |||| =∫ τdA  since for an interchange mode ||A  is up-down asymmetric.  
The expression for 
∫
−= v
rdgeJ 11 ~vψψ  may be rewritten as 
( ) ( )
∫
−=
∫
+∇⋅∇−= ⊥⊥ vvA
rr
r
dAfgdfgJ MhTeRlBimMhTieBmR hh ζ
ωω
ψ ζ 1221221 vv 00 . 
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Before proceeding further we use the estimates hMh Tefg /~1 Φ  and lAA /~ ψζ  to compare the 
size of the terms in ψ1J . Recalling Eqs. (30) and (31), we see that   
1/1~~ 2/
/
21
<<
Φ
l
l
RA
Rgl
TeAf hMh ψζ ωω
. 
Hence, for high mode number l  we can ignore the ζA  term compared with the 1g  contribution. 
Therefore, the expression for ψ1J  reduces to 
( ) ( ) ( )
∫
+
∫
−=






−
∫∫
−



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−Φ
DhT
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e ddJ
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ωω
ωωλ
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0*
422
2
2v
*
2 //v
4
v
21 vv
rr
. 
 If we also treat BQ  as a flux function to lowest order, then it can be taken outside of the 
τd  integrals in the expressions for hn1  and ψ1J  to obtain Eqs. (33) and (34), respectively. 
 
APPENDIX C: EVALUATION OF IMAGINARY PARTS OF G, H, F, AND I 
TERMS. 
 
 This appendix presents the details of obtaining the weak hot electron drift resonance 
terms for the intermediate frequency regime with dedh ωωω >>>> . Accounting for both 
signs of ||v  gives ( )∫ ∫ ∫ −⇒∫ ∞0/
0 0
2
0
00
2 /12//vv
BB
BBBBdddd
π
λλφvr . We can then rewrite the full 
expressions for G , H , F , and I  given by Eq. (35) at the end of Sec. III. By evaluating the φ  
integral and defining hTmt 2/v=  we obtain 
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  (C1) 
To get the non-resonant, real parts of the expressions for G , H , F  for 
hdh *~ωωω << , we simply neglect all ω  dependence in the t  integrals. Then we only need to 
evaluate the lowest order resonant contributions in the following expressions: 
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To calculate the small imaginary corrections due to the weak resonance, we consider the 
speed integrals first and note from (C1) that they are all of the form of 
( ) ( ) ( )
∫
+=
∫
∞
+−
∞
− 0 /
1
/
1
/20
2
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2
2
-
tAtAAA
etf
At
dtetf tt dt
ωωωω
, with f  being only a function of t . The imaginary 
part of the preceding integral is given by ( )
AA
Afei
/2
//A-
ω
ωωπ−  from the calculus of residues. For the 
intermediate frequency ordering 1/ <<Aω , so that we can approximate the exponential by 
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unity and only keep the largest contribution to ( )Af /ω . As a result, for hdh *~ωωω << , the 
weak hot electron drift resonance terms to lowest order can be written as 
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Once the above expressions are flux surface averaged, they reduce to the ones given in Eq. (41) 
upon using ehdedh TT /ωω = . 
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FIGURE CAPTIONS 
 
Figs. 1 (a)-(c). Expression  –vd..∇ζ(2lTh/mv2) as a function of u for different values of β and λ. 
The bold solid line is λ=0.1, the thin solid line is λ=0.9, and the dotted is λ=0.5.  
 
 
 
 
Figs. 2 (a)-(c). Normalized hot electron coefficients I, F, and H as a function of u for different 
values of β. The bold solid curve is the coefficient I, normalized to dlnpoh/dlnψ, while the dotted 
curve is the coefficient F and the thin solid curve is the coefficient H , both normalized to 
dlnnoh/dlnψ. 
 
 
Figs. 3. Flux surface averages of normalized hot electron coefficients I, F, and H as a function of 
β with dlnnoh/dlnψ=1 and ηh=0 for normalization. The bold solid line is ‹I›, the dotted line is ‹F›, 
and the thin solid line is ‹H›. 
 
 
 
 
Figs. 4. Stability regions for different values of ηh with b(p0b/n0hTe)2=1. The bold solid curve is 
ηh =1, which coincides with the thin solid line d=γ. The dash-dotted line is ηh =-3 and the dotted 
line is ηh =3. 
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Figs. 5 (a)-(d). Stability regions for different values of ηh with βb =1 and b(p0b/n0hTe)2=1. The 
thin solid line is d=γ. In figures (a), (b), and (d) it overlaps with the top solid curve. 
 
 
 
 
Figs. 6. Stability regions for ‹βb›=‹βh›=‹β0›/2. The bold solid curve is d=γ, the dash-dotted line is 
1+d‹βb›/2+‹I›‹βh›/2=0, the dotted line is 1+γ‹βb›/2+‹I›‹βh›/2=0. 
 
 
Fig. 7 Graph of Λ1-(Λ2+Λ3)2/(4Λ4) vs. β. 
 
 
 
 
Figs. 8. Stability regions for ηh  >-1 with βb =1 and b(p0b/n0hTe)2=1. The dotted line is B=0, two 
bold solid lines are C=0 and thin solid lines are the lowest order boundaries as shown in Figs. 2.  
 
 
 
