Chance-constrained optimization problems optimize a cost function in the presence of probabilistic constraints. They are convex in very special cases and, in practice, they are solved using approximation techniques. In this paper, we study approximation of chance constraints for the class of probability distributions that satisfy a concentration of measure property. We show that using concentration of measure, we can transform chance constraints to constraints on expectations, which can then be solved based on scenario optimization. Our approach depends solely on the concentration of measure property of the uncertainty and does not require the objective or constraint functions to be convex. We also give bounds on the required number of scenarios for achieving a certain confidence. We demonstrate our approach on a non-convex chanced-constrained optimization, and benchmark our technique against alternative approaches in the literature on chance-constrained LQG problem.
INTRODUCTION
Chance-constrained programming (CCP) (Prékopa (1995) ) is an important technique to optimize a cost function in the presence of random parameters. It arises in many problems in engineering and finance, where a full description of the system and the effect of all factors may not be available. For example, in controller synthesis problems it is desirable to pick the "best" control input among the set of possible valid inputs in the presence of disturbances for which we may only have a stochastic model. This problem is cast as an optimization question which minimizes an objective function modeling the system performance, while ensuring that the system constraints are met "as much as possible." That is, while constraints may be violated under rare, unexpected, events, by modeling or approximating the distribution of the random parameter, it makes sense to call decisions feasible (in a stochastic sense) whenever they are feasible with high probability. CCP is in contrast to the robust approach, which bounds the worst-case range of disturbances, and which can consequently be extremely conservative.
Unfortunately, chance-constrained optimization problems have feasible domains which are in general non-convex. Thus, other than a few restricted cases, numerical methods must be employed for obtaining a solution. A widely used numerical method is randomized optimization (Campi and Garatti (2008) ; Calafiore (2010) ). In this approach, one constructs a scenario program (SP) by taking samples from the uncertain variables and requires that the (chance) constraints hold for all observed values of samples. If the objective and constraint functions are convex, the required number of samples can be selected to guarantee that with certain confidence the solution of SP is feasible for the original CCP. The main advantage of convex SP is that no knowledge of properties of uncertainty is required but the guarantee holds under the special condition that objective and constraint functions are convex with respect to the decision variables. Moreover, increasing number of samples reduces in general the chance of getting a feasible SP and decreases the (sub)optimal performance. In recent work, Grammatico et al. (2016) address random non-convex programs by solving multiple SPs with different convex objective functions, but they restrict the constraint function to be separable non-convex.
In this paper, we show that if the uncertainty distribution satisfies a concentration of measure property, then one can significantly generalize the scenario-based approach. Concentration of measure phenomenon roughly states that, if a set in a probability space has measure at least one half, "most" of the points in the probability space are "close" to the set, and if a function on the probability space is regular enough, the chance that this function deviates too much from its expectation (or median) is very small.
In particular, given a CCP, we construct a SP which takes samples from the uncertain parameters, but, instead of forcing the constraint to hold for all individual samples, requires that the constraint is satisfied in average for the samples with a predefined margin from its boundary. With an appropriate choice for the margin, which depends on the concentration of measure property, we can relate the feasible solutions of the original CCP with that of the SP. Our approach does not assume convexity of the objective or constraint functions, but only Lipschitz continuity of the constraint function w.r.t. the uncertainty parameter, which is a reasonable assumption and less restrictive. Thus, we show that concentration of measure can be used to significantly expand the scope of randomized optimization.
Concentration of measure is a powerful property of distributions, and has been used in many problems in combinatorics (Alon and Spencer (2016) ), the analysis of randomized algorithms (Barvinok (1997) ), and for discrete optimization (Dubhashi and Panconesi (2009) ). They in-clude "classical" Chernoff bounds for sums of independent Bernoulli variables and Gaussian concentration inequalities, to more advanced Poincaré, log-Sobolev, and Talagrand inequalities. In the general form, the inequalities take the form
bounding probability of f deviating from its expected value. While classical results show the existence of such constants c and c , for practical applications, we are also interested in optimizing the constants: the smaller c and larger c , the less conservative solution obtained from SP. Thus, we have revisited proofs of concentration of measure (Ledoux (1999) ) with an attempt to improve the constants.
The rest of this paper is organized as follows. In Section 2 we define chance-constrained programs and the concentration of measure property for the uncertainty. In Section 3 we discuss the construction of a scenario program and the selection of the number of scenarios, and connect these to the original CCP through concentration of measure. Section 4 gives an overview of the concentration phenomenon together with improved bounds. We use a non-convex CCP as a running example and in Section 5 we compare our approach with alternative techniques from literature on an LQG problem.
PRELIMINARIES: CCP
Consider a random variable δ ∈ Ω ⊆ R p defined on a probability space (Ω, F, P). With respect to this random variable, we define the Chance-Constrained Program
where x ∈ X is the decision variable belonging to the compact admissible set X ⊂ R n , J : R n → R is a lower semi-continuous cost function, g : R n × R p → R is the constraint function, and ∈ (0, 1) is constraintviolation tolerance. We assume that for any fixedx ∈ X , the mapping δ → g(x, δ) is measurable and for any fixed δ ∈ Ω, the mapping x → g(x,δ) is lower semi-continuous. Theorem 1. The CCP (1) is well-defined and attains a solution if it is feasible.
Proof of Theorem 1 relies on reverse Fatou's lemma (Royden (1988) ) and is omitted here due to space limitation. Note that here we do not put any assumption on the convexity of the function g(·, δ) or on the cost function J(·), which is a common practice in the scenario approach for optimization (cf. Campi and Garatti (2011) ; Grammatico et al. (2016) ).
In this paper, we make the following assumption on the probability space (Ω, F, P). Assumption 2. (Concentration of Measure). Probability space (Ω, F, P) satisfies the inequality
, ∀t ≥ 0, (2) for any function f : Ω → R that belongs to a class of functions C such that g(x, ·) ∈ C for any x ∈ X , and where h : R ≥0 → [0, 1] is a monotonically decreasing function.
We use Assumption 2 in the next section to construct a scenario program for finding a (possibly sub-optimal) solution of CCP (1). We discuss in Section 4 how this assumption holds for many well-known distributions. Note that monotonicity of h(·) is not restrictive since we can always replace h(·) with another monotonically decreasing functionh(·). Inequality (2) is still valid withh(·) if h(·) ≥ h(·).
The following non-convex CCP is used for demonstrating our approach. Example 3. Consider uniformly distributed random variable δ ∼ U [0, 1] and the following CCP
Since any (x 1 , x 2 ) ∈ R 2 with x 2 ≥ 1 is feasible and with
The exact optimal value of CCP (3) will be 1 − which is obtained at x = (0, 1 − ) or x = (1, 1 − ).
FROM CCP TO SP
We define the following Expected-Constrained Program (ECP) that is tightly connected to CCP (1) under Assumption (2), for each choice of the parameter β ≥ 0:
Proposition 4. The feasible domain of CCP (1) includes the feasible domain of Expected-Constrained Program (4) for all values of β ≥ 0.
The expectation operator in (4) still prevents us to efficiently compute a solution. Therefore, we define the following Scenario Program (SP) that replaces the expectation with its empirical mean, SP(γ) :
where δ i , i = 1, 2, . . . , N , each defined on the probability space (Ω, F, P), are independent and γ > 0 is a positive parameter.
We make the following assumption to formally connect the two optimizations (4) and (5).
This assumption already holds if g(x, δ) is bounded. Theorem 6. Under Assumption 5, any feasible solution of ECP(β) in (4) is a feasible solution of SP(γ) in (5) with probability
for any β > γ ≥ 0 and any number of samples N . Corollary 7. Under Assumption 5, if ECP(β) in (4) is feasible, then SP(γ) in (5) is also feasible with confidence 1 − α ∈ (0, 1) when β > γ ≥ 0 and number of samples N satisfy the
The above theorem relates feasibility of ECP (4) to that of SP (5). In practice it is desirable to have confidence on the solution of SP (5) being a (possibly sub-optimal) solution for CCP (1). In order to provide such a confidence, we require one of the following technical assumptions. Assumption 8. ECP(β 0 ) (4) is feasible for some β 0 > 0. Assumption 9. SP (5) is feasible for any N ∈ N and any choice of samples δ i ∈ Ω.
In case of Assumption 8 we get a lower bound on probability of having a feasible SP (5) according to Theorem 6. In case of Assumption 9, SP (5) always has an optimal value since X is compact, and its optimal value can in principle be written as a function of samples δ i ∈ Ω. Note that these assumptions are less restrictive than the one posed in (Campi and Garatti (2008) ) as we do not require non-empty interior for feasible domain of SP (5). Proposition 10. Under Assumptions 5 and 8, if SP(γ) in (5) is feasible for samples δ i , then ECP(0) in (4) is also feasible with confidence 1 − α, where number of samples N satisfies
Moreover, having concentration inequality (2), CCP (1) will be also feasible with confidence 1 − α. Remark 11. This theorem can give a tradeoff between optimality and number of samples for achieving a confidence. We solve SP(γ) with γ = β 0 /2 and the associated number of samples in (6). If the optimal solution happens to be at the boundaries of optimization constraint, we can improve the solution at the cost of larger computational effort by reducing γ and increasing number of samples. Proposition 12. Under Assumptions 5 and 9, any solution of SP(γ) in (5) is a feasible solution of ECP (0) in (4) 
, for all t ≥ 0 and x ∈ R 2 . This enables us to have the same results for uniform distribution with h(t) = max{1−2t, 0}.
The feasible domain of ECP (7) is
As theoretically shown, this domain is a subset of feasible domain of CCP (3). This gives the sub-optimal value (1− /2+β) for CCP (3) at exactly the same optimal points of CCP (3). Now let us examine the following SP without the need for explicit computation of E|x 1 − δ|,
Solution of this optimization is
Algorithm 1 Computing a (possibly sub-optimal) solution for CCP (1). input: CCP (1) with J, g, , Confidence 1 − α, Number of samples N 0 , constant M v and function h 1: do: 2: take N 0 independent samples δ i 3: Compute (x,γ,γ 
As we see, γ > 0 can be selected sufficiently small and N sufficiently large such that the optimization is feasible. The optimal value is taken at one of the two boundary points x 1 = 0 or x 1 = 1 depending on the term inside absolute value.
In order to theoretically relate (8) and (3), we require to check the imposed assumptions. We verify Assumption 8 by trying a single point in (7). Taking x 1 = 0 reveals that (7) is feasible for β 0 ≤ /2. According to Proposition 10, we have
as a sub-optimal solution for CCP (3) with confidence (1 − α) if we take N ≥ 8/(3αβ 2 0 ). This solution is very close to 1 − /2 when we take the limit β 0 → 0 and N → +∞. On the other hand, if we try x 1 = 0.5, we get that β 0 ≤ /2 − 1/4, which puts the constraint > 0.5 for drawing the same conclusion.
We can make the choice of x for verifying Assumption 8 more intelligent. Intuitively, we take N 0 samples and minimize the empirical mean of g(x, δ). Algorithm 1 presents the combined approach of verifying Assumption 8 and finding a feasible solution for CCP (1). In this algorithm do-until loop tries to findx for verifying Assumption 8. In step 6 number of samples is selected according to the outcome of this loop and then SP (5) is solved. Note that do-until loop terminates with probability one if Assumption 8 holds. The choice of N 0 can also be made adaptive w.r.t. the outcome of optimization is step 3.
CONCENTRATION OF MEASURE
Assumption 2 has a central role in our approach but establishing inequality (2) is generally difficult for multivariate probability distributions. In this section, we discuss concentration of measure that enables us to identify classes of distributions that satisfy this assumption. The most important feature of this phenomenon is that it is dimension free, and thus extends the results from one dimension to product probability spaces.
Concentration of measure phenomenon can be explained in terms of sets. It roughly states that, if a set A in probability space Ω has measure at least one half, "most" of the points of Ω are "close" to A. However, we are more often interested in functions rather than sets in order to satisfy Assumption 2 with inequalities of the form (2). Concentration of measure phenomenon has also an interpretation in terms of functions that if a function f on a metric space (Y, d) equipped with a probability measure µ is sufficiently regular, it is very concentrated around its median (hence around its mean).
In the following we discuss concentration of measure inequalities based on Poincaré and log-Sobolev inequalities. We also discuss the modified log-Sobolev inequality for exponential distributions. In measure theory, the focus of these results (e.g., Ledoux (2005) ) is mainly on proving the existence of function h(·) in (2). We have improved the concentration of measure results founded on these inequalities and have classified the well-known distributions that satisfy one of these inequalities.
Let (Y, B, µ) be a probability space. We denote by E integration w.r.t. µ, and by (L p , · ∞ ) the Lebesgue spaces over (Y, B, µ) . We further denote the variance of any function f ∈ L 2 by Having these abstract definitions we assume Y is a metric space (Y, d) equipped with its Borel sigma algebra B. The energy functional E can be selected as
where |∇f | is the abstract length of the gradient of f ,
The subset A ⊆ L 2 will also be This inequality is proved in (Ledoux (1999) ) with focus on the existence of exponential bound κe −λ0t and the bound 240e −λ0t is provided in (Naor (2008) 
One important feature of both variance and entropy defined in (9)-(10) is their product property (Ledoux (1999) ). Assume we are given probability spaces (Y i , B i , µ i ), i = 1, 2, . . . , n. Denote their product probability space by (Y, B, µ) , where µ := µ 1 ⊗ · · · ⊗ µ n , Y := Y 1 × · · · Y n and B is the product sigma algebra. Given a function f : Y → R on the product space, we define functions f i :
. . , y n ), with y 1 , . . . , y i−1 , y i+1 , . . . , y n being fixed. Under appropriate integrability conditions, we have the following inequalities for variance and entropy
where Var, Ent, and E are computed w.r.t. the measure written as subscript. This product property tells us that in order to establish a Poincaré or logarithmic Sobolev inequality in product spaces, it will be enough to deal with dimension one (Talagrand (1995) ).
In the following we discuss some well-known probability measures that satisfy concentration of measure inequality.
Gaussian concentration inequality
Suppose µ is the standard Gaussian measure on R. The Logarithmic Sobolev inequality Ent µ (φ 2 ) ≤ 2E µ φ 2 holds for any smooth function φ : R → R. By the product property of entropy, the multivariate Gaussian measure on R n satisfies (12) with C = 2. Then the concentration inequality (16) holds for Gaussian measure with λ 1 = 1/2ρ 2 .
Exponential concentration inequality
Consider the exponential measure dµ(y) = 1 2 e −|y| dy w.r.t. Lebesgue measure on R. Then, Var µ (φ) ≤ 4E µ φ 2 for any smooth φ. By the product property of variance, product of exponential measures on R n , denoted by ν n , satisfies (11) with C = 4. Then the concentration inequality (15) holds for multivariate exponential measure with λ 0 = 1/ρ √ 2. This bound can be further improved for small values of t as
for every t ≥ 0, with κ 1 = 1 4 , κ 2 = 1 16 , ρ = f Lip , and β ≥ 0 satisfying The proof of (17) is presented in (Bobkov and Ledoux (1997) ) and is based on a modified version of log-Sobolev inequality (12). Since we are interested in the tightest possible bound in (17), we improve the above bound in the following theorem. Theorem 18. Constants κ 1 , κ 2 in (17) can be selected freely with the condition that κ 1 , κ 2 ∈ (0, 1), (1 − κ 1 ) 2 = 8κ 2 . Bound (17) can also be improved by 2 exp −u 2 (t) with 
Strong Log-Concave Measures
A measure µ on R n is strongly log-concave if dµ(y) = µ(y)dy with µ(y) = h(y)cγ(cy), c > 0, where ln h(·) is concave and γ(·) is density function of standard Gaussian measure. Strong log-concavity is preserved under convolution and marginalization (Saumard and Wellner (2014) ). A sufficient condition of being strong log-concave is that (− log µ) (y) ≥ λI n for some λ > 0 for all y ∈ R n . Under this sufficient condition, the measure satisfies both (15) with C = 1/λ and (12) with C = λ. Thus concentration inequalities (17) A review of log-concave and strong log-concave measures can be found in (Saumard and Wellner (2014) ).
Measures with Bounded Support
A function f on R n is called separately convex if it is convex in each coordinate, i.e., convex in the directions of coordinate axes. For instance function f (y 1 , y 2 ) = y 1 y 2 is separately convex but it is not convex. Another example is f (y) = y T Qy with a symmetric matrix Q. This function is convex only if Q is positive semi-definite, but for being separately convex we only need to ensure that the diagonal element of Q are non-negative.
Let f be a separately convex Lipschitz function on R n with Lipschitz constant f Lip ≤ 1. Then, for every product probability P on [0, 1] n , and every t ≥ 0,
. This result enables us to solve CCPs where uncertainty has bounded support and g(x, δ) is separately convex w.r.t δ.
CASE STUDY: LQG PROBLEM
We demonstrate the effectiveness of our approach on the optimization required in chance-constrained Linear Quadratic Gaussian (LQG) problem. Consider the linear time-invariant dynamical system
where x k ∈ R d is the state, u k is the control input, and A, B, F are matrices with appropriate dimensions. {δ k } k is a sequence of independent standard Gaussian random vectors with δ k ∈ R p . Control input u k takes values in a compact set U ⊂ R m . The objective of LQG problem is to optimize the cost function
over the sequence of control inputs u = [u T 0 , . . . , u T L−1 ] T . At the same time, we would like to keep the sequence of states inside a safe region C with high probability:
After expanding the linear dynamics (19) and substituting them in both the objective function J (x 0 , u) and constraint (20) we need to solve an optimization of the form
This problem is studied in (Hokayem et al. (2013) ) addressing closed-loop policies. To keep the presentation focused we only consider open-loop policies with the understanding that our approach is applicable also to closed-loop policies. We select the following numerical values for the system dynamics
with σ := 0.1. We also consider the objective function with horizon L = 5 and matrices Q k = R k = I 2 for all k. For the sake of comparison, we take C as in (Hokayem et al. (2013) ) to be an 2 -ball C = {ξ ∈ R dL , ξ 2 ≤ r}.
In the following we apply our approach to this problem and compare it against (Hokayem et al. (2013) ) and the scenario approach of (Grammatico et al. (2016) ).
Our approach. We have Lipschitz continuous function g(u, δ) = Ā x 0 +Bu +F δ 2 − r, with Lipschitz constant ρ := F 2 . Due to the Gaussian measure h(t) = exp(−t 2 /2ρ 2 ) thus h −1 ( ) = ρ 2 ln 1/ . Variance of g is bounded by + 2 √ Ā x 0 +Bu 2 with := T r(F TF ) thus Assumption 5 holds.
The safe set is considered to be the 10-dim 2 -ball with radius r = 64 and threshold 0.95 ( = 0.05). Note that the system without input goes out of this ball in expectation, so it is not a large ball for these dynamics. We also consider the input space U = [−5, 5]. By taking input that minimizes Ā x 0 +Bu 2 , the constraint is feasible with β 0 = 2.32. We take γ = 1.16 and number of samples N according to Theorem 6 for confidence 1 − α = 0.99. Approach of (Hokayem et al. (2013) ) relies on inequalities that hold only for Gaussian measure and are dimension dependent. Chance constraint of (1) in conservatively replaced by
where η has to be inside the open interval (0, 1). As it is also mentioned in (Hokayem et al. (2013) ), this puts a lower bound on the probability threshold that can be achieved. In this case the constraint is infeasible for all values of threshold ∈ (0, 0.7), which makes the approach impractical. Scenario approach of (Grammatico et al. (2016) ).
Since the constraint of this case study can be transformed into a convex constraint and the objective function is already convex, the approach of (Grammatico et al. (2016) ) is applicable, which gives the following optimization min u (u TQ u + 2x T 0R u + c) s.t. Ā x 0 +Bu +F δ i 2 2 ≤ r 2 , i = 1, 2, . . . , N. Number of samples N = 345 is selected according to (Grammatico et al., 2016, Eqn. (5) ) that depends on the required confidence α, probability threshold , and dimension of decision variables. Comparison. Approach of (Hokayem et al. (2013) ) is infeasible for values of threshold ∈ (0, 0.7). We run our scenario program and that of (Grammatico et al. (2016) ) 500 times. Our SP is feasible in all runs and the optimal value has mean 364.4 and standard deviation 9×10 −10 . SP of (Grammatico et al. (2016) ) is infeasible in 25 runs (5% of the cases) and the optimal values in feasible runs have mean 368.6 and standard deviation 23.7. Note that here we have not used sampling and discarding (Campi and Garatti (2011) ), which will improve the optimal values. The main weakness will be getting infeasible SP. This results in violation of recursive feasibility (Morari et al. (2014) ), which is a standing assumption naturally made when applying scenario optimization in model predictive control framework. Note that by increasing number of samples, probability of getting an infeasible SP will decrease in our approach, while this probability will increase in SP of (Grammatico et al. (2016) ) due to adding more constraints.
CONCLUSION
In this work we proposed a scenario program for solving chance-constrained optimizations. Our approach does not require convexity of the objective or constraint function but relies on knowing that uncertainty has concentration of measure property. Instead of satisfying constraints for all observed samples of uncertainty, we allow violation of constraints but we require that in average the value of constraints be away from their boundaries. Concentration of measure enables us to specify how much it should be away in order to guarantee having a feasible solution for the original optimization with certain confidence. We benchmarked our technique against approaches from literature on LQG control problem.
