ABSTRACT
Introduction
The rapid diffusion of computers and Internet use has been a fixture of the global landscape over the past decade; nonetheless, rates of technology use still differ markedly across countries. For example, the latest estimates from the International Telecommunications Union (ITU) indicate that only 3 percent of the population in India used the Internet in 2004. In contrast, more than 50 percent of the population in all developed countries used the Internet, with rates of technology use being substantially higher in many European and North American countries. These disparities in technology diffusion may have important economic consequences because technology use may increase knowledge diffusion through improving communication efficiency (e.g. Jovanovic and Rob, 1989) , improve political engagement (Norris, 2001) , increase productivity (Brynjolfsson and Hitt, 2003, Dedrick 2003) , and allow developing countries to "leapfrog" traditional methods of increasing productivity (Steinmueller, 2003) .
The importance of ICT diffusion in developing countries to economic advancement has been stressed in the policy arena and previous literature (Wallsten 2005) . For developed economies, the literature is fairly well developed, while the implications for developing countries are only now being explored in a systematic fashion. To the extent that the pace of economic growth is dependent on the rate of ICT diffusion, we believe it is important to examine the factors that hinder the uptake of new ICT's.
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Several previous studies have examined the causes of computer and Internet penetration rate differences across countries. Many studies find a strong positive relationship between technology use and income across countries and within countries (see Quibria, et al. 2003 , OECD 2001 , and U.S. Department of Commerce 2002 for example), while some point to other factors -such as telecommunications access and pricing and regulatory effectiveness -as being of major importance (Dasgupta, et al. 2001 , Mann et al. 2000 and Wallsten 2005 . In an earlier extensive cross-country analysis of personal computer adoption, Caselli and Coleman (2001) explore the determinants of the computer imports/worker ratio, which is their proxy measure for the investment in ICT data, from 89 countries over the years . 2 The three notable variables than enter with statistical significance are openness to imports from OECD countries, the level of educational attainment, and the index of property rights. More recently, Chinn and Fairlie (2006) examine the determinants of cross-country differences in computer penetration across a panel of 100 countries over the 1999-2001 period. Income per capita, years of schooling, illiteracy, youth and aged dependency ratios, the urbanization rate, telephone density, electricity consumption, and regulatory quality are found to have statistically significant relationships with computer penetration rates.
Although the Internet is a more recent technological innovation, a few studies have examined cross-country differences. Kiiski and Pohjola (2002) examine Internet hosts per 1000
inhabitants from 1995-2000 for a broad sample encompassing about sixty OECD and developing countries. 3 They find that the five year growth in this variable is related to income per capita, telephone access costs, and the average years of schooling. Chinn and Fairlie (2006) also examine cross-country differences in Internet penetration in [1999] [2000] [2001] , and find that they are associated with income per capita, the dependency ratio, electricity consumption and regulatory quality. A few studies have focused on specific groups of countries or regions of the world (see Although a few recent studies have focused on the topic, technology use in developing countries is a fast moving target. For example, estimates from the ITU reported below indicate that Internet penetration rates for developing countries have increased seven-fold since their 1999 levels, with some countries such as China increasing more than ten-fold. The surge in computer and Internet trends in the past few years is not specific to developing countries as technology use rates are considerably higher now than they were just a few years ago for almost every country in the world. Another limitation of the previous research is that there is no comprehensive empirical study of technology use in developing countries that includes a large number of developing countries and includes an extensive set of controls for economic, [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] . He finds positive effects for income and human capital, and negative effects for agricultural share. 3 See also Dasgupta, et al. (2001) for an earlier analysis of cross-country differences in growth rates in the Internet to telephone mainlines ratio and Hargittai (1999) for an earlier analysis of cross country differences in per-capita Internet hosts.
2 demographic, infrastructure, institutional and financial variables. We also contribute to the literature by providing the first estimates of the importance of financial openness and quality of access to financial capital in explaining computer and Internet penetration rates, and the first detailed analysis of the determinants of the rapid growth rates in technology that have occurred over the past several years. Finally, we undertake a systematic analysis of the relative importance of different factors in contributing to the differences across developing countries using a technique commonly used to decompose earnings gaps between groups (Blinder, 1993 and Oaxaca, 1993) . To be sure, Chinn and Fairlie (2006) estimate decompositions with their panel of countries from 1999-2001, but the focus is on world-wide regional differences and not specific countries or developing countries. To our knowledge, there are no systematic crosscountry econometric analyses of the determinants of PC and Internet use focused on developing countries using data from the past few years in which technology penetration rates have exploded.
The decomposition analysis will allow us to directly address several issues that have been discussed in the literature. One key question is the relative importance of income in explaining differences across developing countries. Another set of questions are prompted by findings in the recent growth literature that highlight the roles of human capital and institutional factors. The channels through which these factors affect growth are difficult to discern, but it is likely that both exert at least some influence on the rate at which new technologies are adopted. Hence, the first question is how important is human capital for creating demand for information and communication technology services? Computers may require substantial levels of education for use, but telephones and the Internet may require very little, according to Dasgupta, et al. (2001) . The impact of financial development is incorporated in a variety of ways. The first variable we examine is a traditional measure, the ratio of private credit from deposit money banks to the private sector, representing the overall development in the banking sector. We also use an equity market variable, namely the ratio to GDP of the total value of stocks traded. We draw the series from the database constructed by Beck, Demirgüc-Kunt, and Levine (2000) , as extended and updated by Hiro Ito.
We incorporate a role for openness not only to trade flows, but also to capital flows. To this end, we rely upon the capital account openness index, which we term financial openness, developed by Chinn and Ito (forthcoming) . This index is the first principle component of four IMF binary variables relating to restrictions on cross-border transactions, including on the capital account. To the extent that the stringency of the capital controls is correlated with restrictions on the other categories, this variable measures the intensity of capital controls. More details on all variables included in the analysis are provided in the Appendix.
Cross-Country Differences in Computer and Internet Penetration Rates
Computer and Internet use has grown rapidly over the past decade. As depicted in Figure In the past decade, technology use has risen from being concentrated among an extremely small subset of the population in developing countries to a much large share of the population.
In 1995, there were only 6 computers per 1,000 people and 4 Internet users per 10,000 people in developing countries. The computer/population ratio climbed to 3.7 computers per 100 people and the percent of the population using the Internet grew to nearly 6 percent by 2004. 6 The growth in the Internet even over the past five years is remarkable --only 0. 6 Higher rates of Internet use than computers per capita in developing countries may be due to the preponderance of Internet cafes in many of these countries (Wallsten 2004 (Wallsten , 2005 . 7 Fink and Kenny (2003) note that growth rates in Internet use per capita have been higher in poor countries than those in wealthy countries, and thus the digital divide is shrinking. Given the large differences that exist today, it may be a considerable amount of time before we witness convergence in Internet use. They also point out that the digital divide is not apparent when Internet use is normalized by GDP rather than population. We retain our focus, however, on the conventional per capita measures of ICT use, and identify how much of the gap is explained by income differences in a multivariate analysis. Table 1 indicate that there exists a substantial amount of variation in rates of technology use between developed and developing countries and even across the set of developing countries.
The Determinants of Computer and Internet Use

Empirical Model of Computer Use
The basic framework for analyzing the use of personal computers and the Internet is simply a demand and supply one. Demand is driven by consumers and firms, whereas supply is driven by a few countries that export the bulk of equipment (for computer use) and many firms in all countries (for Internet providers). In the case of computers, they represent a derived demand, insofar as firms are concerned; and a final demand for consumers. For firms, the marginal product of ICT equipment is a function of the demand for the final good produced, which will be correlated with income per capita. The "after-tax" price of goods sold will also depend upon how burdened firms are by regulations; inefficiently implemented regulations, or regimes where expropriation is the norm, will reduce the expected return to investing in capital of all sorts, and hence reduce the derived demand for ICT equipment.
The productivity of ICT equipment depends upon the attributes of the labor stock if labor and ICT equipment are complements. Hence, the stock of human capital, measured by either years of schooling, or the illiteracy rate, should be important. Another complementary input is power consumption; clearly a PC is of limited use without adequate or consistent power supply.
Of course, after some threshold of connectivity or power level, ICT equipment and electricity 7 might be substitutes. Finally, the productivity of a computer might be enhanced by telephone access. Telecommunications infrastructure might then be another complementary input.
Income is likely to be a key determinant of the consumer demand for computers. It has an effect on consumers' budget constraints, and it may also affect preferences for owning a computer, especially in the sense of "keeping up with the Joneses." Income may be especially important in the presence of liquidity constraints. Although some consumers may view computers as a worthwhile investment they may not be able to finance the purchase of one.
Preferences for owning a computer are also likely to vary across individuals and may depend on To estimate the demand function, one would need to be able to identify some exogenous variables in the supply equation. In the case of computers, one candidate variable is obviousthe price of computers. On a global scale, this appears to be driven by exogenous forces (Moore's Law) at the level of analysis we are concerned with. An examination of the hedonic price indices calculated for ICT equipment in the US provides forceful evidence for large movements in the relative price of computing power. Indeed, Pohjola (2003) uses the US price of computing equipment as the price of computers in all economies he studies. Since this price index looks very similar to a (downward sloped) linear trend, it is not clear that in a structural setup, even one demand parameter could be identified (especially if there are deterministic time trends in the demand function). Consequently, we rely upon a reduced form estimation procedure, and assume that we cannot identify the underlying structural parameters.
Specifically, we estimate several reduced-form equations for computer penetration rates that include four main sets of independent variables. The first set includes conventional infrastructure variables, such as main telephone lines per capita, two measures of Internet access costs (monthly telephone subscription charges and the cost of a three minute call), and electricity consumption. 8 The second set includes demographic variables, such as shares of the population below 14 and above 65, and the share of the population in urban centers. The third set includes economic variables, such as income per capita and human capital (measured either as years of
We also include measures of telephone costs in the computer penetration regression, mostly to retain the consistency of the specifications across the two types of technology. While telephone costs may affect computer adoption through Internet use, which is one of the main uses of personal computers, our estimates do not provide evidence of such a relationship. Both monthly telephone subscription charges and the cost of three minute local calls have statistically insignificant coefficients in the computer penetration regressions.
We do not find that higher rates of electricity consumption are associated with higher rates of computer penetration after controlling for other factors. This is somewhat surprising because access to electricity is essential for the use of personal computers. The reported specification includes a modified measure of electricity consumption in which values in excess of 6000 kWh per capita are top coded at the value (which represents a clear breakpoint in the bivariate relationship), but an unmodified measure of electricity consumption also results in a negative and statistically insignificant coefficient estimate. The problem may be due to collinearity with income because we find that the two variables are strongly correlated and we find a positive and statistically significant coefficient estimate on our electricity consumption variable after removing income from the equation.
Demographic variables generally enter in with the expected signs. A higher proportion of youth is associated with greater rate of PC use. Children may generate a stronger demand for technology, especially for educational purposes. Although statistically insignificant at conventional levels, the point estimate for ages 65 and above is negative providing suggestive evidence that the elderly have a lower demand for technology either for personal use or because of absence from the labor force. The coefficient estimate on the percent of the population located in urban areas is negative and statistically insignificant at conventional levels.
In the next set of variables, we find that the rule of law is statistically insignificant.
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Openness to trade also enters the equation with a positive and statistically insignificant coefficient at conventional levels. Many previous empirical studies of growth find that openness to international trade is an important factor.
We also include a few financial variables that have not been previously examined in this context. First, we include a measure of financial openness (see column 2). There appears to be no relationship between financial openness and computer penetration. We also include a measure of the development of the banking sector in the country. Specifically, we measure the ratio of private credit by deposit money banks and other financial institutions to GDP. The coefficient estimate on this variable is also small and statistically insignificant. In column (3),
we replace this measure with the ratio of the total value traded on the stock market to GDP. The coefficient is positive, but statistically insignificant. Overall, the financial openness of the economy and level of internal financial development do not appear to be correlated with computer penetration after controlling for income and other factors.
To increase the sample size substantially, we exclude the telephone cost variables which are not statistically significant in any of the specifications (column 4). We also drop electricity consumption which is missing for many countries. The results for income, telephone density and youth are robust to increasing the sample of countries. The main change is that the coefficient on years of schooling is now smaller and statistically insignificant at conventional levels. We also try excluding average years of schooling and replacing it with the illiteracy rate (column 5). The illiteracy rate has a small and statistically insignificant coefficient.
Internet Use
We now take up the results for Internet penetration rates. To maximize comparability with the results for PC penetration rates, we retain the same basic set of regressors in our specifications. The Internet results are somewhat different than the computer results. Income has a smaller coefficient, but remains statistically significant. An increase of $1,000 is associated with slightly less than a 1 percentage point increase in the Internet penetration rate in column (1). The same increase in income is associated with a larger, 1.7 percentage point, increase in the computer penetration rate. The finding is consistent with Internet service being relatively inexpensive compared to the cost of purchasing personal computers. This is especially true in some parts of the developing world where Internet cafes are an important source of access (Wallsten 2004 (Wallsten , 2005 . The association between Internet penetration and education is also weaker. In this case, the coefficient estimates are positive, but statistically insignificant in all specifications. The coefficient on illiteracy is positive, but statistically insignificant.
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Another difference in the results is that telephone density is not a statistically significant determinant of Internet use in some of the specifications. This is somewhat surprising given the statistically significant coefficient on this variable in the computer penetration regressions. We should note, however, that the telephone density is close to statistical significance in some of the specifications and is statistically significant in the final specification that includes a broader sample of 331 observations. By dropping the access costs and increasing the number of countries to include more developed countries in this specification, we are increasing the variability of telephone density so that this factor's signal to noise ratio is increased. The coefficient for this broader set of countries is not substantially different that the coefficient estimate for computer penetration. The smaller Internet penetration coefficient on telephone density may also be due to a non-linearity in the relationship that we are not capturing or the different ways of measuring the two dependent variables (i.e. Internet users vs. number of personal computers).
Some of the Internet results are surprising. Counter to the conventional wisdom, we find that the Internet access pricing proxies -the monthly telephone subscription charge and the average cost of a three minute local call -do not enter in with statistical significance. These results may differ from those reported in Dasgupta, et al. (2001) and Liu and San (undated) because we examine a more recent period (2002) (2003) (2004) , and a different sample of countries. In particular, the effect that Mann, Eckert and Knight (2000) identify -that high per minute charges may negatively affect Internet use more than high monthly subscription charge -may be swamped by other factors in our broader cross-country sample.
The demographic variables are not good predictors of Internet access, with the potential exception of the youth dependency ratio. Having a young population is associated with higher Internet penetration rates, but is statistically significant at conventional levels in only one of the reported specifications. The elderly population percent and urban percent have inconsistent signs across specifications and are statistically insignificant in all specifications.
The quality of legal institutions in a country is associated with Internet penetration. The coefficient estimate on rule of law is large and positive in all specifications and statistically significant in most specifications. 11 Using the median reported coefficient estimate, a one standard deviation increase in rule of law is associated with a 5 percentage point increase in 11 We also try specifications with a measure of regulatory quality, but find statistically insignificant coefficients.
Internet penetration. In contrast to these results, we find that trade openness is not statistically significant in its relationship with Internet penetration. The finding of a positive effect of trade openness in other studies may reflect the omission of a regulatory or legal policy variable such as the one we include in our regressions.
The estimates reported in Table 3 do not provide evidence that financial openness or the relative level of the stock market development matter for Internet penetration, but they do provide evidence that banking sector development is important. 12 The coefficient on banking sector development is large and positive in all specifications and statistically significant in most specifications. The level of development of the banking sector may be important in providing loans to Internet providers and businesses needing to purchase IT equipment.
Robustness Checks for Main Regressions
To check the sensitivity of our results we conducted some robustness checks. We first estimate computer and Internet penetration regressions that include country fixed effects, to address the concern that there are unobserved country-level factors that may be correlated with some of the explanatory variables, thereby leading to biased coefficient estimates. Despite the brevity of the panel (which only includes three years), the results are somewhat informative, yielding estimates that are fairly similar to those obtained from the random effects model. In the computer penetration regressions, income and youth dependency have large positive coefficients, and the elderly percent has a negative effect. The main differences are that the coefficient on income is larger, the coefficient on telephone density is smaller and the coefficient estimate on years of schooling becomes implausibly large and negative (due to multicollinearity with the fixed effects). In the Internet regressions, income, rule of law, banking sector development and youth dependency have large positive coefficients. In these regressions, the coefficient on years of school is positive and also somewhat large. Overall, although the fixed effects estimates suffer from imprecision, they do not change our general conclusions regarding the determinants of computer and Internet penetration.
We also estimated models that weight countries by their population. In the weighted regressions, we continue to find large positive coefficients on telephone density, youth 12 Other measures of stock market development were also tested. These include including stock market capitalization to GDP ratio, and the stock market turnover ratio.
13 dependency, income and years of schooling in the computer regressions, and large positive coefficients on income, rule of law and banking sector development in the Internet regressions.
The key changes are that years of schooling and telephone density generally exhibit stronger relationships in the weighted Internet regressions than in the original Internet regressions. the set of other countries, some of these coefficients are smaller, but this is expected because the average computer penetration rate is much lower. The main difference in the computer results is that the education level is not associated with computer penetration. The lack of strength in this relationship is likely to be partly due to the removal of the largest source of variation in education levels (i.e. the difference between developing and developed countries). Similarly, the income coefficients are smaller in both subsamples than in the full sample.
Developing Countries
In the Internet regressions, the coefficient estimate on income for developing countries is very similar to the coefficient estimate on income using the full sample (but is now statistically insignificant). We also find a roughly similar sized coefficient on rule of law and somewhat smaller coefficient on youth dependency. The level of banking sector development, however, does not enter in significantly.
Although we do not investigate these differences in detail, the main finding we draw from this analysis is that the factors associated with computer and Internet penetration do not differ substantially between developing and more developed countries. The factors that have weak or no relationships with technology adoption for the full sample of countries continue to have similar relationships. And, the most important factors associated with computer and
Internet penetration in the full sample are generally the same ones for the developing world. The main problems arise from imprecise estimates resulting from removing a large number of observations and the variation between poor and wealthy countries.
Explanations for the Global Digital Divide
Methodology
The regression analysis presented above reveals that factors such as income, human capital, telecommunications, rule of law, and banking sector development may contribute to the global digital divide. The analysis, however, does not identify the relative importance of these factors in contributing to the alarming differences between developing countries and developed countries. Explanations for low technology penetration rates may also differ across individual developing countries.
To explore these issues further we borrow from a technique of decomposing inter-group differences in a dependent variable into those due to different observable characteristics across groups and those due to different "prices" of characteristics of groups (see Blinder 1973 and Oaxaca 1973) . The technique has been widely used to decompose earnings gaps between whites and blacks or men and women using microdata. The Blinder-Oaxaca technique, however, can be used to decompose a gap between any two groups or even countries. In particular, the difference between an outcome, Y, for group i and j can be expressed as:
where i X is a row vector of average values for the individual-level characteristics and is a vector of coefficient estimates for group i. The first term in the decomposition represents the part of the gap that is due to group differences in average values of the independent variables, and the second term represents the part due to differences in the group processes determining the outcome, which is often referred to as the "unexplained" component. The first term can be further decomposed into the separate contributions from group differences in specific variables and is the focus of the following analysis.
i βˆ
The technique is commonly modified to use coefficients from a pooled sample of both groups, , to weight the first expression in the decomposition (see Oaxaca and Ransom 1994 for example). We adopt this approach to calculate the decompositions. In particular, we use coefficient estimates from regressions that include all countries in our sample (reported in column 2 of tables 2 and 3). We then denote the average for all developed countries as the base or reference group and calculate the decomposition for computer and Internet penetration rate gaps between the developed country average and several large developing countries. Thus, the βˆ first term in the decomposition that captures the explained variation in penetration rates between the developed world and developing country j is:
where are the coefficients and βˆX represents the three-year average of the independent variables included in the regressions. The technique allows us to quantify the separate contributions from differences in income, human capital, telephones, and other factors, to the gaps in computer and Internet penetration rates between the developed country average and developing country j. Table 5 reports the results for contributions to the gaps in computer penetration rates between the average for developed countries and several of the largest developing countries and an average for all developing countries. The decomposition is performed for the four largest developing countries --China, India, Indonesia and Brazil. We also report decomposition estimates for Nigeria and Mexico which are the 7 th and 8 th largest developing countries, respectively. All developing countries have substantially lower computer penetration rates than the developed country average. The computer penetration rate is 50.5 percent for developed countries.
Computer Use Contributions
The largest single factor contributing to the disparities in computer penetration rates is per capita income. Income differences explain 43.7 percentage points of the gap between developed and developing countries. The large contributions to the computer penetration rate gaps are not surprising considering the enormous disparities in income levels between developed and developing countries. The average per capita income (PPP adjusted) in developed countries is $30,108 compared to $4,085 in developing countries. The income gap is likely affecting computer penetration by way of the cost relative to income. A personal computer costing $1000
represents one fourth of a person's average annual income in developing countries. Interestingly, the explanatory power of income differs somewhat across countries. For example, income differences explain 35.1 percentage points of the computer penetration rate gap for Mexico whereas these differences explain 50.7 percentage points of the gap for Nigeria.
Another important factor in contributing to the computer penetration rate gaps is per capita telephone lines. This factor explains 16.1 percentage points of the overall gap between developed and developing countries, and from 11.7 to 22.2 percentage points of the gaps for specific countries. These results suggest that the assertion that the global digital divide is just a manifestation of a long-standing disparity in telecommunications access appears to be partly true (Dasgupta, et al. 2001) . Interestingly, however, the effects of differences in telecommunications infrastructure are not due to costs, at least as measured by monthly subscription and per minute telephone charges. The contributions from these factors are essentially zero for all countries.
Human capital disparities, as measured by years of schooling, contribute to the divide between developed and developing countries. Differences in education explain 6.1 percentage points of the total developed/developing country gap and from 3.7 to 6.7 percentage points of the individual country gaps even after controlling for differences in income. Computers require some education for use, limiting demand in countries with relatively low levels of human capital.
Hence, we confirm the findings of Caselli and Coleman (2001) and Pohjola (2003) .
Developing countries generally have younger populations than developed countries, a factor which provides a negative contribution to the computer penetration rate gaps. In other words, the computer penetration rate gaps would be even larger if developing countries had older populations more similar to the developed world. In particular, a larger percent of the population in developing countries is between the ages of 0-14, which leads to higher demand for computers, all else equal.
Most other factors provide small contributions to the gaps in computer penetration rates between developed and developing countries. This finding is consistent with the relatively small and statistically insignificant coefficients on these variables in the regression models. One exception is that the point estimate, although insignificant, on rule of law and large differences in average values for this measure lead to a positive contribution of roughly 5 percentage points.
The imprecision of the coefficient estimate and lack of robustness across alternative specifications reported in Table 2 provide some uncertainty regarding the importance of this factor. Table 6 reports the results for contributions to gaps in Internet penetration rates between developed and developing countries. The Internet rate is 47.4 percent in developed countries compared to 4.8 percent in developing countries resulting in a 42.7 percentage point gap.
Internet Decomposition Results
Similar to the results for the computer penetration rate gaps, income differences are the most important factor. For differences in Internet penetration, however, the explanatory power is somewhat smaller. For example, income differences explain 20.6 percentage points of the gap in
Internet penetration between developed and developing countries. This finding is consistent with the cost of Internet access being substantially lower than the cost of purchasing a personal computer and the prevalence of Internet cafes providing inexpensive access in some developing countries (Wallsten 2004 (Wallsten , 2005 .
The second most important factor contributing to differences in Internet penetration rates is rule of law. Overall, differences between developed and developing countries in this measure The decomposition estimates indicate positive contributions from differences in access to telephones, electricity and human capital, but the original coefficient estimates are statistically insignificant limiting the confidence placed on these estimates. In no cases, however, are these contributions large even with imprecisely measured coefficients. The contribution estimates from the telephone cost variables are very small. Similar to the results presented above, the relative youth of developing countries mitigates the extent of the digital divide.
The Dynamics of ICT Diffusion and Adoption
Modeling Issues
Estimates We choose to use a Gompertz model, which implies an asymmetric "S" time-path for technology penetration. This specification was also adopted by Kiiski and Pohjola (2002) in their examination of the diffusion of the Internet, although we apply this to a broader set of countries over a more recent period, and use a different measure of technology diffusion.
Let y denote the log value of the variable of interest, and be the post-diffusion or equilibrium level of penetration.
this specification has the flavor of an error correction model (ECM) commonly used in time series analysis. However, one key difference is that i ỹ is the current equilibrium, rather than the lagged, as would be the case in a conventional ECM. Assuming the equilibrium is time-invariant would make the two specifications identical. Then 1 ϕ has the interpretation of being the rate of reversion to equilibrium.
We allow for time variation in the equilibrium value of y. Letting denote the determinants of leads the following specification:
Empirical Implementation
We undertake these dynamic regressions using the same set of explanatory variables as those discussed in Section 5. In principle, the lag length and the horizon over which the growth rate is calculated can take on any value. However, because there is so much noise in year to year changes, we undertake some averaging by way of examining the average growth rate over five years (hence the coefficients on the lagged log technology penetration ratios can be taken as the annual rate of reversion).
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The results for computer and Internet penetration are presented in Table 7 . For all computer specifications, the reversion coefficients uniformly show up as statistically significant.
The half life of a deviation from the long run equilibrium ranges between 11 and 17 years. It is important to understand that this does not mean that the gap between current levels of PC use and PC use in the country will disappear in 11-17 years; rather half the gap between the current levels of computer use and the long run equilibrium level of use implied by current per capita income, current telephone density, etc., is eliminated in this period, on average. Since the right hand side variables are also moving over time, the actual time taken to close half the gap may be longer.
In column 1, the pricing variables enter in significantly, with the price of a three minute call negatively related to computer penetration. On the other hand, the subscription price has a positive effect, although this result might be rationalized by the fact that high prices are correlated with good telephone service (in terms of connectivity). Dropping the telephone pricing and electricity variables, in column 2, does not substantially change the nature of the results, with the exception of the coefficient on the bank lending variable. This statistically significant result indicates that higher levels of private credit to GDP lead to a higher equilibrium computer penetration rate. The different result probably arises from the expanded sample (about 30% larger). If a stock market variable is substituted for the bank lending variable, the sample size drops while the qualitative nature of the estimates on the other coefficients is unchanged.
For the Internet penetration regressions (columns 4-6), the results are clearer. In all instances, the rate of reversion to equilibrium is again statistically significant; indeed the rate of diffusion is even more rapid than in the case of computers. Half of the gap between the current level of internet penetration and the equilibrium is eliminated in between seven to eight years.
The number of telephone main lines is statistically significant across specifications, although -interestingly -the pricing variables do not exhibit significance, just as they failed to evidence importance in the static regressions. Generally, there are few statistically significant coefficients, but this is likely a result of the relatively small sample size.
Once the telephone pricing and electricity variables are dropped from the regression, the sample size increases by about a third. The estimated rate of reversion is slightly higher, and while no other coefficients are statistically significant at conventional levels, trade openness and financial openness are significant, with the expected sign, at the 15% and 12% levels. Finally, 20 substituting the stock market measure of financial development for the bank lending measure leaves the other coefficients largely unchanged, 13 while financial development now enters with a high level of statistical significance.
Given the apparent heterogeneity of behavior across developing and other countries, it seems appropriate to stratify the sample by country type. These estimates are reported in Table 8 .
In column 1, the PC penetration dynamics for developing countries are displayed. While the coefficient estimate indicates reversion to equilibrium, it is imprecisely estimated. Conditional on convergence to a long run equilibrium, telephone pricing effects are as estimated in the full sample, while demographics also show up as more important than before. Per capita income also enters in with a positive coefficient.
In contrast, computer penetration rates in other countries (largely developed economies)
do not appear to be converging, although the estimated reversion rate in column 2 is not statistically significant. Given the relatively limited variability in this smaller more homogeneous sample, this outcome is not too surprising. Dropping the telephone pricing and electricity consumption variables does not alter this pattern.
For the Internet, both sets of countries exhibit rapid rates of reversion to long run equilibrium. Main telephone lines also matter in developing countries (columns 4 and 5), but pricing variables do not. Financial development as measured by bank lending is not significantly linked to Internet penetration, while the stock market variable is. For other countries, telephone line density has no statistical impact, and indeed, almost no variable has a statistically detectable effect. We also find in these regressions that openness -either trade or financial -does seem to matter in a positive way for Internet adoption in developing countries. Trade openness and financial openness always have positive, albeit insignificant, coefficients.
It is not straightforward to compare our dynamic results to estimates from previous research using earlier data with much lower technology penetration rates. In their study of
Internet hosts per capita, Kiiski and Pohjola (2002) find a similar rate of reversion for the OECD countries over the 1995-2000 period, while obtaining a larger estimate for per capita income; however, they omit institutional factors that might be correlated with per capita income.
Interestingly, they also conclude that the average years of schooling variable does not enter in significantly, even if the sign of the estimated coefficient is correct.
Note that in many cases the static regressions yield levels of statistical significance for certain coefficients different from those obtained in these dynamic regressions (although the signs of the coefficients typically agree). In particular, there are much fewer instances of statistical significance in the dynamic regressions; this indicates to us that it is hard to precisely identify the long run parameters. On the other hand, given the high level of statistical significance for the estimated reversion coefficients, the dynamic regressions clearly indicate that some countries are away from their long run levels of technology penetration. Estimation of the dynamic equations provides insights into the trajectory of these economies over time.
Conclusions
In this study focusing on differences between developed and developing countries, we obtain a series of results that are likely to be useful for informing the discussion about the sources of the global digital divide, and the importance of various determinants of that divide. First, as in earlier work, we confirm the importance of per capita income in explaining the gap in computer and Internet use. This factor remains the single largest factor in our static regressions. Second, we find that in a broad sample encompassing developed and developing countries, telephone access pricing variables that have garnered attention do not exhibit statistical or economic importance in explaining the Internet gap. This result should not be construed as implying that pricing policies are not important, but rather that such factors are minor by comparison to economic, demographic and institutional factors in heterogeneous samples.
Third, the level of legal development is important. Differences in legal development as measured by the Rule of Law index sometimes account for substantial portions of the gaps in technology use. For instance, 19 percent of the Nigeria/Developed Country Internet gap is associated with the difference in legal development. More generally, our estimates suggest that over one-tenth of the aggregate Internet penetration rate gap might be closed if less developed countries had similar legal development as the average level in developed economies. To place this result in context, this effect is comparable to that flowing from differences in educational attainment.
Finally, in our dynamic regressions we find that the evidence for reversion to long run equilibrium is pronounced for both technologies when the entire sample is taken into account.
The evidence in favor of reversion is more muted for PC penetration when examining a fairly small and homogenous sample of developed economies. On the other hand, in casting the net wider to encompass a diverse set of developing countries, reversion to equilibrium in Internet use is readily detectable. Moreover, we find that the gaps between current and equilibrium levels of technology penetration are shrinking faster for Internet use than for PC use. However, our modeling results are consistent with the conclusion that even if developing and developed countries were at their long run equilibrium levels of technology penetration, gaps would still remain between penetration rates in the two groups because the determinants (per capita income, openness) differ. In other words, economic growth alone is insufficient to close the global digital divide.
Trade in goods (% of GDP): Sum of exports and imports, divided by GDP. Source: WDI.
Years of schooling:
Average years of schooling of adults. Source: ES.
Rule of Law:
A composite index that includes several indicators which measure the extent to which agents have confidence in and abide by the rules of society. These include perceptions of the incidence of crime, the effectiveness and predictability of the judiciary, and the enforceability of contracts. An Unobserved Component Model (UCM) is used to aggregate the various responses in the broad 6 clusters where the weights are proportional to the reliability of each source. The resulting estimates of governance have an expected value (across countries) of zero, and a standard deviation (across countries) of one. Source: KKM.
Regulatory quality: The regulatory quality index focuses specifically on the policies, including measures of the incidence of market-unfriendly policies such as price controls or inadequate bank supervision, as well as perceptions of the burdens imposed by excessive regulation in areas such as foreign trade and business development. Source: KKM. Table 3 Specification 2. (3) All contribution estimates are relative to the developed country total. Table 3 Specification 2. (3) All contribution estimates are relative to the developed country total. (1) The dependent variable is the 5 year difference in the log number of personal computers per 100 people, in columns 1-3; and 5 year difference in the log number of internet users per 100 people in columns 3-4. (2) Standard errors are reported below coefficient estimates. (1) The dependent variable is the 5 year difference in the log number of personal computers per 100 people, in columns 1-3; and 5 year difference in the log number of internet users per 100 people in columns 3-4. (2) Standard errors are reported below coefficient estimates.
