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RESUME :
Des cartes combinatoires pour la construction automatique de mode`les d’environnement
par un robot mobile
Ce travail s’inscrit dans la proble´matique classique de localisation et de cartographie simultane´es pour
un robot mobile e´voluant en milieu inte´rieur suppose´ inconnu. Son originalite´ re´side dans la de´finition d’un
mode`le de carte tre`s structure´ fonde´ sur un outil alge´brique appele´ « carte combinatoire », qui combine
plusieurs types de repre´sentations ge´ome´triques (mode`les surfaciques et cartes base´es sur des primitives
ge´ome´triques) et fournit des informations topologiques telles que les liens d’adjacence. Nous de´taillons la
chaˆıne algorithmique permettant de construire des cartes en ligne suivant ce mode`le, avec un robot e´quipe´
d’un te´le´me`tre laser a` balayage : il s’agit d’adapter les techniques habituelles base´es sur le filtrage de
Kalman afin de ge´rer les relations d’adjacence (appariement de chaˆınes polygonales, de´finition de points
de cassure virtuels, mises a` jour ge´ome´trique et topologique spe´cifiques). Des re´sultats expe´rimentaux
illustrent et valident les divers me´canismes mis en œuvre.
Mots clefs : Robotique, Cartographie, Carte combinatoire, SLAM, Localisation, Couche topologique.
ABSTRACT :
Combinatorial maps for simultaneous localization and map building (SLAM) with a mo-
bile robot
This thesis focuses on the well-known Simultaneous Localization And Map-building (SLAM) problem
for indoor mobile robots. The novelty of this work lies in the definition of a well-structured map model
based on an algebraic tool called “combinatorial map” which combines different kinds of geometric repre-
sentations (space-based, grid-based as well as feature-based formats) and provides topological information
such as adjacency links between map elements. We describe the whole algorithm designed to build maps
on line according to this model, using a robot equipped with a laser scanner. Classical techniques relying
on Kalman filtering are adapted in order to deal with adjacency relationships (via polyline matching,
the use of virtual break-points and specific geometric and topological update operations). Exeprimental
results are presented to illustrate and validate the various mecanisms involved in this process.
Key words : Robotics, Map building, Combinatorial map, SLAM, Localization, Topological layer.
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Chapitre 1
Introduction
« L’observateur est pris dans une sphe`re qui ne se brise ja-
mais, ou` il y a des diffe´rences qui seront les mouvements
et les objets, et dont la surface se conserve close, bien que
toutes les portions s’en renouvellent et s’y de´placent. (...) Il
perfectionne l’espace donne´ en se souvenant d’un pre´ce´dent.
Puis, a` son gre´, il arrange et de´fait ses impressions suc-
cessives. Il peut appre´cier d’e´tranges combinaisons : il re-
garde comme un eˆtre total et solide un groupe de fleurs
ou d’hommes, une main, une joue qu’il isole, une tache de
clarte´ sur un mur, une rencontre d’animaux meˆle´s par ha-
sard. Il se met a` vouloir se figurer des ensembles invisibles
dont les parties lui sont donne´es. (...) Parfois, les traces de
ce qu’il a imagine´ se laissent voir sur les sables, sur les eaux ;
parfois sa re´tine elle-meˆme peut comparer, dans le temps, a`
quelque objet la forme de son de´placement. »
P. Vale´ry (« Introduction a` la me´thode de Le´onard de
Vinci » ).
1.1 La localisation : une capacite´ essentielle pour l’autonomie de´cision-
nelle des robots
« Ou` suis-je ? » : ce n’est sans doute pas un hasard si cette question est devenue emble´matique de la
personne qui revient brusquement a` la re´alite´. Pour reprendre pied dans le monde re´el, pour de´cider des
prochaines actions a` accomplir, nous avons besoin d’informations sur ce qui nous entoure et en particulier,
nous ressentons le besoin de savoir ou` nous nous trouvons. De meˆme, comme nous allons le voir, pour
accomplir seul des taˆches de complexite´ variable, pour planifier ses mouvements et ses actes, un robot a
besoin de se situer (meˆme de manie`re locale ou qualitative) dans son environnement.
Les robots constituent aujourd’hui un formidable potentiel technologique : certains chefs d’entreprise
visionnaires parlent meˆme d’une prochaine re´volution e´lectronique, qui verrait les robots mobiles de´ferler
dans notre quotidien. Ils sont de´ja` arrive´s dans les foyers via les applications de divertissement (chiens
e´lectroniques, jouets humano¨ıdes, kits de construction de robots...) ou pour soulager les hommes de di-
verses taˆches domestiques (robots aspirateurs, tondeuses a` gazon...). Ils commencent a` investir les espaces
publics et les lieux de travail (robots de nettoyage, robots de surveillance, robots guides de muse´e...). Ils
permettent d’atteindre des lieux inaccessibles pour l’homme, dans tous les milieux : les zones confine´es
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(inspection de conduits par exemple), les constructions e´leve´es (ouvrages d’art comme les ponts), les
fonds sous-marins, les autres plane`tes (avec les re´cents succe`s des robots martiens notamment) ou les
environnements dangereux (centrales nucle´aires...). En matie`re de se´curite´ et de de´fense [128], ils sont
de´ja` employe´s pour les activite´s de de´minage et d’inspection de colis pie´ge´s, commencent a` eˆtre utilise´s
pour des applications de reconnaissance en milieu hostile ou d’inspection sous les ve´hicules et sont en-
visage´s pour des missions toujours plus varie´es : assistance aux fantassins en zone urbaine, surveillance,
ravitaillement, e´vacuation de blesse´s, relais de communication, etc.
A l’heure actuelle, la plupart de ces machines pre´sentent une autonomie de´cisionnelle limite´e, mais
celle-ci est amene´e a` se de´velopper dans les anne´es a` venir, afin de soulager le travail du te´le´ope´rateur et
lui permettre de se focaliser sur des taˆches plus difficiles a` automatiser. Or pour acce´der a` un minimum
d’autonomie, l’information de localisation est primordiale pour le robot mobile puisqu’elle lui permet de
naviguer en se´lectionnant les de´placements les plus efficaces et les plus suˆrs afin de re´aliser les actions
qui lui sont confie´es. Ainsi, un robot domestique doit pouvoir se positionner par rapport a` sa station de
recharge pour eˆtre en mesure de la rejoindre pour recharger ses batteries, un robot guide de muse´e doit
eˆtre capable de se situer sur le circuit de visite afin de de´livrer les bonnes indications aux visiteurs et
de se rendre au prochain point d’inte´reˆt, un robot de surveillance doit eˆtre capable de se localiser par
rapport a` la zone d’observation afin de trouver les bons angles de vue, etc.
1.2 Inte´reˆt de la cartographie
Pour se localiser, un syste`me robotise´ dispose de capteurs dits « proprioceptifs » (qui mesurent des
donne´es internes au robot), capables de fournir des informations de position relatives par rapport au
point de de´part : odome`tres, gyrome`tres, centrales inertielles, etc. Cependant, ces capteurs ont tendance
a` de´river en accumulant les erreurs au fil du temps : cette de´rive peut vite devenir prohibitive pour les
centrales peu one´reuses et peu encombrantes susceptibles d’eˆtre embarque´es sur de petites plates-formes.
On peut e´galement e´quiper les robots de boussoles (compas), qui permettent de se recaler de manie`re
absolue. De tels dispositifs sont toutefois tre`s sensibles aux perturbations magne´tiques, en particulier a`
l’inte´rieur des baˆtiments qui contiennent de nombreuses structures me´talliques et des caˆbles e´lectriques.
Le GPS (« Global Positioning System »), qui repose sur le de´ploiement de satellites jouant le roˆle de
balises artificielles e´mettrices, est e´galement destine´ a` fournir des informations de position absolues, mais
il pose parfois des proble`mes en zone urbaine (masquages ou existence de chemins multiples) et le signal
passe mal a` l’inte´rieur des baˆtiments.
Ainsi, les concepteurs de robots ont e´te´ amene´s a` proposer d’autres approches pour la localisation,
base´es sur l’emploi de capteurs dits « exte´roceptifs » (destine´s a` percevoir le monde exte´rieur au robot) :
came´ras monoculaires, syste`mes ste´re´oscopiques, proxime`tres IR, te´le´me`tres laser ou a` ultrasons,... En
ge´ne´ral, ces techniques alternatives s’appuient sur des mode`les d’environnement, que le robot compare
a` ses perceptions courantes : il s’agit d’exploiter des plans de baˆtiments, des cartes d’obstacles ou des
reconstructions 3D par exemple.
Certains courants de robotique, comme les approches re´actives introduites par Brooks [17], ont tou-
tefois remis en cause la ne´cessite´ de recourir a` de telles repre´sentations : une connaissance locale et donc
limite´e de l’environnement peut suffire pour accomplir certaines taˆches, telles que l’e´vitement d’obstacle
ou certains comportements de groupe. Il existe e´galement des me´thodes de localisation comportemen-
tales, qui exploitent des re`gles de navigation simples : tourner a` droite a` chaque intersection par exemple
[32], ce qui permet de revenir au point de de´part en inversant la proce´dure. Des syste`mes plus sophis-
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tique´s, de´veloppe´s par Arkin notamment [3], apprennent quant a` eux des structures internes qui peuvent
eˆtre rejoue´es. Ces syste`mes pre´sentent toutefois des capacite´s de localisation limite´es, directement condi-
tionne´es par leurs de´placements passe´s : les positions reconnues correspondent uniquement aux positions
ante´rieures du syste`me.
En fait, comme le souligne Lee [114], tout robot utilise au moins des suppositions (explicites ou impli-
cites) sur l’environnement : sce`nes statiques, sol plan, obstacles de forme polygonale, etc. Les approches
re´actives conviennent bien aux environnements dynamiques et changeants pour lesquels les donne´es de
planification sont rapidement invalide´es. Quant aux approches comportementales, elles peuvent eˆtre en-
visage´es dans des cas ou` le robot est libre de ses mouvements (a` la diffe´rence des robots te´le´ope´re´s) et
ou` les mouvements n’ont pas besoin d’eˆtre optimise´s (elles paraissent peu adapte´s a` une recherche de
plus court chemin par exemple). Il existe cependant des taˆches qui exigent impe´rativement un mode`le
d’environnement : la surveillance d’une zone de´finie sur un plan ou la distribution de courrier dans une
pie`ce spe´cifique par exemple. Plus ge´ne´ralement, une carte d’environnement confe`re en principe au robot
une plus grande flexibilite´ (l’homme peut donner des ordres au robot graˆce a` la carte et de meˆme, la
carte fournit un retour d’information vers le te´le´ope´rateur) et une meilleure robustesse (l’efficacite´ du
syste`me est assure´e dans un plus grand nombre de situations graˆce a` l’interpre´tation et a` la validation
des perceptions du robot par exemple).
On peut alors songer a` donner au robot une carte a priori de son environnement. Une telle option serait
ne´anmoins une source de proble`mes ou de limitations : il est parfois couˆteux et laborieux de construire
des cartes manuellement, celles-ci ne sont pas toujours disponibles sur la zone d’e´volution envisage´e
pour le robot (dans le cas de missions de reconnaissance notamment) et elles risquent d’eˆtre rapidement
pe´rime´es (il suffit de de´placer un meuble en milieu inte´rieur par exemple). Alternativement, si un robot est
capable de cartographier lui-meˆme, en ligne, son environnement, cela offre des avantages conside´rables :
possibilite´ de mises a` jour fre´quentes, adaptation de la repre´sentation employe´e aux algorithmes du
robot, mode´lisation de zones difficiles a` atteindre pour l’homme, voire dangereuses ou hostiles, etc. C’est
pourquoi cette fonctionnalite´ a fait l’objet de nombreuses recherches au cours des vingts dernie`res anne´es.
1.3 Proble´matique ge´ne´rale du SLAM
Si la fonction de localisation be´ne´ficie grandement des capacite´s de cartographie, la mode´lisation de
l’environnement ne´cessite a` l’inverse une estimation de la position du robot. En effet, pour savoir ou`
positionner dans la carte les e´le´ments observe´s par le robot (murs, frontie`res d’obstacles,...), il faut eˆtre
capable de situer le syste`me robotise´ dans la carte en cours de construction. Or en ge´ne´ral, le champ
de perception du robot n’embrasse pas l’ensemble de l’environnement, du fait des occultations et des
limites de porte´e des capteurs : le robot doit donc se de´placer pour re´aliser une cartographie plus ex-
haustive et sa position doit eˆtre re´gulie`rement recalcule´e. Il faut donc ge´rer le bouclage entre localisation
et mode´lisation de l’environnement. Ce proble`me de l’œuf et de la poule est bien connu des roboti-
ciens, qui le de´signent sous le nom de « localisation et cartographie simultane´e » ou SLAM en anglais
(« Simultaneous Localization And Mapping »), voire plus rarement CML (« Concurrent Mapping and
Localization »). Dans la suite de ce me´moire, c’est le terme de SLAM que nous utiliserons principalement.
Les modalite´s sensorielles employe´es pour la cartographie sont varie´es : la te´le´me´trie (lasers, sonars,
radar, proxime`tres IR), la vision (monoculaire ou ste´re´oscopique, et parfois panoramique), voire le tou-
cher (utilisation de pare-chocs tactiles). Les mesures issues de ces capteurs exte´roceptifs sont souvent
combine´es a` des donne´es proprioceptives (odome´triques ou inertielles) voire goniome´triques (boussoles)
ou a` des donne´es GPS. Plus re´cemment, d’autres capteurs ont e´te´ utilise´s dans le cadre d’applications
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plus spe´cifiques : par exemple des dispositifs susceptibles de de´tecter la pre´sence de gaz en vue d’en car-
tographier la concentration. Quant aux types d’environnements concerne´s, ils sont e´galement tre`s divers :
milieu urbain (inte´rieur et abords des baˆtiments), milieu naturel moins structure´, milieu sous-marin,
cartographie de la terre vue du ciel, etc.
La proble´matique du SLAM implique en outre la gestion de multiples sous-proble`mes [180]. Il faut
d’abord ge´rer les erreurs de perception et de localisation (de´rive des capteurs proprioceptifs, impre´cision
des mesures exte´roceptives, pre´sence de bruit, erreurs d’interpre´tation, etc.). A partir de ces mesures
sensorielles imparfaites, il s’agit ensuite de se´lectionner la meilleure carte dans un espace de recherche de
tre`s grande dimension. Il faut aussi pouvoir mettre en correspondance les observations locales entache´es
d’erreur avec les e´le´ments de la carte globale en cours de construction. Dans certains cas, il faut e´galement
ajouter le traitement des environnements dynamiques et pour les robots totalement autonomes, des
capacite´s d’exploration. Ainsi, selon certains chercheurs comme Thrun [180], la cartographie automatique
peut eˆtre conside´re´e comme le proble`me perceptuel le plus difficile en robotique mobile : les progre`s dans
ce domaine devraient avoir des retombe´es sur de nombreux autres aspects de la robotique tels que les
interactions homme(s) / robot(s) ou la coordination multirobot par exemple.
1.4 La question des repre´sentations
Pour traiter le proble`me de la localisation et de la cartographie simultane´e, les roboticiens ont fait
appel a` des repre´sentations varie´es de l’environnement : superpositions de scans laser bruts, grilles d’oc-
cupation surfaciques, cartes base´es sur des primitives ge´ome´triques, etc. Comme nous le verrons plus en
de´tail au chapitre 2, ces repre´sentations s’ave`rent souvent comple´mentaires : c’est le cas notamment des
approches me´triques et topologiques. En particulier, leur utilisation conjointe est susceptible de favoriser
l’exploitation de la carte re´sultante pour les besoins de navigation du robot. C’est pourquoi les approches
hybrides, qui combinent diffe´rents types de mode`les e´le´mentaires, se ge´ne´ralisent (cf. chapitre 3).
La plupart de ces repre´sentations hybrides demeurent toutefois peu structure´es, ce qui peut poser
des proble`mes de cohe´rence durant la construction de carte. En outre, comme nous le pre´ciserons au
chapitre 4, ce manque de structure risque de limiter les possibilite´s de raisonnements spatiaux de plus
haut niveau. C’est pourquoi nous nous inte´resserons en priorite´ a` des repre´sentations bien structure´es,
semblables a` celles qui sont aujourd’hui employe´es dans les syste`mes d’information ge´ographiques (SIG),
et plus pre´cise´ment aux mode`les incluant une « couche topologique » en plus des informations purement
ge´ome´triques.
1.5 Objectifs de la the`se
Ainsi, dans le cadre de cette the`se, notre objectif est de de´velopper un algorithme de cartographie
automatique qui permette d’obtenir un mode`le aussi pre´cis et aussi structure´ que possible. Cette carte est
destine´e au robot, pour ses propres besoins de navigation, mais elle est aussi destine´e a` l’homme, dans un
contexte de reconnaissance en zone urbaine notamment [128] : elle doit donc eˆtre facile a` interpre´ter par
un ope´rateur et nous veillerons a` re´duire les ambigu¨ıte´s (distinction entre espace vide, plein ou inconnu,
existence ou non d’une ouverture vers un espace ouvert,...) ou les e´ventuelles incohe´rences (intersection
errone´e de frontie`res d’obstacles, observation d’un objet a` l’inte´rieur d’une zone occupe´e par un obstacle,
etc.).
1.6 Hypothe`ses et contraintes 5
Comme nous le de´taillerons au chapitre 4, les mode`les tre`s structure´s tels que ceux employe´s dans les
syste`mes d’information ge´ographiques impliquent notamment la gestion de liens d’adjacence entre tous les
e´le´ments constitutifs de la carte : sommets, areˆtes et faces. En conse´quence, la construction en ligne d’une
repre´sentation de ce type suppose une adaptation de toutes les e´tapes des algorithmes de cartographie
habituels afin de prendre en compte ces liens d’adjacence. Il s’agit dans un premier temps de conside´rer
des chaˆınes polygonales plutoˆt que des primitives ge´ome´triques individuelles (points, segments...) lors
de la mise en correspondance entre carte globale et donne´es d’observation locales. Il importe ensuite de
mettre en place un processus d’estimation de position des e´le´ments de la carte (a` partir des observations
successives) qui pre´serve ces liens d’adjacence tout en tenant compte des autres contraintes qui re´gissent
ce processus d’estimation (corre´lations entre erreurs d’estimation notamment). Il faut e´galement ge´rer
le lien avec l’e´tape pre´ce´dente, a` travers l’extraction des e´quations de mise a` jour ge´ome´trique a` partir
de l’association de donne´es entre carte globale et observations locales. Enfin, il s’agit de mettre a` jour
la carte globale en corrigeant concre`tement la position des primitives selon les re´sultats du processus
d’estimation pre´ce´dent et en y ajoutant les nouvelles observations locales, tout en assurant la cohe´rence
de la couche topologique.
Notre but est donc de de´velopper une chaˆıne algorithmique comple`te qui permette de construire une
carte aussi pre´cise et exacte que possible, tout en maintenant la cohe´rence de notre mode`le tre`s structure´.
1.6 Hypothe`ses et contraintes
1.6.1 Hypothe`ses sur la plate-forme et sur ses e´quipements
Dans le cadre de cette thse, nous conside´rons un robot terrestre a` roues, e´quipe´ d’un te´le´me`tre laser a`
balayage et d’un odome`tre (constitue´ d’encodeurs destine´s a` compter le nombre de tours de roues depuis
le point de de´part de la plate-forme, afin de reconstituer approximativement sa trajectoire). En faisant
tourner un faisceau laser dans un plan horizontal, le te´le´me`tre mesure a` intervalle angulaire re´gulier (de
l’ordre de 0.5◦ ou 1◦ en ge´ne´ral) la distance a` l’obstacle le plus proche. A chaque acquisition, il fournit
un « scan », c’est-a`-dire une coupe horizontale locale de l’environnement constitue´e des points de mesure
bruts sur un certain champ angulaire (ge´ne´ralement compris entre 180◦ et 360◦). La figure 1.1 (b) montre
un tel exemple de coupe horizontale locale.
En pratique, la plate-forme que nous utilisons au Centre d’Expertise Parisien (CEP Arcueil - ancien-
nement Centre Technique d’Arcueil ou CTA) de la De´le´gation Ge´ne´rale pour l’Armement (DGA) est un
Pioneer 2AT de la socie´te´ ActivMedia, e´quipe´ d’une ceinture de proxime`tres a` ultrasons, d’une came´ra
couleur orientable et d’un te´le´me`tre laser a` balayage (cf. Fig. 1.1 (a)). Cette plate-forme est destine´e
a` expe´rimenter, a` e´valuer et a` comparer des algorithmes de perception (tels que le SLAM) ainsi que
des comportements sensorimoteurs (e´vitement d’obstacles, suivi d’amers, suivi de personnes, etc.) utili-
sables en zone urbaine, en particulier pour des missions de reconnaissance a` l’inte´rieur des baˆtiments [37].
Pour cela, notre syste`me dispose d’une architecture de controˆle modulaire, base´e sur le paradigme
multiagents [36]. Cette architecture a e´te´ initialement conc¸ue dans l’optique d’une autonomie de´cisionnelle
comple`te pour le robot. Plus re´cemment, nous avons montre´ que moyennant quelques adaptations, elle
pouvait e´galement permettre l’intervention d’un te´le´ope´rateur, fournissant ainsi une base inte´ressante
pour le test d’un concept d’autonomie ajustable [37] : diffe´rents modes de controˆle du robot, allant
de la simple te´le´ope´ration jusqu’au lancement de comportements autonomes sont disponibles pour le
te´le´ope´rateur, lui permettant ainsi d’ajuster sa charge de travail tout au long de la mission, suivant sa
propre situation et suivant celle du robot (les images de cartes du chapitre 2 et de la figure 5.20 du
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(a) (b)
Fig. 1.1: (a) La plate-forme robotise´e du CEP Arcueil, de type Pioneer 2AT. (b) Une coupe horizontale
locale de l’environnement, vue a` travers l’interface de te´le´ope´ration du robot. L’espace libre apparaˆıt
en blanc, l’espace inconnu en gris, et les obstacles en noir. La position du robot est mate´rialise´e par
un cercle vert.
chapitre 5 sont pre´sente´es a` travers l’interface du robot, tout comme la carte locale de la figure 1.1 (b)).
L’algorithme de localisation et de cartographie simultane´es de´veloppe´ dans le cadre de cette the`se
est destine´ a` remplacer l’algorithme actuel, qui construit une simple repre´sentation base´e sur l’appa-
rence (superposition de scans laser bruts), cette repre´sentation e´tant transforme´e en grille d’occupation
(repre´sentation surfacique) pour les besoins de planification de trajectoires du syste`me. Cet algorithme
actuel est fonde´ sur un appariement de scans similaire a` celui que nous utilisons (cf. chapitre 5), la po-
sition du robot e´tant simplement estime´e par filtrage de Kalman. Il a fourni des re´sultats inte´ressants
(cf. Fig. 5.20 au chapitre 5) mais il pre´sente encore quelques proble`mes de robustesse (en particulier
lors des virages en de´rapage du robot et lors du bouclage des cycles). En outre, comme nous l’explique-
rons au chapitre 4, nous pensons qu’une plus grande structuration de la repre´sentation permettrait une
meilleure lisibilite´ de la carte et donc une meilleure interaction avec l’homme, ainsi que la mise en œuvre
de raisonnements spatiaux de plus haut niveau pour les modes d’autonomie e´leve´s du robot.
1.6.2 Hypothe`ses sur l’environnement et sur le contexte
Nous supposons en outre que le robot e´volue dans un environnement inte´rieur relativement bien struc-
ture´ (essentiellement compose´ de pie`ces, de couloirs et de quelques meubles). Les obstacles sont constitue´s
de parois verticales, ce qui permet de repre´senter l’information en deux dimensions, vue d’en haut. Nous
nous attachons toutefois a` rester aussi ge´ne´riques que possible : nous e´vitons l’hypothe`se d’environnement
isothe´tique (obstacles paralle`les aux deux directions du repe`re orthogonal) et nous cherchons a` assouplir
l’hypothe`se de polygonalite´ en autorisant la mode´lisation de surfaces courbes par des lignes polygonales
(en ge´rant la non unicite´ d’une telle polygonalisation). Le sol est conside´re´ comme plan et l’environ-
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nement statique. Dans la mesure du possible, nous veillons toutefois a` garder une certaine ouverture
vers les environnements dynamiques et vers une mode´lisation en trois dimensions. En outre, nous nous
interdisons de pre´parer ou de modifier l’environnement pour les besoins du robot, via l’ajout de balises
par exemple, que cette transformation soit re´alise´e par un humain ou par le robot lui-meˆme : dans un
contexte de reconnaissance en zone urbaine, une telle pre´paration serait difficile a` envisager et nuirait a`
la discre´tion du syste`me.
Enfin, il importe que la plate-forme robotise´e puisse se de´placer ou` bon lui semble dans l’environ-
nement : nous souhaitons e´viter que le robot ait besoin d’exe´cuter des manœuvres spe´cifiques pour se
localiser (retour a` une position ante´rieure, parcours syste´matique des contours d’obstacles...) ou qu’il se
cantonne a` des chemins particuliers (diagramme de Vorono¨ı par exemple). La cartographie doit notam-
ment pouvoir se de´rouler en paralle`le ou en toile de fond par rapport a` d’autres taˆches du syste`me, en
particulier dans le cas ou` le robot est te´le´ope´re´ par un homme : Engelson de´signe ce mode de fonction-
nement par l’expression « cartographie passive » [65].
1.7 Plan du me´moire
Dans ce me´moire, nous commenc¸ons par re´aliser un e´tat de l’art des repre´sentations existantes
et des me´thodes de construction de cartes associe´es. Le chapitre 2 se focalise ainsi sur les mode`les
e´le´mentaires en proposant un certain nombre de crite`res de comparaison, tandis que le chapitre 3 de´taille
les repre´sentations hybrides qui combinent diffe´rents types de repre´sentations e´le´mentaires. Concernant
ce dernier point, nous conside´rons a` la fois le domaine de la robotique, mais aussi celui de la ge´ographie
avec les formats de cartes employe´s dans les syste`mes d’information ge´ographiques. Nous nous efforc¸ons
de tirer de cette analyse un certain nombre d’enseignements qui nous guident dans la suite de nos travaux.
En particulier, nous e´tudions les comple´mentarite´s qui existent entre divers types de repre´sentations et
examinons l’inte´reˆt d’une plus grande structuration des mode`les.
Ce tour d’horizon nous permet alors de choisir un mode`le particulier pour la construction de cartes.
Ainsi, au chapitre 4, nous pre´cisons les motivations qui nous poussent a` proposer une repre´sentation ori-
ginale, riche et tre`s structure´e de l’environnement, base´e sur un outil alge´brique appele´ « carte combina-
toire ». Cet outil combine intrinse`quement topologie et ge´ome´trie et ge`re notamment les liens d’adjacence
entre les divers e´le´ments de la carte. Pour les besoins de cartographie automatique, nous y ajoutons une
gestion des incertitudes et pour en garantir un usage robuste, nous en proposons une version discre´tise´e.
Nous discutons e´galement de la position de cette repre´sentation par rapport a` l’existant et fournissons
quelques pistes pour la construction en ligne de ces cartes par le robot mobile. Nous introduisons alors
les grandes e´tapes de notre algorithme de cartographie :
– mise en correspondance entre observations locales et carte globale ;
– correction ge´ome´trique de la carte globale via un filtre de Kalman e´tendu (EKF) ;
– mise a` jour ge´ome´trique et topologique du mode`le.
Les trois chapitres suivants sont consacre´s a` la description de ces diffe´rentes e´tapes. Ils sont en outre
accompagne´s de re´sultats expe´rimentaux qui illustrent les me´canismes mis en œuvre. Ainsi, au chapitre
5, nous expliquons le processus de mise en forme des donne´es locales nouvellement observe´es par le robot
(polygonalisation, filtrage) puis nous nous focalisons sur la mise en correspondance entre ces donne´es (qui
se pre´sentent sous la forme d’une carte locale) et la carte en cours de construction (ou carte globale).
Nous aborderons ainsi la proble´matique d’appariement de chaˆınes polygonales, qui ne´cessite la gestion
des appariements multiples (tantoˆt autorise´s, tantoˆt interdits), et qui est rarement conside´re´e dans le
cadre du SLAM.
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Au chapitre 6, nous indiquons les adaptations apporte´es a` la technique classique de cartographie
par filtrage de Kalman, afin que cette me´thode soit applicable a` notre repre´sentation. En particulier,
nous expliquons la ne´cessite´ de traiter les « cassures » qui se produisent dans les areˆtes et proposons
d’introduire pour cela des points virtuels associe´s a` chacun des segments.
Nous de´crivons ensuite au chapitre 7 l’algorithme de mise a` jour ge´ome´trique, de´duit de ce filtrage,
qui est applique´ a` la carte globale existante : cet algorithme doit maintenir une structure de carte combi-
natoire cohe´rente. Nous de´taillons e´galement l’e´tape de mise a` jour topologique qui permet ve´ritablement
de fusionner la carte locale avec la carte globale tout en mettant a` jour des informations d’ordre topolo-
gique. Pour cela, nous de´finissons le concept de cartes combinatoires colore´es et de´veloppons un certain
nombre d’ope´rations permettant de les manipuler (raffinement colore´ et comple´tion de labels associe´e,
de´placement de sommets, ajout de sommets...). En particulier, ce cadre de travail permet la gestion des
incohe´rences transitoires telles que des retournements de cellules ou des croisements.
Enfin, le chapitre 8 dresse un bilan du travail re´alise´ et propose plusieurs perspectives a` horizons
varie´s, qui sont de´taille´es dans l’annexe 1. L’annexe 2 fournit quant a` elle quelques pistes en vue d’une
e´valuation plus syste´matique de la qualite´ des cartes.
Chapitre 2
Mode`les e´le´mentaires et techniques de
cartographie associe´es
« Les formes naturelles (...) s’offrent a` nous avec des ca-
racte`res de forme re´ductibles a` un petit nombre d’e´le´ments
ge´ne´raux (...) [qui] constituent ce qu’on peut appeler l’al-
phabet des formes. Ces e´le´ments ge´ne´raux, qui e´crivent les
formes, comme les lettres e´crivent les mots, rendent un
compte pre´cis de l’infinie varie´te´ (...) de la nature et de
l’art. »
J. Bourgoin (« Grammaire e´le´mentaire de l’ornement pour
servir a` l’histoire, a` la the´orie et a` la pratique des arts et a`
l’enseignement »).
Le proble`me de la localisation et de la cartographie simultane´es a commence´ a` eˆtre e´tudie´ en tant que
tel dans les anne´es 1980, avec quelques publications pre´liminaires a` la fin des anne´es 1970. L’augmenta-
tion des ressources de calcul et des capacite´s de perception des robots ont contribue´ a` faire progresser les
travaux du domaine tout au long des anne´es 1990, pour laisser place a` un ve´ritable engouement depuis en-
viron cinq ans, avec des publications toujours plus nombreuses, des sessions spe´ciales dans les confe´rences
internationales, des e´coles d’e´te´, des applications varie´es et multimilieux (terrestres, ae´riennes et sous-
marines) et meˆme quelques produits commerciaux (plates-formes robotise´es et simulateurs inte´grant des
algorithmes de cartographie, aspirateurs autonomes, logiciel de SLAM visuel, etc.).
Dans le cadre de cet e´tat de l’art, nous nous sommes essentiellement focalise´s sur les formats de cartes
employe´s, en indiquant pour chacun de ces formats les techniques de construction disponibles. Comme
nous allons le voir, les mode`les d’environnement propose´s de´pendent a` la fois des capteurs disponibles
et du type d’environnement conside´re´. Par exemple, les grilles d’occupation se preˆtent souvent mieux a`
des capteurs peu pre´cis que les repre´sentations fonde´es sur des primitives ge´ome´triques. De meˆme, les
repre´sentations polygonales sont a priori mieux adapte´es aux environnements inte´rieurs bien structure´s
qu’au milieu naturel. Comme nous l’avons indique´ dans le chapitre d’introduction, nous nous inte´ressons
essentiellement aux repre´sentations en deux dimensions d’environnements inte´rieurs structure´s et sta-
tiques, construites par un robot unique : si ce the`me a e´te´ longuement e´tudie´, il n’est toujours pas
conside´re´ comme entie`rement re´solu a` l’heure actuelle (en particulier dans le cas ou` l’environnement a`
cartographier est de grande dimension [180] [22], et justement a` cause de la question des repre´sentations,
qui paraˆıt de´terminante dans ce cas). C’est pourquoi cet e´tat de l’art est essentiellement axe´ sur les tra-
vaux qui se rapportent a` ce type de milieu : nous ne de´taillerons pas les approches destine´es a` mode´liser
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des environnements non structure´s (caracte´ristiques statistiques locales [167], mode´lisations par sommes
de gaussiennes [58], mode`les nume´riques de terrain [96]...) ni les mode`les 3D d’environnements urbains
exploitant des repre´sentations volumiques [138] ou des primitives 3D (plans, segments et points 3D [139]
[179] [40]...), sauf si ces mode`les ont un inte´reˆt dans le type d’environnement qui nous inte´resse. De meˆme,
nous ne de´taillerons pas non plus les strate´gies de cartographie en environnement dynamique (cf. [84] ou
[158] par exemple), ni les strate´gies de cartographie multirobot, sauf si celles-ci apportent de nouveaux
e´le´ments dans un cadre monorobot.
Afin de pouvoir comparer les diffe´rents mode`les de cartes, nous nous sommes fixe´ une grille de lecture
proposant un certain nombre de crite`res de comparaison (en partie inspire´s de [114], [182] ou [194]).
Certains de ces crite`res sont intrinse`ques au mode`le conside´re´ (compacite´ par exemple), mais beaucoup
sont en fait lie´s aux me´thodes de construction disponibles sur le mode`le :
– compacite´ : taille me´moire ne´cessaire au stockage de la repre´sentation ;
– ge´ne´ricite´ par rapport au type d’environnement. Ce crite`re regroupe diffe´rentes notions :
adaptation automatique a` l’e´chelle des objets de l’environnement (par exemple, les grilles d’occupa-
tion se re´ve`lent peu efficaces lorsque l’environnement comprend a` la fois des objets de grande et de
petite taille puisqu’elles ne´cessitent un de´coupage en petites cellules peu adapte´ aux grands objets),
adaptation automatique a` la densite´ et a` la nature des obstacles (par exemple, les repre´sentations
polygonales sont mal adapte´es aux courbes et peu efficaces par rapport aux repre´sentations de
type balises lorsque l’environnement pre´sente de nombreux objets ponctuels tels que des pieds de
meubles) ;
– ge´ne´ricite´ par rapport aux capteurs : il s’agit de ve´rifier que le mode`le est adapte´ a` l’emploi
de tous les types de capteurs classiques en robotique (capteurs pre´cis ou non, denses tels que la
vision ou moins denses tels que les ceintures de te´le´me`tres a` ultrasons, etc.), notamment en vue de
re´aliser une fusion de donne´es multisensorielles ;
– adaptation a` la repre´sentation de grands environnements : au-dela` du crite`re de compa-
cite´, il s’agit de ve´rifier si le mode`le et les techniques de constructions associe´es restent efficaces
lorsque le volume de donne´es augmente et si elles permettent d’assurer la cohe´rence de la carte.
Ce dernier point concerne aussi la repre´sentation de l’incertitude (a` la fois pour les e´le´ments de la
carte et pour la position du robot) : gestion des ambigu¨ıte´s de positionnement du robot, gestion
des bouclages de cycles dans l’environnement avec re´tropropagation des corrections d’erreurs de
position le long du cycle (par exemple, les me´thodes de construction de grilles d’occupations ne
permettent ge´ne´ralement pas de bien prendre en compte des corre´lations entre cellules, ce qui peut
engendrer des proble`mes de cohe´rence de la carte lors d’une fermeture de boucle) et convergence
du processus (par exemple, des proble`mes de line´arisation peuvent apparaˆıtre lors de l’utilisation
du filtre de Kalman e´tendu, ce qui peut mener a` une divergence du filtre) ;
– souplesse des modes de contruction existant. Ce crite`re couvre deux aspects : possibilite´ de
construction de la carte en temps re´el (ou bien ne´cessite´ d’un apprentissage de la carte pre´alablement
a` la navigation du robot, ou encore construction hors ligne en raison de temps de calcul prohibitifs)
et possibilite´ de construction « passive », sans induire de trajectoire particulie`re pour le robot (en
particulier, compatibilite´ du processus de construction de cartes avec la te´le´ope´ration du robot selon
une trajectoire quelconque) ;
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– exploitation par le robot : il s’agit de ve´rifier si le robot peut faire une exploitation efficace de
la carte pour naviguer, exe´cuter les taˆches qui lui sont alloue´es et planifier ses actions. Ce crite`re
concerne donc notamment l’adaptation de la repre´sentation aux algorithmes de navigation et de
planification classiquement employe´s par les robots, aux algorithmes de recherche ope´rationnelle et
aux raisonnements spatiaux de plus ou moins haut niveau ;
– exploitation par un humain en ligne (dans le cadre d’interactions homme / machine) ou a
posteriori : il s’agit de ve´rifier si la repre´sentation est facile a` appre´hender par un humain (par
exemple, certaines repre´sentations topologiques se re´ve`lent assez herme´tiques pour l’homme, meˆme
si elles sont bien adapte´es aux algorithmes et aux moyens de perception du robot) et de s’assurer
que l’on peut attacher des informations se´mantiques sur l’espace (sur des objets ou sur des re´gions)
permettant une meilleure interaction entre l’homme et le robot.
Dans un premier temps, nous de´crivons un certain nombre de mode`les « e´le´mentaires » (cate´gories
couramment cite´es dans la litte´rature). Dans le chapitre suivant, nous nous attachons a` classer les mode`les
hybrides issus de combinaisons de ces repre´sentations e´le´mentaires.
2.1 Lieux reconnaissables
Comme le souligne Lee [114], la reconnaissance de lieux ou de points de re´fe´rence constitue une apti-
tude fondamentale pour la navigation. Mataric [132] rappelle en effet que chez l’humain ou chez l’animal,
les repre´sentations internes de l’environnement (aussi appele´es « cartes cognitives ») mode´lisent l’espace
comme un ensemble de balises servant de points de re´fe´rence. Les travaux du domaine des sciences cogni-
tives montrent a` quel point ces balises ou lieux de re´fe´rence jouent un roˆle central dans les repre´sentations
spatiales, en tant que briques e´le´mentaires de´finies a` partir de stimuli essentiellement visuels mais aussi
sonores, olfactifs ou auditifs. Piaget [155] pre´cise en outre que les enfants repre´sentent d’abord l’espace
comme des lieux se´pare´s, avant d’ajouter des informations de distances entre lieux. Ainsi, certains travaux
de robotique ont d’abord cherche´ a` de´finir des lieux ou des balises caracte´ristiques, dont les spe´cificite´s
pourraient suffire a` elles seules a` localiser le robot sans ambigu¨ıte´.
Chez Nehmzow et Smithers [144] par exemple, les lieux sont de´finis et reconnus exclusivement selon
les mouvements re´alise´s par le robot. Le robot est dote´ d’un comportement de suivi de mur et cherche a`
de´tecter des virages significatifs correspondant a` des coins de la pie`ce. Dans ce contexte, les capteurs sont
utilise´s pour maintenir le robot a` distance constante du mur mais ils n’interviennent pas directement dans
le processus de localisation. Le syste`me semble fonctionner correctement dans certaines configurations
puisqu’il apprend les coins lors des circuits successifs autour de la pie`ce, jusqu’a` eˆtre capable de les
reconnaˆıtre individuellement a` la fin de l’expe´rimentation. Toutefois, il e´prouve des difficulte´s de`s que
l’environnement pre´sente des re´gions de forme similaire.
Dans les travaux de Donnet [47], lors d’une phase pre´paratoire, le robot est place´ de fac¸on syste´matique
a` un certain nombre de positions dans l’environnement. A chaque position, le robot enregistre les infor-
mations (intensite´, direction, distance) relatives a` diverses balises sonores, ultrasonores et infrarouges.
Ensuite, lors de la phase de navigation proprement dite, le robot parvient a` se localiser par mise en
correspondance entre ses observations et les informations stocke´es sur les balises, suivant une technique
de classification baye´sienne.
Dans le domaine de la vision, Yeh et Kriegman [204] proposent eux aussi une approche baye´sienne
pour se´lectionner automatiquement parmi un ensemble de primitives ge´ome´triques 3D (points ou segments
indistingables - en pratique, les lignes verticales de l’image) le sous-ensemble qui a le plus de chances
d’eˆtre reconnu dans une image unique (et le moins de chances d’eˆtre confondu avec un autre sous-
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ensemble de primitives). Toutefois, il e´tait pre´vu de`s le de´but une extension vers l’utilisation de graphes
(graphe d’aspects ou repre´sentation du type de celle propose´e par Taylor et Kriegman [177], appele´e
« boundary place graph », qui garde en me´moire l’ensemble des balises visibles depuis les frontie`res de
chaque obstacle) pour permettre au robot de naviguer de fac¸on plus robuste dans un cadre re´aliste.
Plus re´cemment, Gechter et Charpillet [77] ont expe´rimente´ une me´thode de localisation fonde´e uni-
quement sur l’exploitation d’une base de donne´es d’images de l’environnement construite a priori. Cette
base de donne´es peut eˆtre vue comme une carte basique, e´labore´e en amont de la phase de navigation du
robot. La reconnaissance de lieu est re´alise´e par comparaison des observations du robot avec les images
de la base de donne´es initiale, en calculant une probabilite´ de « proximite´ » (similitude entre images).
L’algorithme choisit l’image de la base qui ressemble le plus aux perceptions courantes : ce calcul est base´
sur une classification pre´alable des donne´es par analyse en composantes principales (ACP) comme chez
Sim et Dudek [171], de manie`re a` limiter les calculs lors de la phase de navigation. Cette me´thode pre´sente
cependant des limitations et conduit a` des ambigu¨ıte´s de positionnement. Elle a donc e´te´ ame´liore´e par
combinaison avec une technique a` base de processus de´cisionnels de Markov partiellement observables
(PDMPO) qui tient compte des de´placements du robot et le mode`le de cartes devient plus sophistique´ :
l’espace est alors de´compose´ en e´tats correspondant chacun a` une position et a` une orientation, de manie`re
similaire aux travaux de Simmons et Koenig [173] que nous verrons plus loin.
Ainsi, ces diffe´rentes repre´sentations tre`s simples, constitue´es exclusivement d’une liste de descrip-
tion de lieux pre´sentent d’importantes limitations. Concernant la localisation, la mise en correspondance
des observations du robot avec ces descriptions de lieux pre´-enregistre´es peut ge´ne´rer des ambigu¨ıte´s de
positionnement difficiles a` lever en l’absence de tout lien entre lieux (adjacence, proximite´, ordre de suc-
cession...). L’adjonction des relations d’adjacence permettrait notamment de limiter le nombre d’images
candidates a` tester [187]. La connaissance de l’ordre de succession de ces lieux pour une trajectoire donne´e
peut e´galement faciliter leur identification le long de cette trajectoire (cf. les travaux de Pradalier et al.
par exemple sur le suivi de trajectoires sensorimotrices [157]). On est toutefois contraint, dans ce cas,
a` e´voluer sur la trajectoire pre´de´finie : il n’est pas pre´vu d’utiliser des raccourcis par exemple. Enfin,
comme l’indique Lee [114], les simples repre´sentations a` base de lieux sont adapte´es a` la navigation
des robots lorsque tous les lieux recherche´s (bornes de recharge par exemple) sont visibles en perma-
nence. En revanche, si le point de ralliement recherche´ n’est pas visible, une certaine planification s’ave`re
ne´cessaire, mais celle-ci impose de connaˆıtre l’existence de chemins entre lieux. On s’oriente de`s lors vers
des repre´sentations dites « topologiques ».
2.2 Cartes topologiques
2.2.1 Description
Selon Thrun [178], les cartes topologiques auraient vu le jour a` la fin des anne´es 70, avec les travaux
de Kuipers qui mode´lise le monde comme un graphe de lieux et utilise les arcs pour repre´senter les
mouvements possibles entre lieux [105]. Plus ge´ne´ralement, les cartes topologiques peuvent eˆtre vues
comme des repre´sentations abstraites qui de´crivent les relations entre e´le´ments de l’environnement, sans
utiliser de repe`re de re´fe´rence absolu [68]. Elles se pre´sentent sous la forme de graphes, dont les sommets
correspondent a` des lieux, souvent associe´s a` des informations perceptuelles (histogrammes de couleurs,
images, donne´es te´le´me´triques...), et dont les areˆtes indiquent qu’il existe un chemin traversable par le
robot, reliant les deux extre´mite´s de l’areˆte (cf. Fig. 2.1). Il n’existe pas de se´mantique unique sur ces
repre´sentations et la signification des sommets et areˆtes diffe`re beaucoup selon les approches [68]. Plus
pre´cise´ment, les principales diffe´rences entre cartes se situent ainsi dans :
– la nature des sommets, leur densite´ et la manie`re dont ces sommets sont ajoute´s dans la carte ;
– la nature des areˆtes ;
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– le degre´ d’information me´trique ajoute´e a` la repre´sentation purement topologique, comme nous le
verrons dans la section consacre´e aux repre´sentations hybrides.
Fig. 2.1: Un exemple de carte topologique. a) Repre´sentation me´trique de l’environnement associe´e
a` des lieux topologiques relie´s entre eux par des relations d’adjacence. b) Repre´sentation purement
topologique correspondante.
Les sommets des cartes topologiques sont souvent de´duits des informations perceptuelles, mais certains
travaux, inspire´s par la neurobiologie notamment, les de´finissent en lien avec les mouvements du robots.
Par exemple, chez Mataric [132], ils correspondent a` des combinaisons de mouvements du robot et de
perception par une ceinture de te´le´me`tres a` ultrasons. Ainsi, un couloir est de´fini comme une combinaison
de de´placements en ligne droite et de mesures te´le´me´triques peu profondes dans les directions late´rales
au robot. En outre, ces sommets sont augmente´s de donne´es me´triques brutes fournies par l’odome´trie
et de directions indique´es par une boussole (par exemple : « mur a` gauche, avec un de´placement de 10
m vers le nord »).
Globalement, a` l’instar de Filliat [70], on peut proposer la classification suivante pour les sommets :
– Sommets de´finis par l’homme : le robot de´tecte des types de lieux ou des balises (portes,
couloirs, jonctions,... [107] [41]) entie`rement pre´de´finis par le concepteur du robot, et exploite des
connaissances a priori sur l’apparence de ces lieux ou balises (descriptions « exhaustives »permet-
tant l’extraction de ces divers e´le´ments). Il dispose ainsi d’algorithmes explicites lui permettant de
reconnaˆıtre ces objets : par exemple, chez Dedeoglu et Mataric [41], le robot de´tecte les portes en
recherchant un espace libre entre deux murs paralle`les dans des mesures issues de sonars. Dans ce
type d’approche, il existe toutefois un fort risque d’ambigu¨ıte´ perceptuelle (« perceptual aliasing »)
puisque deux balises de meˆme nature peuvent eˆtre ensuite difficiles a` discriminer par le robot, en
l’absence d’autres e´le´ments de description de l’objet. En outre, la de´finition des sommets risque de
ne pas eˆtre adapte´e aux capacite´s perceptuelles du robot : le syste`me ne prendra pas en compte une
balise tre`s discriminante (au regard de ses capacite´s sensorielles) si celle-ci ne fait pas partie des
objets a` rechercher et, a` l’inverse, il peut arriver que l’homme de´finisse un type de balise difficile a`
reconnaˆıtre par le robot.
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– Sommets de´finis a` des lieux canoniques : le concepteur du robot ne spe´cifie pas comple`tement
la nature des sommets mais de´finit les lieux ou` un sommet peut eˆtre cre´e´ et laisse le soin au ro-
bot de le trouver et de le caracte´riser pre´cise´ment. Ainsi, chez Kuipers [106], les sommets, appele´s
« lieux distinctifs » (« distinctive places »), sont de´finis comme des points uniques correspondant
aux extrema locaux de mesures dites de « distinctiveness » (par exemple, la mesure « distances
e´gales entre le robot et les objets voisins » qui fournit les nœuds d’un diagramme de Vorono¨ı). Des
lois de commande base´es elles aussi sur ce type de mesures guident localement le robot vers ces
lieux canoniques, tels que le « centre » d’une intersection entre deux couloirs. La strate´gie de car-
tographie d’Engelson est fonde´e sur le meˆme principe [65]. Chez Kortenkamp et Weymouth [103],
le robot de´tecte des transitions entre re´gions d’espace libre distinctes (passages, portes, jonctions),
de´signe´es par le terme ge´ne´rique de « gateways ». Une strate´gie de navigation locale lui permet
en outre de se placer pre´cise´ment au milieu de ces « gateways ». Ensuite, comme les sommets
correspondent a` des lieux pre´cis (des points et non des zones de surface non nulle), il devient plus
facile d’y associer des informations facilitant la reconnaissance ulte´rieure du sommet au cours de
la navigation du robot (on peut aussi parler d’indexation perceptuelle [65]) : scan sonar, grille
d’occupation locale [106], signature visuelle [103]. En effet, on re`gle ainsi le proble`me classique du
« point de vue » [70] : lorsque les lieux sont de´finis par l’ope´rateur, correspondent a` une zone de
surface non nulle et peuvent e´ventuellement eˆtre de´tecte´s a` distance (par exemple, les portes chez
Dedeoglu et Mataric [41]), les informations supple´mentaires que l’on pourrait y attacher risquent
d’eˆtre de´pendantes de la position du robot au moment de l’observation. Ici, ces informations sont
attache´es a` un lieu pre´cis, qui peut eˆtre retrouve´ par le robot en appliquant localement des lois de
commande spe´cifiques : il n’y a plus de risque de variation locale de ces informations. En revanche,
cela implique une trajectoire particulie`re pour le robot (pas de cartographie « passive »). De plus,
dans le cas ou` le robot utilise une fonction de « distinctiveness », le bon fonctionnement du syste`me
repose sur l’habilete´ et l’intuition du concepteur dans la de´finition de cette fonction.
– sommets de´finis automatiquement par classification non supervise´e, souvent par re´seau
de neurones (« self-organizing map de Kohonen » [100] chez Kurz [108], perceptron chez Nehmzow
et al. [143]). Cette fois, la de´finition des sommets ne de´pend plus de l’homme (si ce n’est dans la
de´finition du re´seau de neurones). En ge´ne´ral, on suppose que la situation sensorielle du robot est
relativement constante au sein d’un lieu donne´ : on de´tecte donc un nouveau lieu lorsque la varia-
tion de situation sensorielle de´passe un certain seuil. Cette situation sensorielle peut eˆtre constitue´e
de la configuration locale des directions et des distances entre balises ([120] [76]), de la valeur des
capteurs de proximite´ ([143]), ou des caracte´ristiques des images panoramiques ([187]). Chez Kurz
par exemple [108], les sommets (« situations areas ») correspondent a` des re´gions ou` les donne´es
te´le´me´triques sont similaires et la carte est entraˆıne´e pour reconnaˆıtre ces groupements de donne´es
sensorielles. Chez Nehmzow et al. [143], le re´seau de neurones apprend le lien entre la perception
a` l’instant t et a` l’instant t + 1 : les endroits ou` la pre´diction du mode`le est mauvaise sont au-
tomatiquement se´lectionne´s comme sommets. Ainsi, les sommets sont bien adapte´s aux modalite´s
de perception du robot. En contrepartie, ils risquent de ne plus eˆtre tre`s signifiants pour un humain.
– sommets de´finis a` intervalles re´guliers dans l’espace : dans certains syste`mes robotise´s,
comme celui de Yamauchi et Beer [202], un nouveau sommet est cre´e´ dans la carte de`s que la
distance parcourue de´passe un certain seuil. Ce sommet ne correspond donc pas a` un lieu spe´cifique
de l’environnement : il s’agit simplement de discre´tiser l’espace de manie`re relativement re´gulie`re
(d’un point de vue me´trique) en une carte topologique comportant un nombre fini de sommets.
Cette strate´gie peut toutefois conduire a` un encombrement inutile de la carte, au risque d’omettre
des sommets inte´ressants et facilement reconnaissables par le robot.
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On comprend donc que ces diverses strate´gies induisent des diffe´rences de densite´ dans les sommets,
selon que l’espace est e´chantillonne´ re´gulie`rement pour cre´er de nouveaux sommets [202] ou que le syste`me
effectue un choix en fonction de ses perceptions sensorielles ([106] [41] [143]...). Nous verrons e´galement
dans le chapitre consacre´ aux repre´sentations hybrides que les nœuds ne sont pas force´ment inse´re´s dans
le meˆme ordre : dans les repre´sentations purement topologiques, les nœuds sont plutoˆt ajoute´s tout au
long du trajet du robot tandis que chez Thrun par exemple [178], ceux-ci sont de´finis a posteriori.
Les areˆtes topologiques, quant a` elles, proce`dent toutes en ge´ne´ral d’une notion d’adjacence. Toute-
fois, comme le souligne Filliat [70], la nature de ces areˆtes est variable :
– Celles-ci peuvent eˆtre oriente´es (on parle alors d’ « arcs », comme chez Taylor et Kriegman par
exemple [177]) ou non oriente´es (dans le cas des graphes d’adjacence par exemple).
– Certaines areˆtes peuvent demeurer implicites : par exemple, le fait que des sommets partagent les
meˆmes balises peut fournir des informations sur l’adjacence entre lieux (cf. Levitt et Lawton [120]).
– L’existence d’une areˆte peut recouvrir d’autres notions que l’adjacence : une notion de visibilite´
chez Taylor et Kriegman [177], une information d’ « atteignabilite´ » suivant un comportement
sensorimoteur donne´ chez Kuipers [106], etc.
– Ainsi, une areˆte peut parfois eˆtre ve´ritablement ancre´e dans l’espace (me´trique) meˆme s’il s’agit
d’un ancrage implicite (lien de´duit d’une mesure de discernabilite´ chez Kuipers [106], en particulier
si le robot suit le diagramme de Vorono¨ı [192]) et parfois cet ancrage n’existe pas (par exemple,
chez Kortenkamp, on a juste une notion d’adjacence entre « gateways » [101]).
– Plus ge´ne´ralement, comme on le verra plus loin lors de la description des mode`les de cartes hy-
brides, une areˆte peut eˆtre enrichie d’informations me´triques (notamment la longueur du chemin
reliant les deux extre´mite´s). Cependant, dans un cadre purement topologique, cette information
n’est pas utilise´e dans un repe`re de re´fe´rence commun pour infe´rer des informations me´triques glo-
bales, mais plutoˆt pour faciliter la leve´e d’ambigu¨ıte´s ou pour faciliter la recherche ope´rationnelle
dans le graphe (recherche de plus courts chemins notamment).
– Enfin, quelques auteurs ont ajoute´ un degre´ de confiance sur l’existence de ces areˆtes : dans le re´seau
adaptatif de lieux de Yamauchi et Beer [202], cet indice de confiance est plutoˆt utilise´ pour ge´rer
les modifications e´ventuelles de l’environnement (obstacles qui bougent et portes qui se ferment).
Ces de´finitions variables des areˆtes et des sommets ont donne´ lieu a` des repre´sentations diverses. On
peut toutefois en de´gager globalement un certain nombre de caracte´ristiques communes, comme l’indique
la discussion qui suit.
2.2.2 Discussion
Avantages :
Selon [102], l’avantage principal des cartes topologiques revient a` s’abstraire des proble`mes d’incer-
titude dans le mouvement des robots : les incertitudes ne s’accumulent pas globalement car le robot
se contente de naviguer localement, entre endroits. Il n’y a donc pas besoin d’estimation pre´cise de la
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position de la plate-forme robotise´e [178], ce qui limite les ressources de calcul ne´cessaires. En outre,
ces repre´sentations sont bien adapte´es aux algorithmes de planification puisque la taille de l’espace de
recherche est petite compare´e a` l’ensemble des trajectoires possibles dans l’espace 2D continu [70].
Concernant l’interaction avec les humains, certaines de ces cartes peuvent pre´senter un de´coupage de
l’espace qui facilite l’utilisation par l’homme [114] (notamment si les lieux correspondent a` des pie`ces ou
a` des couloirs [103]) : par exemple, on peut imaginer de donner l’ordre au robot de se rendre dans la
salle de se´jour plutoˆt qu’aux coordonne´es carte´siennes (x,y) [70]. Thrun souligne ainsi que ces mode`les
sont bien adapte´s aux planificateurs et aux syste`mes de re´solution de proble`mes symboliques, ainsi qu’a`
l’interaction en langage naturel car on peut facilement y ajouter des informations symboliques.
Par ailleurs, ces cartes sont souvent conside´re´es comme compactes dans leur repre´sentation de l’espace
car elles ne mate´rialisent que les lieux inte´ressants, dans un graphe d’adjacence. Cependant, cette proprie´te´
de´pend de la de´finition des sommets : les cartes ou` de nouveaux sommets sont cre´e´s de`s que la distance
au sommet le plus proche de´passe un certain seuil [202] sont souvent moins e´conomiques en terme de
place me´moire, mais la discre´tisation de l’espace me´trique reste tout de meˆme plus laˆche que dans une
grille d’occupation par exemple [178].
Concernant l’adaptation aux diffe´rents types de capteurs, la de´finition des sommets est souvent relative
au capteur utilise´ (mesures de « distinctiveness » associe´es aux capteurs te´le´me´triques par exemple [106]).
En revanche, si la position de sommet est bien de´finie localement (lieu ponctuel comme chez Kuipers
[106]), on peut facilement attacher de multiples donne´es sensorielles, issues de capteurs varie´s (signatures
visuelles ou te´le´me´triques notamment).
Enfin, comme l’indique Filliat [69], divers syste`mes robotise´s inspire´s du fonctionnement ce´re´bral du
rat (et notamment des cellules de lieu existant dans son hippocampe) reposent sur des cartes topolo-
giques, ce qui sugge`re que ce type de cartes est biologiquement plausible.
Inconve´nients :
Comme le souligne Kortenkamp [101], le principal inconve´nient des mode`les purement topologiques
est justement la qualite´ qui les rend attractifs : l’absence d’informations ge´ome´triques. Cette lacune
peut empeˆcher le robot de re´aliser des raisonnements spatiaux sur l’ensemble de son environnement. En
particulier, le syste`me robotise´ peut avoir des difficulte´s a` se´lectionner le chemin optimal entre deux lieux
[178] : d’une part, le manque d’information sur la longueur des chemins (sur les arcs) peut l’empeˆcher de
choisir entre deux branches du graphe qui me`nent au meˆme endroit, et d’autre part, il n’est pas possible
de trouver un chemin plus direct dans l’espace me´trique 2D que ceux qui sont implicitement code´s dans
les areˆtes du graphe (par exemple, les chemins qui suivent implicitement le diagramme de Vorono¨ı). Plus
ge´ne´ralement, selon Prescott [161], la capacite´ de de´terminer des raccourcis ou des routes directes dans
un espace non explore´ ne´cessite la connaissance de relations spatiales de plus haut niveau.
De plus, nous avons vu que les cartes topologiques posent parfois des proble`mes pour distinguer des
lieux diffe´rents (« perceptual aliasing »), et souffrent en particulier d’une sensibilite´ au point de vue,
ce qui ge´ne`re parfois des ambigu¨ıte´s de positionnement (qui pourraient eˆtre re´solues avec informations
topome´triques comme les coordonne´es carte´siennes des sommets).
En outre, selon Prescott [161], si les sommets sont impossibles a` distinguer (ou du moins se´parables
localement sur la base des informations sensorielles qui leur ont e´te´ attache´es, mais pas globalement, ce
qui est souvent le cas), la construction d’une carte purement topologique ne´cessite de mettre en œuvre
un processus tre`s couˆteux et peu efficace lors de la cre´ation d’un nouveau sommet. En effet, il faut
alors comparer les observations courantes du robot aux informations sensorielles attache´es aux sommets
existants pour ve´rifier que l’on n’est pas revenu a` un lieu connu. Comme ces informations ne sont pas
force´ment discriminantes, cette proce´dure (appele´e « rehearsal procedure » chez Kuipers [106]) exige
un test spatial sur chaque sommet candidat dans lequel les relations d’adjacence de ces candidats sont
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compare´es a` celles du sommet a` cre´er : les sommets voisins sont compare´s de manie`re re´cursive. Ce test
ne s’arreˆte que si les donne´es sensorielles permettent de retrouver l’identite´ des sommets teste´s. Ainsi,
il importe de savoir combien de places globalement distinctives sont ne´cessaires pour re´aliser ce test :
Kuipers en utilise une seule [106] mais Prescott montre que cela est insuffisant [161]. Une alternative
consiste a` limiter le re´pertoire de comportements du robot : simple suivi de mur ou suivi du diagramme
de Vorono¨ı, de manie`re a` faciliter la segmentation et l’identification de lieux en limitant le nombre de
points ou` le robot est face a` un ve´ritable choix de navigation (sommets de degre´ supe´rieur a` 2). Si cette
strate´gie peut fonctionner dans un espace de taille limite´e, en contrepartie, les zones ouvertes sont moins
bien repre´sente´es et cela limite conside´rablement les chemins possibles pour le robot.
Ainsi, dans un certain nombre d’approches topologiques ([132] [106]), la cartographie n’est pas une
taˆche « passive » puisqu’elle ne peut pas eˆtre re´alise´e en paralle`le d’une taˆche quelconque (ou d’une
te´le´ope´ration) : elle ne´cessite souvent un comportement de navigation particulier pour le robot, tel que le
suivi de mur, et implique une trajectoire spe´cifique. De plus, l’areˆte entre deux sommets n’est ge´ne´ralement
ajoute´e que si le robot a re´ellement parcouru un chemin entre les deux extre´mite´s de l’areˆte (excepte´ dans
quelques syste`mes ou` cette information peut eˆtre infe´re´e « a` distance » [189]) : cela ne´cessite souvent
une longue pe´riode de navigation dans l’environnement afin de parcourir tous les chemins possibles et
apprendre la carte de manie`re exhaustive.
Selon Lee [114], les repre´sentations topologiques conviennent lorsque les balises ou les lieux distinctifs
dominent l’environnement et que les sommets sont relie´s par des chemins bien de´finis (notamment par
des lois de commandes locales comme chez Kuipers [106] ou Kortenkamp et Weymouth [103]), mais elles
peuvent poser proble`me dans des environnements ouverts tels que des entrepoˆts, qui ne posse´deraient pas
de marqueurs distinctifs (si ce n’est des informations me´triques) et ou` les robots n’approcheraient pas
force´ment des balises ou des re´fe´rences ne´cessaires a` la navigation (murs, portes...) situe´es en pe´riphe´rie.
Enfin, concernant l’interaction homme / robot, de nombreuses cartes topologiques ne correspondent
pas a` la repre´sentation « ide´ale » de´crite ci-dessus, comportant un sommet par pie`ce et par jonction :
les repre´sentations topologiques sont parfois perc¸ues comme relativement « herme´tiques », propres aux
robots et a` leurs capacite´s sensorielles particulie`res (et meˆme dans certains cas, propres a` un seul robot
donne´, sans possibilite´ de partage avec d’autres robots), et donc difficiles a` appre´hender pour un humain
(a` moins de mettre en œuvre un lourd traitement de mise en forme).
2.3 Cartes me´triques
Les syste`mes base´s sur les cartes me´triques visent a` produire une repre´sentation ge´ome´trique plus
ou moins de´taille´e de l’environnement a` partir des donne´es perceptuelles. Dans ce type de cartes, des
informations de longueur, de distance ou de position apparaissent explicitement et sont en principe
de´finies dans un re´fe´rentiel unique. Ainsi, elles sont souvent faciles a` appre´hender par l’homme car elles
offrent une relation bien de´finie avec le monde re´el [114].
En revanche, la construction de cartes me´triques cohe´rentes ne´cessite de ge´rer des contraintes ge´ome´tri-
ques particulie`res, notamment lorsque le robot retourne sur un lieu connu apre`s avoir re´alise´ une boucle
dans l’environnement (couloir qui se referme sur lui-meˆme par exemple). En effet, on constate souvent, a`
la fermeture d’un tel cycle, que les observations successives ne se recouvrent pas correctement. Plusieurs
raisons permettent d’expliquer ce phe´nome`ne [179] :
– dans certains cas (par exemple dans le cas des grilles d’occupation classiques), le syste`me ne peut
corriger les positions ante´rieures du robot (et donc indirectement des e´le´ments observe´s par le
robot a` ces positions ante´rieures), ce qui paraˆıt pourtant indispensable pour assurer une bonne
superposition des donne´es pre´sentes et passe´es ;
– parfois, le robot ne maintient qu’une seule hypothe`se sur sa position (par exemple dans le cas des
filtres de Kalman ou` la position du robot est mode´lise´e par une distribution gaussienne unimodale) :
18 Mode`les e´le´mentaires et techniques de cartographie associe´es
il ne peut pas ge´rer correctement certaines ambigu¨ıte´s de positionnement ;
– dans certains cas, le robot ne tient pas vraiment compte de l’incertitude sur sa position, ce qui
geˆne l’appariement entre l’observation et la carte courante. En effet, cet appariement est souvent
re´alise´ par des me´thodes de descente de gradient qui ne´cessitent une bonne estimation initiale de
la position du robot (celle-ci doit se trouver dans le bassin d’attraction de l’extremum), alors que
l’incertitude sur cette position peut croˆıtre sans borne lors du parcours du cycle.
Ainsi, plus encore que pour les cartes topologiques, la gestion des cycles est l’un des enjeux majeurs
de la construction de cartes me´triques puisque outre la de´tection du cycle, elle ne´cessite la gestion de la
cohe´rence ge´ome´trique de l’ensemble de la repre´sentation.
2.3.1 Repre´sentations base´es sur l’apparence
Description
Les repre´sentations base´es sur l’apparence sont constitue´es des donne´es brutes issues des capteurs et
ne font l’objet d’aucun traitement de mise en forme tel que l’extraction de primitives ge´ome´triques : c’est
pourquoi on parle aussi d’approches directes [194]. En ge´ne´ral, il s’agit d’un ensemble de scans lasers
recale´s les uns par rapport aux autres de manie`re a` maximiser leur correspondance (et donc visuellement
leur superposition) [126] [81] [179] [166]. On peut aussi placer dans cette cate´gorie les ensembles d’images
recale´es en vue de former une mosa¨ıque [188].
Fig. 2.2: Une carte de notre couloir (dans les locaux du CEP Arcueil) constitue´e de scans laser bruts,
construite selon une me´thode similaire a` celle de Ro¨fer [166].
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Me´thodes de construction de ces cartes
Avant de de´tailler les me´thodes de construction de ces cartes, qui sont pour la plupart base´es sur le
filtrage baye´sien, nous rappelons brie`vement le principe de ce filtrage.
* Filtrage baye´sien :
Dans plusieurs articles, Thrun montre que la grande majorite´ des me´thodes de cartographie actuelles
recourent a` la the´orie des probabilite´s et a` l’infe´rence probabiliste, de manie`re a` transformer les me-
sures sensorielles impre´cises en cartes me´triques [179] [180]. Certaines approches sont plus explicites que
d’autres sur leur origine probabiliste mais on peut souvent se ramener a` un tel cadre en s’appuyant sur
les hypothe`ses ade´quates.
Ainsi, la plupart de ces approches reposent sur la re`gle de Bayes, qui dans sa forme la plus ge´ne´rale,
s’e´nonce comme suit :
p(x | d) = µp(d | x)p(x)
ou` x repre´sente la quantite´ a` estimer et d l’observation, tandis que µ est un facteur de normalisation (ici,
1/p(d) en fait). Elle exprime que la probabilite´ a posteriori p(x | d) de la variable ale´atoire x connaissant
l’observation d est proportionnelle au produit de deux termes : une probabilite´ ge´ne´rative p(d | x) (qui
de´crit comment est ge´ne´re´e une observation d selon l’hypothe`se du « monde » x) et une probabilite´ a
priori p(x) (qui indique une supposition sur le « monde », pre´alablement a` toute observation).
Dans le proble`me de la cartographie et de la localisation simultane´es, les donne´es arrivent au fur
et a` mesure. Suivant des notations classiques, on peut de´signer les donne´es sensorielles exte´roceptives
(issues notamment de te´le´me`tres laser, de sonars ou de came´ras) obtenues a` l’instant t par la variable
zt et les commandes ge´ne´re´es entre l’instant t et l’instant t + 1 (qui sont parfois remplace´es par les
donne´es proprioceptives issues de l’odome´trie ou de centrales inertielles) par la variable ut. L’exposant
t fait quant a` lui re´fe´rence a` l’ensemble des donne´es obtenues entre l’instant 1 et l’instant t. Les filtres
baye´siens e´tendent la re`gle de Bayes pour l’appliquer de manie`re re´cursive a` des proble`mes d’estimation
temporelle. La quantite´ xt est appele´e l’e´tat et le filtre baye´sien permet de calculer re´cursivement sa
probabilite´ a posteriori via l’e´quation suivante [180] :
p(xt | zt, ut) = µp(zt | xt)
∫
p(xt | ut, xt−1)p(xt−1 | zt−1, ut−1)dxt−1
ou` µ repre´sente un facteur de normalisation. Dans le cas du SLAM, l’e´tat xt contient ge´ne´ralement la
carte mt et la position du robot st, qui influent toutes deux sur les observations. Selon l’hypothe`se d’un
environnement statique (donc d’une carte m statique), cette e´quation devient [180] :
p(st,m | zt, ut) = µp(zt | st,m)
∫
p(st | ut, st−1)p(st−1,m | zt−1, ut−1)dst−1 (2.1)
ou` la probabilite´ p(zt | st,m) est conside´re´e comme le mode`le d’observation et la probabilite´ p(st | ut, st−1)
comme le mode`le de de´placement.
Comme l’indique Thrun [180], il est clair que cette e´quation ne peut eˆtre re´solue telle quelle par un
ordinateur. En effet, elle fait intervenir une distribution de probabilite´ sur un espace continu, qui pre´sente
donc une infinite´ de dimensions. Comme nous le verrons, les algorithmes de SLAM sont donc contraints de
recourir a` des hypothe`ses supple´mentaires, ce qui conduit a` diverses techniques de re´solution telles que le
filtrage de Kalman, les algorithmes EM (« Expectation - Maximisation »), ou la «Rao-Blackwellisation ».
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* Diffe´rentes manie`res de ge´rer les environnements cycliques
Ainsi, il existe diverses me´thodes de construction de cartes, qui ge`rent de manie`re plus ou moins
e´le´gante la re´tropropagation des corrections d’erreur de positionnement des scans lors de la fermeture de
boucles dans l’environnement :
** Me´thode de maximum de vraisemblance incre´mentale couple´e a` une me´thode heu-
ristique pour la gestion des cycles
Chez Ro¨fer [166], lors de l’acquisition d’un nouveau scan, le robot recherche parmi les scans de la
carte ceux qui sont susceptibles d’eˆtre apparie´s : il utilise pour cela un simple crite`re de distance. De
plus, l’auteur privile´gie les scans les plus anciens, c’est-a`-dire ceux dont la position est la moins suscep-
tible d’avoir subi une de´rive importante de l’odome´trie. Ensuite, le syste`me met en œuvre un algorithme
d’appariement par histogrammes (cf. chapitre 4) entre le scan courant et les scans candidats de manie`re
a` estimer la position du scan courant avant de l’ajouter a` la carte et de recaler par la meˆme occasion
l’estimation de position du robot.
Cette approche « gloutonne » peut aussi s’e´noncer de la manie`re suivante [179] : « Etant donne´es
une observation (un balayage du te´le´me`tre laser) et une lecture d’odome´trie, calculer la position la
plus probable pour le robot, puis ajouter a` la carte cette observation avec cette position et les figer de
manie`re de´finitive ». Par rapport au cadre the´orique du filtrage baye´sien que nous venons de de´crire,
cette technique peut eˆtre vue comme un algorithme incre´mental tre`s populaire, base´ sur une estimation
au sens du maximum de vraisemblance [179] [180]. A l’instant t− 1, le robot dispose d’une estimation de
sa pose sˆt−1 et de la carte mˆ(sˆt−1, zt−1). Apre`s de´placement et acquisition d’une nouvelle observation zt,
le robot de´termine sa position la plus vraisemblable selon l’e´quation suivante (de´rive´e de l’e´quation 2.1
en conside´rant les estimations mˆ(sˆt−1, zt−1) et sˆt−1 comme certaines) :
sˆt = arg max
st
{p(zt | st, mˆ(sˆt−1, zt−1)).p(st | ut−1, sˆt−1)}
Quant a` la probabilite´ a posteriori sur la carte, elle n’a pas besoin d’eˆtre estime´e explicitement puisque
les repre´sentations fonde´es sur l’apparence permettent de construire directement la carte a` partir des
estimations successives st de la pose du robot : la pose de chaque scan est confondue avec la pose du
robot au moment de l’acquisition de ce scan. De manie`re incre´mentale, pour mettre a` jour la carte, il
s’agit donc simplement d’ajouter a` la carte mˆ(sˆt−1, zt−1)) le scan courant positionne´ selon sˆt.
Ce type d’approche est relativement courant en cartographie [13] [62] [202]. Elle peut toutefois
conduire a` des incohe´rences lors de la fermeture de cycle, pour les raisons que nous avons e´voque´es plus
haut : cette technique ne maintient pas l’estimation d’incertitude sur la position du robot, ce qui peut
l’empeˆcher de de´tecter la fermeture de boucle, et elle ne propose pas de me´canisme de re´tropropagation des
erreurs d’estimation le long du cycle. C’est pourquoi Ro¨fer a ajoute´ dans son algorithme un me´canisme de
fermeture de cycle ad hoc : lorsqu’un cycle est de´tecte´ par appariement de scans, la correction des erreurs
en translation et en rotation est propage´e sur l’ensemble des scans de la boucle, selon une ponde´ration
calcule´e d’apre`s la valeur de confiance de l’appariement au moment de l’insertion de ces scans dans la carte.
** Me´thode de maximum de vraisemblance incre´mentale couple´e a` une localisation de
type Monte Carlo pour la gestion des cycles
Dans l’un de ses articles, Thrun [179] propose un algorithme base´ lui aussi sur une estimation
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incre´mentale par maximum de vraisemblance. Toutefois, pour ge´rer la fermeture de cycles, cet algo-
rithme est de´fini comme une me´thode hybride qui implante en outre un second estimateur estimant la
probabilite´ a posteriori comple`te sur les positions du robot (mais pas sur les cartes). L’auteur indique
que cela revient a` employer un algorithme de localisation markovienne [173] [19], a` la diffe´rence pre`s que
l’on ne suppose pas qu’une carte comple`te de l’environnement est disponible. Cet estimateur est implante´
via un filtre particulaire (cette technique est connue sous le nom d’algorithme de condensation en vision
et de « Monte-Carlo Localization » ou « MCL » en robotique mobile). Ensuite, le syte`me calcule la cor-
rection d’erreur qui doit eˆtre re´tropropage´e le long du cycle, par diffe´rence entre la meilleure estimation
obtenue par maximum de vraisemblance incre´mental (qui utilise ici une monte´e de gradient a` partir d’une
estimation initiale de position du robot souvent e´loigne´e de la position re´elle, au risque de tomber sur
un maximum local) et la meilleure estimation utilisant la probabilite´ a posteriori comple`te sur la pose
du robot (qui permet de faire des hypothe`ses plus proches de la position re´elle du robot et augmente les
chances de trouver le maximum global). Cette correction est alors distribue´e de manie`re proportionnelle
le long de la boucle, avant d’appliquer ite´rativement une monte´e de gradient sur toutes les poses pour
maximiser la vraisemblance dans le cycle. Si ces approches hybrides ont donne´ de bons re´sultats dans de
larges environnements cycliques, il semble que la qualite´ de la carte de´pende directement de la pre´cision
et de la richesse de l’information issue du capteur.
** Optimisation des positions des scans ou des images selon un re´seau de contraintes
locales
La plupart des me´thodes de cartographie fonde´es sur un re´seau de contraintes entre scans reviennent
a` mode´liser la carte comme un syste`me de ressorts dont les longueurs au repos correspondent aux dis-
tances observe´es entre les scans (cf. Fig 2.3). Lors de la fermeture d’un cycle, si la carte est incohe´rente,
le re´seau de ressorts n’est pas en e´quilibre : pour corriger la carte, il suffit de calculer la position de repos
du syste`me de ressorts [126] [78]. En effet, cette position de repos correspond a` la position dans laquelle
leur e´cart a` la longueur observe´e est la plus faible.
Fig. 2.3: Mode´lisation du re´seau de scans selon un syste`me de ressorts. Chaque sommet repre´sente
un scan. Le calcul de la position d’e´quilibre du syste`me de ressorts permet d’assurer la cohe´rence de
la carte.
Ainsi, Lu et Millios proposent de construire des cartes constitue´es de scans laser par re´solution d’un
syste`me sur-contraint de mesures (qui correspondent a` des contraintes de distance entre scans) [126] : ils
calculent ainsi la perturbation au sens des moindres carre´s sur les positions absolues des scans (optimi-
sation par maximum de vraisemblance). Les contraintes locales entre poses sont des mesures de distance
associe´es a` leurs covariances : elles sont issues soit de l’odome´trie, soit de l’appariement de scans par
un algorithme d’ICP (« Iterative Closest Point » - cf. chapitre 4). Cet algorithme est cependant tre`s
couˆteux, d’une complexite´ de l’ordre de O(n3), n e´tant le nombre de scans. Les auteurs en proposent
une version incre´mentale, mais celle-ci n’apporte pas re´ellement de gain par rapport a` la me´thode initiale
qui ne´cessite a` chaque fois de retraiter l’ensemble des donne´es. Ils proposent e´galement des raffinements
pour limiter la complexite´ : transformer les contraintes fortes (a` faible variance) en liens rigides, travailler
momentane´ment sur des cartes locales compose´es de sous-ensembles de scans et relie´s avec les autres
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cartes locales par une seule contrainte (toutefois, s’il s’ave`re impossible de trouver un lien unique entre
ces sous-cartes, la me´thode devient sous-optimale).
Gutmann et Konolidge e´tendent cette approche pour de´finir un algorithme applicable en ligne pour
cartographier un environnement cyclique au moyen d’un te´le´me`tre laser [81]. Ils ame´liorent la me´thode de
Lu et Milios au sens ou` ils mettent en œuvre les acce´le´rations propose´es et en ajoutent quelques autres.
D’abord, ils proposent de faire tourner l’algorithme de Lu et Milios seulement sur un nombre re´duit et
fixe de scans voisins, afin de re´aliser un suivi de position du robot (le nombre de scans conside´re´s a e´te´
re´gle´ empiriquement). En paralle`le, un test re´gulier de fermeture de cycle est re´alise´ par corre´lation du
scan local avec la carte globale, au moyen de grilles d’occupation. On peut ainsi conside´rer cette approche
comme une me´thode hybride, au sens ou` l’entend Thrun [179] puisque le test de corre´lation permet d’es-
timer une probabilite´ a posteriori plus comple`te sur la pose du robot. Lorsqu’une fermeture de cycle
s’impose, le syste`me applique l’algorithme de Lu et Milios [126] sur l’ensemble de la boucle. De plus, il
recherche les liens forts entre scans (liens a` faible variance) et les conside`re comme rigides, ce qui revient a`
supprimer des sommets (des scans) du re´seau de contraintes. Enfin, les auteurs re´duisent le temps de cal-
cul en exploitant les proprie´te´s des matrices creuses (la matrice d’observation des contraintes de distance
est creuse car de nombreuses paires de scans ne font pas l’objet d’une contrainte de distance), mais la
complexite´ de l’estimation lors du bouclage de cycle reste de l’ordre de O(n3) (n e´tant le nombrede scans).
Unnikrishnan et Kelly [188] effectuent eux aussi une optimisation sur un re´seau de contraintes pour
redresser des mosa¨ıques d’images ae´riennes qui rebouclent sur elles-meˆmes, avec une technique un peu
diffe´rente de celle de Lu et Milios, mais plus proche du filtre relatif de Newman [148] que nous ver-
rons plus loin. Quant a` Golfarelli et al., ils exploitent directement l’analogie avec le syste`me de ressorts,
chaque areˆte du graphe e´tant mode´lise´e comme une paire de ressorts : un ressort axial line´aire et un
ressort rotationnel. Les parame`tres d’e´lasticite´ des ressorts sont de´duits des incertitudes odome´triques.
La complexite´ de l’algorithme global correspond a` l’inversion d’une matrice de taille 4n × 4n. Enfin,
Bosse et al. ont de´veloppe´ le syste`me ATLAS, [16] base´ sur un re´seau de cartes locales relie´es par des
contraintes ge´ome´triques, qui permet de cartographier de tre`s larges environnements. La repre´sentation
employe´e peut eˆtre vue comme une combinaison de cartes topologiques et me´triques : c’est pourquoi elle
est de´taille´e dans le chapitre suivant. Cependant, on peut noter qu’ATLAS propose un cadre de travail
modulaire qui peut fonctionner directement sur des scans laser.
** « Rao-Blackwellisation »
Enfin, plus re´cemment, une technique dite de « FastSLAM » [137] a e´te´ applique´e a` des ensembles de
scans [83] : il s’agit de combiner l’appariement de scans a` une me´thode de filtrage particulaire, selon le
principe de la Rao-Blackwellisation (explique´ plus en de´tail a` la section 2.3.3). Cette approche repre´sente
la trajectoire du robot st par un ensemble de particules, chacune de ces particules maintenant sa propre
estimation de la carte. En fait, pour une particule i donne´e, chaque scan k du mode`le (acquis a` l’instant
k) est positionne´ selon la position correspondante exacte si,k du robot dans la trajectoire sti repre´sente´e
par cette particule : l’estimation de la carte mi pour une particule donne´e est donc imme´diate. L’avantage
de cette me´thode est que les particules approximent a` chaque instant la probabilite´ a posteriori comple`te
sur les poses du robot et sur la carte, ce qui permet de ge´rer correctement la fermeture de cycles. A
chaque pas de temps, pour chaque particule, l’algorithme tire au sort une nouvelle estimation de position
du robot selon la probabilite´ indique´e par le mode`le de de´placement du robot p(st | ut, st−1). Ensuite,
chaque particule i est ponde´re´e selon la vraisemblance de l’observation zt pour la position courante si,t.
Un re´-e´chantillonnage des particules est alors re´alise´ selon cette ponde´ration.
Dans l’algorithme propose´, l’appariement de certains scans est utilise´ pour pallier l’odome´trie dans
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le mode`le de de´placement du robot : comme la mesure de distance de´duite de l’appariement est plus
pre´cise que l’odome´trie, la faible variance qui en re´sulte re´duit le besoin de re´-e´chantillonnage et limite
ainsi le proble`me de de´ple´tion des particules (qui peut conduire au manque de particules pre`s de la
position re´elle du robot), classique en FastSLAM [137]. Les autres scans, qui ne sont pas employe´s pour
corriger l’odome´trie, constituent les observations et servent a` estimer la carte dans le processus de filtrage
particulaire. L’algorithme re´sultant permet de cartographier en temps re´el de larges environnements
cycliques (de l’ordre de 10m × 30m) en utilisant seulement une centaine de particules. Le principal
proble`me de ces algorithmes de « FastSLAM » est cependant que l’influence du nombre de particules sur
le fonctionnement du processus d’estimation est mal connue.
Discussion
* Avantages :
Les repre´sentations base´es sur l’apparence offrent l’avantage d’eˆtre tre`s ge´ne´riques. Elles sont a priori
adapte´es a` tout type d’environnement puisqu’elles peuvent mode´liser des objets de taille ou de forme
variables, qu’il s’agisse d’obstacles polygonaux de grande dimension, de petits objets quasiment ponctuels
ou de surfaces courbes. De plus, comme les donne´es ne subissent aucun traitement de mise en forme, cela
limite les erreurs d’interpre´tation qui peuvent arriver lors de l’extraction de primitives ge´ome´triques ou
la reconnaissance d’objets par exemple.
Ce type de cartes est en outre tre`s flexible : comme la forme et la position des obstacles se pre´cisent
peu a` peu par accumulation de points de mesure et non par fusion successive des donne´es (comme c’est
le cas dans la plupart des autres repre´sentations), il est assez facile de revenir a posteriori sur les mises
en correspondance puisque les informations ne sont pas inte´gre´es de manie`re irre´versible. De meˆme, il
est aise´ de corriger les positions passe´es du robot, qui sont confondues avec les positions des e´le´ments de
la carte. En particulier, les me´thodes de construction existantes permettent de ge´rer la construction en
ligne de cartes de grande dimension en utilisant les me´thodes de re´tropropagation des erreurs le long des
cyles propose´es par Thrun et al. par exemple [179].
Enfin, elles sont adapte´es a` une cartographie passive puiqu’elles ne ne´cessitent pas de suivre une tra-
jectoire particulie`re.
* Inconve´nients :
En contrepartie de leur flexibilite´, ces cartes manquent de structuration, ce qui les rend mal adapte´es
a` l’application directe d’algorithmes de planification. En ge´ne´ral, pour exploiter les repre´sentations a` base
de scans laser, il faut d’abord mettre en œuvre des traitements de mise en forme qui les transforment
en grille d’occupation ou qui extraient des primitives ge´ome´triques. A priori, ces traitements ne sont
pas pre´vus pour eˆtre utilise´s de manie`re incre´mentale, notamment si la position des scans e´volue, ce
qui signifie qu’il faut les appliquer sur l’ensemble des donne´es a` chaque fois que l’on veut re´aliser un
raisonnement spatial sur la carte.
De plus, comme ces repre´sentations sont compose´es des donne´es brutes non structure´es, elles manquent
de compacite´ : l’encombrement me´moire pourrait eˆtre re´duit par une compression en primitives ge´ome´tri-
ques par exemple.
Concernant la compre´hension par l’homme, elle est satisfaisante si les donne´es sont suffisamment
denses et nombreuses pour faire apparaˆıtre clairement les objets, par accumulation de points. Toutefois,
la position des obstacles est parfois floue du fait du manque de structuration et des ambigu¨ıte´s peuvent
re´sulter du manque d’information sur « le plein et le vide » (zones occupe´es ou non par un obstacle).
Enfin, ces me´thodes sont plutoˆt adapte´es aux capteurs riches tels que les came´ras ou les te´le´me`tres
24 Mode`les e´le´mentaires et techniques de cartographie associe´es
laser (Gutmann et Konolige les classent parmi les me´thodes a` base de capteurs denses [81]), qui facilitent
la mise en correspondance : notamment, il paraˆıt difficile d’appliquer ces techniques sur des donne´es sonar
par exemple, du fait des ambigu¨ıte´s d’appariement. En revanche, on peut envisager de superposer aux
donne´es initiales (les scans laser) des donne´es multicapteurs comple´mentaires acquises simultane´ment
(images panoramiques par exemple).
2.3.2 Repre´sentations surfaciques
Description et me´thodes de construction
Dans les mode`les surfaciques, l’espace est partitionne´ en un ensemble de re´gions (ou cellules) dis-
tinctes. A chacune de ces cellules est attache´ un nombre (ou plusieurs) repre´sentant une proprie´te´ de
la re´gion : le plus souvent, dans les repre´sentations 2D, il s’agit du degre´ d’occupation par un obstacle
(indice de confiance sur le fait que la cellule correspondante est occupe´e ou non par un obstacle). Les
diffe´rences entre mode`les surfaciques proviennent essentiellement de la forme et de la taille des cellules,
ainsi que de la signification exacte des nombres attache´s et de la manie`re de les mettre a` jour.
* Grilles d’occupation
Fig. 2.4: Une grille d’occupation de notre couloir de´rive´e de la repre´sentation base´e sur les scans laser
de la figure pre´ce´dente. Le niveau de gris correspond a` un simple degre´ d’occupation.
Les grilles d’occupation constituent la repre´sentation surfacique la plus simple et la plus populaire (cf.
Fig. 2.4). Dans ce type de mode`le, l’espace est discre´tise´ selon une grille re´gulie`re en cellules carre´es ou
rectangulaires de meˆme taille. Chaque cellule contient un indice (probabilite´, histogramme...) indiquant
si l’espace correspondant est plutoˆt libre ou occupe´. Chez Borenstein et Koren [13], l’indice d’occupation
correspond a` un entier compris entre 0 et 15 et il est simplement incre´mente´ ou de´cre´mente´ d’une valeur
fixe a` chaque observation. Il s’agit donc d’une approche simple et plutoˆt heuristique, qui ne permet
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pas de construire des cartes de grande pre´cision, mais qui est efficace pour la de´tection d’obstacles
a` grande vitesse a` partir de sonars. Chez Elfes [61], cet indice repre´sente d’abord un statut discret
d’occupation (inconnu, occupe´ et vide) associe´ a` un facteur de certitude compris entre 0 et 1. Quelques
anne´es plus tard, cet indice est traite´ plus formellement comme une probabilite´ d’occupation [62]. Lim et
Cho [122] ajoutent pour leur part une probabilite´ d’orientation pour chaque cellule. Dans ces approches
probabilistes, la cartographie mise en œuvre correspond en ge´ne´ral a` une approche baye´sienne. Il s’agit
cette fois d’estimer la probabilite´ de la carte inde´pendamment pour chaque cellule de la grille : on note
p(mx,y | zt, st) la probabilite´ que la cellule de coordonne´es (x, y) soit occupe´e par un obstacle. L’e´quation
re´cursive du filtre baye´sien s’e´crit cette fois de la manie`re suivante [62] [180] :
log
p(mx,y | zt, st)
1− p(mx,y | zt, st) = log
p(mx,y | zt, st)
1− p(mx,y | zt, st) + log
1− p(mx,y)
p(mx,y)
+ log
p(mx,y | zt−1, st−1)
1− p(mx,y | zt−1, st−1)
ou` p(mx,y | zt, st) repre´sente un mode`le capteur inverse et p(mx,y) la probabilite´ d’occupation a priori,
qui est ge´ne´ralement fixe´e a` 0, 5, ce qui le fait disparaˆıtre de l’e´quation.
Cette approche baye´sienne, tre`s populaire, fournit des cartes de bien meilleure qualite´ que la simple
technique histogrammique de Borenstein et Koren par exemple. Elle souffre pourtant de certaines limi-
tations, qui proviennent notamment de l’hypothe`se d’inde´pendance entre cellules voisines (alors que les
obstacles sont souvent regroupe´s : une cellule donne´e a plus de chances d’eˆtre occupe´e si sa voisine l’est)
et de l’hypothe`se initiale des probabilite´s d’occupation a` 0,5 (choix du maximum d’entropie en l’absence
de donne´es a priori) pour toutes les cellules, ce qui ne´cessite de nombreuses mesures pour assurer la
convergence de l’algorithme [152].
Ainsi, certains chercheurs ont propose´ d’autres cadres de travail, base´s par exemple sur la the´orie
des possibilite´s et sur la logique floue : chaque cellule contient alors un nombre re´el qui quantifie la
possibilite´ que cette cellule appartienne a` un obstacle. Par exemple, chez Oriolo et al. [152], l’ensemble
E des cellules vides d’obstacle et l’ensemble O des cellules occupe´es sont mode´lise´s par des ensembles
flous, qui ne sont donc plus comple´mentaires, a` la diffe´rence des ensembles classiques. Ainsi, une cellule
peut pre´senter a` la fois une appartenance partielle a` E et a` O. La mise a` jour des degre´s d’appartenance
se fait selon une mise a` jour classique en the´orie des possibilite´s, ici via l’ope´rateur d’union de Dombi.
Ce cadre de travail permet de de´terminer dans quelles zones les informations sonar sont conflictuelles ou
insuffisantes, de manie`re a` construire des cartes « conservatives », qui correspondent a` une estimation
prudente, ou` les cellules libres d’obstacles n’incluent ni les cellules ambigue¨s de l’ensemble E ∩O, ni les
cellules inde´termine´es de l’ensemble E∩O. On peut alors envisager d’aller raffiner les cartes dans les zones
ou` les informations sont insuffisantes. Les expe´rimentations mene´es par les auteurs permettent e´galement
de comparer l’algorithme flou a` l’approche baye´sienne classique. Elles montrent que l’algorithme flou
est en principe plus robuste aux fausses alarmes issues des re´lexions multiples, semble converger plus
rapidement et s’ave`re plus prudent que l’algorithme baye´sien (par exemple, les cellules situe´es au-dela`
d’un obstacle sont conside´re´es comme non suˆres, au contraire de la carte baye´sienne qui les maintient a`
une valeur inde´termine´e de 0,5).
D’autres chercheurs recourent plus ge´ne´ralement a` la the´orie de l’e´vidence : le but est alors de
de´terminer le support des propositions E (vide) et O (occupe´). Ainsi, chez Pagac et al. par exemple
[154], l’ensemble de discernement utilise´ est Ω = {E,O}, l’ensemble de propositions correspondant a`
{∅, E,O, {E,O}}. L’e´tat de chaque cellule est alors caracte´rise´ par des masses de croyance m(E), m(O),
et m(E ∪ O) telles que leur somme vaille 1, avec m(∅) = 0. Deux mode`les de capteurs sont mis en
œuvre, l’un pour E et l’autre pour O. Ensuite, la re`gle de combinaison de Dempster-Shafer est applique´e
pour mettre a` jour les masses de la carte a` partir des masses d’observation. L’inte´reˆt par rapport a` la
me´thode baye´sienne classique est de permettre un support simultane´ de plusieurs propositions a` la fois.
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En particulier, on e´vite les ambigu¨ıte´s lie´es a` la signification d’une probabilite´ a` 0, 5 pour une cellule, qui
peut correspondre a` la valeur initiale (inconnu) ou au fait que les informations rec¸ues sur cette cellule
sont contradictoires. De plus, comme la the´orie de l’e´vidence fournit une borne infe´rieure (plausibilite´)
et une borne supe´rieure (croyance) sur les probabilite´s, elle permet de mode´liser correctement le manque
de donne´es (ignorance), en fonction de largeur d’intervalle. Elle permet e´galement de quantifier la proba-
bilite´ de masses non distribue´es, par e´valuation de la qualite´ des probabilite´s a posteriori. Enfin, elle ne
ne´cessite pas de de´finition pre´cise des probabilite´s conditionnelles a priori sur les capteurs, ce qui permet
d’incorporer un mode`le de capteur plus re´aliste.
Ribo et Pinz ont compare´ expe´rimentalement ces trois me´thodes de construction de grilles d’occu-
pation [164] : une me´thode classique baye´sienne et probabiliste, une me´thode base´e sur la logique floue
et une me´thode fonde´e sur la the´orie de l’e´vidence. Ces trois approches ont e´te´ teste´es avec des robots
re´els sur deux types d’environnements relativement bien structure´s. En conclusion, il semble que les trois
approches soient globalement satisfaisantes en environnement structure´, en l’absence de re´flexions mul-
tiples du sonar (qui correspondent a` des angles d’incidence e´leve´s). L’approche base´e sur la the´orie des
possibilite´s (logique floue) semble la plus robuste aux fausses alarmes et aux re´flexions multiples. En
contrepartie, elle fournit les cartes les moins pre´cises (ce qui est duˆ semble-t-il a` l’approche « conserva-
tive » mentionne´e ci-dessus) et se re´ve`le la plus gourmande en place me´moire. L’approche probabiliste
s’ave`re quant a` elle la plus rapide.
Enfin, on peut mentionner les travaux de Wijk et Christensen qui proposent un algorithme base´ sur
la triangulation des mesures sonar [198]. Cette technique permet de repe´rer des balises ponctuelles (les
areˆtes verticales de la sce`ne) avec une grande pre´cision compte tenu des limitations du sonar. L’algorithme
garde en me´moire les dernie`res mesures puis, par une me´thode de vote simple, regroupe les mesures so-
nar susceptibles d’avoir touche´ le meˆme objet de l’environnement. Ensuite, une triangulation entre ces
mesures permet d’atteindre une pre´cision de localisation de l’obstacle de l’ordre de quelques centime`tres.
L’algorithme permet aussi de calculer la variance de cette localisation en utilisant une grille d’occupation
locale. Ensuite, il est possible de construire une carte d’occupation globale : la mise a` jour de la grille
consiste par exemple a` augmenter la probabilite´ d’occupation sur l’ellipse d’incertitude de l’objet de´tecte´
et a` re´duire la probabilite´ le long de la ligne de vise´e. Les re´sultats obtenus sont manifestement de bonne
qualite´ graˆce a` la pre´cision accrue de localisation des objets de l’environnement.
* Repre´sentations hie´rarchiques
Pour reme´dier au proble`me d’encombrement me´moire des grilles d’occupations, diffe´rents chercheurs
ont propose´ des repre´sentations hie´rarchiques. Nillson aurait de´ja` employe´ dans les anne´es 70 une repre´sen-
tation pyramidale par « quadtrees » (te´tra-arbres). Zelinsky reprend ce mode`le dans lequel l’espace est
subdivise´ re´cursivement en quatre re´gions carre´es jusqu’a` ce que chaque carre´ pre´sente un statut d’oc-
cupation homoge`ne ou atteigne la taille minimale autorise´e [205]. Outre le statut d’occupation, Zelinsky
ajoute un indice de confiance pour chacune des cellules, correspondant au pourcentage de la re´gion qui a
e´te´ visite´e durant l’exploration. La me´thode de construction de cette repre´sentation est lie´e au capteur
particulier du robot : un capteur tactile. Le robot explore son environnement en se fixant un point a`
rallier et planifie sa trajectoire a` partir d’une « transformation en distance » dans la carte en cours de
construction. L’auteur recourt de plus a` l’hypothe`se forte que la position de la plate-forme est connue.
Si le robot rencontre un obstacle sur son trajet, il remet a` jour sa carte localement et replanifie sa tra-
jectoire. Ainsi, au fur et a` mesure des explorations, la carte devient repre´sentative de l’environnement.
Il semble toutefois que cette technique ne soit pas adapte´e a` une mise a` jour extensive (de type baye´sien
par exemple), qui incorporerait ite´rativement de nombreuses mesures (issues d’une ceinture de te´le´me`tres
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a` ultrasons plutoˆt que d’un capteur simple tactile), car cela ne´cessiterait de trop grands couˆts de calcul.
En outre, cette me´thode de construction n’est absolument pas passive puisqu’elle ne´cessite de nombreux
passages dans l’environnement.
Chez Poncella et al. [156], la grille d’occupation est e´galement traite´e pour obtenir un partitionnement
de re´solution variable, ou` l’environnement est discre´tise´ en cellules repre´sentant des re´gions homoge`nes.
Les auteurs soulignent que dans les quadtrees, la complexite´ de la de´composition de´pend beaucoup de la
dispersion des obstacles. Pour y reme´dier, ils introduisent des e´tapes supple´mentaires de fusion de cellules
adjacentes homoge`nes et une classification des cellules homoge`nes (afin de re´duire le nombre de classes).
Cette repre´sentation hie´rarchique peut eˆtre construite en ligne au sens ou` il est rapide de la rege´ne´rer
entie`rement a` partir d’une grille d’occupation, mais la me´thode de construction n’est pas a` proprement
parler incre´mentale.
Enfin, Arleo et al. [4] proposent eux aussi un mode`le d’environnement multire´solution, dans lequel
seules deux directions orthogonales sont autorise´es pour les areˆtes. Les obstacles apparaissent ainsi comme
des ensembles connexes de rectangles isothe´tiques (c’est-a`-dire de bords paralle`les aux axes du repe`re). La
re´solution de la carte pour le de´coupage en rectangles de´pend de la re´solution des moyens de perception et
de la forme des obstacles. L’apprentissage de la carte utilise un parcours particulier destine´ a` cartographier
chaque obstacle rencontre´ (suivi du pe´rime`tre de l’obstacle) : a` chaque fois qu’un nouvel obstacle est
introduit dans la carte, celle-ci est rede´coupe´e, puis les cellules voisines sont fusionne´es si besoin. La
me´thode de partitionnement implique donc des modifications ponctuelles du mode`le et risque de ne pas
eˆtre adapte´e aux mises a` jour tre`s fre´quentes que l’on re´alise dans une approche baye´sienne par exemple.
De plus, une telle repre´sentation est peu efficace dans le cas ou` l’environnement contient des re´gions
de forme irre´gulie`re et des objets dont les areˆtes ne sont pas paralle`les aux axes du repe`re orthonormal
global.
Discussion
* Avantages :
Les grilles d’occupation permettent de repre´senter de grandes densite´s d’information et sont adapte´es
a` des environnements de forme quelconque. Elles fournissent en outre une estimation statistique de la
confiance dans les donne´es, et certaines approches permettent meˆme de de´tecter les zones conflictuelles
ou les re´gions qui ne´cessitent des comple´ments d’observation. De plus, contrairement aux repre´sentations
compose´es de scans lasers bruts, elles fournissent des informations « de plein et de vide » puisqu’elles
indiquent directement ou` sont place´s les obstacles. Ainsi, elles sont souvent utilise´es lorsque l’application
vise´e repose sur la connaissance de l’espace libre, en particulier la planification de trajectoires (a` partir
de transformations en distance [205] ou de champs de potentiels [112] par exemple) ou, dans une optique
plus re´active, l’e´vitement d’obstacles a` grande vitesse [13]. Elles sont par ailleurs relativement aise´es
a` interpre´ter par l’homme meˆme si elles pre´sentent parfois des zones floues et ambigue¨s : dans le cas
baye´sien notamment, on a vu qu’il est difficile de de´terminer si ces zones impre´cises sont dues a` un
manque d’information ou a` la pre´sence d’informations contradictoires.
Concernant leurs me´thodes de constructions, les grilles d’occupation sont plutoˆt e´conomiques en
ressources de calcul : leur mise a` jour s’ave`re rapide et facile. Il est de plus possible de les construire en
ligne, sans contrainte particulie`re sur la trajectoire a` suivre pour le robot. En revanche, les repre´sentations
hie´rarchiques se preˆtent manifestement moins bien aux approches incre´mentales.
Enfin, les grilles d’occupation permettent une inte´gration aise´e de divers types de capteurs : l’algo-
rithme de fusion est imme´diat. Elles sont de plus bien adapte´es a` des capteurs bruite´s (vision ste´re´oscopi-
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que, sonars, radars...) ou` les primitives ge´ome´triques sont assez difficiles a` extraire du fait de l’incertitude
sur les donne´es [194]. Toutefois, seules certaines approches permettent de bien prendre en compte les
mode`les de capteurs, comme chez Thrun [181].
* Inconve´nients :
Le principal inconve´nient des grilles d’occupation re´side dans leur manque de compacite´ : elles sont
plutoˆt adapte´es a` la repre´sentation d’environnements encombre´s mais s’ave`rent particulie`rement ineffi-
caces dans les grands espaces vides. De plus, la finesse de la discre´tisation e´tant pre´de´finie, elles ne sont
pas capables de s’adapter automatiquement a` la densite´ ou a` la taille des obstacles. En conse´quence, si
les grilles d’occupations se preˆtent bien a` certains algorithmes de planification, ceux-ci peuvent cepen-
dant se re´ve´ler inefficaces du fait du manque d’adaptation a` l’e´chelle de l’environnement (en raison de
la multiplication des cellules libres dans les espaces ouverts par exemple). Les approches hie´rarchiques
telles que les quadtrees peuvent toutefois limiter ces proble`mes de compacite´ et d’adaptation a` l’e´chelle.
On peut e´galement reprocher aux repre´sentations surfaciques le processus de positionnement com-
plexe et couˆteux qu’elles entraˆınent pour le ve´hicule (notamment par rapport a` une carte de balises ou`
les objets a` comparer sont moins nombreux). De plus, elles paraissent peu approprie´es, contrairement
aux cartes topologiques par exemple, aux algorithmes de re´solution de proble`mes exprime´s de manie`re
symbolique [102].
Les algorithmes classiques de construction de grilles d’occupation pre´sentent par ailleurs d’importantes
limitations pour la cartographie d’environnements de grande taille, en particulier si ces environnements
pre´sentent des cycles. On a vu que les algorithmes de construction de grilles d’occupation baye´siennes
de´composent traditionnellement le proble`me en un ensemble de sous-proble`mes a` une dimension ou` les
cellules de la grille sont estime´s inde´pendamment les unes des autres. Ces techniques font donc une hy-
pothe`se forte d’inde´pendance entre cellules voisines. Un article re´cent de Thrun re´sout partiellement le
proble`me en faisant appel a` un algorithme EM (« Expectation - Maximization ») pour trouver la carte
qui maximise la vraisemblance des mesures [181]. L’estimation est re´alise´e dans tout l’espace des cartes
possibles en maintenant les de´pendances entre cellules voisines. En particulier, elle utilise un mode`le
direct de capteurs (p(z | m)) plutoˆt qu’un mode`le inverse (p(mx,y | z)), ce qui permet aussi de mieux
prendre en compte les phe´nome`nes physiques lie´s a` l’acquisition de donne´es. En contrepartie, cette ap-
proche augmente conside´rablement le couˆt de calcul puisque l’algorithme ne´cessite de parcourir plusieurs
fois l’ensemble des donne´es. De plus, meˆme avec cette me´thode, on ne tient pas compte du fait que l’envi-
ronnement peut pre´senter des structures : le mode`le de carte a priori (p(m)) suppose l’inde´pendance entre
toutes les cellules, ce qui n’est plus exact lorsque l’environnement pre´sente beaucoup de murs continus
par exemple (si une cellule est occupe´e, certaines cellules voisines ont une forte probabilite´ a priori d’eˆtre
e´galement occupe´es puisque les obstacles sont souvent regroupe´s ou e´tendus sur plusieurs cellules voisines).
Enfin, l’une des principales limitations actuelles provient du fait que les incertitudes sont exprime´es
dans un repe`re tre`s local (une cellule) : ainsi, la position du robot (et l’incertitude associe´e) n’intervient
pas dans les e´quations d’estimation de la carte. Cette position est donc conside´re´e comme exacte : a` la
diffe´rence des approches base´es sur le filtre de Kalman (que nous de´taillons dans la section suivante), on
ne dispose pas d’une repre´sentation inte´gre´e de l’incertitude de position du ve´hicule et de la carte via
leurs corre´lations, ce qui pose proble`me lors des fermetures de cycles. En effet, les me´thodes actuelles ne
permettent pas de re´estimer le degre´ d’occupation des cellules le long du cycle une fois qu’il est boucle´ :
il manque un me´canisme de re´tropropagation des corrections d’erreurs [79] [194]. De plus, comme on
ne dispose pas d’une estimation de l’incertitude globale sur la carte, l’espace de recherche de l’autre
extre´mite´ de la boucle (sur la partie ancienne de la carte) peut eˆtre tre`s important lors du bouclage du
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cycle, d’ou` une augmentation du temps de calcul. On observe que ce type de proble`me introduit souvent
un certain flou dans la grille [8].
Des approches re´centes offrent toutefois des pistes pour ge´rer les fermetures de cycle.
Un algorithme baptise´ DP-SLAM s’inspire de la technique de FastSLAM [137] pour la transposer
a` une repre´sentation base´e sur une grille re´gulie`re de l’environnement [63] [64]. Le FastSLAM exploite
notamment des proprie´te´s d’inde´pendance conditionnelle souligne´es par Murphy [142] : lorsque la trajec-
toire st du robot est connue, les observations individuelles des e´le´ments de l’environnement deviennent
inde´pendantes. Ainsi, l’estimation de chaque e´le´ment (ici chaque cellule de la grille) peut re´ellement
eˆtre traite´e comme un proble`me d’estimation inde´pendant. En outre, le proble`me de fermeture de cycle
est re´solu naturellement comme chez Ha¨hnel [83] dans le cas des cartes de scans bruts. Chez Eliazar
et Parr [64], chaque particule repre´sente une hypothe`se de trajectoire st associe´e a` une estimation de
grille d’occupation. La difficulte´ consiste a` stocker de manie`re efficace ce grand nombre de grilles d’oc-
cupation (une centaine voire un millier, selon le nombre de particules utilise´es). Pour cela, les auteurs
de´finissent une structure de donne´es efficace a` base d’arbres : ces arbres repre´sentent les instants ou` les
trajectoires des particules ont diverge´ suivant le processus de re´e´chantillonnage. Finalement, les cartes
obtenues mode´lisent avec une tre`s grande pre´cision des environnement cycliques de grande taille (environ
24m× 60m) mais ne´cessitent encore des temps de calcul tre`s importants (plusieurs heures selon [64]).
Une autre piste pour la gestion des cycles revient a` utiliser un re´seau topologique de grilles d’occu-
pation locales, comme chez Duckett et al. [49] : comme nous le verrons dans le chapitre consacre´ aux
repre´sentations hybrides, la cohe´rence globale de la carte peut alors eˆtre assure´e par optimisation glo-
bale de re´seau de contraintes me´triques induit par les areˆtes du graphe topologique. La repre´sentation
surfacique globale est ensuite obtenue par fusion des grilles d’occupation locales.
2.3.3 Mode`les base´s sur des primitives ge´ome´triques ou sur des balises
Description
Guivant et al. [79] de´finissent les primitives ge´ome´triques (« features » en anglais) pouvant servir de
balises (on parle aussi d’amers suivant un terme de marine couramment employe´ en robotique) comme
des parties distinctives de l’environnement que l’on peut facilement extraire via un type de capteur
donne´ et qui admettent une description parame´trique. Selon Rives et Devy [113], la se´lection des amers
ge´ome´triques pour la localisation devrait re´pondre a` divers crite`res, en particulier : pouvoir discriminant,
domaine de visibilite´ important, stabilite´, invariance et bonne adaptation a` la me´trologie. Ces proprie´te´s
sont cependant locales et doivent donc eˆtre associe´es a` une re´gion de validite´. De plus, ces crite`res ne
sont pas toujours e´vidents a` formaliser : en pratique, toutes les primitives ge´ome´triques employe´es ne
remplissent pas correctement ce cahier des charges.
Ainsi, on trouve dans la litte´rature diffe´rentes sortes de balises ge´ome´triques, auxquelles peuvent eˆtre
attache´es plusieurs proprie´te´s me´triques (localisation, orientation, taille, etc.) :
– points ou objets conside´re´s comme ponctuels [115] [147] [120] [46] [15] : dans les cartes 2D, ils
repre´sentent notamment les objets verticaux tels que des poteaux ou des troncs d’arbres en envi-
ronnement exte´rieur et des coins de murs en environnement inte´rieur ;
– coins : par rapport aux points, ils incluent e´galement une information d’orientation, et e´ventuellement
un angle relatif entre les segments adjacents a` ce coin ;
– segments, qui correspondent ge´ne´ralement aux frontie`res d’obstacles [139] [115] [18] [75] [2] [21]
[191] [15] (cf. Fig 2.5) : en ge´ne´ral, ces segments sont repre´sente´s par leurs droites supports (de
pre´fe´rence en coordonne´es polaires [170]) et portent e´ventuellement des informations sur la position
ge´ome´trique de leurs extre´mite´s ;
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Fig. 2.5: Repre´sentation de la salle de confe´rence Alta¨ır de la Cite´ de l’Espace a` Toulouse selon une
carte d’amers constitue´e de segments, construite avec les algorithmes de´veloppe´s par Moutarlier au
LAAS [139].
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– polygones de forme et taille quelconques correspondant aux frontie`res d’obstacles dans le plan
horizontal [139] et plus ge´ne´ralement, « polyso¨ıdes » (polygones comportant des trous) chez [87] ;
– portions de courbes et notamment arcs de cercle [115] [206].
Pour maintenir une repre´sentation cohe´rente de l’environnement, les cartes d’amers doivent de plus
mode´liser les incertitudes sur ces primitives ge´ome´triques. En ge´ne´ral, comme nous le verrons, ces incer-
titudes sont repre´sente´es par des distributions gaussiennes sur les parame`tres ge´ome´triques de la primitive
(positions carte´siennes ou polaires, longueurs...). Toutefois, quelques travaux isole´s font plutoˆt appel aux
sous-ensembles flous [75].
Au-dela` de ces formes e´le´mentaires simples, certains travaux mode´lisent meˆme de ve´ritables objets
structure´s, qui peuvent combiner diffe´rentes primitives [42] [21]. Par exemple, Devy et Bulata [42] [18]
distinguent plusieurs niveaux de repre´sentations : un niveau ge´ome´trique ou` chaque primitive est de´crite
dans un repe`re local et un niveau symbolique ou` les balises sont constitue´es d’un ensemble de primitives
(points et segments). Dans ces balises, les orientations des segments ne sont pas impose´es et ceux-ci
peuvent eˆtre relie´s les uns aux autres pour former des chaˆınes polygonales, donnant lieu a` une grande
varie´te´ de repre´sentations (cf. Fig 2.6). Les auteurs proposent en outre des me´canismes permettant de
modifier la nature d’un objet particulier durant la construction de la carte, par ajout de segments ou de
points. Des re`gles simples permettent e´galement d’attacher a` chaque balise un repe`re local dont la pose
est estime´e dans une carte globale. Cette repre´sentation par objets offre ainsi l’avantage de re´duire le
nombre d’e´le´ments a` stocker dans la carte globale.
Fig. 2.6: Exemples de mode`les d’objets structure´s. Les sommets marque´s par un point repre´sentent
des sommets re´fe´rence´s explicitement dans la carte tandis que les sommets marque´s d’une croix
repre´sentent des extre´mite´s libres de segments (qui n’ont pas e´te´ observe´es). Les hachures indiquent
de quel coˆte´ se trouve la matie`re de l’obstacle.
Certains auteurs proposent de me´langer diffe´rents types d’amers au sein d’une meˆme carte : il est
courant d’utiliser a` la fois des points et des segments [15] [21], en ajoutant e´ventuellement des arcs de
cercles [206] ou diffe´rents types d’objets [18] [21]. Borges de´finit notamment une repre´sentation unifie´e
pour les amers de type point et segment [15]. Plus ge´ne´ralement, Castellanos et Tardos proposent le
concept de SP-Map (« Symmetries and Perturbation model ») qui permet de repre´senter selon le meˆme
formalisme l’ensemble des balises ou objets de la carte, quelle que soit leur forme. Comme chez Bulata et
Devy [18], chaque balise de la SP-Map est attache´e a` un repe`re local, ce qui permet de de´finir e´galement
l’incertitude de manie`re locale sur la position des objets. Ainsi, cette incertitude ne de´pend plus de la
position du repe`re de re´fe´rence, comme c’est le cas dans les repre´sentations polaires (r, θ) des droites
par exemple, ou` une le´ge`re impre´cision sur l’orientation d’un mur a plus d’influence sur l’incertitude du
parame`tre r si le mur est loin du centre du repe`re. En outre, les re`gles d’attachement du repe`re local
tirent parti des syme´tries des amers.
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Me´thodes de construction de ces mode`les
Les repre´sentations base´es sur les primitives ge´ome´triques ont e´te´ largement e´tudie´es dans la litte´rature :
si les approches probabilistes telles que le filtrage de Kalman sont pre´dominantes, il existe aussi quelques
me´thodes alternatives fonde´es sur la logique floue, voire sur des techniques ensemblistes.
* Approches ensemblistes
Ces me´thodes ensemblistes reposent sur une hypothe`se de bruits borne´s : les incertitudes sont donc
repre´sente´es sous la forme d’un sous-ensemble ferme´, centre´ sur l’estime´e de la mesure (par exemple
en 2D : rectangle, disque, ellipse...). Elles ont donne´ des re´sultats inte´ressants pour la localisation des
robots puisqu’elles se re´ve`lent particulie`rement robustes a` la pre´sence de fausses alarmes [97]. Toutefois,
le proble`me de la cartographie s’ave`re plus complexe a` traiter par ces techniques puisque les quantite´s
a` estimer se situent dans un espace de tre`s grande dimension, ce qui risque de ge´ne´rer des couˆts de
calcul re´dhibitoires selon le type de me´thode ensembliste conside´re´. Dans sa the`se, Csorba a de´veloppe´
pour le SLAM un filtre appele´ BOR (« BOunded Region » filter) qui mode´lise ainsi les incertitudes
sur la position d’amers ponctuels et sur la position du robot par des rectangles de coˆte´s paralle`les aux
axes du repe`re de re´fe´rence [35]. Comme la mise a` jour des estimations ne de´pend plus des corre´lations
entre erreurs, l’algorithme est de complexite´ line´aire (en le nombre d’amers) et ne requiert qu’un espace
me´moire re´duit. Toutefois, les expe´rimentations sont peu probantes puique le filtre diverge sauf si l’on
re´duit artificiellement les bornes d’erreur. Il est possible que cette divergence soit lie´e au mode`le d’erreur
utilise´, tre`s impre´cis : les rectangles ne mode´lisent pas finement la forme des incertitudes, contrairement
aux techniques base´es sur l’analyse par intervalles [97] par exemple.
* Logique floue
Quelques rares publications exploitent la logique floue pour estimer la position des amers de la carte.
Gaso´s et Mart´ın utilisent par exemple une repre´sentation base´e sur des segments de droite flous, qui
repre´sentent les frontie`res polygonales des obstacles [75]. Ils ont choisi ce cadre the´orique parce qu’une
partie du syste`me de navigation de leur robot est base´e sur des instructions linguistiques, or la logique
floue facilite la fusion de donne´es dans le cas de descriptions linguistiques des objets. Les ensembles
flous utilise´s repre´sentent l’incertitude sur la position re´elle des objets. Toutefois, le degre´ d’appartenance
d’une zone de la carte a` une frontie`re floue n’exprime pas seulement l’incertitude sur la position de cette
frontie`re mais aussi le degre´ de similarite´ avec les frontie`res situe´es a` proximite´. Ainsi, un degre´ d’appar-
tenance faible (resp. e´leve´) a` une frontie`re floue pour une zone indique que lorsqu’une autre frontie`re est
trouve´e dans la meˆme zone, elle doit eˆtre conside´re´e comme peu (resp. hautement) similaire a` l’originale.
Pour construire la carte de manie`re incre´mentale, les auteurs proposent d’abord de regrouper les
mesures sonar aligne´es afin de construire des segments flous, en prenant en compte les diverses sources
d’erreur (erreur d’estimation de la position du robot, impre´cision du capteur, incertitude sur la manie`re
dont les ultrasons sont re´fle´chis par l’obstacle...). Ensuite, le syste`me repe`re les segments coline´aires qui
s’intersectent : ces segments peuvent eˆtre issus de capteurs diffe´rents ou d’observations multiples de la
meˆme frontie`re d’obstacle selon des points de vue diffe´rents. Selon leur degre´ d’appariement, ils sont alors
fusionne´s en frontie`res plus longues (et non redondantes) et les incertitudes originales sont propage´es dans
la nouvelle repre´sentation. Les petits segments conflictuels sont e´galement supprime´s lors d’une ope´ration
de nettoyage de carte. Les re´sultats expe´rimentaux montrent des re´sultats encourageants, avec des cartes
nettes et de bonne qualite´ compte tenu de l’impre´cision des proxime`tres a` ultrasons.
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* Filtre de Kalman e´tendu
La grande majorite´ des travaux base´s sur une carte d’amers ge´ome´triques reposent sur le filtrage
de Kalman et sur ses variantes. Si l’on se rame`ne au cadre ge´ne´ral de l’estimation baye´sienne [180] vu
pre´ce´demment, l’e´quation 2.1 est re´solue en mode´lisant les distributions de probabilite´s par des gaus-
siennes. Le vecteur d’e´tat xt contient alors la pose du robot st et les coordonne´es carte´siennes de tous
les e´le´ments de la carte. Quant aux mode`les de de´placement et d’observation, le filtre de Kalman impose
qu’ils soient line´aires et perturbe´s par un bruit gaussien. Le mode`le de de´placement de la carte re´pond
bien a` ce crite`re puisque la carte est immobile. En revanche, le de´placement du robot ne ve´rifie pas une
e´quation line´aire du fait des rotations : il faut donc line´ariser ce mode`le, via un de´veloppement en se´rie
de Taylor [180] :
p(xt | u, xt−1) = Axt−1 +Bu+ commande
ou` A et B repre´sentent des matrices et commande un bruit gaussien, centre´ et de covariance connue. De
meˆme, l’e´quation d’observation line´arise´e s’e´crit :
p(z | x) = Cx+ mesure
ou` C est une matrice et mesure un bruit gaussien, centre´ et de covariance connue. Le filtre re´sultant est
connu sous le nom de filtre de Kalman e´tendu (EKF pour « Extended Kalman Filter » en anglais).
Les bases the´oriques de l’application du filtrage de Kalman au proble`me du SLAM ont e´te´ jete´es dans
les articles de Smith et Cheeseman [174] et de Moutarlier et Chatila [140], qui de´veloppent formellement
le concept de cartes d’environnement stochastiques. De`s lors, on sait que l’espace me´moire requis pour
le stockage de ces cartes est en O(N2) (taille de la matrice de covariance de l’e´tat), N e´tant le nombre
d’amers repre´sente´s dans la carte. On montre e´galement que le couˆt de calcul de l’EKF est de l’ordre de
O(N3) pour une imple´mentation na¨ıve (couˆt essentiellement lie´ a` la multiplication et a` l’inversion des
matrices) ou de O(N2) en tenant compte de la structure creuse des matrices de de´placement (puisque
la carte est statique) et d’observation (puisque seules quelques balises sont observe´es a` chaque pas de
temps) [139] [80]. En outre, il est indispensable de maintenir l’ensemble des corre´lations entre amers et
entre robot et amers (via la matrice de covariance de l’e´tat), au risque de voir le filtre diverger.
Plus re´cemment, les the`ses de Csorba [35] et Newman [148] ont e´tudie´ la structure particulie`re du
filtre de Kalman applique´ au proble`me du SLAM. Newman et Dissanayake [148] [46] de´montrent en
particulier trois proprie´te´s fondamentales de ce filtre :
– la covariance de chaque objet de la carte de´croˆıt de fac¸on monotone ;
– les estimations de balises tendent a` devenir comple`tement corre´le´es ;
– leur covariance tend vers une borne infe´rieure lie´e a` la covariance initiale du ve´hicule.
Toutefois, comme l’expliquent Castellanos et al. [22], ces proprie´te´s ne sont plus garanties lorsque l’on
passe a` une version line´arise´e du filtre : en effet, les line´arisations des e´quations d’e´volution et d’obser-
vation ont tendance a` rendre l’EKF trop optimiste sur les estimations d’erreur, ce qui peut mener a` une
divergence du filtre.
* Ame´liorations du filtre de Kalman e´tendu
Les techniques de cartographie base´es sur le filtre de Kalman e´tendu souffrent d’un certain nombre
de limitations :
– Comme la position du robot est mode´lise´e par une distribution gaussienne unimodale, le syste`me
ne peut pas maintenir diffe´rentes hypothe`ses sur sa localisation, ce qui peut le geˆner en pre´sence
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d’ambigu¨ıte´s perceptuelles. De plus, le syste`me ne peut pas re´soudre le fameux proble`me du « robot
kidnappe´ », dans lequel le robot est de´place´ a` son insu et doit tenter de se relocaliser : les syste`mes
base´s sur le filtrage de Kalman se contentent de re´aliser un suivi en position, ou` l’incertitude de
positionnement demeure limite´e.
– Il arrive fre´quemment que les diffe´rentes hypothe`ses d’inde´pendance entre les bruits du mode`le ne
soient pas ve´rifie´es, ce qui peut conduire a` une divergence du filtre.
– Il peut exister des biais sur les estimations de position ou d’observation : ici encore, on ne satisfait
plus aux hypothe`ses du filtre de Kalman.
– Certaines balises peuvent correspondre a` des fausses alarmes : il importe de pouvoir filtrer les amers
incertains.
– Ce filtre est tre`s sensible aux erreurs d’associations de donne´es, qui peuvent conduire a` une diver-
gence.
– La line´arisation qui intervient dans l’EKF conduit a` des estimations trop optimistes et peut
e´galement conduire a` une divergence.
– Enfin, le couˆt de calcul quadratique devient prohibitif si le nombre de balises est trop important.
En pratique, la formulation classique ne fonctionne plus au-dela` d’un millier de balises environ.
Les approches qui suivent s’attachent ainsi a` re´duire les effets de ces limitations.
** Gestion du proble`me de distribution unimodale
Durrant-Whyte et al. introduisent des sommes de gaussiennes pour mode´liser les distributions de
probabilite´ sur le mode`le de de´placement et sur les observations [58]. La carte elle-meˆme est repre´sente´e
par des sommes de gaussiennes, ce qui permet de repre´senter des objets complexes en environnement
exte´rieur notamment. L’approche est inte´ressante mais il n’est pas certain qu’elle posse`de les meˆmes
proprie´te´s de convergence que le filtre de Kalman classique [46]. De plus, elle paraˆıt plutoˆt adapte´e aux
environnements non structure´s.
Une autre piste pour re´soudre ce proble`me re´side dans l’utilisation d’un filtre de Kalman multi-
hypothe`ses pour suivre la position du robot. On verra que la technique de FastSLAM, qui combine le
filtrage de Kalman (pour l’estimation de la carte) au filtrage particulaire (pour l’estimation de position
du robot), offre e´galement une solution inte´ressante.
** Prise en compte des corre´lations entre bruits
Moutarlier a de´veloppe´ par exemple un filtre plus ge´ne´ral que le filtre de Kalman classique puisqu’il
ge`re directement les corre´lations entre bruit d’e´tat et bruit de mesure [140] [139]. Il fonctionne e´galement
avec des bruits colore´s sur l’e´tat ou sur l’observation. On se rame`ne toutefois a` la formulation exacte du
filtre de Kalman e´tendu classique si l’on fait l’hypothe`se d’inde´pendance des bruits d’e´tat et de mesure,
ainsi que l’hypothe`se de bruit blanc.
** Gestion des biais
Par ailleurs, Moutarlier montre que ce type de filtre est tre`s sensible a` la pre´sence de biais. Or se-
lon lui, ces biais sont ine´vitables du fait des line´arisations et de l’imperfection des mode`les de capteurs.
Ainsi, il propose une me´thode sous-optimale de recalage-fusion (inspire´e d’Ayache [7]) pour limiter leur
influence. Dans cette approche, l’information d’observation est d’abord utilise´e pour relocaliser le robot
avant de corriger les positions des amers a` partir des observations. Ainsi, on ne prend pas en compte
l’information fournie par l’erreur d’estimation sur la position du robot pour corriger la position des amers.
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** Gestion des ambigu¨ıte´s d’extraction de balises et d’associations de donne´es
L’ope´ration d’extraction de balises ne´cessite une interpre´tation pre´coce des donne´es observe´es, alors
que celle-ci peut eˆtre reporte´e a` un traitement a posteriori dans les repre´sentations fonde´es sur l’apparence.
Il existe donc des risques d’erreurs et de fausses alarmes lors de la structuration des observations locales
en primitives ge´ome´triques et en balises. Pour y reme´dier, Leonard et Durrant-Whyte ajoutent a` chaque
balise un parame`tre de confiance qui est incre´mente´ lorsque celle-ci est bien de´tecte´e depuis diffe´rentes
positions. Seules les balises tre`s fiables sont utilise´es pour la mise a` jour de la position du robot [115].
Le´onard et al. ont aussi propose´ plus re´cemment un nouveau cadre de travail stochastique pour
effectuer des de´cisions retarde´es sur la mise en correspondance [118] [117]. Lorsque le syste`me observe un
amer, trois de´cisions distinctes sont en effet possibles : appariement avec un amer existant, cre´ation d’un
nouvel amer ou e´limination de la mesure conside´re´e comme une fausse alarme. L’objectif des auteurs
e´tait de ge´rer de manie`re efficace (d’un point de vue calculatoire) diffe´rentes hypothe`ses sur l’origine
d’une mesure. En particulier, l’initialisation d’un amer doit pouvoir utiliser des observations provenant
de plusieurs points de vue. Pour cela, ils e´tendent le vecteur d’e´tat afin d’autoriser la prise en compte
des corre´lations temporelles : ils ajoutent donc dans l’e´tat les positions successives du robot (qui sont
appele´es « e´tats de trajectoire »). Le couˆt de calcul s’en trouve augmente´ mais il est possible de supprimer
d’anciens e´tats de trajectoires (et les covariances associe´es) lorsque toutes les mesures effectue´es a` un pas
de temps donne´ ont e´te´ traite´es. Les auteurs dressent un paralle`le avec le « fixed-lag Kalman smoother »
ou` les e´tats dont l’aˆge de´passe un certain seuil sont automatiquement supprime´s : dans leur approche
cependant, la suppression ne se fait pas force´ment dans l’ordre chronologique et de´pend du fait que les
informations d’observation ont e´te´ utilise´es ou non. Le syste`me permet ensuite de de´finir une fonction
d’initialisation d’amer impliquant des donne´es issues de diffe´rents pas de temps, au lieu d’un seul dans
l’approche classique. Cette strate´gie permet e´galement d’attendre que les matrices jacobiennes de la
fonction d’initialisation indiquent que l’estime´e du nouvel amer est bien conditionne´e. On peut meˆme
de´finir un nouveau point de vue a` rallier par le robot, de manie`re a` re´duire les valeurs de ces jacobiennes
pour re´aliser une initialisation plus stable. Enfin, une fois le nouvel amer initialise´, il est possible de raffiner
la carte en utilisant toutes les mesures passe´es qui peuvent lui eˆtre associe´es, a` travers un processus de
mise a` jour a posteriori. Cela permet non seulement d’extraire l’information maximale des mesures passe´es
mais aussi de cre´er des objets composites a` partir de plusieurs primitives.
Par ailleurs, pour e´viter les erreurs d’association de donne´es, certains auteurs tels que Neira et Tardos
ont propose´ des me´thodes d’appariement globales et robustes telles que le « joint compatibility test »
[145]. Nous y reviendrons plus en de´tail au chapitre 4.
** Gestion des proble`mes de line´arisation
Comme le souligne Knight [98], si l’on peut prouver the´oriquement que le filtre de Kalman fournit
la meilleure estime´e a posteriori de la carte en pre´sence de bruits gaussiens, il n’en va pas de meˆme
pour le filtre de Kalman e´tendu : l’EKF n’est qu’une approximation. Meˆme si le temps est discre´tise´ tre`s
finement (avec des pas de temps de dure´e ne´gligeable), la line´arisation produit des re´sultats incorrects
simplement parce que les estimations sont calcule´es autour d’estimations d’e´tats errone´es (sauf si le bruit
est nul, bien entendu : dans ce cas, les estimations d’e´tat sont parfaites et correspondent exactement a` la
re´alite´). Tardos et al. expliquent que l’EKF n’est valide que dans le cas du robot a` une dimension (auquel
cas le proble`me devient line´aire) et pour des cartes de petite taille (typiquement de dimension infe´rieure
a` la centaine de me`tres) [176]. En re´alite´, le proble`me de line´arisation apparaˆıt avant le proble`me du
couˆt de calcul quadratique. Julier et Uhlman ont eux aussi montre´ expe´rimentalement les proble`mes de
divergence de l’EKF classique sur des repre´sentations constitue´es de balises ponctuelles.
Ainsi, Lionis et Kyriapopoulos tentent de reme´dier au proble`me en utilisant deux filtres de Kalman
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distincts sur une repre´sentation a` base de segments de droite [123]. Le premier filtre estime l’orientation
du robot ainsi que les orientations absolues des segments : il n’est pas ne´cessaire de recourir a` l’EKF pour
ce premier estimateur puisque le proble`me est line´aire. Quant au second filtre, il exploite les re´sultats
du premier pour estimer les positions du robot et des segments de la carte. Les re´sultats expe´rimentaux
sont encourageants mais l’approche est the´oriquement sous-optimale car elle suppose que les incertitudes
sur la translation du robot sont inde´pendantes des erreurs de rotation. Des hypothe`ses d’inde´pendance
similaires sont applique´es aux balises. Ainsi, une validation plus pousse´e s’ave`re ne´cessaire.
Castellanos et al. proposent pour leur part une cartographie dite « robocentrique » [22]. Cette
me´thode consiste a` construire la carte relativement au robot c’est-a`-dire directement dans le repe`re
du robot, qui e´volue, plutoˆt que dans le repe`re de re´fe´rence fixe. Ainsi, le vecteur d’e´tat contient la
position xˆRFi des balises Fi ainsi que la position xˆ
R
W du repe`re de re´fe´rence W par rapport a` la position
du robot R. A l’instant k, suite au de´placement du robot, la carte entie`re devrait eˆtre mise a` jour par
composition avec ce de´placement xˆRk−1Rk , de manie`re a` ce que les estimations soient de´finies par rapport
a` la nouvelle position xˆRkW de la plate-forme. Les nouvelles estime´es de covariance d’une balise F seraient
elles aussi mises a` jour par line´arisation autour des valeurs xˆRk−1Rk et xˆ
Rk−1
Fk−1 . Toutefois, avant d’effectuer
cette ope´ration, les auteurs pre´fe`rent re´duire les erreurs de line´arisation en ame´liorant l’estimation de
de´placement calcule´e par l’odome´trie. C’est pourquoi le vecteur d’e´tat est augmente´ du de´placement
xˆ
Rk−1
Rk
du robot, traite´ comme une balise inde´pendante. Ensuite, l’ensemble du vecteur d’e´tat est mis a`
jour via un EKF classique, en utilisant l’observation courante, puis chaque e´le´ment du vecteur d’e´tat est
compose´ avec la nouvelle estimation de de´placement du robot. De cette manie`re, on limite les erreurs
de line´arisation car l’incertitude des amers observe´s reste faible (sauf lors d’une fermeture de cycle),
contrairement au cas classique ou` elle a tendance a` augmenter au fur et a` mesure du de´placement du
robot, jusqu’a` ce que celui-ci revienne a` un endroit de´ja` visite´. Les tests en simulation montrent que cette
technique ame´liore effectivement l’estimation de covariance (qui ne peˆche plus par exce`s d’optimisme)
mais il semble que la me´thode souffre de biais.
Enfin, Julier et Uhlman ont eux aussi propose´ une solution partielle au proble`me de line´arisation, via
l’utilisation d’une variante du filtre de Kalman appele´e « unscented Kalman filter » ou UKF [93]. L’UKF
utilise une forme de filtrage particulaire : la distribution gaussienne est repre´sente´e par un ensemble de
points sigma dans l’espace des parame`tres. Ces points sigma sont re´estime´s via une fonction ade´quate a`
partir des observations et du de´placement du robot et une nouvelle distribution gaussienne est estime´e
a` partir de ces nouvelles estimations. En the´orie, cette technique transfe`re l’erreur au troisie`me ordre
(et meˆme au quatrie`me dans certains cas), sans augmentation du couˆt de calcul (en ge´ne´ral, ce couˆt est
meˆme re´duit).
** Re´duction des couˆts de calcul
Comme nous allons le voir, les efforts destine´s a` limiter les couˆts de calcul peuvent recourir a` diverses
strate´gies, optimales (au sens ou` elles conduisent a` des estimations identiques a` l’EKF classique) ou non :
– ignorer ou limiter les corre´lations ;
– simplifier la carte (en limitant le nombre de balises) ;
– travailler momentane´ment sur une re´gion limite´e de la carte.
Ainsi, une premie`re approche pour re´duire les couˆts de calcul consiste a` ignorer les corre´lations
entre objets ou a` limiter leur prise en compte.
Dans ce cadre, Julier et Uhlmann [94] proposent une technique fonde´e sur l’intersection de covariance
(«Covariance intersection » ou CI en anglais), qui ge´ne´ralise le filtrage de Kalman : la re`gle de mise a` jour
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utilise´e est en the´orie optimale lorsqu’aucune information sur les corre´lations n’est maintenue (lorsque le
syste`me n’a pas de me´moire en quelque sorte). Le principe est le suivant : lorsque l’on fusionne l’estime´e
d’incertitude sur une balise de la carte avec l’incertitude d’une nouvelle mesure de cette balise, le re´sultat
tombe ne´cessairement dans l’intersection des deux covariances. On est donc assure´ que toute re`gle de
mise a` jour de l’incertitude contenant l’intersection des covariances est valide.
Ainsi, e´tant donne´es deux estimations de moyenne et de covariance {a,A} et {b, B}, la mise a` jour
{c, C} par CI est la suivante :
C = (ωA−1 + (1− ω)B−1)−1
c = C(ωA−1a+ (1− ω)B−1b)
ou` ω est compris entre 0 et 1 et peut eˆtre choisi de manie`re a` minimiser une mesure donne´e de l’incertitude
et lie´e a` la matrice de covariance re´sultante C : de´terminant ou trace par exemple. Intuitivement, ω permet
de pe´naliser l’estimation, suite au manque d’information sur les corre´lations [95]. Julier et Uhlmann
ve´rifient la validite´ de cette re`gle de mise a` jour en de´montrant que la matrice C−E [c˜c˜T ] est semi-de´finie
positive pour toute valeur de covariance entre les estime´es a et b, c˜ correspondant a` l’erreur d’estimation :
le re´sultat tombe bien dans l’intersection des deux covariances (l’estimation est bien « conservative »).
On se rame`ne donc a` un ensemble de n+ 1 filtres inde´pendants : un pour le robot et un pour chacune
des n balises de la carte. Cette technique s’ave`re toutefois bien trop prudente et pessimiste : la convergence
est conside´rablement plus lente qu’avec un filtre de Kalman. C’est pourquoi certaines e´tudes ont cherche´
a` la combiner avec d’autres techniques de SLAM : avec des cartes relatives par exemple [91]. Julier et
Uhlmann ont e´galement propose´ une extension, appele´e « Split Covariance Intersection » (SCI), qui per-
met d’introduire une information partielle sur les corre´lations [95]. Cette me´thode de´compose l’erreur de
pre´diction en une partie corre´le´e (dans le cas du SLAM, elle provient des corre´lations entre les positions
de balises et la position du robot, dont la structure n’est pas maintenue) et une partie inde´pendante
(qui provient des hypothe`ses de bruit blanc pour l’e´volution du syste`me et les observations). Intuitive-
ment, cet algorithme revient a` appliquer la pe´nalite´ ω uniquement a` la partie corre´le´e. Toutefois, dans
ces me´thodes, le gain en terme de couˆt de calcul est obtenu au de´triment de la pre´cision : ces approches
fournissent encore des estimations sous-optimales ou pessimistes.
Csorba et Newman introduisent pour leur part les filtres relatifs [35] [148]. Dans ce cadre, les cartes
sont formule´es en termes de positions relatives entre balises (distances ou de´placements) plutoˆt qu’en
positions absolues dans un repe`re de re´fe´rence. L’inte´reˆt de ces repre´sentations re´side dans leur struc-
ture, qui permet de s’abstraire des corre´lations : en effet, leur matrice de covariance reste diagonale par
blocs. Ainsi, la mise a` jour est re´alise´e en temps constant. En outre, une telle approche aide a` limiter
les proble`mes de biais sur les mesures odome´triques puisque l’on de´couple le mouvement du robot et
l’estimation des positions de balises [131]. Par ailleurs, la forme de la carte relative se preˆte bien a` des
algorithmes d’association de donne´es exploitant les graphes de correspondance [159].
Ces gains sont toutefois obtenus au prix de plusieurs limitations. D’abord, cette carte ne peut pas
eˆtre directement employe´e pour mettre a` jour la position du ve´hicule : en effet, cette position n’est
ge´ne´ralement pas incorpore´e dans le vecteur d’e´tat car elle complique le mode`le de transition et ne
permettrait plus de conserver une matrice creuse pour la covariance de l’e´tat (du fait de la structure
des covariances du SLAM, qui proviennent des corre´lations entre balises et ve´hicule). De plus, comme
les cartes relatives n’expriment pas les balises dans un re´fe´rentiel absolu, il est ne´cessaire d’utiliser des
ope´rateurs de projection, qui ne garantissent pas l’unicite´ de la carte selon le chemin pris a` travers
les e´tats pour re´aliser cette transformation. Newman montre cependant qu’il est possible d’appliquer des
contraintes de cohe´rence a` la carte relative quand une carte absolue est requise, afin d’assurer cette unicite´
[148]. Toutefois, ces contraintes ont une complexite´ de l’ordre de N3c , ou` Nc est le nombre de contraintes
inde´pendantes. L’application de ces contraintes risque cependant d’eˆtre fre´quente si le ve´hicule a besoin
de se localiser. Newman sugge`re donc de limiter cette quantite´ Nc en recherchant des boucles aussi com-
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plexes que possible dans la carte, mais cette recherche risque elle-meˆme d’eˆtre couˆteuse. En outre, la mise
en correspondance des observations avec la carte n’est pas aise´e, puisque l’on ne dispose ni de la position
du ve´hicule, ni de la carte absolue de la zone locale (a` moins d’appliquer les ope´rateurs de projection
avec les contraintes de cohe´rence). Enfin, si l’on conside`re une carte absolue comme une carte relative
ge´ante ou` toutes les positions relatives entre balises sont maintenues, une ve´ritable carte relative risque
de converger un peu moins vite, puisqu’elle ne stocke qu’un nombre re´duit de relations [99]. Elle peut
meˆme pre´senter des proble`me de stabilite´ du fait de l’absence des corre´lations induites par le ve´hicule :
certaines parties e´loigne´es de la carte risquent de s’en trouver mal connecte´es [99].
Enfin, des extensions re´centes de ces travaux donne´ lieu a` des reformulations comple`tes du proble`me
de SLAM sous forme de « SLAM de´couple´ » (ou « D-SLAM »), pour lesquelles la cartographie et la
localisation du robot sont traite´s comme des processus inde´pendants : un proble`me d’estimation statique
non line´aire pour la cartographie et un proble`me d’estimation dynamique de faible dimension pour la
localisation [195]. Pour maintenir une estimation en temps constant, diffe´rentes strate´gies peuvent eˆtre
conside´re´es. Chez Martinelli et al. par exemple [131], la matrice de covariance de la carte est maintenue
creuse via l’utilisation d’un vecteur d’e´tat contenant des e´le´ments redondants et pour lesquels toutes
les relations ne sont pas explicite´es. Toutefois, l’application de contraintes de cohe´rence (qui explicitent
les relations entre e´le´ments, pour obtenir des cartes absolues a` grande e´chelle notamment) se fait au
de´triment de la complexite´ de la mise a` jour de la carte, puisque la structure creuse de la matrice de co-
variance est de´truite. Chez Wang et al. [195], des hypothe`ses particulie`res sur l’observation (par exemple,
on suppose qu’a` chaque aquisition des donne´es perceptuelles, le robot peut reconnaˆıtre au moins deux
balises) permettent de maintenir la matrice d’information exactement creuse. Le mode`le de carte corres-
pond alors soit a` une carte relative compacte, soit a` une carte absolue, et conserve les corre´lations entre
estimations de position de balises. En contrepartie, il semble que la carte converge un peu moins vite
puisque comme dans les approches pre´ce´dentes concernant les filtres relatifs, le processus de construction
n’exploite pas les informations de positionnement du robot.
Plutoˆt que de changer la structure de la carte ou la nature du filtre, une autre ide´e consiste a` ne´gliger
la mise a` jour des e´le´ments presque suˆrs ou faiblement corre´le´s aux balises observe´es (en
particulier les objets lointains) dans un filtre de Kalman classique.
Guivant et Nebot remarquent que les calculs les plus importants de l’EKF portent sur la mise a` jour
de la covariance de l’erreur d’estimation sur l’e´tat [80]. Pour re´duire ce couˆt de calcul, ils proposent une
approche sous-optimale qui consiste a` ne prendre en compte qu’un sous-ensemble des balises de la carte.
Le vecteur d’e´tat X est donc divise´ en deux groupes : un groupe XP d’e´le´ments pre´serve´s et un groupe
XD d’e´le´ments non pris en compte. Pour se´lectionner les e´le´ments qui ne seront pas conside´re´s dans
la mise a` jour, le syste`me utilise deux crite`res : soit la valeur de leur covariance dans l’e´tat se trouve
en-dessous d’un certain seuil (c’est-a`-dire que leur position est pratiquement suˆre), soit leur contribution
a` la mise a` jour de la covariance de l’e´tat est ne´gligeable par rapport a` la covariance courante (on ne
regarde que la diagonale de la matrice de mise a` jour). La matrice de covariance s’e´crit ensuite :
P =
[
PPP PPD
PDP PDD
]
Il est alors possible de ge´ne´rer des estime´es cohe´rentes (« conservatives ») en mettant a` jour les e´tats XD
mais pas la covariance PDD. Tant que la taille du bloc PDD reste borne´e, la complexite´ re´sultante est
line´aire en le nombre global de balises dans l’e´tat X. Les auteurs proposent e´galement une me´thode de
structuration de la carte en constellations qui facilite le de´coupage du vecteur d’e´tat. Chaque constellation
est base´e sur deux balises qui spe´cifient un repe`re local dans lequel sont de´finies les autres balises de la
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constellation. Cette repre´sentation permet de limiter les corre´lations entre balises de re´gions diffe´rentes
et d’assurer que l’algorithme reste proche de la me´thode optimale. Comme nous le verrons plus loin,
en re´alite´, ce type de carte introduit implicitement des e´le´ments topologiques dans la repre´sentation
me´trique, puisque chaque constellation peut eˆtre vue comme un sommet d’un graphe dont les areˆtes
traduisent des liens de corre´lation entre repe`res locaux (les e´le´ments de base des constellations).
Julier a propose´ une me´thode e´quivalente nomme´e « Sparse Weight Filter », de complexite´ line´aire
e´galement, qui force la matrice de gain de Kalman a` une valeur nulle pour toutes les balises sauf le
ve´hicule et un petit groupe d’e´le´ments de la carte [92]. La matrice de gain de remplacement est obtenue
en temps borne´ en minimisant la trace de la nouvelle matrice de covariance de l’e´tat. En re´alite´, Julier
montre que cette technique est e´quivalente a` la me´thode de Guivant et Nebot [80] si la partition de la
carte (en e´le´ments conserve´s et en e´le´ments ne´glige´s) est identique.
Enfin, Knight [98] sugge`re de re´aliser un « de´couplage partiel » en ne mettant a` jour que le bloc PPP
dans la matrice de covariance de Guivant et Nebot. L’algorithme sous-optimal re´sultant est en temps
constant si le nombre d’e´le´ments du groupe XP reste borne´. Toutefois, pour e´viter la divergence du filtre,
quelques modifications ad hoc ont e´te´ apporte´es pour ge´rer la sortie d’un e´le´ment hors du groupe XP
et sa rentre´e ulte´rieure dans ce meˆme groupe. D’apre`s les e´valuations empiriques, cette me´thode fournit
une pre´cision me´trique et permet de fermer des cycles de l’environnement sur une e´chelle qui de´pend du
nombre d’e´le´ments maintenus dans XP .
Au lieu de travailler directement sur la matrice de covariance de l’e´tat, Thrun et al. exploitent le fait
que son inverse, la matrice d’information, est naturellement creuse (du moins dans sa forme normalise´e) :
on constate empiriquement que la plupart de ses e´le´ments ont des valeurs tre`s basses, ce qui illustre des
liens faibles entre les balises correspondantes [183] [124]. En effet, comme l’expliquent les auteurs, si toutes
les balises deviennent comple`tement corre´le´es a` la limite de convergence [46], ces corre´lations proviennent
essentiellement d’un re´seau limite´ de contraintes locales connectant des balises proches. Thrun et al.
proposent donc de passer a` la forme e´quivalente de l’EKF, base´e sur la matrice d’information : il s’agit
du filtre d’information e´tendu (« Extended Information Filter » ou EIF en anglais). Ils en de´veloppent
ensuite une forme approche´e (SEIF pour « Sparse Extended Information Filter ») ou` la matrice d’infor-
mation est maintenue artificiellement creuse par application d’une ope´ration de nettoyage ade´quate. Dans
le cas line´aire, la mise a` jour du SEIF peut eˆtre re´alise´e en temps constant (si le nombre de coefficients non
nuls reste borne´). Toutefois, dans le cas non line´aire qui nous inte´resse, des ope´rations supple´mentaires et
des approximations (descente de gradients notamment) s’ave`rent ne´cessaires pour conserver cette mise a`
jour en temps constant : si les premiers re´sultats sont prometteurs, des expe´rimentations plus pousse´es
sont donc indispensables pour valider l’approche. Ici encore, comme nous le pre´ciserons plus loin, on peut
de´celer une composante topologique dans la repre´sentation employe´e : en effet, l’ope´ration de nettoyage
utilise´e permet de maintenir un re´seau dynamique de balises voisines.
Plus ge´ne´ralement, d’autres approches que nous de´velopperons dans le chapitre suivant s’appuient
explicitement sur un de´coupage de la carte, selon une partition [116] [28] ou un re´seau de cartes locales
[67] : nous verrons que ces approches permettent a` la fois de limiter les temps de calcul et, dans certains
cas, de re´duire les proble`mes de line´arisation.
Une seconde piste d’acce´le´ration re´side dans la limitation de la taille du vecteur d’e´tat, via la
suppression de balises notamment [57] : si la carte peut s’en trouver conside´rablement re´duite, la lo-
calisation n’en est gue`re affecte´e. Pour justifier cette approche dans le cadre du SLAM, Knight remarque
qu’en ge´ne´ral, les animaux n’ont pas besoin d’une carte de´taille´e de l’ensemble de l’environnement [98] :
il leur suffit de naviguer localement et peu leur importe ce qui se trouve au-dela` d’un voisinage proche.
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Ainsi, Dissanayake et al. proposent de supprimer les balises qui ne sont pas visibles depuis le lieu
courant, a` moins qu’elles ne pre´sentent un contenu informationnel important [45]. Plus pre´cise´ment,
Durrant-Whyte et al. soulignent que la vitesse de convergence du processus de cartographie et de lo-
calisation du robot est gouverne´ par les balises de meilleure qualite´, c’est-a`-dire celles qui fournissent
le plus d’information au sens de Fisher [57]. De plus, il s’agit souvent d’un petit sous-ensemble des ba-
lises disponibles. Il est donc possible, en ge´ne´ral, de trouver quelles balises ont le plus d’influence sur la
convergence et de supprimer les autres e´le´ments de la carte. Knight [98] remarque que Davison utilisait
un principe similaire dans son syste`me de SLAM base´ sur la ste´re´ovision : pour limiter les temps de
calculs lie´s a` l’observation ste´re´oscopique, il choisissait les balises a` observer en fonction des covariances
sur l’innovation pour celles qui e´taient visibles [40].
Enfin, une dernie`re piste d’acce´le´ration consiste a` travailler momentane´ment sur une partie
limite´e de la carte, en retardant la mise a` jour couˆteuse de la carte globale comple`te.
Davison propose ainsi dans sa the`se une me´thode dite de « postponement » (report temporel), qui
revient a` re´aliser un compromis entre le temps de calcul et la place me´moire requise pour le stockage des
donne´es [40]. Pour cela, il re´arrange les e´quations de l’EKF, ce qui lui permet de ne traiter qu’une partie
borne´e de l’e´tat et de reporter la mise a` jour du reste, en enregistrant a` la place un ensemble de taille
borne´e de donne´es de report temporel. Ces donne´es sont utilise´es pour mettre a` jour la carte comple`te de`s
qu’une puissance de calcul suffisante est disponible. Chez Davison, la me´thode est limite´e a` l’observation
d’une balise unique a` chaque ite´ration. Chez Knight et al. [99], l’approche est e´tendue a` un groupe de
balises qui peut augmenter (une sous-carte) sans ne´cessiter une mise a` jour comple`te.
Une ide´e similaire est propose´e par Williams et al. a` travers le « Constrained Local Sub-map filter »
[200]. Dans ce syste`me, le robot initialise re´gulie`rement une carte locale de l’environnement et durant un
certain laps de temps, il travaille exclusivement sur cette sous-carte, sans mettre a` jour les amers de la
carte globale. La position xL du repe`re local est enregistre´e dans le vecteur d’e´tat global : il s’agit de la
position du robot au moment de la cre´ation de la carte locale. Ainsi, pour fusionner la carte locale dans
la repre´sentation globale, le syste`me proce`de en deux temps. D’abord, les amers locaux sont ajoute´s dans
le vecteur d’e´tat global et dans la matrice de covariance associe´e par composition de xL et de leur posi-
tion locale. Ensuite, des contraintes sont applique´es pour fusionner les amers communs entre les cartes
locale et globale. Le gain de temps de´pend de la pe´riodicite´ des cre´ations de cartes locales : il correspond
approximativement au ratio du nombre d’observations par le nombre de contraintes a` appliquer. Les
re´sultats obtenus sont en outre tre`s proches du filtre de Kalman global. Les auteurs indiquent e´galement
que cet algorithme ame´liore l’association de donne´es. En effet, lors de la construction de la carte locale,
les e´le´ments candidats a` l’appariement sont peu nombreux. Ensuite, lors de la fusion avec la carte globale,
le syste`me peut exploiter une sous-carte structure´e plutoˆt qu’une simple observation, ce qui limite les
ambigu¨ıte´s.
Guivant et Nebot imple´mentent cette ide´e de report temporel a` travers le « Compressed Extended
Kalman Filter » [80]. La` encore, le syste`me travaille momentane´ment sur une petite partie de la carte en
ne mettant a` jour que les Na balises locales. Ainsi, tant que le robot ope`re sur cette zone locale, l’informa-
tion peut eˆtre maintenue avec une complexite´ constante de l’ordre de O(N2a ). Les auteurs montrent que
cette information locale peut ensuite eˆtre transfe´re´e ponctuellement, en une seule ite´ration et sans perte
d’information, a` l’ensemble de la carte, au couˆt classique du SLAM complet O(N2) (N e´tant le nombre
total d’amers). La de´monstration implique un de´coupage de l’e´tat X en une partie XA qui correspond a`
la carte locale et une partie XB qui correspond au reste de la carte globale : l’application de l’EKF sur ces
diffe´rents blocs (en conside´rant uniquement des observations d’amers de XA) conduit a` une formulation
2.3 Cartes me´triques 41
du filtre permettant la mise a` jour ulte´rieure de XB. Ainsi, la me´thode propose´e est optimale, au sens
ou` elle est e´quivalente a` l’EKF global classique. En pratique, pour de´finir les zones de travail locales,
les auteurs proposent un partitionnement re´gulier de la carte en parties rectangulaires et exploitent les
informations de voisinage entre zones : on se rapproche donc encore une fois des combinaisons de cartes
me´triques et topologiques.
Pour finir, Tardos et al. proposent pour leur part une me´thode se´quentielle de jointure de cartes (« se-
quential map-joining »), qui s’appuie sur une se´quence de cartes locales [176]. Pe´riodiquement, au fur et
a` mesure de sa progression, le robot commence une nouvelle carte locale, relative a` sa position courante.
Tant que cette carte est active (tant que le robot n’a pas de´fini de nouvelle carte), un EKF classique
est applique´ sur cette carte locale pour la mettre a` jour. Aucune information ne doit eˆtre partage´e par
deux cartes locales distinctes A et B : elles sont totalement de´corre´le´es (meˆme si elles contiennent sans le
savoir des balises communes). Ensuite, si un e´le´ment Bj de la carte B est reconnu comme identique a` un
e´le´ment Ai de la carte A, une ope´ration de jointure de cartes (« map joining ») peut eˆtre applique´e pour
fusionner ces deux cartes locales inde´pendantes. Cette ope´ration se de´roule en deux e´tapes : d’abord, on
de´place la base (le re´fe´rentiel) de la carte B vers l’e´le´ment commun Bj , puis on fusionne les informations
des deux cartes en une carte unique. Ensuite, les balises communes peuvent eˆtre aise´ment fusionne´es par
l’application de contraintes d’e´galite´. La covariance de la carte globale re´sultante s’ave`re correcte et le
biais reste tre`s faible : a` travers cette approche (optimale par rapport a` l’EKF classique), on a tendance
a` limiter les proble`mes de line´arisation. De plus, le gain en terme de temps de calcul est de l’ordre d’un
facteur 50 sur l’expe´rimentation re´alise´e (ce gain correspond au ratio (k − 1)/(q − 1) ou` k est le nombre
moyen d’observations d’une balise au cours de l’expe´rimentation et q le nombre moyen de cartes locales
incluant cette balise).
* Filtrage particulaire « rao-blackwellise´ »
Le filtrage particulaire n’est gue`re adapte´ aux espaces d’e´tat de grande dimension car il requiert un
trop grand nombre d’e´chantillons pour repre´senter leur probabilite´ a posteriori. C’est pourquoi certains
chercheurs ont eu l’ide´e de partitionner l’espace d’e´tat X en deux sous-espaces X1 et X2 de telle manie`re
que p(X1 | X2, zt, ut) puisse eˆtre mise a` jour de manie`re analytique et efficace tandis que p(X2 | zt, ut) est
mis a` jour par filtrage particulaire (ne ne´cessitant qu’un nombre de particules re´duit) [48]. Ainsi, dans
cette me´thode dite de filtrage particulaire rao-blackwellise´, la probabilite´ a posteriori sur l’e´tat se calcule
suivant la re`gle de Bayes :
p(X | zt, ut) = p(X1 | X2, zt, ut)p(X2 | zt, ut)
en utilisant les notations introduites plus haut (zt et ut repre´sentent respectivement l’ensemble des ob-
servations et des commandes jusqu’a` l’instant t).
La technique de FastSLAM peut eˆtre conside´re´e comme une instance de filtrage particulaire rao-
blackwellise´ [137]. Elle de´compose le proble`me du SLAM en un proble`me de localisation du robot (X2
correspond a` la trajectoire st du ve´hicule, traite´e par filtrage particulaire) et en un proble`me d’estimation
de position de balises, conditionne´e par l’estimation de position du robot (X1 correspond a` la carte m,
traite´e de manie`re analytique par filtrage de Kalman e´tendu). Il se trouve que dans le cas du SLAM, on
peut exploiter des proprie´te´s d’inde´pendance conditionnelle : si les positions de robot sont connues, les
observations individuelles des amers deviennent inde´pendantes, ce qui permet de de´coupler l’estimation
de position des N balises en N proble`mes d’estimation inde´pendants. Ainsi, a` chaque pas de temps, la
mise a` jour des estimations se de´roule en trois e´tapes :
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– pour chaque particule, tirage au sort (e´chantillonnage) de sa position d’apre`s le mode`le de de´placement
du robot ;
– re´estimation de la carte a` partir des observations ;
– calcul de ponde´rations sur les particules (« facteurs d’importance ») en utilisant l’observation et
re´e´chantillonnage des particules suivant ces ponde´rations, de manie`re a` ce que les nouvelles parti-
cules repre´sentent bien la nouvelle probabilite´ a posteriori sur la position du robot.
Une imple´mentation na¨ıve de cette strate´gie conduit a` un algorithme en O(MN) ou` M repre´sente le
nombre de particules employe´es. En fait, Montemerlo et al. proposent une structure de donne´es efficace
base´e sur des arbres qui re´duit le temps de calcul a` O(M logN). Outre ce couˆt de calcul re´duit, le
FastSLAM offre un grand inte´reˆt dans le cadre de la proble´matique d’association de donne´es : en effet, il
permet de maintenir plusieurs hypothe`ses sur la mise en correspondance des observations avec la carte,
en attachant a` chaque particule sa propre hypothe`se de carte. Les expe´rimentations montrent que cette
approche permet de traiter des cartes contenant un tre`s grand nombre d’amers (de l’ordre de 50000) en
utilisant une centaine de particules. Cependant, a` l’heure actuelle, on ne sait pas encore de´terminer le
nombre de particules ne´cessaire pour assurer la convergence du filtre et il est a` craindre que ce nombre
soit exponentiel en la taille de la carte [136].
Ainsi, Montemerlo et al. ont propose´ une seconde version de cet algorithme, intitule´e FastSLAM
2.0 [136]. Cette nouvelle strate´gie vise notamment a` reme´dier au proble`me de de´ple´tion bien connu en
filtrage particulaire : si le bruit de de´placement est e´leve´ par rapport au bruit de mesure, les particules ont
tendance a` tomber dans des zones ou` la probabilite´ de l’observation est basse. Pour cela, l’e´chantillonnage
de la pose dans la premie`re e´tape de l’algorithme ne de´pend plus uniquement du mode`le de de´placement,
mais aussi de la mesure. Comme dans le cas du SLAM traite´ par filtre de Klaman classique, un the´oreˆme
de convergence peut eˆtre applique´ au FastSLAM dans le cas line´aire (mais comme pour l’EKF, il n’existe
pas de the´ore`me dans le cas non line´aire qui nous inte´resse) : le FastSLAM avec M = 1 particule(s)
converge vers la carte correcte si tous les amers sont observe´s infiniment souvent, et si la position de
l’un des amers est connue a` l’avance. Les re´sultats expe´rimentaux concernant le FastSLAM 2.0 sont tre`s
prometteurs, meˆme lorsque le nombre de particules utilise´es est particulie`rement bas (y compris dans le
cas ou` M = 1). De plus, la carte est construite en temps re´el. Toutefois, comme l’indiquent les auteurs,
l’utilisation de plusieurs particules se re´ve`le ne´cessaire si l’association de donne´es est ambigue¨, mais on
ne sait pas encore de´finir la quantite´ de particules ade´quate.
Discussion
* Avantages :
Cette repre´sentation par amers offre un cadre de travail e´le´gant pour re´soudre le proble`me du SLAM,
a` travers les approches base´es sur le filtre de Kalman e´tendu (EKF) ou` la fermeture de boucles est ge´re´e
de manie`re transparente via la matrice de covariance. Bailey signale des faiblesses lie´es a` l’association de
donne´es, qui est souvent re´alise´e de manie`re locale et « gloutonne » par des me´thodes de plus proche
voisin notamment [8]. Des progre`s ont toutefois e´te´ faits dans ce domaine, en particulier avec le test de
« joint compatibility » de Neira et Tardos [145]. En outre, le nombre de balises e´tant limite´, les mises en
correspondance sont souvent moins couˆteuses que dans une grille d’occupation par exemple. Bailey indique
aussi que l’EKF offre un cadre efficace pour la fusion de donne´es multicapteurs et permet de prendre
en compte explicitement les incertitudes des mode`les de capteurs [8]. De plus, comme nous l’avons vu,
des approches re´centes permettent de limiter les inconve´nients de la line´arisation et de la complexite´
quadratique du filtre classique : il devient possible de cartographier des environnements comportant des
boucles de plusieurs centaines de me`tres.
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Par ailleurs, les cartes d’amers offrent une description plus compacte des larges espaces ouverts que
les grilles d’occupation notamment, meˆme si elles sont moins adapte´es aux environnements encombre´s de
petits objets, ou` les balises risquent de se multiplier. Par rapport aux approches base´es sur l’apparence, la
de´composition des observations brutes selon des primitives ge´ome´triques permet e´galement de comprimer
l’information [194]. De plus, les cartes d’amers peuvent en principe atteindre une meilleure pre´cision que
les grilles d’occupation car les objets sont localise´s selon des coordonne´es en nombres flottants alors que
dans les grilles, l’espace est discre´tise´.
Enfin, le filtrage de Kalman autorise une cartographie passive et en ligne dans le cas des ame´liorations
de´crites pre´ce´demment.
* Inconve´nients :
Les repre´sentations fonde´es sur des balises sont souvent peu denses et contrairement aux grilles d’oc-
cupation, elles ne contiennent pas les informations de « plein et de vide » ne´cessaires a` la planification de
trajectoires. En effet, les amers ponctuels renseignent peu sur la position des obstacles continus de grande
dimension et les balises de type « segment » ne sont ge´ne´ralement pas jointives : le contour des obstacles
est rarement continu et ferme´, ce qui ge´ne`re des ambigu¨ıte´s (par exemple, on peut se demander si l’on a
observe´ une ouverture dans l’interstice entre deux murs non jointifs). De plus, on constate fre´quemment
des incohe´rences dans la carte, comme l’illustre la figure 2.5 pour une repre´sentation a` base de seg-
ments : segments redondants suite a` un appariement manque´, intersections aberrantes entre frontie`res
d’obstacles, etc. Selon Thrun [180], les repre´sentations a` base d’objets sont plus faciles a` appre´hender par
les hommes que les grilles d’occupations. On peut en effet songer au format re´pandu des plans d’archi-
tectes, qui reposent sur l’utilisation de formes ge´ome´triques simples. En revanche, les cartes constitue´es
de primitives ge´ome´triques trop basiques (amers ponctuels notamment) informent peu sur la nature de
l’environnement.
La ge´ne´ricite´ par rapport a` l’environnement n’est pas acquise pour les cartes constitue´es de primitives
ge´ome´triques. Ce type de repre´sentation est relativement bien adapte´ aux environnements structure´s
tels que l’inte´rieur des baˆtiments, ou` des structures artificielles permettent de de´finir et d’extraire plus
aise´ment les balises. Toutefois, ces repre´sentations sont souvent limite´es a` des re´gions pouvant eˆtre de´crites
sous forme d’e´le´ments ge´ome´triques simples [180]. La liste de formes et d’objets possibles risque alors
de s’ave´rer incomple`te : en particulier, les approximations polygonales sont mal adapte´es aux environ-
nements pre´sentant des courbes. Pour y reme´dier, Thrun sugge`re par exemple de permettre au syste`me
d’apprendre des mode`les d’objets ou de mettre en œuvre des cartes hybrides combinant grilles d’occupa-
tion et objets. En revanche, on constate que les cartes de balises sont ge´ne´ralement capables de s’adapter
automatiquement a` la densite´ des objets et aux changements d’e´chelle, ce qui constitue un avantage par
rapport aux grilles d’occupation.
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2.4.1 Comple´mentarite´ des mode`les
Lorsque l’on compare les diffe´rents mode`les « e´le´mentaires» de cartes (cartes topologiques, repre´senta-
tions base´es sur l’apparence, cartes d’amers ge´ome´triques et repre´sentations surfaciques), on peut eˆtre
frappe´ par leur comple´mentarite´ : aucun mode`le ne permet de ge´rer toutes les facettes de la cartogra-
phie mais chacune de ces repre´sentations offre des avantages spe´cifiques. Nous avons tente´ de dresser
un tableau re´capitulatif des qualite´s et des de´fauts de ces diffe´rents mode`les selon les crite`res de´finis
en introduction. Au vu des nuances introduites dans les discussions pre´ce´dentes, nous nous en tenons
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dans cette synthe`se a` un jugement tre`s qualitatif : le lecteur est donc invite´ a` se re´fe´rer aux sections
pre´ce´dentes pour obtenir les de´tails de cette notation. En outre, nous nous restreignons pour les cartes
base´es sur l’apparence a` celles qui sont constitue´es de scans lasers (par opposition aux approches fonde´es
sur l’indexation d’images ou sur les mosa¨ıques.
crite`res vs types de cartes apparence surfacique primitives topologique
compacite´ * */** ** **
ge´ne´ricite´ par rapport a` l’environnement ** */** */** **
ge´ne´ricite´ par rapport aux capteurs * ** * */**
gestion de grands environnements ** * ** **
souplesse des me´thodes de cartographie ** ** ** */**
exploitation par les robots * */** */** **
exploitation par l’homme * ** */** *
Tab. 2.1: Jugement des diffe´rents types de cartes. Notations : * = faible ; */** = moyen ; ** = bon.
Une note moyenne indique souvent que la valeur du crite`re de´pend des me´thodes de construction de
cartes utilise´es.
On constate donc une comple´mentarite´ e´vidente entre repre´sentations topologiques et ge´ome´triques,
mais aussi entre les diffe´rentes repre´sentations me´triques. Cette remarque encourage donc a` proposer des
mode`les plus sophistique´s, combinant divers types de repre´sentations « e´le´mentaires », comme nous le
verrons au chapitre suivant.
2.4.2 L’indispensable mode´lisation des incertitudes
De manie`re ge´ne´rale, pour obtenir une carte correcte, nous avons vu qu’il est indispensable de
mode´liser les incertitudes. Ces incertitudes concernent non seulement le mode`le d’environnement mais
aussi la position du robot. En effet, les diffe´rents capteurs (proprioceptifs et exte´roceptifs) sont en-
tache´s d’erreurs, qui se re´percutent sur la repre´sentation d’environnement construite. Pour maintenir
la cohe´rence de la carte, lors de la fermeture de cycles notamment, il importe de pouvoir estimer ces
impre´cisions : cela permet de corriger les estimations de position du robot et les estimations de position
des e´le´ments de la carte, voire meˆme de revenir sur d’anciennes de´cisions (nature des primitives extraites,
mises en correspondance, etc.). Il existe en fait diffe´rents types d’incertitudes :
– les incertitudes d’ordre topologique : dans les cartes topologiques, il s’agit des incertitudes sur
l’existence de sommets ou de liens d’adjacence du graphe par exemple, avec la possibilite´ de cre´er
ou de supprimer certains sommets [66] [189] et l’adjonction d’indices de confiance sur l’existence
des areˆtes entre sommets [202] ; dans les repre´sentations surfaciques (a` mi-chemin entre cartes
me´triques et topologiques via les informations implicites de connexite´ entre cellules voisines), la
modification des degre´s d’occupation peut aussi avoir un impact sur la topologie de l’espace libre
(ajout de trous notamment) ; dans les cartes de balises enfin, il peut s’agir de la nature des amers ou
des objets compose´s (nombre de sommets d’une ligne polygonale, liens d’adjacence entre primitives
ge´ome´triques...) ;
– les incertitudes d’ordre me´trique : distributions probabilistes sur les erreurs de position des e´le´ments
de la carte (sur les amers des cartes me´triques ou sur les sommets des graphes topologiques
ancre´s dans le plan), incertitudes sur les distances ou sur les transformations entre amers, ob-
jets, sous-cartes voire sommets topologiques, position des zones de degre´ d’occupation e´leve´ dans
les repre´sentations surfaciques, etc.
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Comme le rappellent Neira et al. [147], il existe deux grands types de mode`les d’impre´cision me´trique :
– les mode`les ensemblistes a` erreurs borne´es (avec des re´gions d’incertitude borne´es de forme pre´de´finie
telle qu’une ellipse ou un rectangle), dans lesquels la fusion d’information ge´ome´trique est accomplie
par intersection de re´gions ;
– les mode`les probabilistes (avec des distributions discre´tise´es, e´chantillonne´es ou parame´triques telles
que les gaussiennes), dans lesquels la fusion est re´alise´e par des me´thodes d’estimation (comme le
filtrage de Kalman par exemple).
On peut e´galement rajouter la logique floue et la the´orie de l’e´vidence. En pratique, nous avons vu
que l’essentiel des algorithmes de cartographie me´trique sont base´s sur des mode`les probabilistes et sur
l’estimation baye´sienne : filtre de Kalman, algorithme EM, grilles d’occupation baye´siennes, FastSLAM,
etc. Outre certaines approches topologiques, seules quelques approches alternatives ont e´te´ de´veloppe´es :
me´thodes ensemblistes, the´orie de l’e´vidence et logique floue.
Enfin, parmi toutes ces techniques, certaines sont relativement ge´ne´riques : le FastSLAM par exemple a
de´ja` e´te´ applique´ aux grilles d’occupation, aux repre´sentations base´es sur l’e´vidence et aux cartes d’amers.
D’autres sont presque exclusivement reserve´es a` un type de mode`le donne´ : en particulier, l’approche
statistique de Thrun qui re´alise une correction a posteriori des mises en correspondance ne´cessite une
repre´sentation flexible (a` base de scans par exemple) [182].
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Chapitre 3
Combinaisons de repre´sentations
e´le´mentaires
« Il (...) faut d’ordinaire plusieurs [e´le´ments graphiques]
pour donner en se groupant des « formes » ou des « ob-
jets » ou autres choses subsidiaires : par exemple, surfaces
engendre´es par des lignes en rapport les unes avec les autres
(...), ou formations spatiales dessine´es par des e´nergies sou-
tenant des rapports a` trois dimensions (...). Un tel enri-
chissement de l’orchestre des formes multiplie de manie`re
illimite´e les possibilite´s de variation et, conjointement, les
possibilite´s re´elles d’expression. »
P. Klee (« The´orie de l’art moderne »)
Nous avons vu au chapitre pre´ce´dent combien les diffe´rents mode`les de cartes sont comple´mentaires.
Ainsi, de nombreux travaux ont propose´ de les combiner dans des repre´sentations plus sophistique´es. La
plupart des combinaisons concernent des me´langes de cartes topologiques et de cartes me´triques mais
certains travaux proposent e´galement d’hybrider plusieurs types de mode`les me´triques.
3.1 Combinaisons de repre´sentations topologiques et me´triques
L’inte´reˆt de combiner des cartes me´triques et topologiques est reconnu depuis de nombreuses anne´es,
de`s 1985 pour Chatila et Laumond [26] ou 1991 pour Kuipers et Byun [106] : en effet, les deux types de
repre´sentations offrent clairement des avantages comple´mentaires. Par exemple, comme l’indique Bailey
[8], la topologie permet de subdiviser l’environnement de manie`re naturelle, elle induit un espace de
stockage et des temps de calcul re´duits et assure une connexite´ ainsi qu’une cohe´rence a` grande e´chelle. En
contrepartie, les cartes me´triques induisent une pre´cision locale e´leve´e, une quantification de l’incertitude
et une certaine ge´ne´ricite´. Quant a` la mise en correspondance des donne´es observe´es avec la carte, elle
se fait plutoˆt par reconnaissance de caracte´ristiques locales dans le cadre topologique, par opposition a`
une association de donne´es contrainte par estimation de la pose du robot dans le cas me´trique. Ainsi,
on trouve dans la litte´rature un grand nombre de mode`les hybrides qui proposent des combinaisons plus
ou moins e´troites entre informations me´triques et topologiques. De plus, comme le souligne Thrun [180],
la distinction entre cartes me´triques et cartes topologiques n’est pas nette car la grande majorite´ des
syste`mes topologiques robustes recourent e´galement aux informations me´triques.
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3.1.1 Coexistence de deux types de repre´sentations
Au plus bas niveau de combinaison, on peut imaginer de construire se´pare´ment mais simultane´ment,
selon deux techniques diffe´rentes, une carte topologique et une carte me´trique de l’environnement. Ces
constructions inde´pendantes peuvent cependant mener a` des incohe´rences : la structure topologique sous-
jacente de la carte me´trique risque de ne pas correspondre a` la carte topologique. Par exemple, on pourrait
trouver un trajet praticable entre deux lieux de la carte me´trique alors que le graphe topologique n’in-
dique pas de chemin entre ces deux lieux. Finalement, il est assez rare de trouver dans la litte´rature un
de´couplage total entre les repre´sentations me´trique et topologique si toutes deux sont construites.
Chez Dedeoglu et Mataric` [41], le but est de ge´ne´rer en temps re´el et de fac¸on autonome des cartes
topologiques de l’environnement : les sommets correspondent a` des jonctions, des coins, des impasses ou
des portes ferme´es. Ils portent des compteurs indiquant le nombre de fois ou` ils ont e´te´ visite´s. Ces lieux
sont relie´s par des arcs augmente´s d’informations sur leur nature (espace libre, barrie`re, porte), mais
aussi d’informations de distance et d’orientation : en cela, ces cartes entrent plutoˆt dans les cate´gories
suivantes de cartes topologiques augmente´es d’informations me´triques. Cependant, les auteurs ont choisi
de construire en paralle`le une repre´sentation purement ge´ome´trique base´e sur des segments de droite. Le
syste`me ne cherche pas a` les fusionner ou a` les aligner correctement : si le robot utilise exclusivement
l’information topologique, cette information ge´ome´trique apporte en revanche des informations a` un
e´ventuel observateur humain.
3.1.2 Augmentation de cartes topologiques par des informations me´triques sur les
areˆtes
Comme le souligne Lee [114], lorsque l’on ajoute des informations de distance aux repre´sentations
topologiques, et notamment la longueur des chemins entre sommets fournie par l’odome´trie (comme chez
Mataric [133] ou Kuipers par exemple [106]), cela permet d’ame´liorer la navigation entre deux sommets
(le robot sait approximativement a` quel moment s’arreˆter) ainsi que la planification de trajectoires (on
peut notamment choisir le chemin topologique le plus court entre deux lieux). Cela favorise en outre la
leve´e d’ambigu¨ıte´s lors de la reconnaissance de balises ou de lieux caracte´ristiques. On ne tombe pas pour
autant dans un ve´ritable cadre me´trique puisque ces donne´es me´triques peu pre´cises ne sont ge´ne´ralement
pas utilise´es pour infe´rer la position globale des sommets dans un repe`re de re´fe´rence.
Ainsi, Simmons et Koenig [173] ont e´labore´ un syste`me de navigation base´ sur les processus de de´cision
markoviens partiellement observables (PDMPO) qui exploite des informations me´triques impre´cises conte-
nues dans les arcs de la carte topologique. Leur repre´sentation se fonde sur la discre´tisation de l’environ-
nement 2D (ensemble S de positions s), de l’ensemble A des actions a possibles (« avancer d’un pas »,
« tourner a` droite de 90 »...) et de l’ensemble O des observations o envisageables pour le robot (« per-
cevoir une porte a` droite », « percevoir un mur devant »...). Elle repose e´galement sur des hypothe`ses
simplificatrices de jonctions a` angles droits et de couloirs rectilignes. Cette repre´sentation est avant tout
base´e sur un graphe topologique dont les sommets correspondent aux jonctions entre couloirs et/ou aux
portes, associe´es aux e´le´ments pouvant eˆtre perc¸us dans chacune des quatre directions cardinales. Les
arcs oriente´s sont enrichis d’informations me´triques, sous la forme de distributions de probabilite´ sur
toutes les longueurs possibles (cf. Fig. 3.1). Un mode`le de Markov est ensuite construit a` partir de cette
repre´sentation topologique. Les e´tats de ce mode`le contiennent a` la fois la position et l’orientation du
robot (seules les quatre directions cardinales sont possibles) : quatre e´tats suffisent donc a` repre´senter
entie`rement un sommet du graphe (meˆme si le mode`le a e´te´ ensuite raffine´ pour contenir huit e´tats a`
chaque jonction) tandis que les arcs sont mode´lise´s par des se´ries de chaˆınes de Markov dont la longueur
variable traduit l’incertitude sur la longueur du couloir (cf. Fig. 3.1).
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Fig. 3.1: Mode´lisation markovienne de Simmons et Koenig [173] a) Repre´sentation topologique. b)
Mode`le de Markov correspondant.
Ensuite, la localisation du robot s’effectue en suivi de position. Le robot maintient une croyance sur
son e´tat courant (et donc sur sa pose) sous la forme d’une distribution de probabilite´ p(s) sur les e´tats
s ∈ S. La mise a` jour de cette croyance s’effectue directement par application de la re`gle de Bayes. Si le
robot exe´cute l’action a, les probabilite´s deviennent :
pposterior(s) = K × Σs′∈S|a∈A(s′)p(s | s′, a)× p(s′)
ou` K est un facteur de normalisation. Si le robot fait l’observation o a` partir du capteur i, la mise a` jour
s’effectue de la manie`re suivante :
pposterior(s) = K × pi(o | s)× p(s)
Ce type de repre´sentation s’ave`re particulie`rement efficace et robuste pour la localisation et la navigation
du robot en pre´sence de fortes ambigu¨ıte´s perceptuelles. La localisation markovienne [19], utilise´e dans
de nombreuses applications telles que les robots guides de muse´es (qui doivent en outre faire face a` des
e´le´ments mobiles dans l’environnement), est d’ailleurs base´e sur un principe similaire mais utilise pour
sa part des grilles d’occupation plutoˆt qu’un graphe topologique. Cependant, Simmons et Koenig ne
pre´cisent pas comment construire ces mode`les topologiques de manie`re automatique, ni comment de´finir
les distributions de probabilite´s ne´cessaires a` la mise en œuvre des PDMPO (probabilite´s de transition
notamment) : les cartes topologiques sont construites manuellement a` partir des connaissances pre´alables
sur l’environnement.
Chez Filliat, les informations de distance sur les arcs sont cette fois utilise´es pour ge´ne´rer une ve´ritable
repre´sentation me´trique dans un repe`re de re´fe´rence unique [69]. La carte topologique propose´e est rela-
tivement dense puisqu’elle pre´sente un espacement moyen de 50 cm entre les nœuds : elle permet donc
de se faire une ide´e ge´ne´rale de la topographie des lieux au fur et a` mesure des passages successifs du
robot dans l’environnement (cf. Fig. 3.2). Dans la repre´sentation topologique propose´e, chaque nœud est
associe´ a` des informations exte´roceptives omnidirectionnelles et directionnelles (informations visuelles et
te´le´me´triques) tandis que les arcs sont enrichis de donne´es proprioceptives (distances impre´cises). Un
processus de relaxation permet de calculer une carte me´trique plus pre´cise et cohe´rente a` partir de toutes
les informations de distance observe´es sur les arcs : il s’agit d’un algorithme similaire a` ceux qui sont ap-
plique´s aux re´seaux de scans dans les repre´sentations base´es sur l’apparence [49]. L’information me´trique
50 Combinaisons de repre´sentations e´le´mentaires
attache´e aux nœuds contribue donc a` la construction d’un mode`le me´trique et facilite la localisation
du robot. Pour cela, une activite´ est associe´e a` chaque nœud de la carte, afin d’estimer la probabilite´
que le robot se trouve a` la position correspondante de l’environnement. Le processus incre´mental de
cartographie et de localisation simultane´es enchaˆıne diffe´rentes e´tapes : calcul de l’activite´ pour tous
les nœuds de la carte, reconnaissance du lieu courant ou cre´ation du nouveau nœud, mise a` jour des
donne´es exte´roceptives pour le nœud reconnu, mise a` jour des parame`tres attache´s a` l’areˆte reliant le
nœud pre´ce´dent au lieu courant a` partir des donne´es odome´triques, application du processus de relaxation
sur la carte globale pour assurer sa cohe´rence. Les expe´rimentations ont montre´ une bonne robustesse du
syste`me pour la localisation du robot, malgre´ le peu d’information perceptuelles utilise´es.
Fig. 3.2: Carte topologique ancre´e dans le plan, construite selon l’algorithme de Filliat (a` droite). La
vue de gauche correspond a` l’environnement re´el vu selon une repre´sentation me´trique.
3.1.3 Augmentation des cartes topologiques par des informations me´triques sur les
sommets
L’augmentation des cartes topologiques par des informations ge´ome´triques sur les sommets re´pond a`
diffe´rents objectifs :
– faciliter la leve´e d’ambigu¨ıte´s lors de la reconnaissance de lieux ou de balises : dans ce cas, on reste
dans un cadre plutoˆt topologique ;
– calculer la localisation exacte du robot : nous avons de´ja` rencontre´ des cas similaires dans la section
consacre´e aux lieux reconnaissables ;
– obtenir simultane´ment une carte me´trique, qui peut eˆtre exploite´e lors de la navigation du robot.
Dans le premier cas, l’information de positionnement peut rester approximative, contrairement aux deux
cas suivants ou` le but est plutoˆt d’obtenir une information aussi pre´cise que possible.
Dans l’optique de faciliter la reconnaissance de lieux au sein d’une approche topologique, Tapus et
al. exploitent ainsi le concept d’empreintes (« fingerprints ») [175]. Une empreinte correspond a` une liste
circulaire d’e´le´ments caracte´ristiques de l’environnement (taches de couleur, areˆtes verticales, coins et
balises issus de donne´es laser) pour laquelle l’ordre des e´le´ments dans la liste correspond a` leur ordre
relatif autour du robot. Pour favoriser la distinction entre deux empreintes, les informations ge´ome´triques
de distance angulaire entre deux e´le´ments conse´cutifs de la liste ont e´te´ ajoute´es. En outre, ce concept
peut incorporer une gestion des incertitudes afin de garantir un bon appariement entre les empreintes
observe´es et les empreintes de la carte : pour cela, chacun des e´le´ments de l’empreinte est associe´ a` un
facteur d’incertitude dont la nature de´pend du type de l’e´le´ment caracte´ristique. Chacune des empreintes
e´tant code´e selon une se´quence de lettres, la mise en correspondance revient a` un appariement de chaˆınes
de caracte`res incertaines, de´rive´ d’un algorithme de minimisation d’e´nergie utilise´ en ste´re´ovision. Dans
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cette approche, la navigation du robot et la construction de la carte topologique correspondante est
assure´e au moyen d’un mode`le de processus de de´cision markovien partiellement observable (PDMPO).
Chaque nœud de la carte contient la topologie du lieu (par exemple couloir, intersection en forme de T,
porte ferme´e devant le robot, etc.) ainsi que l’empreinte associe´e. La fonction d’observation du PDMPO
est assure´e par la mise en correspondance des empreintes. Lorsque le robot est confiant a` propos de son
e´tat, il peut e´galement mettre a` jour les e´le´ments de l’empreinte ainsi que leur incertitude, ce qui permet
de prendre en compte une certaine dynamique au sein de l’environnement.
Van Zwynsvoorde expose dans sa the`se une me´thode de construction automatique d’un graphe to-
pologique base´ sur le diagramme de Vorono¨ı [189]. Les sommets du graphe correspondent aux nœuds du
diagramme de Vorono¨ı. Chaque sommet indique le nombre d’areˆtes incidentes et les angles relatifs entre
ces areˆtes, ainsi que la distance aux obstacles de l’environnement et enfin ses coordonne´es carte´siennes
approximatives (issues de l’odome´trie). Quant aux arcs, ils sont de´coupe´s en une liste de « portions » :
a` chaque portion est associe´e l’information de distance aux obstacles qui l’ont ge´ne´re´e ainsi qu’un type
(segment ou parabole suivant la nature de l’e´quidistance aux obstacles de l’environnement : mur/mur,
mur/sommet ou sommet/sommet). Ainsi, ces portions maintiennent une information riche sur l’espace
libre environnant (largeur, longueur approximative et courbure). Plus globalement, chaque arc pre´cise
aussi les manœuvres possibles vers les arcs suivants, et contient un pointeur vers le sommet suivant ainsi
qu’une direction moyenne (cf. Fig. 3.3).
Fig. 3.3: Mode´lisation topologique propose´e par Van Zwynsvoorde.
La me´thode de construction propose´e est incre´mentale. Chaque scan laser local est transforme´ en
polygone d’espace libre dont sont extraites les portions locales du diagramme de Vorono¨ı. Le syste`me en
distingue les parties certaines des parties temporaires, induites par les segments « non obstacles » du
polygone (les lignes de vise´e du capteur lie´es aux occultations). Un filtrage du diagramme est e´galement
applique´ pour e´viter la multiplication des arcs suite aux le´ge`res irre´gularite´s de l’environnement re´el.
Ensuite, pour ajouter cette carte locale a` la repre´sentation globale, l’algorithme de´termine le lieu de la
connexion entre ces deux cartes et ge`re la fusion des parties communes en fonction de leur caracte`re
certain ou temporaire, via diffe´rentes ope´rations (ajouts et suppressions de sommets, mise a` jour des
attributs des sommets et des areˆtes...). Pour de´finir le lieu de connexion, le syste`me utilise divers crite`res
de comparaison entre sommets : angles de de´part relatifs entre arcs successifs, longueur des arcs incidents,
variation de la distance aux obstacles le long des arcs, direction globale des arcs et position incertaine du
sommet. Cette position me´trique des sommets sert donc avant tout a` limiter les ambigu¨ıte´s perceptuelles,
plutoˆt qu’a` estimer la position du robot ou a` construire une carte me´trique en bonne et due forme.
On peut e´galement noter que cette me´thode de construction du mode`le est passive : en particulier,
contrairement a` d’autres approches exploitant le diagramme de Vorono¨ı [106] [192], le robot n’est pas
contraint de s’asservir sur les areˆtes du diagramme. En contrepartie, l’approche est sans doute plus sen-
sible aux proble`mes de localisation du robot : la de´rive odome´trique constate´e risque de nuire a` la mise
en correspondance des sommets et a` la cohe´rence topologique du mode`le obtenu. Enfin, on a vu que
cette carte topologique est tre`s augmente´e d’informations me´triques, meˆme si le cadre de travail pour
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sa construction et son exploitation reste plutoˆt topologique. Comme l’indique l’auteur, ces informations
me´triques peuvent servir a` introduire une certaine se´mantique dans les modes de navigation du robot.
Par exemple, elles peuvent permettre d’interpre´ter qualitativement la nature du chemin (couloir, coin,
passage, hall, chicane...) afin de lancer des modes de navigation approprie´s.
Selon Choi et al., le diagramme de Voronoi n’est cependant pas toujours adapte´ aux formes arbi-
traires des objets et se re´ve`le assez couˆteux en temps de calcul [27]. Les auteurs proposent donc un
mode`le topologique alternatif base´ sur l’ope´ration morphologique de « squelettisation » (« thinning » en
anglais) applique´e a` une grille d’occupation locale de´duite des donne´es laser. Par rapport au diagramme
de Voronoi, la squelettisation fournit e´galement un graphe dont les sommets sont ancre´s dans le plan
mais d’apre`s les auteurs, le calcul du graphe serait plus rapide. En outre, ce mode`le fournit des nœuds
supple´mentaires (extre´mite´s, points de branchement, coins) susceptibles de lever les ambigu¨ıte´s percep-
tuelles, puiqu’ils apportent localement un surcroˆıt d’information ge´ome´trique. Les auteurs proposent une
me´thode incre´mentale de construction de cette repre´sentation. Les cartes topologiques locales sont ainsi
fusionne´es dans la carte globale qui maintient la position des nœuds dans un repe`re unique de re´fe´rence
ainsi que les informations de connexite´ entre nœuds. Toutefois, le syste`me ne ge`re pas la proble´matique de
localisation et de cartographie simultane´e puisque la carte est construite a priori depuis un ensemble de
positions pre´de´termine´es pour le robot : durant la construction de la carte, la position du robot est donc
connue avec pre´cision et le mode`le construit pre´sente une information me´trique pre´cise et cohe´rente.
Une fois cette phase d’apprentissage termine´e, le robot exploite la carte obtenue pour se localiser : il
e´chantillonne ale´atoirement les positions possibles dans l’environnement, extrait par feneˆtrage la carte
topologique locale de chaque position candidate, la compare a` la carte locale extraite par squelettisation
de sa perception courante (comparaison des distances relatives entre nœuds) et en de´duit sa position
selon un crite`re baye´sien.
Enfin, les repre´sentations base´es sur l’apparence, que nous avions place´es dans la cate´gorie des mode`les
ge´ome´triques, peuvent eˆtre conside´re´es comme des cartes topologiques permettant de produire une carte
me´trique dans un repe`re global unique. En effet, on a vu que ces repre´sentations sont ge´ne´ralement
fonde´es sur un re´seau de scans (ou d’images) qui constitue un graphe topologique. Le but est ensuite
d’estimer aussi pre´cise´ment que possible la position des sommets du graphe a` partir des estimations de
distance entre ces sommets, ce qui permet de recaler les scans (ou les images) les uns par rapport aux
autres. Avec ce type de mode`le, on dispose donc a` la fois des informations me´triques sur les areˆtes et sur
les nœuds.
Einsele [60] propose lui aussi la construction en ligne d’une carte me´trique base´e sur un re´seau topo-
logique de donne´es laser. Toutefois, a` la diffe´rence des repre´sentations base´es sur l’apparence, les scans
laser sont transforme´s en polygones constitue´s des segments e´le´mentaires reliant deux points de mesures
successifs : ce sont ces segments qui apparaissent dans le rendu final de la carte. Ainsi, la carte construite
peut eˆtre assimile´e a` un graphe dont chaque sommet correspond a` un scan polygonalise´ et dont les areˆtes
indiquent une relation de voisinage entre ces scans. Les transformations entre deux scans sont estime´es
par mise en correspondance de ces segments selon une technique de programmation dynamique : ainsi, les
positions ge´ome´triques des sommets du graphe de polygones peuvent eˆtre estime´es. Toutefois, on n’ob-
tient pas force´ment une carte me´trique « pure » au sens ou` les positions ne sont pas force´ment indique´es
dans un re´fe´rentiel global unique. En effet, a` la cre´ation d’un nouveau sommet (lors de l’acquisition
d’un scan impossible a` apparier avec un scan existant), le syste`me cherche a` ve´rifier la plausibilite´ de
l’estimation de position fournie par le syste`me. Par exemple, lors de la progression le long d’un couloir,
la distance parcourue par le robot est parfois difficile a` estimer puisque les observations successives sont
tre`s similaires et l’appariement de scans ambigu : il arrive que le syste`me pre´tende que le robot reste
immobile, ce qui est manifestement inexact. Si une telle situation d’incohe´rence est mise en e´vidence par
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le robot, celui-ci abandonne le syste`me de coordonne´es courant pour instancier un nouveau repe`re attache´
au nouveau sommet. La nouvelle areˆte reliant ce nouveau sommet au sommet pre´ce´dent peut e´galement
indiquer comment passer d’un repe`re a` l’autre. Toutefois, l’article n’indique pas pre´cise´ment comment
ge´rer les proble`mes de fermeture de cycles.
3.1.4 Re´seaux de cartes me´triques locales
Au-dela` d’une simple augmentation des sommets de la carte topologique par leurs coordonne´es
carte´siennes, de nombreux travaux proposent de cre´er des re´seaux topologiques de cartes me´triques
locales : de`s lors, comme le souligne Bailey [8], les sommets de la repre´sentation topologique ne sont plus
re´duits a` des lieux discrets mais peuvent de´crire des re´gions de taille et de forme arbitraire. Pour Prescott
[161], il existe d’ailleurs deux grandes approches pour segmenter l’environnement ge´ome´trique selon les
composantes e´le´mentaires d’un graphe topologique :
– soit on associe les sommets a` des lieux de dimension nulle et les areˆtes a` un re´seau de chemins 1D
qui connectent ces lieux,
– soit on associe les sommets a` des re´gions plus e´tendues de l’espace et on assimile les areˆtes a`
l’existence de frontie`res entre ces re´gions (on retrouve la notion de « tesselation » ou « pavage »).
Ces deux types de repre´sentations sont duales. En effet, si l’on re´duit les re´gions du pavage a` leur centre
ponctuel, on obtient un graphe d’adjacence dont les sommets sont de dimension nulle. Inversement, si l’on
construit par exemple le diagramme de Vorono¨ı ponctuel des sommets d’un graphe topologique ancre´ dans
le plan, on obtient naturellement une partition de l’environnement (cependant, on n’est pas assure´ que
les areˆtes du graphe initial correspondent bien a` l’existence de frontie`re entre re´gions du diagramme de
Vorono¨ı). On obtient ainsi deux classes de mode`les hybrides fonde´es sur un re´seau de cartes me´triques lo-
cales, comme l’illustre la figure 3.4 : les repre´sentations topologiques issues d’un partitionnement (re´gulier
ou non) du plan et les re´seaux plus « laˆches » de cartes me´triques locales dont l’ensemble ne forme pas
une partition du plan (il peut exister des zones de superposition entre ces cartes et elles ne recouvrent
pas ne´cessairement tout l’espace).
Fig. 3.4: Deux types de re´seaux de cartes me´triques locales a) Graphe d’adjacence issu d’un partition-
nement du plan. b) Graphe de cartes me´triques locales qui ne forment pas une partition du plan.
En outre, on peut distinguer plusieurs objectifs lors de la construction de tels re´seaux :
– soit il s’agit de mettre en œuvre une navigation topologique entre cartes locales : dans ce cas, le
syste`me exploite uniquement des liens qualitatifs entre sommets de la carte, sans chercher a` se
localiser pre´cise´ment dans un repe`re de re´fe´rence global ;
– soit le but est de construire une carte me´trique pre´cise et cohe´rente permettant de de´terminer in
fine la position ge´ome´trique de chaque carte locale par rapport a` un re´fe´rentiel absolu (ou du moins
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de retrouver ponctuellement des informations me´triques pre´cises le long de chemins topologiques de
la carte, en vue de ge´rer les cycles par exemple) : le syste`me cherche alors a` retrouver les distances
exactes entre cartes locales, voire des relations spatiales de plus haut niveau (transformations de
syste`mes de coordonne´es).
Dans le cas du partitionnement d’une carte me´trique, on obtient en principe directement les informations
ge´ome´triques dans un repe`re absolu : libre au syste`me de les exploiter ou non. Dans le cas de re´seaux plus
« laˆches », tout de´pend du but poursuivi : certains syste`mes s’attachent a` maintenir la cohe´rence globale
des informations me´triques, tandis que d’autres se contentent de naviguer localement, entre lieux.
Extraction de la topologie selon un partitionnement de la carte me´trique
On peut la` encore distinguer deux types de repre´sentations hybrides fonde´es sur un partitionnement
de carte me´trique : soit cette carte me´trique est constitue´e de balises ou de primitives ge´ome´triques, soit
elle correspond a` une repre´sentation surfacique de type tessellation.
* De´coupage d’une repre´sentation ge´ome´trique fonde´e sur des primitives ge´ome´triques
** Repre´sentations multiniveaux
Dans les anne´es 1980 et 1990 sont apparus divers syste`mes robotise´s fonde´s sur plusieurs couches de
repre´sentations.
Chatila et Laumond sugge`rent ainsi de repre´senter l’environnement selon trois niveaux : un niveau
ge´ome´trique, un niveau topologique et un niveau symbolique [26]. Le mode`le ge´ome´trique est directe-
ment de´duit des donne´es perceptuelles : dans l’illustration propose´e, l’environnement est mode´lise´ par
des objets polygonaux, dont la position des sommets est de´finie dans un re´fe´rentiel absolu. Le mode`le
topologique contient en re´alite´ toute une hie´rarchie de repre´sentations. Il se pre´sente a` chaque niveau
sous la forme d’un graphe dont les sommets correspondent a` des lieux (unite´s fonctionnelles telles qu’une
station de travail ou unite´s topologiques telles qu’une pie`ce, un e´tage voire un baˆtiment entier selon le
degre´ hie´rarchique) et dont les arcs repre´sentent des connecteurs entre lieux adjacents (portes, couloirs,
escaliers ou ascenseurs par exemple). Au plus bas niveau de cette hie´rarchie, la topologie de l’espace est
directement de´duite du mode`le ge´ome´trique : ce dernier est partitionne´ en cellules convexes sur la base des
sommets et des areˆtes d’obstacles. Ce graphe de cellules peut alors eˆtre utilise´ pour planifier des chemins
de manie`re plus efficace qu’avec le mode`le ge´ome´trique. Des mode`les topologiques plus abstraits sont
ensuite construits en structurant cette premie`re repre´sentation topologique : les composantes re´sultantes
peuvent eˆtre e´tiquete´es de manie`re a` introduire des informations se´mantiques (portes, pie`ces, couloirs,
etc.). Le mode`le se´mantique ainsi produit doit e´galement contenir des informations sur les proprie´te´s des
objets et de l’espace et sur leurs relations, afin d’eˆtre exploite´ par les niveaux de´cisionnels les plus e´leve´s
du syste`me. Cet article insiste e´galement sur la mode´lisation des incertitudes afin d’assurer la cohe´rence
de la carte. Ces ide´es ont e´te´ de´veloppe´es ulte´rieurement par la meˆme e´quipe du LAAS, a` travers les
the`ses de Moutarlier [139] et de Bulata notamment [18].
Le syste`me Qualnav de Levitt et Lawton [120] propose e´galement une repre´sentation spatiale multi-
niveaux fonde´e sur la reconnaissance de balises. Le niveau me´trique contient des informations d’angles
relatifs et des informations de distance entre balises. Au niveau topologique, l’estimation de distances
entre balises est oublie´e et l’on relie toute paire de balises par des frontie`res virtuelles : cette ope´ration
ge´ne`re une subdivision topologique (le syste`me ne tient pas compte de la partition me´trique sous-jacente).
En effet, lorsque le robot franchit l’une de ces frontie`res virtuelles, l’ordre (droite / gauche) des deux ba-
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lises ge´ne´rant cette frontie`re s’inverse (cf. Fig. 3.5)). Ainsi, chaque re´gion posse`de une description unique,
de nature topologique, en fonction de l’ordre de ces paires de balises. Les deux niveaux peuvent travailler
de concert dans la planification. Il semble que ce syste`me n’ait toutefois e´te´ teste´ qu’en simulation.
Fig. 3.5: Mode´lisation topologique du syste`me Qualnav : toute paire de balises (points noirs sur la
figure) est relie´e par une frontie`re virtuelle, ce qui ge´ne`re une partition me´trique du plan. Cette parti-
tion est en fait exploite´e de manie`re topologique en conside´rant l’ordre des balises (par exemple avec la
convention que la premie`re est celle de droite et la seconde celle de gauche, lorsque les deux balises se
trouvent devant le robot, ce dernier e´tant repre´sente´ sur la figure par un rectangle) : cet ordre s’inverse
lorsque l’une de ces frontie`re est franchie.
** Re´gions de visibilite´ de balises
Suivant une ide´e similaire, d’autres travaux proposent un partitionnement de l’espace libre en re´gions
de visibilite´ associe´es a` des amers. Par exemple, Kosecka de´coupe l’environnement en un ensemble de
lieux qui couvrent l’ensemble de l’espace libre [104] : des re´gions de visibilite´ associe´es a` une balise (ba-
lise distinctive constitue´e de plusieurs primitives ge´ome´triques) et des re´gions de visibilite´ associe´es aux
frontie`res (murs notamment) qui conduisent aux balises. Pour faciliter la navigation, l’environnement est
alors repre´sente´ comme un graphe dont les sommets correspondent aux zones de superposition de re´gions
de visibilite´ de balises (appele´es « gateways ») ou les frontie`res menant a` des balises. Un sommet est ainsi
caracte´rise´ par l’ensemble des balises visibles ou approchables par rapport auxquelles le robot peut se
positionner. Quant aux areˆtes du graphe, elles correspondent aux strate´gies d’asservissement pouvant eˆtre
applique´es depuis un lieu donne´. Ce mode`le n’est cependant pas construit en ligne puisque l’ope´rateur
dispose d’une connaissance a priori de l’environnement et se´lectionne lui-meˆme les amers.
** De´coupage en cartes locales pour acce´le´rer les calculs de l’EKF
Le partitionnement d’une carte de balises a e´galement e´te´ propose´ dans le but d’acce´le´rer les calculs
dans les approches a` base de filtre de Kalman e´tendu. Leonard et Feder ont ainsi de´veloppe´ une approche
nomme´e « Decoupled Stochastic Mapping » (DSM), qui s’appuie sur un ensemble de sous-cartes dont la
position est re´fe´rence´e dans un repe`re absolu [116]. Lorsque le robot se trouve dans une sous-carte donne´e,
il ne travaille que localement, ce qui re´duit conside´rablement les couˆts de calcul. Les auteurs de´finissent
e´galement des re`gles de transition heuristiques entre sous-cartes, permettant de transfe´rer l’information
de position du ve´hicule d’une carte a` l’autre. En pratique, la taille et la forme de chacune de ces cartes
locales sont spe´cifie´es a priori : il s’agit d’une partition re´gulie`re du plan, dans laquelle chaque cellule est
le´ge`rement e´largie pour cre´er une petite zone de superposition avec la cellule voisine. Ainsi, comme dans
les grilles d’occupation, la topologie n’est pas explicite mais graˆce a` la connaissance implicite des liens
d’adjacence entre cellules, il est possible de limiter le nombre de sous-cartes candidates a` la transition.
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On e´vite ainsi de re´aliser une ve´ritable recherche spatiale. Cette me´thode pre´sente globalement une com-
plexite´ en temps constant mais elle demeure sous-optimale, du fait des re`gles de transition ad hoc : si les
re´sultats expe´rimentaux sont prometteurs, elle ne´cessiterait donc des tests expe´rimentaux plus pousse´s
afin de ve´rifier sa validite´.
Comme nous l’avons vu pre´ce´demment, le « Compressed Kalman filter » de Guivant et Nebot [80]
propose e´galement de travailler momentane´ment sur une re´gion limite´e de la carte globale, contenant
seulement un nombre restreint de balises. En pratique, les auteurs proposent un de´coupage re´gulier de
l’espace en zones rectangulaires, dont la taille est au moins e´gale a` la porte´e du capteur. Tant que le robot
ope`re sur une zone rectangulaire locale r, l’information recueillie peut eˆtre maintenue avec une complexite´
de l’ordre de O(N2a ), Na e´tant le nombre de balises contenues dans la re´gion r et dans chacune des huit
re´gions voisines (en 8-connexite´). Lorsque le robot quitte cette re´gion r, l’information recueillie localement
peut ensuite eˆtre transfe´re´e sans perte d’information a` l’ensemble de la carte en une seule ite´ration, au
couˆt classique du SLAM complet O(N2). Ainsi, la me´thode propose´e est optimale : elle ne ne´cessite pas
de faire appel a` des heuristiques de transitions entre sous-cartes comme chez Leonard et Feder [116].
* Extraction de la topologie de repre´sentations surfaciques
Thrun et al. [102] [178] ont propose´ de ge´ne´rer a posteriori une carte topologique a` partir d’une
grille d’occupation baye´sienne. L’objectif est d’abord de re´duire la place me´moire occupe´e par la grille
d’occupation, puis d’utiliser la repre´sentation topologique compacte pour re´aliser une planification de
chemins efficace. L’algorithme propose´ de´coupe la carte me´trique en re´gions cohe´rentes, se´pare´es par des
« lignes critiques » qui correspondent a` des passages e´troits tels que des portes et qui sont issues de
points critiques sur diagramme de Vorono¨ı. On gagne ainsi plusieurs ordres de grandeur dans la taille de
la repre´sentation. De plus, une e´valuation pratique des cartes topologiques obtenues a e´te´ mene´e pour
les comparer aux repre´sentations initiales. Cette e´valuation est base´e sur des crite`res de cohe´rence, de
perte et d’efficacite´ dans la planification de chemins. Elle est mene´e sur trois configurations diffe´rentes de
l’environnement. Le crite`re de cohe´rence est ve´rifie´ puisque chaque solution de planification trouve´e dans
l’une des cartes peut e´galement eˆtre extraite de l’autre carte. La perte est caracte´rise´e par la longueur du
chemin trouve´ : les auteurs constatent que la longueur du chemin issu du mode`le topologique n’est que
le´ge`rement supe´rieure a` celle du chemin extrait de la grille d’occupation. Enfin, l’efficacite´ en terme de
temps de calcul est bien meilleure dans le cas topologique. On remarque toutefois que le syte`me ne permet
pas une construction simultane´e des deux types de repre´sentations : le mode`le topologique n’est issu que
d’un post-traitement de la grille d’occupation initiale qu’il faudrait a priori recommencer a` chaque fois
que l’on souhaite effectuer une planification.
Les repre´sentations hie´rarchiques que nous avions e´voque´es dans la section consacre´e aux mode`les sur-
faciques peuvent aussi eˆtre conside´re´es comme des repre´sentations topologiques. A l’extreˆme, une simple
grille d’occupation contient d’ailleurs implicitement un graphe d’adjacence qui relie chaque cellule a` ses 4
voisins si l’on travaille en 4-connexite´, voire a` ses 8 voisins si l’on pre´fe`re la 8-connexite´. Cette proprie´te´ est
souvent exploite´e dans les algorithmes de planification, par exemple lorsqu’ils utilisent la transformation
en distance de Jarvis [205]. On a vu qu’Arleo et al. [4] construisent une carte ge´ome´trique multire´solution
qui correspond a` une partition de l’espace avec des cellules rectangulaires de taille variable. Ils en de´duisent
en outre un graphe d’adjacence pour la planification : en re´alite´, cette repre´sentation topologique est de´ja`
pour ainsi dire pre´sente dans leur repre´sentation en re´gions. Quand ils structurent la grille d’occupation
selon un mode`le hie´rarchique, Poncella et al. [156] ge´ne`rent e´galement un graphe topologique dont les
sommets appartiennent a` diffe´rents niveaux hie´rarchiques. Ils maintiennent de plus un lien explicite entre
la couche me´trique et la couche topologique, ce qui permet d’appliquer des algorithmes de planification et
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d’exploration efficaces s’appuyant successivement sur les deux couches. Au niveau topologique, les nœuds
a` explorer sont d’abord ordonne´s de manie`re efficace puis l’algorithme recherche des chemins permettant
de les relier. Au niveau me´trique, le chemin topologique est pre´cise´ au moyen d’un algorithme de pla-
nification classique base´ sur les champs de potentiel. L’algorithme, meˆme s’il ne conduit pas toujours a`
une solution optimale, se re´ve`le efficace a` la fois en environnement connu et inconnu. On peut cependant
noter que la repre´sentation topologique obtenue avec ces mode`les hie´rarchiques n’est pas tre`s explicite
pour l’homme : en particulier, les nœuds ne correspondent pas a` des e´le´ments caracte´ristiques tels que
des pie`ces ou des jonctions.
* Extraction de la ge´ome´trie des lieux topologiques issus de la partition
Fabrizi et Saffiotti [68] exploitent deux niveaux d’informations ge´ome´triques. Le premier niveau
consiste a` construire une grille d’occupation dans un cadre de logique floue (cf. Oriolo et al. [152]),
tandis que le second niveau s’appuie sur le re´seau topologique extrait par partitionnement de la grille
d’occupation : il s’agit de caracte´riser en termes ge´ome´triques les re´gions qui constituent les sommets
du graphe topologique. Dans ce travail, la grille d’occupation est vue comme une image : les degre´s
d’occupation flous correspondent a` des niveaux de gris. Ainsi, il est possible d’appliquer des techniques
classiques de traitement d’images telle que la morphologie mathe´matique : ici, les auteurs recourent a` une
ouverture puis a` une segmentation selon les lignes de partage des eaux pour extraire des zones d’espace
libre de grande dimension de´limite´es par des obstacles ou des passages e´troits. Ces zones sont conside´re´es
comme les sommets du graphe topologique tandis que les areˆtes correspondent aux liens de connexite´
entre re´gions adjacentes dans la repre´sentation surfacique. Ensuite, l’algorithme extrait diffe´rents attri-
buts ge´ome´triques sur chaque zone, en exploitant notamment la notion de moment : centre, orientation,
largeur, longueur et excentricite´ de la re´gion. Ces attributs permettent ensuite d’introduire une certaine
se´mantique dans la repre´sentation : par exemple, l’attribut d’excentricite´ permet de de´terminer si la
re´gion correspond plutoˆt a` une pie`ce ou a` un couloir. Le robot peut alors exploiter la carte pour mettre
en œuvre des comportements sensorimoteurs adapte´s : navigation a` l’estime pour traverser une pie`ce ou
suivi de mur pour traverser un couloir par exemple.
Re´seaux non issus d’un partitionnement
* Navigation topologique entre cartes me´triques locales
Selon Yeap, qui s’inspire du domaine des sciences cognitives, il n’est pas souhaitable de garder des re-
lations me´triques a` grande e´chelle [203]. C’est pourquoi il propose un mode`le hybride dit « relatif-absolu »
(R-A). Ce mode`le consiste en une repre´sentation globale appele´e RSR (Relative Space Representation)
qui est lui-meˆme une composition qualitative de repre´sentations locales appele´es ASR (Absolute Space
Representations). Il s’agit en fait d’un ensemble de cartes me´triques pre´cises connecte´es topologiquement
par des zones floues et partiellement inconnues.
D’un point de vue plus biologique, Nehmzow pre´cise en outre que si les animaux utilisent leur sens
magne´tique, des balises terrestres et des balises de re´fe´rences (e´toiles, soleil) pour se localiser, ils pre´fe`rent
recourir a` des chemins bien de´finis meˆme si ceux-ci impliquent des distances plus importantes (notam-
ment s’ils sont proches de leur habitat).
Plus re´cemment, Simhon et Dudek ont e´galement propose´ un mode`le base´ sur des zones pre´cises (« is-
lands of reliability ») entre lesquelles le robot peut naviguer sans exploiter d’informations ge´ome´triques
[172]. Dans sa the`se, Victorino a de´veloppe´ un syste`me hybride combinant une navigation topologique
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avec des repre´sentations me´triques locales ou « semi-globales » (repre´sentation globale segmente´e en
« lieux ») [192]. Ces cartes me´triques locales sont compose´es de segments de droite dont la position est
progressivement raffine´e par filtrage de Kalman e´tendu. Dans ce cadre, le robot navigue sur un diagramme
de Vorono¨ı et ne met a` jour la carte me´trique qu’aux points de bifurcation de ce diagramme : cette restric-
tion de la repre´sentation me´trique a` certains points d’inte´reˆt vise notamment a` re´duire les couˆts de calcul.
Une nouvelle carte locale est cre´e´e lorsque la branche entre deux points de bifurcation est trop longue
pour permettre d’identifier des e´le´ments caracte´ristiques communs avec la carte globale me´morise´e. Par
ailleurs, la convergence du robot vers ces points de bifurcation est assure´e par des techniques de com-
mande re´fe´rence´e capteurs, qui permettent notamment de borner les erreurs de de´placement du robot et
de limiter les proble`mes lie´s a` une de´rive de l’odome´trie.
Dans le meˆme esprit, Tomatis et al. [184] proposent un paradigme hybride dans lequel le mode`le
me´trique correspond a` un ensemble de lieux tels que des pie`ces individuelles, ces lieux e´tant relie´s entre
eux via un graphe topologique. En pratique, le mode`le me´trique est compose´ de droites infinies situe´es
le long des frontie`res d’obstacles locaux. Il est mis a` jour par filtrage de Kalman e´tendu. Les nœuds du
mode`le topologique repre´sentent quant a` eux des lieux topologiques tels que des ouvertures ou des coins,
ces nœuds e´tant connecte´s par le biais d’areˆtes topologiques. Les connexions entre un nœud topologique
et un lieu me´trique sont mate´rialise´es par des areˆtes spe´ciales permettant d’effectuer la transition entre
les paradigmes me´trique et topologique. Pour de´terminer pre´cise´ment le point de transition vers le mode`le
me´trique et permettre ainsi une re-localisation pre´cise du robot dans la carte me´trique locale, ce syste`me
impose l’existence d’une balise me´trique de´tectable a` cet endroit (par exemple une porte). Ce bascule-
ment du mode`le topologique au mode`le me´trique pet e´galement eˆtre re´alise´ au moyen des empreintes
que nous avons e´voque´es pre´ce´demment [130]. La navigation topologique du robot entre lieux est ensuite
base´e sur une estimation de position du robot selon un processus de de´cision markovien partiellement
observable (PDMPO). On peut noter que cette approche permet une fermeture de cycles explicite pour
la construction de carte : pour cela, le syste`me de´tecte que la distribution de probabilite´ de position du
robot converge en deux pics qui se de´placent de la meˆme manie`re.
* De´finition d’un niveau ge´ome´trique a` partir du niveau topologique de la carte
Au de´but des anne´es 1990, Kuipers a de´veloppe´ un concept appele´ « spatial semantic hierarchy »
[106]. Ce syste`me se de´compose selon :
1) un niveau sensorimoteur qui repre´sente les relations d’entre´e / sortie avec l’environnement ;
2) un niveau proce´dural qui dispose de proce´dures apprises et enregistre´es de´finies en termes de
primitives sensorimotrices pour accomplir des taˆches de recherche de lieux et suivi de chemin ;
3) un niveau topologique qui de´crit l’environnement en termes d’entite´s pre´de´finies telles que des lieux,
des chemins, des balises et des re´gions, relie´es par des relations topologiques telles que la connectivite´,
l’inclusion et l’ordre ;
4) un niveau me´trique qui de´crit l’environnement selon les meˆmes entite´s pre´de´finies, relie´es par des
relations me´triques telles que la distance et les angles relatifs, ou des angles et distances absolus par
rapport a` un repe`re de re´fe´rence.
Selon Kuipers, la construction du mode`le d’environnement doit se faire du premier niveau vers le
quatrie`me, avec un raffinement progressif du mode`le en termes de structure et de ge´ome´trie. On passe
ainsi du paradigme classique « perception→ ge´ome´trie→ topologie » (comme chez Chatila et Laumond
par exemple [26]) au paradigme « perception + controˆle (comportements sensorimoteurs) → topologie
→ ge´ome´trie ».
3.1 Combinaisons de repre´sentations topologiques et me´triques 59
Le syste`me multiniveaux NX de Kuipers et Byun [106], de´veloppe´ en simulation, est inspire´ de
ce mode`le hie´rarchique. Au premier niveau du mode`le se trouvent les lieux distinctifs et les areˆtes de
de´placement, de´finis a` partir de crite`res de « distinctiveness » (« d-mesures ») que nous avons e´voque´e
dans le chapitre consacre´ aux cartes topologiques (par exemple le crite`re « equidistance aux objets
proches »). Les lieux correspondent aux maxima locaux ponctuels trouve´s par des techniques de monte´e
de gradient selon les d-mesures tandis que les areˆtes sont de´finies a` la fois par une d-mesure et une
strate´gie de controˆle (par exemple « suivre le centre d’un couloir » ou « suivre le mur gauche ») qui cor-
respond au second niveau (proce´dural). Au troisie`me niveau ou niveau topologique, les lieux sont relie´s
entre eux par les areˆtes de de´placement. Enfin, au quatrie`me niveau apparaˆıt une carte ge´ome´trique,
locale d’abord (autour des lieux et des chemins possibles) puis e´ventuellement globale dans un repe`re
de re´fe´rence unique. Kuipers sugge`re de ge´ne´rer cette carte globale graˆce a` une me´thode de relaxation.
Ces diffe´rents niveaux ne sont pas inde´pendants : ils peuvent travailler de concert pour re´soudre des
proble`mes de ge´ne´ration de trajectoires par exemple.
* Utilisation d’une carte topologique pour accroˆıtre la robustesse de construction de la
carte me´trique
Thrun et al. [182] ont propose´ une approche originale de l’inte´gration des cartes topologiques et
ge´ome´triques. Ils soulignent que les deux types de cartes sont comple´mentaires pour construire des cartes
a` grande e´chelle : si la topologie permet de re´soudre des proble`mes d’alignement global, la ge´ome´trie
permet en revanche une re´solution tre`s fine et un alignement local plus pre´cis. Selon eux, les proble`mes
ge´ome´triques et topologiques peuvent eˆtre re´solus comme diffe´rentes instances d’une meˆme classe de
proble`mes d’estimation statistique, dans lesquels le robot cherche la carte la plus probable a` partir d’ob-
servations et de commandes de mouvement. Pour les re´soudre, ils pre´conisent l’algorithme EM («Expecta-
tion - Maximisation ») de Dempster qui effectue une monte´e de gradient dans l’espace des vraisemblances,
en alternant de fac¸on ite´rative une phase dite d’estimation (« expectation ») et une phase de maximisa-
tion. Ces deux phases correspondent respectivement a` une e´tape de localisation (calcul des densite´s de
probabilite´ a posteriori sur les positions pre´sente et passe´es du robot, la carte e´tant fixe´e) et a` une e´tape
de cartographie (calcul de la carte la plus probable selon ces distributions de probabilite´ sur les positions
du robot). L’inte´reˆt de l’algorithme EM est notamment de re´viser en permanence et dynamiquement
l’ensemble des croyances en fonction des donne´es au cours du temps.
Dans la carte topologique, l’algorithme cherche a` de´finir la position des lieux significatifs (sommets
du graphe) et l’ordre dans lequel ils sont visite´s par le robot. Les auteurs supposent que les lieux sont
indiscernables et que le robot n’en connaˆıt pas le nombre. A chaque instant, le syste`me sait seulement
s’il se trouve ou non en un lieu significatif (en pratique, l’ope´rateur appuie sur un bouton pour indi-
quer que la plate-forme a atteint un tel lieu mais des me´thodes automatiques sont envisageables). Les
expe´rimentations montrent que l’algorithme EM est capable de trancher quand il existe des ambigu¨ıte´s
de mise en correspondance entre le lieu courant et les sommets topologiques de la carte. En outre,
l’imple´mentation propose´e exploite une repre´sentation discre´tise´e des densite´s de probabilite´s (positions
successives du robot, positions des sommets de la carte) par le biais de grilles re´gulie`res, d’ou` une pos-
sibilite´ de distributions multimodales. En fait, la repre´sentation topologique ressemble un peu a` une
carte me´trique des lieux significatifs (indicernables) avec des liens d’adjacence qui indiquent s’il existe un
chemin traversable par robot : on sort du cadre topologique strict car la reconnaissance de lieux se fait
sur la base d’informations de distance (odome´trie, position des nœuds dans l’espace...). Quant a` la carte
me´trique, elle est base´e sur l’apparence puisqu’elle est constitue´e d’un re´seau de scans recale´s (comme
chez Lu et Milios par exemple [126]). Les densite´s de probabilite´s sont de´finies comme des gaussiennes
d’ou` une pre´cision en nombres flottants et une meilleure re´solution que dans la repre´sentation topolo-
gique. En revanche, comme les probabilite´s ne sont pas multimodales, l’erreur de positionnement du robot
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doit rester limite´e : la carte topologique grossie`re est justement a` meˆme de fournir une bonne estimation
initiale de la localisation du robot.
En re´sume´, cet article propose un cadre the´orique unifie´, base´ sur l’algorithme EM, utilisant une carte
topologique relativement grossie`re pour accroˆıtre la robustesse du processus de construction de carte
me´trique pre´cise. En contrepartie, l’algorithme EM n’est pas incre´mental et exige des temps de calcul
prohibitifs pour une utilisation en temps re´el. C’est pourquoi des me´thodes simplifie´es, dites « hybrides »,
ont e´te´ propose´es par la suite (cf. par exemple [179] de´crit plus haut dans le cadre des repre´sentations
base´es sur l’apparence) [180]. A la base, ces me´thodes imple´mentent un algorithme populaire de « maxi-
mum de vraisemblance incre´mental », qui peut eˆtre vu comme un algorithme EM de´ge´ne´re´, auquel on
a retire´ l’e´tape E (expectation) : la carte a` l’instant t est la plus probable compte tenu de la carte a`
l’instant t − 1, de la pose du robot a` l’instant t et de l’observation courante (comme dans le cas des
grilles d’occupation classiques par exemple). A priori, cet algorithme basique fige de´finitivement la carte,
sans possibilite´ de correction ulte´rieure. Pour ge´rer les boucles, les me´thodes hybrides maintiennent en
outre une notion d’incertitude en calculant une distribution de probabilite´ a posteriori sur la position
courante du robot qui peut eˆtre employe´e pour calculer la position la plus probable du robot dans la
partie ancienne de la boucle. Ainsi, une action corrective peut eˆtre mise en œuvre, par re´tropropagation
de l’erreur d’estimation sur l’ensemble de la boucle : cette action peut eˆtre vue comme une simplification
de l’e´tape M (maximisation). Toutefois, comme cette action corrective est seulement utilise´e de manie`re
ponctuelle, ces me´thodes hybrides ne permettent pas de raffiner l’association de donne´es comme dans
l’algorithme EM initial et peuvent meˆme eˆtre sujettes a` e´chec si la de´cision de correction est erronne´e.
On note par ailleurs que toutes ces me´thodes fournissent une carte unique, sans estimation d’incertitude
associe´e.
* Construction d’un re´seau de cartes locales pour ge´ne´rer des repre´sentations me´triques
a` grande e´chelle
Chong et Kleeman ont propose´ une strate´gie de cartographie fonde´e sur un re´seau de cartes locales
inde´pendantes ge´ne´re´es au cours du de´placement du robot [28]. Seules sont maintenues les informations
de covariance entre les repe`res des cartes locales et entre amers d’une meˆme carte locale. Ainsi, les couˆts
de calcul et la place me´moire requise sont conside´rablement re´duits (l’algorithme est en temps constant
si les cartes locales sont borne´es), puisque les covariances entre amers appartenant a` des cartes locales
distinctes ne sont pas estime´es. Les transitions entre cartes locales sont assure´es par un algorithme qui
recherche la position du robot lorsque celui-ci a une forte probabilite´ de se situer dans la zone d’une
autre carte locale. Toutefois, les auteurs ne proposent pas de me´thode susceptible de ge´ne´rer une carte
globale cohe´rente de l’environnement : ils sugge`rent simplement une optimisation au sens des moindres
carre´s. Williams montre en fait que la construction de cartes globales cohe´rentes (et e´quivalentes a` celles
fournies par un EKF global) peut eˆtre re´alise´e en appliquant une se´rie de contraintes entre sous-cartes
[199] : son algorithme de« Constrained Relative Submaps Filter » est en fait une extension de l’algo-
rithme de « Constrained Local Submap Filter » de´crit au chapitre 2, permettant la gestion de plusieurs
cartes locales au lieu d’une seule.
Bailey a e´galement de´veloppe´ dans sa the`se un algorithme appele´ « Network Coupled Feature Map »
[8] dans lequel la transformation entre deux cartes locales adjacentes est estime´e via des contraintes im-
pose´es entre des balises communes. Cependant, si elle fournit des re´sulats inte´ressants, la me´thode ignore
les corre´lations qui apparaissent entre diffe´rentes estimations. Les auteurs conjecturent que cela produit
quand meˆme des re´sultats cohe´rents.
Pour construire des cartes me´triques de taille importante, certains travaux appliquent directement
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les techniques de construction de repre´sentations base´es sur l’apparence, qui sont aussi utilise´es sur les
graphes topologiques dont les sommets sont ancre´s dans le plan. Il suffit de disposer d’une fonction per-
mettant de fusionner en ligne ou a posteriori les cartes me´triques locales, de´place´es suite a` l’optimisation
du re´seau de contraintes. Ainsi, dans le cadre de la construction de mode`les surfaciques, Duckett et al. ont
propose´ un algorithme exploitant un graphe topologique pour ge´ne´rer des grilles d’occupation cohe´rentes
et de grande taille [49]. Une strate´gie d’exploration relativement similaire a` celle de Yamauchi et Beer
[202] permet de construire en ligne une carte topologique de l’environnement, en supposant que le robot
peut reconnaˆıtre les diffe´rents lieux (sommets) de la carte. A chaque sommet du graphe est attache´e une
grille d’occupation locale, ce qui permet d’estimer la transformation (et les incertitudes associe´es) entre
deux sommets adjacents, par appariement des grilles d’occupation correspondantes selon une me´thode
par histogrammes. On obtient donc un re´seau de contraintes locales. Ainsi, lorsqu’un cycle est de´tecte´,
une carte globale cohe´rente peut eˆtre ge´ne´re´e : les auteurs emploient pour cela une technique de relaxa-
tion efficace, qui fonctionne en temps line´aire et peut donc eˆtre applique´e en ligne. Une fois l’exploration
termine´e, une grille d’occupation globale peut eˆtre calcule´e selon une technique d’occupation baye´sienne
classique [62].
Le syste`me ATLAS de Bosse et al. propose un cadre de travail ge´ne´rique pour inte´grer des algorithmes
de cartographie robustes a` petite e´chelle en vue d’obtenir des performances temps re´el sur des environne-
ments de tre`s grande dimension [16]. La repre´sentation de l’environnement est une fois de plus base´e sur
un graphe d’adjacence de cartes me´triques locales. Le syste`me est conc¸u pour eˆtre modulaire : on peut
y inte´grer un algorithme de cartographie locale quelconque, pourvu qu’il fonctionne en temps constant :
appariement de scans applique´ aux donne´es laser brutes, repre´sentation base´e sur des amers ponctuels,
etc.
Contrairement aux algorithmes classiques, ce syste`me n’utilise pas de repe`re de re´fe´rence unique.
Les areˆtes du graphe d’adjacence global fournissent une estimation de la transformation permettant de
passer du re´fe´rentiel d’une carte locale au re´fe´renciel de la carte adjacente. Lorsque des transformations
de coordonne´es sont ne´cessaires entre diffe´rents repe`res locaux, le syste`me recherche le chemin le plus
court, c’est-a`-dire le moins incertain (la me´trique employe´e est le de´terminant des covariances des trans-
formations), dans le graphe global. Pour cela, il utilise soit l’algorithme de Dijsktra (en O(log n)), soit un
algorithme de recherche en largeur d’abord (en O(1)). Cette technique permet notamment d’estimer la
position des diffe´rentes cartes locales par rapport a` la position du robot pour rechercher une e´ventuelle
fermeture de cycle. Le syste`me offre de plus un cadre multi-hypothe`ses pour la localisation du ve´hicule
puisque plusieurs hypothe`ses sont maintenues sur la sous-carte dans laquelle se trouve le robot (via une
gestion de transitions efficace entre cartes voisines, appele´e « traversal »).
Outre la projection d’incertitude sur les plus courts chemin et la gestion des hypothe`ses de tran-
sition entre cartes, trois autres ope´rations constituent la base du syste`me de cartographie : la gene`se
(cre´ation d’une nouvelle carte locale), la mise en correspondance de cartes locales (pour estimer la trans-
formation entre les deux cartes) et le raffinement des areˆtes du graphe (lorsque le robot se localise de
fac¸on fiable dans deux cartes adjacentes, l’estimation de leur transformation peut eˆtre pre´cise´e par une
me´thode d’intersection de covariance par exemple). Enfin, un algorithme d’optimisation non-line´aire au
sens des moindres carre´s permet de calculer rapidement (en quelques secondes) une repre´sentation globale
cohe´rente par rapport a` un repe`re unique, en appliquant des contraintes issues de la fermeture des cycles.
Finalement, on obtient des cartes de bonne qualite´ sur des trajets du robot de l’ordre de 2 km. L’al-
gorithme de recherche de plus courts chemins conditionne la complexite´ globale de l’algorithme puisque
toutes les autres ope´rations s’effectuent en temps constant (hormis la mise en forme finale de la carte) :
la repre´sentation est donc maintenue a` un couˆt tre`s faible, en complexite´ constante ou logarithmique.
L’utilisation de cartes locales permet en outre de limiter les erreurs de line´arisation. Toutefois, comme
dans l’algorithme de Constant Time SLAM de Newman [149], la fermeture de cycles n’est pas re´alise´e
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en ligne et la cohe´rence de la carte n’est assure´e qu’a posteriori. De plus, les auteurs ne pre´cisent pas
comment fusionner des cartes locales contenant des amers communs, si ce n’est en superposant ces amers
sans les fusionner re´ellement.
Tre`s re´cemment, Estrada et al. ont introduit une technique dite de « SLAM hie´rarchique » qui
vise a` ge´rer a` la fois les erreurs de line´arisation et les couˆts de calculs prohibitifs de l’EKF classique
[67]. Contrairement a` la me´thode pre´ce´dente, le SLAM hie´rarchique permet de maintenir en ligne des
cartes globales cohe´rentes. Au fur et a` mesure de sa progression, comme dans le cas du « map-joining »
se´quentiel vu pre´ce´demment [176], le robot construit des cartes stochastiques locales inde´pendantes les
unes des autres. La taille de ces sous-cartes est borne´e (au sens du nombre d’amers), ce qui permet de
les construire en temps constant.
Au niveau global, le mode`le maintient un graphe d’adjacence entre cartes locales dont les arcs ij
repre´sentent une relation topologique connue entre deux cartes locales Mi et Mj (la transformation per-
mettant de passer d’un repe`re local a` l’autre). Le syste`me met aussi a` jour une carte stochastique relative
globale qui contient uniquement ces transformations relatives connues entre cartes locales et les incer-
titudes associe´es. La position du robot par rapport a` toutes les cartes locales est e´galement maintenue.
Ainsi, le syste`me est capable de de´tecter qu’il revient sur une carte locale connue Mi. Un algorithme de
mise en correspondance de cartes [146] est alors applique´ pour de´finir une re´fe´rence commune (une balise
de type « coin » par exemple) entre Mi et la carte courante Mj et pour fusionner ces deux cartes via
une ope´ration de recollage local de cartes (« map-joining ») [176].
Ensuite, il faut imposer une contrainte de cohe´rence sur l’ensemble du cycle : pour limiter les erreurs de
line´arisation sur les grandes boucles, les auteurs proposent une optimisation non line´aire sous contraintes.
L’algorithme propose´ pour cette optimisation s’appelle « sequential quadratic programming » (SQP) :
les auteurs montrent qu’il est e´quivalent a` l’EKF ite´ratif avec une hypothe`se de bruits de mesure nuls.
Cet algorithme doit eˆtre ite´re´ jusqu’a` convergence, chaque ite´ration e´tant line´aire en le nombre de cartes
dans la boucle. En pratique, la convergence est obtenue en 2 ou 3 ite´rations, meˆme pour des boucles de
tre`s grandes dimensions (jusqu’a` 300 m), ce qui offre des capacite´s de cartographie en temps re´el. Une
ge´ne´ralisation permet e´galement de ge´rer la fermeture simultane´e de plusieurs cycles. Dans ce processus,
pour obtenir une complexite´ line´aire, des me´thodes de calcul efficace tirent parti du fait que certaines
des matrices manipule´es sont creuses, du moins avant la fermeture de cycle (par construction, la matrice
de covariance de la carte relative globale est diagonale par blocs et les jacobiennes des contraintes de
cohe´rence sont creuses).
Les auteurs pre´cisent que la parame´trisation locale permet de limiter les proble`mes de line´arisation
et d’assurer la cohe´rence sur des cycles de grande taille, comme le montrent les expe´rimentations. En
revanche, comme dans le cas d’ATLAS, si le meˆme objet apparaˆıt dans plusieurs cartes, les auteurs ne
proposent pas de me´canisme permettant de le mettre a` jour a` partir de plusieurs observations.
Enfin, comme nous l’avons indique´ plus haut, l’algorithme « Sparse Extended Information Filter » de
Thrun et al. met en œuvre des ope´rations spe´cifiques permettant de maintenir artificiellement la matrice
d’information sous une forme creuse [183]. Comme l’indiquent les auteurs, on peut voir ce me´canisme
comme une manie`re d’introduire une certaine topologie dans la carte. En effet, les coefficients non nuls
repre´sentent des liens forts entre amers voisins et l’application des ope´rations spe´cifiques permet donc
de de´finir un re´seau (un graphe) de relations fortes entre un petit nombre d’amers corre´le´s. En outre,
contrairement aux repre´sentations pre´ce´dentes, ce re´seau peut e´voluer avec le temps : d’apre`s les au-
teurs, cette repre´sentation dynamique illustre donc mieux les liens entre balises au fur et a` mesure de la
construction de la carte, contrairement aux re´seaux statiques plus classiques.
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* Plongement d’une carte me´trique dans un graphe non planaire
Howard propose une repre´sentation originale des cartes en deux dimensions, appele´e repre´sentation
« varie´te´ » [87] : au lieu de les projeter directement dans un plan comme habituellement, la carte est une
surface immerge´e dans un espace de plus grande dimension (cf. Fig. 3.6). Dans le cadre de la cartographie
monorobot, l’inte´reˆt principal de cette repre´sentation re´side dans la gestion des boucles, dont la fermeture
peut eˆtre inde´finiment retarde´e : les extre´mite´s de la boucle n’e´tant pas situe´es dans le meˆme plan, elles
se chevauchent sans eˆtre ne´cessairement fusionne´es. Le mode`le facilite e´galement d’autres capacite´s de
navigation autonome telles que le retour sur traces robuste. Dans un cadre multirobot, des comportements
actifs de fermeture de cycles peuvent eˆtre mis en œuvre, en fixant des rendez-vous entre robots par
exemple : si les ve´hicules se retrouvent au point de rendez-vous spe´cifie´, il s’agit bien du meˆme lieu.
Fig. 3.6: Illustration de la repre´sentation « varie´te´ » de Howard [80].
L’algorithme de cartographie propose´ exploite un graphe topologique de cartes me´triques locales dans
lequel chaque carte locale correspond a` l’union de quelques polygones d’espace libre issus de scans laser.
Les areˆtes de la carte topologique indiquent les projections dans le plan des transformations entre cartes
locales, estime´es par mise en correspondance de scans. Lorsque le robot de´cide de fermer un cycle, il
connecte topologiquement les deux extre´mite´s du cycle, les plonge sur la meˆme surface et re´estime la
position des projections des cartes locales sur le plan via l’optimisation du re´seau de contraintes sur la
boucle, par une me´thode similaire a` celle de Lu et Milios [126]. Cette technique permet de ge´ne´rer des
cartes cohe´rentes d’environnements e´tendus : les expe´rimentations de´crites dans l’article ge´ne`rent ainsi
des grilles d’occupation de grande dimension par fusion des grilles d’occupation locales extraites des
donne´es laser.
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Le me´lange de diffe´rentes repre´sentations me´triques est moins re´pandu que l’hybridation entre cartes
me´triques et topologiques. Pourtant, on a vu que les diffe´rents types de repre´sentations me´triques sont
comple´mentaires. En particulier, les repre´sentations surfaciques fournissent des informations bien plus
denses sur la forme de l’espace libre et sur la pre´sence d’obstacles que dans le cas des balises ou des
repre´sentations base´es sur l’apparence : ces informations sont essentielles dans les taˆches de planification
de trajectoires notamment. En revanche, les cartes constitue´es de primitives ge´ome´triques sont souvent
beaucoup plus compactes que les autres repre´sentations, ce qui favorise a priori les processus d’association
de donne´es. Enfin, les grilles d’occupation et les cartes de scans bruts s’adaptent plus facilement a` la
repre´sentation d’objets de formes varie´es (courbes, objets isole´s, etc.).
3.2.1 Fusion de polygones d’espace libre borne´s par les frontie`res d’obstacles
Un mode`le surfacique global de l’environnement peut eˆtre ge´ne´re´ par fusion successive des polygones
d’espace libre locaux acquis par le robot (cf. Fig. 3.7). Dans l’absolu, ces polygones locaux sont borne´s
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d’une part par des areˆtes correspondant aux frontie`res d’obstacles (au-dela` desquelles le capteur est oc-
culte´), et d’autre part par des areˆtes « virtuelles » correspondant aux limites du champ de perception du
capteur (porte´e maximale du te´le´me`tre, coˆne d’ouverture, bords d’une image, ligne de vise´e entre deux
obstacles, etc.). Pour de´finir en ge´ne´ral la forme de l’espace libre global a` construire, Howard e´tend la
notion de polygone en introduisant le concept de « polyso¨ıde » (polygone pouvant contenir des « trous »),
qui correspond a` la fusion successive de polygones classiques [87].
Fig. 3.7: Construction de carte globale par fusion de polygones d’espace libres locaux. Le champ de
perception du robot est note´ en hachure´ dans les figures de gauche, qui montrent l’environnement re´el.
Dans les cartes locales au centre et dans la carte globale de droite re´sultant de la fusion des deux cartes
locales, les areˆtes virtuelles (limites de champ de perception du capteur) sont repre´sente´es en pointille´s
et les frontie`res d’obstacles en traits gras.
Ainsi, dans une optique de planification (exploration par se´lection incre´mentale des meilleurs points
de vue ou « Next Best View »), Gonzales et al. construisent une repre´sentation de type « polyso¨ıde »
fonde´e sur ce principe [153]. Leur algorithme extrait de chaque scan laser local un polygone m d’espace
libre f partiellement borne´ par des lignes polygonales p correspondant aux frontie`res d’obstacles. Le
mode`le de carte globale s’e´crit M = (P, F ) ou` P est l’ensemble des lignes polygonales et F la re´gion
d’espace libre associe´e. Pour fusionner un nouveau polygone d’espace libre local m = (p, f) a` la carte
globale M = (P, F ), l’algorithme commence par effectuer un recalage entre la repre´sentation globale et
la repre´sentation locale, par un algorithme d’appariement de type « plus proches voisins » sur des paires
de segments. Ensuite, l’espace libre de la nouvelle carte globale est calcule´ par union de F et f , tandis
que le nouvel ensemble de contours polygonaux correspond aux areˆtes solides (frontie`res d’obstacles)
de ce nouvel espace libre. Le processus de fusion des areˆtes p et P est peu de´taille´ dans l’article. Nous
verrons toutefois que cette ope´ration de fusion n’est pas ne´cessairement triviale en pre´sence d’erreurs de
mesure, comme le sugge`rent d’ailleurs les re´sultats expe´rimentaux fournis. En effet, ceux-ci pre´sentent
des incohe´rences entre frontie`res d’obstacles et espace libre (les frontie`res d’obstacles n’apparaissent pas
toujours sur les contours des polygones d’espace libre). Les auteurs pre´cisent simplement qu’ils e´vitent la
fragmentation de contours en fusionnant des segments adjacents presque aligne´s et que les petits obstacles
(correspondant a` des indentations e´troites du polygone d’espace libre) ont tendance a` disparaˆıtre lors de
la fusion. Une repre´sentation se´pare´e ge`re donc ces objets de petite taille. L’article explique e´galement
que le syste`me ne dispose pas de me´canisme permettant de prendre en compte les impre´cisions et de
corriger les erreurs : en particulier, il ne peut pas ge´rer les fermetures de cycles.
Zhang et Ghosh proposent un syste`me de cartographie « 2,5 D » fonde´ sur trois types de primitives
ge´ome´triques : segments, arcs de cercles et groupes de points (ces groupes de points correspondent a` des
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zones dans lesquelles aucun segment ni arc de cercles n’a pu eˆtre extrait des points de mesure bruts) [206].
Ces diffe´rentes primitives ge´ome´triques sont extraites de donne´es issues d’un te´le´me`tre laser a` balayage,
de deux ceintures de te´le´me`tres a` ultrasons et de capteurs tactiles : comme ces capteurs ne se trouvent
pas dans le meˆme plan horizontal, on obtient diffe´rentes couches de primitives : la repre´sentation est
donc qualifie´e de « 2,5 D ». Pour chaque arc et chaque segment de la carte, le syste`me retient de quel
coˆte´ il a e´te´ observe´. L’algorithme mode´lise e´galement les areˆtes « virtuelles » (qui ne correspondent
pas aux frontie`res d’obstacle) des polygones d’espace libre locaux. Cela lui permet de construire une
repre´sentation globale de l’espace libre par union des cartes locales. Cependant, comme pre´ce´demment,
l’article apporte peu de pre´cisions sur le de´roulement de l’ope´ration de fusion. Il suppose semble-t-il que
chaque primitive est fusionne´e avec une primitive de meˆme type, ce qui n’est pas acquis en pre´sence de
bruits de mesure (qui peuvent induire des erreurs d’interpre´tation lors de l’extraction des primitives).
Ainsi, la gestion des erreurs de mesure ne paraˆıt pas e´vidente dans ce syste`me.
Dans sa the`se, Moutarlier s’est attache´ a` de´velopper une me´thode de construction de cartes cohe´rentes,
meˆlant primitives ge´ome´triques (lignes polygonales) et espace libre [139] [141]. L’algorithme de construc-
tion incre´mentale proce`de e´galement par fusion de polygones d’espace libre. La mode´lisation des frontie`res
d’obstacles est re´alise´e par filtrage de Kalman e´tendu, avec une prise en compte rigoureuse de toutes les
corre´lations : les erreurs de mesure sont donc ge´re´es explicitement. Toutefois, l’ope´ration de mise a` jour de
l’espace libre a donne´ lieu a` quelques difficulte´s : des incohe´rences sur ses frontie`res (polygones croise´s...)
ont duˆ eˆtre traite´es par des me´thodes ad hoc. De plus, le syste`me ne semble pas capable de revenir sur
certaines de´cisions de mode´lisation : par exemple, si le robot constate en s’approchant une cassure dans
un mur de´ja` cartographie´ comme continu, il aura du mal a` re´percuter cette observation sur la carte.
On constate donc qu’une fusion rigoureuse de polygones d’espace libre n’est pas si aise´e, en particulier
lorsque l’on souhaite prendre en compte les incertitudes et corriger les erreurs de la carte.
3.2.2 Combinaisons de grilles d’occupation et de balises
Devy et Bulata [42], de meˆme que Hermosillo et al. [86], proposent de construire d’une part une carte
d’amers ge´ome´triques pour les besoins de localisation du robot et d’autre part une grille d’occupation
pour les besoins de planification de trajectoires (en vue d’explorer l’environnement ou de rejoindre un
point de ralliement indique´ par l’ope´rateur). Toutefois, ces articles ne pre´cisent pas comment assurer la
cohe´rence entre les deux types de repre´sentations, qui semblent construites inde´pendamment l’une de
l’autre.
Pour assurer cette cohe´rence, une premie`re approche consiste a` construire la grille d’occupation a`
partir des primitives ge´ome´triques. Dans la the`se de Lee, les primitives utilise´es sont des points et des
segments qui sont projete´s sur le plan discre´tise´ de la grille d’occupation [114]. Les cellules de la grille
peuvent pre´senter quatre niveaux d’occupation diffe´rents : inconnu, occupe´ (cellules intersectant une pri-
mitive ge´ome´trique), dangereux (cellules correspondant a` une zone de se´curite´ autour des obstacles d’une
taille e´gale au diame`tre du robot) ou libre. Lee explique comment de´finir les zones occupe´es de la grille a`
partir des primitives ge´ome´triques et comment de´finir les cases libres de fac¸on cohe´rente, sans intersecter
les obstacles. Toutefois, la the`se ne pre´cise pas comment corriger les cellules de la grille lorsque la position
des balises est remise a` jour. En effet, les cellules occupe´es et dangereuses doivent alors eˆtre de´place´es :
faut-il recalculer l’ensemble de la grille en utilisant des contraintes de cohe´rence ou bien existe-t-il un
algorithme plus incre´mental ? De plus, l’estimation de position des balises fait appel a` un simple moyen-
nage : les mode`les d’incertitude paraissent tre`s simplifie´s et le syste`me ne ge`re pas les corre´lations, ce qui
ne permet pas, en principe, de traiter correctement les fermetures de cycles de l’environnement.
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L’approche inverse consiste a` construire les frontie`res d’obstacles a` partir des cartes d’occupation.
Ainsi, Schultz et al. utilisent des grilles d’occupation baye´siennes locales pour effectuer des taˆches
d’e´vitement d’obstacles et de localisation, et des grilles globales pour re´aliser une planification de trajec-
toire [169]. Pour cela, ils de´duisent de la grille les frontie`res d’obstacles et les limites entre espace libre
connu et espace inconnu (areˆtes « virtuelles ») permettant de de´finir des strate´gies d’exploration. Il s’agit
en fait d’une approche analogue a` celle de Yamauchi et al. pour l’exploration base´e sur les frontie`res : chez
Yamauchi et al., ces limites entre espace libre connu et espace inconnu sont extraites par de´tection de
contours et par extraction de re´gions via des algorithmes de traitement d’images [201]. Cette extraction
a posteriori permet d’assurer la cohe´rence entre l’espace libre et ses frontie`res mais il n’est manifestement
pas pre´vu qu’elle se de´roule de fac¸on re´ellement incre´mentale, avec mise a` jour en fonction des corrections
apporte´es par la cartographie.
Tre`s re´cemment, Nebot et al. ont propose´ une nouvelle repre´sentation qui permet de construire de
manie`re incre´mentale et cohe´rente une repre´sentation surfacique de l’environnement s’appuyant sur des
primitives ge´ome´triques [79]. L’espace est segmente´ en triangles dont les sommets correspondent a` des
balises ponctuelles. Chaque triangle peut contenir une repre´sentation dense de type grille d’occupation,
mode´lise´e dans le repe`re local de´fini par les trois balises et dont la cohe´rence locale peut facilement
eˆtre assure´e. Ensuite, la cohe´rence d’ensemble de la repre´sentation est ge´re´e via la mise a` jour des
balises, a` travers un filtre de Kalman par exemple. De cette manie`re, les corre´lations entre positions de
balises et position du ve´hicule e´tant maintenues, il est possible de ge´ne´rer des repre´sentations globalement
cohe´rentes. Cette repre´sentation semble particulie`rement bien adapte´e aux environnements exte´rieurs peu
structure´s. Dans le cas des environnements inte´rieurs polygonaux, on peut se demander comment ge´rer
un segment (frontie`re d’obstacle) a` cheval sur deux triangles adjacents (cf. Fig 3.8). En effet, une mise a`
jour de la position des sommets de ces triangles pourrait entraˆıner une cassure du segment (configuration
(a) de la figure 3.8). Si l’on empeˆche cette cassure en contraignant le segment a` rester rectiligne et en
ne mettant a` jour que ses extre´mite´s, on risque alors de provoquer un de´calage entre ce segment et les
re´gions qu’il de´limite (repre´sente´es via des grilles d’occupation par exemple : cf. configuration (b) de la
figure 3.8).
Fig. 3.8: Illustration du proble`me de cohe´rence qui pourrait survenir si un segment se trouvait a` cheval
sur deux re´gions triangulaires voisines. Les hachures correspondent a` la matie`re d’un obstacle.
3.2.3 Structuration progressive en ligne ou a posteriori
Wang et Thorpe proposent une approche hie´rarchique base´e sur diffe´rents paradigmes de repre´sentations
me´triques de l’environnement [194]. La me´thode est qualifie´e de hie´rarchique car elle ope`re successivement
sur trois niveaux de structuration diffe´rents, correspondant respectivement a` des repre´sentations base´es
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sur l’apparence, a` des grilles d’occupation et a` des cartes d’amers ge´ome´triques. Au plus bas niveau, les
scans lasers sont mis en correspondance afin de cre´er des cartes locales. Pour apparier ces scans et calculer
les transformations ge´ome´triques permettant de passer de l’un a` l’autre, l’algorithme utilise´ fonctionne
directement sur les points de mesures et recourt a` une technique d’ICP (cf. chapitre 5). Pour estimer les
incertitudes sur les transformations calcule´es, les auteurs proposent un e´chantillonnage sur les hypothe`ses
de position initiales du scan local par raport au scan final (exploitant les informations odome´triques), ce
qui produit un ensemble d’e´chantillons finaux re´sultant de la mise en correspondance effective entre scans.
En outre, pour prendre en compte les bruits de mesure du capteur, chaque scan est transforme´ en une
grille d’occupation e´le´mentaire et les e´chantillons finaux sont ponde´re´s par le degre´ de corre´lation entre
grilles d’occupation e´le´mentaires recale´es. Cet ensemble d’e´chantillons ponde´re´s repre´sente la distribution
d’erreur finale sur le recalage. Ensuite, les grilles d’occupation e´le´mentaires provenant de scans voisins
sont fusionne´es pour obtenir une carte surfacique locale : ces grilles d’occupation locales correspondent a`
un niveau de repre´sentation supe´rieur. Enfin, pour ge´ne´rer des cartes a` grande e´chelle et pour ge´rer les
cycles de l’environnement, les auteurs passent a` un troisie`me niveau de repre´sentation : une carte d’amers
construite par filtrage de Kalman e´tendu. Au de´part, il e´tait pre´vu d’extraire des primitives ge´ome´triques
a` partir des grilles d’occupation. Pour simplifier le processus, chaque carte locale est conside´re´e comme
un amer unique et le filtrage de Kalman assure la cohe´rence de cette carte globale. Finalement, on obtient
des cartes de milieu urbain exte´rieur de la taille d’un quartier entier. Toutefois, la simplification mise en
œuvre au niveau de la carte d’amers ne permet pas de mettre a` jour l’inte´rieur des grilles d’occupation
locales, ce qui peut engendrer des proble`mes de cohe´rence sur les zones de superposition de cartes lo-
cales. Selon les auteurs, cela reste suffisant pour les applications de planification de trajectoires envisage´es.
D’autres approches proposent une structuration a posteriori des cartes obtenues. Par exemple, de
nombreux syste`mes transforment les repre´sentations a` base de scans laser en grilles d’occupation pour
faciliter la lisibilite´ du « plein » et du « vide » et pour faciliter la planification de trajectoire par le robot.
Un article re´cent explique e´galement comment extraire des lignes polygonales a` partir de cartes forme´es
de scans laser bruts recale´s [190].
3.2.4 Combinaisons de repre´sentations me´triques augmente´es d’informations topo-
logiques
Enfin, quelques rares publications proposent de combiner a` la fois diffe´rentes repre´sentations ge´ome´tri-
ques et des informations topologiques.
Nous avons vu que la repre´sentation propose´e initialement par Chatila et Laumond comporte plu-
sieurs niveaux, en particulier un niveau ge´ome´trique et un niveau topologique (graphe d’adjacence de
lieux) [26]. La repre´sentation me´trique est d’abord compose´e de primitives ge´ome´triques regroupe´es en
objets de plus haut niveau. On remarque que l’introduction d’objets ou meˆme de lignes polygonales
implique de´ja` une certaine augmentation topologique au sens ou` l’on de´finit des relations d’adjacence
(entre segments dans les lignes polygonales ou entre primitives d’un meˆme objet), voire des sous-cartes
(objets) relie´es les unes aux autres par les transformations ge´ome´triques ade´quates. Quant au processus
de structuration topologique, il fait appel a` une partition de l’espace libre selon les lignes de visibilite´,
cet espace libre (repre´sentation me´trique surfacique) e´tant construit de fac¸on incre´mentale par fusion
des polygones locaux. D’autres partitions plus macroscopiques peuvent eˆtre de´finies dans des niveaux
topologiques supe´rieurs : les sommets du graphe d’adjacence correspondent alors a` des lieux tels que des
pie`ces ou des couloirs par exemple.
Bulata et Devy ont imple´mente´ un syste`me de ce type [18]. Au niveau me´trique, la repre´sentation
contient des primitives ge´ome´triques (points et segments) qui sont regroupe´es en objets de plus haut
68 Combinaisons de repre´sentations e´le´mentaires
niveau (objets compose´s d’ensembles de points et de segments que nous avons vu au chapitre pre´ce´dent :
cf. Fig. 2.6) : ces primitives sont seulement re´fe´rence´es dans le repe`re local de l’objet correspondant. Au
niveau symbolique se trouvent des re´gions correspondant a` des entite´s se´mantiques (pie`ces, couloirs...)
ou a` des zones de taille plus limite´e en raison des limites de porte´e des capteurs : ces re´gions constituent
des repe`res locaux pour les objets qu’elles contiennent. Enfin, au niveau topologique, la repre´sentation
peut eˆtre assimile´e a` un graphe reliant les re´gions du niveau symbolique via des passages particuliers
(portes...). Les positions de ces re´gions sont de´finies par rapport au repe`re de re´fe´rence global via des
repe`res locaux centre´s sur les passages.
Enfin, dans l’optique de faciliter la navigation du robot, outre la construction d’un mode`le surfacique
et d’une carte d’amers par fusion de polygones d’espace libre locaux, Moutarlier a e´galement ajoute´ un
niveau topologique en structurant l’espace libre selon un graphe d’aspect (fonde´ sur l’espace navigable et
sur le calcul du graphe de visibilite´), qui s’appuie sur les primitives ge´ome´triques constituant les frontie`res
d’obstacles [139].
3.3 Un cadre formel hie´rarchique pour la combinaison de diffe´rents
types de cartes
Dans sa the`se, Diard propose une repre´sentation inspire´e de la me´thodologie de programmation
baye´sienne pour les robots (BRP ou « Bayesian Robot Programming ») [43]. Selon cette me´thodologie,
un programme est une structure compose´e de deux parties [44] :
– une composante de´clarative, dans laquelle l’utilisateur de´finit une description. L’objectif d’une des-
cription est de spe´cifier une distribution conjointe P (X1X2...Xn | δΠ) sur un ensemble {X1, X2, ...,
Xn} de variables, e´tant donne´ un ensemble δ de donne´es expe´rimentales et des connaissances
pre´alables Π. Pour spe´cifier cette distribution, le programmeur commence par lister les variables
pertinentes (ainsi que leur domaine), puis de´compose la distribution conjointe en un produit de
termes plus simples (en pre´cisant e´ventuellement des hypothe`ses d’inde´pendance conditionnelle
permettant de simplifier le mode`le ou le calcul), pour finalement assigner a` chacun des facteurs
une forme particulie`re (formes parame´triques directes ou questions re´cursives vers d’autres pro-
grammes baye´siens). Tous les parame`tres libres doivent eˆtre estime´s : soit ils sont fournis a priori
par le programmeur, soit ils sont calcule´s par le biais d’un me´canisme d’apprentissage (spe´cifie´ par
le programmeur) a` partir de donne´es expe´rimentales ;
– une composante proce´durale, qui consiste a` exploiter la description de la composante de´clarative
pour formuler une question, c’est-a`-dire pour calculer une distribution de probabilite´ de la forme
P (XRecherche | XConnu). Re´pondre a` une question consiste a` de´cider d’une valeur pour la va-
riable XRecherche selon P (XRecherche | XConnu). Ce processus fait appel aux techniques d’infe´rence
baye´siennes qui peuvent parfois s’ave´rer difficile a` mettre en œuvre.
Selon ce formalisme, une carte baye´sienne c est une description qui de´finit une distribution conjointe
P (P Lt Lt′ A | c) dans laquelle :
– P est une variable de perception (le robot lit ses valeurs a` partir de capteurs physiques ou de
variables de plus bas niveau) ;
– Lt est une variable de localisation a` l’instant t (cette localisation correspond a` un ensemble de lieux
possibles pour le robot) ;
– Lt′ est une variable de meˆme domaine que Lt, mais a` un temps t′ (on suppose t′ > t) ;
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– A est une variable d’action (qui correspond aux commandes du robot).
L’inte´reˆt de ce formalisme tre`s ge´ne´ral est qu’il reste particulie`rement ouvert : la forme de la de´composition
n’est pas contrainte (toute structure de de´pendance probabiliste peut eˆtre utilise´e), de meˆme que les
formes des distributions de probabilite´ (gaussiennes, particules, etc.) et les me´canismes d’apprentissage.
En particulier, le programmeur choisit un ensemble de lieux pertinents pour accomplir la taˆche conside´re´e,
dans la classe d’environnements que le robot est susceptible de rencontrer : ainsi, le choix de la nature
de ces lieux (me´triques ou topologiques, denses ou espace´s...) ne doit eˆtre qu’une conse´quence de ces
conside´rations.
Par ailleurs, pour eˆtre utile, une carte baye´sienne doit permettre de ge´ne´rer des comportements. Un
comportement e´le´mentaire correspond a` une question du type P (Ai | X) ou` Ai est un sous-ensemble de A
et X un sous-ensemble des autres variables de la carte (c’est-a`-dire qui ne se trouvent pas dans Ai). Des
comportements plus complexes peuvent par exemple eˆtre baˆtis comme des se´quences de comportements
e´le´mentaires. En particulier, il est utile de disposer de cartes qui re´pondent de manie`re pertinente (c’est-
a`-dire par le biais de distributions de probabilite´ informatives, d’entropie e´leve´e et donc diffe´rentes de
distributions uniformes) a` trois questions principales : la localisation (P (Lt | P )), la pre´diction (P (Lt′))
et le controˆle (P (A | Lt Lt′)).
Il existe en outre un ope´rateur dit de « superposition », qui assemble deux cartes en superposant les
lieux des cartes sous-jacentes : dans ce cadre, le robot se localise simultane´ment dans les deux cartes, ce
qui lui permet d’enrichir son vocabulaire de description de son interaction avec l’environnement. Il existe
e´galement un ope´rateur « d’abstraction », permettant de construire une carte c plus e´labore´e, dont les
« lieux »(positions de localisation pour la variable Lt) sont d’autres cartes c1, c2,..., cn. Pour relier entre
elles diffe´rentes cartes (diffe´rents lieux de la carte abstraite), les comportements a1, a2,..., ak des cartes
e´le´mentaires peuvent eˆtre utilise´s. Ainsi, la carte abstraite exploite un espace interne de taille limite´e,
chaque carte sous-jacente e´tant re´duite a` un symbole et les « de´tails » n’ayant pas besoin d’eˆtre pre´cise´s.
Enfin, la variable de perception P de la carte abstraite correspond a` la liste des variables P i, Lit, L
i
t′ et A
i
des cartes e´le´mentaires. Concernant les de´tails de la mise en œuvre des de´compositions et des questions,
le lecteur pourra se re´fe´rer a` [44] par exemple. En particulier, pour de´cider de ses actions, le robot n’a pas
besoin de savoir exactement dans quelle carte il se trouve : le processus conside`re toutes les possibilite´s,
qui sont ponde´re´es selon leur probabilite´.
Une validation expe´rimentale propose´e par Diard et al. [44] propose une application simple dans la-
quelle le robot cherche a` se cacher dans les coins, comme s’il fuyait l’espace libre. Pour cela, trois situations
sont conside´re´es : soit le robot se situe pre`s d’un mur et doit le longer pour rejoindre le coin le plus proche,
soit le robot est de´ja` dans un coin et doit rester immobile, soit il se trouve au milieu de l’espace libre et
avance tout droit pour quitter aussi vite que possible la zone expose´e. Ces situations sont repre´sente´es
par des cartes baye´siennes e´le´mentaires dont les perceptions sont lie´es aux mesures sonar acquises par
le robot, tandis qu’une carte abstraite est construite sur la base de ces repre´sentations e´le´mentaires.
L’analyse des probabilite´s de positionnement du robot dans la carte abstraite permet alors de tracer
sur un mode`le me´trique les zones de l’environnement ou` chaque situation (chaque carte e´le´mentaire) est
dominante : on constate que les coins, les murs et les espaces libres sont bien reconnus sur la base des
informations sensorimotrices.
Ainsi, dans cette application, la carte obtenue de´passe la simple distinction entre repre´sentations
me´triques ou topologiques : il s’agit plutoˆt d’une repre´sentation fonde´e sur des situations sensorimotrices.
Toutefois, le formalisme tre`s ge´ne´ral des cartes baye´siennes hie´rarchiques permet a priori de repre´senter
de multiples combinaisons de mode`les (me´triques ou topologiques) : ensembles ou re´seaux de lieux ou
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de cartes locales (via la notion d’abstraction), superpositions de diffe´rentes couches de repre´sentations
(via l’ope´rateur de superposition), etc. Ce formalisme inclut e´galement les actions possibles pour le robot
(comportements sensori-moteurs notamment), permettant de relier ensemble diffe´rents lieux ou sous-
cartes (constituant ainsi potentiellement des areˆtes de graphes topologiques) : il se rapproche donc des
syste`mes de navigation base´s sur les PDMPO [173] [69] [184], qui constituent d’ailleurs un cas particulier
des cartes baye´siennes. Leur mise en œuvre (et, a` notre connaissance, les expe´rimentations re´alise´es)
correspond(ent) cependant a priori a` une proble´matique de navigation de robot autonome, plutoˆt qu’a` la
construction d’une repre´sentation qui soit e´galement bien lisible pour un ope´rateur humain et n’induise
pas de contraintes sur le de´placement du robot (ce qui correspond plus a` l’objectif de notre the`se).
La question de la construction automatique de ce type de cartes (notamment les hie´rarchies) semble
e´galement devoir eˆtre pre´cise´e pour les nouvelles applications conside´re´es (meˆme si la proble´matique
d’apprentissage est de´ja` aborde´e dans la the`se de Diard [43]).
3.4 Mode`les ge´ographiques
Les mode`les de cartes employe´s dans les syste`mes d’information ge´ographiques (SIG) sont rarement
mentionne´s dans la communaute´ robotique, bien qu’ils fournissent des ide´es inte´ressantes pour la de´finition
des formats de cartes. En particulier, ils introduisent une plus grande structuration des mode`les, suscep-
tible de permettre aux robots de re´aliser des raisonnements spatiaux de plus haut niveau. On ne pourra
cependant pas de´crire re´ellement d’algorithmes de construction de ces cartes ge´ographiques : en effet,
a` l’heure actuelle, ces cartes sont souvent construites manuellement, meˆme s’il existe des aides semi-
automatiques (de´tection de re´seaux routiers dans des images ae´riennes, traitement de donne´es de type
« raster » pour extraire des vecteurs, etc.). Toutefois, nous verrons que certaines structures de donne´es
sont mieux a` meˆme que d’autres a` ge´rer les mises a` jour.
3.4.1 Utilisation des donne´es ge´ographiques : des similitudes avec la robotique ?
Selon David, l’utilisation classique des donne´es ge´ographiques peut eˆtre divise´e en deux cate´gories
[39] :
– pre´vision, planification, aide a` la de´cision (en ge´ne´ral, les mode`les utilise´s sont a` petite e´chelle) ;
– gestion, inventaire, suivi (a` plus grande e´chelle).
On peut retrouver des applications similaires dans le domaine de la robotique en ce qui concerne la
planification ou le suivi de mission par exemple. En outre, dans un contexte de gestion de crise (civile
ou militaire), l’aide a` la de´cision, la pre´vision, la planification, la gestion et l’inventaire peuvent avoir
un inte´reˆt en vue d’e´tablir la situation tactique et de pre´voir les mouvements des forces sur un fond
cartographique, qui pourrait eˆtre fourni en partie par des robots.
Plus pre´cise´ment, concernant les traitements ge´ographiques, on peut distinguer des classes de com-
plexite´ variable [39] :
– traitements locaux : il s’agit de traitements qui s’effectuent pixel par pixel (ils sont souvent
proches du traitement d’image). Parmi les exemples, on peut citer la se´lection spatiale ou the´matique,
la correction ge´ome´trique, le calcul d’histogrammes, le filtrage, la corre´lation entre images, etc.
– traitements e´le´mentaires : ces ope´rations s’effectuent cette fois e´le´ment ge´ographique par e´le´ment
ge´ographique. Il s’agit par exemple de calculs de longueur, de pe´rime`tres ou de surfaces, de cal-
culs d’indices de connexite´ ou de convexite´, d’intersection ge´ome´trique avec une figure donne´e,
d’ope´rations d’agre´gat spatial (union ge´ome´trique, somme d’attributs ponde´re´s par leur surface ou
3.4 Mode`les ge´ographiques 71
leur longueur...), de superposition (« map overlay »), etc. Cependant, ces traitements n’incluent
pas de calculs tenant compte du voisinage (adjacence...) car ceux-ci font partie de la classe suivante.
– traitements de voisinage : dilatation, agre´gation spatiale tenant compte de l’adjacence pour
trouver des agre´gats connexes (par exemple rede´coupage c’est-a`-dire recherche de partition spa-
tialement connexe avec agre´gation de certaines caracte´ristiques alphanume´riques ve´rifiant certains
crite`res), recherche ope´rationnelle, principalement dans le domaine de la the´orie des graphes (plus
court chemin dans un re´seau ou un de´coupage, optimisation de tourne´e, analyse de flux, calculs
d’intervisibilite´, choix d’emplacement de magasins, etc.).
Ces ope´rations peuvent encore eˆtre regroupe´es par type de traitement selon cinq cate´gories : projection,
se´lection, agre´gat, jointure, ope´rations de niveau supe´rieur. Enfin, le document de description du format
VPF cite pour sa part 8 ope´rations basiques supporte´es par le mode`le relationnel des cartes vecteur [151] :
se´lection, projection, produit, jonction, union, intersection, difference, division. Ces ope´rations peuvent
e´ventuellement eˆtre combine´es pour former des ope´rations plus complexes (en particulier : requeˆte,
cre´ation, suppression, modification). Le mode`le relationnel correspondant est fonde´ sur la the´orie des
ensembles : les ope´rations cite´es sont elles-meˆmes base´es sur des principes mathe´matiques fondamentaux.
Elles permettent de manipuler et de cre´er les objets de la base de manie`re spe´cifique, menant a` un re´sultat
stable.
On devine que la plupart de ces ope´rations tre`s e´le´mentaires peuvent potentiellement eˆtre invoque´es
dans le cadre de la planification et de la navigation des robots (ou dans un contexte de planification
d’ope´rations de de´fense a` base de cartes fournies par syste`mes robotise´s par exemple).
Pour pre´ciser cette impression, nous pouvons tenter de caracte´riser les traitements impliquant des
donne´es ge´ographiques qui interviennent dans le cadre de la robotique mobile. Dans un contexte appli-
catif plutoˆt oriente´ vers la navigation en milieu ouvert, inspire´ des ve´hicules de´veloppe´s dans le cadre de
programmes lance´s par la DGA (De´le´gation Ge´ne´rale pour l’Armement), Larue propose une typologie
des traitements utilise´s en robotique [111] :
– pre´paration de mission : recherche ope´rationnelle dans des graphes (recherche de plus courts
chemins sur le re´seau routier...), calculs d’intervisibilite´ ;
– planification locale : de´coupage du terrain en zones navigables ou non navigables (obstacles)
sous la forme d’un graphe planaire (ce qui ressemble au SLAM). Sur ce graphe sont re´alise´s des
traitements de calcul de visibilite´ et de recherche ope´rationnelle pour trouver le meilleur chemin
possible, sous la forme d’un ensemble de zones navigables. Pour effectuer le zonage de l’espace,
les re´seaux routiers sont traite´s comme des re´seaux surfaciques : si dans les donne´es de base, le
re´seau est repre´sente´ par des objets line´aires, il faut effectuer un pre´-traitement exploitant les ca-
racte´ristiques se´mantiques des routes qui le composent (importance, nombre de voies...) afin de
construire le re´seau surfacique correspondant ;
– navigation / guidage : traitements d’intervisibilite´ (GPS par exemple, voire sur les communica-
tions) ;
– perception : les algorithmes correspondants travaillent sur le sur-sol (objets tels que des baˆtiments
place´s sur un mode`le nume´rique de terrain) et peuvent faire intervenir des images d’objets de la
base vus par les capteurs du robot.
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En fait, toujours selon Larue [111], ces traitements peuvent eˆtre re´partis selon cinq classes : se´lection des
objets ge´ographiques utiles au traitement robotique, traitements de recherche ope´rationnelle, algorithmes
d’intervisibilite´, traitements de projection (transformation des donne´es de la base dans le format de l’ap-
plicatif robotique demandeur), zonage (partition) selon une proprie´te´ (espace libre ou occupe´ par un
obstacle par exemple). Ainsi, selon la typologie des traitements de bases de donne´es, on peut distinguer :
l’extraction (qui isole l’information brute), le calcul (recherche ope´rationnelle, intervisibilite´, zonage) et
le reformatage (transcription des donne´es dans un format applicatif). Larue pre´cise e´galement que les
besoins en terme de mode`le interne pour les donne´es robotiques se de´clinent selon les actions suivantes :
mode´liser l’ensemble des donne´es repre´sente´es dans des espaces diffe´rents, exprimer des constantes spa-
tiales, effectuer des traitements sous forme de pre´dicats et de fonctions, mettre a` jour efficacement la
base de donne´es au rythme des besoins (activite´ de renseignement). On constate donc que tout ceci fait
potentiellement appel a` des traitements e´le´mentaires similaires a` ceux cite´s ci-dessus pour l’utilisation
plus classique des donne´es ge´ographiques (ope´rations boole´ennes, extraction, requeˆtes sur la base d’in-
formations se´mantiques...). Nous donnerons quelques exemples pratiques de ces ope´rations au chapitre
suivant.
3.4.2 Diffe´rents formats de cartes ge´ographiques
Comme le souligne David [39], pour repre´senter l’association entre des informations alphanume´riques
et leur localisation, il est ne´cessaire de de´couper l’espace ou le plan en e´le´ments auxquels seront associe´s
une localisation et une description alphanume´rique. Il existe plusieurs manie`res de re´aliser ce de´coupage,
ce qui conduit a` distinguer [39] [111] :
– les mode`les raster, d’une part, qui sont proches des grilles d’occupation (tessellations) ;
– les mode`les vecteurs, d’autre part, qui font intervenir divers types de primitives ge´ome´triques
de dimension variable : objets ponctuels, line´iques (lignes polygonales) et surfaciques (re´gions).
Les mode`les raster et les tessellations correspondent a` des de´coupages a priori du plan : le de´coupage
le plus utilise´ est une de´composition re´gulie`re en carre´s ou en rectangles (pixels), chaque cellule e´tant
associe´e a` une description alphanume´rique (intensite´ lumineuse, code correspondant a` un e´le´ment to-
pographique...). De simples structures matricielles peuvent ainsi eˆtre employe´es pour repre´senter ces
pavages re´guliers. Dans le but de compacter ces tessellations, on peut e´galement recourir a` divers types
de repre´sentations plus e´conomiques en terme de place me´moire [39] : codage par plages, quadtree, cle´s de
Pe´ano, etc. Larue [111] cite e´galement un certain nombre de maillages irre´guliers : polygones de Vorono¨ı,
maillages hybrides, etc. On retrouve donc a` travers ce mode`le des repre´sentations tre`s proches des grilles
d’occupations utilise´es classiquement en robotique, ainsi que les mode`les hie´rarchiques associe´s [205] [156].
Les mode`les vecteurs, quant a` eux, localisent l’information a` travers des figures ge´ome´triques simples
de´finies dans un plan ou un espace carte´sien. Ils font appel a` diffe´rents niveaux de repre´sentations des
ensembles de primitives spatiales, qui diffe`rent essentiellement sur l’expression des relations topologiques
entre composantes d’objets [39] [165] [151] :
– les mode`les appele´s « spaghettis » (niveau 0 de topologie pour le format VPF), qui ne gardent
en me´moire aucune topologie et conside`rent les primitives de la carte comme inde´pendantes les
unes des autres ;
– les mode`les dits de « re´seaux » (niveau 1 de topologie), qui furent d’abord de´finis pour
repre´senter les re´seaux dans les applications base´es sur les graphes, pour les services de trans-
port par exemple ;
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– les mode`les de graphes planaires (niveau 2 de topologie), qui sont similaires aux mode`les de
re´seaux mais qui imposent en outre que le re´seau soit un graphe planaire. Des contraintes d’inte´grite´
doivent eˆtre ve´rifie´es lorsque les entite´s topologiques sont plonge´es dans le plan : les areˆtes doivent
s’intersecter sur un sommet et les faces ne doivent pas se superposer ;
– les mode`les « topologiques » (niveau 3 de topologie) : le graphe planaire induit une subdivi-
sion planaire en faces contigue¨s et le mode`le contient les informations d’adjacence qui relient les
diffe´rents e´le´ments (ponctuels, line´aires et surfaciques) entre eux.
Ainsi, outre les repre´sentations fonde´es sur des tesselations, la plupart des mode`les de cartes uti-
lise´es actuellement en robotique mobile correspondent aux spaghettis (mode`les base´s sur les primitives
ge´ome´triques de type points, segments, etc.). On trouve e´galement quelques repre´sentations en re´seau
(base´es sur un diagramme de Vorono¨ı, bien que souvent, les sommets et les arcs du graphe correspon-
dant ne soient pas explicitement localise´es dans l’espace) et quelques tre`s rares repre´sentations me´triques
assorties de contraintes d’inte´grite´ ([114]). De plus, peu de repre´sentations me´langent ces deux types de
donne´es, or comme le souligne Larue [111], les deux sont indispensables a` des traitements robotiques.
3.4.3 Inte´reˆt de la couche topologique
La topologie e´tudie les relations entre des objets localise´s dans l’espace qui sont invariantes par des
transformations topologiques appele´es home´omorphismes. Un home´omorphisme est une bijection conti-
nue, ainsi que son inverse, d’une re´gion de l’espace dans elle-meˆme : intuitivement, il peut eˆtre vu comme
une de´formation e´lastique de l’espace dans laquelle il n’y a ni de´chirure, ni pliage du plan sur lui-meˆme.
Dans les SIG, selon David, la topologie permet ainsi d’exprimer des relations entre entite´s ge´ographiques
qui sont inde´pendantes des transformations topologiques, comme par exemple l’inclusion d’un objet dans
un autre, l’intersection d’objets ou l’adjacence entre objets [39]. Plus concre`tement, comme l’indique la
spe´cification du format VPF [151], la couche topologique a pour but de maintenir la connaissance des re-
lations the´matiques et spatiales entre cellules voisines. Pour garantir la validite´ d’un mode`le topologique,
ces relations doivent eˆtre pre´serve´es au-dela` des changements d’e´chelle, de forme ou de taille.
Fig. 3.9: Exemple de « slivers » : apparition de petites re´gions a` la frontie`re des polygones adjacents,
dues a` une mauvaise supersposition des areˆtes communes.
Initialement, selon [39] et [165], la couche topologique des mode`les ge´ographiques visait essentiellement
a` limiter les proble`mes d’impre´cisions ge´ome´triques, tels que les « slivers », de petites re´gions qui appa-
raissent dans la carte suite a` une mauvaise supersposition des areˆtes de polygones adjacents (cf. Fig. 3.9).
En effet, ces proble`mes d’impre´cision rendent difficile tout traitement fonde´ sur les relations de proximite´
spatiale tels que l’intersection, l’inclusion ou l’adjacence. Les structures de donne´es topologiques per-
mettent d’y reme´dier en introduisant des donne´es redondantes par rapport a` la ge´ome´trie, afin de de´finir
des relations de proximite´ entre e´le´ments [135]. Ainsi, cette couche topologique peut eˆtre critique´e du fait
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qu’elle introduit souvent une certaine redondance par rapport aux informations purement ge´ome´triques.
En re´alite´, elle s’ave`re tre`s efficace pour la manipulation des cartes et leur mise a` jour, car elle stocke
en me´moire de l’information pre´-calcule´e, qui n’a plus a` eˆtre re´e´value´e syste´matiquement a` partir de la
ge´ome´trie [39]. Par exemple, les requeˆtes classiques dans les syste`mes d’information ge´ographique font
intervenir des ope´rations boole´ennes (union, intersection, diffe´rence...) qui tirent avantageusement parti
des relations topologiques. Le document de description du format VPF souligne d’ailleurs que de nom-
breuses ope´rations topologiques complexes peuvent eˆtre de´rive´es des seules relations d’adjacence [151]. La
structure topologique permet e´galement d’introduire plus facilement de la se´mantique dans le mode`le [39]
(bonne de´finition des objets, e´tiquetage possible de toutes les entite´s topologiques, ope´rations boole´ennes
pouvant faire intervenir ces informations se´mantiques...).
Ainsi, cette structuration peut e´galement se re´ve´ler utile pour les applications de robotique. Elle peut
eˆtre utilise´e lors du processus de cartographie et de localisation simultane´es pour ve´rifier la cohe´rence des
donne´es. Elle peut aussi eˆtre exploite´e pour les raisonnements spatiaux globaux, en vue de planifier les
actions du robot et les taˆches de navigation. Dans sa the`se, qui vise a` de´velopper un mode`le de serveur
de donne´es ge´ographiques pour robot mobile, Larue souligne justement que les avantages de la couche
topologique sont nombreux [111] : outre l’optimisation de certains traitements topologiques, elle offre la
possibilite´ de garantir la cohe´rence spatiale de la base de donne´es ge´ographique lors de l’e´volution des
donne´es (elle garantit le partitionnement notamment). Cette dernie`re proprie´te´ peut s’ave´rer tre`s utile
lors d’une construction incre´mentale de carte d’environnement, effectue´e par un robot mobile au cours
de sa progression. Larue n’a cependant pas opte´ pour une repre´sentation des donne´es selon un tel type
de mode`le topologique. En effet, selon lui, les principales limitations de ces mode`les sont les suivantes :
– De nombreuses applications ne´cessitent de de´finir diffe´rentes couches the´matiques qui correspondent
chacune a` un partitionnement diffe´rent de l’espace. Or les traitements topologiques optimisent les
calculs a` l’inte´rieur d’une meˆme couche mais pas entre deux couches diffe´rentes. Le croisement des
deux couches ne´cessite une ope´ration couˆteuse de superposition (« map overlay ») qui impose de
recalculer toutes les relations topologiques pour l’intersection des deux couches.
– Des conside´rations similaires peuvent eˆtre applique´es au cas de la superposition d’une couche to-
pologique avec une primitive donne´e en parame`tre au syste`me (nouvel objet non contenu dans la
base : zone d’intervisibilite´, zone de contamination chimique...).
Cependant, ces difficulte´s sont en grande partie leve´es de`s lors qu’on dispose d’une fonction de super-
position performante qui permette de fusionner ces diffe´rentes couches en une seule couche cohe´rente.
Or comme nous le verrons dans le chapitre suivant, les travaux de Cazier [23] ont permis de de´finir un
algorithme tre`s performant pour l’ope´ration dite de « raffinement », qui effectue la fusion de plusieurs
cartes topologiques : la complexite´ de cet algorithme est approximativement en O(n log n), n e´tant le
nombre d’arcs dans la structure de carte. En fonction du nombre de couches the´matiques a` fusionner, il
demeure certes un risque de « sur-segmentation », au sens ou` l’espace risque d’eˆtre de´coupe´ en cellules
de tre`s petite taille, mais ce point est a` ve´rifier plus finement en fonction des taˆches envisage´es pour le
syste`me robotise´ conside´re´.
Il existe plusieurs manie`res d’introduire ces informations topologiques [39]. Il faut d’abord fragmenter
tous les e´le´ments ge´ome´triques en e´le´ments topologiques e´le´mentaires de manie`re a` ce qu’un e´le´ment to-
pologique n’en intersecte pas un autre (par exemple, si deux lignes s’intersectent, alors elles sont chacune
divise´es en deux e´lements line´iques appele´s arcs et se coupent en un e´le´ment ponctuel appele´ nœud). On
peut ainsi de´crire diffe´rentes structures de donne´es :
– structure de graphe planaire [39] (cf. Fig 3.10) : les arcs et les nœuds sont agence´s en un
graphe, qui, de par sa planarite´, de´finit e´galement des faces. Les e´le´ments ge´ome´triques initiaux
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Fig. 3.10: Exemple de graphe planaire. Dans cette figure, les faces sont note´es en lettres majuscules,
les sommets en lettres minuscules et les areˆtes sont nume´rote´es.
sont transforme´s en e´le´ments topologiques. Un e´le´ment ponctuel est soit un nœud du graphe, soit
un e´le´ment isole´. Un e´le´ment line´aire est repre´sente´ par un chemin du graphe compose´ d’arcs. Un
e´le´ment surfacique est repre´sente´ par un ensemble de faces. Ces donne´es sont e´tiquete´es et struc-
ture´es dans un tableau d’arcs (indiquant les e´tiquettes du nœud initial, du nœud final, de la face
droite et de la face gauche), un tableau de nœuds (indiquant les coordonne´es carte´siennes du ponc-
tuel correspondant) et e´ventuellement un tableau de faces. David souligne que cette repre´sentation
est plus the´orique que pratique, car elle pre´sente divers inconve´nients [39]. D’abord, le graphe n’est
pas force´ment connexe (en particulier, pas de gestion des « trous » dans les faces). En outre, cette
structure ne permet pas de retrouver facilement la de´finition ge´ome´trique d’une face : par exemple,
pour retrouver le contour d’une face, il faut parcourir l’ensemble du tableau des arcs pour trouver
ceux dont la face droite ou la face gauche correspond a` cette face, puis trier cet ensemble d’arcs
pour obtenir une liste dans l’ordre du contour (comparaison des nœuds finaux et initiaux).
– structure d’areˆtes aile´es introduite par Baumgart en 1970 [9] dans le contexte de la vision par
ordinateur : le format tre`s re´pandu des cartes vecteurs VPF (Vector Product Format) [151] est
base´ sur cette repre´sentation. Chaque areˆte de cette structure est repre´sente´e par des pointeurs
oriente´s vers chacun de ses deux sommets, les deux faces partageant cette areˆte, et vers quatre
areˆtes e´manant de ses sommets [72] (cf. Fig 3.11) . En outre, chaque sommet posse`de un pointeur
vers l’une des areˆtes dont il e´mane et chaque face pointe vers l’une de ses areˆtes. Par rapport aux
graphes, cette repre´sentation a notamment l’avantage de permettre un calcul tre`s rapide du contour
d’une face, avec un couˆt de parcours proportionnel au nombre d’areˆtes formant le parcours de la face.
Fig. 3.11: Structure d’areˆtes aile´es pour l’areˆte 1. Dans cette figure, les faces sont note´es en lettres
majuscules, les sommets en lettres minuscules et les areˆtes sont nume´rote´es.
– structures DCEL (« Doubly connected edge lists ») [160] [39] (cf. Fig 3.12) : dans cette structure,
un arc est oriente´ et correspond a` un segment de droite de´fini par deux points et les arcs sont
76 Combinaisons de repre´sentations e´le´mentaires
re´fe´rence´s entre eux par une double liste : chaque arc pointe vers un arc suivant et un arc pre´ce´dent.
L’arc suivant est le premier arc qui sort du nœud final en tournant autour de ce nœud dans le sens
trigonome´trique. De meˆme, l’arc pre´ce´dent est le premier arc qui sort du nœud initial dans le sens
trigonome´trique. De plus, un signe est associe´ a` la re´fe´rence pour donner le sens de l’arc suivant
(resp. pre´ce´dent) : positif si le nœud final (resp. initial) de l’arc courant est le nœud initial de l’arc
suivant (resp. pre´ce´dent), ne´gatif dans le cas contraire. Cette structure est aise´e a` repre´senter par
une table d’arcs e´tiquete´s, l’orientation e´tant indique´e par un signe positif ou ne´gatif. Le nume´ro
signe´ re´fe´rence l’une des deux orientations possibles pour un arc : chacune de ces orientations
correspond a` un brin (chaque arc est donc compose´ de deux brins, correspondant chacun a` l’une
des deux orientations possibles de l’arc).
Fig. 3.12: Exemple de structure DCEL (« Doubly Connected Edge List »). L’arc 2 pointe vers l’arc
suivant (4) via le pointeur s et vers l’arc pre´ce´dent (1) via le pointeur p.
On peut ainsi de´finir la fonction « brin suivant » note´e φ de la manie`re suivante (cf. Fig 3.13) : pour
b > 0, φ(b) = suivant(b) et φ(−b) = pre´ce´dent(b). L’application ite´rative de la fonction φ de´finit
des cycles de brins qui correspondent aux faces. De meˆme, l’application ite´rative de la fonction
σ = φ−1 de´finit des cycles de brins qui correspondent aux nœuds. Enfin, si l’on de´finit la fonction
α qui associe a` un nombre son oppose´, les areˆtes peuvent eˆtre vues comme des cycles de cette
fonction. Par rapport aux graphes, cette repre´sentation permet e´galement un calcul tre`s rapide du
contour d’une face, avec un couˆt de parcours proportionnel au nombre d’areˆtes. Par rapport aux
areˆtes aile´es [9], la manipulation de cette repre´sentation est mieux formalise´e. En effet, si la notion
de graphe a l’avantage de de´finir une base the´orique bien de´finie et largement utilise´e, il existe aussi
une the´orie, dite des « cartes combinatoires », qui correspond aux concepts qui viennent d’eˆtre
de´crits. De plus, toute carte de´finissant un graphe sous-jacent, tous les concepts de la the´orie des
graphes peuvent eˆtre de´finis dans la the´orie des cartes. Ce mode`le de carte combinatoire, qui
peut eˆtre conside´re´ comme une ge´ne´ralisation plus formelle de la structure de donne´es DCEL, sera
de´taille´ au chapitre suivant car il sert de base au mode`le de cartes que nous avons choisi dans le
cadre de cette the`se.
Fig. 3.13: Notations pour les cartes combinatoires.
Enfin, David souligne que l’un des proble`mes importants de la gestion de l’information ge´ographique
est la ve´rification de la qualite´ de ces donne´es, et en particulier leur cohe´rence, ce qui permet notamment
de simplifier les programmes d’application [39]. Ces contraintes sont de deux types : se´mantiques et struc-
turelles. Les contraintes se´mantiques correspondent aux requeˆtes que l’on peut exprimer dans le langage
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de requeˆtes du syste`me ge´ographique. Quant aux contraintes structurelles, elles interviennent directement
sur les structures de donne´es ge´ographiques en imposant que certaines proprie´te´s soient ve´rifie´es sur cer-
tains e´le´ments de la repre´sentation. David en cite six qui lui paraissent particulie`rement importantes
dans la gestion des donne´es ge´ographiques [39] : connexite´, recouvrement, disjonction, plane´ite´, parti-
tion, partitions emboˆıte´es (de´coupage hie´rarchique). De meˆme, le format VPF introduit des contraintes
d’inte´grite´ pour relier les objets et les ope´rations de manipulation (cre´ation, suppression, re´cupe´ration,
modification) : par exemple, quand on e´largit une route sur la carte, il importe d’en re´tre´cir le bas-coˆte´.
Cette notion de contraintes pourrait e´galement avoir un inte´reˆt dans le contexte de la construction
automatique pour les robots : les contraintes permettraient de ve´rifier la cohe´rence du mode`le construit, en
e´vitant par exemple des intersections aberrantes entre primitives (cf. le cas des segments qui s’intersectent
dans les cartes me´triques a` base de primitives ge´ome´triques, ou l’espace libre qui s’e´tend de part et d’autre
des frontie`res d’obstacles dans les combinaisons de mode`les me´triques). Dans le cadre de la cartographie
par des robots, Engelson propose d’ailleurs de´ja` d’introduire des contraintes structurelles pour assurer la
cohe´rence de sa carte topologique [65] : un « restructureur » diagnostique explicitement les incohe´rences
structurelles. Les contraintes conside´re´s dans ce cas sont cependant plus d’ordre ge´ome´trique (position
trop proche de deux nœuds de la carte) ou fonctionnelle (proble`me de « perceptual aliasing » ou « biais
perceptuel » qui induit des comportements aberrants sur le robot). L’application de ces contraintes a
cependant un effet sur la topologie de la carte construite : elle implique des ajouts ou des suppression de
nœuds.
Comme nous le verrons au chapitre suivant, l’utilisation d’une couche topologique dans le contexte du
SLAM peut e´galement permettre la mise en œuvre de contraintes d’ordre topologique (disjonction, parti-
tion, connexite´...) afin de de´tecter automatiquement des incohe´rences lie´es par exemple a` des proble`mes
d’impre´cision ge´ome´trique (proble`mes similaires aux « slivers » mentionne´s ci-dessus ou proble`mes de
polygones croise´s mentionne´s chez Larue [111]).
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Les diffe´rents types de cartes rencontre´s depuis le de´but de cet e´tat de l’art pre´sentent clairement
des niveaux de structuration tre`s variables. En remontant aux mode`les e´le´mentaires, on peut ainsi
distinguer :
– les mode`les simples et flexibles :
– ensemble de donne´es brutes (images par exemple) non trie´es, non recale´es ;
– repre´sentations directes base´es sur l’apparence : donne´es brutes recale´es en position ;
– grilles d’occupation : ce mode`le permet une fusion des informations successives (presque brutes)
dans la carte ;
– un premier niveau de structuration dans lequel on extrait des primitives ge´ome´triques
a` partir des donne´es brutes et ou` l’on peut ope´rer une certaine se´lection :
– cartes base´es sur des primitives « e´le´mentaires » telles que les points (se´lectionne´s), les segments
ou les arcs de cercle ;
– repre´sentations fonde´es sur des primitives de plus haut niveau (combinaisons simples de primitives
e´le´mentaires, telles que les lignes polygonales) ;
– de´finition d’objets (combinaisons quelconques de primitives e´le´mentaires [18] [21]) ;
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– l’unification des repre´sentations de divers types de primitives ge´ome´triques :
– avec un nombre re´duit de primitives pre´de´finies (points et segments par exemple [15]) ;
– avec un formalisme ge´ne´rique incluant tout type d’objets (SP-Maps [21]...) ;
– un me´lange de diffe´rents formalismes :
– combinaison de cartes me´triques et topologiques : cartes topologiques augmente´es d’informations
me´triques et graphes topologiques ancre´s plus ou moins implicitement dans le plan, graphes d’ad-
jacence construits sur le partitionnement d’une carte me´trique, syste`mes multiniveaux, re´seaux
de cartes me´triques locales, etc.
– combinaisons de repre´sentations surfaciques et de cartes d’amers : cre´ation d’une repre´sentation
surfacique a` partir des frontie`res d’obstacles, extraction des contours d’une grille d’occupation,
construction simultane´e des deux types de repre´sentations par fusion des polygones d’espace libre
locaux, etc.
– cadres formels tre`s ge´ne´raux permettant la combinaison de diffe´rents formalismes : cartes baye´-
siennes hie´rarchiques notamment [44] ;
– la production et l’attachement d’informations se´mantiques :
– de´finition a priori des objets possibles (jonctions, portes, impasses...[41]) ;
– extraction de la se´mantique a` partir des informations me´triques attache´es a` la repre´sentation
topologique [189], qui peut elle-meˆme eˆtre issue d’une segmentation de carte me´trique surfacique
[68] ou d’une carte de primitives ge´ome´triques [26], exploitation d’informations sensorimotrices
[44] ;
On remarque toutefois que l’on peut distinguer la carte pre´sente´e a` l’ope´rateur de la repre´sentation
ne´cessaire au processus de cartographie (re´seaux baye´siens plutoˆt que primitives ge´ome´triques indivi-
duelles, graphe de cartes locales plutoˆt que carte globale pre´sente´e dans un repe`re unique, etc.). Il existe
souvent plus de structuration de la carte dans l’algorithme de construction que dans la repre´sentation
fournie en ligne a` l’ope´rateur (ou` les liens entre balises n’apparaissent pas force´ment par exemple). En
revanche, la carte finale peut avoir subi un traitement de mise en forme a posteriori : transformation
de scans bruts en grilles d’occupation ou en lignes polygonales, optimisation globale pour retrouver les
transformations entre cartes globales, etc.
On constate cependant de fac¸on ge´ne´rale que les mode`les d’environnement utilise´s en robotique
sont souvent de bas niveau par rapport aux formats ge´ographiques. On compte un certain
nombre d’hybridations me´triques et topologiques, avec souvent un glissement subtil de la repre´sentation
me´trique vers la repre´sentation topologique. Toutefois, il existe encore peu de travaux sur les me´langes
de cartes me´triques et encore moins sur l’adjonction d’informations topologiques a` des combinaisons de
cartes me´triques. En particulier, la couche topologique des repre´sentations utilise´es pour le SLAM reste
de tre`s bas niveau. Pourtant, nous avons vu qu’une couche topologique e´labore´e peut se re´ve´ler
inte´ressante pour plusieurs raisons :
– elle induit une acce´le´ration de certains traitements spatiaux a` travers le stockage d’informations
pre´calcule´es ;
– elle permet de ve´rifier la cohe´rence globale de la carte par adjonction de contraintes structurelles ;
– elle facilite l’introduction de la se´mantique.
Ainsi, on pourrait dire qu’il existe globalement deux options extreˆmes pour la cartographie (avec un
continuum entre ces deux extreˆmes) :
– soit on construit rapidement des cartes peu structure´es (avec des mode`les flexibles tels que les
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repre´sentations base´es sur l’apparence) : ensuite, on peut effectuer a posteriori des ope´rations visant
a` structurer les donne´es pour faciliter la navigation (hie´rarchie de repre´sentations [194], extraction
de polylignes [190]...) ou de´finir des algorithmes adapte´s a` ce faible niveau de structuration (plani-
fication base´e sur les grilles d’occupation), aux de´pens peut-eˆtre de l’efficacite´ et de la robustesse ;
– soit on construit directement une carte tre`s structure´e (avec une gestion explicite des contraintes
de cohe´rence du mode`le dans le processus de construction), au risque d’introduire des ope´rations
couˆteuses en temps de calcul, mais en favorisant la compression et la structuration des donne´es, ainsi
que l’attachement d’informations se´mantiques ; cette structuration constitue une sorte de pre´calcul
acce´le´rant l’exploitation de ces cartes (sinon, il faut recommencer le traitement a posteriori a` chaque
fois que l’on inclut une nouvelle observation).
Comme nous le pre´ciserons au chapitre suivant, nos travaux se placent plutoˆt dans la deuxie`me optique.
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Chapitre 4
Choix d’un mode`le
« Le point, la ligne et la surface sont des e´le´ments des formes
de l’espace. C’est de leur lien ge´ne´tique que de´coule l’ordre
dans lequel ils sont inclus. L’e´le´ment le plus simple de l’es-
pace est le point. Sa trace est la ligne. La trace de la ligne
est la surface. Toutes les formes de l’espace sont pense´es de
ces trois e´le´ments. »
D. Bourliouk.
4.1 Motivations
Nous nous plac¸ons dans un cadre ou` la carte doit servir d’une part au robot pour re´aliser de manie`re
semi-autonome les taˆches qui lui sont assigne´es et d’autre part au te´le´ope´rateur pour comprendre l’envi-
ronnement dans lequel e´volue le robot et pour mieux le guider. Nous favoriserons donc une repre´sentation
me´trique qui offre l’avantage d’eˆtre facile a` appre´hender pour un humain et d’eˆtre e´galement exploitable
par un robot. Plus pre´cise´ment, nous nous attacherons a` construire une repre´sentation me´trique dense
qui fournisse les informations « de plein et de vide » ne´cessaires a` la compre´hension de l’environnement
et a` la planification de trajectoire. Cela ne nous interdit pas, toutefois, d’ajouter des informations topo-
logiques en vue d’ame´liorer l’efficacite´ des algorithmes de planification par exemple. Enfin, cette carte
doit pouvoir eˆtre ge´ne´re´e en ligne et de manie`re passive, c’est-a`-dire de manie`re transparente lors de la
progression du robot dans l’environnement, sans ne´cessiter de strate´gie de navigation particulie`re (telle
que le suivi de mur, le suivi du graphe de Vorono¨ı ou le contournement exhaustif et syste´matique des
obstacles rencontre´s).
Ainsi, l’objectif de notre travail est de tirer parti de toutes les observations re´alise´es afin de construire
de manie`re incre´mentale la carte me´trique la plus pre´cise et la plus comple`te possible. En particulier,
on cherchera a` e´viter les incohe´rences lie´es aux erreurs d’appariement ou au bouclage de cycles : inter-
sections ou de´doublements aberrants de primitives ge´ome´triques, empie`tements de l’espace libre sur les
frontie`res d’obstacles, zones « floues » re´sultant de donne´es contradictoires, etc. Si ces incohe´rences se
re´ve`lent impossibles a` e´viter dans un processus de construction incre´mental, nous chercherons au moins
a` les de´tecter efficacement de manie`re a` pouvoir mettre en œuvre les processus de correction ade´quats.
Nous avons vu au chapitre pre´ce´dent que la notion de couche topologique pouvait pre´senter un inte´reˆt
pour les applications de « haut niveau » en robotique (raisonnements spatiaux avance´s pour la planifi-
cation notamment). Nous nous sommes donc oriente´s vers une repre´sentation base´e sur les cartes combi-
natoires, qui ont e´te´ brie`vement introduites au chapitre pre´ce´dent. Cette repre´sentation permet de ge´rer
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diffe´rents niveaux de repre´sentation dans un mode`le relativement compact : repre´sentation me´trique des
frontie`res d’obstacles, mode´lisation surfacique de l’espace libre et informations topologiques d’adjacence.
Elle permet e´galement d’assurer la cohe´rence entre ces diffe´rents niveaux, via l’adjonction de contraintes
structurelles. L’enjeu de la the`se consiste donc a` construire ces cartes de fac¸on incre´mentale en ge´rant les
incertitudes associe´es aux erreurs de mesure.
Les sections suivantes pre´cisent de manie`re plus formelle la de´finition de ces cartes combinatoires,
avant de pre´ciser le mode`le de carte utilise´ pour repre´senter l’environnement.
4.2 De´finition des cartes combinatoires
Une carte combinatoire est un outil alge´brique permettant de de´crire et de manipuler la topologie
d’une subdivision de surface ferme´e orientable, en termes de sommets, d’areˆtes et de faces. La premie`re
fois que l’on a songe´ a` employer une telle structure alge´brique pour de´crire la topologie de polye`dres
semble remonter a` Edmonds en 1960 [59]. La notion de constellation, introduite par Jacques en 1970
[90], pre´cise cette ide´e. Cette notion fut ge´ne´ralise´e sous diffe´rentes formes, par exemple dans les travaux
de Cori en 1975 [33] ou de Lienhardt en 1991 [121]. De nombreux travaux the´oriques en pre´cisent les
proprie´te´s et en e´nume`rent les caracte´ristiques topologiques [5] [6]. Tutte e´tudie en 1984 [186] les constel-
lations sous le nom de cartes combinatoires oriente´es, que nous gardons.
Les applications des cartes combinatoires concernent notamment la synthe`se d’images avec la construc-
tion et la manipulation d’objets 3D, mais aussi la ge´ographie avec l’utilisation de cartes en deux dimen-
sions. En fait, cette repre´sentation a exactement la meˆme puissance mode´lisatrice que la structure de
donne´es classique d’« areˆtes aile´es » propose´e par Baumgart en 1970 (cf. [9] [72]), mais elle est de´finie
de manie`re plus pre´cise et concise, alge´briquement.
Dans le cadre de cette the`se, nous utilisons uniquement des cartes dites planaires, dont la de´finition
est lie´e a` la notion de genre (intuitivement, le nombre de trous dans la surface ou dans la carte).
Plus pre´cise´ment, soit S le nombre de sommets, A le nombre d’areˆtes, F le nombre de faces et C
le nombre de composantes connexes de la subdivision. La caracte´ristique d’Euler-Poincare´ s’e´crit alors :
χ = S − A + F . On peut ensuite de´finir le genre g de la manie`re suivante : g = C − χ/2. On admet
couramment le the´ore`me suivant, appele´ the´ore`me du genre : g est un entier positif ou nul.
Une carte combinatoire mode´lise toujours une subdivision d’une surface de meˆme genre. Si le genre
est nul, la carte est dite planaire. Lorsque la subdivision d’une surface de genre non nul est plonge´e dans
le plan, la carte combinatoire oriente´e correspondante contient ne´cessairement des auto-intersections
(par exemple des areˆtes croise´es). Inversement, lorsque le genre est nul (c’est-a`-dire dans le cas des cartes
planaires que nous utilisons), il est toujours possible de plonger la carte dans le plan sans auto-intersection,
par ce que l’on appelle un plongement planaire.
4.2.1 De´finition topologique
Une carte combinatoire oriente´e (a` 2 dimensions) est un triplet M = (D,α0, α1) , ou` D est un
ensemble fini d’e´le´ments, appele´s brins, α0 est une involution sans point fixe dans D, et α1 est une
permutation dans D. Soient k e´gal a` 0 ou 1, et z ∈ D. Les brins αkz et α−1k z sont respectivement les
k-successeur et k-pre´de´cesseur de z. Ils sont dits k-lie´s ou k-cousus par des k-liaisons ou k-coutures.
Pour abre´ger, nous e´crirons carte pour carte combinatoire oriente´e de dimension 2.
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Fig. 4.1: Une carte combinatoire plonge´e dans le plan.
Par exemple, la figure 4.1 montre une carte M avec D = [1..18],
α0 = (1 2)(3 4)(5 6)(7 8)(9 10)(11 12)(13 14)(15 16)(17 18)(19 20)
et α1 = (1 10 11)(2 3)(4 12 5)(6 7)(8 9)(13)(14 20 15)(16 17)(18 19).
La carte est plonge´e dans le plan avec les conventions suivantes. Chaque brin e´tiquette un demi-segment
de courbe de´limite´ par un point noir et un petit trait. Un trait entre deux demi-segments repre´sente une
0-couture entre ses e´tiquettes. Les demi-segments sont ordonne´s dans le sens trigonome´trique (sens in-
verse des aiguilles d’une montre) autour des points noirs, suivant leur ordre de succession par α1. Le brin
13 est un point fixe pour α1. Nous verrons a` la section suivante une de´finition plus pre´cise du plongement
planaire.
La vraie nature des brins n’a pas d’importance. Nous les conside´rerons dans les sche´mas comme
des entiers, mais dans une imple´mentation efficace, ils peuvent eˆtre des pointeurs sur des structures de
donne´es. Notons que pour d ≥ 3, les cartes combinatoires de dimension d peuvent se de´finir de la meˆme
fac¸on, a` l’aide de d involutions ou permutations. Dans ce qui suit, nous nous limiterons cependant aux
cartes a` 2 dimensions, puisque nous conside´rons des subdivisions du plan.
Graˆce a` la notion d’orbite, les cartes permettent d’exprimer facilement les de´finitions des cellules
usuelles d’une subdivision et facilitent leur acce`s.
Soit D un ensemble et Φ un ensemble d’applications dans D. Les composantes connexes du multi-
graphe fonctionnel (D,Φ) sont appele´s orbites par rapport a` Φ. L’orbite par rapport a` Φ qui contient
l’e´le´ment z de D est note´ < Φ > (z). Soit M = (D,α0, α1) une carte. Les orbites par rapport a` < α0 >
sont les 0-orbites ou areˆtes topologiques de M , les orbites par rapport a` < α1 > sont les 1-orbites ou
sommets topologiques de M , les orbites par rapport a` < α−11 ◦ α0 > sont les faces directes, les orbites
par rapport a` < α1 ◦ α0 > sont les faces indirectes, et enfin les orbites par rapport a` < α1, α0 > sont les
composantes connexes.
De par les proprie´te´s des permutations, les sommets, areˆtes, faces directes et indirectes forment des
circuits e´le´mentaires simples (c’est-a`-dire des chemins qui ne repassent pas deux fois par le meˆme arc ou
nœud, excepte´ pour leurs extre´mite´s, qui sont confondues) dans leurs graphes respectifs (D,α0), (D,α1),
(D,α−11 ◦ α0), (D,α1 ◦ α0). Par exemple, le sommet < α1 > (8) de la figure 4.1 peut s’e´crire (8 11 10).
Notons que chaque cellule, ou orbite, d’une carte peut eˆtre repe´re´ de fac¸on uniforme par les permutations
correspondantes, et surtout, par un brin unique. Les cartes fournissent donc un moyen aise´ de parcourir
les faces.
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Par exemple, dans la carte de la figure 4.1, lorsque l’on re´duit toute orbite a` son ensemble sup-
port : < α0 > (1) = {1, 2} et < α0 > (8) = {7, 8} sont des areˆtes ; < α1 > (1) = {1, 10, 11},
< α1 > (17) = {16, 17} et < α1 > (13) = {13} sont des sommets ; < α−11 ◦ α0 > (2) = {2, 11, 4}
et < α−11 ◦ α0 > (1) = {1, 3, 5, 7, 9} sont des faces directes ; < α1 ◦ α0 > (9) = {9, 11, 5, 7} et
< α1◦α0 > (10) = {10, 8, 6, 4, 2} sont des faces indirectes ; < α0, α1 > (17) = {17, 18, 19, 20, 13, 14, 15, 16}
est une composante connexe.
Pour plus de pre´cisions, le lecteur pourra se re´fe´rer a` la the`se de Cazier [23] par exemple.
4.2.2 De´finition du plongement planaire
La ge´ome´trie d’une carte planaire est de´finie a` travers son plongement planaire, c’est-a`-dire par le
plongement de chacun de ses brins. Ainsi, les sommets sont associe´s a` des points et les areˆtes a` des arcs
de Jordan. Ici, nous ne conside´rons que le cas line´aire, ou` ces arcs sont des segments de droites.
Une carte M plonge´e (line´airement) dans le plan est un 4-uplet (D,α0, α1, pi0), ou` (D,α0, α1) est une
carte et ou` pi0 est une fonction qui fait correspondre a` chaque brin le point sur lequel son sommet est
0-plonge´.
Les plongements en dimensions 1 et 2 sont de´finis implicitement a` partir de pi0. Ainsi, le 1-plongement
pi1 du brin x est l’inte´rieur du segment [pi0(x), pi0(α0(x))]. De meˆme, le 2-plongement pi2 du brin x est
l’inte´rieur du polygone {pi0(y), pi1(y)}y∈<α1◦α0>(x), de´fini par la se´quence de points et de segments de sa
frontie`re.
Graˆce a` l’orientation de la carte, nous conside´rons par convention que pour tous les brins x, le polygone
pi2(x) se trouve toujours a` droite du segment pi1(x) : il correspond a` la face directe de x.
4.3 Quelques ope´rations sur les cartes combinatoires
Les cartes combinatoires s’ave`rent particulie`rement efficaces dans diverses manipulations ge´ome´triques
et topologiques [55]. En outre, on montre que la conception d’ope´rations de base en programmation
ge´ome´trique peut eˆtre grandement facilite´e par l’utilisation de spe´cifications formelles, dans le but de
manipuler ces mode`les de cartes combinatoires [163]. Cette approche permet d’exhiber des contraintes
d’inte´grite´ pour les objets manipule´s, et de se concentrer sur les aspects logiques et conceptuels de
l’ope´ration ge´ome´trique. En particulier, la de´finition du raffinement tel qu’il sera de´crit dans la section
suivante a largement be´ne´ficie´ de cette me´thode de conception, a` travers l’emploi de syste`mes de re´e´criture.
4.3.1 Pre´sentation du raffinement
Le co-raffinement de deux subdivisions, c’est-a`-dire de deux partitions de l’espace 2D ou 3D en
cellules distinctes (sommets, areˆtes, faces, et volumes pour le cas 3D), consiste a` produire une nouvelle
subdivision contenant les cellules des anciennes, mais coupe´es le long de leurs intersections (cf. Fig. 4.2).
Il s’agit donc de partitionner les cellules jusqu’a` ce qu’aucune intersection n’existe plus entre elles et
de re´aliser leur restructuration topologique. Les relations d’incidence et d’adjacence sont conserve´es et
comple´te´es durant tout le processus. Ajoutons qu’en dimension 2, le raffinement est une ge´ne´ralisation
du proble`me des arrangements de droites (cf. par exemple les travaux de Bentley et Ottmann [10] ou
Nievergelt et Preparata [150]).
Cette ope´ration de raffinement est une ope´ration de base en mode´lisation ge´ome´trique : en parti-
culier, elle est fre´quemment employe´e pour l’e´valuation d’ope´rations boole´ennes (union, intersection...)
de modeleurs utilisant des repre´sentations par frontie`res. Nous verrons que cette ope´ration se re´ve`lera
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Fig. 4.2: Un exemple de co-raffinement de deux subdivisions. (a) Les deux subdivisions a` raffiner
(O e´tant l’origine d’un repe`re commun). (b) Superposition initiale de ces deux subdivisions (avec un
le´ger de´calage pour les besoins de l’illustration). (c) Re´sultat du raffinement (avec fusion des areˆtes
et sommets superpose´s et cre´ation d’un sommet plonge´ sur le point d’intersection en vert).
e´galement fort utile dans certaines e´tapes de la construction de cartes d’environnement. Le raffinement
2D servira notamment lors de la fabrication de la carte locale, lors des corrections respectives des cartes
locale et globale avant fusion, et surtout, lors de la fusion de ces deux cartes.
Les de´finitions et algorithmes de raffinement qui suivent sont tous issus des travaux de the`se de Ca-
zier [23] [24]. Ils concernent en re´alite´ l’ope´ration d’auto-raffinement d’une seule carte combinatoire. Dans
le cas de la fusion de deux cartes, il suffit d’ajouter au pre´alable les e´le´ments de la seconde carte a` la
premie`re sans re´aliser de restructuration.
4.3.2 De´finition formelle du raffinement
Nous avons vu qu’une carte combinatoire a` 2 dimensions plonge´e peut mode´liser un ensemble de
segments et de polygones dans le plan, avec des relations d’incidence et d’adjacence. Sans contraintes
ge´ome´triques, une carte peut eˆtre plonge´e avec des intersections et des superpositions entre ses cel-
lules et ses composantes connexes. Une telle carte est cependant tre`s utile pour mode´liser l’ensemble de
de´part contenant les subdivisions 2D que nous souhaitons raffiner. Le raffinement 2D consiste alors a` le
transformer en une carte mode´lisant une partition du plan, c’est-a`-dire une carte planaire plonge´e sans
auto-intersection. Par la suite, nous dirons qu’une telle carte est bien plonge´e. Notons au passage qu’une
carte bien plonge´e dans le plan est ne´cessairement planaire [186]. Inversement, une carte non planaire ne
peut jamais eˆtre bien plonge´e dans le plan.
Soit Π(D) = {pi0(x), pi1(x), pi2(x)}x∈D un ensemble de plongements de la carte M dans le plan R2.
Alors M est bien plonge´e si :
A.
⋃
p∈Π(D) p = R2
B. ∀p, q ∈ Π(D), p 6= q ⇒ p ∩ q = ∅.
Comme les plongements des areˆtes et des faces sont de´finis de manie`re implicite, nous pouvons expri-
mer ces deux conditions de fac¸on plus pratique. Soit angle(x) l’angle du segment pi1(x) par rapport a` un
axe donne´ du plan (dans le sens trigonome´trique). Alors une carte est bien plonge´e si les cinq conditions
suivantes sont satisfaites pour tous les brins x et y de M :
(cbp 1) < α1 > (x) 6=< α1 > (y)⇒ pi0(x) 6= pi0(y)
(cbp 2) pi0(x) /∈ pi1(y)
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(cbp 3) < α0 > (x) 6=< α0 > (y)⇒ pi1(x) ∩ pi1(y) = ∅
(cbp 4) la se´quence {angle(αk1(x0))}k∈{0,...,n} est croissante, n e´tant le plus petit entier tel que αn+11 (x0) =
x0 et x0 ∈< α1 > (x) tel que angle(x0) = min{angle(y)}y∈<α1>(x)
(cbp 5) pi1(x) 6= ∅.
La condition (cbp 1) signifie que tous les brins 0-plonge´s sur le meˆme point appartiennent au meˆme
sommet. Les conditions (cbp 2) et (cbp 3) assurent qu’il n’existe aucune areˆte se´cante, et aucun sommet
incident a` une areˆte. La condition (cbp 4) requiert plus d’explications. La se´quence des angles des brins
d’un sommet est croissante lorsque l’on commence par le brin x0 d’angle minimal. Cela signifie que, lorsque
les areˆtes d’un sommet donne´ sont examine´es en suivant les 1-liens, les segments associe´s tournent dans le
sens inverse des aiguilles d’une montre autour du sommet (sens trigonome´trique). Un sommet qui satisfait
cette condition est dit trie´. Intuitivement, la condition (cbp 4) assure une bonne orientation de la carte
et implique que les faces ne se replient pas sur elles-meˆmes.
Enfin, la condition (cbp 5) n’est pas absolument indispensable : on l’ajoute simplement pour obtenir une
repre´sentation minimale en termes de nombre de brins.
4.3.3 Un algorithme pour le raffinement
Les de´finitions mathe´matiques que nous avons donne´es des cartes et du raffinement 2D sont limite´es
car elles de´crivent seulement les conditions statiques que doit satisfaire une carte raffine´e mais n’indiquent
pas comment obtenir une telle carte. Il importe donc de spe´cifier la construction de ces cartes et l’en-
semble d’ope´rations ne´cessaire pour les raffiner : c’est la` qu’interviennent les spe´cifications formelles. Nous
nous contenterons ici d’en de´crire les grandes lignes et renvoyons le lecteur a` [23] [24] [55] pour plus de
pre´cisions, notamment pour y trouver les spe´cifications elles-meˆmes, dans un langage proche de OBJ3,
ou pour de´couvrir un prototype en langage fonctionnel (Ocaml).
Les cartes peuvent eˆtre de´finies a` l’aide de trois ge´ne´rateurs (l’un cre´e la carte vide, le second inse`re
deux brins 0-lie´s et leurs plongements, et le troisie`me 1-lie deux brins), et de´truites par le biais de des-
tructeurs. On de´finit e´galement un ensemble de se´lecteurs fonctionnels topologiques et ge´ome´triques (qui
ve´rifient par exemple si le brin z existe dans la carte M , si les plongements de sommets ou d’areˆtes
sont e´gaux, etc.), et des constructeurs qui modifient la topologie et le plongement de cartes (fusion de
deux sommets ou de deux areˆtes, de´coupage d’une areˆte en deux sous-areˆtes...). Tous les ope´rateurs
spe´cifie´s sont contraints par des pre´conditions qui assurent que les termes construits ve´rifient toujours
la de´finition mathe´matique des cartes combinatoires. La logique e´quationnelle sous-jacente peut eˆtre uti-
lise´e pour prouver ces proprie´te´s, principalement par induction structurelle sur la forme des termes qui
repre´sentent les cartes.
Le raffinement d’une carte consiste alors a` la transformer a` l’aide des ope´rateurs mentionne´s ci-dessus
jusqu’a` ce qu’elle satisfasse les conditions de bon plongement. Une bonne fac¸on de de´crire formellement
et inte´gralement le raffinement sans eˆtre geˆne´ par des contraintes d’efficacite´ ou d’imple´mentation est
d’utiliser les techniques de re´e´criture. Chaque transformation, et les conditions selon lesquelles elle peut
eˆtre employe´e, peuvent eˆtre de´crites e´le´gamment par une re`gle de re´e´criture conditionnelle. Intuitivement,
les conditions de ces re`gles testent l’existence de brins qui ne ve´rifient pas l’une des cinq conditions de
bon plongement. Si cela se produit, un ope´rateur ge´ome´trique est applique´ pour corriger localement le
plongement et pour adapter la topologie. Cela conduit a` une de´finition simple et ge´ne´rique d’un processus
de raffinement a priori complexe.
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Plutoˆt que de pre´senter les e´quations du syste`me de re´e´criture (e´quations que l’on peut trouver dans
[23]), on se contentera ici d’en reproduire une illustration graphique commente´e (cf. Fig. 4.3).
La re`gle R1 de´tecte les areˆtes nulles (violation de la condition de bon plongement (cbp 5)), qu’elle
supprime. Si deux areˆtes sont superpose´es, ce qui contredit (cbp 3), R2 supprime la seconde. La re`gle R3
s’occupe de (cbp 2) et coupe ainsi une areˆte en deux s’il existe un sommet qui lui est incident. La re`gle
R4 est aussi lie´e a` (cbp 3) et re´alise le de´coupage d’areˆtes lie´ a` une intersection. La re`gle R5 fusionne deux
sommets qui ne ve´rifient pas (cbp 1). Et enfin, la re`gle R6 de´truit les sommets non-trie´s (violation de
(cbp 4)) : les brins qui appartiennent a` un sommet non trie´ sont successivement supprime´s de ce sommet,
jusqu’a` ce qu’il soit trie´ ; ensuite, ces brins sont correctement re´inse´re´s par la re`gle R5.
L’un des e´le´ments inte´ressants dans cette approche formelle est qu’elle permet de prouver certaines
proprie´te´s logiques dans le processus de raffinement. D’abord, le syste`me de re´e´criture est a` terminai-
son finie, autrement dit, il n’existe pas de se´quence infinie de re`gles. On peut e´galement montrer sa
confluence : le re´sultat du raffinement ainsi effectue´ ne de´pend pas de l’ordre dans lequel les re`gles sont
applique´es. Le syste`me est ainsi convergent, c’est-a`-dire que pour chaque carte, la re´e´criture conduit a`
une forme normale unique (modulo la congruence entre cartes, lie´e notamment a` un renommage des
brins : deux cartes peuvent eˆtre topologiquement et ge´ome´triquement identiques sans que les noms des
brins correspondent). Cette proprie´te´ permet de choisir n’importe quelle strate´gie efficace et pratique
pour l’application des re`gles, ce qui est crucial dans la de´rivation d’algorithmes concrets. Ces preuves
sont fournies dans [23], et recourent notamment a` l’induction structurelle et a` la logique e´quationnelle.
4.3.4 Une imple´mentation efficace
Pour la manipulation de cartes
Dans une imple´mentation efficace, en langage C par exemple, une carte plonge´e est un pointeur vers
une structure de carte, et un brin est un pointeur vers une structure de brin. La structure de carte
contient principalement les caracte´ristiques courantes de la carte et un pointeur vers le premier e´le´ment
d’une liste chaˆıne´e (dans un seul sens) de toutes les structures de brins de ses brins. Notons que l’on ne
divise pas la liste suivant les composantes connexes de la carte, ce qui serait nuisible [55].
Chaque structure de brin contient essentiellement un pointeur vers son successeur dans la liste, et les
brins images dans la carte par les permutations α0, α1, et α−11 . Elle posse`de e´galement des pointeurs vers
un point, un arc (segment), attributs qui plongent le brin correspondant, et certains marqueurs, boole´ens
ou brins, qui aident a` me´moriser les chemins durant les parcours de cartes.
Dans une telle imple´mentation pour les cartes, la complexite´ en temps peut eˆtre conside´re´e pour les
diverses ope´rations en fonction du nombre n de brins. Ainsi, les constructeurs sont en O(1) et les autres
ope´rateurs, tels que les parcours ou les e´quivalences sont en O(n) dans le pire des cas. Ainsi, calculer des
cartes est assez similaire a` calculer dans des graphes, dans des cas plutoˆt favorables.
Enfin, concre`tement, il faut aussi ajouter quelques ope´rations permettant de manipuler les cartes en
usage courant. Ainsi, il importe par exemple de de´finir des ope´rations permettant de les stocker dans des
fichiers, et de les charger ensuite en me´moire, voire de les visualiser.
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Fig. 4.3: Illustration graphique des re`gles de raffinement. Les plongements pi0 sont repre´sente´s par
des boˆıtes avec des pointille´s vers les brins concerne´s.
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Pour le raffinement
Une utilisation na¨ıve du syste`me de re´e´criture de´crit ci-dessus est de tester pour chaque paire de brins
si une re`gle peut eˆtre exe´cute´e. Cela correspond a` l’algorithme suivant, ou` x et z sont des brins :
Re´pe´ter
Choisir x dans M
Essayer d’exe´cuter les re`gles 1 et 6 avec x
Re´pe´ter
Choisir z dans M
Essayer d’exe´cuter les re`gles 2 a` 5 avec (x, z)
Jusqu’a` ce qu’aucune re`gle ne puisse eˆtre exe´cute´e avec x
Jusqu’a` ce qu’aucune re`gle ne puisse eˆtre exe´cute´e.
Un algorithme aussi abstrait est inde´terministe car les brins sont choisis ale´atoirement. Pour de´crire
un algorithme re´el et efficace, il faut envisager une strate´gie pour le choix des brins. On peut parvenir a`
ce but par l’adjonction de structures de controˆle au syste`me de re´e´criture.
Il est inte´ressant d’exploiter certaines proprie´te´s ge´ome´triques pour e´viter d’examiner des paires de
brins qui ne peuvent pas interagir. On applique en fait dans cette optique une strate´gie classique de
balayage de plan [150], qui classe et parcourt les areˆtes de gauche a` droite, en maintenant a` jour des
structures telles que des files de priorite´ et des dictionnaires contenant les brins actifs a` un moment
donne´. Ainsi, concre`tement, cela revient a` ajouter au mode`le de cartes de nouvelles structures de controˆle,
des ope´rateurs permettant de les manipuler, et des re`gles de re´e´criture supple´mentaires destine´es a` les
maintenir a` jour (cf. [24], [23]). Notons enfin que la complexite´ de cet algorithme optimal par balayage
est en O((n + i) ln(n)), n e´tant le nombre de brins de la carte et i le nombre de brins cre´e´s (lors de
l’appalication des re`gles de re`gles de re´e´criture R3 et R4), ce qui permet d’obtenir des temps de cal-
cul tre`s raisonnables. D’apre`s [23], des algorithmes plus sophistique´s pourraient cependant atteindre des
complexite´s en O(n ln(n) + i).
4.3.5 La comple´tion de labels
Cette ope´ration est de´crite plus en de´tail dans [23].
Pre´sentation
Apre`s une ope´ration de raffinement, si deux objets de la carte de de´part se recouvraient, leur in-
tersection a e´te´ implicitement calcule´e et mode´lise´e en un ensemble de cellules. Il peut eˆtre inte´ressant,
notamment dans le cadre de l’e´valuation d’expressions boole´ennes entre objets mode´lise´s par une carte, de
savoir a` quel(s) objet(s) initial(initiaux) correspondent les cellules de son raffinement. Cette information
est donne´e a` travers des labels attache´s aux brins : un label {A,B} attache´ a` un brin x signifie que la
face qui se trouve a` droite du brin appartient a` la fois a` l’objet A et a` l’objet B. Dans notre strate´gie
de construction de cartes d’environnement, une telle ope´ration nous servira a` calculer les labels des faces
de notre subdivision, apre`s fusion des cartes globale et locale. Elle nous permettra e´galement de corriger
efficacement les positions des areˆtes dans les phases de correction de cartes. En outre, sa complexite´ est
limite´e puisqu’elle peut eˆtre re´alise´e en O(np) ou` n est le nombre de brins de la carte et p le nombre
d’objets mode´lise´s par la carte [23].
90 Choix d’un mode`le
Fig. 4.4: Comple´tion des labels pour l’intersection de deux faces.
Exemple (issu de [23]) :
Conside´rons deux faces oriente´es se´cantes appartenant a` deux objets, d’identificateurs A etB, repre´sente´es
dans la figure 4.4. Avant le raffinement, les 2-labels (le i-label d’un brin est l’ensemble des identificateurs
des objets auxquels appartient la cellule de dimension i de ce brin : un 2-label correspond donc a` une
face interne) des brins de ces deux faces valaient respectivement les ensembles {A} et {B}, note´s A et B.
Apre`s le raffinement, la face correspondant a` leur intersection est forme´e de morceaux d’areˆtes des deux
faces initiales. Les brins de ces areˆtes ont des 2-labels valant A ou B. On a donc une face dont les brins
ont des labels diffe´rents. On peut en de´duire qu’elle appartient a` l’intersection recherche´e. Les 2-labels
des brins de cette face doivent donc eˆtre remplace´s par l’union des 2-labels, soit ici l’ensemble {A,B},
note´ AB. De plus, les areˆtes qui appartenaient a` la face B, avant le raffinement, et dont les 2-labels ont
e´te´ mis a` jour, sont a` l’inte´rieur de la face A. Le 1-label de ces areˆtes doit donc e´galement eˆtre modifie´.
Le meˆme raisonnement peut eˆtre effectue´ pour les sommets et leur 0-label.
Mise en œuvre
Traditionnellement, la classification des cellules e´tait re´alise´e au moyen de tests ge´ome´triques, faisant
intervenir la localisation de points ou des normales indiquant l’inte´rieur d’une cellule. La mode´lisation
par cartes combinatoires permet cependant de n’utiliser que les informations topologiques qui existent
dans le raffinement, et en particulier les informations d’incidence et d’adjacence.
Il faut d’abord apporter de le´ge`res modifications aux re`gles de raffinement, de manie`re, d’une part,
a` ne pas cre´er de trous (lorsqu’on inse`re de nouveaux brins, par de´coupage d’areˆte par exemple, les
nouveaux brins he´ritent de labels cohe´rents avec ceux de leurs voisins), et d’autre part, a` ne pas perdre
d’information (lorsque deux areˆtes sont fusionne´es, l’areˆte re´sultante he´rite des deux labels). Ensuite, une
fois le raffinement termine´, il s’agit de modifier les labels re´sultants de manie`re a` restaurer la cohe´rence
de la carte, entre brins d’une meˆme face notamment. Pour cela, il faut parcourir l’ensemble des faces
pour harmoniser les labels au moyen d’une re`gle unique de comple´tion. Cette re`gle n’est applique´e qu’aux
couples de brins adjacents d’une meˆme face, dont les 2-labels diffe`rent. Finalement, cette ope´ration glo-
bale de comple´tion de labels est line´aire en le nombre de brins.
4.3.6 Une ope´ration de « segmentation »
[56] mentionne une ope´ration de segmentation, qui s’apparente plutoˆt a` une fusion de re´gions en fait.
Il s’agit en effet de fusionner des faces directes adjacentes posse´dant le meˆme label, par suppression de
leurs areˆtes communes. Lorsque les labels sont des couleurs ou des niveaux de gris, une telle ope´ration
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peut eˆtre conside´re´e comme un cas tre`s simple de segmentation d’images. Nous verrons que ce type
d’ope´ration peut nous servir de manie`re a` simplifier nos cartes.
4.4 Une version discre`te des cartes combinatoires
L’algorithme de´fini par Cazier pour le raffinement des cartes combinatoires [23] est destine´ a` fonc-
tionner sur des cartes de´crites en nombres re´els, c’est-a`-dire des cartes pour lesquelles les sommets sont
plonge´s sur des points du plan de´finis par des coordonne´es appartenant a` R2. Toutefois, l’ordinateur ne
ge`re pas parfaitement les nombres re´els puisqu’il ne peut conside´rer qu’un nombre limite´ de chiffres apre`s
la virgule. Concre`tement, ces erreurs d’arrondis lie´es aux nombres flottants, classiques en ge´ome´trie algo-
rithmique, peuvent s’ave´rer proble´matiques dans les ope´rations de raffinement : elles risquent d’invalider
le plongement (par exemple l’ordre de succession des brins autour d’un sommet risque de ne plus eˆtre
conforme au sens trigonome´trique) et de rendre difficile l’application des re`gles de raffinement (cf. Fig.
4.5).
Pour y reme´dier, nous pourrions recourir aux me´thodes sugge´re´es par Cazier [24] telles que les
syste`mes de raisonnement symbolique, les intervalles flottants, les rationnels, les entiers multipre´cision,
l’arithme´tique rationnelle paresseuse, etc. Une version en arithme´tique exacte de l’algorithme initial a
d’ailleurs e´te´ de´veloppe´e re´cemment par Cazier. On peut e´galement noter qu’il existe des librairies de
ge´ome´trie algorithmique telles que CGAL [31] [71], qui permet de de´finir des cartes topologiques sur le
mode`le des DCEL (vues au chapitre pre´ce´dent) et qui ge`re correctement les proble`mes d’arrondis (meˆme
lorsque les areˆtes de la carte sont plonge´es sur des courbes, notamment des arcs de cercle, plutoˆt que sur
des segments du plan). Toutefois, d’apre`s le manuel de re´fe´rence [31], il n’existe pas encore d’algorithme
de comple´tion de labels dans cette librairie, ni de structures de donne´es ou d’ope´rations permettant de
ge´rer les situations transitoires comme nous le verrons au chapitre 7. De plus, il ne semble pas e´vident, au
premier abord, d’e´tendre les types de base disponibles (par exemple pour ajouter les informations d’in-
certitude sur la position des sommets) et de de´finir des variantes du raffinement classique (cf. raffinement
colore´ intervenant au chapitre 7) a` partir de l’ope´ration existante de « map overlay ». Enfin, la de´finition
des DCEL (qui correspondent plutoˆt a` des structures de donne´es) nous a paru le´ge`rement moins bien
formalise´e que celle des cartes combinatoires (qui constituent un ve´ritable outil alge´brique) et donc moins
favorable a` la mise en œuvre ulte´rieure de preuves formelles sur les ope´rations de manipulation utilise´es,
telles que le raffinement.
Finalement, nous avons donc plutoˆt choisi de conserver les cartes combinatoires, mais de passer a`
une repre´sentation discre`te de cet outil car, comme nous le pre´ciserons plus loin, une telle discre´tisation
apporte une richesse supple´mentaire a` notre mode`le de carte. Ainsi, nous introduisons ci-apre`s les cartes
combinatoires discre`tes et l’algorithme de raffinement par balayage qui s’y rattache.
4.4.1 De´finition des cartes combinatoires discre`tes
Intuitivement, pour passer des cartes combinatoires de´crites en nombres re´els aux cartes de´crites en
nombres entiers, il suffit de plonger les sommets de la carte sur Z2 plutoˆt que sur R2. Cependant, on
constate rapidement que cette contrainte n’est pas suffisante. En effet, deux areˆtes discre`tes ainsi de´finies
par leurs extre´mite´s discre`tes peuvent se couper en un point de coordonne´es non entie`res. Pour de´finir un
point de coordonne´es discre`tes, il faudrait alors effectuer une approximation qui modifierait la ge´ome´trie,
voire la topologie de la carte. Comme l’illustre la figure 4.6, cette approximation pourrait entraˆıner le
de´calage de certains segments dans n’importe quelle direction (par effets de bord successifs), de sorte que
l’on ne pourrait plus appliquer l’algorithme de raffinement par balayage (qui ne peut pas a priori revenir
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Fig. 4.5: Exemple de perturbations du raffinement du fait des erreurs d’arrondis. Le re´sultat du
raffinement peut de´pendre de l’ordre d’application des re`gles de re´e´criture.
en arrie`re, en direction inverse du balayage, meˆme si des e´le´ments ont e´te´ de´place´s). On se condamnerait
ainsi a` des temps de calcul prohibitifs pour le raffinement.
Fig. 4.6: Exemple d’effet de bord. (a) Le cercle rouge indique une intersection entre les deux areˆtes
c et d a` extre´mite´s discre`tes. (b) Cette intersection est plonge´e sur un point discret, ce qui entraˆıne
un le´ger de´calage de l’areˆte c, de sorte qu’il apparaˆıt une nouvelle intersection entre b et c (au niveau
du cercle rouge). (c) Cette nouvelle intersection est plonge´e sur un autre point discret, ce qui entraˆıne
un de´placement de l’areˆte b et une troisie`me intersection entre a et b, encore plus a` gauche (sur une
areˆte de´sactive´e, qui ne sera donc plus examine´e lors du balayage, qui s’effectue de gauche a` droite).
Nous avons donc de´fini les areˆtes discre`tes d’orientation quelconque, ou grandes areˆtes discre`tes,
comme e´tant compose´es d’un ensemble de petites areˆtes discre`tes, qui sont soit horizontales, soit verti-
cales (cf. Fig. 4.7). Les grandes areˆtes sont forme´es de grands brins et correspondent a` de grands segments.
Les petites areˆtes sont forme´es de petits brins et correspondent a` de petits segments. Ces petits segments
sont de´finis lors de la cre´ation des grands brins. Ils occupent dans le plan discret les points sur lesquels
passe le trace´ du grand segment re´el correspondant, la discre´tisation du segment e´tant effectue´e par un
algorithme classique de type « midpoint » ou « Bresenham »[72].
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Fig. 4.7: Discre´tisation d’un segment dans la carte combinatoire discre`te.
Cet algorithme classique a e´te´ le´ge`rement modifie´ de manie`re a` assurer une 4-connexite´ entre ces
points, de sorte que les petits segments ne puissent avoir que deux orientations possibles dans le plan :
verticale ou horizontale. Ainsi, pour e´viter de modifier la ge´ome´trie de la carte lors du raffinement (et
donc de risquer des effets de bord similaires a` ceux e´voque´s plus haut dans le cas des plongements en
nombres flottants), on garde la discre´tisation des anciens grands segments lorsqu’on les scinde en deux
(suite a` une intersection ou a` une incidence) : les nouveaux grands segments ainsi cre´e´s occupent les
points discrets sur lesquels passait le grand segment initial qui a e´te´ scinde´ (l’algorithme de discre´tisation
n’est donc pas re´applique´).
Concernant la structure de carte combinatoire proprement dite, les grands brins et les petits brins
sont place´s dans deux cartes diffe´rentes, respectivement appele´es grande carte et petite carte, chacune
contenant une liste de ses brins. On appelle z-carte (« z » car les petits segments « zig-zaguent ») l’en-
semble forme´ par une petite carte et par la grande carte qui lui correspond. Deux types de pointeurs
relient les grands brins et les petits brins d’une meˆme grande areˆte (cf. Fig. 4.8). Le premier type de
pointeurs part des grands brins vers les petits brins : il indique pour chacun des deux grands brins celui
des petits brins qui est plonge´ sur le meˆme point que lui. Le deuxie`me type de pointeurs va des petits
brins aux grands brins. Pour chacun des deux petits brins extre´mite´s, un pointeur indique le grand brin
qui est plonge´ sur le meˆme point. De plus, lorsque l’on parcourt l’areˆte dans l’ordre de succession des
petits brins, les pointeurs indiquent alternativement l’un ou l’autre des grands brins.
Fig. 4.8: De´finition des pointeurs entre grands brins et petits brins.
On peut remarquer qu’une telle repre´sentation discre`te permet de passer directement a` une grille
d’occupation classique, dont les cellules correspondent a` un carre´ de taille unite´ : il suffit de parcourir
l’ensemble des brins et de marquer les cellules correspondant aux areˆtes « obstacles » comme occupe´es. Si
l’on ajoute des degre´s d’occupation, le « remplissage » des re´gions peut se faire en parcourant l’ensemble
des faces de la carte : on applique sur chacune de ces faces un algorithme de « scan-conversion » (cf.
[72]) pour indiquer le degre´ d’occupation de cette face.
Cette transposition rapide permet d’envisager l’emploi d’algorithmes base´s sur ces grilles d’occupation
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pour l’appariement de cartes, les strate´gies d’exploration, etc. Par ailleurs, si la discre´tisation « en dur »
des segments alourdit la repre´sentation, on note que dans le cas d’environnements inte´rieurs structure´s
courants ou` les murs sont perpendiculaires entre eux, le nombre de petits segments sera relativement
re´duit (a` condition que le repe`re de la carte soit aligne´ avec les directions principales de l’environnement).
En outre, nous verrons que le raffinement des z-cartes s’effectue sur les petits segments horizontaux
et verticaux, ce qui simplifie le processus. Quant aux ope´rations de plus haut niveau sur les cartes
combinatoires visant a` construire la repre´sentation de l’environnement (appariement de carte locale et
de carte globale et gestion des incertitudes ge´ome´triques et topologiques notamment), elles s’effectueront
en principe directement sur les grands brins.
4.4.2 Transposition de l’algorithme de raffinement par balayage
Fig. 4.9: Illustration des intersections multiples.
Dans le cas discret, deux grandes areˆtes peuvent se chevaucher sur plusieurs petites areˆtes de sorte
qu’il peut y avoir plusieurs points d’intersection. De plus, dans l’algorithme par balayage de´fini par Cazier
[23], l’ordre sur les areˆtes est applique´ a` des areˆtes d’orientation quelconque, aussi bien horizontales que
verticales ou en biais. Cependant, il est difficile (impossible ?) d’e´tablir un ordre sur les grandes areˆtes
qui permette de les comparer en un temps constant ou mieux que line´aire (suivant le nombre de petites
areˆtes). En effet, pour pouvoir de´terminer si deux grandes areˆtes interagissent (si elles sont se´cantes,
incidentes ou si elles se superposent), il ne suffit pas de connaˆıtre leurs extre´mite´s, mais la position exacte
des petits segments qui les composent. Ces difficulte´s nous ont conduit a` effectuer un raffinement sur
les petits brins, a` partir desquels on reconstruit les grands brins apre`s le raffinement. Il suffit pour cela
de maintenir les pointeurs ade´quats entre petits brins et grands brins lors de l’application des re`gles de
raffinement sur les petits brins.
Par rapport au raffinement en nombres re´els, le raffinement sur des petits brins verticaux et horizon-
taux permet un certain nombre de simplifications. D’abord, il n’y a plus que quatre angles possibles pour
la direction des brins au lieu d’une infinite´. Ensuite, l’ordre sur les brins est plus facile a` de´finir. Enfin, le
raffinement sur des brins verticaux et horizontaux e´vite le proble`me des « areˆtes-e´crans » indique´ par Ca-
zier [23] [24], et permet d’e´viter certains tests. La complexite´ du raffinement sur petits brins est la meˆme
que pour le cas re´el, si l’on conside`re que n correspond dans le cas discret au nombre de petits brins : l’al-
gorithme par balayage est en O((n+ i)∗ ln(n)). Si l’on conside`re que N est le nombre de grands segments
mis en jeu initialement, I le nombre de grands segments ajoute´s, et l une dimension caracte´ristique de
la z-carte a` raffiner (la longueur discre`te du rectangle englobant par exemple, ce qui permet de borner le
nombre de petits brins servant a` discre´tiser tout grand segment par l
√
2), alors on peut identifier n+ i a`
(N + I) ∗ l dans les calculs de complexite´. On a donc un algorithme en O((N + I) ∗ l ∗ ln(N ∗ l)). Enfin,
la reconstitution de la carte des grands brins apre`s raffinement sur les petits brins s’effectue en un temps
proportionnel au nombre de petits brins : on garde donc une complexite´ globale en O((N+I)∗l∗ln(N ∗l)).
Les figures 4.10 et 4.11 fournissent un exemple de raffinement.
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Fig. 4.10: Exemple de raffinement discret (avant).
Fig. 4.11: Exemple de raffinement discret (apre`s).
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4.5 Description de notre mode`le
Nous choisissons de repre´senter l’environnement selon une partition polygonale en zones libres ou
occupe´es par un obstacle, d’ou` le recours au mode`le de cartes combinatoires. Ce mode`le nous permet
notamment de prendre en compte certaines relations particulie`res entre primitives ge´ome´triques consti-
tutives de la carte. Ainsi, les areˆtes adjacentes (murs contigus par exemple) sont explicitement
relie´es entre elles au sein des lignes polygonales (via les relations α1 des cartes combinatoires sur les
brins correspondants).
Pour rendre ce mode`le de cartes combinatoires efficace dans le cadre du SLAM, nous introduisons en
outre quelques e´le´ments spe´cifiques qui s’inte`grent facilement dans le formalisme des cartes combinatoires :
– les areˆtes de la carte sont e´tiquete´es « obstacle » ou « non obstacle » (via l’emploi d’un
label sur les areˆtes de la couche topologique des cartes combinatoires), selon qu’elles correspondent
aux frontie`res d’obstacles ou aux limites de champ de perception du capteur (limites de porte´e ou
lignes de vise´e lie´es aux occultations) ;
– chaque face pre´sente un degre´ d’occupation histogrammique (mate´rialise´ par un label sur
chaque face de la carte) : cet indice indique ainsi le nombre de fois ou` la cellule correspondante a
e´te´ observe´e comme libre d’obstacle.
Pour construire la carte globale, nous proce`dons par fusion successive de polygones d’espace
libre locaux, a` l’instar Moutarlier [139] ou Gonzales et al. [153], ce qui permet notamment de conserver
les informations d’adjacence entre areˆtes issues des polygones locaux et de calculer les degre´s d’occupation.
Plus pre´cise´ment, comme le souligne Howard [87], il s’agit d’une inte´gration progressive des polygones
d’espace libre (e´toile´s et sans « trou ») dans un « polyso¨ıde » (union de polygones, pouvant contenir des
trous). Toutefois, a` la diffe´rence de ces travaux, nous maintenons diffe´rents degre´s d’occupation
(cf. Fig. 4.12) au lieu des trois valeurs classiques « libre », « occupe´ » ou « inconnu » : chaque face de
la carte porte un label qui pre´cise le nombre de fois ou` elle a e´te´ observe´e comme libre. Comme nous
le verrons par la suite, cet e´tiquetage permet de de´tecter des incohe´rences, notamment sur les
mises en correspondance, lorsque les appariements peu suˆrs sont prudemment e´carte´s afin d’e´viter la
divergence du filtre en cas d’erreur. Ce syste`me permet e´galement de faire des choix de correction,
en comparant les valeurs histogrammiques de part et d’autre d’une areˆte par exemple. D’une certaine
manie`re, on retarde ainsi les de´cisions d’appariement et de fusion.
On peut remarquer que la plupart des repre´sentations surfaciques actuelles recourent a` des degre´s
d’occupation probabilistes (voire a` des valeurs de´duites de la the´orie de l’e´vidence ou de la logique
floue) plutoˆt qu’a` des degre´s d’occupation histogrammiques. En effet, le cadre histogrammique conduit
ge´ne´ralement a` des repre´sentations de moins bonne qualite´, meˆme s’il est bien adapte´ a` l’e´vitement
d’obstacles a` grande vitesse par exemple [13]. Toutefois, dans notre approche, le but est de de´tecter des
incohe´rences plutoˆt que de raffiner progressivement la position des obstacles : l’estimation de position des
obstacles est ge´re´e par ailleurs, via la mise en correspondance de primitives. En outre, notre syste`me est
susceptible d’inte´grer moins de cartes locales que dans le cas d’une construction de grille d’occupation a`
partir de donne´es sonar par exemple : un cadre probabiliste risquerait donc de conduire a` des difficulte´s
de convergence.
Pour construire la carte en ligne, il est indispensable de mode´liser et de ge´rer les incertitudes de
diffe´rentes natures :
– incertitudes ge´ome´triques : pour prendre en compte les impre´cisions sur la position des primi-
tives ge´ome´triques de la carte, on peut mode´liser ces erreurs dans un cadre probabiliste (variables
gaussiennes par exemple), dans un cadre de logique floue (ensembles flous) ou par une approche
inspire´e de la the´orie de l’e´vidence (masses de croyance). Nous pre´ciserons au chapitre suivant
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Fig. 4.12: Fusion de polygones d’espace libre locaux avec mise a` jour des degre´s d’occupation histo-
grammiques. Chaque cellule porte un label qui indique le nombre de fois ou` elle a e´te´ observe´e comme
libre. Les pointille´s correspondent a` des segments « non obstacles » , c’est-a`-dire aux limites de champ
de perception du capteur (limites de porte´e ou lignes de vise´e correspondant aux occultations).
pourquoi nous avons opte´ pour un cadre probabiliste ;
– incertitudes topologiques : nous avons propose´ les degre´s d’occupation histogrammiques qui
renseignent sur la forme de l’espace libre (mode`le surfacique) et induisent ses proprie´te´s topologiques
(nombre de trous, etc.).
4.6 Discussion
4.6.1 Position de cette repre´sentation
Le mode`le de cartes propose´ me´lange donc diffe´rents types de cartes me´triques et topologiques :
– carte me´trique base´e sur des primitives ge´ome´triques (segments), et meˆme sur des com-
binaisons de primitives ge´ome´triques (lignes polygonales qui relient les segments adjacents) ; la
notion d’objet plus complexe (polygones ou ensembles de polygones notamment) n’est pas loin :
elle est facile a` mode´liser via l’adjonction d’e´tiquettes sur les entite´s topologiques de la carte (dans
la repre´sentation propose´e, on peut aise´ment de´tecter des objets comme des obstacles ferme´s tels
que des piliers, jamais observe´s comme libres et entoure´s de segments « obstacles ») ;
– repre´sentation surfacique constitue´e d’une grille d’occupation dont les cellules sont de taille et
de forme irre´gulie`res (pour les deux versions des cartes combinatoires : re´elles ou discre`tes), avec
possibilite´ de transformation rapide en grille d’occupation re´gulie`re (via un algorithme de « scan
conversion » par exemple [72]) ;
– informations topologiques d’adjacence entre e´le´ments de la carte (sommets, areˆtes et faces), et
notamment entre cellules de la partition (faces) : on obtient ainsi un graphe topologique sous-jacent
de l’espace libre, dont les sommets correspondent aux cellules et dont les areˆtes correspondent aux
informations d’adjacence entre cellules. On peut facilement extraire de ce graphe le nombre de trous
dans l’espace libre (zones connexes inconnues ou constitue´es d’obstacles), et y chercher plusieurs
chemins alternatifs pour se rendre a` un meˆme lieu (dans un espace discre´tise´ via la partition induite
par la carte combinatoire).
En outre, des mode`les d’incertitudes ge´ome´triques et topologiques facilitent la construction incre´mentale
du mode`le.
98 Choix d’un mode`le
Ainsi, cette repre´sentation est hybride au sens ou` elle meˆle plusieurs types de repre´sentations me´triques
(cartes d’amers et mode`le surfacique) ainsi que des informations topologiques d’adjacence. Selon la clas-
sification propose´e au chapitre pre´ce´dent, l’hybridation me´trique / topologique correspond en
quelque sorte a` un re´seau de cartes locales issues d’un partitionnement. Ces cartes locales sont
tre`s simples puisqu’il s’agit de polygones de degre´ d’occupation uniforme. On peut cependant remarquer
que l’on dispose d’une information topologique qui n’existe pas en ge´ne´ral dans les autres repre´sentations
employe´es pour le SLAM : l’adjacence entre areˆtes et faces ou entre sommets et faces (en plus de l’ad-
jacence entre cellules qui existe dans les repre´sentations topologiques classiques et de l’adjacence entre
areˆtes ou entre areˆtes et sommets qui existe dans les repre´sentations me´triques a` base de combinaisons de
primitives ge´ome´triques [18] [21]). Cette information supple´mentaire permet notamment de ve´rifier des
contraintes d’inte´grite´ (par exemple pour e´viter les « slivers » que nous avons vus au chapitre pre´ce´dent,
bien connus en ge´ographie, et qui re´sultent d’une mauvaise superposition des primitives apparie´es). Ainsi,
la repre´sentation re´sultante favorise la de´tection et la correction des incohe´rences : on peut re´ellement
combiner le mode`le surfacique et la carte d’amers via une fusion valide des polygones d’espace libre
locaux.
En fait, comme dans les mode`les ge´ographiques classiques, on dispose d’une ve´ritable couche
topologique et le syste`me de labe´lisation associe´ aux cartes combinatoires permet de re´aliser des rai-
sonnements spatiaux e´labore´s ainsi que des ope´rations de manipulation efficaces (graˆce aux pre´calculs)
lors de la mise a` jour de la carte et de son exploitation. En particulier, comme nous l’avons indique´
au chapitre pre´ce´dent, cette couche facilite les ope´rations boole´ennes qui sont a` la base de nombreuses
manipulations et requeˆtes re´alise´es sur les cartes dans les syste`mes d’information ge´ographiques, et qui
sont susceptibles d’eˆtre employe´es dans un cadre robotique.
4.6.2 Discussion sur cette repre´sentation
La repre´sentation choisie apparaˆıt donc tre`s structure´e par rapport aux cartes classiques
existant dans la litte´rature du SLAM, d’autant que l’objectif est de la construire de fac¸on
incre´mentale (en ligne), et non a posteriori.
Toutefois, par rapport aux crite`res de comparaison des mode`les de cartes propose´s au chapitre 2, cette
repre´sentation pre´sente a priori quelques limitations :
– Sa construction en ligne ne´cessite en principe une algorithmique plus complexe, du fait des contrain-
tes induites sur le processus de cartographie pour maintenir la structure de la carte. Le temps re´el
n’est donc pas acquis. En revanche, la repre´sentation n’induit pas de trajectoire particulie`re pour
le robot et rien n’interdit a priori une construction ve´ritablement « passive », ce qui favorise la
souplesse des modes de construction de la carte.
– Le mode`le polygonal utilise´ paraˆıt plutoˆt adapte´ a` un capteur de distance pre´cis tel qu’un te´le´me`tre
laser a` balayage. La ge´ne´ricite´ par rapport aux capteurs n’est donc pas e´vidente.
– La repre´sentation topologique propose´e est assez diffe´rente des repre´sentations classiques et n’offre
pas ne´cessairement tous les avantages que l’on pourrait en attendre. La partition de l’espace libre
utilise´e ne correspond pas a` des lieux caracte´ristiques et n’e´pouse pas la structure particulie`re du
baˆtiment (pie`ces, couloirs...). Elle est plutoˆt lie´e au trajet suivi par le robot et aux occultations
successives qui en re´sultent (d’ou` le de´coupage de l’espace libre et les degre´s d’ocupation variables
d’une cellule a` l’autre). Ainsi, l’adjonction de se´mantique (nom des pie`ces, de´signation des pas-
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sages,...) pourrait ne´cessiter une restructuration de cette partition. En outre, on ne dispose pas
non plus d’un re´seau de de´placement canonique a` travers l’environnement, tel qu’un diagramme
de Vorono¨ı. Toutefois, l’inte´gration a posteriori de ces re´seaux est envisageable (par raffinement de
cartes par exemple), tout en gardant une structure de carte cohe´rente : cela augmenterait ainsi les
possibilite´s d’exploitation de la repre´sentation par le robot).
– Concernant la ge´ne´ricite´ par rapport a` l’environnement, si le mode`le permet de repre´senter des
formes polygonales quelconques, il paraˆıt mal adapte´ aux objets fins et isole´s tels que les pieds
de table, du fait de la multiplication des lignes de vise´e (areˆtes « non obstacles ») qui risque d’en
de´couler. Toutefois, la repre´sentation est capable de prendre en compte ces petits objets, et une
gestion particulie`re reste envisageable pour ame´liorer l’efficacite´ du syste`me (de´tection des objets
fins et insertion de ces objets dans la carte via une « areˆte virtuelle » unique - cf. chapitre 7). Par
ailleurs, la version discre`te des cartes combinatoires induit un de´coupage de l’espace selon une grille
rigide, ce qui facilite la gestion de la carte mais limite les possibilite´s d’adaptation automatique a`
l’e´chelle des objets. Toutefois, l’utilisation des nombres flottants reste possible moyennant certaines
pre´cautions (calculs en arithme´tique exacte par exemple). Enfin, le recours au mode`le polygonal
peut paraˆıtre restrictif, notamment si l’environnement pre´sente des formes courbes. Nous verrons
que les algorithmes employe´s s’attachent a` limiter les proble`mes induits par ces formes courbes (en
particulier la multiplicite´ des approximations polygonales qui en re´sulte). En outre, la structure de
cartes combinatoires est extensible aux mode`les courbes (plongement courbe des areˆtes), meˆme si
l’ope´ration de raffinement correspondante reste a` e´tudier.
En contrepartie de ces possibles limitations, la repre´sentation propose´e promet d’importants avan-
tages :
– Meˆme dans sa version discre`te, le mode`le est plus compact qu’une grille d’occupation classique,
bien qu’il propose une repre´sentation surfacique similaire.
– Concernant l’exploitation de la carte par le robot, celui-ci dispose a` tout moment d’une repre´sentation
structure´e, a` la diffe´rence des syste`mes qui introduisent cette structuration a posteriori au lieu de
la construire de manie`re incre´mentale. En outre, le mode`le choisi impose une certaine cohe´rence
entre toutes les couches de repre´sentation : en particulier, les frontie`res de faces co¨ıncident in-
trinse`quement avec les areˆtes de la carte, ce qui assure la validite´ des raisonnements spatiaux.
Cette proprie´te´ facilite e´galement le « nettoyage » de la carte (suppression de microfaces, etc.).
Plus ge´ne´ralement, la couche topologique et le syste`me d’e´tiquetage associe´ permettent de re´aliser
efficacement des ope´rations spatiales de haut niveau telles que les requeˆtes applique´es aux syste`mes
d’information ge´ographique. La richesse du mode`le offre une certaine ge´ne´ricite´ : elle permet de
mettre en œuvre des algorithmes varie´s (pour la planification de trajectoires par exemple), voire
des combinaisons d’algorithmes ope´rant sur des couches distinctes du mode`le, dans un souci d’ef-
ficacite´ et de robustesse. Enfin, le niveau de structuration propose´ permet d’approcher la notion
d’objet, ce qui ouvre la voie vers la gestion des e´le´ments dynamiques, l’analyse de sce`nes et l’ajout
d’informations se´mantiques.
– Concernant l’exploitation par l’homme, elle s’ave`re assez naturelle puisque le mode`le s’apparente
a` un plan d’architecte avec les informations de plein et de vide de´limite´es par des lignes poly-
gonales. La diffe´rence essentielle concerne les informations d’incertitudes (degre´s d’occupation et
impre´cisions sur la position des sommets) qui peuvent aise´ment eˆtre masque´es a` l’affichage ou ap-
paraˆıtre de fac¸on ergonomique.
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– Comme nous le verrons, la fermeture de cycles de l’environnement peut eˆtre re´alise´e de manie`re
transparente par les techniques de filtrage de Kalman par exemple. La richesse du mode`le peut en
outre contribuer a` la robustesse du syste`me, en particulier durant la phase de mise en correspon-
dance entre observation locale et carte globale ou lors de la de´tection de fermeture de cycles. La
structuration facilite e´galement la de´tection et la correction explicite des incohe´rences.
4.6.3 Applications possibles
Nous avons vu au chapitre pre´ce´dent, dans la section consacre´e aux mode`les ge´ographiques, que la
couche topologique se preˆtait bien aux ope´rations boole´ennes e´le´mentaires (union, intersection, diffe´ren-
ce...) entre entite´s topologiques de la carte, et aux ope´rations plus e´labore´es qui reposent sur des combi-
naisons d’ope´rations boole´ennes. Dans un cadre robotique, on peut notamment songer aux applications
suivantes :
– localisation : possibilite´ de combiner plusieurs couches du mode`le (repre´sentation surfacique, pri-
mitives ge´ome´triques...) afin de ve´rifier les hypothe`ses de positionnement du robot dans la carte a`
partir de ses obervations courantes ;
– planification de trajectoires : possibilite´ d’utiliser les informations topologiques pour re´aliser
une planification grossie`re et les informations me´triques pour la de´finition plus fine des trajectoires.
Pour la de´finition ge´ome´trique du trajet a` suivre, la grille d’occupation sous-jacente permet la
mise en œuvre des algorithmes classiques de transformation en distance ou de champs de potentiel,
tandis que la repre´sentation a` base de primitives ge´ome´triques peut ame´liorer l’efficacite´ de cette
planification (moyennant l’e´paississement des obstacles par le diame`tre du robot [119]). On peut
e´galement envisager des techniques a` base de partitions [134] exploitant directement la subdivision
mode´lise´e par la carte combinatoire ;
– exploration : extraction efficace des frontie`res de l’espace libre restant a` explorer (via le parcours
rapide des areˆtes associe´es aux degre´s d’occupation de´finis de part et d’autre), mise en œuvre d’al-
gorithmes de « Next Best View » [153], etc. ;
– raisonnements spatiaux plus e´labore´s exploitant les ope´rations boole´ennes (via l’ope´ration de
raffinement notamment), voire des informations se´mantiques : application d’ope´rations classiques
dans les syste`mes d’information ge´ographique telles que le feneˆtrage (recherche des objets de carte
situe´s a` l’inte´rieur d’une zone donne´e - une zone contamine´e par exemple) ou la superposition de
cartes (recherche des intersections avec une autre couche the´matique repre´sentant par exemple les
frontie`res de baˆtiments issues d’une carte ge´ographique plus macroscopique, des re´gions couvertes
par les moyens de communication, des zones dangereuses,...). En outre, l’exploitation de l’infor-
mation se´mantique attache´e (manuellement ou automatiquement) aux entite´s topologiques telles
que l’orientation (points cardinaux) ou le type de pie`ces (« couloir » pour une pie`ce allonge´e...)
permettrait des requeˆtes du type : « trouver tous les chemins qui me`nent a` ce point de ralliement
a` travers la partie nord du couloir ».
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4.7 Quelle me´thode de construction de carte sur ce mode`le ?
Comme nous l’avons explique´ pre´ce´demment, l’algorithme de construction de cartes propose´ proce`de
par fusion successive des polygones d’espace libre locaux. A chaque e´tape de fusion, il s’agit donc de
mettre en œuvre les ope´rations suivantes :
– mise en correspondance des primitives ge´ome´triques du polygone local avec les primitives de la
carte globale ;
– mise a` jour ge´ome´trique de la carte globale en fonction des nouvelles observations induites par la
mise en correspondance ;
– mise a` jour topologique de la carte globale afin de corriger les degre´s d’occupation histogrammiques
et de maintenir une structure de carte combinatoire cohe´rente.
Concernant la mise a` jour ge´ome´trique de la carte, nous optons pour une approche probabiliste clas-
sique a` base de filtrage de Kalman e´tendu. En effet, nous avons vu dans les chapitres d’e´tat de l’art
que ces techniques ont fait l’objet de nombreuses e´tudes et ame´liorations au cours des dernie`res anne´es :
preuves de convergence dans le cas line´aire, gestion des proble`mes de line´arisation, re´duction du couˆt de
calcul, etc. En outre, elles offrent des possibilite´s d’e´volution vers des approches alternatives telles que le
FastSLAM, qui les simplifie en les combinant a` un filtrage particulaire. Ainsi, lors de cette phase de mise
a` jour ge´ome´trique de la carte globale, il s’agit a` la fois de pre´ciser les positions des diverses primitives
ge´ome´triques constitutives de la carte, en fonction des observations, mais aussi de comple´ter cette carte
par les e´le´ments nouveaux qui sont observe´s pour la premie`re fois. C’est a` ce stade qu’intervient le fil-
trage de Kalman proprement dit. Le robot observe un certain nombre de primitives ge´ome´triques, dont
certaines sont apparie´es a` des primitives connues. Ces observations relatives entre le robot et l’environne-
ment lui permettent de corriger a` la fois sa propre position et la position des primitives de la carte (ainsi
que les incertitudes gaussiennes associe´es). Notons que dans ce processus, la localisation des primitives
non observe´es est e´galement raffine´e, a` travers les corre´lations existant entre les erreurs d’estimation des
divers e´le´ments ge´ome´triques.
Par rapport a` l’essentiel des repre´sentations ge´ome´triques fonde´es sur les frontie`res, la difficulte´ pour
la mise a` jour de notre carte vient du fait que les primitives ge´ome´triques ne « flottent » pas dans l’espace
les unes par rapport aux autres (comme dans les repre´sentations « spaghettis » e´voque´es dans le cadre
des syste`mes ge´ographiques), mais sont relie´es entre elles de fac¸on tre`s pre´cise. En particulier, les seg-
ments conse´cutifs d’une meˆme face sont relie´s entre eux par l’interme´diaire de sommets. Quelques autres
repre´sentations pre´sentent e´galement cette particularite´ [139] [18] [153] [21], mais rares sont celles qui
combinent ce type de mode`le a` une repre´sentation de l’espace libre [139] [153]. De plus, dans ces dernie`res
approches, il n’existe que deux degre´s doccupation possibles : libre ou occupe´. Ainsi, par construction,
les sommets ne sont en principe incidents qu’a` deux areˆtes au maximum (si la carte est exempte d’in-
cohe´rences tels que des croisements de frontie`res obstacles et si l’on interdit les cas de´ge´ne´re´s tels que
les obstacles d’e´paisseur nulle ou les frontie`res d’obstacles qui se touchent de manie`re ponctuelle). Dans
notre repre´sentation, en revanche, certains sommets peuvent eˆtre incidents a` plus de deux areˆtes (quatre
au maximum dans le cas des cartes discre`tes). En conse´quence, si la mise a` jour consiste a` corriger la po-
sition des segments (comme dans le cas de [139] par exemple), des incohe´rences risquent d’apparaˆıtre au
niveau des sommets incidents a` plus de deux areˆtes, puisque les intersections deux a` deux des nouveaux
segments (ou plutoˆt de leurs nouvelles droites porteuses) ne co¨ıncideront plus (cf. Fig. 4.13).
Ainsi, afin de pre´venir ou de corriger ce type d’incohe´rences, il convient de de´finir pre´cise´ment sur
quel type de primitives nous devons travailler pour mettre a` jour l’e´tat (quels parame`tres apparaissent
dans le vecteur d’e´tat du filtre de Kalman), quelles observations nous pouvons faire sur ces primitives
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Fig. 4.13: Incohe´rences lie´es au de´placement d’un segment (segment en gras) dans le cas des som-
mets incidents a` plus de deux segments. Ce de´placement induit l’apparition de deux nouveaux points
d’intersection entre droites porteuses.
(ce qui est lie´ au processus de mise en correspondance), et comment, a` partir de la mise a` jour de l’e´tat,
nous pouvons remettre a` jour la carte combinatoire globale. Ces diffe´rentes questions seront aborde´es en
de´tail dans les chapitres suivants, qui traitent chacun de l’une des e´tapes du processus de cartographie.
Chapitre 5
Mise en correspondance entre carte
locale et carte globale
« Etre e´veille´ c’est pouvoir percevoir certains points de
repe`re. Le meˆme travail que fait le navigateur selon le sex-
tant, l’heure du bord et les tables - tu le fais myste´rieusement
selon tes instruments et tes documents vivants, a` l’e´gard des
choses, qui deviennent repe`res, plane`tes, chronome`tres, me-
sures. »
P. Vale´ry (« Cahiers 1894-1914 »)
5.1 Position du proble`me
Dans le cadre de la construction automatique de cartes d’environnement, la mise en correspondance
entre carte globale et observation locale est une e´tape cruciale : elle permet d’assurer la cohe´rence de la
repre´sentation (en e´vitant les redondances et les faux appariements) et de recaler la position du robot. Elle
est d’autant plus importante dans les me´thodes a` base de filtrage de Kalman qu’un mauvais appariement
peut rapidement conduire a` une divergence du filtre.
5.1.1 Mise en correspondance de primitives ge´ome´triques
Dans le cadre du SLAM, la technique de mise en correspondance employe´e de´pend bien suˆr de la
repre´sentation utilise´e et de la me´thode d’estimation mise en œuvre. Par exemple, pour les repre´sentations
a` base de primitives ge´ome´triques ge´ne´re´es par filtrage de Kalman, on recourt souvent a` un test de Ma-
halanobis qui permet de prendre en compte les covariances dans la mesure de distance entre un e´le´ment
de la carte globale et un e´le´ment de la carte locale. Pour les repre´sentations construites par superposition
de scans bruts, il s’agit ge´ne´ralement d’apparier des scans : il existe des techniques varie´es, fonde´es sur
des appariements point a` point ou exploitant l’extraction de primitives ge´ome´triques. Pour les grilles
d’occupation, certaines techniques proce`dent par corre´lation entre deux grilles discre`tes [168] [81], tandis
que d’autres extraient des segments [81]. Enfin, pour les repre´sentations topologiques, la mise en cor-
respondance s’effectue en ge´ne´ral sur les sommets en comparant le nombre d’areˆtes incidentes dans les
graphe ainsi que des attributs attache´s aux nœuds et aux arcs.
Dans notre cas, on peut envisager des combinaisons de ces techniques puisque l’on dispose de diffe´rentes
couches de repre´sentations. En particulier, graˆce a` la repre´sentation discre`te, on peut envisager des
techniques de corre´lation. Nous nous focalisons toutefois dans un premier temps sur les primitives
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ge´ome´triques car ces informations d’appariement entre primitives sont primordiales pour la mise a` jour
de la carte par filtrage de Kalman. En outre, cette approche limite a priori la combinatoire car le nombre
de primitives est re´duit par rapport au nombre de cellules d’une grille d’occupation ou le nombre de
points dans un scan brut par exemple. De`s lors, il existe diffe´rentes options pour re´aliser la mise en
correspondance : nous les de´taillons ci-apre`s.
* Possibilite´ d’exploitation de divers types de primitives ge´ome´triques :
Les me´thodes d’appariement exploitent divers types de primitives ge´ome´triques. Les plus courantes
sont base´es sur les points (ou e´ventuellement des coins, c’est-a`-dire des « points oriente´s ») et les seg-
ments [139]. Quelques-unes concernent les cercles [206] ou des objets de plus haut niveau [18] [21]. Pour
les segments, la correspondance est plus difficile a` e´tablir que pour les points : en effet, il faut assurer a` la
fois l’appariement des droites porteuses et la correspondance de la position de ces segments sur la droite
porteuse. Il convient donc de ve´rifier que chaque segment se trouve « en face »de l’autre, en utilisant
par exemple des informations sur la position des extre´mite´s du segment sur la droite porteuse. Souvent,
cette ve´rification est re´alise´e au moyen de projections orthogonales [139], mais elle suppose alors que
l’on dispose d’une bonne estimation initiale des positions relatives des deux segments. Par ailleurs, il est
possible de re´aliser des appariements « homoge`nes » entre primitives de meˆme type (point sur point ou
segment sur segment) ou des appariements « he´te´roge`nes » entre diffe´rents types de primitives (point sur
segment par exemple [21] [139]).
* Mise en correspondance dans l’espace de la carte ou dans l’espace des positions :
Globalement, la mise en correspondance peut eˆtre re´alise´e dans deux espaces distincts : l’espace des
positions ou l’espace des cartes. Pour le premier espace, il s’agit de de´placer la carte locale de manie`re
a` ce qu’elle se superpose au mieux a` la carte globale : on recherche la meilleure position d’appariement.
Les me´thodes de localisation de robot mobile a` partir de cartes existantes fonctionnent de cette manie`re.
Pour le second espace, il s’agit de de´finir des liens de correspondance entre primitives locales et globales.
Certaines approches combinent ces deux types d’appariement. Par exemple, dans le cadre de la reconnais-
sance d’objets dans des images, Beveridge [11] ou Loader [125] commencent par de´finir des hypothe`ses
d’appariement entre primitives (segments), puis pour chacune de ces hypothe`ses, ils recherchent via des
techniques d’optimisation (descentes de gradient, recherche taboue...) la meilleure estime´e de position de
l’objet local par rapport a` la sce`ne globale. Cette optimisation ne´cessite auparavant la de´finition d’une
distance entre deux ensembles de segments.
Dans notre cas, nous privile´gions une mise en correspondance dans l’espace des cartes puisque c’est
le filtrage de Kalman qui exploite ces donne´es d’appariement (a` travers la de´finition des observations)
pour calculer la correspondance dans l’espace des positions (la nouvelle position du robot en re´alite´).
Toutefois, nous verrons qu’un premier appariement dans l’espace des positions peut s’ave´rer utile pour
faciliter la mise en correspondance des primitives ge´ome´triques.
* Appariement local ou global :
La mise en correspondance de la carte locale avec la carte globale peut se faire a` un niveau global ou
seulement local. Au niveau global, on n’utilise aucune information a priori sur la position de la carte locale
au sein de la repre´sentation globale : on peut ainsi re´soudre le proble`me bien connu du « robot kidnappe´ »,
c’est-a`-dire du robot que l’on a de´place´ a` son insu, sans lui indiquer dans quelle zone il se trouve a` l’issue
de cette ope´ration. Pour un appariement au niveau local, on dispose d’une estimation a priori (entache´e
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d’incertitude) sur la position du robot : il suffit donc de rechercher des mises en correspondances dans un
espace limite´ autour des positions incertaines des e´le´ments observe´s (de´duites de la position incertaine du
robot). Les techniques de cartographie par filtrage de Kalman fonctionnent ge´ne´ralement au niveau local,
avec une position incertaine du robot mode´lise´e par une gaussienne unimodale : il n’est pas possible de
maintenir plusieurs hypothe`ses de position du robot et on ne traite pas le cas du robot kidnappe´. On parle
alors de « suivi de position ». Comme nous avons opte´ pour ce type de filtrage, nous nous orientons donc
e´galement vers un simple suivi de position. Une extension au filtrage particulaire telle que le FastSLAM
pourrait permettre de passer a` une mise en correspondance plus globale.
* Me´thodes gloutonnes ou optimales :
Dans le cadre de la mise en correspondance de primitives, pour limiter la complexite´ des algorithmes,
on recourt souvent a` des me´thodes gloutonnes, sous-optimales, qui ne garantissent pas de trouver la
meilleure solution. En particulier, l’appariement par « recherche de plus proche voisin » est tre`s re´pandu :
pour chaque primitive locale, il s’agit de rechercher la primitive globale qui lui correspond le mieux (au
sens ou` elle minimise une certaine distance ou un certain couˆt d’appariement). Or la meilleure solution
globale n’implique pas que chaque primitive soit apparie´e a` la plus proche dans l’autre carte. Certaines
techniques le´ge`rement plus e´labore´es conside`rent au moins des couples de primitives a` apparier, par
exemple des coins constitue´s de deux segments [153].
Enfin, d’autres me´thodes, plus optimales, s’attachent a` de´finir une correspondance globale entre
ensembles de primitives. Par exemple, Neira et Tardos ont de´veloppe´ un test de compatibilite´ global
entre couples de primitives apparie´es [145]. Ce test est fonde´ sur la distance de Mahalanobis : les au-
teurs montrent qu’on peut calculer cette distance globale sur un ensemble d’appariements de manie`re
incre´mentale. Ce calcul incre´mental est ensuite exploite´ dans un algorithme de recherche de type « branch
and bound » (qui proce`de par e´lagage dans un arbre de recherche). L’objectif est de trouver la meilleure
hypothe`se globale de mise en correspondance, au sens de celle qui maximise le nombre d’appariements.
Le « branching »utilise une technique de plus proches voisins pour essayer d’explorer en premier les
meilleurs appariements dans l’arbre de recherche. Pour la partie « bound » (calcul de borne sur les sous-
arbres restants), les auteurs de´finissent la qualite´ d’un nœud de l’arbre comme le nombre d’appariements
potentiels restant.
Nous nous attacherons de meˆme a` de´velopper une me´thode aussi globale et optimale que possible.
* Une possible exploitation de la se´mantique :
Enfin, on peut se demander comment sont traite´es les mises en correspondance de repre´sentations
ge´ographiques, ou` le format des cartes vecteurs exploitant une couche topologique est proche du noˆtre.
On s’aperc¸oit qu’il est souvent fait usage de la se´mantique afin d’apparier les ponctuels, puis les re´seaux
line´iques et les e´le´ments surfaciques. Meˆme si cela est envisageable a` l’avenir, nous taˆcherons toutefois
de re´aliser la mise en correspondance sans l’aide d’informations se´mantiques (notamment parce que nous
utilisons des donne´es laser qui sont moins adapte´es a` l’extraction de se´mantique que des capteurs tre`s
riches tels que la vision), et plus ge´ne´ralement sans information de haut niveau (meˆme avec des donne´es
laser, on peut extraire des objets de haut niveau, tels que des configurations particulie`res d’obstacles [18],
auxquels on n’attache pas ne´cessairement de ve´ritable information se´mantique).
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5.1.2 Spe´cificite´s induites par notre repre´sentation et par notre approche
Nous nous plac¸ons dans le cadre d’un filtrage de Kalman et nous cherchons a` fusionner les frontie`res
d’obstacles qui se correspondent. Nous avons vu que la mise en correspondance qui nous inte´resse en
premier lieu se situe dans l’espace des cartes (appariement de primitives) plutoˆt que dans l’espace des
positions (puisque le filtrage de Kalman se charge de cette correction de position). Comme nous dispo-
sons en outre d’estimations gaussiennes sur la position des primitives ge´ome´triques, nous nous orientons
naturellement vers un test de Mahalanobis.
Il importe ensuite de de´terminer quelles primitives ge´ome´triques doivent eˆtre employe´es dans cette
mise en correspondance. Les sommets de la carte ne sont pas toujours significatifs, ni facilement ob-
servables. Par exemple, certaines intersections entre segment « obstacle » et segment « non obstacle »
correspondent seulement a` une limite d’occultation sur un mur : lorsque le robot se de´place vers une
nouvelle position, il y a peu de chances pour que ce point se de´tache a` nouveau sur le mur observe´ (cf.
Fig. 5.1).
Fig. 5.1: Le point P sur la carte globale (en noir) a peu de chances d’eˆtre re´observe´ directement. Les
lignes rouges repre´sentent les frontie`res d’obstacle re´elles.
De meˆme, lorsque l’on observe une surface au loin, l’e´chantillonnage sur cette surface devient laˆche
et on risque de ne pas voir certains de´crochements qui se de´tacheraient mieux de pre`s (cf. Fig. 5.2) : les
sommets re´sultants diffe`rent suivant la distance a` laquelle se tient le robot.
Fig. 5.2: Le de´crochement du mur re´el (en rouge) risque de ne pas eˆtre perc¸u de loin : les points
noirs correspondent a` des points de mesure te´le´me´triques successifs tre`s espace´s car acquis a` grande
distance.
En outre, dans un environnement qui pre´sente des lignes courbes, les sommets issus de sa polygona-
lisation sont susceptibles d’e´voluer car l’approximation polygonale n’est pas unique (5.3).
Fig. 5.3: Deux approximations polygonales diffe´rentes de la meˆme courbe.
Ainsi, nous nous orientons plutoˆt vers un appariement de segments, plutoˆt que vers un appariement
de points. A la diffe´rence de certaines approches telles que celle d’Einsele [60], nous ne travaillerons pas
sur le polygone initial constitue´ des segments e´le´mentaires entre deux points de mesure : pour acce´le´rer
l’appariement et pre´parer une repre´sentation plus compacte, nous chercherons a` regrouper des segments
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conse´cutifs aligne´s. Nous commenc¸ons donc par une phase de polygonalisation.
En outre, comme nous l’avons de´ja` souligne´, nous souhaitons re´aliser une mise en correspondance
aussi globale que possible, en e´vitant les algorithmes gloutons de type « plus proches voisins ». Ainsi,
plutoˆt que d’apparier inde´pendamment chaque segment de la carte locale, nous nous efforc¸ons de mettre
en correspondance des chaˆınes polygonales : il s’agit d’exploiter les informations d’adjacence dont nous
disposons dans la structure de carte combinatoire. Nous pouvons envisager un test de compatibilite´ glo-
bal. Toutefois, si l’algorithme de´crit par Neira et Tardos [145] paraˆıt particulie`rement efficace dans le
cadre d’un appariement de sommets, il semble plus de´licat a` mettre en œuvre dans le cas de segments.
Tout d’abord, la mise en correspondance des droites porteuses des segments (test de Mahalanobis sur
leurs coordonne´ees polaires) ne suffit pas. Il faut tenir compte des extre´mite´s des segments pour ve´rifier
qu’ils se trouvent bien l’un « en face »de l’autre sur ces droites : on ajoute donc une ve´rification sur les
projections orthogonales, comme explique´ ci-dessus (cf. Fig. 5.4).
Fig. 5.4: Ve´rification que les segments se trouvent bien « l’un en face de l’autre », via les projections
orthogonales. Ici, la ve´rification est positive puisque la projection orthogonale de chaque segment sur
la droite porteuse de l’autre segment intersecte cet autre segment (portions rouges).
Cette ve´rification ne´cessite donc une bonne estimation initiale des positions relatives des segments,
c’est-a`-dire une bonne estimation initiale de la position de la carte locale (de la position du robot en fait)
par rapport a` carte globale. Ainsi, une correction de position initiale (avant la mise en correspondance
des primitives dans l’espace des cartes) peut s’ave´rer ne´cessaire. On ve´rifie e´galement que l’observation se
fait du bon coˆte´ du segment par rapport a` la position de l’espace libre : en effet, une frontie`re d’obstacle
est toujours observe´e du meˆme coˆte´, celui qui correspond a` l’espace libre et non a` l’espace occupe´ par
l’obstacle (cette information est maintenue dans la carte globale via les degre´s d’occupation des faces).
Cela constitue une se´curite´ supple´mentaire.
Par ailleurs, avec un test de compatibilite´ globale base´ sur la distance de Mahalanobis [145], on
risque de favoriser l’appariement de petits segments (qui ont ge´ne´ralement une variance plus e´leve´e) au
de´triment des grands segments. Or les petits segments sont en principe moins significatifs et induisent
des risques d’erreur plus importants. De plus, la me´thode de « branch and bound »propose´e maximise le
nombre d’appariements sans distinguer les grands segments des plus petits. De`s lors, on peut envisager
d’introduire explicitement la longueur de l’appariement dans le processus de mise en correspondance, a`
la manie`re des distances d’appariement propose´es par Beveridge par exemple [11].
Enfin, il faut e´galement ge´rer les cas d’appariements multiples de segments : certains sont autorise´s
et d’autres doivent eˆtre interdits. Ces interdictions peuvent eˆtre de´termine´es sur la base des projections
orthogonales par exemple. Ainsi, le test de compatibilite´ globale de Neira et Tardos ne paraˆıt pas direc-
tement applicable. On cherchera donc une me´thode alternative base´e sur la mise en correspondance de
segments qui soit aussi globale que possible et qui ge`re les appariements multiples. Par ailleurs, comme
la mise en correspondance de segments ne´cessite une bonne estimation de position initiale, on commence
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par une mise en correspondance dans l’espace des positions. La figure 5.5 sche´matise le fonctionnement
de notre algorithme d’appariement, dont nous de´taillons a` pre´sent les diffe´rents modules.
5.2 Approximation polygonale
5.2.1 Me´thodes existantes
Il existe de multiples me´thodes d’approximation polygonale de contours e´chantillonne´s : nombre
d’entre elles sont utilise´es pour les besoins de l’analyse d’images.
Par exemple, le livre e´dite´ par Cocquerez et Philipp cite plusieurs approches possibles [29] : nous nous
inspirons de leur classification pour de´crire les techniques rencontre´es dans la litte´rature.
* Reconnaˆıtre les segments de droite discrets :
Ce type d’approche consiste a` extraire individuellement des segments a` partir des donne´es brutes dis-
ponibles : elle ne fournit pas ne´cessairement des lignes polygonales mais plutoˆt des segments individuels.
De plus, elle n’exploite pas ne´cessairement l’information de chaˆınage se´quentiel des points de mesure.
Par exemple, lorsque l’on emploie un capteur de vision (came´ra), on utilise souvent la transforme´e de
Hough pour identifier les contours rectilignes de l’image. Nous avons d’ailleurs exploite´ cette approche
dans une version ante´rieure et tre`s pre´liminaire de notre algorithme de cartographie, base´e sur des donne´es
visuelles [50] (cf. Fig. 5.6, 5.7 et 5.8). La transforme´e de Hough peut e´galement eˆtre utilise´e pour extraire
des cellules obstacles aligne´es dans les grilles d’occupation [168].
Lorsque l’on opte pour des capteurs de distance comme les te´le´me`tres, on effectue parfois une e´tape
d’agre´gation pour extraire les points de donne´es qui correspondent a` des segments individuels ou a` des
lignes polygonales distinctes : par exemple, chez Castellanos et Tardos, cette e´tape est re´alise´e par filtrage
de Kalman en suivant dans l’ordre les points de mesure du scan [21]. Certains points de mesure ne font
partie d’aucun segment : ils sont rejete´s de la polygonalisation. Ensuite, on peut estimer les segments par
moindres carre´s a` partir des points de mesure bruts qui les constituent [170].
* Approximer au mieux le contour pour un nombre de segments fixe´
Certains algorithmes fixent a` l’avance le nombre de segments a` obtenir a` partir de l’observation.
Chaque point de mesure est alors attribue´ a` un segment donne´ (ou e´ventuellement a` plusieurs segments
avec pour chacun un certain indice de confiance). Par exemple, l’algorithme classique de classification
floue par prototype de´crit par Borges [14] de´finit C classes d’appartenance pour les points de mesures,
qui correspondent chacun a` un segment de prototype αi, ρi (il s’agit des coordonne´es polaires dans ce
cas). Cet algorithme de´finit e´galement des degre´s d’appartenance flous ui,j compris entre 0 et 1, qui
correspondent a` l’appartenance du point de mesure Pj a` la classe Ci. Ensuite, une optimisation sous
contraintes permet de trouver a` la fois les valeurs des prototypes αi, ρi et les degre´s d’appartenance floue
ui,j des points en minimisant une fonction de couˆt (qui correspond a` une somme de distances entre les
points et les prototypes), sous contrainte que pour tout point Pj , ΣCi=1ui,j = 1.
Un tel algorithme ne permet cependant pas d’adapter le nombre de segments au type d’environne-
ment. De plus, comme le pre´ce´dent, il n’assure pas la conservation de l’ordre des points de mesures le
long du scan car l’attribution des degre´s d’appartenance ne prend pas en compte cette information.
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Fig. 5.5: Sche´ma de fonctionnement de notre algorithme d’appariement.
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Fig. 5.6: Images initiales acquises par le robot dans notre couloir (on distingue le sol marron, une
double porte et des parois jaune paˆle, ainsi qu’un meuble beige a` portes brunes.
Fig. 5.7: Polygones d’espace libre correspondants a` ces images, reprojete´s sur le plan du sol.
Fig. 5.8: Cartes combinatoires globales re´sultant de la fusion des deux premiers polygones de la figure
pre´ce´dente (a` gauche), eux-meˆmes fusionne´s au troisie`me (a` droite). Une zone de la carte apparaˆıt
d’autant plus claire qu’elle a souvent e´te´ observe´e comme libre.
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* Approximer au mieux le contour pour une erreur maximale fixe´e
Une autre technique classique consiste a` de´couper un contour e´chantillonne´ de manie`re re´cursive : on
parle souvent d’algorithmes de partition/fusion (« split and merge »). L’approximation polygonale peut
alors re´sulter d’un de´coupage « dichotomique » ou « se´quentiel » (on parle souvent dans la litte´rature de
me´thode « re´cursive» ou « ite´rative»). Elle assure en principe que les sommets du polygone et l’agre´gation
des points dans les segments conserve l’ordre se´quentiel des points du contour. Dans le cas dichotomique
(« re´cursif »), on commence par relier les extre´mite´s du contour a` polygonaliser par un segment unique.
Ensuite, ce segment est de´coupe´ re´cursivement si certains crite`res sont ve´rifie´s : la distance entre ce seg-
ment et les points re´els qui lui correspondent doit eˆtre supe´rieure a` un certain seuil mais sa longueur ne
doit pas eˆtre infe´rieure a` un autre seuil. Le de´coupage e´tant tre`s sensible au choix des points extre´mite´s,
on ajoute souvent une phase de regroupement des segments adjacents aligne´s, qui re´duit cette sensibilite´
[29]. Dans le cas se´quentiel (« ite´ratif »), les points sont traite´s en « flot de donne´es » le long du contour :
des points successifs sont regroupe´s tant qu’un certain crite`re, mis a` jour a` chaque ajout de point, est
ve´rifie´. Ce crite`re correspond ge´ne´ralement a` une distance entre le segment en cours de construction et
les points utilise´s pour le construire. Ce type d’algorithme est toutefois tre`s sensible au choix des seuils
[14]. Expe´rimentalement, on constate e´galement que les coins ont parfois tendance a` eˆtre « rogne´s ».
* Chercher des points caracte´ristiques pour de´crire un contour :
Pour segmenter le contour, on peut e´galement rechercher des points spe´cifiques qui se de´marquent au
sein du contour. Par exemple, les points de´tecte´s par de´coupage ite´ratif ou re´cursif peuvent eˆtre conside´re´s
comme tels. Les points pre´sentant une forte courbure au sein du contour peuvent e´galement entrer dans
cette cate´gorie. Par exemple, Charbonnier proce`de en premier lieu par extraction de « points dominants »
[25] : il s’agit de points de de´crochements (a` l’extre´mite´ d’une ligne de vise´e « non obstacle » notamment)
ou de points anguleux (en particulier les coins de murs). Les points de de´crochement correspondent a`
des discontinuite´s dans les mesures de distance du scan : ils sont estime´s par filtrage de Kalman et par
logique floue. Quant aux points anguleux, ils correspondent a` un maximum de courbure. Ensuite, une
e´tape de fusion permet de retirer les points de de´crochement et les points anguleux errone´s.
5.2.2 Choix d’une technique
L’objectif de notre phase de polygonalisation est d’obtenir une segmentation du contour plus com-
pacte que la liste des segments e´le´mentaires reliant deux points de mesure successifs : il s’agit donc de
regrouper les points de mesure aligne´s. En outre, nous cherchons a` calculer les incertitudes sur les primi-
tives ge´ome´triques extraites, afin de mettre en œuvre une technique d’estimation par filtrage de Kalman.
Enfin, nous souhaitons maintenir les liens d’adjacence entre segments successifs pour mettre en place la
structure de carte combinatoire : les segments extraits doivent eˆtre relie´s les uns aux autres dans une
meˆme boucle polygonale. Ainsi, l’ordre des points du scan doit eˆtre conserve´ lors de la construction des
frontie`res du polygone.
En conse´quence, nous pre´fe´rons e´viter les algorithmes qui de´finissent pre´cise´ment la position des
segments par re´gression line´aire a` partir des points de mesure. En effet, si deux segments adjacents sont
estime´s de cette manie`re, cela peut conduire a` des configurations pathologiques (cf. Fig. 5.9) :
– cas de segments adjacents presque paralle`les dont l’intersection est rejete´e au loin ;
– cas ou` les points de mesure sont interclasse´s entre plusieurs segments diffe´rents qui ne ve´rifient
plus l’ordre se´quentiel du scan (risque signale´ ci-dessus dans le cas de la classification floue ou de
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l’extraction individuelle de segments) : comment de´finir un ordre d’adjacence entre ces segments ?
– risque d’apparition d’un polygone croise´.
Fig. 5.9: Configurations pathologiques. (a) Cas de segments adjacents dont les nouvelles estimations
sont paralle`les et dont l’intersection est rejete´e a` l’infini. (b) Cas ou` les points de mesure sont in-
terclasse´s entre plusieurs segments diffe´rents (ici un noir et un rouge), qui ne ve´rifient plus l’ordre
se´quentiel du scan (en bleu). Cela cre´e en outre un polygone croise´ (les segments sont relie´s en vert
sur le contour du polygone re´sultant).
Nous avons donc choisi d’appuyer la segmentation sur des points du scan uniquement, en conservant
leur ordre initial : ainsi, certains points du scan sont se´lectionne´s pour constituer les sommets du polygone
d’espace libre final.
Nous nous sommes donc naturellement oriente´s vers une me´thode de de´coupage dichotomique (« re´cur-
sif ») du scan, ou du moins des frontie`res « obstacles » : les frontie`res « non obstacles » (lignes de vise´e
et portions de scan correspondant aux limites de porte´e du capteur) ayant e´te´ pre´alablement filtre´es sur
des crite`res de distance entre points successifs et d’orientation des segments e´le´mentaires par rapport a`
la droite de vise´e. Toutefois, pour reme´dier au proble`me de « rognage » des coins, nous recherchons au
pre´alable des points anguleux en comparant pour chaque point la direction du segment de droite et celle
du segment de gauche (segments estime´s par re´gression line´aire sur quelques points voisins). L’algorithme
de de´coupage fonctionne donc sur les portions de contour « obstacle » de´limite´es par les points anguleux.
5.2.3 Illustration sur des donne´es simule´es
Pour les besoins de tests de nos algorithmes, nous avons de´veloppe´ au CEP Arcueil un petit utilitaire
permettant de dessiner des environnements polygonaux et de simuler l’acquisition de scans dans ces
environnements. Ces scans peuvent en outre eˆtre artificiellement bruite´s selon des parame`tres gaussiens
modifiables. La figure 5.10 montre ainsi un scan simule´ (artificiellement bruite´) a` polygonaliser et la
figure 5.11 le re´sultat de la polygonalisation. Les affichages se font ici a` travers une interface ge´ne´rique
que nous avons de´veloppe´e sous Qt permettant d’afficher des scans et des polygones intervenant dans
nos algorithmes. On constate ici que les re´sultats de la polygonalisation se re´ve`lent assez pre´visibles et
« naturels ». Ils correspondent notamment au polygone de de´part ayant servi a` ge´ne´rer le scan.
5.2.4 Illustration sur des donne´es re´elles
La figure 5.12 montre un scan re´el aquis dans nos locaux (dans un couloir) au moyen de notre
robot Pioneer et la figure 5.13 pre´sente le re´sultat de la polygonalisation. De meˆme, cette e´tape de
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Fig. 5.10: Scan simule´ a` polygonaliser.
Fig. 5.11: Re´sultat de la polygonalisation : les segments « obstacles » apparaissent en rouge tandis
que les segments « non obstacles » sont trace´s en noir.
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structuration a permis de re´duire de fac¸on importante le volume de donne´es et correspond effectivement
a` l’environnement initial.
Fig. 5.12: Scan re´el a` polygonaliser.
5.2.5 Perspectives d’ame´lioration
Les expe´rimentations montrent que cette me´thode fournit ge´ne´ralement des re´sultats corrects. Celle-
ci est cependant perfectible : par exemple, on peut taˆcher de re´duire sa sensibilite´ au bruit (dans la
de´tection des points anguleux), en utilisant par exemple les techniques plus sophistique´es de Castellanos
et Tardos (recherche des points de cassure par filtrage de Kalman et tests sur les re´sidus des approxi-
mations line´aires re´sultantes pour ve´rifier que la cassure les ame´liore). De plus, les re´sultats de´pendent
directement des seuils choisis pour le de´coupage re´cursif : ceux-ci ont e´te´ re´gle´s expe´rimentalement pour
limiter le nombre de segments re´sultant sans trop sacrifier les de´tails du contour. En outre, l’incertitude
sur la position des extre´mite´s de segments (les sommets du polygone) est peu pre´cise : nous utilisons
directement celle des points bruts correspondant. Les me´thodes d’estimation de segments par re´gression
line´aire [170] ou filtrage de Kalman [21] permettraient de fournir des estimations plus fines, calcule´es a`
partir de l’ensemble des points constituant le segment.
Nous n’avons cependant pas trouve´ dans la litte´rature de me´thode « sur e´tage`re » plus e´labore´e
qui re´ponde pre´cise´ment aux crite`res que nous nous sommes fixe´s ci-dessus (en particulier le calcul de
re´gression line´aire compatible avec le chaˆınage des segments et la gestion des configurations pathologiques
cite´es ci-dessus). On peut e´galement noter qu’une technique d’extraction de lignes polygonales (et donc
d’un enchaˆınement de segments) par algorithme « EM » a` partir de repre´sentations de type « super-
position de scans bruts » a e´te´ re´cemment propose´e [190] : c’est une piste inte´ressante mais l’article ne
pre´cise pas comment calculer les incertitudes associe´es (il s’agit plutoˆt de la structuration a posteriori
d’une carte existante).
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Fig. 5.13: Re´sultat de la polygonalisation : les segments « obstacles » apparaissent en rouge tandis
que les segments « non obstacles » sont trace´s en noir.
5.3 Recalage en position de la carte locale
5.3.1 Proble´matique
Avant d’effectuer la mise en correspondance des primitives ge´ome´triques dans l’espace des cartes, nous
re´alisons un recalage en position de la carte locale (et donc de la position courante du robot) par rapport
a` la carte globale. Nous avons vu que ce recalage pre´alable est ne´cessaire pour assurer la validite´ des tests
de comparaison de segments, qui ve´rifient en particulier que les segments local et global candidats a` l’ap-
pariement se trouvent bien l’un « en face » de l’autre (au sens des projections orthogonales). L’odome´trie
fournit de´ja` une estimation du de´placement du robot par rapport a` sa position pre´ce´dente (position d’ac-
quisition du scan pre´ce´dent). Toutefois, cette estimation est souvent peu pre´cise, notamment en raison
des glissements qui se produisent lors des rotations du robot (certains virages sont effectue´s en pur glis-
sement par blocage d’une roue) et qui biaisent les odome`tres. Nous cherchons donc a` compenser cette
impre´cision par le biais d’un « odome`tre visuel » base´ sur les donne´es laser. L’exploitation de l’information
de recalage dans la mise en correspondance de primitives ne´cessite en outre une estimation de l’erreur de
localisation, puisque le test d’association de segments exploite les covariances, via un test de Mahalanobis.
Il existe diffe´rents types d’algorithmes susceptibles de re´pondre a` nos besoins (cf. par exemple le pa-
norama dresse´ de`s 1996 par Borenstein et al. [12]) : la plupart correspondent en re´alite´ a` des algorithmes
de localisation :
– Recalage par corre´lation de grilles d’occupation : ce type de recalage a par exemple e´te´
propose´ par Schiele et Crowley (pour la localisation d’un robot) [168] ou par Gutmann et Kono-
lige (lors du bouclage de cycle) [81]. L’incertitude sur la position estime´e peut eˆtre directement
de´duite des valeurs de corre´lation autour de cette position, en supposant que la distribution des
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valeurs de corre´lation est gaussienne [168]. Les expe´rimentations mene´es utilisent toutefois des
grilles probabilistes et non histogrammiques comme dans notre cas : la transposition ne paraˆıt
donc pas imme´diate (la justification de la corre´lation est probabiliste chez Gutmann et Kono-
lige), d’autant que les frontie`res d’obstacles n’apparaissent pas de la meˆme manie`re (elles ont
une certaine e´paisseur dans les grilles d’occupation, avec des variations de degre´ d’occupation,
au contraire de notre repre´sentation). Une variante consiste chez Schiele et Crowley a` extraire
dans l’une des cartes les segments correspondant aux frontie`res d’obstacles : on produit alors pour
chaque segment un masque de corre´lation qui correspond aux valeurs de la grille le long du segment.
Expe´rimentalement, cette variante a toutefois donne´ de moins bons re´sultats que la corre´lation avec
la carte locale comple`te [168].
– Recalage par appariement de scans bruts : ce type de recalage a donne´ lieu a` des algorithmes
varie´s.
Certains fonctionnent directement sur les points de mesure bruts (on parle de me´thodes « ico-
niques ») : il s’agit par exemple des algorithmes d’ICP (« Iterative Closest Point ») de Lu et Milios
[127] qui recherchent pour chaque point du premier scan le meilleur correspondant parmi les points
du second scan. Ces informations d’association de donne´es permettent de re´estimer la position du
robot par moindres carre´s, puis le processus se re´pe`te de manie`re ite´rative pour raffiner progressi-
vement cette estimation. Chez Einsele, l’appariement entre deux scans se fait par programmation
dynamique sur les se´quences de segments e´le´mentaires forme´s par les points successifs des scans
[60]. D’autres algorithmes exploitent l’approximation polygonale de l’un des scans : chez Cox par
exemple, les points de mesure du second scan sont apparie´s avec les segments les plus proches dans
le premier scan [34]. Ensuite, comme dans le cas de l’ICP, l’estimation de position peut eˆtre fournie
par moindres carre´s a` partir de ces informations d’association de donne´es. Pour calculer l’incerti-
tude correspondante, on peut utiliser comme Borges [14] la propagation des covariances a` travers
l’application d’un algorithme de moindres carre´s [85].
D’autres chercheurs proposent une estimation d’erreurs statistique, re´alise´e par e´chantillonnage.
Par exemple, Wang et Thorpe [194] appliquent le meˆme algorithme d’appariement par ICP sur
plusieurs hypothe`ses (e´chantillons) de position initiale du robot. Ils calculent ensuite la distribution
d’erreur sur les re´sultats obtenus a` partir de ces positions initiales. Toutefois, une telle technique
ne prend pas en compte les erreurs de mesure ni la qualite´ d’appariement. Pour y reme´dier, ces
erreurs sont inte´gre´es dans l’estimation par le biais de grilles d’occupation : les mesures brutes des
scans sont transforme´es en grilles d’occupation probabilistes locales correspondant chacune a` un
seul segment. Ensuite, pour chaque hypothe`se de position initiale, on peut calculer la corre´lation
entre les grilles d’occupation locales issues des deux scans : les auteurs en de´duisent une ponde´ration
des e´chantillons de l’algorithme d’appariement, qui modifie la distribution d’erreur.
Enfin, certains algorithmes recherchent les invariants des scans : ils proce`dent par exemple par
corre´lation d’histogrammes [196] [166]. Il s’agit dans un premier temps de calculer l’histogramme
d’angles de chaque scan, invariant par rotation et par translation (moyennant un de´calage de
phase) : ces angles correspondent a` l’orientation absolue des segments e´le´mentaires reliant deux
points de mesure successifs (cf. Fig. 5.14). La recherche du pic de corre´lation maximale entre les
histogrammes des deux scans permet leur recalage en rotation. On extrait e´galement de l’un des
histogrammes les deux directions principales du scan correspondant : ces directions permettent
de de´finir le repe`re dans lequel on calcule l’histogramme en x (projection sur l’axe des abscisses)
et l’histogramme en y (projection sur l’axe des ordonne´es) de chaque scan recale´ : le maximum
de corre´lation fournit alors le recalage en translation des scans. Pour estimer l’incertitude de ces
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recalages, on peut calculer comme pre´ce´demment la variance du pic de corre´lation [82].
Fig. 5.14: Calcul des angles de l’histogramme pour le recalage en rotation des scans. Le te´le´me`tre
laser se situe au niveau du disque bleu et les points de mesures correspondent aux petits cercles.
Gutmann et Schlegel ont re´alise´ une comparaison de trois de ces approches d’appariement de scans
[82] : ICP [127], association de points de mesure et de segments [34], et corre´lation d’histogrammes
[196]. Il en ressort que les deux dernie`res me´thodes fournissent les meilleurs re´sultats en environ-
nements polygonaux tandis que les appariements points/points fonctionnent mieux si l’hypothe`se
d’environnement polygonal est mise a` mal. Gutmann et Schlegel combinent alors un algorithme de
chaque cate´gorie pour re´aliser l’appariement : ils utilisent l’algorithme de Cox de`s que l’environne-
ment apparaˆıt suffisamment polygonal.
– Mise en correspondance de primitives ge´ome´triques : nous n’utiliserons pas cette option
pour le simple recalage en position puisque nous y avons recours dans la phase suivante de l’algo-
rithme (mise en correspondance dans l’espace des cartes).
5.3.2 Description de notre me´thode
Pour estimer le de´placement du robot, nous avons opte´ pour l’appariement de scans, dont l’applica-
tion nous a paru plus directe que la mise en correspondance de grilles d’occupation : il suffit pour cela
de conserver le scan pre´ce´dent. Ainsi, notre me´thode se de´compose de la manie`re suivante :
– Pre´traitement des scans : avant d’effectuer l’association de donne´es, nous retirons du scan les
points aberrants qui se situent en-dec¸a` de la porte´e minimale ou au-dela` de la porte´e maximale
du scan. Ensuite, nous appliquons sur les scans un filtre de projection comme chez Gutmann et
Schlegel [82] ou chez Lu et Milios [126] : ce filtre a pour but de retirer les points de chaque scan
qui n’ont (a priori) pas de correspondant dans l’autre scan du fait des occultations. On utilise pour
cela les estimations de position initiale fournies par l’odome´trie : ce type de filtre est donc risque´
si l’odome´trie est trop incertaine (dans ce cas, soit on effectue des recalages de scans a` grande
fre´quence pour e´viter les de´rives de l’odome´trie, soit on annule purement et simplement ce filtrage).
– Recalage par corre´lation d’histogrammes : comme l’estimation odome´trique en rotation de
notre robot est peu pre´cise (du fait des possibilite´s de virage par blocage de roue), nous avons opte´
pour une me´thode de recalage qui ne ne´cessite pas une bonne estimation initiale de l’orientation du
robot. Expe´rimentalement, par rapport a` d’autres me´thodes exploitant les invariants par rotation
(telles que la me´thode de programmation dynamique d’Einsele [60]), le recalage par corre´lation
d’histogrammes a donne´ les meilleurs re´sultats en simulation et dans diffe´rents types d’environne-
ments re´els. L’incertitude du recalage peut directement eˆtre extraite des courbes de corre´lation, en
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supposant que la distribution d’erreur est gaussienne autour du pic.
– Ajout e´ventuel d’une e´tape d’ICP : suivant la puissance de calcul disponible, on peut e´ventuelle-
ment ajouter une e´tape supple´mentaire fonde´e sur l’algorithme d’ICP. Une telle ope´ration pre´sente
une se´curite´ supple´mentaire pour assurer un bon appariement. En effet, on constate expe´rimentale-
ment que la corre´lation d’histogrammes fonctionne souvent mieux en rotation qu’en translation
(notamment lorsque l’une des deux directions principales est peu repre´sente´e dans l’histogramme
d’angle, comme dans les couloirs). En outre, elle ne ne´cessite pas une bonne estimation de la pose
initiale du robot. En contrepartie, parmi les algorithmes de mise en correspondance point a` point,
l’ICP est souvent plus efficace en translation qu’en rotation [127], et a plus de chances de fonc-
tionner correctement si l’estimation de pose initiale n’est pas trop e´loigne´e de la pose re´elle. Enfin,
comme nous l’e´voquions ci-dessus, Gutmann et Schlegel ont montre´ que les me´thodes de recalage
par histogrammes et d’ICP sont comple´mentaires puisque la premie`re fonctionne mieux en envi-
ronnement polygonal, au contraire de la seconde. Si l’on ajoute cette nouvelle e´tape de recalage,
l’estimation d’erreur de recalage est alors re´alise´e par propagation des incertitudes a` travers l’op-
timisation par moindres carre´s, selon la me´thode propose´e par Haralick [85], reprise par Borges [14].
5.3.3 Re´sultats expe´rimentaux
Un exemple sur des donne´es simule´s
La figure 5.15 montre deux scans simule´s a` recaler et la figure 5.16 pre´sente le re´sultat du recalage,
qui montre une bonne superposition des points de mesure entre les deux scans.
Fig. 5.15: Le premier scan apparaˆıt en rouge, le second en vert selon une position volontairement
errone´e.
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Fig. 5.16: Recalage de scans simule´s. Le premier scan apparaˆıt en rouge et le second en vert.
Application a` des donne´es re´elles
La figure 5.17 montre les deux scans re´els a` recaler, acquis dans notre couloir a` des positions suc-
cessives du robot : la position initiale du second scan est particulie`rement e´loigne´e du premier, du fait
de l’odome´trie tre`s approximative de notre robot (il s’agit toutefois d’un exemple extreˆme de de´rive en
translation : cette de´rive peut eˆtre limite´e si l’on effectue un recalibrage a` chaque utilisation du robot, de
manie`re a` corriger le de´gonflage des pneus par exemple). La figure 5.18 pre´sente le re´sultat du recalage,
avec un zoom sur la partie centrale dans la figure 5.19. On constate la` aussi in fine une bonne superpo-
sition des points de mesure entre les deux scans recale´s.
Plus ge´ne´ralement, la carte re´alise´e en ligne a` l’IFMA (Institut Franc¸ais de Me´canique Avance´e)
lors des JNNR’03 (Journe´es Nationales de Recherche en Robotique) constitue un exemple de recalages
multiples de scans selon la meˆme technique (cf. Fig. 5.20). Dans ce cadre, le robot avait parcouru en
te´le´ope´ration un espace d’environ 60m × 60m au milieu de machines-outils et en pre´sence de personnes
mobiles. L’appariement des scans s’est donc re´ve´le´ robuste (meˆme si l’on constate de le´gers de´calages,
en haut a` droite notamment) et ce malgre´ un certain nombre de difficulte´s : virages brusques du robot
(de´rapages susceptibles de perturber l’odome´trie), existence de surfaces vitre´es (qui risquent de geˆner les
mesures te´le´me´triques), hypothe`se d’environnement statique et structure´ non ve´rifie´e.
5.3.4 Quelques ame´liorations possibles
Expe´rimentalement, nous avons constate´ que lors du recalage en translation, la corre´lation d’histo-
gramme avait logiquement tendance a` favoriser les zones ou` l’e´chantillonnage est dense (du fait de la
proximite´ du te´le´me`tre) au de´triment des zones lointaines. Par exemple, dans un long couloir, il arrive
que les quelques points de mesure aux extre´mite´s, sur des murs orthogonaux a` l’axe du couloir, ne soient
quasiment pas pris en compte : le recalage dans l’axe du couloir s’ave`re donc proble´matique. Ainsi, l’ap-
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Fig. 5.17: Le premier scan apparaˆıt en rouge, le second en vert selon une position estime´e par
odome´trie (tre`s de´grade´e).
Fig. 5.18: Recalage de scans re´els. Le premier scan apparaˆıt en rouge, le second en vert selon une
position estime´e par odome´trie (tre`s de´grade´e) et le re´sulat du recalage du second scan par rapport au
premier est trace´ en bleu.
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Fig. 5.19: Zoom sur le recalage des scans re´els. Le premier scan apparaˆıt en rouge, le second en vert
selon une position estime´e par odome´trie (tre`s de´grade´e) et le re´sulat du recalage du second scan par
rapport au premier est trace´ en bleu : globalement, la superposition des scans rouge et bleu est correcte.
plication d’un re´-e´chantillonnage a parfois permis d’ame´liorer les re´sultats. Ce pre´traitement consiste a`
disposer de nouveaux points de mesure de manie`re plus uniforme sur l’approximation polygonale des
scans : le recalage en translation est alors re´alise´ sur ces nouveaux points de mesure.
D’autres ame´liorations sont bien suˆr possibles : on peut par exemple envisager d’ajouter une ve´rification
par corre´lation de grilles d’occupation. La recherche des variantes les plus efficaces peut passer par des
tests expe´rimentaux extensifs en simulation et en environnement re´el, avec e´valuation quantitative des
re´sulats de recalage par rapport a` une ve´rite´ terrain [82]. Dans la ligne´e de nos travaux sur l’e´valuation
d’algorithmes de traitement d’images [52], nous avons commence´ a` mettre en œuvre de tels tests au sein
de notre de´partement [38] sur les algorithmes propose´s par Lu et Milios [127] (cf. Fig. 5.21 et 5.22).
5.4 Mise en correspondance des primitives
5.4.1 Position du proble`me
Comme nous connaissons les liens d’adjacence entre segments, nous souhaitons re´aliser une mise
en correspondance de lignes polygonales « obstacles » (nous rappelons que lors de la polygonalisation,
conforme´ment au mode`le de´fini au chapitre 4, les areˆtes de la carte sont e´tiquete´es « obstacles » ou
« non obstacles », selon qu’elles correspondent aux frontie`res d’obstacles ou aux limites de champ de
perception du capteur) plutoˆt qu’une simple mise en correspondance de segments individuels. Ainsi, ces
liens d’adjacence interviendront explicitement dans l’algorithme d’association de donne´es.
Plus pre´cise´ment, nous disposons d’une part une se´quence ordonne´e de m segments « obstacles »
(par exemple dans le sens trigonome´trique autour du « centre du scan » c’est-a`-dire la position du robot
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Fig. 5.20: Carte d’environnement re´alise´e a` l’IFMA lors des JNRR’03, selon la technique d’apparie-
ment de scans que nous avons de´veloppe´e. La trajectoire du robot apparaˆıt en noir.
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ICP IMRP IDC IMRP-IDC
Fig. 5.21: Illustration de la comparaison de performances entre quatre algorithmes de « scan-
matching » (« Iterative Closest Point » ou ICP, « Iterative Matching Range Point » ou IMRP,
une hybridation des deux appele´e IDC et l’application successive de l’IMRP et de l’IDC, appele´e
IMRP-IDC [127]). Ces comparaisons sont re´alise´es selon des de´placements en translation pure dans
un environnement donne´, a` partir d’une position de re´fe´rence. En abscisse et en ordonne´e sont in-
dique´s les parame`tres de translation re´elle et en profondeur l’erreur commise par les algorithmes (le
tout en millime`tres). Conforme´ment a` l’analyse the´orique [127], l’IMRP apparaˆıt bien plus sensible
aux translations que les autres algorithmes.
ICP IMRP IDC IMRP-IDC
Fig. 5.22: Comparaison de performances entre les quatre algorithmes de « scan-matching » pre´ce´dents
selon des de´placements en rotation pure dans un environnement donne´, a` partir d’une position de
re´fe´rence. L’angle de rotation est indique´ en abscisse et l’erreur de localisation en ordonne´e (en ra-
dians). Cette fois, les meilleurs algorithmes semblent eˆtre l’IMRP et l’IMRP-IDC.
au moment de l’acquisition du scan) qui correspond aux areˆtes « obstacles » du polygone local d’espace
libre : s1,..., sm (cf. Fig. 5.23).
Nous disposons d’autre part de l’ensemble des n segments « obstacles » appartenant a` la carte globale :
S1,..., Sn. Il n’est pas e´vident de de´finir un ordre sur ces areˆtes puisque celles-ci ne sont pas ne´cessairement
organise´es en se´quence comme dans le cas du polygone local (cf. Fig. 5.24). En particulier, certaines areˆtes
peuvent eˆtre adjacentes a` plusieurs autres areˆtes : comme nous le verrons, de telles situations adviennent
lorsqu’un appariement est manque´ par exemple.
De`s lors, notre objectif est de trouver une suite de couples (sik , Sjk) avec ik croissant (mais pas
strictement, pour prendre en compte d’e´ventuels appariements multiples) correspondant au « meilleur »
appariement global entre les segments locaux et globaux. Autrement dit, il s’agit de trouver le meilleur
« chemin d’appariement » entre la carte locale et la carte globale en suivant l’ordre du polygone local. La
notion de « meilleur appariement » ou de « meilleur chemin » n’est pas imme´diate. Comme nous l’avons
vu en introduction, nous souhaitons introduire une mise en correspondance des droites porteuses des seg-
ments via un test de Mahalanobis, une ve´rification du sens d’observation ainsi qu’un test de projection
orthogonale pour ve´rifier la correspondance des segments (en tant que portions de droite porteuse) ainsi
qu’une notion de longueur d’appariement.
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Fig. 5.23: Se´quence ordonne´e de m = 8 segments « obstacles » s1,..., sm d’un polygone d’espace libre.
Le centre du scan (position du robot au moment de l’acquisition) apparaˆıt en vert et les segments « non
obstacles » en pointille´s.
Fig. 5.24: Recherche d’appariement entre le polygone local (en noir) et la carte globale (en rouge).
Les segments « obstacles » apparaissent en traits pleins et les segments non obstacles en pointille´s.
Plus formellement, nous pouvons construire un graphe oriente´ dont les sommets correspondent aux
couples de segments (local et global) candidats a` l’appariement. Les arcs mate´rialisent des transitions
possibles d’un couple a` l’autre en suivant l’ordre des segments locaux autour du polygone d’espace libre.
La recherche de « meilleur chemin » pourra ainsi se faire dans ce graphe d’appariement.
* De´finition des sommets du graphe d’appariement :
Pour de´finir les sommets du graphe, nous devons de´finir l’ensemble des couples (si, Sj) de segments
candidats a` l’appariement ou` si est un segment du polygone local (un « segment local ») et Sj un segment
de la carte globale (« segment global »). Bien entendu, ces couples concernent uniquement les segments
« obstacles » des deux cartes puisque les autres ne sont pas directement re´observables (sauf si l’on est
suˆr que le robot est revenu a` une position d’observation ante´rieure, avec les meˆmes lignes de vise´e et les
meˆmes limites de porte´e du te´le´me`tre : en pratique, nous n’avons pas pre´vu de ve´rifier pre´cise´ment la
correspondance d’une pose courante avec une pose ante´rieure).
Dans un premier temps, nous devons ve´rifier si les segments ont e´te´ observe´s « du meˆme coˆte´ »,
c’est-a`-dire si l’espace libre se trouve bien « du meˆme coˆte´ » (cf. Fig. 5.25) : pour cela, nous orientons les
segments de telle manie`re que l’espace libre se trouve a` gauche (d’apre`s les degre´s d’occupation). Nous
obtenons ainsi un vecteur Vl pour le segment local et un vecteur Vg pour le segment global (ces vecteurs
sont calcule´s a` partir des positions moyennes des sommets, c’est-a`-dire que l’on utilise la moyenne des
distributions gaussiennes qui mode´lisent leur position). Nous ve´rifions alors que l’on a bien Vl.Vg > 0.
On constate ainsi que par construction, il n’existe pas d’ambiguˆıte´ sur le sens d’observation des segments
de la carte globale puisque des segments apparie´s et fusionne´s dans cette carte ont ne´cessairement e´te´
observe´s du meˆme coˆte´. Ce point sera pre´cise´ au chapitre 7 avec la notion de « degre´ d’occupation noir ».
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Fig. 5.25: Ve´rification que les segments candidats a` l’appariement ont e´te´ observe´s « du meˆme coˆte´ » :
la condition est satisfaite pour la configuration (a) mais pas pour la configuration (b). L’orientation
des segments est indique´e par des fle`ches.
Nous faisons ensuite intervenir le test de Mahalanobis pour ve´rifier la correspondance des droites
porteuses impre´cises des deux segments. Le principe de ce test est le suivant [139] [21]. Soit z un vecteur
ale´atoire gaussien de dimension n. Soit zˆ sa moyenne et C sa variance. Alors la variable ale´atoire scalaire
suivante :
q = (z− zˆ)TC−1(z− zˆ)
est la somme des carre´s de n variables ale´atoires gaussiennes inde´pendantes, de moyenne nulle et de
variance unitaire. q correspond a` la « distance de Mahalanobis » au carre´, et on dit qu’elle suit une
distribution du χ2 avec n degre´s de liberte´. Le test de Mahalanobis, fonde´ sur la distance du meˆme nom,
permet de ve´rifier des associations de donne´es : le vecteur z conside´re´ est alors l’erreur de mesure. Le
test est ve´rifie´ (l’appariement est conside´re´ comme valide) si :
q ≤ χ2r,α
ou` χ2r,α est un seuil de´duit de la distribution du χ
2 pour r correspondant a` la dimension n du vecteur z
et α a` la probabilite´ de rejeter un bon appariement.
Dans le cas de l’appariement des droites porteuses globale Dglob et locale Dloc, on applique donc ce
test a` la variable :
z = Tr(Dloc,Pr)−Dglob
ou` Pr = (Xr, Yr, θr) correspond a` la pose du robot et ou` Tr est l’ope´rateur de projection qui transpose
les coordonne´es polaires (dl, αl) de la droite locale dans le repe`re du robot vers ses coordonne´es polaires
dans le repe`re de re´fe´rence de la carte globale. Plus pre´cise´ment, z = (z1, z2)T avec :
z1 = dl +X cos(θr + αl) + Y sin(θr + αl)− dg
z2 = θr + αl − αg
ou` (dg, αg) sont les coordonne´es polaires de la droite Dglob.
Par ailleurs, soient Jr et Jl les matrices jacobiennes de Tr respectivement par rapport a` Pr et par
rapport a` Dloc. Alors l’erreur de mesure s’e´crit :
δ = Tr(Dˆloc, Pˆr)− Dˆglob = Jrr + Jll − d
ou` r repre´sente l’erreur d’estimation sur Pr, l l’erreur d’estimation sur Dloc et g l’erreur d’estimation
sur Dglob.
Alors la distance de Mahalanobis au carre´ s’e´crit :
q = D2 = JrCrJTr + JlClJ
T
l + Cg
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ou` Cr repre´sente la matrice de covariance de Pr, Cl la matrice de covariance de Dloc et Cg la matrice
de covariance de Dglob. Par ailleurs, les incertitudes sur les droites Dglob et Dloc sont de´duites si be-
soin de celles de leurs e´le´ments constitutifs par une classique propagation des incertitudes, en recourant
e´ventuellement a` une line´arisation [113] (cf. chapitre 6).
Nous devons par ailleurs nous assurer que ces segments se trouvent bien « l’un en face de l’autre » :
pour cela, comme nous l’avons explique´ pre´ce´demment, nous utilisons des projections orthogonales. Ainsi,
la projection orthogonale de Sj sur la droite porteuse de si doit intersecter le segment si. De meˆme, la
projection orthogonale de si sur la droite porteuse de Sj doit intersecter le segment SJ .
On remarque que certains couples posse`dent le meˆme segment local ou le meˆme segment global :
on peut donc mode´liser les appariements multiples. Par ailleurs, il nous faut ajouter un dernier type de
sommet, qui correspond au fait qu’un segment local peut ne pas eˆtre apparie´ dans le « meilleur chemin
d’appariement ». Ainsi, on de´finit le segment global S∗ qui mode´lise en fait l’absence de segment global
dans le couple d’appariement : on ajoute donc au graphe les sommets (si, S∗).
* De´finition des arcs du graphe d’appariement :
Avant d’indiquer comment construire les arcs du graphe, nous devons pre´ciser deux notions : la
premie`re concerne la compatibilite´ des appariements multiples et la seconde concerne l’ordre des seg-
ments globaux par rapport a` un segment local donne´.
Soient Sj et Sl des segments globaux et soit si un segment local candidat a` l’appariement avec ces
deux segments globaux. On dit que Sj et Sl sont en situation de compatibilite´ verticale par rapport a` si si
les projections orthogonales de Sj et Sl sur si ne se superposent pas (cf. Fig. 5.26). De fac¸on syme´trique,
soient si et sk des segments locaux candidats a` l’appariement avec le segment global Sj . On dit que si
et sk sont en situation de compatibilite´ horizontale par rapport a` Sj si les projections orthogonales de
si et sj sur Sj ne se superposent pas. Ainsi, en quelque sorte, des appariements multiples sont autorise´s
s’ils ne portent pas sur les meˆmes portions du segment commun. Nous verrons plus loin que les adjectifs
« horizontal » et « vertical » se reportent a` la mise en œuvre d’un algorithme de programmation dyna-
mique.
Fig. 5.26: Ve´rification de la compatibilite´ verticale des segments Sj et Sl par rapport a` si. (a) Les
segments globaux sont bien en situation de compatibilite´ verticale. (b) Ces segments ne sont pas en
situation de compatibilite´ verticale (du fait du recouvrement en rouge).
Soient Sj et Sl deux segments globaux candidats a` l’appariement avec le segment local si et soient S′j
et S′l leurs projections orthogonales sur la droite porteuse de si. On suppose tous ces segments non nuls
(dans le cas contraire, ces segments sont conside´re´s comme « non obstacles » et ne sont pas examine´s).
On oriente ces trois segments de telle sorte que l’espace libre se trouve a` leur gauche : on appelle alors
« extre´mite´ gauche » celle qui correspond a` la premie`re extre´mite´ selon cette orientation et « extre´mite´
droite » l’autre extre´mite´. On dit que Sj est supe´rieur a` Sl par rapport a` si si et seulement si l’extre´mite´
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gauche de S′j se trouve apre`s l’extre´mite´ droite de S
′
l selon l’orientation de si. Comme l’indique la figure
5.27, il s’agit d’un ordre partiel sur les segments globaux (et relatif au segment local si) puisque deux
segments globaux donne´s peuvent n’eˆtre ni supe´rieurs ni infe´rieurs l’un a` l’autre (s’ils sont en situation
d’incompatibilite´ verticale avec si).
Fig. 5.27: De´finition d’un ordre partiel sur les segments globaux (en noir) apparie´s a` un meˆme seg-
ment local (en bleu). Par exemple, S1 est infe´rieur a` S2 et a` S4. En revanche, S1 et S3 ne sont pas
comparables car ils sont en situation d’incompatibilite´ verticale.
Ainsi, avec ces de´finitions, il existe un arc du couple (si, Sj) vers le couple (sk, Sl) si et seulement si :
– Sj = S∗ et Sl = S∗ et k = i+ 1 : cas de deux segments locaux successifs non apparie´s (on parle de
liaison « S ∗ −S∗ ») ;
– ou Sj = S∗, Sl 6= S∗ et k = i+ 1 : cas d’une liaison depuis un segment local non apparie´ (on parle
de liaison « S ∗ −S ») ;
– ou Sj 6= S∗, Sl = S∗ et k = i+ 1 : cas d’une liaison vers un segment local non apparie´ (on parle de
liaison « S − S∗ ») ;
– ou Sj 6= S∗, Sl 6= S∗, j 6= l, k = i, Sj et Sl sont en situation de « compatibilite´ verticale » par
rapport a` si et Sl est « supe´rieur » a` Sj d’apre`s la re´fe´rence si : cas d’une liaison multiple sur le
segment local si (la liaison est dite « verticale ») ;
– ou Sj 6= S∗, j = l (donc ne´cessairement Sl 6= S∗), k = i + 1, et si et sk sont en situation de
« compatibilite´ horizontale » par rapport a` Sj : cas d’une liaison multiple sur le segment global Sj
(la liaison est dite « horizontale ») ;
– ou Sj 6= S∗, Sl 6= S∗, j 6= l, k = i + 1 : cas d’une transition d’un couple candidat vers un autre
couple comportant le segment local suivant (la liaison est dite « oblique »).
Intuitivement, ces arcs indiquent une possible adjacence dans le chemin d’appariement entre les
couples (si, Sj) et (sk, Sl). Alors, en ponde´rant ces arcs, le proble`me se rame`ne a` une recherche de plus
court chemin, avec des heuristiques que nous allons de´tailler.
* De´finition de la ponde´ration des arcs du graphe d’appariement :
Pour pre´ciser la notion de « meilleur chemin », nous devons de´finir des couˆts sur les arcs du graphe.
Intuitivement, il s’agit de de´finir des scores d’appariement sur les sommets du graphe et des couˆts de
transition sur les arcs. Les scores d’appariement que nous souhaitons utiliser doivent eˆtre lie´s a` la distance
de Mahalanobis entre les coordonne´es polaires des droites porteuses des deux segments, ainsi qu’a` une
notion plus heuristique de « longueur d’appariement ». Quant aux couˆts de transition entre sommets du
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graphe, ils sont a priori lie´s a` certaines configurations que l’on souhaite pe´naliser.
Plus pre´cise´ment, nous de´finissons le score d’appariement d’un sommet (si, Sj) comme la « longueur »
de l’appariement ponde´re´e par la « qualite´ » d’appariement de´duite du test de Mahalanobis. Pour de´finir
la longueur d’appariement, nous utilisons les projections orthogonales (cf. Fig. 5.28). Soit l la longueur
de superposition entre le segment si et la projection orthogonale S′j de Sj sur si. Soit L la longueur
de superposition entre le segment Sj et la projection orthogonale s′i de si sur Sj . Alors la longueur
d’appariement est de´finie par la moyenne (l + L)/2 entre l et L.
Fig. 5.28: De´finition de la longueur d’appariement (L+ l)/2.
Concernant la qualite´ de l’appariement, nous avons cherche´ une quantite´ lie´e a` la distance de Maha-
lanobis, mais qui soit sans dimension, de manie`re a` pouvoir l’utiliser pour ponde´rer la distance d’apparie-
ment. Or le seuil du test de Mahalanobis correspond justement a` un seuil de probabilite´ au-dela` duquel
l’association est peu vraisemblable. En fait, la distance de Mahalanobis suit une loi du χ2 : il est possible
de retrouver le seuil de probabilite´ correspondant a` une certaine valeur de cette distance (utilisation de
la fonction Gamma dont le calcul est indique´ dans [162]). On obtient ainsi un poids compris entre 0 et 1
(en fait, sa limite basse correspond au seuil utilise´ pour valider la possibilite´ d’appariement, a` la cre´ation
du sommet du graphe) et qui augmente lorsque la distance de Mahalanobis de´croˆıt, c’est-a`-dire lorsque
l’appariement est meilleur. Pour acce´le´rer les calculs, il est possible de tabuler les valeurs du seuil de
probabilite´ en fonction de la distance de Mahalanobis.
Les couˆts de transition correspondent quant a` eux a` une pe´nalisation de configurations peu souhai-
tables : « de´passements », « de´crochements » et « e´carts angulaires ».
Les « de´passements » peuvent intervenir dans les liaisons obliques, dans le cas ou` les segments locaux
et/ou les segments globaux concerne´s sont adjacents. Supposons que les segments locaux si et sk soient
adjacents alors que les segments globaux Sj et Sl correspondants ne le sont pas force´ment. On oriente
les segments de gauche a` droite dans l’ordre de parcours du polygone local, de si vers sk (et donc de
Sj vers Sl). Alors, par souci d’homoge´ne´ite´ avec les autres de´finitions, nous de´finissons les de´passements
par rapport a` la projection orthogonale P ′ du sommet commun aux segments locaux sur les autres
segments (cf. Fig. 5.29). Ainsi, le de´passement de Sj par rapport a` P ′ correspond a` la longueur de la
portion e´ventuelle de Sj a` droite de P ′. De meˆme, le de´passement de Sl par rapport a` P ′ correspond a`
la longueur de la portion e´ventuelle de Sl a` gauche de P ′.
Les de´passements des segments locaux par rapport aux segments globaux se de´finissent de fac¸on
syme´trique. En revanche, si aucune paire de segments (locaux ou globaux) n’est adjacente, on conside`re
qu’il existe une certaine inde´pendance entre ces segments : on ne sait pas quelle est la forme de l’environ-
nement entre ces segments, donc on ne conside`re aucune pe´nalite´. C’est aussi le cas des liaisons impliquant
S∗. Par ailleurs, dans le cas des liaisons horizontales ou verticales, la notion de « de´passement » pourrait
correspondre aux incompatibilite´s (le de´passement est alors conside´re´ entre segments locaux ou entre
segments globaux puisque le sommet a` projeter de l’autre paire de segments disparaˆıt).
On peut raffiner cette de´finition des de´passements dans le cas ou` certains sommets locaux ou glo-
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Fig. 5.29: Configuration de « de´passement » du segment Sj. Les liens d’appariement entre segments
sont indique´s en pointille´s verts. La longueur de de´passement est indique´e en rouge.
baux sont appariables (suivant un test de Mahalanobis). Par exemple, dans le cas ou` les deux paires
de segments (locaux et globaux) sont adjacentes, si les deux sommets communs (local et global) sont
appariables, alors on ne conside`re aucun couˆt de de´passement. Enfin, on note que l’on pourrait interdire
ces de´passements. Nous pre´fe´rons les accepter en les pe´nalisant, afin de ge´rer les erreurs de recalage entre
cartes locale et globale (ces erreurs peuvent ge´ne´rer des de´passements qui n’auraient pas lieu avec un
recalage parfait).
Les « de´crochements » peuvent intervenir dans les liaisons horizontales, verticales ou les liaisons
obliques dans lesquelles un seul couple est adjacent (cf. Fig. 5.30). Par exemple, en reprenant les nota-
tions de de´finition du de´passement dans le cas d’une liaison oblique, il s’agit de l’e´cart entre la projection
orthogonale sur la bissectrice de (si, sk) de l’extre´mite´ droite de Sj et de l’extre´mite´ gauche de Sl. On
pourrait e´galement envisager une de´finition a` partir des directions orthogonales au lieu de la bissectrice,
comme dans le cas « de´ge´ne´re´ » des liaisons horizontales et verticales (ou` les segments adjacents sont
aligne´s et ou` le sommet commun disparaˆıt). Toutefois, on se rend compte que cet e´cart correspond en
quelque sorte a` un e´cart sur ρ dans les coordonne´es polaires ρ, θ des droites porteuses. Plus pre´cise´ment,
en notant respectivement (ρi, θi), (ρj , θj), (ρk, θk) et (ρl, θl) les coordonne´es polaires des droites porteuses
de si, Sj , sk et Sl, on peut de´finir le de´crochement comme ‖(ρi− ρj)− (ρk− ρl)‖. Dans le cas vertical, on
a si = sk. Pour les configurations restantes, il faut inverser les roˆles entre segments locaux et globaux.
Fig. 5.30: Configuration de « de´crochement » dans le cas d’une liaison oblique a` gauche et d’une
liaison horizontale a` droite. Les liens d’appariement entre segments sont indique´s en pointille´s verts.
La longueur de de´crochement est indique´e en rouge.
Enfin, les « e´carts angulaires » interviennent dans les meˆmes types de liaisons (cf. Fig. 5.31). Avec
les meˆmes notations, on peut les de´finir de la manie`re suivante : ‖(θi − θj)− (θk − θl)‖.
En fait, de´crochements et e´carts angulaires peuvent eˆtre de´tecte´s via un test de Mahalanobis. On
peut donc avoir l’ide´e de regrouper les tests d’appariement de segments (intervenant dans le calcul du
score d’appariement des sommets) et les tests de conformite´ des liaisons en termes de de´crochement et
d’e´cart angulaire (intervenant dans le calcul des couˆts de liaison) en une seule e´tape. Ainsi, les longueurs
de de´passement pourraient eˆtre soustraites aux longueurs d’appariement. Quant aux tests de qualite´
d’appariement et de conformite´ entre les segments locaux et globaux, ils peuvent eˆtre re´alise´s en une
seule fois, via un test de Mahalanobis global sur les diffe´rences de coordonne´es polaires. De plus, on
peut conside´rer uniquement un couˆt de liaison (sur les arcs) en utilisant la demi-longueur d’appariement
ponde´re´e a` gauche et la demi-longueur d’appariement ponde´re´e a` droite.
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Fig. 5.31: Ecarts angulaires entre couples de segments. En haut, il sont quasiment nuls, au contraire
des configuration de la ligne du bas. Les liens d’appariement entre segments sont indique´s en pointille´s
verts.
Plus formellement, nous allons de´tailler ces calculs suivant le type de liaison et selon que les segments
locaux ou globaux sont adjacents ou non :
– liaison S ∗ −S∗ : le score de transition est nul ;
– liaison S ∗ −(sk, Sl) : le score de transition correspond a` la demi-longueur d’appariement a` droite,
ponde´re´e par la probabilite´ associe´e a` la distance de Mahalanobis sur le vecteur d’observation
(ρk − ρl, θk − θl) ;
– liaison (si, Sj)− S∗ : le score de transition correspond a` la demi-longueur d’appariement a` gauche,
ponde´re´e par la probabilite´ associe´e a` la distance de Mahalanobis sur le vecteur d’observation
(ρi − ρj , θi − θj) ;
– liaison horizontale (si, Sj) − (sk, Sj) : le score de transition correspond a` la somme de la demi-
longueur d’appariement a` gauche et de la demi-longueur d’appariement a` droite, ponde´re´e par la
probabilite´ associe´e a` la distance de Mahalanobis sur le vecteur d’observation (ρi− ρj , θi− θj , ρk −
ρj , θk − θj) ;
– liaison verticale (si, Sj)− (si, Sl) : le score de transition correspond a` la somme de la demi-longueur
d’appariement a` gauche et de la demi-longueur d’appariement a` droite, ponde´re´e par la probabi-
lite´ associe´e a` la distance de Mahalanobis sur le vecteur d’observation (ρi−ρj , θi−θj , ρi−ρl, θi−θl) ;
– liaison oblique (si, Sj)− (sk, Sj) avec au moins l’un des couples (local ou global) adjacents : le score
de transition correspond a` la somme de la demi-longueur d’appariement a` gauche (a` laquelle on a
e´ventuellement soustrait la longueur de de´passement) et de la demi-longueur d’appariement a` droite
(a` laquelle on a e´ventuellement soustrait la longueur de de´passement), ponde´re´e par la probabi-
lite´ associe´e a` la distance de Mahalanobis sur le vecteur d’observation (ρi−ρj , θi−θj , ρk−ρl, θk−θl) ;
– liaison oblique (si, Sj) − (sk, Sj) avec aucun couple adjacent : on conside`re qu’il y a une certaine
inde´pendance entre les segments locaux et entre les segments globaux (on ne sait pas ce qu’il y a
entre). Ainsi, le score de transition correspond a` la somme de la demi-longueur d’appariement a`
gauche, ponde´re´e par la probabilite´ associe´e a` la distance de Mahalanobis sur le vecteur d’obser-
vation (ρi − ρj , θi − θj) et de la demi-longueur d’appariement a` droite, ponde´re´e par la probabilite´
associe´e a` la distance de Mahalanobis sur le vecteur d’observation (ρk − ρl, θk − θl).
Le proble`me revient alors a` chercher le meilleur chemin d’appariement dans le graphe
5.4 Mise en correspondance des primitives 131
au sens ou` il faut maximiser une somme de scores de transition associe´s aux arcs. Comme nous allons
le pre´ciser, cette recherche de plus court chemin pre´sente cependant des particularite´s par rapport aux
proble`mes classiques :
– Certaines incompatibilite´s horizontales peuvent se produire « a` distance » : en effet, dans certaines
configurations, il se peut que les droites porteuses de deux segments locaux si et sk soient com-
patibles avec celle du segment global Sj alors que si et sk ne sont pas conse´cutifs dans l’ordre
de parcours des segments « obstacle » du polygone. Ainsi, il faut re´aliser une ve´rification de ces
incompatibilite´s « a` distance » e´ventuelles pour valider un chemin d’appariement.
– Il ne s’agit pas exactement d’une recherche de meilleur chemin mais plutoˆt de meilleur cycle car la
se´quence de segments locaux reboucle sur elle-meˆme.
5.4.2 Recherche du plus court chemin
Il est clair que l’on ne peut pas tester un par un tous les chemins (cycles) possibles car cela conduirait
a` une explosion combinatoire. En effet, si l’on conside`re qu’il existe m segments locaux et que chaque
segment local est apparie´ a` p segments globaux, avec des transitions possibles entre tous les couples de
segments, on obtient pm chemins a` tester (sans tenir compte des appariements multiples associe´s a` un
meˆme segment local). Nous devons donc nous orienter vers une me´thode de recherche plus efficace.
Nous avons donc cherche´ parmi les algorithmes de plus court chemin existants une me´thode optimale,
qui fournisse la meilleure solution possible au proble`me pose´ (sous certaines conditions que nous allons
voir plus loin) : en effet, nous souhaitons e´viter au maximum les erreurs d’appariement, qui risqueraient
de faire diverger le filtre de Kalman. Toutefois, nous n’avons pas trouve´ dans la litte´rature une me´thode
qui re´ponde exactement aux spe´cificite´s mentionne´es ci-dessus. La plupart des algorithmes classiques
concernent la recherche de plus court chemin et non de plus court cycle (excepte´ dans le cas particulier
du voyageur de commerce ou` le cycle doit passer par l’ensemble des sommets). En outre, la pre´sence
d’incompatibilite´s horizontales « a` distance », qui revient a` exclure que certains sommets du graphe (non
ne´cessairement adjacents) puissent se retrouver ensemble dans le chemin final, n’est pas pre´vue dans les
algorithmes usuels.
Le fait que l’on dispose d’une se´quence ordonne´e de segments pour le polygone local et de liens
d’adjacence pour la carte globale rappelle cependant des proble`mes d’appariement de se´quences, que
l’on re´sout classiquement par programmation dynamique. En outre, dans le cadre du SLAM, les travaux
d’Einsele sur la mise en correspondance de deux scans reposent sur l’appariement de se´quences de seg-
ments e´le´mentaires par programmation dynamique [60]. Dans le domaine de l’analyse d’image, certains
travaux ont e´galement exploite´ ce type d’algorithme pour la mise en correspondance de chaˆınes poly-
gonales : on peut par exemple citer les travaux de Collin sur l’analyse des de´formations de structures
magne´tiques solaires de forme filamentaire [30]. Nous avons donc cherche´ a` adapter ce type de me´thode
a` notre proble´matique.
* Une technique base´e sur la programmation dynamique :
Un proble`me pouvant eˆtre traite´ par programmation dynamique pre´sente les caracte´ristiques suivantes
[185] :
– (1) Le proble`me peut se diviser en plusieurs e´tapes, chacune de ces e´tapes reque´rant une prise de
de´cision.
– (2) Chacune de ces e´tapes est associe´e a` un certain nombre d’e´tats.
– (3) La de´cision prise a` une e´tape donne´e transforme un e´tat en un autre e´tat associe´ a` l’e´tape
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suivante.
– (4) Etant donne´ l’e´tat courant, la de´cision optimale ne de´pend pas des e´tats ou des de´cisions
pre´ce´dentes (hypothe`se markovienne).
– (5) Il existe une relation re´cursive qui identifie la de´cision optimale a` l’e´tape j, a` condition que
l’e´tape j + 1 ait de´ja` e´te´ re´solue.
– (6) L’e´tat final doit eˆtre soluble par lui-meˆme.
Dans notre cas, seules certaines de ces conditions sont totalement remplies. Plus pre´cise´ment :
– Condition (1) : notre proble`me peut effectivement se diviser en diffe´rentes e´tapes, correspondant
chacune a` un segment local, pour lequel une de´cision de transition vers l’e´tape suivante (concer-
nant le segment local suivant) doit eˆtre prise. Ces transitions se de´roulent entre couples de segments
local et global apparie´s. En re´alite´, la situation se complique avec les possibilite´s d’appariement mul-
tiple : plusieurs de´cisions de transition peuvent eˆtre prises pour un meˆme segment local, si elles sont
compatibles « verticalement ». Nous verrons que la de´finition ci-dessus d’un ordre partiel sur les
segments globaux associe´s a` un segment local donne´ permet de de´couper plus finement les e´tapes
associe´es a` chaque segment local : la condition est alors ve´rifie´e.
– Condition (2) : avec le de´coupage plus fin propose´ ci-dessus, nous pouvons effectivement associer a`
chaque e´tape un certain nombre d’e´tats, qui correspondent chacun a` un appariement donne´ pour le
segment local correspondant avec un segment global (ou S∗). Ces e´tats correspondent aux sommets
du graphe dans lequel s’effectue la recherche de meilleur chemin (cycle).
– Condition (3) : toujours avec ce de´coupage fin, la de´cision de transition transforme en effet un e´tat
(un sommet du graphe) en un autre concernant l’e´tape suivante.
– Condition (4) : en ge´ne´ral, les de´cisions de transition ne de´pendent pas des e´tats et des de´cisions
passe´s, puisque les scores de transition se calculent localement. Toutefois, les rares situations d’in-
compatibilite´ horizontale « a` distance » mettent a` mal cette hypothe`se : en the´orie, il ne faut pas
appliquer une de´cision si elle entraˆıne une incompatibilite´ avec une de´cision passe´e. Nous verrons
comment traiter ce proble`me a posteriori, a` l’issue de la programmation dynamique.
– Condition (5) : cette relation re´cursive existe en effet, puisque graˆce aux scores de transition, nous
pouvons de´finir la de´cision optimale a` l’e´tape j, si l’e´tape j + 1 a e´te´ re´solue (« backtracking »
ou « recherche arrie`re » classique). La question des incompatibilite´s horizontales « a` distance »
perturbe toutefois cette hypothe`se.
– Condition (6) : a priori, en raison du rebouclage de la se´quence, l’e´tat final ne peut eˆtre re´solu en
lui-meˆme. Toutefois, nous verrons que dans certains cas, ce bouclage peut eˆtre correctement re´solu.
La mise en œuvre concre`te de cet algorithme, ainsi que les adaptations propose´es sont de´taille´es ci-
dessous.
* Mise en œuvre et de´finition plus fine des e´tapes de de´cision
Pour mettre en œuvre l’algorithme de programmation dynamique, on de´finit classiquement une ma-
trice pour laquelle les colonnes correspondent aux segments locaux dans l’ordre de parcours du polygone
et les lignes correspondent aux segments globaux (dans un ordre quelconque). En pratique, comme il
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n’existe qu’un nombre limite´ de segments globaux appariables a` un segment local donne´, on de´finit
pour chaque segment local une liste de ces segments globaux appariables (incluant le segment S∗), qui
correspondent chacun a` un sommet du graphe d’appariement (cf. Fig. 5.32).
Fig. 5.32: Structure matricielle de la programmation dynamique. Les liaisons Lh, Lo et Lv (en rouge)
repre´sentent respectivement des transitions horizontale, oblique et verticale.
On peut alors de´finir les liaisons autorise´es entre sommets de deux colonnes successives : il s’agit des
liaisons obliques du graphe et des liaisons horizontales (compatibles). Il existe e´galement des liaisons au-
torise´es entre sommets d’une meˆme colonne : celles-ci correspondent aux liaisons verticales compatibles.
On voit ainsi apparaˆıtre dans la repre´sentation graphique de la matrice la signification des adjectifs « ho-
rizontal », « vertical » et « oblique » applique´s aux liaisons.
Pour mettre en œuvre la programmation dynamique, on effectue une propagation des scores cumule´s
d’appariement de gauche a` droite : chaque sommet porte donc un tel score cumule´. A l’e´tape correspon-
dant a` la colonne ci, pour chaque sommet de cette colonne, on recherche le « meilleur » ante´ce´dent parmi
les sommets de la colonne pre´ce´dente ci−1 (pour lesquels la transition vers le sommet courant est auto-
rise´e), au sens du score cumule´ de l’ante´ce´dent ajoute´ au score de transition vers le sommet courant. On
obtient alors le score cumule´ du sommet courant et on de´finit un pointeur vers le sommet pre´ce´dent pour
la recherche arrie`re (« backtracking »). Cette recherche arrie`re consiste a` retrouver le meilleur chemin en le
parcourant de droite a` gauche a` partir du sommet de la colonne de droite portant le meilleur score cumule´.
* Gestion des liaisons verticales :
Toutefois, nous avons vu que l’existence des liaisons verticales perturbe les conditions d’application
de la programmation dynamique. En conse´quence, nous devons de´couper plus finement chaque e´tape
de l’algorithme, qui correspond a priori a` une colonne ci de la matrice (associe´e au segment local si).
Pour cela, nous utilisons l’ordre partiel de´fini plus haut sur les segments globaux Sj1 , ..., Sjp associe´s au
segment local si (le segment S∗ est exclu de l’ensemble ordonne´). Les segments globaux qui ne sont pas
comparables par rapport a` cet ordre partiel correspondent aux segments en situation d’incompatibilite´
verticale. Nous pouvons alors re´aliser une « propagation » des transitions en suivant l’ordre partiel.
Plus pre´cise´ment, tout se passe comme si l’on avait de´coupe´ le segment local si en r petites portions
de´limite´es par les projections orthogonales des extre´mite´s des segments Sjk (cf. Fig. 5.33). Ensuite, dans
la structure matricielle de la programmation dynamique, on cre´e a` droite de la colonne ci de si (et a`
gauche de celle de si+1 si si+1 existe) r copies cil , l ∈ 1, .., r de ci. Chacune de ces colonnes correspond
a` une portion de si, dans l’ordre de parcours du polygone local. On de´finit comme nuls les scores de
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transition (horizontale) entre les sommets correspondants des colonnes cil et cil+1 . Ensuite, pour cha-
cune des colonnes cil , on regarde quels sont les segments globaux dont l’extre´mite´ gauche se projette a`
l’extre´mite´ droite de la portion de si correspondante. Pour chacun de ces sommets globaux, on cre´e un
lien de transition depuis les segments globaux infe´rieurs (au sens de l’ordre partiel de´fini plus haut) de
la colonne pre´ce´dente vers le segment global courant. Le score de transition correspondant est calcule´
comme une transition verticale.
Fig. 5.33: De´pliement de la structure matricielle de la programmation dynamique pour les transitions
verticales. La figure du haut indique la configuration des segments globaux par rapport au segment local
apparie´. En bas apparaˆıt la structure de la matrice de´plie´e correspondante.
En proce´dant ainsi, nous avons en quelque sorte « de´plie´ » la structure matricielle qui supporte l’al-
gorithme de programmation dynamique. Cela nous permet e´galement de ve´rifier que l’on e´vite les petits
cycles qui e´taient a` craindre du fait des liaisons verticales au sein d’une meˆme colonne : de tels cycles
n’auraient pas e´te´ compatibles avec la technique de programmation dynamique. Nous avons e´galement
de´fini des e´tapes plus « fines » dans le processus de programmation dynamique, chaque e´tape (colonne
de la matrice) correspondant a` une portion de segment local selon la description ci-dessus.
En pratique, nous utilisons un me´canisme d’activation et de de´sactivation des segments globaux (des
couples du graphe d’appariement en fait), analogue a` celui qui est mis en œuvre dans l’algorithme de
raffinement par balayage des cartes combinatoires [24]. Pour cela, nous de´plac¸ons virtuellement une « li-
mite d’activation » le long du segment local dans le sens de parcours du polygone. Au de´but, l’ensemble
des segments de´sactive´s est nul. Quand cette limite d’activation de´passe l’extre´mite´ « gauche » d’un seg-
ment global Sjk , celui-ci est active´ et nous pouvons proce´der aux transitions de l’ensemble des segments
de´sactive´s vers ce segment Sjk . Quand cette limite d’activation de´passe une extre´mite´ « droite » d’un
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segment global, celui-ci est ajoute´ a` l’ensemble des segments de´sactive´s.
* Gestion des incompatibilite´s horizontales « a` distance » :
Si en principe, les cas d’incompatibilite´ horizontale « a` distance » sont rares, ils peuvent ne´anmoins
se produire, et d’autant plus si la carte est tre`s incertaine (du fait des capteurs ou de l’odome´trie par
exemple). Il faut donc eˆtre en mesure de les ge´rer : a` de´faut, la mise a` jour de la carte globale a` partir des
observations locales risque de pre´senter des incohe´rences. Nous proposons de traiter ces incompatibilite´s
a posteriori, une fois un chemin d’appariement trouve´. Deux me´thodes sont envisageables : une me´thode
optimale qui garantit le meilleur re´sultat d’appariement, mais qui peut s’ave´rer couˆteuse, et une me´thode
sous-optimale qui ne conduit pas ne´cessairement a` cette solution optimale.
Dans le cas optimal, on recherche l’une (quelconque) des incompatibilite´s horizontales. Pour cela, on
compare les projections orthogonales des segments locaux apparie´s a` chaque segment global Sj du chemin
d’appariement, jusqu’a` trouver une incompatibilite´. Cette incompatibilite´ se pre´sente comme un ensemble
de deux couples (si, Sj) et (sk, Sj) pour lesquels la projection orthogonale de si sur Sj « empie`te » sur
celle de sk. Ainsi, le ve´ritable chemin optimal ne peut contenir a` la fois le sommet (si, Sj) et le sommet
(sk, Sj) : il contient soit l’un, soit l’autre, soit aucun des deux. En conse´quence, si l’on recommence la
recherche de plus court chemin d’abord sans le sommet (si, Sj) mais en conservant le sommet (sk, Sj),
puis sans le sommet (sk, Sj) mais en conservant le sommet (si, Sj), on est suˆr de tomber sur le meilleur
chemin de´pourvu de cette incompatibilite´ particulie`re. Toutefois, d’autres incompatibilite´s horizontales
« a` distance » peuvent survenir lors de ces nouvelles recherches de chemin : il faut donc recommencer
cette proce´dure re´cursivement, jusqu’a` ce qu’il n’y ait plus aucune incompatibilite´. On peut acce´le´rer ce
processus en me´morisant les scores de transition d’un sommet a` l’autre. Cependant, si le nombre d’in-
compatibilite´s est trop important, cet algorithme peut devenir tre`s couˆteux car il est probable qu’une
seule incompatibilite´ disparaisse a` chaque appel re´cursif. Il est donc pre´fe´rable dans ce cas de passer a`
un algorithme sous-optimal.
Dans le cas sous-optimal, on commence par recenser l’ensemble des incompatibilite´s horizontales.
Ainsi, pour chaque segment global du meilleur chemin trouve´, on recherche l’ensemble des segments lo-
caux apparie´s. Un test portant sur les projections orthogonales de ces segments locaux sur le segment
global permet de trouver les incompatibilite´s : il peut y avoir plusieurs ensembles d’incompatibilite´s pour
un meˆme segment global. Soit q le nombre total de ces ensembles, que l’on de´signe par ej , j ∈ 1, ..., q :
chaque ensemble est constitue´ de sommets du graphe d’appariement qui comportent le meˆme segment
global Sj . Pour chaque ensemble ej , on choisit alors le sommet qui pre´sente le meilleur score d’apparie-
ment, au sens de la « distance d’appariement » ponde´re´e par la « qualite´ de cet appariement » (notions
de´finies ci-dessus) : les autres sommets sont retire´s du graphe. On recherche alors le meilleur chemin dans
ce nouveau graphe d’appariement. On recherche ensuite les incompatibilite´s horizontales « a` distance »
e´ventuelles dans ce nouveau chemin : s’il en existe, on recommence la proce´dure. Avec cet algorithme,
le nombre d’ite´rations a des chances d’eˆtre moins e´leve´ qu’avec l’algorithme optimal. En revanche, l’ob-
tention du meilleur chemin n’est plus garantie puisque certains chemins ne sont plus teste´s. En outre, en
supprimant d’emble´e plusieurs sommets, on risque de limiter artificiellement le nombre global d’apparie-
ments : la qualite´ de la repre´sentation finale pourrait donc s’en ressentir.
* Gestion du rebouclage de la se´quence de segments du polygone :
Le proble`me du rebouclage de la se´quence de segments locaux a de´ja` e´te´ e´voque´ par Einsele dans
le cas du SLAM [60]. Dans sa me´thode, Einsele imposait que le sommet de de´part soit le meˆme que
136 Mise en correspondance entre carte locale et carte globale
le sommet d’arrive´e (la premie`re colonne de la matrice de programmation dynamique est recopie´e en
dernie`re position). Toutefois, il n’est pas garanti que le chemin optimal ve´rifie cette condition : dans ce
cas, l’algorithme pre´fe`re un autre chemin (sous-optimal) satisfaisant cette condition, au de´triment du
chemin optimal.
Nous avons e´galement choisi de traiter le proble`me de recherche de cycle comme un proble`me de
recherche de chemin, en fixant le segment local de de´part. Soit m le nombre de segments « obstacles »
si, i ∈ 1, ...,m du polygone local. Si cela est possible, le segment de de´part s1 est choisi de telle sorte
que les segments sm et s1 ne soient pas adjacents et que parmi les segments globaux apparie´s a` sm,
aucun ne soit adjacent a` l’un des segments globaux apparie´s a` s1. L’inte´reˆt de cette condition est que si
elle est satisfaite, notre algorithme fournit le meilleur cycle (et non uniquement le meilleur chemin) car
les deux extre´mite´s s1 et sm du polygone deviennent en quelque sorte inde´pendantes. En effet, le score
de transition entre les sommets associe´s a` s1 et ceux associe´s a` sm est alors constitue´ des seuls scores
d’appariement, et les pe´nalite´s de transition (de´passements et e´carts traite´s par un test de Mahalanobis
commun) n’interviennent pas. Ainsi, meˆme si la recherche de chemin de´butait ailleurs sur le polygone,
tous les sommets associe´s a` s1 auraient le meˆme ante´ce´dent parmi les sommets associe´s a` sm : celui qui
pre´sente le meilleur score d’appariement (individuel). Ainsi, tout se passe comme si on recommenc¸ait une
nouvelle recherche de chemin en ce point : on est assure´ que les scores calcule´s correspondent bien aux
scores de cycles et non simplement de chemins.
S’il n’est pas possible de satisfaire cette condition, le segment de de´part s1 est au moins choisi de telle
sorte que les segments sm et s1 ne soient pas adjacents, de manie`re a` introduire autant d’inde´pendance
que possible. En pratique, un tel segment s1 peut ge´ne´ralement eˆtre trouve´ car le champ de visibilite´ d’un
te´le´me`tre laser est souvent infe´rieur a` 360◦ (180◦ ou 270◦ pour les plus courants). Sur notre robot, cette
proprie´te´ est garantie en raison d’une le´ge`re occultation syste´matique portant sur les premiers points du
scan, du fait d’une pie`ce de me´tal servant a` supporter un autre capteur. On peut donc toujours trouver
deux segments « obstacles » du scan se´pare´s par une chaˆıne polygonale « non obstacle ».
Dans tous les cas, les scores cumule´s des sommets de la premie`re colonne sont initialise´s avec le score
de transition correspondant a` une liaison S ∗ −(si, Sj). De meˆme, sur la dernie`re colonne, les scores
cumule´s sont incre´mente´s du score de transition correspondant a` une liaison (si, Sj)− S∗.
5.4.3 Complexite´
La question de la complexite´ de l’algorithme global de mise en correspondance porte essentiellement
sur la programmation dynamique. En effet, la polygonalisation a un couˆt borne´ puisque le nombre ns de
points du scan est fixe´ : les filtres applique´s (e´limination de mesures aberrantes, distinction des segments
obstacles et non obstacles) et la recherche de points anguleux ont un couˆt proportionnel a` ns et le nombre
de de´coupages est borne´ par ns. De meˆme, l’appariement de scans est borne´ pour les meˆmes raisons :
les filtres (e´limination de mesures aberrantes, filtres de projection) sont en O(ns), la construction d’un
histogramme couˆte ns (il en faut 6 en tout), la corre´lation p2 (p e´tant le pas d’e´chantillonnage de l’histo-
gramme) et la de´tection de pic est line´aire en p (avec une extraction de la variance locale en temps borne´).
Le couˆt d’une e´tape e´ventuelle d’ICP est en O(n2s × ni), ni e´tant le nombre d’ite´rations conside´re´es (que
l’on peut borner).
Concernant la programmation dynamique, supposons que le polygone local contienne nl segments
locaux « obstacles ». Dans le pire des cas, chacun de ces segments locaux est appariable a` l’ensemble des
ng segments de la carte globale (tests d’appariements en O(nl×ng), cette complexite´ pouvant eˆtre re´duite
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si l’on conside`re uniquement des candidats « locaux » a` l’appariement). En pratique, ce nombre est plus
re´duit (a` moins que les cartes locale ou globale ne pre´sentent une tre`s grande incertitude) car seuls les
segments ve´rifiant les conditions e´nonce´es ci-dessus (association valide des droites porteuses, superposi-
tion des projections orthogonales et sens d’observation identique) peuvent eˆtre apparie´s : supposons que
chaque segment local soit apparie´ a` nm segments globaux en moyenne (en comptant le segment S∗).
Le couˆt de calcul sur une colonne de la matrice de programmation dynamique est en O(n2m) pour les
transitions horizontales et obliques depuis la colonne pre´ce´dente (la ve´rification locale de compatibilite´
horizontale et le calcul des couˆts de transition sont borne´s) et e´galement en O(n2m) pour les transitions
verticales (puisque pour chaque segment global, on a au maximum nm pre´de´cesseurs de´sactive´s). Le cal-
cul global des transitions s’effectue donc en O(n2m × nl) puisqu’il faut conside´rer nl colonnes. Quant a` la
recherche arrie`re, son couˆt est ne´gligeable par rapport a` celui des transitions puisqu’il est en O(nm × nl)
(si tous les couples font partie du chemin).
Il faut cependant multiplier cette complexite´ globale en O(n2m×nl) par les ite´rations supple´mentaires
de suite aux de´tections d’incompatibilite´s horizontales « e´loigne´es » (dont la ve´rification se fait en
O(ng×n2l )). Dans le cas optimal, on multiplie cette complexite´ par 3i, i e´tant le nombre d’incompatibilite´s
horizontales « a` distance » trouve´es (a priori, celles-ci sont tre`s limite´es, mais au pire, elles peuvent eˆtre
de O(nm×nl) c’est-a`-dire de la longueur du chemin). Dans le cas sous-optimal, on multiplie au mieux par
2, et sinon par un nombre plus e´leve´ si les nouvelles configurations ge´ne`rent de nouvelles incompatibilite´s.
Finalement, si l’on conside`re que les cas d’incompatibilite´s horizontales « a` distance » sont limite´s
(en supposant que leur nombre est faible du fait du caracte`re improbable de telles configurations ou
que le nombre d’ite´rations est tre`s re´duit dans le cas sous-optimal), on obtient donc une complexite´
globale en O(n2m × nl). En pratique, nl est borne´ puisque le nombre de segments du polygone est limite´
par le nombre de points de mesure (a` diviser par le seuil correspondant au nombre minimal de points
constituant un segment - on arrive ge´ne´ralement a` un nombre nl de l’ordre de la centaine). Quant a` nm, il
est ge´ne´ralement limite´ a` quelques unite´s mais dans un cas extreˆme, il pourrait atteindre ng. Dans les cas
que nous avons traite´s jusqu’a` pre´sent, nous n’avons pas eu de proble`mes particuliers lors de l’exe´cution,
lie´s a` la complexite´ (par exemple, l’appariement entre deux polygones se fait en moins d’une seconde,
avec un algorithme non optimise´ implante´ sur un processeur Pentium IV).
5.4.4 Re´sultats expe´rimentaux
Un exemple simple en simulation
La figure 5.34 montre un exemple simple d’appariement de segments a` partir des donne´es simule´es
pre´ce´dentes.
Exemples sur des donne´es re´elles
La figure 5.35 montre tous les segments candidats a` l’appariement dans les polygones pre´ce´dents
(issus de scans re´els) tandis que la figure 5.36 indique le meilleur chemin d’appariement trouve´ par
programmation dynamique.
La figure 5.37 fournit un exemple d’appariement impliquant une approximation polygonale non unique
de l’environnement (cf. Fig. 5.37).
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Fig. 5.34: Re´sultat d’appariement de polygones sur des donne´es simule´es. Le premier polygone apparˆıt
en rouge, le second en vert et les liens d’appariements sont mate´rialise´s par des segments noirs qui
relient les milieux de segments concerne´s. Les segments non obstacles ne sont pas dessine´s.
Fig. 5.35: Segments candidats a` l’appariement. Le premier polygone apparaˆıt en rouge, le second en
vert et les hypothe`ses d’appariements sont mate´rialise´s par des segments noirs qui relient les milieux
de segments concerne´s.
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Fig. 5.36: Chemin d’appariement ge´ne´re´ par programmation dynamique. Le premier polygone apparaˆıt
en rouge, le second en vert et les appariements sont mate´rialise´s par des segments noirs qui relient les
milieux de segments concerne´s.
5.5 Conclusion
Nous avons donc de´fini un algorithme de mise en correspondance de cartes globale et locale qui se
de´roule en plusieurs e´tapes : polygonalisation du scan courant, correction de l’odome´trie par recalage
du scan local par rapport au scan pre´ce´dent et mise en correspondance de segments par adaptation
d’une strate´gie de programmation dynamique. La strate´gie de programmation cherche a` maximiser les
longueurs d’appariement des chaˆınes polygonales des deux cartes, ponde´re´es par la qualite´ du test de
Mahalanobis (permettant de valider l’appariement entre primitives incertaines). Cette strate´gie est en
principe plus satisfaisante qu’une me´thode classique d’appariement glouton par plus proches voisins : en
effet, elle conside`re syste´matiquement les primitives adjacentes et en outre, la maximisation de la longueur
apparie´e est globale (la correction d’odome´trie est e´galement une e´tape d’appariement global). On re-
marque qu’en the´orie, dans des configurations extreˆmement de´favorables (et improbables), la complexite´
de notre algorithme peut devenir tre`s e´leve´e (en particulier si le nombre d’incompatibilite´s horizontales
« a` distance » est important). Toutefois, comme nous l’avons explique´ ci-dessus, elle s’ave`re a priori
limite´e en pratique.
Le proble`me de la mise en correspondance de contours (et de chaˆınes polygonales) peut eˆtre conside´re´
comme difficile, en particulier parce qu’il n’est pas re´ellement bien pose´ (par exemple, quels sont les
bons crite`res d’appariements, quelles configurations sont a` privile´gier ?) : il a donne´ lieu a` de nombreuses
publications, que ce soit dans le domaine de la robotique mais aussi du traitement d’images notamment.
De plus, nous avons ajoute´ des contraintes qui ne permettent pas d’utiliser des algorithmes classiques : en
particulier, nous imposons une gestion des appariements multiples et des incompatibilite´s et la prise en
compte des informations d’incertitude. Ainsi, nous pensons que notre me´thode peut encore eˆtre ame´liore´e
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Fig. 5.37: Zoom sur des appariements multiples obtenus en faisant varier artificiellement les pa-
rame`tres d’incertitude. Comme sur les figures pre´ce´dentes, le premier polygone apparaˆıt en rouge, le
second en vert et les appariements sont mate´rialise´s par des segments noirs qui relient les milieux de
segments concerne´s. On constate que l’appariement peut ainsi ge´rer des approximations polygonales
diffe´rentes d’un meˆme environnement.
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selon diffe´rents aspects :
* Ame´liorations du calcul de l’approximation polygonale :
Notre technique d’approximation polygonale pre´sente encore parfois des proble`mes de « coins rogne´s »
ou des aberrations locales lie´es aux erreurs de mesures. Il semble possible de l’ame´liorer en s’inspirant
d’algorithmes plus sophistique´s, tels que ceux propose´s par Castellanos et Tardos [21] ou par Veeck et
Burgard [190] (algorithmes e´voque´s ci-dessus). De tels algorithmes permettent en principe de mieux ge´rer
le bruit de mesure tout en ajustant correctement les points anguleux. Il faut toutefois s’assurer que l’on
n’introduira pas de proble`mes de chaˆınage (maintien de l’ordre se´quentiel des segments du polygone) et
que l’on pourra calculer les incertitudes des primitives.
* Ame´liorations du recalage :
Il paraˆıt possible de rendre plus robuste la technique de recalage de carte locale en l’associant a` des
ve´rifications concernant d’autres couches de repre´sentation. Par exemple, on peut ve´rifier que les grilles
d’occupation correspondant d’une part au polygone local et d’autre part a` la carte globale (ou dans un
premier temps au polygone pre´ce´dent) se superposent correctement [168] [81].
* Ame´liorations de la mise en correspondance de segments :
Il pourrait eˆtre utile d’acce´le´rer la recherche de couples candidats a` l’appariement en e´liminant les
couples de segments trop e´loigne´s l’un de l’autre, comme le sugge`re Moutarlier (par exemple [139]).
Par ailleurs, il serait inte´ressant de revoir certains tests de compatibilite´ entre segments (par exemple
les ve´rifications que les segments se trouvent bien « l’un en face de l’autre » et qu’ils ont e´te´ observe´s
« du meˆme coˆte´ ») en introduisant leur incertitude en position. En effet, les tests actuels paraissent trop
de´pendants des projections orthogonales sur leurs positions moyennes : les re´sultats de´pendent notamment
de la qualite´ du recalage de l’odome´trie et de la pre´cision courante des cartes.
En outre, il semble indispensable de passer a` une repre´sentation de type « SP-Map » afin de de´finir
les incertitudes dans des repe`res locaux [21]. En effet, avec notre repre´sentation, les valeurs d’incertitude
de´pendent de la position du repe`re de re´fe´rence absolu, ce qui peut fausser les tests d’appariement (en
particulier dans le cas ou` on utilise des coordonne´es polaires). Comme nous le verrons au chapitre suivant,
une repre´sentation proche des « SP-Maps » paraˆıt compatible avec notre mode`le de carte.
* Ame´liorations de la me´thode ge´ne´rale :
Enfin, nous pouvons envisager des ame´liorations de la technique ge´ne´rale de mise en correspondance de
primitives, actuellement base´e sur une strate´gie de programmation dynamique. En particulier, nous pour-
rions conside´rer des me´thodes d’optimisation approche´es, ou tenter de poser le proble`me diffe´remment,
en s’inspirant par exemple des proble`mes d’ordonnancement (les taˆches pourraient correspondre aux seg-
ments globaux et l’e´chelle de temps a` la se´quence de segments locaux) qui peuvent eˆtre aborde´s via des
techniques de re´solution sous contraintes (contraintes lie´es aux incompatibilite´s notamment).
Nous pourrions e´galement introduire certaines se´curite´s permettant de valider les associations de
donne´es propose´es. Par exemple, le test de « Joint compatibility » pourrait eˆte applique´ sur le chemin
d’appariement trouve´ [145] (il faudrait toutefois de´finir la strate´gie a` adapter en cas d’e´chec de compati-
bilite´ globale). Nous verrons au chapitre 7 que les informations topologiques peuvent e´galement favoriser
la de´tection d’incohe´rences lie´es a` un mauvais appariement.
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Les re´sultats de la mise en correspondance sont destine´s a` raffiner la position des sommets de la carte
globale. Pour cela, nous avons choisi de recourir a` un filtre de Kalman. Il s’agit donc, dans un premier
temps, d’extraire du chemin d’appariement un certain nombre d’observations permettant d’alimenter le
filtre, puis de corriger le vecteur d’e´tat du syste`me en appliquant les e´quations de mise a` jour ade´quates.
Le chapitre suivant est consacre´ a` la description de ces diffe´rentes ope´rations.
Chapitre 6
Mise en œuvre du filtre de Kalman
« L’alle´gorie bouddhiste du ’filet d’Indra’ parle d’un re´seau
de fils infinis e´tendu sur l’univers, dont les fils horizontaux
traversent l’espace et les fils verticaux le temps. A chaque in-
tersection des fils se trouve un individu, et chaque individu
est une perle de cristal. La grande lumie`re de l’ ’Eˆtre absolu’
e´claire et pe´ne`tre chaque perle, qui refle`te non seulement la
lumie`re de toutes les autres perles du re´seau, mais aussi le
reflet de chacun des reflets de l’univers. »
D. Hofstadter (« Go¨del, Escher, Bach : les brins d’une guir-
lande e´ternelle »).
6.1 Formalisme du filtre de Kalman
Le filtre de Kalman est un algorithme optimal re´cursif, qui permet d’estimer un vecteur d’e´tat a` partir
de mesures inde´pendantes, relie´es a` ce vecteur par une e´quation line´aire. Dans le cas ou` cette e´quation
n’est pas line´aire, nous devons la line´ariser, ce qui conduit au filtre de Kalman e´tendu. Nous avons de´ja`
vu dans l’e´tat de l’art qu’il existe beaucoup de variantes et d’ame´liorations du filtre de Kalman e´tendu
applique´ au proble`me du SLAM. Nous avons opte´ dans un premier temps pour la version du filtre pro-
pose´e par Moutarlier, qui est un peu plus ge´ne´rique que le filtre de Kalman proprement dit puisqu’elle
ge`re les bruits corre´le´s et colore´s [139] [113]. Le filtre propose´ par Moutarlier peut eˆtre applique´ de deux
manie`res diffe´rentes. La me´thode de base permet de mettre a` jour simultane´ment la position du robot et
celle des primitives de la carte : elle est en principe optimale mais on constate que le syste`me re´sultant
peut manquer de stabilite´ en pre´sence de biais sur la position des entite´s. La seconde me´thode, appele´e
recalage - fusion, ne´glige certaines corre´lations : elle est donc a priori sous-optimale. Toutefois, l’analyse
de son comportement montre qu’elle permet de re´duire conside´rablement la propagation aux objets de
l’environnement d’un biais sur l’odome´trie du robot.
Ainsi, notre syste`me est mode´lise´ par :
– un vecteur d’e´tat : x = [x1...xn] ;
– son estime´e xˆ et la variance σxx de l’erreur d’estimation x :
x = xˆ + x
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et
xi = xˆi + xi , (1 ≤ i ≤ n)
σxx = E[xTx ]
avec
σij = E[xi
T
xj ]
Dans le cas du SLAM, le vecteur d’e´tat est constitue´ de la position du robot et de la position des
primitives ge´ome´triques qui composent la carte.
Les observations des e´le´ments constitutifs du vecteur d’e´tat sont introduites dans le processus d’esti-
mation via une e´quation de mesure (on appelle mesure une relation ale´atoire que l’on sait ve´rifie´e pour
les vraies valeurs xi de l’e´tat) :
z = h(x1, ..., xn)
Cette mesure peut eˆtre pre´dite a` partir de l’estime´e courante xˆ de l’e´tat :
zˆ = h(xˆ1, ..., xˆn)
L’ancienne estime´e du vecteur xˆ est alors corrige´e d’une valeur proportionnelle a` l’e´cart de mesure δ
entre la pre´diction zˆ et la valeur mesure´e z.
Soit Hx = (H1, ...,Hn) la jacobienne de h par rapport a` x :
– La nouvelle estime´e s’e´crit :
xˆ′ = xˆ + ΓxzΓ−1zz (z− zˆ)
ou`
Γxz = E[x.(z− zˆ)T] avec (Γxz)ij = Σnk=1σikHTkj
Γzz = E[(z− zˆ).(z− zˆ)T ] =
n∑
i=1
n∑
j=1
HiσijHTj
.
– La variance de cette nouvelle estime´e s’e´crit :
σx′x′ = σxx − ΓxzΓ−1zz ΓTxz
.
6.2 Choix des composantes du vecteur d’e´tat
Pour appliquer cette technique de filtrage a` notre repre´sentation, nous devons tout d’abord choisir
les e´le´ments constitutifs du vecteur d’e´tat. Plusieurs options s’offrent a` nous : nous pouvons notamment
utiliser les areˆtes de la carte combinatoire, ses sommets ou bien directement les brins.
Nous avons vu au chapitre 4 que dans le cas ou` les primitives du vecteur d’e´tat sont des segments
(ou leurs droites porteuses), nous risquons de voir apparaˆıtre des incohe´rences au niveau des sommets.
Par exemple, si la mise a` jour consiste a` corriger la position des segments, des aberrations risquent de se
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produire au niveau des sommets incidents a` plus de deux areˆtes, puisque les intersections deux a` deux
des nouveaux segments (ou plutoˆt de leurs nouvelles droites porteuses) ne co¨ıncideront plus.
En outre, on peut d’ores et de´ja` entrevoir d’autres types d’incohe´rences. Par exemple, la correction
de deux segments incidents peut conduire a` de nouvelles droites porteuses paralle`les : que faire du som-
met qui disparaˆıt et comment restaurer la cohe´rence topologique ? Dans le cas ou` les e´le´ments de base
du vecteur d’e´tat sont les sommets de la carte, dautres difficulte´s apparaissent. En particulier, dans la
configuration de la figure 6.1, il faut cre´er un nouveau sommet sur le segment de la carte globale, afin de
mode´liser la cassure du segment initial. Mais ou` placer ce nouveau sommet sur le segment, et quelles
variances et covariances lui associer ?
Fig. 6.1: Observation d’une cassure dans le segment global, re´sultant de l’appariement (en pointille´s
verts) du segment global avec deux segments locaux adjacents.
Alternativement, nous pourrions envisager de prendre comme e´le´ments de base les brins. Chaque brin
comporterait par exemple trois parame`tres : les coordonne´es du point 2D sur lequel il est plonge´ et un
angle, correspondant a` l’orientation du segment associe´. Les 0-coutures correspondraient a` des corre´lations
fortes entre les orientations des deux brins d’une meˆme areˆte, et les 1-coutures a` des corre´lations fortes
entre les positions des plongements (points 2D) des brins d’un meˆme sommet. Cependant, une telle
repre´sentation comporterait des redondances, au niveau des plongements des sommets et des brins. De
plus, la cohe´rence des plongements de plusieurs brins associe´s a` un meˆme sommet ou a` un meˆme seg-
ment ne serait pas force´ment assure´e durant le processus de filtrage (par exemple en raison d’arrondis ou
d’approximations line´aires dans le cas du filtre de Kalman e´tendu).
Finalement, nous nous orientons plutoˆt vers un vecteur d’e´tat constitue´ des sommets de la carte,
repre´sente´s avec leurs incertitudes en coordonne´es carte´siennes (cf. Fig. 6.2). Certains de ces sommets
correspondent a` des balises, et donc a` des objets ve´ritablement observables (par exemple l’intersection de
deux murs), et d’autres correspondent a` des objets non observables qui sont mis a` jour uniquement par le
biais des corre´lations (par exemple un sommet reliant deux areˆtes non obstacles). La principale difficulte´
concerne alors les configurations du type de celle pre´sente´e ci-dessus, avec la cre´ation d’un sommet sur
un segment de la carte globale : c’est ce que nous e´tudions dans la section suivante.
On peut remarquer que pour re´aliser les mises en correspondance e´tudie´es au chapitre pre´ce´dent,
nous devons calculer les incertitudes sur les positions des droites porteuses des segments (en coordonne´es
polaires) a` partir des incertitudes sur les positions des sommets (en coordonne´es carte´siennes). Pour cela,
nous utilisons classiquement une line´arisation avec propagation des incertitudes [139] [113].
Soit x un vecteur compose´ de n variables ale´atoires (xi)i=1...n et caracte´rise´ par son estimation xˆ
et la variance σxx de l’erreur d’estimation. Soit f une fonction vectorielle applicable sur x (fonction
non ne´cessairement line´aire) et soit Fx la matrice jacobienne de f par rapport a` x. La propagation de
l’incertitude de x sur f(x) consiste a` estimer les deux premiers moments du vecteur ale´atoire y = f(x).
Un de´veloppement en se´rie de Taylor fournit les approximations suivantes :
yˆ ' f(xˆ)
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Fig. 6.2: Affichage des ellipses d’incertitudes associe´es aux sommets de la carte correspondant au
polygone de la figure 5.13. Les segments « obstacles » apparaissent en rouge et les segments « non
obstacles » en vert. La position du robot est indique´e par un cercle magenta. Seules les ellipses situe´es
aux extre´mite´s des segments « obstacles » sont indique´es sur cette figure.
σyy ' FxσxxFTx
Dans le cas qui nous inte´resse, x contient les coordonne´es carte´siennes (X1, Y1) et (X2, Y2) des deux
extre´mite´s du segment conside´re´ et y correspond aux coordonne´es polaires r, θ de la droite a` estimer.
Ainsi, θ = arctan(X2−X1Y1−Y2 ) et R = X1 cos(θ) + Y1 sin(θ). On note cependant que cette e´quation implique
l’utilisation de la fonction arctan, qui n’est pas continue (et donc non de´rivable) en tout point. Cette
difficulte´ peut eˆtre leve´e en utilisant syste´matiquement les changements de repe`re (rotations) ade´quats,
de manie`re a` placer le segment sur l’axe des ordonne´es. Par ailleurs, l’estimation n’est pas re´alise´e si les
deux extre´mite´s du segment se superposent (le segment, de longueur nulle, n’a pas besoin d’eˆtre apparie´).
6.3 Cre´ation de sommets
Pour initialiser la carte globale a` partir du premier polygone d’espace libre et pour inse´rer de nouveaux
points (jamais observe´s auparavant) dans la carte globale, nous avons besoin d’une ope´ration de cre´ation
de sommets.
Soit la fonction Tr qui projette un objet local xn (de´fini dans le repe`re du robot, et dont l’erreur
d’estimation est note´e n) dans le repe`re absolu au travers de la position Xr du robot, et soient Jn et
Jr ses jacobiennes, respectivement en fonction de l’objet et du robot. On note Xn les coordonne´es de
l’objet dans le repe`re absolu, Cnn la variance de Xn, Crr celle de Xr et Cni celle d’un objet Xi de la
carte globale. On peut alors inte´grer l’objet (suppose´ eˆtre le n-ie`me) dans l’e´tat en calculant :
Xn = Tr(xn,Xr)
Cnn = JnE[nTn ]J
T
n + JrCrrJ
T
r
6.4 De´finition des observations 147
et pour chaque e´le´ment i de l’e´tat :
Cni = JrCri
6.4 De´finition des observations
Dans les me´thodes SLAM a` base de filtrage de Kalman, les appariements multiples ne sont ge´ne´ralement
pas traite´s. Les primitives de la carte globale sont associe´es individuellement a` des primitives de la carte
locale. Avec la repre´sentation que nous utilisons et les appariements que nous venons de de´finir, nous
devons cependant extraire les observations a` partir d’appariements de lignes polygonales. Cela ne´cessite
donc de traiter de nouveaux types d’observations, telles que les « cassures ».
* Gestion des « cassures » :
Lorsque l’on observe une cassure (cf. Fig. 6.1), il faut cre´er un nouveau sommet Sc sur le segment
A1A2 sur lequel se produit cette cassure. On pourrait envisager d’initialiser ce nouveau sommet de la
meˆme manie`re que ceux qui n’ont jamais e´te´ observe´s auparavant, avec les e´quations indique´es ci-dessus.
Pourtant, un sommet de cassure ne correspond pas vraiment a` un nouveau sommet, au meˆme titre que
les points jamais observe´s auparavant. En effet, un tel sommet est lie´ aux extre´mite´s de son areˆte par
des corre´lations plus fortes qu’un nouveau sommet quelconque : intuitivement, son observation devrait
entraˆıner toute l’areˆte dans sa direction (cf. Fig. 6.3).
Fig. 6.3: (a) Appariement entre un segment global et deux segments locaux : il faut cre´er une cassure
sur le segment global. (b) Cre´ation simple d’un nouveau sommet sur le segment global : les extre´mite´s
A1 et A2 sont peu affecte´es (le re´sultat apparaˆıt en noir tandis que les donne´es initiales sont indique´es
en vert). (c) Effet d’entraˆınement d’une cassure sur A1 et A2 du fait de corre´lations entre le sommet
de cassure et les extre´mite´s du segment global.
En re´alite´, ce point de cassure a de´ja` e´te´ observe´ implicitement a` chaque fois que l’on a observe´ l’areˆte
globale A1A2 a` laquelle il appartient : il est alors observe´ avec les sommets extre´mite´s de cette areˆte glo-
bale comme situe´ sur l’areˆte locale apparie´e. Ainsi, a` chacune de ces observations, les liens de corre´lation
(dans la direction du segment global A1A2) ont tendance a` augmenter entre ce sommet implicite et les
extre´mite´s A1 et A2 de l’areˆte globale a` laquelle il appartient. Ensuite, a` l’instant ou` l’on observe une
cassure, on observe en fait pour la premie`re fois explicitement ce sommet implicite.
Nous avons donc songe´ a` cre´er sur chaque nouvelle areˆte globale A1A2 un point « virtuel » (ou
« implicite ») Pv dont la position pre´sente une grande incertitude longitudinale (dans la direction de
l’areˆte) et une incertitude orthogonale similaire celle de l’areˆte (cf. Fig. 6.4). La grande incertitude
longitudinale indique que l’on ne sait pas a` l’avance ou` se trouve le sommet de cassure qui se trouve
sur cette areˆte. A chaque fois que l’areˆte est observe´e, ce point Pv est mis a` jour au meˆme titre que les
extre´mite´s A1 et A2 de l’areˆte : cette mise a` jour est lie´e a` l’observation de Pv sur l’areˆte locale apparie´e
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et aux liens de corre´lation avec les autres e´le´ments de la carte. Si l’on observe une cassure sur A1A2, Pv
est observe´ directement sur le point de cassure local : il s’agit de sa premie`re observation explicite.
Fig. 6.4: (a) Initialisation du point virtuel Pv. (b) Observation implicite de ce point sur l’areˆte locale
apparie´e. (c) Configuration re´sultante. (d) Observation explicite de Pv au niveau de la cassure. (e)
Configuration re´sultante.
Initialisation et observation du point virtuel :
L’initialisation d’un point virtuel Pv a lieu lors de l’initialisation du segment [A1A2] sur lequel il est
place´. On le de´finit de la manie`re suivante (cf. Fig. 6.5) :
– Il est place´ au milieu du segment [A1A2].
– L’ellipse de confiance a` 95% de ce point (en coordonne´es carte´siennes) est oriente´e dans la direction
de [A1A2]. La longueur de son axe paralle`le a` [A1A2] correspond a` 2∗L avec L = A1A2. La longueur
de son axe orthogonal correspond a` l’intervalle de confiance a` 95% sur le rayon r des coordonne´es
polaires (r, θ) de la droite (A1A2).
Fig. 6.5: Initialisation du point virtuel Pv et de son ellipse d’incertitude.
On note ∆ la valeur de ∆χ2 pour un niveau de confiance a` 95% et une variable a` deux dimensions. De
meˆme, on note δ la valeur de ∆χ2 pour un niveau de confiance a` 95% et une variable a` une dimension.
La matrice de covariance associe´e a` Pv s’e´crit alors :
C =
(
a b
c d
)
avec
a = ∆[
cos2 θ
(2L)2
+
sin2 θ
σ2rδ
]
b = c = ∆[
− cos θ sin θ
(2L)2
+
sin2 θ
σ2rδ
]
d = ∆[
sin2 θ
(2L)2
+
cos2 θ
σ2rδ
]
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Lorsque le segment global A1A2 est apparie´ a` un segment local, Pv est observe´ (implicitement) comme
situe´ sur ce segment local : il s’agit d’une observation « point sur droite ». Lors d’une cassure, l’obser-
vation de ce point virtuel correspond a` une observation explicite des deux coordonne´es carte´siennes de
ce point : il s’agit d’une observation « point sur point ». Si l’on observe simultane´ment plusieurs cas-
sures, Pv est de´multiplie´ : tout se passe comme si les diffe´rents points de cassure e´taient initialise´s de la
meˆme manie`re et faisaient syste´matiquement l’objet des meˆmes observations a` chaque appariement de
l’areˆte A1A2. Les covariances entre points virtuels d’une meˆme areˆte correspondent donc a` leur variance
individuelle. Ils ne se diffe´rencient que lors de leur observation explicite sur un point de cassure. Il faut
e´galement dupliquer les points virtuels pour en doter chaque sous-segment issu de la cassure du segment
initial. La gestion comple`te des points virtuels est pre´cise´e ci-dessous, lors de l’ope´ration d’extraction des
observations.
Se´lection des types d’observation :
Au final, nous pouvons utiliser trois mode`les d’observation qui, comme nous allons le voir, couvrent
tous les cas de figure, y compris les observations de points virtuels (cf. Fig. 6.6) :
– observation d’un point global a` l’emplacement d’un point local ;
– observation d’un point global sur une droite de la carte locale ;
– observation d’un point virtuel global a` l’emplacement d’un point local (cassure).
Fig. 6.6: De´finition des trois types d’observation. (a) Obervation d’un point global a` l’emplacement
d’un point local. (b) Observation d’un point global sur une droite de la carte locale. (c) Observation
d’un point virtuel global (en rouge) a` l’emplacement d’un point local (cassure).
Il nous faut toutefois pre´ciser comment ces observations sont de´finies a` partir du chemin d’appariement
entre carte globale et polygone local.
6.5 Extraction des observations a` partir du chemin d’appariement
L’extraction des observations est re´alise´e en suivant pas a` pas le chemin d’appariement : a` chaque tran-
sition, on de´finit les e´quations de mesures de certains e´le´ments du vecteur d’e´tat. En paralle`le, on ge`re
e´galement l’observation (implicite ou explicite) des points virtuels et leur de´multiplication e´ventuelle.
Il faut e´galement traiter les possibles appariements multiples des extre´mite´s de segments. Ainsi, nous
de´taillons cette ope´ration suivant le type de transition du chemin d’appariement. Nous verrons que les
observations des points virtuels initiaux sont syste´matiquement re´alise´es a` droite des segments globaux
(avec la convention utilise´e ci-dessous que le sens de parcours du polygone correspond localement a` un
parcours de « gauche a` droite »). Sur les parties gauche ou centrale, on se contente si besoin de copie de
ces points virtuels initiaux.
On note e´galement que dans les sche´mas explicatifs accompagnant cette description, les sommets
noirs correspondent aux sommets initiaux de la carte globale et du polygone local. Les sommets rouges
de´signent les sommets virtuels initiaux associe´s aux segments globaux, et les sommets bleus les copies de
ces points virtuels. Les sommets blancs correspondent a` des cassures sur les segments locaux, qui doivent
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eˆtre cre´e´s en vue de la fusion des cartes locale et globale (cf. chapitre 7).
Transition S ∗ −S∗ :
Pour ce type de transition, il n’y a rien a` faire puisqu’aucun segment n’est implique´.
Transition (si, Sj)− S∗ :
Les diffe´rentes configurations correspondant a` cette transition sont de´crites dans la figure 6.7.
On ve´rifie tout d’abord par un test de Mahalanobis si les deux sommets concerne´s (sommets droits
de si et de Sj) sont appariables. Si c’est le cas (cf. configuration (a) de la figure 6.7), ces deux sommets
sont apparie´s (observation « point sur point »). Sinon, on examine la projection orthogonale sur Sj du
sommet droit de si. Si elle tombe sur le segment Sj (cf. configuration (b) de la figure 6.7), alors on observe
une cassure sur Sj : on effectue deux copies du point virtuel de Sj , l’une de ces copies servant de nouveau
point virtuel pour le sous-segment gauche de Sj et l’autre copie e´tant observe´e sur le sommet droit de si.
Sinon, si la projection orthogonale sur Sj du sommet droit de si tombe au-dela` de Sj (cf. configuration
(c) de la figure 6.7), le sommet droit de Sj est observe´ sur le segment si.
De plus, dans tous les cas, on observe implicitement le point virtuel de Sj (ou sa copie sur le sous-
segment gauche pour la configuration (b)) sur si (observation « point sur droite »).
Fig. 6.7: Observations lie´es a` une transition (si, Sj)− S∗. (a) Les sommets droits sont apparie´s. (b)
La projection orthogonale sur Sj du sommet droit de si se situe sur le segment Sj. (c) La projection
orthogonale sur Sj du sommet droit de si se situe au-dela` du segment Sj.
Transition S ∗ −(sk, Sl) :
Les configurations a` conside´rer sont syme´triques par rapport a` la transition (si, Sj) − S∗ (cf. Fig.
6.8). La seule diffe´rence est que l’on ne traite pas l’observation implicite du point virtuel de Sl : cette
observation sera extraite lors des transitions ulte´rieures, impliquant la partie droite de Sl.
Fig. 6.8: Observations lie´es a` une transition S ∗−(sk, Sl). (a) Les sommets gauches sont apparie´s. (b)
La projection orthogonale sur Sl du sommet gauche de sk se situe sur le segment Sl. (c) La projection
orthogonale sur Sl du sommet gauche de sk se situe avant le segment Sl.
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Transition horizontale (si, Sj)− (sk, Sj) :
Dans le cas ou` les segments locaux si et sk sont adjacents (cf. configuration (a) de la figure 6.9), on
observe une seule cassure. On effectue deux copies du point virtuel de Sj : l’une de ces copies est observe´e
sur si et l’autre sur le sommet commun a` si et sk.
Dans le cas ou` les segments locaux ne sont pas adjacents (cf. configuration (b) de la figure 6.9), on
observe deux cassures. On effectue quatre copies du point virtuel de Sj : la premie`re est observe´e sur si,
la seconde sur le sommet droit de si, la troisie`me est place´e sur le sous-segment de´limite´ par les deux
cassures et la quatrie`me est observe´e sur le sommet gauche de sk.
Fig. 6.9: Observations lie´es a` une transition horizontale (si, Sj) − (sk, Sj). (a) Les segments locaux
si et sk sont adjacents. (b) Les segments locaux ne sont pas adjacents.
Transition verticale (si, Sj)− (si, Sl) :
Dans le cas ou` les segments globaux Sj et Sl sont adjacents (cf. configuration (a) de la figure 6.10), on
observe leur sommet commun sur le segment si. Dans le cas contraire (cf. configuration (b) de la figure
6.10), on observe le sommet droit de Sj et le sommet gauche de Sl sur si.
Dans tous les cas, on observe le point virtuel de Sj sur si.
Fig. 6.10: Observations lie´es a` une transition verticale (si, Sj)− (si, Sl). (a) Les segments globaux Sj
et Sl sont adjacents. (b) Les segments globaux ne sont pas adjacents.
Transition oblique (si, Sj)− (sk, Sl) :
Dans le cas ou` les deux paires de segments (locaux et globaux) sont adjacentes, on ve´rifie tout
d’abord si les sommets communs de chaque paire (locale et globale) peuvent eˆtre apparie´s (via un test
de Mahalanobis).
Si cette condition est satisfaite (cf. configuration (a) de la figure 6.11), alors le sommet commun Ag
a` Sj et a` Sl est observe´ sur le sommet commun Al a` si et a` sk et le point virtuel de Sj est observe´ sur
si. Sinon, on traite les observations lie´es auxsegments si et Sj comme celles d’une transition (si, Sj)−S∗
et les observations lie´es aux segments sk et Sl comme celles d’une transition S ∗ −(sk, Sl).
Lorsque Al et Ag ne sont pas appariables, on remarque qu’il existe des cas ou` Ag est apparie´ deux
fois, une fois, ou au contraire des cas ou` il n’est jamais apparie´ (cf. configurations (b), (c), (d) et (e)
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Fig. 6.11: Observations lie´es a` une transition oblique (si, Sj) − (sk, Sl), si et sk e´tant adjacents, de
meˆme que Sj et Sl. (a) Les sommets Al et Ag sont apparie´s. (b) Ag est observe´ sur sk. (c) Ag est
observe´ sur si. (d) Ag est observe´ a` la fois sur si et sur sk. (e) Ag n’est observe´ nulle part.
de la figure 6.11). Il en est de meˆme pour Al. Ces situations sont dues au fait que l’on se trouve dans
une situation incohe´rente : en principe, il ne devrait pas y avoir de transition oblique directe entre deux
paires de segments adjacents si leur sommet commun n’est pas appariable. Dans le cas des appariements
uniques de Ag, on devrait passer auparavant par des transitions horizontales et verticales (par exemple,
dans la configuration (b), il faudrait passer par une liaison horizontale (si, Sj) − (sk, Sj) puis par une
liaison verticale (sk, Sj)− (sk, Sl)). A priori, les cas d’appariements inexistants ou d’appariement doubles
de Ag sont aussi lie´s a` des erreurs d’appariement entre les paires de segments. Nous avons toutefois
choisi de les conserver du fait des difficulte´s a` re´aliser un appariement correct sur des donne´es incer-
taines. Ces incohe´rences pourront cependant eˆtre de´tecte´es et traite´es ulte´rieurement lors de la mise en
forme de la carte (cf. chapitre 7). Dans le cas ou` ils sont apparie´s deux fois, ces sommets sont en re´alite´
de´double´s et relie´s par un segment « obstacle ». Pour le sommet global, tout se passe comme si deux
sommets globaux distincts avaient e´te´ initialise´s comme infiniment proches et avaient syste´matiquement
e´te´ apparie´s aux meˆmes sommets, jusqu’a` ce que de nouvelles observations les distinguent enfin. Pour
le sommet local, tout se passe comme s’il existait deux sommets infiniment proches dans le polygone local.
De meˆme, dans le cas ou` seule une paire de segments (locaux ou globaux) est adjacente, ou dans
le cas ou` aucune ne l’est, on proce`de pour les segments de gauche comme dans le cas d’une transition
(si, Sj)−S∗ et pour les segments de droite comme dans le cas d’une transition S ∗−(sk, Sl). Il peut aussi
se produire des situations d’appariements multiples de sommets, qui sont traite´s de la meˆme manie`re que
dans le cas ou` les deux paires de segments sont adjacentes.
6.6 Mise a` jour des positions des sommets
Comme le souligne Dissanayake [46], les e´quations de mesure correspondent a` des observations rela-
tives entre positon du robot et position des e´le´ments de la carte. Plus pre´cise´ment, les observations a`
l’instant t font intervenir l’estimation de position du robot Pr = (Xr, Yr, θr)T (a` l’instant t − 1), l’esti-
mation de de´placement du robot P∆ = (∆Xr,∆Yr,∆θr)T (entre les instants t − 1 et t) corrige´e graˆce
au recalage de la carte locale par rapport a` la carte globale, l’estimation de position pglob de la primi-
tive globale (calcule´e a` l’instant t− 1) et l’estimation de position ploc de la primitive locale observe´e (a`
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l’instant t) dans le repe`re local du robot. On obtient ainsi l’e´quation ge´ne´rique suivante pour la mesure :
T(ploc,Pr + P∆)− pglob = 0
ou` l’ope´rateur de projection T permet de passer des coordonne´es locales dans le repe`re du robot aux
coordonne´es globales dans le repe`re de la carte en cours de construction. On suppose ici que la position
du robot co¨ıncide avec celle du capteur : en pratique il faut effectuer un second changement de repe`re si
le centre du robot ne co¨ıncide pas avec celui du capteur.
Avec les instances d’observations se´lectionne´es plus haut, nous pouvons nous ramener a` deux types
d’e´quations : les mesures de co¨ıncidence d’un point (global) sur un autre point (local) ou d’un point
(global) sur une droite (locale). Ces e´quations s’appliquent e´galement aux points virtuels.
* Observation « point sur point » :
Le point local Pl est repre´sente´ (dans le repe`re local) en coordonne´es polaires (rl, θl), de´duites direc-
tement des mesures brutes du scan. Quant au point global Pg, il est de´crit en coordonne´es carte´siennes
(X,Y ) (dans le repe`re de re´fe´rence de la carte globale) : ces coordonne´es sont stocke´es dans le vecteur
d’e´tat.
On note respectivement Cl, Cg, Cr et C∆ les matrices de covariance de Pl = (rl, θl)T , Pg = (X,Y )T ,
Pr = (Xr, Yr, θr)T et P∆ = (∆Xr,∆Yr,∆θr)T .
La mesure a` 2 dimensions s’e´crit :
z = (z1, z2)T = f(rl, θl, X, Y,Xr, Yr, θr,∆Xr,∆Yr,∆θr)
avec :
z1 = rl ∗ cos(θl + ∆θr + θr) +Xr + ∆Xr −X
z2 = rl ∗ sin(θl + ∆θr + θr) + Yr + ∆Yr − Y
La matrice de covariance de la mesure s’e´crit de la manie`re suivante :
Cz = JlClJTl + JgCgJ
T
g + JrCrJ
T
r + J∆C∆J
T
∆
ou` Jl, Jg, Jr et J∆ repre´sentent respectivement les matrices jacobiennes de f par rapport aux coor-
donne´es (rl, θl) du point local, aux coordonne´es (X,Y ) du point global, a` la pose (Xr, Yr, θr) du robot et
au de´placement (∆Xr,∆Yr,∆θr) depuis la dernie`re estimation.
* Observation « point sur droite » :
La droite locale est repre´sente´e (dans le repe`re local) en coordonne´es polaires (dl, αl). Ces coordonne´es
sont de´duites de celles des points locaux P1(ρ1, θ1) et P2(ρ2, θ2) extre´mite´s du segment de droite par les
e´quations suivantes :
αl = arctan
(
ρ2 cos θ2 − ρ1 cos θ1
ρ1 sin θ1 − ρ2 sin θ2
)
dl = ρ1(cos θ1 cosα+ sin θ1 sinα)
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Pour calculer la matrice de covariance de ces coordonne´es, on peut utiliser une propagation d’incer-
titude comme explique´ ci-dessus.
Le point global est de´crit comme dans l’observation pre´ce´dente en coordonne´es carte´siennes (X,Y )
dans le repe`re de re´fe´rence de la carte globale.
On obtient ainsi la mesure a` 1 dimension suivante :
z = (z) = f(αl, dl, X, Y,Xr, Yr, θr,∆Xr,∆Yr,∆θr)
avec :
z = (X −∆Xr −Xr) cos(αl + ∆θr + θr) + (Y −∆Yr − Yr) sin(αl + ∆θr + θr)− dl
La variance de la mesure s’e´crit de la manie`re suivante :
σ2z = JlClJ
T
l + JgCgJ
T
g + JrCrJ
T
r + J∆C∆J
T
∆
ou` Jl, Jg, Jr et J∆ repre´sentent respectivement les matrices jacobiennes de f par rapport aux coordonne´es
(dl, αl) de la droite locale, aux coordonne´es (X,Y ) du point global, a` la pose (Xr, Yr, θr) du robot et au
de´placement (∆Xr,∆Yr,∆θr) depuis la dernie`re estimation.
* Mise a` jour par filtrage de Kalman :
Ces e´quations de mesure sont introduites dans le formalisme de´crit ci-dessus, qui permet de mettre a`
jour le vecteur d’e´tat x.
Plus concre`tement, x est compose´ pour ses trois premie`res lignes de la pose du robot. Chaque plon-
gement de sommet de la carte combinatoire contient donc les nume´ros de ligne du vecteur d’e´tat cor-
respondant a` ses coordonne´es. Au de´but, le vecteur ne fait que croˆıtre : tous les sommets existants sont
conserve´s et les coordonne´es des nouveaux sommets sont ajoute´es a` la fin du vecteur. Toutefois, si la
mise en forme de la carte exige la suppression de certains sommets (cf. chapitre suivant), les nume´ros de
lignes correspondant aux sommets conserve´s risquent d’eˆtre modifie´s (la pose du robot occupe toutefois
inde´finiment les trois premie`res lignes de x). Ainsi, en pratique, nous pouvons utiliser une deuxie`me
structure de donne´es qui indique pour chaque nume´ro de ligne a` quel plongement de sommet et a` quelle
coordonne´e (X ou Y ) de ce plongement elle correspond.
6.7 Re´duction de la taille du vecteur d’e´tat
Par rapport a` une repre´sentation qui ne comporterait que des segments inde´pendants (repre´sentation
« spaghettis » ou` les segments ne sont pas relie´s entre eux par des relations d’adjacence), notre repre´senta-
tion implique un vecteur d’e´tat de taille diffe´rente.
6.7.1 Bilan sur les areˆtes « obstacles »
Supposons que la carte globale soit compose´e de n segments « obstacles». Dans le cas d’une repre´senta-
tion « spaghettis », il faut en ge´ne´ral quatre parame`tres pour mode´liser un segment individuel (par
exemple les quatre coordonne´es carte´siennes des extre´mite´s, ou bien les coordonne´es polaires de la droite
porteuse, la direction de la demi-droite qui relie l’origine du repe`re au milieu du segment et la demi-
longueur du segment). On aboutit donc a` un vecteur d’e´tat de taille 4n+ 3 (on ajoute le nombre 3 pour
la pose du robot).
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Avec notre repre´sentation, il faut e´galement quatre parame`tres pour repre´senter un segment (deux
coordonne´es carte´siennes par sommet extre´mite´) mais certains sommets sont partage´s entre segments
adjacents : on e´conomise donc certains parame`tres. En re´alite´, il faut aussi ajouter deux parame`tres
supple´mentaires par segment pour mode´liser le point virtuel. On oscille donc, selon le nombre de rela-
tions d’adjacence existant, entre un vecteur de taille 4n + 3 (cas ou` toutes les extre´mite´s de segments
sont relie´es a` des segments voisins) et un vecteur de taille 6n+ 3 (cas ou` aucun segment n’est relie´ a` un
segment voisin). On peut meˆme descendre en-dessous de 4n+ 3 si l’on autorise des sommets incidents a`
plus de deux areˆtes « obstacles » (mais ces configurations sont en ge´ne´ral lie´es a` des erreurs d’association).
A priori, il n’y a donc pas de grande diffe´rence quantitative entre les deux types de repre´sentations
pour le nombre de segments « obstacles », si ce n’est que dans notre mode`le de carte, on ne peut pas
en « oublier » (par exemple les plus petits ou ceux qui n’apportent pas grand chose a` la localisation du
robot dans les strate´gies de « map management » [45]) a` la diffe´rence des repre´sentations « spaghettis » :
de tels oublis risqueraient de ge´ne´rer des incohe´rences dans la mode´lisation de l’espace libre. On pourrait
aussi objecter que dans certains cas, la fusion d’un segment obstacle et d’un segment non obstacle re´sulte
en un seul segment dans les cartes « spaghettis » alors que dans notre repre´sentation, on en obtient
entre un et trois, suivant les mises en correspondance re´alise´es. Avec notre mode`le de carte, il est en
outre plus difficile de supprimer des sommets entre segments adjacents aligne´s car ces sommets peuvent
eˆtre relie´s a` des segments « non obstacles ». Cependant, ces segmentations plus fines sont parfois plus
repre´sentatives de l’environnement. De plus, comme nous le verrons au chapitre suivant (dans le cadre de
la mise en forme de la carte), il est possible de retirer des areˆtes « non obstacles » et e´ventuellement leurs
sommets extre´mite´s si les faces adjacentes a` ces areˆtes ont e´te´ suffisamment observe´es comme e´tant libres.
6.7.2 Mode´lisation des sommets « non obstacles »
Toutefois, comme nous mode´lisons e´galement l’espace libre, nous devons aussi maintenir dans le
vecteur d’e´tat des sommets « non obstacles », a` l’intersection des areˆtes « non obstacles ». A priori, ces
sommets ne peuvent pas eˆtre re´observe´s car ils se situent sur des lignes de vise´e ou des limites de porte´e
des capteurs : il faudrait que le robot repasse exactement au meˆme endroit (et que l’on soit capable de le
de´tecter) pour obtenir des configurations identiques. Il arrive que ces sommets « non obstacles » soient
relativement nombreux : c’est le cas notamment si le capteur arrive en limite de porte´e dans une pie`ce de
grandes dimensions ou s’il pre´sente une zone aveugle. Dans ce cas, il serait plus efficace de conserver « en
dur » les positions relatives des sommets « non obstacles » par rapport a` la pose courante du robot et
de n’introduire dans le vecteur d’e´tat que les coordonne´es du robot (c’est-a`-dire celles du « centre » du
scan courant). Si le nombre local de sommets « non obstacles » est de i, on passe ainsi de 2i parame`tres
a` seulement 3.
6.8 Convergence du filtre
Nous utilisons une formulation du filtre de Kalman tre`s proche de celle employe´e par Dissanayake
et al. lors de leur de´monstration de convergence [46]. Nous pourrions facilement nous ramener a` une
formulation totalement identique (sauf dans le cas de la proce´dure de « recalage-fusion ») et satisfaire
ainsi aux hypothe`ses de la de´monstration : Moutarlier montre d’ailleurs que sa formulation est e´quivalente
a` celle du filtre de Kalman dans le cas ou` les bruits sur l’e´tat et la mesure sont conside´re´s comme
blancs et inde´pendants [139]. En particulier, les points virtuels de notre repre´sentation peuvent eˆtre
conside´re´s comme des sommets classiques avec des observations de meˆme nature lors des cassures ou lors
des observations sur des droites locales. De meˆme, les appariements multiples de sommets peuvent eˆtre
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traite´s comme deux appariements uniques, correspondant chacun a` l’un des sommets de´double´s. Ainsi,
sous re´serve des proble`mes d’approximations nume´riques et de line´arisation du filtre de Kalman e´tendu,
on a en principe les proprie´te´s de convergence suivantes :
– la covariance de chaque objet de la carte de´croˆıt de fac¸on monotone ;
– les estimations de balises tendent a` devenir comple`tement corre´le´es ;
– leur covariance tend vers une borne infe´rieure lie´e a` la covariance initiale du ve´hicule.
6.9 Conclusion et perspectives
Nous avons adapte´ les techniques de SLAM par filtrage de Kalman a` notre repre´sentation : en par-
ticulier, pour mode´liser les « cassures », nous recourons a` des points virtuels place´s sur les segments
globaux et pre´sentant une grande incertitude dans l’axe du segment correspondant. Ces points virtuels
sont observe´s a` chaque fois que le segment global correspondant est vu par le robot (a` condition qu’il soit
bien apparie´ avec un segment local), ce qui permet de maintenir les covariances avec les autres e´le´ments
de la carte. Une cassure correspond alors a` une observation explicite de ce point virtuel sur un point de
mesure. Ainsi, les observations peuvent eˆtre classe´es selon trois cate´gories qui permettent de traiter tous
les cas : observation d’un point global sur une droite locale, observation d’un point global sur un point
local, cassure (observation d’un point virtuel sur un point local). Nous avons e´galement de´fini un algo-
rithme permettant d’extraire ces observations a` partir du chemin d’appariement extrait par la technique
de´crite au chapitre pre´ce´dent. Enfin, comme les e´le´ments du vecteur d’e´tat et les e´quations de mesure
restent similaires a` celles des techniques classiques, nous conservons les meˆmes proprie´te´s que dans le cas
du SLAM base´ sur l’EKF.
Parmi les perspectives envisageables figurent bien e´videmment les ame´liorations au cadre classique du
SLAM par filtrage de Kalman, en particulier un de´coupage en sous-cartes et une re´duction des erreurs de
line´arisation. Nous pouvons e´galement envisager de passer a` d’autres me´thodes d’estimation, telles que
le FastSLAM qui est a priori tout-a`-fait compatible avec notre repre´sentation : les positions successives
du robot seraient mode´lise´es par des particules et les positions des points (y compris des points virtuels)
pourraient eˆtre traite´es via des filtres de Kalman individuels.
Par ailleurs, nous pouvons envisager d’autres manie`res de ge´rer les points virtuels, qu’il serait inte´ressant
de comparer a` la me´thode propose´e ci-dessus :
– Une premie`re ide´e consiste a` s’inspirer du formalisme propose´ par Leonard et Rikoski [118] sur
les de´cisons retarde´es (« delayed decision »). Au lieu de maintenir dans le vecteur d’e´tat un point
virtuel par segment global Sj , il s’agirait de garder en me´moire toutes les observations (les segments
locaux) associe´es a` Sj (ainsi que l’instant auquel cette observation a e´te´ faite). Au moment d’obser-
ver une cassure, on cre´e un nouveau point a` l’endroit indique´ par l’observation, corre´le´ a` la position
courante du robot. On l’observe ensuite selon les mesures attache´es a` Sj . Une telle observation
fait intervenir les variables suivantes : pose du robot a` l’instant de l’observation (cette pose passe´e
apparaˆıt de´ja` dans le vecteur d’e´tat) et position courante du point de cassure. On met ainsi a` jour
les positions passe´es du robot, on raffine la position courante du point de cassure et on pre´cise la
position de tous les e´le´ments corre´le´s dans le vecteur d’e´tat.
– Une seconde ide´e consiste a` s’inspirer des techniques de SLAM angulaire (« bearing only SLAM »),
exploitant ge´ne´ralement des donne´es de vision sans connaissance de la profondeur des objets ob-
serve´s. Le proble`me d’initialisation de la profondeur des objets ressemble a` notre proble`me d’initia-
lisation de la cassure, sauf que dans notre cas, cette initialisation ne re´sulte pas ne´cessairement de
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plusieurs observations du meˆme objet (la cassure peut n’eˆtre observe´e qu’une seule fois). On peut
notamment conside´rer les travaux de Kwok et Dissanayake [109], qui proposent d’utiliser plusieurs
gaussiennes le long du segment pour mode´liser les profondeurs possibles du point observe´ (ce qui re-
vient a` un filtre de Kalman multi-hypothe`se) : l’hypothe`se la plus probable sera ensuite se´lectionne´e
selon les appariements re´alise´s. Dans notre repre´sentation, l’utilisation de plusieurs points virtuels
sur les grands segments permettrait de limiter d’e´ventuels proble`mes de line´arisation. En effet, les
observations implicites sur les segments locaux apparie´s peuvent conduire a` des valeurs d’incer-
titude (et de de´placement) diffe´rentes suivant la position du point de cassure sur son segment,
en particulier si le segment local apparie´ pre´sente un e´cart angulaire non ne´gligeable avec le seg-
ment global. De plus, l’utilisation de points virtuels pre´sentant une incertitude moindre pourrait
pre´venir d’e´ventuels proble`mes lie´s aux approximations nume´riques, dans les calculs d’inversion
de matrices notamment. La mise en œuvre de plusieurs points virtuels ne´cessiterait toutefois de
modifier le´ge`rement l’algorithme d’extraction d’observations pour en tenir compte (au niveau de la
dupplication de ces points lors des cassures notamment).
Le nouveau vecteur d’e´tat calcule´ par application du filtre de Kalman doit contribuer a` la mise a` jour
de la carte globale. Il s’agit d’abord de de´placer les sommets selon les nouvelles valeurs indique´es par le
vecteur d’e´tat. Il faut e´galement re´aliser une restructuration topologique de la carte globale suite a` la
fusion avec le polygone d’espace libre local, selon les re´sultats de la phase de mise en correspondance.
Comme nous allons le voir dans le chapitre suivant, ces deux e´tapes sont en fait e´troitement lie´es.
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Chapitre 7
Mise a` jour de la carte globale
« L’oeil doit ’brouter’ la surface, l’absorber partie apre`s par-
tie, et remettre celle-ci au cerveau qui emmagasine les im-
pressions et les constitue en un tout. »
P. Klee.
7.1 Position du proble`me
La mise a` jour de la carte globale suite a` l’acquisition et au traitement d’un nouveau polygone d’espace
libre concerne deux aspects :
– la mise a` jour ge´ome´trique, dont l’objectif est de corriger la position ge´ome´trique des e´le´ments
de la carte globale selon les nouvelles estimations re´sultant du filtrage de Kalman ;
– la mise a` jour topologique, qui concerne la fusion de la carte locale dans la carte globale : cette
ope´ration assure l’inte´gration des nouveaux e´le´ments apparaissant dans la carte locale (jamais ob-
serve´s jusqu’alors) ainsi que l’incre´mentation des degre´s d’occupation histogrammiques lie´s a` la
nouvelle observation.
Toutefois, l’e´tape de mise a` jour ge´ome´trique ne peut eˆtre re´alise´e inde´pendamment de toute conside´ra-
tion topologique. En effet, comme l’illustre la figure 7.1, une simple modification des plongements
ge´ome´triques risque d’aboutir a` des incohe´rences topologiques (retournements de faces, polygones croise´s,
superpositions...) voire meˆme a` une perte d’information sur les niveaux d’occupation. De telles configu-
rations sont souvent e´vite´es dans les travaux classiques de mode´lisation ge´ome´trique, par exemple dans le
cas ou` l’on mode´lise la de´formation d’un tissu, et ou` les contraintes me´caniques empeˆchent ge´ne´ralement
les cellules du maillage de se recouper ou de se retourner. Dans notre cas, les contraintes ne sont pas
me´caniques, mais proviennent des corre´lations entre estimations de position des e´le´ments de la carte,
et nous ne pouvons exclure a priori que des situations pathologiques apparaissent. Il importe donc de
ge´rer ces incohe´rences (qui peuvent n’eˆtre que temporaires et disparaˆıtre lors de la prochaine mise a` jour
ge´ome´trique) et d’assurer en permanence le « bon plongement » de la carte combinatoire globale.
Comme nous l’avons vu dans les chapitres concernant l’e´tat de l’art, rares sont les travaux de SLAM
qui s’attachent a` reconstruire dans un cadre unifie´ une repre´sentation a` la fois ge´ome´trique (repre´sentation
polygonale des frontie`res d’obstacles) et surfacique de l’environnement. A notre connaissance, seuls les
travaux de Moutarlier [139] [141] ont de´taille´ la fusion incre´mentale et cohe´rente des polygones d’es-
pace libre dans une repre´sentation unique, maintenant e´galement la meilleure estimation des positions
des frontie`res d’obstacles. Toutefois, la repre´sentation choisie ne pre´sente que deux niveaux d’occupation
(« libre » et « inconnu ») et ne maintient pas toutes les areˆtes des polygones initiaux : cette limita-
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Fig. 7.1: De´placement de sommet. (a) Le de´placement du point bleu conduit a` un retournement de la
cellule puis a` un polygone croise´. (b) Le de´placement du point bleu conduit a` la superposition de deux
faces de la carte.
tion empeˆche de ge´rer certains phe´nome`nes. Par exemple, comme l’illustre la figure 7.2, il peut arriver
qu’au gre´ des mise a` jour ge´ome´triques, deux polygones initialement en superposition partielle soient
finalement se´pare´s. Si les areˆtes « non obstacle » de la zone de recouvrement des polygones ne sont pas
garde´es en me´moire, la fusion devient irre´versible : il est impossible de reconstruire les areˆtes efface´es.
De meˆme, lorsqu’un polygone devient croise´, Moutarlier propose de supprimer l’un des appendices, qui
aurait pourtant pu disparaˆıtre de lui-meˆme a` la prochaine mise a` jour ge´ome´trique. Enfin, lorsqu’un ro-
bot s’approche d’un mur et de´couvre un coin ou un renfoncement qui lui avait e´chappe´ jusqu’alors (suite
a` une erreur de mesure par exemple), il lui est difficile de trancher entre les deux hypothe`ses de mur
lisse et de mur de´coupe´ : un test sur des degre´s d’occupation histogrammiques permettrait au moins de
maintenir l’ambigu¨ıte´ durant un certain temps, puis de choisir l’hypothe`se correspondant a` l’observation
la plus fre´quente par exemple (cf. Fig. 7.3).
Plus ge´ne´ralement, il est apparu que les incohe´rences de type « polygones croise´s » ou « retour-
nement » e´taient difficiles a` ge´rer et ne´cessitaient de recourir a` certaines conventions (par exemple la
de´finition arbitraire de l’inte´rieur et de l’exte´rieur de l’espace libre), parfois de´corre´le´es des processus
re´els d’acquisition de donne´es et d’estimation de position sous-jacents. Notre objectif consiste donc a`
limiter ces proble`mes graˆce au mode`le de carte choisi, en utilisant notamment la structure de cartes
combinatoires et les ope´rations de manipulation associe´es.
Fig. 7.2: Exemple de se´paration de deux polygones : apre`s mise a` jour de la position des sommets
bleus, les deux polygones ne se recouvrent plus.
Avant de de´crire les diffe´rentes strate´gies de mise a` jour de la carte globale, nous de´finissons un nou-
veau mode`le de cartes, un peu plus sophistique´ que celui qui a e´te´ propose´ dans le chapitre de choix du
mode`le, afin de prendre en compte les configurations provisoires (et parfois incohe´rentes) induites par
les de´placements ge´ome´triques de sommets. Nous introduisons ainsi le concept de « carte combina-
toire colore´e » (la couleur s’appliquant ici aux brins et aux sommets, a` la diffe´rence des proble`mes
habituels de coloriage de cartes qui s’inte´ressent aux couleurs de re´gions). Cette repre´sentation affine´e
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Fig. 7.3: Exemple d’observations variables suivant la distance a` l’obstacle. (a) De loin, le mur est perc¸u
comme rectiligne. (b) De pre`s, les points de mesures e´tant plus denses, on de´couvre un renfoncement :
cette observation se superpose a` la pre´ce´dente d’ou` l’apparition d’un segment noir incohe´rent entre
deux zones libres. Si une majorite´ d’observations incluent le renfoncement (comme c’est le cas ici
d’apre`s les degre´s d’occupation), on peut pencher en faveur de cette mode´lisation et supprimer le
segment incohe´rent.
contient d’une part une composante monochrome « glissante », susceptible de se de´placer (au sens ou`
les plongements de sommets peuvent e´voluer) mais pe´renne dans la mesure ou` sa structure topologique
est fixe´e une fois pour toutes (au risque que cette carte soit mal plonge´e, ne permettant donc pas de
mode´liser correctement les degre´s d’occupation), et d’autre part une partie colore´e « fixe », bien plonge´e
(et mode´lisant correctement les degre´s d’occupation), qui n’a pas vocation a` eˆtre de´place´e et n’a qu’une
validite´ provisoire.
Ensuite, nous de´taillons et comparons deux strate´gies de mise a` jour :
– une strate´gie de superposition de polygones, qui conserve explicitement dans la carte globale
la structure de chaque polygone local d’espace libre : la nouvelle carte globale est obtenue en
recommenc¸ant a` chaque e´tape la superposition puis la fusion de tous ces polygones. Nous verrons
toutefois que cette strate´gie limite les possibilite´s ulte´rieures de mise en forme et de simplification
de la carte, par suppression d’areˆte notamment ;
– une strate´gie de fusion incre´mentale des polygones d’espace libre, qui ne ne´cessite pas le
maintien explicite de la structure de chaque polygone, et permet de proce´der par modifications
incre´mentales a` chaque e´tape. Nous verrons que cette strate´gie facilite la modification ulte´rieure de
la carte et alle`ge la repre´sentation.
Chacune de ces strate´gies est de´crite dans le cas des cartes combinatoires plonge´es dans R2 puis dans
le cas des cartes combinatoires discre`tes. Par ailleurs, nous verrons qu’elles sont toutes deux base´es sur
une nouvelle ope´ration fondamentale pour le maintien de la cohe´rence de la structure : le de´placement
« suˆr » des sommets, qui permet de maintenir des degre´s d’occupation corrects meˆme dans le cas des
configurations de retournement ou de croisement de polygones (cf. figure 7.1), assurant ainsi la re´versibilite´
de ces situations pathologiques.
7.2 De´finition de cartes combinatoires « colore´es »
Les cartes combinatoires colore´es ont vocation a` ge´rer une structure de carte combinatoire a` plon-
gement ge´ome´trique e´volutif, susceptible de ge´ne´rer des intersections, des superpositions et des retour-
nements d’objets potentiellement provisoires dans le processus de construction de cartes. La diffe´rence
entre la partie e´volutive et la partie fige´e est mate´rialise´e dans la carte selon un code de couleur. La
repre´sentation comprend ainsi :
– une partie pe´renne monochrome (de couleur noire), qui correspond d’une part aux liens
d’adjacence initiaux entre areˆtes (de´finis lors de la polygonalisation des scans) et aux sommets des
polygones fusionne´s et d’autre part aux liens induits par les appariements successifs entre carte
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locale et carte globale ;
– une partie e´phe´me`re « colore´e » (notamment en rouge), qui correspond a` la gestion des
intersections, incidences et superpositions induites par le plongement ge´ome´trique provisoire des
e´le´ments de la partie noire. Ces configurations provisoires doivent eˆtre prises en compte pour de´finir
un plongement correct de la carte et pour calculer les degre´s d’occupation re´els. Cependant, lors
des prochaines mises a` jour de la carte globale, ces configurations peuvent eˆtre amene´es a` disparaˆıtre.
7.2.1 Extension colore´e aux cartes combinatoires classiques
Plus pre´cise´ment, par rapport a` la de´finition initiale des cartes combinatoires (noires), on re´alise les
modifications suivantes (cf. Fig. 7.4) :
– On ajoute a` l’ensemble des sommets noirs initiaux (de´finis lors de la polygonalisation des scans)
des sommets rouges, qui correspondent a` des intersections ou a` des incidences non mate´rialise´es sur
la carte noire mal plonge´e. Ces sommets induisent un de´coupage des areˆtes noires initiales (de´finies
lors de la polygonalisation des scans).
– Les brins sont colore´s. Ainsi, les brins noirs initiaux restent noirs. Les brins ajoute´s suite au
de´coupage des areˆtes noires et plonge´s sur les sommets rouges du de´coupage sont rouges. Les
brins qui seraient provisoirement supprime´s (parce que l’areˆte correspondante est de longueur nulle
ou parce qu’elle est superpose´e a` une autre) sont « grise´s » afin de ne plus eˆtre pris en compte
dans les tests utilise´s dans les ope´rations de raffinement : un brin noir devient gris et un brin rouge
devient rose. En outre, pour des raisons de commodite´, les brins peuvent e´galement eˆtre « bleute´s »
pour indiquer qu’ils sont superpose´s a` des brins grise´s : dans ce cas, un brin noir devient bleu et
un brin rouge devient violet (cf. Tab. 7.1). Pour ge´rer ces liens de superposition (et parcourir les
diffe´rents brins superpose´s), nous introduisons e´galement une nouvelle permutation appele´e β.
fonce´ grise´ bleute´
noir gris bleu
rouge rose violet
Tab. 7.1: Tableau des colorations de brins : couleurs re´sultant des ope´rations qui consistent a` « griser »
ou a` « bleuter » selon que le brin est initialement noir ou rouge.
– En plus des 0-coutures et des 1-coutures noires de´finies a` l’initialisation des polygones et suite aux
appariements, on ajoute des 0-coutures et des 1-coutures rouges provisoires, qui mate´rialisent les
liens courants entre tous les e´le´ments de la carte courante bien plonge´e. On note que les 0-coutures
noires des brins rouges renvoient au brin noir 0-lie´ avec le brin noir dont ils sont issus. Quant
aux 1-coutures noires des brins rouges, elles renvoient au brin rouge issu de la meˆme areˆte noire.
Nous verrons que ces coutures noires sur brins rouges servent notamment lors de l’ope´ration de
de´placement de sommet de´finie plus loin.
– Pour ge´rer d’e´ventuelles fusions de sommets, chaque brin posse`de outre son plongement noir clas-
sique (le point sur lequel le brin est plonge´ lors de sa cre´ation) un plongement rouge courant sur
un e´ventuel sommet avec lequel le plongement noir serait provisoirement fusionne´. On note que la
notion de sommet rouge (sommet provisoire) est inde´pendante de la notion de plongement rouge
(plongement provisoire) : un brin peut avoir un plongement rouge sur un sommet noir et inverse-
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ment, un brin peut avoir un plongement noir sur un sommet rouge.
– Les brins portent des labels de face qui correspondent a` des degre´s d’occupation noirs et rouges.
Les degre´s d’occupation noirs indiquent le nombre d’areˆtes fusionne´es par appariement sur l’areˆte
courante (ainsi que le coˆte´ ou` se trouve l’espace libre puisque seul un brin de l’areˆte porte ce
degre´ d’occupation) : ils ne correspondent pas a` de ve´ritables degre´s d’occupation puisqu’ils ne
tiennent pas compte de la restructuration topologique de la carte. Les degre´s d’occupation rouges
en revanche repre´sentent les ve´ritables degre´s d’occupation issus de la superposition des polygones
d’espace libre (chacun de degre´ d’occupation 1) dans la carte colore´e bien plonge´e.
– Pour la strate´gie de mise a` jour par superposition de polygones uniquement, chaque brin porte
e´galement la liste des nume´ros de polygones dont il est issu.
Fig. 7.4: Exemple de carte colore´e constitue´e de la superposition de trois polygones d’espace libre :
P1P2P3P4P5P6P7P8P9P10, P2P3P4P5P6P7P8 et P4P5P6P7P8P9P10. (a) L’intersection des segments
« non obstacles » (en pointille´s) a donne´ lieu a` la cre´ation d’un sommet rouge et de quatre nouveaux
brins (fle`ches rouges) associe´s. Les nombres en noir correspondent aux degre´s d’occupation noirs as-
socie´s aux brins noirs et les nombres en rouge correspondent aux degre´s d’occupation rouges. (b)
De´finition des 0-coutures noires. (c) De´finition des 1-coutures rouges. (d) De´finition des 0-coutures
rouges. (e) De´finition des 1-coutures noires.
164 Mise a` jour de la carte globale
7.2.2 De´finition plus formelle
Il est en principe possible de de´finir de fac¸on formelle ces modifications aux cartes combinatoires clas-
siques, a` travers des spe´cifications alge´briques. La spe´cification comple`te de cette nouvelle repre´sentation
(a` la manie`re des spe´cifications fournies dans la the`se de Cazier par exemple [23]) nous a paru sortir du
cadre de ce me´moire de the`se. Nous pouvons cependant indiquer quelques e´le´ments qui faciliteront la
mise en place de ces spe´fications, ainsi que la validation the´orique des ope´rations de manipulation que
nous de´crivons dans les sections suivantes.
Ainsi, on peut de´finir la couche topologique d’une carte combinatoire colore´e comme constitue´e cette
fois d’un 9-uplet M = (Dn, Dng, Dr, Drg, α0, α1, α0r , α1r , β) ou` :
– Dn, Dng, Dr et Drg sont des ensembles finis disjoints d’e´le´ments appele´s respectivement brins
noirs, brins gris, brins rouges et brins roses. D = Dn
⋃
Dng
⋃
Dr
⋃
Drg est appele´ ensemble des
brins colore´s ou simplement ensemble des brins. Df = Dn
⋃
Dr est appele´ ensemble des brins fonce´s
et Dg = Dng
⋃
Drg ensemble des brins grise´s ;
– α0r (α0 rouge) est une involution dans D ;
– α0 est une fonction de D vers Dn
⋃
Dng et sa restriction α0n a` Dn
⋃
Dng est une involution ;
– α1 et α1r (α1 rouge) sont des permutations dans D ;
– β est une permutation dans D, qui sert a` ge´rer les liens entre areˆtes superpose´es.
Soit z ∈ D. Les brins α1z et α−11 z sont respectivement les 1-successeur noir et 1-pre´de´cesseur noir de
z. Ils sont dits 1-lie´s ou 1-cousus par 1-liaison ou 1-couture noire. Le brin α0z est le 0-successeur noir de
z. Si de plus z ∈ Dn
⋃
Dng, le brin α−10n z est le 0-pre´de´cesseur noir de z : ils sont dits 0-lie´s ou 0-cousus
par 0-couture noire.
Soit k e´gal a` 0 ou 1. Les brins αkrz et α
−1
kr
z sont respectivement les k-successeur rouge et k-pre´de´cesseur
rouge de z. Ils sont dits k-lie´s ou k-cousus par k-liaison rouge ou k-couture rouge. Les brins βz et β−1z
sont respectivement les β-successeur et β-pre´de´cesseur de z. Enfin, un brin est dit bleute´ s’il appartient
a` l’ensemble Df et s’il n’est pas son propre β-successeur (c’est-a`-dire s’il existe des brins superpose´s).
Ainsi, un brin bleute´ sera appele´ brin bleu s’il appartient a` Dn et brin violet s’il appartient a` Dr (cf. 7.1).
Il faut e´galement de´finir le plongement planaire de ces cartes colore´es. Pour cela, on ajoute au 9-uplet
pre´ce´dent une fonction de plongement rouge ainsi qu’une fonction de plongement noir. Les nume´ros de
polygones utilise´s dans la strate´gie de mise a` jour par superposition de polygones sont e´galement des
2-labels, de meˆme nature que les degre´s d’occupation noirs.
Par ailleurs, certaines proprie´te´s doivent eˆtre respecte´es dans la construction des cartes colore´es et
lors de leur manipulation, afin de maintenir une structure cohe´rente :
– Pour ge´rer les liens entre brins superpose´s, la permutation β relie un brin bleu au premier brin
gris de la liste des brins superpose´s, puis chaque brin gris au suivant dans la liste (cf. Fig. 7.5). Le
dernier brin gris de la liste peut remonter au brin bleu. Quant aux brins qui ne sont ni bleute´s, ni
grise´s, ils sont leur propre successeur par β. Ainsi, une orbite de β contient un et un seul brin fonce´,
et tous les brins de cette orbite ont des plongements rouges superpose´s. Quant aux 1-liaisons rouges
des brins grise´s, on peut de´finir par convention que ces brins constituent leurs propres 1-successeurs
rouges.
– Les brins d’une orbite de α0r sont ne´cessairement tous inclus soit dans Df (areˆte fonce´e) soit dans
Drg
⋃
Dng (areˆte grise´e). En outre, si un brin est bleute´, le brin 0-lie´ en rouge l’est e´galement par
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Fig. 7.5: (a) Liaison β entre brins bleus et brins gris (cyan sur la figure) superpose´s. (b) Liaison β
entre brins violets, brins roses et brins gris superpose´s.
construction (areˆte bleute´e).
– Les brins d’une orbite de α1 sont ne´cessairement tous inclus soit dans Dr
⋃
Drg (sommet rouge)
soit dans Dn
⋃
Dng (sommet noir). En outre, les plongements noirs des brins d’une meˆme 1-orbite
noire (sommets noirs ou sommets rouges) sont identiques.
– Les plongements rouges des brins d’une meˆme 1-orbite rouge sont identiques.
– Les plongements rouge et noir d’un meˆme brin sont superpose´s ge´ome´triquement.
– Le triplet (Dn
⋃
Dng, α0, α1) (il s’agit en fait des restrictions de α0 et α1 a` Dn
⋃
Dng) muni de la
fonction de plongement noir (sa restriction a` Dn
⋃
Dng en fait) est une carte combinatoire mono-
chrome classique (carte noire), a priori mal plonge´e. On peut remarquer que ses sommets sont noirs.
– Le triplet (Df , α0r , α1r) (il s’agit en fait des restrictions de α0r et α1r a` Df ) muni de la fonction
de plongement rouge (sa restriction a` Df en fait) est une carte combinatoire monochrome (carte
rouge) classique (bien plonge´e suite au raffinement colore´ que nous de´crirons plus loin). On peut
remarquer que ses sommets sont noirs ou rouges.
En outre, les relations entre ces deux cartes rouge et noire (relations qui ne sont pas prises en compte
dans ces cartes combinatoires monochromes) sont re´gies par :
– les liaisons rouges et le plongement rouge des brins fonce´s : ces liaisons assurent la restructuration
topologique de la carte noire mal plonge´e via la carte rouge ;
– les liaisons noires des brins rouges et roses : ces liaisons permettent de remonter au brin noir initial
dont les brins rouges et roses sont issus (suite au de´coupage des areˆtes de la carte noire via des
sommets rouges). Ainsi, les 1-liaisons noires des brins rouges (ou roses) relient entre eux les brins
rouges (ou roses) adjacents le long d’une meˆme areˆte de la carte noire. Quant aux 0-liaisons noires
de brins rouges (ou roses), elles renvoient au brin noir de la meˆme areˆte de carte noire, dans le sens
oppose´ au brin rouge (ou rose) courant. Ces proprie´te´s doivent e´galement eˆtre respecte´es lors de la
cre´ation et de la manipulation des cartes colore´es. Elles serviront notamment lors des ope´rations
de suppression d’areˆtes ;
– la permutation β : nous avons vu que cette permutation permet de conserver dans la carte colore´e
les brins grise´s, sans les supprimer re´ellement. Comme nous l’expliquons dans les sections suivantes,
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les brins grise´s n’interviennent plus dans les re`gles de de´clenchement du raffinement colore´, mais ils
doivent eˆtre conside´re´s dans les ope´rations de de´placement et d’ajout de sommets.
En outre, on peut remarquer qu’une carte monochrome bien plonge´e peut facilement eˆtre transforme´e
en carte colore´e. Dans ce cas, il n’existe que des brins noirs : les ensembles Dr et Dg sont vides et il
n’existe pas d’areˆtes bleute´es. Les liaisons noires par α0 et α1 sont de´duites de la carte monochrome
initiale. Les liaisons rouges par α0r et α1r sont respectivement des copies des 0- et 1-liaisons noires. La
permutation β est re´duite a` la fonction identite´. Quant aux plongements rouges, ils sont identiques aux
plongements noirs. Par ailleurs, nous verrons plus loin qu’il peut eˆtre utile de modifier la couleur d’un
brin. En the´orie, il faut cre´er pour cela un nouveau brin d’une autre couleur, et copier tous les plonge-
ments, labels et liaisons du brin original dans le nouveau. En pratique, il suffira de modifier l’attribut
« couleur » du brin.
Enfin, les cartes colore´es peuvent eˆtre e´tiquete´es, de la meˆme manie`re que les cartes monochromes
classiques. En particulier, on de´finit des labels de faces correspondant a` des degre´s d’occupation : un degre´
d’occupation rouge (ve´ritables degre´s d’occupation de la partie rouge bien plonge´e de la carte) et un degre´
d’occupation noir (en fait le nombre d’areˆtes de polygones fusionne´es sur l’areˆte courante, en plac¸ant le
label sur la face qui correspond a` l’inte´rieur de ces polygones). Les labels noirs sont ge´re´s directement
dans les ope´rations de mise en correspondance, d’ajout et de de´placement de sommet. En revanche, les
labels rouges, qui sont initialement de´duits des labels noirs, vont eˆtre corrige´s dans les ope´rations de
comple´tion de label associe´es au raffinement.
7.3 Raffinement de cartes colore´es
Dans cette section, nous de´taillons les re`gles de raffinement qui permettent la restructuration topolo-
gique d’une superposition de cartes colore´es, de manie`re a` ve´rifier les proprie´te´s e´nonce´es ci-dessus. Pour
cela, nous apportons quelques modifications aux six re`gles initialement propose´es par Cazier [23]. Notre
description reste textuelle. Toutefois, dans un souci de validation, il devrait eˆtre possible de la formaliser
ulte´rieurement au moyen de re`gles de re´e´criture conditionnelles, comme chez Cazier [23].
Avant de de´crire ces re`gles, pre´cisons que les e´le´ments constituant la carte noire ne sont pas modifie´s
lors du raffinement colore´, si ce n’est que certains brins noirs peuvent eˆtre grise´s ou bleute´s. Seuls les
plongements rouges, les liaisons rouges et la fonction β vont subir des changements. Certains brins rouges,
roses et violets pourront e´galement eˆtre ajoute´s. Ainsi, les liaisons et plongements noirs ne seront pas
conside´re´s durant cette ope´ration : ce sont les liaisons et plongements rouges qui serviront a` de´clencher
les re`gles et qui en seront affecte´s. Par ailleurs, les areˆtes grise´es (grises et roses) sont conside´re´es comme
supprime´es durant toute la phase de raffinement : elles sont e´galement ignore´es dans les conditions de
de´clenchement des re`gles.
Enfin, pour de´crire ces re`gles, nous introduisons les fonctions de liaison l0(x, y), l1(x, y), l0r(x, y),
l1r(x, y) et lβ(x, y) qui lient les brins x et y respectivement par 0-liaison noire, 1-liaison noire, 0-liaison
rouge, 1-liaison rouge et β-liaison. Dans le cas de l1(x, y), de l1r(x, y) et de l0(x, y), y devient le k-
successeur de x (le 1-successeur dans le cas des 1-liaisons et le 0-successeur dans le cas de la 0-liaison
noire) et x devient le k-pre´de´cesseur de y (mais a` l’inverse, x ne devient pas ne´cessairement le k-successeur
de y). De meˆme, pour lβ(x, y), y devient le β-successeur de x et x devient le β-pre´de´cesseur de y (mais
pas ne´cessairement l’inverse). En revanche, dans le cas de l0r(x, y), y devient le 0-successeur et le 0-
pre´de´cesseur rouges de x, x devient le 0-successeur et le 0-pre´de´cesseur rouges de y, de manie`re a` recons-
tituer une involution.
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Notation : l’areˆte compose´e des brins x et y 0-lie´s par liaison rouge est note´e (x, y)r.
7.3.1 Re`gle 1
Condition de de´clenchement : l’areˆte (x, y)r est de longueur nulle.
Re´sultat : l’areˆte (x, y)r est grise´e. Plus pre´cise´ment :
* Les deux brins x et y sont grise´s. Ainsi, un brin noir (ou bleu) devient gris et un brin rouge (ou
violet) devient rose.
* Les 1-liaisons rouges sont mises a` jour sur les brins grise´s et sur les brins adjacents. Ainsi, x et y sont
court-circuite´s dans leurs 1-orbites rouges respectives (on effectue l1r(α
−1
1r
x, α1r(x)) et l1r(α
−1
1r
y, α1r(y)))
puis il deviennent chacun leur propre 1-successeur rouge (l1r(x, x) et l1r(y, y)).
Fig. 7.6: Re`gle 1 du raffinement colore´
7.3.2 Re`gle 2
Condition de de´clenchement : l’areˆte (x, y)r est superpose´e avec l’areˆte (z, t)r, c’est-a`-dire que le
plongement (noir ou rouge) de x est superpose´ avec celui de z et que le plongement (noir ou rouge) de y
est superpose´ avec celui de t.
Re´sultat : l’areˆte (x, y)r est grise´e, l’areˆte (z, t)r est bleute´e et une β-liaison entre les deux areˆtes est
cre´e´e. Plus pre´cise´ment :
* Les deux brins x et y sont grise´s. Ainsi, un brin noir (ou bleu) devient gris et un brin rouge (ou
violet) devient rose.
* Les 1-liaisons rouges sont mises a` jour sur les brins grise´s et sur les brins adjacents. Ainsi, x et
y sont court-circuite´s dans leurs 1-orbites rouges respectives ( l1r(α
−1
1r
(x), α1r(x)) et l1r(α
−1
1r
(y), α1r(y)))
puis ils deviennent chacun leur propre 1-successeur rouge (l1r(x, x) et l1r(y, y)).
* Les nouveaux brins grise´s sont inse´re´s (avec les autres brins de leur propre β-orbite) dans les β-
orbites des brins bleute´s. Ainsi, si β(x) = x (x n’e´tait pas bleu au de´part) alors on applique lβ(x, β(z))
et lβ(z, x). Sinon, on effectue lβ(β−1(x), β(z)) et lβ(z, x).
De meˆme, si β(y) = y (y n’e´tait pas bleu au de´part) alors on applique lβ(y, β(t)) et lβ(t, y). Sinon, on
effectue lβ(β−1(y), β(t)) et lβ(t, y).
* Les deux brins z et t sont donc bleute´s. Ainsi, un brin noir devient bleu, un brin rouge devient
violet et un brin bleu ou violet reste de la meˆme couleur.
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Fig. 7.7: Re`gle 2 du raffinement colore´
7.3.3 Re`gle 3
Condition de de´clenchement : le brin x est incident a` l’areˆte (z, t)r de la carte rouge.
Re´sultat : cre´ation d’un nouveau sommet rouge et des brins rouges associe´s sur l’areˆte (z, t). Plus
pre´cise´ment :
* Cre´ation d’un sommet (rouge) S superpose´ au plongement de x.
* Cre´ation de deux brins rouges a et b plonge´s en noir et en rouge sur S. On note que si (x, y)r est
une areˆte bleute´e, alors a et b sont en fait des brins violets.
* De´finition des liaisons rouges des nouveaux brins rouges (ou violets) :
l0r(a, z), l0r(z, a), l0r(b, t) et l0r(t, b) ;
l1r(a, b) et l1r(b, a).
* De´finition des liaisons noires des nouveaux brins rouges (ou violets) :
l0(a, α0(t)) et l0(b, α0(z)) ;
l1(a, b) et l1(b, a).
* De´finition des liaisons β des nouveaux brins rouges (ou violets) :
lβ(a, a) et lβ(b, b)
* Gestion des areˆtes grise´es e´ventuellement superpose´es a` l’areˆte (z, t)r : il s’agit de de´couper ces
areˆtes de la meˆme manie`re que (z, t)r.
Si β(z) est diffe´rent de z, cela signifie que l’areˆte (z, t)r est superpose´e a` au moins une areˆte grise´e ((z, t)r
est une areˆte bleute´e). Dans ce cas, on parcourt l’ensemble des brins grise´s zi, i ∈ 1..n superpose´s a` z en
suivant sa β-orbite jusqu’a` revenir a` z lui-meˆme. Pour chacun de ces brins grise´s zi, on de´finit un sommet
(rouge) Si superpose´ a` S. Soit ti = α0r(zi). On de´finit deux nouveaux brins roses ai et bi plonge´s en noir
et en rouge sur Si, puis les liaisons rouges de ces nouveaux brins :
l0r(ai, zi), l0r(zi, ai), l0r(bi, ti) et l0r(ti, bi) ;
l1r(ai, bi) et l1r(bi, ai).
On de´finit e´galement les liaisons noires de ces nouveaux brins roses :
l0(ai, α0(ti)) et l0(bi, α0(zi)) ;
l1(ai, bi) et l1(bi, ai).
Enfin, on inse`re ces deux nouveaux brins roses dans la β-orbite des brins rouges a et b cre´e´s ci-dessus.
On pose a0 = a et b0 = b. Alors pour tout i ≥ 1, lβ(ai, β(ai−1)) et lβ(ai−1, ai). De meˆme, pour tout i ≥ 1,
lβ(bi, β(bi−1)) et lβ(bi−1, bi).
7.3.4 Re`gle 4
Condition de de´clenchement : les areˆtes (x, y)r et (z, t)r de la carte rouge s’intersectent.
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Fig. 7.8: Re`gle 3 du raffinement colore´
Re´sultat : cre´ation d’un nouveau sommet rouge sur l’intersection calcule´e et des brins rouges associe´s
sur l’areˆte (z, t). Plus pre´cise´ment :
* Cre´ation de deux sommets (rouges) S et S′ superpose´s sur l’intersection calcule´e.
* Cre´ation de deux brins rouges a et b plonge´s en noir et en rouge sur S et de deux brins rouges a′
et b′ plonge´s en noir et en rouge sur S′. On note que si (x, y)r est une areˆte bleute´e, alors a et b sont
en fait des brins violets. De meˆme, si (z, t)r est une areˆte bleute´e, alors a′ et b′ sont en fait des brins violets.
* De´finition des liaisons rouges des nouveaux brins rouges (ou violets) :
l0r(a, z), l0r(z, a), l0r(b, t) et l0r(t, b) ;
l1r(a, b) et l1r(b, a).
l0r(a′, x), l0r(x, a′), l0r(b′, y) et l0r(y, b′) ;
l1r(a′, b′) et l1r(b′, a′).
* De´finition des liaisons noires des nouveaux brins rouges (ou violets) :
l0(a, α0(y)) et l0(b, α0(x)) ;
l1(a, b et α1(b, a).
l0(a′, α0(t)) et l0(b′, α0(z)) ;
l1(a′, b′) et l1(b′, a′).
* De´finition des liaisons β des nouveaux brins rouges (ou violets) : lβ(a, a) et lβ(b, b) lβ(a′, a′) et
lβ(b′, b′)
* Gestion des areˆtes grise´es e´ventuellement superpose´es a` l’areˆte (x, y)r : il s’agit de de´couper ces
areˆtes de la meˆme manie`re que (x, y)r.
Si β(x) est diffe´rent de x, cela signifie que l’areˆte (x, y)r est superpose´e a` au moins une areˆte grise´e ((x, y)r
est une areˆte bleue). Dans ce cas, on parcourt l’ensemble de ces brins grise´s xi, i ∈ 1..n superpose´s a` x en
suivant sa β-orbite jusqu’a` revenir a` x lui-meˆme. Pour chacun des brins grise´s xi, on de´finit un sommet
(rouge) Si superpose´ a` S. Soit yi = α0r(xi). On de´finit deux nouveaux brins roses ai et bi plonge´s en noir
et en rouge sur Si, puis les liaisons rouges de ces nouveaux brins :
l0r(ai, xi), l0r(xi, ai), l0r(bi, yi) et l0r(yi, bi) ;
l1r(ai, bi) et l1r(bi, ai).
On de´finit e´galement les liaisons noires de ces nouveaux brins roses :
l0(ai, α0(yi)) et l0(bi, α0(xi)) ;
l1(ai, bi) et l1(bi, ai).
Enfin, on inse`re ces deux nouveaux brins roses dans la β-orbite des brins rouges a et b cre´e´s ci-dessus.
On pose a0 = a et b0 = b. Alors pour tout i ≥ 1, lβ(ai, β(ai−1)) et lβ(ai−1, ai). De meˆme, pour tout i ≥ 1,
lβ(bi, β(bi−1)) et lβ(bi−1, bi).
* Gestion des areˆtes grise´es e´ventuellement superpose´es a` l’areˆte (z, t)r : il s’agit de de´couper ces
areˆtes de la meˆme manie`re que (z, t)r. Il suffit de transposer a` (z, t)r les re`gles ci-dessus, e´nonce´es pour
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(x, y)r. Ainsi, si β(z) est diffe´rent de z, cela signifie que l’areˆte (z, t)r est superpose´e a` au moins une areˆte
grise´e ((z, t)r est une areˆte bleue). Dans ce cas, on parcourt l’ensemble de ces brins grise´s zi, i ∈ 1..n
superpose´s a` z en suivant sa β-orbite jusqu’a` revenir a` z lui-meˆme. Pour chacun des brins grise´s zi, on
de´finit un sommet (rouge) S′i superpose´ a` S
′. Soit ti = α0r(zi). On de´finit deux nouveaux brins roses a′i
et b′i plonge´s en noir et en rouge sur S
′
i, puis les liaisons rouges de ces nouveaux brins :
l0r(a′i, zi), l0r(zi, a
′
i), l0r(b
′
i, ti) et l0r(ti, b
′
i) ;
l1r(a′i, b
′
i) et l1r(b
′
i, a
′
i).
On de´finit e´galement les liaisons noires de ces nouveaux brins roses :
l0(a′i, α0(ti)) et l0(b
′
i, α0(zi)) ;
l1(a′i, b
′
i) et l1(b
′
i, a
′
i).
Enfin, on inse`re ces deux nouveaux brins roses dans la β-orbite des brins rouges a′ et b′ cre´e´s ci-dessus.
On pose a′0 = a′ et b′0 = b′. Alors pour tout i ≥ 1, lβ(a′i, β(a′i−1)) et lβ(a′i−1, a′i). De meˆme, pour tout
i ≥ 1, lβ(b′i, β(b′i−1)) et lβ(b′i−1, b′i).
Fig. 7.9: Re`gle 4 du raffinement colore´
7.3.5 Re`gle 5
Condition de de´clenchement : les plongements des brins x et y sont superpose´s tandis que x et y
ne se trouvent pas dans la meˆme 1-orbite rouge.
Re´sultat : on fusionne ces sommets dans la carte rouge. Plus pre´cise´ment :
* Le plongement rouge du brin y et de chacun de ses brins 1-lie´s par liaison rouge devient le plonge-
ment rouge du brin x.
* Les brins de la 1-orbite rouge du brin y sont inse´re´s dans la 1-orbite rouge du brin x : pour cela les
brins des 1-orbites rouges des deux brins sont ordonne´s dans le sens trigonome´trique (de l’orientation de
leur 1-plongement) et les 1-liaisons rouges sont rede´finies dans cet ordre trigonome´trique.
Fig. 7.10: Re`gle 5 du raffinement colore´
7.3.6 Re`gle 6
Condition de de´clenchement : l’ordre des brins dans la 1-orbite rouge de x ne correspond pas a`
l’ordre trigonome´trique sur leur 1-plongement.
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Re´sultat : on re´ordonne la 1-orbite rouge de ces brins dans la carte rouge. Plus pre´cise´ment :
* Les 1-liaisons des brins de la 1-orbite rouge du brin x sont re´ordonne´es : pour cela les brins de la
1-orbite rouge de x sont ordonne´s dans le sens trigonome´trique (de l’orientation de leur 1-plongement)
et les 1-liaisons rouges sont rede´finies dans cet ordre trigonome´trique.
Fig. 7.11: Re`gle 6 du raffinement colore´
7.3.7 Comple´tion de labels sur les cartes colore´es
A priori, la comple´tion de labels associe´e au raffinement d’une carte combinatoire colore´e concerne
essentiellement les labels « rouges » (en particulier les degre´s d’occupation rouges), c’est-a`-dire les labels
associe´s a` chaque brin de la carte rouge bien raffine´e. Cependant, lors du de´coupage provisoire des areˆtes
de la carte noire (par les re`gles 3 et 4), nous verrons qu’il peut eˆtre utile de transfe´rer les labels noirs de
l’areˆte noire initiale vers les petites areˆtes re´sultantes. Nous nous inte´ressons ici aux 1-labels et 2-labels
noirs, ainsi qu’aux 2-labels rouges. Les re`gles de comple´tion des cartes colore´es sont largement inspire´es
de celles de la comple´tion de labels des cartes combinatoires monochromes classiques.
Ainsi, on ajoute les ope´rations suivantes lors de l’application des re`gles de raffinement colore´ :
– Re`gle 1 : pas de modification.
– Re`gle 2 : ajout des labels rouges des brins grise´s aux brins bleute´s β-lie´s. En revanche, les labels
noirs ne sont pas modifie´s.
– Re`gle 3 : transfert des labels rouges et noirs des brins de l’areˆte (z, t)r initiale vers les brins des
« sous-areˆtes » re´sultantes. Plus pre´cise´ment, selon les notations des re`gles de raffinement ci-dessus,
transfert des labels de z vers b et de t vers a.
– Re`gle 4 : de la meˆme manie`re, transfert des labels rouges et noirs des brins des areˆtes initiales
vers les brins des « sous-areˆtes » re´sultantes. Plus pre´cise´ment, selon les notations des re`gles de
raffinement ci-dessus, transfert des labels de x vers b, de y vers a, de z vers b′ et de t vers a′.
– Re`gle 5 : pas de modification.
– Re`gle 6 : pas de modification.
Ensuite, les labels rouges peuvent eˆtre uniformise´s lors du parcours de faces, par application de la
fonction « comp » de´finie chez Cazier sur les brins adjacents qui ne partagent pas les meˆmes labels rouges
(cf. Fig. 7.12).
7.3.8 Proprie´te´s et complexite´ du raffinement de cartes colore´es
En principe, l’ope´ration de raffinement colore´ he´rite de proprie´te´s similaires a` celles du raffinement
classique [23]. En effet, dans le processus de raffinement colore´, tout se passe comme si l’on raffinait
de manie`re classique la partie rouge de la carte colore´e : les conditions de de´clenchement s’appliquent
de la meˆme manie`re (les segments grise´s deviennent « invisibles » pour le raffinement, meˆme s’ils ne
disparaissent pas de la carte) et les re`gles produisent les meˆmes effets sur la carte rouge qu’un raffine-
ment classique. On ve´rifie donc ainsi la terminaison de cette ope´ration. En ce qui concerne la confluence,
comme dans le cas du raffinement monochrome, il semble que le re´sultat de l’application d’un nombre
quelconque de re`gles ne de´pende quasiment pas de l’ordre dans lequel ces re`gles ont e´te´ applique´es : a
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Fig. 7.12: Illustration de la re`gle de comple´tion de labels de´finie par Cazier [23]. Les labels sont
indique´s dans les cases rectangulaires
priori, seuls les plongements rouges (re´sultant de l’application de la re`gle 5) et les β-orbites pourraient
varier (ces β-orbites pourraient se trouver dans un ordre diffe´rent). Une spe´cification plus formelle des
cartes colore´es et du raffinement permettraient toutefois de valider ces suppositions.
Cependant, si nos suppositions s’ave`rent exactes, ces le´ge`res variations par rapport au cas monochrome
ne nous geˆnent pas pour le choix d’un algorithme efficace de raffinement (nous gardons le raffinement
par balayage propose´ par Cazier [23]) et pour la mise en œuvre des ope´rations exploitant ce raffinement
(ces ope´rations devraient donner des re´sultats similaires - aux meˆmes variations pre`s sur les β-orbites et
les plongements rouges - quel que soit l’ordre d’application des re`gles).
Enfin, concernant la complexite´ du raffinement colore´ par balayage, celui-ci demeure globalement
en O((n + i) logn), n e´tant le nombre de brins fonce´s initiaux et i le nombre de brins fonce´s cre´e´s
(proportionnel au nombre d’intersections et d’incidences). En effet, on se rame`ne une fois de plus au
raffinement monochrome de la carte rouge : les re`gles sont applique´es de la meˆme manie`re et dans le meˆme
nombre que dans le cas classique. Seules les ope´rations e´le´mentaires re´alise´es dans les re`gles deviennent
le´ge`rement plus complexes, du fait de l’apparition de brins grise´s notamment (il faut fusionner des β-
orbites dans la re`gle 2 et de´couper les areˆtes grise´es superpose´es aux areˆtes courantes dans les re`gles 3
et 4). En particulier, le couˆt d’application des re`gles 3 et 4 de´pend de la taille des β-orbites. Toutefois,
meˆme dans le cas monochrome, le couˆt de certaines re`gles de´pend de la configuration de la carte : le couˆt
de la re`gle 5, qui effectue un tri sur les brins, de´pend du nombre de brins dans les 1-orbites des brins
conside´re´s (ce couˆt est cependant borne´ dans le cas des cartes discre`tes puisque les 1-orbites contiennent
au maximum 4 e´le´ments). Le calcul de complexite´ ne prend pas cela en compte puisqu’il reste au niveau
des re`gles.
7.4 Un algorithme « na¨ıf » pour la mise a` jour
On suppose que l’on dispose a` l’instant t d’une carte globale colore´e bien raffine´e de l’environnement
et d’un nouveau polygone d’espace libre (sous forme de carte combinatoire monochrome, avec un degre´
d’occupation e´gal a` 1 sur la face interne). Dans un premier temps, on pourrait imaginer l’algorithme na¨ıf
suivant pour la mise a` jour de cette carte globale, suite aux ope´rations de mise en correspondance et de
filtrage de Kalman (cf. Fig. 7.13) :
– On ajoute le nouveau polygone local dans la « partie noire » de la repre´sentation (c’est-a`-dire la
carte noire au sein de la carte colore´e). Pour cela, il faut d’abord de´finir les fusions d’areˆtes et de
sommets noirs, ainsi que l’ajout de sommets noirs sur des areˆtes existantes, qui de´coulent de la mise
en correspondance de segments obstacles entre cartes globale et polygone local. Cette ope´ration est
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Fig. 7.13: Illustration de l’algorithme « na¨ıf » de mise a` jour : sur ce sche´ma, la carte locale est
repre´sente´e en bleu et les cassures en rouge. Les nombres en rouge suivis de la lettre « g » correspondent
aux degre´s d’occupation dans la carte globale et les nombres en bleu suivis de la lettre « l » aux degre´s
d’occupation de la carte locale.
re´alise´e a` partir du chemin d’appariement entre carte locale et globale qui permet de connaˆıtre les
areˆtes et sommets apparie´s, ainsi que les cassures de segments globaux (appariements de sommets
virtuels de la carte globale a` des sommets locaux) et les cassures de segments locaux (observation
d’un sommet local sur un segment global). Lors de cette ope´ration, on transfe`re e´galement le degre´
d’occupation du polygone local (e´gal a` 1) sur les brins noirs fusionne´s. Il faut aussi ajouter les areˆtes
non obstacles et les areˆtes nouvellement observe´es (non apparie´es) du polygone local. Toutes ces
modifications interviennent en re´alite´ dans la couche topologique de la carte colore´e. En particulier,
les points virtuels qui sont transforme´s en points re´els ont dans un premier temps un plongement
arbitraire, situe´ au milieu du segment auquel ils sont rattache´s par exemple.
– On de´place les sommets suivant leur nouvelle position calcule´e par filtrage de Kalman. A priori, il
suffit pour cela de modifier leur plongement : on effectue par ce biais la mise a` jour ge´ome´trique de
la carte. Nous verrons cependant que cette ope´ration est en re´alite´ plus complexe.
– On effectue l’auto-raffinement de cette carte colore´e, selon les re`gles de´finies dans la section pre´ce´dente.
Une comple´tion de labels permet en outre le calcul des nouveaux degre´s d’occupation rouges.
Au premier abord, cette strate´gie « na¨ıve » peut paraˆıtre applicable. En pratique, comme nous allons
le voir, la mise a` jour ge´ome´trique risque cependant de ge´ne´rer des incohe´rences dans le calcul des degre´s
d’occupation.
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7.4.1 Incohe´rences lie´es a` des retournements et croisements de polygones
En fait, la strate´gie « na¨ıve » peut fonctionner si l’on est certain que le de´placement de sommets
n’entraˆıne pas d’incohe´rences dans la structure des polygones fusionne´s. Pourtant, le de´placement des
sommets est re´gi par le processus d’estimation par filtrage de Kalman. A la diffe´rence des sommets de
maillages physiques, qui obe´issent a` des contraintes me´caniques (ce qui peut empeˆcher les faces de se
retourner ou de devenir des quadrilate`res croise´s), les positions des sommets d’une carte stochastique
sont estime´es par filtrage baye´sien, avec des liens entre sommets qui correspondent a` des corre´lations.
Ainsi, meˆme si une observation « parfaite » de l’espace libre ne pourrait mener a` de telles configurations,
les erreurs de mesure et d’estimation (erreurs d’arrondis, proble`mes de line´arisation, etc.) peuvent ge´ne´rer
des incohe´rences lie´es a` des retournements de faces ou a` des faces croise´es telles que dans les exemples
fournis sur la figure 7.14. En conse´quence, les degre´s d’occupation deviennent difficiles a` de´finir pour un
polygone croise´ ou retourne´, et a` plus forte raison pour une carte constitue´e d’une superposition de ces
polygones incohe´rents.
Fig. 7.14: Exemples d’incohe´rences lie´es au de´placement d’un sommet (ici le sommet vert) : retourne-
ments et croisements de polygones. Les nombres en rouge repre´sentent les 2-labels de brins correspon-
dant aux degre´s d’occupation rouges (pour plus de clarte´, les degre´s nuls sont omis). Les nombres bleus
repre´sentent les degre´s d’occupations de´duits du parcours de faces. Les nume´ros verts correspondent a`
la convention choisie a` la section 7.5.
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7.5 Gestion du de´placement de sommets dans un polygone d’espace
libre
Avant d’e´tudier le de´placement de sommets dans les cartes colore´es, nous nous concentrons sur le
de´placement de sommets dans un unique polygone, dont la face interne pre´sente un degre´ d’occupation
unitaire. Tre`s globalement, nous partons du principe que le de´placement d’un sommet vers l’exte´rieur
du polygone revient a` incre´menter d’une unite´ la zone supple´mentaire couverte par ce polygone (cf. Fig.
7.15). On parle alors de « zone d’ajout ». Inversement, le de´placement d’un sommet vers l’inte´rieur du
polygone revient a` de´cre´menter d’une unite´ l’ancienne zone couverte par ce polygone : on parle alors de
« zone de retrait ». On obtient en fait une carte identique a` celle que l’on aurait pu cre´er si l’on avait
directement observe´ le polygone avec le sommet au nouvel endroit. Cela revient e´galement a` adopter une
convention qui me`ne par exemple aux degre´s d’occupation en vert dans les cas d’incohe´rence (cf. Fig.
7.14). Notons que dans certains cas, cela revient a` adopter des degre´s d’occupation ne´gatifs : comme nous
le verrons plus tard, ces degre´s d’occupation ne´gatifs sont toutefois re´versibles, et peuvent disparaˆıtre ou
re´apparaˆıtre au gre´ des de´placements de sommets successifs.
Fig. 7.15: Exemples d’application des re`gles de mise a` jour des degre´s d’occupation associe´es au
de´placement de sommets au sein du polygone ACBS. (a) De´placement d’un sommet vers l’exte´rieur
du polygone avec cre´ation d’une « zone d’ajout » de degre´ d’occupation +1 (quadrilate`re ASBS′).
(b) De´placement d’un sommet vers l’inte´rieur du polygone avec cre´ation d’une « zone de retrait » de
degre´ d’occupation −1 (quadrilate`re AS′BS).
En pratique, l’application de cette convention n’est pas imme´diate : dans le cas d’un de´placement du
sommet vers l’exte´rieur du polygone, la zone d’ajout peut recouper d’autres areˆtes de ce meˆme polygone
(cf. Fig. 7.14). Ces recoupements peuvent aussi exister dans le cas d’un de´placement vers l’inte´rieur (cf.
Fig. 7.14). Ainsi, pour calculer les intersections e´ventuelles de ces zones d’ajout ou de retrait avec le
polygone, nous choisissons d’utiliser des « mini-cartes combinatoires » qui les mate´rialisent. Les intersec-
tions et les nouveaux degre´s d’occupation peuvent alors eˆtre calcule´s par raffinement et par comple´tion
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de labels, ce qui permet de ge´rer les cas « pathologiques ».
Pour de´finir plus en de´tail l’ope´ration de de´placement de sommet, on fait l’hypothe`se de de´part que
le polygone initial est bien plonge´ et correct (c’est-a`-dire ni croise´, ni retourne´). En outre, ses degre´s
d’occupation noirs sont bien de´finis (1 pour la face interne, 0 pour la face externe). On transforme ce
polygone en carte colore´e selon la proce´dure de´finie plus haut : tous les brins restent noirs et toutes
les liaisons rouges sont de´duites des liaisons noires, de meˆme que les degre´s d’occupation rouges sont
initialise´s a` la valeur des degre´s noirs. En principe, par construction, toute carte locale est un polygone
d’espace libre e´toile´ (dont tous les sommets peuvent eˆtre vus depuis un point inte´rieur au polygone, en
l’occurrence la position du robot au moment de son acquisition), qui ve´rifie l’hypothe`se. Toutefois, si
pour une raison quelconque cette hypothe`se n’e´tait pas ve´rifie´e (par exemple en raison d’approximations
nume´riques), on peut ge´ne´rer un polygone plonge´ sur de nouveaux points en commenc¸ant par projeter a`
intervalle re´gulier sa se´quence de sommets (de´finie par les liaisons noires) sur un cercle de grand diame`tre
(pour e´viter tout risque de superpositions a` epsilon pre`s, ou a` une cellule pre`s dans cas discret qui sera
de´taille´ plus loin). Puis on rame`ne chaque sommet a` sa position re´elle via l’ope´ration de de´placement
de´finie ci-dessous (cf. Fig. 7.16).
Fig. 7.16: Ope´ration de projection d’un polygone sur un cercle pour assurer son bon plongement. (a)
Le polygone initial est croise´, ce qui rend difficile la de´termination des degre´s d’occupation de la carte
combinatoire correspondante. (b) Ce polygone est projete´ sur un cercle, ce qui permet de d’initialiser
correctement les degre´s d’occupation. (c) Chaque sommet est ensuite de´place´ au moyen d’une ope´ration
« suˆre » (selon la proce´dure de´finie ci-dessous, qui garantit le calcul des degre´s d’occupation selon la
convention que nous avons choisie) vers sa position initiale.
7.5.1 De´finition d’une mini-carte combinatoire
Comme nous l’avons vu dans la figure 7.15, la mini-carte combinatoire cre´e´e pour le de´placement d’un
sommet correspond en ge´ne´ral a` un quadrilate`re (quadrilate`re « d’ajout » ou « de retrait »). Il existe
cependant des cas ou` ce quadrilate`re est croise´ ou des cas ou` il est de´ge´ne´re´ (cf. Fig. 7.17). En fait, on
peut voir la mini-carte comme compose´e de deux triangles e´le´mentaires : un triangle par areˆte de´place´e
(donc un triangle pour chacun des deux sommets Ai, i ∈ {1, 2} adjacents au sommet Sa de´place´ vers
la nouvelle position Sn). Les figures 7.18 et 7.19 fournissent toutes les configurations possibles pour les
mini-cartes.
Par de´finition, les sommets du triangle associe´ au sommet Ai sont l’ancien sommet Sa, le nouveau
sommet Sn et le sommet Ai lui-meˆme. En fait, on cre´e pour ce triangle de nouveaux brins superpose´s a`
ceux du polygone : il s’agit bien de copies. En revanche, les plongements noirs des sommets Sa et Ai des
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Fig. 7.17: Exemples de de´placement de sommet menant a` une mini-carte compose´e d’un polygone
ASBS′ croise´ (a) ou de´ge´ne´re´ (b).
Fig. 7.18: De´nombrement des figures associe´es au de´placement de sommets, dans le cas ou` A1, A2
et S ne sont ni aligne´s, ni superpose´s. Ici, les pointille´s noirs ne correspondent pas a` des segments
« non obstacles » mais indiquent les nouvelles areˆtes A1S et A2S. Quant aux pointille´s verts, ils
correspondent aux segments provisoires qui relient l’ancien et le nouveau sommet.
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Fig. 7.19: De´nombrement des figures associe´es au de´placement de sommets dans les cas de´ge´ne´re´s ou`
A1, A2 et S sont aligne´s ou superpose´s.
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triangles sont identiques a` ceux du polygone. Quant aux areˆtes, elles sont compose´es de l’ancienne areˆte
AiSa (dont l’originale est a` supprimer dans le polygone), d’une nouvelle areˆte AiSn (dont l’originale est a`
ajouter dans ce polygone) et d’une areˆte provisoire SaSn qui deviendra inutile et pourra eˆtre supprime´e
une fois la mini-carte comple`tement constitue´e par fusion des deux triangles. Les brins cre´e´s pour ce tri-
angle sont relie´s entre eux par 0- et 1-liaisons rouges. Les deux brins d’une meˆme areˆte sont en outre relie´s
par 0-liaison noire. Les degre´s d’occupation des faces de la mini-carte dont de´duits de la superposition
(raffinement et comple´tion de labels) des deux triangles. La face interne du triangle contient un degre´
d’occupation positif (+1) si AiSn se trouve dans le demi-plan de´limite´ par la droite AiSa qui correspond a`
la face externe du polygone (d’apre`s les degre´s d’occupation noirs). Ce degre´ d’occupation est ne´gatif (-1)
dans le cas contraire, et indiffe´rent (nul par convention) dans le cas ou` AiSn est superpose´ a` la droite AiSa.
Chaque triangle est auto-raffine´ avec les re`gles de raffinement colore´, de manie`re a` traiter les e´ventuels
cas pathologiques. Ensuite, les deux triangles sont superpose´s et raffine´s avec comple´tion de label. A leur
cre´ation, les brins de l’areˆte SaSn se voient en outre attribuer le 1-label « provisoire » et les brins des
areˆtes AiSa portent le 1-label « a` supprimer » (cf. Fig. 7.20) : ces labels sont transmis aux sous-brins
e´ventuels issus d’un de´coupage (par les re`gles 3 et 4 du raffinement). De meˆme, les brins du sommet Sa
portent le 0-label « a` supprimer ». De cette manie`re, il devient possible de supprimer l’areˆte SaSn une
fois la mini-carte construite, puis de supprimer les anciennes areˆtes AiSa ainsi que le sommet Sa une
fois la fusion de la mini-carte et du polygone re´alise´e. Cette ope´ration de suppression est de´crite dans
la prochaine section. Par ailleurs, les sommets Sa, Sn et Ai sont plonge´s en noir sur les meˆmes points
(meˆmes objets physiques) dans les deux triangles et dans le polygone, ce qui ge´ne`re une fusion ve´ritable
entre ces sommets lors de l’application de la re`gle 5 de raffinement : exceptionnellement, les plongements
noirs seront identiques, comme les plongements rouges.
Une fois la mini-carte constitue´e par fusion des deux triangles e´le´mentaires et suppression de l’areˆte
SaSn, il importe de de´finir ses 1-liaisons noires. Pour cela, chacun des quatre sommets noirs de la mini-
carte finale constitue une orbite de α1, qui comprend les deux brins plonge´s sur ce sommet. Par ailleurs,
avant de raffiner la superposition de la mini-carte et du polygone, le polygone lui-meˆme subit quelques
modifications : ses areˆtes AiSa et son sommet Sa sont affecte´s du meˆme label « a` supprimer » que dans
les mini-cartes. De plus, une fois ce raffinement colore´ acheve´, les 1-liaisons noires du polygone sont mo-
difie´es : dans la 1-orbite noire de chaque sommet Ai, on remplace le brin de l’areˆte AiSa (du polygone)
par celui de l’areˆte AiSn (issu de la mini-carte).
Enfin, les re`gles de comple´tion de labels intervenant dans chacun de ces raffinements sont un peu
diffe´rentes. Lors de l’autoraffinement des triangles, il existe des cas de´ge´ne´re´s ou` le triangle est aplati.
Dans ce cas, de par les re`gles de´finies ci-dessus, les deux brins d’une meˆme areˆte porteront chacun deux
labels : « 0 » et « +1 » (ou « -1 »). Il faut donc se ramener a` un label unique : « 0 ». Lors de la fusion des
deux triangles pour construire la mini-carte combinatoire, les cas de´ge´ne´re´s ayant e´te´ traite´s au niveau
des triangles, il suffit de re´aliser une comple´tion de labels normale et d’additionner ensuite les labels
issus des deux triangles pour les cellules communes. De meˆme, lorsque l’on fusionne la mini-carte avec
le polygone, on re´alise une comple´tion de labels classique, puis on additionne a` la fin les labels issus des
deux cartes pour les cellules concerne´es. On note que le nombre de cas possibles e´tant limite´ pour les
mini-cartes combinatoires (cf. Fig. 7.18 et 7.19), on peut les ve´rifier directement.
7.5.2 Re`gles de suppression d’areˆtes et de sommets
Avant de de´tailler les re`gles de suppression d’areˆtes et de sommets, nous de´crivons quelques ope´rations
particulie`res qui nous serviront dans l’algorithme global : la mise a` jour de la 1-orbite rouge lors de la
suppression d’un brin et la recherche d’e´ventuels sommets rouges a` e´liminer lors de la suppression d’un
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Fig. 7.20: Illustration de l’ope´ration de de´placement de sommet.
7.5 Gestion du de´placement de sommets dans un polygone d’espace libre 181
sommet. Nous nous inte´ressons e´galement a` un cas particulier plus simple que le cas ge´ne´ral (cas d’une
areˆte a` supprimer de longueur nulle).
Mise a` jour de la 1-orbite rouge lors de la suppression d’un brin
Lorsque l’on supprime le brin x, pour mettre a` jour sa 1-orbite rouge, on proce`de de la manie`re
suivante :
– si x est grise´ : il n’y a rien a` faire puisque ce brin est son propre successeur par α1r ;
– si x est bleute´ : on remplace x par β(x) dans sa 1-orbite rouge ;
– si x est son propre successeur par β (ni grise´, ni bleute´), on le supprime de sa 1-orbite rouge.
Recherche de sommets rouges a` e´liminer lors de la suppression d’un sommet
Il arrive que le plongement des sommets e´tiquete´s « a` supprimer » se situe sur d’autres e´le´ments de
la carte : en particulier, s’ils sont superpose´s a` une autre areˆte, l’application de la re`gle 3 de raffinement a
ge´ne´re´ sur cette areˆte un nouveau sommet rouge (cf. Fig. 7.21, configuration (a)). Apre`s l’effacement du
sommet « a` supprimer », ce nouveau sommet rouge n’a en principe plus lieu d’eˆtre, sauf si un troisie`me
sommet de la carte se trouve a` cet endroit. Il faut donc le supprimer, ainsi que les brins rouges de son
1-orbite rouge. De meˆme, il arrive que les areˆtes e´tiquete´es « a` supprimer » aient ge´ne´re´ des incidences
ou des intersections (application des re`gles 3 et 4 de raffinement) avec d’autres areˆtes. Dans le cas d’une
intersection avec une autre areˆte, deux nouveaux sommets rouges ont e´te´ cre´e´s : s’ils ne sont pas super-
pose´s a` un troisie`me sommet de la carte, ils doivent tous deux eˆtre supprime´s, ainsi que les brins rouges
de son 1-orbite rouge (cf. Fig. 7.21, configuration (b)).
Fig. 7.21: Sommets rouges a` e´liminer lors de la suppression d’un sommet P sur une areˆte « a` sup-
primer ». (a) Cas d’une areˆte incidente a` un sommet P e´tiquete´ « a` supprimer ». (b) Cas d’une areˆte
intersectant l’areˆte a` supprimer au niveau du sommet P .
En fait, on se rend compte qu’un sommet rouge Sr superpose´ avec le sommet a` supprimer Ssup doit
e´galement eˆtre e´limine´ s’il est l’unique autre sommet superpose´ avec Ssup (a` l’exception e´ventuelle d’autres
sommets rouges superpose´s qui se trouveraient dans leurs β-orbites respectives) : quelques exemples de
sommets a` supprimer sont fournis dans la figure 7.22. Pre´cisons par ailleurs que dans l’algorithme complet
pre´sente´ ci-dessous, un sommet Ssup n’est supprime´ que si son 1-orbite noire ne contient plus qu’un seul
brin bsup, lui-meˆme en cours de suppression.
Ainsi, lorsque l’on supprime un sommet Ssup, il faut parcourir les brins de la β-orbite et de la 1-orbite
rouge de bsup a` l’exclusion de bsup lui-meˆme (les brins traite´s sont marque´s par un label spe´cial) :
– Si l’on trouve un brin noir, gris ou bleu (c’est-a`-dire un sommet noir superpose´ a` Ssup), alors on
peut arreˆter la ve´rification car il n’y a pas lieu de supprimer de sommet rouge ;
– Si l’on trouve un brin x rouge, rose ou violet non traite´, alors les deux brins de sa 1-orbite noire sont
marque´s comme traite´s et l’on retient que l’on a trouve´ un sommet rouge qui est potentiellement
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Fig. 7.22: Exemples de sommets a` supprimer (cercle´s en rouge) lors du parcours de l’areˆte « a` sup-
primer » (en vert), qui contient une sous-areˆte grise´e.
a` supprimer. Ainsi, si l’on de´couvre ulte´rieurement un second brin rouge, rose ou violet non traite´,
cela signifie qu’un second sommet rouge est superpose´ a` Ssup et la ve´rification n’a plus lieu d’eˆtre.
Par ailleurs, on parcourt e´galement les brins de la β-orbite de x (lorsque x n’est pas dans la β-orbite
de bsup) : si l’on trouve un brin gris (c’est-a`-dire un sommet noir superpose´ a` Ssup), alors on peut
arreˆter la ve´rification qui n’a plus lieu d’eˆtre.
Enfin, si l’on n’a pas interrompu la ve´rification en cours de route et que l’on a trouve´ un sommet
rouge Sr qui est potentiellement a` supprimer, cela signifie qu’il faut vraiment retirer ce sommet Sr de la
carte, ainsi que ceux (ne´cessairement rouges) qui pourraient se trouver sur une areˆte superpose´e a` celle
de Sr. Soient x et y les brins de la 1-orbite noire de Sr (par construction, cette orbite contient exactement
deux brins). On effectue alors les ope´rations suivantes :
– On relie par 0-liaison rouge α0r(x) et α0r(y).
– Pour chaque brin z de la β-orbite de x autre que x lui-meˆme, on relie par 0-liaison rouge α0r(z) et
α0r(α1r(z)).
– On supprime x, y et tous les brins de leur β-orbite respective (si x et y ne sont pas leur propre
β-successeur).
En pratique, lorsqu’il existe des areˆtes superpose´es, il faut e´galement ge´rer les cas ou` α0r(z) et
α0r(α1r(z)) ne seraient pas tous deux grise´s ou tous deux bleute´s. Il s’agit alors de griser et de bleuter
les brins ade´quats de la β-orbite de α0r(α1r(z)) de manie`re a` ce que les couleurs de α0r(z) et α0r(α1r(z))
soient compatibles.
Cas particulier de la suppression d’une areˆte grise´e de longueur nulle
Nous traitons a` part le cas ou` l’areˆte a` supprimer est une areˆte de longueur nulle (ne´cessairement
grise´e). Une telle areˆte peut par exemple eˆtre ge´ne´re´e par un triangle e´le´mentaire de´ge´ne´re´. Soient x et
y les deux brins constitutifs de cette areˆte. Ne´cessairement, par construction, x et y sont leurs propres
1-successeurs rouges.
On ve´rifie d’abord si le sommet noir de x est marque´ « a` supprimer » et si son 1-orbite noire est bien
re´duite a` x (sinon, comme les autres brins de la 1-orbite noire de x ont un plongement noir identique a`
celui de x par construction, ce point devra eˆtre supprime´ ulte´rieurement, lorsque cette orbite sera re´duite
a` un seul e´le´ment en cours de suppression). Si c’est le cas, on peut effectivement supprimer le sommet
(et notamment son point de plongement). Pour cela, on effectue les ope´rations suivantes :
– On ve´rifie selon la proce´dure de´crite au paragraphe pre´ce´dent s’il n’y a pas de sommets rouges
superpose´s a` supprimer et on e´limine ces sommets rouges si besoin.
– On ve´rifie si l’application de la re`gle 5 de raffinement n’a pas cre´e´ dans la 1-orbite rouge de Ssup
un autre brin z dont le plongement rouge correspond au plongement noir Psup de Ssup. Dans ce
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cas, le plongement noir de z (et de sa β-orbite) devient le plongement rouge de tous les brins de la
1-orbite rouge de z (et des brins de leur β-orbite respective) qui e´taient plonge´s en rouge sur Psup.
– On supprime le point Psup.
– On supprime le brin x.
Si le sommet noir (et le plongement associe´) ne doit pas eˆtre supprime´, on se contente de retirer le brin
x de sa 1-orbite noire et de le supprimer.
On re´alise ensuite les meˆmes ope´rations sur le brin y.
Algorithme ge´ne´ral de suppression d’areˆtes et de sommets associe´s
Dans le cas des mini-cartes, l’objectif de cet algorithme est de supprimer l’areˆte marque´e « provi-
soire ». Dans le cas de la fusion du polygone d’espace libre et de la mini-carte, le but est d’e´liminer
toutes les areˆtes « a` supprimer » ainsi que les sommets « a` supprimer » associe´s (sommets noirs qui
correspondent ne´cessairement par construction a` une 1-orbite noire du brin « a` supprimer »). Dans
la description qui suit, on parlera indiffe´remment d’areˆte « provisoire » ou « a` supprimer ». Toutefois,
dans le cas de la suppression des areˆtes provisoires, il ne faudra pas conside´rer la suppression de sommets.
Pour re´aliser cette ope´ration, on parcourt l’ensemble des brins (de toutes les couleurs possibles) jus-
qu’a` en trouver un e´tiquete´ « a` supprimer ». Si ce brin n’est ni noir, ni gris, ni bleu, on remonte alors
au brin (noir, gris ou bleu) 0-lie´ par lien noir : on aboutit ainsi ne´cessairement a` un brin x plonge´ sur
un sommet noir S a` l’extre´mite´ d’une areˆte « a` supprimer ». La suppression de cette areˆte se fait du
sommet S (en le supprimant si besoin) vers le sommet du brin 0-lie´ en noir a` x (que l’on supprime
e´galement si besoin), en e´liminant peu a` peu chaque petite areˆte rouge situe´e sur cette areˆte. Au passage,
on supprime les sommets rouges situe´s sur cette areˆte, ainsi que les autres sommets rouges superpose´s
qui le ne´cessiteraient (pour faciliter la lecture de cet algorithme, on peut se reporter a` la figure 7.22).
1) La premie`re e´tape consiste a` traiter l’areˆte (x, α0r(x))r (premie`re petite areˆte de la carte rouge
issue de la grande areˆte a` supprimer). On pose y = α0r(x) et on re´alise les ope´rations suivantes :
– Si le brin x est bleu (ne´cessairement, le brin y est aussi bleute´ par construction), alors il faut foncer
le brin β(x). Cela signifie qu’un brin gris devient noir (bleu en fait si son β-successeur n’est pas x,
c’est-a`-dire s’il existe au moins une troisie`me areˆte superpose´e a` (x, y)) et qu’un brin rose devient
rouge (violet en fait si son β-successeur n’est pas x). On proce`de de meˆme pour β(y).
– Si la β-orbite de x n’est pas re´duite a` x, on supprime x de cette β-orbite. On proce`de de meˆme
pour y.
– Si le sommet S du brin x est e´tiquete´ « a` supprimer », on ve´rifie si son 1-orbite noire est bien
re´duite a` x, auquel cas on peut effectivement supprimer ce sommet. Pour cela, on regarde selon la
proce´dure de´crite plus haut s’il n’y a pas de sommets rouges superpose´s a` supprimer et on e´limine
ces sommets rouges si besoin. On ve´rifie ensuite si l’application de la re`gle 5 de raffinement n’a pas
cre´e´ dans la 1-orbite rouge de S un autre brin z dont le plongement rouge correspond au plongement
noir P de S. Dans ce cas, le plongement noir de z (et de sa β-orbite) devient le plongement rouge de
tous les brins de la 1-orbite rouge de z (et des brins de leur β-orbite respective) qui e´taient plonge´s
en rouge sur P . En revanche, si le sommet S ne doit pas eˆtre supprime´, on se contente de retirer x
de sa 1-orbite noire. On proce`de de la meˆme manie`re pour le sommet S′ du brin y.
– On supprime x et y de leur 1-orbite rouge respective, selon la proce´dure de´crite plus haut.
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– On supprime le brin x et le point P si le sommet S a e´te´ supprime´. On proce`de de meˆme pour y
et pour son plongement noir P ′.
Si y appartenait a` un sommet rouge, alors on passe a` l’e´tape suivante et le brin courant devient le
brin qui e´tait 1-lie´ en noir avec y (le brin de la 1-orbite rouge de y qui est issu de la meˆme grande areˆte
« a` supprimer » de la carte noire). Sinon, la suppression de l’areˆte est termine´e.
2) Les e´tapes suivantes consistent a` traiter une petite areˆte de la carte rouge issue de la grande areˆte a`
supprimer. On note x le brin courant (ne´cessairement rouge, rose ou violet) et y son brin 0-lie´ par liaison
rouge. On re´alise les ope´rations suivantes :
– Si le brin x est violet (ne´cessairement, le brin y est aussi bleute´ par construction), alors il faut
foncer le brin β(x), comme dans la premie`re e´tape. On proce`de de meˆme pour β(y).
– Si la β-orbite de x n’est pas re´duite a` x, on supprime x de cette β-orbite. On proce`de de meˆme
pour y.
– Le sommet rouge S du brin x est ne´cessairement a` supprimer. Pour cela, on ve´rifie selon la proce´dure
de´crite plus haut s’il n’y a pas de sommets rouges superpose´s a` supprimer et on e´limine ces sommets
rouges si besoin. On ve´rifie ensuite s’il existe dans la 1-orbite rouge de S un autre brin z dont le
plongement rouge correspond au plongement noir P de S (une telle configuration peut avoir e´te´
ge´ne´re´e par application de la re`gle 5 de raffinement). Dans ce cas, le plongement noir de z (et de
sa β-orbite) devient le plongement rouge de tous les brins de la 1-orbite rouge de z (et des brins de
leur β-orbite respective) qui e´taient plonge´s en rouge sur P . Si le sommet S′ du brin y est e´tiquete´
« a` supprimer », on proce`de de la meˆme manie`re.
– On supprime x et y de leur 1-orbite rouge respective, selon la proce´dure de´crite plus haut.
– On supprime le brin x et le point P si le sommet S a e´te´ supprime´. On proce`de de meˆme pour y
et pour son plongement noir P ′.
Si y appartenait a` un sommet rouge, alors on recommence cette e´tape avec le brin qui e´tait 1-lie´ en
noir avec y (le brin de la 1-orbite rouge de y qui est issu de la meˆme grande areˆte « a` supprimer » de la
carte noire), et qui devient le brin courant. Sinon, la suppression de l’areˆte est termine´e.
Ensuite, on continue le parcours des brins de la carte rouge jusqu’a` en retrouver un nouveau marque´
« a` supprimer » : on revient a` son brin 0-lie´ par liaison noire et on e´limine la grande areˆte « a` supprimer »
correspondante. On proce`de ainsi jusqu’a` la fin du parcours des brins de la carte rouge. On peut s’assurer
que cet algorithme se termine car il n’y a pas de cre´ation de nouveaux brins durant son application
(uniquement des brins qui changent de couleur, e´ventuellement).
7.5.3 De´placement de tous les sommets en une seule e´tape
Plutoˆt que de de´placer les n sommets du polygone un a` un en re´alisant un raffinement et une
comple´tion de labels a` chaque e´tape, il est possible de re´aliser l’ope´ration en une seule e´tape (cf. Fig. 7.23).
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Pour cela, on ordonne les sommets du polygone de S1 a` Sn (par exemple dans l’ordre de parcours
du polygone par les liaisons noires ou dans l’ordre de balayage du raffinement). Lors de la cre´ation de
la mini-carte combinatoire associe´e au brin x du sommet Si, les triangles conside´re´s sont compose´s des
sommets suivants : ancienne position Sa de Si, nouvelle position Sn de Si et sommet Sj du brin 0-lie´ en
noir a` x. Si j > i, on utilise l’ancienne position S′a de Sj et l’areˆte qui relie Sn a` S′a est e´tiquete´e « a`
supprimer », de meˆme que celle qui relie Sa a` S′a. Sinon, on utilise la nouvelle position S′n de Sj et cette
fois, l’areˆte qui relie Sn a` S′n n’est pas e´tiquete´e « a` supprimer », a` la diffe´rence de celle qui relie Sa a` S′n.
Ensuite, une fois auto-raffine´es et une fois leurs areˆtes provisoires SaSn supprime´es, toutes ces mini-
cartes combinatoires peuvent eˆtre fusionne´es en une seule fois avec le polygone par raffinement et
comple´tion des n labels. On peut alors de´finir le 2-label d’un brin de mini-carte comme le couple compose´
du nume´ro du sommet de´place´ et du degre´ d’occupation rouge de la mini-carte correspondante. Le 2-label
d’un brin du polygone correspond a` son degre´ d’occupation rouge. Lors de la comple´tion de labels, on
concate`ne sur un brin toutes les listes de labels des brins de sa β-orbite. Ensuite, on parcourt toutes les
faces de la carte raffine´e et on ve´rifie pour tout couple de brins adjacents sur cette face s’ils portent les
meˆmes couples de labels concate´ne´s. En principe, pour une face donne´e, on ne peut pas trouver deux
couples qui partagent le meˆme nume´ro de sommet mais pas le meˆme degre´ d’occupation associe´ : les
cartes de de´part e´tant bien raffine´es avec des degre´s d’occupation bien de´finis, de tels couples doivent
appartenir a` des cellules diffe´rentes. De meˆme, on ne peut trouver deux couples de brin de la meˆme face
portant des degre´s d’occupation distincts et e´tant issus du polygone de de´part. Ces remarques permettent
d’acce´le´rer la comparaison. Si des brins adjacents portent des labels diffe´rents, alors on applique la re`gle
« comp » propose´e par Cazier [23] (cf. section 7.3.7.).
Enfin, une fois la comple´tion de labels effectue´e, il suffit de parcourir tous les couples de labels et
d’additionner pour chaque brin tous les degre´s d’occupation des listes de couples concate´ne´es associe´es
et de l’ajouter au degre´ d’occupation rouge associe´ au polygone de de´part.
Fig. 7.23: De´placement simultane´ de tous les sommets de la carte noire vers les positions rouges. Les
segments en pointille´s sont « provisoires » et les segments verts et noirs « a` supprimer ».
7.5.4 Complexite´
Supposons qu’un polygone pre´sente n sommets en moyenne. Dans les polygones initiaux, ce nombre
est borne´ par construction (par le nombre de points du scan) mais ce nombre peut augmenter au fur et
a` mesure du fait des mises en correspondances avec les autres polygones, qui ge´ne`rent des cassures. Le
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nombre de brins constituant le polygone est alors de 2n. Par ailleurs, une mini-carte contient au maxi-
mum 16 brins (dans les cas tre`s de´ge´ne´re´s, comme l’indique la figure 7.19) et peut eˆtre cre´e´e en temps
constant (borne´ par le cas le plus de´favorable) : la cre´ation de l’ensemble de ces cartes est donc line´aire
en n.
Ainsi, dans le cas du de´placement de sommets un a` un, chaque raffinement du polygone avec une mini-
carte est de l’ordre de (16 + n+ i)log(16 + n) (i e´tant le nombre de brins ajoute´s) et chaque comple´tion
de labels est line´aire en n (plus pre´cise´ment en 2 × (16 + n) puique la carte a` raffiner est constitue´e
de deux objets : le polygone et la mini-carte). La suppression des areˆtes « a` supprimer » est a priori
ne´gligeable par rapport au raffinement : si l’on suppose les 1-orbites et β-orbites borne´es, elle a un couˆt
proportionnel au nombre de brins a` supprimer. Au final, on obtient donc une complexite´ the´orique en
O(n× (n+ i)logn) puisqu’il faut re´pe´ter cette ope´ration pour chaque sommet. Cette complexite´ pourrait
cependant eˆtre conside´rablement ame´liore´e si l’on pouvait re´aliser des raffinements plus locaux avec la
mini-carte qui est a priori de taille re´duite (un de´coupage re´gulier de la carte globale pourrait peut-eˆtre
y contribuer).
Alternativement, dans le cas du de´placement simultane´ de tous les sommets, le raffinement de la
carte avec l’ensemble des mini-cartes pre´sente une complexite´ de l’ordre de (16n+ 2n+ it) log(16n+ 2n)
c’est-a`-dire en (18n + it) log(18n), it correspondant au nombre de brins ajoute´s lors du raffinement (et
e´tant a priori plus important que la somme des i individuels car la carte raffine´e pre´sente plus de brins).
Quant a` la comple´tion de labels, elle a en principe un couˆt en O(n × (n + it)) (puisque l’on conside`re
(18n+ it) brins et n+1 objets). En pratique, ce couˆt est ge´ne´ralement bien plus re´duit car les mini-cartes
couvrent de petites zones, qui ont peu de chances de recouvrir l’ensemble des objets de la carte : chaque
face appartient a` un nombre re´duit d’objets et il existe a priori peu de labels a` comparer pour deux brins
adjacents d’une meˆme face. A l’extreˆme, si l’on conside`re que ce nombre est borne´, on obtient un couˆt
line´aire en n+ it, qui est moins couˆteux que le raffinement. Ainsi (meˆme si it est difficile a` comparer a` la
somme des i individuels), le de´placement de tous les sommets en une seule e´tape paraˆıt plus efficace que
le de´placement un a` un de ces sommets.
7.6 Principe de la mise a` jour par superposition de polygones
Dans cette section, nous introduisons la premie`re strate´gie de mise a` jour, qui maintient
explicitement la structure de tous les polygones d’espace libre observe´s et recommence leur
fusion a` chaque e´tape de mise a` jour. On ge´ne´ralise en fait l’ope´ration de mise a` jour de polygone
au cas de cartes combinatoires constitue´es d’une superposition de polygones d’espace libre.
7.6.1 Repre´sentation utilise´e
Pour mettre en œuvre cette strate´gie, nous avons opte´ pour une repre´sentation globale unique, dont
la structure contient suffisamment d’informations pour extraire individuellement chacun de ses polygones
constitutifs (cf. Fig. 7.24 (a) et (b)). Ainsi, cette repre´sentation globale est une carte combinatoire colore´e
dont chaque brin porte un 2-label (label de face) qui indique le nume´ro des polygones dont il est issu. En
fait, pour une areˆte donne´e, un seul brin porte ce label : celui qui est oriente´ dans le sens des aiguilles
d’une montre sur le pe´rime`tre du polygone. De cette manie`re, on pre´cise de quel coˆte´ de l’areˆte se trouve
la face interne du polygone concerne´. Chaque brin de la carte peut donc contenir jusqu’a` n labels de ce
type. Par ailleurs, les liaisons noires de la carte colore´e pre´cisent l’ordre de chaˆınage des areˆtes au sein
des polygones, de fac¸on a` permettre leur extraction.
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Fig. 7.24: Illustration de la strate´gie de fusion de polygones. (a) Carte globale (en noir) et polygone
local (en bleu) : la mise en correspondance induit des cassures en vert sur certaines areˆtes. Les nombres
en rouge indiquent les degre´s d’occupaton des cellules (en violet pour le polygone local) et les nombres
en bleu clair les nume´ros de polygone (en bleu fonce´ pour le polygone local). (b) Les points de cassure
ont e´te´ inte´gre´s dans la repre´sentation. (c)(d)(e) De´placement de sommets sur les polygones extraits
(les sommets noirs correspondent a` des sommets qui n’existaient pas dans le polygone initial). (f)
Carte globale finale re´sultant de la fusion des trois polygones.
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Une solution alternative consisterait a` maintenir individuellement la structure (par exemple la liste de
chaˆıne´e des sommets) de chacun des n polygones d’espace libre observe´s. Ensuite, ces polygones peuvent
eˆtre fusionne´s dans une carte unique, dont la structure ne ne´cessite de garder explicitement celle de chaque
polygone fusionne´, puisque ceux-ci sont stocke´s en me´moire par ailleurs. On e´viterait ainsi d’introduire
dans la repre´sentation globale des listes potentiellement longues de nume´ros de polygones. Toutefois,
l’utilisation de ces n + 1 cartes (n cartes de polygones individuels et 1 carte globale) introduirait des
redondances inutiles au niveau des brins et des liaisons noires, et ne re´duirait pas la taille globale de la
repre´sentation. En outre, comme on l’a vu aux chapitres pre´ce´dents, certaines e´tapes du processus de
cartographie (mise en correspondance, extraction des observations...) travaillent sur une repre´sentation
globale unique. Or elles ne´cessiteraient parfois de propager certaines modifications de la carte globale
vers les polygones individuels : c’est notamment le cas des phe´nome`nes de « cassure » qui re´sultent de
l’observation des points virtuels sur les segments globaux. Ces cassures sont de´termine´es a` partir d’ob-
servations sur la carte globale, et doivent eˆtre re´percute´es sur les areˆtes correspondantes des polygones.
Pour mettre a` jour la structure des polygones individuels, on doit donc impe´rativement maintenir un lien
depuis les areˆtes de la carte globale vers celles des polygones locaux.
7.6.2 Algorithme de mise a` jour
Finalement, l’algorithme de mise a` jour se de´compose de la manie`re suivante :
* Transformation du polygone local en carte combinatoire :
Pour re´aliser cette transformation, on parcourt les areˆtes du polygone : pour chaque areˆte, on cre´e
deux brins noirs 0-lie´s par liaison noire et on relie le premier brin au second de l’areˆte pre´ce´dente par
1-liaison noire. On a ainsi cre´e´ la couche topologique de la partie noire de la carte colore´e correspon-
dant a` ce polygone. Ensuite, pour s’assurer de son bon plongement, on peut la projeter sur un grand
cercle comme explique´ pre´ce´demment. On la transforme ensuite en carte colore´e bien plonge´e. Enfin, en
pre´vision de la reconstruction de la carte globale par superposition de polygones, on ajoute a` chaque brin
du polygone (de la carte colore´e) un label indiquant le nume´ro de ce polygone (m+ 1 si la carte globale
est de´ja` compose´e de m polygones). En fait, ce label peut eˆtre vu comme un label de face, qui indique
en meˆme temps de quel coˆte´ de l’areˆte du brin se trouve l’espace libre : parmi les deux brins d’une meˆme
areˆte, seul l’un d’entre eux porte ce label. On note qu’un degre´ d’occupation noir serait redondant avec
cette information : « 1 » si le brin porte le nume´ro du polygone et « 0 » dans le cas contraire. Pour plus
de commodite´, on peut toutefois ajouter ce degre´ d’occupation noir.
* Ajout de sommets dans la carte globale lie´s aux cassures et aux appariements multiples
de sommets :
Lors de l’observation de « cassures » (observation de points virtuels sur les segments obstacles), on
ajoute des sommets sur les areˆtes de la carte globale (areˆtes de la carte noire). Dans un premier temps,
on ne se soucie pas de leur plongement ge´ome´trique (qui pourra eˆtre initialise´ arbitrairement au centre
de l’areˆte de´coupe´e par exemple) : seule la couche topologique de la carte noire importe. Le plongement
sera ge´re´ par ailleurs au niveau des polygones individuels. Lorsqu’il existe plusieurs cassures sur une
areˆte donne´e, il faut cependant s’inte´resser a` l’ordre de chaˆınage des nouveaux sommets, pour obtenir des
liaisons noires correctes. Pour cela, nous avons choisi d’examiner a` la fois les anciennes et les nouvelles
positions ge´ome´triques des sommets, avant et apre`s le calcul re´alise´ par filtrage de Kalman.
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Soient A1 et A2 les anciens plongements des extre´mite´s de l’areˆte concerne´e. Soient Bj , j ∈ {1..n} les
anciens plongements des n cassures et Pij , ij ∈ {1..n} leurs projections orthogonales sur (A1A2), classe´es
dans l’ordre le long de la droite (A1A2), de A1 vers A2. A priori, cet ordre fournit celui du chaˆınage :
A1, Pi1 , ..., Pin , A2. Il risque cependant d’arriver que certains Pij tombent en dehors du segment [A1A2]
une fois la correction de position effectue´e. Une telle configuration peut par exemple re´sulter d’une erreur
sur la position de la carte locale lorsque l’on met en œuvre l’e´tape d’appariement (cf. Fig. 7.25).
Fig. 7.25: Proble`me d’ordre de chaˆınage des cassures sur une areˆte de la carte globale. (a) Le point B1
extre´mite´ du segment local se projette entre A1 et A2. (b) Apre`s calcul des nouvelles positions de som-
mets par filtrage de Kalman, B1 se projette hors du segment [A1A2]. (c) On de´finit l’ordre de chaˆınage
A1, B1, B2, A2 et A1B1 devient non obstacle. (d) Apre`s de nouvelles mises a` jour ge´ome´triques, l’ordre
des projections orthogonales est re´tabli dans l’ordre de chaˆınage. (e) Apre`s de nouvelles mises a` jour,
on confirme que B1 est « a` gauche » de A1 : les degre´s d’occupation (en vert) sont corrects.
Dans ce cas, on garde l’ordre de chaˆınage de´fini plus haut, mais si Pi1 est a` l’exte´rieur de [A1A2], le
segment [A1B1] devient « non obstacle ». Ainsi, au cours des mises a` jour ge´ome´triques ulte´rieures, si B1
se projette finalement entre A1 et A2 sur la droite (A1A2), le chaˆınage choisi et les degre´s d’occupation
sont corrects (par rapport a` la configuration qui aurait e´te´ adopte´e si les sommets avaient directement
e´te´ observe´s a` leur position courante), meˆme si l’on a perdu une information sur le fait que A1B1 est
obstacle. Inversement, si l’ordre Pi1 , A1, A2 est confirme´, avec des points aligne´s (ou presque), les degre´s
d’occupation restent corrects (ou presque) et comme le segment [P1A1] est devenu « non obstacle », il ne
risque pas de cre´er des mises en correspondance dans le mauvais sens (oppose´ au sens d’observation du
segment [A1A2] initial, qui indique de quel coˆte´ de ce segment se trouve l’espace libre). De meˆme, si Pin
est a` l’exte´rieur de [A1A2], alors le segment [A2Bn] devient « non obstacle ». Cette re`gle est ge´ne´ralisable
au cas ou` il existe plusieurs Pij a` gauche ou a` droite de [A1A2].
Les sommets ajoute´s sont des sommets noirs. Chaque nouveau brin de l’areˆte de´coupe´e est de la cou-
leur de l’areˆte initiale (noire, grise ou bleue). Il he´rite des labels du brin de l’areˆte de de´part oriente´ dans
le meˆme sens que lui (en particulier les nume´ros de polygones et le degre´ d’occupation noir). Quant aux
nouvelles liaisons rouges, elles sont calque´es sur les nouvelles liaisons noires cre´e´es pour les nouveaux brins.
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* Ajout de sommets dans la carte locale lie´s aux observations de points globaux sur une
droite locale ou aux appariements multiples de sommets locaux :
On proce`de de la meˆme manie`re que dans le cas de l’ajout de sommets dans la carte globale : les
chaˆınages sont de´finis de fac¸on similaire. Par ailleurs, pour chaque areˆte du polygone local apparie´e a`
une areˆte de la carte globale, on ajoute a` chaque brin local un label contenant le nume´ro du brin global
correspondant.
Cette ope´ration est facilite´e par l’ajout de sommets re´alise´ dans les cartes locale et globale puisque les
areˆtes apparie´es sont mate´rialise´es et se correspondent exactement. Comme nous le verrons ulte´rieurement,
l’information contenue dans ce label servira lors du raffinement des diffe´rents polygones.
De plus, les sommets du polygone local qui correspondent a` des sommets de la carte globale adoptent
le meˆme plongement noir.
* Extraction de chaque polygone individuel a` partir de la carte globale
Pour extraire le polygone i, on re´alise les ope´rations suivantes :
– On parcourt l’ensemble des brins de la carte globale jusqu’a` trouver le premier qui porte le nume´ro
i. On conside`re alors le brin a qui lui est 0-lie´ (par liaison rouge ou noire) : par construction, ce brin
ne porte pas le label i. On extrait alors le brin x0 qui lui est 0-lie´ par liaison noire pour eˆtre suˆr
qu’il s’agit d’un brin d’un sommet noir, qui porte le label i. On copie ensuite ce brin pour initialiser
l’extraction du polygone i et on ajoute sur cette copie un label portant le nume´ro du brin x0 dans
la carte globale.
– A partir de x0, on suit les liaisons noires pour extraire le polygone complet jusqu’a` revenir au brin
x0. Ainsi, a` chaque e´tape j, soit xj le brin courant (a` l’initialisation, il s’agit de x0). On copie le
brin yj = α0(xj) en lui adjoignant une e´tiquette portant le nume´ro de yj dans la carte globale, et
on relie cette copie par 0-liaison noire a` celle du brin courant. Puis on parcourt les brins 1-lie´s a` yj
par liaison noire jusqu’a` en trouver un, zj , qui porte le nume´ro du polygone i (par construction, il
en existe ne´cessairement un et un seul diffe´rent de yj , yj ne portant pas le label i). Si zj est diffe´rent
de x0, on copie zj en lui adjoignant une e´tiquette portant le nume´ro de zj dans la carte globale et
on relie cette copie par 1-liaison noire a` celle de yj dans le polygone reconstruit. Puis zj devient le
brin courant xj+1 et on effectue l’e´tape j + 1. Sinon (si zj correspond au brin x0), l’extraction est
termine´e et on relie yj a` x0 par liaison noire.
En outre, lors de la copie des brins de la carte globale, on ajoute un label indiquant le nume´ro de son
point de plongement dans la carte originale. Ainsi, comme nous le verrons, il pourra y avoir une ve´ritable
fusion des sommets (modification des liaisons noires) lors de l’application de la re`gle 5 de raffinement pour
reconstruire la prochaine carte globale par superposition de polygones. On ajoute e´galement sur chaque
copie de xj le nume´ro du polygone i, en pre´vision de la reconstruction de la prochaine carte globale par
superposition de polygones. Par ailleurs, a` l’instar du polygone d’espace libre, l’algorithme ci-dessus n’a
en re´alite´ extrait que la couche topologique noire de chaque polygone. Pour de´finir le plongement de ses
sommets en e´vitant les incohe´rences (superpositions, retournements...), on peut commencer par projeter
le polygone sur un grand cercle en plac¸ant les sommets a` intervalle re´gulier, comme de´crit plus haut.
Ensuite, on peut transformer cette carte monochrome en carte colore´e bien plonge´e.
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* De´placement de sommets sur chaque polygone issu de la carte globale et sur le poly-
gone local
Pour chaque polygone, on re´alise un de´placement (simultane´ puisque c’est la me´thode la plus efficace
a priori) de tous ses sommets vers leur nouvelle position calcule´e par filtrage de Kalman. On utilise l’al-
gorithme de´crit dans la section pre´ce´dente.
* Raffinement colore´ des n polygones mis a` jour
On effectue le raffinement des n polygones correspondant chacun a` une carte colore´e. On utilise pour
cela les re`gles de´finies dans la section pre´ce´dente, avec la contrainte de maintenir explicitement la struc-
ture de chaque polygone individuel pour eˆtre capable de l’extraire a` nouveau a` la prochaine mise a` jour.
Il s’agit donc de retenir pour chaque brin le nume´ro des polygones initiaux auquel il appartient (1-labels
cre´e´s sur chaque polygone et transfe´re´s a` la carte globale lors du raffinement).
Plus pre´cise´ment, par rapport aux re`gles de raffinement colore´ de´finies pre´ce´demment, on effectue les
modifications suivantes :
– Re`gle 1 : pas de modification ;
– Re`gle 2 : soient (x, y)r et (z, t)r les deux areˆtes a` l’origine du de´clenchement cette re`gle (le plon-
gement de x e´tant superpose´ a` celui de z). Si le plus petit des nume´ros de polygones attache´s a`
(z, t)r est infe´rieur au plus petit de (x, y)r, alors on e´change les roˆles des deux areˆtes (la notation
x s’applique a` z, la notation y s’applique a` t, et re´ciproquement) : de cette manie`re, comme nous
le verrons ci-dessous, on s’assure de la validite´ des 0-successeurs noirs des brins.
Alors pour chaque brin a de la β-orbite de z (z inclus), on ve´rifie si ce brin porte le meˆme nume´ro
de brin de carte globale que x (s’il existe un tel brin, alors il est ne´cessairement unique). Si c’est le
cas, on fusionne re´ellement a et x : cela signifie que l’on transfe`re les nume´ros de polygone indique´s
sur le brin supprime´ a vers le brin conserve´ x. De plus, on supprime re´ellement le brin a (on ne
se contente pas de le griser ou de le laisser grise´) et on le supprime non seulement de sa 1-orbite
rouge mais aussi de sa 1-orbite noire. La 0-orbite rouge n’a toutefois pas besoin d’eˆtre modifie´e car
le brin 0-lie´ par couture rouge est e´galement supprime´ lors de l’application de cette meˆme re`gle (cf.
ci-dessous). Par ailleurs, puisque les deux brins fusionne´s portent le meˆme nume´ro de brin de carte
globale, il n’y a pas de contradiction au niveau de ce label entre les brins fusionne´s.
En revanche, si les deux brins a et x ne portent pas le meˆme nume´ro de brin global, la seconde
areˆte est seulement grise´e (du moins si elle ne l’e´tait pas pre´ce´demment) et on ne transfe`re pas les
nume´ros de polygone d’une areˆte a` l’autre : on revient a` la re`gle 2 classique de´crite pre´ce´demment.
On proce`de de la meˆme manie`re pour les brins b de la β-orbite de x (x exclu puisqu’on l’a de´ja`
traite´), en s’assurant lors d’une fusion ve´ritable que le brin conserve´ est le brin b.
Enfin, on proce`de de la meˆme manie`re pour les brins y et t (et pour leurs β-orbites respectives).
Cette fois, ce sont les brins de la β-orbite de y qui sont conserve´s lors d’une fusion ve´ritable.
– Re`gles 3 et 4 : ces re`gles restent inchange´es, si ce n’est que l’on transfe`re certains labels. Ainsi,
lorsqu’une areˆte (x, y)r est de´coupe´e en deux areˆtes (x, a)r et (b, y)r alors a he´rite du nume´ro de
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label de carte globale dont y est issu et des nume´ros de polygones de y et b he´rite de la meˆme
manie`re des labels de x.
– Re`gle 5 : soient x et y les brins a` l’origine du de´clenchement de cette re`gle.
Pour chaque brin a de la 1-orbite rouge de x (x inclus),
pour chacun des brins a′ β-lie´s a` a (a inclus),
pour chaque brin b de la 1-orbite rouge de y,
pour chacun des brins b′ β-lie´s a` b,
si a′ et b′ appartiennent a` Dn
⋃
Dng et ne sont pas 1-lie´s par liaison noire, on compare leurs labels
de nume´ros de sommets : s’ils sont identiques, on fusionne re´ellement ces deux sommets, c’est-a`-
dire qu’on inse`re la 1-orbite noire de a′ dans la 1-orbite noire de b′ (leurs plongements noirs sont
identiques donc il n’y a rien a` faire du coˆte´ des plongements).
Ensuite, on applique a` x et y la re`gle 5 classique qui ne modifie que les 1-liaisons rouges et les
plongements rouges.
– Re`gle 6 : pas de modification.
On peut se demander pourquoi dans la re`gle 2, on s’attache a` fusionner d’e´ventuelles areˆtes grise´es.
En fait, ces areˆtes grise´es sont aussi candidates a` l’appariement avec le polygone local d’espace libre dans
la phase de mise en correspondance : elles peuvent donc subir des cassures. Ensuite, ces cassures doivent
eˆtre re´percute´es dans les polygones individuels correspondants, au moment de leur extraction. Or si les
areˆtes de ces diffe´rents polygones ne sont pas fusionne´es dans la carte globale, certaines risquent de ne
pas eˆtre de´coupe´es par les cassures.
Par ailleurs, sans les pre´cautions de renommage des brins suite a` la comparaison des nume´ros de brins
de la carte globale, on peut noter qu’apre`s l’application de la re`gle 2, les 0-successeurs noirs des brins
risqueraient de ne plus eˆtre valides (au sens des proprie´te´s e´nonce´es dans la de´finition des cartes colore´es).
En effet, lorsque les areˆtes de deux polygones i et j sont superpose´es et ont e´te´ de´coupe´es par un sommet
rouge, alors les petites areˆtes de la carte rouge qui en re´sultent ne seraient pas ne´cessairement fusionne´es
de la meˆme manie`re par application de la re`gle 2 : tantoˆt on peut garder la petite areˆte du polygone
i, tantoˆt celle du polygone j. Ainsi, en gardant syste´matiquement celle du polygone qui a le plus petit
nume´ro, on est suˆr au final de garder l’areˆte comple`te du meˆme polygone. On e´tend ensuite cette re`gle
au cas d’areˆtes qui portent de´ja` plusieurs nume´ros de polygones : l’areˆte conserve´e est celle qui contient
le plus petit nume´ro de polygone parmi les deux listes. Une autre manie`re de re´soudre cela pourrait
consister a` parcourir les areˆtes de la carte noire via les liaisons rouges et de corriger les 0-successeurs
noirs errone´s.
* Mise a` jour des degre´s d’occupation noirs
La mise a` jour des degre´s d’occupation noirs peut se faire directement lors de l’application des re`gles de
raffinement. En effet, comme il ne s’agit pas de labels de face qui doivent eˆtre propage´s lors du de´coupage
des cellules, il n’est pas ne´cessaire de re´aliser de comple´tion de labels ulte´rieure.
Ainsi, on effectue les ajouts suivants aux re`gles de raffinement pre´ce´dentes :
– Re`gle 2 : lorsque deux areˆtes subissent une ve´ritable fusion, on ajoute au degre´ d’occupation noir
de l’areˆte conserve´e celui de l’areˆte supprime´e.
– Re`gles 3 et 4 : lorsqu’une areˆte (x, y)r est de´coupe´e en deux areˆtes (x, a)r et (b, y)r alors a he´rite
du degre´ d’occupation noir de y et b he´rite de celui de x.
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* Mise a` jour des degre´s d’occupation rouges
La mise a` jour des degre´s d’occupation rouges passe ne´cessairement par une comple´tion de labels.
En effet, pour chaque cellule re´sultant de la restructuration topologique de la couche rouge de la carte
colore´e, il faut savoir a` quels polygones individuels appartient cette cellule. Pour cela, on peut utiliser
directement les labels de face indiquant les nume´ros de polygones dont les brins sont issus. Ainsi, on
se retrouve dans une configuration de comple´tion de labels classique. Les re`gles de raffinement ci-dessus
inte`grent de´ja` les modifications ne´cessaires a` cette comple´tion de labels (re`gles 2, 3 et 4).
Une fois le raffinement termine´, on parcourt les faces de la carte rouge. Sur chacune de ces faces, pour
chaque couple (x, y) de brins adjacents, on concate`ne sur x (dans une nouvelle liste, pour ne pas perdre
la liste initiale qui servira aux extractions de polygones futurs) tous les nume´ros de polygones issus de la
β-orbite de x. On proce`de de meˆme pour α0r(x), y et α0r(y). Puis on applique la re`gle « comp » de´finie
par Cazier [23] (cf. Fig. 7.12) sur ces quatre brins. Ensuite, il suffit d’additionner pour chaque brin le
nombre de nume´ros de polygones qu’il porte (puisque chacun correspond a` un degre´ d’occupation d’une
unite´).
7.6.3 Complexite´ globale de cette approche
Soit m le nombre moyen de sommets d’un polygone : ce nombre est borne´ a` l’initialisation mais il peut
augmenter avec les cassures lie´es aux appariements successifs. Soit np le nombre de polygones constituant
la carte globale. La transformation du polygone local en carte combinatoire est line´aire en m, comme
l’ajout de sommets dans la carte globale (le nombre de sommets a` ajouter est limite´ par le nombre de
sommets du polygone local). L’ajout de sommets dans un polygone est line´aire en m × np (le nombre
de sommets a` ajouter est limite´ par le nombre de sommets de la carte globale, qui est de l’ordre de
m× np). L’extraction de polygones est line´aire en le nombre total d’areˆtes des polygones (en supposant
les 1-orbites borne´es) : elle est en O(m × np). Le de´placement de sommets pour chaque polygone et la
comple´tion de labels associe´e sont en O(m× (m+ it)) (it e´tant le nombre de brins ajoute´s lors de cette
ope´ration) dans le pire cas et en O((m+ it) logm) si le nombre de labels d’une cellule peut eˆtre conside´re´
comme borne´. Pour les np polygones, la complexite´ globale est donc de O(np×m× (m+ it)) dans le pire
cas ou en O(np × (m + it) logm) si le nombre de labels d’une cellule peut eˆtre conside´re´ comme borne´.
Le raffinement des np polygones est en O(np × (m+ it) + i) log(np × (m+ it)) si i est le nombre de brins
ajoute´s lors de cette ope´ration. Enfin, la mise a` jour des degre´s d’occupation rouges est en O(m2×np) (m
objets dans une carte de O(m× (np+1)) brins) : c’est donc cette ope´ration qui conditionne la complexite´
de l’ensemble si m est tre`s supe´rieur a` np. Sinon, c’est le raffinement global qui est le plus couˆteux.
7.6.4 Bilan sur cette approche
Le fait de maintenir implicitement la structure de chaque polygone d’espace libre introduit des avan-
tages et des inconve´nients :
– Parmi les avantages, cette me´thode permet de remonter aux incohe´rences de retournement et de
croisement au niveau de chaque polygone individuel, ce qui peut faciliter la correction ule´rieure de
ces incohe´rences. On peut notamment envisager de revenir en arrie`re sur certaines ope´rations de
fusion : si celles-ci ont e´te´ irre´me´diablement prises en compte avec le formalisme de filtrage que nous
utilisons, il n’en est pas de meˆme avec des techniques de type « de´cisions retarde´es » (« delayed
decisions ») par exemple.
– En revanche, cette repre´sentation paraˆıt couˆteuse a` la fois en termes d’espace me´moire et de temps
de calcul pour la mise a` jour. En particulier, la taille d’un brin n’est plus borne´e et peut croˆıtre
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inde´finiment avec le nombre de scans introduits dans la repre´sentation. De plus, la fusion de tous
les polygones a` chaque ite´ration paraˆıt tre`s lourde a` mettre en œuvre. Enfin, ce mode`le de carte
peut limiter les possibilite´s de mise en forme de la carte puisque la suppression d’une areˆte risque
d’empeˆcher l’extraction ulte´rieure des polygones qui la contiennent.
7.7 Mise a` jour par fusion incre´mentale de polygones
On s’inte´resse a` pre´sent a` une seconde strate´gie de mise a` jour, qui ne ne´cessite pas de retenir
explicitement la structure des polygones d’espace libre initiaux : cette strate´gie fonctionne
de manie`re incre´mentale a` partir de la carte globale courante et de la nouvelle carte locale.
7.7.1 De´finition de la repre´sentation utilise´e
Comme on ne cherche plus a` maintenir la structure des polygones d’espace libre, la repre´sentation
employe´e pour la carte globale peut demeurer plus le´ge`re : en particulier, on ne conserve plus les nume´ros
de polygone sur les areˆtes. Ainsi, cette repre´sentation est simplement une carte colore´e dont les areˆtes
portent comme pre´ce´demment des degre´s d’occupation rouges et noirs. Les degre´s d’occupation noirs
indiquent pour une areˆte donne´e combien d’areˆtes de polygones ont e´te´ fusionne´es par le processus
d’appariement. Comme les areˆtes ne peuvent eˆtre apparie´es que si elles ont e´te´ observe´es dans le meˆme
sens, les degre´s d’occupation noirs de part et d’autre d’une areˆte sont ne´cessairement 0 d’un coˆte´ et i ≥ 1
de l’autre.
Quant aux degre´s d’occupation rouges, ils indiquent les ve´ritables degre´s d’occupation de la carte
colore´e bien plonge´e, une fois la restructuration topologique re´alise´e.
7.7.2 De´placement et ajout de sommets
Cette fois, le de´placement de sommets ne se fait plus dans un polygone ou` les 1-orbites noires sont
compose´es d’exactement 2 brins mais dans une repre´sentation ou` il peut y avoir plus de deux brins in-
cidents a` un meˆme sommet. Ainsi, les mini-cartes combinatoires doivent eˆtre le´ge`rement modifie´es pour
tenir compte de cette spe´cificite´. Par ailleurs, pour e´viter de surcharger la carte par de nouveaux sommets
de cassure avant de re´aliser la mise a` jour ge´ome´trique, cet ajout de ces sommets peut se faire apre`s le
de´placement de sommets noirs de la carte vers leur nouvelle position calcule´e par filtrage de Kalman.
Dans ce cas, les sommets ajoute´s risquent de ne plus eˆtre aligne´s avec les extre´mite´s de l’areˆte concerne´e :
ils donnent lieu a` de petites areˆtes qui ne sont plus superpose´es aux anciennes. Pour ge´rer les e´ventuelles
intersections avec d’autres e´le´ments de la carte qui pourraient en re´sulter, il faut introduire une nouvelle
ope´ration, similaire au de´placement de sommets et base´e sur la fusion (le raffinement) avec des mini-
cartes combinatoires (cf. Fig. 7.28). On note que cet ajout de sommet a posteriori pourrait e´galement
eˆtre envisage´ dans la strate´gie de mise a` jour par superposition de polygones.
* Ajout de sommet :
Les mini-cartes combinatoires conside´re´es sont compose´es d’un unique triangle e´le´mentaire dont les
sommets sont confondus avec les deux extre´mite´s A1 et A2 du segment a` « casser » et avec la nouvelle
position du sommet S a` ajouter. L’areˆte A1A2 est e´tiquete´e « a` supprimer ». Cette fois, le degre´ d’occu-
pation de la face interne de ce triangle n’est plus 1 ou −1 mais i ou −i, i e´tant le degre´ d’occupation noir
du coˆte´ de l’areˆte ou` se trouve l’espace libre (cf. explication ci-dessous pour le de´placement de sommets).
Ce degre´ d’occupation est ne´gatif si S se trouve dans le demi-plan de´limite´ par A1A2 du coˆte´ de l’espace
libre et positif sinon.
7.7 Mise a` jour par fusion incre´mentale de polygones 195
Fig. 7.26: Exemple de de´placement d’un sommet (de la position bleue vers la position verte) dans
une carte. Les triangles a` droite de la carte correspondent aux triangles e´le´mentaires qui composent la
mini-carte combinatoire permettant le de´placement du sommet.
Ensuite, comme dans l’ope´ration de de´placement de sommet (de´crite ci-dessous), ce triangle est auto-
raffine´, puis superpose´ pour raffinement avec la carte globale dont l’areˆte A1A2 a e´te´ e´tiquete´e « a`
supprimer ». Enfin, on effectue la comple´tion de labels pour mettre a` jour les degre´s d’occupation rouges
et on supprime dans la carte globale re´sultante les areˆtes marque´es « a` supprimer ».
Si l’on souhaite ajouter plusieurs sommets sur une meˆme areˆte, il suffit de re´pe´ter plusieurs fois cette
ope´ration dans l’ordre de chaˆınage des sommets.
Fig. 7.27: Exemple de d’ajout de sommet S sur une areˆte A1A2. (a) Configuration initiale dans
laquelle on indique les degre´s d’occupation noirs pour les brins de l’areˆte. (b) Triangle e´le´mentaire
correspondant. (c) Re´sultat de l’ope´ration.
* De´placement de sommet :
L’ope´ration de de´placement de sommet se de´roule de la meˆme manie`re que dans le cas d’un polygone
unique, sauf que cette fois, la mini-carte combinatoire peut eˆtre compose´e de plus de deux triangles
e´le´mentaires. En fait, on superpose autant de triangles e´le´mentaires qu’il existe d’areˆtes incidentes au
sommet de´place´. En outre, les degre´s d’occupation de ces triangles peuvent eˆtre diffe´rents de « 1 », « -1 »
ou « 0 ».
Ainsi, pour re´aliser le de´placement d’un sommet noir dont on dispose d’un brin x, on re´alise les
ope´rations suivantes :
– On cre´e les diffe´rents triangles e´le´mentaires qui composent la mini-carte. Pour cela on parcourt les
brins y de la 1-orbite noire de x (x inclus). Pour chaque brin y, on cre´e un triangle dont les sommets
sont plonge´s sur l’ancien plongement de α0(y), le nouveau plongement de α0(y) et sur le plonge-
ment de x. A priori, on re´alise l’ope´ration de de´placement de tous les sommets en une seule e´tape.
Ainsi, si le plongement de x est place´ avant celui de α0(y) dans l’ordre global des points, on choisit
le nouveau plongement de x. On utilise l’ancien plongement sinon. Les conventions d’e´tiquetage
« provisoire » et « a` supprimer » sont identiques au cas du de´placement de sommet dans un po-
lygone unique.
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Le degre´ d’occupation interne de chaque triangle est calcule´ en fonction des degre´s d’occupation
noirs i et j de part et d’autre de l’areˆte (y, α0(y)). En fait, cette areˆte est compose´e d’une fusion
de i+ j areˆtes de polygones, dont i se trouvent d’un coˆte´ et j de l’autre (au sens de la localisation
de l’espace libre). Ainsi, lorsque l’on de´place cette areˆte, on de´place i areˆtes de polygone individuel
dans un sens donne´ d’un coˆte´ et j polygones dans l’autre sens de l’autre coˆte´. Le degre´ d’occupation
re´sultant est donc j − i ou i − j, suivant le sens dans lequel on effectue ce de´placement. En fait,
par construction (de par les re`gles de mise en correspondance), l’un des deux degre´s i ou j est nul.
En conse´quence, tout se passe comme dans le cas du polygone unique, sauf que l’on manipule des
degre´s d’occupation de valeur potentiellement supe´rieure.
Chaque triangle est ensuite auto-raffine´ comme dans le cas du polygone unique : on adopte la meˆme
convention d’annulation des degre´s d’occupation en cas de triangle aplati.
– On cre´e la mini-carte combinatoire par superposition des triangles e´le´mentaires et auto-raffinement.
On supprime ensuite l’areˆte provisoire qui relie l’ancienne et la nouvelle position du sommet a`
de´placer. Les liaisons noires sont e´galement de´finies de manie`re similaire au cas du polygone unique.
– On superpose les mini-cartes avec la carte globale. Le raffinement, la comple´tion de labels et la
suppression des areˆtes marque´es « a` supprimer » se de´roulent e´galement de manie`re similaire au
cas du polygone unique.
7.7.3 Algorithme global
Finalement, l’algorithme global de mise a` jour incre´mentale se de´compose de la manie`re suivante :
– On de´place les sommets noirs de la carte locale vers leur nouvelle position calcule´e par
filtrage de Kalman. Si besoin, pour s’assurer que le polygone local ne pre´sente pas d’incohe´rences
(croisements ou retournements), on le projette sur un cercle, puis on de´place les sommets vers leur
nouvelle position selon la proce´dure expose´e pre´ce´demment. Ce de´placement peut s’effectuer en une
seule e´tape comme on l’a vu a` la section pre´ce´dente dans le cas du polygone unique.
– On de´place les sommets noirs de la carte globale vers leur nouvelle position. Cette
ope´ration peut e´galement eˆtre re´alise´e en une seule e´tape, comme on l’a vu dans le cas du polygone
unique.
– On ajoute les sommets de cassure sur les areˆtes de la carte globale, en utilisant le raf-
finement de triangles e´le´mentaires explique´ ci-dessus. Pour chaque areˆte, l’ordre de chaˆınage est
de´fini de la meˆme manie`re que dans la strate´gie de superposition de polygones, avec les meˆmes
conventions de marquage des segments « obstacles » ou « non obstacles ». Comme dans le cas du
de´placement de sommets, l’ajout de ces points peut eˆtre re´alise´ en une seule ope´ration, en introdui-
sant un ordre sur les sommets a` rajouter, puis en utilisant a` chaque cre´ation de triangle e´le´mentaire
les meˆmes re`gles de choix entre anciens et nouveaux sommets. La strate´gie de comple´tion de labels
est e´galement similaire.
– On ajoute e´galement sur la carte locale les « cassures » locales qui correspondent en re´alite´
a` des observations de sommets de la carte globale sur des areˆtes de la carte locale. On proce`de de
la meˆme manie`re que pour la carte globale, avec les meˆmes conventions de chaˆınage.
7.7 Mise a` jour par fusion incre´mentale de polygones 197
– On raffine la superposition des deux cartes locale et globale.
Pour cela, il faut effectuer quelques modifications dans les re`gles de raffinement ge´ne´rales des cartes
colore´es, a` l’instar de la strate´gie de superposition de polygone.
Dans la re`gle 2, on fusionne re´ellement les deux areˆtes si et seulement si elles portent le meˆme label
d’appariement, cre´e´ lors de l’extraction des observations.
Dans ce cas, on additionne les degre´s d’occupation noirs des brins qui se correspondent, et on sup-
prime physiquement la seconde areˆte avec modification des 1-orbites noires et rouges aux extre´mite´s.
En revanche, si les labels de sommets ne se correspondent pas, on applique la re`gle 2 classique qui
ne supprime pas re´ellement la seconde areˆte mais se contente de la griser.
Lors de l’application des re`gles 3 et 4, on transfe`re les labels d’appariement aux sous-brins cre´e´s,
ainsi que les degre´s d’occupation noirs et rouges.
Dans la re`gle 5, on effectue une fusion re´elle des sommets uniquement si les labels d’appariement de
sommets sont identiques. Dans ce cas, on modifie les 1-liaisons noires en plus des 1-liaisons rouges.
Sinon, on ne modifie que les 1-liaisons rouges comme dans le cas classique.
– On calcule les nouveaux degre´s d’occupation rouges.
Pour cela, classiquement, les degre´s d’occupation rouges de la carte locale et ceux de la carte globale
ont e´te´ propage´s par les re`gles de raffinement. Puis la comple´tion de labels est mise en œuvre par
parcours de faces avec application de l’ope´ration « comp » (cf. Fig. 7.12) sur les brins adjacents qui
ne portent pas les meˆmes labels. Enfin, on parcourt a` nouveau l’ensemble des brins pour additionner
ces degre´s d’occupation rouges.
7.7.4 Complexite´
Par rapport a` la strate´gie de fusion de polygones, on e´conomise notamment le de´placement d’un
meˆme sommet dans diffe´rents polygones : ce de´placement est ge´re´ en une seule fois lorsque les sommets
sont fusionne´s dans la couche noire de la repre´sentation. De plus, on e´vite de traiter de trop nombreuses
superpositions d’areˆtes lors de la superposition car celles-ci restent fusionne´es.
La taille d’une mini-carte est proportionnelle au nombre d’areˆtes adjacentes au sommet de´place´. Si
l’on suppose ce nombre d’areˆtes borne´, ainsi que le nombre de mini-cartes superpose´es sur chaque cellule,
on obtient donc une complexite´ globale en O((n + i) logn), i e´tant le nombre de brins ajoute´s lors du
raffinement et n le nombre de brins initiaux dans les deux cartes.
7.7.5 Bilan
Ainsi, par rapport a` la strate´gie pre´ce´dente, nous disposons d’une repre´sentation beaucoup plus com-
pacte, dont la mise a` jour est en principe moins couˆteuse en temps de calcul. En outre, il devient possible
de supprimer des areˆtes lors d’une mise en forme de la carte, sans perturber le calcul des degre´s d’occu-
pation : les polygones n’ont pas besoin d’eˆtre complets pour reconstituer la carte globale. Cette approche
nous a donc paru plus prometteuse que la premie`re : c’est pourquoi nous l’avons choisie pour notre
imple´mentation. Cependant, pour ne pas risquer d’eˆtre confronte´s a` des proble`mes d’arrondis de nombres
flottants, nous avons opte´ pour une version discre`te de´crite ci-dessous.
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7.8 Application aux cartes discre`tes
Pour passer aux cartes combinatoires discre`tes, il faut combiner le principe des brins colore´s avec celui
de la discre´tisation, qui associe les grands brins classiques a` des petits brins discrets. Il faut e´galement
garder un lien vers la repre´sentation en nombres re´els pour eˆtre en mesure de modifier la carte lorsque
les positions des sommets sont re´estime´es par filtrage de Kalman. On remarque cependant qu’une fois
la carte discre´tise´e, il est difficile de remonter a` une repre´sentation en nombres re´els bien plonge´e : en
effet, les sommets rouges et les degre´s d’occupation (rouges) ne peuvent pas eˆtre transpose´s de la carte
discre`te vers une carte re´elle, notamment du fait des intersections multiples de segments discrets (qui
n’existent pas dans la repre´sentation en nombres flottants). En revanche, la partie « e´volutive » de la
carte (partie noire) peut facilement eˆtre maintenue dans les deux espaces, re´el et discret. Ainsi, dans une
application pratique, il existe deux options : soit on choisit de travailler directement en discret avec des
degre´s d’occupation qui correspondent seulement au cas discret, soit on travaille en nombres flottants
(avec les risques associe´s, a` moins peut-eˆtre d’une implantation en arithme´tique exacte) puis on discre´tise
selon les besoins (pour mettre en œuvre un algorithme de planification sur grille discre`te par exemple).
7.8.1 De´finition des cartes combinatoires colore´es discre`tes
La structure des cartes colore´es discre`tes est tre`s similaire a` celle des cartes colore´es en nombres re´els.
Les grands brins forment une carte combinatoire monochrome (projete´e sur R2) tandis que les petits
brins composent une carte colore´e projete´e sur Z2 de manie`re a` former des 1-plongements horizontaux
ou verticaux. Les liens entre petits brins et grands brins sont similaires a` ceux de´finis dans le cadre des
cartes discre`tes monochromes.
Une carte colore´e discre`te est donc un 11-uplet (DG,Dn, Dng, Dr, Drg, α0, α1, α0r , α1r , β, γ) ou` :
– DG est un ensemble d’e´le´ments appele´s grands brins ;
– Dn, Dng, Dr et Drg sont des ensembles disjoints d’e´le´ments appele´s petits brins, respectivement
noirs, gris, rouges et roses ; DP = Dn
⋃
Dng
⋃
Dr
⋃
Drg est appele´ ensemble des petits brins colore´s
ou simplement ensemble des petits brins. Df = Dn
⋃
Dr est appele´ ensemble des petits brins fonce´s
et Dg = Dng
⋃
Drg ensemble des petits brins grise´s ;
– α0r (α0 rouge) est une involution dans DP ;
– α0 est une fonction de DG
⋃
DP vers DG
⋃
Dn
⋃
Dng et sa restriction α0n a` Dn
⋃
Dng est une
involution, de meˆme que sa restriction a` DG ;
– α1 est une permutation dans DG
⋃
DP ;
– α1r (α1 rouge) est une permutation dans DP ;
– β est une permutation dans DP , qui sert a` ge´rer les liens entre areˆtes superpose´es ;
– γ est une fonction de DG
⋃
DP dans DG
⋃
DP qui sert a` ge´rer les liens entre grands brins et petits
brins.
En outre, les petits brins sont plonge´s sur des sommets discrets de´finis dans Z2 (ou petits sommets)
et les grands brins sur des sommets re´els de´finis dans R2 (ou grands sommets).
Une telle carte ve´rifie les proprie´te´s suivantes :
– Le 9-uplet (Dn, Dng, Dr, Drg, α0, α1, α0r , α1r , β) (ou` les fonctions α0, α1, α0r et α1r sont ici leurs
restrictions a` DP ) a une structure de carte combinatoire colore´e appele´e petite carte colore´e. On
emploie pour de´signer ses e´le´ments constitutifs le meˆme vocabulaire que dans le cas re´el, les noms
e´tant pre´ce´de´s de l’adjectif « petit ».
– Le triplet (DG,α0, α1) (ou` les fonctions α0 et α1 sont ici leurs restrictions a` DG) a une structure
de carte combinatoire monochrome classique appele´e grande carte noire. On emploie pour de´signer
7.8 Application aux cartes discre`tes 199
ses e´le´ments constitutifs le vocabulaire classique, les noms e´tant pre´ce´de´s de l’adjectif « grand ».
– Si x est un petit brin, γ(x) repre´sente le grand brin dont il est issu (dans le meˆme sens que lui sur
l’areˆte discre´tise´e). Inversement, si X est un grand brin, γ(X) repre´sente le premier petit brin de
sa discre´tisation.
– Les petits brins xi et α0(xi) lie´s par la fonction γ aux grands brins X et α0(X) correspondent
au plongement discret de l’areˆte (X,α0(X)). Comme dans le cas monochrome, ce plongement
ve´rifie une discre´tisation par l’algorithme de Bresenham [72], le´ge`rement modifie´ pour assurer une
4-connexite´ des petites areˆtes : chacune de ces petites areˆtes pre´sente un 1-plongement vertical
(meˆme abscisse pour les 0-plongements de ses extre´mite´s), ou horizontal (meˆme ordonne´e pour les
plongements de ses extre´mite´s). Initialement (au moment de la discre´tisation), deux petites areˆtes
conse´cutives sur une meˆme grande areˆte sont orthogonales (ensuite, une petite areˆte peut eˆtre
coupe´e en deux via un petit sommet rouge). Enfin, ces petits brins xi et α0(xi) sont relie´s entre
eux par les fonctions α0 et α1 dans l’ordre de parcours de l’areˆte.
On pourrait e´galement de´finir de grands brins colore´s, mais nous n’en avons pas vu l’utilite´ dans
notre application. Par ailleurs, on peut remarquer une certaine redondance entre les orbites noires des
petits brins appartenant a` des sommets noirs et les orbites des grands brins correspondants : il apparaˆıt
inutile de de´finir les fonctions α0 et α1 pour les grands brins puisqu’elles sont identiques a` celles des petits
brins auxquels ils sont relie´s par γ. Il nous a paru cependant plus pratique de conserver la structure de
grande carte combinatoire, en particulier pour la phase de mise en correspondance entre cartes locale et
globale. Enfin, il est inutile de maintenir la notion de « plongement rouge » puisqu’il n’existe plus de
« micro-de´placements » de sommets fusionne´s (par application de la re´gle 5) lie´s aux erreurs d’arrondis
de nombres flottants : deux sommets fusionne´s se trouvent ne´cessairement exactement sur la meˆme cellule
de la grille discre`te.
Fig. 7.28: Exemple de carte discre`te. (a) Illustration des grands brins et des grands sommets. (b)
Petits brins et petits sommets correspondants. On note que la discre´tisation introduit une intersection
entre s1 et s2 avec un petit segment grise´. Par ailleurs, l’intersection entre s2 et s3 n’est pas re´duite a`
un point mais correspond a` un petit segment : elle induit ainsi deux nouveaux petits sommets rouges
sur s3.
7.8.2 Raffinement colore´ et comple´tion de labels des cartes colore´es discre`tes
Le raffinement colore´ des cartes discre`tes porte uniquement sur les petits brins : la structure des
grandes cartes n’est pas modifie´e durant l’ope´ration. La seule e´volution concerne la fonction γ. Les
nouveaux petits brins cre´e´s par application des re`gles 3 et 4 ont la meˆme image par γ que les petits brins
dont ils sont issus. En revanche, l’image par γ des brins existants ne change pas. De plus, contrairement
au cas des cartes monochromes discre`tes, il est inutile de remonter aux grands brins une fois le raffinement
des petits brins termine´s puisque la grande carte demeure inchange´e.
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7.8.3 Ajout et de´placement de sommets dans les cartes colore´es discre`tes
Le de´placement et l’ajout de sommets dans les cartes discre`tes concerne des sommets re´els (« grands »
sommets) et les grandes areˆtes. On cre´e donc les triangles e´le´mentaires et les mini-cartes de la meˆme
manie`re que dans le cas re´el, si ce n’est que les areˆtes de ces triangles sont discre´tise´s. Cette discre´tisation
suit exactement celle de la carte combinatoire pour les anciennes areˆtes : on l’obtient en copiant les petits
brins de la carte. Pour les nouvelles areˆtes, elle doit eˆtre cre´e´e via l’algorithme de Bresenham. Les areˆtes
des triangles e´le´mentaires portent des labels « provisoire » ou « a` supprimer » comme dans le cas re´el.
Il est inutile de les recopier sur les petits brins puisque la fonction γ relie directement les petits brins au
grand brin dont ils sont issus : on peut facilement savoir pour un petit brin donne´ s’il doit eˆtre supprime´
ou non.
Ainsi, lorsque l’on veut supprimer les areˆtes et les sommets marque´s « a` supprimer », on proce`de de
la meˆme manie`re que dans le cas re´el en parcourant dans l’ordre les petits brins composant la grande
areˆte a` e´liminer. Une fois les petits brins supprime´s, il faut en faire de meˆme pour les grands brins
correspondants, en les e´liminant de leurs 1-orbites noires.
7.8.4 Mise a` jour des cartes
Les deux strate´gies de mise a` jour, par superposition de polygones ou par fusion incre´mentale, peuvent
eˆtre applique´es aux cartes discre`tes. Les informations de correspondance ne´cessaires aux « fusions re´elles »
d’areˆtes et de sommets (ou` l’on supprime l’un des e´le´ments superpose´s et ou` l’on modifie les liaisons noires)
sont indique´es sur la grande carte. Ensuite, l’algorithme se de´roule de la meˆme manie`re que dans le cas
des cartes re´elles, en utilisant les ope´rations ci-dessus, adapte´es aux cartes discre`tes.
7.8.5 Complexite´
Soit l une dimension caracte´ristique de la carte a` raffiner (par exemple sa longueur en unite´s discre`tes).
Concernant la strate´gie de fusion de polygones, soit m le nombre moyen de sommets d’un polygone
et np le nombre de polygones constituant la carte globale. La transformation du polygone local en carte
combinatoire est line´aire en l ×m, comme l’ajout de sommets dans la carte globale (le nombre de som-
mets a` ajouter est limite´ par le nombre de sommets du polygone local). L’ajout de sommets dans le
polygone local est line´aire en m × np (le nombre de sommets a` ajouter est limite´ par le nombre de
grands sommets de la carte globale). L’extraction de polygones est line´aire en le nombre total d’areˆtes
des polygones (en supposant les 1-orbites borne´es) : elle est en O(m × np × l). Le de´placement de som-
mets pour chaque polygone et la comple´tion de labels associe´e sont en O(m × (m + it) × l) dans le
pire cas (it e´tant le nombre de brins ajoute´s lors de l’ope´ration) et en O((m + it) × l log(m × l)) si le
nombre de labels d’une cellule peut eˆtre conside´re´ comme borne´. Pour les np polygones, la complexite´
globale est donc de O(np × l ×m× (m+ it)) dans le pire cas ou en O(np × (m+ it)× l log(m× l)) si le
nombre de labels d’une cellule peut eˆtre conside´re´ comme borne´. Le raffinement des np polygones est en
O(np×(m+ it)× l× log(np×(m+ it)× l)) O(np×(m+ it)+ i)log(np×(m+ it)) si i est le nombre de brins
ajoute´s lors de cette ope´ration. Enfin, la mise a` jour des degre´s d’occupation rouges est en 0(m2×np× l)
(m objets dans une carte de O(m×(np+1)× l) brins) : c’est donc cette ope´ration qui conditionne la com-
plexite´ de l’ensemble si m est tre`s supe´rieur a` np. Sinon, c’est le raffinement global qui est le plus couˆteux.
Concernant la strate´gie de mise a` jour incre´mentale, si l’on suppose ce nombre d’areˆtes incidentes a`
un sommet donne´ borne´, ainsi que le nombre de mini-cartes superpose´es sur chaque cellule, on obtient
une complexite´ globale en O(n+ i)× l log(n× l), i e´tant le nombre de brins ajoute´s lors du raffinement
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et n le nombre de brins initiaux dans les deux cartes.
La complexite´ re´elle de ces ope´rations est en fait tre`s de´pendante de l’orientation de la grille de
discre´tisation par rapport a` la carte. Par exemple, si les areˆtes de l’environnement sont toutes oriente´es
selon deux directions orthogonales et si la discre´tisation se fait selon ces deux directions, alors le nombre
de petits brins correspond au nombre de grands brins. En revanche, si la discre´tisation est oriente´e selon
la bissectrice de ces directions, l’effet de la longueur caracte´ristique l se fait largement sentir. On cherchera
donc a` re´aliser une discre´tisation selon la direction principale de la carte.
7.9 Re´sultats expe´rimentaux
L’ensemble de la chaˆıne algorithmique de construction de cartes a e´te´ imple´mente´e en C++. Concer-
nant l’e´tape de mise a` jour, nous avons opte´ pour la strate´gie de fusion incre´mentale de polygones, qui
nous a paru plus efficace que la strate´gie de superposition de polygones, comme nous l’avons e´voque´
pre´ce´demment. Si de premiers tests ont e´te´ re´alise´s avec des cartes combinatoires en nombres flottants, la
chaˆıne comple`te a e´te´ de´veloppe´e au moyen des cartes colore´es discre`tes, afin d’en garantir la robustesse.
Une illustration sur un cas simple
Nous commenc¸ons par illustrer les me´canismes de mise a` jour sur un cas simple constitue´ de deux poly-
gones avec peu de sommets (cf. Fig. 7.29 et 7.30), afin de montrer pas a` pas chaque e´tape de l’algorithme.
Nous avons volontairement choisi quelques cas de´ge´ne´re´s afin de ve´rifier la robustesse de l’approche. Dans
toutes les illustrations qui suivent (qui correspondent toutes a` des images cre´e´es directement par
notre programme au format ppm, a` l’exception du sche´ma de notations 7.37), les pointille´s indiquent
les areˆtes « non obstacles ». Les petits sommets rouges sont indique´s explicitement par un point rouge
tandis que les grands sommets sont mate´rialise´s par un carre´ noir (les petits sommets noirs ne sont pas
trace´s). Les areˆtes grise´es ne sont pas dessine´es : seules les areˆtes bleute´es correspondantes (bleues ou
violettes) sont indique´es. Les areˆtes compose´es de deux brins rouges (ou violets) sont trace´es selon cette
couleur. Enfin, les degre´s d’occupation positifs sont indique´s en gris tandis que les degre´s ne´gatifs sont
mate´rialise´s en vert. Plus un degre´ est e´leve´ (en valeur absolue), plus la couleur correspondante est fonce´e
au sein d’une meˆme carte.
Fig. 7.29: Polygones d’espace libre.
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Fig. 7.30: Carte combinatoire re´sultant de la fusion des deux polygones d’espace libre de la figure
7.29, en tenant compte de l’information d’appariement des segments superpose´s (ces segments sont
donc re´ellement fusionne´s et non simplement superpose´s).
Les figures 7.31 et 7.32 de´taillent le processus de de´placement d’un sommet dans la carte de la figure
7.30.
(a) (b) (c)
Fig. 7.31: De´placement du premier sommet en bas a` gauche de la figure 7.30. (a) Cre´ation du tri-
angle e´le´mentaire correspondant a` la premie`re areˆte adjacente a` ce sommet. (b) Cre´ation du triangle
e´le´mentaire correspondant a` la seconde areˆte. (c) Raffinement de la superposition de ces deux triangles
afin de cre´er la mini-carte combinatoire.
La figure 7.33 de´taille le de´placement se´quentiel des quatre autres sommets avec les mini-cartes com-
binatoires associe´es. On note que le de´placement du troisie`me sommet implique la cre´ation de 3 triangles
e´le´mentaires, d’ou` une mini-carte un peu plus complexe que dans les autres cas (cf. Fig. 7.34). Par ailleurs,
le de´placement du dernier sommet est artificiel puisque sa nouvelle position est identique a` sa position de
de´part. En pratique, ce de´placement peut eˆtre e´conomise´ mais nous l’avons tout de meˆme effectue´ pour
ve´rifier la robustesse de l’approche dans un cas tre`s de´ge´ne´re´.
La figure 7.35 illustre deux de´placements supple´mentaires de sommets, avec un cas tre`s de´ge´ne´re´
impliquant le de´placement du sommet de droite sur l’areˆte gauche. L’image suivante montre que la su-
perposition d’areˆtes qui en re´sulte est re´versible : en particulier, les informations concernant les degre´s
d’occupation sont maintenues.
La figure 7.36 illustre le de´placement des sommets en une seule e´tape selon les positions pre´ce´dentes.
7.9 Re´sultats expe´rimentaux 203
(a) (b)
Fig. 7.32: (a) Suppression des areˆtes provisoires (en pointille´s bleus sur la Fig. 7.31 (c) car l’areˆte
visible est « non obstacle » par de´finition et constitue´e de brins bleus). (b) Carte globale re´sultant de
cette ope´ration.
Enfin, la figure 7.38 illustre l’ajout d’un sommet sur l’areˆte [BC] et la figure 7.39 illustre l’ajout du
meˆme sommet sur l’areˆte [CD] de la carte initiale (avec les notations de la figure 7.37).
7.9.1 Illustration sur des donne´es re´elles
Les figures 7.40 et 7.41 illustrent un de´placement de sommets se´quentiel permettant de construire
une carte combinatoire colore´e (cf. Fig. 7.42) a` partir du polygone de la figure 7.43 (extrait de l’un des
scans utilise´ au chapitre 5), suite a` une projection sur un cercle garantissant une bonne initialisation de la
structure de carte combinatoire colore´e (comme cela a e´te´ explique´ dans les sections pre´ce´dentes). Cette
premie`re carte tient lieu de carte globale pour notre algorithme. Pour donner un ordre de grandeur, elle
est constitue´e de 106 grands brins et de 2484 petits brins. Le pas de discre´tisation (correspondant a` un
pixel) est de 5 cm. L’ensemble de l’ope´ration de de´placement se´quentiel de sommets menant du cercle a`
la carte finale a e´te´ re´alise´ en 5 secondes environ sur un ordinateur e´quipe´ d’un processeur Pentium IV.
La figure 7.44 montre la carte locale re´sultant du polygone extrait du second scan (en vert) de la figure
5.17 du chapitre 5. Cette carte a e´galement e´te´ construite par de´placement de sommets apre`s projection
sur un cercle, et suite a` l’ajout de sommets re´sultant de « cassures » sur les segments locaux (lie´es a` des
appariements multiples avec des segments globaux).
La figure 7.45 pre´sente la carte globale mise a` jour suite a` l’appariement avec le polygone local d’espace
libre. En particulier, certains segments ont e´te´ de´coupe´s en raison des « cassures » lie´es aux appariements
multiples : cette ope´ration est re´alise´e via la fonction d’ajout de sommet. En outre, les sommets ont e´te´
le´ge`rement de´cale´s suite a` la mise a` jour du vecteur d’e´tat par application du filtrage de Kalman.
Enfin, la figure 7.46 illustre le re´sultat de l’algorithme complet de cartographie applique´ aux cartes
globale et locale pre´ce´dentes, apre`s appariement (Fig. 5.36), extraction des observations, mise a` jour du
vecteur d’e´tat par filtrage de Kalman, ajout de sommets de cassure sur la carte globale, de´placement des
sommets selon les nouvelles positions indique´es dans ce vecteur d’e´tat et fusion des cartes globale et locale
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Fig. 7.33: De´placement se´quentiel des quatre autres sommets de la carte globale, avec a` gauche les
mini-cartes combinatoires correspondantes.
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(a) (b)
(c) (d)
Fig. 7.34: De´tail du de´placement du troisie`me sommet de la carte globale. (a) Mini-carte combinatoire
de´finie pour le de´placement du troisie`me sommet (cette mini-carte est constitue´e de trois triangles
e´le´mentaires puisque le sommet correspondant est a` l’intersection de trois areˆtes). (b) Superposition
de la carte globale et de la mini-carte avant raffinement. (c) Re´sultat du raffinement des deux cartes
et de la comple´tion de labels avant suppression des areˆtes marque´es « a` supprimer ». (d) Re´sultat de
la suppression des areˆtes « a` supprimer ».
Fig. 7.35: De´placements supple´mentaires de sommets dans le polygone pre´ce´dent.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 7.36: De´placement simultane´ de tous les sommets de la carte pre´ce´dente. Dans ce cas, les som-
mets sont ordonne´s de gauche a` droite. (a) Configuration initiale. (b)-(f) Mini-cartes combinatoires
correspondant a` chacun des sommets. (g) Superposition de la carte initiale et des cinq mini-cartes.
(h) Re´sultat du raffinement et de la comple´tion de labels avant suppression des areˆtes marque´es « a`
supprimer ». (i) Re´sultat de la suppression de ces areˆtes.
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Fig. 7.37: Notations pour l’ajout de sommets.
(a) (b) (c)
Fig. 7.38: Ajout de sommet sur l’areˆte [BC] de la carte pre´ce´dente. (a) Configuration initiale. (b)
Triangle de´fini pour l’ajout sur [BC]. (c) Re´sultat de l’ajout.
(a) (b) (c)
Fig. 7.39: Ajout du meˆme sommet que pour la figure 7.38 mais cette fois sur l’areˆte [CD] de la
carte pre´ce´dente. (a) Configuration initiale. (b) Triangle de´fini pour l’ajout sur [CD]. (c) Re´sultat de
l’ajout.
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Fig. 7.40: Quelques e´tapes interme´diaires du de´placement se´quentiel de sommets permettant de cre´er
la carte combinatoire colore´e discre`te correspondant au polygone de la figure 7.43, suite a` une projec-
tion sur un cercle.
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Fig. 7.41: Suite des e´tapes interme´diaires du de´placement se´quentiel de sommets permettant de cre´er
la carte combinatoire colore´e discre`te correspondant au polygone de la figure 7.43, apre`s une projection
sur un cercle (suite de la figure 7.40).
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Fig. 7.42: Carte combinatoire colore´e correspondant au polygone de la figure 7.43.
Fig. 7.43: Polygone extrait de l’un des scans utilise´ au chapitre 5 : les segments « obstacles » appa-
raissent en rouge tandis que les segments « non obstacles » sont trace´s en noir.
Fig. 7.44: Carte combinatoire colore´e locale re´sultant e´galement d’un de´placement de sommets, apre`s
ajout des points de « cassure ».
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Fig. 7.45: Carte combinatoire colore´e globale re´sultant du de´coupage des areˆtes le long des « cassures »
et du de´placement de sommets selon les nouvelles positions calcule´es par filtrage de Kalman.
avec calcul des nouveaux degre´s d’occupation. Pour mettre en œuvre la chaˆıne algorithmique comple`te
lie´e a` l’acquisition du nouveau scan laser, il a fallu moins de 40 secondes sur un ordinateur e´quipe´ d’un
processeur Pentium IV. A l’heure actuelle, nous n’avons cependant pas encore cherche´ a` optimiser notre
programme en terme de temps de calcul : des acce´le´rations nous semblent donc tout-a`-fait possibles (en
particulier via un traitement acce´le´re´ de certains cas de´ge´ne´re´s). Certaines pistes d’acce´le´ration lie´es a`
l’utilisation d’ope´rations plus locales sont d’ailleurs e´voque´es dans la section suivante.
Fig. 7.46: Carte combinatoire colore´e discre`te finale, re´alise´e a` partir des deux scans de la figure 5.17.
du chapitre 5.
La figure 7.47 illustre le meˆme processus dans un cas ou` les cartes sont directement traite´es dans
leur version re´elle au lieu d’eˆtre discre´tise´es [51]. Dans ce cas particulier, l’algorithme a pu eˆtre simplifie´
de manie`re a` utiliser uniquement des cartes monochromes. On peut constater que les bords de la carte
sont particulie`rement nets par rapport aux cartes classiques issues des algorithmes de SLAM. On peut
e´galement remarquer que l’un des bords sur la partie haute de la carte n’a pas e´te´ apparie´ en raison de
parame`tres de mise en correspondances trop « prudents » : ce type d’incohe´rence est toutefois facile a`
repe´rer dans la structure de carte combinatoire comme une face de degre´ d’occupation non nul entoure´e
de segments de type « obstacle ». Elle pourra ainsi eˆtre traite´e comme nous le pre´cisons dans la section
suivante.
212 Mise a` jour de la carte globale
Fig. 7.47: La meˆme carte que dans la figure 7.45 (avec un le´ger zoom), dans une version en nombres
re´els (non discre´tise´e).
7.10 Conclusion
Dans ce chapitre, nous avons de´fini un nouvel outil, intitule´ « carte combinatoire colore´e », qui nous
permet de ge´rer des configurations incohe´rentes provisoires. Associe´ a` une nouvelle ope´ration dite de
« de´placement suˆr » des sommets, cet outil permet de maintenir correctement les degre´s d’occupa-
tions (meˆme dans des situations pathologiques de croisement ou de retournement de polygones) et de
re´tablir une situation normale lorsque les incohe´rences transitoires disparaissent au gre´ des mises a` jour
ge´ome´triques successives. Cette repre´sentation permet e´galement de de´tecter certaines incohe´rences dans
le processus de cartographie, en vue de les corriger.
Nous avons en outre de´fini deux strate´gies pour la mise a` jour ge´ome´trique et topologique de la
carte globale suite a` l’observation du polygone local d’espace libre. Pour chacune de ces strate´gies, nous
avons discute´ de leurs avantages et de leurs inconve´nients et pre´cise´ la complexite´ des algorithmes qui
interviennent lors de cette e´tape.
La complexite´ des ope´rations utilise´es est tre`s de´pendante de la configuration de la carte. Toutefois,
dans le cas re´el, avec la strate´gie la plus efficace (la mise a` jour incre´mentale), on peut dire qu’elle
est proche de O(n log n) en ge´ne´ral (sauf dans des configurations tre`s de´favorables ou` elle passe en
O(n2 log n)), n e´tant le nombre de brins (ou d’areˆtes) de la carte. Dans le cas discret, il faut remplacer
n par n× l (l e´tant la longueur discre`te de la carte).
Ainsi, nous avons introduit une nouvelle repre´sentation de carte colore´e et des ope´rations de manipu-
lation qui pourraient peut-eˆtre servir dans d’autres domaines que le SLAM, en particulier si l’on parvient
a` les e´tendre aux objets en trois dimensions (ce qui paraˆıt tout-a`-fait possible a` premie`re vue, a` partir des
cartes combinatoires classiques 3D et de l’ope´ration de raffinement associe´e). La reconstruction d’objets
3D, l’animation (des objets flexibles notamment) et la simulation pourraient donc sans doute exploiter
de la meˆme manie`re des ope´rations de de´formation de cartes combinatoires par de´placement ou ajout de
sommets.
Parmi les perspectives envisageables, outre le passage au 3D, nous pouvons citer les pistes suivantes :
– une plus grande formalisation des de´finitions et des ope´rations de´crites dans ce chapitre en vue de
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ve´rifier leurs proprie´te´s, a` la manie`re de la the`se de Cazier [23] ;
– une acce´le´ration des ope´rations ;
– une mise en forme de la carte, notamment en vue de la simplifier et de reme´dier aux e´ventuelles
incohe´rences.
Les deux derniers points sont de´taille´s dans les sections suivantes.
7.10.1 Acce´le´ration des ope´rations
Les ope´rations de´crites ci-dessus pourraient sans doute eˆtre acce´le´re´es en travaillant sur des par-
ties re´duites de la carte. En particulier, lors du de´placement de sommets (de´placement un par un), les
mini-cartes combinatoires utilise´es sont ge´ne´ralement d’e´tendue limite´e et le raffinement est a priori tre`s
localise´. Des ope´rations locales semblent toutefois plus faciles a` ge´rer avec la repre´sentation discre`te qui
e´vite les effets de bord. Plus ge´ne´ralement, si la carte globale conside´re´e est vaste et contient de nombreux
sommets, il pourrait eˆtre judicieux de la de´couper en sous-cartes de taille re´duite, de manie`re a` e´viter de
ve´rifier d’e´ventuelles interactions entre brins trop e´loigne´s lors du balayage du plan mis en œuvre pour
le raffinement.
Par ailleurs, il est envisageable d’e´viter une restructuration topologique comple`te a` chaque e´tape. En
effet, l’appariement et le filtrage de Kalman ne ne´cessitent qu’une mise a` jour de la partie noire de la
carte. Le de´placement effectif des sommets, l’ajout des nouveaux polygones d’espace libre, le raffinement
et le calcul des degre´s d’occupation rouges pourraient eˆtre retarde´s et calcule´s en toile de fond jusqu’a` ce
que le syste`me robotise´ ait besoin d’une carte correcte.
7.10.2 Mise en forme de la carte
Cette mise en forme reveˆt plusieurs aspects. Il s’agit en premier lieu d’obtenir une carte exploitable
par le robot : pour cela, nous devons de´tecter les e´ventuelles incohe´rences et chercher a` les corriger. De
plus, comme nous l’avons vu pre´ce´demment, la repre´sentation ne cesse de s’agrandir au fil du temps.
Ainsi, pour limiter la complexite´ de la construction de la carte, il serait utile de pouvoir la simplifier.
Repe´rer et corriger les incohe´rences :
Avec la premie`re strate´gie de mise a` jour, il est possible de remonter aux polygones individuels. Nous
sommes donc en mesure de de´tecter les incohe´rences existant au niveau de chacun de ces polygones, en
particulier les croisements ou le retournement complet. Une solution drastique pour reme´dier a` ces in-
cohe´rences consisterait par exemple a` retirer le polygone de la carte. Toutefois, les appariements re´alise´s
avec ce polygone et leurs conse´quences en terme de de´placement de sommets demeurent irre´versibles.
Au niveau de la carte comple`te, les incohe´rences se mate´rialisent notamment par des degre´s d’oc-
cupation ne´gatifs (suite au retournement de polygones) ou par l’existence de segments « obstacles »
de´limitant deux re´gions observe´es au moins une fois comme e´tant libres. En particulier, le croisement
de deux segments obstacles ou l’intersection d’un segment obstacle et d’un segment « non obstacle »
conduisent ne´cessairement a` ce type de situation. Concernant les degre´s d’occupation rouges ne´gatifs, on
peut provisoirement les conside´rer comme nuls pour des applications de planification : ces zones doivent
eˆtre conside´re´es comme inconnues. Quant aux segments « obstacles » de´limitant deux cellules de degre´
d’occupation non nul, une solution drastique consisterait par exemple a` les transformer en segments « non
obstacles » (cf. Fig. 7.48).
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On remarque que cette dernie`re ope´ration peut ge´ne´rer de nouveaux sommets noirs. Par exemple,
sur la figure 7.48, le sommet A, initialement rouge (intersection de deux segments « non obstacles »),
de´limite de´sormais un segment « obstacle » et un segment « non obstacle ». Il faut donc le mate´rialiser
si cette correction est conside´re´e comme de´finitive, de manie`re a` ce qu’il puisse e´voluer avec les autres
e´le´ments de la carte. Par exemple, ce sommet et les covariances associe´es peuvent eˆtre cre´e´s a` partir de
la fonction qui calcule la position de l’intersection en fonction des positions des quatre extre´mite´s de
segments auxquels il appartient.
Fig. 7.48: De´tection d’incohe´rences dans la carte globale : des segments « obstacles » (en rouge)
de´limitent deux cellules qui sont toutes deux de degre´ d’occupation non nul. Pour y reme´dier, ces
segments sont transforme´s en segments « non obstacles ».
Toutefois, les solutions drastiques propose´es ci-dessus conduisent a` une perte d’information tre`s im-
portante, alors que ces incohe´rences peuvent n’eˆtre que transitoires, entre deux estimations successives de
la carte. De plus, elles ne conduisent pas ne´cessairement a` une repre´sentation plus juste de l’environne-
ment et risquent de figer certaines configurations : dans l’exemple de la figure 7.48, le polygone de droite
(forme´ des cellules de degre´ d’occupation 1 et 3) aurait peut-eˆtre duˆ eˆtre de´cale´ vers la droite pour e´viter
de chevaucher la cellule de gauche (de degre´ d’occupation 2) et dans ce cas, l’intersection A n’existerait
plus. Certaines incohe´rences sont d’ailleurs plus difficiles a` de´celer dans la carte comple`te : en particulier,
certains retournements de polygones ne se traduisent pas par des degre´s d’occupation ne´gatifs car ils
sont superpose´s a` d’autres polygones d’espace libre. Des corrections moins draconiennes pourraient en
revanche favoriser un compromis entre maintien de l’information et suppression des incohe´rences.
Ainsi, on pourrait notamment s’attacher a` supprimer en priorite´ les zones incohe´rentes de type « sli-
vers », qui correspondent a` de petites superpositions errone´es de polygones (cf. chapitre 3). Ces zones
correspondent a` des cellules dont une areˆte « obstacle » pre´sente de part et d’autre un degre´ d’occupation
rouge non nul. En particulier, si cette cellule est allonge´e et e´troite, elle re´sulte peut-eˆtre d’un appariement
manque´ (si les degre´s d’occupation noirs des lignes polygonales proches sont oriente´s dans le meˆme sens)
ou bien d’un le´ger de´passement (si les degre´s d’occupation de ces lignes polygonales sont oriente´s dans des
sens oppose´s) : la figure 7.49 en fournit une illustration. Les incertitudes sur les positions des areˆtes et les
degre´s d’occupation rouges peuvent aider a` trancher. Par exemple, une petite zone entoure´e uniquement
de segments obstacles et observe´e une seule fois comme e´tant libre alors que des cellules voisines ont un
degre´ d’occupation bien supe´rieur re´sulte a priori d’un de´passement et peut eˆtre supprime´e.
Par ailleurs, du fait de la strate´gie de fusion des segments apparie´s, un autre type d’incohe´rence risque
d’apparaˆıtre sur les segments obstacles, sous la forme de petites areˆtes chaˆıne´es en forme « Z ». En effet,
l’ordre des sommets le long d’une ligne polygonale est en principe fixe´ une fois pour toutes. Pourtant,
dans certains cas, il peut y avoir un doute sur cet ordre au moment de la mise en correspondance entre
carte locale et carte globale (cf. Fig. 7.50).
Nous avons de´ja` e´voque´ un proble`me similaire lors de la de´finition de l’ordre de chaˆınage des points
supple´mentaires ajoute´s sur une areˆte (points de cassure) : dans ce cas, nous avions propose´ une solution
locale en fonction de l’estimation courante des positions des points. Si le « Z » est aplati, les degre´s d’oc-
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Fig. 7.49: De´tection de petites zones incohe´rentes dans la carte. Dans ces exemples, les areˆtes en
bleu (avec des degre´s d’occupation noirs indique´s en bleu) correspondent a` celles du dernier polygone
local inse´re´ dans la carte. Les degre´s d’occupation noirs des autres areˆtes sont indique´s en noir et les
degre´s d’occupation rouge modifie´s suite a` l’insertion de ce dernier polygone sont indique´s en rouge.
(a) Les degre´s d’occupation noirs des lignes polygonales proches sont oriente´s dans le meˆme sens : il
s’agit sans doute d’un appariement manque´. (b) Les degre´s d’occupation de ces lignes polygonales sont
oriente´s dans des sens oppose´s : il s’agit plutoˆt d’un de´passement.
Fig. 7.50: Incohe´rences en forme de « Z » lie´es a` une erreur de chaˆınage des sommets le long de
la ligne polygonale. (a) Polygones d’espace libre initiaux, a` leurs positions estime´es. (b) Fusion des
segments apparie´s et mise a` jour par filtrage de Kalman. (c) Mise a` jour ulte´rieure des positions des
sommets : cette nouvelle estimation introduit une forme de « Z » sur la ligne polygonale obstacle. (d)
Carte ide´ale (qui aurait e´te´ cre´e´e si la position initiale des polygones avait e´te´ correcte).
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cupation restent corrects mais le petit segment retourne´ (la barre oblique du Z) risque e´ventuellement
de ge´ne´rer de mauvais appariements. Pour y reme´dier, on pourrait imaginer la cre´ation de points « glis-
sants » au niveau des cassures, dont le de´placement pourrait se faire au travers des sommets adjacents,
comme si le sommet « glissait » sur la ligne polygonale. On peut e´galement envisager une de´tection
ge´ome´trique explicite de ce type de configuration : la correction consisterait par exemple a` re´tablir le bon
ordre de chaˆınage ou a` transformer les areˆtes retourne´es en areˆtes non obstacles afin d’e´viter les mauvais
appariements.
A ce titre, on peut noter que pour la polygonalisation a posteriori d’une carte base´e sur la superposi-
tion de scans bruts, Veeck et Burgard utilisent un certain nombre d’ope´rateurs e´le´mentaires qui re´alisent
notamment les taˆches suivantes [190] : suppression de superpositions de segments, fusion et suppression
de lignes en zig-zag. Les deux premiers ope´rateurs pourraient nous servir pour la correction et la mise en
forme ge´ne´rale de la carte tandis que le dernier ope´rateur pourrait peut-eˆtre s’adapter a` notre proble`me
de zig-zags, du moins pour leur de´tection.
Enfin, la strate´gie globale de correction de la carte peut prendre diverses formes. D’abord, suivant
les applications, ces corrections peuvent eˆtre manuelles (comme c’est souvent le cas pour les cartes
ge´ographiques) ou automatiques. En outre, la strate´gie peut varier suivant la fre´quence des corrections.
On peut envisager une recherche d’incohe´rences a` chaque ajout de polygone : dans ce cas, si ces in-
cohe´rences sont trop nombreuses, il est possible de revenir en arrie`re en supprimant purement et simple-
ment cet ajout de polygone. On pourrait e´galement revenir sur le processus d’appariement. Une autre
strate´gie consisterait a` re´aliser ces corrections a` chaque fois que l’on a besoin d’une carte correcte, pour
effectuer une planification par exemple. Dans ce cas, les corrections peuvent eˆtre provisoires, de manie`re
a` conserver la re´versibilite´ des configurations (par exemple, les degre´s d’occupation ne´gatifs doivent le
rester si l’on espe`re corriger le retournement au gre´ des mises a` jour futures). Ces corrections peuvent
e´galement eˆtre applique´es re´gulie`rement sur la carte, afin de maintenir en permanence une repre´sentation
aussi cohe´rente que possible.
Mise en forme de la carte :
Pour limiter la taille de la repre´sentation, il nous paraˆıt indispensable de mettre en œuvre des
ope´rations de « nettoyage » et de mise en forme re´gulie`re pour la simplifier (cf. Fig. 7.51) :
– fusion de deux sommets tre`s proches qui sont soit conse´cutifs sur une meˆme ligne polygonale, soit
a` l’extre´mite´ de lignes polygonales « obstacles » distinctes ;
– suppression du sommet commun a` deux segments « obstacles » adjacents et aligne´s ;
– fusion de cellules voisines pre´sentant un degre´ d’occupation important (suppression des areˆtes « non
obstacles » communes).
Concernant la fusion de cellules voisines, il faut de´finir un seuil de fusion pour les degre´s histogram-
miques : les areˆtes « non obstacles » de´limitant deux cellules de degre´ histogrammique supe´rieur ou e´gal
a` ce seuil peuvent eˆtre supprime´es. Comme pre´ce´demment, on remarque que ces suppressions peuvent
ge´ne´rer de nouveaux sommets noirs (cf. Fig. 7.51 (e)). Si l’on souhaite les e´viter, il faut uniquement
supprimer des lignes polygonales candidates qui me`nent aux extre´mite´s a` deux segments obstacles (cf.
Fig. 7.51 (d)). Sinon, on peut les initialiser comme propose´ ci-dessus.
Par ailleurs, jusqu’a` pre´sent, nous avons suppose´ implicitement que chaque nouveau polygone d’espace
libre intersecte au moins une areˆte de la carte globale : la carte n’est constitue´e que d’une seule compo-
sante connexe et il n’existe pas de configurations ou` une composante connexe se trouverait strictement a`
l’inte´rieur d’une face de la carte (cf. Fig. 7.52 (a)). Toutefois, dans certains cas extreˆmes (en particulier
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Fig. 7.51: Ope´rations de mise en forme de la carte. (a) Fusion de sommets proches a` l’extre´mite´
de lignes polygonales « obstacles » distinctes. (b) Fusion de sommets proches et conse´cutifs sur une
meˆme ligne polygonale. (c) Suppression d’un sommet se´parant deux segments « obstacles » conse´cutifs
aligne´s. (d) Suppression d’un segment « non obstacle » se´parant deux cellules observe´es souvent comme
libres. (e) Suppression d’une ligne polygonale « non obstacle » se´parant deux cellules observe´es souvent
comme libres.
si les observations du robot ne sont pas inte´gre´es re´gulie`rement dans la carte), de telles configurations
pourraient survenir. Elles pourraient e´galement re´sulter de la suppression d’areˆtes « non obstacles » dans
les zones souvent observe´es comme libre lors de la mise en forme de la carte. Pour les ge´rer, il suffirait
d’ajouter une areˆte virtuelle qui relierait cette composante connexe englobe´e a` l’un des sommets de la
face englobante (cf. Fig. 7.52 (b)) : de cette manie`re, on s’assure qu’elles sont bien prises en compte lors
du raffinement et de la comple´tion de labels [23]. La de´tection de telles configurations pourrait se faire
par le biais de me´thodes ge´ome´triques, via un lancer de rayons par exemple [72].
Fig. 7.52: (a) Exemple de composante connexe totalement incluse dans une autre. (b) Solution exploi-
tant une areˆte virtuelle qui relie la composante connexe englobe´e a` un sommet de la face englobante.
Enfin, d’autres ope´rations de mise en forme ou d’analyse de la carte peuvent eˆtre envisage´es en vue de
pre´parer une description plus se´mantique de l’environnement. Par exemple, il serait possible d’extraire les
objets isole´s dans l’espace libre, tels que des piliers ou des meubles. A priori, si les frontie`res de ces obstacles
ont e´te´ comple`tement observe´es, ils se pre´sentent sous la forme d’une re´gion jamais observe´e comme libre
(de degre´ d’occupation nul) et entoure´e de segments obstacles. On peut e´galement imaginer une recherche
de formes particulie`res dans la repre´sentation : portes (ouvertes ou entrouvertes), couloirs, etc. Ces formes
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pourraient ensuite eˆtre e´tiquete´es dans la carte combinatoire au moyen de labels de sommets, d’areˆtes ou
de faces : les raisonnements spatiaux pourraient alors exploiter ce type d’informations. Non seulement
l’extraction de tels objets faciliterait l’interaction avec l’homme mais elle pourrait e´galement pre´parer la
cartographie d’environnements dynamiques, exploitant la notion d’ « objets mobiles », se´pare´s du fond
de carte fixe.
Fig. 7.53: Extraction d’objets particuliers dans la carte. (a) Exemple de porte. (b) Exemple de pilier.
Chapitre 8
Conclusion
« Un tableau naˆıt-il jamais d’une seule fois ? Non pas ! Il se
monte pie`ce par pie`ce, point autrement qu’une maison. »
P. Klee (« The´orie de l’art moderne »)
8.1 Bilan
Dans le cadre de cette the`se sur la proble´matique de localisation et de cartographie simultane´es
(SLAM), nous avons commence´ par comparer diffe´rents formats de cartes 2D afin de de´terminer leurs
avantages et leurs inconve´nients pour les applications de robotique, en particulier a` l’inte´rieur des
baˆtiments. Nous nous sommes d’abord inte´resse´s aux mode`les e´le´mentaires (chapitre 2) pour lesquels
nous avons de´fini un certain nombre de crite`res de comparaison : compacite´, ge´ne´ricite´ par rapport au
type de milieu, ge´ne´ricite´ par rapport aux capteurs, adaptation a` la repre´sentation de grands environ-
nements, souplesse des modes de construction existants, exploitation par un robot et exploitation par
l’homme. Il ressort de cette e´tude une comple´mentarite´ entre les diffe´rents mode`les, en particulier entre
les paradigmes topologiques et me´triques d’une part et entre les approches me´triques surfaciques et les
approches a` base d’amers ge´ome´triques d’autre part.
Nous avons ensuite recense´ les mode`les hybrides combinant diffe´rents types de mode`les e´le´mentaires
(chapitre 3) et en avons propose´ une classification originale. Nous avons alors constate´ que les mode`les de
cartes utilise´s par les roboticiens dans le domaine du SLAM demeurent souvent relativement peu struc-
ture´s, a` la diffe´rence des formats utilise´s dans le domaine des syste`mes d’information ge´ographiques (SIG)
par exemple. Une telle structuration offre cependant de nombreux avantages. En particulier, elle peut
contribuer a` l’acce´le´ration de certains traitements spatiaux via le stockage d’informations pre´calcule´es, a`
la ve´rification de cohe´rence globale de la carte via l’adjonction de contraintes structurelles et elle facilite
en principe l’introduction d’informations se´mantiques.
En conse´quence, nous avons de´fini un mode`le de carte tre`s structure´ par rapport aux mode`les existants,
qui combine de manie`re cohe´rente diffe´rents types de repre´sentations (cf. chapitre 4) : repre´sentation sur-
facique, repre´sentation a` base de primitives ge´ome´triques, grille d’occupation. Ce mode`le, qui s’appuie sur
un outil alge´brique appele´ « carte combinatoire », fournit e´galement des informations topologiques telles
que les liens d’adjacence, correspondant aux couches topologiques utilise´es dans les syste`mes d’informa-
tion ge´ographiques. En outre, il ge`re des incertitudes de diffe´rentes natures, a` la fois ge´ome´triques (via la
prise en compte des erreurs gaussiennes de position sur les e´le´ments de la carte et de leurs corre´lations)
et topologiques (via les degre´s d’occupation). De plus, nous avons de´fini une version discre`te des cartes
combinatoires qui fournit un lien direct avec les mode`les de type « grilles d’occupation », tout en restant
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plus compacte et plus structure´e.
Nous avons ensuite explique´ comment construire automatiquement des cartes selon ce mode`le, en uti-
lisant un robot e´quipe´ d’un te´le´me`tre laser a` balayage. Les techniques de cartographie existantes doivent
eˆtre adapte´es pour profiter des niveaux de repre´sentation multiples, en particulier durant la phase de´licate
d’appariement entre la carte locale (issue des donne´es laser courantes) et la carte globale en cours de
construction. D’autres adaptations s’ave`rent ne´cessaires afin de maintenir la structure de carte combina-
toire. En effet, comme chaque areˆte est intrinse`quement lie´e aux areˆtes adjacentes, ces liens topologiques
induisent des contraintes sur l’ensemble du processus de cartographie. Celles-ci doivent eˆtre combine´es
aux contraintes spe´cifiques du SLAM, qui de´rivent des corre´lations entre les erreurs d’estimation de posi-
tion des diffe´rents e´le´ments de la carte. Dans notre imple´mentation, nous avons opte´ pour une approche
base´e sur le filtre de Kalman e´tendu qui maintient l’ensemble des corre´lations entre ces erreurs d’estima-
tions. L’algorithme global se de´compose en trois e´tapes :
– Mise en correspondance de la carte locale (issue du te´le´me`tre laser) et de la carte globale en cours de
construction (chapitre 5). Cette mise en correspondance fait notamment appel a` une technique de
programmation dynamique qui tire parti des liens d’adjacence entre segments : il s’agit d’apparier
des chaˆınes polygonales plutoˆt que des segments individuels. Cette approche impose en outre la
gestion des appariements multiples (tantoˆt accepte´s, tantoˆt e´carte´s), qui sont tre`s rarement pris en
compte dans les algorithmes de SLAM (ou` l’on utilise ge´ne´ralement de mises en correspondance in-
dividuelles, faisant souvent intervenir des approches gloutonnes). Il a donc fallu de´finir des crite`res
heuristiques de compatibilite´ entre segments et des scores d’appariement tenant compte des in-
formations d’incertitudes (qui correspondent grosso modo aux longueurs des portions de segments
apparie´es, module´es par le score du test de Mahalanobis). En outre, un pre´traitement de type
« scan-matching » permet d’ame´liorer la robustesse de cette ope´ration. La mise en correspondance
fournit alors en sortie un « chemin d’appariement » entre les donne´es locales (polygone d’espace
libre local) et la carte globale en cours de construction.
– Mise en œuvre du filtre de Kalman e´tendu afin de calculer les nouvelles estimations de position des
e´le´ments de la carte globale en fonction des observations re´alise´es suivant la carte locale (chapitre
6). Par rapport aux me´thodes classiques, ce filtre ge`re les observations qui correspondent a` des
« cassures » sur les segments de la carte globale. Nous avons montre´ que trois types d’observa-
tions permettent de traiter l’ensemble des cas (observations « sommet global sur sommet local »,
« sommet global sur droite locale » et « cassure » c’est-a`-dire « sommet virtuel global sur sommet
local »). Pour mettre en œuvre cette approche, nous avons de´fini une me´thode qui permet d’ex-
traire les observations selon ces trois cate´gories a` partir du chemin d’appariement issu de l’e´tape
pre´ce´dente.
– Mises a` jour ge´ome´triques et topologiques (chapitre 7). La mise a` jour ge´ome´trique permet de
de´placer les e´le´ments de la carte selon la nouvelle estimation de position issue du filtrage de Kal-
man, tout en maintenant la cohe´rence du mode`le de carte combinatoire. La mise a` jour topologique
revient a` calculer les nouveaux degre´s d’occupation des cellules de la carte (nombres de fois ou` une
cellule a e´te´ observe´e comme libre d’obstacle). Pour cela, nous avons de´fini un nouveau concept
de « carte combinatoire colore´e », dans sa version re´elle et discre`te, ainsi que diverses ope´rations
permettant de les manipuler (raffinement colore´ et comple´tion de labels associe´e, de´placement de
sommets, ajout de sommets...). Par rapport aux cartes combinatoires « monochromes » classiques,
ce mode`le permet notamment de ge´rer des incohe´rences transitoires du mode`le telles que des re-
tournements de cellules ou des croisements.
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Nous de´crivons en outre des ope´rations de mise en forme qui peuvent eˆtre active´es a` intervalles
re´guliers pour garantir la lisibilite´ de la carte, limiter sa complexite´ et ve´rifier sa cohe´rence (possibilite´
de correction explicite des erreurs).
Diffe´rentes expe´rimentations re´alise´es sur des donne´es simule´es et sur des donne´es re´elles ont permis
d’illustrer ces me´canismes et de montrer la faisabilite´ de la chaˆıne comple`te de constrution incre´mentale.
Le caracte`re tre`s structure´ du mode`le de cartes employe´ induit des traitements plus complexes que
dans le cas des mode`les habituels (grilles d’occupation, superposition de donne´es te´le´me´triques brutes
ou ensemble de primitives de type points ou segments). Toutefois, nous avons montre´ que la complexite´
the´orique de ces traitements demeure proche de celle des approches classiques fonde´es sur le filtrage de
Kalman et que l’algorithme global ne ne´cessite de re´gler qu’un nombre re´duit de parame`tres (variance des
bruits de mesure extraite par calibrage, quatre seuils pour la polygonalisation, un pas de discre´tisation des
histogrammes pour le recalage global, un seuil d’appariement probabiliste pour la mise en correspondance
de chaˆınes polygonales, un facteur re´gissant l’incertitude de position des sommets virtuels pour le filtrage
de Kalman et un pas de discre´tisation des cartes combinatoires). En outre, la structuration et la richesse
du mode`le permettent en principe d’ame´liorer la robustesse de la phase d’association de donne´es (lors de
l’appariement carte locale / carte globale, voire lors du bouclage de cycles) et fournit des informations
utiles en vue de raisonnements spatiaux de haut niveau, pour la planification par exemple. La structure de
carte combinatoire, bien formalise´e, facilite e´galement la ve´rification de certaines proprie´te´s (terminaison,
convergence...) sur les algorithmes mis en œuvre, ce qui favorise la suˆrete´ de fonctionnement du syste`me
robotise´. Enfin, les similitudes avec les mode`les ge´ographiques offrent plusieurs avantages : possibilite´
de transposer les requeˆtes classiques effectue´es sur les SIG aux applications de robotique et possibilite´
d’employer des ope´rations de manipulation de SIG pour ge´rer les cartes construites par les robots.
8.2 Perspectives
Les premie`res perspectives concernent les tests expe´rimentaux. L’ensemble de la chaˆıne algorithmique
de construction de cartes repre´sente environ 100 000 lignes de code en langage C++ e´crites au CEP Ar-
cueil, dont plus de la moitie´ de´veloppe´es exclusivement dans le cadre de cette the`se. La ve´rification et le
test extensif de tous ces programmes ne´cessiterait donc un travail tre`s conse´quent qu’il serait inte´ressant
d’effectuer en vue d’obtenir des re´sultats sur des cartes de plus grandes dimensions.
Par ailleurs, nous proposons ci-dessous quelques pistes d’ame´liorations et des possibilite´s d’extension
concernant le processus de cartographie et l’exploitation des cartes construites.
8.2.1 Vers une e´valuation plus syste´matique de la qualite´ des cartes
Pour faire progresser les techniques de SLAM et pour obtenir des syste`mes de cartographie ope´ration-
nels et performants, qui re´pondent a` des spe´cifications de besoin pre´cises, il nous paraˆıt indispensable de
pouvoir e´valuer correctement la qualite´ des repre´sentations construites par ces syste`mes, a` divers stades
de leur de´veloppement. En particulier, il s’agit d’e´laborer des me´thodologies d ’e´valuation qui soient la
fois :
– quantitatives (pour s’affranchir des jugements purement visuels et qualitatifs des repre´sentations
construites),
– automatiques (pour limiter le travail de l’ope´rateur d’e´valuation, qui peut parfois s’ave´rer tre`s
fastidieux),
– reproductibles (pour pouvoir tester tous les syste`mes dans des conditions e´quivalentes),
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– comparatives (pour comparer la qualit de plusieurs repre´sentations similaires ou de nature diffe´rente),
– et repre´sentatives de la taˆche conside´re´e ainsi que des conditions environnementales pre´vues pour
les syste`mes conside´re´s.
C’est pourquoi nous proposons en annexe (« Annexe 2 : Vers une e´valuation plus syste´matique de la
qualite´ des cartes ») un tour d’horizon des me´thodes d’e´valuation existantes et quelques techniques ou
me´triques d’e´valuation susceptibles de re´pondre aux exigences mentionnes ci-dessus.
8.2.2 Ame´liorations de la repre´sentation
Nous avons e´voque´ au chapitre 4 des extensions possibles de notre mode`le qui permettraient de traiter
des environnements 2D statiques plus varie´s. En particulier, dans des milieux inte´rieurs peu structure´s
pre´sentant de nombreux points isole´s duˆs a` de petits obstacles tels que des pieds de meubles, il serait
inte´ressant d’envisager un traitement se´pare´ de ces objets de petites dimensions, dans une autre couche de
repre´sentation. Cela e´viterait notamment de ge´ne´rer de nombreuses lignes de vise´e parasites. La structure
de carte combinatoire unique pourrait toutefois eˆtre pre´serve´e en raccordant ces petits objets a` la carte
globale par le biais d’areˆtes virtuelles (cf. chapitre 7). Par ailleurs, la structure de carte combinatoire n’est
pas re´serve´e aux subdivisions polygonales : le plongement des areˆtes peut eˆtre courbe, ce qui permettrait
de ge´rer plus explicitement les surfaces non rectilignes dans l’environnement.
Par ailleurs, nous avons vu que notre repre´sentation pourrait be´ne´ficier de diverses ope´rations de mise
en forme et de correction explicite des erreurs : fusion des cellules voisines souvent observe´es comme
libres, fusion des sommets proches et des segments adjacents paralle`les, de´tection des retournements de
cellules, gestion de l’inversion de l’ordre de chaˆınage des sommets (configurations en « Z »), de´tection et
correction des superpositions de segments « obstacles », etc.
En outre, un de´coupage hie´rarchique des cartes combinatoires de grandes dimensions permettrait
sans doute d’acce´le´rer les calculs de raffinement local et la recherche des primitives apparie´es lors de
la consruction de la carte. Plus ge´ne´ralement, un tel de´coupage pourrait contribuer a` l’efficacite´ des
ope´rations exploitant la carte telles que la planification de trajectoires [205] ou la mise en œuvre de rai-
sonnements spatiaux, exploitant notamment des informations se´mantiques (partitions multiples [74]...).
Il pourrait e´galement favoriser l’adjonction d’index spatiaux, utiles aux ope´rations de pointage ou de
feneˆtrage employe´es dans les SIG [39].
Enfin, il serait inte´ressant d’enrichir notre repre´sentation afin d’en exploiter pleinement la structure,
et notamment l’existence des liens topologiques entre e´le´ments. En particulier, nous avons vu au chapitre
4 que l’adjonction d’informations se´mantiques (issues par exemple de la reconnaissance d’objets dans les
donne´es visuelles) pouvait faciliter l’interaction homme / robot et la mise en œuvre de raisonnements
spatiaux de plus haut niveau.
8.2.3 Un algorithme d’estimation plus e´labore´
Notre me´thode de construction de cartes est fonde´e classiquement sur un filtre de Kalman e´tendu.
Nous avons vu au chapitre 2 que ce type de me´thodes a fait l’objet ces dernie`res anne´es de nombreuses
ame´liorations afin d’acce´le´rer les temps de calcul et de limiter les proble`mes de line´arisation. En par-
ticulier, en vue de limiter la complexite´ du processus de filtrage, il semble que les me´thodes de report
temporel [40] [99] [200] [80] soient applicables a` notre repre´sentation : il s’agirait alors de travailler mo-
mentane´ment sur une partie borne´e de l’e´tat avant de propager les corrections au reste de la carte. En
outre, ces me´thodes impliquent souvent un de´coupage de la carte qui permettrait en principe d’acce´le´rer
par la meˆme occasion les ope´rations de mise a` jour ge´ome´trique et topologique (cf. section pre´ce´dente).
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Les techniques de SLAM hie´rarchique (vues au chapitre 3) paraissent e´galement prometteuses [67],
puisqu’elles assurent en ligne la cohe´rence de la carte (suite aux fermetures de cycle) et ge`rent a` la fois les
proble`mes de line´arisation et de couˆt de calcul important. Toutefois, a` l’heure actuelle, elles ne proposent
pas de me´canisme permettant de re´estimer la position de primitives communes a` deux sous-cartes : on
obtiendrait alors un ensemble de cartes combinatoires locales non fusionne´es, ce qui risquerait de nuire a`
la mise en œuvre de raisonnements spatiaux globaux.
Les approches fonde´es sur la « Rao-Blackwellisation » (FastSLAM [137]) nous paraissent tout aussi
inte´ressantes et offrent l’avantage d’eˆtre directement applicables a` notre repre´sentation, qui garde de´ja`
en me´moire les positions successives du robot (cf. chapitre 2). Ces positions successives seraient alors
mode´lise´es par des particules tandis que chaque sommet de la carte pourrait eˆtre re´estime´ via un filtre de
Kalman individuel (ou` l’e´tat serait repre´sente´ par un vecteur de dimension 2 seulement). En revanche,
si l’on souhaite tirer parti des hypothe`ses d’association de donne´es multiples, il faudrait maintenir une
carte combinatoire par particule, ce qui risque de s’ave´rer tre`s couˆteux en temps de calcul si le nombre
de particules est important. Cela permettrait toutefois de ge´rer certaines difficulte´s de mise en forme,
telles que le changement de l’ordre de chaˆınage des sommets sur les areˆtes « obstacles » (configurations
en « Z » - cf. chapitre 7).
Quant aux me´thodes qui s’appuient spe´cifiquement sur des repre´sentations flexibles de l’environne-
ment (superposition de scans bruts notamment, susceptibles de se de´placer librement les uns par rap-
port aux autres pour maximiser l’appariement lors des estimations successives de la carte) [179], elles
paraissent peu compatibles avec notre mode`le, qui exploite la fusion progressive (et irre´versible) des pri-
mitives apparie´es dans la carte. Toutefois, on pourrait imaginer de transformer les informations obtenues
localement par ces techniques de « dense SLAM » en cartes combinatoires (en plus de l’extraction de
polylignes [190], il faudrait calculer les incertitudes de position de ces polylignes ainsi que les degre´s
d’occupation) puis de fusionner ces sous-cartes structure´es en une seule. Cela impliquerait e´galement de
ge´rer la mise en correspondance de deux cartes combinatoires au lieu d’une carte et d’un simple polygone
d’espace libre. On obtiendrait alors une repre´sentation dense et flexible localement (ce qui permettrait de
retarder certaines de´cisions d’appariement) puis, une fois cette repre´sentation locale conside´re´e comme
correcte, on pourrait la structurer et la fusionner avec les autres cartes locales dans une repre´sentation
globale compacte et structure´e.
8.2.4 Extensions a` d’autres types d’environnement
Dans le cadre de cette the`se, nous nous sommes limite´s aux environnements 2D statiques relative-
ment bien structure´s. Toutefois, dans certaines applications concre`tes, il pourrait eˆtre utile de savoir
cartographier des environnements moins structure´s : on peut songer par exemple a` des applications de
reconnaissance en milieu urbain, ou` certains baˆtiments ont e´te´ partiellement de´truits. Dans ce cas, l’hy-
pothe`se de sol plan risque d’eˆtre mise a` mal et il est a` craindre qu’une carte 2D n’apporte que peu
d’informations. C’est pourquoi le passage au 3D peut s’ave´rer ne´cessaire. Plus ge´ne´ralement, le SLAM
3D favoriserait e´galement la navigation autonome de robots bipe`des ou de microdrones. La plupart des
techniques actuelles exploitent des superpositions de donne´es laser 3D brutes, e´ventuellement maille´es
(dans ce cas, il semble toutefois que ce maillage soit de´finitif et qu’il ne soit pas possible de le raffiner
via de nouvelles observations [179]), ou des mode`les volumiques (de´coupage de l’espace en voxels). Nous
pensons toutefois qu’a` l’instar du cas 2D, des repre´sentations plus structure´es pourraient faciliter l’ex-
ploitation de la carte et ame´liorer la robustesse du processus de cartographie.
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Il se trouve que les cartes combinatoires et l’ope´ration de raffinement associe´e sont ge´ne´ralisables
en 3D [23] : a priori, il devrait en aller de meˆme pour les cartes combinatoires discre`tes et colore´es.
Ainsi, l’ensemble de notre repre´sentation peut eˆtre de´finie en 3D (les degre´s d’occupations de cellules
peuvent eˆtre directement exprime´es en 3D, de meˆme que les incertitudes en position des sommets). De
meˆme, le filtre de Kalman et la de´finition des observations associe´es est en principe ge´ne´ralisable au 3D
(il suffirait d’introduire des observations de points sur plan et des points virtuels sur les faces pour les
cassures). En revanche, notre technique de mise en correspondance entre carte locale et carte globale
paraˆıt plus difficile a` mettre en œuvre dans le cas 3D : en particulier, la programmation dynamique ne
pourrait plus exploiter directement le fait que la carte locale est ordonne´e (en 2D, le polygone pre´sentait
naturellement une se´quence de segments). Il faudrait donc revoir en particulier la me´thode d’appariement.
Quant aux environnements dynamiques, ils ont de´ja` fait l’objet de travaux spe´cifiques, avec des
repre´sentations a` base de scans bruts [193] ou de grilles d’occupation [1] notamment. Le fait que notre
repre´sentation permette d’exprimer assez naturellement la notion d’objet (agre´gation de cellules connexes
ou extraction aise´e d’un objet isole´ dans un espace libre - cf. chapitre 7) faciliterait peut-eˆtre la mise en
place d’algorithmes de de´tection de mouvement, de reconnaissance et de suivi d’objets dynamiques [1].
Dans une certaine mesure, l’identification de ces objets (homme, robot...) permettrait en outre de pre´dire
leurs mouvements, comme le sugge`rent Pradalier et al. par exemple [158].
8.2.5 Exploitation de la carte
Nous avons vu au chapitre 4 que dans un cadre robotique, la structuration et la richesse de notre
repre´sentation (et en particulier la couche topologique) pouvait contribuer a` diverses applications : lo-
calisation (combinaison de plusieurs couches du mode`le), planification de trajectoires (utilisation des
informations topologiques pour re´aliser une planification grossie`re et des informations me´triques pour la
de´finition plus fine des trajectoires...), exploration (extraction efficace des frontie`res de l’espace libre res-
tant a` explorer notamment), raisonnements spatiaux plus e´labore´s exploitant les ope´rations boole´ennes
voire des informations se´mantiques (ope´rations typiques des SIG telles que le feneˆtrage ou la superpo-
sition de couches the´matiques, requeˆtes plus complexes dans le cadre d’interactions homme / machine,
etc.). Plus ge´ne´ralement, la richesse de la carte permet de combiner des algorithmes destine´s a` diffe´rents
types de repre´sentations, tandis que la structuration facilite a priori la mise en œuvre des raisonnements
spatiaux de haut niveau. En outre, la de´finition formelle des cartes combinatoires favorise la ve´rification
de certaines proprie´te´s concernant les ope´rations de manipulation de ces mode`les, ce qui peut contribuer
a` la robustesse des traitements correspondants.
Enfin, on peut remarquer que si a` l’avenir, les capteurs proprioceptifs deviennent plus pre´cis (avec
le progre`s et la miniaturisation des capteurs inertiels) et si les techniques de localisation par satellites
s’ame´liorent (re´ception du signal a` l’inte´rieur des baˆtiments et pre´cision accrue), le proble`me de loca-
lisation tendra a` s’effacer. Le proble`me de cartographie ne disparaˆıtra pas pour autant si les capteurs
exte´roceptifs restent impre´cis et entache´s d’erreurs. En particulier, la question de la structuration et de
la fusion successive des donne´es locales devrait demeurer, ce qui plaide en faveur de travaux sur la mise
en place de mode`les compacts et structure´s (dans l’esprit des post-traitements propose´s re´cemment par
Veeck et Burgard [190] ou des ope´rations de ge´ome´trie discre`te de´crits il y a quelques mois par Lakaemper
et al. [110]), dans la ligne´e de ce travail de the`se.
Annexe 1 : Pour aller plus loin...
Dans le cadre de cette the`se, nous avons propose´ une chaˆıne algorithmique comple`te permettant de
construire de manie`re incre´mentale des mode`les d’environnement riches et structure´s base´s sur la notion
de cartes combinatoires. En particulier, nous avons introduit une repre´sentation originale qui combine
des e´le´ments issus a` la fois du domaine du SLAM (repre´sentation de l’incertitude et maintien des in-
formations de corre´lation entre primitives ge´ome´triques) et du domaine de la ge´ome´trie algorithmique
(cartes combinatoires). Pour les besoins de l’algorithme de construction de cartes, nous avons duˆ en outre
enrichir ce mode`le au moyen de nouveaux e´le´ments (« sommets virtuels » pour mode´liser les cassures)
et de nouvelles structures de donne´es (cartes combinatoires discre`tes, cartes combinatoires colore´es...).
Nous avons e´galement introduit diverses ope´rations qui exploitent la structuration du mode`le, et
notamment la couche topologique maintenant les liens d’adjacence entre les divers e´le´ments de la carte,
dont certaines pourraient probablement servir dans d’autres domaines que le SLAM (tels que la synthe`se
et le traitement d’images, la reconnaissance des formes, la ge´ome´trie algorithmique, etc.) :
– un algorithme de mise en correspondance entre chaˆınes polygonales qui exploite les informations
d’incertitude sur la position des areˆtes a` apparier ;
– une me´thode d’extraction des observations (destine´es au filtre de Kalman) a` partir du chemin
d’appariement fourni par le pre´ce´dent algorithme (cette me´thode exploitant la notion de sommets
virtuels de cassure) ;
– des ope´rations de manipulation de cartes combinatoires discre`tes et colore´es (raffinement et comple´-
tion de labels, de´placement « suˆr » et re´versible des sommets de manie`re a` conserver des informa-
tions lie´es au degre´ d’occupation des cellules).
Cependant, c’est la mise au point de l’algorithme global qui constitue le cœur de notre travail, avec l’ex-
ploitation conjointe des informations de corre´lation et d’adjacence entre primitives ge´ome´triques, ainsi
que le chaˆınage cohe´rent de chaque phase de mise a` jour de la carte combinatoire globale a` partir des
observations locales. En outre, comme nous l’avons indique´ dans les chapitres pre´ce´dents, nous nous
sommes attache´s a` re´duire le nombre de parame`tres (une douzaine au total, dont certains, comme les
bruits de mesure sont extraits par calibrage) ainsi que la complexite´ algorithmique, qui demeure proche
des algorithmes classiques de SLAM ope´rant sur des mode`les moins sophistique´s.
L’imple´mentation de l’ensemble de cette chaˆıne algorithmique repre´sente un travail conse´quent puis-
qu’elle correspond a` plusieurs dizaines de milliers de lignes de code, qui ne´cessiteraient d’eˆtre teste´es de
manie`re plus intensive (ce qu’il n’e´tait pas possible de re´aliser dans le cadre d’une seule the`se). En outre,
nous avons de´gage´ plusieurs pistes d’ame´lioration concernant certaines parties de la chaˆıne algorithmique
et nous avons propose´ des ope´rations de mise en forme de la carte (en vue de de´tecter puis de corriger
les e´ventuelles incohe´rences et de limiter l’encombrement de l’espace me´moire) qui n’ont pas e´te´ teste´es.
C’est pourquoi nous pensons qu’il serait inte´ressant de poursuivre ce travail afin d’obtenir des re´sultats
expe´rimentaux plus globaux et de raffiner les algorithmes.
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Ainsi, l’objet de cette annexe est de pre´ciser les travaux a` re´aliser afin de comple´ter les expe´rimenta-
tions effectue´es dans le cadre de cette the`se et a` plus long terme en vue d’ame´liorer les performances des
algorithmes propose´s. En particulier, elle synthe´tise et apporte quelques comple´ments aux orientations
indique´es a` la fin des chapitres 5 , 6 et 7 ainsi qu’en conclusion. Le lecteur pourra donc se reporter a` ces
diffe´rents chapitres pour obtenir certains de´tails ainsi que des e´le´ments de contexte.
8.3 Ame´liorations envisageables a` court et moyen terme
8.3.1 Ame´liorer la mise en correspondance
Les pistes d’ame´lioration indique´es ci-dessous correspondent aux algorithmes de´crits au chapitre 5.
* Polygonalisation :
L’algorithme de segmentation de scans que nous avons utilise´ fournit en ge´ne´ral des re´sultats corrects,
meˆme s’il pre´sente parfois quelques imperfections (coins rogne´s notamment). Il pourrait sans doute eˆtre
ame´liore´ en s’inspirant par exemple des me´thodes propose´es par Charbonnier [25] (pour la de´tection des
points anguleux ou de points de de´crochement) et par Castellanos et Tardos [21] (pour la distinction entre
portions obstacles et non obstacles et l’extraction des segments successifs). Il serait e´galement inte´ressant
d’e´tudier si des me´thodes re´centes de segmentation de scans superpose´s, telles que celle de Veeck et
Burgard [190] base´e sur l’algorithme E-M, pourraient eˆtre exploite´es, afin de garantir le chaˆınage des
segments adjacents : en particulier, il faudrait ve´rifier s’il est possible, avec une telle me´thode, de calculer
les incertitudes concernant la position des segments extraits.
Une autre piste consisterait a` combiner des donne´es issues d’un te´le´me`tre laser et les images acquises
simultane´ment par un capteur omnidirectionnel catadioptrique, ce qui permettrait par exemple d’utiliser
la de´tection d’areˆtes verticales dans les images (des radiales si le capteur est place´ verticalement) pour
e´valuer la position des points anguleux et des lignes de vise´e (ruptures verticales entre cloisons). Enfin, il
semble inte´ressant d’extraire et de stocker les petits objets (tels que les pieds de table) dans une couche
a` part de manie`re a` e´viter les longues lignes de vise´e qui « parasitent » l’espace libre : il faudrait alors
e´tudier les conse´quences de cette dissociation sur l’ensemble de la chaˆıne algorithmique de construction
de carte.
* Recalage global :
Une garantie supple´mentaire de robustesse de la phase de recalage consisterait a` exploiter la couche
de repre´sentation surfacique de notre mode`le (en particulier la grille d’occupation que l’on peut extraire
facilement dans le cas des cartes combinatoires discre`tes). Par exemple, il s’agirait de combiner la tech-
nique actuelle avec un appariement entre grilles d’occupation locale et globale [168] [81] pour ve´rifier
la cohe´rence du recalage obtenu via la corre´lation d’histogrammes (suivie e´ventuellement d’une phase
d’ICP).
Le calcul de l’incertitude de recalage pourrait e´galement eˆtre revu : il s’agirait par exemple de com-
parer la pertinence d’une extraction de cette incertitude par analyse de la largeur du pic de corre´lation
d’histogrammes, par propagation d’incertitude a` travers l’optimisation par moindres carre´s (pour l’ICP)
et par corre´lation entre grilles d’occupation [168] [129]. Une autre possibilite´ consisterait a` recourir a`
un syste`me de vote ponde´re´ en prenant diffe´rentes hypothe`ses de de´part pour le calcul d’appariement
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(e´chantillonne´es a` l’aide des informations odome´triques), a` la manie`re de Wang et Thorpe [194] : chaque
re´sultat final serait e´value´ (de manie`re a` estimer la ponde´ration a` appliquer) et la distribution repre´sente´e
par l’ensemble des e´chantillons finaux ponde´re´s permettrait d’e´valuer l’incertitude du recalage.
* Extraction des hypothe`ses d’appariements individuels :
Pour acce´le´rer la recherche de segments globaux candidats a` l’appariement avec un segment local
donne´, il serait utile de restreindre cette recherche a` une zone d’inte´reˆt positionne´e autour du segment
local et de largeur proportionnelle a` son incertitude en position [139].
Par ailleurs, il semble inte´ressant d’introduire les incertitudes de position des sommets lorsque l’on
teste si deux segments se situent bien « l’un en face de l’autre » (via un calcul des projections ortho-
gonales), pour e´viter de rejeter des hypothe`ses acceptables lorsque le recalage global n’a pas fourni un
re´sultat de bonne qualite´ ou lorsqu’il existe un de´calage important entre polygone local et carte globale
suite a` un bouclage de cycle.
* Mise en correspondance de chaˆınes polygonales :
Ici encore, l’introduction des incertitudes de position des sommets permettrait sans doute d’ame´liorer
les tests de compatibilite´ entre couples candidats a` l’appariement, notamment dans le cas ou` l’incompa-
tibilite´ re´sulte d’une superposition tre`s re´duite des projections orthogonales.
En outre, le passsage a` une mode´lisation plus locale des incertitudes, de type SP-Maps [21], rendrait
a priori les tests de Mahalanobis plus pertinents : en effet, a` l’heure actuelle, les estimations d’incertitude
de position absolue des segments ne sont pas inde´pendantes du repe`re global conside´re´ (par exemple, en
coordonne´es polaires, si un mur est tre`s loin de l’origine, une faible incertitude en orientation d’un mur
donne lieu a` une variance tre`s importante pour la distance du segment a` l’origine), ce qui peut fausser
l’appariement. L’exploitation de repe`res locaux comme dans les SP-Maps e´viterait cet inconve´nient.
Par ailleurs, re´aliser un test de compatibilite´ globale [145] sur les couples de segments apparie´s dans
le chemin fourni par programmation dynamique offrirait un garde-fou supple´mentaire pour e´viter les
appariements errone´s.
Enfin, il est possible que la strate´gie globale d’appariement, base´e aujourd’hui sur une technique
de programmation dynamique, puisse eˆtre ame´liore´e en posant le proble`me diffe´remment, par exemple
comme un proble`me d’ordonnancement, ce qui conduirait a` de nouvelles me´thodes de re´solution.
8.3.2 Ame´liorer la mise en œuvre du filtrage
Comme nous l’avons indique´ au chapitre 6, l’introduction des positions successives du robot dans le
vecteur d’e´tat permettrait ge´ne´ralement de limiter la taille de ce vecteur : en effet, de cette manie`re,
il n’est plus ne´cessaire de maintenir l’estimation de position des sommets place´s aux intersections de
segments « non obstacles » (qui ne seront plus observe´s) car seule la position relative du sommet observe´
par rapport a` la position correspondante du robot (lors de leur observation) suffit.
Par ailleurs, la gestion des points virtuels pourrait eˆtre ame´liore´e car la grande incertitude associe´e
a` ces points risque de conduire a` des proble`mes de line´arisation ou de divergence des calculs nume´riques
(lors de l’inversion de matrices notamment) : une solution inte´ressante consisterait a` introduire plu-
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sieurs points de cassure sur les grands segments obstacles, de manie`re a` borner l’incertitude de chacun
des points dans la direction paralle`le au segment. Des techniques de « de´cision retarde´e »[118] ou des
me´thodes de´rive´es de l’initialisation des amers en SLAM visuels [109] pourraient e´galement constituer
une source d’inspiration.
Enfin, les ame´liorations au cadre classique du filtrage de Kalman seraient les bienvenues afin de limi-
ter les couˆts de calcul : en particulier le FastSLAM 2.0 [136] apparaˆıt comme une piste particulie`rement
prometteuse sur plusieurs points, notamment graˆce au de´couplage de l’estimation de chaque balise : a
priori, il permettrait de re´duire les couˆts de calcul et de limiter certains proble`mes de line´arisation (lie´s
par exemple aux grandes incertitudes sur les points virtuels). En the´orie, le FastSLAM offre e´galement
l’avantage d’autoriser le maintien de diffe´rentes hypothe`ses d’appariement (une pour chaque particule) :
cela ne´cessiterait toutefois de maintenir plusieurs hypothe`ses de cartes combinatoires (une pour chaque
particule) et risquerait de s’ave´rer tre`s couˆteux en espace me´moire et en temps de calcul. Une alterna-
tive consisterait a` n’utiliser qu’une seule carte et d’exploiter la distribution de particules mode´lisant la
localisation du robot comme s’il s’agissait d’une gaussienne (en extrayant moyenne et variance).
8.3.3 Ame´liorer la phase de mise a` jour ge´ome´trique et topologique
Une ame´lioration simple a` court terme des cartes combinatoires (colore´es) discre`tes de´crites au cha-
pitre 7 consisterait a` exploiter le calcul des directions principales du premier scan (effectue´ lors du recalage
par histogrammes du scan local par rapport au pre´ce´dent, dans la phase de mise en correspondance) afin
de de´finir l’orientation de la grille de discre´tisation des cartes. En effet, si cette grille est aligne´e avec les
directions principales, les grands segments seront en ge´ne´ral peu de´coupe´s lors de leur transformation en
petits segments (verticaux ou horizontaux dans la grille), ce qui permettra de re´duire le nombre total
de petits brins dans la carte et donc d’acce´le´rer les ope´rations de raffinement (et les autres ope´rations
associe´es comme la comple´tion de labels ou le de´placement de sommets).
A moyen terme, il s’agirait par ailleurs d’e´tudier la possibilite´ de re´aliser les ope´rations de mani-
pulation de cartes de manie`re plus locale, en vue d’acce´le´rer les calculs. En particulier, les mini-cartes
combinatoires pre´sentent ge´ne´ralement une emprise spatiale re´duite, ce qui permettrait sans doute de
re´aliser un raffinement plus localise´ avec la carte globale (d’autant que dans le cas des cartes discre`tes,
les intersections sont calcule´es de manie`re exacte et ne ge´ne`rent pas de petits de´placements de segments
qui pourraient se re´percuter sur l’ensemble de la carte, comme nous l’avions illustre´ a` la section 4.4).
Cette ame´lioration ne´cessiterait peut-eˆtre cependant un de´coupage hie´rarchique de la carte globale, avec
une structure de donne´es spe´cifique qu’il faudrait inse´rer convenablement dans la repre´sentation et dans
l’algorithme de construction de cartes actuels.
8.3.4 Imple´menter les ope´rations de mise en forme de la carte
Au chapitre 7, nous avons propose´ certaines ope´rations de mise en forme de la carte globale visant
a` re´duire la taille me´moire de la repre´sentation, a` de´tecter d’e´ventuelles incohe´rences et a` les corriger.
Par manque de temps, ces ope´rations n’ont pas pu eˆtre imple´mente´es dans le cadre de la the`se mais elles
peuvent s’ave´rer utiles dans le cadre de la construction de mode`les d’environnement de grande dimension.
8.3.5 Expe´rimentations
Il nous paraˆıt important de tester de manie`re plus intensive (en simulation et en environnement re´el)
les algorithmes propose´s dans le cadre de cette the`se, en particulier dans le cas de repre´sentations de taille
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relativement importante avec bouclage de cycles. Pour mettre en œuvre de telles expe´rimentations, il fau-
dra auparavant s’assurer pre´cise´ment de la validite´ du code programme´ et ve´rifier module par module les
quelques dizaines de milliers de lignes de code C++ programme´es. En outre, il serait inte´ressant de com-
parer les repre´sentations obtenues a` des repre´sentations moins structure´es obtenues par des algorithmes
classiques : a` ce titre, l’annexe 2 fournit des pistes pour des me´thodologies et me´triques d’e´valuation
quantitative et comparative d’algorithmes de construction de cartes.
Enfin, l’e´tat de l’art e´volue tre`s vite : il serait donc utile de ve´rifier dans la litte´rature (en SLAM
mais aussi plus ge´ne´ralement en robotique, en reconnaissance des formes ou en traitement d’images
par exemple) s’il existe des travaux permettant de remplacer directement certains modules de la chaˆıne
algorithmique par des modules existants plus performants (par exemple pour la polygonalisation ou le
recalage global par appariement de scans).
8.4 Perspectives a` plus long terme
A plus long terme, les pistes d’ame´liration concernent essentiellement :
– le de´coupage de la carte selon une structure hie´rarchique : nous avons de´ja` mentionne´
l’e´ventualite´ d’une hie´rarchisation dans le cadre de l’acce´le´ration des ope´rations de manipulation
de cartes combinatoires. Plus ge´ne´ralement, le de´coupage de la carte globale en sous-cartes offrirait
a priori divers avantages sur l’ensemble de la chaˆıne algorithmique : il permettrait sans doute la
construction de cartes cohe´rentes a` plus grande e´chelle (cf. travaux sur le SLAM hie´rarchique par
exemple [67]), il faciliterait la de´finition de zones d’inte´reˆt pour la recherche de segments globaux
candidats a` l’appariement avec des segments locaux, il faciliterait la mise en œuvre des techniques
de report temporel qui consistent a` travailler sur une zone locale avant de propager les mises a`
jour a` l’ensemble de la carte [200] [80] [176], et il pourrait acce´le´rer la mise a` jour topologique et
ge´ome´trique de la carte combinatoire (raffinement et de´placement de sommets traite´s plus loca-
lement). Dans ce cas, il faudra toutefois porter une attention toute particulie`re a` la gestion des
e´le´ments a` cheval sur deux sous-parties de la carte (les segments dans les ope´rations de manipula-
tion de cartes combinatoires notamment).
On pourrait e´galement envisager de structurer des ensembles locaux de scans en sous-cartes
combinatoires avant de les fusionner a` la carte globale, afin de limiter les risques d’erreur
d’association. Il faudrait alors revoir l’e´tape de mise en correspondance entre chaˆınes polygonales
locales et globales. En effet, contrairement au cas ou` les segments locaux sont organise´s en se´quence
(dans le polygone local), les segments d’une sous-carte locale ne pre´sentent pas un ordre e´vident :
en particulier, il arrive que, suite a` des difficulte´s d’appariement, certains segments obstacles soient
adjacents a` plusieurs autres (cf. section 7.10.2). Dans ce cas, il sera difficile de calculer les scores
de Mahalanobis corrects pre´vus au chapitre 5 entre couples local et global de segments candidats
lorsque les segments locaux sont adjacents : l’algorithme de programmation dynamique de´crit au
chapitre 5 ne fonctionnera plus de manie`re optimale. Une solution consisterait alors a` re´soudre les
incohe´rences d’appariement sur chaque carte locale avant mise en correspondance : on se rame`nerait
ainsi au cas de ve´ritables lignes polygonales (sans embranchement), ce qui permettrait d’appliquer
l’algorithme du chapitre 5 en les chaˆınant (comme si elles e´taient relie´es par des segments non
obstacles) dans un ordre quelconque.
– l’exploitation de la carte : nous avons vu au chapitre 4 que la richesse et la structuration de la
repre´sentation choisie (notamment la couche topologique) offraient des perspectives inte´ressantes en
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termes de planification de trajectoires (utilisation des informations topologiques pour re´aliser une
planification grossie`re et des informations me´triques pour la de´finition plus fine des trajectoires...),
de localisation (combinaison de plusieurs couches du mode`le), d’exploration (extraction efficace
des frontie`res de l’espace libre restant a` explorer notamment) et de requeˆtes de plus haut niveau
(ope´rations typiques des SIG telles que le feneˆtrage ou la superposition de couches the´matiques,
requeˆtes plus complexes dans le cadre d’interactions homme / machine, etc.). En particulier, l’ex-
traction et l’introduction d’informations se´mantiques dans la carte permettrait de tirer pleinement
parti de la structure de couche topologique, comme c’est le cas dans les mode`les ge´ographiques de
type vecteur.
– l’extension a` d’autres types d’environnements : il s’agit en particulier d’e´tendre la repre´senta-
tion existante et l’algorithme de construction de carte aux environnements 3D et aux milieux dy-
namiques. L’extension aux environnements 3D ne semble pas pre´senter de point dur en termes de
filtrage (ajout d’une coordonne´e z pour la position des sommets) ou de manipulation des cartes
combinatoires (existence d’un algorithme de raffinement des cartes combinatoires 3D [23] notam-
ment). En revanche, la mise en correspondance par programmation dynamique entre carte locale et
carte globale peut poser proble`me en raison de l’absence de chaˆınage line´aire des segments ou des
faces 3D (comme dans le cas de la mise en correspondance entre sous-cartes mentionne´ ci-dessus).
Quant a` l’application a` des environnements dynamiques, elle peut eˆtre facilite´e par la notion d’ob-
jet, qu’il est facile d’isoler et d’e´tiqueter dans la repre´sentation que nous utilisons.
– l’e´valuation quantitative et comparative plus syste´matique des cartes construites par
rapport a` d’autres types de repre´sentations et de me´thodes de construction de cartes, dans la ligne´e
des propositions de´veloppe´es dans l’annexe 2 de ce me´moire, en vue d’estimer plus pre´cise´ment les
performances respectives et les conditions de fonctionnement des divers algorithmes de SLAM et
de faciliter la mise en œuvre de syste`mes re´ellement ope´rationnels.
Annexe 2 : Vers une e´valuation plus
syste´matique de la qualite´ des cartes
Les recherches mene´es durant les dernie`res anne´es sur le SLAM ont permis le de´veloppement de mul-
tiples algorithmes mais il existe encore peu de syste`mes ope´rationnels dote´s de capacite´s de cartographie
autonome en ligne. Ainsi, on dispose rarement de donne´es chiffre´es sur la qualite´ des cartes obtenues
et l’e´valuation de ces syste`mes reste souvent tre`s subjective, avec des expe´rimentations re´alise´es sur des
environnements bien particuliers (en ge´ne´ral le laboratoire qui a de´veloppe´ l’algorithme) et des compa-
raisons souvent tre`s qualitatives avec une ve´rite´ terrain : la ge´ne´ralisation des re´sultats n’est pas acquise
(et nous n’e´chappons pas a` cette re`gle dans cette the`se !).
L’e´valuation de performance se re´ve`lera toutefois cruciale lorsque l’on cherchera a` de´ployer des robots
autonomes ou semi-autonomes dont les missions reposeront largement sur leur capacite´ a` mode´liser leur
environnement et a` se localiser : surveillance de zones, reconnaissance en zone urbaine ou recherche de
personnes sous les de´combres, etc. En effet, pour spe´cifier de tels syste`mes, il importera de connaˆıtre
plus pre´cise´ment certaines caracte´ristiques des approches existantes et en particulier leur domaine de
fonctionnement (environnements tre`s structure´s a` sol plan, environnements urbains de´structure´s, milieux
naturels...), les risques d’e´chec, ainsi que la pre´cision a` espe´rer pour les cartes ge´ne´re´es. C’est une question
qui nous inte´resse donc particulie`rement a` la DGA et comme nous l’avons indique´ pre´ce´demment, notre
plate-forme robotise´e est avant tout destine´e a` mener de telles e´valuations de performance. C’est pourquoi
nous indiquons ici quelques pistes pour une e´valuation plus rigoureuse des algorithmes de cartographie,
en lien avec les travaux que nous avons mene´s dans le domaine du traitement d’images (une carte 2D
pouvant d’ailleurs eˆtre conside´re´e comme une image) [52] [53] [54].
Approches existantes
Parmi les approches existantes, nous distinguons celles qui sont consacre´es a` l’e´valuation « absolue »
de la qualite´ de la carte et celles qui proce`dent de manie`re « relative » par rapport a` une taˆche donne´e
(planification de trajectoires notamment).
a) Evaluation absolue
L’e´valuation absolue de la qualite´ des cartes reste souvent visuelle et qualitative : nombreux sont
les articles qui se contentent de montrer un ou deux exemples de mode`les d’environnement construits
par le robot, parfois superpose´s a` un plan d’architecte ou a` une ve´rite´ terrain construite manuellement.
Certaines publications proposent ne´anmoins des e´valuations analytiques ou expe´rimentales de la strate´gie
de cartographie employe´e, avec parfois la de´finition explicite de me´triques quantitatives.
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* Evaluation analytique
L’e´valuation analytique d’un algorithme de cartographie peut se de´finir comme une e´valuation the´ori-
que a priori de cet algorithme. Par exemple, de nombreux articles pre´cisent la complexite´ de la technique
utilise´e et la comparent aux approches existantes : c’est l’un des enjeux des de´coupages de cartes ou du
report temporel notamment. Nous avons e´galement vu dans les chapitres 2 et 3 que certains chercheurs
ont examine´ les proprie´te´s de convergence du SLAM base´ sur le filtre de Kalman [46] tandis que d’autres
se sont inte´resse´s aux proble`mes de line´arisation, proposant ainsi des ame´liorations aux approches fonde´es
sur le filtre de Kalman e´tendu [22].
Dans notre e´tat de l’art (cf. chapitre 2), nous avons e´galement tente´ de de´crire a priori les points forts
et les points faibles des repre´sentations existantes, selon diffe´rents crite`res (compacite´, ge´ne´ricite´ par rap-
port a` l’environnement, aux capteurs, etc.). Nous nous sommes certes inspire´s des re´sultats expe´rimentaux
fournis dans les diffe´rents articles (en particulier la taille des environnements cartographie´s et le temps
de calcul) mais la plupart des indications concernent les approches the´oriques, inde´pendamment des
re´sultats exhibe´s. Ces indications sont donc avant tout destine´es a` guider la phase de de´veloppement et
le choix d’une approche lors d’une phase de conception des algorithmes.
* Evaluation expe´rimentale
Parmi les e´valuations expe´rimentales mene´es en traitement d’images, on peut distinguer les approches
suivantes [20] [52] :
– les me´thodes qui jouent sur les entre´es de l’algorithme (variation des parame`tres ou ajout de
perturbations connues telles qu’un bruit ou une saturation) et examinent leur influence sur les
re´sultats. L’objectif est souvent de de´finir le « domaine de fonctionnement » de cet algorithme et
sa sensibilite´ aux modifications de parame`tres et aux perturbations (ce qui peut s’ave´rer crucial
lorsque l’on enchaˆıne diffe´rents algorithmes). Pour cela, on peut e´galement chercher a` caracte´riser
les entre´es en cherchant des caracte´ristiques corre´le´es avec les re´sulats.
– les me´thodes qui s’inte´ressent essentiellement aux sorties de l’algorithmes : certaines comparent ces
sorties a` des « ve´rite´s terrain » (re´sultat « ide´al » servant de re´fe´rence) au moyen de me´triques
ade´quates tandis que d’autres e´valuent les re´sulats dans l’absolu, selon des crite`res cense´s repre´senter
un re´sultat « correct » (par exemple la re´gularite´ des contours...), sans recourir aux ve´rite´s terrain.
Pour la cartographie, nous n’avons pas retrouve´ toute cette palette de me´thodes (du moins, celles-ci ne
sont pas de´crites explicitement). En particulier, peu d’approches ont cherche´ a` faire varier les parame`tres
d’entre´e des algorithmes (si ce n’est e´ventuellement les niveaux de bruit en simulation).
Les e´valuations les plus syste´matiques concernent en ge´ne´ral des sous-taˆches du proble`me de car-
tographie, en particulier l’appariement de scans et la localisation du robot. Concernant l’appariement
de scans, on peut citer les travaux de Gutmann et Schlegel qui comparent trois me´thodes d’appariement
dans quelques types d’environnements (tre`s structure´s avec des parois polygonales ou moins structure´s)
et mesurent explicitement l’e´cart entre le recalage estime´ par l’algorithme et le de´calage re´el entre les
scans [82]. Par ailleurs, de nombreux articles sur le SLAM comparent la position estime´e du robot a` sa
localisation re´elle (qu’il s’agisse d’un paradigme me´trique ou topologique) : implicitement, ils supposent
souvent que si la localisation (c’est-a`-dire un sous-produit du SLAM) fonctionne, l’ensemble du processus
de cartographie se de´roule convenablement. Pourtant, la qualite´ de la localisation du robot ne garantit
pas la lisibilite´ de la carte et l’absence d’incohe´rences : par exemple, l’omission de certains appariements
peut notamment conduire a` des segments redondants dans une carte me´trique, alors qu’en principe, cette
omission n’influe pas sur la stabilite´ du filtre de Kalman qui peut eˆtre utilise´ pour la construire.
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Quelques travaux proposent quant a` eux des crite`res d’e´valuation de la qualite´ de la carte, qui
peuvent eˆtre ve´rifie´s en ligne (en particulier, ils ne ne´cessitent pas de ve´rite´ terrain). Par exemple,
certaines me´thodes de cartographie sont fonde´es sur une estimation par maximum de vraisemblance, qui
peut passer par la minimisation d’une fonction d’e´nergie, dont le calcul explicite est possible (cf. par
exemple les travaux de Folkesson et Christensen [73]). Ainsi, cette e´nergie constitue une mesure de la
qualite´ de la repre´sentation (compte tenu des observations) et il est possible de l’utiliser pour comparer
deux hypothe`ses de cartes notamment. Par ailleurs, dans les me´thodes a` base de filtre de Kalman, on
peut examiner l’e´volution de la pre´cision des estimations de position, a` partir de la matrice de covariance
de la carte.
Finalement, certaines publications proposent une e´valuation a posteriori par rapport a` une
ve´rite´ terrain. Si cette e´valuation est souvent laisse´e au lecteur, qui peut appre´cier visuellement la
superposition de la carte reconstruite par le robot et de la carte de re´fe´rence (ou la juxtaposition de
repre´sentations de meˆme nature - par exemple des grilles d’occupation - construites a` partir des meˆmes
donne´es selon des me´thodes diffe´rentes [164]), quelques pre´sentations fournissent la pre´cision chiffre´e
du mode`le reconstruit, en indiquant e´ventuellement s’il s’agit d’une pre´cision minimale, maximale ou
moyenne. L’e´valuation d’une pre´cision est toutefois tre`s de´pendante de la technique d’association de
donne´es utilise´e pour mettre en correspondance la carte reconstruite et la ve´rite´ terrain [52] : la diversite´
des me´thodes d’appariement expose´es au chapitre 5 en te´moignent. Or la plupart du temps, cette tech-
nique de mise en correspondance n’est pas pre´cise´e. D’autres crite`res quantitatifs concernent la taille des
environnements qui ont e´te´ cartographie´s « correctement » (et notamment la longueur des cycles par-
courus par le robot) ou le temps mis pour ge´ne´rer la carte : ces crite`res ne sont toutefois pas directement
lie´s a` la qualite´ de la carte obtenue. Par ailleurs, dans le cadre de la construction de grilles d’occupa-
tion, certains auteurs ont propose´ des me´triques d’appariement explicites entre une carte reconstruite et
une carte ide´ale (dont toutes les probabilite´s sont a` 0, a` 1 ou a` 0, 5) [129] : il s’agit bien de me´triques
quantitatives, mais re´serve´es a` un type de repre´sentation bien particulier.
Enfin, il est possible de ve´rifier expe´rimentalement la convergence et la cohe´rence de certaines tech-
niques de cartographie : plus que la qualite´ de la carte, c’est le processus de cartographie qui est e´value´
dans ce cas. Castellanos et al. rappellent ainsi la de´finition d’un estimateur « consistant » [22] : cet esti-
mateur doit eˆtre non biaise´ et son erreur quadratique moyenne doit correspondre a` la covariance calcule´e
par le filtre. Lorsque l’on dispose d’une ve´rite´ de terrain pour ces variables d’e´tat (dans une simulation
par exemple), on peut appliquer un test statistique pour s’assurer de la cohe´rence du filtre : il s’agit de
ve´rifier que l’erreur d’estimation quadratique normalise´e (ou NEES pour « Normalized Estimation Error
Squared ») est infe´rieure a` un certain seuil (test du χ2). Ainsi, une covariance le´ge`rement pessimiste est
acceptable tandis qu’une covariance trop optimiste conduit a` une incohe´rence et a` une probable diver-
gence du filtre (ce qui risque de se produire en pre´sence d’erreurs de line´arisation).
b) Evaluation relative (par rapport a` une taˆche)
Dans le cadre de la recherche de victimes sous les de´combres (suite a` un tremblement de terre par
exemple), le NIST (National Institute of Standards and Technology aux Etats-Unis) a mis en place des
are`nes de test standardise´es qui ont e´te´ copie´es a` l’identique dans divers pays du monde, a` l’occasion de
compe´titions annuelles [88]. Ces are`nes comportent trois zones correspondant a` des niveaux de difficulte´s
variables pour l’environnement : structure´ avec un sol plan pour l’are`ne jaune, relativement structure´
mais non planaire pour l’are`ne orange (pre´sence de trous dans le sol, plans incline´s, d’ou` la ne´cessite´
d’une cartographie et d’une localisation en trois dimensions a priori) et destructure´ pour l’are`ne rouge
(pre´sence de gravats, structures fragiles et flexibles, etc.). De plus, chaque zone pre´sente des e´le´ments
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varie´s, suceptibles de mettre en difficulte´ les diffe´rents capteurs du robot (reveˆtements de murs et angles
d’incidence peu favorables a` la te´le´me´trie laser, motifs perturbants pour les capteurs ste´re´oscopiques,
etc.).
L’ensemble de la taˆche de recherche de personnes est e´value´e suivant un bareˆme pre´cis qui prend en
compte la qualite´ de la carte ge´ne´re´e, la pre´cision de localisation des victimes, ainsi que l’estimation de leur
e´tat et de leur situation [89]. En outre, l’e´quipe candidate est sanctionne´e si le robot a malencontreusement
heurte´ l’environnement ou la victime et si le nombre de te´le´ope´rateurs requis est important. Les scores
sont en ge´ne´ral plus e´leve´s lorsque les diffe´rentes taˆches sont re´alise´es de manie`re autonome.
Concernant la cartographie, le mode`le d’environnement est destine´ a` servir de support pour le sau-
vetage des victimes de´tecte´es : il est donc cense´ repre´senter la position de ces victimes, les e´le´ments
discernables de l’environnement, les dangers potentiels et les outils ne´cessaires a` l’extraction des vic-
times. La note attribue´e est maximale lorsque la carte est ge´ne´re´e de manie`re automatique par le syste`me
robotise´ et que l’ope´rateur se contente de l’annoter. Cette note est divise´e par deux lorsque l’ope´rateur
intervient dans le processus de cartographie et elle devient tre`s faible lorsque cette carte est entie`rement
construite par l’ope´rateur ou lorsqu’il ne s’agit que d’une carte topologique (donc difficile a` exploiter par
les hommes), du fait de la surcharge de travail associe´e pour le te´le´ope´rateur. Une telle e´valuation reste
donc tre`s qualitative : les crite`res d’e´valuation du contenu de la carte, de sa pre´cision, de sa validite´ et de
son exhaustivite´ ne sont pas de´taille´s et ne semblent pas re´ellement entrer en ligne de compte. Une telle
approche a toutefois le me´rite de permettre des e´valuations reproductibles (les conditions de test peuvent
eˆtre re´pe´te´es a` l’identique dans diffe´rents pays graˆce a` la standardisation des are`nes) et de proposer une
me´trique globale quantitative de la taˆche, base´e sur un bareˆme pre´de´fini.
Lee propose pour sa part une e´valuation de la carte par rapport a` une taˆche de planification de trajec-
toire (pour une application de distribution de courrier) [114]. Pour cela, le syste`me spe´cifie un ensemble de
trajets de´finis par leur point de de´part et d’arrive´e (dans des zones libres d’obstacles) sur la carte ide´ale
discre´tise´e (de type grille d’occupation). Pour chacun de ces trajets, la carte du robot est utilise´e afin de
ge´ne´rer la meilleure trajectoire possible. Cette trajectoire est ensuite superpose´e a` la carte ide´ale pour
ve´rifier sa validite´. Ainsi, si le point de de´part ou d’arrive´e se situe dans une zone occupe´e dans la carte
du robot, le trajet est e´tiquete´ « impossible ». Si la trajectoire calcule´e intersecte des obstacles de la carte
ide´ale, le trajet est marque´ « en collision ». Sinon, le trajet est conside´re´ comme « suˆr ». Ensuite, pour
estimer la qualite´ du mode`le d’environnement reconstruit, on peut compter le pourcentage de trajets qui
tombent dans chaque cate´gorie et comparer la longueur des trajets suˆrs tels qu’ils sont planifie´s sur la
carte ide´ale et sur la carte reconstruite. Suivant l’application pre´cise qui sera faite du syste`me robotise´,
le concepteur peut ensuite opter pour la me´trique la plus ade´quate. Par exemple, si le robot est amene´ a`
travailler seul, il faudrait qu’il puisse planifier un nombre maximal de trajectoires suˆres. En revanche, si
le robot transporte des colis fragiles, il est a priori pre´fe´rable qu’il e´vite les arreˆts d’urgence (quitte a` ne
pas tenter certains trajets hasardeux) : il faudrait donc limiter le ratio de trajets marque´s « en collision ».
Enfin, on peut mentionner une e´valuation re´alise´e par Thrun dans le cadre de l’extraction de cartes
topologiques a` partir de grilles d’occupation [178]. Les cartes topologiques extraites sont compare´es aux
grilles d’occupation initiales (qui constituent une re´fe´rence, meˆme s’il ne s’agit pas a` proprement parler de
ve´rite´s terrain) pour une taˆche de planification de trajectoire. Les crite`res d’e´valuation sont la cohe´rence
(chaque solution - trajectoire planifie´e - dans l’une des cartes doit correspondre a` une solution dans l’autre
carte), la perte (en terme de performance sur la longueur du chemin trouve´) et l’efficacite´ (en terme de
complexite´ du calcul de trajectoire). Ces crite`res peuvent eˆtre quantifie´s et fournissent donc un moyen
de comparer des repre´sentations de nature diffe´rente.
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Quelques propositions pour une e´valuation plus syste´matique
Pour eˆtre ve´ritablement exploitable, nous pensons qu’une e´valuation doit ve´rifier certaines proprie´te´s :
– Pour limiter le caracte`re subjectif des jugements humains, il est pre´fe´rable qu’elle repose sur des
me´triques quantitatives plutoˆt que sur des appre´ciations purement qualitatives.
– Elle doit eˆtre reproductible au sens ou` l’on doit obtenir les meˆmes re´sultats en se plac¸ant dans des
conditions expe´rimentales identiques. On peut e´galement privile´gier les syste`mes qui permettent
effectivement de reproduire les meˆmes conditions expe´rimentales, de manie`re a` ve´rifier certains
re´sulats ou a` comparer diffe´rents syste`mes par exemple.
– De par le caracte`re fastidieux et re´pe´titif de certaines e´valuations, il vaut mieux disposer de syste`mes
de test automatiques ou semi-automatiques, qui limitent la charge de l’ope´rateur (en particulier
lorsque les donne´es expe´rimentales sont volumineuses) ;
– Autant que possible, cette e´valuation doit eˆtre comparative, au sens ou` elle doit permettre de
comparer des strate´gies varie´es, base´es e´ventuellement sur des repre´sentations diffe´rentes.
– Enfin, elle doit eˆtre repre´sentative au sens ou` l’on doit s’attacher a` ve´rifier le comportement des
algorithmes teste´s sur des environnements varie´s, repre´sentatifs des milieux dans lesquels le robot
est amene´ a` e´voluer.
Si l’on s’inte´resse aux e´valuations absolues (qui autorisent une certaine ge´ne´ricite´ puisqu’elles ne se
limitent pas a` une taˆche donne´e), on ne peut donc pas se contenter de tester les strate´gies de cartographie
sur quelques environnements pre´de´finis. Une ve´ritable campagne d’e´valuation devrait prendre en compte
des environnements varie´s. Par exemple, en milieu inte´rieur, il s’agit de faire varier les reveˆtements des
murs et du sol, les densite´s d’obstacles, la forme des obstacles (notamment leur caracte`re polygonal
ou moins structure´), etc. A ce titre, les are`nes du NIST se re´ve`lent particulie`rement inte´ressantes et
elles permettent en outre de reproduire les conditions expe´rimentales a` l’identique, tout en introduisant
une certaine modularite´ (les parois peuvent eˆtre de´place´es par exemple). Dans le cadre de l’e´valuation
d’algorithmes de traitement d’images, nous avions introduit diffe´rents sce´narios ge´ne´raux de difficulte´ va-
riable, qui pourraient correspondre par exemple aux diffe´rentes zones (jaune, orange, rouge) de ces are`nes.
Quant aux sce´narios spe´ciaux qui isolent des difficulte´s particulie`res, ils pourraient inclure par exemple
la pre´sence de trous ou de le´ge`res irre´gularite´s dans le sol ou d’obstacles semi-transparents (grilles, verre
fume´...).
L’utilisation de ve´rite´s terrain pose des proble`mes pratiques puisque leur construction peut s’ave´rer
particulie`rement fastidieuse (meˆme si l’utilisation d’are`nes standardise´es limiterait cette difficulte´). Pour
l’e´valuation des algorithmes de suivi de routes, nous avons conc¸u une interface qui permet de tracer
facilement des bords de routes dans l’image et qui ge`re l’organisation des fichiers de ve´rite´ terrain [52].
Dans le cadre de la cartographie, on peut envisager des aide au recalage manuel de scans par exemple,
puis une segmentation automatique a` partir des points de mesure [190], de manie`re a` ge´ne´rer des cartes
de type plans d’architecte par exemple. L’utilisation d’algorithmes de cartographie de re´fe´rence pourrait
e´galement re´duire le travail de l’ope´rateur qui se contenterait alors d’intervenir lors des e´chec de cet
algorithme pour corriger la ve´rite´ terrain [54]. En matie`re d’automatisation, il peut e´galement eˆtre utile
de disposer d’environnements logiciels de´die´s a` l’e´valuation, qui permette notamment de ge´rer de grandes
bases de donne´es de test et de faire varier automatiquement les parame`tres de l’algorithme sur certaines
plages de´finies : c’est par exemple le cas de l’outil SENA conc¸u au CEP Arcueil [52].
Concernant l’aspect quantitatif de d’e´valuation, nous pensons qu’il est important de disposer de
me´triques varie´es, capables de juger l’algorithme selon diffe´rents crite`res. Ensuite, les utilisateurs peuvent
se´lectionner celles qui sont le plus adapte´es a` la taˆche (ou les combiner [54]) comme nous le proposons en
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traitement d’images pour les algorithmes de suivi de routes [54] et comme nous l’avons vu pour Lee [114]
dans le cadre du SLAM. Parmi les proprie´te´s d’une carte que l’on souhaite examiner, on peut notamment
citer la validite´ (par exemple l’interpre´tation correcte de la pre´sence voire de la nature d’un obstacle), la
pre´cision (en terme d’erreur de localisation des e´le´ments de la carte) ou l’exhaustivite´ (obtention d’une
carte aussi comple`te que possible d’une zone donne´e).
Suivant le type de repre´sentation employe´e, il existe des me´triques relativement naturelles pour com-
parer des cartes de meˆme nature. Par exemple, les cartes base´es sur des primitives ge´ome´triques peuvent
eˆtre e´value´es selon le nombre de primitives retrouve´es (avec e´ventuellement une estimation des « sur-
segmentations » ou des « sous-segmentations » dans le cas des repre´sentations polygonales a` base de
segments) ou sur la pre´cision de localisation de ces primitives. Pour les repre´sentations base´es sur l’appa-
rence, il s’agit de comparer des ensembles de points de mesure laser par exemple : on peut donc songer
a` des distances de type Hausdorff. Pour les repre´sentations surfaciques, il s’agit par exemple de calculer
des scores d’appariement moyens entre les valeurs des cellules individuelles correspondant a` la meˆme
zone ge´ographique [129]. Quant aux repre´sentations topologiques, elles peuvent eˆtre juge´es en terme de
compacite´ ou d’exhaustivite´, meˆme si une e´valuation realtive par rapport a` une taˆche (planification de
trajectoires notamment) paraˆıt plus aise´e [178].
Pour ame´liorer la ge´ne´ricite´ de la me´thodologie d’e´valuation, il paraˆıt toutefois plus inte´ressant de
rechercher des me´triques permettant de comparer des repre´sentations de nature diffe´rente. En particulier,
comme la repre´sentation que nous avons choisie dans le cadre de cette the`se combine diffe´rents types de
mode`les e´le´mentaires, il peut eˆtre utile de ve´rifier si cette hybridation ame´liore la qualite´ de ces mode`les
pris individuellement. C’est l’optique que nous avons choisie dans le cadre du traitement d’images pour
comparer des algorithmes base´s sur la segmentation en re´gions ou l’extraction de contours par exemple.
Ainsi, dans le cadre du SLAM, nous avons vu que Thrun a compare´ une carte topologique avec
une grille d’occupation [178]. Dans le cadre d’une cartographie me´trique, si l’on conside`re une ve´rite´
terrain constitue´e d’une grille d’occupation, il paraˆıt aise´ de discre´tiser des repre´sentations de diffe´rentes
natures pour les comparer au moyen de me´triques d’appariement de grilles d’occupation [129] [194] :
cette discre´tisation a de´ja` e´te´ re´alise´e sur des repre´sentations a` base de scans laser bruts [81] ou sur des
repre´sentations a` base de primitives [168]. On peut e´galement compter plus pre´cise´ment le nombre de
fausses alarmes ou de de´tections d’obstacles manque´es d’un point de vue surfacique. Si l’on conside`re
plutoˆt une ve´rite´ terrain constitue´e de segments, le proble`me devient indissociable de l’association de
donne´es. Pour cela, on peut recourir a` des techniques ge´ne´riques utilise´es pour l’e´valution d’algorithmes
d’extraction de re´seaux routiers par exemple (les frontie`res d’obstacles peuvent s’apparenter aux routes),
qui utilise une zone de tole´rance autour des segments de la ve´rite´ terrain et conside`re comme apparie´s
tous les objets situe´s dans cette zone de tole´rance [197] [54] (cf. Fig. 8.1). Une telle approche permettrait
de prendre en compte des mesures ponctuelles (superpositions de scans bruts, primitives ponctuelles,
cellules individuelles de la grille d’occupation) mais aussi des primitives ge´ome´triques (segments, arcs) et
de comparer les cartes sur la base de l’extraction des frontie`res d’obstacles.
Fig. 8.1: Zone de tole´rance (en bleu) de´finie autour des segments de la ve´rite´ terrain (en noir).
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Exploitation des donne´es d’e´valuation
Les donne´es d’e´valuations peuvent en principe servir a` diffe´rents stades de conception de l’algo-
rithme. Nous avons vu que les e´valuations the´oriques peuvent eˆtre utilise´es en phase de conception pour
se´lectionner les algorithmes les plus efficaces a priori. Si des e´valuations expe´rimentales sont disponibles
sur les divers algorithmes envisage´s, le plus simple consiste a` choisir l’approche la plus prometteuse, par
exemple celle qui donne les meilleurs re´sulats en moyenne (sur une me´trique globale ou adapte´e a` la
mission du robot si celui-ci est relativement spe´cialise´). On peut e´galement chercher les comple´mentarite´s
entre techniques de manie`re a` tester des combinaisons d’approches [54]. Ensuite, durant le de´veloppement
du syste`me de cartographie, les diffe´rentes variantes d’un meˆme algorithme peuvent eˆtre compare´es afin
de se´lectionner la plus performante. Enfin, l’efficacite´ du syste`me peut eˆtre valide´e a posteriori. La distinc-
tion de ces diffe´rentes e´tapes peut donc conduire a` diviser les bases de donne´es d’e´valuation en diffe´rents
ensembles (comme c’est couramment le cas dans le domaine du traitement de la parole, ou` des e´valuations
quantitatives sont re´alise´es pe´riodiquement a` l’e´chelle mondiale) : une base de de´veloppement destine´e
aux concepteurs (dont il est possible d’extraire une base d’apprentissage si les algorithmes en ont besoin)
et une base de test destine´e plutoˆt a` un organisme inde´pendant charge´ de comparer les approches [54].
En outre, au lieu de figer a priori la strate´gie de cartographie, il serait inte´ressant d’envisager des
syste`mes robotise´s capables de s’adapter en ligne a` l’environnement, afin de mettre en œuvre la technique
de SLAM la mieux adapte´e. Si les e´valuations ont permis de de´terminer le domaine de fonctionnement des
algorithmes, le syste`me pourrait ainsi analyser l’environnement (par exemple le niveau de structuration,
la densite´ d’obstacles, etc.) et se´lectionner ainsi en ligne la strate´gie de cartographie ade´quate (ce type
d’approche a de´ja` e´te´ sugge´re´ pour la localisation a` travers le syste`me AMOS de Gutmann et Schlegel par
exemple [82]). Enfin, si l’on dispose de me´triques d’e´valuation en ligne (pouvant s’affranchir d’une ve´rite´
terrain), celles-ci peuvent e´galement contribuer a` la se´lection des algorithmes, favorisant ainsi des transi-
tions transparentes entre environnements de nature diffe´rente. Cette approche reviendrait notamment a`
poursuivre les travaux de Dalgalarrondo sur l’architecture Harpic implante´e sur notre robot Pioneer, qui
avait e´te´ teste´e dans le cadre de comportements de suivi de re´fe´rences line´aires (murs, trottoirs...) avec
des transitions entre diffe´rents types d’environnements [36].
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