We describe approximation algorithms for (unweighted) MAX SAT with performance ratios arbitrarily close to 1, in particular, when performance ratios exceed the limits of polynomial-time approximation. Namely, given a polynomial-time -approximation algorithm A0, we construct an ( + )-approximation algorithm A. The algorithm A runs in time of the order c k , where k is the number of clauses in the input formula and c is a constant depending on . Thus we estimate the cost of improving a performance ratio. Similar constructions for MAX 2SAT and MAX 3SAT are also described. Taking known algorithms as A0 (for example, the KarloZwick algorithm for MAX 3SAT), we obtain particular upper bounds on the running time of A.
Introduction
In the MAX SAT problem we are given a Boolean formula in conjunctive normal form and we seek a truth assignment that maximizes the number of satisÿed clauses. An -approximation algorithm for MAX SAT is an algorithm that ÿnds an assignment satisfying at least a fraction of the maximal number of simultaneously satisÿed clauses. Most recent achievements in this area are connected with two directions: polynomial-time approximation algorithms for MAX SAT [10, 9, 15, 2] and limits of polynomial-time approximation ( [1, 12] for example).
Karlo and Zwick [15] presented a 7=8-approximation algorithm for MAX 3SAT. On the other hand, H astad [12] proved that for any ¿0, there is no polynomial-time (7=8 + )-approximation algorithm for MAX 3SAT unless P = NP. Thus any (7=8 + )-approximation algorithm for MAX 3SAT is believed to run in exponential time. How does the running time of such an algorithm depend on ? Can we ÿnd a (7=8 + )-approximation solution faster than an exact solution (even if both take exponential time to be found)? We answer these questions by constructing a (7=8 + )-approximation algorithm for MAX 3SAT that runs in time O(2 8 k ), where k is the number of clauses in the input formula.
Applying similar techniques to the MAX SAT problem, we construct an ( + )-approximation algorithm for MAX SAT from a given polynomial-time MAX SAT -approximation algorithm. The constructed algorithm runs in time l O(1) (1− )
where is the golden ratio (≈1:618) and l is the length of the input formula. In particular, taking the polynomial-time 0:784-approximation algorithm for MAX SAT by Asano and Williamson [2] , we obtain a (0:784 + )-approximation algorithm for MAX SAT that runs in time l O(1) 4:630 k . As a by-product, we obtain an exact algorithm for MAX SAT running in time l O(1) k . For MAX 2SAT, we construct a (0:931 + )-approximation algorithm from the polynomial-time 0:931-approximation algorithm by Feige and Goemans [9] in a similar way.
To construct an ( + )-approximation algorithm from an -approximation algorithm, we employ the splitting method going back to [8] and used in most SAT algorithms (this method was also applied to MAX SAT, for example, in [4] ). The splitting method transforms the input formula F into (exponentially many) formulas F 1 ; : : : ; F m . Applying a polynomial-time -approximation algorithm to F 1 ; : : : ; F m , we obtain -approximation solutions for these formulas. These solutions are then used to construct an ( + )-approximation solution for F.
Related results: The main results of this paper appeared in [6] . Independently of our work, Mahajan and Raman [7] suggested a l O(1) k -time algorithm for MAX SAT. They also observed that this algorithm satisÿes k clauses in time l O(1) k (even if k is substantially less than the total number k of clauses). Since then, there has been a substantial progress in proving worst-case upper bounds for MAX SAT and its subproblems [3, 19, 11] . Currently, the best known bounds are [11] . As indicated in [19] , some techniques used in proving these bounds can be also applied in our setting to get better bounds for approximation algorithms.
Another relevant work [14] presents a (1 − )-approximation algorithm for MAX kSAT running in time l O(1) c n , where n is the number of variables, and c ¡ 2 is a constant that depends on k and .
The techniques underlying the mentioned results mostly come from proofs of worstcase upper bounds for SAT [5, 18, 16, 20, 13, 7] .
Organization of the paper: Section 2 contains the basic deÿnitions and notation we use. In Section 3 we demonstrate the application of the splitting method to MAX SAT and we estimate the running time of algorithms based on the splitting method. For this purpose, we describe an exact MAX SAT algorithm whose running time is |F| O(1) · k . In Section 4 we present our main result, namely we construct an ( + )-approximation algorithm from a polynomial-time -approximation algorithm. Using known polynomial-time approximation algorithms for MAX SAT, MAX 2SAT and MAX 3SAT, we obtain the respective bounds on the running time of our algorithm.
Basic notation

Notation for Boolean formulas
Literals are Boolean variables and their negations. If u is a literal, the complementary literal is denoted by u. A clause is a ÿnite set of literals that contains no pair of complementary literals. A formula is a ÿnite multiset of clauses. Note that we deÿne a formula as a multiset of clauses, not as a set. A clause is interpreted as the disjunction of its literals and a formula is thought of as the conjunction of the corresponding disjunctions.
Let F be a formula. The number of clauses in F is denoted by K(F). The length of F, denoted by |F|, is the sum of cardinalities of its clauses. By # u (F) we denote the number of occurrences of a literal u in F, i.e. exactly # u (F) clauses in F contain u. A literal u is said to be an (m; n)-literal if # u (F) = m and # u (F) = n.
For a variable x, we deÿne formulas F[x] and F[ x] as the respective results of substitution of the truth values True and False for x. Namely, for a literal u, we denote by F[u] the formula obtained from F by removing all clauses that contain u and removing u from all other clauses.
Truth assignments and satisÿability
Like a clause, an assignment is deÿned as a ÿnite set of literals that contains no complementary literals, but the interpretation is di erent. Let A be an assignment and x be a variable. We consider that A assigns to x the truth value True if x ∈ A, and assigns False if x ∈ A. If neither x nor x belongs to A, the value of x is undeÿned.
Let F be a formula and A be an assignment. We say that A satisÿes a clause C if A ∩ C = ∅ . The number of clauses in F satisÿed by A is denoted by Eval(F; A). If A satisÿes all clauses in F, we say that A satisÿes F. In particular, the empty formula is satisÿed by any assignment and we denote this formula by True. The formula containing only the empty clauses is satisÿed by no assignment and we denote it by False. The following problem is denoted by SAT: given a formula F, determine whether F is satisÿable and, if yes, ÿnd any satisfying assignment.
MAX SAT and its approximation
An assignment A is said to be optimal for a formula F if A satisÿes the maximal number of clauses in F, i.e. Eval(F; A) ¿ Eval(F; A ) for any assignment A . The number of clauses satisÿed by an optimal assignment is denoted by Opt(F). By MAX SAT we mean the problem: given F, ÿnd any optimal assignment. The problems MAX 3SAT and MAX 3SAT di er from MAX SAT in restrictions on the input. Namely, every clause in F contains at most 2 literals in the case of MAX 2SAT and at most 3 literals in MAX 3SAT. An algorithm that produces on an input formula F an assignment A F is called an exact algorithm for MAX SAT (or for a related problem) if Eval(F; A F ) = Opt(F) for all F. A randomized -approximation algorithm for MAX SAT (or for a related problem) is deÿned as a randomized algorithm that produces on an input formula F an assignment A F such that
where E denotes the expectation. The inÿmum of the ratio E[Eval(F; A F )=Opt(F)] over all F is called the performance ratio of A.
For simplicity, we assume that the input formula does not contain empty clauses.
Exact algorithm for MAX SAT
Many algorithms for SAT are based on successive reductions of formulas to simpler ones. The most natural example is the following: satisÿability of a formula F is reduced to satisÿability of formulas F[x] and F[ x] for some variable x in F, each of F[x] and F[ x] reduces in a similar way, and further reductions proceed until we obtain formulas True or False without variables. Such a process can be represented by a tree, called a reduction tree, in which the root corresponds to the input formula and other nodes correspond to formulas obtained by reductions. In the example above, any reduction tree is a binary tree consisting of less than 2 n+1 nodes, where n is the number of variables in the input formula.
Using successive reductions, the satisÿability problem for F can be solved in time
where t is the number of nodes in the constructed reduction tree. Various upper bounds on t were obtained in recent years, for example Hirsch [13] showed that any formula F in CNF has a reduction tree with at most O(1:2389 K(F) ) nodes (see [16] for a survey of related results).
In this section we use the approach of successive reductions to ÿnd an exact solution for MAX SAT. We present an algorithm and prove its soundness and an upper bound on its running time. The technique used in the proof will be developed in next sections to obtain upper bounds for approximation algorithms. Theorem 1. There exists a deterministic algorithm for MAX SAT whose running time is
where I is an input formula; k is the number of clauses in I; and is the golden ratio ( = Proof. The required algorithm is described in Section 3.1. Its soundness and the bound on its running time are proven in Sections 3.2 and 3.3, respectively.
Algorithm
The algorithm starts by constructing a reduction tree for the input formula I . To deÿne such a tree, we describe three kinds of operations on formulas.
Splitting: Let F be a formula and u be a literal in F. We say that formulas F[u] and F[ u] are obtained from F by splitting F with respect to u.
Pure literal elimination: A literal u is said to be pure in a formula F if at least one clause in F contains u and no clause in F contains u. If u is a pure literal in F, we say that F[u] is obtained from F by pure literal elimination.
Elimination of a (1; 1)-literal: Let u be a (1; 1)-literal in a formula F. Let C 1 and C 2 be clauses in F such that u ∈ C 1 and u ∈ C 2 . If the set (C 1 \{u}) ∪ (C 2 \{ u}) contains no pair of complementary literals, this set is called a resolvent of C 1 and C 2 . In this case, we deÿne a formula F as the result of replacing C 1 and C 2 in F by their resolvent. Otherwise, i.e. when (C 1 \{u}) ∪ (C 2 \{ u}) contains a pair of complementary literals, we deÿne F as the formula obtained by removing C 1 and C 2 from F. In both cases we say that F is obtained from F by (1; 1)-literal elimination. Now we deÿne a reduction tree as follows. Let F be a formula. Consider a tree T in which each node N is labeled by a formula F N such that the following conditions hold:
1. The root of T is labeled by F. obtained from F N by splitting with respect to an (m; n)-literal, where both m and n are positive and at least one of them is greater than 1. Any such tree T is said to be a reduction tree for F.
Each leaf is labeled by
Description of algorithm
The ÿrst step of our algorithm is to construct a reduction tree T for the input formula I . At the second step, the algorithm puts one more label on each node of T . Namely, moving from the leaves to the root, the algorithm labels each node N by an assignment A N computed as follows.
Each leaf in T is labeled by the empty assignment. For a non-leaf node N , there are the following three cases.
Case 1: The node N has a single child N and F N is obtained from F N by elimination of a pure literal u. Then we deÿne A N as A N ∪ {u}.
Case 2: The node N has a single child N and F N is obtained from F N by elimination of a (1; 1)-literal u. Then there are exactly two clauses C 1 and C 2 such that u ∈ C 1 and u ∈ C 2 . The assignment A N is deÿned depending on whether C 1 and C 2 contain another pair of complementary literals, di erent from u and u.
Assume ÿrst that there is no other pair of complementary literals. Then A N is one of the assignments A N ∪ {u} and A N ∪ { u} chosen so as to maximize the number of satisÿed clauses.
Assume Finally, the algorithm returns the assignment computed for the root of T . It is easy to implement this algorithm as an algorithm running within polynomial space and in time |I | O(1) · t, where t is the number of nodes in T .
Soundness
Let N be the root of the constructed reduction tree T . Using induction on the height of T , we prove that A N is an optimal assignment for F N , i.e. Opt(F N ) = Eval(F N ; A N ). The assertion is trivial when T consists of a single node. Consider three cases corresponding to the types of reductions.
Pure literal elimination: The root N has a single child N and F N is obtained from F N by elimination of a pure literal u. Since we have Opt(F N ) = Eval(F N ; A N ) by the inductive assumption, we obtain
Elimination of a (1; 1)-literal: The root N has a single child N and F N is ob- Using the inductive assumption, we obtain the required equality Opt(F N ) = Eval(F N ; A N ).
Splitting: The root N has two children N 1 and N 2 labeled by formulas F N [u] and F N [ u]. Since F N has an optimal assignment containing u or u, we have
By the inductive assumption, Opt(
and we have
Since we choose A N so as to maximize the number of satisÿed clauses by A N1 ∪ {u} and A N2 ∪ { u}, the assertion holds in this case too. This completes the proof of soundness.
Running time
Our algorithm runs in time |I |
O(1) · t, where t is the number of nodes in T . Since each reduction decreases the number of clauses, the number t does not exceed |I | · l(T ), where l(T ) denotes the number of leaves in T . To ÿnd an upper bound on l(T ), we use Fibonacci numbers F i deÿned by the equalities F 0 = 0, F 1 = 1 and
Consider all formulas with k clauses and all possible reduction trees for them. Let l k denote the maximal number of leaves in these trees. We prove that l k 6F k+1 . Indeed, if k = 1, then l k = 1 and F k+1 = 1. Let F be a formula with k¿1 clauses and T be a reduction tree for F. Then one of the following alternatives holds.
One child: The root of T has one child labeled by a formula F . Obviously, the number of clauses in F does not exceed k − 1. Therefore, the number of leaves in T is not greater than l k−1 , which does not exceed F k by the inductive assumption. Since F k 6F k+1 , the number of leaves in such a tree is bounded by F k+1 .
Two children: The root of T has two children labeled by F[u] and F[ u], where u is an (m; n)-literal. It is easy to see that the number of clauses in F[u] is at most k − m and the number of clauses in F[ u] is at most k − n. Therefore, the number of leaves in T does not exceed l k−m + l k−n . Since both m and n are positive and at least one of them is greater than 1, the number of leaves in T is at most
Thus, the number of leaves in any reduction tree for F does not exceed F k+1 and we have l k 6F k+1 . It is well known that F k+1 6 k (easy to prove by induction on k). Hence, we obtain l k 6 k and the required bound on the running time.
Approximation algorithms for MAX SAT; MAX 2SAT, and MAX 3SAT
In this section we prove two theorems. Theorem 2 and its corollaries describe approximation algorithms for MAX SAT and MAX 2SAT. Theorem 3 and its corollary describe an approximation algorithm for MAX 3SAT.
Recall that by I and k we denote the input formula and the number of clauses in it. Also recall that denotes the golden ratio (≈1:618).
Theorem 2. Suppose we are given a polynomial-time randomized -approximation algorithm for MAX SAT (MAX 2SAT). Then; for any positive 61 − ; we can construct a randomized ( + )-approximation algorithm for MAX SAT (respectively MAX 2SAT) whose running time is
Proof. We describe the required ( + )-approximation algorithm in Section 4.1 and prove its soundness and the bound on the running time in Sections 4.2 and 4.3. Proof. We obtain this corollary, using the polynomial-time randomized 0:784-approximation algorithm for MAX SAT [2] as the -approximation algorithm. Proof. In [9] a 0:931-approximation algorithm for MAX 2SAT is presented.
Theorem 3. Suppose we are given a polynomial-time randomized -approximation algorithm for MAX 3SAT. Then; for any positive 61 − ; we can construct a randomized ( + )-approximation algorithm for MAX 3SAT whose running time is
Proof. See Section 4.4.
Corollary 3. For any positive 61=8; there is a randomized (7=8 + )-approximation algorithm for MAX 3SAT whose running time is
Proof. We use the polynomial-time randomized 7=8-approximation algorithm for MAX 3SAT [15] as the -approximation algorithm.
Algorithm
Like the exact algorithm in Section 3, our approximation algorithm starts by constructing a reduction tree T for an input formula I . However, this algorithm constructs only a part T of the entire tree T . Namely, the approximation algorithm starts with the root and constructs descendants as in Section 3.1 while formulas consist of at least k 0 clauses and at least one of the reductions is applicable, where
(the choice of this value of k 0 will become clear below). Otherwise, i.e. when K(F N ) ¡ k 0 or all clauses in F N are empty, the node N is considered to be a leaf in the tree T . Thus, T can be viewed as a part of a reduction tree obtained by deleting some subtrees.
For each node N of T , our approximation algorithm computes an assignment A N . This is similar to the case of the exact algorithm and the only di erence is in assignments for the leaves. If no reduction is applicable, then the formula F N contains no non-empty clause, i.e., F N is False. In this case we set A N to be the empty assignment. Note that this assignment is optimal. Otherwise, if F N contains a non-empty clause, the assignment A N is computed by the polynomial-time -approximation algorithm from the statement of the theorem.
Computation of the assignments for the non-leaf nodes is performed in the same way as in the exact algorithm. The assignment computed for the root of T is considered to be the output of our approximation algorithm. Like the exact algorithm, the approximation one can be implemented as an algorithm running within polynomial space.
We think of the randomized -approximation algorithm as a deterministic algorithm computing a function of two arguments: an input formula F and a string of random bits. Thus, we have a polynomial-time deterministic algorithm A 0 that outputs an assignment A 0 (F; ) on given F and . Like the deterministic algorithm, the randomized algorithm ÿrst constructs the tree T for input formula. Let L 1 ; : : : ; L s denote the leaves of the tree T . Then the algorithm generates a string of random bits and runs A 0 on all the formulas F L1 ; : : : ; F Ls corresponding to the leaves L 1 ; : : : ; L s to compute A 0 (F L1 ; ); : : : ; A 0 (F Ls ; ) and uses these outputs as A L1 ; A L2 ; : : : ; A Ls .
Note that we construct the splitting tree in a deterministic way. Thus if theapproximation algorithm that we use at the leaves can be derandomized, our algorithm can be derandomized as well.
Soundness
From Lemmas 1 and 2 below it follows that the assignment computed for the root of T satisÿes at least ( + ) · Opt(I ) clauses in I . Lemma 1. Let R be the root of T . The tree T has a leaf L such that
(1)
Proof. Inequality (1) follows from the fact that for each node N and its child N , we have
Similarly, to prove the inequality (2), it su ces to prove that each non-leaf N has a child N such that
These inequalities are proved by straightforward consideration of the types of reductions similarly to Section 3.2. We put the proofs in an appendix.
Proof. Let L be a leaf such that (1) and (2) hold, and let A(I; ) denote the output of the constructed ( + )-approximation algorithm on an input formula I and a string of random bits. By the ÿrst inequality in Lemma 1, the number of clauses satisÿed by A(I; ) is greater than or equal to Eval(
If all clauses in F L are empty, then by Lemma 1 we have
Now assume that F L contains a non-empty clause. Since A L is the assignment computed by the -approximation algorithm for F L , we have
We thus obtain
Therefore,
Running time
As in the case of the exact algorithm in Section 3.3, we estimate the running time of our algorithm by estimating the number of leaves in T . We show that the number of leaves in T is not greater than F k+1−k0 , where k 0 = k − (1 − ) −1 k . To show it, we prove the inequality l k 6F k+1−k0 (for k¿k 0 ) instead of l k 6F k+1 in the proof of Theorem 1. This inequality is proved by induction on k, beginning with k 0 .
Let k = k 0 , i.e. the root of T is labeled by a formula having at most k 0 clauses. Then the tree T consists of a single node. Therefore, l k0 = F k+1−k0 = 1 and the induction basis is proved.
For k¿k 0 , we have the same reductions as in the tree T in Section 3.3. Therefore, the inequality l k+1 6l k−1 + l k can be proved in the same way. Thus, we obtain l k 6F k+1−k0 6 k−k0 . Substituting the value of k 0 , we come to the required bound. The running time does not depend on choice of .
Proof of Theorem 3
The ( + )-approximation algorithm for MAX 3SAT is similar to its counterparts for MAX SAT and MAX 2SAT in Theorem 2 and di ers only in the following. While the algorithm in Theorem 2 uses three kinds of reductions (namely splitting, pure literal elimination and (1; 1)-literal elimination), the MAX 3SAT algorithm uses only the ÿrst two of them. This is connected with the fact that resolution may increase the number of literals in clauses. Thus, the algorithm for MAX 3SAT constructs a reduction tree by means of splitting and pure literal elimination. Splitting is allowed for any (m; n)-literal where m and n are positive.
The proof of soundness is similar to the proof in Section 4.2. The proof of the running time bound di ers. Since (1; 1)-literal elimination is not used now, the inequality l k+1 6l k + l k−1 does not hold. Instead, the inequality l k+1 6l k + l k obviously holds. Therefore, we obtain the required bound with 2 instead of in the base of exponent. In addition,
Since by deÿnition A N satisÿes not less clauses than either of A N1 ∪ {u} and A N2 ∪ { u}, we see that in this case inequality (3) holds. This completes the proof of inequality (3).
A.2. Proof of inequality (4)
Pure literal elimination: The root N has a single child N and F N is obtained from F N by elimination of a pure literal u. We have This completes the proof of inequality (4) .
