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Abstract. For linear stochastic evolution equations with linear multi-
plicative noise, a new method is presented for estimating the pathwise
Lyapunov exponent. The method consists of ﬁnding a suitable (qua-
dratic) Lyapunov function by means of solving an operator inequal-
ity. One of the appealing features of this approach is the possibility to
show stabilizing eﬀects of degenerate noise. The results are illustrated
by applying them to the examples of a stochastic partial differential
equation and a stochastic differential equation with delay. In the case of
a stochastic delay differential equation our results improve upon earlier
results.
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1. Introduction
In this paper we discuss a new approach to the estimation of the pathwise
Lyapunov exponent of linear stochastic evolution equations with multiplica-
tive noise. From such an estimate pathwise stability may be deduced.
Stochastic evolution equations provide a general framework for describ-
ing complex systems (high- or inﬁnite-dimensional) under random inﬂuence.
There exists an extensive amount of literature on stochastic evolution equa-
tions, or stochastic differential equations in inﬁnite dimensions; see for exam-
ple [15,21,32].
One of the primary ways to characterize dynamical systems qualita-
tively is to study the question of stability. For stochastic evolutions different
notions of stability arise in a natural way: stability in p-th moment, stability
in probability and pathwise or almost sure stability. It can be argued that
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from a practical point of view pathwise stability is most relevant, since sam-
ple paths represent the observed behaviour of systems modelled by stochastic
evolution equations.
Important results on moment stability and pathwise stability of linear
stochastic evolutions may be found in e.g. [14,19,20]. A survey of results on
linear and non-linear stochastic evolution equations may be found in [27].
Stochastic evolutions with delay are our primary inspiration. For this
special case results on stability are obtained in e.g. [1]. It is shown there that
noise may have a stabilizing eﬀect, a result not obtained in the references
mentioned above on stability of general stochastic evolutions. In this paper
we wish to obtain this stabilizing eﬀect of noise without using the special
structure of delay differential equations. Instead, we employ a general semi-
group approach and use only dissipativeness of the semigroup and general
estimates on the semigroup and the perturbation by noise.
Results of [23] for systems with commuting operators show that in case
the noise is non-degenerate it may very well help in stabilizing the stochastic
evolution. However in the case of stochastic delay equations, the noise can
never inﬂuence the past, resulting in degeneracy of the noise. The result of
[23] is improved upon in [11], but here one still depends on commutativity
of operators. The generator of the delay semigroup and the noise operator
are not commutative, such that results from [11] are still not applicable to
stochastic delay differential equations.
We propose a different method, in which we use a quadratic Lyapunov
function. As is well known to such a quadratic form corresponds a linear
operator. We will rephrase the problem of ﬁnding a quadratic form which
provides us with the best estimate on the Lyapunov exponent of a given
stochastic evolution, as an operator inequality for the mentioned operator.
Conditions for the solution of the operator inequality then result in conditions
for stability of the stochastic evolution. Our results are applied to stochastic
partial differential equations, as a simple illustration, and to stochastic delay
differential equations, for which a new stability result is obtained.
2. Preliminary Results
Let H be a real Hilbert space, and consider the linear SDE in mild form





S(t − s)BiX(s) dWi(s), (1)
where Wi, i = 1, . . . , k, are independent standard Brownian motions in
R, (S(t))t≥0 is a strongly continuous semigroup on H with generator A :
D(A) → H, Bi ∈ L(H), i = 1, . . . , k and x ∈ H. A solution to such an
equation always exists and is unique (see [15]). Note that (1) is the variation
of constants formulation of⎧
⎨
⎩
dX(t) = AX(t) dt +
k∑
i=1
BiX(t) dWi(t), t ≥ 0,
X(0) = x.
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Deﬁne the Lyapunov exponent as the random variable




log |X(t;x)|, a.s. (2)
with X(·;x) the solution of (1).
We say that the stochastic evolution described by (1) is pathwise asymp-
totically stable if
lim
t→∞ |X(t;x)| = 0, almost surely.
We have the following relation between the Lyapunov exponent and the
notion of pathwise stability.
Proposition 2.1. If λ < 0 almost surely then (1) describes a pathwise asymp-
totically stable evolution.
Proof. Suppose lim supt→∞ |X(t;x)| > ε on some F-measurable E ⊂ Ω.
Then




log |X(t;x)| ≤ λ < 0 on E,
a contradiction. 




















The Lyapunov exponent of (x(t))t≥0 is 0 but the evolution is clearly not
asymptotically stable.
We recall the following notions concerning linear operators and strongly
continuous semigroups. Let A be a closed linear operator and let ρ(A) denote
the resolvent set of A:
ρ(A) =
{
λ ∈ C : (λ − A)−1 exists and is bounded}.
Deﬁne the spectrum σ(A) of A by σ(A) = C\ρ(A). Let s(A) denote the
spectral bound of A, and r(B) the spectral radius of B, i.e.
s(A) := sup{Re λ : λ ∈ σ(A)} and r(B) := sup{|λ| : λ ∈ σ(B)}.
Furthermore let ω0(A) denote the growth bound of A, i.e.
ω0(A) := inf{ω ∈ R : ∃M≥1 s.t. || exp(At)|| ≤ Meωt for all t ≥ 0}.
Proposition 2.2. We have the following relation between s(A), ω0(A) and
r(S(t)):
s(A) ≤ ω0(A) = 1
t
log r (S(t)) , for all t ≥ 0. (3)
If (S(t))t≥0 is eventually norm continuous then the inequality in (3) becomes
an equality: s(A) = ω0(A).
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See [18], Proposition IV.2.2, and Theorem IV.3.11. Important cases
where (S(t)) is eventually norm continuous are the case where H is ﬁnite
dimensional, and where the semigroup (S(t)) is (eventually) compact or ana-
lytic.
Now we consider the particular case of (1) where all operators commute.
The following result is slightly sharper and more general than a result on com-
mutative systems found in [23]. A stronger version, allowing for unbounded
operators Bi, may be found in [11].


















i , and let (Ti)t≥0 be the uniformly continuous groups (Ti(t))t≥0
generated by Bi, i = 1, . . . , k.




Ti(Wi(t))x. t ≥ 0, x ∈ H.
Suppose ||Ti(t)|| ≤ Mi exp(ω0(Bi)t), i = 1, . . . , k. Then
1
t
log |X(t;x)| ≤ 1
t
log |x| + 1
t
































The stated result is now obtained by combining the above estimates in (5).

It may be seen from this proposition that in the commutative case, noise
may have a stabilizing eﬀect even when it is degenerate:














In the remainder of this paper we will establish a stabilizing eﬀect of
degenerate noise in the non-commutative case.
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3. Bounded Case
First we consider the case where A ∈ L(H), so that (S(t))t≥0 is a uniformly
continuous semigroup, in which case we may apply Itoˆ’s formula.
Recall the notion of a coercive operator.
Definition 3.1. An operator T ∈ L(H) is called coercive if 〈Tx, x〉 ≥ γ|x|2
for all x ∈ H and some γ > 0.
Lemma 3.2. Suppose there exists a self-adjoint coercive operator Q ∈ L(H)


















log Y (t) ≤ 2λ, a.s.
Proof. If x = 0, then P(X(t) = 0) = 1, t ≥ 0, and the required estimate holds
trivially.
Suppose x 
= 0. Then by uniqueness of the solution of SDEs and posi-
tiveness of Q, P(Y (t) = 0) = 0 for all t ≥ 0.
By Itoˆ’s formula,




























Now by boundedness of 〈QX(t),BiX(t)〉〈QX(t),X(t)〉 for i = 1, . . . , k and the law of large













log Y (t) ≤ 2λ a.s.

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Proposition 3.3. Suppose there exists a self-adjoint operator Q ∈ L(H), λ ∈ R
































log Y (t) ≤ 2λ, a.s.
Proof. Note that (by the abc-formula), for i = 1, . . . , k,
〈Qx,Bix〉2





b2i ≥ 0, for all x ∈ H. (7)











b2i 〈Qx, x〉 for all x ∈ H,
then the claimed result holds.
But this is equivalent to the stated condition. 
The following theorem gives a sufﬁcient condition in order for a solution
to (6) to exist.
Theorem 3.4. Suppose Dj ∈ L(H), j = 1, . . . , k, L is the generator of a
strongly continuous semigroup (T (t))t≥0 acting on H such that
||T (t)|| ≤ meωt for all t ≥ 0,




||Dj ||2 + 2ω < 0. (8)
Then for any M ∈ L(H) there exists a unique solution Q ∈ L(H) to the
equation
L∗Q + QL +
k∑
j=1
D∗jQDj = M, (9)
which should be interpreted as
〈Qx,Ly〉 + 〈QLx, y〉 +
k∑
j=1
〈QDjx,Djy〉 = 〈Mx, y〉 for all x, y ∈ D(L).
(10)
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⎠T (t) dt. (11)
We can estimate the norm of Q by







(i) if M = 0 then Q = 0,
(ii) if M ≤ 0 then Q ≥ 0, and
(iii) if M < 0 then Q > 0.
Proof. Deﬁne a recursion by











The recursion is actually a contraction, since























Note that the recursion is deﬁned such that Qi+1 satisﬁes




a basic result from Lyapunov theory (see [13, Theorem 4.1.23]).
































||Dj ||2||Q|| + ||M ||
⎞
⎠.
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j=1 ||Dj ||2 + 2ω
.
If M = 0 then Q = 0 by uniqueness of the solution.
Now suppose M ≤ 0. Then we can check that the recursion for (Qi) has




T ∗(t)MT (t) dt.
If M < 0, then there exists a unique P ∈ L(H), P > 0 such that




T ∗(t)MT (t) dt = P > 0.

So far we only know that if Q ∈ L(H) a solution to (9) with M < 0,
then Q > 0. But to obtain equivalence of norms we need Q to be coercive. In
the ﬁnite-dimensional case coerciveness of Q is implied by Q > 0 but in inﬁ-
nite dimensions this is not the case. The next proposition shows that we can
ﬁnd a coercive solution in case L is dissipative, or equivalently if (T (t))t≥0 is
a contraction semigroup.
Proposition 3.5. Suppose L, (Dj)j=1,...,k are as in Proposition 3.4 and that (8)
holds. Then there exists a Q ∈ L(H) such that (10) holds with M = L + L∗.
Furthermore for this Q we have Q ≥ I and
||Q|| ≤ −2ω
−(2ω + m2 ∑kj=1 ||Dj ||2)
.
Note that if L is dissipative, then 〈Mx, x〉 = 2〈Lx, x〉 ≤ 0 for all x ∈ H.
Proof. By Proposition 3.4, there exists a unique solution R ∈ L(H), R ≥ 0




−(2ω + m2 ∑kj=1 ||Dj ||2)
.
Let Q := I + R. Then Q ≥ I, the claimed estimate for Q holds and












interpreted in the weak sense of (10). 
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4. Unbounded Case
We will now extend the result of the previous section to the case where A
is possibly unbounded and does no longer generate a uniformly continuous
semigroup. We do this by employing approximations of A by bounded oper-
ators (An). The background for this technique is discussed in Appendix B.
Recall that H is a real Hilbert space, and we consider the linear SDE
in mild form
X(t) = S(t)x +
t∫
0
S(t − s)BX(s) dW (s), (13)
where W is a standard Brownian motion in R, (S(t))t≥0 is a strongly con-
tinuous semigroup on H with generator A : D(A) → H, B ∈ L(H) and
x ∈ H.
Remark 4.1. From this point onward we assume for notational convenience
k = 1, i.e. the stochastic process X is driven by only one standard Brownian
motion. There is however no problem in proving all the results of this section
for the case with multiple Brownian motions.
Lemma 4.2. Suppose T = (T (t))t≥0 is a strongly continuous semigroup with
approximation (Tn)n∈N such that, for some ω < 0 and m ≥ 1,
||T (t)|| ∨ sup
n∈N
||Tn(t)|| ≤ meωt.
Let L and Ln denote the generators of (T (t))t≥0 and (Tn(t))t≥0, n ∈ N,
respectively. For n ∈ N let Rn ≥ 0 denote the unique positive semidefinite
solution in L(H) to the Lyapunov equation
L∗nRn + RnLn = M
for some fixed M ∈ L(H), M ≤ 0.
Then 〈y,Rnx〉 → 〈y,Rx〉 for any x, y ∈ H, where R ≥ 0 is the unique
positive semidefinite solution in L(H) to
L∗R + RL = M.




T (t)∗MT (t) dt, Rn = −
∞∫
0
Tn(t)∗MTn(t) dt, n ∈ N,














〈Tn(s)y,M(Tn(s) − T (s))x〉 + 〈(Tn(s) − T (s))y,MT (s)x〉 ds
∣∣∣∣∣∣












eωs (||y|| |(Tn(s) − T (s))x| + |(Tn(s) − T (s))y| ||x||) ds.
For the ﬁrst term we have
∞∫
0
eωs|(Tn(s) − T (s))x| ≤
t∫
0




Now pick t large enough such that the second term is smaller than ε/2. Since
(Tn) is an approximation of T , we have uniform convergence in s ∈ [0, t] of
|Tn(s)x − T (s)x|. So let N large enough such that |Tn(s)x − T (s)x| ≤ δ for
all s ∈ [0, t] and for δ > 0 such that
t∫
0
eωsδ ds < ε/2.
Repeating this argument for the second term leads to the stated result.

Lemma 4.3. Suppose (T (t))t≥0 is a strongly continuous semigroup with
approximation (Tn)n∈N and infinitesemal generators L and (Ln)n∈N, respec-
tively. Suppose that for some m ≥ 1 and ω < 0 we have
||T (t)|| ∨ sup
n∈N
||Tn(t)|| ≤ meωt,
and suppose for this m,ω and some D ∈ L(H) condition (8) holds.
Let M ∈ L(H) be self-adjoint and negative semidefinite. Let Q and Qn,
n ∈ N, denote the unique positive semidefinite solutions to
L∗Q + QL + D∗QD = M and L∗nQ
n + QnLn + D∗QnD = M.
Then for all x, y ∈ H we have that 〈x,Qny〉 → 〈x,Qy〉 as n → ∞.
Proof. For n ∈ N construct a recursion by






∗Qnj D − M)Tn(t) dt, j ∈ N.
Similarly let
Q0 := 0 and Qj+1 :=
∞∫
0
T ∗(t)(D∗QjD − M)T (t) dt, j ∈ N.
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First we will prove the following
Claim. For all x, y ∈ H and j ∈ N we have 〈x, (Qnj − Qj)y〉 → 0 as n → ∞.
Proof of claim. For j = 0 the claim holds trivially. Suppose now that the
claim holds for value j = k − 1. Let x, y ∈ H. Then for j = k,




























T (t)∗(D∗Qj−1D − M)T (t) dt y
〉∣∣∣∣∣∣
Since by the induction hypothesis Qnj−1 → Qj−1 in weak sense, we have
that
〈DTn(t)x, (Qnj−1 − Qj−1)DTn(t)y〉 → 0 as n → ∞
for all t ∈ [0,∞). By dominated convergence therefore the ﬁrst term pro-
ceeds zero as n → ∞. The convergence of the second term is an immediate
consequence of Lemma 4.2.
So the claim is proven by induction. 
Now by the proof of Theorem 3.4, Qj → Q and Qnj → Qn in the norm
topology of L(H), uniformly in n. Therefore using
|〈x, (Qn − Q)y〉| ≤ |〈x, (Qn − Qnj )y〉| + |〈x, (Qnj − Qj)y〉| + |〈x, (Qj − Q)y〉|
we obtain 〈x, (Qn − Q)y〉 → 0 as n → ∞. 
Lemma 4.4. Let B ∈ L(H) and let k ∈ R such that B − kI is stable, i.e. we
may estimate ||e−kteBt|| ≤ meλt, t ≥ 0 for some m ≥ 1 and λ < 0.
Then for any Q ∈ L(H), Q ≥ 0, and x ∈ H we have
〈QBx, x〉
〈Qx, x〉 ≤ k.
Proof. Let
N := (B − kI)∗Q + Q(B − kI).
Then by Lyapunov theory N ≤ 0. Hence
2〈Q(B − kI)x, x〉 = 〈Nx, x〉 ≤ 0
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or equivalently
〈QBx, x〉 ≤ k〈Qx, x〉.

We are now ready to state and prove the main result of this section.
Theorem 4.5. Let A be the infinitesemal generator of a strongly continuous
semigroup in L(H) and let B ∈ L(H). Suppose there exists b ∈ R such that
the semigroup S(t) generated by A + bB satisfies, for some μ ∈ R,
||S(t)|| ≤ eμt, t ≥ 0.
Furthermore suppose that for some λ ∈ R,
2(μ + 14b






log |X(t)| ≤ λ,
where (X(t))t≥0 is the mild solution of
dX(t) = AX(t) dt + BX(t) dW (t), X(0) = x,
with W a one-dimensional standard Brownian motion.
Proof. Deﬁne L := A + bB + (14b
2 − λ)I, then L is the generator of a semi-
group T (t) and we have
||T (t)|| ≤ e(μ+14 b2−λ)t.
In particular, T is a contraction semigroup and hence also the approximating
semigroups (Tn)n∈N (generated by the Yosida approximation (Ln)n∈N) are
contraction semigroups. Furthermore, by (26), for any ε > 0 there exists an





Let ε > 0, small enough such that μ + 14b
2 − λ + 12 ||B||2 + ε < 0 and
let N as above. Let ω := μ + 14b
2 − λ + ε. For n ≥ N let Qn be the solution
given by Proposition 3.5 to
L∗nQn + QnLn + B
∗QnB = L∗n + Ln.
Similarly let Q be the solution to
L∗Q + QL + B∗QB = L∗ + L.
Recall that Qn ≥ I, n ≥ N , Q ≥ I and
||Q|| ∨ sup
n≥N
||Qn|| ≤ −2ω−(2ω + ||B||2) .
Let Xn denote the solution to
dXn(t) = AnXn(t) dt + BXn(t) dW (t), Xn(0) = x,
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where An := Ln − bB − ( 14b2 − λ)I. Then (An) is an approximation for A




|Xnk(t) − X(t)| → 0 for all T > 0.
Since Ln is bounded, we have that, since
(An + bB)∗Qn + Qn(An + bB) + B∗QnB + (12b
2 − 2λ)Qn ≤ 0, n ∈ N,







Here we used that Ln + L∗n ≤ 0 by dissipativeness of Ln.
In the stochastic integral we have by Lemma 4.3, the almost sure con-
vergence of Xn(s) on [0, t] and the uniform boundedness of ||Qn||, n ∈ N, that
the integrand converges almost surely. By Lemma 4.4 we may apply domi-









We therefore also have this convergence with probability one for a further
subsequence (nkl) ⊂ N.
For this subsequence the left-hand side of (14) converges almost surely to
log〈QX(t),X(t)〉, and by the uniform estimate on ||Qn||, the term log〈Qnx, x〉
is bounded by a constant, say M > 0. Hence we have that, with probability
one,




〈QX(s),X(s)〉 dW (s), for all t ≥ 0.
Dividing by t and by letting t → ∞, using the law of large numbers for





log〈QX(t),X(t)〉 ≤ 2λ almost surely.





log |X(t)| ≤ λ almost surely.

14 J. Bierkens IEOT
5. Example: Stochastic Heat Equation
As a simple illustrative example, let H = L2(O) where O is some Lipschitz




du(t, ξ) = [Δu(t, ξ) + νu(t, ξ)] dt + σu(t, ξ) dW (t), ξ ∈ O, t ≥ 0,
u(0, ξ) = v(ξ), ξ ∈ O,
∂u(t,ξ)
∂n = 0, ξ ∈ ∂O, t ≥ 0.
(15)
where Δ is the Laplace operator on O, ∂u∂n the partial derivative in the direc-
tion of the gradient, ν, σ ∈ R, and v ∈ L2(O) is an initial condition.
Deﬁne the generator A of the corresponding strongly continuous semi-
group (T (t))t≥0 on L2(O) by A = Δ + νI. Let B = σI. Let b ∈ R and note
that the semigroup (S(t)) generated by A + bB = Δ + (ν + σ)I satisﬁes
||S(t))|| ≤ e(ν+bσ)t. By Theorem 4.5, if
λ > ν + bσ + 14b
2 + 12σ
2,





log |u(t, ·)|L2(O) ≤ λ. (16)
The optimal lower estimate for λ is obtained by choosing b = −2σ. This
results in the conclusion that for λ > ν − 12σ2 we have that (16) holds. Note
the stabilizing eﬀect of the noise.
This result is in agreement with the estimate given by (4) on commuting
operators. It could well have been derived with the results of [11] or [23], and
is included here mainly to provide an easy example and to show that we are
able with our method to obtain this sharpest obtainable bound.
6. Example: Stochastic Delay Differential Equation
Consider the stochastic differential equation with delay
dY (t) = aY (t) + cY (t − τ) dt + σY (t) dW (t), t ≥ 0, Y (0) = y. (17)
with a, c ∈ R and τ, σ > 0.
Suppose ﬁrst c = 0. Then the solution to the stochastic differential
equation is given by
Y (t) = exp((a − 12σ2)t + σW (t))y, t ≥ 0,
and the solution is pathwise asymptotically stable if a < 12σ
2.
We may now ask ourselves the question: for which c ∈ R do we still have
stability?
Theorem 6.1. Suppose a < 12σ
2 and
|c| < e− 32σ2τ ( 12σ2 − a). (18)
Then the solution to (17) is pathwise exponentially stable.
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Proof. For convenience we recast the SDDE (17) in an SDDE with delay time
equal to one. By letting Y˜ (t) := Y (τt) and W˜ (t) = W (tτ)/
√
τ , the problem
may be rewritten as
dY˜ (t) = (a˜Y˜ (t) + c˜Y˜ (t − 1)) dt + σ˜Y˜ (t) dW˜ (t),
with a˜ = τa, c˜ = τc and σ˜ =
√
τσ. For the remainder of the proof we will
omit the tildes.








where Φu := cu(−1) for u ∈ W 1,2([−1, 0]). Furthermore let B ∈ L(R;R ×







By Theorem C.1, we have that if, for some b ∈ R,
(a + bσ − μ)2 > c2e−2μ (19)
and
μ > a + bσ, (20)
then A + bB − μI generates a dissipative semigroup on a renormed space
R × L2([−1, 0], τ) (with L2([−1, 0], τ) the Hilbert space consisting of square





for some suitable weight function τ ∈ L∞([−1, 0]).
By Theorem 4.5, we have that (17) has a pathwise exponentially stable
solution if
σ2 + 12b
2 + 2μ < 0. (21)
We may reformulate (19) as
c2 ≤ (a + bσ − μ)2e2μ,
where b and μ should satisfy (20) and (21). It may be veriﬁed that b = −2σ
and μ = −3/2σ2 − ε, with ε > 0 sufﬁciently small, satisfy these conditions,
using that a < 12σ
2. Now recall the substitutions a → τa, c → τc and
σ → √τσ and let ε ↓ 0 to obtain the estimate (18). 
We may rephrase the estimate (18) as a condition on the delay time:











Then the solution of (17) is almost surely exponentially stable.
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Remark 6.2. From the proof of Theorem 6.1, we see that the best estimate
for |c| in order for the system to remain asymptotically stable (with τ = 1,
for convenience) is obtained by solving the nonlinear optimization problem
max (a + bσ − μ)2e2μ
subject to a + bσ − μ < 0
and σ2 + 12b
2 + 2μ < 0.
(23)
over b and μ. The condition a < 12σ
2 is required for the set of feasible (b, σ)
to be non-empty. The above problem may be solved by applying the Karush–




3 + b2σ + b(a + 12σ
2 − 1) − 2σ = 0.
By solving this equation we obtain an estimate which is sharper than (18),
but less readable.
Remark 6.3. Note that, for σ = 0, we obtain from (18) the condition |c| < −a,









= 12 (3a + 1),
from which we may conclude (see (18)) that adding noise has a stabilizing
eﬀect for a > − 13 .
Example 6.4. (Population growth under random migration) Consider a pop-
ulation (x(t))t≥0 evolving with constant birth rate β > 0 and constant death
rate α > 0. Let r = 1 indicate the development period of an individual. Sup-
pose there is migration with random rate σ which may depend on the size of
the population. This leads to the stochastic differential equation with delay
dx(t) = [−αx(t) + βx(t − 1)] dt + σx(t) dW (t), t > 0.




2 + α) the population will eventually be extinguished with
probability one.
If, for example α = 0.1, then the graph in Fig. 1 shows upper bounds
on values of β for which we know to have pathwise stability.
Numerical experiments suggest that for σ not too large the theoretical
bounds are quite accurate (see Fig. 2).
6.1. Comparison and Discussion
Note that, under the conditions of Theorem 6.1, we do not necessarily have
moment stability. Almost all papers on almost sure or pathwise stability of
stochastic delay differential equations (e.g. [26,28–30]) ﬁrst establish moment
stability and then state sufﬁcient conditions such that moment stability
implies pathwise stability. In particular it is usually required that a + |c| <
− 12σ2, which should be compared with our ‘basic assumption’ a+ |c| < 12σ2.
This shows that our result on pathwise stability is much stronger than those
in the mentioned papers.
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exact solution to (23)
approximate solution to (23)
Figure 1. Bound on the birth rate for which the pop-
ulation is eventually extinguished, as function of σ. Here
α = 0.1. The solid graph represents the approximation
exp(−3/2σ2)(12σ2+α) provided by Theorem 6.1. The dashed
graph represent the exact solution to the optimization prob-
lem (23), which gives a more relaxed requirement on β
An exception is the beautiful result of [1] by Appleby and Mao, which
also applies also to nonlinear SDDEs. In the context of our paper, they obtain
the following upper bound on c:




where Φ is the CDF of the standard normal distribution. This result may be
compared to our bound (18). For some values of parameters a, σ and τ our
results are sharper, in particular for larger values of a and σ, see Fig. 3.
In the derivation, completely different methods were used in order to
obtain these results. The result of [1] is derived explicitly for stochastic delay
differential equations. In fact, their result naturally leads to the question:
can we obtain a similar result on pathwise stability by taking a more oper-
ator theoretic point of view, in the style of Da Prato and Zabczyk [16], to
which this paper provides a partial answer. In [11] such operator theoretic
results are obtained for stochastic evolutions, but these require a special form
of the noise and are therefore not applicable to stochastic delay differential
equations.
The general result of our analysis, Theorem 4.5, is applicable to general
stochastic evolutions.
7. Notes and Remarks
The part on stability of degenerate evolutions with bounded generator
(applied to ﬁnite dimensional SDEs) will be published separately [8].
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Figure 2. The evolution of the size of a population in time
with birth rate β = 0.11 and death rate α = 0.1. Without
migration or for a small rate of random migration the popu-
lation increases steadily in size, whereas for a larger rate of






























Figure 3. Comparison of bound on |c|, depending on σ and
a. Here the delay time τ = 1
For more results on ﬁnite dimensional stochastic Lyapunov exponents,
see the overview paper [4], the book by Khasminskii [22], and e.g. [2,3,24,31]
and [33].
Results on pathwise stability with general decay rate (i.e. not necessar-
ily exponential decay) of stochastic evolutions are given in [9]. In [10] results
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on stabilization by noise of some partial differential equations may be found.
In [12] results on stabilization by noise for stochastic reaction-diffusion equa-
tions are used to establish existence and uniqueness of invariant measure.
In [25] a result on pathwise stability of ﬁnite dimensional stochastic
differential equations with jumps is established, using the existence of an
invariant measure for the projection of the solution on the unit sphere.
An insightful discussion on Itoˆ noise versus Stratonovich noise may be
found in [11], together with results on pathwise stability of linear stochastic
partial differential equations with linear multiplicative noise.
Acknowledgments
The author wishes to express his thanks to Onno van Gaans and Sjoerd
Verduyn Lunel (Mathematical Institute, Leiden) and also the anonymous
reviewer for their insightful remarks which added substantially to the quality
of this paper.
Open Access. This article is distributed under the terms of the Creative Com-
mons Attribution Noncommercial License which permits any noncommercial use,
distribution, and reproduction in any medium, provided the original author(s) and
source are credited.
Appendix A. Law of Large Numbers for Martingales
In this paper we make use of the law of large numbers for martingales. This
is not a new result; a more general formulation can be found for example in
[29], Theorem 3.4 but without proof. A proof for the formulation below may
be found in [6] or [8].
Theorem A.1. (Law of large numbers for martingales) Let (M(t))t≥0 be a












Appendix B. Approximation of Solutions of Stochastic
Differential Equations
To be able to extend results from the case of uniformly continuous semi-
groups to the more general case of strongly continuous semigroups, we will
need some results on approximation of solutions of SDEs.
The notion of Yosida approximations is well known in semigroup theory,
but too restrictive for our purposes. We wish to allow certain perturbations
of the Yosida approximation by bounded operators. This leads to our slightly
more general notion of approximations which we deﬁne now.
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Definition B.1. Let X be a Banach space. Let A be the inﬁnitesemal genera-
tor of a strongly continuous semigroup (S(t))t≥0 in L(X). Let (Tn(t))t≥0,n∈N
be a sequence of strongly continuous semigroups in L(X) with generators
(An)n∈N.
Then (An) is called an approximation of A if
(i) there exists M > 0 and ω ∈ R such that
||T (t)|| ∨ sup
n∈N
||Tn(t)|| ≤ Meωt for all t ≥ 0, (25)
and
(ii) we have that Tn(t)x → T (t)x as n → ∞ for all x ∈ X, uniformly in t on
compact sets.
An approximation (An) of A is called a bounded approximation if An ∈
L(X) for all n ∈ N.
We will not distinguish between an approximation (An) of A or an
approximation (Tn) of the corresponding semigroup T .
Equivalent conditions for (An) to be an approximation of A are given by
the Trotter–Kato theorem, see [18], Theorem III.4.8. A sufﬁcient condition
for a sequence (An) to be an approximation of A is that (25) holds, and that
Anx → Ax for all x ∈ D, where D is a core for A.
B.1. Yosida Approximation
An important example of bounded approximations is the Yosida approxima-
tion which we will discuss here.
Let X be a Banach space. In this example, A : D(A) → X is the
inﬁnitesemal generator of a strongly continuous semigroup (S(t))t≥0 on X
satisfying
||S(t)|| ≤ Meωt, t ≥ 0,
where M ≥ 1 and ω ∈ R.
Recall the notions of the resolvent set of A,
ρ(A) := {λ ∈ C : λ − A has a bounded inverse},
and the resolvent of A,
R(λ,A) := (λ − A)−1, λ ∈ ρ(A).
Deﬁne the Yosida approximation of A by
An := AJn = nAR(n,A) = n2R(n,A) − nI, n ∈ N ∩ ρ(A),
where Jn := nR(n,A). These (An)n∈N are bounded operators and therefore
generate uniformly continuous semigroups which we denote by (Sn(t))t≥0,
n ∈ N. Furthermore Anx → Ax for all x ∈ D(A).
By [15], Theorem A.2,
||Sn(t)|| ≤ Me ωntn−ω , t ≥ 0.
Note that
ωn
n − ω → ω.
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In particular, for all ω˜ > ω there exists an N ∈ N such that for and all n > N ,
we have
||Sn(t)|| ≤ Meω˜t, t ≥ 0. (26)
If we combine the Trotter–Kato approximation theorem [18, Theorem
III.4.8] with (26), we obtain the following lemma:
Lemma B.2. Sn(t)x → S(t)x for all x ∈ X, uniformly for t ∈ [0, T ] with
T > 0.
B.2. Convergence of Stochastic Evolutions
Proposition B.3. Suppose S is a strongly continuous semigroup with infini-
tesemal generator A, W is a standard Brownian motion in Rm, p > 2 and
X0 ∈ Lp(Ω,F0;H). Suppose (An)n∈N are approximations of A. Suppose F :
H → H and G : H → L(Rm;H) are globally Lipschitz. Let X be the unique
mild solution to
dX(t) = (AX + F (X)) dt + G(X) dW (t), X(0) = X0,
and Xn the unique mild solution to
dX(t) = (AnXn + F (Xn)) dt + G(Xn) dW (t), X(0) = X0.
Then for all T > 0,
E sup
t∈[0,T ]
|X(t) − Xn(t)|p → 0 as n → ∞.





|Xnk(t) − X(t)| for all T > 0, almost surely.



































First term. For the ﬁrst term we have that
lim
n→∞ supt∈[0,T ]
|S(t)X0 − Sn(t)X0|2 → 0, almost surely.
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for n large enough.






































|X(r) − Xn(r)|p ds
where the constant k1 > 0 may be chosen such that the inequality holds for






|Sn(s − r)F (X(r)) − S(s − r)F (X(r))|p dr < ε.
Third term. For the third term, estimate the stochastic convolution twice














S(s − r)G(X(r)) − Sn(s − r)G(X(r)) dW (s)
∣∣∣∣∣∣
p






Sn(s − r)(G(X(r)) − G(Xn(r))) dW (s)
∣∣∣∣∣∣
p





|X(r) − Xn(r)|p dt,
where the constant k2 > 0 may be chosen in such a way that the inequality
holds for all t ∈ [0, T ].









|X(r) − Xn(r)|p ds.
By Gronwall’s lemma therefore, for t ∈ [0, T ],
E sup
s∈[0,t]
|X(s) − Xn(s)|p ≤ 3ε exp((k1 + k2)t),
and we may let ε ↓ 0 to obtain the ﬁrst claim. It follows that for every T > 0





|X(t) − Xn(k)(t)| = 0, a.s.





|Xn1(k)(t) − X(t)| = 0 on Ω1.
Deﬁne recursively, for m ∈ N, m ≥ 2, sets Ωm ⊂ Ω, P(Ωm) = 1, and further





|Xnm(k)(t) − X(t)| = 0 on Ωm.
Let Ω˜ := ∩m∈NΩm (so P(Ω˜) = 1), and consider the subsequence (nk(k))k∈N.
Let ω ∈ Ω˜, ε > 0 and M ∈ N. Take K > 0 such that
sup
t∈[0,M ]
|XnM (k)(t) − X(t)|(ω) < ε for all k ≥ K.
Then for k ≥ K ∨M , nk(k) ≥ nM (k), and nk(k) ∈ (nM (l))l∈N, and therefore
sup
t∈[0,M ]
|Xnk(k)(t) − X(t)|(ω) < ε.
This proves the second claim: There exists a set Ω˜ with P(Ω˜) = 1 and a
subsequence (nk(k))k∈N of N such that on Ω˜, we have that for any M ∈ N





|Xnk(k)(t) − X(t)| = 0.

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Appendix C. Stochastic Delay Differential Equations
In this section we provide the preliminaries for stochastic delay differential
equations.





x˙(t) = A0x(t) +
∑k
i=1 Aix(t − θi)
x(0) = c,
x(t) = f(t), −1 ≤ t < 0,
(27)
with Ai ∈ L(Rn), i = 0, . . . , k, and θi ∈ (0, 1], i = 1, . . . , k, c ∈ Rn and
f ∈ L2([−1, 0];Rn). See [5,17] and [13], Section 2.4. This equation has a
unique solution (x(t))t≥−1. Denote the segment process by xt, where xt ∈
L2([−1, 0];Rn) is deﬁned by xt(s) = x(t+ s), t ≥ 0, s ∈ [−1, 0]. The segment
process keeps track of the ‘history’ of the delay equation.
As discussed there, we may deﬁne a strongly continuous semigroup
(T (t)), called the delay semigroup acting on the state space E2 := Rn ×





















∈ E2 : f ∈ W 1,2([−1, 0];Rn), f(0) = c
}
.

















We may now add nonlinear disturbances and noise. Consider the








i=1 AiY (t − θi) + ϕ(Y (t), Yt)
]
dt
+ψ(Y (t), Yt) dW (t), t ≥ 0
x(0) = c
x(t) = f(t), −1 ≤ t < 0.
(28)
with (W (t)) an m-dimensional standard Brownian motion, ϕ : E2 → Rn
Lipschitz and ψ : E2 → L(Rm;Rn) Lipschitz.
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Then F and G are Lipschitz mappings. We may write (28) as a stochastic











This equation should always be interpreted in mild form, i.e.








T (t − s)F (X(s)) ds +
t∫
0






provides the unique solution of (28). See also [16,
Chapter 10] and [6, Chapter 3].
In the example in this paper we are only concerned with the one-dimen-
sional case, n = m = 1, where the linear operators (Ai) become real constants







aiY (t − θi)
]
dt + σY (t) dW (t),
with W a one-dimensional standard Brownian motion.
We will now quote a method to transform the delay semigroup into a
generalized contraction semigroup by changing the inner product on E2. This
is a variation on a result in [16, Section 10.3]. Details may be found in [7] or
[6, Section 3.6].
Theorem C.1. Suppose ||eA0t|| ≤ eλt for all t ≥ 0. If there exists μ > λ such
that











then there exists an equivalent inner product on E2 such that the delay semi-
group (T (t)) satisfies
||T (t)|| ≤ eμt, t ≥ 0.
By taking μ = 0, this theorem has the following corollary:





then there exists an equivalent inner product on E2 such that the delay semi-
group (T (t)) is a contraction semigroup, i.e. ||T (t)|| ≤ 1 for all t ≥ 0.
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