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Orthogonal subsets of classical root systems
and coadjoint orbits of unipotent groups
Mikhail V. Ignatyev∗
1. Introduction and statements of the main results
Let Φ be a root system and k an algebraic extension of a finite field of sufficiently large characte-
ristic p. Let G be the classical matrix group over k with the root system Φ, U the subgroup of G
consists of all unipotent lower-triangular matrices from G, Φ+ ⊂ Φ the corresponding set of positive
roots, and u = Lie(U) the Lie algebra of U .
In the case k = Fq one can use the orbit method to describe complex irreducible characters of U
[Ki], [Ka]: they are in one-to-one correspondence with the orbits of the coadjoint representation of U
in the space u∗; moreover, a lot of questions about representations can be interpreted in terms of orbits.
Note that the problem of complete description of orbits remains unsolved and seems to be very difficult.
Let D ⊂ Φ+ be a subset consisting of pairwise orthogonal roots. To each set of non-zero scalars
ξ = (ξβ)β∈D we assign the element of u
∗ of the form
f = fD,ξ =
∑
β∈D
ξβe
∗
β
(by e∗β ∈ u∗ we denote the covector dual to the root vector eβ ∈ u corresponding to a given root β).
By Ω = ΩD,ξ we denote the orbit of f under the coadjoint action of U . We say that the orbit Ω
is associated with the set D and f is the canonical form on this orbit.
The main goal of the paper is to compute the dimension of the orbit Ω and to construct
a polarization at f . (Recall that a Lie subalgebra a ⊂ u is called a polarization of u at a linear
form λ ∈ u∗ if λ([a, a]) = 0 and a is maximal among all subspaces of u with this property. Polariza-
tions play an important role in the explicit construction of the irreducible representation corresponding
to a given orbit, see [Ka, p. 274] for the case k = Fq.) As a consequence, we determine all possible
dimensions of irreducible representations of the group U . Throughout the paper we suppose that Φ
is of type Bn, Cn or Dn (the case of An was considered by Alexander N. Panov in [P]). The paper
generalizes results of [I], where those problems were solved by the author for the case Φ = Bn,Dn and
for orthogonal subsets of special kind.
The paper is organized as follows. In section 2, we give nessesary definitions. Then, for a given
orthogonal subset D we construct the subspace p = pD ⊂ u (see (4) and (5)).
Theorem 1.1. The subspace p is a polarization of u at the form f .
In section 3, using the correspondence between the dimensions of orbits and the codimensions
of polarizations [S, p. 117] and induction by the rank of Φ, we obtain a formula for the dimension
of Ω (for the case of algebraically closed field k). Precisely, let W = W (Φ) be the Weil group of the
root system Φ and σ ∈W the involution of the form
σ =
∏
β∈D
rβ ,
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where rβ is the reflection in the hyperplane orthogonal to a given root β. Let l(σ) be the length of σ
in the Weil group, i.e, the length of the shortest (reduced) representation of σ as a product of simple
reflections, s(σ) = |D|, and ϑ the ”defect” (see (9)).
Theorem 1.2. The dimension of Ω is equal to dimΩ = l(σ)− s(σ)− 2ϑ.
In section 4, using this theorem, we determine all possible dimensions of irreducible representations
of the group U for the case of finite field k. Let k = Fq and 2µ the maximal possible dimension of a coad-
joint orbit of U (coadjoint orbits are even dimensional). It was computed by Carlos A. M. Andre` and
Ana M. Neto (see [AN, Propositions 6.3, 6.6] and (10)).
Corollary 1.3. The group U has an irreducible representation of dimension N if and only if
N = ql, 0 6 l 6 µ.
(See [M] for the case of An.) Section 4 also contains the proofs of several technical results used in
sections 2, 3 and based on detail (but elementary) studying of roots from D.
More generally, let Ψ be an arbitrary root system and D ⊂ Ψ+ an orthogonal subset. Let U be
the maximal unipotent subgroup of the Chevalley group over k with the root system Ψ. As above, let
ξ be the set of non-zero scalars from k and Ω = ΩD,ξ the coadjoint orbit of the group U associated
with D.
Conjecture 1.4. The dimension of the orbit Ω doesn’t depend on ξ. Further, dimΩ 6 l(σ)−s(σ),
where σ =
∏
β∈D rβ is the involution in the Weil group W (Ψ) corresponding to the subset D.
So in the paper we prove this conjecture for classical root systems.
The author is grateful to his scientific advisor professor Alexander N. Panov for constant attention
to this work.
2. A polarization at the form f
It’s convenient to represent Φ as a subset of Rn (see [B]): Φ = ±Φ+, where the set Φ+ of positive
roots has the form Φ+ = Φ+0 ∪ Φ+1 . Here Φ+0 = {εi ± εj , 1 6 i < j 6 n} and
Φ+1 =

∅, if Φ = Dn,
{εi, 1 6 i 6 n}, if Φ = Bn,
{2εi, 1 6 i 6 n}, if Φ = Cn
({εi}ni=1 is the standard basis of Rn).
Let m = 2n + 1 in the case Φ = Bn and m = 2n in the case Φ = Cn or Dn. We’ll index the rows
and the columns of any m×m matrix by the numbers 1, 2, . . . , n, 0,−n, . . . ,−2,−1 (if m is even, then
the index 0 is omitted). We’ll denote the usual matrix units by ea,b. By definition, u is the subalgebra
of glm(k) spanned by all eα, α ∈ Φ+, where
eεi−εj = ej,i − e−i,−j, 1 6 i < j 6 n,
eεi+εj = e−j,i − e−i,j , 1 6 i < j 6 n,
eεi = e0,i − e−i,0, e2εi = e−i,i, 1 6 i 6 n.
(1)
In the sequel, we assume that char k is not less than m. Under this assumption, the exponential
map exp(x) =
∑n
i=0 x
i/i!, x ∈ u, is well-defined and bijective; moreover U = exp(u) is a maximal
unipotent subgroup of G and u = Lie(U). The group U acts on u via the adjoint representation; the
dual representation is called coadjoint. We’ll denote the coadjoint action by x.λ, x ∈ U , λ ∈ u∗.
Now, let D ⊂ Φ be an orthogonal subset (i.e., subset consists of pairwise orthogonal roots),
ξ = (ξβ)β∈D a set of non-zero scalars, Ω = ΩD,ξ ⊂ u∗ the associated coadjoint orbit, and f = fD,ξ the
canonical form on this orbit.
Let i 6= j. We assume without loss of generality that if Φ = Bn, then D ∩ {εi, εj} ≤ 1, and if
Φ = Cn, then D ∩ {εi + εj , εi − εj} ≤ 1. Indeed, the following proposition holds.
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Proposition 2.1. a) Let Φ = Bn, i < j, D ⊂ Φ be an orthogonal subset containing the roots εi, εj
and ξ = (ξβ)β∈D a set of non-zero scalars. Let D
′ = D \ {εi}, ξ′ = ξ \ {ξεj}. Then ΩD,ξ = ΩD′,ξ′.
b) Let Φ = Cn, D ⊂ Φ be an orthogonal subset containing the roots εi−εj , εi+εj, ξ = (ξβ)β∈D be a set
of non-zero scalars. Let D′ = D \ {εi − εj}, ξ′ = ξ \ {ξεi−εj}. Then ΩD,ξ = ΩD′,ξ′.
Proof. a) Let fD′,ξ′ be the canonical form on the orbit ΩD′,ξ′ and f
′ = exp(ceεi−εj).fD′,ξ′ for some
c ∈ k∗. Then, by definition, for any α ∈ Φ+
f ′(eα) = fD′,ξ′(exp ad−ceεi−εj (eα)) = fD′,ξ′(eα)− c · fD′,ξ′(adeεi−εj eα) +
1
2
c2 · fD′,ξ′(ad2eεi−εj eα)− . . .
Recall that [eα, eβ] = cαβeα+β for all α, β ∈ Φ+, and cαβ 6= 0 if and only if α + β ∈ Φ+. Since
[eεi−εj , eεj ] = c0eεi , c0 ∈ k∗, we have f ′(eεj ) = −ξεi · c · c0. On the other hand, if α 6= εj and
f ′(eα) 6= 0, then there exists N ∈ Z>0 such that α+N(εi − εj) ∈ D \ {εi, εj}. If N = 0, then α ∈ D′.
Suppose N > 0. Then the inner products (α, εi) and (α, εj) equal −N and N respectively, so N = 1
and α = −εi + εj /∈ Φ+. This stands in contradiction to the choice of α.
Therefore, if c = −ξεj/(c0 · ξεi), then f ′ = f and ΩD,ξ = ΩD′,ξ′ .
b) Let fD′,ξ′ be the canonical form on the orbit ΩD′,ξ′, and f
′ = exp(ce2εj ).fD′,ξ′ for some c ∈ k∗.
Since [e2εj , eεi−εj ] = c0eεi+εj , c0 ∈ k∗, we have f ′(eεi−εj) = −ξεi+εj · c · c0. On the other hand,
if α 6= εi−εj and f ′(eα) 6= 0, then there exists N ∈ Z>0 such that α+N ·2εj ∈ D\{εi±εj}. If N = 0,
then α ∈ D′. Suppose N > 0. Then the inner products (α, εi− εj) and (α, εi+ εj) equal 2N and −2N
respectively, so N = 1 and α = −2εj /∈ Φ+. This stands in contradiction to the choice of α.
Therefore, if c = −ξεi−εj/(c0 · ξεi+εj ), then f ′ = f and ΩD,ξ = ΩD′,ξ′. 
The goal of this section is to construct a polarization of u at f , i.e., to construct a subalgebra of
u, which is a maximal f -isotropic subspace. To do this, we need some more definitions.
According to (1), we define the functions
col : Φ+ → {1, . . . , n} : col(εi ± εj) = col(εi) = col(2εi) = i,
row: Φ+ → {−n, . . . , n} : row(εi ± εj) = ∓j, row(εi) = 0, row(2εi) = −i.
For an arbitrary −n 6 i 6 n and 1 6 j 6 n the sets
Ri = Ri(Φ) = {α ∈ Φ+ | row(α) = i},
Cj = Cj(Φ) = {α ∈ Φ+ | col(α) = j}
are called the ith row and the jth column of Φ+ respectively. Note that Proposition 2.1 implies
|D ∩Ri| 6 1 and |D ∩ Cj | 6 2 for all i, j (furthermore, if |D ∩ Cj| = 2, then D ∩ Cj = {εj − εl, εj + εl}
and Φ = Bn or Dn).
Definition 2.2. Let β ∈ Φ+. Roots α, γ ∈ Φ+ are called β-singular if their sum coincides with
β. The set of all β-singular roots is denoted by S(β) (see [A], [AN], [M]).
It’s easy to see that singular roots have the following form:
S(εi − εj) =
j−1⋃
l=i+1
{εi − εl, εl − εj}, 1 6 i < j 6 n,
S(εi) =
n⋃
l=i+1
{εi − εl, εl}, S(2εi) =
n⋃
l=i+1
{εi − εl, εi + εl}, 1 6 i 6 n,
S(εi + εj) =
j−1⋃
l=i+1
{εi − εl, εl + εj} ∪
n⋃
l=j+1
{εi − εl, εj + εl}∪
n⋃
l=j+1
{εi + εl, εj − εl} ∪ Sij, 1 6 i < j 6 n, where
(2)
Sij =

{εi, εj}, if Φ = Bn,
{εi − εj, 2εj}, if Φ = Cn,
∅, if Φ = Dn.
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For our purposes, it’s convenient to partition the set S(β) into two subsets S+(β) and S−(β),
where
S+(β) =
{
{εi + εl, i < l 6 n}, if Φ = Cn and β = 2εi,
S(β) ∩ Ccol(β) otherwise,
(3)
and S−(β) = S(β) \ S+(β) (note that S+(β) ⊂ Ccol(β) for all β).
Definition 2.3. Let j1 < . . . < jt be the numbers of columns containing roots from D. Put
M =MD = ∪ti=0Mji , where j0 = 0, M0 = ∅ and
Mji = {γ ∈ S−(β) | β ∈ D ∩ Cji and γ, β − γ /∈ ∪i−1l=0Mjl} (4)
for all i = 1, . . . , t.
Example 2.4. Let Φ = D7, D = {ε1 ± ε5, ε2 ± ε6, ε3 + ε4}. Then M =M1 ∪M2 ∪M3, where
M1 = {ε2 ± ε5, ε3 ± ε5, ε4 ± ε5} ∪ C5, M2 = {ε3 ± ε6, ε4 ± ε6} ∪ C6 and M3 = {ε4 ± ε7}.
Now we’ll define the subspace p ⊂ u and prove that it’s a polarization of u at the canonical form f
on the orbit Ω. Namely, put P = Φ+ \M and
p = pD,ξ =
∑
α∈P
keα + p0. (5)
Here p0 denotes the subspace constructed as follows. By definition, it’s spanned by all vectors x
of the form x = ξεl+εj · eεl−εj − ξεi−εj · eεl+εj , where εi− εj, εi+ εj ∈ D, i < l < j, εl− εj, εl+ εj ∈ Mi
and D ∩ R−l = ∅. In particular if Φ = Cn, then p0 = 0 for all D (this follows from Proposition 2.1
b)).
Example 2.5. Let Φ and D be as in the previous example. Then p0 is spanned by the vectors
ξε1+ε5 · eε2−ε5 − ξε1−ε5 · eε2+ε5 , ξε1+ε5 · eε3−ε5 − ξε1−ε5 · eε3+ε5 and ξε2+ε6 · eε3−ε6 − ξε2−ε6 · eε3+ε6 .
Now we’ll prove two technical results which are also used in the next sections. Let
Φ˜+ =

Φ+ \ (C1 ∪R0), if Φ = Bn and D ∩ C1 = {ε1},
Φ+ \ (C1 ∪ Cj ∪Rj ∪R−j), if D ∩ C1 6= ∅ and D ∩ C1 ⊂ {ε1 − εj, εi + εj},
Φ+ \ C1 otherwise.
(6)
Notice that Proposition 2.1 a) implies D = (D ∩ C1) ∪ (D ∩ Φ˜+).
Put Φ˜ = ±Φ˜+. We note that, in fact, Φ˜ is isomorphic to the root system of rank less then
the rank of Φ. Namely, let
Φ′ =

Dn−1, if Φ = Bn, D ∩ C1 = {ε1},
Bn−2, Cn−2,Dn−2, if ∅ 6= D ∩ C1 ⊂ Φ+0 , where Φ = Bn, Cn,Dn resp.,
Bn−1, Cn−1,Dn−1 otherwise, where Φ = Bn, Cn,Dn resp.
(7)
Lemma 2.6. There exists an isomorphism of root systems Φ˜ ∼= Φ′.
Proof. It’s enough to construct an one-to-one map pi : Φ˜+ → Φ′+ that can be extended to an
isometry 〈Φ˜+〉R → 〈Φ′+〉R.
Let us define the number m′ for Φ′ by the same rule as the number m for Φ (see the beginning
of the section). If m′ is even, then put n′ = m′/2, else put n = (m′ − 1)/2. Let’s index the columns
of roots from Φ˜+ from 1 to n′; let’s index the rows of these roots from −n′ to n′ (omitting the index
0 in the case of even m′). The required map pi is constructed. 
We’ll denote the isomorphism u˜ → u′ that takes each eα, α ∈ Φ˜+, to epi(α) by the same letter pi.
(Here u˜ =
∑
α∈Φ˜+ keα ⊂ u and u′ =
∑
α∈Φ′+ keα ⊂ glm′(k) is the Lie algebra of the maximal unipotent
subgroup U ′ of the classical group G′ with the root system Φ′.)
One can deduce from (2) and (3) that if α + γ = β and α ∈ S+(β), then γ ∈ S−(β) (and vice
versa). It’s straightforward to check that if γ ∈ S−(β), then col(γ) > col(β). Moreover, in this case
row(γ) = row(β) and col(γ) = row(α), or row(γ) = −row(α) and col(γ) = −row(β) (here α = β − γ).
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Lemma 2.7. a) Let β ∈ D ∩ Cj , α ∈ S+(β) and β − α ∈ Mj. Then D ∩ (α + Φ+) ⊂ D ∩ Cj.
b) Let |D ∩ Cj | = 2 (and so Φ 6= Cn), γ ∈ Mj and col(γ) 6= ±row(β), where D ∩ Cj = {β, β′}.
Then D ∩ (γ + P) ⊂ D ∩ Cj .
Proof. Let us prove part a) (part b) can be proved similarly). Assume that there exists β′ ∈ D∩Ci,
i 6= j, such that α + δ = β′ (the case i = j is evident). Since i 6= j and S+(β) ⊂ Cj , S+(β′) ⊂ Ci
(see (3)), we conclude that α ∈ S−(β′) and δ ∈ S+(β′).
Moreover, j = col(β) = col(α) > col(β′) = i, so j > i. But α /∈ Mi means that δ ∈ Ms for some
s < i (see (4)). In particular there exists a root β′′ ∈ D ∩ Cs such that δ ∈ S−(β). Put η = β′′ − δ.
If row(δ) = −row(η), col(δ) = −row(β′′), then i = col(β′) = col(δ) = −row(β′′), and the roots β′, β′′
aren’t orthogonal. This contradiction shows that row(δ) = row(β′′), col(δ) = row(η).
Similarly, if row(α) = −row(δ), col(α) = row(β′), then j = col(β) = col(α) = row(β′), and
the roots β, β′ aren’t orthogonal. This contradiction shows that row(α) = row(β′), col(α) = row(δ).
But in this case, i = col(β) = col(α) = row(δ) = row(β′′), and the roots β, β′′ aren’t orthogonal.
This contradiction proves the lemma. 
Things are now ready to the proof of Theorem 1.1. The proof immediately follows from the
definition of polarization and of two following Propositions.
Proposition 2.8. The subspace p is a subalgebra of u.
Proof. Denote u1 =
∑
α∈C1
keα, u2 =
∑
α∈Φ+\(C1∪Φ˜+)
keα. We see that p = p1 + p2 + p˜ as vector
spaces (here p1 = p ∩ u1, p2 = p ∩ u2 and p˜ = p ∩ u˜). The proof is by induction on the rank of Φ
(the base can be checked directly). Let D′ = pi(D ∩ Φ˜+) and p′ be the subspace of u′ constructed
by the rule (5) applied to the subset D′ and the set of non-zero scalars ξ′ (this set coincides with ξ
without scalars corresponding to the roots from D ∩ C1; in particular if D ∩ C1 = ∅, then ξ′ = ξ).
According to Lemma 2.6, the rank of Φ′ is less than the rank of Φ. Thus, by the inductive
assumption, p′ is a subalgebra of u′. Hence, p˜ is a subalgebra of u˜ (and of u) as the preimage
of a subalgebra under the morphism pi. One can see that p1 is a commutative ideal. So it’s enough
to prove that [p2+ p˜, p2] ⊂ p. By definition, p2 = a+ b, where a =
∑
α∈P\(C1∪Φ˜+)
keα, and b = p2 ∩ p0.
Consider the subspaces a and b in more details.
1. [p2 + p˜, a] ⊂ p. Indeed, if Φ = Cn and D ∩ C1 = {2ε1}, or Φ = Bn and D ∩ C1 = {ε1},
or D∩C1 = ∅, or D∩C1 = {ε1− εj, ε1+ εj} for some j, then a = 0. Suppose that D∩C1 = {ε1− εj}.
Then p1 = u1, b = 0 and a is spanned by the vectors eα, α ∈ (R−j ∪ Cj) \ {ε1 + εj}; in this case,
the inner products (α, εj) are positive. At the same time, the roots εi − εj , 2 6 i 6 n, belong to
M1, so if the coefficient of eγ in the sum y =
∑
yγeγ ∈ p2 + p˜ is non-zero, then the inner products
(γ + α, εj) are also positive. We conclude that γ + α ∈ Cj ∪ R−j and [eγ , eα] ∈ keγ+α ⊂ p. Since γ
and α are arbitrary, [y, a] ⊂ p as required.
Now, let D ∩ C1 = {ε1 + εj}. Then p1 = u1, b = 0 and a is spanned by the vectors eα,
α ∈ Rj \ {ε1 − εj}; in this case, the inner products (α, εj) are negative. At the same time, the
roots εi + εj , 2 6 i 6 n, belong to M1 (as the root 2εj in the case, Φ = Cn), so if the coefficient of
eγ in the sum y =
∑
yγeγ ∈ p2 + p˜ is non-zero, then the inner products (γ + α, εj) are also negative.
We conclude that γ + α ∈ Rj and [eγ , eα] ∈ keγ+α ⊂ p. Since γ and α are arbitrary, [y, a] ⊂ p as
required.
2. [p2 + p˜, b] ⊂ p. This follows from Lemma 4.1. 
Proposition 2.9. The subspace p is a maximal f -isotropic subspace.
Proof. 1. First, let us prove that p is an f -isotropic subspace. Suppose that y, z ∈ ∑α∈P keα
(recall that P = Φ+\M). In this case, [y, z] ∈∑α,γ∈P keα+γ (we assume eα = 0, if α /∈ Φ+). It follows
from f([y, z]) 6= 0 that there exist α, γ ∈ P such that α+γ ∈ D. But this stands in contradiction with
the definition of M (see (4)). Indeed, the set M contains either one or two of roots from each pair
of β-singular roots which sum equals β ∈ D. Thus, P cannot contain the roots α, γ at the same time.
Now, let x = ξεi+εj · eεl−εj − ξεi−εj · eεl+εj ∈ p0, i < l < j (so Φ 6= Cn and β, β′ ∈ D, where
β = εi − εj , β′ = εi + εj). If α ∈ P, then, according to Lemma 2.7 b), α + (εl ± εj) ∈ D implies
α = εi − εl. But in this case, f([x, eα]) = 0. On the other hand, if x′ ∈ p0 and [x, x′] 6= 0, then,
obviously, x′ = ξεi+εj · eεs−εj − ξεi−εj · eεs+εj , i < s < j. Assume that, for instance, s < l. Then
[x, x′] ∈ keεs+εl . But if εs + εl ∈ D, then x′ cannot belongs to p0 by definition of this space (see (5)).
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2. Let us now show that p is maximal (with respect to the inclusion order) among all f -isotropic
subspaces. Suppose that there exists y /∈ p such that p+ ky is an isotropic subspace. Let
y =
∑
γ∈M
yγeγ , yγ ∈ k∗.
Pick a root γ0 such that yγ0 6= 0; by definition, γ0 ∈ Mi for some i. In other words, there exist
β ∈ D ∩ Ci and α0 ∈ S+(β) such that β = α0 + γ0, and α0 ∈ P, i.e., eα0 ∈ p. Hence, [eα0 , eγ0 ] = c · eβ ,
c ∈ k∗. Applying Lemma 2.7 a), we see that if D ∩ Ci = {β}, then α0 + γ /∈ D for all γ 6= γ0, Thus,
f([eα0 , y]) = f([eα0 , yγ0eγ0 ]) = yγ0 · c · ξβ 6= 0.
Lemma 4.2 guarantees that if |D ∩ Ci| = 2, then there exists x′ ∈ p + ky such that f [y, x′] 6= 0.
We see that p can’t be included into an isotropic subspace of higher dimension. The result follows. 
The proof of Theorem 1.1 is complete. In some cases (for example, if Φ = Cn) one can use it
to compute the dimension of an orbit associated with an orthogonal subset. (From now on to the end
of the next section, we assume that the ground field k is algebraically closed.)
Corollary 2.10. Suppose |D ∩ Cj | 6 1 for all 1 6 j 6 n. Then dimΩ = 2 · |M|.
Proof. Indeed, the dimension of an orbit is twice to the codimension of a polarization at an
arbitrary point on this orbit [S, p. 117]. But in our case, the codimension of p equals |M|, because
p0 = 0. 
However, we’ll obtain an explicit formula for the dimension of an orbit associated with an arbitrary
orthogonal subset (see Theorem 1.2). In order to prove this formula we’ll consider the involution
in the Weil group that equals to the product of reflections corresponding to the roots from D.
3. The dimension of the orbit Ω
Let D, ξ, Ω, p be as in the previous section. Recall that we defined the root system Φ′ of rank
less than the rank of Φ (see (7)) and the subset Φ˜+ ⊂ Φ+. We also constructed the (one-to-one) map
pi : Φ˜+ → Φ′+, which can be extended to the isomorphism of root systems (see Lemma 2.6), and put
D′ = pi(D ∩ Φ˜+). Finally, we defined the subalgebra p′ ⊂ u′ (see the proof of Proposition 2.8). Notice
that D = (D ∩ C1) ∪ pi−1(D′) and these subsets are disjoint.
For simplicity, denote
r =

|C1|+ |S−(ε1 ∓ εj)|, if D ∩ C1 = {ε1 ± εj},
|C1|+#{l | 1 < l < j and D ∩R−l = ∅}, if D ∩ C1 = {ε1 − εj , ε1 + εj},
|C1 ∩ P| otherwise.
(8)
Lemma 3.1. The dimensions of p and p′ satisfy the equality dim p = dim p′ + r.
Proof. One can represent p as a sum of vector spaces p = p1 + p2 + p˜, where pi = p ∩ ui, i = 1, 2,
u1 =
∑
α∈C1∩P
keα, u2 =
∑
α∈Φ+\(C1∪Φ˜+)
keα and p˜ = p∩
∑
α∈Φ˜+
keα (see the proof of Proposition 2.8).
Since p˜ ∼= p′, we obtain dim p− dim p′ = dim p1 + dim p2 = |C1 ∩ P|+ |P \ (C1 ∪ Φ˜+)| + dim(p0 ∩ u2).
It’s straightforward to check that the RHS of the last formula equals r. 
Let W be the Weil group of the root system Φ. For an arbitrary α ∈ Φ+, by rα ∈ W we denote
the reflection on the hyperplane orthogonal to α. Consider the following involution (i.e., the element
of order two) in W :
σ = σD =
∏
β∈D
rβ
(commuting reflections rβ are taken in any fixed order). We define the involution σ
′ in the Weil
group W ′ of the root system Φ′ similarly (starting from the subset D′ ⊂ Φ′+).
By l(σ) we denote the length of the shortest (reduced) representation of σ as a product of simple
reflections. (In other words, l(σ) is the length of σ as an element of the Weil group). Let s(σ) = |D|.
Let l′(σ′) and s′(σ′) be defined by the similar rule.
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In order to describe the dimension of an orbit Ω associated with the orthogonal subset D, we’ll
define the number ϑ. By definition,
ϑ = d1 + d2 + d3 + d4, where
d1 = #{(i, j, l, s) | i < l < s < j and εi − εj , εi + εj , εl + εs ∈ D},
d2 = #{(i, j, l, s) | i < l < j < s and εi − εj , εi + εj , εl − εs, εl + εs ∈ D},
d3 = #{(i, j) | εi + εj ∈ D and i > l, where D ∩R0 = {εl}},
d4 = #{(i, j) | εi − εj, εi + εj ∈ D and i < j < l, where D ∩R0 = {εl}}.
(9)
Note that if Φ = Cn, then ϑ = 0 for all D ⊂ Φ+. If d3 6= 0 or d4 6= 0, then Φ = Bn and D ∩ R0 6= ∅;
in this case, |D ∩R0| = 1 (see Proposition 2.1 a)), so d3 and d4 are well-defined.
We define the number ϑ′ similarly (starting from the subset D′ ⊂ Φ′+). Obviously,
s(σ) = s′(σ′) + |D ∩ C1|,
so the proof of Theorem 1.2 is based on comparing l(σ) with l′(σ′) and ϑ with ϑ′ resp.
For a given involution τ ∈ W , by Φτ we denote the set of positive roots such that their images
under the action of τ are negative: Φτ = {α ∈ Φ+ | τ(α) ∈ Φ−}. It’s well-known that l(τ) = |Φτ |,
so we are to compare the numbers of elements of the sets Φσ and Φ
′
σ′ . Let D˜ = D ∩ Φ˜+ = pi−1(D′),
and σ˜ ∈W be the involution of the form ∏
β∈D˜
rβ .
The intersection of Φ˜+ with the first column of Φ+ is empty. Similarly, if α ∈ D ∩ C1, then
Φ˜+ ∩ row(α) = Φ˜+ ∩ col(α) = ∅. Thus, σ(α) = σ˜(α) for all α ∈ Φ˜+. Therefore, Φσ ∩ Φ˜+ = pi−1(Φ′σ′)
and |Φσ ∩ Φ˜+| = |Φ′σ′ | = l′(σ′). So it remains to study the action of σ on Φ+ \ Φ˜+.
Lemma 3.2. Suppose D ∩ C1 = {ε1 − εj}. Then l(σ) = l′(σ′) + |S(ε1 − εj)|+ 1.
Proof. In our case, Φ+ \ Φ˜+ = C1∪Cj ∪Rj ∪R−j (see (6)). Here Φσ∩C1 = S+(ε1−εj)∪{ε1−εj}.
If α ∈ Cj ∪R−j , then the inner product (α, εj) is positive. The Weil group acts by orthogonal trans-
formations, so (σ(α), ε1) > 0. It follows that σ(α) > 0 (i.e., belongs to Φ
+). If α ∈ Rj \ {ε1 − εj} =
S−(ε1 − εj), then (α, εj) < 0. Thus, (σ(α), ε1) < 0 and so σ(α) < 0 (i.e., belongs to Φ−). Hence,
l(σ) = |Φ′σ′ |+ |S+(ε1 − εj)|+ 1 + |S−(ε1 − εj)| = l′(σ′) + |S(ε1 − εj)|+ 1
as required. 
Lemma 3.3. Suppose D ∩ C1 = {ε1 + εj}. Then l(σ) = l′(σ′) + |S(ε1 + εj)|+ 1.
Proof. As in the previous Lemma, Φ+ \ Φ˜+ = C1 ∪ Cj ∪ Rj ∪ R−j (see (6)). Here Φσ ∩ C1 =
{ε1 ± εi, i < j} ∪ {ε1 + εj} ∪ S1 (if Φ = Dn, then S1 is empty; if Φ = Bn, then S1 = {ε1}; if Φ = Cn,
then S1 = {2ε1}). By the way, Φσ ∩ C1 consists of |S+(ε1 + εj)|+ 1 roots.
If α ∈ (Cj ∪ R−j) \ {ε1 + εj} = S−(ε1 + εj), then (α, εj) > 0, so (σ(α), ε1) < 0 and σ(α) < 0.
If α ∈ Rj , then (α, εj) < 0, (σ(α), ε1) > 0 and σ(α) > 0. Hence,
l(σ) = |Φ′σ′ |+ |S+(ε1 + εj)|+ 1 + |S−(ε1 + εj)| = l′(σ′) + |S(ε1 + εj)|+ 1
as required. 
Lemma 3.4. a) Suppose Φ = Bn and D ∩ C1 = {ε1}. Then l(σ) = l′(σ′) + |C1| + 2 ·#{β ∈ D˜ |
row(β) < 0}. b) Suppose Φ = Cn and D ∩ C1 = 2ε1. Then l(σ) = l′(σ′) + |C1|.
Proof. a) In this case, Φ+ \ Φ˜+ = C1 ∪ R0. It’s clear that Φσ ∩ C1 = C1. If α ∈ R0, then
σ(α) = σ˜(α) = ±εl for some l. Since ε1 is orthogonal to all other roots from R0, we see that σ(α) < 0
if and only if εi + εl ∈ D˜. Hence, l(σ) = |Φ′σ′ |+ |C1|+ 2 ·#{β ∈ D˜ | row(β) < 0} as required.
b) Evident: Φ+ \ Φ˜+ = C1 is contained in Φσ. 
The case |D ∩ C1| = 2 is considered in Lemma 4.3.
The following Proposition plays the key role in the proof of Theorem 1.2.
Proposition 3.5. Let D,D′, σ, σ′ and r be as above. Then
l(σ)− s(σ)− 2ϑ = l′(σ′)− s′(σ′)− 2ϑ′ + 2(|Φ+ \ Φ˜+| − r).
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Proof. For simplicity, denote F = l(σ)− s(σ)− 2ϑ and F′ = l′(σ′)− s′(σ′)− 2ϑ′. The proof is by
consideration of different variants of D ∩ C1.
1. D ∩ C1 = ∅. Of course, in this case, l(σ) = l′(σ′), s(σ) = s′(σ′) and ϑ = ϑ′. On the other hand,
Φ+ \ Φ˜+ = C1 (see (6)) and r = |C1| (see (8)) as required.
2. D ∩ C1 = {ε1 ± εj}. Here s(σ) = s′(σ′), ϑ = ϑ′ and, according to Lemmas 3.2, 3.3, l(σ) =
l′(σ′) + |S(ε1 ± εj)|+ 1. So, F − F′ = |S(ε1 ± εj)|. At the same time, using (6), (8) and the fact that
C1 ∪ Cj ∪Rj ∪R−j = C1 ∪ S−(ε1 − εj) ∪ S−(ε1 + εj), we obtain
|Φ+ \ Φ˜+| − r = |C1 ∪ Cj ∪Rj ∪R−j | − (|S−(ε1 ∓ εj)|+ |C1|) = |S−(ε1 ± εj)|.
The last number is two times less than |S(ε1 ± εj)| as required.
3. D ∩ C1 = {ε1} (Φ = Bn). By (6), (8), (9) and Lemma 3.4 a), we have |Φ+ \ Φ˜+| − r = (|C1|+
|S−(ε1)|)−|C1| = |S−(ε1)| = n−1. At the same time, l(σ) = l′(σ′)+ |C1|+2 ·#{β ∈ D˜ | row(β) < 0},
s(σ) = s′(σ′) + 1 and ϑ = ϑ′ + #{(i, j) | εi + εj ∈ D and i > 1} = ϑ′ + #{β ∈ D˜ | row(β) < 0},
so F − F′ = |C1| − 1 = (2n − 1)− 1 = 2(n − 1) as required.
4. D ∩ C1 = {2ε1} (Φ = Cn). By (6), (8), (9) and Lemma 3.4 b), we have |Φ+ \ Φ˜+| − r =
|C1| − |C1 ∩ P| = (2n − 1) − n = n − 1. At the same time, l(σ) = l′(σ′) + |C1|, s(σ) = s′(σ′) + 1
and ϑ = ϑ′ = 0, so F − F′ = |C1| − 1 = (2n − 1)− 1 = 2(n − 1) as required.
5. D ∩ C1 = {ε1 − εj , ε1 + εj} (Φ = Bn or Dn). By (6) and (8), we get
|Φ+ \ Φ˜+| − r = |C1 ∪ Cj ∪Rj ∪R−j| − |C1| −#{l | 1 < l < j and D ∩R−l = ∅} =
= m− 4−#{l | 1 < l < j and D ∩R−l = ∅} =
= m− 4−#{l | 1 < l < j and D˜ ∩R−l = ∅} =
= m− 4− (j − 2) + #{l | 1 < l < j and D˜ ∩R−l 6= ∅} =
= m− j − 2 + #{l | 1 < l < j and D˜ ∩R−l 6= ∅}.
On the other hand, s(σ) = s′(σ′) + 2. Comparing (9) with (11) (see Lemma 4.3), we obtain
F − F′ = |C1|+ |Cj| − 2 + 2 ·#{(l, s) | 1 < l < s < j and εl + εs ∈ D˜} =
= (m− 2) + (m− 2j) − 2 + 2 ·#{(l, s) | 1 < l < s < j and εl + εs ∈ D˜} =
= 2(m− j − 2) + 2 ·#{s | 1 < s < j and D˜ ∩R−s 6= ∅}.
To conclude the proof, it remains to replace s by l in the last formula. 
Combining this Proposition with Lemma 3.1, we’ll now prove Theorem 1.2.
Proof of Theorem 1.2. The proof is by induction on the rank of Φ (the base is checked directly).
Let Ω′ = ΩD′,ξ′ ⊂ u′∗ be the orbit of the element fD′,ξ′ under the coadjoint action of the group U ′.
By the inductive assumption, dimΩ′ = l(σ′) − s(σ′) − 2ϑ′. Since the dimension of an orbit is twice
to the codimension of a polarization at a point on this orbit [S, p. 117], we deduce from Proposition 3.5
and Lemma 3.1 that the dimension of the orbit Ω equals
2 · codim p = 2(|Φ+| − dim p) = 2(|Φ+| − dim p′ − r) =
= 2(|Φ+| − r − |Φ′+|+ codim p′) = 2(|Φ+ \ Φ˜+| − r) + dimΩ′ =
= l(σ)− s(σ)− 2ϑ− (l′(σ)− s′(σ′)− 2ϑ′) + l′(σ)− s′(σ′)− 2ϑ′ =
= l(σ)− s(σ)− 2ϑ as required. 
Example 3.6. Let Φ = B7 and D = {ε1 − ε6, ε1 + ε6, ε2, ε3 − ε7, ε3 + ε7, ε4 + ε5}. We see
that s(σ) = |D| = 6, l(σ) = |Φσ| = 48 (one can find Φσ explicitly). On the other hand, by (9)
we obtain d1 = #{(1, 6, 4, 5), (3, 7, 4, 5)} = 2, d2 = #{(1, 6, 3, 7)} = 1, d3 = #{(3, 7), (4, 5)} = 2 and
d4 = #{(1, 6)} = 1 (because D ∩R0 = {ε2}). Hence, ϑ = d1 + d2 + d3 + d4 = 6 and
dimΩ = l(σ)− s(σ)− 2ϑ = 48− 6− 12 = 30.
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4. Dimensions of representations of U and proofs
From now on, let k = Fq be a finite field with q elements (so U be a finite group). Using
Theorem 1.2 and the correspondence between irreducible finite-dimensional complex representations
of U and coadjoint orbits, we’ll now describe all possible dimensions of these representations. Let K
be the algebraic closure of the field k, uK the subalgebra of glm(K) spanned by vectors of the form (1),
and UK = exp(uK). If f ∈ u∗ ⊂ u∗K , then by Ω ⊂ u∗ (resp. ΩK ⊂ u∗K) we’ll denote its orbit under
the coadjoint action of the group U (resp. of the group UK).
According to [Ka, Proposition 2], there is a one-to-one correspondence between coadjoint orbits
of U and classes of isomorphic irreducible representations of U ; moreover, if the orbit Ω corresponds
to a given representation V , then dimV =
√
Ω = qdimΩK/2. Let
µ =

n(n− 1)/2, if Φ = Bn or Cn,
n(n− 1)/2, if Φ = Dn and n is even,
(n− 1)2/2, if Φ = Dn and n is odd.
(10)
If an orbit ΩK is of maximal dimension, then its dimension equals 2µ [AN, Propositions 6.3, 6.6].
Corollary 1.3 claims that there exists a representation of the group U of dimension N if and only if
N = ql, where 0 6 l 6 µ. To prove this, it remains to find an orbit ΩK of dimension 2l. Theorem
1.2 shows that it’s enough to construct an orthogonal subset D ⊂ Φ+ such that l(σ)− s(σ)− 2ϑ = 2l
(in fact, we’ll deal with subsets such that ϑ = 0).
Proof of Corollary 1.3. For an arbitrary 1 6 j 6 [n/2], set βj = ε2j−1 + ε2j and sj = |S+(βj)|.
It’s easy to check that s1+. . .+st = µ, where t = [n/2] for Φ = Bn or Cn, and t = [(n−1)/2] for Φ = Dn
(see (2) and (3)). We note also that if α ∈ C2j−1 and row(α) runs 2j, 2j+1 . . . , n, 0,−n, . . . ,−2j+1,−2j
(the index 0 is omitted for even m), then |S+(α)| runs 0, 1, . . . , sj respectively.
Let 0 6 l 6 µ. If l 6 s1, then, as mentioned above, there exists β ∈ C1 such that |S+(β)| = l.
Let D = {β}, then Φσ = Φrβ . But for an arbitrary α ∈ Ci, one has
Φrα =

Ci, if α = εi,
(S(α) ∪ {α, 2εi}) \ {εi − εj}, if α = εi + εj and Φ = Cn,
S(α) ∪ {α} otherwise.
By the way, Φrα consists of |S(α)| + 1 = 2|S+(α)| + 1 roots, so s(σ) = 1, l(σ) = 2|S+(β)| + 1 and
ϑ = 0. Thus, l(σ)− s(σ)− 2ϑ = 2|S+(β)| = 2l.
If l > s1, then pick i such that s1+ . . .+ si < l 6 s1+ . . .+ si+1. As mentioned above, there exists
β ∈ C2i+1 such that |S+(β)| = l− (s1 + . . .+ si). Set D = {β1, . . . , βi, β}. Then Φσ = ∪ij=1Φrβj ∪Φrβ
and these sets are disjoint. Hence,
l(σ) =
i∑
j=1
|Φrβj |+ |Φrβ | =
i∑
j=1
(2|S+(βj)|+ 1) + (2|S+(β)|+ 1) =
= 2(s1 + . . .+ si + |S+(β)|) + (i+ 1) = 2l + |D|
and l(σ)− s(σ)− 2ϑ = 2l + |D| − |D| − 0 = 2l. This concludes the proof. 
It follows from these results that if the ground field is algebraically closed, then the dimension
of a coadjoint orbit of the group U is equal to one of the numbers 0, 2, . . . , 2µ.
In the remainder of the section we prove technical Lemmas used in the proofs of Propositions 2.8,
2.9 and 3.5. These Lemmas deal with the case when D contains two roots from some column of Φ+.
Of course, the proofs of these Lemmas are independent from our previous results.
Lemma 4.1. Let k be a field, D ⊂ Φ+ an orthogonal subset, ξ = (ξβ)β∈D a set of non-zero scalars
from k. Let p, p0, p2, p˜, b be defined as in the proof of Proposition 2.8. Then [p2 + p˜, b] ⊂ p.
Proof. Indeed, if |D∩C1| 6 1, then b = 0. Suppose D∩C1 = {ε1− εj , ε1+ εj} (and, consequently,
Φ 6= Cn by Proposition 2.1 b)). In this case, p1 = u1 and a = 0.
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Suppose that x = ξε1+εj · eεi−εj − ξε1−εj · eεi+εj ∈ b, 1 < i < j, and the coefficient of eγ0
in y =
∑
yγeγ ∈ p2 + p˜ is non-zero. Clearly, [x, eγ0 ] 6= 0 implies γ0 ∈ Ri, because in our case,
p ∩∑α∈Cj keα = 0 and [x, x′] = 0 for all x′ = ξε1+εj · eεl−εj − ξε1−εj · eεl+εj , 1 < l < j.
Let γ0 = εl − εi for some 1 < l < i (if l = 1, then [x, eγ0 ] ∈ p1). It’s easy to see that [x, eγ0 ] = cx′,
c ∈ k∗, where x′ = ξε1+εj · eεl−εj − ξε1−εj · eεl+εj . But if x′ /∈ b, then D ∩ R−l 6= ∅, i.e., εs + εl ∈ D
for some 1 < s < l (see the definition of p0). If γ0 ∈ Ms, then, by definition of p0, the coefficient of
eγ0 in y is zero. Hence, γ0 does not belong to Ms.
But this means (see (4)) that γ0 or εs + εi = (εs + εl)− γ0 belongs to Mr for some 1 < r < s, i.e.,
D contains one of the roots of the form εr − εi, εr + εl, εr + εs, εr + εi. If D contains one of the roots
εr − εi, εr + εl, then, by definition of p0, the coefficient of eγ0 in y is zero. A root of the form εr + εs
is not orthogonal to the root εs + εl ∈ D, hence, εr + εs does not belong to D. Finally, if εr + εi ∈ D,
then D∩R−i 6= 0, and, consequently, the vector x doesn’t belong to p0 (by definition of this subspace).
Thus, [x, eγ0 ] ⊂ p. Since γ0 and x are arbitrary, [y, b] ⊂ p. 
Lemma 4.2. Let k be a field, D ⊂ Φ+ an orthogonal subset, ξ = (ξβ)β∈D a set of non-zero scalars
from k. Let p, y, γ0, Ci be defined as in the proof of Proposition 2.9. Moreover, let |D∩Ci| = 2. Then
there exists x′ ∈ p+ ky such that f([y, x′]) 6= 0.
Proof. Let D ∩ Ci = {β, β′}, where β = εi ± εj , β′ = εi ∓ εj , and γ0 ∈ Cl, i < l < j. Put
x = ξεi+εj · eεl−εj − ξεi−εj · eεl+εj . We assume without loss of generality that β = εi − εj , β′ = εi + εj
and γ0 = εl − εj , γ′0 = εl + εj .
Since α0 = β−γ0 ∈ P, Lemma 2.7 a) shows that if x and y0 = yγ0eγ0+yγ′0eγ′0 are linear independent,
then f([y, eα0 ]) = ξβyγ0 + ξβ′yγ′0 6= 0, so we can put x′ = eα0 . On the other hand, if y0 = cx, c ∈ k,
and x ∈ p0, then the coefficients of eγ0 , eγ′0 in y− cx ∈ p+ ky are zero, so we can use induction on the
number of non-zero coefficients in y. Thus, it remains to consider the case when x and y0 are linear
dependent and x /∈ p0.
This means that D ∩Rl 6= ∅; in other words, there exists s < l such that εs + εl ∈ D. We claim
that s > i. Indeed, the roots γ0, γ
′
0 belong to Mi, not to Ms, so if s < i, then there exists r < s such
that the roots εs± εj = (εs+ εl)− (εl∓ εj) belong toMr. But this contradicts the orthogonality of D
(see the remark before Lemma 2.7).
Hence, i < s < l < j. Consider the roots γ1 = εs−εj, γ′1 = εs+εj. If one of them belongs toMr for
some r < i, then the subsetD is not orthogonal, as in the case when εi−εs = (εi ± εj)−(εs ± εj) ∈ Mr
for some r < i. Hence, γ1, γ
′
1 ∈ Mi (see the definition of M). The vector x′ = ξεi+εj · eγ1 − ξεi−εj · eγ′1
belongs to p0 (if x
′ /∈ p0, then D ∩ Rs 6= ∅, which contradicts the orthogonality of D). Therefore,
f([x, x′]) = f(2ξβξβ′eεs+εl) = 2 · ξβ · ξβ′ · ξεs+εl 6= 0. Arguing as in Lemma 2.7, one can show that
f([y, x′]) = f([x, x′]) · yγ0/ξβ′ 6= 0. 
Lemma 4.3. Let Φ = Bn or Dn, and D ∩ C1 = {ε1 − εj , ε1 + εj}. Then
l(σ) = l′(σ′) + |C1|+ |Cj |+ 4 ·#{(l, s) | 1 < l < s < j and εl + εs ∈ D˜}+
+ 2 ·#{(l, s) | 1 < l < j < s and εl − εs, εl + εs ∈ D˜}+
+ 2 ·#{l | 1 < l < j and εl ∈ D˜}.
(11)
Proof. As in Lemmas 3.2 and 3.3, Φ+ \ Φ˜+ = C1 ∪ Cj ∪ Rj ∪ R−j (see. (6)). Clearly, C1 ⊂ Φσ.
For simplicity, put σ1 = rε1−εjrε1+εj (and so σ = σ1σ˜). Let’s study the action of σ1 and σ˜ on the roots
from Cj ∪ Rj ∪ R−j . If α = εi ± εj ∈ Rj ∪ R−j, then σ1(α) = εi ∓ εj > 0. If α = εj ± εl ∈ Cj, then
σ1(α) = −εj ± εl < 0 (similarly, σ1(εj) = −εj < 0). Thus, Φσ1 \ Φ˜+ = C1 ∪ Cj . For the case D˜ = ∅,
there is nothing to prove.
Suppose β = εl + εs ∈ D˜, where 1 < l < s < j. Clearly, rβσ1(α) = σ1(α) < 0 for all α ∈ Cj.
On the other hand, rβσ1 maps εl ± εj and εl ± εj to the negative roots −εs ± εj and −εl ± εj
respectively. Hence, Rj ∪ R−j contains four roots with negative images under the action of rβσ1.
This gives the fourth summand in the RHS of (11).
Suppose β = εl − εs, β′ = εl + εs ∈ D˜, where 1 < l < j < s. In this case, rβrβ′σ1 maps
εl ± εj ∈ Rj ∪ R−j and εj ± εs to the negative roots −εl ± εj and −εj ∓ εs respectively. Note that
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the roots σ1(εj ± εs) are also negative, and rβrβ′σ1(α) = σ1(α) for all other α ∈ Cj ∪Rj ∪R−j. This
gives the fifth summand in the RHS of (11).
Now, suppose β = εl ∈ D˜, where 1 < j < l, Then rβσ1 maps εl ± εj ∈ Rj ∪ R−j to the negative
roots −εl ∓ εj , and rβσ1(α) = σ1(α) for all other α ∈ Cj ∪ Rj ∪ R−j. This gives the last summand
in the RHS of (11). Finally, suppose β = εl − εs ∈ D˜, where 1 < l < j < s. Then rβσ1 maps
εl + εj ∈ Rj to the negative root −εj + εs, rβσ1 maps εj + εs to the positive root εl − εj , and
rβσ1(α) = σ1(α) for all other α ∈ Cj ∪Rj ∪R−j. Thus, the number |Φσ \ Φ˜+| doesn’t depend on roots
from D˜ of the form εl − εs. It’s easy to see that the action of σ on Cj ∪Rj ∪R−j doesn’t depend on
other roots from D˜. This concludes the proof. 
Note that Lemmas 4.1, 4.2, Propositions 2.8, 2.9 and Theorem 1.1 are also valid for a field k of zero
characteristic (indeed, their proofs do not depend on the characteristic of the ground field). In partic-
ular this allows to find polarizations for orbit associated with orthogonal subsets for the case k = R
(they play an important role in the construction of unitary irreducible representations of corresponding
nilpotent Lie groups, see, for example, [Ki, p. 182]).
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