Introduction
The complex process of deriving programs from speci cations is often divided into the following three steps: i) the derivation of formal speci cations from the informal ones, ii) the validation of the formal speci cations, and iii) the derivation of executable programs from the formal speci cations.
Each step of this derivation process can be supported by the use of elegant and wellunderstood notions of mathematical logic. In particular, from informal speci cations given as sentences in a restricted form of the natural language, one can derive formal speci cations as formulas of a rst order logical theory 20] . One may then validate the derived formal speci cations by checking whether or not they are consistent and satisfy some suitable properties. Finally, as we will illustrate in this paper, from formal speci cations one may obtain executable, e cient programs by using techniques for transforming logic programs. This is, indeed, one of the reasons that makes logic programming very attractive for program construction. During this nal step from speci cations to programs, in order to improve e ciency one may want to use program transformation for avoiding multiple visits of data structures, or replacing complex forms of recursion by tail recursion, or reducing nondeterminism of procedures. This paper is structured as follows. In Section 2 we present the rule-based approach to program transformation and its use for the derivation and synthesis of logic programs from speci cations. In Section 3 we consider the schema-based transformation technique for the development of e cient programs. In Section 4 we consider the partial evaluation technique and its use for the specialization of logic programs when the input data are partially known at compile time. In the nal section we discuss some of the achievements and challanges of program transformation as a tool for logic-based software engineering.
For simplicity reasons in this paper we will only consider de nite logic programs, although most of the techniques we will describe can be applied also in the case of general logic programs. We refer to 35, 41] for all notions concerning logic programming and logic program transformation which are not explicitly presented here.
Rule-based Program Transformation
The rule-based approach to logic program transformation, also called`rules + strategies' approach or unfold/fold approach, has been introduced by Tamaki and Sato in 59] . They basically follow the ideas of Burstall and Darlington 11] where rule-based program transformation has been rst described in the case of functional programs. In this approach a given program is transformed, maybe in several steps, into a new, more e cient program by applying suitable transformation rules according to some given strategies. Now we present the program transformation rules we consider in this paper. We assume that from an initial program P 0 we have obtained by program transformation the sequence P 0 ; : : :; P k of programs. The next program in the sequence, call it P k+1 , is obtained by an application of one of the following rules, where by hd(C) and bd(C) we denote the head and the body, respectively, of a clause C.
De nition rule. Program P k+1 is obtained by adding to program P k a new clause of the form p(X 1 ; : : :; X m ) B, where B is a non-empty sequence of atoms and X 1 ; : : :; X m are distinct variables occurring in B. The predicate symbol p is a new symbol not occurring in P 0 ; : : :; P k , and all predicates occurring in B also occur in at least one of the programs P 0 ; : : :; P k . Given the sequence P 0 ; : : :; P k of programs, we denote by Def k the set of all clauses introduced by the de nition rule during the construction of that sequence together with the set Def 0 which is the a subset of all clauses of P 0 of the form p(X 1 ; : : :; X m ) B, where p is a predicate occurring in P 0 only once. The clauses in Def k , for k 0, are called de nitions.
Unfolding Rule. Let C be a clause in P k of the form H F; A; G, where A is an atom and F and G are (possibly empty) sequences of atoms. Let A 1 ; : : :; A n , with n 0, be the clauses of program P k , such that A is uni able with hd(A 1 ); : : :; hd(A n ), with most general uni ers 1 ; : : :; n , respectively. We assume that for any i, with 1 i n, C does not share any variable with A i . Let C i be the clause (H F; bd(A i ); G) i , for i = 1; : : :; n. By unfolding C w.r.t. A we derive clauses C 1 ; : : :; C n . We get the new program P k+1 from program P k by replacing C by C 1 ; : : :; C n . If n = 0 then P k+1 is obtained from P k by erasing C.
Folding Rule. Let ? fX 1 ; : : :; X k g, and (iv) fZ 1 ; : : :; Z n g \ vars(C) = fg. Then, we get program P k+1 from program P k by replacing goal G 1 by goal G 2 in the body of clause C. Particular instances of the goal replacement rule are the rearrangement of atoms in bodies of clauses and the deletion of duplicate goals, and during program derivations we will feel free to silently use these instances of the goal replacement rule.
All transformations of de nite logic programs performed by using the de nition, unfolding, and folding rules are totally correct w.r.t. the least Herbrand model semantics, in the sense that, for each sequence P 0 ; : : :; P k of programs constructed using these rules, we have that M(P 0 Def k ) = M(P k ), where M(P) denotes the least Herbrand model of P. However, if during the construction of P 0 ; : : :; P k we also use the goal replacement rule, then in general, only partial correctness is preserved, that is, M(P 0 Def k ) M(P k ). Su cient conditions for the total correctness of transformations when goal replacement is allowed, are given in 41, 59] .
Instead of the least Herbrand model semantics as a basis for the correctness of our program transformations, we could have considered other semantics, like for instance, the success set, or the nite failure set, or Prolog operational semantics. For each of these semantics one can nd in the literature various sets of transformation rules which are guaranteed to be totally (or partially) correct w.r.t. those semantics (see, for instance, 41]). In particular, in order to preserve termination of Prolog programs one can give conditions which should be satis ed before rearranging atom positions within bodies of clauses 5].
Let us now look at a simple example of logic program derivation by using the rule-based program transformation approach.
Let us suppose that we want to replace all occurrences of the maximum element, say M, of a given list L of positive integers by M ? 1. This replacement can be performed by using the following program, which can be considered as a formal speci cation of the desired manipulation of the input list L: 1 From this program we will derive by transformation a new, more e cient program which avoids the double visit of the list L caused by the double occurrence of L in the body of clause 1. During this transformation we will assume that Def 0 = fclause 1g and we will use the following strategy: we repeatedly apply the unfolding and goal replacement rules starting from clause 1 with the objective of both evaluating its body in a more e cient way and also deriving clauses which can be folded using clause 1 itself. This strategy will allow us to improve via the unfolding and goal replacement steps the evaluation of the predicate replmax, and then we will iterate this improvement at each level of recursion by deriving, via the folding step, a recursive de nition of replmax.
By unfolding, from clause 1 we get the following two clauses: 8 The nal program, made out of clauses 8, 16, 13, and 15, realizes the desired list manipulation making only one visit of the input list and it is more e cient than the initial program. As already mentioned, the correctness of the nal program w.r.t. the least Herbrand model semantics, does not require any proof: it is simply a consequence of the fact that the transformation rules we have used, are correct w.r.t. that semantics.
Our derivation above shows that when transforming programs we need to apply the transformation rules according to some suitable strategy. The need for a strategy is also due to the fact that we may perform useless transformations because unfolding is the inverse of folding. In particular, a suitable strategy should direct the unfolding steps which otherwise may be performed an unlimited number of times, and it should also suggest which new de nitions are to be introduced and which generalizations should be made.
In the derivation of replmax we have seen in action the generalization strategy. It consists in discovering during the unfolding and goal replacement process a`similarity' between a goal B C occurring in the the body of a clause C and the body B A of a clause A which is an ancestor of C. Having discovered that similarity, the generalization strategy suggests the introduction of the de nition of a new predicate via a clause whose body is the most speci c generalization of both B C and B A . This new de nition allows us both to perform a folding step of the ancestor clause A and also to derive a recursive de nition of the newly introduced predicate by replaying the derivation steps which led from clause A to clause C. The generalization strategy may often improve program e ciency because the new predicate de nition may exploit the interactions between the atom evaluations in its body and avoid the construction of bindings of intermediate variables or multiple visits of data structures.
The various strategies for logic program transformation may be compared w.r.t. the syntactic properties of the nal programs they are able to generate, such as linear recursion, tail recursion, absence of unnecessary variables, etc. The power of the strategies may be established via completeness results based on the following de nition: given a class C of programs and a set of transformation rules R, we say that a strategy S is complete w.r.t. a decidable, syntactic property ' of programs i we can derive from a program P in C using the strategy S a new program P 0 which satis es ' if it is the case that there exists a sequence of rules in R for deriving from P a program, possibly di erent from P 0 , which also satis es '. In 46] the reader may nd an example of such completeness results.
Logic program transformation using the rule-based approach is related to logic program synthesis, theorem proving, and arti cial intelligence techniques. The relationship with program synthesis is based on the fact that the initial program version can be considered as a formal speci cation from which one has to synthesize an executable program. The relationship with theorem proving is illustrated by the fact that the generalization strategy is an instance of the generalization technique which is often used in the theorem proving eld (see, for instance, 6]). By the generalization technique the proof of a given sentence is derived from that of a generalized sentence where a stronger inductive hypothesis can be used during the inductive proof. Finally, there is also a close connection between program transformation and arti cial intelligence in particular in the area of the strategies for directing the application of the transformation rules for improving program e ciency.
Schema-based Program Transformation
During the transformational development of programs from speci cations we may want to reuse previous program derivations, in particular in the case when the speci cation at hand is very similar to a previous speci cation from which we have already derived an executable program. A well established methodology which supports the reuse of program derivations from speci cations is the one based on schema transformations.
A program schema is a syntactic abstraction of many concrete programs, which are called instances of that schema. When a program P 1 is transformed into a program P 2 , possibly using the rule-based approach, in order to reuse this derivation, we may promote the transformation from P 1 to P 2 , to a transformation from a schema S 1 to a schema S 2 , such that P 1 and P 2 are instances of S 1 and S 2 , respectively, according to the same substitution.
The schema-based approach to program transformation has been used in logic programming and also in imperative and functional programming (see, for instance, 2, 26, 39, 40, 54]).
Some methodologies for developing logic programs using program schemata have been proposed by several authors 18, 19, 28] ) and various examples of schema transformations can be found in 8, 9, 16, 53, 62] . The schema transformations presented in those papers allow, for instance, for i) the transformation of left-recursive programs into right-recursive ones, ii) the reduction of nondeterminism in generate-and-test programs, and iii) the e cient and-parallel execution of logic programs.
Informally, we may say that a program schema is a program where some portions are left unspeci ed. The formal de nition of a program schema requires, however, the introduction of a language where one can denote higher-order objects, such as variables ranging over predicates and goals. The reader may refer to 18, 25, 62] for some proposals of such languages in the case of logic programs. In this section, we simply use for program schemata the same syntax usually adopted for programs, except that we stipulate that variables may also occur in predicate positions, and in those positions they may range over predicate names.
Let us now consider a simple example where we show how schema transformations can be discovered and how they can be used during program derivation. Let us consider the following program L-Fact for evaluating the factorial function (for simplicity we omitted the clauses for To justify the above transformation we do not need any property of the predicate times. Indeed, if we use the unfold/fold rules for performing this derivation, no unfolding step w.r.t. times is required. Thus we may apply the above transformation to every program which is an instance of the following schema L 1 :
6. F(0; s(0)) 7 where F, G, and T range over distinct predicate symbols and the clauses for the predicate denoted by T are left unspeci ed. This schema transformation which is represented as L 1 ! R 1 , can be applied during any subsequent program development by instantiating the predicate variables to predicate names and providing some clauses for the concrete predicate corresponding to T.
The usefulness of a schema transformation depends on its generality. However, to nd schema transformations which are very general, is not an easy task. The reader may look at 18, 39, 54] for The schema transformation L 2 ! R 2 can be applied to a much larger class of programs than the schema transformation L 1 ! R 1 . In particular, we may use it for transforming the following program which is an instance of L 2 and computes a path PA in a directed graph from a given initial node A to any nal node: The problem of matching a given program to a given schema also depends on the formalism used and, in particular, it has been formalized as a matching problem of second-order terms 26].
Sometimes schema transformations may have associated applicability conditions which express constraints on the variables occurring in the schemata. In these cases a schema transformation is of the form: if p then S 1 ! S 2 , and we may need theorem proving techniques to check whether or not the condition p holds.
Let us now brie y consider the problem of validating schema transformations obtained by abstraction from concrete program equivalences. The correctness proof of a schema transformation, say S 1 ! S 2 , w.r.t. a given semantics amounts to show that if P 1 and P 2 are programs obtained by instantiating S 1 and S 2 , respectively, via the same substitution then P 1 and P 2 are equivalent w.r.t. that semantics. Among the various methods for showing the schema correctness we recall here those based on denotational semantics 26, 39] and those based on the unfold/fold rules 31, 47] .
Having constructed a large catalogue of schema transformations, we may perform complex transformations in one step only, and this may increase the e ciency of the program derivation process. However, for an e ective use of that catalogue of transformations one has to address a few problems, like, for instance, the problem of the space requirements because the catalogue of schemata may be very large, and the problem of possible con icts, in the sense that many schema transformations may be applicable at the same time in overlapping portions of the program at hand. Thus, strategies are needed to choose at each step the most convenient schema transformation to be applied. Some strategies, in the case of functional and logic programs may be found, for instance, in 18, 39, 54, 62].
Partial Evaluation
Partial evaluation is a transformation technique that specializes programs by exploiting some information about the context in which they run. In particular, partial evaluation (see 27] for a comprehensive account) may be used for deriving e cient logic programs by taking advantage of some partial knowledge about the input data.
In the past, partial evaluation has mainly been used for compiler generation, starting from the observation that a compiled program can be viewed as the result of partially evaluating an interpreter w.r.t. a source program 21]. Currently, partial evaluation has a growing impact on software engineering as a tool for program specialization which supports software reuse by program adaptation 13].
Partial evaluation of logic programs (which is also called partial deduction) has been introduced in 29] and then formalized in 36]. It has been fruitfully applied to specialize metainterpreters 22, 49, 55, 57, 58] , that is, logic programs which behave as interpreters of logic programs. Specialization of meta-interpreters forms the basis of an important technique which can be used to enhance logic programming. Indeed, sophisticated functionalities and evaluation mechanisms can be added to logic languages by providing suitable meta-interpreters, and then e cient programs can be derived by specializing at compile-time a given meta-interpreter to some given input programs.
The basic technique for partial evaluation was presented in 23]. We now illustrate how this technique can be viewed as a sequence of applications of the transformation rules we have listed in Section 2.
Let us assume that we want to partially evaluate a given program P 0 w.r.t. a given goal G which is the conjunction of the atoms g k , for k = 1; : : :; K. Then we may proceed as follows. We rst introduce a set A 0 of K de nition clauses of the form: H k g k , for k = 1; : : :; K. Then, from this program we construct a sequence of programs of the form: P 0 A i F i , for i 0, with F 0 = fg. In order to construct the program P 0 A i+1 F i+1 from the program P 0 A i F i , for i 0, we unfold once or more times each clause in A i and we derive a new program P 0 U i F i . We then introduce a new set A i+1 of de nitions whose bodies are generalizations of the atoms occurring in the bodies of the clauses in U i and we fold all these atoms using the de nitions in A 0 : : : A i+1 , thereby obtaining the program P 0 A i+1 F i+1 . Partial evaluation terminates for i = n i all atoms occurring in the bodies of the clauses of U n can be folded using the de nitions occurring in A 0 : : : A n , that is, A n+1 is empty because no new de nition is needed for folding the atoms in the bodies of U n . The nal program is P 0 F n , and P 0 can be dropped if we are interested only in queries relative to predicates de ned by A 0 , which are the partially evaluated queries, because during the evaluation of these queries, only calls of predicates in F n may be generated.
The total correctness w.r.t. the least Herbrand model semantics of the transformations realized by the above partial evaluation technique, is an easy consequence of the correctness of the transformation rules presented in Section 2. Moreover, it can be shown that, since all de nitions have precisely one atom in their body, partial evaluation also preserves the nite failure set 52]. Correctness results of partial evaluation are also available in the literature for logic programming languages with negation, constraints, and other extensions of de nite programs. Various other semantics have also been considered, and we refer to 36, 41] for further details.
In the partial evaluation technique as we have described above, we have not fully speci ed how to perform the sequences of applications of each transformation rule. In particular, for controlling the applications of the unfolding rule, we need to select, at each step an atom in the body of the clause to be unfolded, and we also need to decide when to terminate the sequence of unfolding steps, which may otherwise be in nite. Another important control issue is related to the choice of suitable generalizations of the atoms in U i which are bodies of the de nitions to be used for the folding steps. This issue is particularly important because on the one hand we may want to introduce de nition clauses with very general bodies so that we can terminate the partial evaluation process, and on the other hand the bodies of these de nitions should not be too general because otherwise we may prevent e ective program specialization, because too many data structures have been generalized to variables.
Various control strategies for unfolding and generalization have been studied in 3 Let us now see in action the partial evaluation technique in an example which consists in specializing a general parser for regular languages to a given regular expression. This example shows that partial evaluation may also be used as a tool for program compilation, because the specialized parser corresponds to the nite automaton accepting the language denoted by the given regular expression.
We are given the following general parser for regular languages over the alphabet fa; bg, where accepts(A; S; D) holds i i) the string S is the concatenation of a string C and the string D, and ii) C belongs to the language accepted by the regular expression A: During partial evaluation we will follow the strategy of performing the unfolding of the leftmost atom of the clause at hand until either unfolding is no longer possible or we get an instantiation of the head which exposes a symbol in the given alphabet fa; bg. Thus, by unfolding clause 9 we get the set of clauses U 0 , made out of the following clauses:
10. 11, 15, 16, 17, 18, and 20 . The reader may see that the three new predicates indeed correspond to the three states of a nite automaton which recognizes (a b) + a .
We should now remark that the derived nite automaton does not have a minimal number of states and it is non-deterministic. These facts show that the basic techniques for partial evaluation have some limitations and they are not always able to fully exploit the available knowledge about the input data. The limitations of partial evaluation have also been studied from a theoretical point of view and it has been shown that, under some suitable hypothesis, this technique can only achieve linear speedups 27, Chapter 6].
A considerable amount of current research work is devoted to the enhancement of partial evaluation towards more powerful techniques for program specialization. To this aim, recently it has been suggested i) to deal with the specialization of conjunctions and disjunctions of goals (instead of atomic goals only) by incorporating more powerful transformation rules 34, 43] , and ii) to specialize programs w.r.t. a class of input data satisfying some properties (instead of particular input data) by using either more powerful transformation rules 4, 42] (possibly based on theorem proving techniques) or abstract interpretation 24].
5 Program Transformation and Logic-based Software Engineering: Achievements and Future Developments
In the previous sections we have presented through some simple examples, some techniques for logic program transformation and we have shown that they may provide valuable tools for logic program development. In this section we would like to consider a wider perspective and illustrate that program transformation can fruitfully be used also for logic-based software engineering. By considering the achievements of logic program transformation techniques over the last years, we want to brie y indicate how these techniques can be used for i) improving the eciency of programs in logic-based systems, ii) supporting modularity and reuse during program development, and iii) providing general tools for knowledge representation and management.
Point i). In the eld of program transformation several methods have been developed during the past years for improving the e ciency of logic programs. Various techniques have been proposed for the automatic introduction of sophisticated data structures into logic programs. Among others, we may mention, for instance, the di erence lists 12], whereby expensive operations can be performed in an e cient way, and in particular, list concatenation can be done in constant time. Other techniques have been developed with the aim of eliminating data structures which are not relevant for the nal answers and are used only for storing intermediate information 48] . In the literature we can also nd methods for improving the e ciency of logic programs by transforming them into equivalent programs which incorporate sophisticated strategies to reduce the amount of nondeterminism during the search for a successful derivation 10]. Similarly, transformation techniques may increase program e ciency by either removing recursion in favour of iteration 14], or adding annotations, such as cuts, to programs so that the evaluators may improve memory usage 17, 51], or deriving particular forms of programs, like binary programs 60], which allow for compilers with high levels of performance.
We think that a major challenge for the near future is to integrate these methods so that they could form a basis for a new generation of optimizing compilers for logic programs. These future compilers could also take advantage of the computer architecture by improving, for instance, the parallel executability of concurrent subtasks (see 16] for work in this direction).
We also think that program transformation may be usefully applied to construct optimizing compilers for enhancements of logic languages which incorporate various important extensions, such as concurrency, constraints, higher-order predicates, and objects.
Point ii). Logic program transformation techniques have been mainly designed for small programs within single software modules. When large software systems have to be developed, program transformation should support methodologies for modular software development. To this aim, we need to further develop the transformational methods which are currently available so to allow the user to compose many program modules together. Such methods may also be integrated with other methods for logic program composition such as those described in 7, 32] .
Another important issue to be addressed when developing large software systems, is the reusability and adaptation of part of the software modules for di erent purposes and in di erent contexts. To allow for maximal reusability, our software should be as abstract and parametric as possible. In particular, program modules which abstract away from the concrete implementation of the data structures or from the data which are speci c to the context at hand, are most suitable for reuse and adaptation. Having these abstract modules, we can then apply the techniques developed in the eld of program specialization which we have brie y described in Section 4, for automatically instantiating and customizing software modules (see 30] for some initial work in this direction).
Point iii). In Section 4 we have already mentioned that program transformation can be ap-plied to specialize meta-interpreters. We believe that the potentiality of the interaction among knowledge representation, knowledge management, meta-programming, and program transformation still has to exploited. In particular, logic programming supports language enhancement through meta-interpretation (see also 56]): new language features may be added to a kernel language by writing an interpreter of the enhanced language using the kernel language itself. Program transformation can then be used to improve e ciency by specializing the interpreter for each given object program. We believe this approach should be further pursued for the development of enhanced languages through which we are able to describe complex forms of reasoning and knowledge manipulation, such as abductive reasoning, epistemic reasoning, re ective reasoning, temporal reasoning, etc. Some work on this direction has already been done in 61], where a transformation of abductive logic programs into normal logic programs is presented. This transformation, however, has not been done through specialization of meta-interpreters.
Finally, we want to say a few words on the inverse interaction between logic-based software engineering and program transformation, and in particular about the role that the various techniques for knowledge engineering can play for improving the available systems for the automatic development and transformation of logic programs. Indeed, many such systems have to store and manipulate information about programs, like, for instance, their derivation histories, the predicate de nitions which have been introduced during their derivations, the syntactic properties they enjoy, etc. Thus, advanced tools for storing, manipulating, and restructuring information of that kind can be useful for the development of high performance transformation systems.
Also the various techniques for meta-programming and meta-language de nition which have been proposed for knowledge representation (see, for instance, 1]) can fruitfully be applied when developing automatic program derivation systems, because program transformers are particular meta-programs which take programs as input and produce new programs as output. The process of deriving transformation histories from previous program developments and then replaying those histories starting from analogous initial speci cations, can also be viewed as the execution of a suitable meta-program on an input data program. In order to improve program e ciency it may be worthwhile to apply several transformation histories in succession and thus, to have metaprograms which act on meta-programs. This situation occurs when we consider`incremental' transformation techniques, that is, techniques whose iterative application may monotonically improve the quality of the derived programs. More research and experimentation needs to be done in this direction, and in particular, for the development of integrated transformation systems in which strategies at higher levels direct the application of strategies at lower levels, and the outcome of previous program derivations is used for the automatic improvement of the available strategies. We think that such issues constitute some of the major challenges for the future of program transformation systems.
