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URBAN/RURAL EMPLOYMENT LINKAGES IN SOUTHERN BEA (\REAS
Introduction
Many communities in the rural South are lagging behind in economic
development. The economic patterns, projected to the year 2000 under the
assumptions of no major changes in either exogenous events or economic
development policies, indicate that the nonmetropolitan South will continue
to be overrepresented in long established rural industries such as
agriculture, mining, and low-wage, low technology manufacturing (Johnson
and Friedenberg, 1985). State and local officials in the South often
voice concerns about the need to spread development to the remote and
lagging areas of their states. The old "solution" was to attract lowwage, labor-intensive manufacturers to rural Southern sites (Wright,
1986 and Billings, 1988).

Smith (1988) suggests this strategy has not

been effective in reducing rural southern poverty.

Moreover, the

ability of the southern rural areas to compete for new branch plants of
low wage manufacturers may be declining as these jobs move increasingly
to very low wage labor in third world countries (Drabenstott, Henry, and
Gibson, 1987, Mulkey and Henry, 1988). Some policy makers believe that
rural areas should attempt to encourage investment in fast-growing high
technology industries which could provide stable jobs at high wages.
Reich (1988) recommends abandonment of the commodity (agriculture,
mining, and current industrial) based development strategy for rural
America.

Instead he argues for "specialized and flexible production

units" that take advantage of technological innovations in
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communications that enable the more remote areas to compete in
information processing activities.
But still the question remains of where such activities and new
investments should take place.

Regional development takes place not on

a spaceless landscape or a pinhead.

After all, efforts like the

Appalachian Regional Commission (ARC) and Tennessee Valley Authority
(TVA) were designed to stimulate growth of lagging areas--not every
place or county in the region.

This means that old questions regarding

the efficacy of growth pole or growth center
asked again.
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strategies need to be

Will the current growth centers--largely metro counties in

the South--be able to pull up the growth rates of their rural hinter
lands via input-output types of linkages?

Will these growth centers be

able to provide employment opportunities for a rural residential labor
force via a commuting option that will maintain the viability of the
residential and commercial activities in rural areas?

Or, will current

growth centers pull in the most mobile and talented resources from the
rural areas leaving behind a rural population dependent on transfer
payments and the kind of employment opportunities Smith described?
In short, will growth centers spread development to rural areas or
will their economic success breed stagnation in the rural South?

The

answer to such a basic question is a precursor for effective regional
development policy.

The "spread" scenario suggests the need to identify

growth centers for the region of interest--i . e., some type of matching
of rural stocks of human and physical capital and needs of growth center
industry as it expands. However, the "stagnation" scenario suggests
alternatives to a metro growth center strategy are needed.
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Research at the Department of Agriculture indicates that the
economics of nonmetropolitan counties are quite different fith respect
to their linkages to nearby metropolitan areas, to the rest of the
country, and to the international economy (Knox 1987). Knox noted that
innovations and new product development are believed to be primarily
metropolitan function. Dunn (1980) examined the development of U.S.
urban regions (same as the BEA functional economic areas), and the
implications for the spatial distribution of economic activity (and the
feedbacks to development) between U.S. urban regions for the 1940-1970
period.

Dunn argues that economic development processes in these

regions can be understood best in an evolutionary sense--that is
generalization about the development process is best understood as a
region's response to a particular set of problems at a point in time
(e.g., resource depletion) and how the region responds (e.g.,
technological change) to forces set in motion to solve the problem.
These solutions to one set of problems may change how the region
interacts with other regions via changed transfer linkages and spawn new
input-output linkages flowing through these channels.

All of this as

well as changes in national industry mix affect the attractiveness of a
certain region to different industries and thus shape the economic
landscape (p.178-179).

In sum, Dunn concludes that" No generalizations

about sequences or phases can be made to app l y consistently to different
regions by sector entities, or consistently to similar region-sectors at
different times" (Dunn, 1980, p. 181).
Rural-urban linkages in employment have been examined for a single
BEA region of Virginia (Henry, 1989). This paper extends this analysis
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by examining urban-rural linkages in employment in twenty-two southern
BEA areas over a single business cycle.

This is intended ~s an

exploratory analysis of the short run employment interdependence between
urban centers and their rural hinterlands .

As such, it takes on the

question of the dynamics within a region over a business cycle rather
than an attempt to explain the long run development processes examined
by Dunn.
Conceptual Framework
The Functional Economic Area concept was developed by Fox and Kumar
(1966) and implemented by BEA (1973) for the
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These areas contain

a growth center and a surrounding hinterland that is more closely linked
to the area growth center than competing nearby centers.

Thus, BEA

areas are a logical choice for an analysis of how growth centers have
influenced development of rural areas of the South.
It is also recognized that the growth center theory of regional
development has undergone a cycle of respect from academics and prac
titioners.

In the 1950's and 60's it gained its respect if not

universal acceptance from the development literature of Hirschman and
Myrdahl.

Regional versions were constructed by Hansen (and many

Europeans) in the 1960's as the intellectual model for the ARC and
Economic Development Administration (EDA) programs (see Hansen, 1972).
In the early 1970's with many rural areas outpacing the metro centers in
income and population growth, growth center strategy was either dis
missed or ignored.

Regional scientists proclaimed . its demise.

In

reviewing the fate of growth center strategies for rural development,
Richardson noted:
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The debate on the growth pole/growth center controversy has now
raged for more than a decade. In the last few years opposition
to growth center strategies has become stronger, even rtrident,
especially in developing countries. From being a golden catch
phrase, growth center has become almost a dirty word.
(Richardson, 1978, p.133)
Some urban scholars claimed rural growth to be a function of
declining city productivity (Carlino, 1985)--hardly an endorsement of
growth center strategy for rural development.

Mutti (1981) endorses the

use of general equilibrium models for analyzing the effectiveness of
development policy for lagging regions.

Indeed, he finds that ignoring

general equilibrium effects might easily result in development programs
for lagging regions having unintended effects. Hansen (1988) notes the
need to reconsider the need for government spatial economic policy in
the 1990's.
In related times series work, Harris and Harris (1988) apply vector
autoregressions in an export base framework to examine lag structures
within nonmetropolitan counties of Nevada.

Kraybill and Orden (1987)

form three regions in Kentucky and look at basic/nonbasic responses to
"higher order" shocks from international (via the exchange rate),
national (via real GNP) and state (via state employment) and region
economic forces.

However, they do not decompose basic and nonbasic

activities within the urban and rural components of their regions
Economic base theory suggests the following hypotheses regarding
the causal ordering of economic activity within a region over a business
cycle:
1.

There is a causal ordering from higher order economic activity
to the lower order places. That is , international and national
series should cause changes at the r egional level with little
or no feedback to the higher order economies.
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2.

Shocks to basic activities in the region should cause increases
in nonbasic activity with little or no feedback from nonbasic
to basic.

3.

Nonbasic activity in both the rural and urban areas may respond
to urban basic activity due to labor commuting from rural to
urban places although the urban center activities would be
more affected because of the concentration of nonbasic support
ing services available in urban centers.

4.

Nonbasic activity in both the rural and urban areas may respond
to rural basic activity due to labor commuting from urban to
rural places and the urban center activities again would be
more affected because of the concentration of nonbasic support
ing services available in urban centers.
Empirical Analysis

Our approach is to use vector autoregressions on 22 southern BEA
areas.

We decompose the employment in each BEA region into basic and

nonbasic components for both the metro (urban center) and nonmetro
counties (rural hinterland).

We use national employment series (less

the regional totals) and a real exchange rate series as higher order
sources of external shocks.

Data
The data used for the analyses are developed from three sources.
First, monthly employment series, 1978 to 1986, unemployment insurance
files at the industry division level for each from the ES 202 county in
the region are divided into basic (manufacturing, mining, agriculture,
federal and state government) and nonbasic activities (all else except
for local government which is excluded from the analysis).
series are constructed the four employment series:

From these

METB (Metro-county,

basic employment), NMTB (Nonmetro basic employment), METNB (Metro
nonbasic employment) NMTNB (Nonmetro nonbasic employment).
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The metro aggregate is the presumed growth center for each BEA
region and the nonmetro aggregate represents its rural hinferland.

The

U.S. higher order time series (US) are from the same ES 202 data from
the Bureau of Labor Statistics (BLS) aggregated over all U.S . counties .
The international time series (DRX) is the real exchange rate for the
U.S. dollar from Cox (1987).

All data are in log form and differenced

over 12 months to yield a series of annual growth rates for each month .
Vector Autoregression
To evaluate the nature of the temporal linkages over a business
cycle for urban and rural components of a functional economic area, we
use vector autoregression analysis (VAR).

VAR regresses the current

value of each variable in the system on the lags (N) of all variables
(m) in the system as illustrated in equation (1).

where
Yt is an mxl matrix of variables,
Bl .. BN are mxm matrices of regression coefficients associated with
each lag 1,2 .. N, (e.g. for Bl, each blij would reflect the
influence of each variable j lagged one period, on variable
i.),

et is an mxl matrix of residuals
n is lag length.
Following Kraybill and Orden, lag operators can be used to express the
VAR more compactly as:

where
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n
L - the lag operator (L Yt - Yt-n),
1I

B an (m x N) matrix of regression parameters,
n
B (L)
an (m X m) matrix - L B Ln for i - 1, .. ,m, or,
n

B (L) -

j
U>l,jL
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u,2 ,jL
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u,1 .L
,J
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u,2 ,jL

U>

j
U>l,jL
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u,2,jL .... U> m, jL,

m,j
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Lj
Lj

a (mxl) vector of one-step ahead forecast errors for Yt, given
all past observations on Yt. The expected value of et is
zero. Thee vector is expected to have no serial correla
tion and a diagonal contemporaneous covariance matrix.
By rearranging (2) the moving average form of the VAR can be found.

or,
(4)

Here, as Kraybill and Orden note, the parameters of M (L) are nonlinear
combinations of the initial regression parameters in B (L).
There is no economic structure imposed on the system a priori.

So

in the unrestricted VAR the data define the nature of the temporal link
ages rather than the analyst.

As emphasized by Kraybill and Orden

(1987, p.16), the strength of the VAR technique for evaluating the of
sources of regional economic fluctuations are the inclusion of two sets
interactions:

higher/lower order economic forces, and economic forces

within the regional economy.
While the interpretation of individual coefficients in the VAR
equations is difficult, transformation of the VAR equations into the
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moving average form of equation (4) allows a summary evaluation of
impacts of unexpected shocks to each variable .

Kraybill apd Orden

(1987) suggest the use of the decomposition of forecast error variances
as a useful measure of the interaction between variables in a VAR.

They

define this as follows:
The variance of the shocks to each variab l e (estimated by the
standard errors of the residuals of the regression equations)
and the impact of each shock on the forecasts of future
expected values of each variable(given by the moving average
coefficients) are utilized to decompose or apportion the
forecast error variances into components associated with each
variable.
(Kraybill and Orden, 1987, p. 16-17).
Results
The VAR represented in equation (2) is augmented by several
deterministic components for estimation: a constant term, time trend,
and three dummies to control for seasonal variation in the data. We
estimate three sets of equations.

The first set follows the Kraybill

Orden structure with basic and nonbasic sectors aggregated over the
functional economic area and is called the Kraybill-Orden form or VARl.
We estimate a second set of VAR's with the higher order variables and
the functional area data divided only into metro and nonmetro components.

We call this the Central Place form or VAR2.

Finally, we

estimate a third set of VAR's based on our decision to divide the basic
and nonbasic sectors into their metro and nonmetro components.

Thus,

our third set of VAR's are for each of the s i x variables, METB, METNB,
NMTB, NMTNB, REX, and US and we call it VAR3 .

We estimate systems with

6, 9, and 12 lags of all variables as well as a constant and three
seasonal dummies.
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A primary issue in evaluating the VAR system is the white noise
character of the error term for each equation in the syste~.

The Ljung

Box Q-statistic is used to test for presence of serial correlation of
the residuals (See Doan and Litterman (1986), section 1.10 for a dis
cussion).

The null hypothesis is that there is no serial correlation

between the residuals in the autoregression equations (2).

We reject

this hypothesis if the marginal significance level (the P value) is less
than .01.

The RATS software by Doan and Litterman provides this P value

for the Q statistic ( a chi Square statistic with M degrees of freedom
where M

min (N/2 or 3N**.5 and N is the number of observations).

The

Choleski decompostion of the contemporaneous covariance matrix "takes
care" of the current period cross correlated error terms in the moving
average form of the model shown in equation (4) (Bessler, 1984).
We first examined the P values of the results of 6, 9, and 12 lags
VAR's and it was detected that the zero serial correlation hypothesis is
more often not rejected at the one percent significance level in case of
9 lag VAR's than in cases of 6 and 12 lags VAR's for each of the three
model forms. This leads to the conclusion that 9 lag VAR's are more
desirable than the other two and therefore, we pursue our further dis
cussion only on 9 lag models.

Recall that these models suggest that

change in a dependent variable may be determined as a function of the
lags for 1 through 9 months in the annual growth rates of all the
variables in the system. For example, in VAR3, current period annual
growth in Metro nonbasic (METNB) employment may depend on annual growth
rates over the past 9 months in US employment, the real exchange rate,
Metro basic employment, lags of Metro nonbasic employment, Nonmetro
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basic employment, and Nonmetro nonbasic employment.

No a priori

structure is assigned to these relationships yet there are 1 certain
expectations consistent with economic base theory as discussed in the
conceptual framework section of this paper.
The first empirical question to be addressed is whether or not the
form of the VAR matters.

That is, does VAR.3 offer some information that

is not evident in the more aggregated forms of VAR.land VAR.2?

One way

to evaluate this question is to compare the decompositions of variance
of forecast errors discussed above.

We report only the decompositions

for the "lower order" variables that represent the regions.

The US

(U.S. employment) series can be shown to be exogenous since most of its
forecast variance is explained by innovation (shocks) to the US series
itself.

The REX (real exchange rates) series is dominated by movements

in the US series and thus is not exogenous but largely dominated by the
other "higher-order", exogenous to the region variable, US.
As noted earlier, our sample consists of 22 BEA regions.

However,

our null hypothesis that there is no serial correlation of the residuals
in the autoregression equations was rejected for 10 BEA regions in VAR.1
model form, for four regions in VAR.2 form, and for 11 BEA regions in the
VAR.3 model form.

Therefore, these regions were excluded from further

analysis of the decomposition of variance of the forecast errors.

More

over, instead of analyzing results separately for each region which is
rather cumbersome, we summarize the results by calculating regional
means of the variance of forecast error for each model type.

We also

calculate coefficients of variation (CV) of the regional means.

12
The means and CV's of the forecast errors for each aggregated VAR
(VARl and VAR2) and the disaggregated VAR (VAR3) for the rrgion vari
ables are presented in Tables 1 and 2 respectively.
Table 1 reveals that innovation in the US series is the strongest
force in explaining forecast error variance for basic employment
lowed by nonmetro, metro, and nonbasic.

fol

The CV's indicate that there is

very little variation among BEA regions in explaining forecast error
variances for basic employment as compared to other employment types.
But, the real exchange rate series has little short-run impact on the
employment aggregates.

Moreover economic base theory is supported by

important basic to nonbasic impacts with little effect felt by the basic
sector from nonbasic innovations.
The growth center idea of a metro to nonmetro economic influence
with little feedback is not supported by the VAR2 results.

Indeed, it

appears that nonmetro shocks stimulate metro change--perhaps due to
changes in demand for urban services as nonmetro conditions change in
the short-run.
The results for the "disaggregated" VAR3 are similar but have a few
important differences that support the usefulness of the
procedure (Table 2).

disaggregation

First, US innovations again are the most important

source of explaining the forecast variance for all four regional
variables--the strongest impact is on metro basic.

The US series is

most important but tends to become less important as we move from a 3 to
a 6 month forecast horizon.

However, unlike in aggregated VAR's 1 and

2, the real exchange rate series is the second most dominant force in
explaining

forecast error variance in most cases.

The economic base
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Table 1.

Mean Decomposition of Forecast Error Variances (Aggregated
Models)

BEA Regionsa
Mean Response
BASIC

Months
Ahead
3
6

NONBASIC

VARl
Orden/Kraybill
-------------- - -shocks to------------US
DRX
BASIC
NONBASIC

3
6

mean
CV
mean
CV

92.75b
(0.05)
88.65
(0.06)

0 . 05
(1.0)
0 . 19
(1.21)

3.44
(0.81)
5.88
(0.75)

3.75
(0.91)
5.29
(0.82)

mean
CV
mean
CV

46.83
(0.55)
45.96
(0.43)

3.44
(0.84)
3.57
(0.74)

12.11
(0.54)
17.45
(0.47)

37.61
(0.62)
33.03
(0.65)

VAR2
Central Place
-------------shocks to----------------us
DRX
METRO
NONMETRO
METRO

3
6

NONMETRO

3
6

mean
CV
mean
CV

76.33
(0.33)
64.60
(0.36)

1.08
(0.96)
1. 72
(0.57)

4.87
(0.83)
4. 72
(0.50)

17. 72
(1. 24)
28.96
(0.75)

mean
CV
mean
CV

86.56
(0.18)
76.06
(0.24)

0.83
( 1. 39)
1.40
(0.96)

1. 63
(1.60)
2.27
(1.15)

10.97
(1.09)
20.30
(0.75)

aThe variables in this column are forecast ahead 3 to 6 months
using the moving average form of the various VAR's. The decompositions
of the forecast error variance attributable to each of the system variable is given across the row. Each row sum is equal to 100%, except for
rounding error.
bThe numbers in parentheses are coefficients of variation (CV)
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Table 2.

Mean Decomposition of Forecast Error Variances (Disaggregated
Model)

BEA

•
a
Regions

Mean
Response
of

METB

3
6

NMTB

3
6

METNB

3
6

NMTNB

VAR3
------------------Shocks to------------------US
DRX
METB
NMTB
METNB
NMTNB

Months
Ahead

3
6

mean
CV
mean
CV

98.08b
(0.04)
94.88
(0.05)

0.46
(1.00)
3.47
(0.67)

1.14
0.23
(2.96) (2.09)
0.98
0.28
(2.89) (1.46)

0.06
(2.00)
0.12
(2.33)

0.04
(1.75)
0.17
(2.82)

mean
CV
mean
CV

68.26
(0.44)
66.04
(0.37)

23.84
(1.09)
28.41
(0.84)

0.93
0. 77
(1.33) (1. 40)
0 .87
1. 35
(1.01) (1.06)

5.70
( 1. 12)
2.46
(0.82)

0.50
(2.34)
0.60
(1.32)

mean
CV
mean
CV

73.20
(0.34)
68.22
(0.32)

10. 71
(0.93)
19.47
(0.65)

2 .16 13 .38
(1. 44) (1.08)
1. 78
9.56
(1. 26) (0.99)

0.26
(1. 50)
0.31
(0.90)

0.29
(1.17)
0.65
(1.26)

mean
CV
mean
CV

72. 71
(0.34)
70.73
(0.31)

13. 76
( 1. 26)
17.35
(0.98)

1. 11
7.82
( 1. 59) (1.20)
1. 27
6.35
( 1. 11) (1.11)

0.86
(1.63)
0.82
(1.27)

3.68
(0.89)
3.45
(1.31)

aThe variables in this column are forecast ahead 3 to 6 months
using the moving average form of the various VAR's. The decompositions
of the forecast error variance attributable to each of the system
variable is given across the row. Each row sum is equal to 100 %,
except for rounding error.
bThe numbers in parentheses are coefficients of variation (CV)
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theory is again supported with a few interesting twists relative to the
aggregate models.

Innovations in METB explain about 2 perfent of the

METNB for both three and six months forecast periods.
Although 2 percent impact of METB on METNB is small but it is
highest among impacts of METB on other series including itself. More
over, the NMTB innovations explain 13.4 percent of the METNB, and 7.8
percent of the NMTNB error variance but almost none of the METB and
NMETB error variances.

Interestingly, the METNB innovations explain 5.7

percent of the NMTB error variances for 3 months forecast horizon and
2.5 percent for six months forecast horizon but almost none of other
series.

This suggests that metro area nonbasic activities also provide

services to rural basic activities.

Finally, the innovations in the

nonmetro-nonbasic series have almost no influence on the forecast error
variance of any of the three other series.

With some effects on its own

series, nonmetro-nonbasic is the most endogenous sector of the four as
one would expect from base theory.

Summary
For the short run models presented here , the results in each of the
VAR's mostly supports expected economic base theory predictions as well
as some of the Kraybill/Orden hypotheses of the importance of higher
order economic forces in influencing small region activities.

Central

place notion of metro places being affected by nonmetro hinterlands
variation in demand for trade and services activities in the metro
center is supported by the evidence.

However, the growth center idea

that metro places pull their hinterlands along is not supported by the
aggregate VAR2 model.

And the VAR3 version provides some addi tional
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insight into the short term interdependencies between metro/nonmetro and
basic/nonbasic employment series.

For instance, as in Kraybill/Orden

longer run model(Up to a 3 year forecast horizon), some evidence is
found that real exchange rates are important in determining regional
activities in a short run economic base framework in disaggregated
model. However no such evidence was shown by both aggregated model.
Moreover, for southern BEA

areas, we find important short run responses

by the nonbasic sectors to innovations in basic activities.
Probably the most important suggestion from our results is support
for a short run, regional employment strategy based on stimulating
exports from both metro and nonmetro counties and expanding the nonbasic
activities in the metro counties--probably in that order.

Innovation is

each of these series seems to impact all the other regional employment
series.

However, expansion of the nonmetro-nonbasic activities seems to

have little influence on any of the other series.

Accordingly, efforts

to expand the local service base in nonmetro counties in this region
would appear to have much smaller short run employment impacts on the
region than a similar effort in the other three components of the
regional series would have.

If a goal is to stimulate BEA areas

employment, building up the rural nonbasic sectors is not the
appropriate spatial/sectoral mix.
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Footnotes
1

The official concept used in the Appalachian develop~ent efforts
made a distinction between a growth center, a growth area, and the sur 
rounding hinterland as noted by Hansen:
By a 'growth center' or 'centers' is meant a complex consisting
of one or more communities or places which, taken together,
provide or are likely to provide, a range of cultural, social ,
employment, trade and service functions for itself and its
associated rural hinterland. Though a center may not be fully
developed to provide all these functions, it should provide, or
potentially provide, some elements of each, and presently
provide a sufficient range and magnitude of these functions to
be readily identifiable as the logical location for many
specialized services to people in the surrounding hinterland.
A 'growth area' is an extension of the growth center itself.
It is the adjoining area likely to experience residential and
employment growth because of proximity to a center or location
between centers. The hinterlands are surrounding rural areas
which rely upon the growth center and growth area for services
and employment. The hinterlands contribute resources and
manpower to the overall district economy . (From Hansen, 1972,
p. 269).
In this regard, the metro counties used in our analyses are more
properly thought of as growth areas rather than growth centers. The
nonmetro counties comprise the rural hinterlands of each of these growth
areas.
2

Dunn also uses the BEA areas as a focal point for looking at
urban systems development in the U.S .
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