ABSTRACT
INTRODUCTION
A R is a given matrix, and ∈ n f R is a vector. It is necessary to establish an efficient algorithm for solving the complementarity problem(CP). There have been lots of works on the solution of the linear complementarity problem( [9, 10, 14, 15, 13, 18] ), which presented feasible and essential techniques for LCP.
The multisplitting method was introduced by O'Leary and White [17] and further studied by many people [11, 12, 1, 2, 3, 4, 5, 6] . In the standard multisplitting method each local approximation solution 1 + k x is updated once using the same vector In [16] , relaxed nonstationarymultisplitting methods are also studied. The computational results show that these method are better than the standard multisplitting methods. [8] presented a nonstationary two-stage multisplitting methods with overlapping blocks. [7] proved the convergence of the nonstationarymultisplitting method for solving a system of linear equations when the coefficient matrix is symmetric positive definite. The purpose of this paper is also on establishing efficient parallel iterative methods for solving the LCP. By skillfully using the matrix multisplitting methodology and the block property, we propose a class of nonstationarymultisplitting methods, for solving the linear complementarity problems (1.1). The paper is organized as follows. In Section 2 we propose synchronous nonstationarymultisplitting method for solving LCP and establish its convergence theorem. In Section 3 we give an asynchronous nonstationary parallel multisplitting method for solving LCP and analysis the convergence of the algorithm. In Section 4, some numerical results show the efficiency of our algorithms. 
SYNCHRONOUS RELAXED NONSTATIONARY MULTISPLITTING METHOD
Following from Lemma 2.1, we can get the following lemma. 
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Otherwise, by Lemma 2.5, 
Substracting (2.7) from (2.6), we have ( )
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. From this we can deduce that the left side of (2.5) is non-positive, but the right side of (2.5) is non-negative. So (2.5) is true. In a word, 
By (2.8), we have Suppose that A is an − M matrix, it is an + − H matrix, too. Therefore , we have the following corollary. 
3.ASYNCHRONOUS RELAXED NONSTATIONARY
MULTISPLITTING METHOD Bai([5, 6] ) proposed a class of standard asynchronous parallel multisplitting relaxation methods for LCP. Frommer ([12] ) proposed an asynchronous weighted additive Schwarz scheme for solving the system of linear equations with multi-splitting method and Schwarz method. Mas [16] presented a relaxed nonstationarymultisplitting method for linear systems. Numerical experiments demonstrate the asynchronous method is faster than the corresponding synchronous one. The purpose of this section aims at extending this asynchronous nonstationary version to solving the LCP.
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The following lemma is obvious. 
NUMERICAL TESTS
In this section, we give some numerical results to illustrate the performance of the method presented in the paper. These results are for the purpose of illustrating new method for solving LCP discussed in this paper. As we know, in practice the coefficient matrix is often a sparse matrix, so in the testing, we consider the LCP as follows: 
and I is a unit matrix.
For Case 2 = m and Case 3 = m , we consider the nonstationary relaxed synchronous multisplitting method to solve the above linear complementarity problem. The stopping criterion of the out iteration is 1 6 10
Let time denote the CPU time(sec.), and
Out-iter denote the number of out iteration. The numerical results are listed in Table 1 and  Table 2 . From Table 1 and Table 2 , the new nonstationary relaxed multisplittingmethod(NRM) has more efficiency than the standard multisplitting method(SMM). In our numerical tests, the stopping criterion of the inner iteration in SMM is number of the out iteration than SMM, the number of inner iteration of NRM is less than SMM. Therefore, NRM spend less time than SMM. These show us that NRM is more efficient. Mas ([16] ) proposed a nonstationary parallel relaxed multisplitting methods for linear system. The numerical experiments show that these methods are better than the standard ones. In this paper, we develop a class of nonstationary relaxed synchronous and asynchronous multisplitting methods for solving linear complementarity problems with − H matrices. The convergence of the methods are analysed, and the efficiency is shown by numerical tests.
CONCLUSION AND REMARKS

