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AN EXTRAGRADIENT APPROXIMATION METHOD
FOR VARIATIONAL INEQUALITY PROBLEM
ON FIXED POINT PROBLEM OF NONEXPENSIVE MAPPINGS
AND MONOTONE MAPPINGS
Alongkot Suvarnamani and Mongkol Tatong
Abstract. We introduce an iterative sequence for finding the common ele-
ment of the set of fixed points of a nonexpansive mapping and the solutions of
the variational inequality problem for tree inverse-strongly monotone mappings.
Under suitable conditions, some strong convergence theorems for approxima-
ting a common element of the above two sets are obtained. Moreover, using
the above theorem, we also apply to finding solutions of a general system of
variational inequality and a zero of a maximal monotone operator in a real
Hilbert space. As applications, at the end of paper we utilize our results to
study the zeros of the maximal monotone and some convergence problem for
strictly pseudocontractive mappings. Our results include the previous results
as special cases extend and improve the results of Ceng et al., [Math. Meth.
Oper. Res., 67:375–390, 2008] and many others.
1. Introduction
Let H be a real Hilbert space with inner product 〈·, ·〉, and norm ‖ · ‖, and
respectively and let C be a closed convex subset of H. Let F be a bifunction of
C × C into R, where R is the set of real number. The equilibrium problem for
F : C × C −→ R is to find x ∈ C such that
(1.1) F (x, y) ≥ 0 , ∀x, y ∈ C .
The set of solution of (1.1) is denoted by EP (F ). Give a mapping T : C → H, let
F (x, y) = 〈Tx, y−x〉 for all x, y ∈ C. Then z ∈ EP (F ) if and only if 〈Tx, y−x〉 ≥ 0
for all y ∈ C, z is a solution of the variational inequality. Numerous problems
in physics, optimization, and economics reduce to find a solution of (1.1). In
1997 Combettes and Hirstoaga introduced an iterative scheme of finding the best
approximation to initial data when EP (F ) is nonempty and proved a strong
convergence theorem.
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Let A : C → H be a mapping. The classical variational inequality, denote by
V I(A,C), is to find x∗ ∈ C such that
〈Ax∗, v − x∗〉 ≥ 0
for all v ∈ C. The variational inequality has been extensively studied in the
literature. A mapping A of C into H is called α-inverse-strongly monotone if there
exists a positive real number α such that
〈Au−Av, u− v〉 ≥ α ‖ Au−Av ‖2
for all u, v ∈ C. We denote by F (S) the set of fixed point of S. For finding an
element of F (S) ∩ V I(A,C), Takahashi and Toyoda [16] introduced the following
iterative scheme:
(1.2) xn+1 = αnxn + (1− αn)SP (xn − λnAxn)
for every n = 0, 1, 2, . . ., where x0 = x ∈ C, αn is a sequence in (0, 1), and λn is a
sequence in (0, 2α). Recently, Nadezhkina and Takahashi [10] and Zeng and Yao
[24] proposed some new iterative schemes for finding element in F (S) ∩ V I(A,C).
In 2006, Yao and Yao [22] introduced the following iterative scheme.
Let C be a closed convex subset of real Hilbert space H. Let A be an α-inverse-
-strongly monotone mapping of C into H and let S be a nonexpansive mapping of




yn = PC(xn − λnAxn)
xn+1 = αnu+ βnxn + γnSPC(yn − λnAyn)
where {αn}, {βn}, {γn} are three sequences in [0, 1] and {λn} is a sequenced in
[0, 2α]. They proved that the sequence {xn} converges strongly to common element
of the set of fixed point of a nonexpansive mapping and the set of solutions of the
variational inequality for α-inverse-strongly monotone monotone mappings under
some parameters controlling condition. Moreover, Takahashi and Takahashi [15]
introduced an iterative scheme by the viscosity approximation method for finding
a common element of the set of solution of an equilibrium problem and the set
of fixed points of a nonexpansive mapping in a Hilbert space. They also proved a
strong convergence theorem which is connected with Combettes and Hirtoaga’s
result [4] and Wittmann’s result.
In this paper motivated by the iterative schemes, we will introduce a new
iterative process below for finding a common element of the set of fixed point of
a nonexpansive mapping, the set of solutions of an equilibrium problem, and the
solution set of the variational inequality problem for an α-inverse-strongly monotone
monotone mappings in a real Hilbert space. Then, we prove a strong convergence
theorem which is connected with Yao and Yao’s result [22] and Takahashi and
Takahashi’s result [15].
A mapping A : C → H is called α-inverse-strongly monotone if there exists a
positive real number α > 0 such that
〈Ax−Ay, x− y〉 ≥ α‖Ax−Ay‖2 , ∀x, y ∈ C
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(see Browder and Petryshyn 1967 [2]; Liu and Nashed 1998 [9]). It is obvious
that every α-inverse-strongly monotone mapping A is monotone and Lipschitz
continuous. A mapping S : C → C is called nonexpansive if
‖Sx− Sy‖ ≤ ‖x− y‖ , ∀x, y ∈ C .
We denote by F (S) the set of fixed points of S and by PC the metric projection of
H onto C. Recall that the classical variational inequality, denoted by V I(A,C), is
to find an x∗ ∈ C such that
〈Ax∗, v − x∗〉 ≥ 0 , ∀x ∈ C .
The set of solutions of V I(A,C) is denoted by Γ. The variational inequality has been
widely studied in the literature; see, e.g. [1], [8], [20], [21], [24] and the references
therein.
For finding an element of F (S)∩Γ, Takahashi and Toyoda (2003) [16] introduced
the following iterative scheme:
(1.4) xn+1 = αnxn + (−αn)SPC(xn + λnAxn) ,
for every n = 0, 1, 2, . . . , where x0 = x ∈ C, {αn} is a sequence in (0, 1), and {λn}
is a sequence in 0, 2α. On the other hand, for solving the variational inequality
problem in the finite-dimensional Euclidean space Rn, Korpelevich (1976) [7]
introduced the following so-called extragradient method:
(1.5)

x0 = x ∈ C ,
yn = PC(xn − λnAxn) ,
xn+1 = PC(xn − λnAyn)
for every n = 0, 1, 2, . . . , where λn ∈ (0, 1k ). Recently, Nadezhkina and Takahashi
(2006) [10] and Zeng and Yao (2006) [23] proposed some iterative schemes for
finding elements in F (S) ∩ Γ by combining (1.4) and (1.5). Further, these iterative
schemes are extended in Yao and Yao (2007) [22] to develop a new iterative scheme
for finding elements in F (S) ∩ Γ.
Consider the following problem of finding (x∗, y∗) ∈ C × C such that (see cf.
Ceng et al. (2008) [3]).
(1.6)
{
〈λAy∗ + x∗ − y∗, x− x∗〉 ≥ 0 , ∀x ∈ C ,
〈µBx∗ + y∗ − x∗, x− y∗〉 ≥ 0 , ∀x ∈ C ,
which is called a general system of variational inequalities where λ > 0 and µ > 0
are two constants. In particular, if A = B, then problem (1.6) reduces to finding
(x∗, y∗) ∈ C × C such that
(1.7)
{
〈λAy∗ + x∗ − y∗, x− x∗〉 ≥ 0 , ∀x ∈ C ,
〈µAx∗ + y∗ − x∗, x− y∗〉 ≥ 0 , ∀x ∈ C ,
which is defined by Verma (1999) [17] and Verma (2001) [18], and is called the new
system of variational inequalities. Further, if x∗ = y∗, then problem (1.7) reduces
to the classical variational inequality V I(C,A).
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In 2008 Ceng et al. [3], introduced a relaxed extragradient method for finding
solutions of problem (1.6). Let the mappings A,B : C → H be α-inverse-strongly
monotone and β-inverse-strongly monotone, respectively. Let S : C → C be a
nonexpansive mapping. Suppose x1 = u ∈ C and {xn} is generated by
(1.8)
{
yn = PC(xn − µBxn) ,
xn+1 = αnu+ βnxn + γnSPC(yn + λnAyn) ,
where λ ∈ (0, 2α), µ ∈ (0, 2β), and {αn}, {βn}, {γn} are three sequence in [0, 1]
such that αn + βn + γn = 1,∀n ≥ 1. First, problem (1.6) is proven to be equivalent
to a fixed point problem of nonexpansive mapping.
2. Preliminaries
Let C be a nonempty closed convex subset of a real Hilbert space H. For every
point x ∈ H, there exists a unique nearest point in C, denoted by PCx, such that
‖x− PCx‖ ≤ ‖x− y‖ , ∀y ∈ C .
PC is call the metric projection of H onto C.
Lemma 2.1 (see Zhang, Lee and Chan [25]). The metric projection PC has the
following properties:
(i) PC : H → C is nonexpansive;
(ii) PC : H → C is firmly nonexpansive i.e.,
‖PCx− PCy‖2 ≤ 〈PCx− PCy, x− y〉 , ∀x, y ∈ H ;
(iii) for each x ∈ H,
z = PC(x)⇔ 〈x− z, z − y〉 ≥ 0] = , ∀y ∈ C .
Let C be a nonempty closed convex subset of a real Hilbert space H. Let A,
B, C : C → H be three mappings. We consider the following problem of finding
(x∗, y∗, z∗) ∈ C × C × C such that
(2.1)

〈λAz∗ + x∗ − z∗, x− x∗〉 ≥ 0 , ∀x ∈ C ,
〈µBy∗ + z∗ − y∗, x− z∗〉 ≥ 0 , ∀x ∈ C ,
〈τCx∗ + y∗ − x∗, x− y∗〉 ≥ 0 , ∀x ∈ C ,
which is called a general system of variational inequalities where λ > 0, µ > 0 and
τ > 0 are three constants.
In particular, if A = B = C, then problem (2.1) reduces to finding (x∗, y∗, z∗) ∈
C × C × C such that
(2.2)

〈λAz∗ + x∗ − z∗, x− x∗〉 ≥ 0 , ∀x ∈ C ,
〈µAy∗ + z∗ − y∗, x− z∗〉 ≥ 0 , ∀x ∈ C ,
〈τAx∗ + y∗ − x∗, x− y∗〉 ≥ 0 , ∀x ∈ C .
EXTRAGRADIENT FOR VARIATIONAL INEQUALITY PROBLEM 49
Lemma 2.2. For given x∗, y∗, z∗ ∈ C × C × C, (x∗, y∗, z∗) is a solution of
problem (2.1) if and only if x∗ is a fixed point of the mapping G : C → C defined
by
G(x) = PC{PC [PC(z − λAz)− µBPC(z − λAz)]
− τCPC [PC(z − λAz)− µBPC(z − λAz)]} , ∀x ∈ C ,
where y∗ = PC(z∗ − λAz∗).
Lemma 2.3 (see Osilike and Igbokwe [11]). Let (E, 〈·, ·〉) be an inner product
space. Then for all x, y, z ∈ E and α, β, γ ∈ [0, 1] with α+ β + γ = 1, we have
‖αx+βy+γz‖2 = α‖x‖2 +β‖y‖2 +γ‖z‖2−αβ‖x−y‖2−αγ‖x−z‖2−βγ‖y−z‖2 .
Lemma 2.4 (see Suzuki [14]). Let {xn} and {yn} be bounded sequences in a
Banach space X and let {βn} be a sequence in [0, 1] with 0 < lim infn→∞ βn ≤
lim supn→∞ βn < 1. Suppose xn+1 = (1− βn)yn + βnxn for all integers n ≥ 0 and
lim supn→∞(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0. Then, limn→∞ ‖yn − xn‖ = 0.
Lemma 2.5 (see Xu [19]). Assume {an} is a sequence of nonnegative real numbers
such that
an+1 ≤ (1− αn)an + δn , n ≥ 0




(ii) lim supn→∞ δnαn ≤ 0 or
∑∞
n=1 |δn| <∞.
Then limn→∞ an = 0.
Lemma 2.6 (Goebel and Kirk [5]). Demi-closedness Principle. Assume that T is
a nonexpansive self-mapping of a nonempty closed convex subset C of a real Hilbert
space H. If T has a fixed point, then I − T is demi-closed; that is, whenever {xn}
is a sequence in C converging weakly to some x ∈ C (for short, xn ⇀ x ∈ C), and
the sequence {(I − T )xn} converges strongly to some y (for short, (I − T )xn → y),
it follows that (I − T )x = y. Here I is the identity operator of H.
The following lemma is an immediate consequence of an inner product.
Lemma 2.7. In a real Hilbert space H, there holds the inequality
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉 , ∀x, y ∈ H .
Remark 2.8. We also have that, for all u, v ∈ C and λ > 0,
‖(I − λA)u− (I − λA)v‖2 = ‖(u− v)− λ(Au−Av)‖2
= ‖u− v‖2 − 2λ〈u− v,Au−Av〉+ λ2‖Au−Av‖2
≤ ‖u− v‖2 + λ(λ− 2α)‖Au−Av‖2 .(2.3)
So, if λ ≤ 2α, then I − λA is a nonexpansive mapping from C to H.
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3. Main results
In this section, we introduce an iterative precess by the relaxed extragradient
approximation method for finding a common element of the set of fixed points of
a nonexpansive mapping, the set of solutions of an equilibrium problem, and the
solution set of the variational inequality problem for two inverse-strongly monotone
mappings in a real Hilbert space. We prove that the iterative sequences converges
strongly to a common element of the above three sets.
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert
space H. Let the mapping A, B, C : C −→ H be α-inverse-strongly monotone,
β-inverse-strongly monotone and γ-inverse-strongly monotone, respectively. Let S
be a nonexpansive mapping of C into itself such that F (S) ∩ Ω 6= ∅. Let f be a
contraction of H into itself and given x0 ∈ H arbitrarily and {xn} is generated by
(3.1)

F (un, x) + 1rn 〈x− un, un − xn〉 ≥ 0
yn = (1− γn)un + γnPc(un − λnAun)
xn+1 = (1− αn − βn)xn + αnf(yn) + βnSPc(xn − λnAyn)
where λn ∈ (0, 2α), µn ∈ (0, 2β), τn ∈ (0, 2γ) and {αn}, {βn}, {γn} are three
sequences in [0, 1] such that
(i) αn + βn + γn = 1,
(ii) limn→∞ αn = 0, limn→∞ δn = 0 and
∑∞
n=1 αn =∞,
(iii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
Then {xn} converges strongly to x ∈ F (S) ∩ Ω, where x = PF (S)∩Ωf(x).
Proof.
Step 1. xn is bounded. Indeed, put tn = PC(xn − λnAyn). Let x∗ ∈ F (S) ∩ Ω.
Then x∗ = PC(x∗ − λnAx∗).
‖tn − x∗‖ = ‖PC(xn − λnAyn)− PC(x∗ − λnAx∗)‖
≤ ‖(xn − λnAyn)− (x∗ − λnAx∗)‖
≤ ‖xn − x∗‖+ λn‖Ayn −Ax∗‖ .(3.2)
We observe that
‖f(yn)− x∗‖ = ‖f(yn)− f(x∗) + f(x∗)− x∗‖
≤ ‖f(yn)− f(x∗)‖+ ‖f(x∗)− x∗‖ ≤ α‖yn − x∗‖+ ‖f(x∗)− x∗‖
= α
[
‖(1− γn)(un − x∗) + γn
(
PC(un − λnAun)







(1− γn)‖un − x∗‖+ γn‖(un − λnAun)− (x∗ − λnAx∗)‖
]
+ ‖f(x∗)− x∗‖ ≤ α
[






= α‖un − x∗‖+ αγnλn‖Aun −Ax∗‖+ ‖f(x∗)− x∗‖ .
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By (3.2) and, we obtain
‖xn+1 − x∗‖ = ‖(1− αn − βn)xn + αnf(yn)βnStn − x∗‖
≤ (1− αn − βn)‖xn − x∗‖+ αn‖f(yn)− x∗‖+ βn‖tn − x∗‖
= (1− αn − βn)‖xn − x∗‖+ αn
[





‖xn − x∗‖+ λn‖Ayn −Ax∗‖
]
= (1− αn − βn)‖xn − x∗‖+ αnα‖un − x∗‖+ αnαγn‖(Aun −Ax∗)‖
+ αn‖f(x∗)− x∗‖+ βn‖xn − x∗‖+ βnλn‖Ayn −Ax∗‖
= (1− αn)‖xn − x∗‖+ αnα‖un − x∗‖+ αnαγn‖(Aun −Ax∗)‖
+ αn‖f(x∗)− x∗‖+ βnλn‖Ayn −Ax∗‖
≤ max
{
‖xn − x∗‖, ‖f(x∗)− x∗‖
}
+ αnα‖un − x∗‖
+ αnα‖Aun −Ax∗‖+ βnxn‖Ayn −Ax∗‖ .
Therefore, ‖xn‖ is bounded, the set {tn}, {Stn}, {Axn} and {Ayn} are also boun-
ded.
Step 2. limn→∞ ‖xn+1 − xn‖ = 0
‖tn+1 − tn‖ = ‖PC(xn+1 − λn+1Ayn+1)− PC(xn − λnAyn)‖
≤ ‖(xn+1 − λn+1Ayn+1)− (xn − λnAyn)‖
= ‖(xn+1 − λn+1Ayn+1)− (xn − λnAyn) + λn+1Ayn − λn+1Ayn)‖
= ‖(xn+1 − λn+1Ayn+1)− (xn − λn+1Ayn) + (λnAyn − λn+1Ayn)‖
≤ ‖(xn+1 − λn+1Ayn+1)− (xn − λn+1Ayn)‖+ |λn − λn+1|‖Ayn‖
= ‖xn+1 − λn+1Ayn+1 − xn + λn+1Ayn‖+ |λn − λn+1|‖Ayn‖
≤ ‖xn+1 − xn‖+ |λn − λn+1‖Ayn‖(3.3)
and
‖yn+1 − yn‖ = ‖(1− γn+1)un+1 + γn+1PC(un+1 − λn+1Aun+1)
− (1− γn+1)un + γnPC(un − λnAun)‖
= ‖(1− γn+1)un+1 − (1− γn)un + γn+1PC(un+1 − λn+1Aun+1)
+ γnPC(un − λnAun)‖
= ‖un+1 − γn+1un+1 − un + γnun + γn+1un − γn+1un
+ γn+1PC(un+1 − λn+1Aun+1) + γn+1PC(un − λnAun)
+ γn+1PC(un − λnAun)− γnPC(un − λnAun)‖
= ‖(1− γn+1)(un+1 − un)− (γn+1 − γn)un
+ γn+1
(
PC(un+1 − λn+1Aun+1)− PC(un − λnAun)
)
+ (γn+1 − γn)PC(un − λnAun)‖
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= ‖(1− γn+1)(un+1 − un)− (γn+1 − γn)un
+ γn+1PC(un+1 − λn+1Aun+1)− γn+1PC(un − λnAun)
+ γn+1PC(un − λnAun)− γnPC(un − λnAun)‖
= ‖(1− γn+1)(un+1 − un)− (γn+1 − γn)
(




PC(un+1 − λn+1Aun+1)− PC(unλnAun)
)
‖
≤ (1− γn+1)‖(un+1 − un)‖+ |γn+1 − γn|λn‖Aun‖
+ γn+1
(
‖un+1 − un‖+ λn+1‖Aun+1‖+ λn‖Aun‖
)
≤ ‖(un+1 − un)‖+ λn‖Aun‖+ λn+1‖Aun+1‖+ λn‖Aun‖
= ‖(un+1 − un)‖+ 2λn‖Aun‖+ λn+1‖Aun+1‖ .
Define a sequence zn by
xn+1 = %nxn + (1− %n)zn n ≥ 0
where %n = 1αn − βn, n ≥ 0. Then we have
zn+1 − zn =
xn+2 − %n+1xn+1
1− %n+1
− xn+1 − %nxn1− %n
= %n+1xn+1 + αn+1f(yn+1) + βn+1Stn+1 − %n+1xn+11− %n+1
− %nxn + αnf(yn) + βnStn − %nxn1− %n
= αn+1f(yn+1) + βn+1Stn+11− %n+1




























































































































































‖un+1 − un‖+ 2λn‖Aun‖+ λn+1‖Aun+1‖
]
+




‖xn+1 − xn‖+ |λn − λn+1‖Ayn‖
]
≤ ‖xn+1 − xn‖+ |λn − λn+1‖Ayn‖
+




‖un+1 − un‖+ 2λn‖Aun‖+ λn+1‖Aun+1‖
]
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which implies that
‖zn+1 − zn‖ − ‖xn+1 − xn‖ ≤ |λn − λn+1‖Ayn‖
+




‖un+1 − un‖+ 2λn‖Aun‖+ λn+1‖Aun+1‖
]
This together with (ii) and (v) imply that
lim sup
n→∞
(‖zn+1 − zn‖ − ‖xn+1 − xn‖) ≤ 0
by lemma, we obtain ‖zn − xn‖ → 0 as n→∞. Consequently
(3.5) lim
n→∞
(‖xn+1 − xn‖) = lim
n→∞
(1− %n)‖zn − xn‖ = 0 .
Step 3. limn→∞ ‖Sxn − xn‖ = limn→∞ ‖Stn − tn‖
‖yn − tn‖ =
∥∥(1− γn)(PCun − PC(xn − λnAyn))
+ γn
(
PC(un − λnAun)− PC(xn − λnAyn)
)∥∥
≤ (1− γn)
∥∥PCun − PC(xn − λnAyn)∥∥
+ γn
∥∥PC(un − λnAun)− PC(xn − λnAyn)∥∥
≤
∥∥un − (xn − λnAyn)∥∥+ ∥∥(un − λnAun)− (xn − λnAyn)∥∥
=
∥∥(un − xn) + λnAyn∥∥+ ∥∥(un − xn) + (−λn)(Aun −Ayn)∥∥
≤ ‖un − xn‖+ λn‖Ayn‖+ ‖un − xn‖+ λn‖Aun −Ayn‖ → 0
‖tn − xn‖ = ‖tn − yn + yn − xn‖
≤ ‖tn − yn‖+ ‖yn − xn‖ → 0
and hence
‖Syn − xn+1‖ = ‖Syn − Stn + Stn − xn+1‖
= ‖(Syn − Stn) + (Stn − xn+1)‖
≤ ‖Syn − Stn‖+ ‖Stn − xn+1‖
≤ ‖yn − tn‖+ ‖Stn −
[
(1− αn − βn)xn + αnf(yn) + βnStn
]
‖
≤ ‖yn − tn‖+ (1− αn − βn)‖Stn − xn‖+ αn‖Stn − f(yn)‖
= ‖yn−tn‖+ αn‖Stn−f(yn)‖+(1−αn−βn)‖Stn − Sxn + Sxn − xn‖
≤ ‖yn − tn‖+αn‖Stn − f(yn)‖+(1− αn − βn)
[
‖Stn − Sxn‖+ ‖Sxn − xn‖
]
≤ ‖yn − tn‖+ αn‖Stn − f(yn)‖+ ‖tn − xn‖+ (1− βn)‖Sxn − xn‖
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thus from the last three inequalities we conclude that
‖Sxn − xn‖ = ‖Sxn − Syn + Syn − xn+1 + xn+1 − xn‖
≤ ‖xn − yn‖+ ‖Syn − xn+1‖+ ‖xn+1 − xn‖
≤ ‖xn − yn‖+ ‖Syn −
[
(1− αn − βn)xn + αnf(yn) + βnStn
]
‖
+ ‖xn+1 − xn‖
≤ ‖xn − yn‖+ (1− αn − βn)‖Syn − xn‖+ αn‖Syn − f(yn)‖
+ βn‖Syn − Stn‖+ ‖xn+1 − xn‖
≤ ‖xn − yn‖+ ‖yn − tn‖+ αn‖Syn − f(yn)‖
+ (1− αn − βn)‖Syn − Sxn + Sxn − xn‖+ ‖xn+1 − xn‖
≤ ‖xn − yn‖+ ‖yn − tn‖+ αn‖Syn − f(yn)‖
+ (1− αn − βn)
[
‖Syn − Sxn‖+ ‖Sxn − xn‖
]
+ ‖xn+1 − xn‖
= ‖xn − yn‖+ ‖yn − tn‖+ αn‖Syn − f(yn)‖
+ (1− αn − βn)‖Syn − Sxn‖
+ (1− αn − βn)‖Sxn − xn‖+ ‖xn+1 − xn‖
≤ ‖xn − yn‖+ ‖yn − tn‖+ αn‖Syn − f(yn)‖+ ‖yn − xn‖
+ (1− βn)‖Sxn − xn‖+ ‖xn+1 − xn‖
≤ 2‖xn − yn‖+ ‖yn − tn‖+ αn‖Syn − f(yn)‖
+ (1− βn)‖Sxn − xn‖+ ‖xn+1 − xn‖
since
0 ≤ lim inf
n→∞
βn ≤ lim sup
n→∞
βn < 1 , ‖Sxn − xn‖ → 0 .
Consequently
‖Stn − tn‖ = ‖Stn − Sxn + Sxn − xn + xn − tn‖
≤ ‖Stn − Sxn‖+ ‖Sxn − xn‖+ ‖xn − tn‖
≤ ‖tn − xn‖+ ‖Sxn − xn‖+ ‖xn − tn‖
= 2‖tn − xn‖+ ‖Sxn − xn‖ → ∞
Step 4. lim supn→∞〈f(q)− q, xn − q〉 ≤ 0. Pick a subsequence xni of xn so that
lim sup
n→∞
〈f(q)− q, xn − q〉 = lim sup
n→∞
〈f(q)− q, xni − q〉 .
Let xni ⇀ x̂ ∈ C. Then Let xni ⇀ x̂ ∈ C. Then
lim sup
n→∞
〈f(q)− q, xn − q〉 = lim sup
n→∞
〈f(q)− q, x̂− q〉
to show 〈f(q)− q, x̂− q〉 ≤ 0, and to show x̂ ∈ F (S)∩Ω. By Lemma 2.2 and Step 3,
we have x̂ ∩ Ω. Let
Tv =
{
Av +NCv , if v ∈ C ,
∅ , if v 6∈ C .
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Then T is maximal monotone and 0 ∈ Tv if and only if v ∈ Ω. Let (v, w) ∈ G(T ).
Then w ∈ Tv = Av+NCv and hence w−Av ∈ NCv. Therefore 〈v−u,w−Av〉 ≥ 0
for all u ∈ C. Taking u = xni , we have
〈v − x̂, w〉 = lim inf
i→∞
〈v − xni , w〉 ≥ lim inf
i→∞
〈v − xni , Av〉
= lim inf
i→∞
[〈v − xni , Av −Axni + 〈v − xni , Axni〉]
≥ lim inf
i→∞
〈v − xni , Axni〉 ≥ lim inf
i→∞
〈v − xni , Axn〉 ≥ 0
and so 〈v − x̂, w〉 ≥ 0. Since T is maximal monotone, x̂ ∈ Ω. Thus x̂ ∈ F (S) ∩ Ω.
Therefore by property of the metric projection, lim supn→∞〈f(q)− q, xn − q〉 ≤ 0.
Step 5. lim supn→∞ ‖xn − q‖ = 0 where q = PF (s)∩Ωf(q) we get
‖xn+1 − q‖2 = ‖(1− αn − βn)(xn − q) + αn(f(yn)− q) + βn(Stn − q)‖2
≤ ‖(1− αn − βn)(xn − q) + βn(Stn − q)‖2
+ 2αn〈f(yn)− q, 1− αn − βn(xn − q) + β(stn − q) + αnf(yn)− q〉
≤ ‖(1− αn − βn)(xn − q) + βn(tn − q)‖2 + 2αn〈f(yn)− q, xn+1 − q〉
≤
[
(1− αn − βn)‖xn − q‖+ βn‖tn − q‖
]2 + 2αn〈f(yn)− q, xn+1 − q〉
=
[
(1− αn − βn)‖xn − q‖+ βn‖PC(xn − λnAyn)− q‖
]2
+ 2αn〈f(yn)− q, xn+1 − q〉
≤
[
(1− αn − βn)‖xn − q‖+ βn(‖xn − q‖+ λnAyn)
]2
+ 2αn〈f(yn)− q, xn+1 − q〉
=
[
(1− αn)‖xn − q‖+ λnAyn
]2 + 2αn[〈f(yn)− f(xn), xn+1 − q〉
+ 〈f(xn)− f(q), xn+1 − q〉+ 〈f(q)− q, xn+1 − q〉
]
≤ (1− αn)2‖xn − q‖2 + 2(1− αn)‖xn − q‖λnAyn + (λnAyn)2
+ 2αn
[
α‖yn − xn‖‖xn+1 − q‖
+ α‖xn − q‖‖xn+1 − q‖+ 〈f(q)− q, xn+1 − q〉
]
= (1− αn)2‖xn − q‖2 + λnAyn
(




α‖yn − xn‖‖xn+1 − q‖
+ α‖xn − q‖‖xn+1 − q‖+ 〈f(q)− q, xn+1 − q〉
]
= (1− αn)2‖xn − q‖2 + ααn‖xn − q‖2 + ααn‖xn+1 − q‖2
+ 2αn
[
α‖yn − xn‖‖xn+1 − q‖+ 〈f(q)− q, xn+1 − q〉
]
+ λnAyn(2‖xn − q‖+ λnAyn)
which implies that
(1− ααn)‖xn+1 − q‖2 ≤
(
(1− αn)2 + ααn
)
‖xn − q‖2 + 2αn
[
α‖yn − xn‖‖xn+1 − q‖
+ 〈f(q)− q, xn+1 − q〉
]
+ λnAyn(2‖xn − q‖+ λnAyn)
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‖xn+1 − q‖2 ≤
(1− αn)2 + ααn
1− ααn




α‖yn − xn‖ ‖xn+1 − q‖
+ 〈f(q)− q, xn+1 − q〉
]
+ λnAyn1− ααn
(2‖xn − q‖+ λnAyn)
=
(
1− 2αn + 2ααn +






α‖yn − xn‖ ‖xn+1 − q‖+ 〈f(q)− q, xn+1 − q〉
]
+ λnAyn1− ααn










α‖yn − xn‖ ‖xn+1 − q‖+ 〈f(q)− q, xn+1 − q〉
]
+ λnAyn1− ααn










α‖yn − xn‖‖xn+1 − q‖+ 〈f(q)− q, xn+1 − q〉
]
+ λnAyn1− ααn










2 ‖xn − q‖
2 + α‖yn − xn‖ ‖xn+1 − q‖+ 〈f(q)− q, xn+1 − q〉
]
+ λnAyn1− ααn
(2‖xn − q‖+ λnAyn)
but limn→∞ αn = 0 and
∑∞
n=0 2(1−α)αn =∞. Since lim supn→∞〈f(q)−q, xn+1−







2 ‖xn − q‖








λAyn(2‖xn − q‖+ λnAyn) <∞ ,
by Lemma 2.1 we conclude ‖xn − q‖ → 0. 
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