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COHOMOLOGIE DES FIBRÉS EN DROITES SUR SL3 /B EN
CARACTÉRISTIQUE POSITIVE
DEUX FILTRATIONS ET CONSÉQUENCES
LINYUAN LIU
Soient G un schéma en groupes semi-simple déployé sur un corps k de caractéristique
positive, B un sous-groupe de Borel et T ⊂ B un tore maximal. Soit X(T ) le groupe des
caractères de T . Pour tout µ ∈ X(T ), considéré comme caractère de B, on note L(µ)
le fibré en droites G-équivariant induit par µ et l’on pose H i(µ) := H i(G/B,L(µ)). En
1978, Griffith ([Gri80]) a étudié le cas de G = SL3 et déterminé la région de X(T ), que l’on
appellera « la région de Griffith », où H1 et H2 sont tous les deux non nuls. Presque simul-
tanément en 1979, Andersen ([And79]) a découvert, pour tout G, une condition nécessaire
et suffisante pour que H1(µ) 6= 0. Il a aussi montré que chaque H1(µ) non nul admet un
socle simple. Ensuite, des résultats concernant la structure de G-module de H i(µ) sous
certaines hypothèses de généricité ont été obtenus par différents auteurs : [KH85], [Irv86],
[And86a], [And86b], [DS88], [Lin90], [Lin91]. En 2002, Donkin a découvert une nouvelle
approche, qui a donné dans [Don06], des formules récursives pour les caractères de tous
les H i(µ) dans le cas de G = SL3.
Dans cet article, on étudiera le cas de G = SL3. En utilisant une approche nouvelle,
on montrera d’abord l’existence d’une filtration à deux étages de H1(µ) et H2(µ) lorsque
µ est dans la région de Griffith (Théorème 1). Ensuite, on en déduira l’existence d’une
filtration de H i(µ), qui généralise la p-filtration introduite par Jantzen, pour tout µ et tout
i (Théorème 5). En fait, on verra que les formules de récurrence de Donkin correspondent
à ces filtrations de H i(µ). On obtiendra aussi comme corollaire une autre démonstration
de l’existence de la p-filtration de H0(µ) découvert par Jantzen ([Jan80]).
1. Notations et Préliminaires
Dans cet article, k désigne un corps de caractéristique p > 0, G désigne le k-schéma en
groupes SL3 sur k, B ⊂ G est le sous-groupe de Borel des matrices triangulaires inférieures,
et T ⊂ B est le tore maximal des matrices diagonales.
On note X(T ) le groupe des caractères de T et Y (T ) celui des cocaractères. Notons
〈·, ·〉 : X(T ) × Y (T ) → Z le couplage naturel. Pour i ∈ {1, 2, 3}, notons ǫi l’élément de
X(T ) tel que ǫi(diag(a1, a2, a3)) = ai.
Posons α = ǫ1 − ǫ2, β = ǫ2 − ǫ3, γ = α + β, R+ = {α, β, γ}, et R− = −R+. Alors
R = {±α,±β,±γ} est le système de racines de G par rapport à T et le sous-groupe de
Borel B correspond à R−. Notons ∆ = {α, β} l’ensemble des racines simples. Définissons
l’ordre partiel ≤ sur X(T ) par µ ≤ λ si et seulement si λ− µ ∈ Nα+ Nβ.
Pour tout δ ∈ R, notons δ∨ ∈ Y (T ) la coracine correspondante. On désigne par ω1, ω2 ∈
X(T ) les poids fondamentaux correspondant à α∨ et β∨. Alors on a X(T ) = Zω1 ⊕ Zω2.
Pour tout a, b ∈ Z, notons (a, b) le poids aω1+ bω2. Posons ρ = 12(α+ β + γ) = γ = (1, 1).
Notons X(T )+ l’ensemble des poids dominants. Pour tout d ∈ N∗, notons
Xd(T ) = {µ ∈ X(T ) | 0 ≤ 〈µ, δ∨〉 < pd,∀δ ∈ ∆} = {(a, b) ∈ X(T )|0 ≤ a, b < pd}
l’ensemble des poids dominants et pd-restreints.
Pour δ ∈ R, notons sδ la réflexion par rapport à δ, c’est-à-dire, pour tout µ ∈ X(T ),
sδ(µ) = µ− 〈µ, δ∨〉δ.
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Soit W le groupe de Weyl de R, il est engendré par l’ensemble S des réflexions simples.
La longueur ℓ(w) d’un w ∈ W est le plus petit entier m tel que w s’écrive sα1sα2 · · · sαm
avec αi ∈ S. Soit w0 = sαsβsα = sβsαsβ l’unique élément de W de plus grande longueur.
Pour δ ∈ R et r ∈ Z, notons sδ,r la réflexion affine de X(T ) définie par sδ,r(µ) =
µ− (〈µ, δ∨〉 − r)δ pour tout µ ∈ X(T ). Désignons par Wp le groupe engendré par tous les
sδ,np avec δ ∈ R et n ∈ Z. Pour w ∈Wp, définissons l’action décalée par w ·µ = w(µ+ρ)−ρ
pour tout µ ∈ X(T ). On note C = −ρ+X(T )+.
Tout G-module V est aussi un T -module de façon naturelle. Pour tout µ ∈ X(T ), on
note Vµ l’espace de poids µ de V et l’on dit que µ est un poids de V si Vµ 6= 0. On dit que
µ est un plus haut poids de V si µ est un poids de V qui est maximal par rapport à l’ordre
≤ sur X(T ). On définit le caractère de V par ch V =
∑
µ∈X(T ) dim(Vµ) eµ ∈ Z[X(T )].
Soit H ⊂ G un sous-groupe fermé. Si V est un G-module, alors il admet naturellement
une structure de H-module. On note resGH(V ) le H-module ainsi obtenu.
Pour tout H-module N , on note IndGH(N) le G-module induit par N . Pour i ∈ N, on
note H i(G/H,N) = H i(G/H,LG/H (N)) où LG/H(N) est le fibré vectoriel G-équivariant
sur G/H associé à N (cf. [Jan03] I.5). Alors on a H i(G/H,N) ∼= Ri IndGH(N). Pour un B-
module N , on note H i(N) = H i(G/B,N). Si µ ∈ X(T ), alors µ est aussi un caractère de
B par la composition B ։ T
µ
−→ Gm, et on désigne encore par µ le B-module de dimension
1 tel que g ∈ B agit comme le scalaire µ(g). Donc H i(µ) est défini comme ci-dessus.
Pour µ ∈ X(T )+, notons L(µ) le G-module simple de plus haut poids µ.
Pour un G-module V de dimension finie, on note FC(V ) l’ensemble des facteurs de
composition de V .
Pour i ∈ {0, 1, 2, 3}, on appelle «H i-chambre » tout sous-ensemble de X(T ) de la forme
w · C avec ℓ(w) = i. Pour d ∈ N∗, une « pd-alcôve » est un ensemble de la forme
{µ ∈ X(T ) | apd < 〈µ+ ρ, α∨〉 < (a+ 1)pd, bpd < 〈µ+ ρ, β∨〉 < (b+ 1)pd,
cpd < 〈µ+ ρ, γ∨〉 < (c+ 1)pd}
pour certains a, b, c ∈ Z.
Pour tout G-module V , l’espace dual Homk(V, k) est naturellement muni de la structure
de G-module définie par (g · φ)(v) = φ(g−1v). On le note V ∗ et on l’appelle le dual de
V . La dualité de Serre sur G/B est compatible avec l’action de G, et donne H i(µ) ∼=
H3−i(−2ρ− µ)∗.
D’autre part, l’application g 7→ tg est un anti-automorphisme de G = SL3 qui est
l’identité sur T . On peut aussi munir l’espace dual Homk(V, k) de la structure de G-module
définie par (g ·φ)(v) = φ(tgv). On le note V t et on l’appelle « le dual contravariant » de V .
Alors, « la dualité de Serre contravariante » s’écrit (cf. [DS88] 2.1) H i(µ) ∼= H3−i(w0 ·µ)t.
Soit F : G→ G le morphisme de Frobenius deG. Pour tout r ∈ N∗, notonsGr = ker(F r)
le r-ième noyau de Frobenius. Pour tout µ ∈ X(T ), notons L̂(µ) l’unique BG1-module
simple de plus haut poids µ, où BG1 = F−1(B). Si on écrit µ = µ0+pµ1 avec µ0 ∈ X1(T )
et µ1 ∈ X(T ), alors on a un isomorphisme de BG1-modules L̂(µ) ∼= L̂(µ0)⊗ pµ1. De plus,
si µ ∈ X1(T ), alors on a un isomorphisme de BG1-modules L̂(µ) ∼= resGBG1(L(µ)).
2. Une filtration à deux étages
2.1. Énoncé du théorème pricipal.
Définition 1 (degré). Soit n ∈ N. Si n ≥ 1, on appelle degré de n l’unique d ∈ N tel que
pd ≤ n < pd+1. Si n = 0, on dit que n est de degré −∞.
Soit µ ∈ X(T ) tel que µ 6= (−1,−1). Il existe un unique λ = (a, b) ∈ C∩W ·µ. Le degré
de µ est défini comme le degré de a+ b+ 1 ∈ N.
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Remarque 1. Si µ = (m,−n − 2) avec m,n ∈ N, alors µ = sβ · (m − n − 1, n) =
sβsα · (n−m− 1,m). Donc dans ce cas, le degré de µ est celui de max(m,n).
Définition 2 (Condition de Griffith). (1) On dit qu’un poids µ vérifie la condition de
Griffith s’il existe m,n, d ∈ N∗ et a ∈ {1, 2, · · · , p− 1} tels que
• apd ≤ m,n ≤ (a+ 1)pd − 2 ;
• µ = (m,−n− 2) ou µ = (−n− 2,m).
On appelle « région de Griffith », et l’on note Gr, l’ensemble des poids vérifiant
la condition de Griffith.
(2) On note Gr l’ensemble des poids µ tels qu’il existem,n, d ∈ N∗ et a ∈ {1, 2, · · · , p− 1}
tels que
• apd − 1 ≤ m,n ≤ (a+ 1)pd − 1 ;
• µ = (m,−n− 2) ou µ = (−n− 2,m).
(3) On note Ĝr l’ensemble des poids µ tels qu’il existem,n, d ∈ N∗ et a ∈ {1, 2, · · · , p− 1}
tels que
• apd ≤ m,n ≤ (a+ 1)pd − 1 ;
• µ = (m,−n− 2) ou µ = (−n− 2,m).
Figure 1. Région de Griffith pour p = 3
Remarque 2. Dans la Définition 2, le degré de µ est d.
Remarque 3. D’après [Gri80] Theorem 1.3 ou [And79] Theorem 3.6, on sait que H1(µ) et
H2(µ) sont tous les deux non nuls si et seulement si µ ∈ Gr. Si µ est dans une H1-chambre
(resp. H2-chambre) et µ /∈ Gr, alors H2(µ) = 0 (resp. H1(µ) = 0).
Le théorème principal de §2 est le suivant.
Théorème 1. Soit µ = (m,−n − 2) ∈ Gr, où m = apd + r et n = apd + s avec d ≥ 1,
0 ≤ a ≤ p − 1 et −1 ≤ r, s ≤ pd − 1. Posons µ′ = (r,−s − 2), µ′′ = (−pd + r, pd − s − 2),
λ = (s, pd − r − 2) et tλ = (r, pd − s− 2). Alors :
(1) Il existe une suite exacte courte de G-modules :
0 M H2(µ) L(0, a− 1)(d) ⊗ V (λ) 0
telle que
M ∼= L(0, a)(d) ⊗H2(µ′)
⊕
L(0, a − 2)(d) ⊗H2(µ′′).
De plus, le quotient de H2(µ) par L(0, a)(d)⊗H2(µ′) est un quotient du module de
Weyl V (s, apd − r − 2).
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(2) Il existe une suite exacte courte de G-modules :
0 L(0, a− 1)(d) ⊗H0(tλ) H1(µ) Q 0
telle que
Q ∼= L(0, a)(d) ⊗H1(µ′)
⊕
L(0, a − 2)(d) ⊗H1(µ′′).
De plus, le noyau de la projection H1(µ)→ L(0, a)(d)⊗H1(µ′) est un sous-module
de H0(r, apd − s− 2).
Convention 1. Si η n’est pas dominant, on pose L(η) = V (η) = 0. En particulier, si
a = 1 on a L(0, a− 2) = 0.
Afin de démontrer le Théorème 1 on a besoin de quelques lemmes.
Lemme 1. Soient µ′ = (r,−s − 2) et µ′′ = (−pd + r, pd − s − 2) avec −1 ≤ r, s ≤ pd − 1
et d ≥ 1.
(1) Si L(η) est un facteur de composition de H i(µ′) ou H i(µ′′), alors η est pd-restreint.
(2) Si s ≤ r + 1 et si L(η) est un facteur de composition de V (λ) = V (s, pd − r − 2),
alors η est pd-restreint.
Démonstration. Soit ζ ∈ −ρ + X(T )+. On sait, d’après le « Strong Linkage Principle »
([Jan03] II.6.13), que pour tout facteur de composition L(η) d’un H i(w · ζ) on a η ≤ ζ.
Comme γ est dominant, on a donc :
〈η, α∨〉 ≤ 〈η, γ∨〉 ≤ 〈ζ, γ∨〉
et de même pour 〈η, β∨〉.
Pour µ′ = (r,−s − 2), le ζ correspondant est (r − s − 1, s) si r ≥ s et (s − r − 1, r) si
s ≥ r. Dans les deux cas on a 〈ζ, γ∨〉 = max(r, s) − 1 < pd.
De même, pour µ′′ = (r−pd, pd−s−2), le poids ζ correspondant est (pd−r−2, r−s−1) si
r ≥ s et (pd−s−2, s−r−1) si s ≥ r. Dans les deux cas on a 〈ζ, γ∨〉 = pd−min(r, s)−3 < pd.
Si s ≤ r+1 et L(η) est un facteur de composition de V (λ) = V (s, pd−r−2) ∼= H3(w0 ·λ),
alors dans ce cas 〈ζ, γ∨〉 = pd + s− r − 2 ≤ pd − 1. 
Lemme 2. Soit d ∈ N∗ et soient λ, µ ∈ Xd(T ). Alors on a
Ext1G(L(0, a)
(d) ⊗ L(λ), L(0, a − 2)(d) ⊗ L(µ)) = 0.
Démonstration. Raisonnons par récurrence sur d.
Si d = 1, alors λ, µ ∈ X1(T ). Si λ = µ, alors d’après [Jan03] II.10.17(2),
Ext1G
(
L(0, a)(1) ⊗ L(λ), L(0, a − 2)(1) ⊗ L(λ)
)
∼= Ext1G
(
L(0, a), L(0, a − 2)
)
= 0
car (0, a − 2) /∈ Wp · (0, a). Si λ 6= µ, d’après [Ye82] Proposition 4.1.1, on sait que si
Ext1G(L(0, a)
(1) ⊗ L(λ), L(0, a − 2)(1) ⊗ L(µ)) est non nul, alors si p 6= 3 il est parmi les
trois possibilités suivantes (et est leur somme directe si p = 3) :
HomG(L(0, a), L(0, a − 2)),
HomG(L(0, a), L(0, 1) ⊗ L(0, a− 2)),
HomG(L(0, a), L(1, 0) ⊗ L(0, a− 2)).
Or ceux-ci sont tous nuls car (0, a) 6≤ ν0 + (0, a − 2) pour ν0 ∈ {(0, 0), (0, 1), (1, 0)}.
Supposons que l’énoncé est vrai pour d ≥ 1. Soient λ, µ ∈ Xd+1(T ). Écrivons λ =
pλ1 + λ0 et µ = pµ1 + µ0 avec λ0, µ0 ∈ X1(T ). Si λ0 = µ0, alors
Ext1G
(
L(0, a)(d+1) ⊗ L(λ), L(0, a − 2)(d+1) ⊗ L(µ)
)
∼= Ext1G
(
L(0, a)(d) ⊗ L(λ1), L(0, a − 2)(d) ⊗ L(µ1)
)
= 0
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d’après [Jan03] II.10.17 (2) et l’hypothèse de récurrence.
Si λ0 6= µ0, alors d’après [Ye82] Proposition 4.1.1, on sait que si Ext1G(L(0, a)
(d+1) ⊗
L(λ), L(0, a − 2)(d+1) ⊗ L(µ)) est non nul, alors si p 6= 3 il est parmi les trois possibilités
suivantes (et est leur somme directe si p = 3) :
(2.1)
HomG
(
L((0, a)pd + λ1), L((0, a − 2)pd + µ1)
)
,
HomG
(
L((0, a)pd + λ1), L((0, a − 2)pd + µ1)⊗ L(0, 1)
)
,
HomG
(
L((0, a)pd + λ1), L((0, a − 2)pd + µ1)⊗ L(1, 0)
)
.
Soit L(η) un facteur de composition de L((0, a−2)pd+µ1)⊗L(ν0), où ν0 ∈ {(0, 0), (0, 1), (1, 0)}.
Alors on a
η ≤ (0, a − 2)pd + µ1 + ν0.
Donc, comme µ1 est pd-restreint,
〈η, γ∨〉 ≤ 〈(0, a − 2)pd + µ1 + ν0, γ∨〉 ≤ (a− 2)pd + 2(pd − 1) + 1 = apd − 1.
Donc comme λ1 est dominant, on ne peut pas avoir η = (0, a)pd + λ1. Par conséquent,
tous les Hom de (2.1) sont nuls, d’où le résultat.

2.2. Démonstration du Théorème 1 : réduction au Théorème 2. Dans ce para-
graphe, on va montrer que le Théorème 1 découle du théorème un peu plus faible suivant :
Théorème 2. Soit µ = (m,−n − 2), où m = apd + r et n = apd + s avec d ≥ 1,
1 ≤ a ≤ p−1 et −1 ≤ r, s ≤ pd−1 (c’est-à-dire, µ ∈ Gr de degré d). Posons µ′ = (r,−s−2),
µ′′ = (−pd + r, pd − s− 2), λ = (s, pd − r − 2) et tλ = (r, pd − s− 2). Alors :
(1) Il existe des suites exactes courtes de G-modules :
0 M H1(µ) L(0, a − 2)(d) ⊗H1(µ′′),
0 L(0, a− 1)(d) ⊗H0(tλ) M L(0, a)(d) ⊗H1(µ′) 0.
(2) Il existe des suites exactes courtes de G-modules :
0 L(0, a)(d) ⊗H2(µ′) H2(µ) Q 0,
0 L(0, a− 2)(d) ⊗H2(µ′′) Q L(0, a− 1)(d) ⊗ V (λ) 0.
De plus, Q est un quotient du module de Weyl V (s, apd − r − 2).
Montrons que le Théorème 1 découle du Théorème 2.
On pose w = sγsβ = sβsα. Notons Grα = Gr∩sα·C, Grβ = Gr∩sβ·C et Grw = Gr∩w·C.
Posons
µ˜ = w0 · µ = (apd + s,−apd − r − 2).
Alors µ˜ appartient à Grw (resp. à Grβ) si et seulement si µ appartient à Grβ (resp. à Grw).
D’autre part, comme µ˜ se déduit de µ en échangeant r et s, alors le poids (µ˜)′ associé à µ˜
est (s,−r − 2) = sγ · µ′ ; on le notera µ˜′. De même, le poids µ˜′′ associé à µ˜ est
(−pd + s, pd − r − 2) = sγ · µ′′.
Par dualité de Serre contravariante, on a :
H1(µ) ≃ H2(µ˜)t et H2(µ) ≃ H1(µ˜)t
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et de même H i(µ′) ≃ H3−i(µ˜′)t et H i(µ′′) ≃ H3−i(µ˜′′)t pour i = 1, 2. Comme les modules
simples L(0, i) sont auto-duaux pour la dualité contravariante, on obtient que H1(µ) a
aussi la filtration à trois étages suivante :
H1(µ) ≃ H2(µ˜)t =
L(0, a)(d) ⊗H1(µ′)
L(0, a − 2)(d) ⊗H1(µ′′)
L(0, a− 1)(d) ⊗H0(tλ)
où les deux étages inférieurs sont un sous-module de H0(r, apd − s− 2), et H2(µ) a aussi
la filtration à trois étages suivante :
H2(µ) = H1(µ˜)t =
L(0, a − 1)(d) ⊗ V (λ)
L(0, a)(d) ⊗H2(µ′)
L(0, a− 2)(d) ⊗H2(µ′′)
.
Donc pour montrer le Théorème 1, il suffit de montrer que pour i ∈ {1, 2}, on a :
Ext1G(L(0, a)
(d) ⊗H i(µ′), L(0, a − 2)(d) ⊗H i(µ′′)) = 0.
Or ceci résulte des lemmes 1 et 2. Ceci montre que le Théorème 1 découle du Théorème 2.
On va montrer le Théorème 2 dans le paragraphe 2.3.
2.3. Preuve du Théorème 2. Commençons par le lemme suivant.
Lemme 3. Soit λ = (0, a) ∈ X+ tel que 1 ≤ a ≤ p− 1. Soit K le sous-B-module de L(λ)
engendré par le vecteur de poids (a,−a). Alors L(λ)/K est isomorphe comme B-module
à L(0, a− 1)⊗ (0, 1).
Démonstration. On sait que L(0, a) ∼= k[x, y, z]a l’espace des polynômes homogènes de
degré a avec l’action naturelle de SL3. Alors, on a un morphisme surjectif de B-modules
L(0, a)→ L(0, a− 1)⊗ (0, 1), xiyjza−i−j 7→
a− i− j
a
xiyjza−i−j−1
dont le noyau est K. 
2.3.1. Trois suites exactes de B-modules. Appliquons le lemme 3 à L(0, a) et notons Ka le
sous-module engendré par le vecteur de poids (a,−a) ; il est isomorphe comme B-module
au Pα-module simple Lα(a,−a) de plus haut poids (a,−a) et L(0, a)/Ka est isomorphe à
L(0, a− 1)⊗ (0, 1). On a donc une suite exacte
(2.2) 0 // Ka // L(0, a) // L(0, a − 1)⊗ (0, 1) // 0.
Notons Ma le sous-module de Ka tel qu’on ait une suite exacte
(2.3) 0 // Ma // Ka // (a,−a) // 0.
Comme a < p on voit que Ma ≃ Ka−1 ⊗ (−1, 0) et donc on a une suite exacte
(2.4) 0 // Ma // L(0, a− 1)⊗ (−1, 0) // L(0, a − 2)⊗ (−1, 1) // 0.
2.3.2. Suites exactes longues induites par le foncteur d’induction. Appliquons la d-ième
puissance du Frobenius aux suites exactes courtes du paragraphe précédent et tensorisons
par le poids µ′ = (r,−s − 2). Posons aussi λ0 = (s, apd − r − 2) et ν = (−pd + r,−s − 2)
et remarquons que w0 · λ0 = w0λ0 − 2ρ = (r − apd,−s − 2). On obtient alors des suites
exactes :
(2.5)
0 // K˜a // L(0, a)(d) ⊗ (r,−s− 2) // L(0, a − 1)(d) ⊗ (r, pd − s− 2) // 0
(2.6) 0 // M˜a // K˜a // (m,−n − 2) // 0
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(2.7)
0 // M˜a // L(0, a− 1)(d) ⊗ ν // L(0, a− 2)(d) ⊗ (−pd + r, pd − s− 2) // 0 .
Appliquons le foncteur H0 à ces suites exactes. Comme ν est anti-dominant, on a
H i(ν) = 0 pour i < 3. Par conséquent, (2.7) donne l’isomorphisme
(2.8) L(0, a − 2)(d) ⊗H1(µ′′) ≃ H2(M˜a)
et la suite exacte :
(2.9) 0→ L(0, a− 2)(d) ⊗H2(µ′′)→ H3(M˜a)→ L(0, a− 1)(d) ⊗ V (s, pd − r − 2)→ 0
où l’on a posé, comme dans le Théorème 2, µ′′ = (−pd + r, pd − s− 2).
Comme tλ = (r, pd − s− 2) appartient à C et comme (r,−s− 2) n’a de la cohomologie
qu’en degré 1 et 2, alors (2.5) donne, en utilisant l’identité tensorielle ([Jan03] I.4.8) :
l’égalité H0(K˜a) = 0, la suite exacte
(2.10)0→ L(0, a− 1)(d) ⊗H0(r, pd − s− 2)→ H1(K˜a)→ L(0, a)(d) ⊗H1(r,−s − 2)→ 0,
l’isomorphisme
(2.11) H2(K˜a) ≃ L(0, a)(d) ⊗H2(r,−s − 2)
et l’égalité H3(K˜a) = 0.
Considérons maintenant la suite exacte (2.6). Comme on a vu que H1(M˜a) = 0, on
obtient la suite exacte :
(2.12)
0→ H1(K˜a)→ H1(m,−n−2)→ H2(M˜a)
f
−→ H2(K˜a)→ H2(m,−n−2)→ H3(M˜a)→ 0.
2.3.3. Annulation de f .
Lemme 4. Le morphisme f dans la suite exacte (2.12) est nul.
Démonstration. Par (2.11), on sait queH2(K˜a) ∼= L(0, a)(d)⊗H2(µ′). Donc par le lemme 1,
si L(η) est un facteur de composition de H2(K˜a), alors η = (0, apd)+η0 où η0 est un poids
dominant pd-restreint. De même, comme H2(M˜a) ∼= L(0, a − 2)(d) ⊗H1(µ′′) par (2.8), si
L(η) est un facteur de composition de H2(M˜a), alors η = (0, (a − 2)pd) + η0 où η0 est
dominant et pd-restreint.
Par conséquent, H2(K˜a) et H2(M˜a) n’ont pas de facteur de composition commun. Donc
le morphisme f de H2(M˜a) vers H2(K˜a) dans (2.12) est nul. 
Par conséquent, la suite exacte (2.12) se coupe en deux suites exactes courtes :
(2.13) 0 // L(0, a)(d) ⊗H2(µ′) // H2(m,−n− 2) // H3(M˜a) // 0
(2.14) 0 // H1(K˜a) // H1(m,−n− 2) // L(0, a− 2)(d) ⊗H1(µ′′) // 0.
Celles-ci, avec la suite exacte (2.9) et la suite exacte (2.10), terminent la preuve du
Théorème 2.
2.4. Description de H2(µ) et H1(µ) pour µ sur le mur. Lorsque µ se situe sur le mur
entre une H1-chambre et une H2-chambre, c’est-à-dire, µ = (n,−n − 2) ou (−n − 2, n)
pour un n ∈ N, on peut donner une version plus précise du Théorème 1. Par la symétrie
entre α et β, il suffit de considérer le cas où µ = (n,−n− 2).
Remarquons d’abord que si 0 ≤ n ≤ p−1, on peut appliquer le théorème de Borel-Weil-
Bott (cf. [Jan03] II.5.5) à µ = (n,−n−2) = sβ ·(−1, n). Donc on a H i(µ) ∼= H i−1(−1, n) =
0 pour tout i dans ce cas.
Si n ≥ p, on a le théorème suivant :
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Théorème 3. Soit µ = (n,−n − 2) de degré d ≥ 1 (c’est-à-dire, n ≥ p). Alors il existe
une filtration 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vℓ−1 ⊂ Vℓ = H2(µ), avec ℓ ≤ d telle que pour tout
i ∈ {1, 2, · · · , ℓ}, on ait
Vi/Vi−1 ∼=
qi⊕
j=1
L(νij)(dij ) ⊗ V (λij),
avec qi ≤ 2ℓ−i. De plus, pdijνij est pd+1-restreint et λij est pdij -restreint pour tout i, j.
Comme H1(µ) ∼= H2(µ)t, on obtient aussi une filtration duale de H1(µ).
Démonstration. Raisonnons par récurrence sur d. Si d = 1, alors n = ap + r avec 1 ≤
a, r ≤ p− 1. D’après le Théorème 1, il existe une filtration à deux étages :
H2(µ) =
L(0, a− 1)(1) ⊗ V (λ)
L(0, a)(1) ⊗H2(µ′)
⊕
L(0, a − 2)(1) ⊗H2(µ′′)
où λ = (r, p− r−2), µ′ = (r,−r−2) et µ′′ = (−p+ r, p− r−2). Comme r et p− r−2 sont
≤ p − 1, on a H2(µ′) = H2(µ′′) = 0, d’où H2(µ) ∼= L(0, a − 1)(1) ⊗ V (λ). Donc l’énoncé
est vrai dans ce cas.
Supposons l’énoncé vrai pour tout n de degré ≤ d, et soit n = apd+1+r avec 1 ≤ a ≤ p−1
et 0 ≤ r ≤ pd − 1. D’après le Théorème 1, on a une filtration à deux étages :
H2(µ) =
L(0, a− 1)(d+1) ⊗ V (λ)
L(0, a)(d+1) ⊗H2(µ′)
⊕
L(0, a − 2)(d+1) ⊗H2(µ′′)
où λ = (r, pd+1 − r− 2), µ′ = (r,−r− 2) et µ′′ = (−pd+1+ r, pd+1− r− 2) = (−m− 2,m),
où m = pd+1 − r − 2. Donc µ′ et µ′′ sont tous les deux encore sur le mur et de degré ≤ d.
D’après l’hypothèse de récurrence, il existe une filtration de H2(µ′) :
0 =M0 ⊂M1 ⊂ · · · ⊂Mℓ′ = H2(µ′)
avec ℓ′ ≤ d telle que pour tout i ∈ {1, 2, · · · , ℓ′}, on ait
Mi/Mi−1 ∼=
q′i⊕
j=1
L(ν ′ij)
(d′
ij
) ⊗ V (λ′ij),
avec q′i ≤ 2
ℓ′−i. De plus, pd
′
ijν ′ij est p
d+1-restreint et λ′ij est p
d′
ij -restreint pour tout i, j.
Pour i > ℓ′, posons Mi =Mℓ′ = H2(µ′) et q′i = 0.
De même, on a une filtration de H2(µ′′) :
0 = N0 ⊂ N1 ⊂ · · · ⊂ Nℓ′′ = H2(µ′′)
avec ℓ′′ ≤ d telle que pour tout i ∈ {1, 2, · · · , ℓ′′}, on ait
Ni/Ni−1 ∼=
q′′
i⊕
j=1
L(ν ′′ij)
(d′′
ij
) ⊗ V (λ′′ij),
avec q′′i ≤ 2
ℓ′′−i. De plus, pd
′′
ijν ′′ij est p
d+1-restreint et λ′′ij est p
d′′
ij -restreint pour tout i, j.
Pour i > ℓ′′, posons Ni = Nℓ′′ = H2(µ′′) et q′′i = 0.
Posons maintenant ℓ = max(ℓ′, ℓ′′) + 1 ≤ d+ 1. Pour 0 ≤ i ≤ ℓ− 1, posons
Vi = L(0, a)(d+1) ⊗Mi
⊕
L(0, a− 2)(d+1) ⊗Ni
⊂ L(0, a)(d+1) ⊗H2(µ′)
⊕
L(0, a − 2)(d+1) ⊗H2(µ′′) ⊂ H2(µ).
Posons aussi Vℓ = H2(µ).
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Alors pour 1 ≤ i ≤ ℓ− 1, on a :
Vi/Vi−1 ∼=L(0, a)(d+1) ⊗
q′
i⊕
j=1
L(ν ′ij)
(d′
ij
) ⊗ V (λ′ij)⊕ L(0, a − 2)
(d+1) ⊗
q′′
i⊕
j=1
L(ν ′′ij)
(d′′
ij
) ⊗ V (λ′′ij)
∼=
q′
i⊕
j=1
L(ν ′ij + (0, a)p
d+1−d′
ij )(d
′
ij
) ⊗ V (λ′ij)⊕
q′′
i⊕
j=1
L(ν ′′ij + (0, a− 2)p
d+1−d′′
ij )(d
′′
ij
) ⊗ V (λ′′ij).
Pour 1 ≤ i ≤ ℓ−1, posons qi = q′i+q
′′
i . Pour 1 ≤ j ≤ q
′
i, posons νij = ν
′
ij+(0, a)p
d+1−d′
ij ,
dij = d′ij et λij = λ
′
ij . Pour q
′
i < j ≤ qi, posons νij = ν
′′
i,j−q′
i
+ (0, a − 2)p
d+1−d′′
i,j−q′
i ,
dij = d′′i,j−qi et λij = λ
′′
i,j−qi
. Alors l’isomorphisme précédent se réécrit
Vi/Vi−1 ∼=
qi⊕
j=1
L(νij)(dij ) ⊗ V (λij).
De plus, on a qi = q′i+ q
′′
i ≤ 2
ℓ′−i+2ℓ
′′−i ≤ 2 ·2max(ℓ
′,ℓ′′)−i = 2ℓ−i et λij est pdij -restreint
par définition. D’après le lemme 1, pdijνij est pd+2-restreint puisque L(pdijνij+λij) est un
facteur de composition de H2(n,−n− 2), avec n = apd+1 + r.
Enfin, si i = ℓ, on a Vi/Vi−1 ∼= L(0, a− 1)(d+1) ⊗ V (r, pd+1 − r − 2).
Donc l’énoncé est vrai pour µ. Ceci termine la preuve du Théorème 3.

De plus, on peut décrire explicitement les νij et λij du Théorème 3. Supposons pour
commencer que n 6≡ p− 1 (mod p).
Pour a ∈ {0, 1, · · · , p − 1}, notons aˆ = p− a− 1, alors on a ˆˆa = a. Pour d ∈ N, notons
Nd = {n ∈ N|n est de degré ≤ d}.
Notons Nd = {0} pour tout d ∈ −N∗.
Pour tout d ∈ N, définissons
sd : Nd → Nd−1
et
td : Nd → Nd
comme suit. Si
n = adp
d + ad−1p
d−1 + · · · + a0 ∈ Nd
où ai ∈ {0, 1, · · · , p− 1}, alors
sdn = ad−1p
d−1 + ad−2pd−2 + · · ·+ a0 = n− adpd
(en particulier, s0n = 0 si d = 0), et
tdn = aˆdp
d + aˆd−1p
d−1 + · · ·+ aˆ0 − 1 = pd+1 − n− 2.
Alors on a
td
2n = n
pour tout n ∈ Nd. Si 0 ≤ a0 ≤ p− 2, alors on a
sdtdn = td−1sdn = adp
d + pd − n− 2.
Pour i = 1, · · · , d, notons
sd
(i) = sd−i+1sd−i+2 · · · sd.
C’est-à-dire, si n = adpd + ad−1pd−1 + · · ·+ a0 ∈ Nd, alors
sd
(i)n = ad−ip
d−i + ad−i−1p
d−i−1 + · · ·+ a0.
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Soit n = adpd+ad−1pd−1+· · ·+a0 ∈ Nd (attention : ad peut être 0). Pour i ∈ {1, · · · , d}.
posons
Γ˜id(n) =
{
ν =
d∑
j=d−i+1
pjηj ∈ X(T )|ηj ∈ {(0, aj), (0, aj − 2), (aˆj , 0), (aˆj − 2, 0)}
}
.
Pour ν =
∑d
j=d−i+1 p
jηj ∈ Γ˜id(n), définissons ε(ν) ∈ {0, 1} par
ε(ν) ≡ ♯{j|ηj ∈ {(0, aj − 2), (aˆj − 2, 0)}} (mod 2).
Soit ν =
∑d
j=d−i+1 p
jηj ∈ Γ˜id(n). On dit que ν est admissible s’il vérifie les trois condi-
tions suivantes :
(1) ηd ∈ {(0, ad), (0, ad − 2)};
(2) pour d − i + 1 ≤ j ≤ d − 1, si ηj+1 ∈ {(0, aj+1), (aˆj+1 − 2, 0)}, alors ηj ∈
{(0, aj), (0, aj − 2)} ;
(3) pour d−i+1 ≤ j ≤ d−1, si ηj+1 ∈ {(0, aj+1−2), (aˆj+1, 0)}, alors ηj ∈ {(aˆj , 0), (aˆj−
2, 0)}.
Pour i = 1, · · · , d, définissons
Γid(n) = Γ
i
d,0(n) ∪ Γ
i
d,1(n)
où
(2.15) Γid,0(n) = {ν|ν ∈ Γ˜
i
d(n) est admissible et ε(ν) = 0}
et
(2.16) Γid,1(n) = {ν|ν ∈ Γ˜
i
d(n) est admissible et ε(ν) = 1}.
Alors |Γid,0(n)| = |Γ
i
d,1(n)| = 2
i−1. En effet, pour un élément ν ∈ Γid, il y a exactement
deux choix pour ηj pour tout j ∈ {d, d−1, · · · , d− i+1}, d’où |Γid(n)| = 2
i. Si ν ∈ Γid,0(n),
alors il y a deux choix pour ηj tout j ∈ {d, d− 1, · · · , d− i+2}, et ηd−i+1 est uniquement
déterminé par ηd, ηd−1, · · · , ηd−i+2 car ε(ν) = 0. Donc |Γid,0(n)| = 2
i−1.
Posons aussi Γ0d,0(n) = {(0, 0)} ⊂ X(T ) et Γ
0
d,1(n) = ∅. Définissons
τ : X(T )→ X(T )
(x, y) 7→ (y, x).
Alors on a τ2 = IdX(T ). D’après les définitions, pour tout i ≥ 1 et pour n = adpd +
ad−1p
d−1 + · · ·+ a0 avec 1 ≤ a0 ≤ p− 2, on a
(2.17) Γid,0(n) =
(
(0, ad)pd + Γ
i−1
d−1,0(sdn)
)
∪
(
(0, ad − 2)pd + τΓ
i−1
d−1,1(td−1sdn)
)
et
(2.18) Γid,1(n) =
(
(0, ad)pd + Γ
i−1
d−1,1(sdn)
)
∪
(
(0, ad − 2)pd + τΓ
i−1
d−1,0(td−1sdn)
)
.
Enfin, pour n = apd + r ∈ Nd avec 0 ≤ r ≤ pd − 1, posons
Λd(n) = (r, p
d − r − 2) ∈ X(T ).
Théorème 4. Soit n ∈ N de degré ≤ d.
(i) Si n 6≡ p− 1 (mod p), alors il existe une filtration de H2(n,−n− 2)
0 = N0 ⊂ N1 ⊂ · · · ⊂ Nd−1 ⊂ Nd = H2(n,−n− 2)
telle que
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(2.19)
Ni/Ni−1 ∼=
⊕
ν∈Γd−i
d,0
(n)
L(ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(sd
(d−i)n))
⊕
⊕
ν∈Γd−i
d,1
(n)
L(ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(tisd
(d−i)n)).
pour tout i ∈ {1, 2, · · · , d}.
(ii) Si n ≡ p− 1 (mod p), alors il existe k ≥ 1 tel que n = mpk + pk − 1 avec m 6≡ p− 1
(mod p). Dans ce cas, on a
(2.20) H2(µ) ∼= L((pk − 1)ρ)⊗H2(m,−m− 2)(k)
et (i) s’applique à H2(m,−m− 2).
Remarque 4. On utilise toujours la Convention 1, donc il peut y avoir des facteurs nuls
dans l’expression ci-dessus.
Démonstration. Pour (ii), il suffit de remarque que
µ = (n,−n− 2) = (m,−m− 2)pk + (pk − 1)ρ
et (2.20) résulte de [Jan03] II.3.18.
Pour démontrer (i), raisonnons par récurrence sur d. Si d = 1 et n ∈ Nd est tel que
n 6≡ p − 1 (mod p), alors n = a1p + a0 avec 0 ≤ a1 ≤ p − 1 et 0 ≤ a0 ≤ p − 2. D’après le
Théorème 1 on a
H2(µ) ∼= L(0, a1 − 1)(1) ⊗ V (Λ1(n)).
Donc l’énoncé est vrai dans ce cas.
Supposons l’énoncé vrai pour tout n ∈ Nd avec n 6≡ p − 1 (mod p) pour un d ≥ 1, et
soit n ∈ Nd+1 tel que n 6≡ p− 1 (mod p). Alors n s’écrit
n = ad+1pd+1 + adpd + · · ·+ a0
avec 0 ≤ ai ≤ p−1 pour tout i et a0 ≤ p−2. D’après le Théorème 1, H2(µ) a une filtration
à deux étages :
L(0, ad+1 − 1)(d+1) ⊗ V (Λd+1(n))
L(0, ad+1)(d+1) ⊗H2(sd+1n,−sd+1n− 2)
⊕
L(0, ad+1 − 2)(d+1) ⊗H2(−tdsd+1n− 2, tdsd+1n)
.
Comme 0 ≤ p− a0 − 2 = aˆ0 − 1 ≤ p− 2, on peut appliquer l’hypothèse de récurrence à
sd+1n = adp
d + · · · + a0 ∈ Nd
et
tdsd+1n = aˆdp
d + · · · + aˆ0 − 1 ∈ Nd.
Donc il existe une filtration de H2(sd+1n,−sd+1n− 2) :
0 = N ′0 ⊂ N
′
1 ⊂ · · · ⊂ N
′
d−1 ⊂ N
′
d = H
2(sd+1n,−sd+1n− 2)
telle que
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(2.21)
N ′i/N
′
i−1
∼=
⊕
ν∈Γd−i
d,0
(sd+1n)
L(ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(sd
(d−i)sd+1n))
⊕
⊕
ν∈Γd−i
d,1
(sd+1n)
L(ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(tisd
(d−i)sd+1n))
=
⊕
ν∈Γd−i
d,0
(sd+1n)
L(ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(sd+1
(d−i+1)n))
⊕
⊕
ν∈Γd−i
d,1
(sd+1n)
L(ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(tisd+1
(d−i+1)n)).
pour tout i ∈ {1, 2, · · · , d} car
sd
(d−i)sd+1n = si+1si+2 · · · sdsd+1n = sd+1
(d−i+1)n.
De même, il existe une filtration de H2(−tdsd+1n− 2, tdsd+1n) :
0 = N ′′0 ⊂ N
′′
1 ⊂ · · · ⊂ N
′′
d−1 ⊂ N
′′
d = H
2(−tdsd+1n− 2, tdsd+1n)
telle que
(2.22)
N ′′i /N
′′
i−1
∼=
⊕
ν∈τΓd−i
d,0
(tdsd+1n)
L(ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(sd
(d−i)tdsd+1n))
⊕
⊕
ν∈τΓd−i
d,1
(tdsd+1n)
L(ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(tisd
(d−i)tdsd+1n))
=
⊕
ν∈τΓd−i
d,0
(tdsd+1n)
L(ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(tisd+1
(d−i+1)n))
⊕
⊕
ν∈τΓd−i
d,1
(tdsd+1n)
L(ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(sd+1
(d−i+1)n))
car
sd
(d−i)tdsd+1n = si+1si+2 · · · sdtdsd+1n = tisi+1si+2 · · · sdsd+1 = tisd+1
(d−i+1)n.
Posons
Ni =L(0, ad+1)(d+1) ⊗N ′i
⊕
L(0, ad+1 − 2)(d+1) ⊗N ′′i
⊂L(0, ad+1)
(d+1) ⊗H2(sd+1n,−sd+1n− 2)⊕
L(0, ad+1 − 2)(d+1) ⊗H2(−tdsd+1n− 2, tdsd+1n)
⊂H2(µ).
Posons aussi Nd+1 = H2(n,−n− 2).
COHOMOLOGIE DES FIBRÉS EN DROITES SUR SL3 /B EN CARACTÉRISTIQUE POSITIVE 13
Alors pour 1 ≤ i ≤ d, on a
Ni/Ni−1 ∼=L(0, ad+1)(d+1) ⊗ (N ′i/N
′
i−1)
⊕
L(0, ad+1 − 2)(d+1) ⊗N ′′i /N
′′
i−1
∼=
⊕
ν∈Γd−i
d,0
(sd+1n)
L((0, ad+1)pd+1 + ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(sd+1
(d−i+1)n))
⊕
⊕
ν∈Γd−i
d,1
(sd+1n)
L((0, ad+1)p
d+1 + ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(tisd+1
(d−i)n))
⊕
⊕
ν∈τΓd−i
d,0
(tdsd+1n)
L((0, ad+1 − 2)pd+1 + ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(tisd+1
(d−i+1)n))
⊕
⊕
ν∈τΓd−i
d,1
(tdsd+1n)
L((0, ad+1 − 2)pd+1 + ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(sd+1
(d−i+1)n))
∼=
⊕
ν∈Γd−i+1
d+1,0
(n)
L(ν)⊗ L(0, ai − 1)(i) ⊗ V (Λi(sd+1
(d−i+1)n))
⊕
⊕
ν∈Γd−i+1
d+1,1
(n)
L(ν)⊗ L(aˆi − 1, 0)(i) ⊗ V (τΛi(tisd+1
(d−i+1)n))
où le dernier isomorphisme résulte de (2.17) et (2.18). Ceci termine la preuve du Théorème 4.

D’autre part, si µ = (n,−n− 2) avec n = apd + r, où 0 ≤ a ≤ p− 1 et 0 ≤ r ≤ pd − 1,
alors d’après le Théorème 2, il existe une suite exacte courte de G-modules :
0 L(0, a)(d) ⊗H2(r,−r − 2) H2(µ) W (r, n− 2r − 2) 0,
où W (r, n− 2r− 2) est un quotient du module de Weyl V (r, n− 2r− 2). On a le corollaire
suivant :
Corollaire 1. Soit n = adpd + ad−1pd−1 + · · · + a0 avec 0 ≤ ai ≤ p − 1. Pour k ∈
{0, 1, · · · , d}, notons rk =
∑k
i=0 aip
i (donc n = rd). Alors H2(n,−n − 2) admet une
filtration :
0 =M0 ⊂M1 ⊂ · · · ⊂Md−1 ⊂Md = H2(n,−n− 2)
telle que
Mi/Mi−1 ∼= L(0, n − ri)⊗W (ri−1, ri − 2ri−1 − 2)
où W (ri−1, ri − 2ri−1 − 2) est un quotient du module de Weyl V (ri−1, ri − 2ri−1 − 2).
Remarque 5. On utilise toujours la convention que V (a, b) = 0 si (a, b) n’est pas domi-
nant. Donc si ai = 0 pour un i ∈ {1, 2, · · · , d}, alors ri−1 = ri etW (ri−1, ri−2ri−1−2) = 0.
Donc Mi =Mi−1 dans ce cas.
Démonstration. Raisonnons par récurrence sur d. Si d = 1, alors n = ap + r avec 0 ≤
a, r ≤ p − 1. Avec les notations ci-dessus, on a r0 = r et r1 = n. Comme H2(r,−r − 2) ∼=
H0(−1, r) = 0, d’après le Théorème 2, H2(n,−n− 2) ∼=W (r, n− 2r− 2) ∼= L(0, n− r1)⊗
W (r0, r1 − 2r0 − 2) où W (r, n − 2r − 2) =W (r0, r1 − 2r0 − 2) est un quotient du module
de Weyl V (r0, r1 − 2r0 − 2). Donc l’énoncé est vrai dans ce cas.
Supposons l’énoncé vrai pour tout n de degré ≤ d pour un d ≥ 1. Soit n = ad+1pd+1 +
adp
d+ · · ·+ a0. Alors d’après le Théorème 2, on a une suite exacte courte de G-modules :
0→ L(0, ad+1)
(d+1) ⊗H2(rd,−rd − 2)→ H
2(n,−n− 2)→W (rd, n− 2rd − 2)→ 0,
où W (rd, n− 2rd − 2) est un quotient de V (rd, n− 2rd − 2). En appliquant l’hypothèse de
récurrence à rd = adpd + · · ·+ a0, on obtient une filtration :
0 =M ′0 ⊂M
′
1 ⊂ · · · ⊂M
′
d−1 ⊂M
′
d = H
2(rd,−rd − 2)
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telle que pour i = 1, 2, · · · , d,
M ′i/M
′
i−1
∼= L(0, rd − ri)⊗W (ri−1, ri − 2ri−1 − 2)
où W (ri−1, ri − 2ri−1 − 2) est un quotient de V (ri−1, ri − 2ri−1 − 2). Posons Mi =
L(0, ad+1)(d+1) ⊗M ′i pour i = 0, 1, · · · , d et Md = H
2(n,−n − 2), alors on obtient une
filtration de H2(n,−n− 2)
0 =M0 ⊂M1 ⊂ · · · ⊂Md ⊂Md+1 = H2(n,−n− 2)
telle que
Md+1/Md ∼=W (rd, n− 2rd − 2) ∼= L(0, n − rd+1)⊗W (rd, rd+1 − 2rd − 2),
Mi/Mi−1 ∼= L(0, ad+1)(d+1) ⊗ (M ′i/M
′
i−1)
∼= L(0, ad+1p
d+1)⊗ L(0, rd − ri)⊗W (ri−1, ri − 2ri−1 − 2)
∼= L(0, n − ri)⊗W (ri−1, ri − 2ri−1 − 2) si i ≤ d.
Ceci termine la preuve du Corollaire 1. 
3. Une p-H i-D-filtration
La filtration obtenue dans le chapitre 2 ne donne pas d’informations sur la structure de
H1(µ) et H2(µ) si µ n’est pas dans la région de Griffith. Mais Jantzen a montré ([Jan80])
que pour G = SL3, tout module de Weyl V (λ) possède une p-Weyl-filtration, c’est-à-dire
une filtration dont les quotients sont de la forme V (ν1)(1) ⊗L(ν0), où ν0 est p-restreint et
l’exposant (1) désigne la torsion par le morphisme de Frobenius.
Dualement, pour G = SL3 tout module induit H0(λ) possède une p-H0-filtration. Il
est naturel de se demander si H1(µ) et H2(µ) possèdent aussi une filtration analogue.
Pour cela, comme dans [Jan80], on commence par étudier la structure du BG1-module
Ẑ(µ) = IndBG1B (µ).
Tandis que Jantzen utilise une suite de composition arbitraire de Ẑ(µ) pour induire une
p-filtration de H0(µ) (et de H3(µ) par dualité), j’utiliserai la notion de « D-filtration » (en
l’honneur de Donkin, cf. [Don06]) de Ẑ(µ), qui sera définie dans le paragraphe 3.1. On va
voir que cette filtration non seulement redonne la p-filtration de Jantzen pour H0(µ) et
H3(µ) (Proposition 3) si µ est dominant ou anti-dominant, mais donne aussi une filtration
analogue pour H1(µ) et H2(µ) si µ /∈ C ∪ w0 · C.
3.1. « D-filtration » de Ẑ(µ) = IndBG1B (µ). Pour tout µ ∈ X(T ), notons Ẑ(µ) =
IndBG1B (µ).
Dans ce paragraphe, je vais considérer une filtration de Ẑ(µ) qui se comportera bien pour
le foncteur H0(G/BG1, •). Ce n’est pas une suite de composition comme BG1-module car
certains facteurs font apparaître des B-extensions de dimension 2, tordues par le Frobenius.
Ces extensions apparaissent, au moins au niveau des formules de caractère, dans l’article
[Don06] de Donkin. Pour cette raison, j’appelle cette filtration de Ẑ(µ) la D-filtration.
Remarque 6. Notre Ẑ(µ) est noté Ẑ ′1(µ) dans [Jan03] II.9.
Notons Eα(µ) l’unique sous-B-module de dimension 2 de L(0, 1) ⊗ (µ+ (−1, 1)). Donc
il existe une suite exacte non scindée de B-modules :
0 // µ− α // Eα(µ) // µ // 0 .
De même, notons Eβ(µ) l’unique sous-B-module de dimension 2 de L(1, 0)⊗ (µ+(1,−1)).
Donc il existe une suite exacte non scindée de B-modules :
0 // µ− β // Eβ(µ) // µ // 0 .
Posons aussi E0(µ) = µ.
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On sait que Ẑ(µ+ pµ′) ∼= Ẑ(µ)⊗ pµ′ comme BG1-modules (cf. [Jan03] II.9.2), donc il
suffit de considérer six cas pour µ ∈ X1(T ), cf. la figure et la définition ci-dessous.
•
1
•
2
•3•4
•
5
•
6
Figure 2. Six cas dans X1(T )
Définition 3. Soit µ = (x, y) ∈ X(T ). Écrivons x = x1p + r et y = y1p + s avec
r, s ∈ {0, 1, · · · , p − 1}. On rappelle la terminologie suivante (voir par exemple [KH85]
1.1).
(1) On dit que µ est de type ∆ si r < p− 1, s < p− 1 et r + s > p− 2 ;
(2) On dit que µ est de type ∇ si r + s < p− 2 ;
(3) On dit que µ est α-singulier si r = p− 1 et s < p− 1 ;
(4) On dit que µ est β-singulier si s = p− 1 et r < p− 1 ;
(5) On dit que µ est γ-singulier si r < p− 1, s < p− 1 et r + s = p− 2 ;
(6) On dit que µ est α-β-singulier si r = s = p− 1.
Pour 0 ≤ r, s ≤ p− 2, on pose r = p− r − 2 et s = p− s− 2.
D’abord, si µ = (p − 1)ρ (correspondant au cas 6 dans la Figure 2) alors Ẑ(µ) =
L((p− 1)ρ). Dans ce cas, la D-filtration est juste la filtration triviale.
Comme Zˆ(µ) est un BG1-module de longueur finie, dont la multiplicité de chaque
facteur simple est 1, la structure de sous-modules de Zˆ(µ) peut se décrire par un graphe,
cf. [Irv86] 2.5.
3.1.1. Cas singulier pour une seule racine. Si µ est γ-singulier (correspondant au cas 5
dans la Figure 2) alors µ = (r, p− 2− r) avec 0 ≤ r ≤ p− 2. Alors sα · µ = µ− (r+1)α =
(−r−2, p−1) et sβ ·µ = µ−(p−1−r)β = (p−1,−p+r). Et sγ ·µ = µ−pγ = (−p+r,−r−2).
Alors d’après [Irv86] 3.3, le graphe de Ẑ(r, p− 2− r) comme TG1-module, est donné par :
L̂(r, r)⊗ (−1,−1)(1)
L̂(r, p− 1)⊗ (−1, 0)(1) L̂(p − 1, r)⊗ (0,−1)(1)
L̂(r, r)
De plus, on a
Ext1BG1
(
L̂(r, p− 1)⊗ (−1, 0)(1), L̂(p − 1, r)⊗ (0,−1)(1)
)
= 0
et
Ext1BG1
(
L̂(p− 1, r)⊗ (0,−1)(1), L̂(r, p − 1) ⊗ (−1, 0)(1)
)
= 0
d’après [Jan03] II.9.21. Donc le graphe ci-dessus est aussi le graphe de Ẑ(r, p − 2 − r)
comme BG1-module.
Dans ce cas, une D-filtration est n’importe quelle suite de composition de Ẑ(µ).
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Si µ est α-singulier (correspondant au cas 3 dans la Figure 2) alors µ = (p − 1, s) avec
0 ≤ s ≤ p− 2. On a


µ3 = sβ · µ = µ− (s+ 1)β = (p+ s,−s− 2)
µ4 = sα,p · µ3 = µ3 − (s+ 1)α = (p− 2− s,−1)
µ2 = sα · µ4 = µ4 − (p − 1− s)α = µ3 − pα = (−p+ s, p− s− 2)
Alors d’après [Irv86] 5.2, le graphe de Ẑ(p− 1, s) comme BG1-module est donné par :
L̂(s, p− 1)⊗ (0,−1)(1)

L̂(s, s)⊗ (1,−1)(1)
−pα

L̂(s, s)⊗ (−1, 0)(1)

L̂(p − 1, s)
où la flèche =⇒ indique une extension non scindée de L̂(s, s) ⊗ (1,−1)(1) par L̂(s, s) ⊗
(−1, 0)(1). Or on a
Ext1BG1(L̂(s, s)⊗ (1,−1)
(1), L̂(s, s)⊗ (−1, 0)(1)) ∼= k
d’après [Jan03] II.9.21 et on sait qu’il existe une extension non scindée
0 L̂(s, s)⊗ (−1, 0)(1) L̂(s, s)⊗ Eα(1,−1)(1) L̂(s, s)⊗ (1,−1)(1) 0,
donc la flèche =⇒ indique l’extension non scindée isomorphe à L̂(s, s)⊗ Eα(1,−1)(1).
Dans ce cas, la D-filtration est la suivante :
(3.23)
0 = N0 ⊂ N1 ⊂ N2 ⊂ N3 = Ẑ(p− 1, s)
N1 ∼= L̂(p− 1, s)
N2/N1 ∼= L̂(s, s)⊗ Eα(1,−1)(1)
N3/N2 ∼= L̂(s, p− 1)⊗ (0,−1)(1).
De même, si µ est β-singulier (correspondant au cas 4 dans la Figure 2) alors µ = (r, p−
1) avec 0 ≤ r ≤ p− 2. On a


µ3 = sα · µ = µ− (r + 1)α = (−r − 2, p + r)
µ4 = sβ,p · µ3 = µ3 − (r + 1)β = (−1, p − 2− r)
µ2 = sβ · µ4 = µ4 − (p− 1− r)β = µ3 − pβ = (p − 2− r,−p + r)
COHOMOLOGIE DES FIBRÉS EN DROITES SUR SL3 /B EN CARACTÉRISTIQUE POSITIVE 17
Alors le graphe de Ẑ(r, p − 1) comme BG1-module est donné par :
L̂(p− 1, p − 2− r)⊗ (−1, 0)(1)

L̂(p− 2− r, r)⊗ (−1, 1)(1)
−pβ

L̂(p− 2− r, r)⊗ (0,−1)(1)

L̂(r, p − 1)
où la flèche =⇒ indique l’extension non scindée isomorphe à L̂(p−2−r, r)⊗Eβ(−1, 1)(1).
Dans ce cas, la D-filtration est la suivante :
(3.24)
0 = N0 ⊂ N1 ⊂ N2 ⊂ N3 = Ẑ(r, p − 1)
N1 ∼= L̂(r, p − 1)
N2/N1 ∼= L̂(r, r)⊗ Eβ(−1, 1)(1)
N3/N2 ∼= L̂(p− 1, r)⊗ (−1, 0)(1).
3.1.2. Cas de l’alcôve supérieure ∆. Soient r, s ≥ 0 tels que r+s ≤ p−3 et soit µ = (r, s).
Alors d’après [Irv86] 5.3, le graphe de Ẑ(r, s) (correspondant au cas 1 dans la Figure 2)
comme BG1-module est donné par :
L̂(s, r)⊗ (−1,−1)(1)
ss❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
++❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱
❱❱
L̂(s, r + s+ 1)⊗ (−1, 0)(1)

&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
++❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱
L̂(r + s+ 1, r)⊗ (0,−1)(1)

xxqq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
q
ss❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤❤❤
❤❤
❤
L̂(r, p − 3− r − s)⊗ (−1, 1)(1)
−pβ

L̂(p− 3− r − s, s)⊗ (1,−1)(1)
−pα

L̂(r, p − 3− r − s)⊗ (0,−1)(1)
++❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱
❱❱❱
❱❱❱
❱❱❱
❱
L̂(s, r)

L̂(p− 3− r − s, s)⊗ (−1, 0)(1)
ss❤❤❤
❤❤❤
❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
❤
L̂(r, s)
où la flèche =⇒ à gauche indique une extension non scindée de L̂(r, p−3−r−s)⊗(−1, 1)(1)
par L̂(r, p − 3 − r − s) ⊗ (0,−1)(1). Or d’après [Jan03] II.9.21, il existe une unique telle
extension à isomorphisme près, donc cette flèche =⇒ indique l’extension isomorphe à
L̂(r, p− 3− r− s)⊗Eβ(−1, 1)(1). De même, la flèche =⇒ à droite indique une extension
isomorphe à L̂(p − 3− r − s, s)⊗ Eα(1,−1)(1) .
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Dans ce cas, une D-filtration est une filtration induite par le graphe suivant :
(3.25)
L̂(s, r)⊗ (−1,−1)(1)
L̂(s, r + s+ 1)⊗ (−1, 0)(1) L̂(r + s+ 1, r)⊗ (0,−1)(1)
L̂(r, p − 3− r − s)⊗ Eβ(−1, 1)(1) L̂(s, r) L̂(p− 3− r − s, s)⊗ Eα(1,−1)(1)
L̂(r, s)
.
Par exemple, la filtration suivante est une D-filtration :
(3.26)
0 = N0 ⊂ N1 ⊂ · · · ⊂ N6 ⊂ N7 = Ẑ(r, s)
N1 ∼= L̂(r, s)
N2/N1 ∼= L̂(s, r)
N3/N2 ∼= L̂(p − 3− r − s, s)⊗ Eα(1,−1)(1)
N4/N3 ∼= L̂(r, p − 3− r − s)⊗ Eβ(−1, 1)
(1)
N5/N4 ∼= L̂(r + s+ 1, r)⊗ (0,−1)(1)
N6/N5 ∼= L̂(s, r + s+ 1)⊗ (−1, 0)(1)
N7/N6 ∼= L̂(s, r)⊗ (−1,−1)(1).
3.1.3. Cas de l’alcôve inférieure ∇. Soit µ = (r, s) avec r, s ≥ 0 et r + s ≤ p − 3 (corres-
pondant au cas 2 dans la Figure 2).
Alors d’après [Irv86] 5.3, le graphe de Ẑ(r, s) comme BG1-module est donné par :
L̂(s, r)⊗ (−1,−1)(1)
tt❤❤❤
❤❤❤
❤❤
❤❤
❤❤
❤❤❤
❤❤
❤
**❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱

L̂(s, p− 3− r − s)⊗ (0,−1)(1)
−pα

**❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱
L̂(r, s)⊗ (−1,−1)(1)
xxqq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
q
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
L̂(p − 3− r − s, r)⊗ (−1, 0)(1)
−pβ

tt❤❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤
L̂(s, p− 3− r − s)⊗ (−2, 0)(1)

L̂(p − 3− r − s, r)⊗ (0,−2)(1)

L̂(r, r + s+ 1)⊗ (−1, 0)(1)
**❱❱
❱❱
❱❱❱
❱❱
❱❱
❱❱
❱❱❱
❱❱
❱❱❱
❱
L̂(r + s+ 1, s)⊗ (0,−1)(1)
tt❤❤❤
❤❤
❤❤❤
❤❤
❤❤
❤❤
❤❤❤
❤❤
❤❤❤
L̂(r, s)
où à nouveau la flèche =⇒ à gauche indique l’extension non scindée L̂(s, p− 3− r− s)⊗
Eα(0,−1)(1) et la flèche =⇒ à droite indique l’extension non scindée L̂(p− 3− r− s, r)⊗
Eβ(−1, 0)(1) comme dans le cas de l’alcôve ∆.
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Dans ce cas, une D-filtration est une filtration induite par le graphe suivant :
(3.27)
L̂(s, r)⊗ (−1,−1)(1)
L̂(s, p − 3− r − s)⊗ Eα(0,−1)(1) L̂(r, s)⊗ (−1,−1)(1) L̂(p − 3− r − s, r)⊗ Eβ(−1, 0)(1)
L̂(r, r + s+ 1)⊗ (−1, 0)(1) L̂(r + s+ 1, s)⊗ (0,−1)(1)
L̂(r, s)
.
Par exemple, la filtration suivante est une D-filtration :
(3.28)
0 = N0 ⊂ N1 ⊂ · · · ⊂ N6 ⊂ N7 = Ẑ(r, s)
N1 ∼= L̂(r, s)
N2/N1 ∼= L̂(r, r + s+ 1)⊗ (−1, 0)(1)
N3/N2 ∼= L̂(r + s+ 1, s)⊗ (0,−1)(1)
N4/N3 ∼= L̂(s, p − 3− r − s)⊗ Eα(0,−1)(1)
N5/N4 ∼= L̂(p − 3− r − s, r)⊗ Eβ(−1, 0)(1)
N6/N5 ∼= L̂(r, s) ⊗ (−1,−1)(1)
N7/N6 ∼= L̂(s, r)⊗ (−1,−1)(1).
3.2. Sur la cohomologie des B-modules Eα(µ) et Eβ(µ). Pour montrer les résul-
tats principaux, il faut d’abord établir quelques propriétés des modules H i(Eα(µ)) et
H i(Eβ(µ)).
Lemme 5. On a H i(Eα(0, y)) = H i(Eβ(x, 0)) = 0 pour tout i ∈ N et x, y ∈ Z.
Démonstration. On a Eα(0, y) ∼= Lα(1, 0)⊗ (−1, y), donc d’après l’identité tensorielle (cf.
[Jan03] I.3.6) H i(Pα/B,Eα(0, y)) ∼= Lα(1, 0) ⊗H i(Pα/B, (−1, y)) = 0 pour tout i. Et de
même pour Eβ(x, 0). 
Proposition 1. Supposons que µ1 = (apd + r,−apd) et µ2 = ((a + 1)pd,−apd − s − 2)
avec d ≥ 0, a ∈ {1, 2, · · · , p− 1}, r ≥ −1 et s ≤ pd − 1. Alors
H2(Eβ(µ1)) = H2(Eα(µ2)) = 0.
Démonstration. Raisonnons par récurrence sur d. Lorsque d = 0, on a µ1 = (a+ r,−a) et
µ2 = (a + 1,−a − s − 2) avec r ≥ −1 et s ≤ 0. Donc H2(µ1) = H2(µ1 − β) = H2(µ2) =
H2(µ2 − α) = 0 d’après la Remarque 3. Par conséquent, H2(Eβ(µ1)) = H2(Eα(µ2)) = 0.
Supposons le résultat établi au cran d et soient µ1 = (apd+1 + r,−apd+1) et µ2 =
((a+ 1)pd+1,−apd+1 − s− 2) avec r ≥ −1 et s ≤ pd+1 − 1.
1) Montrons d’abord que Eβ(µ1) = 0. Notons µ′1 = (r, 0) et µ
′′
1 = (−p
d+1 + r, pd+1).
Comme µ′′1 = (−(p− 1)p
d − (pd − r − 2)− 2, p · pd), alors, en échangeant les rôles de α et
β et en appliquant l’hypothèse de récurrence à α, on a H2(Eβ(µ′′1)) = 0.
Rappelons les trois suites exactes du paragraphe 2.3.1 :
(3.29) 0 // Ka // L(0, a) // L(0, a − 1)⊗ (0, 1) // 0,
20 LINYUAN LIU
(3.30) 0 // Ma // Ka // (a,−a) // 0,
et
(3.31) 0 // Ma // L(0, a− 1)⊗ (−1, 0) // L(0, a− 2)⊗ (−1, 1) // 0.
Appliquons la (d+1)-ième puissance du morphisme de Frobenius à (3.29),(3.30), (3.31)
et tensorisons par Eβ(r, 0). Désignons encore les modules ainsi obtenus par K˜a,M˜a et Q˜a.
On obtient les suites exactes :
(3.32)
0 // K˜a // L(0, a)(d+1) ⊗ Eβ(µ′1) // L(0, a− 1)
(d+1) ⊗ Eβ(r, pd+1) // 0.
(3.33) 0 // M˜a // K˜a // Eβ(µ1) // 0.
(3.34)
0 // M˜a // L(0, a − 1)(d+1) ⊗ Eβ(r − pd+1, 0) // L(0, a− 2)(d+1) ⊗ Eβ(µ′′1) // 0.
Comme H2(Eβ(µ′′1)) = 0 d’après l’hypothèse de récurrence et H
3(Eβ(r − pd+1, 0)) = 0
d’après le lemme 5, alors (3.34) donne H3(M˜a) = 0.
Comme (r, pd+1) et (r, pd+1) − β = (r + 1, pd+1 − 2) sont dominants donc n’ont pas
de H1, on a H1(Eβ(r, pd+1)) = 0. Par ailleurs H2(Eβ(µ′1)) = 0 d’après le lemme 5, donc
(3.32) donne H2(K˜a) = 0.
D’après (3.33), on a une suite exacte H2(K˜a) // H2(Eβ(µ1)) // H3(M˜a) , d’où
H2(Eβ(µ1)) = 0.
2) Montrons maintenant que H2(Eα(µ2)) = 0. Notons µ′2 = (p
d+1,−s − 2) et µ′′2 =
(0, pd+1 − s− 2).
Comme µ′2 = (p · p
d,−(p− 1)pd− (s− pd+1+ pd)− 2) avec s− pd+1+ pd ≤ pd− 1, alors
d’après l’hypothèse de récurrence, on obtient H2(Eα(µ′2)) = 0.
Appliquons la (d+1)-ième puissance du morphisme de Frobenius à (3.29),(3.30), (3.31)
et tensorisons par Eα(µ′2). On obtient les suites exactes suivantes :
(3.35)
0 // K˜a // L(0, a)(d+1) ⊗Eα(µ′2) // L(0, a − 1)
(d+1) ⊗ Eα(pd+1, pd+1 − s− 2) // 0.
(3.36) 0 // M˜a // K˜a // Eα(µ2) // 0.
(3.37)
0 // M˜a // L(0, a − 1)(d+1) ⊗ Eα(0,−s− 2) // L(0, a − 2)(d+1) ⊗ Eα(µ′′2) // 0.
Comme H2(Eα(µ′′2)) = H
2(Eα(0, pd+1 − s − 2)) = 0 et H3(Eα(0,−s − 2)) = 0 d’après
le lemme 5, on déduit de (3.37) que H3(M˜a) = 0.
Comme (pd+1, pd+1 − s − 2) et (pd+1, pd+1 − s − 2) − α = (pd+1 − 2, pd+1 − s − 1)
sont dominants donc n’ont pas de H1, on a H1(Eα(pd+1, pd+1 − s − 2)) = 0. Par ailleurs
H2(Eα(µ′2)) = 0, donc d’après (3.35) on a H
2(K˜a) = 0.
Enfin, par (3.36) on a une suite exacte H2(K˜a) // H2(Eα(µ2)) // H3(M˜a) , ce
qui donne H2(Eα(µ2)) = 0. Ceci termine la preuve de la Proposition 1. 
On déduit de la symétrie entre α et β le corollaire suivant :
Corollaire 2. Soient a ∈ {1, 2, · · · , p − 1}, d ≥ 0, m ≥ apd − 1 et n ≤ apd − 1. Alors
H2(Eβ(−n− 2, ap
d)) = 0, H2(Eα(−apd,m)) = 0.
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Proposition 2. Soit µ = (apd + r,−apd − s− 2) avec a ∈ {1, 2, · · · , p − 1} et d ≥ 0.
(i) Si 1 ≤ r ≤ pd et 0 ≤ s ≤ pd − 1, alors H2(Eα(µ)) admet la filtration à trois étages
suivante :
(3.38) H2(Eα(µ)) =
L(0, a− 1)(d) ⊗H3(Eα(µ+ (−a− 1, a)pd))
L(0, a − 2)(d) ⊗H2(Eα(µ+ (−a− 1, a+ 1)pd))
L(0, a)(d) ⊗H2(Eα(µ+ (−a, a)pd))
.
(ii) Si −1 ≤ r ≤ pd − 2 et −2 ≤ s ≤ pd − 3, alors H2(Eβ(µ)) admet la filtration à trois
étages suivante :
(3.39) H2(Eβ(µ)) =
L(0, a− 1)(d) ⊗H3(Eβ(µ+ (−a− 1, a)pd))
L(0, a − 2)(d) ⊗H2(Eβ(µ+ (−a− 1, a+ 1)pd))
L(0, a)(d) ⊗H2(Eβ(µ+ (−a, a)pd))
.
Démonstration. Montrons d’abord (i). Écrivons Eα(µ) = E(µ) pour abréger.
Soit µ = (apd + r,−apd − s− 2) avec 1 ≤ r ≤ pd et 0 ≤ s ≤ pd − 1.
Notons µ′ = (r,−s−2) = µ⊗(−a, a)pd et µ′′ = (−pd+r, pd−s−2) = µ⊗(−a−1, a+1)pd.
Alors E(µ′) ∼= E(µ) ⊗ (−a, a)pd et E(µ′′) ∼= E(µ) ⊗ (−a − 1, a + 1)pd. Appliquons la d-
ième puissance du morphisme de Frobenius à (3.29),(3.30), (3.31) et tensorisons par E(µ′).
Désignons les modules ainsi obtenus par K˜a, M˜a et Q˜a. On obtient des suites exactes :
(3.40)
0 // K˜a // L(0, a)(d) ⊗ E(µ′) // L(0, a − 1)(d) ⊗ E(r, pd − s− 2) // 0.
(3.41) 0 // M˜a // K˜a // E(µ) // 0
(3.42)
0 // M˜a // L(0, a− 1)(d) ⊗ E(r − pd,−s− 2) // L(0, a− 2)(d) ⊗ E(µ′′) // 0.
Si r ≤ pd−1, alors (r−pd,−s−2) et (r−pd,−s−2)−α = (r−2−pd,−s−1) sont dans w0·C
donc n’ont de la cohomologie qu’en degré 3. Si r = pd, alors H i(E(r−pd,−s−2)) = 0 pour
tout i d’après le lemme 5. Donc dans tous les cas, on a H i(E(r− pd,−s− 2)) = 0 si i 6= 3.
De plus, comme s ≤ pd−1, alors µ′′ = (−pd+r, pd−s−2) et µ′′−α = (−pd+r−2, pd−s−1)
n’ont pas de cohomologie en degré 3, donc H3(E(µ′′)) = 0. Donc d’après (3.42) on obtient
l’isomorphisme
H2(M˜a) ∼= L(0, a− 2)(d) ⊗H1(E(µ′′))
et la suite exacte
(3.43)
0→ L(0, a− 2)(d) ⊗H2(E(µ′′))→ H3(M˜a)→ L(0, a− 1)(d) ⊗H3(E(r− pd,−s− 2))→ 0.
Comme (r, pd− s− 2) et (r, pd− s− 2)−α = (r− 2, pd− s− 1) n’ont de la cohomologie
qu’en degré 0 car r ≥ 1 et s ≤ pd − 1, on a H i(E(r, pd − s − 2)) = 0 si i 6= 0. De
plus, comme µ′ = (r,−s − 2) et µ′ − α = (r − 2,−s) n’ont pas de cohomologie en degré
3, on a H3(E(µ′)) = 0. Donc d’après (3.40) on a H2(K˜a) ∼= L(0, a)(d) ⊗ H2(E(µ′)) et
H3(K˜a) ∼= L(0, a)(d) ⊗H3(E(µ′)) = 0. D’après (3.41), on a
(3.44) H2(M˜a)
f
// H2(K˜a) // H2(E(µ)) // H3(M˜a) // 0
car H3(K˜a) = 0.
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Par ailleurs, si r = pd, alors H i(E(µ′′)) = H i(E(0, pd − s− 2)) = 0 pour tout i d’après
le lemme 5. Si r ≤ pd − 1, alors
FC(H1(E(µ′′))) ⊂ FC(H1(µ′′)) ∪ FC(H1(µ′′ − α))
= FC(H1(−pd + r, pd − s− 2)) ∪ FC(H1(−pd + r − 2, pd − s− 1)),
donc tout plus haut poids d’un facteur de composition de H1(E(µ′′)) est pd-restreint
d’après le lemme 1. De même,
FC(H2(E(µ′))) ⊂ FC(H2(µ′′)) ∪ FC(H2(µ′ − α))
= FC(H2(r,−s − 2)) ∪ FC(H2(r − 2,−s− 1)),
donc tout plus haut poids d’un facteur de composition deH2(E(µ′)) est pd-restreint d’après
le lemme 1 (en fait, d’après la preuve du lemme 1, on peut voir que tout plus haut poids
de H i(pd,−s− 2) est aussi pd-restreint si s ≥ −1). Donc
FC(H2(M˜a)) ∩ FC(H2(K˜a)) = ∅
car H2(M˜a) ∼= L(0, a−2)(d)⊗H1(E(µ′′)) et H2(K˜a) ∼= L(0, a)(d)⊗H2(E(µ′)). Donc f = 0
dans (3.44).
En conclusion, si µ = (apd + r,−apd − s − 2) avec 1 ≤ r ≤ pd et 0 ≤ s ≤ pd − 1, alors
on a une filtration à trois étages de H2(E(µ)), donnée par (3.43) et par :
(3.45) 0 // L(0, a)(d) ⊗H2(E(µ′)) // H2(E(µ)) // H3(M˜a) // 0.
Ceci preuve (i).
Montrons maintenant (ii). Écrivons Eβ(µ) = E(µ) pour abréger. Supposons que µ =
(apd+ r,−apd− s− 2) avec −1 ≤ r ≤ pd− 2 et −1 ≤ s ≤ pd− 3 (On traitera le cas s = −2
à la fin).
Notons µ′ = (r,−s−2) = µ⊗(−a, a)pd et µ′′ = (−pd+r, pd−s−2) = µ⊗(−a−1, a+1)pd.
Alors E(µ′) ∼= E(µ) ⊗ (−a, a)pd et E(µ′′) ∼= E(µ) ⊗ (−a − 1, a + 1)pd. Appliquons la d-
ième puissance du morphisme de Frobenius à (3.29),(3.30), (3.31) et tensorisons par E(µ′).
Désignons les modules ainsi obtenus par K˜a, M˜a et Q˜a. On obtient les suites exactes
(3.46)
0 // K˜a // L(0, a)(d) ⊗ E(µ′) // L(0, a − 1)(d) ⊗ E(r, pd − s− 2) // 0.
(3.47) 0 // M˜a // K˜a // E(µ) // 0
(3.48) 0 // E(−apd + r,−s− 2) // M˜a // Q˜a // 0.
(3.49)
0 // M˜a // L(0, a− 1)(d) ⊗ E(r − pd,−s− 2) // L(0, a− 2)(d) ⊗ E(µ′′) // 0.
Comme (r − pd,−s− 2) et (r − pd,−s− 2)− β = (r + 1− pd,−s− 4) sont dans w0 ·C
donc n’ont de la cohomologie qu’en degré 3, on a H i(E(r − pd,−s− 2)) = 0 si i 6= 3 et la
suite exacte :
(3.50)
0 // V (s + 2, pd − r − 3) // H3(E(r − pd,−s− 2)) // V (s, pd − r − 2) // 0.
Donc par (3.49) on obtient
H2(M˜a) ∼= L(0, a− 2)(d) ⊗H1(E(µ′′))
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et la suite exacte
(3.51)
0 L(0, a − 2)(d) ⊗H2(E(µ′′)) H3(M˜a)
L(0, a − 1)(d) ⊗H3(E(r − pd,−s− 2)) 0.
Comme (r, pd − s− 2) et (r, pd− s− 2)−β = (r+1, pd− s− 4) n’ont de la cohomologie
qu’en degré 0 car r ≥ −1 et s ≤ pd − 3, alors H i(E(r, pd − s− 2)) = 0 si i 6= 0. Donc par
(3.46) on a H2(K˜a) ∼= L(0, a)(d) ⊗H2(E(µ′)) et H3(K˜a) ∼= L(0, a)(d) ⊗H3(E(µ′)) = 0 car
µ′ et µ′ − β n’ont pas de cohomologie en degré 3.
Comme µ et µ− β n’ont pas de H0 ni de H3, on a H0(E(µ)) = H3(E(µ)) = 0. Donc
par (3.47), on a une suite exacte :
(3.52) H2(M˜a)
f
// H2(K˜a) // H2(E(µ)) // H3(M˜a) // 0.
Par ailleurs, FC(H1(E(µ′′))) ⊂ FC(H1(µ′′)) ∪ FC(H1(µ′′ − β)), donc tout plus haut
poids d’un facteur de composition de H1(E(µ′′)) est pd-restreint d’après le lemme 1. De
même, tout plus haut poids d’un facteur de composition de H2(E(µ′)) est pd-restreint.
Donc
FC(H2(M˜a)) ∩ FC(H2(K˜a)) = ∅
car H2(M˜a) ∼= L(0, a−2)(d)⊗H1(E(µ′′)) et H2(K˜a) ∼= L(0, a)(d)⊗H2(E(µ′)). Donc f = 0
dans (3.52).
En conclusion, si µ = (apd + r,−apd − s− 2) avec −1 ≤ r ≤ pd − 2 et −1 ≤ s ≤ pd − 3,
alors on a une filtration à trois étages pour H2(E(µ)) donnée par (3.51) et par :
(3.53) 0 // L(0, a)(d) ⊗H2(E(µ′)) // H2(E(µ)) // H3(M˜a) // 0 .
Cette filtration implique (3.39) pour −1 ≤ r ≤ pd − 2 et −1 ≤ s ≤ pd − 3.
Il reste à montrer (3.39) pour s = −2 et−1 ≤ r ≤ pd−2. Dans ce cas, µ = (apd+r,−apd),
donc d’après la Proposition 1, on a H2(Eβ(µ)) = 0. Comme µ+(−a−1, a)pd = (r−pd, 0)
et µ+ (−a, a)pd = (r, 0), on a
H3(Eβ(µ+ (−a− 1, a)p
d)) = H2(Eβ(µ+ (−a, a)p
d)) = 0
d’après le lemme 5. En outre, posons
µ′′ = (µ+ (−a− 1, a+ 1)pd) = (r − pd, pd),
alors H2(Eβ(µ′′)) = 0 d’après le Corollaire 2 car r ≥ −1. Donc les deux membres de (3.39)
sont nuls. Ceci termine la preuve de (ii) et donc de la Proposition 2.

3.3. La p-filtration de Jantzen. Tandis que Jantzen utilise une suite de composition
arbitraire de Ẑ(µ) pour induire une p-filtration de H0(µ) (et de H3(w0 · µ) par dualité)
pour µ dominant, je vais utiliser une D-filtration de Ẑ(µ).
Lemme 6. Soient G un schéma en groupes réductif déployé sur un corps k et H un
sous-groupe fermé. Soit N un H-module qui admet une filtration : 0 = N0 ⊂ N1 ⊂
· · · ⊂ Nℓ = N. Posons Li = Ni/Ni−1 pour i ∈ {1, 2, · · · , ℓ}. Si pour un n ∈ N on a
chRn IndGH(N) =
∑ℓ
i=1 chR
n IndGH(Li), alors pour i = 1, 2, · · · , ℓ, R
n IndGH(Ni−1) est un
sous-module de Rn IndGH(Ni) et l’on a :
Rn IndGH(Ni)/R
n IndGH(Ni−1) ∼= R
n IndGH(Li).
La preuve est standard et laissée au lecteur.
24 LINYUAN LIU
Proposition 3. Soit λ = (x, y) un poids tel que x, y ≥ −1. D’après le paragraphe 3.1, il
existe une D-filtration 0 = N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nℓ = Ẑ(w0 · λ) = Ẑ(−y − 2,−x − 2)
telle que Ni/Ni−1 ∼= L̂(ν0i )⊗Eδi(ν
1
i )
(1) où δi ∈ {0, α, β} (donc ℓ = 1, 3, 4, ou 7).
Alors il existe une filtration 0 = N˜0 ⊂ N˜1 ⊂ · · · ⊂ N˜ℓ = V (λ) de H3(−y − 2,−x− 2) ∼=
V (λ) telle que N˜i/N˜i−1 ∼= L(ν0i )⊗H
3(Eδi(ν
1
i ))
(1) pour tout i ∈ {1, 2, · · · , ℓ}.
De plus, pour tout i ∈ {1, 2, · · · , ℓ} et tout j 6= 3, on a Hj(Eδi(ν
1
i )) = 0.
Démonstration. Posons N˜i = H3(G/BG1, Ni). D’après le lemme 6, il suffit de montrer
l’égalité suivante :
(3.54) chH3(−y − 2,−x− 2) =
ℓ∑
i=1
chL(ν0i ) chH
3(Eδi(ν
1
i ))
(1).
La caractéristique d’Euler-Poincaré χ(·) =
∑
i≥0(−1)
i chH i(·) est additive, donc
χ(−y − 2,−x− 2) =
ℓ∑
i=1
chL(ν0i )χ(Eδi(ν
1
i ))
(1).
Comme x, y ≥ −1, on a χ(−y−2,−x−2) = − chH3(−y−2,−x−2). Si −y−2 = ap+r
et −x− 2 = bp + s avec r, s ∈ {0, 1, 2, · · · , p − 1}, alors a, b ≤ −1. D’après le paragraphe
3.1, les Eδi(ν
1
i ) possibles sont :
• (a, b), (a − 1, b), (a, b − 1), (a − 1, b− 1)
• Eα(a+ 1, b− 1), Eα(a, b− 1), Eβ(a− 1, b+ 1), Eβ(a− 1, b).
Tout poids de la première ligne n’a de la cohomologie qu’en degré 3. Pour la deuxième
ligne : Eα(a, b−1) et Eβ(a−1, b) n’ont de la cohomologie qu’en degré 3. Et Eα(a+1, b−1)
n’a de la cohomologie qu’en degré 3 si a ≤ −2 ; si a = −1, (a+ 1, b− 1) = (0, b− 1), donc
H2(Eα(a+1, b−1)) = 0 par le lemme 5. Donc Eα(a+1, b−1) n’a de la cohomologie qu’en
degré 3 . De même pour Eβ(a− 1, b+ 1).
Donc on a toujours Hj(Eδi(ν
1
i )) = 0 si j 6= 3. Par conséquent, pour tout i ∈ {1, 2, · · · , ℓ}
on a pour j 6= 3
Hj(G/BG1, Ni/Ni−1) ∼= L(ν0i )⊗H
j(Eδi(ν
1
i ))
(1) = 0
(cf. [Jan03] II.9.13) et χ(Eδi(ν
1
i )) = − chH
3(Eδi(ν
1
i )), d’où l’égalité (3.54).

En utilisant la dualité de Serre contravariante, on obtient la proposition suivante. En
fait, on peut aussi la montrer directement par une preuve analogue.
Proposition 4. Soit λ = (x, y) un poids tel que x, y ≥ −1. D’après le paragraphe 3.1,
il existe une D-filtration 0 = N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nℓ = Ẑ(λ) telle que Ni/Ni−1 ∼=
L̂(ν0i )⊗Eδi(ν
1
i )
(1) où δi ∈ {0, α, β} (donc ℓ = 1, 3, 4, ou 7).
Alors il existe une filtration 0 = N˜0 ⊂ N˜1 ⊂ · · · ⊂ N˜ℓ = H0(λ) de H0(λ) telle que
N˜i/N˜i−1 ∼= L(ν0i )⊗H
0(Eδi(ν
1
i ))
(1) pour tout i ∈ {1, 2, · · · , ℓ}.
De plus, pour tout i ∈ {1, 2, · · · , ℓ} et tout j 6= 0, on a Hj(Eδi(ν
1
i )) = 0.
Avec cette filtration, on peut redémontrer l’existence d’une p-Weyl-filtration pour tout
λ ∈ X(T )+ si G = SL3 (cf. [Jan80] 3.13).
Plus précisément, supposons λ = (a, b) ∈ X(T )+ et écrivons a = a1p + r, b = b1p + s
avec 0 ≤ r, s ≤ p− 1. Pour µ = pµ1 + µ0, notons ∇p(µ) = L(µ0)⊗H0(µ1)(1). Distinguons
les cas suivants.
1) Si λ est de type ∆, alors les plus hauts poids des facteurs de composition de Ẑ(λ) sont
donnés par la figure suivante, où λ1 = λ et les triangles équilatéraux sont des p-alcôves :
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λ1
λ6 λ2 λ4
λ7 λ8
λ3 λ5
λ9
.
Figure 3. type ∆
Remarque 7. Si L̂(λ′) est un facteur de composition de Ẑ(λ), alors λ′ ∈ Wp · λ, donc il
suffit d’indiquer la p-alcôve contenant λ′.
Écrivons λi = pλ1i +λ
0
i avec λ
0
i ∈ X1(T ). On sait que λ
0
5 = λ
0
6 et L̂(λ5) et L̂(λ6) forment
le facteur L̂(λ06) ⊗ Eβ(λ
1
6)
(1). De même, λ03 = λ
0
4 et L̂(λ3) et L̂(λ4) forment le facteur
L̂(λ04)⊗ Eβ(λ
1
4)
(1). Appliquons le foncteur IndGBG1(•) aux suites exactes suivantes :
0 L̂(λ3) L̂(λ04)⊗ Eα(λ
1
4)
(1) L̂(λ4) 0,
0 L̂(λ5) L̂(λ06)⊗ Eβ(λ
1
6)
(1) L̂(λ6) 0.
On obtient
(3.55) 0→ ∇p(λ3)→ L(λ04)⊗H
0(Eα(λ14))
(1) → ∇p(λ4)
∂α−→ L(λ03)⊗H
1(λ13)
(1) → · · · ,
et
(3.56) 0→ ∇p(λ5)→ L(λ06)⊗H
0(Eβ(λ16))
(1) → ∇p(λ6)
∂β
−→ L(λ05)⊗H
1(λ15)
(1) → · · · .
Mais on a λ13 = (a
1 − 1, b1) et λ15 = (a
1, b1 − 1), donc λ13, λ
1
5 ∈ C. Par conséquent, on
a H1(λ13) = H
1(λ15) = 0, d’où ∂α = ∂β = 0. C’est-à-dire, L(λ
0
3) ⊗H
0(Eα(λ14))
(1) est juste
une extension de L(λ04) ⊗H
0(λ14)
(1) par L(λ03)⊗H
0(λ13)
(1), et L(λ05) ⊗H
0(Eβ(λ16))
(1) est
juste une extension de L(λ06)⊗H
0(λ16)
(1) par L(λ05)⊗H
0(λ15)
(1).
Donc d’après la Proposition 4, il existe dans ce cas une filtration de H0(λ) dont les
quotients sont les L(ν0i ) ⊗H
0(λ1i )
(1) pour i ∈ {1, 2, · · · , 9}. Certains d’entre eux peuvent
être nuls si l’alcôve en question n’est pas dans C, mais à part cela il n’y a pas d’effacement.
2) Si λ est de type ∇, alors les plus hauts poids des facteurs de composition de Ẑ(λ)
sont donnés par la figure suivante, où λ1 = λ :
λ1
λ2 λ3
λ7 λ5
λ9
λ8λ4 λ6
.
Figure 4. type ∇
Écrivons λi = pλ1i +λ
0
i avec λ
0
i ∈ X1(T ). On sait que λ
0
6 = λ
0
7 et L̂(λ6) et L̂(λ7) forment
le facteur L̂(λ07) ⊗ Eβ(λ
1
7)
(1). De même, λ04 = λ
0
5 et L̂(λ4) et L̂(λ5) forment le facteur
L̂(λ05)⊗ Eβ(λ
1
5)
(1). Appliquons le foncteur IndGBG1(•) aux suites exactes suivantes :
0 L̂(λ4) L̂(λ05)⊗ Eα(λ
1
5)
(1) L̂(λ5) 0,
0 L̂(λ6) L̂(λ07)⊗ Eβ(λ
1
7)
(1) L̂(λ7) 0.
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On obtient
(3.57) 0→ ∇p(λ4)→ L(λ05)⊗H
0(Eα(λ15))
(1) → ∇p(λ5)
∂α−→ L(λ04)⊗H
1(λ14)
(1) → · · · ,
et
(3.58) 0→ ∇p(λ6)→ L(λ07)⊗H
0(Eβ(λ
1
7))
(1) → ∇p(λ7)
∂β
−→ L(λ06)⊗H
1(λ16)
(1) → · · · .
De plus, on a λ14 = (a
1 − 2, b1) et λ16 = (a
1, b1 − 2).
Si a1 ≥ 1 et b1 ≥ 1, on a λ14, λ
1
6 ∈ C et H
1(λ14) = H
1(λ16) = 0, d’où ∂α = ∂β = 0.
C’est-à-dire, L(λ04) ⊗ H
0(Eα(λ15))
(1) est juste une extension de L(λ05) ⊗ H
0(λ15)
(1) par
L(λ04)⊗H
0(λ14)
(1), et L(λ06)⊗H
0(Eβ(λ17))
(1) est juste une extension de L(λ07)⊗H
0(λ17)
(1)
par L(λ06)⊗H
0(λ16)
(1).
Donc d’après la Proposition 4, il existe dans ce cas une filtration de H0(λ) dont les
quotients sont L(ν0i )⊗H
0(λ1i )
(1) pour i ∈ {1, 2, · · · , 9} (certains peuvent être nuls).
Si a1 = 0, alors λ15 = (a
1, b1 − 1) = (0, b1 − 1), d’où H i(Eα(λ15)) = 0 pour tout i
d’après le lemme 5. Donc le morphisme de bord ∂α dans (3.57) est un isomorphisme de
L(λ05) ⊗ H
0(λ15)
(1) sur L(λ04) ⊗ H
1(λ14)
(1). Donc dans ce cas, non seulement le facteur
correspondant à λ4 n’apparaît pas, mais le facteur correspondant à λ5 est « effacé » dans
H0(λ).
De même, si b1 = 0, alors le facteur λ7 est « effacé » dans H0(λ).
3) Si λ est α-singulier, alors les plus hauts poids des facteurs de composition de Ẑ(λ)
sont donnés par la figure suivante, où λ1 = λ :
•
λ1
•
λ3
•
λ4
•
λ2
.
Figure 5. α-singulier
Écrivons λi = pλ1i +λ
0
i avec λ
0
i ∈ X1(T ). On sait que λ
0
2 = λ
0
3 = (s, s) et L̂(λ2) et L̂(λ3)
forment le facteur L̂(λ03) ⊗ Eα(λ
1
3)
(1). Appliquons le foncteur IndGBG1(•) à la suite exacte
suivante :
0 L̂(λ2) L̂(λ03)⊗ Eα(λ
1
3)
(1) L̂(λ3) 0.
On obtient
(3.59) 0→ ∇p(λ2)→ L(λ03)⊗H
0(Eα(λ13))
(1) → ∇p(λ3)
∂α−→ L(λ02)⊗H
1(λ12)
(1) → · · · .
De plus, on a λ12 = (a
1 − 1, b1) ∈ C car a1, b1 ≥ 0, d’où H1(λ12) = 0. C’est-à-dire,
L(λ02)⊗H
0(Eα(λ13))
(1) est juste une extension de L(λ03)⊗H
0(λ13)
(1) par L(λ02)⊗H
0(λ12)
(1).
Donc d’après la Proposition 4, il existe dans ce cas une filtration de H0(λ) dont les
quotients sont les L(ν0i )⊗H
0(λ1i )
(1) pour i ∈ {1, 2, · · · , 4}.
4) Si λ est β-singulier, alors les plus hauts poids des facteurs de composition de Ẑ(λ)
sont donnés par la figure suivante, où λ1 = λ :
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•
λ1
•
λ3
•
λ4
•
λ2
.
Figure 6. β-singulier
Comme dans le cas α-singulier, il existe dans ce cas une filtration de H0(λ) dont les
quotients sont les L(ν0i )⊗H
0(λ1i )
(1) pour i ∈ {1, 2, · · · , 4}.
5) Si λ est γ-singulier, alors les plus hauts poids des facteurs de composition de Ẑ(λ)
sont donnés par la figure suivante, où λ1 = λ :
•
λ1
•
λ3
•
λ4
•
λ2
.
Figure 7. γ-singulier
Comme il n’y a pas de facteur Eα(ν) ou Eβ(ν) dans ce cas, alors d’après la Proposition 4
il existe une filtration de H0(λ) dont les quotients sont les L(ν0i ) ⊗ H
0(λ1i )
(1) pour i ∈
{1, 2, 3, 4}.
6) Si λ est α-β-singulier, alors
Ẑ(λ) = L̂(p − 1, p− 1)⊗ (a1, b1)(1) = L̂(λ0)⊗ pλ1.
•
λ
Figure 8. α-β-singulier
Dans ce cas, on a
H0(λ) ∼= L(λ0)⊗H0(λ1)(1).
En conclusion, on obtient comme corollaire une autre démonstration du résultat suivant
de Jantzen ([Jan80] 3.13, voir aussi [KH85] 2.4) :
Corollaire 3 (Jantzen). Soit λ = (a, b) ∈ X(T )+. Écrivons a = a1p+r et b = b1p+s avec
0 ≤ r, s ≤ p − 1. Soit 0 = N0 ⊂ N1 ⊂ · · · ⊂ Nℓ−1 ⊂ Nℓ = Ẑ(λ) une suite de composition
de Ẑ(λ) induite par une D-filtration. Notons Ni/Ni−1 ∼= L̂(ν0i )⊗ pν
1
i pour i ∈ {1, 2, · · · , ℓ}
et νi = ν0i + pν
1
i . Posons N˜i = Ind
G
BG1(Ni)
∼= H0(G/BG1, Ni). Alors H0(λ) possède une
filtration 0 = N˜0 ⊂ N˜1 ⊂ · · · ⊂ N˜ℓ−1 ⊂ N˜ℓ = H0(λ) telle que N˜i/N˜i−1 ∼= L(ν0i )⊗M
(1)
i où
Mi =


0 si ν1i /∈ X(T )
+,
0 si λ est de type ∇, a1 = 0 et νi = λ′ dans la figure 9,
0 si λ est de type ∇, b1 = 0 et νi = λ′ dans la figure 10,
H0(ν1i ) sinon.
28 LINYUAN LIU
λ
λ
′
Figure 9. Alcôve ∇ touchant le mur pour α
λ
λ
′
Figure 10. Alcôve ∇ touchant le mur pour β
Par dualité, on obtient aussi une p-Weyl-filtration pour le module de Weyl V (λ).
3.4. Existence d’une p-H i-D-filtration. Supposons maintenant que µ /∈ C ∪ w0 · C.
Alors µ = (m,−n− 2) ou (−n− 2,m) avec m,n ∈ N. D’après la symétrie entre α et β, on
peut supposer que µ = (m,−n− 2) sans perte de généralité.
Écrivons m = m1p + r et n = n1p + s avec 0 ≤ s, r < p. D’après le paragraphe 3.1,
il existe une D-filtration 0 = N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nℓ = Ẑ(µ) telle que Ni/Ni−1 ∼=
L̂(ν0i )⊗Eδi(ν
1
i )
(1) où δi ∈ {0, α, β}. Listons tous les L̂(ν0i )⊗ Eδi(ν
1
i ) possibles :
(I) si µ est de type ∆, il y a les sept facteurs suivants :
(3.60)
L̂(r, s)⊗ (m1,−n1 − 1)(1), L̂(s, r)⊗ (m1,−n1 − 1)(1), L̂(s, r)⊗ (m1 − 1,−n1 − 2)(1)
L̂(r − s− 1, s)⊗ Eα(m1 + 1,−n1 − 2)(1), L̂(r, r − s− 1)⊗ Eβ(m1 − 1,−n1)(1),
L̂(r + s+ 1, r)⊗ (m1,−n1 − 2)(1), L̂(s, r + s+ 1)⊗ (m1 − 1,−n1 − 1)(1);
(II) si µ est de type ∇, il y a les sept facteurs suivants :
(3.61)
L̂(r, s)⊗ (m1,−n1 − 1)(1), L̂(r, r + s+ 1)⊗ (m1 − 1,−n1 − 1)(1),
L̂(r + s+ 1, s)⊗ (m1,−n1 − 2)(1), L̂(s, s− r − 1)⊗ Eα(m1,−n1 − 2)(1),
L̂(s− r − 1, r)⊗ Eβ(m
1 − 1,−n1 − 1)(1), L̂(r, s)⊗ (m1 − 1,−n1 − 2)(1),
L̂(s, r)⊗ (m1 − 1,−n1 − 2)(1);
(III) si µ est α-singulier, il y a les trois facteurs suivants :
(3.62)
L̂(p− 1, s)⊗ (m1,−n1 − 1)(1), L̂(s, s)⊗ Eα(m1 + 1,−n1 − 2)(1),
L̂(s, p− 1)⊗ (m1,−n1 − 2)(1);
(IV) si µ est β-singulier, il y a les trois facteurs suivants :
(3.63)
L̂(r, p − 1)⊗ (m1,−n1 − 2)(1), L̂(r, r)⊗ Eβ(m
1 − 1,−n1 − 1)(1),
L̂(p − 1, r)⊗ (m1 − 1,−n1 − 2)(1);
(V) si µ est γ-singulier, il y a les quatre facteurs suivants :
(3.64)
L̂(r, r)⊗ (m1,−n1 − 1)(1), L̂(p − 1, r)⊗ (m1,−n1 − 2)(1),
L̂(r, p− 1)⊗ (m1 − 1,−n1 − 1)(1), L̂(r, r)⊗ (m1 − 1,−n1 − 2)(1);
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(VI) si µ est α-β-singulier, il n’y a que le facteur :
(3.65) L̂(p − 1, p − 1)⊗ (m1,−n1 − 2)(1).
Donc pour la partie à tordre par le Frobenius, il n’y a que les huit possibilités suivantes :
(3.66) (m1,−n1 − 1), (m1 − 1,−n1 − 1), (m1,−n1 − 2), (m1 − 1,−n1 − 2)
Eα(m1 + 1,−n1 − 2), Eα(m1,−n1 − 2), Eβ(m
1 − 1,−n1), Eβ(m
1 − 1,−n1 − 1).
Énonçons maintenant le théorème principal de cette section :
Théorème 5 (Existence d’une p-H i-D-filtration). Supposons que µ /∈ C ∪ w0 · C. Soit
0 = N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nℓ = Ẑ(µ) une D-filtration de Ẑ(µ) (cf. le paragraphe
3.1) telle que Ni/Ni−1 ∼= L̂(ν0i ) ⊗ Eδi(ν
1
i )
(1) où δi ∈ {0, α, β}. Alors H1(µ) possède une
filtration 0 = N˜0 ⊂ N˜1 ⊂ N˜1 ⊂ · · · ⊂ N˜ℓ = H1(µ) où N˜i ∼= H1(G/BG1, Ni) et l’on a
N˜i/N˜i−1 ∼= L(ν0i )⊗H
1(Eδi(ν
1
i ))
(1).
De même, H2(µ) possède une filtration 0 = N˜0 ⊂ N˜1 ⊂ N˜1 ⊂ · · · ⊂ N˜ℓ = H2(µ) où
N˜i ∼= H2(G/BG1, Ni) et l’on a N˜i/N˜i−1 ∼= L(ν0i )⊗H
2(Eδi(ν
1
i ))
(1).
De plus, si µ = (m,−n − 2) avec m = m1p + r, n = n1p + s et 0 ≤ r, s ≤ p − 1, alors
la liste des ν0i , ν
1
i se trouve dans (3.60),(3.61),(3.62),(3.63),(3.64) et (3.65).
On appelle cette filtration de H i(µ) « une p-H i-D-filtration » .
Avant de démontrer ce théorème, prouvons d’abord le lemme suivant :
Lemme 7. Soit µ = (m,−n − 2) avec m,n ∈ N. Utilisons les notations du Théorème 5.
Alors H0(G/BG1, Ni/Ni−1) = H3(G/BG1, Ni/Ni−1) = 0 pour 1 ≤ i ≤ ℓ et H0(G/BG1, Ni) =
H3(G/BG1, Ni) = 0 pour 0 ≤ i ≤ ℓ.
Démonstration. Écrivons m = m1p+ r et n = n1p+ s avec 0 ≤ s, r < p.
Comme Hj(G/BG1, Ni/Ni−1) ∼= L(ν0i ) ⊗ H
j(Eδi(ν
1
i ))
(1) pour tout i, j (cf. [Jan03]
II.9.13), pour montrer la première assertion il suffit de montrer que H0(E) = H3(E) = 0
pour tout E dans (3.66).
Commem1, n1 ≥ 0, on am1−1 ≥ −1, −n1−1 ≤ −1 et −n1−2 ≤ −2. Donc aucun poids
dans la première ligne de (3.66) n’a de H0 ou H3. Les deux poids de Eα(m1+1,−n1− 2)
sont (m1 + 1,−n1 − 2) et (m1 − 1,−n1 − 1), qui n’ont pas de H0 ou H3, d’où l’assertion
pour Eα(m1 + 1,−n1 − 2).
Les deux poids de Eα(m1,−n1 − 2) sont (m1,−n1 − 2) et (m1 − 2,−n1 − 1), qui n’ont
jamais de H0 car −n1 − 1 ≤ −1. Si m1 ≥ 1, ils n’ont pas de H3 non plus. Si m1 = 0,
le poids (m1 − 2,−n1 − 1) peut avoir un H3 non nul. Mais dans ce cas, on a encore que
H3(Eα(m1,−n1 − 2) = H3(Eα(0,−n1 − 2)) = 0 par le lemme 5.
Les deux poids de Eβ(m1−1,−n1) sont (m1−1,−n1) et (m1,−n1−2), qui n’ont jamais
de H3 car m1 − 1 ≥ −1. Si n1 ≥ 1, ils n’ont pas de H0 non plus. Si n1 = 0, on a encore
que H0(Eβ(m1 − 1,−n1)) = H0(Eβ(m1 − 1, 0)) = 0 par le lemme 5.
En conclusion, on a que H0(G/BG1, Ni/Ni−1) = H3(G/BG1, Ni/Ni−1) = 0 pour tout
1 ≤ i ≤ ℓ. La deuxième assertion s’en déduit par récurrence sur i.

Démonstration du Théorème 5. Par dualité de Serre contravariante, on a H i(m,−n−2) ∼=
H3−i(−m− 2, n), donc il suffit de traiter le cas où m ≥ n.
Pour tout BG1-module M , notons
χ1(M) =
∑
i≥0
(−1)i chH i(G/BG1,M).
Comme le foncteur IndBG1B est exact ([Jan03] II.9.12), alors pour tout B-module M , on
a χ(M) = χ1(Ind
BG1
B (M)). Comme la caractéristique d’Euler-Poincaré χ1(·) est additive
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sur les suites exactes, on a
(3.67) χ(µ) = χ1(Ẑ(µ)) =
ℓ∑
i=1
χ1(Ni/Ni−1).
Comme µ /∈ C ∪ w0 · C, on a
(3.68) χ(µ) = − chH1(µ) + chH2(µ).
En outre, d’après le lemme 7, on a
(3.69) χ1(Ni/Ni−1) = − chH1(G/BG1, Ni/Ni−1) + chH2(G/BG1, Ni/Ni−1)
pour tout i.
Donc d’après (3.67), (3.68) et (3.69), on a
(3.70)
chH1(µ)−
ℓ∑
i=1
chH1(G/BG1, Ni/Ni−1) = chH2(µ)−
ℓ∑
i=1
chH2(G/BG1, Ni/Ni−1).
Comme on a
Hj(G/BG1, Ni/Ni−1) ∼= Hj(G/BG1, L̂(ν0i )⊗ Eδi(ν
1
i )
(1)) ∼= L(ν0i )⊗H
j(Eδi(ν
1
i ))
(1),
alors le Théorème 5 découle du lemme 6 du paragraphe 3.3 et de la proposition suivante.

Proposition 5. Soit µ = (m,−n − 2) avec m,n ∈ N. Soit 0 = N0 ⊂ N1 ⊂ N2 ⊂
· · · ⊂ Nℓ = Ẑ(µ) une D-filtration de Ẑ(µ) (cf. le paragraphe 3.1) telle que Ni/Ni−1 ∼=
L̂(ν0i )⊗Eδi(ν
1
i )
(1) où δi ∈ {0, α, β}. Si m ≥ n, alors on a
(3.71) chH2(µ) =
ℓ∑
i=1
chL(ν0i ) chH
2(Eδi(ν
1
i ))
(1).
3.5. Preuve de la Proposition 5.
Démonstration. Écrivons m = m1p+ r et n = n1p+ s avec 0 ≤ r, s ≤ p− 1.
Supposons d’abord que n = 0. Alors H2(µ) = H2(m,−2) = 0 d’après la Remarque 3.
Dans ce cas, on a n1 = s = 0 et µ ne peut pas être de type ∇ ou β-singulier, donc les
Eδi(ν
1
i ) possibles sont :
(3.72) (m1,−1), (m1 − 1,−1), (m1,−2), (m1 − 1,−2), Eα(m1 + 1,−2), Eβ(m
1 − 1, 0).
On sait que H2(m1,−1) = H2(m1 − 1,−1) = 0 pour tout m1 (cf. [Jan03] II.5.4.a)).
Comme m1 ≥ 0, on a H2(m1,−2) = H2(m1 − 1,−2) = 0. De même, H2(m1 + 1,−2) = 0,
et H2((m1 + 1,−2) − α) = H2(m1 − 1,−1) = 0, d’où H2(Eα(m1 + 1,−2)) = 0. Enfin, on
a H2(Eβ(m1 − 1, 0)) = 0 d’après le lemme 5. Donc l’égalité (3.71) est vraie si n = 0.
Si n ≥ 1 et µ /∈ Ĝr , alors H2(µ) = 0. Montrons dans ce cas que H2(E) est aussi nul
pour tout E dans la liste (3.66).
Comme n ≥ 1, il existe d ≥ 0 et a ∈ {1, · · · , p − 1} tels que apd ≤ n < (a+ 1)pd. On a
m ≥ (a+ 1)pd car µ /∈ Ĝr.
Si d = 0, alors n1 = 0 et m1 ≥ 0. Alors on a déjà montré que tout E dans la liste
(3.72) n’a pas de cohomologie en degré 2. Dans (3.66), il reste encore les deux termes
Eα(m1,−2) et Eβ(m1 − 1,−1). Mais ces deux termes n’apparaissent que si µ est de type
∇ ou β-singulier, avec r < s. Comme m ≥ n, il faut que m1 ≥ 1 pour que Eα(m1,−2)
ou Eβ(m1 − 1,−1) apparaissent. On sait que H2(m1,−2) = H2(m1 − 1,−1) = 0. Comme
(m1,−2)− α = (m1 − 2,−1) et (m1 − 1,−1)− β = (m1,−3) n’ont pas de cohomologie en
degré 2 non plus si m1 ≥ 1 d’après la Remarque 3, on a H2(Eα(m1,−2)) = H2(Eβ(m1 −
1,−1)) = 0. Donc l’égalité (3.71) est vraie dans ce cas.
COHOMOLOGIE DES FIBRÉS EN DROITES SUR SL3 /B EN CARACTÉRISTIQUE POSITIVE 31
Si d ≥ 1, alors apd−1 ≤ n1 < (a + 1)pd−1 et m1 ≥ (a + 1)pd−1. Dans ce cas, les poids
suivants :
(m1,−n1 − 1), (m1 − 1,−n1 − 1), (m1,−n1 − 2), (m1 − 1,−n1 − 2)
(m1 + 1,−n1 − 2), (m1 + 1,−n1 − 2)− α, (m1 − 1,−n1), (m1 − 1,−n1)− β
sont tous dans la chambre sβ · C et hors de la région de Griffith, donc n’ont pas de
cohomologie en degré 2. Donc il reste à traiter Eα(m1,−n1 − 2) et Eβ(m1 − 1,−n1 − 1)
dans la liste (3.66).
Si m1 ≥ (a + 1)pd−1 + 1, alors (m1,−n1 − 2) − α = (m1 − 2,−n1 − 1) qui n’a pas de
cohomologie en degré 2 car il est dans la chambre sβ · C et hors de la région de Griffith.
Donc H2(Eα(m1,−n1 − 2)) = 0 dans ce cas. Si m1 = (a + 1)pd−1, alors on a aussi
H2(Eα(m1,−n1 − 2)) = 0 d’après la Proposition 1.
Si n1 ≤ (a+ 1)pd−1 − 2, alors (m1 − 1,−n1 − 1)− β = (m1,−n1 − 3) n’est pas dans la
région de Griffith, donc il n’a pas de cohomologie en degré 2 etH2(Eβ(m1−1,−n1−1)) = 0
dans ce cas. Si n1 = (a+ 1)pd−1 − 1, alors
H2(Eβ(m
1 − 1,−n1 − 1)) = H2(Eβ(m
1 − 1,−(a+ 1)pd−1)) = 0
d’après la Proposition 1.
Par conséquent, (3.71) est toujours vraie si µ /∈ Ĝr.
Si µ ∈ Ĝr, raisonnons par récurrence sur le degré d de µ.
Si d = 1, alors µ = (ap + r,−ap − s − 2). Donc r ≥ s et µ doit être de type ∆ ou
α-singulier ou γ-singulier ou α-β-singulier. Si µ est de type ∆ ou γ-singulier, on a
H2(µ) ∼= L(0, a− 1)(1) ⊗ V (s, p − r − 2) ∼= L(s, ap− r − 2)
et d’après (3.60) et (3.64) :⊕
i
L(ν0i )⊗H
2(Eδi(ν
1
i ))
(1) = L(s, p− r − 2)⊗H2(a− 1,−a− 2)(1)
∼= L(s, p− r − 2)⊗ V (0, a− 1)(1)
∼= L(s, ap− r − 2)
∼= H2(µ),
d’où (3.71). Dans les deux autres cas, on a r = p − 1 et H2(µ) = 0. D’après (3.62) et
(3.65), on a H2(Eδi(ν
1
i )) = 0 pour tout i car m
1 = n1 = a. Donc les deux cotés de (3.71)
sont nuls, et l’égalité est aussi vraie. Donc (3.71) est vraie si µ ∈ Ĝr est de degré d = 1.
Supposons l’égalité (3.71) vraie pour tout µ de degré ≤ d dans une H1-chambre, et
montrons-la pour µ de degré d + 1. D’après ce qu’on a déjà montré, il suffit de supposer
que µ ∈ Ĝr .
Écrivons m = apd+1+ adpd+ ad−1pd−1+ · · ·+a1p+ r et n = apd+1+ bdpd+ bd−1pd−1+
· · ·+ b1p+ s. On a
(3.73)
chH2(µ) = chL(0, a− 1)(d+1) chH3(µ+ (−a− 1, a)pd+1)
+ chL(0, a)(d+1) chH2(µ+ (−a, a)pd+1)
+ chL(0, a− 2)(d+1) chH2(µ+ (−a− 1, a+ 1)pd+1).
Notons µ′ = µ + (−a, a)pd+1 = (m′,−n′ − 2) et µ′′ = µ + (−a − 1, a + 1)pd+1 =
(−n′′ − 2,m′′). Alors
m′ = adp
d + ad−1p
d−1 + · · ·+ a1p+ r,
n′ = bdp
d + bd−1p
d−1 + · · ·+ b1p+ s,
m′′ = (p− 1− bd)p
d + (p− 1− bd−1)p
d−1 + · · ·+ (p − 1− b1)p+ p− s− 2,
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n′′ = (p − 1− ad)pd + (p − 1− ad−1)pd−1 + · · ·+ (p− 1− a1)p+ p− r − 2.
Donc µ′ et µ′′ sont des poids de degré ≤ d dans une H1-chambre (plus précisément,
µ′ ∈ sβ · C et µ′′ ∈ sα · C).
Comme µ′ = µ+(−a, a)pd+1, on sait que la D-filtration de Ẑ(µ′) est juste celle de Ẑ(µ)
tensorisée par (−a, a)pd+1. De même, la D-filtration de Ẑ(µ′′) est celle de Ẑ(µ) tensorisée
par (−a − 1, a + 1)pd+1 et la D-filtration de Ẑ(µ + (−a − 1, a)pd+1) est celle de Ẑ(µ)
tensorisée par (−a− 1, a)pd+1.
Donc l’hypothèse de récurrence pour µ′ et µ′′ (pour µ′′ on utilise la symétrie entre α et
β) nous donne
(3.74) chH2(µ′) =
ℓ∑
i=1
chL(ν0i ) chH
2(Eδi(ν
1
i + (−a, a)p
d))(1)
et
(3.75) chH2(µ′′) =
ℓ∑
i=1
chL(ν0i ) chH
2(Eδi(ν
1
i + (−a− 1, a + 1)p
d))(1).
De plus, d’après la Proposition 3 du paragraphe 3.3, on a
chH3(µ+ (−a− 1, a)pd+1) =
ℓ∑
i=1
chL(ν0i ) chH
3(Eδi(ν
1
i + (−a− 1, a)p
d)(1)).
Posonsm1 = apd+adpd−1+· · ·+a1 = apd+r˜ et n1 = apd+bdpd−1+· · ·+b1 = apd+s˜ avec
0 ≤ r˜, s˜ ≤ pd − 1, alors tout poids de la liste (3.66) vérifie les conditions correspondantes
de la Proposition 2 et du Théorème 1. Plus précisément, si δi = 0, alors
(3.76) ν1i ∈ {(m
1,−n1 − 1), (m1 − 1,−n1 − 1), (m1,−n1 − 2), (m1 − 1,−n1 − 2)},
d’après (3.66). On a m1− 1 = apd+ r˜− 1 avec −1 ≤ r˜− 1 ≤ pd− 2 et n1− 1 = apd+ s˜− 1
avec −1 ≤ s˜− 1 ≤ pd − 2, donc r˜, s˜, r˜− 1, s˜− 1 vérifient l’hypothèse du Théorème 1, d’où
(3.77)
chH2(E0(ν1i )) = chL(0, a− 1)
(d) chH3(E0(ν1i + (−a− 1, a)p
d))
+ chL(0, a)(d) chH2(E0(ν1i + (−a, a)p
d))
+ chL(0, a− 2)(d) chH2(E0(ν1i + (−a− 1, a+ 1)p
d))
si δi = 0.
Si δi = α, alors
Eα(ν1i ) ∈ {Eα(m
1 + 1,−n1 − 2), Eα(m1,−n1 − 2)}
d’après (3.66). On a m1 + 1 = apd + r˜ + 1 avec 1 ≤ r˜ + 1 ≤ pd et n1 = apd + s˜ avec
0 ≤ s˜ ≤ pd − 1, donc (m1 + 1,−n1 − 2) vérifie l’hypothèse dans (i) de la Proposition 2.
D’autre part, le facteur Eα(m1,−n1 − 2) apparaît seulement si µ est de type ∇, auquel
cas on a s > r. Mais m1p + r = m ≥ n = n1p + s, donc m1 ≥ n1 + 1 ≥ apd + 1, d’où
r˜ ≥ 1 dans ce cas. Donc s’il existe i tel que Eδi(ν
1
i ) = Eα(m
1,−n1−2), alors m1 = apd+ r˜
avec 1 ≤ r˜ ≤ pd − 1 et n1 = apd + s˜ avec 0 ≤ s˜ ≤ pd − 1, donc (m1,−n1 − 2) vérifie aussi
l’hypothèse dans (i) de la Proposition 2. Par conséquent, on a
(3.78)
chH2(Eα(ν1i )) = chL(0, a− 1)
(d) chH3(Eα(ν1i + (−a− 1, a)p
d))
+ chL(0, a)(d) chH2(Eα(ν1i + (−a, a)p
d))
+ chL(0, a− 2)(d) chH2(Eα(ν1i + (−a− 1, a+ 1)p
d))
si δi = α.
Si δi = β, alors on a
Eβ(ν
1
i ) ∈ {Eβ(m
1 − 1,−n1), Eβ(m
1 − 1,−n1 − 1)}
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d’après (3.66). On a m1 − 1 = apd + r˜ − 1 avec −1 ≤ r˜ ≤ pd − 2 et n1 − 2 = apd + s˜ − 2
avec −2 ≤ s˜ ≤ pd− 3, donc (m1− 1,−n1) vérifie l’hypothèse dans (ii) de la Proposition 2.
D’autre part, le facteur Eβ(m1−1,−n1−1) apparaît seulement si µ est de type ∇, auquel
cas on a s ≥ r. Mais m1p+ r = m ≥ n = n1p+ s, donc on a n1 ≤ m1 − 1 ≤ (a+1)pd − 2.
Donc n1 − 1 = apd + s˜− 1 avec −1 ≤ s˜− 1 ≤ pd − 3 dans ce cas, et l’hypothèse dans (ii)
de la Proposition 2 est aussi satisfaite. Par conséquent, on a
(3.79)
chH2(Eβ(ν
1
i )) = chL(0, a− 1)
(d) chH3(Eβ(ν
1
i + (−a− 1, a)p
d))
+ chL(0, a)(d) chH2(Eβ(ν
1
i + (−a, a)p
d))
+ chL(0, a− 2)(d) chH2(Eβ(ν
1
i + (−a− 1, a+ 1)p
d))
si δi = β.
Par conséquent, on a
chH2(µ) = chL(0, a− 1)(d+1) chH3(µ+ (−a− 1, a)pd+1)
+ chL(0, a)(d+1) chH2(µ′) + chL(0, a− 2)(d+1) chH2(µ′′)
= chL(0, a− 1)(d+1)
ℓ∑
i=1
chL(ν0i ) chH
3(Eδi(ν
1
i + (−a− 1, a)p
d))(1)
+ chL(0, a)(d+1)
ℓ∑
i=1
chL(ν0i ) chH
2(Eδi(ν
1
i + (−a, a)p
d))(1)
+ chL(0, a− 2)(d+1)
ℓ∑
i=1
chL(ν0i ) chH
2(Eδi(ν
1
i + (−a− 1, a+ 1)p
d))(1)
=
ℓ∑
i=1
chL(ν0i )[chL(0, a − 1)
(d) chH3(Eδi(ν
1
i + (−a− 1, a)p
d))
+ chL(0, a)(d) chH2(Eδi(ν
1
i + (−a, a)p
d))
+ chL(0, a− 2)(d) chH2(Eδi(ν
1
i + (−a− 1, a+ 1)p
d))](1)
=
ℓ∑
i=1
chL(ν0i ) chH
2(Eδi(ν
1
i )),
où la dernière égalité résulte de (3.77), (3.78) et (3.79). Ceci termine la preuve de la
Proposition 5 et donc du Théorème 5.

3.6. Conclusion. En combinant les Propositions 3 et 4, le Théorème 5 et le lemme 7, on
obtient le :
Théorème 6. Soit µ ∈ X(T ). Soit 0 = N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nℓ = Ẑ(µ) une D-filtration
de Ẑ(µ) (cf. le paragraphe 3.1) telle que Ni/Ni−1 ∼= L̂(ν0i ) ⊗ Eδi(ν
1
i )
(1) où δi ∈ {0, α, β}.
Alors pour tout j ∈ N, il existe une filtration 0 = N˜0 ⊂ N˜1 ⊂ N˜1 ⊂ · · · ⊂ N˜ℓ = Hj(µ) où
N˜i ∼= Hj(G/BG1, Ni) et N˜i/N˜i−1 ∼= L(ν0i )⊗H
j(Eδi(ν
1
i ))
(1).
4. La cohomologie des B-modules Eδ(µ)
4.1. Motivation et premières propriétés. Dans la section 3, on a montré que pour
tout µ ∈ X(T ), H i(µ) admet une filtration dont les quotients sont de la forme L(ν0) ⊗
H i(Eδ(ν1))(1). Cette filtration introduit des modules inconnus H i(Eδ(ν)), donc il faut
étudier leur structure pour bien connaître celle de H i(µ).
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Pour i = 0, d’après la discussion suivant la Proposition 4 (3.3), pour δ ∈ {α, β}, tout
H0(Eδ(ν)) qui apparaît dans la p-filtration de H0(µ) est soit nul, soit une extension de
H0(ν) par H0(ν − δ). Donc le problème pour i = 0 ou 3 est déjà complètement résolu.
Pour i = 1 ou i = 2, la situation est plus compliquée.
Rappelons qu’il existe des suites exactes non scindées de B-modules :
0 // µ− α // Eα(µ) // µ // 0
et
0 // µ− β // Eβ(µ) // µ // 0 .
Appliquons le foncteur H0(G/B, •) aux suites exactes ci-dessus. On obtient les suites
exactes longues :
(4.80)
· · · → H1(µ− α)→ H1(Eα(µ))→ H1(µ)
∂α−→ H2(µ− α)→ H2(Eα(µ))→ H2(µ)→ · · ·
et
(4.81)
· · · → H1(µ− β)→ H1(Eβ(µ))→ H
1(µ)
∂β
−→ H2(µ− β)→ H2(Eβ(µ))→ H
2(µ)→ · · ·
Donc pour connaître la structure de H1(Eδ(µ)) et H2(Eδ(µ)), il « suffit » de connaître
le morphisme de bord ∂δ. D’après le « Strong Linkage Principle » (cf [Jan03] II.6.13), on
sait que ∂α = 0 (resp. ∂β = 0) si µ − α /∈ Wp · µ (resp. µ − β /∈ Wp · µ). En outre, pour
δ ∈ {α, β}, µ− δ ∈Wp · µ si et seulement si 〈µ, δ∨〉 est divisible par p. Donc si p ∤ 〈µ, δ∨〉,
alors H i(Eδ(µ)) est la somme directe de H i(µ− δ) et H i(µ) .
Soit T µν le foncteur de translation de ν à µ. On a la proposition suivante.
Proposition 6. Supposons que µ = (x, y) et p | x. Posons ν = (x − 1, y), c’est un poids
sur le mur entre µ et µ− α. Alors H i(Eα(ν)) ∼= T µν (H
i(ν)) si p ∤ y + 1.
Démonstration. Par définition deEα(µ), on sait qu’il existe une suite exacte deB-modules :
0 (0,−1) L(1, 0) Eα(1, 0) 0.
Tensorisons par le poids ν = (x− 1, y). On obtient :
0 µ− γ L(1, 0) ⊗ ν Eα(µ) 0.
Appliquant le foncteur H0(G/B, •) à cette suite exacte, on obtient une suite exacte
longue de cohomologie :
· · · → H i−1(Eα(µ))
∂i−1
−−−→ H i(µ−γ)
ψ
−→ L(1, 0)⊗H i(ν)
φ
−→ H i(Eα(µ))
∂i−→ H i+1(µ−γ)→ · · · .
Si p ∤ y+1, alors p ∤ x+ y+1. Dans ce cas µ− γ n’appartient pas à Wp ·µ, d’où ∂i = 0.
Donc φ est surjectif.
Notons N = T µν (H
i(ν)). Alors N ∼= prµ(L(1, 0)⊗H
i(ν)) ⊂ L(1, 0)⊗H i(ν). Comme µ−γ
n’appartient pas à Wp · µ, alors Imψ ∩N = {0}. Donc N est isomorphe à son image par
φ. Or prµ(H
i(Eα(µ))) = H i(Eα(µ)) est inclus dans l’image de N = prµ(L(1, 0) ⊗H
i(ν))
car φ est surjectif. Donc N ∼= φ(N) = H i(Eα(µ)). 
De même, on a une proposition analogue pour Eβ :
Proposition 7. Supposons que µ = (x, y) et p | y. Posons ν = (x, y − 1), c’est un poids
sur le mur entre µ et µ− β. Alors H i(Eβ(ν)) ∼= T µν (H
i(ν)) si p ∤ x+ 1.
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4.2. Morphismes de bord ∂α et ∂β. Commençons par la proposition suivante.
Proposition 8. Soient µ1 = (m1,−n1 − 2) et µ2 = (m2,−n2 − 2) vérifiant
(1) mi > ni ≥ 0 pour i ∈ {1, 2} ;
(2) k1 = vp(m1) ≥ 1 et k2 = vp(n2 + 2) ≥ 1 ;
(3) mi − ni ≥ pki pour i ∈ {1, 2}.
Alors
(4.82) chH2(Eα(µ1)) = chH2(µ1) + chH2(µ1 − α),
(4.83) chH2(Eβ(µ2)) = chH
2(µ2) + chH2(µ2 − β).
C’est-à-dire, les morphismes de bord sont nuls.
Remarque 8. Fixons i ∈ {1, 2}, notons d le degré de µi. C’est-à-dire, apd ≤ mi ≤ (a+1)pd
pour un a ∈ {1, 2, · · · , p−1}. Si i = 1, alors d ≥ vp(m1) = k1. Si i = 2 et si k2 = vp(n2+2) >
d, alors n2 ≥ pk2 − 2 ≥ pd+1 − 2. Mais dans ce cas, on a m2 ≥ n2 + pk2 ≥ 2pd+1 − 2,
absurde. Donc on a toujours d ≥ ki pour i ∈ {1, 2}.
Démonstration. Notons di le degré de µi. On appelle di − ki le « degré relatif » de µi et
on le note d˜i. On montre la proposition simultanément pour Eα et Eβ par récurrence sur
le degré relatif. D’après la Remarque 8, on sait que le degré relatif est toujours ≥ 0.
Si d˜i = 0, alors di = ki et µ1 = (apd1 ,−n1−2) avec n1 ≤ (a−1)pd1 et µ2 = (m2,−apd2)
avec m2 ≥ (a+ 1)pd2 − 2.
Dans ce cas, µ1, µ1 − α, µ2 et µ2 − β sont tous dans une H1-chambre hors de la région
de Griffith. En particulier, (4.82) et (4.83) sont triviales.
Supposons qu’on ait déjà montré la proposition pour tout µi tel que d˜i(µi) ≤ ℓ pour un
certain ℓ ≥ 0. Pour i ∈ {1, 2}, soit µi = (mi,−ni − 2) tel que d˜i(µi) = ℓ+ 1.
On se concentre d’abord sur µ = µ1 et on enlève l’indice 1 pour alléger la notation.
Écrivons m = apd+ad−1pd−1+ · · ·+akpk = apd+r avec a 6= 0, ak 6= 0 et d−k = ℓ+1 ≥ 1.
Si µ /∈ Ĝr, alors n < apd , donc µ− α /∈ Ĝr aussi, car m ≥ apd + pk ≥ apd + 2, et (4.82)
est vraie dans ce cas. Donc il suffit de considérer le cas où µ ∈ Ĝr, d’où n = apd + s avec
0 ≤ s ≤ r − pk. En particulier, on a 1 ≤ r ≤ pd − 1 et 0 ≤ s ≤ pd − 2, donc d’après la
Proposition 2, on a
chH2(Eα(µ)) = chL(0, a − 1)(d) chH3(Eα(r − pd,−s− 2))
+ chL(0, a)(d) chH2(Eα(r,−s − 2))
+ chL(0, a − 2)(d) chH2(Eα(−pd + r, pd − s− 2)).
Comme vp(r) = vp(pd − r) = vp(m) = k et (pd − s − 2)− (pd − r − 2) = r − s ≥ pk, le
poids (r,−s− 2) vérifie les hypothèses pour Eα dans la Proposition et est de degré relatif
majoré par ℓ. Le poids (pd − s− 2,−pd + r) vérifie les hypothèses pour Eβ et est de degré
relatif aussi majoré par ℓ. D’après l’hypothèse de récurrence on a donc
chH2(Eα(µ)) = chL(0, a − 1)(d)(chH3(r − pd,−s− 2) + chH3(r − pd − 2,−s− 1))
+ chL(0, a)(d)(chH2(r,−s − 2) + chH2(r − 2,−s − 1))
+ chL(0, a − 2)(d)(chH2(−pd + r, pd − s− 2) + chH2(−pd + r − 2, pd − s− 1))
= chH2(apd + r,−apd − s− 2) + chH2(apd + r − 2,−apd − s− 1)
= chH2(µ) + chH2(µ− α),
où la deuxième égalité résulte du Théorème 2 et du fait que 0 ≤ r − 2 ≤ pd − 3 car
r ≥ s+ pk ≥ pk.
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Traitons maintenant Eβ(µ2) et enlevons l’indice 2 pour alléger la notation. On a vp(n+
2) = k, m = apd + r avec a ≥ 1, 0 ≤ r ≤ pd − 1 et d− k = ℓ+ 1 ≥ 1.
Si µ /∈ Ĝr, alors n + 2 ≤ apd + 1. Mais comme vp(n + 2) = k, on a n + 2 ≤ apd − pk.
Dans ce cas µ− β = (m+ 1,−n− 4) n’est pas dans Ĝr non plus.
Si µ ∈ Ĝr mais µ /∈ Gr, c’est-à-dire r = pd − 1, alors n = apd + s avec 0 ≤ s ≤ r− pk ≤
pd − 3. Donc µ− β = ((a+ 1)pd,−apd − s− 4) /∈ Gr , d’où H2(µ) = H2(µ− β) = 0.
Donc il suffit de considérer le cas où µ ∈ Gr et donc r ≤ pd− 2. Dans ce cas n = apd+ s
avec vp(s+2) = k et pk−2 ≤ s ≤ r−pk < pd−3. Alors le poids (r, s) vérifie les hypothèses
pour Eβ et le poids (pd−s−2,−pd+r) vérifie les hypothèses pour Eα, et ils sont de degrés
relatifs majorés par ℓ, et les hypothèses pour l’existence d’une filtration à trois étages pour
H2(Eβ(µ)) sont vérifiées. Donc on a
chH2(Eβ(µ)) = chL(0, a− 1)
(d) chH3(Eβ(r − p
d,−s− 2))
+ chL(0, a)(d) chH2(Eβ(r,−s − 2))
+ chL(0, a− 2)(d) chH2(Eβ(−p
d + r, pd − s− 2))
= chL(0, a− 1)(d)(chH3(r − pd,−s− 2) + chH3(r + 1− pd,−s− 4))
+ chL(0, a)(d)(chH2(r,−s − 2) + chH2(r + 1,−s− 4))
+ chL(0, a− 2)(d)(chH2(−pd + r, pd − s− 2) + chH2(−pd + r + 1, pd − s− 4))
= chH2(apd + r,−apd − s− 2) + chH2(apd + r + 1,−apd − s− 4)
= chH2(µ) + chH2(µ− β),
où la première égalité est la filtration à trois étages pour H2(Eβ(µ)), la deuxième égalité
résulte de l’hypothèse de récurrence et du fait que H2(r − pd,−s− 2) = 0, et la troisième
égalité résulte du Théorème 2 et du fait que 0 < r + 1 ≤ pd − 1 et 0 < s+ 2 < pd − 1.
Ceci termine la preuve de la Proposition 8.

4.2.1. Décomposition de l’image du morphisme de bord.
Lemme 8. Si µ = (x, y) avec x, y ≤ −1, alors pour δ ∈ {α, β}, on a :
chH3(Eδ(µ)) = χ
3(µ) + χ3(µ− δ)
où χi(µ) = chH i(µ).
Démonstration. Si x ≤ −2 et y ≤ −2, alors µ − δ n’a de la cohomologie qu’en degré 3,
d’où le résultat.
Si x = −1 ou y = −1, alors H i(µ) = 0 pour tout i, donc H i(Eδ(µ)) ∼= H i(µ− δ) pour
tout i, donc le résultat est aussi vrai dans ce cas. 
Définition 4. Pour δ ∈ {α, β}, on note Iδ(µ) ⊂ H2(µ− δ) l’image du morphisme de bord
H1(µ)→ H2(µ− δ). Donc si µ− δ /∈ w0 ·X(T )+, on a
ch Iδ(µ) = χ
2(µ) + χ2(µ− δ) − chH2(Eδ(µ)).
Proposition 9. Soit µ = (apd+r,−apd−s−2) avec 1 ≤ a ≤ p−1. Posons µ′ = (r,−s−2)
et µ′′ = (−pd + r, pd − s− 2).
Alors si 0 ≤ s < r ≤ pd − 1, on a
(4.84) ch Iα(µ) = chL(0, a)(d) ch Iα(µ′) + chL(0, a − 2)(d) ch Iα(µ′′).
Si −1 ≤ s < r ≤ pd − 2, alors
(4.85) ch Iβ(µ) = chL(0, a)
(d) ch Iβ(µ
′) + chL(0, a − 2)(d) ch Iβ(µ
′′).
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Démonstration. Montrons d’abord (4.84) où δ = α. Comme 0 ≤ s < r ≤ pd − 1, µ
vérifie les hypothèses pour l’existence de la filtration à trois étages pour H2(Eα(µ)) de la
Proposition 2. De plus, comme µ′ − α = (r − 2,−s − 1) vérifie r − 2 ≥ −1 et µ′′ − α =
(−pd+r−2, pd−s−1) vérifie pd−s−1 ≥ 0, on a µ′−α /∈ w0 ·X(T )+ et µ′′−α /∈ w0 ·X(T )+.
Donc en utilisant la filtration à trois étages pour H2(Eα(µ)) pour la première égalité, et
le lemme 8 et la Définition 4 pour la deuxième égalité, on a
chH2(Eα(µ)) = chL(0, a− 1)(d) chH3(Eα(r − pd,−s− 2))
+ chL(0, a)(d) chH2(Eα(µ′)) + chL(0, a− 2)(d) chH2(Eα(µ′′))
= chL(0, a− 1)(d)(χ3(r − pd,−s− 2) + χ3((r − pd,−s− 2)− α))
+ chL(0, a)(d)(χ2(µ′) + χ2(µ′ − α)− ch Iα(µ′))
+ chL(0, a− 2)(d)(χ2(µ′′) + χ2(µ′′ − α)− ch Iα(µ′′))
=χ2(µ) + χ2(µ− α)− chL(0, a)(d) ch Iα(µ′)− chL(0, a− 2)(d) ch Iα(µ′′),
où la dernière égalité résulte du Théorème 1 en remarquant que µ−α = (apd+r−2,−apd−
s− 1) avec −1 ≤ r − 2, s − 1 < pd − 1. Donc on a
chL(0, a)(d) ch Iα(µ′) + chL(0, a− 2)(d) ch Iα(µ′′) =χ2(µ) + χ2(µ− α)− chH2(Eα(µ))
= ch Iα(µ),
car µ− α /∈ w0 ·X(T )+.
Montrons maintenant (4.85) où δ = β. Comme −1 ≤ s < r ≤ pd − 2, µ vérifie les hypo-
thèses pour l’existence de la filtration à trois étages pour H2(Eβ(µ)) de la Proposition 2.
De plus, comme µ′−β = (r+1,−s−4) vérifie r+1 ≥ 0 et µ′′−β = (−pd+r+1, pd−s−4)
vérifie pd− s−4 ≥ −1, on a µ′−β /∈ w0 ·X(T )+ et µ′′−β /∈ w0 ·X(T )+. Donc en utilisant
la filtration à trois étages pour H2(Eβ(µ)) pour la première égalité, et le lemme 8 et la
Définition 4 pour la deuxième égalité, on a
chH2(Eβ(µ)) = chL(0, a − 1)(d) chH3(Eβ(r − pd,−s− 2))
+ chL(0, a)(d) chH2(Eβ(µ′)) + chL(0, a− 2)(d) chH2(Eβ(µ′′))
= chL(0, a − 1)(d)(χ3(r − pd,−s− 2) + χ3((r − pd,−s− 2)− β))
+ chL(0, a)(d)(χ2(µ′) + χ2(µ′ − β)− ch Iβ(µ
′))
+ chL(0, a − 2)(d)(χ2(µ′′) + χ2(µ′′ − β)− ch Iβ(µ
′′))
=χ2(µ) + χ2(µ− β)− chL(0, a)(d) ch Iβ(µ
′)− chL(0, a− 2)(d) ch Iβ(µ
′′),
où la dernière égalité résulte du Théorème 1 en remarquant que µ−β = (apd+r+1,−apd−
s− 4) avec 0 < r + 1, s + 2 ≤ pd − 1. Donc on a
chL(0, a)(d) ch Iβ(µ
′) + chL(0, a− 2)(d) ch Iβ(µ
′′) =χ2(µ) + χ2(µ− β)− chH2(Eβ(µ))
= ch Iβ(µ),
car µ− β /∈ w0 ·X(T )+. Ceci termine la preuve de la Proposition 9. 
Lemme 9. Soit µ = (m,−n − 2) avec m > n ≥ 0. Alors pour δ ∈ {α, β} et tout
L(ν) ∈ FC(Iδ(µ)), on a [Iδ(µ) : L(ν)] = [H2(µ− δ) : L(ν)].
Démonstration. Comme dans la Proposition 8, notons k1(µ) = vp(m), k2(µ) = vp(n + 2).
Notons d le degré de µ, c’est-à-dire, il existe a ∈ {1, 2, · · · , p − 1} tel que apd ≤ m <
(a+ 1)pd. Pour i ∈ {1, 2}, notons d˜i = d− ki. Notons aussi α1 = α et α2 = β.
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Considérons l’énoncé suivant qui dépend d’un indice ℓ ∈ Z :
Pℓ : pour tout i ∈ {1, 2}, si µ = (m,−n− 2) avec m > n ≥ 0 et d˜i(µ) ≤ ℓ,
alors pour tout ν ∈ X(T )+on a [Iδ(µ) : L(ν)] = [H2(µ− δ) : L(ν)].
Le but est de montrer que Pℓ est vraie pour tout ℓ. Raisonnons par récurrence sur ℓ. Il
suffit de considérer le cas où µ ne vérifie pas les hypothèses de la Proposition 8 car l’énoncé
est trivial si Iδ(µ) = 0.
D’après la définition de d et k1, on a toujours d ≥ k1, d’où d˜1 ≥ 0. Comme m > n et
k2 = vp(n + 2), on a d < k2 seulement s’il existe d ≥ 1 tel que m = pd − 1 et n = pd − 2.
Dans ce cas, on a
H2(Eβ(µ)) = H2(Eβ(pd − 1,−pd)) = 0
d’après la Proposition 1, d’où Iβ(µ) = H2(µ− β) et l’énoncé est vrai. Donc P−1 est vrai.
Supposons d˜1(µ) = 0 et δ = α. Si k1 = 0, alors p ∤ m, d’où Iα(µ) = 0 car µ − α /∈
Wp · µ. Si k1 ≥ 1, alors comme µ ne vérifie pas les hypothèses de la Proposition 8, on a
µ = (apd,−(a − 1)pd − s − 2) avec 1 ≤ s ≤ pd − 1. D’après la Proposition 1 on sait que
H2(Eα(µ)) = 0, d’où Iα(µ) = H2(µ− α) et l’énoncé du lemme est évident.
Supposons d˜2(µ) = 0. Si k2 = 0, alors p ∤ n+2 et µ−β /∈Wp·µ, d’où Iβ(µ) = 0. Si k2 ≥ 1,
alors comme µ ne vérifie pas les hypothèses de la Proposition 8, on a µ = (apd + r,−apd)
avec −1 ≤ r ≤ pd−3 et d−vp(m) = d−k1 = ℓ+1. D’après la Proposition 1,H2(Eβ(µ)) = 0,
d’où Iβ(µ) = H2(µ− β) et l’énoncé du lemme est évident.
Donc P0 est vraie.
Supposons que Pℓ est vraie pour un ℓ ≥ 0. Soit µ tel que d˜1(µ) = ℓ+1. Si k1 = 0, alors
p ∤ m et Iα(µ) = 0. Si k1 ≥ 1, comme µ ne vérifie pas les hypothèses de la Proposition 8,
on a
m = apd + ad−1pd−1 + · · · + akpk = apd + r
et n = apd + s avec 0 ≤ r − pk < s < r ≤ pd − 1. Posons µ′ = (r,−s − 2), µ′′ =
(−pd + r, pd − s− 2) et tµ′′ = (pd − s− 2,−pd + r). Comme
vp(apd + r) = k1 = d− ℓ− 1 ≤ d− 1,
on a
vp(r) = vp(−pd + r) = k1,
donc d˜1(µ′) ≤ d− 1− k1 = ℓ et d˜2(tµ′′) ≤ d− 1− k1 = ℓ. On a
ch Iα(µ) = chL(0, a)(d) ch Iα(µ′) + chL(0, a − 2)(d) ch Iα(µ′′)
car 0 < s < r ≤ pd − 1. D’après le lemme 1, tout plus haut poids d’un facteur de
composition de H2(µ′ − α) ou de H2(µ′′ − α) est pd-restreint. Donc
FC(Iα(µ)) = L(0, a)(d) ⊗ FC(Iα(µ′)) ∐ L(0, a− 2)(d) ⊗ FC(Iα(µ′′)).
Soit L(ν) ∈ FC(Iα(µ)), alors ν = ν1pd+ν0 où ν1 = (0, a) ou (0, a−2) et ν0 est pd-restreint.
Si ν1 = (0, a), alors L(ν0) ∈ FC(Iα(µ′)). Donc
[Iα(µ) : L(ν)] = [Iα(µ′) : L(ν0)] = [H2(µ′ − α) : L(ν0)]
= [L(0, a)(d) ⊗H2(µ′ − α) : L(ν)] = [H2(µ− α) : L(ν)]
où la deuxième égalité résulte de l’hypothèse de récurrence pour µ′ et la dernière égalité
résulte du Théorème 2 et du lemme 1 appliqués à µ− α.
Si ν1 = (0, a − 2), alors L(ν0) ∈ FC(Iα(µ′′)). Posons τν = (y, x) si ν = (x, y) comme
dans le paragraphe 2.4, alors
[Iα(µ) : L(ν)] = [Iα(µ′′) : L(ν0)] = [Iβ(τµ′′) : L(τν0)] = [H2(τµ′′ − β) : L(τν0)]
= [H2(µ′′ − α) : L(ν0)] = [L(0, a − 2)(d) ⊗H2(µ′′ − α) : L(ν)] = [H2(µ− α) : L(ν)].
COHOMOLOGIE DES FIBRÉS EN DROITES SUR SL3 /B EN CARACTÉRISTIQUE POSITIVE 39
Donc la partie i = 1 dans Pℓ est vraie.
Soit µ = (m,−n − 2) tel que d˜2(µ) = ℓ+ 1. Notons k = k2 pour alléger la notation. Si
k = 0, alors p ∤ n + 2 et Iβ(µ) = 0. Si k ≥ 1, comme µ ne vérifie pas les hypothèses de la
Proposition 8, alors m = apd + r et n = apd + s avec 0 ≤ r ≤ pd − 1 et s < r < s+ pk (a
priori s peut être négatif). Mais comme d = k+ℓ+1 ≥ k+1, on a k = vp(n+2) = vp(s+2).
Si s < 0, alors s + 2 ≤ 1, d’où s + 2 ≤ −pk car vp(s + 2) = k ≥ 1. Par conséquent, on a
r < s+pk ≤ −2, contradiction avec r ≥ 0. Donc 0 ≤ s < r ≤ pd−1. Or vp(s+2) = k ≤ d−1,
donc s+ 2 ≤ pd − pk et r < s+ pk ≤ pd − 2. D’après la Proposition 9, on a
ch Iβ(µ) = chL(0, a)(d) ch Iβ(µ′) + chL(0, a − 2)(d) ch Iβ(µ′′)
où µ′ = (r,−s− 2) et µ′′ = (−pd+ r, pd− s− 2). Posons τµ′′ = (pd − s− 2,−pd+ r), alors
d˜2(µ′) ≤ d− 1− k = ℓ et d˜1(τµ′′) ≤ d− 1− k = ℓ car vp(s+ 2) = vp(pd − s− 2) = k.
D’après le lemme 1, tout plus haut poids d’un facteur de composition de H2(µ′−β) ou
de H2(µ′′ − β) est pd-restreint. Donc
FC(Iβ(µ)) = L(0, a)(d) ⊗ FC(Iβ(µ′)) ∐ L(0, a− 2)(d) ⊗ FC(Iβ(µ′′)).
Soit L(ν) ∈ FC(Iβ(µ)), alors ν = ν1pd+ν0 où ν1 = (0, a) ou (0, a−2) et ν0 est pd-restreint.
Si ν1 = (0, a), alors L(ν0) ∈ FC(Iβ(µ′)). Donc
[Iβ(µ) : L(ν)] = [Iβ(µ
′) : L(ν0)] = [H2(µ′ − β) : L(ν0)]
= [L(0, a)(d) ⊗H2(µ′ − β) : L(ν)] = [H2(µ− β) : L(ν)]
où la deuxième égalité résulte de l’hypothèse de récurrence pour µ′ et la dernière égalité
résulte du Théorème 2 et du lemme 1 appliqués à µ− β.
Si ν1 = (0, a− 2), alors L(ν0) ∈ FC(Iβ(µ′′)). Donc
[Iβ(µ) : L(ν)] = [Iβ(µ
′′) : L(ν0)] = [Iα(τµ′′) : L(τν0)] = [H2(τµ′′ − α) : L(τν0)]
= [H2(µ′′ − β) : L(ν0)] = [L(0, a − 2)(d) ⊗H2(µ′′ − β) : L(ν)] = [H2(µ− β) : L(ν)].
Donc Pℓ+1 est vraie. Ceci termine la preuve du lemme 9.

Théorème 7. Soit µ = (m,−n − 2) avec m > n ≥ 0. Si M est un sous-module de
H2(µ− δ) qui vérifie chM = ch Iδ(µ), alors M = Iδ(µ).
Par conséquent, si m = apd + r et n = apd + s et si l’on pose µ′ = (r,−s − 2) et
µ′′ = (−pd + r, pd − s− 2), alors
(i) Si 0 ≤ s < r ≤ pd − 1 , on a Iα(µ) = L(0, a)(d) ⊗ Iα(µ′)
⊕
L(0, a − 2)(d) ⊗ Iα(µ′′).
(ii) Si −1 ≤ s < r ≤ pd − 2, on a Iβ(µ) = L(0, a)(d) ⊗ Iβ(µ′)
⊕
L(0, a− 2)(d) ⊗ Iβ(µ′′).
Démonstration. Il suffit d’appliquer le lemme 9 et la Proposition 9. 
En utilisant le Théorème 7, on peut décrire explicitement Iδ(µ) en utilisant les notations
introduites dans la sous-section 2.4 avant le Théorème 4.
Théorème 8. Soient d ∈ N∗ et m ∈ N de degré ≤ d. Soit µ = (m,−n−2) avec 0 ≤ n < m.
Notons kα(µ) = vp(m) et kβ(µ) = vp(n+ 2).
A. Si kδ(µ) = 0, alors Iδ(µ) = 0 ;
B. Si kδ(µ) ≥ 1 et m− n ≥ pkδ(µ), alors Iδ(µ) = 0 ;
C. Si kδ(µ) ≥ 1 et m− n < pkδ(µ), alors :
(i) Si δ = α, on pose k = kδ(µ). Alors il existe ai ∈ {0, 1, · · · , p− 1}, ak ≥ 1 et
1 ≤ s ≤ pk − 1 tels que m = adpd + · · · + akpk et n = adpd + · · · + akpk − pk + s.
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On a
(4.86)
Iα(µ) ∼=H2(akp
k − 2,−(ak − 1)p
k − s− 1)⊗
( ⊕
ν∈Γd−k
d,0
(m)
L(ν)
)
⊕H2(−(p− ak)p
k − 2, (p − ak + 1)p
k − s− 1)⊗
( ⊕
ν∈Γd−k
d,1
(m)
L(ν)
)
.
(ii) Si δ = β, on pose k = kδ(µ). Alors il existe ai ∈ {0, 1, · · · , p− 1}, ak ≥ 1 et
−1 ≤ r ≤ pk − 3 tels que m = adpd + · · ·+ akpk + r et n = adpd + · · ·+ akpk − 2.
On a
(4.87)
Iβ(µ) ∼=H2(akpk + r + 1,−akpk − 2)⊗
( ⊕
ν∈Γd−k
d,0
(m)
L(ν)
)
⊕H2(−(p − ak)p
k + r + 1, (p − ak)p
k − 2)⊗
( ⊕
ν∈Γd−k
d,1
(m)
L(ν)
)
.
Démonstration. Si kδ(µ) = 0, alors p ∤ 〈µ, δ∨〉. Donc Iδ(µ) = 0 car µ − δ /∈ Wp · µ, d’où
(A).
Puis (B) résulte de la Proposition 8 de la sous-section 4.2.
Montrons (C) par récurrence sur d.
Si d = 1 et δ = α, alors k = vp(m) = 1 = d. On a m = ap et n = (a − 1)p + s avec
1 ≤ a, s ≤ p−1. D’après la Proposition 1, on a H2(Eα(µ)) = 0, donc Iα(µ) = H2(µ−α) =
H2(ap− 2,−(a− 1)p − s− 1). Donc (4.86) est vraie car d− k = 0 dans ce cas.
Si d = 1 et δ = β, alors n = ap − 2 et m = ap + r avec −1 ≤ r ≤ p − 3 et 1 ≤
a ≤ p − 1. D’après la Proposition 1, on a H2(Eβ(µ)) = H2(Eβ(ap + r,−ap)) = 0, donc
Iβ(µ) = H2(µ − β) = H2(ap + r + 1,−ap − 2). Donc (4.86) est vraie car d − k = 0 dans
ce cas.
Supposons l’énoncé vrai pour tout n < m ∈ N de degré ≤ d pour un certain d ≥ 1.
Soient m de degré ≤ d+ 1 et n < m.
Supposons d’abord δ = α, alors k = vp(m) ≥ 1. Écrivons m = ad+1pd+1 + · · · + akpk
et n = ad+1pd+1 + · · · + (ak − 1)pk + s avec 1 ≤ s ≤ pk − 1. Si k = d + 1, alors µ =
(akpk,−(ak − 1)pk − s − 2). Donc H2(Eα(µ)) = 0 d’après la Proposition 1 et Iα(µ) =
H2(µ − α) = H2(akpk − 2,−(ak − 1)pk − s − 1). Donc (4.86) est vraie dans ce cas. Si
k < d+ 1, alors d’après le Théorème 7, on a
(4.88) Iα(µ) = L(0, ad+1)(d+1) ⊗ Iα(µ′)
⊕
L(0, ad+1 − 2)(d+1) ⊗ Iα(µ′′)
où µ′ = (m′,−n′ − 2) = (adpd + · · · + akpk,−adpd − · · · − akpk + pk − s − 2) et µ′′ =
(−n′′−2,m′′) = (−pd+1, pd+1)+µ′, où n′′ = aˆdpd+ · · ·+ aˆkpk+pk−2 et m′′ = aˆdpd+ · · ·+
aˆkp
k + 2pk − s− 2 avec 1 ≤ aˆk + 1 = p− ak ≤ p− 1 et −1 ≤ pk − s− 2 ≤ pk − 3. Comme
m′,m′′ sont de degré ≤ d, alors d’après l’hypothèse de récurrence on a les isomorphismes
suivants (on rappelle que τ(x, y) = (y, x), cf. 2.4) :
(4.89)
Iα(µ′) ∼=H2(akpk − 2,−(ak − 1)pk − s− 1)⊗
( ⊕
ν∈Γd−k
d,0
(m′)
L(ν)
)
⊕H2(−(p− ak)pk − 2, (p − ak + 1)pk − s− 1)⊗
( ⊕
ν∈Γd−k
d,1
(m′)
L(ν)
)
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et
(4.90)
Iα(µ′′) ∼=H2(τ((aˆk + 1)pk + pk − s− 1,−(aˆk + 1)pk − 2))⊗
( ⊕
ν∈τΓd−k
d,0
(m′′)
L(ν)
)
⊕H2(τ(−(p− aˆk − 1)p
k + pk − s− 1, (p − aˆk − 1)p
k − 2))⊗
( ⊕
ν∈τΓd−k
d,1
(m′′)
L(ν)
)
=H2(−(p− ak)p
k − 2, (p − ak + 1)p
k − s− 1)⊗
( ⊕
ν∈τΓd−k
d,0
(m′′)
L(ν)
)
⊕H2(akpk − 2,−(ak − 1)pk − s− 1)⊗
( ⊕
ν∈τΓd−k
d,1
(m′′)
L(ν)
)
.
D’après les définitions de la sous-section 2.4, Γid,−(m) ne dépend que des coefficients p-
adiques ad, ad−1, · · · , ad−i+1 dem. Les coefficients p-adiques dem′ sont ad, ad−1, · · · , ak, 0, · · ·.
Si s ≤ pk−2, alors les coefficients p-adiques dem′′ sont aˆd, · · · , aˆk+1, aˆk+1, · · · ; si s = pk−1,
alors les coefficients p-adiques de m′′ sont aˆd, · · · , aˆk+1, aˆk, p − 1, · · · , p− 1. Donc on a
Γd+1−kd,0 (m) =
(
(0, ad+1)p
d+1 + Γd−kd,0 (m
′)
)
∪
(
(0, ad+1 − 2)p
d+1 + τΓd−kd,1 (m
′′)
)
et
Γd+1−kd,1 (m) =
(
(0, ad+1)p
d+1 + Γd−kd,1 (m
′)
)
∪
(
(0, ad+1 − 2)p
d+1 + τΓd−kd,0 (m
′′)
)
.
Donc (4.89), (4.90) et (4.88) donnent le résultat dans ce cas.
Supposons maintenant que δ = β, alors k = vp(n + 2) ≥ 1. Écrivons m = ad+1pd+1 +
· · · + akpk + r et m = ad+1pd+1 + · · · + akpk − 2 avec −1 ≤ r ≤ pk − 3. Si k = d + 1,
alors µ = (akpk + r,−akpk). Donc H2(Eβ(µ)) = 0 d’après la Proposition 1 et Iβ(µ) =
H2(µ− β) = H2(akpk + r+1,−akpk − 2). Donc (4.86) est vraie dans ce cas. Si k < d+1,
alors d’après le Théorème 7, on a
(4.91) Iβ(µ) = L(0, ad+1)(d+1) ⊗ Iβ(µ′)
⊕
L(0, ad+1 − 2)(d+1) ⊗ Iβ(µ′′)
où µ′ = (m′,−n′−2) = (adpd+ · · ·+akpk+r,−adpd−· · ·−akpk) et µ′′ = (−n′′−2,m′′) =
(−pd+1, pd+1) + µ′, où n′′ = aˆdpd + · · ·+ aˆkpk + pk − r− 2 et m′′ = aˆdpd + · · ·+ aˆkpk + pk
avec 1 ≤ aˆk +1 = p− ak ≤ p− 1 et 1 ≤ pk − r− 2 ≤ pk − 1. Comme m′,m′′ sont de degré
≤ d, alors d’après l’hypothèse de récurrence on a les isomorphismes suivants :
(4.92)
Iβ(µ′) ∼=H2(akpk + r + 1,−akpk − 2)⊗
( ⊕
ν∈Γd−k
d,0
(m′)
L(ν)
)
⊕H2(−(p − ak)pk + r + 1, (p − ak)pk − 2)⊗
( ⊕
ν∈Γd−k
d,1
(m′)
L(ν)
)
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et
(4.93)
Iβ(µ′′) ∼=H2(τ((aˆk + 1)pk − 2,−aˆkpk − pk + r + 1))⊗
( ⊕
ν∈τΓd−k
d,0
(m′′)
L(ν)
)
⊕H2(τ(−(p − aˆk − 1)p
k − 2, (p − aˆk)p
k − pk + r + 1)) ⊗
( ⊕
ν∈τΓd−k
d,1
(m′′)
L(ν)
)
=H2(−(p− ak)p
k + r + 1, (p − ak)p
k − 2)⊗
( ⊕
ν∈τΓd−k
d,0
(m′′)
L(ν)
)
⊕H2(akpk + r + 1,−akpk − 2)⊗
( ⊕
ν∈τΓd−k
d,1
(m′′)
L(ν)
)
.
Les coefficients p-adiques de m′ sont ad, ad−1, · · · , ak, 0, · · ·. Les coefficients p-adiques de
m′′ sont aˆd, · · · , aˆk+1, aˆk + 1, · · ·. Donc on a
Γd+1−kd,0 (m) =
(
(0, ad+1)p
d+1 + Γd−kd,0 (m
′)
)
∪
(
(0, ad+1 − 2)p
d+1 + τΓd−kd,1 (m
′′)
)
et
Γd+1−kd,1 (m) =
(
(0, ad+1)pd+1 + Γ
d−k
d,1 (m
′)
)
∪
(
(0, ad+1 − 2)pd+1 + τΓ
d−k
d,0 (m
′′)
)
.
Donc (4.92), (4.93) et (4.91) donnent le résultat dans ce cas. Ceci termine la preuve du
Théorème 8. 
4.2.2. Iδ(µ) est sans multiplicité.
Proposition 10. Soit µ = (m,−n− 2) avec m > n ≥ 0. Alors pour δ ∈ {α, β}, Iδ(µ) est
un T -module sans multiplicité. C’est-à-dire, pour tout poids ν ∈ X, on a dim(Iδ(µ)ν) ≤ 1.
Avant de montrer cette proposition, on montre d’abord le lemme utile suivant :
Lemme 10. Soit µ = (apd + pd − 2,−apd − s − 1) avec d ≥ 0, a ∈ {1, 2, · · · , p − 1}
et s ≤ pd − 1 (s n’est pas nécessairement positif). Alors H2(µ) est un T -module sans
multiplicité.
Démonstration. Raisonnons par récurrence sur d. Si d = 0, alors µ = (a − 1,−a − s − 1)
avec s ≤ 0. Donc H2(µ) = 0 d’après la Remarque 3. Supposons que µ = (apd+1 + pd+1 −
2,−apd+1− s− 1) pour un d ≥ 0 et s ≤ pd+1− 1. Si s ≤ 0, alors H2(µ) = 0. Si s > 0, alors
d’après le Théorème 2, on sait que H2(µ) est filtré par E1 = L(0, a−1)(d+1)⊗V (s−1, 0) et
E2 = L(0, a)(d+1)⊗H2(pd+1−2,−s−1) carH2(µ′′) = H2(−2, pd+1−s−1) = 0. Comme tout
poids de V (s−1, 0) et deH2(pd+1−2,−s−1) est pd+1-restreint, et comme L(0, a) et L(0, a−
1) n’ont pas de poids commun, E1 et E2 n’ont pas de poids commun. D’après l’hypothèse
de récurrence, H2(pd+1−2,−s−1) = H2((p−1)pd+pd−2,−(p−1)pd−(s−(p−1)pd)−1)
n’a pas de multiplicité comme T -module car s− (p− 1)pd ≤ pd+1− 1− pd+1+ pd = pd− 1.
On sait aussi que V (s − 1, 0) n’a pas de multiplicité comme T -module. Par conséquent,
H2(µ) n’a pas de multiplicité non plus. 
Démontrons maintenant la Proposition 10.
Démonstration. Comme m ≥ 1, il existe d ≥ 0 et a ∈ {1, 2, · · · , p− 1} tels que apd ≤ m <
(a+ 1)pd.
Écrivons m = apd+ r et n = apd+ s, alors 0 ≤ r ≤ pd− 1 et s < r (s peut être négatif).
Raisonnons par récurrence sur d. Si d = 0, alors µ = (a,−a− s− 2) avec s ≤ −1. Donc
µ− α = (a− 2,−a− s− 1) et µ− β = (a+ 1,−a− s− 4), d’où H2(µ− δ) = 0 pour tout
δ ∈ {α, β}. Par conséquent, Iδ(µ) = 0 car Iδ(µ) ⊂ H2(µ− δ) et l’énoncé est trivial.
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Maintenant supposons m = apd+1 + r et n = apd+1 + s avec 0 ≤ r ≤ pd+1 − 1 et s < r.
Supposons d’abord que δ = α. Si s ≤ 0 et r ≥ 1 , alors
H2(µ− α) = H2(apd+1 + r − 2,−apd+1 − s− 1) = 0
car apd+1 + r− 2 ≥ apd+1 − 1 et apd+1 + s− 1 ≤ apd+1 − 1. Donc Iα(µ) = 0 et le résultat
est trivial.
Si s ≤ 0 et r = 0 , alors s ≤ −1 car s < r. Donc on a µ−α = (apd+1−2,−apd+1−s−1)
et H2(µ−α) n’a pas de multiplicité comme T -module d’après le lemme 10. Donc l’énoncé
est vrai car Iα(µ) ⊂ H2(µ− α).
Si s > 0 , alors 0 < s < r ≤ pd+1 − 1, et d’après la Proposition 9, on a
ch Iα(µ) = chL(0, a)(d+1) ch Iα(µ′) + chL(0, a− 2)(d+1) ch Iα(µ′′),
où µ′ = (r,−s − 2) et µ′′ = (−pd+1 + r, pd+1 − s − 2). Comme (0, 2) /∈ Zα + Zβ, alors
L(0, a) et L(0, a − 2) n’ont pas de poids commun. D’après le lemme 1, tout poids de
Iα(µ′) ⊂ H2(µ′−α) et de Iα(µ′′) ⊂ H2(µ′′−α) est pd+1-restreint, donc L(0, a)(d+1)⊗Iα(µ′)
et L(0, a − 2)(d+1) ⊗ Iα(µ′′) n’ont pas de poids commun. Par conséquent, Iα(µ) n’a pas
de multiplicité comme T -module car Iα(µ′) et Iα(µ′′) n’ont pas de multiplicité d’après
l’hypothèse de récurrence.
Supposons maintenant que δ = β. Si s ≤ −3 , alors µ−β = (apd+1+r+1,−apd+1−s−4)
avec r + 1 ≥ 1 et s + 2 ≤ −1, d’où H2(µ − β) = 0. En particulier, Iβ(µ) = 0 et l’énoncé
est trivial.
Si s = −2 , alors µ = (apd+1 + r,−apd+1) avec r ≥ 0. Donc H2(Eβ(µ)) = 0 d’après la
Proposition 1, et par conséquent on a
Iβ(µ) = H
2(µ− β) = H2(apd + r + 1,−apd − 2).
Si r = pd − 1, alors H2(apd + r + 1,−apd − 2) = 0 et l’énoncé est trivial. Si r ≤ pd − 2,
alors d’après le Théorème 2, on sait que H2(apd + r + 1,−apd − 2) est un quotient de
V (0, apd − r− 3) car H2(r+1,−2) = 0. Comme V (0, apd − r− 3) n’a pas de multiplicité,
l’énoncé est vrai dans ce cas.
Si s = −1 , alors p ∤ apd+1+ s+2, donc µ−β /∈Wp ·µ et en particulier on a Iβ(µ) = 0.
Si 0 ≤ s ≤ pd+1 − 3 et r = pd+1 − 1 , alors on a
H2(µ− β) = H2((a+ 1)pd+1,−apd+1 − s− 4) = 0
car s+ 2 ≤ pd+1 − 1, d’où Iβ(µ) = 0.
Si s = pd+1 − 2 et r = pd+1 − 1 , alors
H2(Eβ(µ)) = H
2(Eβ((a+ 1)p
d+1 − 1,−(a+ 1)pd+1)) = 0
d’après la Proposition 1. Donc
Iβ(µ) = H
2(µ− β) = H2((a+ 1)pd+1,−(a+ 1)pd+1 − 2)
qui est un quotient de V (0, (a + 1)pd+1 − 2) d’après le Théorème 2 car H2(0,−2) = 0.
Comme V (0, (a + 1)pd+1 − 2) n’a pas de multiplicité comme T -module, le résultat en
découle.
Si 0 ≤ s < r ≤ pd+1 − 2 , alors d’après le Proposition 9 on a
ch Iβ(µ) = chL(0, a)(d+1) ch Iβ(µ′) + chL(0, a− 2)(d+1) ch Iβ(µ′′),
où µ′ = (r,−s − 2) et µ′′ = (−pd+1 + r, pd+1 − s − 2). Comme (0, 2) /∈ Zβ + Zβ, alors
L(0, a) et L(0, a − 2) n’ont pas de poids commun. D’après le lemme 1, tout poids de
Iβ(µ′) ⊂ H2(µ′−β) et de Iβ(µ′′) ⊂ H2(µ′′−β) est pd+1-restreint, donc L(0, a)(d+1)⊗Iβ(µ′)
et L(0, a − 2)(d+1) ⊗ Iβ(µ′′) n’ont pas de poids commun. Par conséquent, Iβ(µ) n’a pas
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de multiplicité comme T -module car Iβ(µ′) et Iβ(µ′′) n’ont pas de multiplicité d’après
l’hypothèse de récurrence. Ceci termine la preuve de la Proposition 10. 
4.3. Retour à la p-H i-D-filtration. Maintenant revenons à la p-H i-D-filtration de
H i(µ) où i ∈ {1, 2} et µ /∈ C ∪w0 ·C. Alors il existe m,n ∈ N tels que µ = (m,−n− 2) ou
µ = (−n− 2,m). D’après la symétrie entre α et β, on peut supposer que µ = (m,−n− 2)
sans perte de généralité. D’après la dualité de Serre, il suffit de considérer H1(µ) =
H1(m,−n− 2) et H2(µ) = H2(m,−n− 2) lorsque m ≥ n (c’est-à-dire, µ ∈ sβ · C).
Si n ≤ m ≤ p− 1, alors H2(m,−n− 2) = 0 et
H1(m,−n− 2) ∼= H0(sβ · µ) = H0(m− n− 1, n)
d’après le théorème de Borel-Weil-Bott (cf. [Jan03] II.5.5).
Si m ≥ p, alors il existe d ≥ 1 et a ∈ {1, 2, · · · , p − 1} tels que apd ≤ m < (a + 1)pd.
Écrivons m = apd + Rp + r et n = apd + Sp + s avec 0 ≤ r, s ≤ p − 1 (S peut être
négatif mais S ≥ −apd−1 car n ≥ 0), alors on a 0 ≤ R ≤ pd−1 − 1 et S ≤ R. Notons
m1 = apd−1 +R et n1 = apd−1 + S.
Pour ν = pν1 + ν0 où ν0 ∈ X1(T ), posons
Hiδ(ν) = L(ν
0)⊗H i(Eδ(ν
1))(1)
où δ ∈ {0, α, β}. Notons aussi Hi(ν) = Hi0(ν).
Remarque 9. En utilisant les résultats de ce paragraphe, on peut obtenir une autre
démonstration de la proposition de Kühne-Hausmann [KH85] 6.3.2 (voir aussi [DS88] 5.3)
et préciser les conditions pour que λ soit « générique ».
4.3.1. Type ∆. Supposons que µ est de type ∆, c’est-à-dire 0 ≤ s < r ≤ p − 2. Les neuf
facteurs simples de Ẑ(µ) sont donnés par la figure suivante (où ν1 = µ) :
ν1
ν6 ν2 ν4
ν7 ν8
ν3 ν5
ν9
.
D’après le Théorème 5, on sait que pour i ∈ {1, 2}, il existe une filtration de H i(µ) dont
les quotients sont les suivants (l’ordre peut être différent)
Hi(ν1),Hi(ν2),Hiα(ν4),H
i
β(ν6),H
i(ν7),Hi(ν8),Hi(ν9).
On sait que H0(ν14) = H
0(m1 + 1,−n1 − 2) = 0 et H3(ν13 ) = H
3(m1 − 1,−n1 − 1) = 0
car m1, n1 ≥ 0, donc H0(ν4) = H3(ν3) = 0. Donc il existe une suite exacte longue
(4.94) 0→H1(ν3)→ H1α(ν4)→H
1(ν4)
∂α−→ H2(ν3)→H2α(ν4)→ H
2(ν4)→ 0.
De même, comme H3(ν15) = H
3(m1,−n1 − 2) = 0, on a une suite exacte longue
(4.95)
· · · → H0(ν6)
∂0
β
−→ H1(ν5)→H1β(ν6)→H
1(ν6)
∂1
β
−→ H2(ν5)→H2β(ν6)→ H
2(ν6)→ 0.
Si n1 = 0, alors H2(µ) = 0 car n ≤ p − 1 et m ≥ n. On a aussi H2(ν3) = 0 car
ν13 = (m
1 − 1,−n1 − 1) = (m1 − 1,−1). Donc d’après (4.94), on sait que H1α(ν4) est juste
une extension de H1(ν4) par H1(ν3).
Or on a H i(Eβ(ν16 )) = H
i(Eβ(m1 − 1, 0)) = 0 pour tout i d’après le lemme 5, donc
d’après (4.95), ∂0β induit un isomorphisme H
0(ν6) ∼= H1(ν5). Par conséquent, non seule-
ment le facteur H1(ν6) n’apparaît pas, mais le facteur H1(ν5) est « effacé » dans la fil-
tration de H1(µ), c’est-à-dire, le G-module H1(µ) admet une filtration dont les quotients
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sont {H1(νi)|i = 1, 2, 3, 4, 7, 8, 9}.La situation est visualisée par la figure suivante, où la
droite en gras est le mur entre C et sβ · C, i.e. {µ ∈ X(T )|〈µ + ρ, β〉 = 0} :
ν1
ν2 ν4
ν7 ν8
ν3
ν9
.
Si n1 ≥ 1 et µ /∈ Ĝr , c’est-à-dire 1 − apd−1 ≤ S ≤ −1, alors on a H2(µ) = 0. De
plus, on a H0(ν16 ) = H
0(m1 − 1,−n1) = 0, H2(ν13) = H
2(m1 − 1,−n1 − 1) = 0 et
H2(ν15 ) = H
2(m1,−n1 − 2) = 0. Donc d’après (4.94) et (4.95), H1α(ν4) est juste une
extension de H1(ν4) par H1(ν3), et H1β(ν6) est juste une extension de H
1(ν6) par H1(ν4).
Donc dans ce cas, H2(µ) = 0 et H1(µ) admet une filtration dont les quotients sont les
H1(νi) pour i ∈ {1, 2, · · · , 9}.
Si n1 ≥ 1 et µ ∈ Ĝr, c’est-à-dire S ≥ 0, alors H0(ν16 ) = H
0(m1 − 1,−n1) = 0. Donc
(4.95) devient :
(4.96) 0→H1(ν5)→H1β(ν6)→H
1(ν6)
∂1
β
−→ H2(ν5)→H2β(ν6)→H
2(ν6)→ 0.
Si S ≥ 0 et R = pd−1 − 1, alors
H2(ν15 ) = H
2(m1,−n1 − 2) = H2((a+ 1)pd−1,−apd−1 − S − 2) = 0.
En particulier, on a ∂1β = 0 dans (4.96), donc pour i ∈ {1, 2}, le G-module H
i
β(ν6) est
juste une extension de Hi(ν6) par Hi(ν5).
D’autre part, on a
H2(Eα(ν14 )) = H
2(Eα(m1 + 1,−n1 − 2)) = H2(Eα(apd−1,−apd−1 − S − 2)) = 0
d’après la Proposition 1. Donc H2α(ν4) = 0 et, d’après (4.94), on a une suite exacte
(4.97) 0 H1(ν3) H1α(ν4) H
1(ν4) H2(ν3) 0.
f ∂α
Notons Q4 ⊂ H1(ν4) l’image de f , alors on a
0 H1(ν3) H1α(ν4) Q4 0
f
et
0 Q4 H1(ν4) H2(ν3) 0.
∂α
Donc dans ce cas, le facteur H2(ν3) est « effacé » dans la filtration de H1(µ) et de
H2(µ). Plus précisément, H2(µ) admet une filtration dont les quotients sont {H2(νi)|i =
1, 2, 4, 5, 6, 7, 8, 9} et H1(µ) admet une filtration dont les quotients sont {H1(νi)|i =
1, 2, 3, 5, 6, 7, 8, 9} ∪ {Q4} où Q4 ⊂ H1(ν4) est tel que H1(ν4)/Q4 ∼= H2(ν3).
De même, si S = 0 et 0 ≤ R ≤ pd−1 − 1, alors le facteur H2(ν5) est « effacé » dans la fil-
tration deH1(µ) et H2(µ). Plus précisément, H2(µ) admet une filtration dont les quotients
sont {H2(νi)|i = 1, 2, 3, 4, 6, 7, 8, 9} et H1(µ) admet une filtration dont les quotients sont
{H1(νi)|i = 1, 2, 3, 4, 5, 7, 8, 9} ∪ {Q6} où Q6 ⊂ H1(ν6) est tel que H1(ν6)/Q6 ∼= H2(ν5).
Si 1 ≤ S ≤ R ≤ pd−1 − 2, alors
ν14 = (m
1 + 1,−n1 − 2) = (apd−1 +R+ 1,−apd−1 − S − 2)
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avec 1 ≤ S < R + 1 ≤ pd−1 − 1. Donc ν14 vérifie l’hypothèse du Théorème 7 pour δ = α.
D’autre part,
ν16 = (m
1 − 1,−n1) = (apd−1 +R− 1,−apd−1 − (S − 2)− 2)
avec −1 ≤ S− 2 < R− 1 ≤ pd− 3, donc ν16 vérifie l’hypothèse du Théorème 7 pour δ = β.
Donc pour i ∈ {1, 2}, H i(µ) admet une filtration dont les quotients sont
{Hi(ν1),Hi(ν2),Hiα(ν4),H
i
β(ν6),H
i(ν7),Hi(ν8),Hi(ν9)}.
De plus, on a des suites exactes longues :
0→H1(ν3)→H1α(ν4)→H
1(ν4)
∂α−→ H2(ν3)→ H2α(ν4)→H
2(ν4)→ 0.
et
0→H1(ν5)→H1β(ν6)→H
1(ν6)
∂β
−→ H2(ν5)→H2β(ν6)→H
2(ν6)→ 0
où Im(∂α) ∼= L(ν04 ) ⊗ Iα(ν
1
4)
(1) et Im(∂β) ∼= L(ν06 ) ⊗ Iβ(ν
1
6)
(1), qui peuvent être calculés
récursivement par le Théorème 7.
4.3.2. Type ∇. Si µ est de type ∇, c’est-à-dire r < s, alors on a forcément m1 > n1 et
R > S car m ≥ n. Les neuf facteurs simples de Ẑ(µ) sont donnés par la figure suivante
(où ν1 = µ) :
ν1
ν2 ν3
ν7 ν5
ν9
ν8ν4 ν6
.
D’après le Théorème 5, on sait que pour i ∈ {1, 2}, il existe une filtration de H i(µ) dont
les quotients sont les suivants (l’ordre peut être différent) :
Hi(ν1),Hi(ν2),Hi(ν3),Hiα(ν5),H
i
β(ν7),H
i(ν8),Hi(ν9).
On a H0(ν15 ) = H
0(m1,−n1 − 2) = 0 et H3(ν14) = H
3(m1 − 2,−n1 − 1) = 0 car
m1 ≥ n1 + 1 ≥ 1. Donc H0(ν5) = 0 et H3(ν4) = 0, d’où une suite exacte
(4.98) 0→H1(ν4)→ H1α(ν5)→H
1(ν5)
∂α−→ H2(ν4)→H2α(ν5)→ H
2(ν5)→ 0.
De même, on a H0(ν17) = H
0(m1 − 1,−n1 − 1) = 0 et H3(ν16 ) = H
3(m1,−n1 − 3) = 0,
d’où une suite exacte
(4.99) 0→H1(ν6)→H1β(ν7)→H
1(ν7)
∂β
−→ H2(ν6)→H2β(ν7)→H
2(ν7)→ 0.
Si S ≤ −2 et R ≥ 1, alors
H2(ν14 ) = H
2(m1 − 2,−n1 − 1) = H2(apd−1 +R− 2,−apd−1 − (S − 1)− 2) = 0
et
H2(ν16) = H
2(m1,−n1 − 3) = H2(apd−1 +R,−apd−1 − (S + 1)− 2) = 0.
En particulier, on a ∂α = ∂β = 0. Donc dans ce cas, H2(µ) = 0 et H1(µ) admet une
filtration dont les quotients sont {H1(νi)|i = 1, 2, · · · , 9}.
Si S ≤ −2 et R = 0, alors on a encore
H2(ν16) = H
2(m1,−n1 − 3) = H2(apd−1 +R,−apd−1 − (S + 1)− 2) = 0,
d’où ∂β = 0. D’autre part, on a
H2(Eα(ν15)) = H
2(Eα(m1,−n1 − 2)) = H2(Eα(apd−1,−apd−1 − S − 2)) = 0
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d’après la Proposition 1, donc (4.98) devient
0→H1(ν4)→ H1α(ν5)
fα
−→ H1(ν5)
∂α−→ H2(ν4)→ 0.
Dans ce cas, le facteur H2(ν4) est « effacé » dans la filtration deH1(µ) et de H2(µ). Plus
précisément, notons Q5 l’image de fα, alors H1(µ) admet une filtration dont les quotients
sont {H1(νi)|i = 1, 2, 3, 4, 6, 7, 8, 9} ∪ {Q5} où Q5 ⊂ H1(ν5) est tel que H1(ν5)/Q5 ∼=
H2(ν4). De plus, H2(µ) = 0 même si H2(ν4) 6= 0.
Si S = −1 et R ≥ 1, alors
H2(ν14 ) = H
2(m1 − 2,−n1 − 1) = H2(apd−1 +R− 2,−apd−1 − (S − 1)− 2) = 0,
d’où ∂α = 0. D’autre part, on a
H2(Eβ(ν
1
7 )) = H
2(Eβ(m
1 − 1,−n1 − 1)) = H2(Eβ(ap
d−1 +R− 1,−apd−1)) = 0
d’après la Proposition 1. Donc (4.99) devient
0→H1(ν6)→H1β(ν7)
fβ
−→ H1(ν7)
∂β
−→ H2(ν6)→ 0.
Dans ce cas, le facteur H2(ν6) est « effacé » dans la filtration deH1(µ) et de H2(µ). Plus
précisément, notons Q7 l’image de fβ, alors H1(µ) admet une filtration dont les quotients
sont {H1(νi)|i = 1, 2, 3, 4, 5, 6, 8, 9} ∪ {Q7} où Q7 ⊂ H1(ν7) est tel que H1(ν7)/Q7 ∼=
H2(ν6). De plus, H2(µ) = 0 même si H2(ν6) n’est pas forcément nul.
De même, si S = −1 et R = 0, alors le facteur H2(ν4) et le facteur H2(ν6) sont tous
les deux « effacés ». C’est-à-dire, H1(µ) admet une filtration dont les quotients sont
{H1(νi)|i = 1, 2, 3, 4, 6, 8, 9} ∪ {Q5,Q7} où Q5 ⊂ H1(ν5) et Q7 ⊂ H1(ν7) sont tels que
H1(ν5)/Q5 ∼= H2(ν4) et H1(ν7)/Q7 ∼= H2(ν6). De plus, H2(µ) = 0 même si H2(ν4) et
H2(ν6) ne sont pas nuls.
Si S ≥ 0, alors on a 0 ≤ S < R < pd−1 − 1. Dans ce cas,
ν15 = (m
1,−n1 − 2) = (apd−1 +R,−apd−1 − S − 2)
vérifie l’hypothèse du Théorème 7 pour δ = α.
D’autre part,
ν17 = (m
1 − 1,−n1 − 1) = (apd−1 +R− 1,−apd−1 − (S − 1)− 2)
avec −1 ≤ S − 1 < R − 1 ≤ pd−1 − 2. Donc ν17 vérifie l’hypothèse du Théorème 7 pour
δ = α. Donc pour i ∈ {1, 2}, H i(µ) admet une filtration dont les quotients sont
{Hi(ν1),Hi(ν2),Hi(ν3),Hiα(ν5),H
i
β(ν7),H
i(ν8),Hi(ν9)}.
De plus, on a des suites exactes longues :
0→ H1(ν4)→H1α(ν5)→H
1(ν5)
∂α−→ H2(ν4)→H2α(ν5)→H
2(ν5)→ 0
et
0→H1(ν6)→H1β(ν7)→H
1(ν7)
∂β
−→ H2(ν6)→H2β(ν7)→H
2(ν7)→ 0
où Im(∂α) ∼= L(ν05) ⊗ Iα(ν
1
5 )
(1) et Im(∂β) ∼= L(ν07 ) ⊗ Iβ(ν
1
7)
(1), qui peut être calculés
récursivement par le Théorème 7.
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4.3.3. Cas α-singulier. Supposons que µ est α-singulier, c’est-à-dire 0 ≤ s < r = p − 1.
Les quatre facteurs simples de Ẑ(µ) sont donnés par la figure suivante (où ν1 = µ) :
•
ν1
•
ν3
•
ν4
•
ν2
.
D’après le Théorème 5, on sait que pour i ∈ {1, 2}, il existe une filtration de H i(µ) dont
les quotients sont Hi(ν1), Hiα(ν3), et H
i(ν4).
On sait que H0(ν13) = H
0(m1 + 1,−n1 − 2) = 0 et H3(ν12 ) = H
3(m1 − 1,−n1 − 1) = 0
car m1, n1 ≥ 0, donc H0(ν3) = H3(ν2) = 0. Donc il existe une suite exacte longue
(4.100) 0→H1(ν2)→H1α(ν3)→H
1(ν3)
∂α−→ H2(ν2)→ H2α(ν3)→H
2(ν3)→ 0.
Si µ /∈ Ĝr , c’est-à-dire S ≤ −1, alors on a H2(µ) = 0. De plus, on a
H2(ν12 ) = H
2(m1 − 1,−n1 − 1) = H2(apd−1 +R− 1,−apd−1 − S − 1) = 0.
Donc d’après (4.100) , H1α(ν3) est juste une extension de H
1(ν3) par H1(ν2). Donc dans
ce cas, H2(µ) = 0 et H1(µ) admet une filtration dont les quotients sont {H1(νi)|i =
1, 2, 3, 4}.
Si µ ∈ Ĝr et R = pd−1 − 1, c’est-à-dire S ≥ 0 et R = pd−1 − 1, alors on a
H2(Eα(ν13 )) = H
2(Eα(m1 + 1,−n1 − 2)) = H2(Eα(apd−1,−apd−1 − S − 2)) = 0
d’après la Proposition 1. Donc H2α(ν3) = 0 et d’après (4.100), on a une suite exacte
0 H1(ν2) H1α(ν3) H
1(ν3) H2(ν2) 0.
f ∂α
Donc dans ce cas, le facteur H2(ν2) est « effacé » dans la filtration de H1(µ) et H2(µ).
Plus précisément, notons Q3 ⊂ H1(ν3) l’image de f , alors H2(µ) admet une filtration dont
les quotients sont {H2(νi)|i = 1, 3, 4} et H1(µ) admet une filtration dont les quotients sont
{H1(νi)|i = 1, 2, 4} ∪ {Q3} où Q3 ⊂ H1(ν3) est tel que H1(ν3)/Q3 ∼= H2(ν2).
Si 0 ≤ S ≤ R ≤ pd−1 − 2, alors
ν13 = (m
1 + 1,−n1 − 2) = (apd−1 +R+ 1,−apd−1 − S − 2)
avec 1 ≤ S < R+ 1 ≤ pd−1 − 1. Donc ν13 vérifie l’hypothèse du Théorème 7 pour δ = α.
Donc pour i ∈ {1, 2}, H i(µ) admet une filtration dont les quotients sont {Hi(ν1),Hiα(ν3),
Hi(ν4)}. De plus, on a une suite exacte longue :
0→ H1(ν2)→H1α(ν3)→H
1(ν3)
∂α−→ H2(ν2)→H2α(ν3)→H
2(ν3)→ 0
où Im(∂α) ∼= L(ν03 )⊗ Iα(ν
1
3)
(1), qui peut être calculé récursivement par le Théorème 7.
4.3.4. Cas β-singulier. Si µ est β-singulier, c’est-à-dire 0 ≤ r < s = p − 1, alors on a
forcément m1 > n1 et R > S car m ≥ n. Les quatre facteurs simples de Ẑ(µ) sont donnés
par la figure suivante (où ν1 = µ) :
•
ν1
•
ν3
•
ν4
•
ν2
.
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D’après le Théorème 5, on sait que pour i ∈ {1, 2}, il existe une filtration de H i(µ) dont
les quotients sont Hi(ν1), Hiβ(ν3), et H
i(ν4).
On a H0(ν13) = H
0(m1 − 1,−n1 − 1) = 0 et H3(ν12) = H
3(m1,−n1 − 3) = 0, d’où une
suite exacte
(4.101) 0→H1(ν2)→H1β(ν3)→H
1(ν3)
∂β
−→ H2(ν2)→H2β(ν3)→ H
2(ν3)→ 0.
Si S ≤ −2, alors
H2(ν12) = H
2(m1,−n1 − 3) = H2(apd−1 +R,−apd−1 − (S + 1)− 2) = 0.
En particulier, on a ∂β = 0. Donc dans ce cas, H2(µ) = 0 et H1(µ) admet une filtration
dont les quotients sont {H1(νi)|i = 1, 2, 3, 9}.
Si S = −1, alors on a
H2(Eβ(ν
1
3 )) = H
2(Eβ(m
1 − 1,−n1 − 1)) = H2(Eβ(ap
d−1 +R− 1,−apd−1)) = 0
d’après la Proposition 1. Donc (4.101) devient
0 H1(ν2) H1β(ν3) H
1(ν3) H2(ν2) 0.
fβ ∂β
Dans ce cas, le facteur H2(ν2) est « effacé » dans la filtration de H1(µ) et H2(µ). Plus
précisément, notons Q3 l’image de fβ, alors H1(µ) admet une filtration dont les quotients
sont {H1(νi)|i = 1, 2, 4}∪{Q3} où Q3 ⊂ H1(ν3) est tel que H1(ν3)/Q3 ∼= H2(ν2). De plus,
H2(µ) admet une filtration dont les quotients sont {H2(νi)|i = 1, 3, 4}.
Si S ≥ 0, alors on a 0 ≤ S < R < pd−1 − 1. Dans ce cas, on a
ν13 = (m
1 − 1,−n1 − 1) = (apd−1 +R− 1,−apd−1 − (S − 1)− 2)
avec −1 ≤ S − 1 < R − 1 ≤ pd−1 − 2. Donc ν13 vérifie l’hypothèse du Théorème 7
pour δ = β. Donc pour i ∈ {1, 2}, H i(µ) admet une filtration dont les quotients sont
{Hi(ν1),Hiβ(ν3),H
i(ν4)}. De plus, on a une suite exacte longue :
0→H1(ν2)→H1β(ν3)→H
1(ν3)
∂β
−→ H2(ν3)→H2β(ν3)→H
2(ν3)→ 0
où Im(∂β) ∼= L(ν03 )⊗Iβ(ν
1
3)
(1), qui peuvent être calculés récursivement par le Théorème 7.
4.3.5. Cas γ-singulier ou α-β-singulier. Si µ est γ-singulier ou α-β-singulier, alors il n’y a
pas de Eα ou Eβ dans la filtration. Donc d’après le Théorème 5, si µ est γ-singulier, alors
pour j ∈ {1, 2}, H i(µ) admet une filtration dont les quotients sont {Hj(νi)|i = 1, 2, 3, 4},
où la valeur de νi est donnée par la figure suivante (où ν1 = µ) :
•
ν1
•
ν3
•
ν4
•
ν2
.
Si µ est α-β-singulier, alors µ = (m1p+ p− 1,−n1p− p− 1) et pour i ∈ {1, 2}, on a
H i(µ) ∼= L(p− 1, p − 1)⊗H i(m1,−n1 − 2)(1).
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4.4. Cas p2-restreint et régulier. On va comparer les résultats de la sous-section 4.3
avec ceux de [KH85] et de [DS88]. Le but est de donner les conditions explicites pour
l’existence d’une filtration générique de Hℓ(w)(w · λ) lorsque le poids dominant λ est dans
la p2-alcôve du bas.
Soit λ = (m,n) = (ap + r, bp + s) ∈ X2(T ) avec a, b, r, s ∈ {0, 1, · · · , p − 1} un poids
dominant p2-restreint. Supposons que λ est régulier, c’est-à-dire, r, s ≤ p−2 et r+s+2 6= p.
Donc λ est de type ∆ ou de type ∇. On va étudier la structure de Hℓ(w)(w · λ) pour tout
w ∈W .
4.4.1. Type ∆. Si λ est de type ∆, alors r + s+ 1 ≥ p.
1) Supposons d’abord que w = sβ. Alors
w · λ = (m+ n+ 1,−n− 2) = ((a+ b+ 1)p + (r + s+ 1− p),−bp− s− 2)
avec 0 ≤ r + s+ 1− p < s ≤ p− 2. Donc w · λ est de type ∇, et les neuf facteurs simples
de Zˆ(w · λ) sont donnés par la figure suivante (où ν1 = w · λ) :
ν1
ν2 ν3
ν7 ν5
ν9
ν8ν4 ν6
.
On sait que les facteurs Lˆ(ν4) et Lˆ(ν5) forment le facteur Lˆ(ν05)⊗Eα(ν
1
5 )
(1) et les facteurs
Lˆ(ν6) et Lˆ(ν7) forment le facteur Lˆ(ν07 )⊗ Eα(ν
1
7)
(1).
Donc Hℓ(w)(w · λ) = H1(sβ · λ) admet une filtration dont les quotients sont
{L(ν0i )⊗H
1(ν1i )
(1)|i ∈ {1, 2, · · · , 9}}
si et seulement si H1(Eα(ν15 )) est une extension de H
1(ν15) par H
1(ν15 −α) et H
1(Eβ(ν17))
est une extension de H1(ν17) par H
1(ν17 − β).
On a
ν5 = (p− s− 2, p − r − 2) + p(a+ b+ 1,−b− 2),
donc ν15 = (a+b+1,−b−2) et ν
1
5−α = (a+b−1,−b−1). Donc H
0(ν15) = 0 car −b−2 < 0
et H2(ν15 − α) = 0 car −1 ≤ b − 1 ≤ a + b − 1 et b − 1 ≤ p − 1. Donc H
1(Eα(ν15 )) est
toujours une extension de H1(ν15) par H
1(ν15 − α).
D’autre part,
ν7 = (p− r − 2, r + s+ 1− p) + p(a+ b,−b− 1),
donc ν17 = (a + b,−b − 1) et ν
1
7 − β = (a + b + 1,−b − 3). Si b ≤ p − 2, alors p ∤ −b − 1,
d’où ν17 − β /∈ Wp · ν
1
7 et H
1(Eβ(ν17 )) est la somme directe de H
1(ν17) et H
1(ν17 − β). Si
b = p− 1, alors
H2(Eβ(ν17 )) = H
2(Eβ(a+ p− 1,−p)) = 0
d’après la Proposition 1. Donc le morphisme de bord
∂β : H
1(ν17)→ H
2(ν17 − β)
est surjectif. Or
H2(ν17 − β) = H
2(p+ a,−p− 2) 6= 0
si a ≤ p− 2, donc ∂β 6= 0 si a ≤ p− 2.
Donc dans le cas w = sβ,Hℓ(w)(w·λ) = H1(sβ ·λ) admet une filtration dont les quotients
sont
{L(ν0i )⊗H
1(ν1i )
(1)|i ∈ {1, 2, · · · , 9}}
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si et seulement si a = p− 1 ou b 6= p− 1.
Notons λi = ν0i + pw
−1 · ν1i . Calculons les λi :
λ1 = (r + s+ 1− p, p− s− 2) + p(a+ 1, b− 1)
λ2 = (2p− r − s− 3, r) + p(a, b− 1)
λ3 = (r, s) + p(a, b) = λ
λ4 = (p− s− 2, p− r − 2) + p(a− 1, b− 1)
λ5 = (p− s− 2, p− r − 2) + p(a, b)
λ6 = (p− r − 2, r + s+ 1− p) + p(a− 1, b+ 1)
λ7 = (p− r − 2, r + s+ 1− p) + p(a, b− 1)
λ8 = (r + s+ 1− p, p− s− 2) + p(a− 1, b)
λ9 = (s, 2p− r − s− 3) + p(a− 1, b).
Leur positions sont visualisées par la figure suivante, où λ3 = λ :
λ3
λ6 λ5 λ1
λ9 λ2
λ8 λ7
λ4
.
Si a, b ≥ 1 et a+b+2 ≤ p, alors w−1 ·ν1i est dominant et dans l’adhérence de la première
p-alcôve pour tout i. Donc
L(ν0i )⊗H
1(ν1i )
(1) ∼= L(ν0i )⊗H
0(w−1 · ν1i )
(1) ∼= L(ν0i )⊗ L(w
−1 · ν1i )
(1) ∼= L(λi) 6= 0.
Donc si a, b ≥ 1 et a+ b+ 2 ≤ p, alors les facteurs de composition de Hℓ(w)(w · λ) sont
{L(λi)|i ∈ {1, 2, · · · , 9}}.
Si a = 0, alors λ4, λ6, λ8 et λ9 ne sont pas dominants.
Si b = 0, alors λ1, λ2, λ4 et λ7 ne sont pas dominants.
Si a + b + 2 > p, alors pour certains i, λ1i n’est plus dans l’adhérence de la première
p-alcôve, et donc on n’a pas forcément H1(ν1i ) ∼= H
0(λ1i ).
2) Supposons que w = sαsβ. Alors
w · λ = (−m− n− 3,m) = (−(a+ b+ 1)p − (r + s+ 1− p)− 2, ap+ r)
qui est de type ∆ car r ≥ r + s + 1 − p. Donc les neuf facteurs simples de Zˆ(w · λ) sont
donnés par la figure suivante (où ν1 = w · λ) :
ν1
ν6 ν2 ν4
ν7 ν8
ν3 ν5
ν9
.
Comme
Hℓ(w)(w · λ) = H2(−m− n− 3,m) = H1(m+ n+ 1,−m− 2)∗,
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alors d’après la discussion pour w = sβ, on trouve que H2(sαsβ · λ) admet une filtration
dont les quotients sont
{L(ν0i )⊗H
2(ν1i )
(1)|i ∈ {1, 2, · · · , 9}}
si et seulement si b = p− 1 ou a 6= p− 1.
Notons λi = ν0i + pw
−1 · ν1i . Calculons les λi :
λ1 = (2p − r − s− 3, r) + p(a, b− 1)
λ2 = (p− r − 2, r + s+ 1− p) + p(a, b− 1)
λ3 = (p− s− 2, p − r − 2) + p(a, b)
λ4 = (p− s− 2, p − r − 2) + p(a− 1, b− 1)
λ5 = (r + s+ 1− p, p− s− 2) + p(a− 1, b)
λ6 = (r + s+ 1− p, p− s− 2) + p(a+ 1, b− 1)
λ7 = (r, s) + p(a, b) = λ
λ8 = (s, 2p − r − s− 3) + p(a− 1, b)
λ9 = (p− r − 2, r + s+ 1− p) + p(a− 1, b+ 1).
Leur positions sont visualisées par la figure suivante, où λ7 = λ :
λ7
λ9 λ3 λ6
λ8 λ1
λ5 λ2
λ4
.
Si a, b ≥ 1 et a+b+2 ≤ p, alors w−1 ·ν1i est dominant et dans l’adhérence de la première
p-alcôve pour tout i. Donc
L(ν0i )⊗H
2(ν1i )
(1) ∼= L(ν0i )⊗H
0(w−1 · ν1i )
(1) ∼= L(ν0i )⊗ L(w
−1 · ν1i )
(1) ∼= L(λi) 6= 0.
Donc si a, b ≥ 1 et a+ b+ 2 ≤ p, alors les facteurs de compositions de Hℓ(w)(w · λ) sont
{L(λi)|i ∈ {1, 2, · · · , 9}}.
Si a = 0, alors λ4, λ5, λ8 et λ9 ne sont pas dominants.
Si b = 0, alors λ1, λ2, λ4 et λ6 ne sont pas dominants.
Si a + b + 2 > p, alors pour certains i, λ1i n’est plus dans l’adhérence de la première
p-alcôve, et donc on n’a pas forcément que H2(ν1i ) ∼= H
0(λ1i ).
Pour w = sα ou sβsα, il suffit d’utiliser la symétrie entre α et β, et on trouve que si
a, b ≥ 1 et a+ b+ 2 ≤ p, alors Hℓ(w)(w · λ) a exactement neuf facteurs simples.
Pour w = 1, si a, b ≥ 1 et a + b + 2 ≤ p et si Lˆ(ν0) ⊗ pν1 est un facteur de Zˆ(λ),
alors d’après la sous-section 3.1, ν1 est dominant et est dans l’adhérence de la première
p-alcôve. Donc d’après le Corollaire 3, H0(λ) a neuf facteurs simples distincts. De même
pour H3(w0 · λ).
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4.4.2. Type ∇. Si λ est de type ∇, alors r + s+ 2 ≤ p− 1.
1) Supposons que w = sβ. Alors
w · λ = (m+ n+ 1,−n − 2) = ((a+ b)p + (r + s+ 1),−bp − s− 2)
avec 0 ≤ s < r + s + 1 ≤ p − 2. Donc w · λ est de type ∆, et les neuf facteurs simples de
Zˆ(w · λ) sont donnés par la figure suivante (où ν1 = w · λ) :
ν1
ν6 ν2 ν4
ν7 ν8
ν3 ν5
ν9
.
On sait que les facteurs Lˆ(ν3) et Lˆ(ν4) forment le facteur Lˆ(ν04)⊗Eα(ν
1
4 )
(1) et les facteurs
Lˆ(ν5) et Lˆ(ν6) forment le facteur Lˆ(ν06 )⊗ Eα(ν
1
6)
(1).
Donc Hℓ(w)(w · λ) = H1(sβ · λ) admet une filtration dont les quotients sont
{L(ν0i )⊗H
1(ν1i )
(1)|i ∈ {1, 2, · · · , 9}}
si et seulement si H1(Eα(ν14 )) est une extension de H
1(ν14) par H
1(ν14 −α) et H
1(Eβ(ν16))
est une extension de H1(ν16) par H
1(ν16 − β).
On a
ν4 = (r, s) + p(a+ b+ 1,−b− 2),
donc ν14 = (a+b+1,−b−2) et ν
1
4−α = (a+b−1,−b−1). Donc H
0(ν14) = 0 car −b−2 < 0
et H2(ν14 − α) = 0 car −1 ≤ b − 1 ≤ a + b − 1 et b − 1 ≤ p − 1. Donc H
1(Eα(ν14 )) est
toujours une extension de H1(ν14) par H
1(ν14 − α).
D’autre part,
ν6 = (p− r − s− 3, r) + p(a+ b− 1,−b),
donc ν16 = (a + b − 1,−b) et ν
1
6 − β = (a + b,−b − 2). Si b ≥ 1, alors p ∤ −b, d’où
ν16 − β /∈ Wp · ν
1
6 et H
1(Eβ(ν16 )) est la somme directe de H
1(ν16 ) et H
1(ν16 − β). Si b = 0,
alors
H1(Eβ(ν16)) = H
1(Eβ(a− 1, 0)) = 0
d’après le lemme 5. Mais si a ≥ 1 et b = 0, alors H1(ν16 − β) = H
1(a,−2) 6= 0. Donc si
b = 0 et a ≥ 1, H1(Eβ(ν16)) n’est pas une extension de H
1(ν16) par H
1(ν16 − β).
Donc lorsque λ est de type ∇, Hℓ(w)(w · λ) = H1(sβ · λ) admet une filtration dont les
quotients sont
{L(ν0i )⊗H
1(ν1i )
(1)|i ∈ {1, 2, · · · , 9}}
si et seulement si a = 0 ou b 6= 0.
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Notons λi = ν0i + pw
−1 · ν1i . Calculons les λi :
λ1 = (r + s+ 1, p − s− 2) + p(a, b− 1)
λ2 = (s, p− r − s− 3) + p(a, b− 1)
λ3 = (r, s) + p(a− 1, b− 1)
λ4 = (r, s) + p(a, b) = λ
λ5 = (p− r − s− 3, r) + p(a− 1, b)
λ6 = (p− r − s− 3, r) + p(a, b− 2)
λ7 = (p− s− 2, p − r − 2) + p(a− 1, b − 1)
λ8 = (p− r − 2, r + s+ 1) + p(a− 1, b)
λ9 = (s, p− r − s− 3) + p(a− 2, b).
Leur positions sont visualisées par la figure suivante, où λ4 = λ :
λ4
λ8 λ1
λ5 λ2
λ7
λ3λ9 λ6
.
Si a, b ≥ 2 et a+b+2 ≤ p, alors w−1 ·ν1i est dominant et dans l’adhérence de la première
p-alcôve pour tout i. Donc
L(ν0i )⊗H
1(ν1i )
(1) ∼= L(ν0i )⊗H
0(w−1 · ν1i )
(1) ∼= L(ν0i )⊗ L(w
−1 · ν1i )
(1) ∼= L(λi) 6= 0.
Donc si a, b ≥ 2 et a+ b+ 2 ≤ p, alors les facteurs de compositions de Hℓ(w)(w · λ) sont
{L(λi)|i ∈ {1, 2, · · · , 9}}.
Si a ≤ 1, alors λ9 n’est pas dominant.
Si b ≤ 1, alors λ6 n’est pas dominant.
Si a + b + 2 > p, alors pour certains i, λ1i n’est plus dans l’adhérence de la première
p-alcôve, et donc on n’a pas forcément H1(ν1i ) ∼= H
0(λ1i ).
2) Supposons que w = sαsβ. Alors
w · λ = (−m− n− 3,m) = (−(a+ b)p− (r + s+ 1)− 2, ap+ r)
qui est de type ∇ car r < r+ s+1. Donc les neuf facteurs simples de Zˆ(w ·λ) sont donnés
par la figure suivante (où ν1 = w · λ) :
ν1
ν2 ν3
ν7 ν5
ν9
ν8ν4 ν6
.
Comme
Hℓ(w)(w · λ) = H2(−m− n− 3,m) = H1(m+ n+ 1,−m− 2)∗,
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alors d’après la discussion pour w = sβ, on trouve que H2(sαsβ · λ) admet une filtration
dont les quotients sont
{L(ν0i )⊗H
2(ν1i )
(1)|i ∈ {1, 2, · · · , 9}}
si et seulement si b = 0 ou a 6= 0.
Notons λi = ν0i + pw
−1 · ν1i . Calculons les λi :
λ1 = (p− r − s− 3, r) + p(a, b− 2)
λ2 = (r + s+ 1, p − s− 2) + p(a, b− 1)
λ3 = (p− s− 2, p − r − 2) + p(a− 1, b − 1)
λ4 = (r, s) + p(a, b) = λ
λ5 = (r, s) + p(a− 1, b− 1)
λ6 = (s, p− r − s− 3) + p(a− 2, b)
λ7 = (s, p− r − s− 3) + p(a, b− 1)
λ8 = (p− r − s− 3, r) + p(a− 1, b)
λ9 = (p− r − 2, r + s+ 1) + p(a− 1, b).
Leur positions sont visualisées par la figure suivante, où λ4 = λ :
λ4
λ9 λ2
λ8 λ7
λ3
λ5λ6 λ1
.
Si a, b ≥ 2 et a+b+2 ≤ p, alors w−1 ·ν1i est dominant et dans l’adhérence de la première
p-alcôve pour tout i. Donc
L(ν0i )⊗H
2(ν1i )
(1) ∼= L(ν0i )⊗H
0(w−1 · ν1i )
(1) ∼= L(ν0i )⊗ L(w
−1 · ν1i )
(1) ∼= L(λi) 6= 0.
Donc si a, b ≥ 2 et a+ b+ 2 ≤ p, alors les facteurs de compositions de Hℓ(w)(w · λ) sont
{L(λi)|i ∈ {1, 2, · · · , 9}}.
Si a ≤ 1, alors λ6 n’est pas dominant.
Si b ≤ 1, alors λ1 n’est pas dominant.
Si a + b + 2 > p, alors pour certains i, λ1i n’est plus dans l’adhérence de la première
p-alcôve, et donc on n’a pas forcément H2(ν1i ) ∼= H
0(λ1i ).
Pour w = sα ou sβsα, il suffit d’utiliser la symétrie entre α et β, et on trouve que si
a, b ≥ 2 et a+ b+ 2 ≤ p, alors Hℓ(w)(w · λ) a exactement neuf facteurs simples.
Pour w = 1, si a, b ≥ 2 et a + b + 2 ≤ p et si Lˆ(ν0) ⊗ pν1 est un facteur de Zˆ(λ),
alors d’après la sous-section 3.1, ν1 est dominant et est dans l’adhérence de la première
p-alcôve. Donc d’après le Corollaire 3, H0(λ) a neuf facteurs simples distincts. De même
pour H3(w0 · λ).
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4.4.3. Conclusion. On obtient ainsi une autre démonstration de la proposition suivante
de Kühne-Hausmann [KH85] 6.3.2 (voir aussi [DS88] 5.3), en précisant les conditions pour
que λ soit générique :
Théorème 9. Soit λ = (ap+ r, bp+ s) ∈ X2(T ) avec a, b, r, s ∈ {0, 1, · · · , p− 1} un poids
dominant p2-restreint. Supposons que λ est régulier, c’est-à-dire, r, s ≤ p−2 et r+s+2 6= p.
Alors Hℓ(w)(w · λ) admet une filtration générique (c’est-à-dire, il a neuf facteurs simples
distincts) pour tout w ∈W si l’une des deux hypothèses suivantes est vérifiée :
• λ est de type ∆ et a, b ≥ 1, a+ b+ 2 ≤ p ;
• λ est de type ∇ et a, b ≥ 2, a+ b+ 2 ≤ p.
−ρ
〈λ+ ρ, β∨〉 = 0〈λ+ ρ, α∨〉 = 0
Figure 11. Région générique de la p2-alcôve pour p = 7
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