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1. Introduction
Galois Ring valued quadratic forms were introduced in [9] as an extension of the Z4-valued quadratic
forms deﬁned by E.H. Brown [2]. These forms have been used to construct different families of non-
necessarily equivalent Generalized Kerdock codes over a ﬁnite ﬁeld of characteristic 2 [3,5]. This is an
example of the increasing number of applications of ﬁnite rings (speciﬁcally Galois Rings) to Coding
Theory and Cryptography (see, for instance, [12,6,8,13,4,15]).
In [9] an invariant I that classiﬁes nonsingular Galois Ring valued quadratic forms, together with
the type of the corresponding bilinear form (alternating or not), was introduced. It takes values in a
Galois Ring of characteristic 8 and extends the corresponding invariant for Z4-valued quadratic forms
introduced by E.H. Brown [2] and studied by J.A. Wood in [16]. In this work the author proved Witt’s
extension theorem for Z4-valued quadratic forms and, as an application, obtained the Witt index for
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valued quadratic forms are proved.
The aim of this paper is to prove that Witt’s extension theorem provides the deﬁnition of the Witt
index for Galois Ring valued quadratic forms, and to obtain its value for any such a form depending
on the corresponding type (alternating or not) and the invariant I .
The structure of the paper is as follows. Section 2 is devoted to Galois Rings of characteristic 4.
The deﬁnition and main properties of Galois Ring valued quadratic forms, and Witt’s cancelation and
extension theorems for these forms are covered there too. In Section 3, as an application of Witt’s
extension theorem for Galois Ring valued quadratic forms, we prove that every maximal isotropic sub-
space has the same dimension. It allows us to deﬁne the Witt index for Galois Ring valued quadratic
forms and to calculate it for every such a form. The cases where the type is non-alternating present
more diﬃculties. To overpass such diﬃculties, we prove results which reduce the cases to study. Fi-
nally, Witt index is obtained depending on the invariant and the type of every Galois ring quadratic
form. As a corollary, the existence of self-dual subspaces is characterized by the nullity of the invari-
ant.
2. Preliminaries
2.1. Galois Rings of characteristic 4
In this section we brieﬂy collect the deﬁnition and the main properties of Galois Rings of charac-
teristic 4. See [12,11] or [1], for instance, for the general setting and details.
Throughout this paper R = GR(q2,22) will be the Galois Ring of q2 elements (q = 2l) and character-
istic 22. It is an associative commutative local chain ring with maximal ideal 2R and quotient ﬁeld
R = R/2R = GF(q). This ring is uniquely determined by its cardinality and characteristic and it can be
constructed as the quotient ring Z4[x]/〈p(x)〉, where p(x) ∈ Z4[x] is any monic polynomial of degree
l such that p(x) ∈ Z4[x]/2Z4[x] ∼= Z2[x] is irreducible, i.e., a Galois polynomial. The set of units of R is
the multiplicative abelian group R∗ = R \ 2R and the lattice of ideals of R is the strictly decreasing
chain R  2R  0.
The subset Γ (R) = {b ∈ R | bq = b} is called the Teichmüller coordinate set (TCS) of R . It is a set of q
elements closed under the product and such that any element b ∈ R can be presented uniquely in the
form b = b0 +2b1, where bi = γi(b) ∈ Γ (R), i = 0,1. This set is not closed under the addition, though.
If we consider the map ⊕ : Γ (R)×Γ (R) → Γ (R) given by a⊕b = γ0(a+b), then (Γ (R),⊕, ·) is the
ﬁnite ﬁeld K = GF(q). Moreover, for any a,b ∈ Γ (R) the following equality holds: γ1(a+ b) = (ab)2l−1 .
Notice that in the ﬁeld (Γ (R),⊕, ·) the map x → x2 is an automorphism of order l and so linear. In
particular, we can write a2
l−1
as
√
a, since for any element a ∈ Γ (R) the equality aq = a holds. The
map x → √x is also linear.
Since the elements in R can be presented uniquely in the form b = b0 + 2b1 where bi = γi(b) ∈
Γ (R), i = 0,1, each Galois Ring equation can be reduced into a pair of Galois Field equations.
2.2. Galois Ring valued quadratic forms
Next we remind the deﬁnition of a Galois Ring valued quadratic form and its main properties (for
a complete account see [9]).
Let V be a vector space of dimension m ∈ N over the ﬁnite ﬁeld K = Γ (R), where R = GR(q2,22)
(q = 2l). The map Q : V → R is an R-valued quadratic form provided that Q (λa) = λ2Q (a), for all
λ ∈ K , and for all a ∈ V , and the map (·,·)Q : V × V → R given by (a,b)Q = Q (a⊕ b) − Q (a) − Q (b),
for all a,b ∈ V , is a bilinear form. Taking R = Z4 = GR(22,22) we get the Z4-valued quadratic forms
of E.H. Brown [2].
Since 2(a,b)Q = (a⊕ a,b)Q = 0, for any a,b ∈ V , we can consider the ordinary bilinear symmetric
form BQ (·,·) : V × V → K given by 2BQ (a,b) = (a,b)Q for all a,b ∈ V , i.e., BQ (a,b) = γ1((a,b)Q ). In
particular, for any element a ∈ V , we have 2Q (a) = 2BQ (a,a), and so Q (a)0 = γ0(Q (a)) = BQ (a,a).
In this paper the bilinear form BQ is required to be nonsingular, i.e., such that for any nonzero
a ∈ V there exists b ∈ V with BQ (a,b) 
= 0. The pair (V , Q ) will be called nonsingular metric vector
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= 0, then the pair (V , BQ )
is an orthogonal geometry [14], and there exists an orthonormal basis {e1, . . . , em} of V , that is,
BQ (ei, e j) = δi j so that, for all 1 i m, we have Q (ei) = 1+ 2λi , for some λi ∈ K . We shall denote
this form by (λ1, . . . , λm).
On the other hand, if BQ is alternating, then m is necessarily even, the pair (V , BQ ) is a symplectic
geometry [14], and there exists a symplectic basis {e1, . . . , em} of V , i.e., BQ (e2i−1, e2i) = 1 for all
1  i  m/2, and BQ (ei, e j) = 0 otherwise. Therefore, for all 1  i  m, we have Q (ei) = 2λi , for
some λi ∈ K . We shall denote this form by [λ1, . . . , λm]. Note that BQ is alternating if, and only if,
Q (a) ∈ 2R for all a ∈ V . Indeed Q = 2Q ′ , where Q ′ : V → K is an ordinary quadratic form over
the ﬁeld K . We shall write Arf ([λ1, . . . , λm]) or Arf(Q ), to denote the Arf invariant of the quadratic
form Q ′ [7]. This invariant is deﬁned in the additive quotient group K/K+ , where K+ is the additive
subgroup of K generated by the elements of the form x2 ⊕ x.
Two R-valued quadratic forms Q 1, Q 2 : V → R are called equivalent, and denoted Q 1 ∼= Q 2, if
there exists a linear transformation L : V → V such that Q 1(L(a)) = Q 2(a), for all a ∈ V . The sum
of Q 1 : V1 → R and Q 2 : V2 → R is the quadratic form Q 1 + Q 2 : V1 × V2 → R , given by (Q 1 +
Q 2)((a1,a2)) = Q 1(a1) + Q 2(a2), for all ai ∈ Vi , i = 1,2.
The invariant I(Q ) of Q : V → R is deﬁned in GR(q3,23) (mod 22K+), by the following way.
If BQ is not alternating and Q is of type (λ1, . . . , λm), then I(Q ) = ∑mi=1(1 + 2λi + 22λi) ∈
GR(q3,23) (mod 22K+). If BQ is alternating and Q is of type [λ1, . . . , λm], then I(Q ) = 22 Arf(Q ) ∈
GR(q3,23) (mod 22K+). Note that I(Q ) can be decomposed in a uniquely form I(Q )0 + 2I(Q )1 +
22I(Q )2, where I(Q )i ∈ Γ (GR(q3,23)), i = 0,1,2. In particular, I(Q )0 =m (mod 2) depends only on
the dimension of the vector space V . By [9, Proposition 3, Theorem 3] we have that I(Q ) does not
depend on the choice of basis and that a nonsingular R-valued quadratic form Q is determined up to
equivalence by I(Q ) together with the type of the associated bilinear form.
The following result extends Theorem 21 in [7], and is proved in [9] (see also Remarks 4 and 5).
It will be useful to reduce the cases of types of quadratic forms in order to obtain the Witt index.
Theorem 1. Let (V = Γ (R)m, BQ ) be the inner product space associated to an R-valued quadratic form such
that BQ is non-alternating. If Bu = {u1, . . . ,um} and Bv = {v1, . . . , vm} are two orthonormal bases of V , i.e.,
B Q (ui,u j) = BQ (vi, v j) = δi j for all 1  i, j  m, then there exists a chain of orthonormal bases starting
with Bu and ﬁnishing with Bv , such that each passage from a basis to the succeeding one is, either a dyadic
change with coordinate matrix
Pa =
(
1⊕ a a
a 1⊕ a
)
, a ∈ Γ (R)
or a tetradic change with coordinate matrix
T =
⎛⎜⎝
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
⎞⎟⎠ .
If the quadratic form Q is of type (λ1, . . . ,
(i
0, . . . ,
( j
0, . . . , λm), and 1 ∈ K+ (i.e., there exists a ∈ Γ (R) such
that a2 ⊕ a = 1 what happens if and only if l is even), then Q is also of type (λ1, . . . ,
(i
1, . . . ,
( j
1, . . . , λm), after
application of a dyadic change in coordinates i and j, and conversely.
If the quadratic form Q is of type (λ1, . . . ,
(i
0, . . . ,
( j
0, . . . ,
(k
0, . . . ,
(l
0, . . . , λm), then Q is also of type (λ1, . . . ,
(i
1
, . . . ,
( j
1, . . . ,
(k
1, . . . ,
(l
1, . . . , λm), after application of a tetradic change in coordinates i, j,k and l, and conversely.
By [9, Theorem 2, Corollary 3] we have that,
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1. If the associated bilinear form is alternating, then Q is of type [a,1,0, . . . ,0], where I(Q ) = 22a.
2. If the associated bilinear form is non-alternating, then Q is of one of the following types:
(a) (a,0, . . . ,0), where I(Q ) =m + 2a + 22a;
(b) (a,1,0, . . . ,0), where I(Q ) =m + 2(a ⊕ 1) + 22 , and a /∈ K+;
(c) (1,1,1,0, . . . ,0), where I(Q ) =m + 2.
In particular, there exists a basis {e1, . . . , em} such that, in the alternating case, Q (ei) = 0, for all i  2, and,
in the non-alternating case, Q (ei) = 1, for all i  4.
2.3. Witt’s cancelation and extension theorems
In the study of nonsingular bilinear forms over a ﬁeld of characteristic 2 (and so also in the
study of ordinary and Galois Ring valued quadratic forms) there is a certain subspace that plays
a remarkable role (see [16, Section 4] for a historical background). Let us consider this subspace in
the context of Galois Ring valued quadratic forms.
Deﬁnition 1. Let V be a vector space over K , and let B : V × V → K be a nonsingular symmetric
bilinear form on V . We deﬁne:
I(V ) = {v ∈ V ∣∣ B(v, v) = 0}.
We denote by I(V )⊥ the set of orthogonal elements to I(V ) with respect to the bilinear form B , that
is,
I(V )⊥ = {w ∈ V ∣∣ B(w, v) = 0, ∀v ∈ I(V )}.
We next collect some known properties of the sets I(V ) and I(V )⊥ (see [10]).
Proposition 1. If B is a nonsingular symmetric bilinear form on a vector space V over K , then:
1. I(V ) and I(V )⊥ are K -subspaces of V .
2. If B is alternating, then I(V ) = V , and I(V )⊥ = {0}.
3. If B is non-alternating and V is of ﬁnite dimension m over K , then I(V )⊥ = 〈1〉, where 1 =⊕mi=1 ei ,
and {e1, . . . , em} is any orthonormal basis of V . Moreover, I(V ) is a K -subspace of dimension m− 1, and
I(V )⊥ ⊆ I(V ) if and only if m is even.
In [10] we prove Witt’s cancelation and extension theorems for nonsingular Galois Ring valued
quadratic forms. First we obtain the cancelation theorem and, as a consequence, the extension theo-
rem. The subspace I(V )⊥ and its singular properties play an important role in the context of these
theorems.
Theorem 3 (Cancelation theorem). Let (V1, Q 1) and (V2, Q 2) be two nonsingular (Q 1, Q 2)-isometric spaces,
with isometry ϕ : V1 → V2 . Let (S1, Q 1|S1 ) and (S2, Q 2|S2 ) be two nonsingular (Q 1|S1 , Q 2|S2 )-isometric
subspaces of V1 and V2 with isometry f : S1 → S2 , such that the following orthogonal decompositions hold:
V1 = S1 ⊕ S⊥1 and V2 = S2 ⊕ S⊥2 . Then, (S1⊥, Q 1|S1⊥ ) and (S2⊥, Q 2|S2⊥ ) are (Q 1|S1⊥ , Q 2|S2⊥ )-isometric
if and only if f (S1 ∩ I(V1)⊥) = S2 ∩ I(V2)⊥ .
Theorem 4 (Extension theorem). Let (V1, Q 1) and (V2, Q 2) be two nonsingular (Q 1, Q 2)-isometric spaces,
with isometry ϕ : V1 → V2 . Let S1 be a subspace of V1 , and f : S1 → V2 be a linear map such that
Q 2( f (v)) = Q 1(v), for all v ∈ S1 . Then, f can be extended to a (Q 1, Q 2)-isometry of (V1, Q 1) and (V2, Q 2)
if and only if
1. f (S1 ∩ I(V1)⊥) = f (S1) ∩ I(V2)⊥ .
2. f |S1∩I(V1)⊥ is the map ϕ|S1∩I(V1)⊥ .
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In this section we prove that, as a consequence of Witt’s extension theorem, every maximal
isotropic subspace has the same dimension. Hence we introduce and calculate the Witt index for
Galois Ring valued quadratic forms. We obtain it depending on the invariant and the type of the
corresponding bilinear form (alternating or not).
Throughout this section, Q will denote a nonsingular Galois Ring valued quadratic form on a vector
space V over K of dimension m, and BQ will denote the bilinear form associated to Q .
Deﬁnition 2. A subspace W ⊆ V is called a BQ -isotropic subspace if BQ (v,w) = 0, for all v,w ∈ W ,
and a Q -isotropic subspace W if Q (v) = 0, for all v ∈ W .
Proposition 2. If a subspace W ⊆ V is Q -isotropic, then W is also BQ -isotropic.
Proof. The result follows from the equations (a,b)Q = Q (a ⊕ b) − Q (a) − Q (b) and BQ (a,b) =
γ1((a,b)Q ). 
Theorem 5. Let W1 and W2 be two maximal Q -isotropic (resp. BQ -isotropic) subspaces of V . Then
dim W1 = dim W2 .
Proof. Suppose that dimW1  dimW2. Let f : W1 → W2 be any injective linear transformation. Since
W1 and W2 are Q -isotropic (resp. BQ -isotropic) subspaces, f is an isometry for Q (resp. for BQ ).
Consider the case where BQ is alternating. Then I(V )⊥ = {0}, and we have that f (W1 ∩ I(V )⊥) =
f ({0}) = f (W1) ∩ I(V )⊥ and f |W1∩I(V1)⊥ is the map id|W1∩I(V1)⊥ . By Witt’s extension theorem, f
extends to an isometry f˜ : V → V for Q (resp., for BQ ). Hence f˜ −1(W2) is a Q -isotropic sub-
space of V (resp., BQ -isotropic) such that W1 ⊆ f˜ −1(W2). Since W1 is maximal, W1 = f˜ −1(W2),
and dimW1 = dimW2 as desired.
Consider the case where BQ is non-alternating. From Proposition 1, we have that I(V )⊥ = 〈1〉,
I(V ) is a K -subspace of dimension m − 1, and I(V )⊥ ⊆ I(V ) if and only if m is even. So, if m is
odd, since W1,W2 ⊆ I(V ), f (W1 ∩ I(V )⊥) = f ({0}) = f (W1) ∩ I(V )⊥ and f |W1∩I(V1)⊥ is the map
id|W1∩I(V1)⊥ . As in the alternating case, by Witt’s extension theorem, we have that dimW1 = dimW2.
On the other hand, if m is even, we have that I(V )⊥ ⊆ I(V ), and BQ (1,1) = 0. Let us show that
1 ∈ W1. Since Proposition 2, Q -isotropy implies BQ -isotropy. So, if 1 is not in W1, then W1 ⊕ 〈1〉
is a subspace of V such that 0 = BQ (w,w) = BQ (w,1)2 for all w ∈ W1. Then BQ (w,1) = 0 for
all w ∈ W1 and, in consequence, W1 ⊕ 〈1〉 is BQ -isotropic. Since the maximality of W1, this is not
possible. In the same manner, 1 ∈ W2. If we consider f such that f (1) = 1, we have the conditions
for Witt’s extension theorem and so dimW1 = dimW2. 
Deﬁnition 3. The dimension of a maximal Q -isotropic (resp., BQ -isotropic) subspace of V is said the
Witt index of Q (resp., BQ ). It is denoted by i(Q ) (resp., i(BQ )).
Let us study the Witt index for nonsingular Galois Ring valued quadratic forms. Recall that if Q
is a nonsingular Galois Ring valued quadratic form on the K -vector space V , then BQ is an ordinary
nonsingular bilinear symmetric form on a vector space over a ﬁeld of characteristic 2.
Proposition 3. Let us assume that B is a nonsingular bilinear symmetric form on a vector space V of dimension
m over a ﬁeld of characteristic 2. Then the Witt index i(B) equals [m2 ], the integer part of m2 .
Proof. If B is alternating, V is of even dimension. Let {e1, . . . , em} be a symplectic basis of V , that is,
B(e2i−1, e2i) = 1 for all 1 i m/2, and B(ei, e j) = 0 otherwise.
Consider W the subspace spanned by {e2i | 1  i m/2} which clearly is a B-isotropic subspace.
Suppose that W is another B-isotropic subspace such that W ⊆ W . For all w ∈ W , w =∑mi=1 αiei
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maximal and i(B) = [m2 ].
If B is non-alternating, let {e1, . . . , em} be an orthonormal basis of V , that is, B(ei, e j) = δi j . Let
n = [m2 ].
Consider W the subspace spanned by {e1 + e2, e3 + e4, . . . , e2n−1 + e2n}. For all i, j ∈ {1, . . . ,n}, we
have that B(e2i−1 + e2i, e2 j−1 + e2 j) = 0 and W is a B-isotropic subspace. Suppose that W is another
B-isotropic subspace such that W ⊆ W . For all w ∈ W , w =∑mi=1 αiei with 0 = B(w, e2i−1 + e2i)
where 1 i  n. Then, α2i−1 = α2i where 1 i  n. Moreover, B(em, em) = 1. Then w ∈ W and W is
maximal. We conclude that i(B) = [m2 ]. 
Corollary 1. If Q is a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimension m,
then i(Q ) [m2 ].
Proof. Since Proposition 2, Q -isotropy implies BQ -isotropy. 
In order to obtain the Witt index i(Q ) we will distinguish the cases where BQ is alternating and
non-alternating.
Proposition 4. Let Q be a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimen-
sion m such that BQ is alternating. Then the Witt index is
1. i(Q ) = m2 , if the invariant I(Q ) is zero,
2. i(Q ) = m2 − 1, if the invariant I(Q ) is not zero.
Proof. Since BQ is alternating, we have that Q = 2Q ′ where Q ′ is an ordinary quadratic form,
and I(Q ) = 22 Arf(Q ′) = 22a where Arf(Q ′) = a. In these conditions, there exists a symplectic basis
{e1, . . . , em} of V such that Q (e1) = 2a, Q (e2) = 2, and Q (ei) = 0 for all i ∈ {3, . . . ,m} [9, Corollary 3].
If a = 0, let W be the subspace spanned by {e2i−1 | 1 i m/2}. Clearly W is Q -isotropic and its
dimension is m2 . Since Corollary 1, we have that i(Q ) = m2 .
If a 
= 0, let W be the subspace spanned by {e2i−1 | 2 i m/2}. Again, W is Q -isotropic and its
dimension is W is m2 − 1. Let v =
∑m
i=1 αiei in V such that 0 = Q (v), and BQ (v, e2i−1) = 0, 2 i 
m/2. We have that aα21 ⊕α22 ⊕
⊕m
2
i=1 α2i−1α2i = 0, and α2i = 0, 2 i m/2. Then 0 = aα21 ⊕α22 ⊕α1α2.
If α1 
= 0, then 0 = a⊕ ( α2α1 )2 ⊕ α2α1 . If a is in K+ , then i(Q ) = m2 and I(Q ) = 0. If a is not in K+ , then
α1 = 0, which implies α2 = 0, and v is in W . Hence W is maximal and i(Q ) = m2 − 1. 
Now let us study the cases where BQ is non-alternating. Next results will reduce the cases to be
studied.
Proposition 5. Let Q be a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimen-
sion m such that BQ is non-alternating. Let {e1, . . . , em} be an orthonormal basis of V such that there exist
i, j ∈ {1, . . . ,m} with Q (ei) = 1 + 2 and Q (e j) = 1. Then, i(Q ) = i(Q ′) + 1, where Q ′ = Q |S0 , and S0 is
the linear span of {ek | k 
= i, j}.
Proof. Consider the vector v = ei + e j . We have that Q (v) = 0, and BQ (v0, v) = 0, for all v0 ∈ S0.
Let W0 a maximal Q ′-isotropic subspace of S0, i.e., i(Q ′) = dimW0. Note that it is a Q -isotropic
subspace of V as well. The subspace W = W0 ⊕ 〈v〉 is also a Q -isotropic subspace of V , and so
i(Q ) i(Q ′) + 1.
Suppose that i(Q ) > i(Q ′) + 1. Then, there exists a =∑mk=1 αkek in V such that W ⊕ 〈a〉 is Q -
isotropic. Since BQ (v,a) = 0, we have that a = a0 + βv with β ∈ K and a0 ∈ S0. Hence W ⊕ 〈a〉 =
(W0 ⊕ 〈a0〉) ⊕ 〈v〉. Moreover, BQ (a0,w0) = 0, for all w0 ∈ W0, and Q (a0) = 0. Hence W0 ⊕ 〈a0〉 is
a Q ′-isotropic subspace of S0, but this contradicts the maximality of W0. So, i(Q ) = i(Q ′) + 1. 
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m such that BQ is non-alternating. Let {e1, . . . , em} be an orthonormal basis of V such that Q (ei) = 1, for all
i ∈ {n + 1, . . . ,m}, where m = n + 4s (0 n < 4). If 1 is in K+ , then i(Q ) = i(Q ′) + 2s, where Q ′ = Q |S0 ,
and S0 is the subspace spanned by {ei | 1 i  n}.
Proof. Apply s simultaneous dyadic changes to the last 2s coordinates, according to Theorem 1. The
combination of these coordinates with the 2s previous ones provides the desired result from Proposi-
tion 5. 
Corollary 3. Let Q be a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimension
m such that BQ is non-alternating. Let {e1, . . . , em} an orthonormal basis of V such that Q (ei) = 1 for all
i ∈ {n + 1, . . . ,m}, where m = n + 8s (0 n < 8). Then, i(Q ) = i(Q ′) + 4s, where Q ′ = Q |S0 , and S0 is the
subspace spanned by {ei | 1 i  n}.
Proof. Apply s simultaneous tetradic changes to the last 4s coordinates, according to Theorem 1.
The combination of these coordinates with the 4s previous ones provides the desired result from
Proposition 5. 
According to different types of the quadratic forms and the results just proved, the next theorem
provides the Witt index of every nonsingular R-valued quadratic form such that the corresponding
bilinear form is non-alternating, by exhausting the small cases to be explored yet. In the study of
such cases a condition on the existence of d 
= 1 such that d2⊕d⊕1
d2⊕1 ∈ K+ appears. This condition holds
in ﬁnite ﬁelds GF(2l) where l is even and so if 1 ∈ K+ .
Lemma 1. Consider the ﬁnite ﬁeld K = GF(2l). Then, there exists d 
= 1 such that d2+d+1
d2+1 ∈ K+ if and only if l
is even, i.e., if and only if 1 ∈ K+ .
Proof. If l is even, we have that GF(4) is contained in GF(2l). So, there exists d 
= 1 such that d2 +d+
1 = 0 ∈ K+ .
If l is odd, then the absolute trace of 1 is Tr(1) = 1. Suppose that there exists d 
= 1 such that
d2+d+1
d2+1 ∈ K+ . Let f = 1d+1 . We have that
0 = Tr
(
d2 + d + 1
d2 + 1
)
= Tr(1+ f + f 2)= Tr(1) + Tr( f + f 2)= 1
which is not possible. 
Now let us consider the cases to study in order to obtain the Witt index of every nonsingular
R-valued quadratic form such that the corresponding bilinear form is non-alternating.
Theorem 6. Let Q be a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimension
m such that BQ is non-alternating. Then
1. If Q is of type (a), i(Q ) = 0.
2. If Q is of type (a,0),
(a) i(Q ) = 1, if a = 1,
(b) i(Q ) = 0, otherwise.
3. If Q is of type (a,0,0),
(a) i(Q ) = 1, if a ⊕ 1 ∈ K+ ,
(b) i(Q ) = 0, otherwise.
4. If Q is of type (a,0,0,0),
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(b) i(Q ) = 1, otherwise.
5. If Q is of type (a,1),
(a) i(Q ) = 1, if a = 0,
(b) i(Q ) = 0, otherwise.
6. If Q is of type (a,1,1), and 1 /∈ K+ ,
(a) i(Q ) = 1, if a ∈ K+ ,
(b) i(Q ) = 0, otherwise.
7. If Q is of type (a,1,1,1), and 1 /∈ K+ , i(Q ) = 1.
8. If Q is of type (a,1,1,1,1), and 1 /∈ K+ , i(Q ) = 1.
Proof. Recall that since Theorem 5, every maximal Q -isotropic subspace provides the Witt index, and
since Corollary 1, the Witt index i(Q ) [m2 ] = i(BQ ), the integer part of m2 .
If Q is of type (λ1, λ2, . . . , λm), then there exists an orthonormal basis {e1, . . . , em} of V such that,
for all 1 i m, Q (ei) = 1+ 2λi . So, for any Q -isotropic vector v =∑mi=1 αiei , we have that
m⊕
i=1
α2i + 2
(
m⊕
i=1
λiα
2
i ⊕
⊕
1i< jm
αiα j
)
= 0. (1)
Now, let us consider the different possibilities for Q .
1. If Q is of type (a), then clearly i(Q ) = 0, since [ 12 ] = 0.
2. Let Q be of type (a,0), so that i(Q ) 1 = i(BQ ).
If a = 1, then i(Q ) = 1, since Proposition 5.
If a 
= 1, let v = α1e1 + α2e2 be Q -isotropic. From Eq. (1), we obtain α1 = α2, and (1⊕ a)α21 = 0.
So, α1 = α2 = 0, and i(Q ) = 0.
3. Let Q be of type (a,0,0), so that i(Q ) 1 = i(BQ ).
Let v =∑3i=1 αiei be a nonzero Q -isotropic vector. From Eq. (1) we obtain α3 = α1 ⊕ α2, and
(1⊕ a)α21 ⊕ α22 ⊕ α1α2 = 0. If α1 = 0, we get v = 0, which is not possible, whereas if α1 
= 0, the
equation 0 = (1⊕ a) ⊕ ( α2α1 )2 ⊕
α2
α1
holds. This is equivalent to a ⊕ 1 ∈ K+ .
4. Let Q be of type (a,0,0,0), so that m = 4 and i(Q ) 2 = i(BQ ).
The vector w = e1 +
√
1⊕ a e2 + e3 +
√
1⊕ a e4 is Q -isotropic. Hence 1  i(Q )  2. If v =∑4
i=1 αiei is a nonzero Q -isotropic vector such that BQ (w, v) = 0, then, from Eq. (1), α4 =
α1 ⊕ α2 ⊕ α3, (1⊕ a)α21 ⊕ α22 ⊕ α23 ⊕ α1α2 ⊕ α1α3 ⊕ α2α3 = 0, and 0 =
√
a (α1 ⊕ α3).
If a 
= 0, we get α1 = α3, and α2 = α4 =
√
1⊕ aα1, i.e., v ∈ 〈w〉. Clearly, i(Q ) = 1 in this case.
Now, if a = 0 we have the equation
α21 ⊕ α22 ⊕ α23 ⊕ α1α2 ⊕ α1α3 ⊕ α2α3 = 0.
If there exists i, j ∈ {1,2,3} such that αi = 0 
= α j (and so i(Q ) = 2), then 1 ∈ K+ . If 1 /∈ K+ , then
either αi = 0 for all i ∈ {1,2,3} or we can assume α1 = 1. Consider α1 = 1. If α2 = 1, we obtain
α3 = α4 = 1, and v = w , i.e. i(Q ) = 1 (the same case appears if α3 = 1). If α2 
= 1 
= α3, we have
the equation (
α23 ⊕ α3 ⊕ 1
)⊕ α22 ⊕ (1⊕ α3)α2 = 0
which is equivalent to the existence of d 
= 1 such that d2⊕d⊕1
d2⊕1 ∈ K+ , i.e., 1 ∈ K+ (Lemma 1),
which is not possible. So, we have that I(Q ) = 1.
5. Let Q be of type (a,1), so that i(Q ) 1 = i(BQ ).
If a = 0, then i(Q ) = 1, since Proposition 5.
If a 
= 0, let v = α1e2 + α2e2 be a Q -isotropic vector. From Eq. (1), we obtain α1 = α2, and
aα21 = 0. So, α1 = α2 = 0, and i(Q ) = 0.
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If v = ∑3i=1 αiei is a nonzero Q -isotropic vector, from Eq. (1), we obtain α3 = α1 ⊕ α2, and
aα21 ⊕ α22 ⊕ α1α2 = 0. This equation is similar to equation in type (a,0,0) replacing 1 ⊕ a by a.
So, a ∈ K+ .
7. Let Q be of type (a,1,1,1), and 1 /∈ K+ , so that i(Q ) 2 = i(BQ ).
The vector w = e1 + √ae2 + e3 + √ae4 is Q -isotropic. Hence 1  i(Q )  2. If v =∑4i=1 αiei is
a Q -isotropic vector, we obtain α4 = α1 ⊕α2 ⊕α3, and aα21 ⊕α22 ⊕α23 ⊕α1α2 ⊕α1α3 ⊕α2α3 = 0.
This case is analogous to type (a,0,0,0) replacing 1⊕ a by a. Therefore, i(Q ) = 1, since 1 /∈ K+ .
8. Let Q be of type (a,1,1,1,1), and 1 /∈ K+ , so that i(Q ) 2 = i(BQ ).
The vector w = e2 + e3 + e4 + e5 is Q -isotropic. Hence 1 i(Q ) 2.
If v =∑5i=1 αiei is a nonzero Q -isotropic vector such that BQ (w, v) = 0, from Eq. (1), we have
0 = α1, α5 = α2 ⊕ α3 ⊕ α4, and so ⊕4i=2 α2i ⊕⊕42=i< j αiα j = 0. We have an equation similar to
the one obtained in case (a,0,0,0). So, since 1 /∈ K+ , we have i(Q ) = 1. 
Now consider Witt index i(Q ) in relation with the invariant I(Q ) for Q a nonsingular R-valued
quadratic form such that the associated bilinear form is non-alternating.
Proposition 6. Let Q be a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimen-
sion m such that BQ is non-alternating. Then
1. i(Q ) = [m2 ], if I(Q ) = 0 or I(Q ) = 1+ 2b + 22b for some b ∈ K ,
2. i(Q ) = [m2 ] − 1, otherwise.
Proof. Throughout the proof we will use Theorem 1, Proposition 5, Corollaries 2 and 3 and Theorem 6
repeatedly.
Consider the types in Theorem 2 for a nonsingular R-valued quadratic form if the associated bilin-
ear form is non-alternating. Let us study the different cases.
[I] (a,0, . . . ,0), where I(Q ) = m + 2a + 22a and m = 1 + n + 4r + 8t such that n ∈ {0,1,2,3},
r ∈ {0,1} and t ∈ N.
We have that i(Q ) = i(Q ′)+4t where Q ′ is of type (a,0, . . . ,0) and the number of zeros is n+4r.
Consider the cases where r = 0, then i(Q ) = i(Q ′) + 4t where Q ′ is of type (a,0, . . . ,0) and the
number of zeros is n. Note that, char(GR(q3,23)) = 8, and so I(Q ) = (1+ n) + 2a + 22a.
• If n = 0, i(Q ) = 4t = [m2 ], and I(Q ) = 1+ 2a + 22a.• If n = 1,
i(Q ) = 1+ 4t = [m2 ] if a = 1 and I(Q ) = 0,
i(Q ) = 4t = [m2 ] − 1 otherwise, and I(Q ) = 2(1⊕ a).• If n = 2,
i(Q ) = 1+ 4t = [m2 ] if a ⊕ 1 ∈ K+ , and I(Q ) = 1+ 2(1⊕ a) + 22(1⊕ a),
i(Q ) = 4t = [m2 ] − 1 otherwise, and I(Q ) = 1+ 2(1⊕ a).• If n = 3,
i(Q ) = 2+ 4t = [m2 ] if a = 0, and 1 ∈ K+ , and I(Q ) = 0,
i(Q ) = 1+ 4t = [m2 ] − 1 otherwise, and I(Q ) = 2a + 22(a ⊕ 1).
Now let us study the cases where r = 1. We have that i(Q ) = i(Q ) + 4t where Q is of type
(a,0, . . . ,0,1,1,1,1) and the number of zeros is n. Note that I(Q ) = (5+ n) + 2a + 22a.
• If n = 0, i(Q ) = i(Q ) + 4t where Q is of type (a,1,1,1,1).
If 1 /∈ K+ , i(Q ) = 1+ 4t = [m2 ] − 1, and I(Q ) = 1+ 2a + 22(1⊕ a).
In the case where 1 ∈ K+ , i(Q ) = i(Q ′) + 4t where Q ′ is of type (a,1,1,0,0). Then i(Q ) =
2+ 4t = [m2 ], and I(Q ) = 1+ 2a + 22a.
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If 1 /∈ K+ , i(Q ) = 2+ 4t = [m2 ] − 1, and I(Q ) = 2(1⊕ a) + 22.
In the case where 1 ∈ K+ , i(Q ) = i(Q˜ ) + 1+ 4t where Q˜ is of type (a,1,0,0). Then
i(Q ) = 3 + 4t = [m2 ] if a = 1, and I(Q ) = 0, i(Q ) = 2 + 4t = [m2 ] − 1 otherwise, and I(Q ) =
2(1⊕ a).
• If n = 2, i(Q ) = i(Q ′) + 2+ 4t where Q ′ is of type (a,1,1).
If 1 /∈ K+ , then
i(Q ) = 3+ 4t = [m2 ] if a ∈ K+ , and I(Q ) = 1+ 2(1⊕ a) + 22(1⊕ a),
i(Q ) = 2+ 4t = [m2 ] − 1 otherwise, and I(Q ) = 1+ 2(1⊕ a) + 22.
In the case where 1 ∈ K+ , i(Q ) = i(Q˜ ) + 2+ 4t where Q˜ is of type (a,0,0). Then we obtain the
same results than in the case where 1 /∈ K+ .
• If n = 3, i(Q ) = i(Q ′) + 3+ 4t where Q ′ is of type (a,1). Then
i(Q ) = 4+ 4t = [m2 ] if a = 0, and I(Q ) = 0,
i(Q ) = 3+ 4t = [m2 ] − 1 otherwise, and I(Q ) = 2a + 22a.
[II] (a,1,0, . . . ,0), where a /∈ K+ , I(Q ) = m + 2(1 ⊕ a) + 22 and m = 2 + n + 4r + 8t such that
n ∈ {0,1,2,3}, r ∈ {0,1} and t ∈ N.
We have that i(Q ) = i(Q ′) + 4t where Q ′ is of type (a,1,0, . . . ,0) and the number of zeros is
n + 4r.
Now consider the cases where r = 0, and so I(Q ) = (2+ n) + 2(1⊕ a) + 22.
• If n = 0, i(Q ) = i(Q ′) + 4t where Q ′ is of type (a,1). Then i(Q ) = 4t = [m2 ] − 1, and I(Q ) =
2a + 22a.
• If n = 1, i(Q ) = i(Q ) + 1 + 4t where Q is of type (a). Then i(Q ) = 1 + 4t = [m2 ], and I(Q ) =
1+ 2a + 22a.
• If n = 2, i(Q ) = i(Q ) + 1+ 4t where Q is of type (a,0). Then
i(Q ) = 2+ 4t = [m2 ] if a = 1, and I(Q ) = 0,
i(Q ) = 1+ 4t = [m2 ] − 1 otherwise, and I(Q ) = 2(1⊕ a).
• If n = 3, i(Q ) = i(Q ) + 1+ 4t where Q is of type (a,0,0). Then
i(Q ) = 2+ 4t = [m2 ] if a ⊕ 1 ∈ K+ , and I(Q ) = 1+ 2(1⊕ a) + 22(1⊕ a),
i(Q ) = 1+ 4t = [m2 ] − 1 otherwise, and I(Q ) = 1+ 2(1⊕ a).
Now let us study this case where r = 1. We have that i(Q ) = i(Q˜ ) + 4t where Q˜ is of type
(a,1,0, . . . ,0,1,1,1,1) and the number of zeros is n. Also, I(Q ) = (2+ n) + 2(1⊕ a).
• If n = 0, i(Q ) = i(Q ′) + 4t where Q ′ is of type (a,1,0,0,0,0). Then i(Q ) = i(Q ) + 1+ 4t where
Q is of type (a,0,0,0). Hence i(Q ) = 2+ 4t = [m2 ] − 1, and I(Q ) = 2a + 22(1⊕ a).
• If n = 1, i(Q ) = i(Q ) + 1+ 4t where Q is of type (a,1,1,1,1).
If 1 /∈ K+ , then i(Q ) = 2+ 4t = [m2 ] − 1, and I(Q ) = 1+ 2a + 22(1⊕ a).
If 1 ∈ K+ , i(Q ) = i(Q ′) + 1 + 4t where Q ′ is of type (a,0,0,1,1), i(Q ) = 3 + 4t = [m2 ], and
I(Q ) = 1+ 2a + 22a.
• If n = 2, i(Q ) = i(Q ) + 2+ 4t where Q is of type (a,1,1,1).
If 1 /∈ K+ , i(Q ) = 3+ 4t = [m2 ] − 1, and I(Q ) = 2(1⊕ a) + 22.
If 1 ∈ K+ , i(Q ) = i(Q ′) + 3+ 4t where Q ′ is of type (a,0). Then we obtain the same result than
in the case where 1 /∈ K+ .
• If n = 3, i(Q ) = i(Q ) + 3+ 4t where Q is of type (a,1,1).
If 1 /∈ K+ , i(Q ) = 3+ 4t = [m2 ] − 1, and I(Q ) = 1+ 2(1⊕ a) + 22.
If 1 ∈ K+ , i(Q ) = i(Q ′) + 3 + 4t where Q ′ is of type (a,0,0). Then we obtain the same result
than in the case where 1 /∈ K+ .
[III] (1,1,1,0, . . . ,0), where I(Q ) = m + 2 and m = 3 + n + 4r + 8t such that n ∈ {0,1,2,3}, r ∈
{0,1} and t ∈ N.
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n + 4r.
Consider the cases where r = 0, i.e., I(Q ) = 5+ n.
• If n = 0, i(Q ) = i(Q ′) + 4t where Q ′ is of type (1,1,1).
If 1 /∈ K+ , i(Q ) = 4t = [m2 ] − 1, and I(Q ) = 1+ 22.
If 1 ∈ K+ , i(Q ) = i(Q )+4t where Q is of type (1,0,0). Then i(Q ) = 1+4t = [m2 ], and I(Q ) = 1.
• If n = 1, i(Q ) = i(Q ) + 1 + 4t where Q is of type (1,1). Then i(Q ) = 1 + 4t = [m2 ] − 1, and
I(Q ) = 2+ 22.
• If n = 2, i(Q ) = i(Q ) + 2 + 4t where Q is of type (1). Then i(Q ) = 2 + 4t = [m2 ], and I(Q ) =
1+ 2+ 22.
• If n = 3, i(Q ) = 3+ 4t = [m2 ], and I(Q ) = 0.
Consider the cases where r = 1, i.e., I(Q ) = 1+ n.
• If n = 0, i(Q ) = i(Q ) + 3+ 4t where Q is of type (0). Then i(Q ) = 3+ 4t = [m2 ], and I(Q ) = 1.
• If n = 1, i(Q ) = i(Q ) + 3 + 4t where Q is of type (0,0). Then i(Q ) = 3 + 4t = [m2 ] − 1, andI(Q ) = 2.
• If n = 2, i(Q ) = i(Q ) + 3+ 4t where Q is of type (0,0,0).
If 1 /∈ K+ , i(Q ) = 3+ 4t = [m2 ] − 1, and I(Q ) = 1+ 2.
If 1 ∈ K+ , then i(Q ) = 4+ 4t = [m2 ], and I(Q ) = 1+ 2+ 22.
• If n = 3, i(Q ) = i(Q ) + 3+ 4t where Q is of type (0,0,0,0).
If 1 /∈ K+ , i(Q ) = 4+ 4t = [m2 ] − 1, and I(Q ) = 22.
If 1 ∈ K+ , then i(Q ) = 5+ 4t = [m2 ], and I(Q ) = 0. 
According to Proposition 4 and Proposition 6 we have the next summary which shows the Witt
index for every nonsingular Galois Ring valued quadratic form on the K -vector space V of dimen-
sion m.
Theorem7. Let Q be a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimensionm.
Then,
1. If B Q is alternating,
(a) i(Q ) = m2 , if I(Q ) = 0,
(b) i(Q ) = m2 − 1, otherwise.
2. If B Q is non-alternating,
(a) i(Q ) = [m2 ], if I(Q ) = 0 or I(Q ) = 1+ 2b + 22b for some b ∈ K ,
(b) i(Q ) = [m2 ] − 1, otherwise.
Now, Theorem 7 and the proof of Proposition 6 provide a characterization of self-duality for sub-
spaces.
Corollary 4. Let Q be a nonsingular Galois Ring valued quadratic form on the K -vector space V of dimen-
sion m. Then there exists a Q -isotropic subspace W of V which is self-dual (i.e., W = W⊥) if and only if
I(Q ) = 0.
Proof. Suppose that there exists a Q -isotropic subspace W of V which is self-dual. Then m is even
and equal to 2dimW , because BQ is nonsingular [14, Theorem 11.8]. Since Theorem 7 and the proof
of Proposition 6, among the admissible dimensions for a maximal Q -isotropic subspace, m even and
dimW = m2 imply I(Q ) = 0.
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and there exists a maximal Q -isotropic subspace W such that dimW = m2 . Thus any maximal Q -
isotropic subspace is self-dual. 
4. Conclusion remarks
We have obtain the Witt index for quadratic forms that take values in Galois Rings of characteris-
tic 4. Our results are given depending on a certain invariant for these forms, and they extend some
previous work by J.A. Wood. On the other hand, we have also provided a characterization of self-dual
subspaces. Interest in these subspaces is derived from Coding Theory, since they originate self-dual
codes.
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