Abstract. One investigates the issue of existence and number of solutions for the problem
Introduction
Let ci be a bounded open subset of R with boundary F. This paper is concerned with the problem of finding a positive solution u to the problem Lu=au' in ci u=0 on ro (1.1) au On where a and p, q are positive constants such that p, q > 1, r0 and r 1 are two portions of the boundary r that we will assume to be disjoint and covering F, and n is the outward unit normal to r. Moreover, we will assume that Fo has a positive superficial measure. We refer the reader to [1] for the case where F I'. The above problem models the equilibrium of the temperature u in a domain ft It is assumed that cooling is provided at a rate proportional to u' inside the body and a flux of heat is entering the boundary through F 1 at a rate The other part of the boundary is maintained at a constant temperature. The question is then to determine if an equilibrium can be reached by the temperature inside the body.
The one-dimensional case
In this section we consider the problem of finding u > 0, U E C2 (0, L) fl C 1 ([0, L] The proof of assertions (1) -(3) will be given in separate parts. (1) for all (m, r) € (0, +00) X (0, 1m).
Proof of assertion
We claim that for any m > 0 the function r -* b(rn, r) is decreasing on (0, l m ). Indeed, if we mutiply the first equation of (2.2) by u we obtain
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Integrating between 0 and r we get 
Proof. Consider

S(t) = aurn(a' 112 t). (2.7)
One has 
and the result follows I
We are now in a position to establish (1) . First remark that, by (2.11), limrn....o irn exists. We claim that this limit is +00. This follows clearly from the continuous dependence in m of the solution to the Cauchy problem (2.2) and from the fact that, for m = 0, the solution is 0 and defined on the whole real line. Thus, given an L, one can 
Then, due to the fact that b is decreasing in r, Thus, uniqueness follows and assertion (1) of Theorem 2.1 is proved I Proof of assertion (2) of Theorem 2.1. So, we assume 2q = p+l and as above we introduce Urn, the solution to problem (2.1). In this case (2.5) reads
Indeed, the above limit clearly exists. Moreover, (u,v) = (Urn,U ' n,) is solution to the system = v and v' = a&' ) (2.14)
The functions u and v are both increasing and have a limit. If irn < +00 and limr_.jm urn(r) < +, then, due to the first equation of (2.14), lim r...lm U M (r) < +oo and so does limr...j m u m (r) which is impossible. If now Im = +00 and limr_g,, urn(r) < +00, then u" (r) and thus u(r) are unbounded which contradicts the fact that Urn IS. So, in all cases we have (2.13). It follows from (2.12) that for any r < lm b(rn,r) rb(m,1') = VTi Thus, when a > q, then the problem (2.1) cannot have a solution. The case a = q gives rise to no solution due to the fact that Urn(r) is unbounded when r -1 m• When a < q, then, clearly, for any m we can find a unique L m such that b(rri,Lm) = 1. Now, it is easy to check that if u 1 denotes the solution to (2.2) corresponding to m = 1, then (compare to (2.7) -(2.10)) v(t) &UI(a(P)/20 satisfies
uc1q(t) = aui(a'')"2t) and L0q = a_1V2Li.
It follows that for any L > 0 there exists a unique a such that L = a" /2 L 1 and Ua q is the unique solution to problem (2.1). This completes the proof of assertion (2) of Theorem 2.11
Proof of assertion (3) of Theorem 2.1. So, we assume throughout this part that 2q <p + 1. We introduce as before the solution Urn to problem (2.2). Recall that we have (see (2.4)) U(r) = /m2 +U M ' (r (2.15) So, in order for urn(L) to solve t4,(L) = u(L) it needs to be a root of the equation
We have F'(u) = 2qu21 -2au P hence F'(u) = 0 if and only if u is equal to r = ()1/(p+1-2q) Thus, F is increasing between 0 and r starting from the value -in 2 and decreasing after r going to -00 when U -+oo. So, in order for the equation (2.16) to have a root we need to have F(r) > 0 which reads after an easy computation
So, in order for Urn to be a solution to problem (2.1) we have to restrict in to satisfy 0 < in < M Next we turn to the study of L 1 . We have 
Proof. Going back to (2.18) one has
Hence differentiating with respect to in we get ____ 
R1(m)) p+ (i ----L(m) + mL(m) = R(m) {R(m) -
It is clear from (2.21) 
(q -1 ) R r 2 -a(p -q)R'_"_' < 0 or q(q -1) (2.25) a(p -q)
(note that q <p since 2q <p + 1 < 2p). Next, going back to (2.19), at a point where
So at a point where L, (m) = 0 we have
which reads also Combining the information of the different lemmas we see that the curves L 1 and L 2 look as below.
and L > L* problem (2.1) has no solution, has a unique solution and has exactly two solutions, respectively. Remark 2.1. The method used in proving assertion (3) of Theorem 2.1 could also have been used to establish assertions (1) and (2).
The higher dimensional case
In this section we assume that u is a weak solution to (1.1) such that u E H'(l) fl
In the case where 2q = p + 1, we have a similar result to the one-dimensional case: Theorem 3.1. Assume that 2q = p + 1. Then, if a is large enough, the problem   (1.1) cannot have a non-trivial solution. Proof. Let us denote by u a smooth vector field such that = n on r 1 and IV I < 1.
Multiplying the first equation of (1.1) by u and integrating over Q we get
were do(x) denotes the superficial measure on r. Hence
Next, remark that
Hence,
where C denotes the L°°(1)-norm of V . ii, i.e. C = IV v. Using the Young inequality and a contradiction when JQJ = I Q,l is small enough I
In fact, as we are going to see, what is important is the size of jr, I with respect to the one of lQl. So, we would like to conclude this paper by an existence result referring the reader to forthcoming works for more on this topic. In what follows we will assume that q < when n > 3 (3.10) so that the trace operator is compact from H'(Q) into L'(r). We define (3.12) Then, since q < < p, by Holder's inequality (10
Moreover, using the Young inequality one has for some e and some constant C (q + i)f
IVIq pvujdx ef i Vv
Thus, collecting (3.11) -(3.14) we obtain for some constants C i and C2 
in L'(F) (recall (3.10)). Using now the lower semicontinuity of the maps v -* Vv6 and v ivIii one deduces
So, u is a minimizer of E and the result follows I Remark 3.1. At this stage, nothing prevents the solution u to be equal to 0. As we will see this happens for instance under the assumptions of Theorem 3.2. Note also that the proof of Theorem 3.3 holds when 1r0 1 = 0.
Let us now turn to our existence result. Thus, the infimum (3.17) is negative and achieved for a non-zero function u. Noting that Jul E V and E(u) = E (i u i), there is no loss of generality in assuming u > 0. But then, it is easy to see that u is solution to problem (1.1). This completes the proof of the theorem I Remark 3.2. Note that it is very easy to find an open set ci for which (3.18) holds.
Assuming ci included in some fixed domain it is enough to choose jr, \D 1 I large enough. for e small enough. So, in this case problem (1.1) has always a solution (compare with [3] ).
