1. Introduction 1.1. Power boundedness and resolvent conditions. A central issue in the stability analysis of numerical methods is the question whether given matrices have powers that are uniformly bounded. Therefore, we consider for an arbitrary s × s matrix B the stability property (1.1) B n ≤ M 0 for n = 0, 1, 2, . . . , where M 0 is a positive constant. For the time being · stands for the spectral norm (i.e. the matrix norm induced by the Euclidean norm on C s ). The famous Kreiss matrix theorem (see e.g. [11] , [32] ) relates (1.1) to conditions on B which are easier to verify than (1.1). One of these conditions involves the so-called resolvent (ζI − B) −1 of B, and reads as follows:
(1.2) ζI − B is invertible and (ζI − B) −1 ≤ M 1 (|ζ| − 1) −1 for all complex numbers ζ ∈ D.
Here M 1 is a positive constant, I the s × s identity matrix and D = {ζ : ζ ∈ C and |ζ| ≤ 1} the closed unit disk.
If (1.1) is satisfied, then the spectrum of B lies in D, so that for all ζ ∈ D the matrix ζI − B is invertible and (ζI − B)
Hence (1.1) implies (1.2) with M 1 = M 0 . The Kreiss matrix theorem asserts that, conversely, (1.2) implies (1.1) with M 0 depending only on M 1 and the dimension s, but otherwise independent of the matrix B.
The Kreiss theorem has often been used in the stability analysis of numerical methods for solving initial value problems for partial differential equations. In the classical situation the matrices B are obtained by Fourier transformation of the numerical solution operators, and they stand essentially for the so-called amplification matrices (see e.g. [32] ). These matrices are of a fixed finite order s. On the other hand, the implication of (1.1) by (1.2) can also be used without Fourier transformation, with B standing for the numerical solution operators themselves. In this situation we are dealing with a family of matrices B of finite -but not uniformly bounded -orders s. Therefore, of particular interest is the dependence of the stability constant M 0 in (1.1) on the dimension s.
Various authors [25] , [24] , [38] , [19] , [37] studied the size of (the optimal) M 0 as a function of M 1 and s, and recently some open problems in this field were solved. Moreover, the implication of (1.1) by (1.2) as discussed above has recently been generalized in several directions. More general norms than the spectral norm have been dealt with and the resolvent condition (1.2) has been adapted to domains different from the unit disk D. In the latter case the matrices B in (1.1) and (1.2) are not the same, but are related to each other by a rational transformation.
1.2.
Scope of the paper. In this paper we review some of the recent results mentioned above. Moreover, we announce some generalizations and improvements, the full proof of which will be given in a forthcoming paper by the authors.
In Section 2 we still deal with the resolvent condition (1.2) with respect to the unit disk D. But, we consider general norms on the vector space of all s × s matrices. In this situation we focus on the best upper bounds for B n that are possible under condition (1.2).
In Section 3 we relate estimates like (1.1) more explicitly to the stability analysis of numerical methods for the solution of initial-boundary value problems in partial differential equations. We show that in this analysis it is useful to consider resolvent conditions with respect to regions V ⊂ C that are different from the unit disk D. Moreover, in Subsection 3.1 we touch on the point that in order to check estimates like (1.1) it is, in general, totally unsatisfactory to study only the eigenvalues of B and to require e.g. that they are all contained in the interior of the unit disk D. In Subsection 3.2 we give a review of stability estimates from the literature based on resolvent conditions with respect to general regions V . Subsection 3.3 provides various comments on these estimates.
In this paper we focus on stability estimates for the so-called one-step methods. For stability considerations not reviewed in our paper, but still closely related, we refer to our extensive list of references. In particular, for (linear) multi-step methods see [5] , [7] , [20] , [21] , [30] , [31] .
2. Stability estimates under resolvent conditions with respect to the unit disk 2.1. The classical situation for arbitrary M 1 ≥ 1. As already mentioned in the introduction, the Kreiss matrix theorem asserts, for the spectral norm, that the resolvent condition (1.2) implies power boundedness (1.1) with a stability constant M 0 depending only on M 1 and the dimension s. According to Tadmor [38] , Kreiss's original proof [11] yields an upper bound B n ≤ M 0 with
which is far from sharp. After successive improvements by various authors (cf. [25] , [24] ), Tadmor was the first to prove a bound that is linear in s,
(cf. [38] ). LeVeque and Trefethen [19] lowered this upper bound to 2esM 1 , and conjectured that the latter bound can be improved further to
Moreover, these authors showed by means of a counterexample that the factor e in (2.1) cannot be replaced by any smaller constant -if the upper bound is to be valid for arbitrary factors M 1 in (1.2) and arbitrarily large integers s. Smith [35] proved a result which combined with the arguments in [19] leads to the improved upper bound B n ≤ π −1 (π + 2)esM 1 , which is an improvement over the upper bound 2esM 1 , but still weaker than the conjecture (2.1). The conjecture was finally proved to be true in [37] (see also [40] ).
In addition to the upper bound (2.1), which is linear in s and independent of n, it is possible to derive an upper bound from (1.2), which is linear in n and independent of s. By the Cauchy integral formula (see e.g. [4, p. 205]) we have
where the contour of integration Γ is any positively oriented circle |ζ| = 1 + ε with ε > 0. Choosing ε = 1/n it readily follows from (1.2), (2.2) that
(see also [17] , [21] , [30] ).
In the next subsection we will discuss a generalization of the upper bounds (2.1), (2.3) to norms different from the spectral norm. We will also investigate the sharpness of these bounds in the general case.
2.2.
Stability estimates for arbitrary M 1 ≥ 1 and arbitrary norms. In this subsection we consider a generalization of the upper bounds (2.1), (2.3) to the case where · is an arbitrary norm on C s,s , the vector space of all complex s × s matrices. If the norm is submultiplicative (i.e., AB ≤ A B for all A, B ∈ C s,s ) the norm is called a matrix norm. Norms for which I = 1 are called unital (see e.g. [9] ).
s,s and · denote an arbitrary norm on
The proof of (a) is the same as the proof in Subsection 1.1 for the spectral norm. Since also the proof of (2.3) as given in Subsection 2.1 remains valid for arbitrary norms, the proof of (b) is complete if we can show (2.5)
Property (2.5) can be proved by using ideas from [19] and by using the HahnBanach theorem (cf. e.g. [34] ) in a similar fashion as in [18] . The full proof of (2.5), as well as of all subsequent theorems stated below without proof, will be given in a forthcoming paper by the authors.
In the following theorem we focus on the sharpness of the bound (2.4) in case n = s − 1.
Theorem 2.2. Let s ≥ 2 and an arbitrary norm · on C s,s be given. Then
where M 1 (B s ) has the same meaning as in Theorem 2.2.
The above corollary was proved in [19] for the spectral norm. Our proof of Theorem 2.2 is essentially based on ideas taken from that paper.
In view of (2.4) the estimate (2.1) is valid in the situation of general norms · on C s,s . By virtue of Corollary 2.3 this general version of (2.1) is sharp in the sense of (2.7). However, it should be emphasized that this does not resolve the sharpness question for given fixed M 1 , since M 1 (B s ) may become unbounded in (2.7) as s → ∞. In the next two subsections we will focus on the situation where M 1 is a given fixed number.
2.3.
About the best stability estimates for M 1 = 1. In the special situation where the resolvent condition (1.2) holds with M 1 = 1, the upper bound (2.4) can be improved in various ways. First we concentrate on arbitrary matrix norms on C s,s , and at the end of this subsection we focus on matrix norms · p induced by the pth Hölder norm on C s (for p = 1, 2, ∞).
As the next theorem shows, the growth with √ n in (2.8) is not unnecessarily pessimistic. The proof of the theorem is based on arguments from [21] and [16] .
Theorem 2.5. There exists a constant C > 0 such that
where the supremum is over all integers s ≥ 1, all matrix norms · on C s,s and all B ∈ C s,s satisfying the resolvent condition (1.2) with M 1 = 1.
According to the following theorem the stability estimate (2.8) can still be improved for the case of some special matrix norms. For p = 1 the proof follows from the result for p = ∞ and the fact that
s,s . For p = 2 the value M 0 = 2 was stated e.g. in [31, Section 5] . The proof runs as follows. It can be seen by a straightforward calculation (or directly e.g. from the material in [2] or [16] ) that the classical numerical range { Bx, x : x ∈ C s with x, x = 1}, where ·, · is the usual inner product, is contained in the unit disk D. Therefore, by Berger's inequality, one arrives at (1.1) with M 0 = 2 (see e.g. [29] For the special case M 1 = 1, however, this linear growth with n or s is too pessimistic, as can be seen from Theorems 2.4 and 2.6 in the previous subsection.
Also for other fixed values M 1 > 1 the question arises whether the upper bound (2.4) can be improved. In the following we present two (negative) results, showing that growth with √ n or (almost) √ log s and √ log n may occur. The proofs of these results are related to arguments in [21] and [22] , respectively. 
3. Stability estimates under resolvent conditions with respect to general regions V 3.1. Failing of the eigenvalue condition. Let an initial-boundary value problem be given for a linear partial differential equation with variable coefficients in the differential operator which depend on the space variable x but not on the time variable t. Applying the method of semi-discretization, where discretization is applied to the space variable x only, one generally arrives at an initial value problem for a large system of ordinary differential equations of type
Here the (time-independent) matrix A ∈ C s,s , the inhomogeneous term b(t) ∈ C s and the initial value u 0 ∈ C s are determined by the original initial-boundary value problem and by the process of semi-discretization. The solution to the original initial-boundary value problem is then approximated by the solution U (t) ∈ C s to (3.1).
Many step-by-step methods for the numerical solution of ordinary differential equations, like Runge-Kutta methods or Rosenbrock methods, reduce -when applied to (3.1) -to a fully discrete numerical process of type
Here ϕ is a rational function depending only on the underlying step-by-step method, with ϕ(0) = ϕ (0) = 1, and h = ∆t > 0 denotes the step size. Further, the vectors b n ∈ C s are related to b(t), and the vectors u n , calculated successively from (3.2), are intended to approximate U (nh).
For n ≥ 1 we denote by u n the approximations to U (nh) which are obtained by the process (3.2) when the starting vector u 0 is replaced by a slightly perturbed vector u 0 . The process (3.2) is said to be stable if a small perturbation v 0 = u 0 −u 0 always yields errors v n = u n − u n (for n ≥ 1) that are also small. Therefore, the stability analysis of (3.2) amounts to bounding v n (for n ≥ 1) suitably in terms of v 0 .
Since v n =ϕ(hA) n v 0 , we are interested in deriving upper bounds for ϕ(hA) n , where · is a norm on C s,s . Let denote the so-called stability region of the step-by-step method under consideration. A well-known criterion for stability of the process (3.2) is the so-called eigenvalue condition
Here σ[hA] denotes the spectrum of hA and int(S) the interior of S. If (3.4) is satisfied, the spectral mapping theorem (see e.g. [4] ) guarantees that σ[ϕ(hA)] ⊂ int(D), which implies ϕ(hA) n → 0 as n → ∞ (see e.g. [9, p. 298]). Therefore, there exists a (finite) constant M 0 such that
If · stands for the spectral norm and the matrix A is normal, one readily arrives at the value M 0 = 1. In this case we even have M 0 = 1 if (3.4) would be replaced by the weaker condition σ[hA] ⊂ S. However, for matrices that are not normal, the stronger condition (3.4) does not prevent M 0 from being excessively large (see e.g. [6] , [10] , [13] , [15] , [17] , [27] , [31] , [32] , [39] ). In fact, (3.4) is a notoriously unreliable condition due to the fact that M 0 is not only related to the eigenvalues of hA but also to the condition number of the matrix composed of the (generalized) eigenvectors of hA. In many cases of practical interest this condition number and the best value M 0 are so large that the process (3.2) actually is quite unstable although the eigenvalue condition is satisfied (cf. loc. cit.). In the rest of this section we adapt (3.4) to a condition that reliably predicts stability -also for nonnormal matrices and norms · different from the spectral norm.
3.2.
Reviewing stability estimates from the literature. In the literature various stability results can be found which are essentially based on the use of resolvent conditions of type (3.6) ζI − hA is invertible and (ζI − hA)
Here, V is a closed subset of the stability region S (see (3. 3)), M 1 is a constant, · denotes a norm on C s,s and d(ζ, V ) = min{|ζ − η| : η ∈ V } is the distance from ζ to V . Under additional assumptions, to be stated below, it is shown in the literature that (3.6) implies a stability estimate
where the function g only depends on ϕ and V (and not on h, A, M 1 or · ).
In the following we list some of these stability results. We assume throughout that (3.6) is satisfied with closed V ⊂ S and a norm · on C s,s . In each separate case we formulate the relevant additional assumptions and the resulting function g. For any W ⊂ C we denote by ∂W the boundary of W , and write C − = {ζ : ζ ∈ C with Re ζ ≤ 0}.
1. In [17, Lemma 3.3 ] the estimate (3.7) is proved with g(n, s) ≡ γn where γ depends only on ϕ and V . The additional assumptions are: V is bounded and convex, and · is induced by a vector norm on C s .
2. In [18, Theorem 2.2] the estimate (3.7) is proved with g(n, s) ≡ γs where γ depends only on ϕ and V . The additional assumptions are: V is bounded and convex, ϕ (ζ) = 0 on ∂V ∩ ∂S, and ∂V lies on an algebraic curve (see also [17] ). 9. The quantity r = sup{ : > 0 and D( ) ⊂ S} is called the stability radius of the step-by-step method (3.2) (see e.g. [10] ). Using the material in [17, Subsections 2.3 and 2.4] and [10] , [26] or [36] it can be seen that, for 0 < r < ∞, the estimate (3.7) holds with g(n, s) ≡ γ √ n where γ only depends on ϕ. The additional assumptions are:
Next consider r ∈ (0, ∞] and 0 < r 0 < r. If (3.6) holds with V = D(r 0 ), then, again under the assumptions M 1 = 1, · = · ∞ , the inequality (3.7) even holds with g(n, s) ≡ γ, where γ depends only on ϕ and r 0 (see loc. cit.).
10. In [3] , [21] more refined estimates of type (3.7) were derived for functions ϕ satisfying special conditions. E.g. from [21, Theorem 3.2] it follows that, in the situation of point 4 above, an estimate (3.7) with g(n, s) ≡ γ min(n α , s), α < 1, is possible for functions ϕ with |ϕ(ζ)| not identically 1 on the imaginary axis. We refer to loc. cit. for more details.
3.3.
Various comments on stability estimates from the literature R e m a r k 3.1. The results 1, 2, 6 and 8 in the last subsection were proved by using integral representations of type
where Γ is a proper curve in the complex plane surrounding V, and by estimating the integral (see e.g. the proof of (2.3)). The results 5, 7 and 10 were proved by using related, but different, integral representations for ϕ(hA) n . The results 3 and 4 were obtained by first proving that (3.6) implies (1.2) with B = ϕ(hA) and then applying (a version of) Theorem 2.1 to this matrix B.
Finally, the proof of result 9 relies on an expansion of ϕ(hA) n in a power series γ 0 I + γ 1 (hA + I) + γ 2 (hA + I) 2 + . . . with = r or r 0 , and on bounding the terms of the series using the fact that hA + I ∞ ≤ .
R e m a r k 3.2. We note that the results 1, 3, 4, 6, 7 and 8, although formulated in loc. cit. for special norms, are valid as well for arbitrary norms · on C s,s . This can be seen by a straightforward adaptation of the proofs in loc. cit.
Further, it is easy to see that the result 9 is also valid for norms · defined by B = QBQ −1 p (for all B ∈ C s,s ), where Q is an invertible matrix and p = 1 or ∞.
R e m a r k 3.3. In all of the above, the resolvent condition (3.6) occurs as a sufficient condition for stability estimates of type (3.7). Reddy and Trefethen [31, Theorem 7 .1] succeeded in showing (for the weighted spectral norm, see the result 3) that (3.6) is also a necessary condition for stability. In fact, they showed -for any matrix hA belonging to a specific family F defined in their paper -that, in general, strong stability (i.e., ϕ(hA) n ≤ M 0 for all n ≥ 0) implies resolvent condition (3.6) with V = S and M 1 = γM 0 . Here γ depends only on ϕ and F.
