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ROTA-BAXTER BISYSTEMS AND COVARIANT BIALGEBRAS
TIANSHUI MA, ABDENACER MAKHLOUF, AND SERGEI SILVESTROV
Abstract. The aim of this paper is first to introduce and study Rota-Baxter cosystems and
bisystems as generalization of Rota-Baxter coalgebras and bialgebras, respectively, with various
examples. The second purpose is to provide an alternative definition of covariant bialgebras
via coderivations. Furthermore, we consider coquasitriangular covariant bialgebras which are
generalization of coquasitriangular infinitesimal bialgebras, coassociative Yang-Baxter pairs,
coassociative Yang-Baxter equation, double coalgebras and dendriform coalgebras. We study
some of their properties and relationships with Rota-Baxter cosystems and bisystems.
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1. Introduction
Rota-Baxter algebras were introduced in [19] in the context of differential operators on com-
mutative Banach algebras and then led to an algebraic interpretation of Spitzer identity in fluc-
tuation theory in probability and combinatorics [3]. Since then, they were intensively studied
and appeared in various areas such as mathematical physics, mainly in Connes-Kreimer renor-
malization theory in quantum field theory (see [7, 8, 9, 12, 13]), Lie algebras (see [2]), multiple
zeta functions (see [7, 15]), differential algebras (see [14]). One can refer to the book [11] for the
detailed theory of Rota-Baxter algebras. In 2014, based on the dual method in the Hopf algebra
theory, Jian and Zhang defined in [16] the notion of Rota-Baxter coalgebras and also provided
Date: August 17, 2017.
1991 Mathematics Subject Classification. 16T05, 16W99.
Key words and phrases. Rota-Baxter cosystem; Rota-Baxter bisystem; Covariant bialgebra; Yang-Baxter equa-
tion; Coquasitriangular covariant bialgebra; Coquasitriangular infinitesimal bialgebra.
Corresponding author: Sergei Silvestrov, sergei.silvestrov@mdh.se.
1
2 TIANSHUI MA, ABDENACER MAKHLOUF, AND SERGEI SILVESTROV
various examples. Therefore Rota-Baxter bialgebras were presented in [17] with examples con-
structed using Radford biproduct. In [4], T. Brzezin´ski introduced the notion of Rota-Baxter
system, where Rota-Baxter algebras can be viewed as special case. Following the above idea,
we aim in this paper to study the dual version and introduce Rota-Baxter co-(bi-)systems.
An associative (not necessarily unital) algebra A that admits a coassociative comultiplication
which is a derivation is called infinitesimal bialgebra, see [1]. It is self-dual and can be viewed
as a coalgebra that admits an associative multiplication which is a coderivation. In [4], T.
Brzezin´ski proposed the concept of covariant bialgebra via two derivations. It is an extension
of infinitesimal bialgebras and quasitriangular covariant bialgebras obtained by Yang-Baxter
pairs. It turns out that covariant bialgebras are not self-dual. We provide another approach
to study covariant bialgebras through two coderivations, and at the same time study similarly
coquasitriangular infinitesimal bialgebras.
This paper is organized as follows. In Section 2, we review some preliminaries and in Section
3, we discuss the notions of Rota-Baxter cosystem, bisystem and relate them to Rota-Baxter
coalgebras, pre-Lie coalgebras, weak copseudotwistors and Rota-Baxter bialgebras. Section 4
is devoted to study covariant bialgebras via coderivations. Firstly, we introduce the notion of
coassociative Yang-Baxter pair (abbr. CYBP), and then investigate their relationships with
Rota-Baxter cosystems and bisystems. Secondly, we give an alternative definition of covariant
bialgebras through two coderivations and provide a characterization. In Section 5, as a special
case, coquasitriangular covariant bialgebras are considered. They are a generalization coquasi-
triangular infinitesimal bialgebras. On the other hand, we introduce the concept of right (left)
covariant modules. Furthermore, we consider coassociative Yang-Baxter equation, double coal-
gebras and dendriform coalgebras. We study some of their properties and relationships with
cosystems and bisystems. In Section 6, we provide various examples of Rota-Baxter bialgebras
and bisystems in dimensions 2, 3 and 4.
2. Preliminaries
Throughout this paper, we assume that all vector spaces, algebras, coalgebras and tensor
products are defined over a field K. An algebra is always assumed to be associative, but
not necessarily unital. A coalgebra is always assumed to be coassociative, but not necessarily
counital. Now, for a given a coalgebra C, we use Sweedler’s notation for the comultiplication :
∆(c) = c1 ⊗ c2 for any c ∈ C, see [18]. We denote the category of left H-comodules (resp. right
H-comodules) by HMod (resp. ModH). For (M,ρl) ∈
HMod, we write: ρl(x) = x(−1) ⊗ x(0) ∈
H ⊗M , for all x ∈ M . For (M,ρr) ∈ Mod
H , we write: ρr(x) = x(0) ⊗ x(1) ∈ M ⊗ H, for all
x ∈M . Given a K-space M , we write idM for the identity map on M . We say that a coalgebra
C is non-degenerate if provided with a linear map f : C −→ C such that for ∀ c ∈ C,
c1 ⊗ f(c2) = 0 or f(c1) ⊗ c2 = 0, it implies that f = 0. Obviously, any counital coalgebra is
non-degenerate.
In what follows, we recall some useful definitions which will be used later (see [4, 11, 17]).
Definition 2.1. For a given field K and λ ∈ K, a Rota-Baxter algebra of weight λ is an
algebra A together with a K-linear map R : A −→ A such that
R(a)R(b) = R(aR(b)) +R(R(a)b) + λR(ab) (2.1)
for all a, b ∈ A. Such a linear operator is called a Rota-Baxter operator of weight λ on A.
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Definition 2.2. Let γ be an element in K. A pair (C,Q) is called a Rota-Baxter coalgebra
of weight γ if C is a coalgebra and Q is a linear endomorphism of C satisfying
(Q⊗Q)∆ = (id ⊗Q)∆Q+ (Q⊗ id)∆Q+ γ∆Q,
that is, for all c ∈ C,
Q(c1)⊗Q(c2) = Q(c)1 ⊗Q(Q(c)2) +Q(Q(c)1)⊗Q(c)2 + γQ(c)1 ⊗Q(c)2. (2.2)
The map Q is called a Rota-Baxter operator of weight γ on C.
Definition 2.3. Let λ, γ be elements in K and H a bialgebra (not necessarily unital and
counital). A triple (H,R,Q) is called a Rota-Baxter bialgebra of weight (λ, γ) if (H,R) is
a Rota-Baxter algebra of weight λ and (H,Q) is a Rota-Baxter coalgebra of weight γ. We say
that we have a (R,Q)-Rota-Baxter structure of weight (λ, γ) on the bialgebra H.
Definition 2.4. A triple (A,R, S) consisting of an algebra A and two K-linear operators R,S :
A −→ A is called a Rota-Baxter system if, for all a, b ∈ A,
R(a)R(b) = R(R(a)b+ aS(b)), (2.3)
S(a)S(b) = S(R(a)b+ aS(b)). (2.4)
Definition 2.5. A pre-Lie coalgebra is a pair (C,∆) consisting of a linear space C and a
linear map ∆ : C −→ C ⊗ C satisfying
∆C − Φ(12)∆C = 0, (2.5)
where ∆C = (∆⊗ id)∆ − (id⊗∆)∆ and Φ(12)(c1 ⊗ c2 ⊗ c3) = c2 ⊗ c1 ⊗ c3.
3. Rota-Baxter cosystems, Rota-Baxter bisystems and Rota-Baxter bialgebras
In this section we introduce Rota-Baxter cosystems, bisystems and relate them to Rota-Baxter
coalgebras, bialgebras and pre-Lie coalgebras.
Definition 3.1. A triple (C,Q, T ) consisting of a coalgebra C and two K-linear operators
Q,T : C −→ C is called a Rota-Baxter cosystem if, for all c ∈ C,
Q(c1)⊗Q(c2) = Q(Q(c)1)⊗Q(c)2 +Q(c)1 ⊗ T (Q(c)2), (3.1)
T (c1)⊗ T (c2) = Q(T (c)1)⊗ T (c)2 + T (c)1 ⊗ T (T (c)2). (3.2)
A morphism of Rota-Baxter cosystems between (C,QC , TC) and (D,QD, TD) is a
coalgebra map f : C −→ D such that f ◦QC = QD ◦ f and f ◦ TC = TD ◦ f .
Example 3.2. Let C be a coassociative coalgebra, g : C −→ C a comultiplicative map and
Q : C −→ C a K-linear map such that for all c ∈ C,
Q(c1)⊗Q(c2) = Q(Q(c)1)⊗Q(c2) +Q(c)1 ⊗Q
g(Q(c)2), (3.3)
where Qg = Q ◦ g. Then (C,Q,Qg) is a Rota-Baxter cosystem.
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Proof. Eq.(3.3) is exactly Eq.(3.1) for (Q,Qg) and Eq.(3.2) can be checked by Eq.(3.3) and
g : C −→ C is a comultiplicative map. 
The following proposition states that Rota-Baxter coalgebra can be viewed as a special case
of Rota-Baxter cosystem.
Proposition 3.3. Let C be a coalgebra. If (C,Q) is a Rota-Baxter coalgebra of weight γ, then
(C,Q,Q + γid) and (C,Q+ γid,Q) are Rota-Baxter cosystems.
Proof. We only check that (C,Q,Q+ γid) is a Rota-Baxter cosystem as follows:
RHS of Eq.(3.2)
T=Q+γid
= Q(Q(c)1)⊗Q(c)2 + γQ(c)1 ⊗ c2 +Q(c)1 ⊗Q(Q(c)2)
+γQ(c)1 ⊗Q(c)2 + γc1 ⊗Q(c2) + γ
2c1 ⊗ c2
(2.2)
= Q(c1)⊗Q(c2) + γQ(c)1 ⊗ c2 + γc1 ⊗Q(c2) + γ
2c1 ⊗ c2
= (Q(c1) + γc1)⊗ (Q(c2) + γc2)
= LHS of Eq.(3.2).
It is obvious that Eq.(3.1) holds for (C,Q,Q + γid) by using Eq.(2.2). The proof for (C,Q +
γid,Q) is similar. 
Proposition 3.4. Let C be a coalgebra, Q : C −→ C a left C-colinear map and let T : C −→ C
be a right C-colinear map. Then (C,Q, T ) is a Rota-Baxter cosystem if and only if, for all
c ∈ C,
c1 ⊗ (T ◦Q)(c2) = (Q ◦ T )(c1)⊗ c2 = 0. (3.4)
In particular, if C is a non-degenerate coalgebra, then (C,Q, T ) is a Rota-Baxter cosystem (with
Q left and T right C-colinear) if and only if Q and T satisfy the orthogonality condition
T ◦Q = Q ◦ T = 0. (3.5)
Proof. Q is left C-colinear and T is right C-colinear, that is, Q(c)1 ⊗ Q(c)2 = c1 ⊗ Q(c2) and
T (c)1 ⊗ T (c)2 = T (c1)⊗ c2. Thus Eq.(3.1) holds if and only if c1⊗ (T ◦Q)(c2) = 0 and Eq.(3.2)
holds if and only if (Q ◦ T )(c1)⊗ c2 = 0. Since C is non-degenerate Q ◦ T = 0. 
Example 3.5. Let C be a coalgebra. Assume that σ, τ ∈ C∗ are such that for ∀ c ∈ C,
σ(c1)τ(c2) = 0 and σ(c1)c2 = c1σ(c2). Define Q,T : C −→ C by
Q(c) = c1σ(c2), T (c) = τ(c1)c2
for all c ∈ C. Then it is obvious that Q is left C-colinear and T is right C-colinear since the
comodule action is the coproduct in C. While
c1 ⊗ (T ◦Q)(c2) = c1 ⊗ τ(c2)c3σ(c4) = c1 ⊗ σ(c2)τ(c3)c4 = 0
and
(Q ◦ T )(c1)⊗ c2 = τ(c1)c2σ(c3)⊗ c4 = σ(c1)τ(c2)c3 ⊗ c4 = 0.
Therefore (C,Q, T ) is a Rota-Baxter cosystem.
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Example 3.6. We construct Rota-Baxter bisystems for T2, the unital Taft-Sweedler algebra
generated by g, x and the relations (g2 = 1, x2 = 0, xg = −gx). The comultiplication is defined
by ∆(g) = g ⊗ g and ∆(x) = x⊗ 1 + g ⊗ x, the counit is given by ε(g) = 1, ε(x) = 0.
The bialgebra T2 is 4-dimensional, it is defined with respect to a basis {u1 = 1, u2 = g, u3 =
x, u4 = gx} by the following table which describes multiplying the ith row elements by the jth
column elements.
u1 u2 u3 u4
u1 u1 u2 u3 u4
u2 u2 u1 u4 u3
u3 u3 −u4 0 0
u4 u4 −u3 0 0
and
∆(u1) = u1 ⊗ u1, ∆(u2) = u2 ⊗ u2, ∆(u3) = u1 ⊗ u3 + u3 ⊗ u2, ∆(u4) = u2 ⊗ u4 + u4 ⊗ u1.
ε(u1) = ε(u2) = 1, ε(u3) = ε(u4) = 0.
A bisystem is given by a pair (R,S) and a pair (Q,T ) taken from the following list for (R,S)
• R(u1) = 0, R(u2) = 0, R(u3) = 0, R(u4) = pu4,
S(u1) = −pu1, S(u2) = 0, S(u3) = 0, S(u4) = 0,
• R(u1) = 0, R(u2) = 0, R(u3) = −pu3, R(u4) = −pu4,
S(u1) = pu1, S(u2) = pu2, S(u3) = 0, S(u4) = 0,
• R(u1) = 0, R(u2) = 0, R(u3) = pu3, R(u4) = 0,
S(u1) = −pu1, S(u2) = 0, S(u3) = 0, S(u4) = 0,
• R(u1) = −pu1, R(u2) = 0, R(u3) = 0, R(u4) = 0,
S(u1) = 0, S(u2) = 0, S(u3) = pu3, S(u4) = 0,
• R(u1) = −pu1, R(u2) = −pu2, R(u3) = 0, R(u4) = 0,
S(u1) = 0, S(u2) = 0, S(u3) = pu3, S(u4) = pu3,
• R(u1) = −pu1, R(u2) = −pu2, R(u3) = 0, R(u4) = 0,
S(u1) = 0, S(u2) = 0, S(u3) = pu3, S(u4) = −pu3,
• R(u1) = −pu1, R(u2) = 0, R(u3) = 0, R(u4) = 0,
S(u1) = 0, S(u2) = 0, S(u3) = 0, S(u4) = pu4,
• R(u1) = pu1, R(u2) = 0, R(u3) = 0, R(u4) = 0,
S(u1) = 0, S(u2) = 0, S(u3) = 0, S(u4) = 0,
where p is a parameter, and the following list for (Q,T )
• Q(u1) = 0, Q(u2) = 0, Q(u3) = 0, Q(u4) = −q1u4,
T (u1) = q1u1, T (u2) = q2u2, T (u3) = q2u3, T (u4) = 0,
• Q(u1) = 0, Q(u2) = 0, Q(u3) = 0, Q(u4) = −q1u4,
T (u1) = q1u1, T (u2) = q2u2, T (u3) = 0, T (u4) = 0,
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• Q(u1) = 0, Q(u2) = 0, Q(u3) = −q1u3, Q(u4) = 0,
T (u1) = q1u1, T (u2) = q2u2, T (u3) = 0, T (u4) = q2u4,
• Q(u1) = 0, Q(u2) = 0, Q(u3) = −q1u3, Q(u4) = 0,
T (u1) = q1u1, T (u2) = q2u2, T (u3) = 0, T (u4) = 0,
• Q(u1) = 0, Q(u2) = 0, Q(u3) = −q1u3, Q(u4) = −q1u4,
T (u1) = q1u1, T (u2) = q2u2, T (u3) = 0, T (u4) = 0,
• Q(u1) = 0, Q(u2) = −q1u2, Q(u3) = 0, Q(u4) = 0,
T (u1) = q1u1, T (u2) = 0, T (u3) = q2u3, T (u4) = 0,
• Q(u1) = 0, Q(u2) = −q1u2, Q(u3) = 0, Q(u4) = 0,
T (u1) = q2u1, T (u2) = 0, T (u3) = q1u3, T (u4) = q1u4,
• Q(u1) = 0, Q(u2) = −q1u2, Q(u3) = 0, Q(u4) = −q2u4,
T (u1) = q2u1, T (u2) = 0, T (u3) = q1u1, T (u4) = 0,
where q1, q2 are parameters.
Proposition 3.7. Let (C,Q, T ) be a Rota-Baxter cosystem. Then
(1) (C,∆∗) with ∆∗ : C −→ C ⊗ C, defined by
∆∗(c) = Q(c1)⊗ c2 + c1 ⊗ T (c2) (3.6)
for all c ∈ C, is a coassociative coalgebra.
(2) (C,∆•) with ∆• : C −→ C ⊗ C, defined by
∆•(c) = Q(c1)⊗ c2 − T (c2)⊗ c1 (3.7)
for all c ∈ C, is a pre-Lie coalgebra.
Proof. (1) The coassociativity for (C,∆∗) can be proved as follows. For all c ∈ C, we have
(∆∗ ⊗ id) ◦∆∗(c) = Q(Q(c1)1)⊗Q(c1)2 ⊗ c2 +Q(c1)1 ⊗ T (Q(c1)2)⊗ c2
+Q(c11)⊗ c12 ⊗ T (c2) + c11 ⊗ T (c12 ⊗ T (c2)
(3.2)
= Q(Q(c1)1)⊗Q(c1)2 ⊗ c2 +Q(c1)1 ⊗ T (Q(c1)2)⊗ c2
+Q(c11)⊗ c12 ⊗ T (c2) + c1 ⊗Q(T (c2)1)⊗ T (c2)2
+c1 ⊗ T (c2)1 ⊗ T (T (c2)2)
(3.1)
= Q(c1)⊗Q(c21)⊗ c22 +Q(c1)⊗ c21 ⊗ T (c22)
+c1 ⊗Q(T (c2)1)⊗ T (c2)2 + c1 ⊗ T (c2)1 ⊗ T (T (c2)2)
= (id⊗∆∗) ◦∆∗(c).
(2) Since
∆C(c) = ((∆• ⊗ id) ◦∆• − (id⊗∆•) ◦∆•)(c)
= Q(Q(c1)1)⊗Q(c1)2 ⊗ c2 − T (Q(c1)2)⊗Q(c1)1 ⊗ c2
−Q(T (c2)1)⊗ T (c2)2 ⊗ c1 + T (T (c2)2)⊗ T (c2)1 ⊗ c1
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−Q(c1)⊗Q(c21)⊗ c22 +Q(c1)⊗ T (c22)⊗ c21
+T (c2)⊗Q(c11)⊗ c12 − T (c2)⊗ T (c12)⊗ c11
(3.1)(3.2)
= −T (Q(c1)2)⊗Q(c1)1 ⊗ c2 −Q(T (c2)1)⊗ T (c2)2 ⊗ c1
−Q(c1)1 ⊗ T (Q(c1)2)⊗ c2 −Q(c1)⊗ T (c22)⊗ c21
+T (c2)⊗Q(c11)⊗ c12 − T (c2)2 ⊗Q(T (c2)1)⊗ c1,
we can get (∆C − Φ(12)∆C)(c) = 0. Therefore (C,∆•) is a pre-Lie coalgebra. 
Remark 3.8. Here the pre-Lie coalgebra is dual to pre-Lie algebra in [2].
Next we introduce the notion of weak copseudotwistor and relate it to Rota-Baxter cosystem.
Definition 3.9. Let C be a coalgebra with coassociative coproduct ∆ : C −→ C ⊗ C. A K-
linear map F : C ⊗ C −→ C ⊗ C is called a weak copseudotwistor if there exists a K-linear
map F˜ : C ⊗C ⊗ C −→ C ⊗ C ⊗ C, rendering commutative the following diagram:
✲
✲
✛
✛
C ⊗ C
C ⊗ C
C ⊗ C ⊗ C
C ⊗ C ⊗ C
C ⊗ C ⊗ C
C ⊗ C ⊗ C
C ⊗ C ⊗ C
C ⊗ C ⊗ C.
q
✿
✮
✐
✻
F
F˜F˜ id⊗∆
id⊗∆
∆⊗ id
∆⊗ id
id⊗ F F ⊗ id
(3.8)
The map F˜ is called a weak companion of F .
Proposition 3.10. If (C,Q, T ) is a Rota-Baxter cosystem, then
F : C ⊗ C −→ C ⊗ C, c⊗ d 7→ Q(c) ⊗ d+ c⊗ T (d) (3.9)
is a weak copseudotwistor.
Proof. Define K-linear map F˜ : C ⊗ C ⊗ C −→ C ⊗ C ⊗ C,
F˜ (c⊗ d⊗ e) = Q(c)⊗Q(d)⊗ e+Q(c)⊗ d⊗ T (e) + c⊗ T (d)⊗ T (e), (3.10)
where c, d, e ∈ C. Then we obtain
(F˜ ◦ (∆⊗ id))(c ⊗ d) = Q(c1)⊗Q(c2)⊗ d+Q(c1)⊗ c2 ⊗ T (d) + c1 ⊗ T (c2)⊗ T (d)
(3.1)
= Q(Q(c)1)⊗Q(c)2 ⊗ d+Q(c)1 ⊗ T (Q(c)2)⊗ d
+Q(c1)⊗ c2 ⊗ T (d) + c1 ⊗ T (c2)⊗ T (d)
= ((F ⊗ id) ◦ (∆⊗ id) ◦ F )(c⊗ d)
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and
(F˜ ◦ (id⊗∆))(c ⊗ d) = Q(c)⊗Q(d1)⊗ d2 +Q(c)⊗ d1 ⊗ T (d2) + c⊗ T (d1)⊗ T (d2)
(3.1)
= Q(c)⊗Q(d1)⊗ d2 +Q(c)⊗ d1 ⊗ T (d2)
+c⊗Q(T (d)1)⊗ T (d)2 + c⊗ T (d)1 ⊗ T (T (d)2)
= ((id ⊗ F ) ◦ (id⊗∆) ◦ F )(c⊗ d).
Thus Eq.(3.8) holds. This finishes the proof. 
Remark 3.11. (1) The coproduct ∆∗ defined by Eq.(3.6) is simply equal to F ◦∆, where F is
given in Eq.(3.9).
(2) If C is a coalgebra satisfying that for a map f : C −→ C such that for all c, d ∈ C,
c⊗ f(d) = f(c)⊗ d = 0 implies that f = 0, then F given in Eq.(3.9) is a weak copseudotwistor
with the companion defined in Eq.(3.10) if and only if (C,Q, T ) is a Rota-Baxter cosystem.
Definition 3.12. A quintuple (H,R, S,Q, T ) consisting of a bialgebra H and four K-linear
maps R,S,Q, T : H −→ H is called a Rota-Baxter bisystem if (H,R, S) is a Rota-Baxter
system and (H,Q, T ) is a Rota-Baxter cosystem.
Theorem 3.13. Let λ, γ ∈ K and H a bialgebra (not necessarily unital and counital). If
(H,R,Q) is a Rota-Baxter bialgebra of weight (λ, γ), then (H,R,R+ λid,Q,Q+ γid), (H,R+
λid,R,Q,Q + γid), (H,R,R + λid,Q + γid,Q), (H,R + λid,R,Q + γid,Q) are Rota-Baxter
bisystems.
Proof. It is obvious by [4, Lemma 2.2] and Proposition 3.3. 
Proposition 3.14. Let H be a bialgebra, R : H −→ H a left H-linear map, S : H −→ H a
right H-linear map, Q : H −→ H a left H-colinear map and T : H −→ H a right H-colinear
map. Then (H,R, S,Q, T ) is a Rota-Baxter bisystem if and only if, for all x, y ∈ H,
a(R ◦ S)(b) = 0 = (S ◦R)(a)b
and
x1 ⊗ (T ◦Q)(x2) = (Q ◦ T )(x1)⊗ x2 = 0.
In particular, if H is non-degenerate as algebra and as coalgebra, respectively, then (H,R, S,Q, T )
is a Rota-Baxter bisystem (with R left and S right H-linear, Q left and T right H-colinear) if
and only if R and S, Q and T satisfy the orthogonality condition, respectively,
R ◦ S = S ◦R = 0, T ◦Q = Q ◦ T = 0.
Proof. It is obvious by [4, Lemma 2.3] and Proposition 3.4. 
Example 3.15. Let C be a bialgebra and H a Hopf algebra with the antipode S. Suppose that
there are two bialgebra maps: i : H −→ C and π : C −→ H such that π ◦ i = idH , i.e., C is a
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bialgebra with a projection (see [18]). Set Π = idC ⋆(i◦S ◦π), where ⋆ is the convolution product
on End(C). The right H-Hopf module structure is given by the following:
c · h = ci(h),
ρR(c) = c1 ⊗ π(c2),
for all c ∈ C and h ∈ H. Then (C,Π,Π) is a Rota-Baxter bialgebra of weight (−1,−1), and
(C,Π,Π−id,Π,Π−id), (C,Π−id,Π,Π,Π−id), (C,Π,Π−id,Π−id,Π), (C,Π−id,Π,Π−id,Π)
are Rota-Baxter bisystems.
Proof. It is a direct consequence by [17, Example 5.3] and Theorem 3.13. 
Example 3.16. Let H be a bialgebra, f : H −→ H a multiplicative map, g : H −→ H a
comultiplicative map and R : C −→ C a K-linear map such that for all x, y ∈ H,
R(x)R(y) = R(R(x)y + xRf (y))
where Rf = R ◦ f and Q : H −→ H a K-linear map such that for all x ∈ H, (3.3) holds. Then
(H,R,Rf , Q,Qg) is a Rota-Baxter bisystem.
Proof. It is a direct consequence by [4, Lemma 4.2] and Example 3.2. 
Example 3.17. Let {x, y, z} be a basis of a 3-dimensional vector space H over K. We define
multiplication and comultiplication over H:
x2 = x, y2 = y, z2 = 0
xy = yx = y, yz = z,
xz = zx = z, zy = 0,
∆(x) = x⊗ x, ∆(y) = y ⊗ y, ∆(z) = z ⊗ z.
It is not hard to see that H is a bialgebra with the above constructions. Let R,S,Q, T be operators
defined with respect to the basis {x, y, z} by
R(x) = λ1z, R(y) = λ2z, R(z) = 0,
S(x) = −λ3y, S(y) = 0, S(z) = 0,
Q(x) = λ4z, Q(y) = λ4z, Q(z) = 0,
T (x) = λ4(x+ z), T (y) = λ4(y + z), T (z) = λ4z,
where λi ∈ K, i = 1, 2, 3, 4. Then (H,R, S,Q, T ) is a Rota-Baxter bisystem.
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4. Covariant bialgebras
In this section, we redefine covariant bialgebras via coderivations. Moreover, we consider
coassociative Yang-Baxter pairs and coassociative Yang-Baxter equation.
Definition 4.1. Let C be a coassociative coalgebra. A coassociative Yang-Baxter pair (abbr.
CYBP) on C is a pair of elements σ, τ ∈ (C ⊗ C)∗ that satisfy the following equations
σ(c1, e)σ(c2, d) − σ(c, d1)σ(d2, e) + τ(d, e1)σ(c, e2) = 0, (4.1)
τ(c1, e)σ(c2, d)− τ(c, d1)τ(d2, e) + τ(d, e1)τ(c, e2) = 0, (4.2)
where ∀ c, d, e ∈ C.
Proposition 4.2. Let f : C −→ D be a coalgebra map. If (σ, τ) is a CYBP on D, then
σf = σ ◦ (f ⊗ f) and τ f = τ ◦ (f ⊗ f) (4.3)
form a CYBP on C.
Proof. We compute Eq.(4.1) for (σf , τ f ) as follows.
σf (c1, e)σ
f (c2, d)− σ
f (c, d1)σ
f (d2, e) + τ
f (d, e1)σ
f (c, e2)
= σ(f(c)1, f(e))σ(f(c)2, f(d))− σ(f(c), f(d)1)σ(f(d)2, f(e))
+τ(f(d), f(e)1)σ(f(c), f(e)2) by f is coalgebra map
(4.1)
= 0.
The proof for Eq.(4.2) is similar. 
Example 4.3. (1) The pair (σ, σ) is a CYBP if and only if σ is a solution of the coassociative
Yang-Baxter equation
σ(c1, e)σ(c2, d)− σ(c, d1)σ(d2, e) + σ(d, e1)σ(c, e2) = 0.
(2) If for all c, d, e ∈ C, σ ∈ (C ⊗ C)∗ satisfies
σ(c, d1)σ(d2, e) = σ(d, e1)σ(c, e2) = σ(c1, e)σ(c2, d), (4.4)
the dual case of Frobenius-separability equation in [5], then (σ, 0) and (0, σ) are CYBPs.
(3) If for all c, d, e ∈ C, σ, τ ∈ (C ⊗ C)∗ satisfies (4.4), such that
τ(d, e1)σ(c, e2) = τ(c1, e)σ(c2, d) = 0, (4.5)
then (σ, τ) is a CYBP.
(4) If for all c, d, e ∈ C, σ, τ ∈ (C ⊗ C)∗ satisfies
σ(c1, e)σ(c2, d) = σ(c, d1)σ(d2, e), τ(c, d1)τ(d2, e) = τ(d, e1)τ(c, e2), (4.6)
then (σ, 0) and (0, τ) are CYBPs. If in addition, σ, τ satisfy (4.5), then (σ, τ) is a CYBP.
(5) Let C be a coalgebra. Suppose that ξ, ζ ∈ C∗ such that for all c ∈ C, ξ(c1)ξ(c2) = 0 and
ξ(c1)ζ(c2) = ζ(c1)ξ(c2) = 0, then (σ = ξ ⊗ ζ, τ = ζ ⊗ ξ) is a CYBP.
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Proposition 4.4. Let (σ, τ) be a CYBP on C. Define Q,T : C −→ C by
Q(c) = σ(c1, c3)c2, T (c) = τ(c1, c3)c2. (4.7)
Then (C,Q, T ) is a Rota-Baxter cosystem associated to (σ, τ).
Furthermore, if f : C −→ D is a coalgebra map and (σf , τ f ) is the CYBP induced by f as
in Eq.(4.3), then f is a morphism of Rota-Baxter cosystems from the cosystem associated to
(σf , τ f ) to the cosystem associated to (σ, τ).
Proof. We only check that Eq.(3.1) holds as follows. For all c ∈ C, we have
LHS of Eq.(3.1) = σ(c1, c31)c2 ⊗ σ(c32, c5)c4
(4.1)
= σ(c11, c5)σ(c12, c3)c2 ⊗ c4 + σ(c3, c51)σ(c1, c52)c2 ⊗ c4
= σ(c1, c3)σ(c211, c213)c212 ⊗ c22 + σ(c1, c3)σ(c221, c223)c21 ⊗ c222
= RHS of Eq.(3.1),
finishing the proof. 
Remark 4.5. By [4, Proposition 3.4] and Proposition 4.4, we obtain:
Let H be a bialgebra. Suppose that (r, s) is an associative Yang-Baxter pair on H (see [4]) and
(σ, τ) is a CYBP on H, then (H,R, S,Q, T ) is a Rota-Baxter bisystem.
Example 4.6. (1) The Rota-Baxter cosystem associated to (σ, τ) satisfying Eqs.(4.5) and (4.6)
in Example 4.3 (4) will satisfy the separated equations
Q(c1)⊗Q(c2) = Q(Q(c)1)⊗Q(c)2, T (c1)⊗ T (c2) = T (c)1 ⊗ T (T (c)2),
and
Q(c)1 ⊗ T (Q(c)2) = Q(T (c)1)⊗ T (c)2 = 0.
For example,
Q(c)1 ⊗ T (Q(c)2) = σ(c1, c3)τ(c221, c223)c21 ⊗ T (c222)
(4.5)
= 0
(2) The Rota-Baxter cosystem associated to (σ, τ) in Example 4.3 (5) is (C,Q, T ), where
Q(c) = ξ(c1)c2ζ(c3) and T (c) = ζ(c1)c2ξ(c3).
Definition 4.7. Let C be a coassociative coalgebra and δ1, δ2 : C ⊗C −→ C (write δi(c⊗ d) =
c ⋄i d, i = 1, 2) be coderivations (i.e. (c ⋄i d)1 ⊗ (c ⋄i d)2 = c1 ⊗ c2 ⋄i d+ c ⋄i d1 ⊗ d2, i = 1, 2) (see
[6]).
(1) If M is a right C-comodule, then a K-linear map ∇r :M ⊗C −→M (write ∇r(m⊗ c) =
m ⊳ c) is called a right covariant coderivation with respect to δ1 if
(m ⊳ c)(0) ⊗ (m ⊳ c)(1) = m ⊳ c1 ⊗ c2 +m(0) ⊗m(1) ⋄1 c (4.8)
for all m ∈M and c ∈ C.
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(2) IfM is a left C-comodule, then aK-linear map∇l : C⊗M −→M (write∇r(c⊗m) = c⊲m)
is called a left covariant coderivation with respect to δ2 if
(c ⊲ m)(−1) ⊗ (c ⊲ m)(0) = c1 ⊗ c2 ⊲ m+ c ⋄2 m(−1) ⊗m(0) (4.9)
for all m ∈M and c ∈ C.
(3) AK-linear map∇ : C⊗C −→ C (write∇(c⊗d) = c·d) is called a covariant coderivation
with respect to (δ1, δ2) if it is a right covariant coderivation with respect to δ1 and left covariant
coderivation with respect to δ2, i.e.
(c · d)1 ⊗ (c · d)2 = c · d1 ⊗ d2 + c1 ⊗ c2 ⋄1 d = c1 ⊗ c2 · d+ c ⋄2 d1 ⊗ d2 (4.10)
for all m ∈M and c ∈ C.
Remark 4.8. (1) Obviously, any coderivation δ : C ⊗C −→ C is a covariant coderivation with
respect to (δ, δ).
(2) A covariant coderivation with respect to (0, 0) is the same as a C-bicomodule map C ⊗
C −→ C, where ρr(c⊗ d) = c⊗ d1 ⊗ d2 and ρl(c⊗ d) = c1 ⊗ c2 ⊗ d.
In the following, we introduce a new algebraic structure using coderivations and covariant
coderivations, close to covariant bialgebra which we still call covariant bialgebra.
Definition 4.9. A covariant bialgebra is a quadruple (C, δ1, δ2, µ), such that
(1) C is a coassociative coalgebra,
(2) δ1, δ2 : C ⊗ C −→ C are coderivations,
(3) (C,µ) is an associative algebra such that µ is a covariant coderivation with respect to
(δ1, δ2).
If C has a counit, then a covariant bialgebra (C, δ1, δ2, µ) is said to be counital if moreover
we have ε(cd) = ε(c)ε(d), here cd = µ(c⊗ d).
A morphism of covariant bialgebras is a K-linear map that is both an algebra and a
coalgebra map.
Example 4.10. (C,µ, µ, µ) is a covariant bialgebra if and only if (c,∆) is an infinitesimal bial-
gebra [1], i.e. an algebra equipped with a coassociative comultiplication which is also a derivation,
because infinitesimal bialgebras are self-dual.
Theorem 4.11. Let C be a counital coalgebra, and let δ1, δ2 : C ⊗ C −→ C be coderivations.
Then there exists an associative covariant coderivation µ : C ⊗ C −→ C (write µ(c ⊗ d) = cd)
with respect to (δ1, δ2) if and only if there exists u ∈ (C ⊗ C)
∗ such that, for all c, d, e ∈ C
c ⋄1 d− c ⋄2 d = c1u(c2, d)− u(c, d1)d2, (4.11)
(c ⋄1 d) ⋄1 e− c ⋄1 (d ⋄1 e) = u(d, e1)c ⋄1 e2, (4.12)
u(c ⋄1 d, e) − u(c, d ⋄1 e) = u(d, e1)u(c, e2)− u(c, d1)u(d2, e). (4.13)
In this case,
cd = u(c, d1)d2 + c ⋄1 d = c1u(c2, d) + c ⋄2 d. (4.14)
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Proof. (=⇒) Set u = ε ◦ µ ∈ (C ⊗C)∗. Apply ε⊗ id and id⊗ ε to Eq.(4.10) for µ, respectively,
we get Eq.(4.14), then Eq.(4.11) holds.
By the associativity of µ, we have
µ ◦ (µ ⊗ id) = µ ◦ (id ⊗ µ). (4.15)
Then by Eq.(4.14),
µ(u(c, d1)d2 ⊗ e+ c ⋄1 d⊗ e) = µ(c⊗ u(d, e1)e2 + c⊗ d ⋄1 e).
Apply ε to both sides of above equality and by the definition of u, one obtain Eq.(4.13).
Since
LHS of Eq.(4.15)
(4.14)
= u(c, d1)u(d2, e1)e2 + u(c, d1)d2 ⋄1 e+ u(c ⋄1 d, e1)e2 + (c ⋄1 d) ⋄1 e,
and
RHS of Eq.(4.15)
(4.14)
= u(d, e1)u(c, e21)e22 +u(d, e1)c ⋄1 e2+u(c, (d ⋄1 e)1)(d ⋄1 e)2+ c ⋄1 (d ⋄1 e),
(c ⋄1 d) ⋄1 e− c ⋄1 (d ⋄1 e) = ((u(c, d ⋄1 e1)− u(c ⋄1 d, e1))− (u(c, d1)u(d2, e1)
−u(d, e11)u(c, e12))e2 + u(d, e1)c ⋄1 e2 (by coderivation)
(4.13)
= u(d, e1)c ⋄1 e2,
so Eq.(4.12) is proved.
(⇐=) By Eq.(4.14), we have
(cd)1 ⊗ (cd)2 = u(c, d1)d2 ⊗ d3 + (c ⋄1 d)1 ⊗ (c ⋄1 d)2
= u(c, d1)d2 ⊗ d3 + c1 ⊗ c2 ⋄1 d+ c ⋄1 d1 ⊗ d2 (by coderivation)
= cd1 ⊗ d2 + c1 ⊗ c2 ⋄1 d.
Similarly, we get (cd)1 ⊗ (cd)2 = c1 ⊗ c2d+ c ⋄2 d1 ⊗ d2. The rest is obvious. 
Corollary 4.12. A quadruple (C, δ1, δ2, µ) consisting of a counital coalgebra C, coderivations
δ1, δ2 : C ⊗ C −→ C and a K-linear map µ : C ⊗ C −→ C is a counital covariant bialgebra if
and only if, for all c, d, e ∈ C,
c ⋄1 d− c ⋄2 d = cε(d) − ε(c)d, (4.16)
(c ⋄1 d) ⋄1 e− c ⋄1 (d ⋄1 e) = ε(d)c ⋄1 e. (4.17)
In this case,
cd = ε(c)d + c ⋄1 d. (4.18)
Proof. Assume (C, δ1, δ2, µ) to be a counital covariant bialgebra, then u = ε⊗ ε, and the rest is
obvious. 
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Theorem 4.13. Let C be a coalgebra and σ, τ ∈ C∗. Define K-linear maps δσ, δτ , µ : C⊗C −→
C by
δσ(c⊗ d) = c1σ(c2, d)− σ(c, d1)d2,
δτ (c⊗ d) = c1τ(c2, d)− τ(c, d1)d2, (4.19)
µ(c⊗ d) = c1σ(c2, d)− τ(c, d1)d2.
Then (C, δσ , δτ , µ) is a covariant bialgebra if and only if, for all c, d, e ∈ C,
c1(σ(c21, e)σ(c22, d)− σ(c2, d1)σ(d2, e) + τ(d, e1)σ(c2, e2))
= (τ(c1, e1)σ(c2, d) − τ(c, d1)τ(d2, e1) + τ(d, e11)τ(c, e12))e2. (4.20)
Proof. It is straightforward to check that δσ , δτ are coderivations, and µ is a covariant coderiva-
tion with respect to δσ, δτ . Thus in order to finish the proof we only need to prove that (C,µ)
is an associative algebra if and only if Eq.(4.20) holds. While
(µ ◦ (id ⊗ µ))(c⊗ d⊗ e) = c1σ(c2, d1)σ(d2, e)− c1τ(d, e1)σ(c2, e2)
+τ(d, e11)τ(c, e12)e2 − τ(c, d1)d2σ(d3, e).
and
(µ ◦ (µ⊗ id))(c ⊗ d⊗ e) = c1σ(c21, e)σ(c22, d)− (τ(c1, e1)σ(c2, d)e2
+τ(c, d1)τ(d2, e1)e2 − τ(c, d1)d2σ(d3, e),
therefore we complete the proof. 
Remark 4.14. If C is a non-degenerate coalgebra, then the form of µ in Eq.(4.19) specifies
the forms of δσ and δτ . Indeed, let us suppose that µ(c ⊗ d) = c1σ(c2, d) − τ(c, d1)d2 is a
(δ1, δ2)-covariant coderivation. Then, for all c, d ∈ C,
c1 ⊗ c2 ⋄1 d = c1 ⊗ (c21σ(c22, d)− σ(c2, d1)d2)
and
c ⋄2 d1 ⊗ d2 = (c1τ(c2, d1)− τ(c, d11)d12)⊗ d2.
Since C is non-degenerate, these equations imply that δ1 = δσ and δ2 = δτ .
5. Coquasitriangular covariant bialgebras and infinitesimal bialgebras
In this section, we study coquasitriangular covariant bialgebras generalizing coquasitriangular
infinitesimal bialgebras, and corresponding to our covariant bialgebras.
Proposition 5.1. Let C be a coalgebra and σ, τ ∈ C∗. If (σ, τ) is a CYBP on C and δσ, δτ , µ
are defined by Eq.(4.19), then (C, δσ , δτ , µ) is a covariant bialgebra. In this case, (C, δσ , δτ , µ)
is called a coquasitriangular covariant bialgebra.
Furthermore, if f : C −→ D is a coalgebra map and (σf , τ f ) is the CYBP induced by f as in
Eq.(4.3), then f is a morphism of quasitriangular covariant bialgebras from the one associated
to (σf , τ f ) to the one associated to (σ, τ).
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Proof. The first statement follows immediately from Theorem 4.13. The second one can be
proved directly. 
Remark 5.2. When σ = τ in Proposition 5.1, δσ = δτ = µ, then (C, δσ , δτ , µ) is an infinitesimal
bialgebra. In this case, we call (C, δσ , δτ , µ) (abbr. (C, δσ)) a coquasitriangular infinitesimal
bialgebra, which will be studied later.
Proposition 5.3. Let C be a coalgebra, σ, τ ∈ (C ⊗ C)∗, δσ, δτ , µ are defined by Eq.(4.19).
Then (C, δσ , δτ , µ) is a coquasitriangular covariant bialgebra if and only if for all c, d, e ∈ C,
σ(c, de) = σ(c1, e)σ(c2, d), τ(cd, e) = −τ(d, e1)τ(c, e2). (5.1)
Proof. It is straightforward to prove that Eq.(5.1) is equivalent to Eqs.(4.1) and (4.2), i.e. (σ, τ)
is a CYBP. 
Proposition 5.4. Counital coquasitriangular covariant bialgebra structures on C are determined
by σ ∈ (C ⊗ C)∗ such that for all c, d, e ∈ C,
σ(c, de) = σ(c1, e)σ(c2, d), τ(cd, e) = −σ(d, e1)σ(c, e2) + ε(c)σ(d, e) + σ(c, e)ε(d), (5.2)
where cd = ε(c)d + c1σ(c2, d)− σ(c, d1)d2.
Proof. A coquasitriangular covariant bialgebra (C, δσ , δτ , µ) is counital if and only if σ(c, d) −
τ(c, d) = ε(c)ε(d), i.e., τ(c, d) = σ(c, d) − ε(c)ε(d). Thus we complete the proof by replacing τ
by σ − ε⊗ ε in Eq.(5.1). 
Example 5.5. Let C be a counital coalgebra and α ∈ C∗ such that α(c1)α(c2) = α(c), ∀ c ∈ C,
and k ∈ {0, 1} ⊂ K. Then σα(c ⊗ d) = kε(c)α(d) + (1 − k)α(c)ε(d) satisfies Eq.(5.2). Thus
(σα, τα) is a CYBP, where
τα(c⊗ d) = σα(c⊗ d)− ε(c)ε(d) = kε(c)α(d) + (1− k)α(c)ε(d) − ε(c)ε(d),
and
cd = µα(c⊗ d) = ε(c)d + k(cα(d) − ε(c)α(d1)d2) + (1− k)(c1α(c2)ε(d) − α(c)ε(d)).
Then (C, σα, τα, µα) is a coquasitriangular covariant bialgebra.
By Proposition 4.4, (C,Qσ
α
, T τ
α
) is a Rota-Baxter cosystem associated to (σα, τα), where
Qσ
α
(c) = kc1α(c2) + (1− k)α(c1)c2, T
τα(c) = kc1α(c2) + (1− k)α(c1)c2 − c.
By Proposition 3.7, (C,∆∗) is a coassociative coalgebra, where
∆∗(c) = k(c1α(c2)⊗ c3 + c1 ⊗ c2α(c3)) + (1− k)(α(c1)c2 ⊗ c3 + c1 ⊗ α(c2)c3)− c1 ⊗ c2.
And (C,∆•) is a pre-Lie coalgebra, where
∆•(c) = k(c1α(c2)⊗ c3 − c2 ⊗ c1α(c3)) + (1− k)(α(c1)c2 ⊗ c3 − c3 ⊗ α(c2)c1)− c2 ⊗ c1.
Define δ(c ⊗ d) = ε(c)d − cε(d). Then (C, 0,−δ, µ0) and (C, σ, 0, µε) are counital covariant
bialgebras associated to the coderivation δ.
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Definition 5.6. A coquasitriangular infinitesimal bialgebra is a pair (C, σ) where C is a
coassociative coalgebra and σ ∈ (C ⊗ C)∗ is a solution to
σ(c1, e)σ(c2, d)− σ(c, d1)σ(d2, e) + σ(d, e1)σ(c, e2) = 0 (5.3)
for all c, d, e ∈ C.
We call Eq.(5.3) a coassociative Yang-Baxter equation (abbr. CYBA) in C.
Remark 5.7. The linear form σ ∈ (C ⊗C)∗ is a solution to CAYB if and only if (C,µσ) is an
infinitesimal bialgebra, where µσ(c d) = c1σ(c2, d)− σ(c, d1)d2, ∀c, d ∈ C.
Example 5.8. Let C be any counital coalgebra possessing an element τ ∈ C∗ such that τ(c1)τ(c2) =
0. Then σ = ε⊗ τ satisfies CAYB and the corresponding infinitesimal bialgebra structure is
µσ(c⊗ d) = cτ(d) − ε(c)τ(d1)d2,∀c, d ∈ C.
Proposition 5.9. A principal coderivation µσ : C ⊗ C −→ C is associative if and only if, for
all c, d, e ∈ C,
c1(σ(c21, e)σ(c22, d)− σ(c2, d1)σ(d2, e) + σ(d, e1)σ(c2, e2))
= (σ(c1, e1)σ(c2, d)− σ(c, d1)σ(d2, e1) + σ(d, e11)σ(c, e12))e2.
Proposition 5.10. The pair (C, σ) is a coquasitriangular infinitesimal bialgebra if and only if
for all c, d, e ∈ C,
σ(cd, e) = −σ(d, e1)σ(c, e2), (5.4)
σ(c, de) = σ(c1, e)σ(c2, d). (5.5)
Proof. Let σ = τ in Proposition 5.3. 
If (C,µ,∆) is a finite dimensional infinitesimal bialgebra, then C ′ = (C∗,∆∗op,−µ∗cop) and
′C = (C∗,−∆∗op, µ∗cop) are infinitesimal bialgebras (see [1]).
Proposition 5.11. Let (C, σ) be a finite dimensional coquasitriangular infinitesimal bialgebra.
Then the maps
ζσ : C −→ C
′, ζσ(c) =
∑
eiσ(ei, c), (5.6)
ξσ : C −→
′C, ξσ(c) =
∑
eiσ(c, ei) (5.7)
where c ∈ C, {ei} is the basis of C and {e
i} is the dual basis, are morphisms of infinitesimal
bialgebras.
Proof. We note that for all b, c ∈ C, 〈ζσ(c), b〉 = σ(b, c) and 〈ξσ(c), b〉 = σ(c, b). For all a, b, c ∈ C,
〈ζσ(ab), c〉 = σ(c, ab)
(5.5)
= σ(c1, b)σ(c2, a)
= 〈ζσ(b), c1〉〈ζσ(a), c2〉 = 〈ζσ(a)ζσ(b), c〉,
〈ζσ(a)1 ⊗ ζσ(a)2, b⊗ c〉 = −〈ζσ(a), cb〉 = −σ(cb, a)
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(5.4)
= σ(b, a1)σ(c, a2) = 〈ζσ(a1), b〉〈ζσ(a2), c〉
= 〈ζσ(a1)⊗ ζσ(a2), b⊗ c〉,
〈ξσ(ab), c〉 = σ(ab, c)
(5.4)
= −σ(b, c1)σ(a, c2)
= −〈ξσ(b), c1〉〈ξσ(a), c2〉 = 〈ξσ(a)ξσ(b), c〉,
〈ξσ(a)1 ⊗ ξσ(a)2, b⊗ c〉 = 〈ξσ(a), cb〉 = σ(a, cb)
(5.5)
= σ(a1, b)σ(a2, c) = 〈ξσ(a1), b〉〈ξσ(a2), c〉
= 〈ξσ(a1)⊗ ξσ(a2), b⊗ c〉,
finishing the proof. 
Corollary 5.12. Let (C, σ) be a coquasitriangular infinitesimal Hopf algebra with bijective an-
tipode S. Then
σ(id⊗ S) = σ(S−1 ⊗ id); (5.8)
σ(S ⊗ id) = σ(id⊗ S−1); (5.9)
σ(S ⊗ S) = σ = σ(S−1 ⊗ S−1). (5.10)
Proof. Since ζσ : C −→ C
′ and ξσ : C −→
′C are infinitesimal Hopf algebra maps, then
ζσS = S
−1∗ζσ and ξσS = S
−1∗ξσ. For all a, b ∈ C,
σ(a, S(b)) = 〈ζσ(S(b)), a〉 = 〈S
−1∗(ζσ(b)), a〉
= 〈ζσ(b), S
−1(a)〉 = σ(S−1(a), b),
σ(S(a), b) = 〈ξσ(S(a)), b〉 = 〈S
−1∗(ξσ(a)), b〉
= 〈ξσ(a), S
−1(b)〉 = σ(a, S−1(b)),
σ(S ⊗ S) = σ(id⊗ S)(S ⊗ id) = σ(S−1 ⊗ id)(S ⊗ id) = σ
and
σ(S−1 ⊗ S−1) = σ(S−1 ⊗ id)(id ⊗ S−1) = σ(id⊗ S)(id ⊗ S−1) = σ,
finishing the proof. 
Definition 5.13. A double coalgebra is a pair (C,D) of coassociative coalgebras together
with a left D-comodule on C: C −→ D ⊗ C, c 7→ c−1 ⊗ c0 and a right C-comodule on D:
D −→ D ⊗ C, d 7→ d(0) ⊗ d(1) such that
c−1 ⊗ c01 ⊗ c02 = c1−1 ⊗ c10 ⊗ c2 + c−1(1) ⊗ c−1(0) ⊗ c0, (5.11)
d(0)1 ⊗ d(0)2 ⊗ d(1) = d1 ⊗ d2(0) ⊗ d2(1) + d(0) ⊗ d(1)−1 ⊗ d(1)0, (5.12)
where c ∈ C and d ∈ D.
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Theorem 5.14. Given a double coalgebra (C,D). Define the comultiplication ∆ : C ⊗D −→
C ⊗D ⊗C ⊗D by
∆(c⊗ d) = c1 ⊗ c2−1 ⊗ c20 ⊗ d+ c⊗ d1(0) ⊗ d1(1) ⊗ d2. (5.13)
Then (C ⊗D,∆) is a coassociative coalgebra.
Proof. For all c ∈ C and d ∈ D, we have
(∆ ⊗ id)∆(c⊗ d) = c11 ⊗ c12−1 ⊗ c120 ⊗ c2−1 ⊗ c20 ⊗ d
+c1 ⊗ c2−11(0) ⊗ c2−11(1) ⊗ c2−1(2) ⊗ c20 ⊗ d
+c1 ⊗ c2−1 ⊗ c20 ⊗ d1(0) ⊗ d1(1) ⊗ d2
+c⊗ d1(0)1(0) ⊗ d1(0)1(1) ⊗ d1(0)2 ⊗ d1(1) ⊗ d2
= c1 ⊗ c2−1 ⊗ c20 ⊗ c3−1 ⊗ c30 ⊗ d
+c1 ⊗ c2−1(0) ⊗ c2−1(1) ⊗ c20−1 ⊗ c200 ⊗ d
+c1 ⊗ c2−1 ⊗ c20 ⊗ d1(0) ⊗ d1(1) ⊗ d2
+c⊗ d1(0)1(0) ⊗ d1(0)1(1) ⊗ d1(0)2 ⊗ d1(1) ⊗ d2
(5.12)
= c1 ⊗ c2−1 ⊗ c20 ⊗ c3−1 ⊗ c30 ⊗ d
+c1 ⊗ c2−1(0) ⊗ c2−1(1) ⊗ c20−1 ⊗ c200 ⊗ d
+c1 ⊗ c2−1 ⊗ c20 ⊗ d1(0) ⊗ d1(1) ⊗ d2
+c⊗ d11(0) ⊗ d11(1) ⊗ d12(0) ⊗ d12(1) ⊗ d2
+c⊗ d1(0)(0) ⊗ d1(0)(1) ⊗ d1(1)−1 ⊗ d1(1)0 ⊗ d2
= c1 ⊗ c2−1 ⊗ c20 ⊗ c3−1 ⊗ c30 ⊗ d
+c1 ⊗ c2−1(0) ⊗ c2−1(1) ⊗ c20−1 ⊗ c200 ⊗ d
+c1 ⊗ c2−1 ⊗ c20 ⊗ d1(0) ⊗ d1(1) ⊗ d2
+c⊗ d1(0) ⊗ d1(1) ⊗ d2(0) ⊗ d2(1) ⊗ d3
+c⊗ d1(0) ⊗ d1(0)1 ⊗ d1(1)2−1 ⊗ d1(1)20 ⊗ d2
= c1 ⊗ c21−1 ⊗ c210 ⊗ c22−1 ⊗ c220 ⊗ d
+c1 ⊗ c2−1(0) ⊗ c2−1(1) ⊗ c20−1 ⊗ c200 ⊗ d
+c1 ⊗ c2−1 ⊗ c20 ⊗ d1(0) ⊗ d1(1) ⊗ d2
+c⊗ d1(0) ⊗ d1(1) ⊗ d2(0) ⊗ d2(1) ⊗ d3
+c⊗ d1(0) ⊗ d1(0)1 ⊗ d1(1)2−1 ⊗ d1(1)20 ⊗ d2
(5.11)
= c1 ⊗ c2−1 ⊗ c201 ⊗ c202−1 ⊗ c2020 ⊗ d
+c1 ⊗ c2−1(0) ⊗ c2−1(1) ⊗ c20−1 ⊗ c200 ⊗ d
+c1 ⊗ c2−1 ⊗ c20 ⊗ d1(0) ⊗ d1(1) ⊗ d2
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+c⊗ d1(0) ⊗ d1(1) ⊗ d2(0) ⊗ d2(1) ⊗ d3
+c⊗ d1(0) ⊗ d1(0)1 ⊗ d1(1)2−1 ⊗ d1(1)20 ⊗ d2
= (id⊗∆)∆(c⊗ d),
finishing the proof. 
Lemma 5.15. Consider the maps:
ρl : C −→
′C ⊗ C, c 7→ ei ⊗ eic, (5.14)
ρr :
′C −→ ′C ⊗ C, c 7→ −fei ⊗ ei, (5.15)
where c ∈ C, f ∈ ′C, {ei} is the basis of C and {e
i} is the dual basis. Then (C, ′C) is a double
coalgebra.
Proof. For all c ∈ C and f, g, h ∈ ′C, we have
(id⊗ ρl)ρl(c) = e
i ⊗ ej ⊗ ejeic
= ei2 ⊗ e
i
1 ⊗ eic = (∆⊗ id)ρl(c),
so (C, ρl) is a left
′C-comodule. Also
(ρr ⊗ id)ρr(f) = fe
iej ⊗ ej ⊗ ei
= −fei ⊗ ei1 ⊗ ei2 = (id ⊗∆)ρr(f),
so (′C, ρr) is a right C-comodule.
Applying id⊗ g ⊗ h to feiej ⊗ ej ⊗ ei,
feiej〈g, ej〉〈h, ei〉 = fhg
= fei〈−∆∗op(h⊗ g), ei〉
= −fei〈∆∗op(h⊗ g), ei〉
= −fei〈g, ei1〉〈h, ei2〉)
Since
c−1 ⊗ c01 ⊗ c02 = e
i ⊗ (eic)1 ⊗ (eic)2
= ei ⊗ eic1 ⊗ c2 + e
i ⊗ ei1 ⊗ ei2c
and
c1−1 ⊗ c10 ⊗ c2 + c−1(1) ⊗ c−1(0) ⊗ c0
= ei ⊗ eic1 ⊗ c2 − e
iej ⊗ ej ⊗ eic,
while for all c′ ∈ C,
〈ei, c′〉ei1 ⊗ ei2c = c
′
1 ⊗ c
′
2c
= 〈ej , c′1〉〈e
i, c′2〉ej ⊗ eic
= 〈−eiej , c′〉ej ⊗ eic,
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thus Eq.(5.11) holds.
Since
d(0)1 ⊗ d(0)2 ⊗ d(1) = −(de
i)1 ⊗ (de
i)2 ⊗ ei
= −dei1 ⊗ e
i
2 ⊗ ei − d1 ⊗ d2e
i ⊗ ei
and
d1 ⊗ d2(0) ⊗ d2(1) + d(0) ⊗ d(1)−1 ⊗ d(1)0
= −d1 ⊗ d2e
i ⊗ ei − de
i ⊗ ej ⊗ ejei
while for all c′, d′ ∈ C,
〈dei1, c
′〉〈ei2, d
′〉ei = −〈d, c
′
2〉〈e
i
1, c
′
1〉〈e
i
2, d
′〉ei
= −〈d, c′2〉〈e
i, d′c′1〉ei
= −〈d, c′2〉d
′c′1
= −〈d, c′2〉〈e
i, c′1〉d
′ei
= 〈dei, c′〉d′ei
= 〈dei, c′〉〈ej , d′〉ejei,
so Eq.(5.12) holds. Therefore the proof is finished. 
Theorem 5.16. Let C be a finite dimensional infinitesimal bialgebra. Consider the linear space
D̂(C) := C ⊗ ′C.
Let {ei} be the basis of C and {e
i} the dual basis of ′C. Define
∆(c⊗ f) = c1 ⊗ c2−1 ⊗ c20 ⊗ f + c⊗ f1(0) ⊗ f1(1) ⊗ f2
= c1 ⊗ e
i ⊗ eic2 ⊗ f − c⊗ f1e
i ⊗ ei ⊗ f2. (5.16)
Then D̂(C) is a coalgebra.
Furthermore, define σ ∈ (D̂(C)⊗ D̂(C))∗ by
σ(c⊗ f, d⊗ g) = 〈g, c〉〈f, d〉. (5.17)
Then σ is a solution of coassociative Yang-Baxter equation. i.e., (D̂(C), σ) is a coquasitriangular
infinitesimal bialgebra. Moreover
µσ(c⊗ f, d⊗ g) = −c⊗ f1〈f2, d〉g − c〈f, d1〉d2 ⊗ g, (5.18)
where c, d ∈ C and f, g ∈ ′C.
Proof. By Lemma 5.15, we get the first asseration. It is straightforward that Eq.(5.18) is a
solution of CAYB in D̂(C). 
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Definition 5.17. Let (C, δ1, δ2, µ) be a covariant bialgebra. A right C-module and a right
C-comodule M is said to be a right covariant C-module if the action is a right covariant
coderivation with respect to δ1. Symmetrically, a left C-module and a left C-comodule N is said
to be a left covariant C-module if the action is a left covariant coderivation with respect to
δ2. A morphism of covariant modules is a map that is both C-linear and C-colinear. The
category of right (left) covariant C-modules is denoted by MCC(
C
CM).
Example 5.18. Let (C, δσ , δτ , µ) be a coquasitriangular covariant bialgebra associated to a
CYBP (σ, τ). Then every right C-comodule M is a right covariant C-module with the action
⊳M : M ⊗ C −→M,m⊗ c 7→ m(0)σ(m(1), c). (5.19)
Similarly, every left C-comodule N is a left covariant C-module with the action
⊲M : C ⊗N −→ N, c⊗ n 7→ −τ(c,m(−1))m(0). (5.20)
Proof. For all m ∈M and c ∈ C,
m ⊳M c1 ⊗ c2 +m(0) ⊗m(1) ⋄1 c = m(0) ⊗m(1)1σ(m(1)2, c)
= m(0)(0) ⊗m(0)(1)σ(m(1)
= ρ(m ⊳M c).
So the action is a right covariant coderivation with respect to δσ. In what follows, we will show
that (M,⊳M ) is a right C-module. For all c, d ∈ C and m ∈M , we have
(⊳M ◦ (id⊗ µ))(m⊗ c⊗ d) = m ⊳M (cd)
= m(0)σ(m(1), cd)
(5.1)
= m(0)σ(m(1)1, d)σ(m(1)2, c)
= m(0)(0)σ(m(0)(1), d)σ(m(1), c)
= (⊳M ◦ (⊳M ⊗ id))(m ⊗ c⊗ d).
Therefore, the first statement is verified. Similarly, we prove the second one. 
Next, we describe the relation between Rota-Baxter cosystems and dendriform coalgebras.
Definition 5.19. ([10]) A triple (C,∆≺,∆≻) consisting of a vector space C and two K-linear
operators ∆≺,∆≻ : C −→ C ⊗ C is called a dendriform coalgebra if, for all c ∈ C,
(∆≺ ⊗ id) ◦∆≺(c) = (id⊗∆≺ + id⊗∆≻) ◦∆≺(c), (5.21)
(∆≻ ⊗ id) ◦∆≺(c) = (id⊗∆≺) ◦∆≻(c), (5.22)
(∆≺ ⊗ id+∆≻ ⊗ id) ◦∆≻(c) = (id⊗∆≻) ◦∆≻(c). (5.23)
Theorem 5.20. Let C be a coassociative coalgebra and Q,T : C −→ C be K-linear maps.
Define the K-linear maps ∆≺,∆≻ : C −→ C ⊗ C by
∆≺(c) = c1 ⊗ T (c2), ∆≻(c) = Q(c1)⊗ c2 (5.24)
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for all c ∈ C. Then:
(1) If (C,Q, T ) is a Rota-Baxter cosystem, then (C,∆≺,∆≻) is a dendriform coalgebra.
(2) If C is a non-degenerate coalgebra and (C,∆≺,∆≻) is a dendriform coalgebra, then
(C,Q, T ) is a Rota-Baxter cosystem.
Proof. (1) First, we prove that Eq.(5.21) holds as follows.
RHS of Eq.(5.21) = c1 ⊗ T (c2)1 ⊗ T (T (c2)2) + c1 ⊗Q(T (c2)1)⊗ T (c2)2
(3.2)
= c1 ⊗ T (c21)⊗ T (c22)
= c11 ⊗ T (c12)⊗ T (c2) = LHS of Eq.(5.21).
Eq.(5.22) can be checked easily by the coassociativity.
LHS of Eq.(5.23) = Q(Q(c1)1)⊗Q(c1)2 ⊗ c2 +Q(c1)1 ⊗ T (Q(c1)2)⊗ c2
(3.1)
= T (c11)⊗ T (c12)⊗ c2
= T (c1)⊗ T (c21)⊗ c22 = RHS of Eq.(5.23).
Thus (C,∆≺,∆≻) is a dendriform coalgebra.
(2) It is straightforward by the proof of (1) and the non-degeneracy of C. 
Remark 5.21. In [10], the notions of dendriform bialgebra, codendriform bialgebra and biden-
driform bialgebra were introduced by combining dendriform algebra and dendriform coalgebra
structures. As mentioned above, Rota-Baxter (co)algebra can produce dendriform (co)algebra.
Then an interesting question is whether there is a kind of Rota-Baxter “bi”-algebras that lead to
structures of dendriform bialgebra, codendriform bialgebra or bidendriform bialgebra.
6. Examples of Rota-Baxter bialgebras and bisystems
In this section we provide further examples of Rota-Baxter bialgebras and bisystems.
6.1. 2-dimensional Examples.
Example 6.1 (2-dimensional bialgebra). We consider the 2-dimensional bialgebra K×K, where
the multiplication is defined with respect to a basis {u1, u2} by u1 · ui = ui · u1 = ui for i = 1, 2
and u2 · u2 = u2; and the comultiplication is defined by ∆(u1) = u1 ⊗ u1, ∆(u2) = u2 ⊗ u2. We
set that u1 is the unit and the counit is defined by ε(u1) = ε(u2) = 1.
• The (R,R)-Rota-Baxter structures of weight λ are given by
(a) R(u1) = −λu1, R(u2) = 0,
(b) R(u1) = 0, R(u2) = −λu2,
(c) R(u1) = −λu1, R(u2) = −λu2.
• The (R,Q)-Rota-Baxter structures of weight λ and γ respectively are given by the pairs
(R,Q) taken from the following list of R’s
(a) R(u1) = 0, R(u2) = −λu2,
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(b) R(u1) = −λu2, R(u2) = −λu2,
(c) R(u1) = λu2, R(u2) = 0,
(d) R(u1) = 0, R(u2) = λu1 − λu2,
(e) R(u1) = −2λu1 + λu2, R(u2) = −λu1,
(f) R(u1) = −λu1, R(u2) = 0,
(g) R(u1) = −λu1, R(u2) = −λu2,
(h) R(u1) = −λu1 − λu2, R(u2) = −λu2,
(i) R(u1) = −λu1 + λu2, R(u2) = 0,
(j) R(u1) = −λu1, R(u2) = −λu1,
(k) R(u1) = λu1 − λu2, R(u2) = λu1 − λu2,
and the following list of Q’s
(a) Q(u1) = 0, Q(u2) = −γu2,
(b) Q(u1) = −γu1, Q(u2) = 0,
(c) Q(u1) = −γu1, Q(u2) = −γu2.
• The bisystems are given by the pairs (R,S) and pairs (Q,T ) taken from the following
list for (R,S)
(a) R(u1) = p1u2, R(u2) = 0, S(u1) = p1u1 + p2u2, S(u2) = p2u2,
(b) R(u1) = p1u2, R(u2) = p1u2, S(u1) = −p2u1 + p1u2, S(u2) = 0,
(c) R(u1) = p1u2, R(u2) = p2u2, S(u1) = (p1 − p2)u1, S(u2) = 0,
(d) R(u1) = p1u1, R(u2) = p1u1, S(u1) = −p2u1 + p2u2, S(u2) = p1u1 − p1u2,
(e) R(u1) = −p1u1 + p1u2, R(u2) = 0, S(u1) = p2u2, S(u2) = p2u2,
(f) R(u1) = −p1u1+p1u2, R(u2) = −p1u1+p1u2, S(u1) = −(p1+p2)u1+p2u2, S(u2) =
−p1u1,
(g) R(u1) = −p1u1 + p1u2, R(u2) = p1u1 − p1u2, S(u1) = p1u1, S(u2) = p1u1,
(h) R(u1) = −(p1 + p2)u1 + p1u2, R(u2) = −p2u1, S(u1) = −p2u1 + p2u2, S(u2) =
−p2u1 + p2u2,
(i) R(u1) = p1u1 + p2u2, R(u2) = p2u2, S(u1) = p1u2, S(u2) = 0,
(j) R(u1) = p1u1, R(u2) = 0, S(u1) = p2u2, S(u2) = (−p1 + p2)u2,
(k) R(u1) = 0, R(u2) = −p1u2, S(u1) = p1u1, S(u2) = 0,
(l) R(u1) = p1u2, R(u2) = 0, S(u1) = p1u1 − p1u2, S(u2) = 0,
(m) R(u1) = p1u2, R(u2) = 0, S(u1) = p1u1 − p1u2, S(u2) = −p1u2,
(n) R(u1) = p1u2, R(u2) = 0, S(u1) = p1u1, S(u2) = 0,
(o) R(u1) = p1u2, R(u2) = 0, S(u1) = p1u1 − p1u2, S(u2) = 0,
(p) R(u1) = p1u2, R(u2) = 0, S(u1) = p1u1 − p1u2, S(u2) = −p1u2,
(q) R(u1) = p1u2, R(u2) = p1u2, S(u1) = p1u1 − p1u2, S(u2) = p1u1 − p1u2,
(r) R(u1) = p1u2, R(u2) = p1u2, S(u1) = p1u1 − p1u2, S(u2) = p1u1 − p1u2,
(s) R(u1) = p1u1 − p1u2, R(u2) = 0, S(u1) = p1u2, S(u2) = 0,
(t) R(u1) = p1u1 − p1u2, R(u2) = −p1u2, S(u1) = p1u2, S(u2) = 0,
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(u) R(u1) = p1u1, R(u2) = 0, S(u1) = p1u2, S(u2) = 0,
(v) R(u1) = p1u1 − p1u2, R(u2) = 0, S(u1) = p1u2, S(u2) = 0,
where p1, p2 are parameters, and the following list for (Q,T )
(a) Q(u1) = 0, Q(u2) = q1u2, T (u1) = q2u1, T (u2) = 0,
(b) Q(u1) = q1u1, Q(u2) = 0, T (u1) = 0, T (u2) = q2u2,
(c) Q(u1) = q1u2, Q(u2) = 0, T (u1) = 0, T (u2) = q1u2,
(d) Q(u1) = 0, Q(u2) = q1u1 + q1u2, T (u1) = q1u1 + q1u2, T (u2) = 0,
(e) Q(u1) = 0, Q(u2) = q1u1, T (u1) = q1u1, T (u2) = 0,
(f) Q(u1) = q1u1 + q1u2, Q(u2) = 0, T (u1) = 0, T (u2) = q1u1 + q1u2,
where q1, q2 are parameters.
6.2. 3-dimensional and 4-dimensional Examples.
Example 6.2 (3-dimensional bialgebra). We consider the 3-dimensional bialgebra K×K, where
the multiplication is defined with respect to a basis {u1, u2, u3} by u1 · ui = ui · u1 = ui for
i = 1, 2, 3 and u2 · u2 = u2, u2 · u3 = u3 · u2 = u3, u3 · u3 = 0; and the comultiplication is defined
by ∆(u1) = u1 ⊗ u1, ∆(u2) = u1 ⊗ u2+ u2 ⊗ u1 − u2 ⊗ u2, ∆(u3) = u1⊗ u3 + u3 ⊗ u1− u3 ⊗ u2.
We set that u1 is the unit and the counit is defined by ε(u1) = 1, ε(u2) = ε(u3) = 0.
• The (R,R)-Rota-Baxter structures of weight λ are given by
(a) R(u1) = −λu1, R(u2) = 0, R(u3) = 0,
(b) R(u1) = 0, R(u2) = −λu2, R(u3) = 0,
(c) R(u1) = 0, R(u2) = 0, R(u3) = −λu3,
(d) R(u1) = −λu1, R(u2) = −λu2, R(u3) = 0,
(e) R(u1) = 0, R(u2) = −λu2, R(u3) = −λu3,
(f) R(u1) = −λu1, R(u2) = 0, R(u3) = −λu3,
(g) R(u1) = −λu1, R(u2) = −λu2, R(u3) = −λu3,
• The (R,Q)-Rota-Baxter structures of weight λ and γ respectively are given by the pairs
(R,Q) taken from the following list of R’s
(a) R(u1) = 0, R(u2) = 0, R(u3) = −λu3,
(b) R(u1) = 0, R(u2) = −λu2, R(u3) = 0,
(c) R(u1) = 0, R(u2) = −λu2, R(u3) = −λu3,
(d) R(u1) = −λu2, R(u2) = −λu2, R(u3) = 0,
(e) R(u1) = −λu2, R(u2) = −λu2, R(u3) = −λu3,
(f) R(u1) = λu2, R(u2) = 0, R(u3) = 0,
(g) R(u1) = λu2, R(u2) = 0, R(u3) = −λu3,
(h) R(u1) = 0, R(u2) = λu1 − λu2, R(u3) = 0,
(i) R(u1) = 0, R(u2) = λu1 − λu2, R(u3) = −λu3,
(j) R(u1) = −2λu1 + λu2, R(u2) = −λu1, R(u3) = 0,
(k) R(u1) = −2λu1 + λu2, R(u2) = −λu1, R(u3) = −λu3,
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(l) R(u1) = −λu1, R(u2) = 0, R(u3) = 0,
(m) R(u1) = −λu1, R(u2) = 0, R(u3) = −λu3,
(n) R(u1) = −λu1, R(u2) = −λu2, R(u3) = 0,
(o) R(u1) = −λu1, R(u2) = −λu2, R(u3) = −λu3,
(p) R(u1) = −λu1 − λu2, R(u2) = −λu2, R(u3) = 0,
(q) R(u1) = −λu1 − λu2, R(u2) = −λu2, R(u3) = −λu3,
(r) R(u1) = −λu1 + λu2, R(u2) = 0, R(u3) = 0,
(s) R(u1) = −λu1 + λu2, R(u2) = 0, R(u3) = −λu3,
(t) R(u1) = −λu1, R(u2) = −λu1, R(u3) = 0,
(u) R(u1) = −λu1, R(u2) = −λu1, R(u3) = −λu3,
(v) R(u1) = λu1 − λu2, R(u2) = λu1 − λu2, R(u3) = 0,
(w) R(u1) = λu1 − λu2, R(u2) = λu1 − λu2, R(u3) = −λu3,
and the following list of Q’s
(a) Q(u1) = −γu1, Q(u2) = −γu2, Q(u3) = −γu3.
(b) Q(u1) = −γu1, Q(u2) = −γu2, Q(u3) = 0.
(c) Q(u1) = −γu1, Q(u2) = 0, Q(u3) = −γu3.
(d) Q(u1) = 0, Q(u2) = −γu2, Q(u3) = −γu3.
(e) Q(u1) = −γu1, Q(u2) = 0, Q(u3) = 0.
(f) Q(u1) = 0, Q(u2) = −γu2, Q(u3) = 0.
(g) Q(u1) = 0, Q(u2) = 0, Q(u3) = −γu3.
(h) Q(u1) = 0, Q(u2) = pu2 −
√
−p(γ + p)u3, Q(u3) = −
√
−p(γ + p)u2 − (γ + p)u3.
(i) Q(u1) = 0, Q(u2) = pu2 +
√
−p(γ + p)u3, Q(u3) =
√
−p(γ + p)u2 − (γ + p)u3.
(j) Q(u1) = −γu1, Q(u2) = pu2−
√
−p(γ + p)u3, Q(u3) = −
√
−p(γ + p)u2−(γ+p)u3.
(k) Q(u1) = −γu1, Q(u2) = pu2+
√
−p(γ + p)u3, Q(u3) =
√
−p(γ + p)u2− (γ+p)u3,
where p is a parameter.
• Examples of bisystems are given by pairs (R,S) and pairs (Q,T ) taken from the following
list for (R,S)
(a) R(u1) = p1u3, R(u2) = p1u3, R(u3) = −p2u3,
S(u1) = (p2 − p3)u1 + p3u2, S(u2) = p2u2, S(u3) = 0.
(b) R(u1) = p1u3, R(u2) = 0, R(u3) = 0,
S(u1) = p2u2 + (p1 + p3)u3, S(u2) = p2u2 + p3u3, S(u3) = p2u3.
(c) R(u1) = p1u2 + p2u3, R(u2) = p2u3, R(u3) = −p3u3,
S(u1) = p1u1 + p3u2, S(u2) = p3u2, S(u3) = 0.
(d) R(u1) = −p1u1 + p1u2, R(u2) = −p2u1 + p2u2, R(u3) = 0,
S(u1) = −p2u1 + p3u3, S(u2) = −p2u1 + p3u3, S(u3) = −p2u3.
(e) R(u1) = −p1u1 + p1u2, R(u2) = −p1u1 + p1u2, R(u3) = p2u1 − p2u2,
S(u1) = −(p1 + p3)u1 + p3u2, S(u2) = −p1u1, S(u3) = p2u1.
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(f) R(u1) = −(p1 + p2)u1 + p1u2, R(u2) = −p2u1, R(u3) = p3u1,
S(u1) = −p2u1 + p2u2, S(u2) = −p2u1 + p2u2, S(u3) = p3u1 − p3u2.
(g) R(u1) = p1u1 − p1u2 + p2u3, R(u2) = p1u1 − p1u2 + p2u3, R(u3) = −p1u3,
S(u1) = p1u2, S(u2) = p1u2, S(u3) = 0.
where p1, p2, p3 are parameters, an the following list for (Q,T )
(a) Q(u1) = −q1u1, Q(u2) = 0, Q(u3) = −q1u3,
T (u1) = 0, T (u2) = q1u2, T (u3) = 0.
(b) Q(u1) = −q1u1 + q1u2, Q(u2) = −q1u1 + q1u2, Q(u3) = 0,
T (u1) = q1u2, T (u2) = q1u1, T (u3) = q1u3.
(c) Q(u1) = −q1u1 + q1u2, Q(u2) = 0, Q(u3) = −q1u3,
T (u1) = q1u1 + q1u2, T (u2) = q1u1 + q1u2, T (u3) = 0.
(d) Q(u1) = −
q2
1
+q2
2
q1
u1, Q(u2) = −
q2
1
+q2
2
q1
u1, Q(u3) =
q2
1
+q2
2
q2
u1,
T (u1) = 0, T (u2) = q1u2 + q2u3, T (u3) = q2u2 +
q2
2
q1
u3.
(e) Q(u1) = −
q2
1
+q2
2
q1
u1 + q1u2 + q2u3, Q(u2) = −
2q2
1
+q2
2
q1
u1, Q(u3) =
2q2
1
+q2
2
q2
u1,
T (u1) = q1u1+q1u2+q2u3, T (u2) = q1u1+q1u2+q2u3, T (u3) = q2u1+q2u2+
q2
2
q1
u3.
(f) Q(u1) = −q1u1 + q1u2, Q(u2) = −q1u1 + q1u2, Q(u3) = q2u1 − q2u2,
T (u1) = q1u2, T (u2) = q1u1, T (u3) = 0.
(g) Q(u1) = 0, Q(u2) = q1u1 −
q1q3+q22
q3
u2 + q2u3, Q(u3) =
q1q3
q2
u1 +
q1q3+q22
q2
u2 − q3u3,
T (u1) =
q2
3
+q2
2
q3
u1, T (u2) = q3u2 + q2u3, T (u3) = q2u2 +
q2
2
q3
u3.
where q1, q2, q3 are parameters.
Example 6.3. Now, we consider the unital Taft-Sweedler algebra generated by g, x and the
relations (g2 = 1, x2 = 0, xg = −gx). The comultiplication is defined by ∆(g) = g ⊗ g and
∆(x) = x⊗ 1 + g ⊗ x, the counit is given by ε(g) = 1, ε(x) = 0.
The bialgebra T2 is 4-dimensional, it is defined with respect to a basis {u1 = 1, u2 = g, u3 =
x, u4 = gx} by the following table which describes multiplying the ith row elements by the jth
column elements.
u1 u2 u3 u4
u1 u1 u2 u3 u4
u2 u2 u1 u4 u3
u3 u3 −u4 0 0
u4 u4 −u3 0 0
and
∆(u1) = u1 ⊗ u1, ∆(u2) = u2 ⊗ u2, ∆(u3) = u3 ⊗ u1 + u2 ⊗ u3, ∆(u4) = u4 ⊗ u2 + u1 ⊗ u4.
ε(u1) = ε(u2) = 1, ε(u3) = ε(u4) = 0.
• The (R,R)-Rota-Baxter structures of weight λ are given by
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(a) R(u1) = 0, R(u2) = 0, R(u3) = −λu3, R(u4) = −λu4, ,
(b) R(u1) = −λu1, R(u2) = −λu2, R(u3) = 0, R(u4) = 0, ,
(c) R(u1) = −λu1, R(u2) = −λu2, R(u3) = −λu3, R(u4) = −λu4, ,
• The (R,Q)-Rota-Baxter structures of weight λ and γ respectively are given by pairs
(R,Q) taken from the following list of R’s
(a) R(u1) = 0, R(u2) = −p1u1 + p1u2 −
(λ+p1)(λ+p1+p2)
p3
u3 +
(λ+p1)(λ+p2)
p3
u4,
R(u3) = −p3u1 + p3u2 − (2λ+ p1 + p2)u3 + (λ+ p2)u4,
R(u4) = −p3u1 + p3u2 − (λ+ p1 + p2)u3 + p2u4,
(b) R(u1) = −λu1, R(u2) = (λ+ p1)u1 + p1u2 −
(λ+p1)(λ+p1+p2)
p3
u3 +
(λ+p1)(λ+p2)
p3
u4,
R(u3) = p3u1 + p3u2 − (2λ+ p1 + p2)u3 + (λ+ p2)u4,
R(u4) = p3u1 + p3u2 − (λ+ p1 + p2)u3 + p2u4,
(c) R(u1) = −λu1, R(u2) = λu1 + p1u3 +
p1p2
λ+p2
u4,
R(u3) = −(λ+ p2)u3 − p2u4,
R(u4) = (λ+ p2)u3 + p2u4,
(d) R(u1) = −λu1, R(u2) = λu1 +
λ(λ+p1)
p2
u3 +
λ(λ+p1)
p2
u4,
R(u3) = −p2u1 − p2u2 − (2λ+ p1)u3 − (λ+ p1)u4,
R(u4) = p2u1 + p2u2 + (λ+ p1)u3 + p1u4,
(e) R(u1) =
1
2λu1 −
1
2λu2 + p1u3 + p2u4, R(u2) =
1
2λu1 −
1
2λu2 − p2u3 + p1u4,
R(u3) = −
1
2λu3 −
1
2λu4,
R(u4) = −
1
2λu3 −
1
2λu4,
where p1, p2, p3 are parameters, and the following list of Q’s
(a) Q(u1) = −γu1, Q(u2) = −γu2, Q(u3) = −γu3, Q(u4) = −γu4,
(b) Q(u1) = −γu1, Q(u2) = −γu2, Q(u3) = −γu3, Q(u4) = 0,
(c) Q(u1) = −γu1, Q(u2) = −γu2, Q(u3) = 0, Q(u4) = 0,
(d) Q(u1) = −γu1, Q(u2) = 0, Q(u3) = 0, Q(u4) = 0,
(e) Q(u1) = −γu1, Q(u2) = −γu2, Q(u3) = 0, Q(u4) = −γu4,
(f) Q(u1) = 0, Q(u2) = 0, Q(u3) = −γu3, Q(u4) = −γu4.
(g) Q(u1) = 0, Q(u2) = −γu2, Q(u3) = 0, Q(u4) = 0,
• Examples of bisystems are given by a pair (R,S) and a pair (Q,T ) taken from the
following list for (R,S)
(a) R(u1) = −p1u1, R(u2) = 0, R(u3) = 0, R(u4) = 0,
S(u1) = p2u4, S(u2) = p3u4, S(u3) = 0, S(u4) = p1u4,
(b) R(u1) = −(p1 + p2)u1, R(u2) = −(p1 + p2)u2, R(u3) = 0, R(u4) = 0,
S(u1) = p3u3 −
p3p2
p1
u4, S(u2) = −p3u3 +
p3p2
p1
u4, S(u3) = p1u3 − p2u4, S(u4) =
−p1u3 + p2u4,
(c) R(u1) = −(p1 + p2)u1, R(u2) = −(p1 + p2)u2, R(u3) = 0, R(u4) = 0,
S(u1) = p3u3 +
p3p2
p1
u4, S(u2) = p3u3 +
p3p2
p1
u4, S(u3) = p1u3 + p2u4, S(u4) =
p1u3 + p2u4,
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(d) R(u1) = −p1u1, R(u2) = −p1u2, R(u3) = 0, R(u4) = 0,
S(u1) = p3u3 + p4u4, S(u2) = p4u3 + p3u4, S(u3) = p1u3, S(u4) = p1u4,
(e) R(u1) = −p1u1, R(u2) = −p1u2, R(u3) = 0, R(u4) = 0,
S(u1) = p2u4, S(u2) = −p2u4, S(u3) = −p1u4, S(u4) = p1u4,
(f) R(u1) = −p1u1, R(u2) = −p1u2, R(u3) = 0, R(u4) = 0,
S(u1) = p2u4, S(u2) = p2u4, S(u3) = p1u4, S(u4) = p1u4,
(g) R(u1) = −(p1 + p2)u1, R(u2) = −(p1 + p2)u2, R(u3) = 0, R(u4) = 0,
S(u1) = 0, S(u2) = 0, S(u3) = p1u3 − p2u4, S(u4) = −p1u3 + p2u4,
(h) R(u1) = −2p1u1, R(u2) = −2p1u2, R(u3) = 0, R(u4) = 0,
S(u1) = p2u3 − p2u4, S(u2) = −p2u3 + p2u4, S(u3) = p1u3 − p1u4, S(u4) =
−p1u3 + p2u4,
(i) R(u1) = 0, R(u2) = 0, R(u3) = −p1u3, R(u4) = −p1u4,
S(u1) = p1u1, S(u2) = p1u2, S(u3) = 0, S(u4) = 0,
(j) R(u1) = 0, R(u2) = 0, R(u3) = 0, R(u4) = −p1u4,
S(u1) = p1u1, S(u2) = 0, S(u3) = 0, S(u4) = 0,
where p1, p2, p3 are parameters, and the following list for (Q,T )
(a) Q(u1) = 0, Q(u2) = 0, Q(u3) = q1u2 −
q1q3
q2
, Q(u4) = q2u2 − q3u4,
T (u1) = q4u1, T (u2) = q3u2, T (u3) = 0, T (u4) = 0,
(b) Q(u1) = 0, Q(u2) = q1u2 + q2u3, Q(u3) = q3u3, Q(u4) =
q1q4
q2
u2 + q4u4,
T (u1) = −q3u1, T (u2) = 0, T (u3) = 0, T (u4) = 0,
(c) Q(u1) = q1u2 + q2u4, Q(u2) = 0, Q(u3) = q3u2 +
q3q2
q1
u4, Q(u4) = q4u2 +
q2q4
q1
u4,
T (u1) = 0, T (u2) =
q2
1
−q4q2
q1
u2, T (u3) = 0, T (u4) = 0,
(d) Q(u1) = 0, Q(u2) = q1u2 + q2u3, Q(u3) = −q3u3, Q(u4) = 0,
T (u1) = q3u1, T (u2) = 0, T (u3) = 0, T (u4) = q3u4,
(e) Q(u1) = q1u2 + q2u4, Q(u2) = 0, Q(u3) = 0, Q(u4) =
q1(q1−q3)
q2
u2 + (q1 − q3)u4,
T (u1) = 0, T (u2) = q3u2, T (u3) = q3u3, T (u4) = 0,
(f) Q(u1) = q1u2 + q2u4, Q(u2) = −q3u2, Q(u3) = 0, Q(u4) =
q1(q1+q3)
q2
u2 + q1u4,
T (u1) = 0, T (u2) = 0, T (u3) = q3u3, T (u4) = 0,
(g) Q(u1) = q1u1 + q1u2, Q(u2) = 0, Q(u3) = q2u2 + q1u3, Q(u4) = −q1u4,
T (u1) = 0, T (u2) = q1u1 + q1u2, T (u3) = 0, T (u4) = 0,
(h) Q(u1) = q1u1 + q1u2, Q(u2) = 0, Q(u3) = q1u3 − q1u4, Q(u4) = 0,
T (u1) = 0, T (u2) = q1u1 + q1u2, T (u3) = 0, T (u4) = q1u3 − q1u4,
(i) Q(u1) = q1u1 + q1u2, Q(u2) = 0, Q(u3) = q1u3 + q1u4, Q(u4) = 0,
T (u1) = 0, T (u2) = q1u1 + q1u2, T (u3) = 0, T (u4) = −q1u3 − q1u4,
(j) Q(u1) = q1u1, Q(u2) = −q2u2, Q(u3) = 0, Q(u4) = −q2u4,
T (u1) = 0, T (u2) = 0, T (u3) = q2u3, T (u4) = 0,
where q1, q2, q3 are parameters.
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