To solve the problems in two-step processing of image fusion and Super-Resolution Reconstruction (SRR), we propose a joint framework of image Fusion and Super-Resolution (FSR) based on multicomponent analysis and residual compensation. Inspired by the idea of multicomponent analysis, we design a new structure-texture decomposition model to realize multicomponent dictionary learning for the above task. To depict the relationship between low-resolution image and its corresponding high-resolution image, the correlation of their sparse coding coefficients is introduced in the model. To compensate the information loss during the SRR, we propose a reconstruction residue compensation mechanism, in which the reconstruction residual error is compensated into the initial result of FSR to improve the quality of the final processing result. In addition, we propose different fusion algorithms for structure and texture components. For structure components, the fusion rule with the maximum absolute value is adopted, and for texture components, we design a new saliency measure to construct fusion results. Experiment results show that the proposed method can well retain the brightness and detail information in the original image, and is superior to other methods in subjective and objective evaluation.
I. INTRODUCTION
Image fusion is to synthesize the complementary information in multiple images of the same scene captured by different sensors or the same sensor with different parameter settings to create an image that can more accurately describe the scene information. Image fusion technology has been widely used in medical diagnosis, remote sensing monitoring, video surveillance, military field, etc.
Image fusion has two key issues that need to be addressed: (1) image representation. How to represent image information more effectively will directly affect the quality of fused result. (2) design of fusion rules. The fusion rules with excellent performance can effectively extract the complementary information from source images, and then obtain high-quality fusion results. In recent years, many scholars have carried out a large amount of research work on these two
The associate editor coordinating the review of this manuscript and approving it for publication was Haimiao Hu. issues in image fusion, and many image fusion algorithms have emerged [1] - [6] . These image fusion algorithms can be roughly divided into three categories: multi-scale transformation based methods [7] - [10] , Sparse Representation (SR) based methods [11] - [17] and deep learning based methods [18] - [20] , which all have been widely used in the field of image fusion. However, the above methods cannot improve the spatial resolution of the original images in the process of image fusion. If the resolution of the source images is low, the fused image is also of low resolution, which limits the further application of the fusion result. To improve the spatial resolution of the images to be fused, FSR can be carried out by step. In this two-step processing, the artifacts generated in the first step will inevitably be propagated to the next step, which will make the final result worse [21] . Therefore, the joint implementation of FSR is very necessary.
Yin et al. [21] first proposed a method to realize image fusion and super-resolution simultaneously based on SR. This method consists of three steps: image decomposition, fusion of sparse coding coefficients and SRR. In [22] , joint image fusion and super-resolution based on convolutional neural network (CNN) was proposed. The algorithm first used CNN to reconstruct high-frequency components of low-resolution images, and then fused the reconstructed high-frequency coefficients. Li et al. [23] proposed fractional differential and variational model to perform image fusion and super-resolution simultaneously. Although the above methods can achieve joint FSR, the image processing effect still has much room for improvement. To realize FSR simultaneously, we propose a joint processing framework based on multicomponent dictionary learning, and establish the correlation between high-and low-resolution images. Moreover, to improve visual effects of FSR results, we also propose a reconstruction residual compensation mechanism. Meanwhile, different fusion schemes are utilized for the structure and texture components of the images to improve the quality of the fused image. The general framework of the proposed algorithm is shown in Fig. 1 .
As shown in Fig. 1 , the proposed algorithm mainly consists of six steps: (1) The structure and texture dictionaries are obtained according to the proposed dictionary learning model. Meanwhile, the transformation matrix between sparse coding coefficients of high-and low-resolution images can also be acquired. (2) The low-resolution source images are decomposed into structure and texture components based on the learned dictionaries and image decomposition model. ( 3) The initial SRR results are constructed based on the high-resolution structure and texture dictionaries and the transformation matrix. (4) The sparse coding coefficients of structure and texture components are fused based on the proposed novel fusion scheme. (5) The initial FSR result is obtained based on the high-resolution structure and texture dictionaries. (6) The residual compensation is performed by integrating the reconstruction residuals into the initial FSR result, and then we can obtain the final FSR result.
The major contributions and advantages of our work are summarized as follows: • We propose a joint learning model of high-and low-resolution structure and texture dictionary pairs, establish the relationship between the sparse coding coefficients of high-and low-resolution images in the dictionary learning model and implement joint FSR by using the relationship transformation matrix and the learned dictionaries.
• We put forward a residual compensation mechanism which performs compensation by integrating the reconstruction residual into the initial FSR result to improve the quality of the final result. Based on multicomponent analysis and residual compensation, we develop a joint implementation framework of FSR.
• We propose different fusion schemes for sparse coding coefficients of different components. For structure components, the coding coefficients are fused by using maximum l 1 norm fusion rule. For texture components, we design a novel fusion scheme based on saliency measure. The experimental results show that the proposed method can retain the brightness and details in the source images, and achieve better results in terms of both subjective and objective evaluation. The remainder of the paper is organized as follows. In Section II we briefly review the related work. Section III describes the proposed dictionary learning and image decomposition models, and the optimization algorithms of our models are presented in Section IV. The joint implementation framework of FSR is described in Section V. The extensive experimental results and analysis are presented in Section VI. Finally, the conclusions are presented in Section VII.
II. RELATED WORK A. SR BASED IMAGE FUSION
In recent years, SR has been successfully applied to image fusion [14] - [16] , pattern recognition and classification [24] , [25] due to its impressive performance. However, conventional image fusion methods based on SR mostly treat the image as a single component and only use one dictionary to describe it [5] , [11] . It is difficult to characterize the complex structures of images with only a small dictionary because images are composed of components with different morphological characteristics [26] , [27] . Therefore, image fusion algorithms based on multicomponent analysis have emerged. Jiang and Wang [28] respectively used the curvelet and Discrete Cosine Transform (DCT) dictionaries to represent cartoon and texture components of the source images. Then the sparse coding coefficients of both cartoon components and texture components were respectively fused according to the maximum absolute value rule. In [29] , Liu et al. proposed a novel image fusion algorithm which used the curvelet and local DCT to represent cartoon and texture components of images respectively. All the dictionaries above are analytical dictionaries, which have weak adaptive ability and cannot effectively depict the complex structure of images. Therefore, Li et al. [13] developed an image fusion method based on low-rank and sparse decomposition, in which the low-rank and sparse dictionaries were learned from the sample images. Inspired by image multicomponent analysis [26] , [27] , we design a novel structure and texture dictionary learning model to decompose the images to be fused into two different components: structure and texture. Then, different fusion rules are adopted for different components to improve the quality of image fusion.
B. SINGLE IMAGE SRR
Single image SRR is to reconstruct a high-resolution image from a single degraded low-resolution image. At present, the most popular method for single image SRR is based on machine learning. In [30] , Freeman et al. established the correspondence between low-and high-resolution image blocks based on Markov random field. This algorithm required a large amount of time to construct training sets, and image reconstruction was also time-consuming. Chang et al. [31] proposed a SRR method based on locally linear embedding manifold learning, but its reconstruction effect had the problem of the over-fitting or under-fitting. In [32] and [33] , the super-resolution methods based on variation were proposed, which could produce the rich details and sharp edges. Yang et al. [34] proposed a SRR method based on SR. In this method, high-and low-resolution sample images were firstly used to train high-and low-resolution dictionary pair. Then the sparse coding coefficients of the low-resolution image to be reconstructed were solved based on the low-resolution dictionary, and the high-resolution image was reconstructed according to the coding coefficients and the high-resolution dictionary. It is of crucial importance to build an appropriate dictionary learning model for SRR based on SR. To improve the quality of reconstructed images, Dong et al. [35] proposed an adaptive SR model. In this model, the joint processing of SRR and denoising was realized by introducing non-local similarity constraint on sparse coding. To solve the shortcomings caused by the block vectorization of conventional SR, Gu et al. [36] proposed a SRR method based on convolutional sparse coding. In recent years, deep network has been used to represent the mapping relationship between low-and high-resolution images, such as Convolutional Neural Network (CNN) [37] , Deeply-Recursive Convolutional Network (DRCN) [38] , Generative Adversarial Networks (GAN) [39] , etc. Although the existing SRR methods can achieve impressive reconstruction results, they cannot obtain a high-resolution fusion image from the multi-source lowresolution images to be fused. And, although high-resolution fusion can be obtained by two-step processing, it is easy to cause the loss of source image information and the introduction of artifacts. To solve this problem, we propose a joint framework for achieving FSR.
III. PROPOSED METHOD
In this paper, we consider an image as composed of structure and texture components with different morphological characteristics, in which the structure components mainly contain large-scale edge information, while the texture components mainly contain small-scale details. After decomposing the image into different components, different fusion schemes can be adopted for different components to improve the quality of the FSR result.
A. STRUCTURE AND TEXTURE DICTIONARY LEARNING MODEL
Assuming that y i ∈ R M (i = l, h) is the column vector of an image block with a size of
The subscript i = l, h denotes low and high resolution. Y i = [y i,1 , y i,2 , · · · , y i,N ] ∈ R M ×N represents the training sample set composed of N image blocks, whose structure and texture components are represented as Y i,s ∈ R M ×N and Y i,t ∈ R M ×N . The relationship between the training sample and its structure and texture components can be formulated as follows:
where λ 1 and λ 2 are the balance parameters. Since the texture components Y i,t are sparse and oscillatory, Y i,t 1 is used to regularize its solution space. • TV is the TV norm. Since the structure components Y i,s mainly contain coarse-scale edge structure and background information, we can use TV norm to depict them. According to the SR theory, Eq.(1) can be rewritten as:
where j = {s, t}, D i,s ∈ R M ×V and D i,t ∈ R M ×V represent the structure and texture dictionaries at different resolutions, respectively. V is the size of the dictionary. A i,s ∈ R V ×N and A i,t ∈ R V ×N represent the coding coefficients of structure and texture components at different resolutions, respectively. λ 3 , λ 4 and λ 5 are the regularization parameters. To establish the relationship between sparse coding coefficients of high-and low-resolution images, a relationship transformation matrix H is introduced, and the structure and texture dictionary learning model can be modified as follows:
where H ∈ R V ×V represents the transformation relationship between low-and high-resolution sparse coding coefficients.
B. IMAGE DECOMPOSITION MODEL
Assuming that the input low-resolution image is segmented into P image patches with a size of
M , x p ∈ R M (p = 1, 2, · · · , P) represents the column vector formed by the p-th image block. Then the input image can be reshaped into matrix X l = [x l,1 , x l,2 , · · · , x l,P ] ∈ R M ×P . According to the learned dictionaries D i,s and D i,t , the proposed image decomposition model can be formulated as:
where X l,s ∈ R M ×P represents the structural components. Z l,s ∈ R V ×P and Z l,t ∈ R V ×P represent the sparse coding coefficients of the structure and texture components, respectively. β 1 , β 2 , β 3 and β 4 are the balance parameters. The regularization term D l,t Z l,t 1 can make the texture components sparse. The regularization term D l,s Z l,s TV is used to depict the structure components.
IV. OPTIMIZATION AND ALGORITHM
In this section, we use alternating iteration method to optimize the dictionary learning and image decomposition models by updating one variable and fixing other variables.
The objective function of Eq. (3) can be simplified to:
To solve Eq. (5), the auxiliary variable E i,s (i = l, h) is introduced, and Eq. (5) can be rewritten as:
E i,s is updated by solving the following equation:
This is a typical TV norm solution problem which can be solved by the method in [40] . After solving E i,s , Y i,s can be updated by solving the following equation:
All terms of Eq. (8) are Frobenius norms, which have an analytic solution:
where
To optimize Y i,t , the auxiliary variable E i,t (i = l, h) is introduced, and then Eq. (10) can be rewritten as:
where E i,t can be updated by solving the following equation:
The above objective function is a typical l 1 norm minimization problem which can be solved by the Fast Iterative Shrinkage-Thresholding (FIST) algorithm [41] . At this point, Y i,t can be updated by solving the following equation:
which has the closed-form solution:
2) UPDATING SPARSE CODING COEFFICIENTS
Fix other parameters unchanged to update A i,s . Eq. (3) can be rewritten as:
A i,s has a closed-form solution:
where I V represents the V × V identity matrix. Next, the optimal A i,t (i = l, h) can be obtained by solving the following equation:
To optimize A i,t , we introduce a variable B i,t (i = l, h) and relax Eq. (17) to:
B i,t can be updated by solving Eq. (19):
The above objective function is also a typical l 1 norm minimization problem which can be solved by the FIST algorithm [41] . Then, A i,t can be updated by solving: (20) which has an analytic solution:
3) UPDATING TRANSFORMATION MATRIX Fix other parameters of Eq. (3) to update the matrix H:
which has closed-form solution:
4) UPDATING STRUCTURE AND TEXTURE DICTIONARIES
Fix other parameters to update D i,s and Eq. (3) can be rewritten as:
D i,s has an analytic solution:
Similarly, fixing other parameters, D i,t is updated. Eq. (3) can be simplified as:
D i,t also has an analytic solution:
The details of solving the proposed dictionary learning model can be found in Algorithm 1.
Algorithm 1 Algorithm for Structure and Texture Dictionary Learning
Input: the initial dictionaries D i,s and D i, 
With the learned dictionaries D l,s and D l,t , the sparse coding coefficients Z l,s and Z l,t can be obtained according to Eq. (4). Firstly, we fix Z l,s and Z l,t , update X l,s by solving:
28) X l,s has a closed-form solution:
Then, Z l,s can be updated by fixing X l,s and Z l,t . Eq.(4) can be simplified as:
To optimize Z l,s , we introduce an auxiliary variable P l,s , and Eq.(30) can be reformulated as:
s can be updated by solving:
This is also a typical TV norm solution problem, which can be solved by the method in [40] .
After P l,s is updated, we can obtain Z l,s by solving:
which has a closed-form solution:
Next, we fix X l,s and Z l,s to update Z l,t and Eq. (4) can be reformulated as:
To solve the above optimization problem, the auxiliary variable P l,t is introduced and Eq. (35) is rewritten as:
Then, P l,t is firstly updated:
Obviously, P l,t can be solved by the FIST algorithm. Then, we can obtain Z l,t by solving:
by the FIST algorithm, where X l = X l − X l,s P l,t ,
We summarize our proposed image decomposition algorithm in Algorithm 2. 
C. CONVERGENCE ANALYSIS
The optimization of Eqs. (3) and (4) mainly involves two subproblems: l 1 and TV norm minimization. Although Eqs. (3) and (4) are non-convex, each sub-problem is convergent. For the l 1 norm minimization problem, we solve it by the FIST algorithm [41] . For the TV norm minimization problem, the algorithm in literature [40] is adopted to solve it. In literature [40] and [41] , the convergence of FIST and TV norm minimization algorithms has been proved, respectively. Eqs. (12) , (19) , (37) and (38) can be solved by FIST algorithm. Eqs. (7) and (32) can be solved by minimizing the TV norm. Therefore, Algorithm 1 and 2 in this paper also converge.
V. JOINT IMPLEMENTATION OF FSR A. FSR
Let the low-resolution images to be fused be X k l ∈ R M ×P (k = 1, 2, · · · , K ). Each low-resolution image can be decomposed into structure and texture components according to Algorithm 2. Z k l,s ∈ R V ×P and Z k l,t ∈ R V ×P represent the coding coefficients of structure and texture components of k-th image, respectively. According to the transformation matrix between low-and high-resolution coding coefficients, we can obtain the coding coefficients of high-resolution image structure and texture components:
According to the high-resolution dictionaries D h,s and D h,t , the initial SRR result of each source image can be obtained:
Finally, according to the proposed fusion scheme in Section V.C, the corresponding coding coefficients Z k h,s and Z k h,t for different images are fused to obtain the initial FSR result X F,0 h .
B. RESIDUAL COMPENSATION MECHANISM
To compensate for the information loss in the process of SRR, we introduce the reconstruction residual compensation mechanism which adds the reconstruction residual to the initial FSR result as compensation to improve the quality of FSR image. X k l is the low-resolution source images. X k,0 h represents the initial result of SRR. The initial low-resolution reconstruction residual information is obtained:
where ↓ represents down-sampling.
To optimize the high-resolution image with the reconstruction residuals, the low-resolution residual information X k,0 l,res needs to be interpolated to the same size as the high-resolution image. The high-resolution reconstruction residual is represented as X k,0 h,res =↑ X k,0 l,res (k = 1, 2, · · · , K ). The initial total residual information of the K images is:
The reconstruction residual represents the information loss during the SRR process. To improve the quality of FSR image, the total reconstruction residual X 0 res is added to the initial FSR result as compensation. At the same time, X k,0 h,res is added to the initial SRR result X k,0 h . Then the new residual between the compensated SRR image and the original one is recalculated. The new residual is again added to the previous FSR result, and repeats in this way.
Let τ (τ = 1, 2, · · · , T ) be the iteration number of reconstruction residual compensation. In the process of residual compensation, X k,τ h represents the high-resolution image after residual compensation. X F,τ h is the FSR image after residual compensation. X k,τ l,res and X k,τ h,res represent the updated low-and high-resolution residuals, respectively. The updated total residual is X τ res . The residual compensation process is shown in Algorithm 3.
C. FUSION RULE
Spatial Frequency (SF) is a parameter reflecting the activity of the image [42] . The larger the SF is, the more active and clear the image is. In this paper, a new fusion rule is designed based on SF of the initial SRR image, and different schemes are used to fuse the coding coefficients of structure and texture components. X k,0 h (k = 1, 2, · · · , K ) is the initial SRR image. X k,p h,s and X k,p h,t (p = 1, 2, · · · , P) represent the structure and texture components of the p-th block of X k,0 h . Z , which is defined as:
where W is the size of the sliding window, a = (W − 1) /2 and G k,p h (m, n) is:
For the sparse coding coefficients of the texture components, an effective fusion rule based on texture saliency measure is formulated as: h,t , based on the high-resolution structure and texture dictionaries, the initial FSR result of the p-th block can be obtained:
We can obtain the initial FSR result X F,0 h of the whole image by putting all the fused patches into the corresponding position.
To sum up, the joint implementation method for FSR can be represented by Algorithm 4.
Algorithm 4 Algorithm for joint implementation for image FSR
Input: In this paper, three groups of infrared and visible images (as shown in Fig. 2 (a)-(f)), three groups of multi-focus images (as shown in Fig. 2 (g)-(l)), and three groups of medical images (as shown in Fig. 2 (m)-(r)) are used as high-resolution images. The low-resolution images are obtained by down-sampling the high-resolution source images in Fig. 2 with factor 2, as shown in Fig. 3 . The low-resolution images in Fig. 3 are used as the input images of the proposed algorithm.
The dictionary learning algorithm (Algorithm 1) involves six parameters, namely, λ 1 , λ 2 , λ 3 , λ 4 , λ 5 and the maximum number of iterations . If the dictionaries and transformation matrix H generated by two adjacent iterations do not change much, namely,
−H ω 2 F (ω is the number of iterations) approaching 0, the iteration stops. The convergence curves of Algorithm 1 are shown in Fig. 4 . As can be seen from Fig. 4 , when ω = 20, the algorithm converges. Therefore, we set = 20. In addition, we set λ 1 = 0.1, λ 2 = 1, λ 3 = 0.001, λ 4 = 1 and λ 5 = 1. The detailed parameter analysis is shown in Section VI.B.7). In the image decomposition algorithm (Algorithm 2), five parameters need to be set: β 1 , β 2 , β 3 , β 4 and the maximum number of iterations R. In Algorithm 2, the algorithm converges when the coding coefficients of the structure and texture components remain stable. Taking Fig. 3(p) as an example, the convergence curves of Algorithm 2 are shown in Fig. 5 . As can be seen from Fig. 5 , Algorithm 2 converges after 5 iterations. Therefore, we set R = 5. In addition, we set β 1 = 0.01, β 2 = 0.01, β 3 = 1 and β 4 = 1. Based on experimental experience, we set the maximum number of iterations T = 60 in Algorithm 3 and the threshold value T h = 1 in the image fusion rule. Moreover, according to literature [11] , the size of the image block is 8 × 8. To reduce the blocking effect, the adjacent image blocks overlap by 7 pixels. According to literature [13] , the size of the dictionary is set to 64 × 256. The method for building the data set of the training dictionary is shown in Fig. 6 .
To evaluate the performance of the proposed method, we compare the processing results by our method with those by the two-step method for FSR. To reduce computation amount, image fusion is performed firstly and then SRR when using the two-step processing method. In two-step processing, image fusion is performed by adopting the SR-based [43] and the NSCT-based [44] fusion methods, respectively, and SRR is performed by adopting the bicubic interpolation and Sparse coding based Super-Resolution (ScSR) [34] . Therefore, there are four combinations of two-step approach, namely, SR-Bicubic, NSCT-Bicubic, SR-ScSR and NSCT-ScSR. In addition, the proposed method is also compared with Li's joint implementation method for image fusion and super-resolution based on fractional differential and variational model [23] . In the experiment, the magnification factor is set to 2.
To objectively evaluate the performance of each algorithm, five objective evaluation indexes, namely, Q AB/F [45] , Q W [46] , Q G [47] , Q M [48] and Q AC [49] , are adopted to measure the quality of FSR results. Q AB/F is used to evaluate the fusion performance by calculating the amount of edge information transferred from the source images to the fused image. Q W can be used to measure the structural similarity between the fusion result and source images. Q G is used to measure the amount of edge information transferred from the source images to the fusion result. Q M can be used to measure the degree of preservation of source image edge information in the fusion result. Q AC is a blind image quality assessment index. When calculating Q AC , an image is divided into overlapping blocks, weighed according to the quality of the blocks, and finally the quality of the whole image is obtained. Q AC has a high degree of similarity to human perception of image quality. The higher the values of the above indicators are, the better the quality of the corresponding image processing results is. radiation, but the image contrast is poor, and the details are not rich. Visible images can reflect the details of the whole scene, but visible light cannot clearly image the thermal target in dark conditions. Therefore, infrared and visible images can provide complementary information of the same scene from different aspects. Meanwhile, due to the low pixel density of the infrared detector, it is difficult for an infrared imaging system to obtain high-resolution images. The FSR of infrared and visible images can not only synthesize the complementary information in the two types of images, but also improve the spatial resolution of the images. To facilitate visual evaluation, the experiment results on infrared and visible images are shown in Fig. 7 . Fig. 7 (a)-(f), (i)-(n) and (q)-(v) show the processing results by using SR-Bicubic, NSCT-Bicubic, SR-ScSR, NSCT-ScSR, Li's and our methods, respectively. As can be seen from Fig. 7 , the details of the processing results by other methods are relatively smooth except by the proposed one. Besides, Fig. 7 (a)-(d), (i)-(l) and (q)-(t) have low brightness, which means that two-step implementation of FSR can cause the loss of brightness information. By comparison, the proposed method can better retain the brightness and details in the original images while sharpening the edges. To further evaluate the performance of different methods, the objective evaluation indexes of infrared and visible image processing results are shown in Table 1 . As shown in Table 1 , our method outperforms the others at the most metrics. Although Q AB/F of the proposed method is lower than that of NSCT-ScSR for 'Shrub' images, it can be seen that the result of the proposed method has better visual effect by comparing Fig. 7 (t) and (v) . Overall, the proposed method is superior to other methods in terms of subjective and objective evaluation.
B. EXPERIMENT RESULTS AND ANALYSIS 1) EXPERIMENT ON INFRARED AND VISIBLE IMAGES

2) EXPERIMENT ON MULTI-FOCUS IMAGES
Due to the limited depth of field of the camera lens, to get a globally clear image, people usually take several locally clear images focusing on different areas, i.e. multi-focus images, and then use the image fusion method to fuse these locally clear images into a globally clear image. The FSR of multi-focus images can not only fuse the clear areas in different source images, but also improve the spatial resolution of images to obtain globally clear high-resolution image. In this section, three groups of multi-focus images in Fig. 3 (g) -(l) are used to test the performance of the method proposed in this paper. Among them, Fig. 3 (g)-(j) are natural multi-focus images, and Fig. 3 (k) -(l) are simulated multi-focus images. The experimental results obtained by different methods are shown in Fig. 8 .
It can be seen from Fig. 8 that the results generated by SR-Bicubic, NSCT-Bicubic, SR-ScSR, NSCT-ScSR and Li's methods all have blurry edge details and low contrast. Compared with other methods, the proposed method can better retain brightness and details in the source images while improving the resolution of the images. Therefore, from subjective evaluation, the results obtained by using the proposed method have better visual effects. Furthermore, the quantitative evaluation of the results processed by different methods are shown in Table 2 . As can be seen in Table 2 , our method is superior to other methods in all the indicators, which shows that the proposed method is superior to the others in the performance of FSR. Fig. 3 (m)-(r) are three groups of medical images. Fig. 3 (m) is a CT image, Fig. 3 (n) is an MRI image. Fig. 3 (o) and (p) illustrate a pair of MRI images with different imaging parameters. Fig.3 (q) and (r) are a pair of MR-GAD and MR-T2 images. All these image pairs contain a large amount of complementary information. FSR of medical images can produce high-resolution image containing complementary information of the source images, which will be more helpful for subsequent medical diagnosis and treatment. Fig. 9 (a)-(f) show the processing results of the CT and MRI images by using SR-Bicubic, NSCT-Bicubic, SR-ScSR, NSCT-ScSR, Li's and our methods, respectively. Fig. 9 (i)-(n) are the FSR results of MRI images with different parameters. Fig. 9 (q)-(v) illustrate the FSR results of MR-GAD and MR-T2 images. By comparing the results of different methods, we can see that the FSR results by our method can better retain the details and brightness in the source images, while the processing results by two-step methods have a certain loss of major structure information. Therefore, the proposed method is superior to other methods in terms of visual effects.
3) EXPERIMENT ON MEDICAL IMAGES
To objectively evaluate the performance of different methods, Table 3 lists the quantitative evaluation of the FSR results of medical images by different methods. It can be seen from Table 3 that the proposed method outperforms the other competing methods.
4) EFFECTIVENESS OF THE PROPOSED FUSION SCHEME
If the fusion scheme of the proposed method is replaced by the the maximum l 1 norm fusion rule, while with the other parts unchanged, then we obtain a method, which is called Max-l 1 for short. The proposed method is compared with the Max-l 1 method to verify the validity of the fusion scheme designed in this paper. The images in Fig. 3 are used as the test images, and the results obtained by the Max-l 1 method are shown in Fig. 7-9 (g), (o) and (w). Table 4 lists the quantitative evaluation of the FSR results by our and Max-l 1 fusion algorithms. As can be seen from Fig. 7-9 , there is little difference between the proposed and the Max-l 1 methods in terms of visual effects. However, according to the quantitative evaluation of the processing results by the two methods in Table 4 , the performance indexes of the proposed method are mostly superior to those of the Max-l 1 method. Therefore, from the objective and subjective evaluation, the fusion scheme designed in this paper is effective. In addition, it is slightly better than the Max-l 1 method in terms of objective evaluation.
5) EFFECTIVENESS OF RESIDUAL COMPENSATION ALGORITHM
To verify the effectiveness of the residual compensation algorithm proposed in this paper, the initial FSR result is compared with the final result after residual compensation. Fig. 7-9 (h), (p) and (x) show the initial FSR results. Fig. 7 -9 (f), (n) and (v) are the final FSR results with residual compensation. As can be seen from Fig. 7-9 , the final FSR results are richer in details and sharper in edges, and are significantly better in the visual effects than the initial results. It demonstrates that residual compensation plays an important role in the proposed algorithm and can effectively improve the quality of the experimental results.
6) EXPERIMENT RESULTS WITH MAGNIFICATION FACTOR 3
To verify the effectiveness of the proposed algorithm when image is magnified with a factor of 3, we take the low-resolution source images in Fig. 3 as the test images. Fig. 10 shows the FSR results with a magnification factor of 3. It can be seen that the FSR results with magnification factor 3 by using the proposed method can still well maintain the details and contrast of the original images.
7) PARAMETER SELECTION
In this section, Fig. 3 (o) and (p) are taken as the test images to analyze the influence of different values of balance parameters λ i (i = 1, 2, · · · , 5) and β j (j = 1, 2, 3, 4) on the experiment results in the dictionary learning and image decomposition models. With other parameters fixed, when λ 1 = 0.1, 0.01, 0.001, the FSR results of Fig. 3 (o) and (p) are shown in Fig.11 (a) -(c). It can be found that the information loss of the fusion results at λ 1 = 0.01, 0.001 is obvious in comparison with that when λ 1 = 0.1. So we set λ 1 = 0.1. When λ 2 = 2, 1, 0.1, the FSR results are shown in Fig. 11 (d )-(f). It can be seen that when λ 2 = 0.1, there is a small loss of information, while when λ 2 = 2, 1, there is little difference in the FSR results. So we set λ 2 = 1. When λ 3 = 0.1, 0.01, 0.001, the FSR results are shown in Fig. 11 (g)-(i). From them, it can be seen that Fig. 11 (i) has the best visual effects. So we set λ 3 = 0.001. In the dictionary learning model, λ 4 and λ 5 respectively control the influence of the regularization terms
F have same effects in the dictionary learning model. So we set λ 4 = λ 5 . When λ 4 = λ 5 = 1, 0.1, 0.01, the FSR results are shown in Fig.11 (j)-(l). From Fig.11 (j)-(l), it can be seen that when λ 4 = λ 5 = 0.1, 0.01, there is much information loss in the FSR results. So we set λ 4 = λ 5 = 1. To sum up, we set λ 1 = 0.1, λ 2 = 1, λ 3 = 0.001, λ 4 = 1 and λ 5 = 1 respectively in this paper.
In image decomposition model, when β 1 , β 2 ∈ [0.1, 0.01, 0.001], the parameters of β 1 and β 2 have little influence on the FSR results. So we set β 1 = 0.01 and β 2 = 0.01. When β 3 = 1, 0.1, 0.01, the FSR results are shown in Fig. 12 (a) -(c). From Fig. 12 (a) -(c), it can be seen that when β 3 = 0.1, 0.01, there is much information loss in the FSR results. So we set β 3 = 1. When β 4 = 1, 0.1, 0.01, the FSR results are shown in Fig. 12 (d )-(f). By comparing Fig. 12 (d )-(f), it can be seen that Fig. 12 (e) and (f) have loss in structure and detail information, while Fig. 12 (d) has the best visual effect. So we set β 4 = 1. To sum up, we set β 1 = 0.01, β 2 = 0.01, β 3 = 1 and β 4 = 1 respectively in this paper.
8) PERFORMANCE OF LEARNED DICTIONARY AND IMAGE DECOMPOSITION MODEL
In this section, we take the learned dictionaries D h,s and D h,t as an example to analyze the discrimination of the learned dictionary and the performance of the proposed image decomposition model. Fig. 13 (a) is used as a test image. Fig. 13 (b) and (c) illustrate the structure and texture components by reshaping D h,s A s and D h,t A t into image. Among them, A s and A t are obtained according to arg min
As shown in Fig. 13 (b) and (c), the original image can be decomposed into structure and texture components even if the objective function does not contain constraints for structure and texture components. This shows that the learned dictionaries have the capability of discrimination. Fig. 13 (d) and (e) show the structure and texture components by reshaping D h,s Z s and D h,t Z t into image, in which Z s and Z t are obtained by solving the proposed image decomposition model. From Fig. 13 (b) and (c), it can be seen that some texture components remain in the structure components, while the structure and texture components can be more effectively separated based on the proposed image decomposition model, as shown in Fig. 13 (d) and (e). It shows that the proposed decomposition model is effective and suitable for image fusion.
9) COMPLEXITY ANALYSIS AND COMPUTATION TIME
In this section, the complexity of our algorithm is discussed. For Algorithm 1 and 2, the complexity of the algorithm mainly comes from solving the l 1 and TV norm minimization problems. l 1 norm minimization is solved by the FIST algorithm [41] . The complexity of the FIST algorithm is O(T f ), where T f is the maximum number of iterations in the FIST algorithm. TV norm minimization is solved by the algorithm proposed in the literature [40] . The algorithm complexity is O(T tv ), where T tv is the maximum number of iterations in the algorithm. In Algorithm 1, Eq. (12) and (19) are solved by the FIST algorithm. Eq. (7) is solved by the TV norm minimization algorithm, so the complexity of Algorithm 1 is O( (T f + T tv )), in which is the maximum number of iterations of Algorithm 1. In Algorithm 2, Eq. (37) and (38) are solved by the FIST algorithm. Eq. (32) is solved by the TV norm minimization algorithm, so the complexity of Algorithm 1 is O(R(T f + T tv )), where R is the maximum number of iterations of Algorithm 2. For Algorithm 3, the complexity of the algorithm is mainly from the cyclic compensation of residuals. The maximum number of residual compensation iterations is T , and the complexity of Algorithm 3 is O(T ). Therefore, the overall complexity of the proposed algorithm is O(( + R)(T tv + T f ) + T ).
In addition, the running time of the proposed and other comparison algorithms is reported in Tables 1-3. The experimental environment of all the algorithms in this paper is as follows: CPU: Intel Core i7-7700HQ 2.8 GHz, 16 GB RAM, and Matlab R2017a. Compared with other methods, though the proposed algorithm is slightly less efficient, it is still acceptable. We believe that the efficiency of the proposed algorithm will be greatly improved after code optimization and parallelization.
VII. CONCLUSION
In this paper, we propose a joint implementation method for FSR. This method can realize FSR simultaneously, which avoids the shortcomings of two-step processing of FSR.
In the dictionary learning model, we construct low-and high-resolution structure and texture dictionaries, and introduce the transformation matrix between sparse coding coefficients of high-and low-resolution images, to unify FSR in one framework. Based on the learned dictionaries, we develop an image decomposition model, which can well retain the brightness and detail information of the image, and is conducive to subsequent FSR. To compensate for the information loss of SRR, we propose a residual compensation mechanism to improve the quality of FSR results. Moreover, we propose a new image fusion scheme, which uses different fusion rules for structure and texture components. The extensive experiments verify the effectiveness and superiority of the proposed method. YAFEI ZHANG received the Ph.D. degree in signal and information processing from the Institute of electronics, Chinese Academy of Sciences, Beijing, China, in 2008. She is currently a Lecturer with the College of Information Engineering and Automation, Kunming University of Science and Technology, Kunming, China. Her main research interests include image processing and information fusion. VOLUME 7, 2019 
