Stream morphing is a new approach to scalable video coding similar in scope to those already included in the MPEG standards. It works by exploiting redundancy between a hierarchy of single layer bitstreams of increasing quality. This paper provides an overview of the technique along with results for the constant quantizer SNR scalable case which demonstrate good performance, especially for the class of "low motion" video sequences. In addition to SNR scalability, stream morphing has also been applied to temporal and spatial scalability.
INTRODUCTION
Scalable video coding has been of interest for some years as it offers solutions to a number of problems in transmission ofvideo over packet networks such as the Internet. It allows the splitting of a single video service into segments, not all of which need to be received in order to be decoded successfully which is useful when data throughput is effected by congestion. For a multicast environment we can also efficiently provide services of different qualities to users with different amounts of available bandwidth.
Many previous approaches to scalable video were what might be called additive in that the decoder works by simply summing together the unquantized signals from all received layers. Our new method, called stream morphing, works on a hierarchy of single layer streams and then defines each enhancement layer as the set of operations required to transform one stream into the next. Not only does this method offer excellent performance but since we can also recover the original streams this offers new possibilities for the uses of scalable coding.
The paper is structured as follows: Section 2 describes the basic idea in more detail, Section 3 focuses on the syntactic elements required to implement morphing, Section 4 provides experimental results for the constant quantizer case and Section 5 compares this technique to other approaches to SNR scalability.
BASIC PRINCIPLES
The input to a stream morphing encoder (Figure 1) consists of two or more single layer bitstreams O1..O, as generated by a hybrid block-based motion-compensated predictionDCT coder such as MPEG-4 (which is the basis for our work although other similar schemes such as H.263 can also be used). The base layer 01 is used but not modified by the stream morphing process and is sent directly to the decoder using the standard bitstream syntax. For the other n -1 enhancement layers n -1 new delta layers DI..D,-I are generated which describe how the encoder can transform (morph) the received layer O1 into 02, O2 (and 0,) into 0 3 and so on. At the decoder (Figure 2 ) the base layer 0 1 is decoded as normal, then D 1 is used to generate 0: which will be identical to O2 in the absence of error then D 2 is used in conjunction with the already decoded 0 ; and 0; to produce 0; etc. The highest quality layer that is decoded successfully is then fed into a single layer decoder which is largely unmodified except that VLC decoding and zig-zag scanning are not required.
In theory the content of each stream is arbitrary however for the sake of efficiency we enforce two restrictions: firstly, any motion vectors used in a macroblock must be same as in all other coincident macroblocks in other layers that are also coded in inter mode. The second restriction relates to how the quantization parameters in each layer are chosen: if a rate control algorithm is free to pick arbitrary values in each layer then the overhead associated with signaling such changes becomes prohibitive at low hit rates. To minimize this the difference between step sizes in consecutive layers should be as close to constant over the frame as possible.
Note that neither of these restrictions affects the normative parts of MPEG-4 therefore existing single layer encoder and decoder implementations can be used without change.
A significant feature of stream morphing is that it can be decoupled from both the generation of the input streams and also from their decoding. Figure 1 shows the generation of the delta streams at the same time as the single layer inputs. Another possibility is for the input streams to be generated and then be stored on disk where at any To morph one single layer bitstream (the base layer) into another single layer bitstream (the enhancement layer) we must signal a number of different things:
signal that the block is no longer coded if no new coefficients are added.
2. Identification of new blocks that were not coded in the base layer but which should he scanned for coefficients in the enhancement layer. we simply pass through the complete macroblock in its original syntax.
5.
Any changes to other frame or macroblock parameters, notably the quantization step size.
We can also use a number of other available pieces of information to make this coding scheme more efficient:
For layers that are closely spaced (i.e. small quantizer step size difference between them) we would expect that coefficients are likely to have the same value in both layers whereas coefficients are unlikely to have the same value for large quantizer offsets.
Blocks that have some non-zero coefficients tend to be grouped together rather than being randomly dispersed throughout the frame so we can use the number of surrounding blocks that are coded in the base layer or enhancement layer to indicate whether a particular block that is not coded in the base layer is likely to be coded in the enhancement layer.
For intra-coded blocks (i.e. no inter-frame prediction) in the SNR scalable case we know that we are quantizing the same DCT coefficient value in each layer with a different step size. We can use the fact that the quantization bins overlap when using different quantizer step sizes to narrow down further the possible range of (unquantized) values the coefficient might have. Sometimes it will be possible to say that given the possible range of values for a coefficient from the base layer and the current macroblock quantizer that the coefficient has only one possible quantized value and so no symbol needs to be sent to code the value change for this layer. Figure 3 illustrates this point.
The set of symbols comprising a stream morphing delta hitstream is large: one symbol per coefficient in the base For the SNR scalable case each base layer macroblock is morphed into the coincident macroblock in the layer above. For spatial scalability, with an appropriate DCT-domainupsampling operation we can generate a prediction from the base layer that is the same size as the enhancement layer frame which can then be morphed in the same way. We have also demonstrated temporal scalability where one or two macroblocks (one from the base layer and one from the previous frame) are used as the basis for morphing into an enhancement layer macroblock. Space restrictions preclude any further discussion of temporal and spatial scalability in this paper.
RESULTS
Figures 4-6 show the performance of a 5 layer stream morphing system for the sequences "Akiyo", "Foreman" and "Mother & Daughter" respectively. These tests were conducted on CIF-sized sequences at 30fps with 300 frames of video being used in each run. A single intra-coded frame is used at the beginning of the sequence with all other frames being P-frames. Fixed quantization step sizes are used in all tests; the base layer being set to the minimum possible rate 
COMPARISONS WITH OTHER TECHNIQUES
The stream morphing encoder is actually very similar to MPEG-2 SNR scalability in the pyramid configuration [2] . Each layer has its own prediction loop and the DCT coefficients in each layer are used to predict those in the layer above. Rather than simply subtracting this prediction and coding the unquantized DCT difference as MPEG-2 SNR scalability does, stream morphing works on the difference between quantized values in the different layers. This removes the source of one significant problem with the MPEG-2 SNR scalability: a large coefficient that is coded using a coarse quantizer in one of the lower layers hut is not refined in successive enhancement layers because the residual is not large enough to create another non-zero coefficient in any of those layers. For "low motion" sequences such as "Akiyo" or "Mother & Daughter" where inter-frame prediction is especially valuable this effect has a significant impact on not only the current frame but also subsequent frames.
For "high motion" sequences such as "Foreman" (Figure 5 ) the performance of either method is limited by the number of new coefficients being added in the enhancement layers, refinement of existing coefficient values and prediction errors are not so important. The Fine Granularity Scalability (FGS) amendment to MPEG-4 [3] takes a different approach: it takes the difference between the base layer reconstruction and the original signal then codes this in intra mode. The motivation for this is to eliminate the possibility of drift if not all enhancement layers are received at the decoder. [2] showed that for encoders with prediction loops at all layers of the encoder catastrophic drift does not occur as it does for single loop schemes when not all layers are decoded. The performance of FGS suffers at low bit rates where using enhancement layer texture for prediction is valuable. FGS also requires two IDCTs in the decoder instead ofjust one.
CONCLUSION
Stream morphing offers performance that is competitive and in some cases significantly better than existing scalability methods such as MPEG-2 SNR Scalability and FGS. In addition, the fact that each layer is mappedto a single layer bitstream and that the generation and recovery of enhancement layers can be decoupled from the encoding and decoding process provides new flexibility not previously available.
