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Introduction
No approximation scheme can be good for every function f on some domain. We need some a priori information about f of the form f 2 F. Usually one assumes that f is an element of a certain Banach space X and so might have certain smoothness properties. Then it is our task, for example, to nd a good approximation of the This approach is the usual one in numerical analysis, at least if the solution operator is linear. Also most of the known results on optimal recovery and closely related problems on n-widths usually are studied under the assumption that the set F of problem elements is convex and symmetric. In many cases, however, we have a di erent type of a priori information. We give some examples. Sometimes we know that f is positive because, for example, f is a certain density function. In this case we should consider sets of the type F = ff 2 X j kfk X 1; f 0g:
Observe that such a set is still convex, but not symmetric. In other cases we might know in advance that f is a monotone or convex function. This also leads us to study convex classes of functions that are nonsymmetric. The geometric extra-information, given by positivity, monotonicity, or convexity, is very important in some cases. It often helps to nd an e ective numerical method, even if the problem is ill-posed without this information. Therefore it is usually not a good idea to just ignore the additional information about f. However, it may seem that it is still enough to study symmetric and convex sets { at least modulo some minor details. Let us again consider the case where we want to approximate a linear operator S on F. By we clearly get a symmetric set and for each convex set F we get the error estimate Here the maximal error (over F or over F ? F) is de ned in the usual way and the in mum runs through all methods of the form
with nonadaptively chosen linear functionals L i , see Proposition 3. In the symmetric case we know that such nonadaptive methods are almost optimal in the class of all adaptive methods that use n linear functionals.
So we know that optimal error bounds for F and for F ?F di er at most by a factor 4 in the case of nonadaptive methods and adaption does not help (up to a factor of 2)
for F ? F. Therefore we can get much better error bounds on F only if we allow adaptive methods. We will see later that for some linear problems S : X ! G and convex F X adaptive methods actually are much better than nonadaptive ones. This also proves that an inequality such as (1.1) does not hold if we allow adaptive methods. We give some remarks to the literature. In the linear theory, i.e., under the assumption that F is symmetric and convex, the close connection between optimal recovery and n-widths or s-numbers is well known, see Math e (1990), Rivlin (1977, 1985) , Novak (1988) , Pinkus (1986) , Traub and Wo zniakowski (1980) , and Traub, Wasilkowski and Wo zniakowski (1988) . Useful surveys on n-widths are Pietsch (1987) and Pinkus (1985) . In the nonsymmetric case not so much is known. Some of the known n-widths can also be de ned in the nonsymmetric case, but there is no theory of diameters in connection with optimal recovery, in particular when also adaptive methods are allowed. Some special problems, however, are studied in the literature. The problem of optimal numerical integration of monotone functions was studied by Kiefer (1957) and Novak (1992) . The knots t i may be chosen adaptively, i.e., sequentially. Kiefer proved that the best method is given by the trapezoidal rule. Hence we have an a ne and nonadaptive algorithm which is optimal. Observe that adaption does not help in this case. This is also known for arbitrary linear S : F ! R in the case that F is convex and symmetric, see Bakhvalov (1971) . In the present paper we study the question whether adaption can help if F is only convex. Also in some other papers linear problems (such as integration or optimal reconstruction in L 1 -norm) have been studied for certain nonsymmetric convex classes of monotone or convex functions. We mention the papers Bra (1982) , Glinkin (1983 Glinkin ( , 1984 , Goren o and Vessella (1991), Novak (1993) , Petras (1993) , and Sonnevend (1983) . Di erent nonsymmetric extremal problems in approximation theory were investigated by Babenko (1983 Babenko ( , 1992 ), Gal and Micchelli (1980) when studied on a symmetric and convex set F X in the worst case. A slight superiority of adaptive methods can be proven in some cases even if F is symmetric, see Novak (1989, 1990) . It is well known, however, that adaption cannot help much in that case. Although adaptive methods are widely used, most theoretical results show that adaption does not help under various conditions. It is known, however, that there are examples with a convex and nonsymmetric set F, where adaption helps a lot, see Novak (1993) and Section 4. In this paper we de ne certain new`Gelfand-type' n-widths that turn out to be important for the study of linear problems on convex domains. We study the connection between these n-widths and problems of optimal recovery. We believe that it is important to calculate the n-widths for standard classes of nonsymmetric sets, for example sets of the type
This would be useful for the construction of e cient algorithms for many practical problems.
In Section 5 we study the case, where only methods of the form S (ad) n (f) = (f(x 1 ); : : : ; f(t n ))
with function values instead of general linear functionals are admissible. In this case adaption can help even more, we present a rather extreme example. Also a recent result of Korneichuk (1993) belongs to this section and is mentioned there.
Diameters for nonsymmetric sets
We want to know whether adaption can help for linear problems on a convex set of functions. We begin slightly more general and rst de ne certain diameters that are interesting in the case where F is not symmetric.
Let X be a Banach space over R and let F X be convex. First we assume that F is also symmetric, i.e., f 2 F implies ?f 2 F. The Kolmogorov n-width of F in X is given by
where the left in mum is taken over all n-dimensional subspaces X n of X. Similarly, the Gelfand n-width of F is given by
where the in mum is taken over all closed subspaces U n of X with codimension n. These numbers measure the`thickness' or`massivity' of F.
In the case of arbitrary (in particular: nonsymmetric) sets F X these de nitions seem to be not adequate. The widths should be translation-invariant, therefore the Kolmogorov n-width (for arbitrary F X) should be given by
where X n runs through all n-dimensional a ne subspaces of X. For a convex and symmetric set F X Eq. 2.2 can be written as
Here, diam(B) means the diameter of a set B, de ned by diam(B) = sup f;g2B kf ? gk:
It is interesting to note that this de nition (for symmetric sets) can be extended to arbitrary sets in two di erent ways, both of them are interesting { at least if we are thinking on applications in the eld of optimal recovery. A`global' variant of the Gelfand width (for arbitrary F) is given by
(a slightly di erent notion is de ned in Jo e and Tikhomirov 1968) while a`local' variant is given by
Both these widths are translation-invariant, we always have
if F is convex and symmetric, then
The widths de ned by Eqs. 2.3{2.5 do not increase if F is replaced by its convex hull. Therefore we can and will assume that F is convex. The global and local Gelfand widths are related to the problem of optimal recovery using nonadaptive or adaptive methods, respectively, see Section 3. Therefore for the adaption-problem the following question is interesting. Can the number d n loc (F) be much smaller than d n glob (F)? It is useful to study the function
A maximum f of that function is called a worst element of F. If, in addition,
then f is called a center of F. In this case we have
If F is convex and symmetric, then 0 is a center of F. Not every convex set has such a center. It is interesting to know whether every convex set F can be increased slightly such that the bigger set has a center. We will see that this is not the case. There are many papers and also books on n-widths. Nonsymmetric sets are rarely studied so far, however. This seems to be related to the fact that for Kolmogorov widths and global Gelfand widths nonsymmetric sets do not yield very interesting results. By this we mean the following. Let F X be convex (and nonsymmetric Remark. We have seen that the local widths can be much smaller than the global widths. Is there a bound on how much they can be smaller? In other words, is there an inequality of the form (2:9) d n glob (F) c n d n loc (F) with a sequence c n that is independent of F? If this is the case then of course it would be interesting to know the best inequality of the form (2.9). Actually we conjecture that Example 1 is the most extreme example in the sense that d n glob (F) = O(n d n loc (F)) is always true. This is a deep problem which is related to a conjecture of Mityagin and Henkin (1963) which is still open. It would follow from their conjecture that d n glob (F) (2n + 2) d n loc (F): The following proposition contains a weaker result. We do not prove it here because it is a special case of the slightly more general Proposition 4. Here the in mum is taken over closed subspaces U n of X of codimension at most n. Now a f can be called a worst element if the supremum in (3.3) is attained for f . If, in addition, the local width equals the global width then f is a`center' of F with respect to S. This case is similar as the symmetric case insofar as adaption can help at most by a factor of two, see Proposition 5. It is useful to de ne Bernstein widths, here the de nition is b n (S jF ) = supfr j S(F) contains a (n + 1)-dimensional ball with radius rg: Observe that in the case S = Id : X ! X we obtain s n (S jF ) = s n (F); where s n is one of the widths considered here. This means that the diameters of sets are just special cases of this more general notion.
We study the problem of optimal recovery of S(f) for Taking these inequalities together we obtain our claim. Also the Bernstein widths usually are studied only for symmetric sets. It is easy to prove, however, that b n (S jF ) = 1 2 b n (S jF?F )
for any convex set. We also have used the fact b n (S jF ) d n loc (S jF ) which is easy to prove and well known, at least in the symmetric case.
In the following we want to compare the numbers e n non (S jF ) = inf max (S n ) with the numbers e n ad (S jF ) = inf max (S ad n ); where S n runs through all nonadaptive methods and S ad n runs through all adaptive methods using an information N consisting of n linear functionals. We always assume that F is convex. First we note a connection between these error bounds and the Gelfand-widths, we skip the simple proof. Remarks.
a) Assume that F is convex and symmetric. Then the result is well known. Because of (2.7) we have d n glob (S jF ) = d n loc (S jF ) in this case and it follows that adaption can help only by a factor of two, e n non (S jF ) d n glob (S jF ) = d n loc (S jF ) 2e n ad (S jF ):
See Kon, Novak (1989 ) and Traub, Wasilkowski, Wo zniakowski (1988) for further results. b) In the next section we will present examples, where adaptive methods are much better than nonadaptive ones. Observe, however, that from Propositions 4 and 5 we easily obtain the following result which says, in a certain sense, that adaption`does not help too much'. We do not know how the optimal inequality of this type looks like. We think that this is an interesting open question. Proposition 6. Let F X be a convex set and let S : X ! Y be linear and continuous. Then e n non (S jF ) 4(n + 1) 2 e n ad (S jF ):
On the adaption problem
Our next example shows that adaptive methods may be much better than nonadaptive methods. This example was constructed to demonstrate the superiority of adaptive methods, we do not know, however, whether it is the`worst possible' example for nonadaptive methods. We mention that a similar example is already contained in Novak (1993). Assume now that we want to reconstruct x 2 F in l 1 -norm using (adaptively or nonadaptively) linear functionals as information. That is S = Id. For the error of optimal nonadaptive methods we have the lower bound e n non (S jF ) = d n glob (F) c p n log n :
Now we describe an adaptive method which is much better. For simplicity we assume here that n is odd. for all k which do not coincide with one of the l i . Hence we can reconstruct x from the information N n up to an error of 1=(2m + 4) = 1=(n + 3), i.e., we have found a method with max (S ad n ) 1=(n + 3):
Example 1, continuation. In Proposition 5 we only got a one-sided estimate of the error of optimal adaptive methods through the local widths. Can we also proof an upper bound for the error of optimal adaptive methods through the local widths?
To answer this question it is enough to study S = Id : F ! l 1 , where F is as in Example 1. We claim that e n ad (S jF ) = 1 2 holds for all n. This means that we have an example with e n ad (S jF ) n d n loc (S jF ).
Proof: Because of diam(F) = 1 it is enough to show that e n ad (S jF ) 1=2. Assume that N : F ! R n is some adaptive information. We have to prove that with ja 1 j j 1 for all j. Assume that L 1 (x) = for some small positive . Because of (a 1 j ) j 2 l 1 we can nd two di erent indices k 1 and l 1 such that ja 1 k 1 j < and ja 1 l 1 j < . Now we de ne x; y 2 F by L 1 (x) = L 1 (y) = and x has nonzero coordinates j 1 Under the condition that L 1 (x) = is xed we get a certain L 2 . We can assume that this linear functional is of the form x 7 ! P 1 j=1 a 2 j x j with a j 1 = 0, because if with pairwise di erent j k and ja k j j 1 for all j and k. We prove that diamfx 2 F j L 1 (x) = : : : = L n (x) = g tends to 1 as tends to zero. Let k n and l n be two di erent indices such that the coordinates a i k n and a i l n are small for all i = 1; : : : ; n, i.e., ja i k n j < and ja i l n j < for i = 1; : : : ; n.
We consider x; y 2 F with L 1 (x) = : : : = L n (x) = L 1 (y) = : : : = L n (y) = and x has nonzero coordinates j 1 ; : : : ; j n and k n , while y has nonzero coordinates j 1 ; : : : ; j n and l n . Because of L n (x) = and x 2 F we obtain x j n < 2 . Using L n?1 (x) = we get a similar upper bound for x j n?1 and so on. Finally we obtain a lower bound for x k n and this also is a lower bound for kx ? yk which can be made arbitrarily close to one.
The case of restricted information
In many practical cases, X is a Banach space of functions and only certain linear functionals are available as information. Here we only consider the case that all functionals x : f 2 X 7 ! f(x) 2 R are continuous and form the set of available functionals, i.e, each L i is of the form L i = x i . Hence we study methods of the form (5:1) S (ad) n (f) = (f(x 1 ); : : : ; f(t n )) and de ne the error boundsẽ n non (S jF ) = inf S n max (S n ) andẽ n ad (S jF ) = inf S ad n max (S ad n ); where the in mum runs through all nonadaptive or adaptive methods of the form (5.1), respectively. Here we only give some examples and therefore we do not de ne any new n-widths with a restriction to the type of admisssible subspaces. The numbersẽ n non (S jF ) can be estimated from above by the Kolmogorov widths d n (F), even if S is nonlinear, see Novak (1986 Novak ( , 1988 . The estimate for the case of a linear functional was also found by Belinskii (1991) . The following example shows that adaptive methods may be exponentially better than nonadaptive ones. In particular, the analog of Proposition 6 is wrong. This problem can be solved adaptively using the bisection method, while nonadaptive methods are worse. Korneichuk (1993) proved, more exactly, that e n non (S jF ) n ? whileẽ n ad (S jF ) n ?1 log n:
