A modified projection method is suggested for the approximate solution of second kind equations and it is compared with other methods.
Introduction
Let T be a bounded operator on a Banach space X such that 1 is not in the spectrum of T , and (n ) a sequence of finite rank projections on X such that lim ir x = x for all x e X . The purpose of this n-*•<*> note is to introduce a new approximation method, we call it a modified projection method, to obtain an approximation for the solution of the equation (1.1) x -Tx = y j with the help of the projection TT It is to be noted that our assumption that 1 does not belong to the spectrum of T implies the existence of a unique solution for (1.1). We discuss the advantage of our method over the well-known approximation methods, namely, the Galerkin method, the iterated Galerkin method of Sloan and the Kantorovich method considered by Schock.
The Galerkin approximation x is the solution of
The iterated Galerkin approximation (or Sloan approximation) x is defined by
(1-3)^y
The Kantorovich method considered by Schock [4, 5, 6] determines an n n n n a S K It can be verified that x and a; satisfy the following equations:
It is known that under certain conditions (for example, if T is a compact operator on a Hilbert space X and IT is an orthogonal projection), the iterated Galerkin approximation xr converges to the solution x of (1.1) faster than as (see Sloan [7] and also Sloan,
Noussair and Burn [ £ ] ) . Also, if T i s an integral operator
on a suitable function space, then, under some regularity conditions on y and the kernel k , x has better convergence rates than x (see
. It is observed in Schock [5] (see also [4] ) that if T is a 'smoothing' operator then the Kantorovich approximation x is superior to both the Galerkin approximation x and the iterated Galerkin approxc imation x . Also, in a recent paper, Schock [6] showed that the It should be noted that for the computation of x it is necessary to M know IT y (see (1.2)). Thus x involves no more computation than
. The definition of x is motivated by the expression for x in
) by replacing Tx by it Tx
Using (1.2) we get
is a modified form of both x and x . It can also be n n n seen that x satisfies the equation
In the next Section we show that x converges to the solution x of (1.1) faster that x whenever x & and x converge faster than x -we have already mentioned that there are cases when the latter situation occurs.
Main Results
We recall the definitions from Section 1: Proof. The crucial point of the proof is the observation
This follows from the definition of x
Then we have 
