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Kapitel 1
Einleitung
Die Transporteigenschaften physikalischer Systeme spielen in vielerlei Hin-
sicht eine wichtige Rolle. Einerseits werden in technologischen Anwendungen
wie z. B. dem Transistor oder der Diode diese charakteristischen Eigenschaf-
ten gezielt ausgenutzt. Andererseits erfolgt die Untersuchung physikalischer
Systeme in vielen Fa¨llen mit Hilfe der Messung ihrer Transporteigenschaften.
Dabei kommen ha¨uﬁg Wechselspannungen oder andere zeitperiodische, a¨uße-
re Felder zum Einsatz, wodurch eine zusa¨tzliche Mo¨glichkeit zur Kontrolle des
betrachteten Systems gegeben ist [1, 2]. Oft lassen sich Transportpha¨nome-
ne als Streuprozesse beschreiben. Somit hat die Behandlung zeitabha¨ngiger
Streusysteme eine große Bedeutung, und sie steht unter anderem auch aus
diesem Grund im Mittelpunkt dieser Arbeit.
Fu¨r den Fall zeitunabha¨ngiger Potentiale und ebenfalls zeitunabha¨ngiger
angelegter Spannungen, die den Transport durch das System verursachen, lie-
fert die Landauer-Bu¨ttiker-Theorie die angesprochene Verbindung zwischen
den Transporteigenschaften und der streutheoretischen Behandlung des Sy-
stems [3–7]. Einige Erweiterungen dieser Vorgehensweise auf den Fall zeitpe-
riodischer Systeme konnten bereits erzielt werden: So wurde die Antwort des
betrachteten zeitunabha¨ngigen Systems auf kleine, zeitperiodische, a¨ußere
Spannungen in [8–11] untersucht.
Neben dem Streuansatz existieren auch diverse weitere Methoden zur Be-
schreibung von Transportpha¨nomenen. Verschiedene Ansa¨tze ko¨nnen z. B.
in [12–17] gefunden werden, wobei in diesen Arbeiten die Wechselwirkung
zwischen den Leitungselektronen beru¨cksichtigt wurde. Formulierungen un-
ter Benutzung Greenscher Funktionen sind in [18–20] zu ﬁnden und in Re-
ferenz [21] wurde ein Ansatz basierend auf einer Boltzmanngleichung vorge-
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stellt.
Die Untersuchung von Transporteigenschaften mesoskopischer Systeme
in Anwesenheit zeitlich periodischer Felder hat sich in den letzten Jahren zu
einem sehr aktiven Forschungsgebiet entwickelt (siehe z. B. [22, 23]). Dabei
werden Quantensysteme, deren Phasenkoha¨renz u¨ber eine ra¨umliche Ausdeh-
nung erhalten bleibt, die an makroskopische Skalen (ca. 1µm) heranreicht,
als mesoskopisch bezeichnet, da sie zwischen mikroskopischen und makrosko-
pischen Systemen liegen.
Ein im Zusammenhang mit zeitlich periodischen, a¨ußeren Feldern wichti-
ges Pha¨nomen stellt das Photon-assisted-tunneling [24] dar: Dabei betrachtet
man den Transport durch einen Quantendot, welcher in einem eindimensio-
nalen Schnitt als eine Doppelbarrierenstruktur mit einer zentralen Mulde, die
mehrere diskrete, quasigebundene Zusta¨nde entha¨lt, modelliert werden kann.
Die Transmission ist fu¨r ein einlaufendes Teilchen, dessen Energie einer der
Energien der quasigebundenen Zusta¨nde entspricht, am gro¨ßten. Wird nun
ein zeitperiodisches, a¨ußeres Feld eingeschaltet, so sind weitere Maxima in
der Transmission vorhanden, die bei Energien E∗+n~ω liegen, wobei E∗ die
Energie eines der quasigebundenen Zusta¨nde und ω die Frequenz des a¨uße-
ren Feldes bezeichnet. Das einlaufende Teilchen kann also die Energie von
n Photonen aufnehmen oder abgeben, um dann die Resonanzbedingung zur
leichteren U¨berwindung der Doppelbarriere zu erfu¨llen.
Der Eﬀekt des Photon-assisted-tunneling konnte in den letzten Jahren in
zahlreichen Experimenten beobachtet werden. Es sind dabei sowohl Messun-
gen an einzelnen Quantendots [25–30] als auch an U¨bergittern [31–34] vorge-
nommen worden. Eine weitere interessante Variante besteht in der Mo¨glich-
keit, Systeme gekoppelter Quantendots, also ku¨nstliche Moleku¨le, mit Hilfe
eines zeitperiodischen, externen Feldes spektroskopisch zu untersuchen [35–
37].
Historisch gesehen wurde der Eﬀekt des Photon-assisted-tunneling zum
ersten Mal 1962 von Dayem und Martin bei der Messung der Transporteigen-
schaften einer Supraleiter-Normalleiter-Supraleiter-Anordnung in Anwesen-
heit eines Mikrowellenfeldes beobachtet [38]. Etwa 10 Monate spa¨ter fanden
Tien und Gordon eine einfache theoretische Erkla¨rung dieses Eﬀekts [39]. Die
dabei entwickelte Tien-Gordon-Theorie erfreut sich heute noch großer Be-
liebtheit bei der quantitativen Analyse der oben angesprochenen Transport-
experimente an mesoskopischen Systemen (siehe z. B. [26, 28,30–32,34,37]).
Eine U¨bersicht u¨ber den Eﬀekt des Photon-assisted-tunneling in Supra-
leiter-Isolator-Supraleiter-Anordnungen und mo¨gliche Anwendungen ist in
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des Photon-assisted-transport durch eine Halbleiterheterostruktur, wobei al-
lerdings nur Einphotonenprozesse beru¨cksichtigt wurden. Im Rahmen einer
WKB-artigen Na¨herung wurde in [42, 43] der Transport durch eine Doppel-
barrierenstruktur in Anwesenheit eines zusa¨tzlichen zeitperiodischen Sto¨rpo-
tentials behandelt. In Referenz [44] wurde der Transport durch Quanten-
punktkontakte in Anwesenheit eines elektrischen Wechselfeldes untersucht,
und in Referenz [45] ist eine numerische Behandlung des Transports in einfa-
chen und Doppelbarrierenstrukturen, ebenfalls in Anwesenheit eines elektri-
schen Wechselfeldes, zu ﬁnden. Der Fall des Photon-assisted-transport durch
mehrere Tunnelbarrieren ist in [46] behandelt worden. Theoretische Beschrei-
bungen des Photon-assisted-tunneling in Systemen zweier gekoppelter Quan-
tendots sind in [47,48] zu ﬁnden.
Eine Beschreibung stark getriebener Systeme, die u¨ber eine sto¨rungs-
theoretische Behandlung der zeitabha¨ngigen Terme hinausgeht, in einem
mo¨glichst großen Frequenzbereich anwendbar ist und zudem nur wenigen
Einschra¨nkungen in der Form der beschreibbaren Potentiale unterliegt, ist in
den gerade zitierten Arbeiten jedoch nicht zu ﬁnden. Im folgenden wird eine
Methode zur quantenmechanischen Beschreibung der Streuung eines Teil-
chens an einem zeitperiodischen Potential vorgestellt. Dieser Methode liegt
keinerlei Sto¨rungsentwicklung zu Grunde, und sie ist prinzipiell zur Behand-
lung beliebiger Frequenzen und Amplituden des zeitperiodischen Antriebs
geeignet. Somit werden eventuelle Multiphotonenprozesse, die fu¨r den Fall
stark getriebener Systeme zu erwarten sind, korrekt beschrieben.
Die Streuung an zeitperiodischen Potentialen ist nicht nur eng mit der Be-
schreibung des Transports in mesoskopischen Systemen verbunden. So la¨ßt
sich z. B. die Ionisation eines Atoms in einem Mikrowellen- oder Laserfeld
als oﬀenes, zeitperiodisches System auﬀassen und geho¨rt daher zu der hier
betrachteten Klasse von Streusystemen. Ein wichtiges Beispiel aus der Atom-
physik fu¨r zeitperiodische Streusysteme stellt die Ionisierung des Wasserstoﬀ-
atoms in einem Mikrowellenfeld dar (siehe z. B. [49, 50]). Erste Experimente
dazu sind unter anderem von Bayﬁeld und Koch durchgefu¨hrt worden [51]. In
diesem Zusammenhang ist jedoch zu beachten, daß das zeitabha¨ngige a¨ußere
Feld in einigen experimentellen Realisierungen unter Umsta¨nden durch einen
kurzen Laserpuls erzeugt wird, so daß eine reine zeitliche Periodizita¨t nicht
immer angenommen werden kann [49]. Die Untersuchung von Atomen und
Moleku¨len in zeitperiodischen, a¨ußeren Feldern ist auch in diesem Jahrzehnt
ein aktives Forschungsgebiet (siehe z. B. [52]).
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Es ist ferner darauf hinzuweisen, daß elektronische Oberﬂa¨chenzusta¨nde
in Anwesenheit eines zeitperiodischen, a¨ußeren Feldes in a¨hnlicher Weise be-
schrieben werden ko¨nnen wie die gerade angesprochenen Systeme aus der
Atomphysik [49]. Somit fallen unter gewissen Umsta¨nden auch Probleme,
die im Rahmen der Oberﬂa¨chenphysik untersucht werden, in den hier be-
trachteten Themenkreis.
Der Beschreibung zeitperiodischer Streusysteme kommt also im Rah-
men einer theoretischen Behandlung physikalischer Systeme, deren Zielset-
zung in einer befriedigenden Beschreibung aktueller experimenteller Befunde
liegt, eine große Bedeutung zu. Zeitperiodische Streusysteme sind aber auch
im Zusammenhang mit einer allgemeineren, theoretischen Beschreibung von
Wichtigkeit. So geho¨rt die quantenmechanische Behandlung der Streuung an
zeitunabha¨ngigen Potentialen zum u¨blichen Umfang der Standardwerke der
Quantenmechanik (siehe z. B. [53]). Zeitperiodischer Streusysteme werden
hingegen meines Wissens selbst in Textbu¨chern u¨ber Streutheorie gar nicht
oder nur sehr kurz behandelt (siehe z. B. [54]).
Natu¨rlich ist die Beschreibung zeitperiodischer Streusysteme kein un-
erforschtes Gebiet: Howland untersuchte 1979 die Frage der Existenz von
Mølleroperatoren in zeitperiodischen Streusystemen [55]. Weitere Arbeiten,
die sich zumindest teilweise mit der allgemeinen Beschreibung der Streuung
an zeitperiodischen Potentialen bescha¨ftigen, sind in [56–60] zu ﬁnden. Die
Tatsache, daß alle diese Arbeiten im Laufe der letzten fu¨nf Jahre vero¨ﬀent-
licht wurden, zeigt, daß das Interesse an oﬀenen, zeitperiodischen Systemen
– nicht zuletzt aufgrund der gerade beschriebenen Anwendungen – in neuerer
Zeit zu wachsen scheint.
Ebenfalls von allgemeinem, theoretischen Interesse ist die Beschreibung
von Tunnelpha¨nomenen. Die Untersuchung solcher Prozesse in zeitabha¨ngi-
gen Systemen stellt, wie schon im Rahmen der Mesoskopik angesprochen,
ein aktuelles Forschungsgebiet dar [1, 2]. Ziele dieser Untersuchungen sind
unter anderem die Kontrolle des Tunnelprozesses, die Beschreibung der
Higher-harmonics-generation und die Manipulation der Populationsdynamik
in Mehrniveausystemen. Eine Anwendung der dabei entwickelten Konzepte
ﬁndet sich ebenso in der Kontrolle der Dynamik chemischer Reaktionen wie
in der Kontrolle des Quantentransports.
Eine Vielzahl von Arbeiten bescha¨ftigt sich mit der quantenmechani-
schen Beschreibung eines Teilchens in einem eindimensionalen zeitperiodi-
schen Streusystem, wobei die Motivation fu¨r diese Untersuchungen zumeist
in den schon genannten Anwendungen in der Mesoskopik oder der Atom-
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de in [61–63] untersucht. Der Fall stu¨ckweise konstanter Potentiale wurde
in [64–71] behandelt. Beliebige, vertikal oszillierende Potentiale sind in [72]
im Rahmen einer Sto¨rungsentwicklung in der Amplitude untersucht worden,
und in [73, 74] sind numerische Methoden zur Behandlung zeitperiodischer
Potentiale entwickelt worden. Der Fall eines bichromatischen Antriebs mit
den Frequenzen ω und 2ω wurde in [75,76] untersucht.
Die in dieser Arbeit entwickelte Methode zur Beschreibung von zeitperi-
odischen Streusystemen wird auf den Fall eindimensionaler zeitlich periodi-
scher Streupotentiale angewendet. Die Vorgehensweise ist jedoch im Prinzip
auf Systeme ho¨herer Dimensionalita¨t verallgemeinerbar. Es ist darauf hinzu-
weisen, daß die Behandlung eindimensionaler zeitperiodischer Systeme nicht
trivial ist, da diese Systeme im allgemeinen nicht separabel sind. Die in dieser
Arbeit entwickelteMethode ist prinzipiell fu¨r beliebige zeitperiodische Poten-
tiale, die die Deﬁnition asymptotisch freier Zusta¨nde zulassen, anwendbar.
Durch die Verwendung der Kramers-Henneberger-Transformation [77] wird
die Anwendbarkeit der Methode auf Systeme, die unter dem Einﬂuß eines
ra¨umlich homogenen elektrischen Wechselfeldes stehen, ausgeweitet. Syste-
me, die einem Laser- oder Mikrowellenfeld ausgesetzt sind und die im Rah-
men einer Dipolna¨herung ada¨quat beschrieben werden ko¨nnen, lassen sich
analog zu Systemen, die dem Einﬂuß eines elektrischen Wechselfeldes unter-
liegen, behandeln und sind daher auch mit Hilfe der in dieser Arbeit ent-
wickelten Methode beschreibbar.
Betrachtet man eindimensionale zeitabha¨ngige Systeme vom Standpunkt
der klassischen Dynamik aus, so stellt man fest, daß diese Systeme diejenigen
mit der kleinsten Anzahl von Freiheitsgraden darstellen, in denen chaotische
Bewegung mo¨glich ist [78, 79]. Somit stellen eindimensionale zeitperiodische
Streusysteme konzeptionell einfache Systeme dar, in denen chaotische oder
irregula¨re Streuung auftreten kann. Insbesondere im chaotischen Fall ist da-
bei zu beachten, daß eine nichtsto¨rungstheoretische Behandlung zur quan-
titativen Beschreibung des Systems unerla¨ßlich ist. Vor dem Hintergrund
ihrer fundamentalen Bedeutung ist die Anzahl der Arbeiten, die sich mit
der chaotischen Streuung an eindimensionalen zeitperiodischen Potentialen
bescha¨ftigen, recht klein. Periodisch gekickte Potentiale sind in [56,80–83] un-
tersucht worden, wa¨hrend kontinuierlich getriebene Streusysteme in [84, 85]
behandelt wurden. Eine Ausnahme bildet die Behandlung eines wasserstoﬀ-
artigen Atoms in einemMikrowellenfeld. Dieses System ist von verschiedenen
Autoren ausfu¨hrlich untersucht worden, siehe z. B. [49, 86–90].
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Aus dem Blickwinkel des Quantenchaos betrachtet, stellen eindimensio-
nale zeitperiodische Streusysteme aufgrund der kleinen Anzahl von Freiheits-
graden potentielle Beispielsysteme zur Untersuchung eventueller Spuren klas-
sischer, nichtlinearer Dynamik in der Quantenmechanik dar. Ferner eignen sie
sich aus denselben Gru¨nden auch als Testsysteme fu¨r semiklassische Quan-
tisierungsmethoden. Das Wasserstoﬀatom in einem a¨ußeren Mikrowellenfeld
ist daher auch eines der ersten und wichtigsten Anwendungsbeispiele aus
dem Gebiet des Quantenchaos [91]. Weitere Systeme sind in [56, 80–83, 92]
untersucht worden.
Im Rahmen dieser Arbeit soll eine nichtsto¨rungstheoretische Methode zur
quantenmechanischen Beschreibung zeitperiodischer Streusysteme entwickelt
werden. Dabei erfolgt die Beschreibung der Streusysteme im Bild nichtwech-
selwirkender und nichtrelativistischer Teilchen. Die Methode soll fu¨r eine
mo¨glichst breite Klasse von Potentialen anwendbar sein, wobei die periodi-
sche Zeitabha¨ngigkeit als stetig angenommen wird. Kontinuierlich – oder spe-
zieller – harmonisch getriebene Systeme sind fu¨r die meisten Anwendungen
eine realistischere Beschreibung als periodisch gekickte Systeme, die jedoch
analytisch wesentlich leichter zu beschreiben sind [56,80–82,92]. Insbesondere
soll die zu entwickelnde Methode keinerlei prinzipiellen Einschra¨nkungen in
der Frequenz und in der Amplitude des zeitabha¨ngigen Teils des Potentials
unterliegen. Zur Untersuchung charakteristischer Eigenschaften zeitperiodi-
scher Streusysteme einerseits und zur Demonstration der Anwendbarkeit der
entwickelten Methode andererseits werden einige konkrete Beispielsysteme
untersucht. Bei der Wahl der Anwendungsbeispiele wurde insbesondere dar-
auf geachtet, daß auch die entsprechende klassische Dynamik interessante
Eigenschaften aufweisen kann, so daß die Untersuchung anziehender Poten-
tiale, in denen die Einfu¨hrung einer Zeitabha¨ngigkeit zu chaotischer Streuung
fu¨hren kann, eine zentrale Rolle spielt. Die Anwendbarkeit der entwickelten
Methode ist jedoch nicht auf anziehende Potentiale beschra¨nkt, wie ebenfalls
an einem Beispiel belegt wird. Neben der quantenmechanischen Beschrei-
bung sollen auch die klassische Dynamik der Anwendungsbeispiele und die
Verbindung zwischen quantenmechanischer und klassischer Beschreibung un-
tersucht werden.
Kapitel 2 entha¨lt eine Zusammenstellung der theoretischen Grundlagen
der Beschreibung zeitperiodischer Streusysteme. Zuna¨chst werden die wich-
tigsten Punkte der klassischen Beschreibung der Streuung an zeitlich peri-
odischen Potentialen und der Klassiﬁzierung des Typs der klassischen Dy-
namik vorgestellt. Es wird weiterhin das klassische Analogon der Kramers-
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martigem Antrieb im Rahmen der Streutheorie behandelt werden ko¨nnen,
besprochen. Auf Seiten der Quantenmechanik wird zu Beginn eine kurze Zu-
sammenfassung der Landauer-Bu¨ttiker-Theorie gegeben. Die zur “Standard-
streutheorie” analoge Beschreibung der Streuung an zeitperiodischen Poten-
tialen wird skizziert, und allgemeine Charakteristika dieser Art von Streusy-
stemen werden herausgestellt. Die Wellenpaketpropagationsmethode, die zur
Behandlung konkreter Beispielsysteme verwendet wird, wird detailliert be-
sprochen. Dabei werden auch die (t, t′)-Methode [93] zur Berechnung des Zeit-
propagators eines zeitperiodischen Systems und die Kramers-Henneberger-
Transformation [77] vorgestellt.
Die Verwendung der auf der Floquettheorie basierenden (t, t′)-Methode
garantiert, daß die zeitliche Periodizita¨t der betrachteten Systeme in vollem
Umfang beru¨cksichtigt wird. In diesem Punkt unterscheidet sich die (t, t′)-
Methode von anderen Methoden zur Berechnung des Zeitpropagators wie
z. B. dem Split-Operator-Verfahren [94], das im Prinzip fu¨r beliebige Zeitab-
ha¨ngigkeiten verwendbar ist. Weiterhin ist die (t, t′)-Methode insbesondere
sowohl zur Behandlung stark getriebener Systeme – im Sinne großer Ampli-
tuden des zeitabha¨ngigen Teils des Potentials – als auch zur Beschreibung
von Systemen mit prinzipiell beliebiger Antriebsfrequenz geeignet.
Schließlich ist anzumerken, daß die Wellenpaketpropagationsmethode auf
der Beschreibung des physikalischen Systems als Streuproblem basiert und
die Streuung charakterisierende Gro¨ßen wie die Transmission direkt berech-
net werden ko¨nnen, was sie von indirekten Methoden wie z. B. der komplexen
Rotation [95] unterscheidet.
In Kapitel 3 werden Streusysteme, in denen der zeitperiodische Antrieb
in einem ra¨umlich begrenzten Gebiet erfolgt, sowohl klassisch als auch quan-
tenmechanisch behandelt. Zu diesem Zweck werden zwei eindimensionale,
zeitlich periodische Systeme betrachtet: ein Rechtecktopf mit vertikal oszil-
lierendem Boden und ein ebenfalls vertikal oszillierendes 1/ cosh2-Potential.
Im Rahmen der klassischen Beschreibung wird gezeigt, daß es sich bei dem
Rechtecktopf mit oszillierendem Boden um ein pseudointegrables System
handelt, wa¨hrend das 1/ cosh2-Potential zu einem gemischten Phasenraum
fu¨hrt. In der quantenmechanischen Behandlung ko¨nnen Multiphotonenpro-
zesse und Resonanzen beobachtet werden. Fu¨r ausreichend hohe Frequenzen
lassen sich die Resonanzenergien mit Hilfe eines durch das zeitgemittelte Po-
tential gegebenen eﬀektiven Potentials erkla¨ren.
In Kapitel 4 ist die Untersuchung von Systemen mit wechselstromartigem
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Antrieb zu ﬁnden. Es wird zuna¨chst die Streuung an einem wechselstromge-
triebenen Rechtecktopf untersucht. Auch in diesem Fall wird sowohl die klas-
sische als auch die quantenmechanische Streuung behandelt, wobei auch die
Frage eventueller Spuren der klassischen Dynamik in der quantisierten Versi-
on des Systems untersucht wird. Im Rahmen der klassischen Behandlung wird
gezeigt, daß ein moderater Antrieb zu einem gemischten System fu¨hrt. Ein
sta¨rkerer Antrieb hat ein hyperbolisches System zur Folge, und ein extrem
starker Antrieb fu¨hrt zu einem pseudointegrablen System. In der quanten-
mechanischen Behandlung sind wiederum Resonanzen vorhanden, die sowohl
fu¨r ausreichend niedrige als auch fu¨r ausreichend hohe Frequenzen mit Hil-
fe des entsprechenden eﬀektiven Potentials erkla¨rt werden ko¨nnen. Fu¨r den
Fall hoher Frequenzen kann das eﬀektive Potential eine Doppelmuldenstruk-
tur annehmen, in der die Ausbildung von Tunneldubletts mo¨glich ist. Das
auf diese Weise zustande kommende dynamische Tunneln wird detailliert un-
tersucht. Mit Hilfe der zeitintegrierten Husimidichte werden die quantenme-
chanische und klassische Streuung am wechselstromgetriebenen Rechtecktopf
verglichen.
Als zweites Anwendungsbeispiel wird die Streuung an einem wechsel-
stromgetriebenen Quantendot quantenmechanisch untersucht. Ebenso wie
in den betrachteten Systemen mit lokal begrenztem Antrieb lassen sich
Multiphotonenprozesse und Resonanzen beobachten. Ferner ist eine Unter-
dru¨ckung des fu¨r die Streuung an zeitunabha¨ngigen Doppelbarrieren charak-
teristischen resonanten Tunnelns zu erkennen.
Die wichtigsten Ergebnisse werden in Kapitel 5 schließlich zusammenge-
faßt, und Ausblicke auf mo¨gliche, zuku¨nftige Untersuchungen werden disku-
tiert.
Kapitel 2
Theoretische Beschreibung
zeitlich periodischer
Streusysteme
Zu Beginn soll die klassische Beschreibung zeitperiodischer Streusysteme be-
handelt werden. In der Beschreibung vieler realistischer und experimentel-
ler Situationen erscheinen zeitlich periodische Streupotentiale auf natu¨rliche
Weise, wie schon in der Einleitung diskutiert wurde. Auch wenn in vielen die-
ser Fa¨lle eine quantenmechanische Beschreibung zur quantitativen Behand-
lung no¨tig ist, so ist eine Untersuchung des zugeho¨rigen klassischen Systems
fu¨r das physikalische Versta¨ndnis des betrachteten Problems oft von großem
Nutzen. Desweiteren stellt die klassische Dynamik die Grundlage zur semi-
klassischen Behandlung physikalischer Systeme dar, die in zahlreichen Fa¨llen
eine zufriedenstellende Beschreibung des betrachteten Systems liefert [83].
Somit lassen sich einige Charakteristika eigentlich quantenmechanisch zu be-
schreibender, physikalischer Systeme ha¨uﬁg auch mit Hilfe der Untersuchung
der klassischen Dynamik verstehen.
Betrachtet man zuna¨chst ein zeitunabha¨ngiges Streupotential und unter-
sucht Eﬀekte, die durch das Einschalten eines zeitabha¨ngigen Terms des Po-
tentials entstehen, so kann sich die Dynamik des Systems nachhaltig a¨ndern.
Dabei ist insbesondere auch der Extremfall mo¨glich, bei dem ein urspru¨nglich
integrables System vollsta¨ndig chaotisch bzw. hyperbolisch wird.
Im folgenden Unterkapitel werden die wichtigsten Konzepte und Metho-
den zur Beschreibung und Klassiﬁzierung der Streuung eines klassischen Teil-
chens an einem zeitlich periodischen Potential vorgestellt. Dabei wird von
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ra¨umlich eindimensionalen Systemen ausgegangen, da schon in diesen Syste-
men verschiedene Typen nichtlinearer Dynamik auftreten ko¨nnen. Die vor-
gestellten Konzepte sind jedoch auf Systeme ho¨herer Dimensionalita¨t verall-
gemeinerbar. Zur Klassiﬁzierung der Systeme werden dabei stroboskopische
Phasenraumabbildungen, Ablenkfunktionen und die Verteilungen der Auf-
enthaltszeiten untersucht.
Eine ausfu¨hrliche Behandlung der klassischen Beschreibung der Streu-
ung an zeitunabha¨ngigen Potentialen kann in [96, 97] gefunden werden. Die
dort vorgestellten Konzepte ko¨nnen jedoch auch an den Fall zeitperiodischer
Potentiale angepaßt werden.
2.1 Klassische Beschreibung zeitlich
periodischer Streusysteme
Es soll die Streuung eines punktfo¨rmigen Teilchens an einem ra¨umlich ein-
dimensionalen zeitperiodischen Potential V (x, t) = V (x, t+ T ) beschrieben
werden. Im Rahmen dieser Arbeit werden nichtdissipative, hamiltonsche Sy-
steme betrachtet, deren Hamiltonfunktion durch
H(x, p, t) =
p2
2m
+ V (x, t) (2.1)
gegeben ist, wobei p der Impuls und p2/(2m) die kinetische Energie des Teil-
chens der Masse m sind.
Die Einfu¨hrung einer Zeitabha¨ngigkeit des Potentials kann zu vielfa¨lti-
gen neuen und interessanten Eﬀekten fu¨hren. Betrachtet man zuna¨chst die
Streuung an einem zeitunabha¨ngigen Potential Vstat(x), so bleibt die Energie
des gestreuten Teilchens erhalten. Der Phasenraum eines solchen eindimen-
sionalen autonomen Systems ist zweidimensional und alle Systeme dieser Art
sind integrabel. Fu¨r den Spezialfall rein anziehender Potentiale, Vstat(x) ≤ 0
fu¨r alle x ∈ R, bedeutet die Energieerhaltung, daß ein mit der Energie E > 0
einlaufendes Teilchen wa¨hrend des gesamten Streuprozesses seine Bewegungs-
richtung nicht a¨ndert und somit in jedem Fall transmittiert wird. Dabei wird
angenommen, daß Vstat(x) fu¨r x → ±∞ schnell genug gegen Null geht, so
daß sich das gestreute Teilchen asymptotisch frei bewegt.1 Ferner kann das
1Diese Annahme, die an dieser Stelle noch nicht zwingend notwendig ist, hat zur Folge,
daß das so deﬁnierte System als Streuproblem, auch im Hinblick auf eine spa¨tere Quanti-
sierung, wohldeﬁniert ist.
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gestreute Teilchen in keiner der Mulden des Potentials Vstat(x) la¨ngere Zeit
gefangen werden und sich dort oszillatorisch bewegen. Der Phasenraum eines
solchen Systems teilt sich in zwei disjunkte Gebiete. Hat das Teilchen eine
positive Gesamtenergie, so ha¨lt es sich nur endliche Zeit imWechselwirkungs-
bereich des Potentials auf und entkommt dann ins Unendliche. Ein solches
Teilchen bewegt sich auf einer Streubahn. Teilchen mit negativer Gesamten-
ergie ko¨nnen den Wechselwirkungsbereich, also die oder eine der Potential-
mulden, nicht verlassen und sind gefangen.
Im Falle eines zeitabha¨ngigen Potentials gilt die Energieerhaltung nicht
mehr. Fu¨r ra¨umlich eindimensionale Systeme ist der Phasenraum dreidimen-
sional: Das nichtautonome System der Hamiltonschen Bewegungsgleichungen
x˙ =
∂H
∂p
(x, p, t),
p˙ = −∂H
∂x
(x, p, t),
wobei H(x, p, t) die explizit zeitabha¨ngige Hamiltonfunktion ist, la¨ßt sich
mit Hilfe einer neuen, freien Variable z := αt in ein autonomes System dreier
Diﬀerentialgleichungen erster Ordnung umschreiben:
x˙ =
∂H
∂p
(x, p, [z/α]),
p˙ = −∂H
∂p
(x, p, [z/α]), (2.2)
z˙ = α.
Ist die Zeitabha¨ngigkeit der Hamiltonfunktion H(x, p, t) periodisch, so ist
die neue, freie Variable z winkelartig. Dabei ist es sinnvoll, zeitperiodische
Systeme in zwei Klassen einzuteilen: periodisch gekickte und kontinuierlich
getriebene Systeme. Letztere lassen sich im eindimensionalen Fall durch die
Bewegungsgleichungen (2.2) beschreiben. Periodisch gekickte Systeme hin-
gegen lassen sich am einfachsten durch eine zweidimensionale, diskrete Ab-
bildung beschreiben (siehe z. B. [79]). Im folgenden werden kontinuierlich
getriebene Systeme betrachtet.
Betrachtet man wieder den Fall eines rein anziehenden Streupotentials,
fu¨r das V (x, t) ≤ 0 gilt, so kann sich die Energie des Teilchens im Lau-
fe des Streuprozesses a¨ndern. Auch hier wird angenommen, daß V (x, t) fu¨r
x → ±∞ schnell genug gegen Null geht, so daß sich das gestreute Teilchen
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wiederum asymptotisch frei bewegen kann. Nun ist es mo¨glich, daß das Teil-
chen seine Bewegungsrichtung a¨ndert, und somit sind sowohl Transmission
als auch Reﬂexion mo¨glich. Desweiteren kann das Teilchen im Laufe der
Streuung so viel Energie abgeben, daß seine Gesamtenergie negativ wird und
es sich oszillatorisch in einer der Mulden des Potentials bewegt. Es ist die
Mo¨glichkeit gegeben, daß das Teilchen fu¨r bestimmte Anfangsbedingungen
auf diese Weise sehr lange im Wechselwirkungsbereich des Potentials gefan-
gen bleibt und es zu Resonanzpha¨nomenen kommt. Ferner kann die Streu-
ung an einem ra¨umlich eindimensionalen zeitperiodischen Potential chaotisch
sein. Schließlich ist es mo¨glich, daß sich keine Anfangsbedingungen mehr
ﬁnden lassen, die zu gefangenen Teilchen fu¨hren, die den Wechselwirkungs-
bereich des Potentials nicht verlassen ko¨nnen. Letzteres ist im allgemeinen
dann zu erwarten, wenn die zeitabha¨ngigen Terme das gesamte Potential
dominieren. Im allgemeinen ist aber die Mo¨glichkeit gegeben, daß nur Teil-
bereiche des Phasenraums fu¨r Streubahnen zuga¨nglich sind. Daher sollten zur
eindeutigen Klassiﬁzierung eines zeitperiodischen Streusystems verschiedene
Kriterien u¨berpru¨ft werden.
Ziel dieses Teils der Arbeit ist nicht etwa eine umfassende Behandlung der
Bewegung eines klassischen Massenpunktes in einem beliebigen eindimensio-
nalen zeitperiodischen Streusystem, sondern lediglich die Klassiﬁzierung des
Typs der Dynamik der im weiteren Verlauf der Arbeit zu quantisierenden
Beispielsysteme. Die dabei untersuchten Systeme lassen sich in zwei Klassen
einteilen:
• Der zeitlich periodische Antrieb erfolgt nur in einem ra¨umlich begrenz-
ten Gebiet.
• Der zeitlich periodische Antrieb la¨ßt sich wie ein ra¨umlich homogenes
elektrisches Wechselfeld beschreiben.
Die beiden Systemtypen werden im Anschluß in den na¨chsten Abschnitten
noch genauer vorgestellt.
Um den Typ der Dynamik dieser Beispielsysteme eindeutig klassiﬁzieren
zu ko¨nnen, wird wie folgt verfahren:
• Untersuchung stroboskopischer Bilder der Trajektorien im Phasenraum,
• Untersuchung der Eigenschaften der Ablenkfunktion,
• Berechnung der Verteilung der Aufenthaltszeiten.
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Zu diesem Zweck werden die Bewegungsgleichungen im allgemeinen nume-
risch integriert. Die einzelnen Methoden zur Klassiﬁzierung der Dynamik
sollen nun kurz vorgestellt werden. Sie kommen dann in den Kapiteln 3 und
4 zur Anwendung.
2.1.1 Klassiﬁzierung der Dynamik
Stroboskopische Bilder der Trajektorien im Phasenraum
Bei der Erstellung stroboskopischer Phasenraumbilder wird eine große An-
zahl Trajektorien, die alle in derselben Phasenlage der Oszillation des Poten-
tials in denWechselwirkungsbereich einlaufen, verfolgt und jeweils nach ganz-
zahligen Vielfachen der Periode des zeitperiodischen Potentials in der (x, p)-
Ebene des Phasenraums abgebildet (siehe Gleichungssystem (2.2)). Somit
spielen stroboskopische Phasenraumbilder die Rolle von Poincare´schnitten
[78] in eindimensionalen zeitperiodischen Systemen [79].
Die Interpretation der stroboskopischen Phasenraumabbildungen ist
vo¨llig analog zu der u¨blichen Interpretation von Poincare´schnitten. Ein ein-
zelner Fixpunkt in einer stroboskopischen Phasenraumabbildung stellt einen
(stabilen) periodischen Orbit mit der Periode T , also der Periode des zeitpe-
riodischen Potentials, dar. Eine Kette von n ∈ N Punkten, die im Verlauf der
Zeit immer in derselben Reihenfolge durchlaufen werden, ist das Abbild ei-
nes periodischen Orbits der Periode nT , und regula¨re Bereiche zeichnen sich
durch in der Regel einfach strukturierte Bereiche aus, in denen sich die Punk-
te der stroboskopischen Phasenraumabbildung auf eindimensionalen Kurven
anordnen. Chaotische Bereiche hingegen sind als irregula¨r erscheinende, aus-
gedehnte “Punktwolken” sichtbar (siehe Kap. 3 und 4 sowie z. B. [98]).
In integrablen Systemen ist die Anzahl der Erhaltungsgro¨ßen gleich der
Anzahl der Freiheitsgrade. Trajektorien zu in einem endlichen Raumbereich
gefangenen Bahnen bewegen sich im Phasenraum auf Tori. Chaotische Berei-
che im Phasenraum sind nicht vorhanden. Auch im Falle pseudointegrabler
Systeme sind keine chaotischen Bereiche im Phasenraum vorhanden, aber
die zu gefangenen Bahnen geho¨rigen Trajektorien bewegen sich auf Mannig-
faltigkeiten, deren Topologie komplizierter als die eines Torus ist. Gemischte
Systeme zeichnen sich durch die Existenz regula¨rer und chaotischer Bereiche
im Phasenraum aus, was fu¨r die u¨berwa¨ltigende Mehrheit aller physikali-
schen Systeme zutriﬀt. Hyperbolische Systeme sind schließlich dadurch ge-
kennzeichnet, daß keine regula¨ren Bereiche im Phasenraum vorhanden sind.
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In diesem Fall sind alle periodischen Orbits des Systems instabil, und Trajek-
torien mit a¨hnlichen Anfangsbedingungen entfernen sich im Laufe der Zeit
exponentiell voneinander, unabha¨ngig von der konkreten Wahl der Anfangs-
bedingungen [50,78]. Gutzwiller bezeichnet die Bewegung in hyperbolischen
Systemen als hartes Chaos [50]. Hyperbolische Systeme ko¨nnen in gewissem
Sinne als das “genaue Gegenteil” integrabler Systeme bezeichnet werden [50].
Eigenschaften der Ablenkfunktion
Die Ablenkfunktion ist hier als der Impuls des auslaufenden Teilchens als
Funktion des Impulses des einlaufenden Teilchens deﬁniert. Dabei erreichen
auch hier alle einlaufenden Teilchen den Wechselwirkungsbereich in derselben
Phasenlage des zeitlich oszillierenden Potentials. Selbsta¨hnliche Strukturen
in der Ablenkfunktion sind ein Zeichen topologischen Chaos im dynamischen
Fluß [96] und deuten somit auf die Existenz chaotischer Bereiche im Pha-
senraum hin, wie nun erla¨utert wird.
Qualitativ la¨ßt sich dieses Verhalten mit Hilfe der instabilen periodischen
Orbits erkla¨ren [99]. Im Falle der regula¨ren Streuung an einem zweidimensio-
nalen, radialsymmetrischen, zeitunabha¨ngigen Potential z. B., das einen iso-
lierten, instabilen periodischen Orbit “auf der Innenseite des Kamms” einer
ringfo¨rmigen Barriere besitze, bewegen sich asymptotisch gefangene Trajek-
torien spiralfo¨rmig auf den instabilen periodischen Orbit zu. Mathematisch
ausgedru¨ckt, bewegt sich das Teilchen in diesem Fall auf der stabilen Mannig-
faltigkeit des periodischen Orbits. Eine sinnvolle Deﬁnition der Ablenkfunkti-
on ist in dieser Situation der Winkel zwischen aus- und einlaufender Richtung
des Teilchens als Funktion des Stoßparameters des einlaufenden Teilchens.
Wird im obigen Beispiel bei der Variation des Stoßparameters die Anfangs-
bedingung, die zur asymptotisch gefangenen Trajektorie geho¨rt, u¨berschrit-
ten, so fu¨hrt dies zu einer starken A¨nderung in der Ablenkfunktion. Sind in
einem beliebigen Streusystem die zu asymptotisch gefangenen Trajektorien
geho¨renden Anfangsbedingungen isoliert voneinander, so daß die Ablenk-
funktion zwischen diesen Anfangsbedingungen glatt ist, so ist die Streuung
regula¨r. Im Falle der chaotischen Streuung sind hingegen in den chaotischen
Bereichen des Phasenraums unendlich viele instabile periodische Orbits vor-
handen [100], deren stabile Mannigfaltigkeiten alle bis ins Unendliche reichen,
also in den Bereich der asymptotisch freien, einlaufenden Zusta¨nde hinein. Im
chaotischen Fall besteht dieser Repeller aus u¨berabza¨hlbar vielen instabilen
periodischen Orbits und er hat eine fraktale Struktur [49,50]. Werden die An-
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fangsbedingungen, die zu einer der stabilen Mannigfaltigkeiten geho¨ren, bei
der Variation eines der Kontrollparameters der Anfangsbedingungen u¨ber-
schritten, so fu¨hrt dies zu starken Oszillationen in der Ablenkfunktion bzw.
zu Divergenzen in der Aufenthaltszeit des Teilchens im Wechselwirkungs-
bereich [99]. Die fraktale Struktur des Repellers spiegelt sich dann in der
fraktalen Struktur der Ablenkfunktion wider [49, 99].
Fu¨r Potentiale, deren Betrag stets endlich bleibt, ist der Eﬀekt des Poten-
tials im Grenzfall einer unendlich hohen Energie des einlaufenden Teilchens
vernachla¨ssigbar klein, so daß fu¨r große Energien auch keine chaotische Streu-
ung auftreten kann.
Verteilung der Aufenthaltszeiten
Bei der Berechnung der Verteilung der Aufenthaltszeiten werden Trajekto-
rien mit einlaufenden Impulsen aus einem kleinen Intervall zu verschiede-
nen Phasenlagen des Potentials, gleichma¨ßig verteilt u¨ber eine Periode der
Oszillation, betrachtet. Interessant fu¨r die Klassiﬁzierung der Dynamik des
betrachteten Systems ist dabei insbesondere das Verhalten fu¨r große Aufent-
haltszeiten. Ein exponentieller Abfall der Verteilung der Aufenthaltszeiten
fu¨r lange Zeiten ist ein Zeichen hyperbolischer Systeme; ein algebraischer
Abfall deutet hingegen auf nichthyperbolische Dynamik hin [101].
In einem hyperbolischen System ist die Bewegung in den zuga¨nglichen
Gebieten des Phasenraums ergodisch. Betrachtet man denjenigen Bereich
des Phasenraums, der zu im Wechselwirkungsbereich beﬁndlichen Teilchen
geho¨rt, so gibt es einen endlichen Anteil, der zu Trajektorien geho¨rt, die in ei-
nem Zeitintervall der La¨nge dt den Wechselwirkungsbereich verlassen werden
und ins Unendliche entkommen. Aufgrund der Ergodizita¨t der Bewegung ent-
kommt pro Zeitintervall dt immer derselbe Anteil der noch gefangenen Tra-
jektorien. Insgesamt fu¨hrt dieses Verhalten dazu, daß das betrachtete hyper-
bolische System exponentiell zerfa¨llt [81, 102–105]. Ist hingegen das betrach-
tete System gemischt und somit nichthyperbolisch, sind also Stabilita¨tsinseln
vorhanden, so ko¨nnen die Trajektorien des (oder der) chaotischen Bereiche
fu¨r lange Zeit in der Nachbarschaft der regula¨ren Bereiche des Phasenraums
festgehalten werden, was zu einem langsameren, algebraischen Zerfall des
Systems fu¨hrt [81,102–104]. Dieses Verhalten kann mit Hilfe der Cantori er-
kla¨rt werden, die die regula¨ren Bereiche des Phasenraums umschließen und
deren “Durchla¨ssigkeit” fu¨r Trajektorien sehr gering ist [79, 103]. Als Can-
torus wird ein “aufgebrochener” KAM-Torus bezeichnet (siehe z. B. [79]).
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Dabei wird die stetige und damit undurchla¨ssige Barriere des KAM-Torus
zu einem Fraktal, und die Trajektorien des Phasenraums ko¨nnen durch den
Cantorus hindurchdiﬀundieren. Ein weiterer Grund fu¨r den langsamen, al-
gebraischen Zerfall gemischter Systeme liegt in der “Klebrigkeit” der Hier-
archien der Ketten von Stabilita¨tsinseln, in deren Na¨he sich auch chaotische
Bahnen nichtdiﬀusiv bewegen [103].
Im Falle integrabler oder pseudointegrabler Systeme, in denen keine chao-
tischen Bereiche im Phasenraum vorhanden sind, kann ein algebraischer Ab-
fall der Verteilung der Aufenthaltszeiten in einigen Fa¨llen mit Hilfe eines Re-
sonanzmechanismus erkla¨rt werden (siehe z. B. Abschnitt 3.1.1). Dabei sind
Trajektorien, die marginal stabilen, periodischen Orbits, die den Wechselwir-
kungsbereich nicht verlassen ko¨nnen, sehr nahe kommen, fu¨r den langsamen
Zerfall des Systems verantwortlich. Ein weiteres Argument fu¨r einen algebrai-
schen Zerfall beruht auf der Existenz von Familien periodischer Orbits, die zu
Zerfa¨llen auf verschiedenen Zeitskalen fu¨hren, was insgesamt einen algebrai-
schen Abfall der Verteilung der Aufenthaltszeiten zur Folge hat [104,106].
Ein algebraischer Abfall der Verteilung der Aufenthaltszeiten la¨ßt also
auf die Existenz regula¨rer Bereiche im Phasenraum schließen.
2.1.2 Systeme mit zeitperiodischem Antrieb in einem
ra¨umlich begrenzten Gebiet
Es sollen zuna¨chst zeitperiodische Potentiale des Typs
V (x, t) = V0(x) + V1(x) cos(ωt) (2.3)
betrachtet werden. Die Hamiltonfunktion dieser Systeme ist durch Gleichung
(2.1), Seite 12, gegeben. Es wird angenommen, daß sowohl das zeitunabha¨ngi-
ge Potential V0(x) als auch der durch V1(x) bestimmte zeitabha¨ngige Teil des
Potentials fu¨r große Betra¨ge von x schnell genug gegen Null gehen, so daß
sich das gestreute Teilchen asymptotisch frei bewegt. Ein solches ra¨umlich
begrenztes, eindimensionales zeitperiodisches Streupotential ist zum Beispiel
mit Hilfe einer zeitperiodischen Gatespannung in einem Quantendot realisier-
bar [30]. Dabei wird das den Quantendot beschreibende Potential in einem
eindimensionalen Schnitt durch zwei Tunnelbarrieren mit einem dazwischen-
liegenden Potentialtopf modelliert, dessen Boden aufgrund der zeitabha¨ngi-
gen Gatespannung vertikal oszilliert. Die Tunnelbarrieren stellen in dieser
Beschreibung die schwache Kopplung an die Zuleitungen dar. Die Faktori-
sierung V1(x) · cos(ωt) des zeitabha¨ngigen Teil des Potentials erleichtert die
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Quantisierung dieser Systeme erheblich, wie wir in Abschnitt 2.2 noch sehen
werden.
Im Rahmen dieser Arbeit werden zwei konkrete Beispielsysteme mit Po-
tentialen des in Gleichung (2.3) deﬁnierten Typs behandelt:
• Rechtecktopf mit oszillierendem Boden,
• oszillierendes 1/ cosh2-Potential.
Sind die in Gleichung (2.3) auftretenden Funktionen V0(x) und V1(x) von
der Form
V0,1(x) = V0,1 · f0,1
([ x
L
])
, V0,1 = const, (2.4)
so genu¨gt es, das mittels
x˜ :=
x
L
, p˜ :=
p
Lmω
, τ := ωt , V˜0,1 :=
V0,1
mω2L2
, (2.5)
deﬁnierte, dimensionslose System zu betrachten. Ausgedru¨ckt in den gerade
deﬁnierten dimensionslosen Variablen lauten die Bewegungsgleichungen
˙˜x :=
dx˜
dτ
=
1
ωL
dx
dt
=
p
Lmω
= p˜, (2.6)
˙˜p :=
dp˜
dτ
=
1
Lmω2
(
−dV0(x)
dx
− dV1(x)
dx
cos(ωt)
)
,
wobei die Bewegungsgleichungen des urspru¨nglichen, dimensionsbehafteten
Systems mit der Hamiltonfunktion H(x, p, t) = p2/(2m) + V (x, t) benutzt
wurden. Aufgrund von
dV0,1(x)
dx
= V0,1
df0,1
([
x
L
])
dx
=
V0,1
L
df0,1(x˜)
dx˜
gilt
˙˜p = −V˜0df0(x˜)
dx˜
− V˜1df1(x˜)
dx˜
cos(τ ). (2.7)
Die Bewegungsgleichungen (2.6) und (2.7) sind jedoch die Hamiltonschen
Bewegungsgleichungen des durch die dimensionslose Hamiltonfunktion
H˜(x˜, p˜, τ ) :=
H(x, p, t)
mω2L2
=
p˜2
2
+ V˜0 · f0(x˜) + V˜1 · f1(x˜) · cos(τ ) (2.8)
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beschriebenen Systems. Diese Transformation reduziert die Anzahl der freien
Parameter von fu¨nf (V0,1, L, ω, m) auf zwei (V˜0,1), wobei angenommen wird,
daß die Funktionen f0,1(x˜) keine weiteren freien Parameter enthalten.
Periodisch gekickte Potentiale der Form −λ/ cosh2 x bzw. −λe−x2 wur-
den von Sˇeba und Gerwinsky [82] bzw. von Sˇeba [81] untersucht. In beiden
Fa¨llen wurde dabei fu¨r große Sta¨rken λ des Potentials hyperbolisches Verhal-
ten und fu¨r moderatere λ nichthyperbolisches Verhalten gefunden. Borgonovi
und Guarneri [56, 80] untersuchten ein periodisch gekicktes Streusystem, in
dem die Dynamik innerhalb des Wechselwirkungsbereichs durch die Stan-
dardabbildung [79] gegeben ist. Fu¨r Parameterbereiche, in denen chaotische
Streuung vorliegt, kann die zeitliche Entwicklung eines Ensembles von Tra-
jektorien durch eine Diﬀusionsgleichung beschrieben werden.
Kontinuierlich getriebene, eindimensionale zeitperiodische Streupotentia-
le wurden von Eckelt und Zienicke [84] und von Fendrik und Wisniacki [85]
untersucht. In Referenz [84] wurde die Struktur des die chaotische Streuung
verursachenden Repellers in einem Potential der Form V (x, t) = −1/(x2 +
1)− cos t/(x2+1)5/2 detailliert behandelt. In Referenz [85] sind die Dynamik
und insbesondere die Verteilung der Aufenthaltszeiten eines sich anfa¨nglich in
einem rechteckigen Topf endlicher Tiefe, dessen eine Wand periodisch in der
Zeit oszilliert, beﬁndlichen Teilchens in Abha¨ngigkeit von der genauen Form
der Oszillation der Wand untersucht worden. Dieses dynamische System la¨ßt
sich als eine oﬀene Version des Fermiakzellerators (siehe z. B. [79]) verstehen.
Fu¨r eine sinusfo¨rmige Oszillation sind chaotische Bereiche im Phasenraum
vorhanden, und die Aufenthaltszeitverteilung fa¨llt exponentiell ab, wa¨hrend
fu¨r eine “Sa¨gezahnschwingung” keine chaotischen Bereiche im Phasenraum
gefunden wurden und die Aufenthaltszeitverteilung algebraisch abfa¨llt.
2.1.3 Systeme mit wechselstromartigem Antrieb
Ein Teilchen der Ladung q, das sich in einer Raumdimension im Potential
V (x) unter dem Einﬂuß eines ra¨umlich homogenen elektrischenWechselfeldes
E sin(ωt) bewegt, la¨ßt sich im Hamiltonformalismus durch
H(x, p, t) =
p2
2m
+ Vges(x, t), (2.9)
Vges(x, t) = V (x)− qEx sin(ωt) (2.10)
mittels der u¨blichen hamiltonschen Bewegungsgleichungen beschreiben. Falls
sich das Teilchen unter dem Einﬂuß von Laser- oder Mikrowellenstrahlung
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bewegt und die Beschreibung des Eﬀekts dieser Felder im Rahmen einer
Dipolna¨herung zula¨ssig ist, hat die Hamiltonfunktion des Systems dieselbe
Struktur wie (2.9) bzw. (2.10).
Ist das Potential wiederum von der Form V (x) = V0 · f0([x/L]) und setzt
man V1(x) := V1 · f1([x/L]) mit V1 := qEL und f1([x/L]) := x/L, so ko¨nnen
auch in diesem Fall u¨ber Gleichung (2.5) dimensionslose Gro¨ßen eingefu¨hrt
werden.
Die klassische Dynamik des Ionisationsprozesses des Wasserstoﬀatoms in
einem Mikrowellenfeld ist von verschiedenen Autoren in unterschiedlichen
eindimensionalen Modellen untersucht worden [86–90]. Die betrachteten Sy-
steme zeigen allesamt chaotische Streuung.
Im folgenden sei fu¨r das Potential V (x) vorausgesetzt, daß es fu¨r |x| → ∞
schnell genug abfa¨llt, so daß sich das gestreute Teilchen (bei abgeschaltetem
elektrischen Feld) asymptotisch frei bewegt. Ist das elektrische Wechselfeld
jedoch eingeschaltet, so wa¨chst Vges(x, t) mit |x| fu¨r große |x| und die Me-
thoden konventioneller Streutheorie ko¨nnen nicht direkt angewendet werden.
Diese Schwierigkeit kann allerdings mit Hilfe einer geeigneten Koordinaten-
transformation beseitigt werden, wie im na¨chsten Abschnitt gezeigt wird.
2.1.4 Klassisches Analogon der Kramers-Henneberger-
Transformation
Es wird die Streuung eines Massenpunktes am Potential Vges(x, t) aus Glei-
chung (2.10) betrachtet. Fu¨r genu¨gend große |x| ist der Einﬂuß des ra¨um-
lich begrenzten Potentials V (x) auf ein ein- oder auslaufendes Teilchen ver-
nachla¨ssigbar klein. Daher bewegt sich ein am Potential Vges(x, t) gestreutes
Teilchen in diesen Bereichen nur unter dem Einﬂuß des elektrischen Wech-
selfeldes E sin(ωt). Die Geschwindigkeit des Teilchens ist durch eine Kon-
stante plus einen harmonisch oszillierenden Term gegeben. Beschreibt man
nun die Bewegung des Teilchens in einem neuen Koordinatensystem, das ge-
genu¨ber dem alten Bezugssystem genau diese Oszillation ausfu¨hrt, so ist die
Geschwindigkeit des gestreuten Teilchens konstant und das Teilchen kann
als frei bezeichnet werden. Das ra¨umlich begrenzte Potential V oszilliert
jedoch lateral im neuen Koordinatensystem und erha¨lt somit eine periodi-
sche Zeitabha¨ngigkeit. Entfernt man sich hinreichend weit vom Wechselwir-
kungsbereich, der im neuen Koordinatensystem durch das lateral oszillieren-
de, ra¨umlich begrenzte Potential V bestimmt wird, so ist der Einﬂuß des
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Abbildung 2.1: Mit Hilfe einer Kramers-Henneberger-artigen Transformation
la¨ßt sich ein zeitunabha¨ngiges Potential in Anwesenheit eines ra¨umlich ho-
mogenen elektrischen Wechselfeldes (links, entspricht Vges(x, t) aus (2.10)) in
ein lateral oszillierendes Potential transformieren (rechts).
Potentials auf ein ein- oder auslaufendes Teilchen vernachla¨ssigbar und die
Bewegung des Teilchens kann im Rahmen der konventionellen Streutheorie
beschrieben werden. Die beiden a¨quivalenten Situationen, ein ra¨umlich be-
grenztes Potential plus elektrischesWechselfeld bzw. ein lateral oszillierendes,
ra¨umlich begrenztes Potential, sind in Abbildung 2.1 fu¨r einen Rechtecktopf
skizziert.
Die Argumentationsrichtung kann auch umgekehrt werden. Dazu stelle
man sich vor, man wolle die Bewegung eines Teilchens, das an einem la-
teral, periodisch in der Zeit oszillierenden Potential gestreut wird, untersu-
chen. Besteht man nun darauf, die Bewegung in einem Koordinatensystem
zu beschreiben, das mit dem Potential lateral oszilliert, so scheint das ein-
bzw. auslaufende Teilchen sta¨ndig beschleunigt und wieder abgebremst zu
werden. Dieser Eﬀekt kann mit Hilfe von Scheinkra¨ften, deren Einfu¨hrung
notwendig geworden ist, da das mit dem Potential mitbewegte Bezugssy-
stem kein Inertialsystem ist, beschrieben werden. Die Scheinkra¨fte ko¨nnen
in diesem Fall aus dem Gradienten eines skalaren Potentials proportional zu
x × zeitperiodische Funktion, also einem ra¨umlich homogenen elektrischen
Wechselfeld, oder aus einem geeignet eingefu¨hrten, ebenfalls zeitperiodischem
Vektorpotential abgeleitet werden.
Eine analoge Transformation kann auch im Rahmen einer quantenmecha-
nischen Behandlung in der Schro¨dingergleichung vorgenommen werden. Eine
solche Koordinaten- bzw. Eichtransformation wird als Kramers-Henneberger-
Transformation [77] bezeichnet. Die quantenmechanische Kramers-Henne-
berger-Transformation wird in Abschnitt 2.2.5 behandelt.
Quantitativ la¨ßt sich das klassische Analogon der Kramers-Henneberger-
Transformation folgendermaßen beschreiben: Ausgangspunkt sei die Bewe-
gung eines Teilchens im Potential V (x, t) unter dem Einﬂuß eines ra¨umlich
homogenen (generalisierten) elektrischen Wechselfeldes proportional zu f(t).
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In den spa¨teren Anwendungen der Transformation wird angenommen, daß
f(t) periodisch in der Zeit ist und daß das Potential V (x, t) die Deﬁnition
asymptotisch freier Zusta¨nde zula¨ßt. Im folgenden werden die Lagrangeschen
Bewegungsgleichungen betrachtet.
Wechselstrombild: Die Lagrangefunktion ist durch
Lac(x, x˙, t) = T − Vges = m
2
x˙2 − V (x, t) + xf(t) (2.11)
gegeben. Die Lagrangesche Bewegungsgleichung lautet
d
dt
∂Lac
∂x˙
=
∂Lac
∂x
x¨ =
1
m
(
f(t)− ∂V
∂x
(x, t)
)
. (2.12)
Moiseyev bezeichnet diese Darstellung als La¨ngeneichung [107].
Lateral oszillierendes Potential: Nun soll die Dynamik in einem neuen
Koordinatensystem beschrieben werden,
ξ := x− q(t) mit q(t) := 1
m
∫ t
dt′ p(t′) , p(t) :=
∫ t
dt′ f(t′). (2.13)
Das Potential V bewegt sich im neuen Koordinatensystem (fu¨r periodische
f(t) oszilliert es lateral). Somit sind die Lagrangefunktion und die Bewe-
gungsgleichung durch
Llo(ξ, ξ˙, t) =
m
2
ξ˙2 + V ([ξ + q(t)], t) (2.14)
d
dt
∂Llo
∂ξ˙
=
∂Llo
∂ξ
= −∂V
∂x
(x, t)
∂x
∂ξ
= −∂V
∂x
(x = [ξ + q(t)], t)
ξ¨ = − 1
m
∂V
∂x
(x = [ξ + q(t)], t) (2.15)
gegeben. Diese Darstellung wird auch als Beschleunigungseichung bezeich-
net [107].
Die A¨quivalenz der Bewegungsgleichungen (2.15) und (2.12) la¨ßt sich mit
Hilfe der Deﬁnition von ξ und ξ¨ = x¨− q¨(t) leicht zeigen.
Zeitperiodisches Vektorpotential:Die dritte Mo¨glichkeit besteht schließ-
lich darin, die in der ersten Darstellung durch das elektrische Wechselfeld
erzeugten Kra¨fte aus einem zeitlich periodischen Vektorpotential abzuleiten.
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Diese Darstellung wird fu¨r die quantenmechanische Behandlung der betrach-
teten Systeme von großer Bedeutung sein (siehe Abschnitte 2.2.5 und 2.2.6,
Seite 57). Sei also die kinetische Energie durch
T =
1
2m
(
mx˙−
∫ t
dt′f(t′)
)2
gegeben. Die Lagrangefunktion und die Bewegungsgleichung lauten dann
LVP(x, x˙, t) =
1
2m
(
mx˙−
∫ t
dt′f(t′)
)2
− V (x, t) (2.16)
d
dt
∂LVP
∂x˙
=
∂LVP
∂x
x¨ =
1
m
(
f(t)− ∂V
∂x
(x, t)
)
. (2.17)
Diese letzte Darstellung la¨ßt sich auch als Impulseichung bezeichnen [107].
Die Gleichungen (2.17) und (2.12) sind oﬀensichtlich identisch, da das-
selbe System im gleichen Koordinatensystem beschrieben wird, und nur die
Eichfreiheit in den Potentialen des elektromagnetischen Feldes ausgenutzt
wird.
Natu¨rlich ist eine Beschreibung im Rahmen des Hamiltonformalismus
a¨quivalent. Um einen Vergleich mit der quantenmechanischen Formulierung
(siehe Abschnitt 2.2.5) zu erleichtern, seien hier die Hamiltonfunktionen der
drei a¨quivalenten Beschreibungsformen angegeben.
Wechselstrombild:
Hac(x, pkan, t) = pkanx˙− Lac(x, x˙, t) , pkan := ∂Lac
∂x˙
Hac(x, pkan, t) =
p2kan
2m
+ V (x, t)− xf(t) (2.18)
Lateral oszillierendes Potential:
Hlo(ξ, pkan, t) = pkanξ˙ − Llo(ξ, ξ˙, t) , pkan := ∂Llo
∂ξ˙
Hlo(ξ, pkan, t) =
p2kan
2m
+ V ([ξ + q(t)], t) (2.19)
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Zeitperiodisches Vektorpotential:
HVP(x, pkan, t) = pkanx˙− LVP(x, x˙, t) , pkan := ∂LVP
∂x˙
HVP(x, pkan, t) =
1
2m
(pkan + p(t))
2 + V (x, t)− 1
2m
(p(t))2 (2.20)
p(t) =
∫ t
dt′ f(t′)
Im folgenden soll die Kramers-Henneberger-artige Transformation auf
Systeme angewendet werden, in denen sich ein Teilchen der Ladung q in
einem zeitunabha¨ngigen Potential unter dem Einﬂuß eines ra¨umlich homo-
genen elektrischen Wechselfeldes bewegt. Es sind also V (x, t) = V (x) und
f(t) = qE sin(ωt). Damit ergibt sich (siehe Gleichung (2.13)):
p(t) = −qE
ω
cos(ωt) , q(t) = − qE
ω2m
sin(ωt).
Insbesondere ist das Streupotential im Bild des lateral oszillierenden Po-
tentials durch V ([ξ − λ sin(ωt)]) mit λ = (qE)/(mω2) gegeben. Eine Ge-
genu¨berstellung der wichtigsten Eigenschaften dieses dynamischen Systems
im Wechselstrombild bzw. im Bild des lateral oszillierenden Potentials ist in
Tabelle 2.1 zu ﬁnden.
Wechselstrombild Lateral oszillierendes Potential
statisches Potential laterale Oszillation
+ elektrisches Wechselfeld Amplitude λ = (qE)/(mω2)
V (x)− qEx sin(ωt) V ([ξ − λ sin(ωt)])
Zeitperiodischer Antrieb Zeitperiodischer Antrieb
im gesamten Raum in endlichem Raumbereich
Streutheorie nicht direkt anwendbar Streutheorie direkt anwendbar
Faktorisierung des keine Faktorisierung des
zeitabha¨ngigen Potentials zeitabha¨ngigen Potentials
φ(x) · sin(ωt) mo¨glich
Tabelle 2.1: Vergleich des Wechselstrombildes mit dem Bild des lateral oszil-
lierenden Potentials.
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2.2 Quantenmechanische Beschreibung zeit-
periodischer Streusysteme
In Abschnitt 2.1 hatten wir gesehen, daß das Einschalten eines zeitabha¨ngi-
gen Potentials in einem eindimensionalen Streusystem zu interessanten neuen
Pha¨nomenen wie z. B. chaotischer Streuung fu¨hren kann. Aus dem Blickwin-
kel des Quantenchaos stellt sich natu¨rlich sofort die Frage, wie sich der Typ
der klassischen Dynamik eines solchen dynamischen Systems in der entspre-
chenden, quantisierten Form des Systems widerspiegelt.
Bei der Behandlung dieser Fragestellung kamen Blu¨mel und Smilans-
ky [108], unter Benutzung eines semiklassischen Arguments, zu dem Ergeb-
nis, daß in der S-Matrix der quantisierten Version eines Systems, welches
zu chaotischer Streuung fu¨hrt (genauer eines hyperbolischen Systems), Eric-
sonﬂuktuationen [109] vorhanden sind. Ericsonﬂuktuationen in der S-Matrix
werden andererseits auch in einer Beschreibung von Streusystemen mit Hilfe
der Random-Matrix-Theorie vorhergesagt [97,108,110]. Diese Verbindung der
statistischen Eigenschaften der quantenmechanischen Beschreibung eines Sy-
stems und des Typs seiner klassischen Dynamik ist analog zu den bekannten
Resultaten fu¨r gebundene Systeme [111,112], in denen die statistischen Eigen-
schaften des Eigenwertspektrums, wie z. B. die Na¨chste-Nachbar-Verteilung,
Informationen u¨ber die eventuelle Chaotizita¨t des entsprechenden klassischen
Systems enthalten.
Die Verbindung zwischen den Vorhersagen der Random-Matrix-Theorie
und der klassischen Dynamik fu¨r Streusysteme wurde auch in Referenz [113]
studiert, wobei die Korrelationen im Spektrum der Eigenphasen der S-Matrix
betrachtet wurden. Insbesondere wurde die Zwei-Punkt-Korrelationsfunktion
der Eigenphasen der S-Matrix untersucht. Auch hier konnte im Rahmen einer
semiklassischen Behandlung gezeigt werden, daß die universellen Eigenschaf-
ten der S-Matrix mit denen der Random-Matrix-Theorie u¨bereinstimmen.
Dabei konnte die Zwei-Punkt-Korrelationsfunktion als eine Summe u¨ber die
klassischen, instabilen periodischen Orbits ausgedru¨ckt werden, die im chaoti-
schen Fall, genauer gesagt im hyperbolischen Fall, eine fraktale Menge bilden,
wie schon in Abschnitt 2.1.1 diskutiert wurde.
In Referenz [110] wurden semiklassische und stochastische Methoden der
quantenmechanischen Beschreibung chaotischer Streuung verglichen. Neben
der schon erwa¨hnten U¨bereinstimmung im semiklassischen Limes konnten
Beschra¨nkungen der Gu¨ltigkeit der Random-Matrix-Theorie gefunden wer-
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den. Demzufolge liefert eine Beschreibung mit Hilfe der Random-Matrix-
Theorie fu¨r nicht zu große Energieintervalle gute Ergebnisse. Oberhalb eines
Energieintervalls, das durch die inverse La¨nge des ku¨rzesten, klassischen, in-
stabilen periodischen Orbits gegeben ist, kann jedoch ein aus einem entspre-
chenden Gaußschen Ensemble gewa¨hlter Hamiltonoperator, der den Wech-
selwirkungsbereich des Systems modelliert, nicht mehr die zu erwartenden,
nichtuniversellen Eigenschaften des betrachteten Systems liefern.
In einer neueren Arbeit von Jung und Seligman [96] ist die Integrabilita¨t
bzw. das Auftreten chaotischer Dynamik in der quantenmechanischen und in
der klassischen Beschreibung von Streusystemen untersucht worden. Es konn-
ten Kriterien fu¨r die Integrabilita¨t der Systeme sowohl im klassischen Fall,
unter Beru¨cksichtigung der Streuabbildung, die dadurch entsteht, daß iterativ
der auslaufende Zustand als einlaufender Zustand erneut der Streuung un-
terworfen wird, als auch im quantenmechanischen Fall angegeben werden. Im
Rahmen der klassischen Beschreibung wurde unter Benutzung der Streuab-
bildung eine Hierarchie erstellt, die vom “Grad der Integrabilita¨t” der jewei-
ligen Systeme abha¨ngt. Die Konsequenzen fu¨r die entsprechenden quantisier-
ten Systeme wurden diskutiert, wobei die Korrespondenz von Ericsonﬂuktua-
tionen und klassisch hyperbolischer Dynamik besta¨tigt wurde, wa¨hrend fu¨r
integrable oder gemischte Systeme noch keine rigorosen Resultate bekannt
sind.
In den folgenden Abschnitten soll die quantenmechanische Behandlung
zeitperiodischer Streusysteme vorgestellt werden. Im Falle mesoskopischer
Systeme werden die Eigenschaften zeitperiodischer Potentiale in den mei-
sten Fa¨llen mit Hilfe der Messung der Transporteigenschaften des Systems
untersucht. Das betrachtete System beﬁndet sich also nicht im Gleichge-
wicht. Unter gewissen Voraussetzungen ko¨nnen die Transporteigenschaften
jedoch mit dem entsprechenden, sich im Gleichgewicht beﬁndenden Streusy-
stem beschrieben werden. In Abschnitt 2.2.1 wird diese Verbindung der Be-
schreibung des elektronischen Transports in mesoskopischen Systemen und
der Behandlung von Streusystemen, die im Mittelpunkt dieser Arbeit steht,
kurz skizziert. Im Anschluß daran wird in Abschnitt 2.2.2 ein U¨berblick der
theoretischen Beschreibung der Streuung an zeitunabha¨ngigen Potentialen,
der quantenmechanischen Behandlung zeitperiodischer Systeme mit Hilfe der
Floquettheorie und der Beschreibung der Streuung an zeitperiodischen Poten-
tialen gegeben. Dabei wird insbesondere gezeigt, daß die Streuung an einem
beliebigen, zeitperiodischen Potential unter Benutzung der Floquettheorie
analog zur bekannten Behandlung der Streuung an einem stationa¨ren Poten-
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Abbildung 2.2: System (grau unterlegt) mit vier idealen Zuleitungen mit den
Querschnittsﬂa¨chen Cn, an denen die Spannungen Vn anliegen.
tial beschrieben werden kann. Schließlich werden die wichtigsten Eigenschaf-
ten zeitperiodischer Streusysteme zusammengefaßt und diskutiert. In den
darauﬀolgenden Abschnitten wird die spa¨ter zu verwendende Methode zur
quantenmechanischen Beschreibung zeitperiodischer Streusysteme ausfu¨hr-
lich vorgestellt.
2.2.1 Transport in mesoskopischen Systemen und
Streutheorie
Eine typische experimentelle Anordnung zur Messung der elektronischen
Transporteigenschaften eines mesoskopischen Systems la¨ßt sich im allgemei-
nen als ein Wechselwirkungsbereich, der z. B. einen Quantendot entha¨lt, an
den mehrere (ideale) Zuleitungen angeschlossen sind, beschreiben [4, 5]. Ein
System mit vier Zuleitungen ist in Abbildung 2.2 skizziert. Sind insgesamt
N Zuleitungen vorhanden, an denen die konstanten Spannungen Vn anliegen,
so ist der in der m-ten Zuleitung aus dem Wechselwirkungsbereich heraus-
laufende Strom nach dem Ohmschen Gesetz durch
Im =
∫
Cm
dy j(x) · xˆ =
N∑
n=1
GmnVn (2.21)
gegeben [5]. Cm bezeichnet dabei die Querschnittsﬂa¨che der m-ten Zulei-
tung, xˆ ist ein auf Cm senkrechter, nach außen zeigender Normalenvektor,
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und y stehe fu¨r alle Koordinaten senkrecht zu xˆ. Die Leitfa¨higkeitskoeﬃzien-
ten Gmn sind durch den Fluß des nichtlokalen Leitfa¨higkeitstensors σ(x,x′)
gegeben [5],
Gmn = −
∫
Cm
dy
∫
Cn
dy′ xˆ · σ(x,x′) · xˆ′. (2.22)
Da die Gmn nur vom asymptotischen Verhalten des Leitfa¨higkeitstensors
abha¨ngen, liegt eine Beschreibung des Systems als Streuproblem nahe. Diese
Vorgehensweise ist unter dem Namen Landauer–Bu¨ttiker–Theorie bekannt
[3,4]. Landauer betrachtete zuna¨chst Anordnungen mit zwei Zuleitungen [3].
Spa¨ter fanden Fisher und Lee fu¨r das gleiche System eine Formulierung unter
Benutzung Greenscher Funktionen [7]. Bu¨ttiker verallgemeinerte schließlich
Landauers Ansatz auf Anordnungen mit N Zuleitungen [4]. Eine ausfu¨hrli-
che Behandlung der Landauer–Bu¨ttiker–Theorie im Rahmen einer mikrosko-
pischen Theorie kann in [6] gefunden werden. Ausgangspunkt ist dabei die
Kubo–Greenwood–Formel [5, 114] der linearen Antworttheorie.
Die das betrachtete mesoskopische System charakterisierenden Leitfa¨hig-
keitskoeﬃzienten Gmn sind durch
Gmn =
2e2
h
tr
(
SmnS
†
mn
)
, m = n (2.23)
gegeben [5], dabei bezeichnet e die Elektronenladung, h ist die Plancksche
Konstante und Smn ist die die m-te mit der n-ten Zuleitung verbindende
Streumatrix. Die Spur la¨uft u¨ber alle Kana¨le2 in den Zuleitungen, und es gilt
Tmn = tr(SmnS†mn). Der Leitfa¨higkeitskoeﬃzient Gmn ist also proportional
zur totalen quantenmechanischen Transmissionswahrscheinlichkeit Tmn von
der n-ten in die m-te Zuleitung. Dieses Ergebnis gilt im Rahmen der linea-
ren Antworttheorie fu¨r nicht zu große |Vn − Vm|. Es unterliegt jedoch for-
mal keiner Beschra¨nkung in der Sta¨rke des Potentials innerhalb des Systems
bzw. Wechselwirkungsbereichs. Es besagt, daß die Antwort des betrachte-
ten Systems auf a¨ußere Gleichspannungen nur von den Gleichgewichtseigen-
schaften des Systems abha¨ngt und vereinfacht somit die Beschreibung von
Transportpha¨nomenen ganz erheblich [5].
Die Landauer–Bu¨ttiker–Formel (2.23) gilt in dieser Form fu¨r zeitunab-
ha¨ngige Systeme und verbindet die Gleichstromantwort des betrachteten Sy-
stems mit dem entsprechenden, ungesto¨rten Streusystem. Die Streuung an
zeitperiodischen Potentialen kann jedoch in analoger Weise zur Streuung an
2transversale Moden im zwei- und dreidimensionalen Fall
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zeitunabha¨ngigen Potentialen formuliert werden (siehe Seite 37 ﬀ.). Dabei
treten neben den in Formel (2.23) im mehrdimensionalen Fall vorhandenen
(transversalen) Kana¨len noch sogenannte Floquetkana¨le [56] auf, die jedoch
formal vo¨llig analog zu den schon bekannten Kana¨len des zeitunabha¨ngi-
gen Problems behandelt werden ko¨nnen. Fu¨r Systeme, in deren Wechsel-
wirkungsbereich sich ein zeitperiodisches Potential beﬁndet, sollte daher im
Bild nichtwechselwirkender Teilchen zu erwarten sein, daß sich die Gleich-
stromantwort durch eine zu (2.23) analogen Formel – mit der entsprechen-
den S-Matrix fu¨r zeitperiodische Potentiale – beschreiben la¨ßt. Dabei muß
natu¨rlich angenommen werden, daß das betrachtete zeitperiodische Potential
die Deﬁnition asymptotisch freier Zusta¨nde zula¨ßt und somit einen endlichen
Wechselwirkungsbereich besitzt. In der in Abbildung 2.2 dargestellten An-
ordnung wa¨re der Einﬂußbereich des zeitperiodischen Potentials also auf den
grau unterlegten Bereich beschra¨nkt. Als Gleichstromantwort in linearer Ant-
worttheorie ist die Antwort des Systems auf verschwindend kleine, zeitlich
konstante Potentiale in den Zuleitungen zu verstehen, was in der Anordnung
von Abbildung 2.2 zeitlich konstanten und kleinen |Vn − Vm| entspricht. Ei-
ne rigorose Herleitung der zu erwartenden Landauer-Bu¨ttiker-artigen Formel
fu¨r zeitperiodische Potentiale sollte auf einer Verknu¨pfung der Floquettheorie
und der linearen Antworttheorie aufbauen.
Der Streuansatz zur Beschreibung des koha¨renten Quantentransports in
mesoskopischen Systemen ist auch auf die Untersuchung der Wechselstrom-
antwort ausgeweitet worden [8–11]. Dabei sind in [11] auch Wechselwirkungs-
eﬀekte wie Ladungsabschirmung beru¨cksichtigt worden, und das Potential in-
nerhalb des Systems muß selbstkonsistent bestimmt werden. Die Eﬀekte der
zeitperiodischen Potentiale sind hingegen nur sto¨rungstheoretisch – es werden
nur Ein- und Zwei-Photonenprozesse beru¨cksichtigt – behandelt worden.
In Referenz [21] wurde die Gleichstromantwort (Wechselstromantwort)
des elektronischen Transports unter dem Einﬂuß eines ra¨umlich homogenen
Mikrowellenfeldes im Rahmen einer Behandlung mit Hilfe einer Boltzmann-
gleichung in Relaxationszeitna¨herung untersucht. Die Gleichstromantwort
(Wechselstromantwort) wurde im Rahmen der linearen Antworttheorie fu¨r ei-
ne kleine, den Transport verursachende Gleichspannung (Wechselspannung)
deﬁniert, wa¨hrend die Sta¨rke des Mikrowellenfeldes im Prinzip in vollem Um-
fang beru¨cksichtigt werden kann. Fu¨r den Fall eines eindimensionalen, perfekt
leitenden Drahtes, also eines verschwindenden statischen Streupotentials fu¨r
die Leitungselektronen, kann die Leitfa¨higkeit in Anwesenheit des Mikro-
wellenfeldes mit Hilfe der Leitfa¨higkeit bei abgeschaltetem Mikrowellenfeld
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ausgedru¨ckt werden. Das dabei erhaltene Ergebnis a¨hnelt stark dem Ergeb-
nis der Tien-Gordon-Theorie (siehe Anhang A und [39]) und entspricht im
Grenzfall der Gleichstromantwort (Frequenz der kleinen, den Transport ver-
ursachenden Wechselspannung gegen Null) dem einer vollsta¨ndigen quanten-
mechanischen Rechnung. Desweiteren fu¨hrt die Anwesenheit des Mikrowel-
lenfeldes zu keinerlei Vera¨nderung der Leitfa¨higkeit im betrachteten Grenz-
fall der Gleichstromantwort. Im allgemeinen ist jedoch eine in der Sta¨rke des
Mikrowellenfeldes nichtsto¨rungstheoretische Auswertung des in [21] fu¨r die
Leitfa¨higkeit hergeleiteten Ausdrucks sehr schwierig.
In Referenz [15] wurde die Wechselstromleitfa¨higkeit eines quasi-eindi-
mensionalen elektronischen Systemsmit einem Potential endlicher Reichweite
der Elektron-Elektron-Wechselwirkung untersucht. Es konnte gezeigt werden,
daß innerhalb dieses Modells die Vorhersagen der linearen Antworttheorie
exakt gu¨ltig sind.
Im Rahmen der vorliegenden Arbeit wird die Streuung nichtwechselwir-
kender Teilchen an zeitperiodischen Potentialen betrachtet. Dabei liegt in der
Beschreibung starker zeitabha¨ngiger Potentiale besonderes Interesse, so daß
eine vollsta¨ndige, u¨ber eine sto¨rungstheoretische Behandlung hinausgehende
Beschreibung der Eﬀekte der periodischen Zeitabha¨ngigkeit des Potentials
no¨tig ist.
2.2.2 Streutheorie fu¨r zeitperiodische Potentiale
Bevor die Streuung an Potentialen mit periodischer Zeitabha¨ngigkeit genauer
untersucht wird, sollen noch einmal kurz die wichtigsten Punkte der nichtre-
lativistischen, quantenmechanischen Beschreibung der Streuung an zeitunab-
ha¨ngigen Potentialen zusammengestellt werden. Im Anschluß daran werden
die wichtigsten Punkte der Floquettheorie, mit deren Hilfe zeitperiodische
Systeme quantenmechanisch beschrieben werden, zusammengefaßt. Danach
wird unter Ausnutzung der Floquettheorie gezeigt, daß sich die Streuung
an einem zeitperiodischen Potential analog zur Streuung an einem stati-
ona¨ren Potential beschreiben la¨ßt. Diese Betrachtungen werden auf rein for-
maler Ebene vorgenommen und sind im Prinzip fu¨r beliebige Systeme gu¨ltig.
Schließlich werden die wichtigsten Eigenschaften zeitperiodischer Streusyste-
me noch einmal zusammengefaßt und diskutiert. Eine detaillierte Beschrei-
bung der anwendungsorientierten Methode, die in den Kapiteln 3 und 4 zur
Behandlung eindimensionaler zeitperiodischer Systeme verwendet wird, ist
in den darauf folgenden Abschnitten 2.2.3 bis 2.2.6 zu ﬁnden.
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Streuung an zeitunabha¨ngigen Potentialen
Ein Streuprozeß la¨ßt sich kurz wie folgt beschreiben: Das einlaufende Teilchen
bewegt sich (asymptotisch) frei, somit wird die Zeitentwicklung in fru¨hster
Vergangenheit vom Hamiltonoperator H0 eines freien Teilchens erzeugt. In
den hier betrachteten Fa¨llen ist H0 immer durch die kinetische Energie des
Teilchens gegeben. Nach dem eigentlichen Streuprozeß verla¨ßt das gestreu-
te Teilchen den Wechselwirkungsbereich wieder und bewegt sich wiederum
(asymptotisch) frei. Somit wird auch die Zeitentwicklung in ferner Zukunft
von H0 erzeugt. Ziel der Streutheorie ist es, eine Verbindung zwischen den
ein- und auslaufenden Zusta¨nden herzustellen. Eine ausfu¨hrliche Darstellung
der Streutheorie kann z. B. in [54] gefunden werden.
Sei |ψ(t)〉 der das Teilchen beschreibende, zeitabha¨ngige Zustandsvektor.
Die (asymptotische) Freiheit der ein- und auslaufenden Zusta¨nde dru¨ckt sich
formal durch
|ψ(t)〉 ∼ U0(t)|ψein〉 fu¨r t→ −∞
|ψ(t)〉 ∼ U0(t)|ψaus〉 fu¨r t→∞ (2.24)
aus. Dabei bezeichne U0(t) := exp(−iH0t/~) den Zeitentwicklungsoperator
der freien Bewegung. Seien ferner V das Streupotential,H = H0+V der volle
Hamiltonoperator und U(t) := exp(−iHt/~) der Zeitentwicklungsoperator
des betrachteten Systems. Es gilt
|ψ(0)〉 = lim
t→−∞
exp
{
i
~
Ht
}
exp
{
− i
~
H0t
}
|ψein〉 = Ω+|ψein〉,
|ψ(0)〉 = lim
t→∞
exp
{
i
~
Ht
}
exp
{
− i
~
H0t
}
|ψaus〉 = Ω−|ψaus〉. (2.25)
Die Mølleroperatoren Ω± := limt→∓∞ U−1(t)U0(t) verbinden also den Zu-
stand |ψ(0)〉 zum Zeitpunkt t = 0 mit dem ein- bzw. auslaufenden Zustand.3
Diese Art der Beschreibung des Streuprozesses wird als zeitabha¨ngige Streu-
theorie bezeichnet.
Die gesuchte Beziehung zwischen ein- und auslaufendem Zustand lautet
|ψaus〉 = Ω†−Ω+|ψein〉, (2.26)
S := Ω†−Ω+. (2.27)
3In einigen Fa¨llen muß Ω± := limt→∓∞ U−1(t)U0(t)P deﬁniert werden, um die Existenz
des Grenzwertes zu garantieren [55,82]. P ist dabei ein geeignet gewa¨hlter Projektor.
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Der Operator S heißt Streu- oder S-Matrix und verbindet die asymptotischen
Zusta¨nde miteinander. S ist unita¨r und entha¨lt die vollsta¨ndige Information
u¨ber den Streuprozeß. Fu¨r zeitunabha¨ngige Systeme gilt [H0, S] = 0. Da die
Gesamtenergie der asymptotischen Zusta¨nde gleich ihrer kinetischen Energie
ist, folgt daraus, daß die Energie bei der Streuung an einem zeitunabha¨ngigen
Potential erhalten bleibt.
Die in Gleichung (2.25) eingefu¨hrten Mølleroperatoren ko¨nnen auch mit-
tels
Ω±|φ〉 = lim

→0+
∓ 
~
∫ ∓∞
0
dt exp
{
− 
~
|t|
}
exp
{
i
~
Ht
}
exp
{
− i
~
H0t
}
|φ〉
(2.28)
eingefu¨hrt werden [54, 115]. Nimmt man – rein formal – an, |φ〉 sei ein (sta-
tiona¨rer) Eigenzustand von H0 zum Eigenwert E, so erha¨lt man [115]
|φ±〉 := Ω±|φ〉 = lim

→0+
±
i(H − E ∓ i)|φ〉. (2.29)
Fu¨hrt man ferner die Resolventen
G(z) := (z −H)−1 , G0(z) := (z −H0)−1 (2.30)
ein, so erha¨lt man nach wenigen, formalen Umformungen [115]
|φ±〉 = |φ〉+G0(E ± i0)V |φ±〉, (2.31)
= |φ〉+G(E ± i0)V |φ〉. (2.32)
Die Gleichungen (2.31) heißen Lippmann-Schwinger-Gleichungen und (2.32)
stellen eine formale Lo¨sung dar. Die stationa¨ren Zusta¨nde |φ+〉 und |φ−〉 sind
ebenfalls (generalisierte) Eigenzusta¨nde von H0 zum Eigenwert E [115], was
wiederum die Energieerhaltung bei der Streuung an einem zeitunabha¨ngigen
Potential zum Ausdruck bringt. Diese Art der Beschreibung der Streuung
mit Hilfe stationa¨rer Zusta¨nde und der Lippmann-Schwinger-Gleichung wird
als zeitunabha¨ngige Streutheorie bezeichnet.
Um sich die physikalische Bedeutung der |φ±〉 zu vergegenwa¨rtigen, sei
|φ〉 eine ebene Welle mit Impuls ~k im dreidimensionalen Raum,
〈x|φ〉 = 1
(2π)3/2
exp{ik · x} .
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Es la¨ßt sich zeigen [53,115], daß sich 〈x|φ+〉 fu¨r große r := |x| wie
〈x|φ+〉 ≈ 1
(2π)3/2
[
exp(ik · x) + exp(ikr)
r
f(k′,k)
]
(2.33)
verha¨lt. Dabei sind k := |k| und k′ := kx/r. Fu¨r große Entfernungen vom
Wechselwirkungsbereich verha¨lt sich 〈x|φ+〉 also wie eine U¨berlagerung der
urspru¨nglichen, ebenen Welle exp(ik · x) und einer auslaufenden Kugelwel-
le mit der Amplitude f(k′,k). Das asymptotische Verhalten von 〈x|φ−〉 ist
hingegen durch die U¨berlagerung der urspru¨nglichen Welle mit einer einlau-
fenden Kugelwelle gegeben. In dieser stationa¨ren Beschreibung der Streuung
mit Hilfe der Lippmann-Schwinger-Gleichung ist die vollsta¨ndige Informati-
on u¨ber den Streuprozeß in der Streuamplitude f(k′,k) enthalten. In den
allermeisten Fa¨llen ist der “auslaufende” Zustand |φ+〉, der das Resultat der
Streuung von |φ〉 am betrachteten Potential darstellt, die gesuchte Lo¨sung
der Lippmann-Schwinger-Gleichung. Der “einlaufende” Zustand |φ−〉, der am
Potential gestreut zum Resultat |φ〉 fu¨hrt, wird normalerweise a¨ußerst schwer
zu pra¨parieren sein.
Floquettheorie
Besitzt das Streupotential hingegen eine periodische Zeitabha¨ngigkeit, so
bleibt die Energie bei der Streuung nicht erhalten. Aufgrund der Periodi-
zita¨t der Zeitabha¨ngigkeit bleibt jedoch die sogenannte Quasienergie erhal-
ten. Ferner la¨ßt sich die Streuung an zeitperiodischen Potentialen analog zur
Streuung an zeitunabha¨ngigen Potentialen beschreiben. Bevor dies gezeigt
wird, sollen die wichtigsten Eigenschaften quantenmechanischer, zeitperiodi-
scher Systeme noch einmal zusammengestellt werden.
Zeitperiodische Quantensysteme lassen sich im Rahmen der Floquettheo-
rie [116] ada¨quat beschreiben. Die gewu¨nschte Beschreibung der Streuung
an zeitperiodischen Potentialen la¨ßt sich schließlich aus einer “Kombinati-
on” der Floquettheorie mit der Theorie der Streuung an zeitunabha¨ngigen
Potentialen ableiten. Eine Zusammenstellung der wichtigsten Elemente und
Ergebnisse der Floquettheorie kann in [2, 117] gefunden werden.
Fu¨r den Hamiltonoperator eines periodischen Systems mit der Periode
T = 2π/ω gilt
H(t) = H(t+ T ). (2.34)
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Die zeitabha¨ngige Schro¨dingergleichung fu¨r ein solches System lautet(
H(x, t)− i~ ∂
∂t
)
ψ(x, t) = 0. (2.35)
(Aus Gru¨nden der U¨bersichtlichkeit wird ein ra¨umlich eindimensionales Sy-
stem mit x ∈ R betrachtet. Die in diesem Abschnitt angegebenen For-
meln lassen sich jedoch ohne weiteres verallgemeinern.) Das Floquettheo-
rem [2, 116, 117] besagt, daß die Lo¨sungen der zeitabha¨ngigen Schro¨dinger-
gleichung (2.35) von der Form
ψα(x, t) = exp(−iαt/~)Φα(x, t) (2.36)
sind. Die Φα(x, t) sind periodisch in t,
Φα(x, t) = Φα(x, t+ T ), (2.37)
und heißen Floquetmoden [2]. Der reelle Parameter α heißt Quasienergie
und ist bis auf ganzzahlige Vielfache von ~ω bestimmt. Die Floquettheorie
nutzt also die Periodizita¨t in der Zeit in der gleichen Weise aus wie die
Blochtheorie [118] eine ra¨umliche Periodizita¨t. Mit Hilfe des hermiteschen
Operators
H(x, t) := H(x, t)− i~ ∂
∂t
(2.38)
erha¨lt man
H(x, t)Φα(x, t) = αΦα(x, t). (2.39)
Faßt man in den letzten beiden Gleichungen die Zeit t formal als eine neue Ko-
ordinate auf, so ist die Floquetmode Φα(x, t) eine Lo¨sung der “stationa¨ren”
Schro¨dingergleichung mit dem Hamiltonoperator H(x, t) zum Eigenwert α.
H(x, t) wirkt dann jedoch in einem anderen Hilbertraum als H(x, t). Sei
R der Raum, in dem H wirkt (in unserem Fall ist R der Raum der qua-
dratintegrablen Funktionen auf R) und sei T der Raum der T -periodischen
Funktionen, so wirkt H(x, t) im “erweiterten” Hilbertraum R⊗ T .
Die Floquetmode
Φαn(x, t) := Φα(x, t) exp(inωt) , n ∈Z (2.40)
ist ebenfalls eine Lo¨sung von (2.39) zum Eigenwert
αn := α + n~ω. (2.41)
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Aufgrund dieser Eigenschaft ko¨nnen die Eigenwerte α in die “erste Brillouin
Zone” −~ω/2 ≤  ≤ ~ω/2 abgebildet werden.
Die Floquetmoden Φαn mit n = 0 und Φα liefern im Raum R u¨ber Glei-
chung (2.36) zwei physikalisch identische Lo¨sungen, wa¨hrend sie im Raum
R⊗T orthogonal zueinander sind [2].
Das Skalarprodukt in R sei wie u¨blich mittels
〈ϕk|ϕl〉 :=
∫ ∞
−∞
dx ϕ∗k(x)ϕl(x) = δkl
deﬁniert. Eine orthonormierte Basis von T ist durch exp(inωt) mit n ∈ Z
und dem Skalarprodukt
(n|m) := 1
T
∫ T
0
dt exp[i(m− n)ωt] = δnm (2.42)
gegeben. Im Raum R⊗T gilt die Orthonormalita¨tsrelation
〈〈Φαn|Φβm〉〉 := 1
T
∫ T
0
dt
∫ ∞
−∞
dx Φ∗αn(x, t)Φβm(x, t) = δαβδnm. (2.43)
Die Basis der |Φαn〉〉 ist vollsta¨ndig [2],∑
α
∑
n
Φ∗αn(x, t)Φαn(x
′, t′) = δ(x− x′)δ(t− t′). (2.44)
Die periodische Zeitabha¨ngigkeit des Hamiltonoperators H(x, t) aus Glei-
chung (2.35) hat spezielle Eigenschaften des Zeitentwicklungsoperators fu¨r
Zusta¨nde aus dem Raum R im Schro¨dingerbild zur Folge. Der Zeitentwick-
lungsoperator ist durch
|ψ(t)〉 = U(t, t0)|ψ(t0)〉 , U(t0, t0) = 1 (2.45)
deﬁniert. Formal ist U(t, t0) durch
U(t, t0) = T exp
{
− i
~
∫ t
t0
dt′H(t′)
}
(2.46)
gegeben, wobei T fu¨r die Zeitordnung von Operatoren steht. Aufgrund der
Periodizita¨t von H(t) gilt [2]
U(nT, 0) = [U(T, 0)]n fu¨r n ∈Z. (2.47)
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Somit erzeugt U(T, 0) eine diskrete, quantenmechanische Abbildung, die phy-
sikalisch dem stroboskopischen Verfolgen der Zeitentwicklung des betrachte-
ten Systems entspricht.
Gleichung (2.47) impliziert ferner die Relationen
U(t+ T, T ) = U(t, 0), (2.48)
U(t+ T, 0) = U(t, 0)U(T, 0). (2.49)
Fu¨r t = nT vertauschen U(t, 0) und U(T, 0) nicht.
Betrachtetman ein zeitperiodisches System im “erweiterten” Hilbertraum
R⊗T (vgl. (2.39)), so la¨ßt es sich als stationa¨res System auﬀassen. Die Qua-
sienergie  spielt dabei die Rolle der Energie eines “gewo¨hnlichen” stationa¨ren
Systems. Analog zur Energieerhaltung in (“gewo¨hnlichen”) stationa¨ren Sy-
stemen gilt fu¨r zeitperiodische Systeme die Quasienergieerhaltung. Betrachtet
man die Analogie zwischen Floquet- und Blochtheorie, so fu¨hrt eine Periodi-
zita¨t in der Zeit zur Erhaltung der Quasienergie, wa¨hrend eine Periodizita¨t
im Raum die Erhaltung des Quasiimpulses [118] zur Folge hat.
Analogon der Lippmann-Schwinger-Gleichungen fu¨r
zeitperiodische Systeme
Zur Beschreibung der Streuung an zeitlich periodischen Potentialen mu¨ssen
die zu Beginn dieses Abschnitts, Seite 32 bis 34, zusammengefaßten Metho-
den modiﬁziert werden. Eine zur Behandlung der Streuung an stationa¨ren
Potentialen analoge Vorgehensweise ist jedoch mo¨glich, wie in diesem Ab-
schnitt skizziert werden soll. Hierzu bieten sich prinzipiell zwei verschiedene
Mo¨glichkeiten an. Einerseits kann ein zeitperiodisches System mit Hilfe des
im letzten Abschnitt vorgestellten “erweiterten” Hilbertraums formal in ein
zeitunabha¨ngiges System transformiert werden. Auf diese Weise kann ver-
sucht werden, die Theorie der Streuung an stationa¨ren Potentialen direkt an-
zuwenden.4 Andererseits ist es mo¨glich, die Periodizita¨t in der Zeitabha¨ngig-
keit und die daraus resultierenden Eigenschaften des Systems ohne eine “Ver-
gro¨ßerung der Dimensionalita¨t” des Systems auszunutzen. Dabei spielt die
durch den Zeitentwicklungsoperator u¨ber eine Periode deﬁnierte diskrete,
quantenmechanische Abbildung (siehe Gleichung (2.47)) eine zentrale Rolle.
4Diese Anwendung der “u¨blichen” Streutheorie ist nicht trivial, da der Hamiltonope-
rator im “erweiterten” Hilbertraum in der kinetischen Energie eine erste Ableitung nach
der “neuen” Koordinate entha¨lt, was z. B. die Eigenschaften seines Spektrums nachhaltig
vera¨ndert.
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In Lehrbu¨chern, die sich mit der Streutheorie befassen, sucht man mei-
nes Wissens vergeblich nach einer Behandlung zeitperiodischer Streusysteme
(siehe z. B. [54]). In den wissenschaftlichen Zeitschriften sind aber einige Ar-
beiten zu ﬁnden, die sich mit der U¨bertragung der Konzepte der Theorie der
Streuung an stationa¨ren Potentialen auf die Streuung an zeitperiodischen
Potentialen befassen. Howland untersuchte 1979 die Frage der Existenz von
Mølleroperatoren in zeitperiodischen Streusystemen [55]. Peskin und Moi-
seyev entwickelten eine auf dem Konzept des “erweiterten” Hilbertraums
basierende Methode zur Behandlung der Streuung an zeitlich periodischen
Potentialen [57], um Multiphotonenionisations- und Dissoziationsprozesse zu
beschreiben. Saraga und Sassoli de Bianchi konnten eine Verallgemeinerung
der Bornschen Reihe fu¨r den Fall zeitperiodischer Potentiale ﬁnden [58].
In Referenz [59] wurden die Grenzfa¨lle hoher und niedriger Frequenzen des
zeitabha¨ngigen Potentials untersucht. Die verwendete Formulierung der all-
gemeinen Beschreibung der Streuung an zeitperiodischen Potentialen basiert
dabei auf der Floquettheorie.
Hier sollen zuna¨chst Mølleroperatoren fu¨r zeitperiodische Streusysteme
mit Hilfe der in Gleichung (2.47) deﬁnierten diskreten, quantenmechanischen
Abbildung eingefu¨hrt werden. Auf dieser Basis lassen sich Analoga zu den
Lippmann-Schwinger-Gleichungen (vgl. Gleichung (2.31), Seite 33) herleiten.
Die Vorgehensweise basiert auf einer von Borgonovi und Guarneri entwickel-
ten Methode fu¨r zeitlich periodisch gekickte Potentiale5 [56]. Die im folgenden
herzuleitenden Ergebnisse stellen eine Verallgemeinerung der von Borgonovi
und Guarneri erzielten Ergebnisse auf den Fall zeitabha¨ngiger Potentiale mit
einer beliebigen periodischen Zeitabha¨ngigkeit dar. Die folgenden Herleitun-
gen sind unabha¨ngig von einer ku¨rzlich erschienenen Arbeit von Kovar und
Martin [60] entstanden, in der ebenfalls Analoga der Lippmann-Schwinger-
Gleichungen fu¨r zeitperiodische Streusysteme in a¨hnlicher Weise hergeleitet
werden konnten.
Der Hamiltonoperator sei durch
H(t+ T ) = H(t) = H0 + V (t) , V (t+ T ) = V (t) (2.50)
5Die Zeitabha¨ngigkeit des Potentials ist durch
∑
n∈Zδ(t − nT ) gegeben und der Zeit-
entwicklungsoperator la¨ßt sich als Produkt U0 ·K schreiben, wobei K den Eﬀekt des Kicks
beinhaltet und U0 die Zeitentwicklung u¨ber eine Periode T mit einem zeitunabha¨ngigen
Potential darstellt.
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gegeben. Die Zeitentwicklung eines freien Teilchens wird durch
u0 := U0(T, 0) = U0(T ) = exp
{
− i
~
H0T
}
(2.51)
beschrieben, und der Zeitentwicklungsoperator des vollen Systems u¨ber eine
Periode werde mit
u := U(T, 0) = T exp
{
− i
~
∫ T
0
dt′H(t′)
}
(2.52)
bezeichnet. Die Mølleroperatoren seien formal u¨ber
Ω± := lim
n→±∞
un(u0)
−n (2.53)
deﬁniert. Im folgenden wird von der Existenz der obigen Grenzwerte ausge-
gangen.
Die in die Analoga der Lippmann-Schwinger-Gleichungen eingehenden
freien Zusta¨nde werden mit |ψ0
,n,α〉 bezeichnet. Dabei ist  ∈ (0, ~ω] (ω =
2π/T ) die Quasienergie,6 n ∈ N ist der Floquetindex, und α stehe fu¨r al-
le weiteren Quantenzahlen, die zur vollsta¨ndigen Festlegung des Zustands
notwendig sind. Es gelten
H0|ψ0
,n,α〉 = (+ n~ω)|ψ0
,n,α〉,
u0|ψ0
,n,α〉 = exp
{
− i
~
T 
}
|ψ0
,n,α〉. (2.54)
Die Normierung sei schließlich durch
〈ψ0
,n,α|ψ0
′,m,β〉 = δ(− ′) δnm δαβ (2.55)
gegeben. Die aus- bzw. einlaufenden Zusta¨nde sind
|ψ±
,n,α〉 = Ω±|ψ0
,n,α〉, (2.56)
und die Anwendung des Zeitentwicklungsoperators u liefert
u|ψ±
,n,α〉 = exp
{
− i
~
T 
}
|ψ±
,n,α〉. (2.57)
6Die Quasienergie ist modulo ~ω deﬁniert, vgl. Gleichungen (2.37) und (2.41). Die Lage
des Quasienergieintervalls der La¨nge ~ω auf der Energieachse kann frei gewa¨hlt werden.
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Die letzte Gleichung sowie die Deﬁnition (2.53) legen ein stroboskopisches
Verfolgen der Zeitentwicklung nahe, und die Zeitentwicklungsoperatoren u0
und u stellen den Ausgangspunkt der Betrachtung dar. Im Falle der Streuung
an zeitunabha¨ngigen Potentialen wurde hingegen die Zeitentwicklung konti-
nuierlich verfolgt (vgl. Gleichungen (2.25) und (2.28)), Ausgangspunkt der
Betrachtung waren hier die Erzeugenden der Zeitentwicklung, die Hamilton-
operatoren H0 und H.
Mit Hilfe der formalen Umstellungen, |ψ0
,n,α〉 = Ω†±|ψ±
,n,α〉, von (2.56) und
der Deﬁnition der Mølleroperatoren, Ω†± = limn→∞(u0)
±nu∓n, lassen sich die
folgenden Analoga der Lippmann-Schwinger-Gleichungen herleiten,
|ψ±
,n,α〉 = |ψ0
,n,α〉+ G˜±0 ()
(
(u0)
±1u∓1 − 1) |ψ±
,n,α〉 (2.58)
mit
G˜±0 () := e
∓iT 
/~ lim
δ→0+
(
(u0)
±1 − e(∓iT 
/~)+δ)−1 , (2.59)
wie in Anhang B.1 gezeigt wird. Ein Vergleich mit den Lippmann-Schwinger-
Gleichungen (2.31) zeigt, daß dabei die G˜±0 () die Rolle der Resolventen
G0(E±i0) u¨bernehmen. Die Terme (u0±1u∓1−1) enthalten die durch das zeit-
periodische Potential hervorgerufenen Eﬀekte, da z. B. u−10 u zuna¨chst die vol-
le Zeitentwicklung u¨ber eine Periode und danach die Zeitentwicklung des frei-
en Teilchens “zuru¨ck” u¨ber eine Periode entha¨lt. Die Abweichung zwischen
u0
±1u∓1 und der identischenAbbildung 1muß dann die Eﬀekte des Potentials
enthalten. Somit spielt (u0±1u∓1−1) in Gleichung (2.58) die Rolle des (zeit-
unabha¨ngigen) Potentials in den Lippmann-Schwinger-Gleichungen (2.31).
Aufgrund des stroboskopischen Verfolgens der Zeitentwicklung im zeitperi-
odischen Fall gehen die Zeitentwicklungsoperatoren u und u0 in die Analoga
der Lippmann-Schwinger-Gleichungen ein und nicht die Hamiltonoperatoren
H und H0 wie im Falle der Streuung an zeitunabha¨ngigen Potentialen.
Auf formaler Ebene lassen sich auch Ausdru¨cke fu¨r die Matrixelemente
der S-Matrix herleiten,
〈ψ0
,n,α|S ψ0
′,m,β〉 = δ(− ′)
{
δnmδαβ − 2πiT±n,α;m,β
}
, (2.60)
T+n,α;m,β := −i
~
T
〈(uu0−1 − 1)ψ0
,n,α|ψ+
,m,β〉, (2.61)
T−n,α;m,β := i
~
T
〈ψ−
,n,α|
(
uu0
−1 − 1)ψ0
,m,β〉. (2.62)
Die Herleitung dieser Ausdru¨cke ist in Anhang B.2 zu ﬁnden. Die Matrixele-
mente der S-Matrix aus Gleichung (2.60) sind proportional zu δ(− ′). Diese
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Eigenschaft dru¨ckt die Erhaltung der Quasienergie bei der Streuung an zeit-
lich periodischen Potentialen aus. Fu¨r die Beschreibung eines realistischen
Streuprozesses mit Hilfe von normierbaren, asymptotisch freien Wellenpake-
ten hat die Quasienergieerhaltung die folgenden Auswirkungen: Der U¨ber-
lapp des einlaufenden Wellenpakets mit dem Wechselwirkungsbereich ist (in
“fru¨hster” Vergangenheit) vernachla¨ssigbar klein, daher kann dem einlau-
fenden Teilchen eine wohldeﬁnierte Energie zugeordnet werden. Der U¨ber-
lapp der auslaufenden Wellenpakete mit dem Wechselwirkungsbereich ist (in
“ferner” Zukunft) ebenfalls vernachla¨ssigbar. Die Energie der auslaufenden
Pakete ist daher auch wohldeﬁniert, sie kann sich aber aufgrund der Quasi-
energieerhaltung von der Energie des einlaufenden Teilchens um ganzzahli-
ge Vielfache von ~ω unterscheiden. Handelt es sich bei dem zeitabha¨ngigen
Teil des Streupotentials zum Beispiel um ein (klassisches) zeitperiodisches
Strahlungsfeld, so wird eine Diﬀerenz von n~ω zwischen auslaufender und
einlaufender Energie als Absorption (n > 0) bzw. Emission (n < 0) von |n|
Photonen im Laufe des Streuprozesses interpretiert. Durch das Einschalten
eines zeitperiodischen Potentials werden also neue, zusa¨tzliche Streukana¨le,
die Floquetmoden, geo¨ﬀnet.
Es sei noch angemerkt, daß fu¨r zeitunabha¨ngige Systeme die Eigenschaft
H(t+T ) = H(t) fu¨r beliebige T zutriﬀt. Betrachtet man ein zeitunabha¨ngiges
System als zeitperiodisch mit der Periode T > 0, so mu¨ssen im Limes T → 0
die gerade vorgestellten Ausdru¨cke gegen die entsprechenden Beziehungen
der Streutheorie zeitunabha¨ngiger Systeme konvergieren. Dies ist der Fall,
wie in Anhang B.3 gezeigt wird.
Die Streuung an einem zeitperiodischen Potential kann natu¨rlich auch
im Rahmen der zeitabha¨ngigen Streutheorie beschrieben werden. Aufgrund
der asymptotischen Freiheit der ein- und auslaufenden Zusta¨nde gelten die
Beziehungen (2.24),
|ψ(−t)〉 ∼ U0(−t)|ψein〉 und |ψ(t)〉 ∼ U0(t)|ψaus〉 fu¨r t→∞,
auch im Falle zeitabha¨ngiger Potentiale. Die Zusta¨nde |ψein〉 und |ψaus〉 be-
ziehen sich beide auf den Zeitpunkt t = 0 (vgl. Gleichung (2.25) auf Seite 32).
Es soll die Frage untersucht werden, wie sich eine Verschiebung des zeitlichen
Bezugspunktes von t = 0 auf t = t0, |t0| <∞, auswirkt. Fu¨r zeitunabha¨ngige
Potentiale darf diese Verschiebung keinerlei Auswirkung haben. Fu¨r zeitperi-
odische Potentiale jedoch liegt die anschauliche Bedeutung der Verschiebung
darin, daß das einlaufende Teilchen den Wechselwirkungsbereich zu einer an-
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deren Phasenlage des Potentials erreicht, was zu verschiedenen auslaufenden
Zusta¨nden fu¨hren kann.
Sowohl fu¨r zeitunabha¨ngige als auch fu¨r zeitperiodische Streusysteme gilt
|ψaus〉 = S|ψein〉. Die Zeitentwicklung von |ψein(t)〉 und |ψaus(t)〉 ist durch
|ψein(t0)〉 = exp
{
− i
~
H0t0
}
|ψein〉 , |ψaus(t0)〉 = exp
{
− i
~
H0t0
}
|ψaus〉
gegeben. Damit folgt fu¨r die S-Matrix mit U0(t0) = exp(−iH0t0/~)
|ψaus(t0)〉 = U0(t0)S|ψein〉 = S˜|ψein(t0)〉.
Die S-Matrix fu¨r den verschobenen zeitlichen Bezugspunkt t0 lautet somit
S˜ := U0(t0)SU0
†(t0). (2.63)
Fu¨r zeitunabha¨ngige Systeme folgt mit [S,H0]
[S, U0(t0)] = 0 ⇒ S˜ = S, (2.64)
und S˜ ha¨ngt nicht vom zeitlichen Bezugspunkt t0 ab.
In zeitperiodischen Systemen gilt
uΩ± = Ω±u0, (2.65)
wie sich mit Hilfe der Deﬁnition (2.53) der Mølleroperatoren leicht zeigen
la¨ßt. Daraus folgt [S, u0] = 0, was die Quasienergieerhaltung widerspiegelt.
Fu¨r t0 = nT und mit
U(t0, 0) := T exp
{
− i
~
∫ t0
0
dt′H(t′)
}
ist jedoch aufgrund der Eigenschaft (2.49) des Zeitentwicklungsoperators ei-
nes zeitperiodischen Systems
U(t0, 0)Ω± = Ω±U0(t0). (2.66)
Somit vertauschen die S-Matrix S und U0(t0) nicht, und es gilt (siehe auch
[59])
S˜ = U0(t0)SU0
†(t0) = S. (2.67)
Die Eigenphasen der beiden unita¨ren Matrizen S und S˜ sind jedoch gleich, da
sie u¨ber eine unita¨re Transformation verknu¨pft sind. Sie haben auch dieselben
Pole, daher liefern sie dieselben Resonanzen mit denselben Breiten.
2.2. QUANTENMECHANISCHE BESCHREIBUNG 43
Charakteristika zeitperiodischer Streusysteme
Die wichtigsten Charakteristika der Streuung an zeitunabha¨ngigen und an
zeitlich periodischen Potentialen sollen schließlich noch zusammenfassend ge-
genu¨bergestellt werden:
Zeitunabha¨ngige Zeitlich periodische
Streusysteme Streusysteme
Energieerhaltung Quasienergieerhaltung
S-Matrix: Sµ;ν S-Matrix: Sµ,m;ν,n
µ, ν: Streukana¨le µ, ν: Streukana¨le
m, n: Floquetmoden
Energien des aus- und Energien des aus- und
einlaufenden Teilchens: einlaufenden Teilchens:
Eaus = Eein Eaus = Eein + k~ω
k = m− n ganzzahlig
ω = 2π/T : Frequenz des Potentials
Tabelle 2.2: Vergleich zeitunabha¨ngiger und zeitperiodischer Streusysteme
Es sei an dieser Stelle darauf hingewiesen, daß die Streuung an einem zeit-
periodischen Potential bezu¨glich der Quasienergieerhaltung immer elastisch
ist, wa¨hrend sie bezu¨glich der Energieerhaltung im allgemeinen inelastisch
ist.
Die Konsequenzen der Eigenschaften beliebiger zeitperiodischer Streusy-
steme werden nun diskutiert. Dabei wird von eindimensionalen zeitlich pe-
riodischen Potentialen ausgegangen, da im weiteren Verlauf solche Systeme
genauer untersucht werden. Die diskutierten Eigenschaften sowie die erhal-
tenen Ergebnisse lassen sich jedoch auf Systeme ho¨herer Dimensionalita¨t
verallgemeinern.
Wie fu¨r den allgemeinen Fall gezeigt, fu¨hrt die Erhaltung der Quasienergie
bei der Streuung an eindimensionalen zeitlich periodischen Potentialen dazu,
daß sich die Energien des einlaufenden und auslaufenden Teilchens nur um
ganzzahlige Vielfache von ~ω unterscheiden ko¨nnen. Eine solche Situation
ist in Abbildung 2.3 skizziert. Ein mit der Energie E einlaufendes Teilchen
hat auslaufende Zusta¨nde mit den Energien E + n~ω zur Folge. Außerhalb
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Abbildung 2.3: Streuung an einem eindimensionalen zeitperiodischen Poten-
tial: Die einlaufende Energie E fu¨hrt zu auslaufenden Zusta¨nden mit den
Energien E + n~ω, wie hier fu¨r die Transmission skizziert. Der Wechselwir-
kungsbereich ist grau unterlegt.
des Wechselwirkungsbereichs bewegt sich das Teilchen frei. Aus Gru¨nden der
U¨bersichtlichkeit ist dies in Abbildung 2.3 nur fu¨r die Transmission skizziert.
Ist die Frequenz ω der Oszillation des Potentials groß genug, so ist zu
erwarten, daß in der Streuung Charakteristika des zeitgemittelten Potentials
V¯ (x) :=
1
T
∫ T
0
dt′ V (x, t′) (2.68)
erkennbar sind. Das zeitgemittelte Potential wird in diesem diabatischen
Grenzfall als eﬀektives Potential im folgenden Sinne fungieren: Besitzt das
eﬀektive Potential
Veﬀ(x) = V¯ (x) (2.69)
gebundene Zusta¨nde bei den Energien En < 0, so kann ein mit der Energie
E = En,m := En+m~ω > 0 einlaufendes Teilchen aufgrund der periodischen
Zeitabha¨ngigkeit des Potentials V (x, t) die Energie von m ∈ZPhotonen ab-
geben und im n-ten quasigebundenen Zustand fu¨r eine la¨ngere, aber endliche
Zeit gefangen werden. Fu¨r einlaufende Energien E = En,m sind also Resonan-
zen zu erwarten, da die gebundenen Zusta¨nde des eﬀektiven Potentials wegen
der periodischen Zeitabha¨ngigkeit des Potentials V (x, t) an das Kontinuum
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Abbildung 2.4: Rechteckfo¨rmiges, eﬀektives Potential mit einem gebundenen
Zustand (gestrichelte Linie) fu¨r einen Rechtecktopf mit oszillierendem Bo-
den (punktierte Linien: oberer bzw. unterer Umkehrpunkt) im diabatischen
Grenzfall. Die Energie E des einlaufenden Teilchens erfu¨llt die Resonanzbe-
dingung E = E0,3.
koppeln. Diese Situation ist in Abbildung 2.4 fu¨r ein rechteckfo¨rmiges Po-
tential mit vertikal oszillierendem Boden skizziert. Das eﬀektive Potential ist
ebenfalls rechteckfo¨rmig, es besitzt in diesem Fall einen gebundenen Zustand
bei der Energie E0, so daß die Resonanzbedingung E = E0,m lautet.
Ist hingegen die Frequenz ω des zeitperiodischen Potentials V (x, t) sehr
klein, so “sieht” ein sich im Wechselwirkungsbereich aufhaltendes Teilchen
zu jedem Zeitpunkt das jeweils instantane Potential. A¨ndert sich die Form
des Potential V (x, t) nicht oder nur wenig im Verlauf einer Periode, wie z. B.
im Falle lateral oszillierender Potentiale oder fu¨r Potentiale, deren Boden
mit sehr kleiner Amplitude vertikal oszilliert, so a¨ndern sich die Energien
der gebundenen Zusta¨nde in den jeweils instantanen Potentialen nur wenig.
Das eﬀektive Potential Veﬀ(x) ist in diesem adiabatischen Grenzfall von der
Form der instantanen Potentiale. Die gebundenen Zusta¨nde des eﬀektiven
Potentials fu¨hren genauso wie im diabatischen Fall zu Resonanzen.
Eine obere Grenzfrequenz ωad fu¨r das Eintreten des adiabatischen Grenz-
falls la¨ßt sich folgendermaßen grob abscha¨tzen: Ein im durch das instantane
Potential gegebenen, eﬀektiven Potential gefangenes Teilchenmuß im Verlauf
einer Periode des zeitabha¨ngigen Potentials V (x, t) genu¨gend “Zeit haben”,
denWechselwirkungsbereich zu durchlaufen. Die Energie eines “in Resonanz”
gefangenen Teilchens ist durch die Energie eines der gebundenen Zusta¨nde
im eﬀektiven Potential gegeben. Die Energie des Teilchens sei E und es sei
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ωkl = 2π/Tkl die Frequenz eines gefangenen klassischen Teilchens, das sich
im eﬀektiven Potential mit der Gesamtenergie E oszillatorisch bewegt. Ist
die Frequenz ω des Potentials V (x, t) deutlich kleiner als ωad ∼ ωkl, so tritt
der adiabatische Grenzfall ein. Ist ω hingegen deutlich gro¨ßer als ωad, so ist
der diabatische Bereich erreicht.
Das Auftreten eines adiabatischen bzw. diabatischen Grenzfalls in der
Streuung an zeitperiodischen Potentialen fu¨r ausreichend kleine bzw. große
Frequenzen wurde auch in Referenz [119] gefunden. Hier wurde die Streuung
an oszillierenden Tunnelbarrieren untersucht und es konnte gezeigt werden,
daß eine Beschreibung mit Hilfe eines eﬀektiven Potentials mo¨glich ist.
2.2.3 Eindimensionale zeitperiodische Streusysteme
Die Beschreibung eines konkreten Streusystems kann im Prinzip mit Hil-
fe verschiedener Methoden erfolgen. Eine direkte Verwendung der Analoga
der Lippmann-Schwinger-Gleichungen ist jedoch in vielen Fa¨llen nur schwer
durchfu¨hrbar. Eine praktische Methode, die zudem bezu¨glich der genau-
en Form des Potentials nur wenigen Einschra¨nkungen unterliegt und daher
auch hier Anwendung ﬁndet, besteht in der Verfolgung der zeitlichen Ent-
wicklung von Wellenpaketen, die am betrachteten Potential gestreut werden.
Dabei muß der Zeitentwicklungsoperator im allgemeinen numerisch berech-
net werden. Eine in diesem Zusammenhang weit verbreitete Methode ist
das Split-Operator-Verfahren [94]. Diese Vorgehensweise wurde von Pimpale
et. al. verwendet, um die Streuung an vertikal bzw. lateral oszillierenden,
gaußfo¨rmigen Tunnelbarrieren zu untersuchen [119].
Fu¨r den Spezialfall stu¨ckweise konstanter Potentiale, die entweder ver-
tikal oszillierende Teilbereiche besitzen oder einem wechselstromartigen An-
trieb unterworfen sind, kann die Streuung auch mit Hilfe der Transfermatrix-
methode beschrieben werden [65–69]. Dabei kann die Quasienergieerhaltung
bei der Streuung ausgenutzt werden. Eine Verallgemeinerung dieser Methode
auf beliebige, eindimensionale zeitperiodische Streupotentiale ist jedoch nicht
mo¨glich. In [64,70,71] sind der Transfermatrixmethode verwandte Methoden
vorgestellt worden. Auch diese Methoden sind nur auf stu¨ckweise konstante
Potentiale anwendbar.
In diesem und den folgenden Abschnitten wird die fu¨r die spa¨tere Unter-
suchung eindimensionaler zeitperiodischer Streusysteme entwickelteMethode
ausfu¨hrlich vorgestellt. Zuna¨chst wird die Funktionsweise der Methode skiz-
ziert, und es werden den Streuprozeß charakterisierende Gro¨ßen deﬁniert, die
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in der spa¨teren Anwendung berechnet werden. In den Abschnitten 2.2.4 und
2.2.5 werden die (t, t′)-Methode zur Berechnung des Zeitentwicklungsope-
rators bzw. die Kramers-Henneberger-Transformation behandelt, da beide
Konzepte eine fundamentale Rolle bei der Umsetzung der Methode spielen.
Abschnitt 2.2.6 entha¨lt schließlich eine detaillierte Beschreibung der Wellen-
paketpropagationsmethode.
Zur Berechnung des Zeitentwicklungsoperators wird hier die (t, t′)-Metho-
de verwendet, da diese auf der Floquettheorie aufbaut und daher die zeitliche
Periodizita¨t des Potentials in vollem Umfang beru¨cksichtigt wird (siehe Ab-
schnitt 2.2.4). Das Split-Operator-Verfahren hingegen ist im Prinzip fu¨r Sy-
steme mit beliebiger Zeitabha¨ngigkeit geeignet, und die zeitliche Periodizita¨t
wird nicht vollsta¨ndig ausgenutzt [94].
Von einer direkten Verwendung der Analoga der Lippmann-Schwinger-
Gleichungen (2.58) wurde abgesehen, da keine Basis gefunden werden konnte,
mit deren Hilfe fu¨r beliebige eindimensionale zeitperiodische Potentiale eine
Berechnung auf der Quasienergieschale mo¨glich ist.
Die Streuung an einem eindimensionalen zeitlich periodischen Potential
wird mit Hilfe des Verfolgens der zeitlichen Entwicklung von Wellenpake-
ten untersucht. Dazu wird die Zeitentwicklung gaußfo¨rmiger Wellenpakete,
deren U¨berlapp mit dem Wechselwirkungsbereich des Potentials zu Beginn
vernachla¨ssigbar klein ist, stroboskopisch verfolgt. Ausgenutzt wird dabei
die fu¨r zeitlich periodische Systeme existierende diskrete, quantenmechani-
sche Abbildung (siehe Gleichung (2.47) auf Seite 36), die durch den Zeitent-
wicklungsoperator u¨ber eine Periode erzeugt wird. Aufgrund der Eigenschaft
(2.47) des Zeitentwicklungsoperators kann die zeitliche Entwicklung eines
Zustandes |Ψ(t)〉 zu den Zeiten t = jT , wobei T die Periode des zeitabha¨ngi-
gen Potentials ist und j ∈ N, durch j-maliges Anwenden des Zeitentwick-
lungsoperators u¨ber eine Periode U(T, 0) berechnet werden. Somit genu¨gt
es, den Operator U(T, 0) einmal zu berechnen, um die Zeitentwicklung stro-
boskopisch solange zu verfolgen, bis der jeweilige in der Zeit propagierte Zu-
stand sich wie ein asymptotisch freier, auslaufender Zustand verha¨lt und sein
U¨berlapp mit dem Wechselwirkungsbereich wieder vernachla¨ssigbar klein ge-
worden ist. Zur Berechnung des Zeitentwicklungsoperators U(T, 0) wird die
(t, t′)-Methode verwendet, die in Abschnitt 2.2.4 vorgestellt wird.
Um die Streuung zu charakterisieren, werden folgende Gro¨ßen betrachtet:
• totale Transmission und Reﬂexion,
• partielle Transmission und Reﬂexion,
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• eﬀektive Aufenthaltszeit.
Die Transmission bzw. Reﬂexion ist hier, so wie in eindimensionalen zeitun-
abha¨ngigen Systemen allgemein u¨blich [53,115], als das Verha¨ltnis des trans-
mittierten bzw. reﬂektierten Flusses bezogen auf den gesamten einlaufenden
Fluß deﬁniert. Die genauen Deﬁnitionen lauten dabei wie folgt: Die partielle
Transmission Tl(E) (Reﬂexion Rl(E)) ist durch das Verha¨ltnis des transmit-
tierten (reﬂektierten) Flusses mit der auslaufenden Energie E′ = E + l~ω
(l ∈ Z) bezogen auf den gesamten, mit der Energie E einlaufenden Fluß
gegeben. Die totale Transmission Ttot(E) (Reﬂexion Rtot(E)) ist durch die
Summe aller partiellen Transmissionen (Reﬂexionen) gegeben,
Ttot(E) :=
∑
l∈Z
Tl(E) , Rtot(E) :=
∑
l∈Z
Rl(E). (2.70)
Mit diesen Deﬁnitionen gilt stets
Ttot(E) +Rtot(E) = 1 , ∀E > 0, (2.71)
Tl(E) = Rl(E) = 0 fu¨r E′ = E + l~ω < 0. (2.72)
Die auf diese Weise deﬁnierte Transmission bzw. Reﬂexion la¨ßt sich mit der
S-Matrix in Verbindung setzen. Als Basis werden ebene Wellen verwendet:
〈x|ψ0
,n,±〉 ∝ e±ikn(
)x, (2.73)
kn() =
1
~
√
2m(+ n~ω).
Aufgrund der Quasienergieerhaltung kann die S-Matrix in dieser Basis als
〈ψ0
,n,±|S |ψ0
′,n′,∓〉 = S±,∓n,n′ () δ(− ′) (2.74)
geschrieben werden (siehe auch Gleichung (2.60) auf Seite 40 und [82]). Fu¨r
ra¨umlich symmetrische Potentiale mit V (−x, t) = V (x, t) gilt
S+n,n′() := S
+,−
n,n′ () = S
−,+
n,n′ (), (2.75)
S−n,n′() := S
+,+
n,n′ () = S
−,−
n,n′ (). (2.76)
Die partielle Transmission bzw. Reﬂexion sind schließlich durch
Tl(E) =
∣∣S+n,n′()∣∣2 mit E = + n′~ω, l = n− n′, (2.77)
Rl(E) =
∣∣S−n,n′()∣∣2 mit E = + n′~ω, l = n− n′. (2.78)
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gegeben [82]. Die totale Transmission und Reﬂexion ist weiterhin u¨ber Glei-
chung (2.70) deﬁniert. Diese Relation zwischen Transmission bzw. Reﬂexi-
on und S-Matrix ist eine Verallgemeinerung der fu¨r eindimensionale zeitun-
abha¨ngige Systeme u¨blichen Deﬁnitionen [53,115].
Mit den Deﬁnitionen (2.77) und (2.78) sind die partiellen und totalen
Transmissionen und Reﬂexionen unabha¨ngig von der Wahl des zeitlichen Be-
zugspunktes zur Beschreibung der Streuung, wie nun gezeigt werden soll.
Die Wahl des zeitlichen Bezugspunktes wurde schon bei der Diskussion der
Analoga der Lippmann-Schwinger-Gleichungen, Seite 40 ﬀ., behandelt. Dabei
ergab sich, daß sich die S-Matrizen fu¨r zwei verschiedene zeitliche Bezugs-
punkte im allgemeinen unterscheiden, sie jedoch u¨ber eine unita¨re Transfor-
mation miteinander verbunden sind (siehe Gleichung (2.67), Seite 42). Wird
der zeitliche Bezugspunkt von t = 0 auf t = t0 = jT (j ∈ Z) gea¨ndert,
so erha¨lt man mit Gleichung (2.67) und unter Beachtung der Tatsache, daß
die Basisvektoren |ψ0
,n,±〉 Eigenvektoren des freien Hamiltonoperators und
damit auch der freien Zeitentwicklung sind,
〈ψ0
,n,±|U0(t0)SU0†(t0) |ψ0
′,n′,∓〉 = exp
{
i
~
(n′ − n)~ωt0
}
S±,∓n,n′ () δ(− ′).
Das Betragsquadrat des in die Transmission eingehenden Matrixelements
der S-Matrix a¨ndert sich nicht, somit sind auch die partiellen und die totalen
Transmissionen bzw. Reﬂexionen unabha¨ngig von der Wahl des zeitlichen
Bezugspunktes t0. Die Unabha¨ngigkeit der Transmission bzw. Reﬂexion von
t0 war zu erwarten, da es sich bei den in der Deﬁnition verwendeten ebenen
Wellen um Zusta¨nde mit zeitlich konstantem Fluß handelt.
Werden hingegen bei der Berechnung der Transmission bzw. Reﬂexion
die Elemente der Streumatrix S zwischen Wellenpaketen genommen, so kann
das Ergebnis durchaus von t0 abha¨ngen. Verwendet man zur Berechnung der
Transmission bzw. Reﬂexion jedoch Wellenpakete mit der Ortsunscha¨rfe ∆x,
mittlerem Impuls p und minimaler Unscha¨rfe ∆x · ∆p = ~/2, so sind die
auf diese Weise berechneten Gro¨ßen unabha¨ngig von der Wahl des zeitlichen
Bezugspunktes t0, falls die Zeit ∆τ , in der das Wellenpaket die Strecke ∆x
zuru¨cklegt, deutlich gro¨ßer ist als die Periode T des zeitabha¨ngigen Streupo-
tentials V (x, t),
∆τ :=
m∆x
p
 T, (2.79)
wobei m die Masse des Teilchens bezeichnet. Anschaulich la¨ßt sich diese
Bedingung so verstehen, daß ein einlaufendes Wellenpaket, fu¨r das die Be-
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dingung (2.79) nicht erfu¨llt ist, beim Eintritt in den Wechselwirkungsbereich
nicht alle Phasenlagen des zeitperiodischen Potentials V (x, t) “sieht” und
somit der auslaufende Zustand von der Phasenlage von V (x, t) beim Ein-
tritt des Wellenpakets in den Wechselwirkungsbereich abha¨ngen muß. Ist
die Bedingung (2.79) erfu¨llt, so werden alle Phasenlagen des Potentials vom
einlaufenden Wellenpaket erfaßt und die gema¨ß der Deﬁnition der Transmis-
sion bzw. Reﬂexion gewu¨nschte Mittelung u¨ber alle Phasenlagen, die einer
Mittelung u¨ber alle t0 im Intervall [0, T ] entspricht, erfolgt automatisch.
Die eﬀektive Aufenthaltszeit ist als der stroboskopisch zeitintegrierte
U¨berlapp mit dem Wechselwirkungsbereich eines am zeitperiodischen Po-
tential V (x, t) gestreuten Wellenpakets, skaliert mit der Anfangsgeschwin-
digkeit des Wellenpakets, deﬁniert. Sei Ψ(x, t = 0) die Wellenfunktion des
einlaufenden Wellenpakets, dessen U¨berlapp mit dem Wechselwirkungsbe-
reich vernachla¨ssigbar klein ist, und v die Gruppengeschwindigkeit des Pakets
Ψ(x, t = 0). Die eﬀektive Aufenthaltszeit ist proportional zu W mit
W := v
∞∑
j=0
∫ Λ
−Λ
dx |Ψ(x, t = jT )|2, (2.80)
wobei der Wechselwirkungsbereich durch das Intervall [−Λ,Λ] gegeben sei.
Die Gro¨ße W , die im weiteren Verlauf als eﬀektive Aufenthaltszeit bezeichnet
wird, ist ein eﬃzientes Hilfsmittel zur Detektion von Resonanzen, so wie sie
z. B. fu¨r den adiabatischen bzw. diabatischen Grenzfall der Streuung an ei-
nem zeitlich periodischen Potential zu erwarten sind. Diese Resonanzen sind
als Maxima in der eﬀektiven Aufenthaltszeit erkennbar. Aufgrund der asym-
ptotischen Freiheit ein- und auslaufender Zusta¨nde la¨ßt sich W , zumindest
in guter Na¨herung, mit Hilfe einer endlichen Summe berechnen.
Eine Berechnung der S-Matrix mittels der entsprechenden Analyse des
einlaufenden und der auslaufenden Wellenpakete ist im Prinzip auch mo¨glich.
Wir beschra¨nken uns hier jedoch auf die Berechnung der oben deﬁnierten
Transmissionen bzw. Reﬂexionen sowie der eﬀektiven Aufenthaltszeit, da die
in den Kapiteln 3 und 4 zu betrachtenden Streusysteme mit diesen Gro¨ßen
im Rahmen der durchzufu¨hrenden Untersuchungen hinreichend beschreibbar
sind.
Es ist an dieser Stelle anzumerken, daß in der Literatur bei der Behand-
lung verwandter physikalischer Systeme neben der Transmission bzw. Re-
ﬂexion oder der eﬀektiven Aufenthaltszeit auch weitere Gro¨ßen betrachtet
werden. So wurden z. B. in Referenz [120] die spektralen Gewichte der Wel-
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lenfunktion in einem zeitperiodischem Potential betrachtet.
2.2.4 Die (t, t′)-Methode zur Berechnung des
Zeitentwicklungsoperators
Die im letzten Abschnitt beschriebene zeitliche Propagation von Wellenpake-
ten zur Untersuchung der Streuung an eindimensionalen zeitlich periodischen
Potentialen ist natu¨rlich nur mo¨glich, wenn der Zeitentwicklungsoperator be-
kannt ist. Genu¨gt es, die zeitliche Evolution des Systems stroboskopisch zu
verfolgen, so wie es in den hier betrachteten Systemen der Fall ist, so ist
es ausreichend, den Zeitentwicklungsoperator u¨ber eine Periode ein einzi-
ges Mal zu berechnen, um ihn dann mehrmals anzuwenden, wie schon kurz
in Abschnitt 2.2.2 bei der Einfu¨hrung der diskreten, quantenmechanischen
Abbildung (2.47), Seite 36, beschrieben. Ebenfalls in der kurzen Zusammen-
fassung der Floquettheorie, Seite 34 ﬀ., hatten wir gesehen, daß der gesuchte
Zeitentwicklungsoperator eines zeitperiodischen Systems durch
U(t, t0) = T exp
{
− i
~
∫ t
t0
dt′H(t′)
}
gegeben ist, wobei T fu¨r die Zeitordnung von Operatoren steht. Der gesuchte
Operator ist also nicht durch die einfache Exponentialfunktion des Hamil-
tonoperators H gegeben, was seine Berechnung deutlich erschwert.
Die (t, t′)-Methode stellt einen auf der Floquettheorie basierenden Algo-
rithmus dar, mit dessen Hilfe die Berechnung des Zeitentwicklungsoperators
eines zeitperiodischen Systems auf eﬃziente Weise erfolgen kann. Peskin und
Moiseyev fu¨hrten die (t, t′)-Methode ein [93], die auf einer Idee von Pfeifer
und Levine [121] basiert. Eine Zusammenfassung der Vorgehensweise kann
auch in [1, 2] gefunden werden.
Das im Rahmen der Floquettheorie eingefu¨hrte Konzept des erweiterten
Hilbertraums (siehe Seite 34 ﬀ.) und die Tatsache, daß ein so transformiertes
System formal zeitunabha¨ngig ist, stellen die Grundlage der (t, t′)-Methode
dar. Die Struktur des Zeitentwicklungsoperators im erweiterten Hilbertraum
ist somit bekannt und durch die Exponentialfunktion des Hamiltonopera-
tors gegeben. Die Eﬃzienz der (t, t′)-Methode liegt im “geschickten Heraus-
lesen” des Zeitentwicklungsoperators im urspru¨nglichen Hilbertraum aus den
fu¨r das betrachtete Problem relevanten Teilen des Zeitentwicklungsoperators
im erweiterten Hilbertraum. Die Methode wird nun detailliert vorgestellt.
52 KAPITEL 2. THEORIE ZEITPERIODISCHER STREUSYSTEME
Sie kommt im Rahmen der Umsetzung der Wellenpaketpropagationsmetho-
de zum Einsatz.
Die (t, t′)-Methode wird fu¨r ra¨umlich eindimensionale zeitperiodische Sy-
steme erla¨utert. Eine Verallgemeinerung auf Systeme beliebiger Dimensiona-
lita¨t ist leicht mo¨glich. Es gilt, die zeitabha¨ngige Schro¨dingergleichung
H(x; t)ψ(x; t) = i~
∂
∂t
ψ(x; t) (2.81)
zu lo¨sen. Der zeitabha¨ngige Hamiltonoperator H(x; t) wirkt dabei im Hil-
bertraum R der quadratintegrablen Funktionen auf R (siehe auch Abschnitt
2.2.2, Seite 34 ﬀ.). Der gesuchte Zeitentwicklungsoperator U(t, t0) liefert wie
u¨blich die zeitabha¨ngige Lo¨sung ψ(x; t) fu¨r den Anfangszustand ψ(x; t0),
ψ(x; t) = U(t, t0)ψ(x; t0). (2.82)
In der kurzen Zusammenfassung der Floquettheorie, Seite 34 ﬀ., wurde wei-
terhin gezeigt, daß mittels der Einfu¨hrung des erweiterten HilbertraumsR⊗
T das betrachtete zeitperiodische System in ein zeitunabha¨ngiges ho¨herer
Dimensionalita¨t transformiert werden kann (siehe Gleichungen (2.38) und
(2.39) und die nachfolgenden Betrachtungen, Seite 35 ﬀ.). Es bezeichne T
den Hilbertraum der T -periodischen Funktionen auf dem Intervall [0, T ], wo-
bei T die Periode des durch H(x; t) beschriebenen Systems ist. Der Hamil-
tonoperator im erweiterten Hilbertraum werde mit H(x, t′) bezeichnet und
t′ ∈ [0, T ] sei die “neue” Koordinate. Fu¨r t′ > T sei t′ mod T deﬁniert. Die
Zeit wird durchgehend mit t bezeichnet. H(x, t′) ist durch
H(x, t′) := H(x; t = t′)− i~ ∂
∂t′
(2.83)
gegeben, und die zeitabha¨ngige Schro¨dingergleichung im erweiterten Hilbert-
raum sowie der zu H(x, t′) geho¨rige Zeitentwicklungsoperator U(t, t0) lauten
H(x, t′)Ψ(x, t′; t) = i~ ∂
∂t
Ψ(x, t′; t), (2.84)
Ψ(x, t′; t) = U(t, t0)Ψ(x, t′; t0), (2.85)
U(t, t0) = U(t− t0) = exp
{
− i
~
H(x, t′)(t− t0)
}
. (2.86)
Die gesuchte Lo¨sung ψ(x; t) ∈ R la¨ßt sich aus der Lo¨sung Ψ(x, t′; t) ∈
R ⊗ T gewinnen. Unter Benutzung der obigen Relationen erha¨lt man
i~
∂
∂t
Ψ(x, t′; t) = H(x, t′)U(t− t0)Ψ(x, t′; t0)
2.2. QUANTENMECHANISCHE BESCHREIBUNG 53
= −i~ ∂
∂t′
Ψ(x, t′; t) +H(x; t = t′)Ψ(x, t′; t).
Somit gilt
i~
(
∂
∂t
+
∂
∂t′
)
Ψ(x, t′; t) = H(x; t = t′)Ψ(x, t′; t). (2.87)
Mit t′ = t ist (∂t′/∂t) = 1 und man erha¨lt
∂
∂t′
Ψ(x, t′; t)
∣∣∣∣
t′=t
+
∂
∂t
Ψ(x, t′; t)
∣∣∣∣
t′=t
=
∂
∂t
ψ(x; t), (2.88)
was unter Beru¨cksichtigung von Gleichung (2.81) schließlich auf das ge-
wu¨nschte Ergebnis
ψ(x; t) = Ψ(x, t′; t)|t′=t (2.89)
fu¨hrt. Diese Beziehung gilt fu¨r alle t ∈ R.
Mit Hilfe der letzten Relation kann der gesuchte Zeitentwicklungsoperator
U(t, t0) in R “u¨ber den Umweg” der Transformation auf den erweiterten
Hilbertraum R ⊗ T , aber unter Ausnutzung der einfachen Struktur (2.86)
des Zeitpropagators U(t− t0), bestimmt werden.
Eine vollsta¨ndige, orthonormierte Basis des Raums T ist durch
fn(t
′) := exp(inωt′) , n ∈Z (2.90)
gegeben. Dabei ist ω = 2π/T , und das Skalarprodukt in T ist durch (2.42),
Seite 36, gegeben. In dieser Basis ko¨nnen sowohl der Zeitentwicklungsopera-
tor U(t− t0) entwickelt werden,
U(t− t0) =
∑
n,n′∈Z
|n)(n′| Un,n′(t− t0), (2.91)
als auch die Wellenfunktion Ψ,
Ψ(x, t′; t) =
∞∑
n=−∞
φn(x; t) fn(t
′), (2.92)
wobei fu¨r t = t0 eine analoge Formel gilt. Die “Koeﬃzienten” φn(x; t) (und
φn(x; t0) fu¨r den Fall t = t0) sind Elemente des Raums R und die “Matrix-
elemente” Un,n′(t− t0) sind Operatoren, die ebenfalls (in einer Kopie) von R
wirken.
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Die Zeitentwicklung der φn(x; t) ergibt sich aus Gleichung (2.85) und den
Zerlegungen (2.91) und (2.92) zu
φn(x; t) =
∞∑
n′=−∞
Un,n′(t− t0)φn′(x; t0). (2.93)
Gleichung (2.89) gilt natu¨rlich auch fu¨r den Anfangszeitpunkt t0. Da uns
an dieser Stelle nur die Zeitentwicklung der Zusta¨nde aus R interessiert,
kann der Anfangszustand im erweiterten Hilbertraum ohne Beschra¨nkung
der Allgemeinheit als
Ψ(x, t′; t0) = φ0(x; t0) = ψ(x; t0), (2.94)
also als t′-unabha¨ngig, angesetzt werden. Die Zerlegung (2.92) und Gleichung
(2.93) sowie wiederum die Beziehung (2.89) fu¨hren auf
ψ(x; t) =
∞∑
n=−∞
fn(t
′ = t)Un,0(t− t0)φ0(x; t0).
Unter Beru¨cksichtigung der letzten Gleichheit in (2.94) und von Gleichung
(2.82) erha¨lt man schließlich das gewu¨nschte Ergebnis
U(t, t0) =
∞∑
n=−∞
einωt Un,0(t− t0). (2.95)
Der Zeitentwicklungsoperator in R ist somit durch eine Summe der in R
wirkenden Matrixelemente Un,0(t− t0) des Zeitentwicklungsoperators in R⊗
T gegeben. Die Un,0(t − t0) sind also die fu¨r U(t, t0) relevanten Anteile des
Zeitentwicklungsoperators in R ⊗ T , alle weiteren Matrixelemente von U
sind fu¨r die Berechnung von U(t, t0) irrelevant.
Fu¨r die spa¨ter durchzufu¨hrende stroboskopische Zeitpropagation muß der
Zeitentwicklungsoperator U(T, 0) u¨ber eine Periode berechnet werden. Zer-
legt man das Zeitintervall [0, T ] in N ∈ N kleine Intervalle der La¨nge ∆t =
T/N , so gilt
U(T, 0) = U(N∆t, (N−1)∆t)U((N −1)∆t, (N−2)∆t) · · ·U(∆t, 0). (2.96)
Fu¨r jeden einzelnen dieser Zeitpropagatoren gilt fu¨r k ∈ {1, 2, . . . , N}
U(k∆t, (k− 1)∆t) =
∞∑
n=−∞
einωk∆t Un,0(∆t). (2.97)
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Es genu¨gt also, die Operatoren Un,0(∆t) einmal zu berechnen und sie dann
N Mal wiederzuverwenden.
Nach Gleichung (2.91) ist
Un,n′(∆t) = 1
T
∫ T
0
dt′ e−inωt
′
exp
{
− i
~
H(x, t′)∆t
}
ein
′ωt′. (2.98)
Mittels einer geeigneten Wahl von N ist es mo¨glich, das Zeitintervall ∆t
so kurz zu halten, daß eine Reihenentwicklung der Exponentialfunktion von
H(x, t′) nach wenigen Gliedern abgebrochen werden kann,
[
exp
{
− i
~
H∆t
}]
n,n′

Lmax∑
l=0
(−i)l
l!
(
∆t
~
)l [Hl]
n,n′ , (2.99)
wobei [Hl]n,n′ := (n|Hl|n′).
Aufgrund der zeitlichen Periodizita¨t kann der Hamiltonoperator H(x; t)
in eine Fourierreihe entwickelt werden,
H(x; t) =
∑
m∈Z
H(m)(x) eimωt. (2.100)
Damit erha¨lt man fu¨r den Hamiltonoperator H(x, t′) des erweiterten Hilbert-
raums (siehe Gleichung (2.83))
[H]n,n′ =
1
T
∫ T
0
dt′e−inωt
′
( ∞∑
m=−∞
H(m)eimωt
′ − i~ ∂
∂t′
)
ein
′ωt′
= H(n−n
′) + n′~ωδnn′ . (2.101)
Fu¨r die Berechnung der Potenzen [Hl]n,n′ ergibt sich mit der letzten Relation
folgende Rekursionsformel,[H · Hl−1]
n,n′ =
[
H · Hl−1]
n,n′ + n~ω
[Hl−1]
n,n′[Hl]
n,n′ =
∞∑
n˜=−∞
H(n−n˜) · [Hl−1]
n˜,n′ + n~ω
[Hl−1]
n,n′ . (2.102)
Aufgrund von Gleichung (2.95) wird zur Berechnung des Zeitentwick-
lungsoperators U(T, 0) nur die Spalte n′ = 0 der Matrix der [Hl]n,n′ beno¨tigt.
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Die Rekursionsformel (2.102) zeigt, daß zur sukzessiven Berechnung der Po-
tenzen von H immer nur die Spalte n′ = 0 der jeweiligen Matrizen be-
kannt sein muß. Folglich ist es zur Berechnung des Zeitentwicklungsoperators
U(T, 0) im urspru¨nglichen HilbertraumR nicht notwendig, die zeitabha¨ngige
Schro¨dingergleichung (2.84) im erweiterten HilbertraumR⊗T vollsta¨ndig zu
lo¨sen. Die Tatsache, daß in der Rekursionsformel (2.102) nur eine Spalte der
Matrizen [Hl]n,n′ beno¨tigt wird, fu¨hrt auch zu einer erheblichen Einsparung
des beno¨tigten Speicherplatzes und der Rechenzeit bei einer numerischen
Implementierung der (t, t′)-Methode.
Fu¨r den Fall, daß in der Fourierzerlegung (2.100) des urspru¨nglichen Ha-
miltonoperators H(x; t) nur endlich viele Summanden H(m) verschieden von
Null sind, sind auch nur endlich viele Elemente der zur Berechnung des Zeit-
propagators U(T, 0) beno¨tigten Spalten [Hl≤Lmax ]n,0 des Hamiltonoperators
H im erweiterten Hilbertraum verschieden von Null. Dieser Fall tritt z. B. fu¨r
Potentiale des Typs V (x) · cos(ωt) ein und ist daher von großer praktischer
Bedeutung.
Es gelte
H(m) = 0 fu¨r |m| > Mmax. (2.103)
Dann gilt aufgrund von Gleichung (2.101) [H]n,0 = 0 fu¨r |n| > Mmax. Fu¨r
[H2]n,0 muß die n˜–Summation in der Rekursionsformel (2.102) nur u¨ber |n˜| ≤
Mmax erstreckt werden. Aufgrund dessen ist −2Mmax ≤ n ≤ 2Mmax. Fu¨r
[Hl]n,0 gilt [Hl]
n,0
= 0 fu¨r |n| > lMmax,
wie der Induktionsschritt aufHl+1 zeigt: Wiederum in Gleichung (2.102) la¨uft
n˜ von −lMmax bis lMmax. Damit la¨uft n von −(l+ 1)Mmax bis (l+ 1)Mmax.
Wird also N = T/∆t in Gleichung (2.96) so gewa¨hlt, daß die endli-
che Summe in Gleichung (2.99) zu einer gewu¨nschten Genauigkeit gilt, so
fu¨hrt eine endliche Summation u¨ber n˜ in der Rekursionsformel (2.102) von
−LmaxMmax bis LmaxMmax zu keiner weiteren Ungenauigkeit, und es mu¨ssen
nur die Operatoren [Hl]n,0 fu¨r −lMmax ≤ n ≤ lMmax mit l = 1, 2, . . . , Lmax
mit Hilfe von (2.102) berechnet werden.
Die gesuchte Rekursionsformel lautet also
[Hl]
n,0
=
(l−1)Mmax∑
n˜=−(l−1)Mmax
H(n−n˜) · [Hl−1]
n˜,0
+ n~ω
[Hl−1]
n,0
(2.104)
mit l = 1, 2, . . . , Lmax.
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Die Berechnung des Zeitpropagators U(T, 0) u¨ber eine Periode erfolgt
ausgehend von der Fourierzerlegung (2.100) des Hamiltonoperators H(x; t)
und unter der Annahme (2.103)7. Es werden die Zerlegung (2.96) der Zeit-
propagation und die Relation (2.97) zwischen den Zeitpropagatoren inR und
R⊗T benutzt. Bei der Berechnung der Exponentialfunktion von H werden
die Entwicklung (2.99) und die Rekursion (2.104) verwendet.
Die obigen Betrachtungen zeigen, daß die (t, t′)-Methode fu¨r zeitperi-
odische Systeme, deren Hamiltonoperator H(x; t) in der Fourierentwicklung
(2.100) nur wenige Terme besitzt, besonders eﬃzient ist. Somit stellt die
(t, t′)-Methode eine besonders geeignete Vorgehensweise zur Berechnung des
Zeitentwicklungsoperators eines Systems mit “sanfter und kontinuierlicher”
Zeitabha¨ngigkeit dar. Fu¨r viele praktische Anwendungen tritt genau dieser
Fall ein, da diese Systeme ha¨uﬁg eine harmonische Zeitabha¨ngigkeit besitzen.
Die Tatsache, daß die (t, t′)-Methode die einfache Struktur der Fourierent-
wicklung “sanft und kontinuierlich” getriebener Systeme voll ausnutzt, stellt
fu¨r die hier betrachteten Systeme den Hauptvorteil dieser Methode dar. Im
Vergleich dazu ist das Split-Operator-Verfahren als ein Universalinstrument
zu bezeichnen, mit dem Systeme mit beliebiger Zeitabha¨ngigkeit behandelt
werden ko¨nnen [94], wobei natu¨rlich ein explizites Ausnutzen der besonderen
Eigenschaften der hier betrachteten zeitperiodischen Systeme nicht mo¨glich
ist.
Es sei darauf hingewiesen, daß die Eﬃzienz der (t, t′)-Methode nicht von
der Sta¨rke der Fourierkomponenten H(m), 0 = |m| ≤Mmax abha¨ngt, sie also
keine Sto¨rungsentwicklung in den Amplituden der zeitabha¨ngigen Anteile des
Hamiltonoperators H(x; t) darstellt. Ferner ist die (t, t′)-Methode prinzipiell
fu¨r zeitperiodische Systeme beliebiger Frequenzen 0 < ω <∞ geeignet.
2.2.5 Kramers-Henneberger-Transformation
Im Rahmen der klassischen Behandlung zeitlich periodischer Streusysteme
wurden schon in den Abschnitten 2.1.3 und 2.1.4 (Seite 20 ﬀ.) wechsel-
stromgetriebene Systeme vorgestellt. Werden die Kra¨fte, die ein ra¨umlich
homogenes elektrisches Wechselfeld auf ein geladenes Teilchen ausu¨bt, aus
einem skalaren Potential abgeleitet (siehe z. B. Gleichung (2.10) auf Sei-
te 20), so verschwindet das Potential fu¨r |x| → ∞ nicht, und die Me-
7Auch wenn (2.103) nur na¨herungsweise gilt, ist die Benutzung der (t, t′)-Methode
weiterhin sinnvoll.
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thoden der Streutheorie ko¨nnen nicht direkt angewendet werden. Mit Hilfe
der Kramers-Henneberger-Transformation kann diese Schwierigkeit umgan-
gen werden [77, 107, 122]. Die Kramers-Henneberger-Transformation ﬁndet
ihre Anwendung in der Umsetzung der Wellenpaketpropagationsmethode fu¨r
Potentiale mit wechselstromartigem Antrieb. Die wichtigsten Aspekte der
Kramers-Henneberger-Transformation, deren klassisches Analogon schon in
Abschnitt 2.1.4 (Seite 21 ﬀ.) behandelt wurde, sollen an dieser Stelle kurz
vorgestellt werden.
ImWechselstrombild (vgl. Abschnitt 2.1.4, Gleichung (2.18) auf Seite 24)
lautet die zeitabha¨ngige Schro¨dingergleichung
− ~
2
2m
∂2ψ
∂x2
(x, t) +
(
V (x, t)− xf(t)
)
ψ(x, t) = i~
∂ψ
∂t
(x, t), (2.105)
wobei das Potential V (x, t) die Deﬁnition asymptotisch freier Zusta¨nde zula¨ßt
und das Potential des elektrischen Feldes im Term xf(t) enthalten ist.8
Gleichung (2.105) soll zuna¨chst in das lateral oszillierende Koordinaten-
system (vgl. Gleichung (2.13), Seite 23)
ξ := x− q(t) mit q(t) := 1
m
∫ t
dt′ p(t′) , p(t) :=
∫ t
dt′ f(t′)
transformiert werden. Die entsprechende Transformation lautet
ψ(x, t) = exp
{
i
~
xp(t)− i
2m~
∫ t
dt′ (p(t′))2
}
φ(ξ, t), (2.106)
wie in Anhang C gezeigt wird. Die obige Transformation fu¨hrt auf die folgen-
de, zu Gleichung (2.105) a¨quivalente Schro¨dingergleichung mit einem lateral
oszillierendem Potential,
− ~
2
2m
∂2φ
∂ξ2
(ξ, t) + V ([ξ + q(t)], t)φ(ξ, t) = i~
∂φ
∂t
(ξ, t). (2.107)
Die dritte, a¨quivalente Darstellung mittels eines zeitperiodischen Vektorpo-
tentials erha¨lt man mit Hilfe der Transformation
Φ(x, t) = exp
{
− i
2m~
∫ t
dt′ (p(t))2
}
φ(ξ, t), (2.108)
8Es wird in dieser Arbeit nur der Fall periodischer Funktionen f(t+T ) = f(t) betrach-
tet, die Relationen (2.105)-(2.110) gelten jedoch fu¨r beliebige f(t).
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wie ebenfalls in Anhang C gezeigt wird. Diese Transformation fu¨hrt auf die
Schro¨dingergleichung
1
2m
(
−i~ ∂
∂x
+ p(t)
)2
Φ(x, t) + V (x, t)Φ(x, t) = i~
∂Φ
∂t
(x, t). (2.109)
Die die Gleichungen (2.105) und (2.109) direkt verbindende Transformation
ist schließlich durch
Φ(x, t) = exp
{
− i
~
xp(t)
}
ψ(x, t) (2.110)
gegeben (siehe Anhang C).
Die Eigenzusta¨nde des Operators
1
2m
(
−i~ ∂
∂x
+ p(t)
)2
sind analytisch bekannt. Sie beschreiben ein geladenes Teilchen, das sich in
einem ra¨umlich homogenen, elektrischen Wechselfeld (bzw. in einem mono-
chromatischen Laserfeld) bewegt und haben die Form einer ebenen Welle
mit einer zusa¨tzlichen, oszillierenden Phase, wie die letzte Gleichung zeigt.
Diese Zusta¨nde werden als Volkovzusta¨nde bezeichnet [123] und ﬁnden in der
Atomphysik z. B. in der Berechnung von Ionisationswahrscheinlichkeiten eine
breite Anwendung.
Die physikalische Interpretation der drei a¨quivalenten Schro¨dingerglei-
chungen (2.105), (2.107) und (2.109) ist dieselbe wie in der klassischen Be-
schreibung und wurde in Abschnitt 2.1.4, Seite 21 ﬀ., schon ausfu¨hrlich be-
sprochen. Ein Vergleich mit dem klassischen Analogon der Kramers-Henne-
berger-Transformation im Hamiltonformalismus (siehe Abschnitt 2.1.4, Sei-
te 24) zeigt, daß die drei a¨quivalenten Darstellungen (2.105), (2.107) und
(2.109) nichts weiter als die in u¨blicher Weise quantisierten Hamiltonfunk-
tionen der klassischen Mechanik darstellen, was natu¨rlich auch zu erwarten
war.
In der Darstellung mit Hilfe eines zeitperiodischenVektorpotentials wurde
im Vergleich zur klassischen Mechanik der Term −(p(t))2/(2m) nicht beru¨ck-
sichtigt. Dieser Term, jedoch mit positivem Vorzeichen, beschreibt die Ener-
gie der “Quiverbewegung”, die das Teilchen außerhalb des Einﬂußbereichs des
Potentials V (x, t) aufgrund des elektrischen Feldes ausfu¨hrt. Als Quiverbe-
wegung wird dabei die oszillatorische Bewegung eines geladenen Teilchens in
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einem ra¨umlich homogenen elektrischen Wechselfeld bezeichnet. Auf Seiten
der klassischen Mechanik fu¨hrt eine Addition von (p(t))2/(2m) zur Hamil-
tonfunktion HVP(x, pkan, t) (siehe Gleichung (2.20), Seite 25) zu denselben
Bewegungsgleichungen.
Hervorzuheben ist, daß die drei Transformationen (2.106), (2.108) und
(2.110) allesamt umkehrbar sind. Schließlich sei noch angemerkt, daß die
Kramers-Henneberger-Transformation auch auf den Fall eines “elektrischen”
Potentials (im Wechselstrombild), das sich nur asymptotisch fu¨r |x| → ∞
wie xf(t) verha¨lt, verallgemeinert werden kann [107].
2.2.6 Numerische Behandlung eindimensionaler zeit-
periodischer Streusysteme
Bei der Untersuchung der Anwendungsbeispiele werden in den folgenden Ka-
piteln die in Abschnitt 2.2.3, Seite 46 ﬀ., deﬁnierten totalen und partiellen
Transmissionen und Reﬂexionen sowie die eﬀektive Aufenthaltszeit berech-
net. Zu diesem Zweck wird die zeitlicheEvolution vonWellenpaketen betrach-
tet, so wie sie in Abbildung 2.5 skizziert ist. Die hier beschriebene Methode
wird im Verlauf der Arbeit als Wellenpaketpropagationsmethode bezeichnet.
Das zeitperiodische Potential V (x, t) ist so gewa¨hlt, daß es die Deﬁnition
asymptotisch freier Zusta¨nde zula¨ßt. Zur Berechnung der oben angefu¨hr-
ten, die Streuung am Potential V (x, t) charakterisierenden Gro¨ßen wird das
Potential, dessen Einﬂuß auf das gestreute Teilchen außerhalb des Wechsel-
wirkungsbereichs [−Λ,Λ] vernachla¨ssigbar klein ist, in einen großen Kasten
−R ≤ x ≤ R eingesperrt, auf dessen Ra¨ndern periodische Randbedingungen
gelten.
Aufgrund der periodischen Randbedingungen ergibt sich eine diskrete
Basis, mit deren Hilfe die Zeitentwicklung der Wellenpakete numerisch be-
rechnet werden kann. In dieser Basis wird der Zeitentwicklungsoperator u¨ber
eine Periode mit Hilfe der (t, t′)-Methode, siehe Abschnitt 2.2.4, Seite 51 ﬀ.,
berechnet, wodurch sich die zeitliche Evolution stroboskopisch verfolgen la¨ßt
(vgl. Gleichung (2.47) auf Seite 36). Als Basis werden ebene Wellen,
gj(x) :=
1√
2R
exp
{
i
π
R
jx
}
, j ∈Z, (2.111)
bzw. gegebenenfalls gerade und ungerade Kombinationen davon verwendet.
Bei der Wellenpaketpropagation ist zu beachten, daß das anfa¨ngliche ein-
laufende Wellenpaket nur vernachla¨ssigbar wenig mit dem Wechselwirkungs-
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Λ-R R−Λ
Abbildung 2.5: Eindimensionales zeitperiodisches Potential im durch seine
Reichweite deﬁnierten Wechselwirkungsbereich [−Λ,Λ] (grau unterlegt), das
in einen Kasten −R ≤ x ≤ R eingesperrt ist, auf dessen Ra¨ndern bei ±R
(strichpunktierte Linien) periodische Randbedingungen gelten. Ein einlau-
fendes Wellenpaket (durchgezogene Linie) sowie je ein transmittiertes und
reﬂektiertes Paket (gestrichelte Linien) sind ebenfalls skizziert.
bereich u¨berlappt. Die Streuung ist dann abgeschlossen, wenn der gesamte
U¨berlapp mit dem Wechselwirkungsbereich aller auslaufenden Wellenpake-
te wieder vernachla¨ssigbar klein geworden ist. Dabei ist darauf zu achten,
daß nicht zu lange in der Zeit propagiert wird, da aufgrund der periodischen
Randbedingungen ein bei x = R auslaufendes Paket bei x = −R wieder
“von links auf das Potential zula¨uft”. Die maximal mo¨gliche Propagations-
zeit ist von der Energie des einlaufenden Pakets abha¨ngig. Die S-Matrix kann
in dieser Darstellung mit periodischen Randbedingungen nicht direkt u¨ber
die Deﬁnition der Mølleroperatoren (siehe Gleichungen (2.53), Seite 39, und
(2.27), Seite 32) berechnet werden, da dabei alle in der verwendeten Basis
beru¨cksichtigten Energien in derselben Weise behandelt wu¨rden. Insbeson-
dere wu¨rden sehr kleine Energien “genauso lange in der Zeit propagiert” wie
gro¨ßere Energien, wobei allerdingsWellenpakete, die aus großen Energien auf-
gebaut sind, in dieser Zeit eine deutlich gro¨ßere Strecke zuru¨cklegen wu¨rden
und aufgrund der periodischen Randbedingungen mehrmals den Wechselwir-
kungsbereich passieren wu¨rden.
Unter anderem aufgrund der obigen Betrachtungen muß
R Λ (2.112)
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gewa¨hlt werden. Ein weiterer Grund, der zur Einhaltung dieser Bedingung
zwingt, ist die schon in Abschnitt 2.2.3 bei der Deﬁnition der partiellen
und totalen Transmissionen und Reﬂexionen angesprochene Tatsache, daß
die Impulsunscha¨rfe des einlaufenden Pakets mo¨glichst klein sein sollte. Auf
diese Weise lassen sich die mit Hilfe der Wellenpaketpropagationsmethode
berechneten Werte der Transmission bzw. Reﬂexion na¨herungsweise als die
der Deﬁnition entsprechenden Werte zu einer scharfen einlaufenden Ener-
gie interpretieren und sind nicht als eine Faltung u¨ber einen Energiebereich
nicht vernachla¨ssigbarer Breite anzusehen. Desweiteren hat eine kleine Im-
pulsunscha¨rfe eine große Ortsunscha¨rfe zur Folge. Diese ist notwendig, damit
die auf diese Weise berechnete Transmission bzw. Reﬂexion unabha¨ngig von
der Phasenlage des Potentials zu Beginn der Zeitpropagation ist. Somit lie-
gen die Grenzen der hier verwendeten Methode darin, daß die so berechnete
Transmission bzw. Reﬂexion immer eine Faltung u¨ber einen kleinen Ener-
giebereich darstellt und daß die Berechnung sowohl der Transmission bzw.
Reﬂexion als auch der eﬀektiven Aufenthaltszeit fu¨r sehr kleine Energien des
einlaufenden Wellenpakets nicht mo¨glich ist. Die letzte Einschra¨nkung ru¨hrt
daher, daß bei der Streuung an einem zeitperiodischen Potential eine endli-
che Wahrscheinlichkeit dafu¨r besteht, daß es auslaufende Wellenpakete mit
den Energien E + n~ω gibt, die sich viel schneller als das einlaufende Pa-
ket der sehr kleinen Energie E bewegen und daher schon zum zweiten Mal
– aufgrund der periodischen Randbedingungen – in das Potential einlaufen
ko¨nnen, wa¨hrend ein Teil des urspru¨nglichen Pakets das Potential noch gar
nicht verlassen hat.
Die Vorteile der hier verwendeten Methode liegen darin, daß prinzipiell an
das Potential V (x, t) keine weitere Forderung gestellt werden muß, als daß es
die Deﬁnition asymptotisch freier Zusta¨nde zulassen muß. Die Verwendung
der (t, t′)-Methode garantiert, daß im Prinzip keinerlei Einschra¨nkung weder
bezu¨glich Frequenz noch bezu¨glich der Amplitude des zeitperiodischen An-
teils von V (x, t) existiert, da die (t, t′)-Methode die periodische Zeitabha¨ngig-
keit von V (x, t) in vollem Umfang beru¨cksichtigt. In Abschnitt 2.2.4, Sei-
te 51 ﬀ., wurde gezeigt, daß sich die (t, t′)-Methode am eﬃzientesten fu¨r
harmonisch getriebene Systeme umsetzen la¨ßt. Fu¨r viele Anwendungen sind
jedoch gerade harmonisch getriebene Systeme viel realistischere Beschrei-
bungen als etwa periodisch gekickte Systeme, deren analytische Behandlung
andererseits deutlich einfacher ist [56, 81,82].
In den folgenden Kapiteln werden zwei verschiedene Klassen von eindi-
mensionalen zeitlich periodischen Streupotentialen behandelt, die im Rah-
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men der klassischen Beschreibung der Streuung an Potentialen dieser Art
schon in den Abschnitten 2.1.2 und 2.1.3 vorgestellt wurden. Es handelt sich
einerseits um Systeme, deren zeitperiodischer Antrieb in einem ra¨umlich be-
grenzten Gebiet stattﬁndet und andererseits um Systeme mit wechselstrom-
artigem Antrieb, die mit Hilfe der Kramers-Henneberger-Transformation in
lateral oszillierende Potentiale transformiert werden ko¨nnen.
Systeme mit lokal begrenztem Antrieb
Die betrachteten Potentiale sind von der Form
V (x, t) = V0(x) + V1(x) · cos(ωt),
wobei sowohl V0(x) als auch V1(x) die Deﬁnition asymptotisch freier Zusta¨nde
zulassen. Aufgrund von cos(ωt) = (eiωt+e−iωt)/2 sind fu¨r diesen Potentialtyp
nur die drei Fouriermoden H(0,±1) des Hamiltonoperators in seiner Zerlegung
H(x, t) =
∞∑
m=−∞
H(m)(x)eimωt
verschieden von Null, wodurch die Verwendung der (t, t′)-Methode bei der
Berechnung des Zeitentwicklungsoperators sehr eﬃzient ist (siehe Abschnitt
2.2.4, Seite 56).
Systeme mit wechselstromartigem Antrieb
In diesem Fall liefert die Kramers-Henneberger-Transformation drei a¨qui-
valente Darstellungen: das Wechselstrombild (siehe Gleichung (2.105), Sei-
te 58), das Bild des lateral oszillierenden Potentials (siehe Gleichung (2.107),
Seite 58) und das Bild eines zeitperiodischen Vektorpotentials (siehe Glei-
chung (2.109), Seite 59). Einzig die Darstellung mittels eines lateral oszillie-
renden Potentials der Form
V (x, t) = V ([x− λ cos(ωt)])
la¨ßt die Deﬁnition asymptotisch freier Zusta¨nde zu. Da das Potential in dieser
Form nicht mehr als Produkt einer Funktion des Ortes x und einer Funktion
der Zeit t geschrieben werden kann, ist die Anzahl der nichtverschwinden-
den Floquetmoden H(m) im allgemeinen groß. Fu¨r ein lateral oszillierendes
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Rechteckpotential sind z. B. alle H(m) verschieden von Null, und ihre Sta¨rke
fa¨llt fu¨r große m nur mit 1/m ab (siehe [74] und Anhang D), was die Eﬃzienz
der (t, t′)-Methode stark beeintra¨chtigt.
In der Darstellung mit Hilfe eines zeitperiodischen Vektorpotentials je-
doch ist nur der Term der kinetischen Energie (vgl. (2.109))
1
2m
(
−i~ ∂
∂x
+ p(t)
)2
zeitabha¨ngig. Mit p(t) ∝ sin(ωt) (siehe Abschnitt 2.2.5, Seite 57) folgt, daß
in dieser Darstellung nur die Floquetmoden H(0,±1,±2) in der Zerlegung des
Hamiltonoperators verschieden von Null sind. Somit bietet diese Darstellung
eine gute Grundlage zur Anwendung der (t, t′)-Methode.
Insgesamt also wird die zeitliche Evolution der Wellenpakete im Orts-
raum in der Darstellung mit Hilfe eines lateral oszillierenden Potentials ver-
folgt, um hier den U¨berlapp mit dem Wechselwirkungsbereich zu berechnen,
wa¨hrend die eigentliche Berechnung der zeitlichen Propagation in der Dar-
stellung mittels eines zeitperiodischen Vektorpotentials stattﬁndet. Die Ver-
bindung zwischen beiden Darstellungen ist durch die Kramers-Henneberger-
Transformation gegeben. Das Wechselstrombild kann bei der in dieser Arbeit
verwendetenMethode nicht benutzt werden, da das Potential des elektrischen
Feldes xf(t) nicht die periodischen Randbedingungen bei x = ±R erfu¨llt.
Kapitel 3
Streusysteme mit lokal
begrenztem Antrieb
In diesem Kapitel wird die Streuung an zeitperiodischen Potentialen, bei
denen der zeitabha¨ngige Antrieb in einem ra¨umlich begrenzten Gebiet statt-
ﬁndet, untersucht. Bei der Beschreibung dieser Systeme ist eine direkte An-
wendung der Konzepte der konventionellen Streutheorie mo¨glich. Es werden
exemplarisch zwei Beispielsysteme untersucht, wobei wir uns auf anziehende
Potentiale, die aus einer Mulde bestehen, deren “Boden” vertikal oszilliert,
beschra¨nken. Eine vertikale Oszillation des Bodens einer Potentialmulde kann
in mesoskopischen Systemen wie z. B. einem Quantendot mit Hilfe von zeit-
periodischen Gatespannungen realisiert werden. Mit Hilfe der Gatespannung
ko¨nnen die diskreten Energieniveaus des Quantendots bezu¨glich der Fermi-
energie verschoben werden (siehe z. B. [30]).
Die hier betrachteten Systeme besitzen einerseits eine einfach anmutende
Potentialform, so daß eine detaillierte Beschreibung der Dynamik mo¨glich
ist. Andererseits kann die Streuung an diesen Potentialen chaotisch sein, so
daß diese Systeme komplexes Verhalten zeigen ko¨nnen, so wie es schon in
Abschnitt 2.1, Seite 12 ﬀ., erla¨utert wurde. Im folgenden wird die Streuung
an einem Rechtecktopf mit oszillierendem Boden und an einem ebenfalls ver-
tikal oszillierenden, 1/ cosh2(x)-fo¨rmigen Potential sowohl klassisch als auch
quantenmechanisch untersucht.
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3.1 Rechtecktopf mit oszillierendem Boden
Das hier betrachtete Potential hat die Form eines Rechtecks, dessen Boden
vertikal harmonisch oszilliert,
V (x, t) = [V0 + V1 cos(ωt)] θ(L− |x|). (3.1)
Die Hamiltonfunktion dieses Systems ist durch Gleichung (2.1), Seite 12, ge-
geben. Der Rechtecktopf mit oszillierendem Boden ist in Abbildung 3.1 skiz-
ziert. Die statische, und damit auch die mittlere Tiefe des Potentials V (x, t)
ist durch V0 gegeben und die Amplitude der Oszillation des Topfbodens be-
tra¨gt V1. Die Gesamtbreite des Potentialtopfs bela¨uft sich auf 2L.
Abbildung 3.1: Rechtecktopf mit oszillierendem Boden
3.1.1 Klassische Beschreibung der Streuung am
Rechtecktopf mit oszillierendem Boden
Ein Vergleich von Gleichung (3.1) mit (2.4), Seite 19, zeigt, daß es genu¨gt,
das durch das Streupotential
V˜ (x˜, τ ) :=
[
V˜0 + V˜1 cos(τ )
]
θ(1− |x˜|) (3.2)
deﬁnierte System in dimensionslosen Einheiten zu betrachten (man beachte
θ(L−|x|) = θ(1−|x/L|) und die Bewegungsgleichungen sowie die zugeho¨rige
Hamiltonfunktion in dimensionslosen Gro¨ßen, Gleichungen (2.6)-(2.8), Sei-
te 19). Die beiden freien Parameter des Rechtecktopfes mit oszillierendem
Boden sind in dieser Darstellung durch V˜0 und V˜1 gegeben.
Die Streuung eines punktfo¨rmigen Teilchens am durch Gleichung (3.2) de-
ﬁnierten Potential ist vollsta¨ndig durch eine diskrete Abbildung gegeben. Der
Gradient des Potentials V˜ (x˜, τ ), und damit auch die auf das Teilchen wirken-
de Kraft, verschwindet fu¨r alle x˜ außer an den Sprungstellen des Potentials
bei x˜ = ±1. An diesen Sprungstellen erfa¨hrt das Teilchen einen unendlich
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kurzen Kraftstoß, so daß die momentane Gesamtenergie des Teilchens erhal-
ten bleibt. Ist die kinetische Energie des Teilchens kurz vor dem Auftreﬀen
auf eine der beiden Unstetigkeiten des Potentials gro¨ßer als die momentane
Ho¨he des Potentialsprungs im Moment des Kraftstoßes, a¨ndert sich die Be-
wegungsrichtung des Teilchens nicht und der Impuls kurz nach dem Passieren
der Unstetigkeit des Potentials ergibt sich aus der Erhaltung der momenta-
nen Gesamtenergie. Ist hingegen die kinetische Energie des Teilchens kurz
vor dem Auftreﬀen auf eine der beiden Unstetigkeiten des Potentials klei-
ner als die momentane Ho¨he des Potentialsprungs, so wird das Teilchen am
Potentialsprung reﬂektiert und la¨uft in entgegengesetzter Richtung mit glei-
cher Geschwindigkeit zuru¨ck. Aufgrund des vertikal oszillierendem Bodens
des Rechteckpotentials ist die Gesamtenergie des Teilchens zeitabha¨ngig.
Die Anfangsbedingungen in den hier verwendeten dimensionslosen Gro¨-
ßen lauten
x˜0 · p˜0 < 0 , |x˜0| = 1 , τ0 ∈ [0, 2π).
Dabei triﬀt das mit dem Impuls p˜0 einlaufende Teilchen an der Stelle x˜0
zum Zeitpunkt τ0 zum ersten Mal auf eine der beiden Unstetigkeiten des
Potentials. Kurz nach dem ersten Kraftstoß zum Zeitpunkt τ0 ist der Impuls
des Teilchens durch p˜1 gegeben (siehe Gleichungen (3.3)-(3.5)). Fu¨r den Fall
p˜20/2 > V˜0 + V˜1 cos(τ0) triﬀt das Teilchen bei x˜1 zum Zeitpunkt τ1 auf die
zweite Unstetigkeit des Potentials. Fu¨r den Fall p˜20/2 < V˜0 + V˜1 cos(τ0) kann
das Teilchen nicht in den Wechselwirkungsbereich −1 < x˜ < 1 eindringen
und la¨uft mit dem Impuls p˜1 = −p˜0 aus. In diesem Fall ist der Zeitpunkt τ1
des Auftreﬀens auf die zweite Unstetigkeit des Potentials nicht deﬁniert und
der freie, auslaufende Zustand sei in der x˜-p˜-Ebene des Phasenraums durch
(x˜ = x˜1 = x˜0+2πp˜1, p˜ = p˜1) deﬁniert, wobei 2π die Periode des oszillierenden
Rechteckpotentials ist.1 Ist der Zeitpunkt τ1 deﬁniert, so wird die Dynamik
des Teilchens von den Gleichungen (3.6)-(3.8) bestimmt. Dabei bezeichnet
p˜n den Impuls kurz nach dem n-ten Kraftstoß, x˜n den Ort des (n + 1)-ten
Kraftstoßes und τn den Zeitpunkt des (n+ 1)-ten Kraftstoßes, den das Teil-
chen erfa¨hrt. Ist τn=N nicht deﬁniert, so la¨uft das Teilchen nach dem N-ten
Kraftstoß aus dem Bereich −1 < x˜ < 1 heraus und bewegt sich mit dem
Impuls p˜N frei. Dieser auslaufende Zustand sei in der x˜-p˜-Ebene des Phasen-
raums als (x˜ = x˜N = x˜N−1+2πp˜N , p˜ = p˜N ) deﬁniert. Fu¨r im Topf gefangene
Teilchen gilt |p˜n| = |p˜1| fu¨r 0 < n < N , da diese an den Topfwa¨nden (mit
1Der dreidimensionale Phasenraum (x˜, p˜, τ) wurde in Abschnitt 2.1 eingefu¨hrt, siehe
Gleichungen (2.2) auf Seite 13.
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zeitabha¨ngigen Ho¨hen) elastisch – im Sinne der Erhaltung der momentanen
Gesamtenergie – reﬂektiert werden. Die maximale Energiea¨nderung, die ein
Teilchen, das am Potential (3.2) gestreut wird, erfahren kann, ist durch ma-
ximale A¨nderung der potentiellen Energie des Teilchens gegeben. Diese ist
durch das Doppelte der Amplitude der Oszillation des Topfbodens gegeben,
sie betra¨gt also 2V˜1.
Quantitativ wird die Streuung eines punktfo¨rmigen Teilchens am Poten-
tial (3.1) somit durch die folgenden diskreten Gleichungen beschrieben,
p˜1 =
{
−p˜0 p˜
2
0
2
< V˜0 + V˜1 cos(τ0)
f˜(p˜0, τ0)
p˜20
2
> V˜0 + V˜1 cos(τ0)
(3.3)
x˜1 =
{
g˜(x˜0, p˜0)
p˜20
2
< V˜0 + V˜1 cos(τ0)
−x˜0 p˜
2
0
2
> V˜0 + V˜1 cos(τ0)
(3.4)
τ1 =
{
nicht def.
p˜20
2
< V˜0 + V˜1 cos(τ0)
τ0 +
2
|p˜1|
p˜20
2
> V˜0 + V˜1 cos(τ0)
(3.5)
p˜n =
{
(−1)np˜1 p˜
2
n−1
2
+ V˜0 + V˜1 cos(τn−1) < 0
f˜(p˜n−1, τn−1)
p˜2n−1
2
+ V˜0 + V˜1 cos(τn−1) > 0
(3.6)
x˜n =
{
(−1)nx˜0 p˜
2
n−1
2
+ V˜0 + V˜1 cos(τn−1) < 0
g˜(x˜n−1, p˜n−1)
p˜2n−1
2
+ V˜0 + V˜1 cos(τn−1) > 0
(3.7)
τn =
{
τn−1 + 2|p˜n|
p˜2n−1
2
+ V˜0 + V˜1 cos(τn−1) < 0
nicht def.
p˜2n−1
2
+ V˜0 + V˜1 cos(τn−1) > 0
(3.8)
f˜(p˜, τ ) =
p˜
|p˜|
√
p˜2 − 2(V˜0 + V˜1 cos(τ ))
g˜(x˜, p˜) =
x˜
|x˜| (1 + |p˜|2π) .
Aus den Bewegungsgleichungen folgt, daß im Falle V˜0 < 0 und 0 < 2V˜1 <
|V˜0| alle Bahnen, die innerhalb des Topfes starten und deren Anfangsimpulse
p˜ die Bedingung
|p˜| <
√
2(|V˜0| − 2V˜1) (3.9)
erfu¨llen, den Wechselwirkungsbereich nicht verlassen ko¨nnen, da ihre Ge-
samtenergie niemals positiv werden kann. In diesem Fall ist der Phasenraum
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des Systems in zwei Gebiete aufgeteilt: der Bereich gefangener Trajektorien
und der Bereich der Streubahnen.
Da sich bei der Reﬂexion an einer der Topfwa¨nde nur das Vorzeichen des
Impulses a¨ndert, sind alle im Topf gefangenen Bahnen, die Bedingung (3.9)
erfu¨llen, periodisch, wobei das Verha¨ltnis der Periode 4/p˜ einer solchen Bahn
mit Impuls p˜ zur Periode 2π des Potentials in der Regel nicht ganzzahlig ist.
Im dreidimensionalen Phasenraum (x˜, p˜, τ ) des zeitperiodischen Systems be-
wegt sich eine solche periodische Bahn mit dem Impuls p˜ auf zwei parallelen
Zylindern (−1 ≤ x˜ ≤ 1,±|p˜|, 0 ≤ τ < 2π), deren Topologie der eines Torus
entspricht.2 Dabei ist zu beachten, daß der Impuls des bei x˜ = 1 reﬂektierten
Teilchens von +|p˜| auf −|p˜| springt und das Teilchen in entgegengesetzter
Richtung zum Ort des na¨chsten Kraftstoßes bei x˜ = −1 la¨uft. Desweiteren
sind die betrachteten periodischen Bahnen marginal stabil, da sich zwei Bah-
nen, deren Impulse sich nur wenig voneinander unterscheiden, linear in der
Zeit voneinander entfernen. Somit kann es in diesem Gebiet des Phasenraums
keine chaotischen Bereiche geben.
Diese Tatsache kann auch folgendermaßen begru¨ndet werden: Die Dy-
namik der im Topf gefangenen Bahnen, fu¨r die Bedingung (3.9) erfu¨llt ist,
entspricht der Dynamik in einem Topf mit unendlich hohen Wa¨nden und
gleicher Breite, dessen Boden mit derselben Amplitude V˜1 vertikal oszilliert.
Da die vertikale Oszillation des Topfbodens keine zusa¨tzlichen Kra¨fte auf
das Teilchen ausu¨bt, entspricht die Dynamik im Phasenraum eines in einem
unendlich hohen Topf mit oszillierendem Boden gefangenen Teilchens der ei-
nes in einem unendlich hohen Topf, dessen Boden nicht oszilliert, gefangenen
Teilchens. Somit entspricht die Phasenraumstruktur der im Rechtecktopf mit
oszillierendem Boden gefangenen Bahnen, fu¨r die (3.9) gilt, der Phasenraum-
struktur, die sich fu¨r einen unendlichen hohen Rechtecktopf gleicher Breite,
dessen Boden nicht oszilliert, fu¨r diesen Impulsbereich ergibt. Die Bewegung
in einem statischen Rechteckpotential ist regula¨r, da dieses System eindimen-
sional und zeitunabha¨ngig und daher integrabel ist.
Desweiteren ko¨nnen auch Bahnen, die innerhalb des durch Gleichung (3.2)
deﬁnierten Topfes mit einem Impuls p˜ starten, der Bedingung (3.9) nicht
erfu¨llt, fu¨r alle Zeiten gefangen bleiben. In diesem Fall muß der Impuls so
gewa¨hlt werden, daß sie die Strecke von einer Topfwand zur anderen in einer
Zeit von n2π, also einem ganzzahligen Vielfachen der Periode des Potenti-
2Aufgrund der zeitlichen Periodizita¨t des Systems ist τ eine winkelartige Koordinate
und τ = 0 und τ = 2π sind miteinander zu identiﬁzieren.
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als, zuru¨cklegen. Dazu mu¨ssen jedoch der Impuls p˜ und die Phasenlage des
Potentials in den Anfangsbedingungen so gewa¨hlt werden, daß die Gesamt-
energie des Teilchens beim Auftreﬀen auf eine der beiden Topfwa¨nde stets
negativ ist. Fu¨r den Impuls ergibt sich auf diese Weise die Resonanzbedingung
p˜n = 1/(nπ).
Wird in den Anfangsbedingungen ein Impuls gewa¨hlt, der die gerade
beschriebene Resonanzbedingung nicht exakt erfu¨llt, so wird die Bahn, die
zuna¨chst periodisch zwischen den beiden Topfwa¨nden hin- und herla¨uft, lang-
sam gegenu¨ber der Oszillation des Potentials “aus der Phase laufen” und
kann dann sogar den Topf verlassen. In diesem Fall verla¨uft die Trajektorie
des Teilchens im Phasenraum nicht mehr auf einem Torus. Fu¨r Anfangsim-
pulse, die die Bedingung (3.9) nicht erfu¨llen, bleiben also nur die zu den an-
gesprochenen Resonanzbedingungen geho¨renden, geschlossenen Bahnen er-
halten. Diese Bahnen liegen im Phasenraum in (im allgemeinen) mehreren
Tori.
Diese periodischen Bahnen sind fu¨r verschiedene Anfangsimpulse vonein-
ander isoliert und die zu ihnen geho¨renden periodischen Bahnen sind mar-
ginal stabil, somit kann es auch in diesem Bereich des Phasenraums keine
chaotischen Bereiche geben. Bezu¨glich kleiner Variationen in der anfa¨ngli-
chen Phasenlage des Potentials ergibt sich ein Intervall, das zu Anfangsbedin-
gungen fu¨hrt, die zu den betrachteten periodischen Bahnen geho¨ren. Somit
liegen diese periodischen Bahnen im Phasenraum innerhalb einer Teilmen-
ge des zum jeweiligen Anfangsimpuls geho¨renden Torus. Diese Teilmengen
sind echte Teilmengen, so daß in keinem dieser Fa¨lle der gesamte Torus von
periodischen Bahnen ausgefu¨llt wird.
Einlaufende Streubahnen ko¨nnen aufgrund dieses Resonanzmechanismus
in die Na¨he der gefangenen, periodischen Orbits kommen und auf diese Weise
fu¨r sehr lange Zeit im Wechselwirkungsbereich festgehalten werden, wie in
Anhang E bei der Untersuchung der Verteilung der Aufenthaltszeiten gezeigt
wird.
In der Ablenkfunktion ist das U¨berschreiten einer Anfangsbedingung ei-
ner Streubahn, die asymptotisch auf eine der gerade beschriebenen, gefange-
nen, periodischen Bahnen zula¨uft, als eine Unstetigkeit zu sehen. Aufgrund
der oben beschriebenen Resonanzbedingung ko¨nnen diese periodischen Bah-
nen jedoch keine fraktale Menge bilden, somit sind auch keine selbsta¨hnli-
chen Strukturen in der Ablenkfunktion zu erwarten. Desweiteren zeigen diese
Betrachtungen, daß auch in dem fu¨r Streubahnen zuga¨nglichen Teil des Pha-
senraums keine chaotischen Bereiche vorhanden sind.
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Schließlich ist noch festzustellen, daß die sich im Phasenraum ergebenden
Strukturen hauptsa¨chlich vom Verha¨ltnis |V˜1/V˜0| abha¨ngen. Aus der obigen
Diskussion der Phasenraumstruktur ist ersichtlich, daß sich fu¨r beliebige V˜0
und V˜1 die gleichen Strukturen ergeben ko¨nnen: der Bereich gefangener Bah-
nen (siehe Gleichung (3.9)), der Bereich der angesprochenen Resonanzen und
der Bereich der “u¨ber das Potential hinweglaufenden Streubahnen”, deren
einlaufender Impuls so groß ist, daß die Gesamtenergie des Teilchens stets
positiv bleibt. Das Verha¨ltnis der Gro¨ßen dieser Bereiche im Phasenraum
ha¨ngt im wesentlichen von |V˜1/V˜0| ab.
Um die Ergebnisse dieser Diskussion zu u¨berpru¨fen und um die Dyna-
mik eines am Rechtecktopf mit oszillierendem Boden gestreuten Teilchens
genauer zu untersuchen, werden die Bewegungsgleichungen (3.3)-(3.8) nu-
merisch iteriert. Auf diese Weise wurden stroboskopische Phasenraumbilder,
die Eigenschaften der Ablenkfunktion und das Verhalten der Verteilung der
Aufenthaltszeiten untersucht (siehe Abschnitt 2.1, Seite 15 ﬀ., fu¨r die ent-
sprechenden Deﬁnitionen). Dabei wurde besta¨tigt, daß das Verhalten des be-
trachteten dynamischen Systems stark vom Verha¨ltnis der Potentialsta¨rken
V˜0 und V˜1 abha¨ngt, wa¨hrend eine Variation des absoluten Wertes von V˜0 bei
konstant gehaltenem |V˜1/V˜0| nur wenige Vera¨nderungen bewirkt. Aus diesem
Grund werden im folgenden die Fa¨lle V˜1∼< |V˜0| und V˜1  |V˜0| genauer unter-
sucht, wobei die absoluten Werte von V˜0 und V˜1 an den jeweiligen Typ der
Untersuchung angepaßt wurden.
Abbildung 3.2 zeigt eine stroboskopische Aufnahme des Phasenraums fu¨r
den Fall V˜0 = −10−4 und V˜1 = 10−5  |V˜0|. Alle dargestellten Trajekto-
rien laufen von links ein und treﬀen zum Zeitpunkt τ0 = 0 auf den linken
Rand des Rechtecktopfs. In zeitlich konstanten Absta¨nden von 2π, der Peri-
ode der Oszillation des Potentials, werden die Trajektorien im Phasenraum
dargestellt. Es sind keine chaotischen Bereiche im Phasenraum erkennbar.
In Abbildung 3.3 ist die Ablenkfunktion fu¨r dieselben Parameter darge-
stellt. Beru¨cksichtigt wurde eine große Anzahl Streubahnen mit einlaufenden
Impulsen aus verschieden großen Intervallen. Alle dargestellten Trajektorien
laufen in derselben Phasenlage der Oszillation des Topfbodens in den Poten-
tialbereich ein. Selbsta¨hnliche Strukturen sind nicht vorhanden.
Abbildung 3.4 zeigt eine stroboskopische Aufnahme des Phasenraums fu¨r
den Fall V˜0 = −10−4 und V˜1 = 9.99 · 10−5. Auch in diesem Fall laufen alle
dargestellten Trajektorien von links ein und treﬀen zum Zeitpunkt τ0 = 0
auf den linken Rand des Rechtecktopfs. Es sind wiederum keine chaotischen
Bereiche im Phasenraum erkennbar. Der fu¨r die gewa¨hlte Anfangsphase von
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Abbildung 3.2: Stroboskopische Aufnahme des Phasenraums fu¨r V˜0 = −10−4
und V˜1 = 10−5. 200 von links einlaufende Trajektorien mit Anfangsimpul-
sen zwischen p˜0 = 10−3 und 0.05 sind dargestellt. Der Bereich innerhalb
des Rechtecktopfes mit Impulsen zwischen ca. −0.0126 und 0.0126 ist fu¨r
Streubahnen nicht zuga¨nglich.
Streubahnen erreichte Bereich fu¨r betragsma¨ßig kleine Impulse innerhalb des
Wechselwirkungsbereichs ist deutlich gro¨ßer als im vorangegangen Fall mit
V˜1  |V˜0|.
In Abbildung 3.5 ist die Ablenkfunktion fu¨r dieselben Parameter darge-
stellt. Selbsta¨hnliche Strukturen sind auch fu¨r diese Parameter nicht vorhan-
den. Wie erwartet ist jedoch die Anzahl der Unstetigkeiten in der Ablenk-
funktion deutlich ho¨her als fu¨r den Fall V˜1  |V˜0|.
Das Verhalten der Verteilung der Aufenthaltszeiten stellt ein weiteres
wichtiges Hilfsmittel zur Klassiﬁzierung des Typs der Dynamik im betrach-
teten System dar (siehe Abschnitt 2.1 und [81, 101–104, 106]). Interessant
ist dabei insbesondere das Verhalten fu¨r große Aufenthaltszeiten. Fu¨r den
Rechtecktopf mit oszillierendem Boden la¨ßt sich fu¨r den Fall anziehender
Potentiale (V˜0 < 0 < V˜1 < |V˜0|) fu¨r V˜1∼< |V˜0| und kleine Anfangsimpulse p˜0
ein algebraischer Abfall der Verteilung P (τ ) der Aufenthaltszeiten fu¨r große
Zeiten τ analytisch zeigen. Dieses Verhalten weist auf die Existenz regula¨rer
Bereiche im Phasenraum hin, wie schon in Abschnitt 2.1, Seite 17 ﬀ., disku-
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