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Abstract. We present a probabilistic approach to the medical retrieval
task. We experimented with the Westerveld method [1] to obtain our
results for ImageCLEF. In addition to these results we describe our find-
ings of involving a medical expert in our research. The expert helped
us identifying useful image retrieval applications and reflected upon the
setup of ImageCLEF’s medical task. Finally we describe the evaluation
of an interactive implementation of the probabilistic approach.
1 Introduction
The amount of information available through all kinds of sources is growing
larger and larger. The goal of information retrieval systems is to help a user
in efficiently finding relevant information. Image retrieval is a sub domain of
information retrieval. This relatively new research area is about gaining access
to images that match a query. Apart from text, such a query can consist of a
sketch or an actual image.
Several information retrieval techniques have been applied to the image re-
trieval field lately [2]. Although probabilistic methods are often used to deter-
mine the relevance of textual documents, they have hardly been applied to image
retrieval tasks. The goal of our work is to explore the possibilities of the proba-
bilistic Westerveld method [3, 1].
In recent years, much research has been done into specific medical image re-
trieval systems [4–8]. For comparison reasons, we have chosen to test the generic
Westerveld method in a medical environment. A part of testing a method is
to compare it to other (specific) systems. Until recently, a fair comparison of
content-based image retrieval methods under similar circumstances was lacking
[9]. The ImageCLEF medical retrieval task [10] is an evaluation that tries to
change this. We have participated in CLEF to experiment with a medical image
collection and to be able to compare our results with other systems.
Few studies are known in which medical experts have participated in the
evaluation of medical retrieval systems [11]. Therefore, in addition to our par-
ticipation in CLEF, we have involved a medical physicist from the Academic
Medical Centre (AMC) in Amsterdam in our research. We have asked the expert
to identify useful applications of image retrieval techniques within the medical
domain, and to reflect upon the setup of ImageCLEF’s medical search task.
1.1 Image Retrieval in a Medical Environment
Researchers from the University of Berkeley estimate that about 2 billion X-
rays are produced in hospitals worldwide each year [12] (this corresponds to
approximately 5.5 million new medical images every day!). A growing number
of hospitals is switching to handling their image data in digital format. Current
Picture Archiving and Communication Systems (PACS) offer the possibility to
save images with additional relevant information, like a patient name or number,
and additional information from a medical case. Subsequently, all this data will
be available from the different workstations throughout the hospital.
To identify useful applications of image retrieval systems, we first looked at
the present situation with the PACS in the AMC. When images are produced
they will be stored automatically with information like patient name, number,
body region, and modality as metadata. This metadata is available because of
the electronic request a doctor has to submit before the image is produced. This
means that searching by body part or modality with a content-based retrieval
method will often not be useful, because most of the time the correct modality
and body part are available in text.
However, an image retrieval system could serve as a control tool. People do
make mistakes, and images could, for example, end up at the wrong patient or a
doctor who produces an image of the left knee is actually supposed to deliver an
image of the right knee. Furthermore, error rates with respect to automatically
stored anatomical regions seem to be very high: about 15 to 20% [13]. This is
where a retrieval system could be convenient: on a basis of already classified
images it can determine how much the new image differs from the expected
visual features.
An important finding in this study is that the PACS used at AMC does
not associate images and pathology. When a medical doctor wants to look at
images with the same or similar pathology, for example for comparison to the
image shown on his screen, no suitable solution exists. The AMC medical ex-
perts therefore indicated three particularly useful fields for application of image
retrieval tools: education, research and diagnosis.
For educational purposes, a medical doctor would like to find images in a
corresponding field of pathology. These images could serve as cases for medical
students. In the research area, image retrieval could be used to analyze the
visual features of clusters of images with corresponding syndromes. This could
result in a thesaurus of visual features connected to different kinds of images and
syndromes. The third application is the diagnosis of problematic cases. When a
medical doctor is not sure about a certain image, he would like to be able to use
a retrieval method to find other images of the same kind. In this way, he will
find useful information in the cases connected to the retrieved images.
Apart from identifying useful applications, image retrieval research in a med-
ical environment shows medical experts a way in which technology can support
their daily activities. Medical doctors do not always believe in the abilities of
computer systems to offer added value to their work. By involving them in image
retrieval research, the technological frontiers of the medical sector are explored.
2 Background
The Westerveld image retrieval approach [3, 1] has not been designed for spe-
cific images. It has been tested mainly on collections with a large variety in
images. Westerveld, following Vasconcelos [14], models the visual features by us-
ing Gaussian Mixture Models (GMMs). The basic idea is that an image consists
of a certain number of ‘aspects’, where each of these aspects can be described
in one component of the GMM. Each sample that is taken from an image is
assumed to have been generated by one of these components. A Gaussian Mix-
ture Model (GMM) is a weighted sum of multivariate Gaussian distributions,
where the weights are considered as prior probabilities of the different compo-
nents. We will explain briefly what happens when the parameters for a GMM
are estimated. For a more detailed explanation of the generative probabilistic
retrieval model the reader is referred to [3, 1].
The steps of creating a probabilistic image model are shown in Figure 1.
First, the RGB representation of the image is converted into YCbCr colour space.
Next, each of the colour channels of the image is divided into samples of 8 by 8
pixels. Then, a discrete cosine transform (DCT) is performed on every sample.
By default, the different samples are described by 14-dimensional vectors. Each
vector consists of the first 10 DCT coefficients from the Y channel, the DC
coefficient of both the Cb and the Cr channel, and the x and y position of the
sample in the image.
The feature vectors of an image are fed to the EM algorithm to find the pa-
rameters of the mixture models. The algorithm starts with introducing a given
number of components by grouping the samples randomly. This is the first ex-
pectation step. In the maximization step, the parameters of each component
are calculated, based on the samples assigned to that component. A component
represents the average colour and texture of the samples assigned to it. In the
second expectation step, the samples are regrouped. For example: a sample of a
blue sky will be assigned to the component that explains best the visual charac-
teristics of the blue sky. The E-step and the M-step iterate until the algorithm
converges.
A collection of images can be indexed by estimating the GMM for each of
the images. Query images are represented as a collection of samples. The basis
of the retrieval step is to estimate, for each model of the collection images, the
probability that the query samples could be observed given that collection image
model. In other words, the goal is to find the document that is most likely to have
produced a certain query. The joint probability of a document producing this
certain query is calculated by multiplying the probabilities for each individual
sample of the query.
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Fig. 1. Building a Gaussian Mixture Model from an image [15]
3 Experimental Setup
The main research question in our ImageCLEF experiments is how a generic
image retrieval system would perform on a domain-specific retrieval problem.
We decided to ignore the textual information in the medical cases, to provide a
solid basis to judge the possible merits of content-based retrieval techniques for
search in medical image archives. The combination with textual information is
postponed to future research.
Table 1. Standard settings of the Westerveld image retrieval method
Parameter Default Description
blocksize 8 size of the samples in pixels
C 8 number of mixture components
convert 1 binary, convert image from RGB to YCbCr colour space
imagesize 240x352 size to which an image is scaled before samples are taken
ncoeffcbcr 1 number of DCT coefficients from Cb and Cr channel
ncoeffy 10 number of DCT coefficients from Y channel
overlap 0 samples will overlap or not
Scale 1 image is scaled before samples are taken or not
XYpos 1 x and y position of a sample are used in feature vector
The default values of the method (see Table 1) are the point of departure
of testing with different parameters. During the process of testing with different
parameter settings, we varied one parameter at a time. We have tested with
both values for each of the binary parameters. The basic rule for adjusting the
other values is that we will never reduce the information represented below the
default settings.
First, we indexed a sub-collection of the medical CLEF collection to find out
which parameters would qualify to be used to get the results for the submission.
The selected settings from this experiment were used to build eight different
indices of the whole medical collection. We then chose the four best indices by
ranking all retrieval results with all queries, based on an ‘educated guess’ of the
precision at a document cut-off level of 20 (doing manual assessments ourselves).
We distinguished precision A and precision B. The first value is based on an
image being relevant or not according to the CLEF task (image being relevant
on both body part and modality) and the second one is only based on the
modalities of the images. A modality describes the way in which medical images
are produced: MRI, CT, etc.
After the submission of the runs, we have performed more experiments with
the system. Several new experiments indicated that the conversion to YCbCr
affected the performance of the system negatively. These new experiments were
performed with a new sub-collection, which consisted of ten relevant images
per query. The relevant images were manually selected from the medical CLEF
collection with the help of the medical expert from the AMC.
Because we knew the number of relevant images for each query in de sub
collection, we were able to follow Kraaij [16] and compare the retrieval results
with R-recall. This means that recall is measured at a document cut-off level,
which equals the number of relevant images for a certain query.
Because of the new findings with the second sub-collection, we indexed the
whole collection with parameter convert=0 in order to create a new run. Further-
more, we used the setting without conversion as a new basic state and started
varying the other parameters to find another way to improve retrieval results.
4 Analysis
The results of the experiment we used to select four out of eight runs for sub-
mission are shown in Table 2.
We submitted the first four runs. Since new experiments showed that results
were far better when conversion was not applied, we did not expect very good
results from the official medical evaluation. After indexing the medical CLEF
collection without conversion, retrieval with the queries proved that results with
the whole collection were indeed far better: the average precision A equals 0.47.
Table 2. Qualifying runs for submission
Rank Parameter Avg precision A Avg precision B Avg rank
1 ncoeffy=20 0.22 0.57 3.8
2 default 0.20 0.58 3.8
3 c=16 0.24 0.56 4.0
4 c=4 0.20 0.55 4.1
5 XYpos=0 0.18 0.55 4.9
6 ncoeffcbcr=2 0.18 0.54 5.0
7 imagesize=300x440 0.17 0.50 6.5
8 overlap=1 0.18 0.46 6.6
Further experiments with the second sub-collection showed that there were
no parameter settings that improved the retrieval results of the new basic state
with convert=0. We concluded that the best way to use the current version
of the Westerveld method with the medical CLEF collection is with only one
adjustment: disable the conversion to the YCbCr colour space.
We found that R-recall in the experiments with the second sub collection
varied from 0.41 to 0.48. We got these results by testing with the fixed settings
convert=0, while varying the other parameters one by one. After the release
of the judgements from the CLEF medical task (the so-called qrels), we were
able to calculate R-recall values for the results we found after retrieval with the
total medical image collection. The average R-recall value over the 26 queries
equals 0.29. This means that our sub-collection may have been a more ideal
test environment than the whole CLEF collection, but it can also imply that we
evaluated the results less strictly than the CLEF assessors did.
The official results are expressed in Mean Average Precision (MAP). The
best result from the runs we submitted has a MAP of 0.1069. The use of the
new parameter settings showed the improvement we expected: the Westerveld
method performs about twice as good when the colour space is not converted.
Using the RGB representation of the images, the systems scores a MAP of 0.2359,
which is a satisfying initial retrieval result.
4.1 Conversion of Colour Spaces
Based on our experience with the retrieval model on other image retrieval tasks,
we expected that indexing the collection without conversion to the YCbCr colour
space would have given inferior results. The results after the submission of the
runs however, showed that without conversion the retrieval method performed
about twice as good. This finding proved to be reproducible.
Since earlier testing with the Westerveld method turned out that better re-
sults were obtained when working with YCbCr colour space, the following ques-
tion remains: why does conversion perform less well with the medical collection?
We have not yet found a perfect explanation for the degraded retrieval effec-
tiveness after conversion to YCbCr colour space. We believe that the cause of
the observed change in performance is to be found in the difference between
the medical collection and the previously used testing collections: the medical
collection consists almost completely of greyscale images.
In colour images, the three channels in RGB all contain information on both
intensity and colour, so the different dimensions are correlated. The motivation
for conversion is that in YCbCr colour space, the intensity channel (Y) is sepa-
rated from the colour channels (Cb and Cr), and the information in each channel
is independent from the information in the other channels. In a greyscale situ-
ation however, there is no colour information, and the three channels represent
the same amount of intensity: R=G=B. Given a greyscale image, Y will be cre-
ated as usual, but the Cb and the Cr channel both equal 128 in every possible
greyscale situation.
Now, recall that the feature vectors to represent the image samples are com-
puted from the DCT transformation over 8x8 pixel blocks. In the feature vectors
for an RGB image, the first DCT coefficient (corresponding to the average inten-
sity in the pixel block) is represented in three dimensions. In the YCbCr case,
this information is only represented in one dimension. Theoretically, because we
assume a diagonal covariance matrix, the complete correlation between the three
dimensions in the RGB case (those corresponding to the first DCT coefficient of
the three (identical) colour channels) should however affect retrieval negatively
rather than improve its results. Yet, the experiments proof otherwise.
Our current intuition is that the duplicated information separates, in feature
space, the intensity information more than the textural information (which is
represented in the higher coefficients of the DCT transformation). This ‘encour-
ages’ the EM algorithm model during training to prefer textural information
over the intensity information in the image samples. For medical images, tex-
tural information seems more important than the intensity information, so this
could explain the improved effectiveness of the model. This hypothesis is fur-
ther supported by observations in earlier experiments (on TRECVID data) [17],
where we demonstrated that the textural information in images was dominated
by colour information (on YCbCr colour space). Further research is however
needed to (in)validate this explanation of the experimental results.
5 Interactive Experiments
After identifying useful applications of medical image retrieval systems, we ap-
plied the probabilistic approach in an interactive retrieval system. This system
tries to learn from the relevance feedback given by the user [18], attempting to
reduce the semantic gap by inserting a human ‘in-the-loop’. More information
about this research activity can be found in [19]. In order to realise a suitable
system, we had to shorten the retrieval time and make the method user-friendly.
Again, since we want to learn the strengths of the content-based image retrieval
method, we did not use the text in the medical case descriptions. Note that
Smeulders describes two other ways to deal with semantics: interpretation and
similarity between features [9].
After a medical doctor of the AMC uploads a query image, the system es-
timates the parameters of its GMM. It then compares the query model to the
GMMs of the images in the CLEF collection and presents an initial retrieval
result. For efficiency reasons, an approximation of the Kullback Leibler distance
between the image models is used as an alternative to the likelihood of observ-
ing the query image samples. The results obtained are very similar to those of
the original system. After this initial retrieval step, the medical doctor marks
retrieved images as relevant or irrelevant; the next iteration takes the feedback
into account to re-rank the remaining images.
The interactive system turned out to be very intuitive and easy to use, par-
tially because the doctors in the AMC are already used to a web-based interface
for accessing the PACS system. After a query has been uploaded the system
is sufficiently fast in presenting the retrieval results. Within a minute, a medi-
cal doctor can go through about five iterations. Figure 2 shows a screenshot of
the interactive retrieval system (it shows the results after uploading topic 24 of
the medical CLEF collection). When a query has been posted the results are
displayed within a second.
The interactive experiment pointed out two possible improvements for our
retrieval system. First, although the medical CLEF collection is representative
for the type of images encountered in the AMC, two main differences are observed
in relation to the background and the greyscale representation of the images.
When we save an AMC image as JPEG and make it anonymous, all greyscale
images are represented as greyscale instead of RGB. Of course, only a minor
modification fixes this. A more significant difference is that the AMC data consist
for a large part of the image of black background only. The subjects within the
images of the CLEF collection seem to have been cropped cleverly.
Fig. 2. Screenshot of the initial retrieval results after searching with query 24
Finally, explaining the search task applied at the ImageCLEF medical re-
trieval task to the medical expert has raised some issues with the task evaluated
at this first medical image CLEF evaluation, and also demonstrated clearly the
existence of ‘the semantic gap’. From the system point of view, the results did
not look bad, and any mistakes could be easily explained from its inner work-
ings. The system performs well at retrieving images with the same kind of visual
features, which often means the same modality. However, medical doctors are
interested in finding images with corresponding syndromes, or at least corre-
sponding body parts. It is far more interesting to retrieve a CT of the brain with
an MRI of the brain as a query, than to find an abdomen MRI with it. It may
be more useful to measure the performance of retrieval systems using body part
only (as opposed to the performance on modality and body part).
6 Conclusions and Future Work
The main goal of our research was to investigate if a generic image retrieval
model could also be applied to a domain-specific task such as the retrieval of
medical images. We have tested the probabilistic image retrieval model developed
by Westerveld using the CLEF medical image test collection, which allows the
objective comparison of different approaches to the retrieval problem. We also
evaluated an interactive version of our system with a medical expert from the
AMC.
The best performance of the Westerveld method has been obtained after
adjusting one of the parameters in the representation of the image data. When
the medical images are not converted from RGB to YCbCr colour space, the
Mean Average Precision in our runs equals 0.2359. This is a satisfying result,
especially when considering that we have not used the text of the medical cases
in our system.
It is essential that medical doctors - the future users of image retrieval sys-
tems - are involved in image retrieval research. With the help from the AMC
we identified a number of useful medical retrieval applications. Evaluating the
CLEF images with a medical expert showed that the collection seems to be a
rather ideal representation of the images present in the hospital. Furthermore,
an experiment with the probabilistic Westerveld method indicated the semantic
gap. Retrieval results are most likely to be useful when a system can deal with
this gap.
Since we neglected text in our approach, we tried to apply the retrieval
method in an interactive system. This system proved to be easy to use and to
work fast. However, it still needs to learn from the relevance feedback of experts.
Improvements of the Westerveld method itself and allowing the interactive sys-
tem to learn from medical doctors can lead to adequate support of the daily
activities in medical practise.
The AMC image collection showed that an image retrieval method needs
to be able to work with greyscale images. Furthermore, it seemed that images
from this hospital contained a large black background. An experiment with the
smoothing function of the Westerveld can show if the system can automatically
neglect this background.
To obtain better retrieval results, we have to deal with the semantic gap. The
interactive system will only improve when real users give relevance feedback to
initial results. Further research should point out if the system is really able to
learn from experience.
Another way to deal with semantics is to embrace a text retrieval method.
The Westerveld method has already been tested in combination with a proba-
bilistic text retrieval approach [3].
During a next medical retrieval task it may be possible to increase the per-
formance of retrieval systems through interpretation and similarity between fea-
tures. The clusters of relevant images per query offer the possibility to create a
sort of medical thesaurus, which consists of visual features of certain modalities,
body parts, or even syndromes.
Evaluation with the AMC showed that searching for images with identical
modality and body part is not a useful task for image retrieval systems. Medical
doctors will be interested in a certain pathology: they want to find images with
corresponding syndromes. It would be useful if the next medical CLEF collection
contained a number of sub-collections. A sub collection can, for example, contain
images with corresponding body parts. A challenge for image retrieval systems is
to distinguish the visual features of images that do contain a certain abnormality,
and images that do not.
Finally, we would like to add another challenge for image retrieval research.
The basis of an image retrieval method is a certain image collection that can
be indexed. However, when a medical doctor wants to use an application to
search for clues regarding the diagnosis of his query image, he might not find
satisfying results in the image collection at his own hospital. Retrieval systems
can really add value when experts from several hospitals can learn from each
others experience. This implies the need for a standard way of indexing and
searching. Such a standard can only be reached when different research groups
meet to evaluate their results together. This shows the importance of evaluations
like ImageCLEF in the future.
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