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Resum
En aquest treball s’investigara` sobre el teorema dels menors de Robertson i Seyomur, considerat un dels
resultats me´s importants de la combinato`ria. Aquest teorema afirma que qualsevol conjunt infinit de grafs
esta` quasi ben ordenat per la relacio´ de menor. Una de les consequ¨e`ncies me´s importants e´s que qualsevol
classe de grafs tancada per la relacio´ de menor, te´ un nombre finit de menors exclosos.
Es comenc¸ara` amb un resum de la demostracio´ cla`ssica de Robertson i Seymour. Me´s endavant es
fara` una introduccio´ sobre que` so´n els matroides i algunes operacions i fam´ılies importants d’aquests. Es
finalitzara` mostrant un teorema similar al de Robertson i Seymour pero` per a matroides, comparant-ne els
resultats.
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1. Introduccio´
L’objectiu d’aquest treball e´s investigar sobre el teorema dels menors de Robertson i Seymour, considerat
un dels resultats me´s importants de la combinato`ria:
Teorema 1.0.1. Qualsevol conjunt infinit de grafs esta` quasi ben ordenat per la relacio´ de menor.
En aquest treball s’aprofundira` sobre alguns aspectes: la demostracio´ original dels autors que donen
nom al teorema, l’extensio´ moderna pels matroides (ja que els grafs so´n una classe dels matroides) i les
consequ¨e`ncies d’aquest teorema.
L’origen histo`ric d’aquest teorema ve de l’any 1937, quan Klaus Wagner, un matema`tic alemany, veient
el teorema de Kuratowski (el qual diu que un graf e´s planar si no te´ cap subdivisio´ isomorfa a K5 ni K3,3)
va conjecturar que qualsevol fam´ılia de grafs finits tancada per menors es pot definir amb un nombre de
restriccions finites amb la relacio´ de menor. Aquesta conjectura e´s una consequ¨e`ncia directa del teorema
dels menors. Per demostrar-ho, Neil Robertson i Paul Seymour van publicar fins a 20 articles amb unes 500
pa`gines en total al llarg de dues de`cades. Aquests articles esta`n recollits en Graph Minors I-XX (Robertson;
Seymour, 1983-2004) [8].
Recentment, l’any 2014, Jim Geleen, Bert Gerards i Geoff Whitle van enunciar que havien demostrat la
conjectura de Rota, la qual diu que sobre qualsevol cos finit, els matroides representables sobre aquest cos
estan definits per un nombre de restriccions finites. La demostracio´ d’aquesta conjectura esta` pendent de
publicar-se encara. Pero` en un article que van escriure anunciant la demostracio´ d’aquesta, es fa refere`ncia
al resultat cla`ssic de Robertson i Seymour. Es menciona que encara que els dos resultats estan relacionats,
ningun d’ells implica l’altre, com per exemple, no es pot estendre el teorema dels menors per a tots els
matroides. Tot i aixo`, diuen d’haver trobat una demostracio´ del teorema dels menors generalitzat per
matroides, enunciat a continuacio´:
Teorema 1.0.2. Per a cada cos finit F el conjunt de matroides F-representables esta` quasi ben ordenat
per la relacio´ de menor.
Per entendre el teorema dels menors, comenc¸arem definint conceptes importants. Donarem per supo-
sades definicions ba`siques donades en l’assignatura obligato`ria de matema`tica discreta, encara que seran
incloses en l’annex del treball per facilitar la comprensio´ del lector.
Definicio´ 1.0.3. Sigui ≤ una relacio´ bina`ria sobre un conjunt X . Direm que ≤ e´s un quasi-ordre en X si
compleix les segu¨ents propietats sobre qualssevol elements a, b, c de X :
• Reflexiva: a ≤ a
• Transitiva: a ≤ b i b ≤ c ⇒ a ≤ c
Definicio´ 1.0.4. Un conjunt X amb una relacio´ de quasi-ordre ≤ es diu que esta` quasi ben ordenat si per
a qualsevol sequ¨e`ncia de x1, x2, ... d’elements de X , existeixen ı´ndexs i ,j amb i < j tals que xi ≤ xj . A
vegades direm que una sequ¨e`ncia e´s bona si esta ben ordenada i dolenta si no ho esta`. Una parella (xi , xj)
direm que e´s bona si xi ≤ xj i dolenta altrament.
Definicio´ 1.0.5. Recordem que l’operacio´ de contraccio´ d’arestes en un graf G consisteix en suprimir una
aresta i els seus ve`rtexs incidents u, v i afegir un ve`rtex w . Aquest ve`rtex tindra` una aresta incident amb
un altre ve`rtex si pre`viament u o´ v tenien una aresta incident amb aquest.
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Definicio´ 1.0.6. Relacio´ de menor : Un graf G1 es diu menor d’un altre graf G2 si G1 es pot obtenir
mitjanc¸ant l’eliminacio´ d’arestes i ve`rtexs i la contraccio´ d’arestes sobre G2. Per indicar-ho, s’utilitza la
notacio´ G1  G2.
Per tant, el que ens diu el teorema dels menors e´s que per a qualsevol sequ¨e`ncia infinita de grafs finits,
podem trobar dos grafs tals que el segon en apare`ixer en aquesta sequ¨e`ncia es pot reduir al primer amb
supressions i contraccions.
La consequ¨e`ncia me´s famosa d’aquest teorema e´s la mencionada anteriorment en la conjectura de
Wagner. Per veure-ho, comencem definint la caracteritzacio´ de grafs per menors exclosos.
Definicio´ 1.0.7. Sigui F una fam´ılia de grafs tancada per la relacio´ de menor. Llavors un graf H e´s un
menor exclo`s de F si H /∈ F pero` tots els seus menors s´ı pertanyen a F . Si X e´s un conjunt de grafs,
notarem amb Forb(X ) al conjunt de grafs que els te´ com a menors exclosos.
Com que pel teorema de Robertson i Seymour qualsevol conjunt de grafs infinit conte´ dos membres
on un e´s menor a l’altre, aquesta fam´ılia de restriccions mai pot tenir infinits elements. Encara que sabem
que F ha de ser sempre finit, no hi ha cap me`tode concret per trobar quants grafs hi ha i quins so´n.
Per exemple, sabem que pels arbres l’u´nica restriccio´ e´s el K3, pels grafs planaris so´n els grafs K5 i K3,3
(representats en la figura 1), que pels grafs que es poden dibuixar en una esfera hi ha 103 que es coneixen
tots, pero` en canvi pels grafs que es poden dibuixar en un tor hi ha milers, pero` no es coneixen tots.
Figura 1: Grafs de K5 i K3,3
L’estructura d’aquest treball sera` la segu¨ent:
En la primera part, comenc¸arem demostrant aquest teorema pero` nome´s pels arbres, conegut com
a teorema de Kruskal. Posteriorment veurem que` e´s una descomposicio´ d’arbre d’un graf i l’amplada
d’aquesta, i donarem una idea de com Robertson i Seymour van utilitzar aquestes nocions per provar el seu
teorema. Tambe´ s’analitzaran algunes consequ¨e`ncies que te´ el teorema i certes curiositats sobre aquest.
La major part del contingut d’aquesta seccio´ esta` extret del llibre Graph Theory (Diestel, 2005) [2].
Posteriorment, es fara` una introduccio´ sobre els matroides, definint que` e´s un matroide, quines relacions
te´ amb l’a`lgebra i amb la teoria de grafs, i es mostraran operacions de matroides com la dualitat i els
menors. Tambe´ es mostraran varies classes de matroides, com poden ser els gra`fics. Aquesta part es
basara` principalment en el llibre Matroid Theory (Oxley, 1992) [6].
En l’u´ltima seccio´ es veura` que en els matroides, no hi ha relacio´ entre estar quasi ben ordenat i tenir
un nombre finit de menors exclosos. Despre´s s’analitzara` la idea de Geleen, Gerards i Whitle respecte la
seva demostracio´ del teorema sobre quasi ordre en matroides.
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2. Versio´ cla`ssica del teorema dels menors
2.1 Quasi ordre
En aquesta seccio´ es presentaran algunes propietats dels bons quasi ordres.
Proposicio´ 2.1.1. Un conjunt X esta` quasi ben ordenat per la relacio´ de quasi ordre ≤ si i nome´s si X no
conte´ cap sequ¨e`ncia decreixent o anticadena (conjunt d’elements incomparables) infinites. A me´s a me´s,
qualsevol sequ¨e`ncia infinita de X te´ una subsequ¨e`ncia infinita creixent.
Demostracio´. La implicacio´ cap a la dreta e´s trivial, ja que sino´ podr´ıem trobar una subsequ¨e`ncia que no
seria bona en un conjunt quasi ben ordenat.
Sigui K el graf complet dels naturals. En ell pintem les arestes ij de tres colors: blau si xi ≤ xj , vermell
si xi > xj i groc si xi i xj so´n incomparables. El teorema de Ramsey diu que en un graf complet infinit
pintat amb finits colors, hi ha un subgraf complet infinit monocroma`tic. Sabent que les arestes grogues i
vermelles han d’induir subgrafs complets finits, l’u´nica opcio´ de color per al subgraf e´s el blau.
Amb aixo`, hem demostrat tant que per a qualsevol subsequ¨e`ncia, existeix una bona parella, com que
existeix una subsequ¨e`ncia infinita i creixent.
Per a futures demostracions, ens fara` falta el segu¨ent resultat, amb el qual podrem relacionar la propietat
d’estar quasi ben ordenat entre un X i el conjunt dels subconjunts finits de X , que anomenarem [X ]<w .
En aquest conjunt definim com a bona parella (Ai , Aj) si es pot definir una aplicacio´ injectiva f : Ai → Aj
tal que ∀x ∈ Ai , x ≤ f (x).
Lema 2.1.2. Si X esta` quasi ben ordenat, llavors [X ]<w tambe´ ho esta`.
Demostracio´. Suposem que X esta` quasi ben ordenat pero` [X ]<w no. En aquest segon conjunt, constru¨ım
una sequ¨e`ncia dolenta (An)n∈N de forma inductiva: Si Ai esta` definida ∀i < n, llavors prenem An com un
element que pertanyi a una sequ¨e`ncia dolenta que comenci amb A0, ..., An i |An| sigui m´ınim.
Com que Ai mai pot ser buit (ja que el buit e´s menor o igual a qualsevol altre conjunt) podem prendre
de cada An un element an i definir la successio´ (Bn)n∈N on Bn = An \ an.
Utilitzant el lema anterior, ja que X esta` quasi ben ordenat, existeix una subsequ¨e`ncia de (an)n∈N tal
que e´s estrictament creixent, diguem-li (ani )i∈N . Definint n0 com el primer element d’aquesta, llavors la
successio´ A0, ..., An0−1, Bn0 , Bn1 , ... ha de ser bona, ja que Bn0 ≤ An0 , i per la construccio´ de (An)n∈N, An0
era el de menor mida per a que la successio´ fos dolenta. Per tant, hi ha dos elements que so´n una bona
parella. Comprovem tots els possibles casos.
• La parella no pot ser de l’estil (Ai , Aj), ja que (An)n∈N e´s una sequ¨e`ncia dolenta.
• Per un raonament semblant, tampoc pot ser (Bi , Bj), ja que si f e´s la funcio´ injectiva per aquesta
bona parella, definint f ′ : Ai → Aj tal que f ′(ai ) = aj i f ′(x) = f (x) altrament, obtenim una
aplicacio´ que fa bona la parella (Ai , Aj), i seria una contradiccio´.
• Finalment, (Ai , Bj) tampoc pot ser bona parella perque` llavors tindr´ıem Ai ≤ Bj ≤ Aj .
Per tant, tenim una bona successio´ sense cap bona parella, la qual cosa e´s contradicto`ria, i la contradiccio´
ve de suposar que [X ]<w no estava ben ordenat.
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2.2 El teorema dels menors en arbres
Comenc¸arem fent la demostracio´ del teorema de Kruskal, que diu el segu¨ent:
Teorema 2.2.1. (Kruskal) El conjunt d’arbres finits esta` quasi ben ordenat per la relacio´ de menor.
El teorema va ser conjecturat per Andrew Va´zsonyi i demostrat per Joseph Kruskal l’any 1960. Poste-
riorment, s’han aconseguit demostracions d’aquest me´s curtes.
Aquest teorema el provarem per un cas me´s especific, que so´n els arbres amb arrel amb una relacio´
d’ordre diferent. Per aixo`, comenc¸arem definint els arbres amb arrels.
Definicio´ 2.2.2. Un arbre amb arrel e´s una parella (T , r) on T e´s un arbre i r e´s un dels ve`rtexs de T .
L’ordre dels ve`rtexs d’un arbre amb arrel esta` definit com x ≤ y si x ∈ rTy (e´s a dir, x pertany al cam´ı de
r a y dintre de T ).
Definicio´ 2.2.3. La relacio´ d’ordre que prendrem en els arbres amb arrels (T1, r1) ≤ (T2, r2) es compleix




2) de (T2, r2) que
preserva el ordre. En la figura 2 es pot observar que el graf de l’esquerra e´s menor al de la dreta, on la
part en negreta seria el subarbre (T ′2, r
′
2).
Figura 2: Dos arbres amb arrel, un menor de l’altre
Cal notar que un cop s’hagi provat el teorema de Kruskal amb els arbres amb arrels, tambe´ esta` provat
pels arbres en general, ja que (T1, r1) ≤ (T2, r2) implica T1  T2 independentment de les eleccions de r1 i
r2.
Demostracio´ del teorema de Kruskal. Suposem que existeix una sequ¨e`ncia d’arbres amb arrel que no esta`
quasi ben ordenada. Llavors podem crear per induccio´ una sequ¨e`ncia dolenta (Tn, rn)n∈N. Suposem que ja
tenim els arbres fins a n−1, llavors com a (Tn, rn) prenem un arbre tal que la sequ¨e`ncia (T0, r0), ...(Tn, rn)
sigui dolenta i on |Tn| sigui m´ınim.
Definim An per a tot n ∈ N com el conjunt de subarbres de Tn que no contenen rn i on les seves arrels
so´n adjacents a rn. Sigui A =
⋃
n∈N An, volem veure que A esta` quasi ben ordenat.
Prenem una sequ¨e`ncia qualsevol d’arbres de A que anomenarem (T k)k∈N. Per a cadascun d’aquests
definim nk al menor n ∈ N tal que T k ∈ An. Sigui k0 la k amb el valor me´s petit de nk . Llavors la
sequ¨e`ncia T0, ..., Tnk−1, T
k , T k+1, ... ha de ser bona, ja que |T k | < |Tnk | (un e´s part de l’altre) i Tnk era
el d’ordre m´ınim per a una sequ¨e`ncia dolenta. Per tant, mirem on podem trobar una bona parella:
• (Ti , Tj) no pot ser-ho per com hem constru¨ıt la sequ¨e`ncia.
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• (Ti , T j) tampoc pot ser-ho, ja que aixo` implicaria que Ti ≤ T j ≤ Tnj , on i < nk i nj ≥ nk .
• Per tant, una parella bona ha de ser de l’estil (T i , T j), la qual cosa implica que A esta` quasi ben
ordenat.
Com que A esta` quasi ben ordenat, pel lema 2.1.2, els (An)n∈N dintre de [A]<w estan quasi ben ordenats.
Anomenem (T pi , r
p




j ) a cadascun dels subarbres continguts en Ai i Aj respectivament. Si la bona




i ) i un subarbre
de (T qj , r
q
j ) per a cert q, i la q e´s diferent per a cada p. Per a veure que (Ti , ri ) ≤ (Tj , rj), constru¨ım
l’isomorfisme φ de la segu¨ent manera:
• φ(ri ) = rj .
• Per a cada aresta ri rpi , realitzem subdivisions fins a tenir un cam´ı tan llarg com rj fp(rpi ). Establim
l’imatge del isomorfisme φ entre els dos camins de tal forma que preservi l’ordre.
• En cada (T pi , rpi ), φ = fp, prenent les mateixes subdivisions.
Com hem constru¨ıt φ, verifica les condicions de 2.2.3. Aixo` vol dir que (Ti , Tj) so´n una bona parella
en una sequ¨e`ncia dolenta, fet que e´s contradictori. Com la contradiccio´ ve de suposar que existeix una
sequ¨e`ncia dolenta, ja tenim demostrat que els arbres amb arrels estan ben ordenats per ≤, i en consequ¨e`ncia,
tots els arbres per la relacio´ dels menors.
2.3 Descomposicio´ en arbre
Per a expandir el resultat obtingut amb Kruskal a altres grafs que no siguin arbres, utilitzarem el que
s’anomena descomposicio´ en arbre.
El primer en proposar les idees que s’explicaran en aquesta part va ser Rudolph Halin l’any 1976.
Robertson i Seymour desconeixien l’article on estaven publicades, per tant les van tornar a definir amb
diferents noms a l’original, que so´n els que ara s’utilitzen habitualment.
Definicio´ 2.3.1. Sigui G un graf qualsevol. Sigui la parella (T ,V), on T e´s un arbre i V = (Vt)t∈T una
fam´ılia de conjunts de ve`rtexs tals que per a cada t ∈ T , Vt ⊆ V (G ). Aquesta parella es diu que e´s una
descomposicio´ en arbre de G si compleix les segu¨ents propietats:
• V (G ) = ⋃t∈T Vt .
• Per a cada aresta e ∈ G , existeix t ∈ T tal que els dos ve`rtexs incidents a e pertanyen a Vt .
• Si t1, t2, t3 ∈ T so´n tals que t2 ∈ t1Tt3, llavors Vt1 ∩ Vt3 ⊆ Vt2 .
Les dues primeres propietats ens indiquen que G =
⋃
t∈T G [Vt ], on G [Vt ] so´n subgrafs indu¨ıts de
G . Mentre que la tercera propietat serveix per a agrupar els ve`rtexs del graf en alguna cosa similar a un
arbre. Per comprendre millor que e´s una descomposicio´ en arbre, en la figura 3 es pot veure una possible
descomposicio´ en arbre del graf de l’esquerra en l’arbre de la dreta. E´s fa`cil comprovar que satisfa` les tres
propietats definides abans.
Definicio´ 2.3.2. Les parts d’una descomposicio´ en arbre seran cadascun dels subgrafs G [Vt ].
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Figura 3: Exemple de descomposicio´ en arbre
Primer de tot, demostrarem algunes propietats interessants sobre les descomposicions en arbres:
Lema 2.3.3. Per a qualsevol subgraf H ⊆ G , la parella (T , (Vt ∩ V (H))t∈T ) e´s una descomposicio´ en
arbre de H.
Demostracio´. Simplement s’ha de provar que compleix les tres propietats:
• ⋃t∈T Vt ∩ V (H) = V (G ) ∩ V (H) = V (H)
• Per a qualsevol aresta e ∈ H, com que tambe´ e ∈ G , existeix t tal que Vt te´ els dos ve`rtexs incidents
a e. Per tant, Vt ∩ V (H) tambe´ ho verifica.
• Si t2 ∈ t1Tt3, (Vt1 ∩ V (H)) ∩ (Vt3 ∩ V (H)) = (Vt1 ∩ Vt3) ∩ V (H) ⊆ Vt2 ∩ V (H)
Lema 2.3.4. Siguin t1t2 una aresta de T , T1 i T2 els components de T − t1t2 on t1 ∈ T1 i t2 ∈ T2,
U1 :=
⋃
t∈T1 Vt i U2 :=
⋃
t∈T2 Vt . Llavors es compleix que Vt1 ∩Vt2 = U1 ∩U2, i que Vt1 ∩Vt2 separa U1
de U2.
Demostracio´. La inclusio´ Vt1 ∩ Vt2 ⊆ U1 ∩ U2 e´s immediata. Per altra banda, com que per a qualsevol
t ′1 ∈ T1 i t ′2 ∈ T2 llavors t1 ∈ t ′1Tt ′2, i aplicant la segona propietat de la descomposicio´ en arbre, tenim que
Vt′1 ∩ Vt′2 ⊆ Vt1 . Aplicant el mateix per a t2, arribem a que Vt′1 ∩ Vt′2 ⊆ Vt1 ∩ Vt2 . Com que aixo` e´s cert
per a qualsevol t ′1 ∈ T1 i t ′2 ∈ T2, arribem a la conclusio´ que U1 ∩ U2 ⊆ Vt1 ∩ Vt2 .
Per demostrar que Vt1 ∩ Vt2 separa U1 de U2, prenem qualssevol ve`rtexs u1 ∈ U1 \ U2 i u2 ∈ U2 \ U1.
Si exist´ıs l’aresta u1u2, per la segona propietat de descomposicio´ en arbre, existiria un t ∈ T tal que
u1, u2 ∈ Vt . Pero` per l’eleccio´ de u1 i u2, t no pertany ni a T1 ni a T2. Per tant, no existeix cap aresta,
cosa que implica que Vt1 ∩ Vt2 realment separa U1 i U2.
Lema 2.3.5. Sigui un conjunt de ve`rtexs W ⊆ V (G ). Llavors o existeix t ∈ T tal que W ∈ Vt , o
existeixen ve`rtexs w1, w2 ∈W i t1, t2 ∈ T tals que w1, w2 /∈ Vt1 ∩Vt2 i estan separats per Vt1 ∩Vt2 dintre
de G .
Demostracio´. Suposem que W * Vt per a cap t ∈ T . Llavors en concret existeixen w1, w2 ∈ W tals
que @t ∈ T que compleixi w1, w2 ∈ Vt . Prenem t ′1, t ′2 ∈ T tals que w1 ∈ Vt′1 i w2 ∈ Vt′2 . Com t ′1 6= t ′2,
prenem una aresta qualsevol t1t2 ∈ t ′1Tt ′2. Finalment, pel lema 2.3.4, arribem a que Vt1 ∩ Vt2 separa U1
i U2, on w1 ∈ U1, ja que t ′1 ∈ T1, i ana`logament arribem a que w2 ∈ U2. Com que tambe´ es compleix
w1, w2 /∈ Vt1 ∩ Vt2 , queda demostrat el lema.
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Definicio´ 2.3.6. Sigui (T ,V) una descomposicio´ en arbre. Anomenarem amplada de la descomposicio´ en
arbre al segu¨ent nu´mero:
max
t∈T
{| Vt | −1}
Definicio´ 2.3.7. Sigui G un graf, la seva amplada d’arbre tw(G ) (tree-width) e´s la m´ınima amplada de
qualsevol descomposicio´ en arbre de G .
Cal notar que el ′− 1′ que apareix en la definicio´ 2.3.6 nome´s e´s perque` l’amplada d’arbre de qualsevol
arbre sigui 1.
Utilitzant aquestes definicions, Robertson i Seymour en l’article Graph Minors IV (1990) van demostrar
una extensio´ del teorema de Kruskal per a grafs tancats per l’amplada d’arbre, ampliant les classes de grafs
on podem aplicar el teorema dels menors.
Teorema 2.3.8. Per a qualsevol enter k > 0, el conjunt de grafs amb amplada d’arbre < k esta` quasi ben
ordenat per la relacio´ de menor.
La idea de la demostracio´ e´s semblant a la de Kruskal, pero` adaptada: S’ha d’iterar tw(G ) vegades
l’argument de la m´ınima sequ¨e`ncia dolenta. Per a utilitzar aquest resultat per al teorema dels menors, hem
de deduir alguna cosa sobre els grafs que no cobreix, e´s a dir, els que la seva amplada d’arbre pot ser molt
gran.
Definicio´ 2.3.9. Sigui C un conjunt de subconjunts connexos de V (G ). Direm que U ⊆ V (G ) cobreix C
si intersecta amb cada element de C.
Definicio´ 2.3.10. Sigui C un conjunt de subconjunts connexos de V (G ). Direm que C1, C2 ∈ C es toquen
si s’intersecten o existeix una aresta entre ells.
Lema 2.3.11. Sigui C un conjunt de subconjunts connexos de V (G ) tal que qualsevol parella d’elements
es toquen. Llavors per a tota descomposicio´ en arbre (T ,V), existeix Vt ∈ V tal que Vt cobreix C.
Demostracio´. Utilitzant 2.3.4, sabem que existeix una aresta t1t2 ∈ T tal que per a tot C ∈ C, o be´
C ∩ Vt1 6= ∅ o be´ C ∩ Vt2 6= ∅, ja que Vt1 ∩ Vt2 separa el graf en dos components. Suposem que ni Vt1
ni Vt2 cobreixen C, e´s a dir, que existeix C1 que no toca a Vt1 i C2 que no toca a Vt2 . Llavors C1 i C2
esta´n separats per Vt1 ∩Vt2 , la qual cosa e´s contradicto`ria amb el fet que es toquin. Per tant, un dels dos
conjunts cobreix C.
Utilitzant aquest lema es pot arribar a la segu¨ent caracteritzacio´ per a grafs amb amplada d’arbre gran.
Les obstruccions que realment utilitzen Roberston i Seymour so´n els anomenats tangles, que so´n similars
a les del segu¨ent teorema, pero` me´s complicades i potents.
Teorema 2.3.12. Sigui k > 0 un enter i G un graf. Llavors tw(G ) ≥ k si i nome´s si G te´ una col·leccio´
de conjunts de ve`rtexs que es toquen de dos en dos i que no pot ser coberta per menys de k ve`rtexs.
Existeix una manera alternativa de mesurar el gruix de l’arbre a partir de la segu¨ent definicio´:
Definicio´ 2.3.13. Direm que una descomposicio´ en arbre e´s fina si per a qualsevol s ∈ N i t1, t2 ∈ T , G
conte´ s camins disjunts de Vt1 a Vt2 o existeix t ∈ t1Tt2 tal que |Vt | < s.
Les definicions d’amplada i de finesa semblen oposades. Tot i aixo`, es pot demostrar que es pot trobar
una descomposicio´ en arbre que compleixi els dos criteris. Aquesta propietat seria molt u´til d’aplicar en
qualsevol moment que es necessiti una descomposicio´ en arbre.
Teorema 2.3.14. Per a qualsevol graf G existeix una descomposicio´ en arbre fina d’amplada tw(G ).
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2.4 Amplada d’arbre i menors exclosos
Definicio´ 2.4.1. Una propietat de grafs e´s heredita`ria si e´s tancada per la relacio´ de menor.
Per tant, el conjunt de grafs que satisfa` una propietat heredita`ria es pot expressar amb un conjunt de
menors exclosos. En aquesta seccio´ treballarem principalment amb una propietat heredita`ria, l’amplada
d’arbre.
Proposicio´ 2.4.2. Per a qualsevol k > 0, la propietat de tenir amplada d’arbre < k e´s heredita`ria.
Demostracio´. Suposem que (T , (Vt)t∈T ) e´s una descomposicio´ en arbre d’un graf G d’amplada tw(G ).
Per la supressio´ d’una aresta e, (T , (Vt)t∈T ) ja serveix com a descomposicio´ en arbre, i per tant tw(G \e) <
tw(G ). Per a la contraccio´ d’una aresta xy , prenem V ′t = Vt \ {x , y}∪{vxy} si Vt ∩{x , y} 6= ∅, altrament
V ′t = Vt . Hem de comprovar que (T , (V ′t )t∈T ) e´s una descomposicio´ en arbre de G/xy .
Les dues primeres propietats definides en 2.3.1 es compleixen immediatament per com hem constru¨ıt
V ′T . Per a la tercera propietat, si vxy /∈ V ′t1 ∩ V ′t3 , es segueix complint igual que abans. Suposem que
vxy ∈ V ′t1 ∩V ′t3 . En els casos x ∈ Vt1 ∩Vt3 i y ∈ Vt1 ∩Vt3 , t1 i t3 so´n adjacents, per tant no hi ha problemes
pels nous V ′t . Finalment, el cas x ∈ Vt1 y ∈ Vt3 o viceversa, si t2 ∈ t1Tt3, vol dir que {x , y} ∈ Vt2 , ja que
T e´s un arbre. Per tant, Vxy ∈ V ′t2 .
Com que (T , (V ′t )t∈T ) e´s una descomposicio´ d’arbre de G/xy de la mateixa amplada o menor que
(T , (Vt)t∈T ), es compleix que tw(G/xy) ≤ tw(G ).
Per tant, la propietat d’amplada d’arbre menor que k pot ser expressada per menors exclosos. Podem
veure que per exemple, per a k = 2 hi ha prou amb K3 com a menor exclo`s, i per a k = 3 hi ha prou amb
K4. De fet, es pot afirmar el segu¨ent sobre els conjunts de grafs exclosos per un sol menor:
Teorema 2.4.3. Sigui G un graf. L’amplada d’arbre de Forb(G ) esta` fitada si i nome´s si G e´s planar.
Demostracio´. Aqu´ı nome´s es mostrara` la demostracio´ cap a la dreta. La demostracio´ sencera es troba en
[2, teorema 12.4.3].
Per a demostrar-ho, provarem el contrarec´ıproc. Si trobem una fam´ılia de grafs planars tals que la seva
amplada d’arbre no esta` fitada, per a qualsevol G no planar la fam´ılia pertanyera` a Forb(G ).
Prenem els grafs planars anomenats graelles n × n, que so´n els grafs en ve`rtexs sobre {1, 2, ..., n}2 i
que el conjunt d’arestes e´s {(i , j)(i ′, j ′) : |i − i ′|+ |j − j ′| = 1}. Si definim les creus d’una graella com Cij =
{(i , l) : l = 1, ..., n}∪{(l , j) : l = 1, ..., n}, e´s fa`cil veure que el conjunt de totes les creus no pot ser cobert
per menys de n ve`rtexs. Per tant, pel teorema 2.3.12, l’amplada d’arbre d’una graella e´s major o igual a n,
i de fet, e´s exactament n. En la figura 4 prenent com a conjunts Vt a {1, 2, 3, 4}, {2, 3, 4, 5}, ..., {6, 7, 8, 9}
i l’arbre T com a un cam´ı, tenim una descomposicio´ d’amplada 3.
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Figura 4: Graella on n=3
2.5 Sobre la demostracio´ del teorema dels menors
Com ja s’ha comentat abans en aquest treball, la demostracio´ del teorema dels menors e´s molt extensa.
A continuacio´ donarem una idea de com prossegueix la demostracio´. Es pot trobar la informacio´ en la
qual aquesta seccio´ es basa majorita`riament en l’article El gran teorema de la combinato`ria moderna (Noy,
2011) [5].
Suposem que els grafs no estan quasi ben ordenats, e´s a dir, que existeix una successio´ infinita
G0, G1, G2, ... tal que per a tot i < j es compleix Gi  Gj . Concretament, aixo` implica que la succes-
sio´ G1, G2, ... pertany a Forb(G0). Si G0 e´s un graf planar, utilitzant 2.4.3 sabem que Forb(G0) te´
amplada d’arbre fitada, i pel teorema 2.3.8, esta` quasi ben ordenat, la qual cosa implica una contradiccio´.
Per a provar el cas amb un G0 qualsevol, es necessita un teorema d’estructura pels grafs que exclouen un
graf fix com a menor. Per tal d’aconseguir aquest teorema, so´n necessaris els segu¨ents elements:
• k-sumes. Una k-suma e´s una unio´ de dos grafs identificant dos subgrafs complets de mida k. Si
tenim H com un graf k-connex i dos grafs G1 i G2 on cap dels dos conte´ a H com a menor, llavors
una l-suma de G1 i G2 amb l < k tampoc conte´ a H com a menor. Amb aquesta operacio´ podem
construir grafs grans sense H com a menor i on l’estructura es pot definir com a descomposicio´
d’arbre.
• Grafs en superf´ıcies. Si un graf H no es pot immergir en una superf´ıcie S , els grafs que s´ı es poden
immergir en S no el contenen com a menor. Recordem que per immergir el graf en una superf´ıcie,
s’han de representar les arestes com a corbes que no es tallin, i que cada cara sigui homeomorfa a
un disc.
• Extensions fitades i ve`rtexs a`pex. Suposem que per a un graf H qualsevol conjunt de ve`rtex U amb
|U| < k , el graf H − U no admet una immersio´ en una superf´ıcie S . Sigui G un graf tal que amb la
supressio´ de com a ma`xim k ve`rtexs s’obte´ un graf immergible en S . Llavors G no conte´ a H com a
menor. Aquests ve`rtexs suprimits s’anomenen a`pex.
• Vo`rtexs. Donat un cicle C , triem un conjunt d’arcs (ve`rtexs consecutius del cicle) tals que cada
ve`rtex apareix com a molt en k arcs. Per a cada arc A, creem el ve`rtex vA i el connectem a tants
ve`rtexs de l’arc A com vulguem. Tambe´ connectem tantes parelles (vA, vB) com es vulgui si A i B
tenen algun ve`rtex en comu´. Aquesta construccio´ e´s afegir un vo`rtex d’amplada com a molt k (com
el de la figura 5).
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Figura 5: Exemple de vo`rtex d’amplada 2
Amb aquests operacions podem definir la fam´ılia de grafs Lk , on k e´s un enter positiu, que e´s la fam´ılia
de tots els grafs que es poden obtenir amb les segu¨ents operacions:
• Immergint un graf G en una superf´ıcie de ge`nere com a molt k.
• Triant com a molt k cares i afegint a cada una d’elles un vo`rtex d’amplada com a molt k .
• Creant com a molt k ve`rtexs a`pexs nous, connectant-los com vulguem amb la resta.
• Realitzant la k-suma de grafs obtinguts amb els passos anteriors.
Robertson i Seymour van demostrar que tota classe de grafs tancada per menors esta` continguda en
un Lk .
Teorema 2.5.1. Per a tot graf H existeix un enter k tal que Forb(H) ⊂ Lk .
Prenem la successio´ anterior G1, G2, ..., que esta` dintre de Forb(G0). Pel teorema anterior, tots
aquests grafs es poden obtenir fent k-sumes de grafs, els quals es poden quasiimmergir en una superf´ıcie
de ge`nere fitat. Dit d’una altra manera, tenen una estructura d’arbre on cada una de les parts so´n grafs
quasiimmergibles en una superf´ıcie. De forma similar a la demostracio´ del teorema de Kruskal 2.2.1, s’ha
de provar que els elements que podem formar en cadascuna de les parts estan quasi ben ordenats.
Per a demostrar-ho, s’utilitza induccio´ sobre el ge`nere de S . Si el ge`nere e´s 0, e´s a dir, S = S2, llavors
tornem a tenir que G0 e´s planar, i per tant s´ı que esta` quasi ben ordenat. Pel pas a la induccio´ suposem
que S 6= S2. Per a cada graf Gi hi ha una immersio´ en S que coincideix amb un cercle Ci no contra`ctil
en un nombre finit de ve`rtexs. Tallant la superf´ıcie per Ci i tapant-ne els forats, s’obte´ una o dues noves
superf´ıcies de ge`nere me´s petit. Quan produeix una sola superf´ıcie, anomenarem a aquesta Si . Com s’han
eliminat un nombre petit de ve`rtexs, Hi segueix sent quasiimmergible en Si . Si hi ha un nombre infinit de
grafs que s’immergeixen en Si , ja ho tenim per la hipo`tesi d’induccio´. Quan els grafs que es separen en
dues superf´ıcies S ′i i S
′′




i quasiimmergibles en les
superf´ıcies corresponents, i que nome´s comparteixen els ve`rtexs del tall. Podem demostrar per induccio´
com abans que els H ′i i H
′′




i ) tambe´ estan
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quasi ben ordenades. Identificant adequadament els ve`rtexs del tall, es pot arribar a demostrar que els Hi
tambe´ estan quasi ben ordenats.
2.6 Consequ¨e`ncies del teorema
La consequ¨e`ncia me´s immediata del teorema en la teoria de grafs e´s la ja mencionada en la introduccio´
d’aquest treball, que ara e´s formulara` i demostrara` degudament.
Teorema 2.6.1. Qualsevol fam´ılia de grafs tancada per menors te´ un nombre finit de menors exclosos.
Demostracio´. Suposem que existeix una fam´ılia de grafs amb un nombre infinit de menors exclosos H1, H2, ....
Per la definicio´ que hem donat de menor exclo`s en 1.0.7, no e´s possible que existeixin i < j tal que Hi  Hj .
Per altra banda, el teorema de Roberston i Seymour ens diu que en H1, H2, ... s´ı que ha d’haver-hi una
parella i < j tal que Hi  Hj . Per contradiccio´, queda demostrat.
Una consequ¨e`ncia algor´ısmica que els mateixos autors del teorema van demostrar e´s que per a qualsevol
graf H existeix un algorisme per a provar si un graf conte´ H com a menor o no en temps polinomial (cu´bic
me´s en concret). Tot i aixo`, les constants que s’asseguren en aquest teorema so´n massa grans quan el
nombre de ve`rtexs de H e´s considerable. Si aixo` ho estenem per a qualsevol fam´ılia de menors exclosos,
tenim que per a qualsevol propietat heredita`ria ha d’haver-hi un algorisme cu´bic que determini si un graf
la compleix o no.
Tot i que esta` assegurada l’existe`ncia de tal algorisme, no existeix cap me`tode per trobar en tots els
casos aquest algorisme. E´s el cas dels grafs sense nusos. De forma breu, un nus e´s un cicle que no pot
ser transformat de forma cont´ınua en un cercle en R3, e´s a dir, qualsevol transformacio´ te´ creuaments (la
figura 6 representa el nus me´s senzill). Tot i que e´s fa`cil de veure que aquests grafs so´n tancats per menors,
a dia d’avui no s’ha trobat cap algorisme, ni en temps polino`mic ni superior, que sigui capac¸ de detectar
si un graf te´ nusos o no.
Figura 6: Nus trivial
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3. Introduccio´ als matroides
Per abordar el segon punt de vista per estudiar les propietats de l’ordre de menor, comenc¸arem definint i
mostrant propietats de l’estructura en la qual es basa, anomenada matroide.
El primer article on es parla sobre matroides va ser publicat per Hassler Whitney l’any 1935, e´s l’ano-
menat ’On the abstract properties of linear dependence’. El matema`tic Takeo Nakasawa tambe´ va inventar
de forma independent els matroides, tot i que la seva aportacio´ va passar desapercebuda. En la publicacio´
de Whitney, es proposen axiomes d’independe`ncia per a definir els matroides.
Per a treballar amb matroides, s’utilitza notacio´ extreta de l’a`lgebra lineal i de la teoria de grafs, ja
que estan vinculats a aquestes branques de les matema`tiques. Tambe´ hi ha moltes definicions equivalents
de matroide. Comenc¸arem doncs descrivint algunes d’aquestes definicions, les quals es poden trobar en [6,
cap´ıtol 1]. En aquest llibre tambe´ es poden trobar les demostracions que s’ometen.
Excepte que es digui el contrari, tots els conjunts que apareixeran seran finits. Si E e´s un conjunt,
notarem 2E a la col·leccio´ de subconjunts de E . La difere`ncia de dos conjunts X i Y es notara` per
X − Y = {x ∈ X : x /∈ Y }. Tambe´, si x ∈ X s’utilitzara` X − x i X ∪ x en comptes de X − {x} i X ∪ {x}
per simplificacio´.
3.1 Definicions de matroide
3.1.1 Definicio´ per conjunts independents
Definicio´ 3.1.1. Un matroide M e´s una parella (E , I), on E e´s un conjunt finit i I una col·leccio´ de
subconjunts de E anomenats independents, que verifica les segu¨ents condicions:
(I1) ∅ ∈ I.
(I2) Si I ∈ I i I ′ ⊆ I , llavors I ′ ∈ I.
(I3) Si I1, I2 ∈ I i | I1 |<| I2 |, llavors existeix e ∈ I2 − I1 tal que I1 ∪ e ∈ I.
Tambe´ direm que dos matroides M1 = (E1, I1) i M2 = (E2, I2) so´n isomorfs si existeix una bijeccio´ φ entre
E1 i E2 tal que X ∈ I1 si i nome´s si φ(X ) ∈ I2.
El nom de matroide ve donat per la relacio´ que va trobar Whitney d’aquesta estructura amb les matrius,
mostrada en la segu¨ent proposicio´:
Proposicio´ 3.1.2. Sigui E un conjunt d’indexacio´ de columnes d’una matriu A de mida m×n sobre el cos
F, i sigui I el conjunt de subconjunts X de E pel qual les columnes de la matriu A indexades per X so´n
linealment independents en l’espai vectorial Fm. Llavors (E , I) e´s un matroide.
Demostracio´. E´s trivial comprovar que les condicions (I1) i (I2) es satisfan. Per a provar (I3), prenem
I1, I2 ∈ I tals que | I1 |<| I2 |. Llavors, l’espai generat per les columnes indexades per I2 en Fm e´s de major
dimensio´ que el generat per les columnes I1. Per tant, existeix un e ∈ I2, e /∈ I1, tal que les columnes
indexades per I1 ∪ e so´n independents en V (m, F ), e´s a dir, I1 ∪ e ∈ I.
Anomenarem matroide vectorial a un matroide obtingut d’una matriu A i es notara` per M[A].
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Exemple 3.1.3. Sigui (E , I) el matroide amb:
E = {1, 2, 3, 4, 5},
I = {∅, {1}, {2}, {4}, {5}, {1, 2}, {1, 5}, {2, 4}, {2, 5}, {4, 5}}.
Sobre qualsevol cos F, e´s fa`cil comprovar que la segu¨ent matriu defineix al mateix matroide
A =
(
1 0 0 1 1
0 1 0 0 1
)
.
3.1.2 Definicio´ per circuits
La definicio´ de matroides per circuits e´s similar a la vista anteriorment, pero` es centra en els subconjunts
de E que no so´n independents, i per tant direm que so´n dependents.
Definicio´ 3.1.4. Un circuit e´s un conjunt dependent tal que qualsevol subconjunt d’aquest e´s independent,
e´s a dir, un circuit e´s un dependent minimal. Per a referir-nos al conjunt de circuits d’un matroide,
utilitzarem la lletra C. Un u´nic element e ∈ E tal que {e} ∈ C sera` anomenat llac¸.
Exemple 3.1.5. Prenent el mateix matroide (E , I) de l’exemple 3.1.3, el conjunt de circuits seria:
C = {{3}, {1, 4}, {1, 2, 5}, {2, 4, 5}}.
En particular, {3} e´s un llac¸.
Teorema 3.1.6. Sigui E un conjunt i C una col·leccio´ de subconjunts de E que verifiquen les segu¨ents
propietats:
(C1) ∅ /∈ C.
(C2) Si C1, C2 ∈ C i C1 ⊆ C2, llavors C1 = C2.
(C3) Si C1, C2 ∈ C, C1 6= C2, i existeix e ∈ C1 ∩C2, llavors existeix un C3 ∈ C tal que C3 ⊆ (C1 ∪C2)− e.
Sigui I el conjunt de subconjunts de E que no contenen cap element de C, llavors (E , I) e´s un matroide.
A me´s a me´s, C e´s el conjunt de circuits d’aquest.
Demostracio´. Per a demostrar-ho, cal provar que es verifiquen (I1), (I2) i (I3).
(I1) Per (C1), ∅ /∈ C. Per tant, ∅ ∈ I.
(I2) Si I no conte´ cap membre de C, I ′ tampoc, per tant tambe´ e´s independent.
(I3) Suposem que (I3) e´s fals. Llavors prenem I1, I2 ∈ I tals que | I1 |<| I2 |, on no existeixi e ∈ I2− I1
tal que I1 ∪ e ∈ I, i tambe´ que compleixin que | I1 − I2 | sigui m´ınim. | I1 − I2 | no e´s buit, ja que aixo`
implicaria I1 ⊆ I2. Per tant, per a qualsevol e ∈ I2 − I1, I1 ∪ e ⊆ I2, i per (I2) seria independent. Prenem
doncs un element e tal que e ∈ I1 − I2.
Per a cada f ∈ I2 − I1, definim Tf = (I2 ∪ e)− f . Com | I1 − Tf |<| I1 − I2 |, i aquest darrer l’hav´ıem
seleccionat com a m´ınim entre els elements de I, llavors Tf /∈ I. Per tant, existeix Cf ∈ C i que e´s
subconjunt de Tf . Observem que e /∈ Cf , ja que aixo` implicaria Cf ⊆ I2, i seria contradictori.
Si prenem g ∈ I2− I1, llavors Cg ∩ (I2− I1) 6= ∅, perque` sino´ e´s compliria Cg ⊆ ((I2 ∩ I1)∪ e)− g ⊆ I1.
Prenem doncs h ∈ Cg ∩ (I2 − I1).
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Com e ∈ Cg∩Ch i Cg 6= Ch perque` h ∈ Cg i h /∈ Ch, per (C3), existeix C que verifica C ⊆ (Cg∪Ch)−e.
Per tant, C ∈ I2, la qual cosa e´s contradicto`ria. Aixo` implica que (I3) es verifica.
Comprovar que C e´s el conjunt de circuits e´s immediat utilitzant les definicions de circuit i la de I en
el teorema.
Aquesta definicio´ de matroide, a difere`ncia de l’altra, ens permet relacionar els matroides amb grafs de
forma directa usant la proposicio´ mostrada a continuacio´.
Proposicio´ 3.1.7. Sigui E el conjunt d’arestes d’un graf G i C el conjunt d’arestes de cada cicle de G .
Llavors C e´s el conjunt de circuits d’un matroide en E , que rep el nom de matroide de cicles de G , i ho
notarem com M(G ).
Demostracio´. Demostrar (C1) i (C2) e´s trivial. Per provar (C3), prenem dos cicles C1 i C2 que comparteixin
una aresta e, que te´ com a ve`rtexs incidents u i v . Sigui Pi el cam´ı de u a v per Ci sense passar per e.
Sigui w el primer ve`rtex de P1 que no te´ el segu¨ent ve`rtex de P1 dintre de P2, el qual ha d’existir per ser
C1 diferent a C2. Per altra banda, sigui x el primer ve`rtex on es retroben P1 i P2 un cop passat w , que
tambe´ existeix ja que els dos camins acaben a v . Unint la seccio´ del cam´ı P1 que va de w a x i la del cam´ı
P2 que va de x a w , s’obte´ un cicle C3 tal que C3 ⊆ (C1 ∪ C2)− e.
Figura 7: Representacio´ del matroide de 3.1.3
Encara que tots els grafs es poden descriure com a matroides d’aquesta forma, el contrari no e´s cert.
El matroide de l’exemple 3.1.3 si que e´s un graf, mostrat a la figura 7, pero` hi ha certs matroides que no
poden ser representats gra`ficament. Sobre aquest tema s’aprofundira` me´s endavant en aquest projecte.
3.1.3 Definicio´ per bases
Definicio´ 3.1.8. Les bases d’un matroide so´n els elements maximals de I. Notarem al conjunt de bases
d’un matroide amb la lletra B.
Exemple 3.1.9. En el matroide definit en l’exemple 3.1.3, el conjunt de bases e´s
B = {{1, 2}, {1, 5}, {2, 4}, {2, 5}, {4, 5}}.
Utilitzar les bases per a definir un matroide e´s una forma me´s senzilla que la de definir tots els inde-
pendents, ja que qualsevol independent e´s subconjunt d’una base.
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Lema 3.1.10. Si B1, B2 so´n bases d’un matroide, llavors |B1| = |B2|.
Demostracio´. Suposem |B1| > |B2|. Per (I3), existeix e ∈ B1 − B2 tal que B2 ∪ e ∈ I, i aixo` contradiu
que B2 sigui base. Per tant, |B1| ≤ |B2|, i repetint el mateix proce´s arribem a que |B1| = |B2|.
E´s fa`cil demostrar utilitzant les propietats de la definicio´ 3.1.1, que la caracteritzacio´ per bases e´s la
segu¨ent:
Teorema 3.1.11. Sigui E un conjunt i B una col·leccio´ de subconjunts de E que verifiquen les segu¨ents
propietats:
(B1) B no e´s buit.
(B2) Si B1, B2 ∈ B i existeix x ∈ B1 − B2, llavors existeix y ∈ B2 − B1 tal que (B1 − x) ∪ y ∈ B.
Sigui I la col·leccio´ de tots els subconjunts de cada element de B. Llavors (E , I) e´s un matroide, i el seu
conjunt de bases e´s B.
Hi ha una altra definicio´ equivalent per a base, que consisteix en substituir la propietat (B2) per:
(B2*) Si B1, B2 ∈ B i existeix x ∈ B2 − B1, llavors existeix y ∈ B1 − B2 tal que (B1 − y) ∪ x ∈ B.
Encara que so´n molt semblants i una implica l’altra, no e´s una simple reindexacio´ dels termes.
3.1.4 Definicio´ per rang
Definicio´ 3.1.12. Sigui M = (E , I) un matroide i X un subconjunt de E . La restriccio´ de I a X e´s:
I|X = {I ⊆ X : I ∈ I}.
En consequ¨e`ncia, anomenarem restriccio´ de M per X al matroide que te´ per independents I|X .
Definicio´ 3.1.13. Sigui M = (E , I) un matroide. El rang r e´s l’aplicacio´ que envia un element X ⊆ E a
la mida de les bases de M|X .
Cal mencionar que el rang esta` ben definit gra`cies al lema 3.1.10, que assegura que totes les bases
tenen la mateixa mida.
Exemple 3.1.14. Pel matroide definit en l’exemple 3.1.3, observem alguns exemples de l’aplicacio´ rang
sobre diferents conjunts, com r({3}) = 0, r({1}) = r({1, 4}) = 1 o r({1, 2}) = 2.
Teorema 3.1.15. Sigui E un conjunt i r una aplicacio´ de 2E a N ∪ 0 que verifica les segu¨ents propietats:
(R1) ∀X ⊆ E , 0 ≤ r(X ) ≤ |X |.
(R2) Si X ⊆ Y ⊆ E , llavors r(X ) ≤ r(Y ).
(R3) Si X , Y ⊆ E , llavors r(X ∪ Y ) + r(X ∩ Y ) ≤ r(X ) + r(Y )
Sigui I la col·leccio´ de subconjunts de E que verifiquen r(X ) = |X |. Llavors (E , I) e´s un matroide, i r la
seva funcio´ de rang.
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3.1.5 Definicio´ per clausura
Definicio´ 3.1.16. Sigui M = (E , I) un matroide. La clausura e´s una funcio´ de 2E a 2E definida com:
cl(X ) = {x ∈ E : r(X ) = r(X ∪ x)}.
Exemple 3.1.17. En el matroide definit en 3.1.3, cl({3}) = {3}, cl({1}) = {1, 3, 4} i cl({1, 2}) = E .
Teorema 3.1.18. Sigui E un conjunt i cl una aplicacio´ de 2E a 2E que verifica les segu¨ents propietats:
(CL1) Si X ⊆ E , llavors X ⊆ cl(X ).
(CL2) Si X ⊆ Y ⊆ E , llavors cl(X ) ⊆ cl(Y ).
(CL3) Si X ⊆ E , llavors cl(cl(X )) = cl(X ).
(CL4) Si X ⊆ E , x ∈ E i y ∈ cl(X ∪ x)− cl(X ), llavors x ∈ cl(X ∪ y).
Sigui I = {X ⊆ E : x /∈ cl(X − x) ∀x ∈ X}. Llavors (E , I) e´s un matroide i cl la seva clausura.
La definicio´ de clausura ens permet tambe´ definir certs conjunts d’elements de E diferenciats i que
seran importants pel desenvolupament de la teoria de matroides.
Definicio´ 3.1.19. Un conjunt X ∈ E e´s un flat si X = cl(X ).
Definicio´ 3.1.20. Un conjunt X ∈ E e´s un hiperpla` si e´s un flat de rang r(M)− 1.
Definicio´ 3.1.21. Un conjunt X ∈ E e´s generador si cl(X ) = E . Alternativament, X e´s generador si
conte´ una base.
3.2 Representacio´ geome`trica dels matroides
Per a certs matroides senzills, definirem una forma de representar-los geome`tricament. La representacio´
geome`trica no s’haura` de confondre amb un graf que representi un matroide.
Identificarem a cadascun dels elements de E amb un punt. Tres punts que siguin dependents es
dibuixaran en una mateixa l´ınia, no necessa`riament recta. En el cas que dos punts siguin dependents, es
dibuixaran un al costat de l’altre. Un punt que sigui un llac¸ es dibuixara` dins d’una caixa apartat de la
resta. Amb aquest sistema, suposarem que qualsevol conjunt de quatre punts sera` dependent, per tant
aix´ı nome´s es representen geome`tricament matroides de rang com a molt 3. Una possible representacio´
geome`trica del matroide de 3.1.3 e´s la mostrada en la figura 8, o la del pla de Fano mostrada en la figura
10, el qual es definira` me´s endavant.
Figura 8: Representacio´ geome`trica de 3.1.3
Per a representar matroides de rang 4, es pot fer un dibuix en tres dimensions amb les mateixes normes
d’abans, pero` ara quatre punts coplanars so´n dependents, i cinc punts qualssevol so´n sempre dependents.
Es pot trobar un exemple d’aquesta representacio´ en la figura tridimensional 9.
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Figura 9: Representacio´ geome`trica de M∗(K3,3)
3.3 Operacions en matroides
3.3.1 Dual
La teoria dels duals en matroides ja va ser proposada per Whitney en el 1935, i e´s una eina molt potent
per afrontar tot tipus de problemes de matroides. En aquesta seccio´ definirem que` e´s el dual d’un matroide
i en veurem algunes propietats.
Teorema 3.3.1. Sigui M = (E , I) un matroide i B el seu conjunt de bases. Llavors B∗ = {E−B : B ∈ B}
e´s el conjunt de bases d’un matroide en E , que anomenarem el dual de M, i es notara` per M∗
Demostracio´. Com que B no e´s buit, B∗ tampoc ho e´s i verifica (B1).
Per comprovar si verifica (B2), prenem dos bases B∗1 i B
∗
2 de B∗ i Bi = E − B∗i , que so´n bases de B.
Llavors, si x ∈ B∗1 −B∗2 , tambe´ es compleix que x ∈ B2 −B1. Per (B2*), existeix y ∈ B1 −B2 = B∗2 −B∗1
tal que (B1 − y) ∪ x ∈ B, o equivalentment E − (B1 − y) ∪ x ∈ B∗. Transformant aquesta expressio´
obtenim:
((E − B1)− x) ∪ y = (B∗1 − x) ∪ y ∈ B∗.
Exemple 3.3.2. En el matroide M = (E , I) definit en 3.1.3, en el dual M∗, les bases i una possible
representacio´ en forma de matriu so´n les segu¨ents:
B = {{1, 2, 3}, {1, 3, 4}, {1, 3, 5}, {2, 3, 4}, {3, 4, 5}},
A =
0 0 1 0 01 0 0 1 0
1 1 0 0 1
 .
Me´s endavant en aquest treball, en la seccio´ de matroides representables, s’explicara` un me`tode per a
trobar la matriu del dual en aquest cas.
Definicio´ 3.3.3. Sigui M un matroide. Anomenarem coindependents, cocircuits, cobases, cohiperplans i
cogeneradors als independents, circuits, bases, hiperplans i generadors de M∗.
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Una propietat que e´s consequ¨e`ncia immediata de la definicio´ de dual e´s:
r(M) + r(M∗) = |E |. (1)
Tambe´ hi ha una relacio´ directa entre els independents, circuits, hiperplans i generadors d’un matroide i
els del seu dual:
Proposicio´ 3.3.4. Sigui M = (E , I) un matroide i X ∈ E . Llavors
(a) X e´s independent si i nome´s si E − X e´s cogenerador.
(b) X e´s generador si i nome´s si E − X e´s coindependent.
(c) X e´s circuit si i nome´s si E − X e´s cohiperpla`.
(d) X e´s hiperpla` si i nome´s si E − X e´s cocircuit.
Demostracio´. Nome´s cal demostrar (a) i (c), ja que les altres so´n consequ¨e`ncia d’aplicar el mateix resultat
en el dual.
(a) X e´s independent si i nome´s si existeix B ∈ B tal que X ⊆ B, que e´s equivalent a dir que B∗ ⊆ E−X .
Com E − X e´s cogenerador si i nome´s si conte´ una base del dual, queda demostrat en les dues
direccions.
(c) Farem la implicacio´ cap a la dreta, i la implicacio´ cap a l’esquerra es pot fer de forma similar. X e´s
circuit si per a qualsevol x ∈ X , X − x e´s independent. Per l’apartat (a), tenim que E − (X − x) =
(E −X )∪ x e´s cogenerador. Per tant, E −X pot ser o cohiperpla` o cogenerador, ja que nome´s hem
tret un element. Si fos cogenerador, implicaria que X e´s independent per (a) i seria una contradiccio´.
Per tant, E − X e´s cohiperpla`.
Proposicio´ 3.3.5. Si C e´s un circuit i C ∗ un cocircuit d’un matroide M = (E , I), llavors |C ∩ C ∗| 6= 1.
Demostracio´. Suposem que existeixen C i C ∗ tals que |C ∩C ∗| = 1. Sigui {x} = C ∩C ∗. Per la proposicio´
3.3.4, H = E − C e´s un hiperpla` tal que H ∩ C = C − {x}. Per tant, l’element x e´s tal que x /∈ H pero`
x ∈ cl(H), la qual cosa contradiu que H sigui hiperpla`.
3.3.2 Supressio´ i contraccio´
En aquesta seccio´ definirem aquestes dues operacions, que so´n les que defineixen la relacio´ de menor per
a matroides. Tambe´ provarem que per a matroides gra`fiques, la contraccio´ i la supressio´ de matroides i de
grafs so´n de fet equivalents.
Definicio´ 3.3.6. Sigui M = (E , I) un matroide i sigui T ⊆ E . Llavors la supressio´ de T a M, notada com
M \ T , e´s un matroide sobre E − T on els independents so´n els de M que estan continguts en E − T .
De fet, la definicio´ 3.1.12 de restriccio´ i la de supressio´ so´n equivalents, ja que M \ T = M|(E − T ).
Corol·lari 3.3.7. Els circuits de M \ T so´n {C ∈ C(M) : C ∩ T = ∅}.
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Definicio´ 3.3.8. Sigui M = (E , I) un matroide i sigui T ⊆ E . La contraccio´ de T a M, notada com
M/T , e´s el segu¨ent matroide.
M/T = (M∗ \ T )∗.
Les segu¨ents proposicions que mencionarem donaran una idea de com so´n els independents i els circuits
resultants al aplicar una contraccio´.
Proposicio´ 3.3.9.
I(M/T ) = {I ⊆ E − T : M|T te´ una base B tal que B ∪ I ∈ I(M)}.
Proposicio´ 3.3.10. Els circuits de M/T so´n els conjunts minimals no buits de {C − T : C ∈ C(M)}.
Per altra banda, els lemes esmentats a continuacio´ proven la commutativitat entre contraccions amb
elles mateixes i entre contraccions i supressions de matroides. Les demostracions d’ambdues so´n trivials
utilitzant les definicions dels circuits en 3.3.7 i 3.3.10.
Lema 3.3.11. Sigui M(E , I) un matroide i T1, T2 ⊆ E , llavors
(M/T1)/T2 = (M/T2)/T1 = M/(T1 ∪ T2).
Lema 3.3.12. Sigui M(E , I) un matroide i T1, T2 ⊆ E , llavors
(M/T1) \ T2 = (M \ T2)/T1
Aquests lemes ens permeten demostrar la segu¨ent proposicio´, que relaciona les operacions de contraccio´
i supressio´ de matroides i grafs:
Proposicio´ 3.3.13. Sigui G un graf i T un conjunt d’arestes de G , llavors M(G \ T ) = M(G ) \ T i
M(G/T ) = M(G )/T .
Demostracio´. En el cas de la supressio´, recordem que els independents d’un matroide so´n els subconjunts
que no contenen cap circuit. E´s obvi que suprimint arestes no s’afegeixen circuits a un subconjunt, per
tant es verifica M(G \ T ) = M(G ) \ T .
Pel cas de la contraccio´, ho demostrarem per a una aresta t, i per induccio´ utilitzant el lema 3.3.11,
sera` cert per a qualsevol conjunt d’arestes T .
Si t e´s un llac¸, llavors G/t = G \ t i M(G )/t = M(G ) \ t, la qual cosa implica M(G/T ) = M(G )/T .
Si t no e´s un cicle, sigui I ⊆ E − t. E´s fa`cil veure que I no te´ cap cicle en G/t si i nome´s si I ∪ t no te´
cap cicle en G . Per tant, I(M(G/t)) = I(M(G )/t).
Utilitzant les definicions de supressio´ i contraccio´, podem definir de forma ana`loga a l’apartat cla`ssic la
relacio´ de menor per matroides. Com ja s’ha mencionat anteriorment en el treball, els matroides no estan
quasi ben ordenats per la relacio´ de menor. Tot i aixo`, podem trobar certes classes de matroides que s´ı
que ho estan. Tampoc hi ha cap implicacio´ entre estar quasi ben ordenat i tenir un nombre finit de menors
exclosos. Me´s endavant es mostraran exemples que evidencien aquest fet.
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3.3.3 Suma directa i unio´
Definicio´ 3.3.14. Siguin M1 = (E1, I1) i M2 = (E2, I2), on E1 ∩ E2 = ∅. Llavors la suma directa de
matroides e´s M1 ⊕M2 = (E , I), amb E = E1 ∪ E2 i I = {I1 ∪ I2 : I1 ∈ I1, I2 ∈ I2}.
Definicio´ 3.3.15. Siguin M1 = (E , I1) i M2 = (E , I2). Llavors la unio´ de matroides e´s M1∪M2 = (E , I),
on I = {I1 ∪ I2 : I1 ∈ I1, I2 ∈ I2}.
Cal notar que no tots els autors consideren necessari que E sigui el mateix conjunt per als matroides
de la unio´. En aquest cas, la suma directa seria un cas particular d’unio´. E´s rutinari comprovar que tant
aplicant la suma directa com la unio´ s’obte´ un matroide.
3.4 Classes de matroides
3.4.1 Matroides uniformes
Definicio´ 3.4.1. Siguin m, n ∈ N ∪ 0 amb m ≤ n. Sigui E un conjunt de n elements i I la col·leccio´ de
tots els subconjunts de E amb mida menor o igual a m. Llavors Um,n = (E , I) e´s un matroide i s’anomena
matroide uniforme.
Si m = 0, cada element del matroide e´s un llac¸. Els matroides Un,n so´n els que no tenen conjunts
dependents, mentre que el matroide U0,0 e´s el matroide buit.
Corol·lari 3.4.2. Un matroide e´s Um,n si tots tots els subconjunts de E amb mida m + 1 so´n circuits.
La classe dels matroides uniformes e´s tancada per les operacions de dual, supressio´ i contraccio´ com
veurem a continuacio´, pero` no per la suma directa ni la unio´.
Proposicio´ 3.4.3. Sigui Um,n = (E , I) un matroide uniforme, T ∈ E , i t = |T |. Llavors
U∗m,n = Un−m,n, (2)
Um,n \ T =
{
Um,n−t si t < n −m




Um−t,n−t si t < m
U0,n−t si m ≤ t ≤ n.
(4)
Demostracio´. La prova de la identitat (2) e´s trivial, ja que si les bases de Um,n so´n tots els conjunts de
mida m, les bases del dual so´n tots els conjunts de mida n −m.
Quan es suprimeix T ∈ E , els circuits resultants del menor so´n {C ∈ C(M) : C ∩ T = ∅} pel corol·lari
3.3.7. Per tant, utilitzant el corol·lari 3.4.2, tots els circuits del menor so´n els subconjunts de E − T amb
mida m + 1, demostrant l’expressio´ (3).
Per altra banda utilitzant la proposicio´ 3.3.10, quan contraiem T ∈ E els circuits del menor so´n els
conjunts minimals de {C − T : C ∈ C(M)}. Per tant, per cada element que es contrau, els circuits so´n
tots els subconjunts de mida una unitat me´s petita, que e´s el que diu l’expressio´ (4).
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3.4.2 Matroides representables
Definicio´ 3.4.4. Els matroides representables so´n aquells que so´n isomorfs a un matroide vectorial. En
concret, direm que un matroide e´s F-representable si es pot representar sobre el cos F.
En aquest apartat comenc¸arem demostrant que el dual d’un matroide F-representable e´s tambe´ F-
representable, trobant-ne una matriu que el representi.
Definicio´ 3.4.5. Sigui M un matroide de rang r F-representable. Llavors sigui A = (Ir |D) una matriu
sobre F que el representa, on Ir e´s la matriu identitat de rang r i D una matriu qualsevol. Anomenarem a
aquesta matriu com una matriu representativa esta`ndard.
E´s fa`cil deduir que sempre existeix una matriu representativa esta`ndard fent operacions elementals de
files i columnes, i ordenant adequadament els elements de E .
Teorema 3.4.6. Si M e´s el matroide de (Ir |D), llavors (−DT |In−r ) representa M∗.
Demostracio´. Sigui B una base de M. Amb les permutacions adequades de files i columnes d’una ma-
triu,podem suposar que (Ir |D) te´ les columnes e1, e2, ..., en ordenades de tal forma que la base B conte´ els
elements er+1−t , ..., e2r−t per algun t ∈ {0, 1, ..., r}. Per tant, si la matriu original e´s(
Ir−t 0 D1 D2
0 It D3 D4
)





Per altra banda, la matriu de (−DT |In−r ) separada per parts e´s(−DT1 −DT3 Ir−t 0
−DT2 −DT4 0 In−(2r−t)
)




Aquesta submatriu e´s de rang ma`xim perque` D1 e´s de rang ma`xim per ser B base, i al mateix temps
In−(2r−t) tambe´ ho e´s. Per tant, E − B e´s base del matroide induit per (−DT |In−r ). Repetint el mateix
proce´s per una base de (−DT |In−r ), es pot demostrar el complementari e´s base en (Ir |D), i arribem a la
conclusio´ que M∗ esta` representat per (−DT |In−r ).
Corol·lari 3.4.7. Si M e´s F-representable, llavors M∗ tambe´ ho e´s.
Com que per suprimir un element d’un matroide en la seva forma de matriu nome´s cal eliminar la
columna d’aquest, i al mateix temps la contraccio´ e´s una operacio´ que es pot realitzar mitjanc¸ant la
supressio´ i l’operacio´ del dual, tambe´ e´s compleix el segu¨ent:
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Corol·lari 3.4.8. Els matroides F-representables so´n tancats per la relacio´ de menor.
En els segu¨ents apartats parlarem concretament dels matroides representables sobre F2 i F3. Aquests,
junt amb F4 so´n els u´nics on actualment es coneix una fam´ılia de menors exclosos. Dels altres matroides
F− representables encara no se sap si existeix una o si aquesta e´s finita.
3.4.3 Matroides binaris
Definicio´ 3.4.9. Un matroide M = (E , I ) e´s un matroide binari si pot ser representat sobre F2.
En aquest apartat es mostrara` la caracteritzacio´ dels matroides binaris utilitzant menors exclosos.
Aquest resultat va ser demostrat per primer cop per Tutte (1958). Aquest resultat diu que U2,4 e´s l’u´nic
menor exclo`s pels matroides binaris. E´s evident que U2,4 no e´s representable sobre F2 (nome´s hi han 3
vectors independents no nuls amb dues coordenades). Per tant, el que falta per demostrar e´s que un
matroide no binari ha de contenir com a menor un matroide isomorf a U2,4. Per aixo`, seran necessaris els
segu¨ents lemes.
Lema 3.4.10. Sigui N un menor d’un matroide M i sigui X = C ∩ D on C ∈ C(N) i D ∈ C(N∗). Llavors
existeixen C ′ ∈ C(M) i D ′ ∈ C(M∗) tals que X = C ′ ∩ D ′.
Demostracio´. Per induccio´, hi ha prou amb provar-ho per la contraccio´ o supressio´ d’un element e.
Pel cas M \ e, si C e´s un circuit de M \ e, tambe´ es circuit de M, per tant prenem C ′ = C . Per altra
banda, prenem D ′ = D si aquest e´s un cocircuit, i si no ho e´s, prenem D ′ = D ∪ e, que si ho sera`. Llavors,
C ′ ∩ D ′ = C ∩ (D ∪ e) = X . El cas M/e es fa ana`logament.
Lema 3.4.11. Sigui M un matroide i X = C ∩ D on C ∈ C(N) i D ∈ C(N∗), X 6= ∅. Llavors M te´ un
menor N tal que X e´s un circuit, cocircuit, generador i cogenerador de N amb r(N) = r(N∗) = |X | − 1.
Demostracio´. Contraient els elements de C − D i suprimint els de D − C , obtenim un menor N1 on X
e´s circuit i cocircuit. Si existeix un element e ∈ E (N1) − X tal que e /∈ clN1(X ), obtenim un menor
N2 contraient e. Repetint aquest proce´s fins que no existeixi cap element que compleixi les condicions
anteriors, obtindrem un menor Nk tal que X e´s circuit, cocircuit i generador. Ana`logament, mentre X
no sigui cogenerador del menor, obtenim menors suprimint un element e ∈ E (Nk) − clN∗k (X ). Al final
s’obte´ un menor N tal que X e´s circuit, cocircuit, generador i cogenerador, la qual cosa trivialment implica
r(N) = r(N∗) = |X | − 1.
Tambe´ usarem la segu¨ent caracteritzacio´ de matroide binari, encara que en aquest treball nome´s sera`
demostrada la implicacio´ cap a la dreta, extreta de Matroids: A Geometric Introduction (Gordon; McNulty,
2012) [4, Teorema 8.15]. La demostracio´ sencera es pot trobar a [6, teorema 9.1.2], junt amb altres
caracteritzacions.
Lema 3.4.12. Un matroide M e´s binari si i nome´s si per a qualsevol circuit C i cocircuit D, |C ∩ D| e´s
parell.
Demostracio´. Sigui M = (E , I) e´s binari, on E = {e1, e2, ..., en} i sigui A la matriu r × n sobre F2 que el
representa. Si C = {ei1 , ei2 , ..., eik} e´s un circuit, vol dir que una de les columnes e´s combinacio´ lineal de
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On hem identificat les columnes de A amb els elements de E , per simplificar la notacio´. Aquesta equacio´
e´s equivalent a
Av = ~0
on v e´s el vector indicador de C .
Per altra banda, si C ∗ e´s un cocircuit, per 3.3.4, E − C ∗ e´s un hiperpla`. Per a`lgebra, sabem que un
hiperpla` esta` definit per a una sola equacio´,
∑r
i=1 aixi = 0. Per tant, si una columna no esta` en el hiperpla`,
que e´s el mateix que dir que pertany al cocircuit, ha de verificar
∑r
i=1 aixi = 1. Aquestes dues equacions
impliquen
(a1, a2, ..., ar )A = u
on u e´s el vector indicador de C ∗.
Per a saber si |C ∩ C ∗| e´s parell o senar, farem el producte escalar dels vectors indicadors uv sobre F2.
Si tenen en comu´ un nombre parell d’elements, uv = 0, i altrament uv = 1. Aleshores
uv = (a1, a2, ..., ar )Av = (a1, a2, ..., ar )~0 = 0,
Tal i com vol´ıem veure.
Teorema 3.4.13. Per a un matroide M, les segu¨ents propietats so´n equivalents.
(i) M e´s binari.
(ii) Si C e´s un circuit i D un cocircuit, |C ∩ D| 6= 3.
(iii) M no te´ cap menor isomorf a U2,4.
Demostracio´. Per provar-ho, demostrarem (i)⇒(ii), (ii)⇒(iii) i (iii)⇒(i). Les dues darreres demostracions
es fara`n pel me`tode del contrarec´ıproc.
(i)⇒(ii) E´s un resultat immediat del lema 3.4.12.
(ii)⇒(iii) Suposem que M te´ N = U2,4 com a menor. Sigui Z un subconjunt de N de amb |Z | = 3, la
qual cosa implica que e´s circuit i cocircuit de N. Pel lema 3.4.10, Z e´s la interseccio´ d’un circuit i cocircuit
de M, que prova la negacio´ de (ii).
(iii)⇒(i) Suposem que M no e´s binari. En particular, podem trobar un menor N no binari on qualsevol
menor sigui binari. Pel lema 3.4.12, existeixen un circuit i un cocircuit de N tal que la seva interseccio´
X te´ cardinal senar. Pel lema 3.4.11, podem dir que existeix un menor N1 de N en el qual X e´s circuit
i generador de N1 i N
∗
1 . Com que |X | e´s senar, pel lema 3.4.12 N1 tampoc e´s binari, i per l’eleccio´ de
N, N = N1. Utilitzant la proposicio´ 3.3.4, es dedueix que H0 = E (N) − X e´s un hiperpla` independent i
cohiperpla` coindependent. Per tant, |H0| = r(N) − 1 = |X | − 2 ≥ 1. Prenem doncs y ∈ H0. Clarament
H0 − y e´s un flat independent de N amb rang r(N) − 2. Sigui {H0, H1, ..., Hm} el conjunt d’hiperplans
de N que contenen a H0 − y . Llavors (H1 ∩ X , H2 ∩ X , ..., Hm ∩ X ) e´s una particio´ de X (no s’inclou
H0 ∩ X perque` e´s buit). Utilitzant la proposicio´ 3.3.4, per a i ∈ {1, 2, ..., m} E (N) − Hi e´s un cocircuit
que conte´ y i per tant no conte´ X . Tambe´ podem deduir que (E (N)−Hi ) ∩ X e´s no buit per a qualsevol
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i . Per tant, (E (N) − Hi ) ∩ X e´s la interseccio´ d’un circuit i un cocircuit de N, i pel lema 3.4.11 N te´
un menor N2 tal que (E (N) − Hi ) ∩ X e´s circuit generador de N2 i N∗2 . Per l’eleccio´ de N i el fet que
|(E (N) − Hi ) ∩ X | < |X |, |(E (N) − Hi ) ∩ X | e´s parell. Llavors, com |X | e´s senar, |Hi ∩ X | tambe´ ho e´s.
Com que Hi no conte´ a X i |X | e´s senar, m ≥ 3. Podem conclure que N/(H0− y) e´s un matroide de rang
2 que te´ quatre flats de rang 1 com a m´ınim, que so´n {y}, H1− (H0−y), H2− (H0−y), ..., Hm− (H0−y).
Per tant, N/(H0− y) te´ una restriccio´ isomorfa a U2,4 (repetint l’argument de l’eleccio´ de N, es pot veure
que de fet N ∼= U2,4).
3.4.4 Matroides ternaris
Definicio´ 3.4.14. Un matroide M = (E , I ) e´s un matroide ternari si pot ser representat sobre F3.
Pel que fa a la caracteritzacio´ dels matroides ternaris utilitzant els menors exclosos, el primer en
enunciar quin era el conjunt va ser Ralph Reid el 1971, pero` no va presentar cap demostracio´. Les primeres
demostracions van ser presentades per Bixby i per Seymour, ambdues el 1979. Una altra demostracio´ que
es pot trobar en [6, teorema 10.3.1] e´s la realitzada per Khan i Seymour el 1988, que e´s la me´s breu que
es coneix.
Definicio´ 3.4.15. El pla de Fano F7 e´s el pla projectiu finit amb el menor nombre possible de punts i l´ınies,
7 de cada. La representacio´ geome`trica d’aquest matroide es troba en la figura 10. Fano e´s un matroide
binari, ja que es pot representar amb la segu¨ent matriu:1 0 0 1 1 0 10 1 0 1 0 1 1
0 0 1 0 1 1 1

Figura 10: Representacio´ geome`trica del pla de Fano.
El matroide obtingut amb la representacio´ geome`trica del pla de Fano e´s important perque` apareix en
el llistat de menors exclosos de moltes fam´ılies de matroides, com e´s el cas dels matroides ternaris.
Teorema 3.4.16. Un matroide e´s ternari si i nome´s si no te´ cap menor isomorf a U2,5,U3,5, F7 o F ∗7
Totes les proves que es coneixen depenen d’un mateix resultat, demostrat per Brylawski i Lucas (1976),
el qual diu que els matroides ternaris so´n u´nicament F3-representables. Un matroide representable M es
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diu que e´s u´nicament F-representable si totes les matrius r×n que el representen so´n equivalents. E´s a dir,
si A i B so´n tals matrius, existeix una matriu P r × r i una matriu Q n× n invertibles tals que A = PBQ.
3.4.5 Matroides regulars
Definicio´ 3.4.17. Un matroide M e´s un matroide regular si e´s F-representable per a qualsevol cos F.
Teorema 3.4.18. Per a un matroide M, les segu¨ents propietats so´n equivalents.
(i) M e´s regular.
(ii) M pot ser representat sobre R per una matriu unimodular. E´s a dir, que pot ser representat una
matriu quadrada amb determinant 1 o´ −1.
(iii) M no te´ cap menor isomorf a U2,4, F7 ni a F ∗7 .
La implicacio´ (i)⇒ (iii) e´s fa`cil de demostrar sabent que un matroide e´s F-representable sobre qual-
sevol F si ho e´s sobre F2 i F3, i utiltizant les caracteritzacions dels matroides binaris i ternaris donades
anteriorment.
Aquesta classe de matroides ha estat molt estudiada per trobar-se al mig de dues classes importants,
els binaris i els gra`fics, que seran els que veurem a continuacio´. Tambe´ so´n importants perque` amb la
segona caracteritzacio´ que hem donat, es poden vincular amb la programacio´ lineal.
3.4.6 Matroides gra`fics
Definicio´ 3.4.19. Un matroide M e´s un matroide gra`fic si e´s el matroide de cicles per a cert graf G .
Proposicio´ 3.4.20. Sigui M un matroide gra`fic. Llavors existeix un graf connex G que representa a M.
Demostracio´. Si M e´s gra`fic, existeix un graf H que el representa. Si e´s connex ja esta`. En el cas que
no sigui connex, siguin H1, H2, ..., Hn els components connexos. Sigui G el graf on de cada component
connex de H, prenem un ve`rtex v1, v2, ..., vn i els identifiquem com un u´nic ve`rtex v . E´s fa`cil comprovar
que M(H) ∼= M(G ) i G e´s connex.
Teorema 3.4.21. Si G e´s un graf, M(G ) e´s regular.
Demostracio´. Primer, a cada aresta del graf li assignem una direccio´ arbitra`ria, obtenint el graf dirigit




1 si i e´s el principi de l’aresta no llac¸ j
−1 si i e´s el final de l’aresta no llac¸ j
0 altrament.
Per demostrar que M(G ) = M[A] sobre qualsevol cos F, veurem que els circuits d’un so´n dependents
en l’altre i viceversa.
Prenem C un cicle de G . Si C e´s un llac¸, la columna de A′ que representa C e´s 0, per tant tambe´
e´s un circuit. Si no e´s un llac¸, prenem les arestes e1, e2, ..., ek que el formen seguint el cicle. Per a cada




1 si la direccio´ de l’aresta e´s bona
−1 si la direccio´ de l’aresta e´s dolenta.
Siguin ~v(e1), ~v(e2),...,~v(ek) els vectors de les columnes corresponents. Llavors e´s immediat comprovar
que
∑k
j=1 αj~v(ej) = 0. Per tant, C e´s un dependent en M[A].
Per altra banda, prenem {f1, f2, ..., fm} un circuit de M[A]. Si e´s un llac¸, tambe´ e´s un llac¸ a G , per tant
e´s circuit de M(G ). Pel cas m > 1, prenem els vectors de les columnes ~v(f1),~v(f2), ...,~v(fm). Per ser un
circuit, han d’existir 1, 2, ..., m on no tots zero, tals que
∑m
i=1 i~v(fi ) = 0. Per tant, en cada fila de la
matriu que te´ un element diferent de zero, han d’existir com a m´ınim dos diferents de zero. Aixo` implica
que en el subgraf G1 indu¨ıt per {f1, f2, ..., fm} cada ve`rtex te´ com a m´ınim grau dos, la qual cosa significa
que existeix un cicle. Per tant {f1, f2, ..., fm} e´s dependent en M(G ).
Com hem demostrat que tot circuit de M(G ) e´s dependent de M[A], i tot circuit de M[A] e´s dependent
de M(G ), tenim que C(M(G )) = C(M[A]), i per tant M(G ) = M[A].
En aquest treball no es fara` la demostracio´ completa de quins so´n els menors exclosos pels matroides
gra`fics, pero` s´ı comprovarem que` so´n no gra`fics. Per exemple, pel teorema anterior e´s immediat que els
segu¨ents matroides so´n no gra`fics.
Corol·lari 3.4.22. Els matroides U2,4, F7 i F ∗7 no so´n gra`fics.
Lema 3.4.23. Si G e´s un graf connex, llavors el matroide M(G ) verifica
r(M(G )) = |V (G )| − 1.
Demostracio´. E´s immediat comprovar que els arbres generadors so´n el conjunt de bases de M(G ), ja que un
arbre generador e´s el conjunt d’arestes me´s gran el qual si li afegim una aresta qualsevol que no contingui
(si existeix) conte´ un cicle. El cardinal de qualsevol arbre generador e´s |V (G )| − 1.
Proposicio´ 3.4.24. Els matroides M(K5)∗ i M(K3,3)∗ no so´n gra`fics.
Demostracio´. Suposem que existeix G tal que M(G ) = M(K5)
∗. Per la proposicio´ 3.4.20, podem suposar
G connex. Com M(K5) te´ 10 elements i rang 4, M(G ) ha de tenir 10 elements i rang 6. Pel lema 3.4.23,
G te´ 7 ve`rtexs i 10 arestes. La mitjana de graus dels ve`rtexs es 2|E (G )|/|V (G )| = 20/7 < 3. Per tant,
existeix un ve`rtex de grau com a molt 2. Si so´n X les arestes d’aquest ve`rtex, E − X e´s clarament un
hiperpla`, i en consequ¨e`ncia X e´s cocircuit. Aixo` implicaria que M(K5) tingue´s un circuit de mida 1 o 2, i
aixo` no e´s cert. Per tant, no existeix G tal que M(G ) = M(K5)
∗.
Per a M(K3,3)
∗ es demostra igual. Suposem que existeix G tal que M(G ) = M(K3,3)∗. Com M(K3,3)
te´ 9 elements i rang 5, M(G ) tindria 9 elements i rang 4. El grau mitja` dels ve`rtexs de G e´s 18/5 < 4,
la qual cosa implica que existeix un ve`rtex de grau 3 o menor. Per tant, tindr´ıem un circuit de mida 3 o
menys en M(K3,3), on tots els circuits so´n de mida 4.
Els matroides que hem vist que no so´n gra`fics so´n de fet tots els necessaris per a caracteritzar els
matroides gra`fics amb menors exclosos, com va demostrar Tutte l’any 1959. La demostracio´ del segu¨ent
teorema tambe´ es pot trobar en [6, teorema 13.3.1].





Me´s en concret, utilitzant el resultat cla`ssic de Wagner sobre la caracteritzacio´ dels grafs planars, podem
obtenir la segu¨ent caracteritzacio´.




∗, M(K3,3)∗, M(K5) ni a M(K3,3).
Els resultats anteriors tambe´ ens permeten veure certs aspectes de l’operacio´ de dual en els matroides
gra`fics.
Definicio´ 3.4.27. Un matroide M e´s cogra`fic si M∗ e´s gra`fic.
Corol·lari 3.4.28. Si matroide M es pot representar amb un gra`fic planar, llavors M e´s cogra`fic.
Corol·lari 3.4.29. Si un matroide M e´s gra`fic, llavors M∗ e´s representable.
A continuacio´ donarem un resultat me´s prec´ıs que el del corol·lari 3.4.28.
Proposicio´ 3.4.30. El dual d’un matroide gra`fic planar e´s tambe´ un matroide gra`fic planar. A me´s a me´s,
si G1 e´s un graf planar i G2 el seu graf dual, llavors M(G1)
∗ = M(G2).
Demostracio´. Recordem breument que el dual d’un graf planar G e´s un graf on els ve`rtexs estan identificats
amb les cares de G , i que cada aresta de G s’identifica amb una aresta de G ∗ que uneix els ve`rtexs de dues
cares separades. En la figura 11 es mostra un graf de color negre, i en vermell el seu dual.
Figura 11: Graf planar i el seu dual
Per a demostrar-ho, nome´s fa falta veure, per exemple, que si X e´s un circuit de M(G ), llavors E − X
e´s un hiperpla` de M(G ∗). Per 3.4.20, suposarem que G e´s connex. G ∗ tambe´ e´s connex perque` l’operacio´
dual en grafs sempre do´na un graf connex. Si X e´s un circuit, separa les cares d’un graf en dos conjunts, les
que es troben dintre i les que es troben a fora. Aixo` vol dir que en el graf G ∗, les arestes identificades per X
so´n aquelles que uneixen ve`rtexs de les cares interiors amb ve`rtexs de les exteriors. Per tant, el graf indu¨ıt
per E −X e´s un graf amb dos components connexos. Pel lema 3.4.23 el rang d’aquest e´s |V (G )| − 2 , i si
afegim qualsevol aresta de X , passa a ser connex, i per tant el rang seria |V (G )| − 1. Aquesta propietat
implica que E − X e´s un hiperpla` de M(G ∗).
En l’exemple de la figura 11 podem observar com el cicle de tres elements del graf negre que es troba
a la dreta separa una cara de la resta. Les arestes identificades amb aquest cicle en el dual so´n les que
uneixen un ve`rtex amb els altres. Per tant, el conjunt de la resta d’arestes vermelles so´n un hiperpla`. Per
altra banda, l’aresta pont del graf en negre, que ha d’apare`ixer en totes les bases, e´s un llac¸ en el seu dual.
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4. Matroides i el teorema dels menors
Recordem que en la introduccio´ es menciona la conjectura de Rota, que diu que els matroides F-representables,
amb F finit, tenen un nombre finit de menors exclosos. Comenc¸arem veient que a difere`ncia del que hav´ıem
vist en els grafs, no en totes les classes de matroides tancats per la relacio´ de menor hi ha relacio´ entre
estar quasi ben ordenats i tenir un nombre finit de menors exclosos. Mostrarem casos on es compleixen les
dues, on nome´s es compleix una o on no es compleix ninguna de les dues coses.
Posteriorment parlarem del teorema 1.0.2 i de per que` aquest e´s similar al teorema de Robertson i
Seyomur pero` en matroides.
4.1 Matroides quasi ben ordenats i amb nombre finit de menors exclosos
Els matroides binaris, ternaris, gra`fics i qualsevol subfam´ılia d’aquests so´n exemples de fam´ılies que com-
pleixen aquestes dues propietats. Aquest resultats pero` no so´n evidents. Per aixo` mostrarem un exemple
me´s trivial.
Proposicio´ 4.1.1. Sigui {Un,n}n≥0 el conjunt de matroides on tots els subconjunts de E so´n independents.
L’u´nic menor exclo`s e´s U0,1, el matroide amb un u´nic element, i aquest e´s dependent. Tambe´ e´s compleix
que {Un,n}n≥0 esta` quasi ben ordenat.
Demostracio´. O`bviament U0,1 /∈ {Un,n}n≥0. Per altra banda, si M e´s un matroide tal que M /∈ {Un,n}n≥0,
vol dir que te´ com a m´ınim un circuit C = {e1, e2, ...ek}. Llavors si a M suprimim tots els elements de
E \ C i contraiem tots els elements de C \ e1, obtenim un menor isomorf a U0,1.
Com que Ui ,i  Uj ,j si i ≤ j , i no existeix una successio´ de nombres naturals estrictament decreixent,
totes les sequ¨e`ncies so´n bones, per tant estan quasi ben ordenats.
4.2 Matroides quasi ben ordenats i amb infinits menors exclosos
Aquest apartat es basa en l’article The Lattice of Cyclic Flats of a Matroid (Bonin; de Mier, 2008) [1].
Definicio´ 4.2.1. En un matroide M, un flat e´s c´ıclic si e´s unio´ de cicles (tambe´ pot ser buit).
Definicio´ 4.2.2. Un matroide M l’anomenarem nested si e´s un matroide on els seus flats c´ıclics formen
una cadena. E´s a dir, si Z1, Z2, ...Zn so´n els flats c´ıclics, llavors cl(∅) = Z1 ⊆ Z2 ⊆ ... ⊆ Zn.
Els matroides nested so´n quasi ben ordenats, pero` la seva fam´ılia de menors exclosos e´s infinita. Encara
que no es fara` una demostracio´ estricta de per que` estan quasi ben ordenats, es donara` una idea del motiu.
Per a construir un matroide nested, fan falta nome´s dues operacions, afegir ponts o una extensio´ lliure.
Definicio´ 4.2.3. En un matroide M = (E , I) amb el conjunt de bases B, l’operacio´ afegir un pont e´s la
d’afegir un element que e´s independent amb tots els altres. Equivalentment, si e e´s el nou element, el
matroide M ′ resultant d’afegir com a pont e a M te´ com a bases B′ = {B ∪ e : B ∈ B}.
Definicio´ 4.2.4. En un matroide M = (E , I) amb el conjunt de bases B, l’operacio´ extensio´ lliure e´s la
d’afegir un element creant les m´ınimes depende`ncies possibles, sense augmentar el rang. Si e e´s el element
afegit per aquesta operacio´, les bases del nou matriode sera`n B′ = B ∪ {A∪ e : A ∈ I i r(A) = r(M)− 1}
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Es pot comprovar fa`cilment que les dues operacions donen com a resultat un altre matroide.
Lema 4.2.5. Afegir un pont o fer una extensio´ lliure a un matroide nested do´na com a resultat un altre
matroide nested.
Demostracio´. En el cas dels ponts e´s trivial, ja que al afegir un element independent a tots els anteriors
mante´ els mateixos circuits, i per tant mante´ tambe´ els mateixos flats c´ıclics.
Per altra banda, els elements lliures, al ser afegits, no poden generar un flat nou, encara que s´ı e´s
possible que generin un nou flat c´ıclic d’un flat que no era c´ıclic anteriorment. Pero` com que el flat c´ıclic
que pot generar nome´s pot ser de dimensio´ ma`xima per com esta` definit, qualsevol flat c´ıclic anterior ha
d’estar contingut en aquest. Per tant, tambe´ es un matroide nested.
Lema 4.2.6. Un matroide nested e´s isomorf a un altre obtingut nome´s amb les operacions d’afegir ponts
i extensions lliures a partir del matriode buit.
Aquest resultat, encara que no sera` demostrat, e´s important per a veure que els matroides nested estan
quasi ben ordenats. La idea de la demostracio´ es basa en identificar cada matroide nested amb una cadena
ordenada de ponts i extensions lliures. D’aquestes cadenes, direm que x ≤ y , amb x = x1, x2, ...xm i
y = y1, y2, ..., yn si existeixen 1 ≤ i1 < i2 < ... < im ≤ n tals que xj ≤ yij per a 1 ≤ j ≤ m. En aquesta
relacio´, considerarem un pont i una extensio´ lliure incomparables. E´s fa`cil veure que aquestes cadenes estan
quasi ben ordenades. Siguin x ≤ y dos cadenes, i M i N els matroides associats a aquestes. Es pot veure
que els elements de N que no estan a M, si so´n extensions lliures es suprimeixen i si so´n afegits com a
pont es contrauen, llavors s’obte´ un matroide isomorf a M.
Els matroides que contenen 2n elements, separats en dos circuits de n elements cadascun i on qualsevol
conjunt de n + 1 elements e´s dependent, no so´n nested. Tambe´ e´s cert que cap d’ells e´s menor d’un altre.
De fet, so´n la fam´ılia de menors exclosos dels nested, i e´s infinita. En la figura 12 es mostren representacions
geome`triques pels casos on n = 2, 3 i 4. Podem veure que els menors d’aquests so´n nested. Per exemple,
si fem una supressio´, el matroide resultant es pot obtenir fent les segu¨ents operacions: afegir n− 1 ponts,
fer una extensio´ lliure, afegir un altre pont i fer n− 2 extensions lliures me´s. Per altra banda, si es realitza
una contraccio´, s’obte´ un matroide isomorf seguint els segu¨ents passos: afegir n−2 ponts, fer una extensio´
lliure, afegir un altre pont i fer n − 1 extensions lliures me´s.
Figura 12: Exemples de menors exclosos pels nested
29
4.3 Matroides no quasi ben ordenats i amb un nombre finit de menors
exclosos
Un exemple senzill que compleix aquesta propietat so´n els matroides que com a molt tenen rang 3. Clara-
ment nome´s tenen un menor exclo`s, U4,4, pero` podem provar que no estan quasi ben ordenats trobant una
anticadena, e´s a dir, una cadena d’elements incomparables.
Proposicio´ 4.3.1. Per a i ≥ 3 sigui Pi = (Ei , Ii ) el matroide de rang 3 on Ei = {1, 2, ..., 2i} i els u´nics
circuits amb menys de 4 elements so´n {1, 2, 3}, {3, 4, 5}, {5, 6, 7}, ..., {2i − 1, 2i , 1}. Llavors la sequ¨e`ncia
P3, P4, P5, ... e´s una anticadena.
La representacio´ geome`trica per a certs valors de i , me´s fa`cil d’entendre que la donada en la proposicio´,
e´s la de la figura 13.
Figura 13: P3,P4 i P5
Demostracio´. Comprovem que si i < j , llavors no es pot obtenir un matroide isomorf a Pi mitjanc¸ant
contraccions i supressions a Pj . Si contraiem un element e, Pj/e te´ rang 2, pero` Pi te´ rang 3, per tant
no e´s possible realitzar contraccions. Per altra banda, amb supressions nome´s e´s possible eliminar cicles,
no formar-ne de nous, que seria necessari per a obtenir Pi . Per tant, e´s imposible obtenir Pi nome´s amb
aquestes dues operacions.
4.4 Matroides no quasi ben ordenats i amb infinits menors exclosos
Una fam´ılia de matroides que ni esta` quasi ben ordenada ni te´ un nombre infinit de menors exclosos e´s
la dels representables sobre els reals. Una possible anticadena e´s la ja donada en la proposicio´ 4.3.1. No
donarem el llistat de tots els menors exclosos per a aquests matroides, pero` si en donarem una fam´ılia de
matroides infinita que esta` dintre dels menors exclosos.
Teorema 4.4.1. Sigui F un cos amb caracter´ıstica 0. Per a qualsevol nombre primer p, sigui Lp el matroide
representat per la matriu [Ip+1|J ′p+1] sobre Fp, on J ′p+1 e´s la matriu amb zeros a la diagonal i uns en les
altres posicions. Llavors Lp e´s un menor exclo`s dels matroides F-representables.
Aquest teorema s’ha extret de What is a matroid? (Oxley,2014) [7].
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4.5 El teorema dels menors
Gra`cies a la proposicio´ 3.3.13, podem dir que e´s equivalent que una sequ¨e`ncia de grafs estiguin quasi
ben ordenats a que els seus matroides tambe´ ho estiguin, i viceversa. Per tant, el resultat cla`ssic de
Robertson i Seymour aplicat a matroides e´s que qualsevol fam´ılia de matroides gra`fics tenen un nombre
finit d’exclosos gra`fics. El teorema 1.0.2 que Geleen, Gerards i Whitle afirmen haver demostrat e´s un
resultat me´s general, ja que no nome´s es pot aplicar a matroides gra`fics, sino´ que a qualsevol fam´ılia de
matroides F-representables, on F e´s finit.
La conjectura de Rota, encara que e´s un resultat similar, no e´s equivalent. Recordem que la conjectura
de Rota diu que per a qualsevol cos finit F, hi ha un nombre finit de menors exclosos pels matroides F-
representables. La conjectura de Rota no implica res sobre els menors F-representables de les subfam´ılies,
mentre que el teorema 1.0.2 no diu res sobre els menors que no so´n F-representables.
Per a demostrar 1.0.2, en l’article Solving Rota’s Conjecture (Geelen; Gerards; Whittle, 2014) [3]
mencionen que feia falta un resultat estructural equivalent al de la demostracio´ cla`ssica del teorema dels
menors, el qual deia com es podien construir els grafs d’una classe tancada per menors a partir de grafs
quasiimmergits en superf´ıcies de ge`nere petit.
Mencionen que nome´s hi ha dos classes fonamentals de matroides F-representables: Els matroides
F′-representables, on F′ e´s un subcos de F, i els matroides frame F-representables, definits a continuacio´
segons l’article Frame Matroids and Biased Graphs (Zaslavsky,1994) [9].
Definicio´ 4.5.1. Un matroide frame e´s qualsevol submatroide (matroide obtingut per supressions) d’un
matroide M, on existeix una base B i on tots els elements de M estan generats per alguna parella d’elements
de B.
Per tant, el teorema que demostren descriu per a qualsevol cos F com es construeixen matroides
d’una classe tancada per menors i F-representables a partir de matroides representables en subcosos de F,
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A. Ape`ndix: Definicions per ordre alfabe`tic
Definicio´ A.0.1. Arbre: Graf que no conte´ cap cicle.
Definicio´ A.0.2. Aresta pont: En un graf G = (V , E ), direm que una aresta e ∈ E e´s pont si al suprimir-la
augmenta el nombre de components connexes.
Definicio´ A.0.3. Cam´ı: Conjunt de ve`rtexs ordenats i tots diferents v1, v2, ....vn tals que per a tot i < n,
existeix l’aresta vivi+1.
Definicio´ A.0.4. Caracter´ıstica d’Euler i ge`nere d’una superf´ıcie: Prenem un recobriment d’una superf´ıcie
en pol´ıgons tal que dos pol´ıgons nome´s poden compartir una aresta, i si es aix´ı, nome´s comparteixen els
ve`rtexs de tal aresta. Llavors la caracter´ıstica d’Euler de la superf´ıcie e´s X = p + v − e, on p e´s el nombre
de pol´ıgons, v el de ve`rtexs i e el d’arestes. El ge`nere g es pot definir com g = 2−X2 , i e´s el nombre de
”forats”de la superf´ıcie.
Definicio´ A.0.5. Cicle: Cam´ı on el primer i u´ltim ve`rtex coincideixen.
Definicio´ A.0.6. Graf : Un graf e´s una parella (V , E ), on V e´s un conjunt d’elements que anomenarem
ve`rtexs i E e´s un conjunt de parelles d’elements de V , que anomenarem arestes. Per a dibuixar-los, els
ve`rtexs sera`n punts i les arestes sera`n arcs que uneixin els ve`rtexs corresponents.
Definicio´ A.0.7. Graf connex : Graf tal que entre qualsevol parella de ve`rtexs existeix un cam´ı.
Definicio´ A.0.8. Graf planar : Graf tal que es pot representar en el pla` sense creuament d’arestes.
Definicio´ A.0.9. Isomorfisme de grafs: Direm que dos grafs G1 = (V1, E1) i G2 = (V2, E2) so´n isomorfs
entre ells si podem definir una aplicacio´ bijectiva f : V1 → V2 tal que v1v2 ∈ E1 si i nome´s si f (v1)f (v2) ∈
E2.
Definicio´ A.0.10. k-connex : Un graf e´s k-connex si te´ almenys k + 1 ve`rtexs, i qualsevol conjunt de k−1
ve`rtexs que suprimim no genera un graf no connex.
Definicio´ A.0.11. Subdivisio´: Si en un graf G = (V , E ) existeix una aresta uv , la subdivisio´ de uv es
basa en afegir un ve`rtex w a V , suprimir l’aresta uv i afegir les arestes uw i wv . Una subdivisio´ d’un graf
G = (V , E ) e´s un graf que s’obte´ al realitzar successives subdivisions sobre qualsevol aresta.
Definicio´ A.0.12. Subgraf indu¨ıt: Graf que s’obte´ d’un altre graf, prenen un subconjunt de ve`rtexs d’aquest
i totes les arestes que connecten tals ve`rtexs.
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