Abstract
Introduction
Over the last few years we have been studying some of the problems of verifying properties of formall specifications written in LOTOSI, the In this paper we give an overview of some of the work we have carried out, including the techniques and tools used, and two kinds of case studies considered. We describe our experiences with two particular case studies in some detail: a communications protocol and a control device for a dual mode radiotherapy machine. The former case study originates from a major U.K. defence contractor and the latter is an abstraction of a real mLachine. While some aspects of these two particular studies have been reported elsewhere, e.g. in [13] and [24 we use these two studies here to of verification issues, as well as reporting on further work on the s1,udies.
' L a n g u a g e of T e m p o r a l O r d e r i n g Specification
illustrate what we k ave learned about various aspects 2 
LOTOS
The reader is referred t o the LOTOS standard [lo] and [l] for an introduction to LOTOS. LOTOS consists of two parts: so-called Basic LOTOS, for describing interaction and flow of control, and ACT ONE, for describing eqpationally specified abstract data types.
Basic LOTOS is very similar to CCS [all, drawing some aspects, particularly multi-way synchronisation, from CSP [9] .
The semantics of LOTOS specifications are given by structured labelled transition systems (defined by inference rulerj). Various relations based on observable behaviour may be defined over these systems; we have found the most useful relations for verification purposes are weak bisimulation congruence and the testing relation cred. The full definitions of these relations may be found in [lo] .
Briefly, two processes are weak bisimulation congruent if they have the same observable behaviour in all contexts, ignoriing occurrences of the internal action, and two processes are related via the cred preorder if, in all contexts, whenever one process passes a test, the other process does too. We choose these relations as the system under examination will probably have to interact with other systems, therefore it is important that it behaves in the same way in all contexts.
Two other relations commonly used are bf strong bisimulation equivalence and trace equivalence. We generally reject these; the former is often too strong because it does not give the internal action its unobservable status, and the latter is too weak because deadlock properties are not preserved.
In this paper, for brevity, we give specifications mainly written in Basic LOTOS. However, it is important to note that a good deal of our work has been concerned with Full LOTOS, i.e. specifications which also contain abstract data types, c.f. [24] and [15] .
Verification and Validation
The terms verification and validation may be defined in a variety of ways in the literature. Although we do not feel that the distinction between them is crucial, we define them in the following, very general, terms.
verification Formal mathematical manipulation of properties using known truths and axioms. Typically, more generic properties such as mutual exclusion and freedom from deadlock are considered.
validation Proof by experimentation. Validation typically involves non-exhaustive analysis of a property specific to the particular example by testing and/or simulation methods, e.g. observation of the occurrence of a certain event.
Verification and validation are both concerned with specifying the system in the desired way (with respect to best practice), and with specifying the desired system (with respect to the informal requirements).
Given this understanding of verification and validation, what techniques do we have a t our disposal to demonstrate that certain properties hold for a specification? Moreover, how may our perception of what needs to be proved alter with experience of a particular scenario?
Techniques
A verification technique used commonly in the process algebra literature is: given two descriptions of the same system, show that the two descriptions are related by one of the behavioural relations. Although we most often use a congruence relation (for the reasons given above), we can also use a preorder, which expresses some notion of partial specification, i.e. one description describes only some aspects of the system, while the other describes the full system Examples of the use of these techniques are given in sections 5 and 6.4.
Another useful technique which straddles the border between verification and validation is property testing. This technique is based on the ability to express desirable (or undesirable) properties of a system as a test using process algebra. Although the underpinning of this technique is formal (it is based on testing equivalence 5]), it is often aut,omated by LOLA [22] . We will give some examples of property simulation, or state reac I, ability techniques, e.g. using testing and show the use of two different tools for carrying out proofs in section 6.
Finally, we briefly mention a technique which requires the introduction of another formalism. Process algebra is constructive and useful for expressing properties in which the ordering of events must be specified explicitly; however, we sometimes need to express properties such as safety and liveness directly, and these require a non-constructive formalismsuch as temporal logic. A more extensive study of this topic may be found in [14].
Tools
Although there are many tools available for LO-TOS, the functionality of most of them is related to editing, syntax-checking, compilation, etc. There are comparatively few tools which deal with the verification activities mentioned above. We consider some of the tools we might adopt below.
Several tools check equivalence between two process algebra expressions. Those we are aware of can be split into two groups: those based on semantic reasoning and those based on syntactic reasoning.
The first group includes, for example, AUTO [20] , which is part of the LITE toolkit [19] , and Czsar 171. We consider these tools to be based on semantic reasoning because they transform the specifications into graphs (labelled transition systems) and apply sophisticated and efficient partition algorithms to decide equivalence. These tools have the advantage of speed and full automat>ion, but, as a special representation is used, the proof steps (assuming we can look a t intermediate steps in the proof process) are not informative. In particular, if a proof fails, we may not gain any information as to why it failed. These tools are also prone to the state explosion problem, and cannot deal with infinite graphs (usually finiteness conditions are applied to the input, thus restricting the range of possible processes). A further disadvantage of these tools is that they are limited to Basic LOTOS and it is our intention to be able to reason about Full LOTOS processes. Any attempt to extend these tools to Full LOTOS will either result in loss of information, if data types are simply ignored, or in an explosion in the size (usually infinite) of the graph, if data types are encoded in the gate names, t o give a Basic LOTOS process.
Similar equivalence checking tools exist for other process algebras, for example, the Concurrency Workbench [3] . These tools can be used with Basic LOTOS because of the FC2 ascii format which encodes the labelled transition system in a form readable by several tools.
The alternative to the graph-based approach is to use tools which are based on syntactic reasoning, i.e. manipulation of process algebra expressions via the inference rules of the transition system or equations of the chosen behavioural relation. Thus, we can avoid the need for a special representation for processes and provide proofs which are simple and easy to follow, being merely applications of the axioms of the relation. The main drawback of this approach is the lack of automation and high reliance on the skills of the user, who must frequently guide the proof. This may also be seen as a benefit, as such close interaction may lend additional understanding of the system under examination. Only a few tools are available for LOTOS which work on this principle, the main one being the tool of Inverardi and Nesi [SI. ( 
Case studies
The two case studies presented in the following two sections illustrate quite different verification requirements and approaches to discharging those requirements. In the first study, verification involves formalising and demonstrating satisfaction between two specifications, and in the second study it involves formalising and demonstrating that an undesimble property does not hold for a specification.
More specifically, the first case study involves the common verification problem of demonstrating that a desired relati'onship holds between a given specification and a given implementation i.e. the very realistic case when the implementation has not been derived from the specification directly. This case study, see [13] and [15] for more details, considers an abstraction of a read communications problem for which the specification, implementation and verification requirements were llaiial down at the beginning. The problem was originallly proposed by an industrial collaborator, but is interpreted here as a login protocol, since the real end-user; application is confidential.
The second case study involves specifying the highlevel behaviour of a control device for a linear accelerator, or medical radiotherapy machine. In this case study we use LOTOS t o specify the high-level control processes, and then attempt t o prove that the specifications permit safe, or possible unsafe, behaviours. Thus, an initial activity is t o identify the safe, and unsafe, behaviours. Several specifications are developed in [24] ; here, we concentrate on only two such specifications. (Note: verification of some of the actual assembler software controlling such a machine is contained in [Xl] .)
In each ca:je study, for brevity, we abuse the LO-TOS notation and omit various nonessential features (e.g. listing; observable events, process termination type) where possible.
Login ]protocol
This example involves four entities, A, B, C and D, communicating as shown in figure 1 , in which a box represents an entity, and a G represents a message (sent in the direction of the arrow). Each message is labelled by mx, where x is a number in (1, 3, 4, 5 , 6, 7). Informal interpretations of the mx are also given in figure 1 . Messages of the form px or nx are positive and negative acknowledgements, respectively, to the corresponding mx messages2
We were initially given two formal descriptions of the system: a specification in the form of a group of protocols describing separately the interactions between A and 13, B and C, and B and I), and an implementation given by a group of processes corresponding directly to A, B, C and D. We were also given an intuitive informal description of the system. Close inspect,ion of the formal descriptions, given by a grammar, revealed inconsistencies with respect to the intuitive informal description; in order t o have a formal description which matches our intuition we re-specify the system, using LOTOS for the new descriptions. Samples of th(e new LOTOS descriptions are given in the next section. We deliberately do not remove obvious inconsistencies between the specification and the implementation because one of the problems we wish to consider is the difficulty of reconciling the differences between at specification and an implementation 2Note that some messages only require a positive acknowledgment, while others require both positive and negative acknowledgments {(see figure 1) -this is to do with the nature of the messages ,which they acknowledge, e.g. it does not make any sense to allow C to respond in a negative way to the message m 6 "deallocate". To help illuminate the system, we invented a possible interpretation of our own which provides some intuition as t o what happens in the system, although it is not an exact match. We view the system as follows: A is a user wishing t o log-on to a system with a username and a password. c takes a username and checks that it is valid. D takes a valid username, acknowledges receipt of the name, and then returns the corresponding password. B co-ordinates these activities t o ascertain if A is a valid user and has supplied the correct password. B has an internal timer which "times out" if D does not reply to the communication within a previously set time limit. B must send deallocation messages to C and D when they are no longer required. Since we use Basic LOTOS to model the example, the password and username are not in the formal description of the system; a future extension might be to move to Full LOTOS and to include these features.
T h e problem in LOTOS
Communication in the system is governed by protocols P i , P2 and P3. Each protocol describes the interface between just two of the processes in the system, e.g. P2 describes the interface between B and C, conipletely ignoring the actions of A and D. This means the alphabets of the LOTOS processes P I , P2 and P3 are disjoint. We give an informal description of just one of the protocols, P2, below, together with its formal LOTOS description.
D
In the protocol P2, B sends m3 to C which must be acknowledged by p3 or n3. Following p3, B may or may not send m6 to C which must be acknowledged by P6. [I m5; t c a n c e l ; p5; m6; p6; m7; p7; p i ; B ) ) ) endproc m3 Pp..
n3 b p 6
Now we have formal descriptions of the specification and the implementation, we can try to verify that the implementation is correct with respect t o the specification. Part of our problem is choosing the best way to express this requirement formally.
Formalising t h e verification require-
Given that we have two different descriptions of the system, the verification requirement can be expressed as: does the implementation (the processes A, B, C and D) satisfy the specification (the protocols P I , P2 and ~3 ) ? , i.e.
where sat stands for one of the LOTOS behavioural relations (probably a congruence relation, therefore the orientation of the equation doesn't matter) and An alternative approach is to consider reflecting the modular nature of the specification (the protocsols are all disjoint) in our formulation of the conjecture to be proved; possibly also simplifying the proof process. This gives
and the correctness of the system as a whole is expressed by ( (2) A (3) A (4) ).
As they stand, equations (2), (3) and (4) are not quite correct since the language of the left-hand expression may not be the same as that of the right-hand expression, e.g. A I B will use events not mentioned in
Pi.
The most straightforward way of ignoring these events is t o use the hide operator, but it may he possible to find an interpretation of sat which takes account of the extra events. As discussed in section 2, our choice of relations in LOTOS is restricted to weak bisimulation congruence, testing congruence and the cred preorder. None of these relations can abstract away information about the events in the way we require for this example, therefore in formulating our verification requirement we hide the extra actions.
A further problem, if we choose the modular formalisation of the verification requirement, is that we must be sure that satisfying the correctness of the parts is the same as satisfying the system as a whole. Since Pi, P2 and P3 are concerned with distinct aspects of the system, it seems likely that the verification can safely be split into parts. In general, we can say that the success or otherwise of this formalisation depends on choosing the right methods of splitting up the system, hiding unimportant events, making individual proofs, and recombining the results.
From the above discussion we can see that there are several ways of expressing the verification requirement (if we consider the three different behavioural relations mentioned above as interpretations of sat), and that none of them seems either more or less appro'priate than the others. Indeed, this is one of the problems of verification; ensuring that the formalisation of the verification requirement(s) reflects our intuitive picture of these requirements. To try to gain more understanding of the practical differences between different formalisations we approach the verification from ;an experimental point of view; we try to prove each conjecture given by different instantiations of equations (2) and we replace sat in these equations by either weak bisimulation congruence, testing congruence, or cred (and then we also reverse the order of the operands). The advant,ages of this approach are that no special implementation is required, that the system may be easily extended to other relations just by defining new rule sets, and that the proofs of equivalence are fully automated if the rule set is complete, i.e. confluent and terminating. Although we can obtain a complete rule set based on a subset of the equations in appendix B.2.2 of [lo] , too many aspects of weak bisimulation congruence are omitted.
Use of tools
For example, in hand proofs a particularly useful law is the one which allows us to convert instances of the parallel operator into instances of action sequence and choice. If we add rules expressing this law t o our rule set it becomes non-terminating; leaving us with a semi-decision procedure for the relation. This was not unexpected, since weak bisimulation congruence is undecidable in general. This requires us t o alter our proof strategy to include hand proofs in the case of RRL asserting that two processes are inequivalent.
During our lirst proofs with RRL we discovered several deficiencies in the approach. The main one was the inability to express recursion in the rewriting framework, but we also found RRL t o be inflexible and difficult t o operate. To solve both of these problems we adopted a new tool, PAM [17] , the process algebra manipulator. PAM is a rewriting tool, parameterised on a definition of a process algebra, with some special features built in to make defining and reasoning about process algebra equivalences easier PAM also has a nice graphical interface and is very easy to use. We have defimetl input files for PAM which allow us to manipulate processes using the equations of strong and weak bisimulation congruence, branching bisimulation congruence and testing congruence. We also have some rules relating t o the reduction of processes with respect to the cred preorder, however, these reductions are sound only under certain conditions and should be used with care.
Essentially, PAM is an automated pencil and paper, so although it helps with the book-keeping of a proof, i.e. ensuring that axioms are applied correctly, recording which axioms are applied, and eliminating transcription errors, it can provide only partial automation of the proof because user guidance is required to determine which rule to apply next. A lesser drawback is that PAM is limited to Basic LOTOS; however, we hope that a new version of PAM, VPAM [18], will allow us t o reason about Full LOTOS specifications. If we pursue this direction, a problem t o be overcome is that VPAM assumes the CCS model of communication (two-way synchronisation) whereas LOTOS has multi-way synchronisation. Note that PAR$ does not suffer from this problem: the communication mechanism is completely user-defined.
Detailed descriptions of our experiences with RRL and PAM may be found in [15] ; the next section gives an overview of our results.
Results
An initial attempt to show the specification is equivalent to the implementation, using RRL, fails, regardless of the relation chosen to replace sat in equations ( 5 ) , (6) and (7). As mentioned above, this on it's own is not a conclusive result since we only have semi-decision procedures for the relations. Further examination of the normal forms (i.e. the terms obtained by applying the axioms of the relation until no more can be applied) of the left and right hand sides of the equations highlights irreconcilable differences between them and, in fact, we can show by hand that none of these interpretations of the verification requirement holds. The system is not correct.
The reason for the failure of the proofs is that the protocols constitute a partial specification of the system, and within process algebra we have only limited ways of expressing this, i.e. using cred and/or h i d e . In this case this formalisation was not good enough, mainly because the use of h i d e introduced nondeterminism t o the specification which was not present in the specification without the h i d e operator. One way to solve this problem is t o adopt a different formalism and proof technique which can express partial specifications correctly, e.g. temporal logic. Using process algebra we have to construct the system, specifying exactly which actions occur and the order in which they occur. When applying the h i d e operator we then lose important information about why certain choices are made in the system (they become nondeterministic). On the other hand, a temporal logic formulation of the protocols allows us to concentrate on the events of interest and t o express the not,ion that, some other events may occur, but without specifying exactly which events occur, how many events occur, or the order of occurence, Although our current work pursues that possibility [14] , here our aim is remain within process algebra, allowing us to continue using the tools already developed.
Since the modular approach to expressing the verification requirements fails, we try the approach which compares the processes all combined with the protocols all combined, as expressed in equation (1) . No relationship can be demonstrated here because there is no meaningful way in which to combine the protocols since they are only partial specifications of the system's behaviour. For example, we might consider using the interleaving operator, 111 , since the protocols contain no common events; however, this results in a state explosion. The resulting process contains many traces which do not appear in (A I B I C I D), and which do not reflect our intuition about the behaviour of the system.
Another way of viewing this problem is to say that the environment in which we have placed the process is not restrictive enough. When we give a partial specification we are making assumptions about the environment in which that specification is placed, and when carrying out the verification we must ensure that that information is somehow included in the evaluation of the system.
For this example information missing from the specificat,ion includes details be specified as processes and added to the original protocols, in a modular way using the constraint-oriented style of specification [as] .
Since the full example is too large to be given here, we illustrate the procedure with just one of the new specifications.
Success or failure in the system can be expressed as p r o c e s s system := m5; p l ; system 0 n3; n l ; system n4; n l ; system I i timeout; n l ; system endproc We combine this process with the protocols, using an appropriate synchronisation list.
((PI /[P1>nl,n3,n4,m5lI system) Ill p2) Ill p3
Combining the system process with P1 first helps avoid the state explosion resulting from the interleaving of the three protocols. Following a similar procedure for the other information missing from the specification, we obtain a new specification which can be shown t o be equivalent to the original implementation; i.e. using RRL we can finally prove the verification requirement is satisfied, as long as we modify the specifications to give finite processes (by replacing recursive process references by e x i t ) .
Obviously it is not sufficient to be able t o deal only with finite processes since concurrent systems typically display infinite behaviour. RRL is unable to deal with infinite processes, therefore we move to PAM with which we can prove the verification requirement is satisfied for the infinite processes given above. The move to infinite processes is not trivial as the synchronisation properties of the processes change when they are defined to be recursive. These problems were easily solved by a little trial and error.
It is interesting to note that our intuitive ideas about the verification requirement of this system were forced to change as a result of experimental formalisation and proof of the verification requirement. A large part of our work has been in the trial and error of finding out what we really wanted to prove, and what we actually could prove. Clearly, a difficult yet important task for the user of formal methods is to formalise the exact property (or properties) t o be demonstrated, and one needs t o be aware that there are no hard and fast rules about how to do this.
We now turn to the second case study.
Radiotherapy control device
This example concerns a dual mode linear accelerator and is motivated by the reports of the TheIac-25 accidents [ll] . The machine delivers two kinds of radiation therapy: electron and X-ray. The electron beam is used t o irradiate the patient directly, using scanning, or bending magnets to spread the beam to a safe and therapeutic concentration. The X-ray beam is created by bombarding a metal shield, or beam flattener; the electrons are absorbed by the shield and X-rays emerge from the other side. Since the efficiency of producing X-rays in this way is very poor, the current of the electron beam has to be greatly increased when used for X-ray therapy.
Our aim is to specify the high level behaviour of a control device for such a machine in LOTOS, and to verify the machine can only operate safely.
The problem in LOTOS
There are events for altering the beam intensit,y and the shield position: hb -high beam, lb -low benni, hs -high shield, 1s -low shield; and there are eventjs for choosing X-ray or electron mode, and for firing the electron beam: xr -X-ray mode, el -electron mode,
The 'default' situation is that both the beam and the shield are low, i.e. the machine is ready to irradiate directly with the electron beam. Therefore, in order to operate in X-ray mode, t,he beam and shield are set to their respective high intensity and high positions; after firing in X-ray mode, the beam and shield are set back to their respective low intensity and low position. At any point during a radiation treatment, the process may be interrupted and another type of treatment may be chosen or the treatment restarted.
The formal specification of Contro1l)evice is given below. The top-level process is STARTUP which calls the parameterised process SETUP to initialise the machine and set the beam and shield to low, before calling the main process TREATMENT. The pr'ocess TREATMENT offers a choice between the X-ray mode, the electron mode, or termination by exit. The processes XRAY and ELECTRON specify the X-ray and electron mode behaviour (respectiveliy); both processes call the process TREATMENT at the end of the 'noirmal' behaviour, and they may be interrupted, or disabled, by the process TREATMENT a t any point, during the 'normal' behaviour. All events are externally visible.
Verification
This specification can be deceptive: although it is quite short, the use of recursion arid the disabling operator allows for many, possibly infinite, behavi'ours. The state explosion is quite dramatic and validat,ion is not quite as simple as it might first appear.
Our particular iderest is in the safety of the specification. We note that with respect, to verification, the properties which state that something bad should not happen, as opposed t o liveness properties which state that something good should happen. The greatest danger posed by the machine is the possibility of imadiating a patient directly with the high intensity ielectron beam; this unsafe property is characterised by:
The machine i:j unsafe when the electron beam is fired at high intensily and the shield is in the low position.
In order to verify that the specification is unsafe/safe, we must show that unsafe property does/does not hold; this requires a formalisation of the unsafe property with respect to the specified traces.
We have expljlcitLy chosen to define the unsafe property, since it is easier to identify the unsafe traces than the safe ones. Note also that we need not consider all traces over all events, but only those traces which are specified behaviours of the machine. One such unsafe trace has the property that it begins with the initialisation events (i.e. lb and Is occurring in any order), and there is am occurrence of hb which is neither preceded by a hs nix succeeded by a l b or hs. Thus, when the fire event occurs, the beam is high and the shield is low. Formally, these are traces prefixed by traces of the form: ( ( 1 . b ; l s ) I (1s;lb) ); (not(hb1hs))'; hb; (not(lblhtslfire))*; fire where we use the notation * for zero or more occurrences, I for choice, and not(xly) to denote the choice of all events, excluding events x and y. For example, one such unsafe trace is: 1b;ls;xr;xr;hb;xr;hb;el;fire. Since we have identified a class of unsafe traces, namely the traces are described by a regular expression, this suggests that property testing is the appropriate verification technique.
Property testing
Testing in LOTOS is a form of state reachability analysis on the underlying labelled transition system, i.e. do certain events occur on all, none, or some paths, or traces, from the root of the system. Testing can be carried out at the level of behaviour expressions, by expanding (possibly parameterised) behaviour expressions, with respect t o a given equivalence; in our case, weak bisimulation congruence. Property testing, [22] , is a more abstract, and especially useful, form of testing for a specific property. The given property is specified as a LOTOS process, the test, which concludes with a special user-defined test success event. The test process is then composed in parallel with the process under test, synchronising on the observable events in the test process, except the special test success event. Due to the multi-way synchronisation of the LOTOS parallel operator, if the process under test can perform the behaviour described by the test process, then eventually the special test event will be observed. The tool we use to automate property testing is LOLA [22] , a simulation tool which operates by constructing and exploring the labelled transition system corresponding t o the LOTOS expression.
Properties need not be defined by regular expressions; indeed, any context-free language of traces can be specified in LOTOS. Thus, property testing is a valuable validation technique which has a formal basis.
The LOTOS process UNSAFETEST below gives the combined test and process under test, for this example. Clearly, if the test event tok can be reached, then the machine is unsafe. We would also like to be able t o conclude that if it cannot be reached, then the machine is safe. Of course, these safety judgements are made with respect to the unsafe property defined above.
Proving the specification is unsafe
For automated assistance, we used two different tools: LOLA and PAM, employing slightly different implementations of the technique.
Results with LOLA. Since LOLA is a testing, or simulation tool, we carried out property testing by simply expanding UNSAFETEST, looking for occurrences of tok (using the testexpand command). Since UNSAFETEST specifies nonterminating processes, an expansion depth is required when performing the expansions. A judicious choice of depth proved to be very important: too small and the test was rejected because insufficient process behaviour had been explored; too large and the heap was exhausted. In our case, on a Sun Sparc workstation, the test was fortunately, the test passed with depth=12. Thus, we may conclude that Control Device is not safe. We may also express property testing in terms of a relation between processes which allows us to use PAM for property testing:.
To prove the device unsafe in PAM we use the following basic formulation of the property to be proved:
tok; e x i t cred (hide Clb, hb, Is, h s , e l , x r ,f irel = true
The use of cred expresses the notion that at least one trace of UNSAFETEST has the behaviour we are looking for (the occurrence of tok), although there may be lots of other behaviours. An equivalence relation is too strong in this case as it would also take account of these other behaviours. All events other than t o k must be hidden in UNSAFETEST to make compa,rison with tok; e x i t possible.
To automate the proof, some further modificakions to the specification are necessary because of liimitations of PAM; in particular, parameter passing is not supported. The main modification, which is syntactic, is that instead of having a parameterised pr'ocess SETUP as above, we have two processes SETUPHL and
SETUPL which are hardwired versions of SETUP [hb , hs]
and SETUP [lb, Is] respectively. The other processes of the specification are also parameterised (in proper LOTOS), but the list of actual parameters matches the list of formal parameters, therefore having no effect on the process behaviour.
Using PAM and algebraic manipulation of the property to be proved above, we are able to show that the relation holds, and that therefore the radiotherapy machine is unsafe. This serves to reinforce the result gained with LOLA.
Proving the specification is safe
A simple modification to the specification, to make it safer, is to remove the parallelism in the process SETUP, i.e. to replace the parallelism in SETUP by: e v 2 ; e v i ; e x i t and to replace SETUP[ls,lbl by SETUP [lb, Is]. Now consider verifying that this specification is safe.
Property testing was a good technique for the first specification because it was unsafe, i.e. it passed the unsafe test. But now we want to prove that the uiasafe property does.not hold, i.e. that the unsafe test is never passed. Property testing, in general, only provides a semi-decision procedure when the processes under investigation are infinite: in these cases, test rejection proves nothing conclusive as we can only try a finite number of test depths. In addition, we can never be sure that we have considered all possible test cases.
However, testing can be used to reason about infinite processes, if they have a finite number of states. Namely, one way to prove that the test is never passed is to transform the combined specification into iz set of recursive equations and then examine the nonrecursive prefixes to ensure that the test event does not occur.
Results with PAM.

in UNSAFETEST)
Experience with LOLA and PAM. Initial attempts witlh property testing were that for every depth tried, as expected, the UNSAFETEST test was not passed, and for depths>l3 the result was inconclusive as the memory is exhausted. So, what next?
While a major drawback of LOLA is the inability to explictly manipulate expressions, a nice feature is its ability to recognise multiple occurrences of the same state. Unfortunately, initial attempts to find a finite number of states failed, and we were, at first, baffled by this. However, the computer is always right (or at least it was in this case!), and by changing to PAM, where the user is required to interact closely with the terms of the proof, we discovered the problem. The test event tok clearly does not occur on any finite trace and s t~ .we conclude (by unique fixed points) that the test cannot be passed. Note that with PAM we draw this conclusion manually, because the implementation of the cred preorder does not allow us to prove conjectures of the form (PI cred P2) = false, whereas LOLA is able to recognise duplicate states and conclude automatically (for a specific depth, of course) that the test is always rejected.
Further extensions to this case study include interaction with an operator and data types modelling shield and beam positions and error messages. For brevity, we present only the introduction of data types.
6.6
In this section we consider an extension to the specification which enables us to more explicitly reason about, and avoid, unsafe behaviour. Namely, we would rather be able to check that we are not in an unsafe state before firing, than have to be concerned with the way in which an unsafe state state is reached. Full LOTOS is ideally suited to modelling this need for state, since values are not only offered with events, but also processes may be abstractions over values. Thus, our processes may be parameterised by the status of the beam and the shield and then, instead of reasoning about the traces leading up to an event, we need only consider the current status of the beam and the shield before firing.
We now proceed to parameterise the processes by the status of the beam and shield and to extend the specification to include the reporting of errors. We also use correct LOTOS syntax here, since it is now important to indicate the observable events and process functionality.
Datatypes. Three datatypes, in addition to the usual (library) type boolean, are required in this specification: the type SHIELD, the type BEAM, and the type ERROR. The specifications of these types are given in Figure 4 .
The type SHIELD includes two constants: up and down, and a test for equality.
The type BEAM includes three constants: h i g h , mid, and low, and a test for equality. Three values are included to model the possibility that the beam intensity may fall outwith the expected intensities. A more detailed specification would include many more discrete values for this type (perhaps it should be countably infinite), but for our purposes, one value which is neither h i g h nor low will suffice.
Finally, we include a type of errors, to indicat,e that unsafe and nonstandard states have been reached.
Processes. The processes are similar to those in the first specification, with the addition of parameterisation over beam and shield values. But there are a few differences.
The first is that since we are no longer be concerned with traces, but rather with the status of the beam and shield when a f i r e event occurs, the other events (i.e. those which alter the status of the beam and shield, and the choice of xray and electron mode) will be hidden.
The second difference is that we have dispensed with the process SETUPand perform the relevant, set up events sequentially (as in the safer specification introduced earlier). Also, while LOTOS does permit value high eq high l o w e q low low e q high high e q mid l o w e q mid mid e q low mid e q mid mid e q high endtype f a l s e ; t r u e ; t r u e ; f a l s e ; f a l s e ; f a l s e ; f a l s e ; t r u e ; f a l s e ; t y p e ERROR i s boolean s o r t s error opns u n s a f e , nonstandard : -endtype .> e r r o r 
Results
This study of the radiotherapy machine demonstrates one of the clearest benefits of using formal methods: uncovering design errors3. Accordingly, the proof of the existence of erroneous, or unsafe behaviour of the machine was easier, and more convincing, than the verification of the safer specification.
This study also demonstrates the usefulness of a formally-based validation technique: often the simplest of techniques takes us quite far in discharging proof obligatioins, though it did, ultimately, break down as an autornated technique. When it did break down, we needed to change to a less automated tool such as PAM which allowed us to investigate the problem and then to recognise the transformation, particular to our specification, required.
We took two approaches to specification and testing: one was trace, or history, based and the other was state based In the trace based approach, we considered only the traces which were specified as valid machine behaviours, i.e. they all begin with lb or Is.
A more comprehensive approach to safety would be to consider all traces leading to unsafe behaviour and then relate them to the specified behaviour in order to construct a Fault-tolerant specification. Also, we did not attempt ko show, in a formal way, that our specification of the unsafe traces was a most general description. In the state based approach, it was much easier to see that we have a most general description of the unsafe behaviour, since it is captured succintly in one (structured) event. This example offers a good ---3Unfortunately, neither formal methods nor good software engineering practice were employed by the designers of the Therac-25 software, which did permit fatal radiation overdoses.
illustration of how the specification style can affect the ease and techniques of verification.
A further feature of this study, is that the disable operator prevented a seemingly simple extension from a specification without values to one with Values, since values cannot be passed over the disable operator. This suggests that this operator should be introduced into a specification with great care, and that further properties of [>, w.r.t. the various congruences and equivalences, should be studied (e.g. under what conditions does Pi [> Pi = P hold?). We have also demonstrated the need, sometimes, to use "local" laws: laws which do not hold for all processes, in general, but do hold for the ones under inspection.
Discussion and Future Work
We found that the majority of verification requirements were not generic properties, i.e. absence of deadlock or livelock, but properties specific to the application. Of course those properties may involve an instance of a generic property. Given this observation, it is important to note that although verification is a highly formal, rigorous activity, it is only as useful as the specifierldesigner's intuition about the crucial features of the system. This means that there is also much informal reasoning about what is really going on in the system and many failed proofs, relating to incorrectly formulated properties or to errors in the specification, before we obtain our final verification result.
Moreover, failed proofs are often more useful than successful ones in that they can reveal faults in the specifications. One is therefore led to ask what do final verification proofs reveal? -only correctness with respect to the particular properties which we had the foresight to consider important.
Equivalence and satisfaction requirements have traditionally been seen as the main focus for verification;
and when (at least) two descriptions of the system are given, it seems obvious to try to relate them using a behavioural relation. However, since most of these relations are undecidable, the task can never be completely automated. Moreover, a good deal of effort has to be put into understanding the difficult theory underpinning the various equivalences and into determining how they relate to the actual verification requirements of that system. The issues are considerably more complex for LOTOS because of the interconnections between the data type and process parts.
Detailed understanding of the underlying theory is also important when a verification process fails; one must be able to distinguish between failure because a property does not hold, and insufficient theory to to demonstrate that it holds.
On the other hand, given a property which is easily formulated in terms of traces, property testing is a relatively easy and effective technique, even though it too is underpinned by the more complex theories of the bisimulation and testing relations. Of course property testing does not provide a complete solution, since not all properties can be described in this way.
A method of expressing more abstract properties of a system is to use a temporal logic. Although there is some use of logic for Basic LOTOS, for example [4] and [14] , the problem of adding data types has not been fully addressed. (We are aware of only one reference to Full LOTOS and logic, namely [8] .) To this end, we are currently developing a new semantics for Full LOTOS, which permits open processes (i.e. processes abstracted over data), and an associated temporal logic [16] .
We did not address here in any depth how specification styles affect the verification tasks, mainly due to the lack of space. In [24] and [15] more examples of Full LOTOS specifications are given; these demonstrate how the verification process can become much harder with the introduction of data types.
We are continuing to explore these problems through further case studies using LOTOS including: 0 the desi n of side-stick controllers in fly-by-wire aircraft f2.51;
0 the implementation of a general semaphore by three binary semaphores;
the equivalence of three specifications of the infamous stack, written in entirely different specification styles, including very different process/data boundaries; 0 a simulation of a railway network including single and double track, and full four aspect signalling.
Conclusions
Our major conclusion from these studies is that there is not one notion, or concept, of verification for LOTOS, nor is there one equivalence/relation which captures all the verification requirements. Moreover, there are numerous techniques available for discharging the requirements.
Formal verification remains an extremely difficult task, with few models to follow. A great deal of time, and experience, is required to determine just what is to be verified, and then how it is to be verified.
Validation methods generally have better tool support; this means there is a quick gain in confidence of correctness. Perhaps this is enough, since verification typically takes longer, requires more specialist knowledge, and often fails to show what one set out to show in the beginning. However, we do believe that formal verification has a particularly vital role with reference to high integrity systems. In pursuit of evidence for this conviction, we presented some of the specifications (from the second case study) to colleagues for informal verification; in nearly all cases, the unsafe behaviour was not detected. Thus, some formal verification is clearly necessary when considering applications and problems of this nature.
To increase the uptake of verification methods, more guidance for verifiers, in the way of more published in-depth case studies and guidelines for carrying out verification, must be provided. This document is an initial attempt to fulfill that need.
