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ABSTRACT OF THE THESIS 
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Elastomer Using Machine Learning Approaches 
 
By 
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Professor Lizhi Sun 
 
 
 
    
Magnetorheological elastomer (MRE) is a rubbery composite material filled with micron-sized 
ferromagnetic particles whose mechanical properties can be tailored by the application of 
external magnetic fields. Due to its magnetic and mechanical coupling effect, MRE is 
increasingly used in the field of engineering. Capturing the responses of MRE is essential for 
materials modeling and can be reached either by the physics-based finite element modeling 
or data-based artificial intelligence modeling. In this thesis, machine learning-based data-
driven models are built to discover the structure-property linkages of MRE. The proposed 
method employs a pre-trained Convolutional Neural Network (CNN) and also an artificial 
neural network (ANN) to evaluate the critical features of the material microstructures that 
lead to precise predictions for the critical mechanical properties of MRE. It has been proven 
that these approaches can make compelling predictions while dramatically reduce the time 
needed for the calculation process. With low computation cost, the machine learning models 
also exhibit great potential in microstructure optimization. 
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CHAPTER 1: INTRODUCTION 
 
1.1 Magnetorheological elastomer 
1.1.1 Background 
 
Magnetorheological(MR) materials, which belong to the smart material family, are 
composite materials that have magnetically polarizable particles suspended in some 
functional suspension or elastomer matrix. Smart materials are classified as materials 
whose material properties can be controlled by external factors. Similar in principle to 
electrorheological materials, the mechanical properties(stiffness, damping, and 
hysteresis) of MR materials are altered by the application of an external magnetic 
field. 
 
MR materials include MR fluids, MR elastomers, MR gels, and MR foams [1]. These 
kinds of materials have received significant attention since the first study published 
on a magnetic fluid by Thomas Rabinow in 1948 [2]. Moreover, in 1951, based on the 
discovery of the magneto-rheological phenomenon by Rabinow, 
magnetorheological(MR) fluids were proven to be commercially viable and suited to 
many applications. When no magnetic field is applied to the MR fluids, the magnetic 
particles are randomly distributed in the liquid. However, in the presence of an 
external magnetic field, the magnetic attraction appears between the particles and 
form chain-like structures. Compared with other electrorheological fluids, there are 
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several advantages for MR fluids, like lower power consumption and considerable 
change in moduli. However, there are still some defects exist, especially the settling 
due to the different specific gravity of the magnetic particles, which result in the 
reduction in the performance, even the failure of the MR fluids [3]. These 
shortcomings prevent them from having broader applications. Due to the stability and 
durability of the hard matrix, MRE can overcome many of those problems and have 
become a hot topic in the field of materials science. 
 
Magnetorheological Elastomer(MRE) is a class of MR materials which consists of 
micron-sized ferromagnetic particles embedded into an elastomer matrix which was 
firstly investigated by M. Jolly in 1996 [4]. With an applied magnetic field, the particles 
exhibit a MR effect, providing a field-dependent property to the material. The 
characteristic response of MRE can be affected by many factors like the matrix, size, 
distribution, composition and percentage volume of the ferromagnetic particles, and 
whether the ferromagnetic particles are aligned in chains or randomly distributed. 
Changing these factors will result in the variance of the rheological properties of MRE, 
including viscosity, elasticity, and plasticity. The ability to control the macroscopic 
mechanical behavior of these materials by external magnetic fields makes them 
attractive to several engineering applications [11-13].  
 
1.1.2 Particle distribution 
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The manufacturing process has a strong influence on the behavior of MRE. The most 
commonly used ferromagnetic particles are pure iron particles, which are 
magnetically permeable with relatively high saturation and low remnant 
magnetization that result in the MR effect (Carlson and Jolly) [5]. Rubbers such as 
natural rubber, silicone rubber, thermoplastic rubber and synthetic rubber (Chen et 
al., Lu et al., Zhu et al.) [6-8] are typically used as a matrix material. The particles are 
added to the elastomer before it is cured, and they are either randomly dispersed in 
the matrix or aligned by an external magnetic field during the curing process [9]. 
 
    
                                             (a)                                                      (b)               
Fig. 1 SEM images of magnetic particles in a polymeric elastomer matrix: (a) particles 
aligned by the applied magnetic field, (b) randomly dispersed particles [9]. 
 
The image in figure 1 shows the Scanning Electron Micrographs (SEMs) of 
ferromagnetic particles in a silicone polymeric elastomer matrix; the image (a) on the 
left is an elastomer ferromagnetic composite with the external magnetic field during 
the curing, in which the aligned ferromagnetic particle chains along the direction of 
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the magnetic field can be clearly seen. The image (b) on the right is an MRE in the 
absence of the magnetic field during the manufacturing process, whose particles are 
randomly distributed. Once the MRE is cured without the influence of a magnetic 
field, the solid elastomer matrix prevents the random-dispersed ferromagnetic 
particles forming chains in the presence of another magnetic field. Thus, the MRE 
with chain-like structures exhibits a massive difference in material properties 
compared with the randomly distributed MRE. For example, the anisotropic MRE 
(with chains) has a stronger MR effect than the isotropic one [14]. Moreover, the MR 
effect is most significant when the applied magnetic field is in the direction along the 
particle-chains [19]. This evidence shows a strong correlation between the MR effect 
and the microstructure of an MRE. 
 
1.1.3 MR effect 
 
In past decades, various researchers have been spending their efforts in seeking the 
underlying mechanism of the MR effect. The dipolar interaction model, which 
considers the magnetic dipolar interaction between neighboring filler particles, is one 
of the most commonly used physical models. It assumes that particles are small 
enough to be regarded as magnetic dipoles, which magnetized in the same direction 
of the external magnetic field [20]. Two kinds of particle interaction models are 
presented in figure 2 [21]. 
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Fig. 2 Schematics of two possible mechanisms of particle interactions in an MRE: (a) 
dipolar interaction between particles in a straight chain, (b) dipolar interaction in a wavy 
particle chain [21]. 
 
Where is the particle diameter, 𝑏 is the the horizontal distance, and ℎ  is the vertical 
distance between two neighboring particles. 
Under the assumption that the particles form a straight chain (Fig.2a), the magneto-
static energy 𝑈 is defined as: 
 
𝑈 =
𝜇0𝑚
2
4𝜋𝑟3
(1 − 3𝑐𝑜𝑠2𝜃)  
 
where m is the dipole moment, 𝑟 is the inter-particle distance, 𝜇0 is the vacuum 
permeability, 𝜃 is the angle between the line connecting the two dipoles and the 
direction of magnetization. As shown in figure 2a, when the material undergoes a 
shear deformation 𝛾 , the angle 𝜃 changes and the distance 𝑟 increases as 
𝑟 = 𝑟0𝑐𝑜𝑠𝜃: 
  
𝜕2𝑈
𝜕2𝛾2
            = 3
𝜇0𝑚
2
𝜋𝑟03
 
 
(1) 
(2) 
𝛾 = 0 
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According to this equation, the change in the interaction energy contributes to the 
shear stiffness, which is always positive. It has served to explain the increase of the 
shear modulus of MRE under a magnetic field [22]. 
 
However, based on the available micrographs of MRE, some researchers [23-25] show 
that the particle chains are often wavy-like rather than straight, as sketched in figure 
2b. Some work has also been done for the wavy model [21] [22], which make it 
possible to explain the MR effect in tension and compression. 
 
In engineering applications, MRE devices are always under various kinds of mechanical 
loads. Thus, besides the pure magnetic interactions, the behavior of MRE under an 
applied normal pressure has also been studied. Through dynamic mechanical tests, 
the MR effect of MRE was found to be dependent on the frequency and strain 
amplitude [15]. A dipole interaction model was established by Dong et al. [16] to 
illustrate the MR effect of MRE under a given normal pressure. 
 
 
Fig. 3 Representative volume element composed of  
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two adjacent dipoles for an anisotropic MRE [16]. 
 
Figure 3 illustrates a representative volume element composed of two adjacent 
dipoles with dipole moments of 𝑚1 and 𝑚2, where 𝑚1 = 𝑚2 = 𝑚. r and 𝑑0  are the 
radius and the distance of the two dipoles. F is the shear force that overcomes the 
magneto-static force between the two adjacent dipoles. The magnetic-induced shear 
modulus is given by: 
 
∆G = n
𝐹
𝛾
 
 
Where γ is the shear strain, and n is the number of particle chains in a unit cross-
section. Shen et al. [17] obtained the expression of the magneto-static force where 
the magnetic-induced shear modulus ∆G is determined by: 
 
∆G =
9
8
ϕ𝐶𝑚2(4 − 𝛾2)
𝑑0
3𝜋2𝑟3𝜇0𝜇𝑝(1 + 𝛾2)7/2
 
 
where 𝐶 is the influence coefficient with the effect of the other particles, ϕ is the 
particle volume fraction,  𝜇0 is the vacuum permeability, and 𝜇𝑝 is the relative 
permeability of the particles. The shear modulus of the MRE at zero field is defined as 
[18]: 
 
𝐺0 = 𝐺𝑚exp (
2.5𝜙
1 − 𝑆𝜙
) 
(3) 
(4) 
(5) 
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where 𝐺0 is the shear modulus at zero magnetic field, 𝐺𝑚 is the shear modulus of the 
elastomer, and S is the crowding factor. The relative MR effect is defined by the 
relative change of the shear modulus with and without the magnetic field: 
 
relative MR effect =
𝐺0
𝐺0
 
 
This is an important parameter that positively determines the tunable stiffness range 
of MRE devices. Based on the equations above, both ∆𝐺 and 𝐺0 increase with the 
application of normal pressure. Thus, the influence of the normal pressure on the 
relative MR effect depends on whether the change of 𝐺0 is more significant than that 
of ∆𝐺. 
 
1.1.4 De-bonding 
 
The unique internal structure of MRE can result in the local stress concentration 
between the particles, which causes de-bonding between particles and elastomer at 
low strain, as shown in figure 4. A de-bonding model was built by Coquelle et al. [20] 
based on the application of Griffith failure criterion [26]. 
 
(6) 
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Fig. 4 Model of de-bonding between two spheres [20]. 
 
The gaps between particles have a significant impact on macroscopic properties such 
as magnetic permeability, electrical, and optical properties [27]. The shape of the gap 
can be predicted using the following equation with an angle 𝜃𝑐𝑎𝑣𝑖𝑡𝑦  up to 40: 
 
𝑓(𝑟, 𝜃𝑐𝑎𝑣𝑖𝑡𝑦) = (
𝑢 + 𝑎(1 − 𝑐𝑜𝑠 𝜃𝑐𝑎𝑣𝑖𝑡𝑦)
(𝑎𝑠𝑖𝑛𝜃𝑐𝑎𝑣𝑖𝑡𝑦)2.2
) 𝑟2.2 +
𝑔
2
 
 
Where 𝑢 is the applied displacement and 𝑔 is the gap between the spheres of radius 
𝑎 as shown in figure 3. The local stretch 𝜆 below the de-bonded area is given as:  
 
𝜆(𝑟) =
𝑓(𝑟, 𝜃𝑐𝑎𝑣𝑖𝑡𝑦) + ℎ(𝑟)
2ℎ(𝑟)
 (8) 
(7) 
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ℎ(𝑟) =
𝑔
2
+ 𝑎(1 − √1 −
𝑟2
𝑎2
 ) 
 
For a displacement 𝑢 as shown in the figure, the shape of the cavity is defined by the 
function 𝑓(𝑟, 𝜃𝑐𝑎𝑣𝑖𝑡𝑦). The de-bonding occurs at crack groa wth rate that the loss of 
elastic strain energy is higher than the adhesion energy per unit surface area 𝐺𝑎. The 
relation between 𝐺𝑎 the adhesion energy per unit surface area and the local stress 𝜎𝑐 
is presented by:  
 
𝜎𝑐 = √
8𝜋𝐸𝐺𝑎
6𝑎 sin (2𝜃𝑐𝑎𝑣𝑖𝑡𝑦)
 
 
where 𝐸 is the effective modulus, 𝑎 is the radius of the particles, and 𝜃𝑐𝑎𝑣𝑖𝑡𝑦   is the 
angle which defines the cavity.  
 
Most previous work analyzing MRE utilizes traditional approaches, which are physics-
based and are generally accomplished by solving governing field equations 
numerically, while satisfying the appropriate material constitutive laws and the 
imposed boundary and initial conditions. However, these methods need specialized 
knowledge in mechanics as well as substantial computational resources are therefore 
impractical for the need for rational material evaluation and design. Some recent 
work like [64] has attempted to apply a statistical technique to find the geometry of 
(9) 
(10) 
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the particles inside the matrix. They successfully established Pair correlation functions 
for the positions of the particles inside the elastomer and statistically characterize the 
distributions of the particles in the MRE samples. Inspired by this work, another data-
driven method was applied in this thesis: Machine Learning (ML). Compared with 
other methods, machine learning techniques are bested suited for this task and can 
lead to dramatic savings in both time and effort. 
 
1.2 Machine learning techniques used in material science 
1.2.1 Background 
 
Machine learning is a type of data-driven method that automates analytical model 
building. It is a system that can learn from data and then make predictions with 
minimal human intervention. Samuel A. described the idea of machine learning as “a 
field of study that gives computers the ability to learn without being explicit.” There 
are numerous applications of machine learning, and data mining is one of the most 
significant functions. The ability to establish correlations between multiple features is 
not only feasible in computer science but also can be applied in other fields like 
medical, engineering, and materials science.  
 
Machine learning can be roughly divided into three categories based on the different 
learning process. Every sample in the dataset used by machine learning algorithms is 
given the same set of features. If known labels are set for the samples, which means 
12 
 
that corresponding outputs for the samples are given, this kind of approaches is called 
supervised learning. When the samples are unlabeled, it is hereafter referred to as 
unsupervised learning. Supervised learning is aiming at finding the relationships 
between the features and labels of the given dataset, while unsupervised learning is 
trying to discover an unknown class of items without human intervention [28]. 
Reinforcement learning is another machine learning method, where the learner is not 
told every action to take, but instead discover which action results in the best reward, 
by trying every step repetitively. 
  
The field of machine learning has advanced significantly in recent years, strongly due 
to the fast improvement in computer performance. These advances have narrowed 
the gap between materials science and computer science. In these collaborations, it is 
essential to fuse the data-driven modeling with the laws in physics and mechanics. 
Machine learning approaches are deemed to operate in an agnostic manner and 
function as a black box. They are designed to simplify the computation process and 
what they finally learn are purely data correlations while the physically based models 
aim to address the mechanisms and the complex internal structure of the material 
system. Therefore, it stands to reason that a good combination of these two 
approaches can allow us to take the advantages of both methods. 
 
1.2.2 Degradation detection 
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There has been growing popularity in the use of machine learning methods in studies 
of diverse phenomena in material science. Detection of material degradation using 
machine learning is among the most popular topics for researchers. Bayesian Network 
(BN) and machine learning techniques are utilized by Andrea et al. [13] to identify 
relevant micromechanical and microstructural variables that influence the direction 
and rate of the fatigue crack propagation. The training data is generated by results 
from a high-resolution 4D experiment of a small crack propagating in situ within a 
polycrystalline aggregate and crystal plasticity simulations.  
 
Figure 4 [13] describes the procedure to identify a deterministic driven force for crack 
propagation. A simulation of microstructures of propagating cracks was created as the 
dataset according to the experiments (Fig. 5a and Fig. 5b). A BN framework is built 
using the data set to compute correlations (Fig. 5c and Fig. 5d). Then a functional 
form of the deterministic driving force metric is discovered through a machine 
learning approach (Fig. 5e). In the end, a comparison is made for the analytical and 
the machine learning model. 
   
14 
 
 
Fig. 5 Sketch of the adopted procedure to identify a data-driven deterministic driving 
force for small crack propagation [13]. 
 
Similarly, another machine learning model, Convolutional Neuro Network(CNN) is 
applied by Wang and Hu [30] to detect pavement crack, and principal component 
analysis is used to determine the detected pavement cracks. The cracked an un-
cracked 
Pavement regions can be distinguished with high accuracy. 
  
Some researchers have also studied corrosion of materials. Atha et al. [31] present 
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different convolutional neural network–based approaches for corrosion assessment 
on metallic surfaces. Another CNN was trained by Liu et al. [32] to segment Coating 
Breakdown and Corrosion (CBC) in natural color images. Both the defects on the 
surfaces and the edges are detected.  
 
1.2.3 Structure-property linkage discovery 
 
Besides, the microstructure-property linkage of composite materials has also been 
studied. As mentioned in the previous section, supervised learning has the capability 
to catch the correlation between the input features and output data. Thus, it is a 
desirable tool to identify and extract robust and reliable structure-property 
relationships. Liu et al. [32] explore and present multiple viable ways to 
computationally efficient predictions of the microscale elastic strain fields in a three-
dimensional voxel-based microstructure volume element (MVE). More specially, a M5 
model tree and newly designed features are used to perform the data experiment. 
Following the same idea, the microscale elastic response as a function of the material 
microstructure (also called the elastic localization linkage) has also been investigated 
using a machine learning-based model [34]. In this study, the contexts are considered 
as a link to the higher scale information that can influence and determine the 
microscale response. The large-scale prediction problem is separated into self-
contained sub-problems, connecting macroscale characteristics of microstructure 
MVEs to microscale characteristics of each composite material sample.  
16 
 
 
Yang et al. [35] create a deep learning approach, and it is implemented to model an 
elastic homogenization structure-property linkage in a high contrast composite 
material system. The deep learning model is aimed to capture the nonlinear mapping 
between the three-dimensional material microstructure and its macroscale stiffness. 
A similar approach is used to predict the microscale elastic strain field in a given 
three-dimensional voxel-based microstructure of a high-contrast two-phase 
composite [36]. A feature-engineering-free, high accuracy, low computational cost, 
and high generalization model is built to study Process-Structure-Property(PSP) 
linkages in complex materials systems. 
 
1.2.4 Material design 
 
Furthermore, machine learning techniques have been utilized in the search for 
predicting material properties as well as designing new materials with desired 
properties. An approach to design hierarchical materials using machine learning and 
finite element analysis is proposed by Gu et al. [37]. Microstructural patterns have 
been created that lead to tougher and stronger materials, which are validated 
through additive manufacturing and testing of 3D- printed samples. They show that 
machine learning can be used as an alternative method of coarse-graining – analyzing 
and designing materials without the use of full microstructural data with a significant 
increase in computational efficacy over conventional methods.  
17 
 
 
Making full use of some failed reaction data, Raccuglia et al. [38] demonstrate an 
alternative approach that a SVM-derived DT algorithm trained on reaction data is 
used to predict reactions for the crystallization of templated vanadium selenite. 
Compared with traditional strategies, this new approach successfully predicting 
conditions for new organically templated inorganic product formation with a higher 
success rate.  
 
Hautier et al. [39] used a Bayesian network to extract features from 183 common 
oxides in the ICSD database and successfully predicted 209 new ternary oxides. 
Compared with the traditional method, the calculation cost was reduced by nearly a 
factor of 30. The same method is used by Meredig et al. [40] to forecast the ternary 
compounds, instead of only ternary oxides. They successfully predicted 4500 kinds of 
ternary compounds with thermos dynamic stability, where the computation time was 
reduced by six orders of magnitude compared with a single first-principles calculation. 
 
1.2.5 Other applications 
 
Machine learning has been applied to the field of material science for various 
purposes like degradation detection, property prediction, and new material design as 
summarized above. Besides, it is also employed to solve some other problems related 
to materials science that involves massive computations and experiments. For 
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instance, Han et al. [41] and Abbod et al. [42] studied the design of the process 
parameters in material synthesis; Several data experiments have been conducted to 
determine the state of a battery during operation [43-45]; Some researches are 
focusing on image processing of microstructures, like Texture Synthesis[46] and CT 
analysis[47]; Snyder et al. [48] adopted machine learning methods to solve a 
prototype density functional problem; Phase diagram prediction is also achieved for 
different materials using data-driven techniques[49-51]. 
 
1.3 Problem statement and methods 
 
While those studies mentioned in the previous sections demonstrate possible 
applications of using machine learning in materials science, they were mostly focused 
on the machine learning model itself and considered little about the effectiveness and 
accuracy of the physical models which are used to generate the dataset. Furthermore, 
very few studies have been done for MRE with the application of machine learning 
algorithms considering the effect of the magnetic field. Thus, in this work, we aim to 
build data-driven machine learning models to predict elastic property in a MRE with 
physics-based datasets.  
 
The process of our study is analogous to the framework shown in figure 6 [52]. 
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Fig. 6 The fundamental framework for the application of machine learning in material property 
prediction [52]. 
 
Firstly, features are extracted and selected to identify the attributes that are 
associated with property prediction. In this study, the feature of the MRE is selected 
to be the microstructure, more specifically, the particle distribution inside the matrix. 
The corresponding materials property is selected as the response of MRE under the 
magnetic and mechanical coupling effect. Then a dataset needs to be set up the 
training process. Since the property of MRE can be altered by applying an external 
magnetic field as well as a given pressure, two separate datasets containing an 
ensemble of randomly generated 2-D MRE microstructures were made to study the 
magnetic and mechanical response of MRE. For both datasets, the digital 2-D 
microstructure are transferred into FE models with the same size, volume fraction 
and material properties but different particle distributions. The FE models in the first 
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dataset are applied with a deformation while only a magnetic field is added for the 
samples inside the second dataset. The response of each model is then computed 
employing standard protocols based on the use of periodic boundary conditions and 
the commercial finite element software, ANSYS. They were calculated using the finite 
element method and then collected and treated as the ground truth to build the 
datasets. Each dataset consists of two parts: The training set, which is used to train 
the machine learning model; The testing set, which is used to evaluate the model 
after the learning process. 
 
Second, the mapping relationship between the input microstructure and the output 
elastic response is found through the machine learning models. Two machine learning 
models, a transfer learning model with a pre-trained Convolutional Neural Network 
(CNN) and also a Multilayer Perceptron (MLP) neural network, were utilized to learn 
the features from the microstructure models and give predictions. Since the inputs 
for these two networks are different, data in both datasets have been modified to suit 
the models. Several data experiments have been made to optimize the models and 
find the causes of the existed problems. 
 
Finally, some possible optimization scheme and general conclusions have been made 
for both approaches. In the end, a predicting model was made to find the particle 
distribution that has the most uniform stress field. 
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1.4 Scope 
 
This dissertation consists of five chapters: 
 
Chapter 2 creates the datasets used for the training process. First of all, a FE model of 
MRE is created based on ANSYS, and the detailed construction process is presented. 
Some important factors, such as the distribution of the iron particles, the meshing, 
the boundary condition, and also some otherl concepts that can affect the result have 
been discussed. Moreover, a similar model which considers the effect of the magnetic 
field is built by ANSYS MAXWELL. The results of both models are summarized and 
validated using previous works. Additionally, a combination of Python and APDL is 
used to simplify and accelerate the calculating process. Finally, the input and output 
data are collected and modified to form the datasets. 
 
Chapter 3 addresses the detail of the transfer learning approach and the pre-trained 
CNN model which are utilized in this study. A general introduction of this approach is 
firstly presented. The architecture of the model is then conducted and discussed. 
Base on the training result, two additional data experiments are developed to find out 
the weaknesses of the model. 
 
Chapter 4 attempts to use another data-driven method, the MLP neural network, for 
solving the same problem. The structure of the network, as well as the training 
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process, are classified in detail. Furthermore, the trained model is evaluated using the 
testing data and the results are discussed and summarized. In the end, a new model 
for designing the microstructure of a MRE is built on top of the trained MLP network. 
 
Chapter 5 gives general conclusions for this work and makes suggestions for future 
researches. 
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CHAPTER 2: Microstructure 
 
2.1  Introduction 
 
In this chapter, we are aiming to create the datasets for machine learning purpose. In 
order to evaluate the performance of machine learning models in predicting the 
effective elastic properties of MRE, the datasets should reflect the ground truth. The 
ideal data should be generated from the experiments, however, obtaining the real 
data is time-consuming and highly cost since a massive amount of data is needed. 
Therefore, we assume that the finite element models applied on digitally generated 
microstructures can capture the ground truth and it is then be used to generate the 
datasets. For this study, we create 2-D digital microstructures and obtain their 
response by finite element analysis. Similar works have been done by previous 
researchers [33] [34] [37] for other composite materials. In order to make a better 
match for the FE-based data and the convolutional neural network, their FE models 
exhibit a square or cubic shape as shown in figure 7 [33]. 
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Fig. 7 An example of a Microscale Volume Element [33] 
 
The black and white phases represent two different materials and each little cubic 
particle inside the MVE is consider as a single element in FE analysis. However, this 
model does not match the real experiments where the particles are mostly spheres. 
Besides, the cubic element is unable to capture the specific stress field around the 
particle, which results in inaccurate outcomes. 
 
In this study, the microstructure models are constructed based on two basic 
principles:  
1, the models should be physics-based and give an accurate simulation of the ground 
truth;  
2, the models should have a simple structure that can be produced at a fast speed. 
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Following these guidelines, 2-D FE microstructure models are generated using ANSYS. 
Due to the limitation of the computation resources, we are not able to do a 
simulation of a real MRE specimen. Instead, Representative Volume Elements(RVEs) 
of MRE is employed to form the models. Each RVE consists of a square matrix and 12 
round particles inside it, as shown in figure 8.  
 
 
Fig. 8 The microstructure of a RVE sample. 
 
The properties of the RVE are modified to match with previous works, the exact value 
is presented in Table 1. 
 
Table 1  
Property of the RVE 
 Material type Young’s Modulus (GPa) Poisson’s Ratio 
Matrix Natural Rubber 195 0.28 
Particles Iron 0.0078 0.47 
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Using [53] as a reference, the size of the matrix for the RVE is chosen to be 50𝜇𝑚 x 
50𝜇𝑚 while the radius of the particles is 3.5𝜇𝑚. Thus, the volume fraction of the MRE 
is calculated to be 18%. Considering the huge difference in the Young’s modulus 
between the two components, the matrix is considered as an elastic material while 
the particles are assumed to be rigid. Additionally, all the analysis is based on the 
assumption of small deformation (<5%).  
 
According to Shen et al. [17], two sources of stress should be considered for MRE: The 
first type of stress is caused by the mechanical interaction of particles and matrix at 
zero magnetic field. If the MRE is under pure shear load, the off-state shear stress 𝑡0, 
can be expressed as:  
 
𝜏0 = 𝐺0(𝜇1𝜆
𝑎1 + 𝜇2𝜆
𝑎2 + 𝜇3𝜆
𝑎3 + 𝑝) 
 
Where 𝐺0 is the shear modulus of the matrix, 𝜆 is the principal deformation ratio 
under simple shear that 𝜆 = (𝛾 + √1 + 4𝛾2/2), and 𝛾 is the shear strain. The other 
constants are obtained by experiment results. 
 
Another kind of stress is given by the interactions between magnetic dipole moments 
caused by the external magnetic field. The shear modulus increase, Δ𝐺, can be 
determined from equation (4). And the general shear stress–strain relationship is 
(11) 
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described as: 
 
𝜏 = 𝜏0 + Δ𝐺𝛾 
 
Base on the previous work, in order to study the behavior of the MRE, both the 
magnetic response and the mechanical response should be considered. Thus, in this 
thesis, the RVE samples are then divided into two categories: RVEs with a given 
displacement and RVEs with an external magnetic field. Their reactions are collected 
and modified into two separate datasets. 
 
2.2 RVE with an initial displacement 
2.2.1 Particle distribution 
 
Subjected to an external magnetic field, the magneto-active polymer undergoes a 
change in its mechanical properties due to the MR effect. Although the magnetic field 
is not applied in this section, the relative position of the iron particles inside the 
matrix can still strongly influence the mechanical property of MRE. So, the features of 
the RVE, in another word, the input of the machine learning model, is selected to be 
the particle distribution inside each RVE. When no magnetic field is applied to the 
MRE during the curing process, the iron particles are randomly distributed inside the 
matrix. The RVE models of MRE are generated based on this phenomenon. Some 
RVEs of different microstructures are shown in figure 9. 
(12) 
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Fig. 9 Visualization of three randomly distributed RVEs. 
 
Python codes are created to guide the model making process and make sure that 
every RVE has a unique microstructure. Specifically, the matrix of RVE is created at 
the beginning. Then, the first particle is placed into the matrix with a random location. 
After this, the second particle is also randomly assigned. If the overlap happens, the 
second particle will be placed in another position. If everything goes fine, the process 
will continue until all the particles have been assigned.  
 
2.2.2 Meshing 
 
In this study, the plane 183 element is used to construct the model FE model and the 
quadrilateral meshing is applied as shown in figure 10. The elements are refined at 
the interface between the particles and the matrix considering stress concentration.  
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Fig. 10 Local meshing around a round particle. 
 
 
According to the concepts of Green’s functions utilized in composite theories [54-55], 
the response of particular particle voxel is strongly influenced by some short-range 
interactions with neighboring particles in its local environment. If two particles are 
placed to be too close to each other, a unique finer meshing has to be done to 
capture the local stress distribution. In order to reduce the computation cost and 
accelerate the model making process, a minimum distance has also been set for the 
gap between the particles. 
 
2.2.3 Boundary condition 
 
The FE model is defined to be a RVE of the original MRE sample. Therefore periodic 
boundary conditions are set on all the four sides of the model for all displacements.  
In this section, we are considering the response of the mechanical loading alone. 
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A small displacement (3%), which is caused by compression is applied between AB 
and DC along the y-direction as shown in figure 11. The length of the square RVE is 
50 𝜇𝑚, therefore the displacement is 1.5 𝜇𝑚. 
 
 
 
  
 
 
  
 
 
 
 
 
 
 
                          
Fig. 11 Loading condition of the RVE. 
 
Following the protocol of the previous study [56], the periodic boundary condition is 
applied to the RVE as follows: 
 
𝑢𝐴𝐷 − 𝑢𝐵𝐶 = 0,      𝑣𝐴𝐷 − 𝑣𝐵𝐶 = 0 
 𝑢𝐴𝐵 − 𝑢𝐷𝐶 = 0,   𝑣𝐴𝐵 − 𝑉𝐷𝐶 = 1.5 
                                                𝑢𝐷 = 𝑣𝐷 = 0        (to eliminate the rigid body motion) 
 
Where 𝑢 and 𝑣 are displacement components along the X and Y axis. 
To apply this boundary condition in ANSYS, a re-mesh has to be done for the original 
model. One hundred new nodes have been created are distributed evenly for each 
A B 
D C 
Y 
X 
(13) 
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side of the model before meshing. For every two nodes that is symmetrical about the 
X-axis or the Y-axis is selected to be a couple. Correlation functions are created for 
these coupled nodes to provide the periodic boundary condition mentioned in 
equation (13).  
 
After the boundary conditions are added to the model, the strain field of the RVE is 
then calculated by ANSYS. Figure 12 shows the elastic strain of the RVE sample in the 
y-direction. 
 
 
 
Fig. 12 An image of the strain distribution in  
the Y direction exported from ANSYS. 
 
It can be observed from this figure that the deformation at the boundaries of RVE is 
not smooth. The undesirable shape is due to the boundary condition application 
process. Instead of applying the periodic boundary condition on the four sides of the 
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RVE, the coupled nodes are used to simulate this process. Considering computation 
cost, the number of nodes is set to be 400, which results in local irregularities. 
However, from the strain field of our model, no irregular strain has appeared on the 
boundary. Thus, this model is still acceptable. Additionally, strain concentration 
appears in a column shape between the particles that are very close to each other in 
the y-direction, which is in accordance with previous work. 
 
2.3 Model with a magnetic field 
2.3.1 FE model 
 
In this section, the RVE models with a magnetic field are considered to generate the 
second dataset for the machine learning model. Random distribution is still used to 
generate the RVE, and the same meshing is applied. Since we are only focusing on the 
response of RVE under the influence of the magnetic field along, the periodic 
boundary condition has been modified as follows: 
 
𝑢𝐴𝐷 − 𝑢𝐵𝐶 = 0,      𝑣𝐴𝐷 − 𝑣𝐵𝐶 = 0 
 𝑢𝐴𝐵 − 𝑢𝐷𝐶 = 0,       𝑣𝐴𝐵 − 𝑉𝐷𝐶 = 0 
                                                𝑢𝐷 = 𝑣𝐷 = 0        
 
Where no initial deformation is applied to the RVE this time. 
 
(14) 
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2.3.2 Magnetic field 
 
In this section, an external magnetic field is applied to the RVE to study the magnetic 
behavior of MRE. Since the traditional version of ANSYS is limited in the ability for 
doing the comprehensive analysis on magnetic problems, an extension of ANSYS, 
ANSYS MAXWELL, is used in order to obtain the magnetic response of the RVE. The FE 
models created in the previous section are exactly duplicated to ANSYS MAXWELL, 
where an external magnetic field is introduced. Using previous experiments as 
references [57], a simple model is built to simulate the magnetic field for the RVE 
shown in figure 13: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13 Sketch of an MRE with the magnetic field applied  
through electromagnetic coils. 
 
The orange square RVE inside the MRE sample is the same as the model generated in 
the previous section. The relative magnetic permeability of the iron particles is set to 
be 4000 and for the matrix is 1. The coils with current going through create a 
RVE 
 
MRE 
 
Coil 
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magnetic field for the RVE, whose magnetization behavior is shown in figure 14. The 
result is comparable with previous work [19]. 
 
 
 
 
Fig. 14 Plot of the magnetic induction of RVE. 
 
 The corresponding magnetic response is then exported from ANSYS MAXWELL and 
used in further analysis. 
 
2.3.3 Magnetic force 
 
The data calculated in section 2.3.1 is the magnetic response, in another word, the 
body force and moment of the iron particles caused by the magnetic field. In order to 
get the mechanical response of the RVE provided by the applied magnetic field, the 
magnetic force is applied to the FE model. Figure 15 shows how the force and 
moment caused by the magnetic field were added to a single particle. 
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Fig. 15 A particle in the FE model with the 
applied magnetic force and moment. 
 
The body force exported from ANSYS MAXWELL is treated as two concentrated forces, 
vertical and horizontal, acting in the center of the particle. The moment of the 
particle, is transferred into two force couples, applied uniformly at the boundary of 
the particle. Since the iron particle is considered as rigid in this study, the stress 
concentration and deformation inside the particle due to the applied concentrated 
load can be ignored. To apply the load in the exact location, the FE model has been 
re-meshed to generate new nodes in the center as well as on the boundary of the 
particles. The periodic boundary condition of the FE model has also been altered. We 
are intended to study the magnetic response of the RVE along in this section, thus the 
displacement set in the y-direction in section 2.2.3 is canceled. The stress and strain 
of the RVE are then calculated and collected. 
 
2.4 Dataset construction 
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In this section, two datasets are created separately for machine learning as 
mentioned in the first section of this chapter. In order to create these datasets with 
high efficiency, different coding methods are employed. First of all, ANSYS APDL is 
used to generate and calculate the FE models at a fast speed. Moreover, MAXWELL 
script is employed to simplify the operation process for obtaining the magnetic 
response. Finally, Python is used to combine different soft wares and guide the whole 
process. 
 
Figure 16 shows the procedure for creating the first dataset, which is the mechanical 
response of RVE. 
 
 
Fig. 16. Sketch of the procedure for generating the first dataset. 
 
In the beginning, a Python code is used to generate a random location of the twelve 
particles inside the RVE. The location is in a digital form and it is exported to the APDL 
code to replace the initial particle distribution which was used to create the last 
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model. And then the TXT form APDL code is exported to ANSYS and provide the 
location. An image of the microstructure will be automatically seized and stored. The 
elastic response will also be calculated and exported as part of the dataset. In detail, 
we calculate and collect the stress, and strain for all the nodes of the RVE and print 
them in a text file for further analysis. By repeating the steps in the green box, 
altogether 2000 RVE models were created. Their images, as well as the TXT files of 
elastic response, are collected and passed to the first dataset. 
 
For dataset two, a similar approach is used as illustrated in figure 17. 
 
 
Fig. 17 Sketch of the procedure for generating the second dataset. 
 
The first step is basically the same. The location of the particles is generated in a 
digital form. Besides the APDL code, the information about the particle distribution 
has also passed to the MAXWELL script. Then a calculation is done in MAXWELL and 
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the results are also exported to and combined with the APDL code. Both the particle 
distribution and the magnetic force shown in the figure above are used to create a 
new APDL code to calculate the elastic response of RVE under a magnetic field. The 
results of the FE analysis are used to build the second dataset. However, due to the 
limit of time and computation resources, only 200 samples are made for the second 
dataset. 
 
2.5 Other concerns 
2.5.1 Chain structure 
 
In the previous sections, all the FE models we mentioned are randomly distributed 
RVES. Since we are focusing on the specific kind of material, MRE, the chain structure 
is a matter which cannot be neglected. When an external magnetic field is 
implemented during the curing stage of MRE, depends on the relative position of 
particles, attraction and repulsion forces can appear and form ‘wave-like’ irregular 
chains of particles along the external magnetic field. The interaction between the iron 
particles create the field- dependent mechanical properties and make MRE unique 
from other composite materials. The RVE with chain structures exhibits a different 
mechanical property compared to the random distributed RVE. However, in this study, 
the feature of the RVEs and also the input for our machine learning model is only the 
particle distribution. Regardless of other factors, the microstructure of the chain RVE 
and random RVE do not exhibit much difference. The chain-like distribution is a 
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particular case of the random distribution, which is also included in our model 
generation process at the begging of this chapter. We assume that the RVE model 
with more than two particles forming a chain can exhibit some properties of the chain 
RVE and can be roughly referred to as the chain structure. Following this principle, 
60% of the models in our dataset can be considered as chain RVES. 
  
Figure 18a is a RVE in our dataset created following the same protocol in section 2.2.1, 
which shows a chain-like distribution. It can be noticed that the particles in the RVE 
form two chains in the horizontal direction. 
 
   
(a)                             (b) 
Fig. 18 RVEs with chain structures: (a) a randomly generated RVE that has chain-like 
structure, (b) a newly created RVE with two chains in the vertical direction for 
validation. 
 
Thus, as long as we have a vast amount of data included in our datasets, we don’t 
need to worry about the chain model. Enough simulations of the chain structure have 
already been generated through the random creating process which is able to capture 
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the unique magnetic and mechanical response. For validation purpose, we also 
created 200 samples with two standard chains as shown in figure 18b. Half of these 
samples have chains in the vertical direction while the others contain chains which 
are horizontally distributed. The detailed analysis of these chain structure samples will 
be performed in chapter 4. 
 
2.5.2 RVE models 
 
The models discussed and created in this chapter have simple 2-D structures, with 12 
identical round particles inside a square matrix. It is expected that this kind of 
structure is enough to capture the properties of MRE with little computation cost. 
Additionally, more complex FE models can be made on top of our models. For 
example, by adding more particles and changing the size of the particles, we can 
obtain a new model similar to the one presented in [73]. Also, the 3-D microstructure 
is also a possible source to create the dataset, which is utilized in [33]. The FE models 
can be changed based on the purpose of the research, as long as the features of the 
models are capable of being captured by the machine learning network. 
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CHAPTER 3: Convolutional neural network 
 
3.1 Introduction 
 
In chapter 2, two datasets have been set up for the machine learning process which 
contains microstructure images as well as the elastic response of the RVE samples. 
The Convolutional Neural Network (CNN), because of its remarkable performance in 
image processing, is employed in this chapter to find the structure-property 
correlation. As a kind of deep learning methods, CNN is able to find solutions to 
multiple problems at a time instead of dividing a problem into several steps and solve 
them one by one. A simple comparison of deep learning methods with conventional 
machine learning approaches for image processing is shown in figure 19. 
 
 
 
Fig. 19 A simplified flowchart of conventional machine learning approaches and deep 
leaning methods for image processing. 
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Compared with traditional machine learning methods, CNN is able to automatically 
extract the features from the input images, which leads to a more precise prediction. 
 
A convolutional neural network consists of an input and an output layer, as well as 
multiple hidden layers. The hidden layer is usually comprised of three basic 
operations, with these operations being repeated multiple times. These operations 
include a convolution layer, a pooling layer, and a fully connected layer. The basic 
structure of an example CNN is described in figure 20. 
 
 
 
Fig. 20 The architecture of an example CNN. 
 
The convolution layer forms the core building block of CNN models. Their job is 
tantamount to extract essential features from the input images objectively. This is 
accomplished using a set of convolution filters in each convolution layer which can be 
learned from the training data. Before entering the convolutional layer, the input 
images have been reshaped and transferred into a feature map. During the training 
process, each filter is convolved across the width and height of the input feature map, 
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computing the dot product between the filter and the input and producing a 2-
D activation map of that filter. As a result, the network learns filters that activate 
when it detects some specific kind of features from the images. Additionally, a 
technique called “padding” is utilized to change the size of the images. The detailed 
calculation process of the convolution layer can be found in many previous works [58-
59]. The general algorithm described above can be used for both 2- D and 3-D images.  
 
Another important concept of CNN is the pooling layer, which is usually employed 
after one or several staked convolutional layers. The most commonly used pooling 
layers are max pooling and average pooling, which partitions the input image into a 
set of non-overlapping rectangles and outputs the maximum value of each rectangle 
region. In another word, the purpose of the pooling layers is to reduce the size of the 
feature map, which leads to a smaller amount of computation in the network. At the 
end of the convolution layers and pooling layers, the original images are reshaped and 
flattened into a 1-D vector, which is then fed into the full connected layer. 
 
Neurons in a fully connected layer have connections to all outputs of the previous 
layer. It is commonly used in the conventional multilayer perceptron neural network, 
which we will discuss in the next chapter. Each input of the full connected layer is 
obtained from outputs after a set of convolution and pooling layers. Then these 
inputs go through the full connected layer and come to the final output layer. 
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Depending on the purpose of the machine learning model, the output layers can be 
divided into two categories: classification and regression. In classification models, the 
output layer gives a value that varies from 0 to 1, which reflects the probability of a 
correct prediction. For regression, the output layer directly provides a continuous 
value as the predicted output. 
 
3.2 Transfer learning 
 
In this study, CNN is planning to be used to find the relationships of the inputs and 
outputs and make predictions. However, it takes up to several weeks to train a 
general CNN on modern hardware, which is not an ideal choice for this thesis. 
Therefore, depended on its efficiency, transfer learning is employed in our study. By 
definition, transfer learning is a machine learning technique where a model trained on 
one task is re-purposed on a second related task [60]. More specifically, a base 
network is trained on a base dataset and task, and then we use the trained network 
for our own dataset and task for another purpose. This process will tend to work if the 
features are general, which are suitable for both base and target tasks.  
 
In this thesis, transfer learning is utilized through the pre-trained model approach, 
which can be roughly divided into three steps: First of all, A pre-trained model is 
selected from available models which suit for our task. Second, based on the 
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modeling technique used, the pre-trained model is re-structured before being used in 
the second task of interest. Finally, the model needs to be refined on the input and 
output data for our study.  
 
Selecting a suitable model is indispensable for transfer learning. A number of research 
organizations have developed varies kinds of machine learning models for 
competition purpose. These models are trained on thousands of datasets and make 
predictions on a large number of classes. The winners of these competitions exhibit a 
strong ability in extracting features from photographs efficiently. They can be 
download easily and incorporated directly into new models that expect image data as 
input. In this thesis, VGG 16 is used as the pre-trained network for transfer learning. 
 
3.3 VGG16 network 
 
VGG16 is a convolutional neural network model proposed by K. Simonyan and A. 
Zisserman [61]. The model achieves 92.7% top-5 test accuracy in ImageNet, which is a 
dataset of over 14 million images belonging to 1000 classes. It significantly 
outperforms the previous generation of models in the ILSVRC-2012 and ILSVRC-2013 
competitions and is therefore widely used by researchers. Some previous works [62-
63] successfully used it in microstructure analysis for various kinds of materials. Thus, 
it is believed that VGG16 is able to extract the essential features of microstructure 
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images and thus can be applied in for this study. The architecture of VGG 16 is shown 
in figure 21 [65]. 
 
 
Fig. 21 Schematic of the VGG 16 CNN architecture [65]. 
 
The input to the 𝐶1,1 lthe ayer is of fixed size 224 x 224 RGB image. The image is 
passed through a stack of convolutional layers, where 3x3 filters are applied. The 
process can be described by the following equation [66]: 
 
 (ℎ𝑘)𝑖𝑗 = (𝑊𝑘 ∗ 𝑥)𝑖𝑗 + 𝑏𝑘  
 
where (ℎ𝑘)𝑖𝑗 is the value of the output for the neuron in the k-th feature map with 
posthe ition of (i,j).  𝑊𝑘 is the weight of filters while 𝑏𝑘  is the bias for neurons in the k-
th feature map. The convolution operation between the input data and the feature 
map can be represented by “*”. 
 
(15) 
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The pooling process is carried out by five max-pooling layers, which follow some of 
the convolutional layers. Max-pooling is used for these layers to achieve invariance to 
small shifts in the feature maps. 
 
Three full connected layers are set after the convolutional layers and pooling layers, 
which transfers from 4096 channels to 1000 channels and finally passed to the 
classifier layer. The linear connection between these layers is shown as: 
 
𝑦𝑘 = ∑ 𝑊𝑘𝑙𝑥𝑙 + 𝑏𝑘
𝑙
 
 
where 𝑦𝑘  is the output of the k-th neuron, 𝑊𝑘𝑙 is the kl-th weight between 𝑦𝑘 
and 𝑥𝑙, 𝑏𝑘 is the bias of the k-th neuron. 
 
The classifier layer is the last layer of the VGG16 network which computes a class 
posterior probability of the input image. The classifier layer used here is the soft-max 
function. It takes a vector of K real numbers as the input and then normalizes it into 
a probability distribution consisting of K probabilities with values between (0,1). The 
predicted probability P for the j-th class given by a sample vector 𝑥  and a weighting 
vector 𝑤 is presented as: 
 
(16) 
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𝑃(𝑦 = 𝑗|𝑥) =
𝑒𝑥
𝑇𝑤𝑗
∑ 𝑒𝑥𝑇𝑤𝑘𝐾𝑘=1
 
 
The loss function used in the training process to measure the difference between 
correct labels and corresponding predicted labels. For the classification problem, the 
cross-entropy loss function is employed in this model as follows: 
 
𝐻(𝑝, 𝑞) = − ∑ 𝑝(𝑥) 𝑙𝑜𝑔 𝑞(𝑥)
𝑥∈𝑋
 
 
Where 𝑞(𝑥) is the probability distribution of the real label and 𝑝(𝑥) is the prediction 
given by the soft-max function. The goal of the total training process is to minimize 
the loss and give a more precise prediction. 
 
All hidden layers are equipped with an activation function, which is generally used to 
exploit the nonlinear relationship between inputs and outputs. The activation 
function used in VGG16 is Rectified Linear Unit (ReLU) activation function [67], it is 
formulated as: 
 
𝑓(𝑧) = max(𝑜, 𝑧) 
 
In which it provides non-linearity for the model and improve the computation 
efficiency. 
 
(17) 
(18) 
(19) 
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Additionally, the dropout layer is also an critical component of the model. It is a 
technique to improve the generalization of CNN by randomly ignoring neurons and 
their corresponding outputs from the network during the training phase. The 
percentage of dropped neurons in the total number of neurons is called the dropout 
rate. Using the dropout layer can dramatically prevent the overfitting problem.  
 
3.4 Proposed transfer learning architecture  
 
In order to make full use of the pre-trained VGG 16 network, the model should be 
modified for our purpose. In this study, we are aiming to predict the elastic response 
of MRE, which means that the final output should be an exact value. The VGG16 
network is designed to do classification and what is finally predict is the category of a 
given picture. Thus, the function of VGG network should be turned from classification 
to regression. This is done by changing the last few layers as shown in figure 22. 
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Fig .22 A sketch of the modified VGG 16 model. 
 
The original loss function in full connected layer (3) is cross entropy, which is mainly 
for classification problems. In full connected layer (4), a new loss function, Mean 
Absolute Error (MAE), is used for regression in our study. It can be expressed as: 
 
𝑀𝐴𝐸 =
1
𝑛
∑ |𝑦𝑗 − ?̂?𝑗
𝑛
𝑗=1
| 
 
where ?̂?𝑗 are the absolute values and 𝑦𝑗 are the predicted values. 
(20) 
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Besides, the soft-max layer is canceled. The function of this layer is to transfer real 
numbers into a probability distribution, which is not necessary for regression purpose. 
 
Taking advantages of the transfer learning approach, there is no requirement to 
retrain the model entirely. As indicated in figure 23, most of the layers in the models 
are frozen, the training process is only performing on the last full connected layer. 
This method has lots of benefits, such as low computation cost, better model 
structure, and most importantly, it can dramatically reduce the number of samples 
needed for training. Since we only have 2000 samples in the first dataset and 200 
samples for the second, transfer learning suits perfectly for our study. 
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Fig. 23 The training algorithm for transfer learning. 
 
3.5 Results and discussion 
3.5.1 Dataset details 
 
There are two datasets included in this study. The first dataset consists of a total of 
2000 RVEs with different particle distributions that considered the mechanical 
response; The second dataset has 200 RVEs with their magnetic response calculated. 
Since the size of the second dataset is too small, it is used as a supplement after the 
machine model has performed nicely on the first dataset. For the 2000 RVEs in the 
first data set, 1600 RVEs are used for training and the remaining 400 are used for 
validation. 
 
Each RVE sample in the first dataset consists of two parts: The microstructure image 
and the corresponding elastic response. Since there is only one output value for each 
input image, the output value is chosen to be the maximum strain in the y-direction 
of the RVE. In the original dataset, for each RVE, there are a large number of strain 
values that are collected from the corresponding ANSYS models by finite element 
method. Thus, our maximum strain 𝜀𝑚𝑎𝑥 used for machine learning is the largest 
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value chosen from all those strains. The input to the convolutional layer of VGG 16 is 
of fixed size 224 x 224 RGB image. In order to prevent data loss in the image 
reshaping process, the images generated from ANSYS has been modified to be a 
square shape. 
 
The machine learning model is built in Python 3.5 and Keras [68], which is a neural 
networks library developed on top of TensorFlow [69]. The performance of the 
models was evaluated by the Mean Absolute Strain Error (MASE) in an RVE. MASE 
reflects the average error between the predicted values and ground truth values 
calculated from FE models, which can be defined as: 
 
𝑀𝐴𝑆𝐸 =
1
𝑛
∑ |
𝑛
𝑖=1
𝑆𝑖 − ?̂?𝑖
𝑆𝑎𝑣𝑔
| × 100% 
 
where 𝑛 denotes the total number of RVEs in the selected set, 𝑆𝑖 and ?̂?𝑖 represent the 
predicted average strain and the ground value calculated from the surrogate FE 
models for the i-th RVE, respectively. 𝑆𝑎𝑣𝑔  is the average value of the maximum strain 
𝜀𝑚𝑎𝑥 we collected as mentioned above.  
 
3.5.2 Data experiments 
(21) 
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The training and validation process is carried out using Jupyter Notebook based on 
Keras. The initial result is not satisfactory, with 27.3% and 28.2% for training and 
testing MASE. The parity plots of the training set and testing set are shown in figure 
24. 
Fig. 24 Parity plots of transfer learning results. 
 
It can be observed from the parity plots that the proposed transfer learning model 
misbehaves on for our dataset. Both plots showed a square shape distribution in the 
middle, which shows that the model is only able to learn the range of the data 
distribution. In detail, the transfer learning model obtains the maximum value and the 
minimum value of the ground truth, which provides a square region in the parity plot, 
and then the predictions of the model are made by randomly assigning values within 
the learned region. Thus, inside the rectangular area, the scattered data points are 
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nearly uniform. This result shows that this transfer learning model is not able to 
capture the correlation between the microstructure image and its corresponding 
maximum strain. 
To find the cause of this phenomenon, we firstly simplify the structure of our transfer 
learning model into two parts as illustrated in figure 25. 
 
 
Fig. 25 A simplified transfer learning model. 
 
The job of the convolutional layers and pooling layers is to capture the essential 
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features inside an image and finally transfer them into a 1-D vector which contains 
most of the information. And then, the three full connected layers, which can be 
referred to as a regressor, receive the vector and give a single value as the prediction. 
Thus, undesirable predictions should be caused by the defects of these two 
components. In order to explore the effects of the feature extractor and the regressor 
on the final predictions, we build two separate data experiments for verification. 
 
3.5.3 The influence of the regressor 
 
To study the effect of the regressor along, in this section, we firstly assume that the 1-
D vector obtained from the feature extractor is exactly the ground truth. In the 
transfer learning network we developed in the previous section, only one of the three 
full connected layers is released and allowed to be trained. One layer might not be 
enough to learn the relationship between the input and output from our dataset. 
Thus, in the following data experiment, we release more full connected layers for 
training to find out whether it can give a better prediction. 
 
57 
 
 
Fig. 26 Different architectures of the regressor: (a) regressor with one trainable layer 
(original case), (b) regressor with two trainable layers, (c) regressor with three trainable 
layers. 
 
In figure 26, three kinds of architectures are presented for our data experiment. We 
use the same dataset and also the same feature extractor as presented in section 
3.5.2. The performance of these three models is shown in table 2. 
 
Table 2 
Effect of trainable full connected layers on model performance 
Number of trainable layers Training MASE Testing MASE 
1 27.3% 28.2% 
2 26.9% 28.1% 
3 27.1% 29.1% 
 
The performance of the models is still evaluated by their MASE. From the results 
given in figure 4, it is clear that the increase of the trainable layers has little influence 
on the final prediction. The model still gives random predictions within a particular 
region. Two conjectures are proposed for this result: Firstly, the 1-D value given by 
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the feature extractor is incapable of reflecting the ground truth. Secondly, the 
regressor can’t simulate the process of FE analysis. We are going to build another 
data experiment to validate these assumptions in the next section. 
 
3.5.4 The influence of the feature extractor 
 
The feature extractor, or in another word, the convolutional and pooling layers, are 
used to export a 1-D vector which contains information that can describe the input 
image. Since the reliability of the full connected layers is still undetermined, we divide 
the whole process into two parts to study the effect of the feature extractor alone. 
The structure of the new model is shown in figure 27. 
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 Fig. 27 A new CNN model based on VGG 16.  
 
To eliminate the influence of the regressor, instead of the elastic response, the 
location of particles in a RVE is employed to be the output. In chapter 2, we have 
described the FE model making the process. The particle distribution, as the only 
variable of the FE models, are randomly created by Python and then become part of 
the APDL code. The graphic expression of this particle distribution is used to create 
the image used as the input of the machine learning model. It can also be expressed 
in a digital form, which is a 1-D vector that contains 24 numbers describing the 
location of the 12 particles (x and y-direction). Since the whole calculation in ANSYS is 
done with these 24 numbers, they can precisely reflect the ground truth. Thus, in this 
section, the locations of particles are used as outputs while the inputs are still the 
images in the first dataset. 
 
Because we freeze the convolutional and polling layers, for each image, the feature 
extractor gives a particular 1-D vector, which remains unchanged during the training 
process. And then the relationship between this vector and the output is given by the 
full connected layer in the middle. The result of this data experiment is similar to the 
one shown in section 3.5.2, the predictions are randomly made within a certain 
region. It seems that the pre-trained convolutional and polling layers from VGG 16 are 
not able to capture the critical features in our dataset.  
 
3.5.5 Summary 
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In this chapter, a transfer learning model with VGG16 network is proposed for our 
study, which gives an unsatisfactory result. According to the data experiments, the 
convolutional and pooling layers of the pre-trained VGG16 network are unable to 
extract the features from the given images. The possible causes of this phenomenon 
are summarized as follows. 
 
First is about the input images. The input images in our dataset are colorful, which 
means that the input layer of the machine learning model needs more dimensions to 
receive the information and transfer it into a digital form. Data loss may occur during 
this transformation process. Since our MRE is a two-phase material, using black and 
white images might improve the performance of the transfer learning model.  
 
Secondly, the pre-trained VGG16 network is not well-adjusted for our dataset. The 
VGG16 network is trained on natural pictures, such as animals, fruits, cars, etc. It is 
good at finding the local features of an image while not sensitive to the absolute 
location. For example, when VGG16 is used to distinguish a picture of a cat, the image 
will be recognized if some certain characteristics of a cat are found, like a tail. But the 
model does not care about where the tail appears inside that image. For our study, 
the image we produced is general and straightforward, which does not contain many 
detailed features. Furthermore, the essential information hidden inside the images is 
the location of the particles. As we mentioned earlier, the pre-trained VGG16 network 
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is not specialized in finding locations. Thus, it should be modified for our work. In 
section 3.5.3, we have already changed some of the architectures of the transfer 
learning mode. However, the change is only limited to the full connected layer, the 
parameters inside the convolutional and polling layers still remain the same. Using 
our dataset to retrain the whole VGG16 model may increase the model performance, 
but there are still some other problems. First of all, our dataset is not large enough for 
training the convolutional layers. Second, it takes a much longer time waiting for the 
training process to be completed. 
 
The most significant advantage of CNN, also other deep learning approaches, is that it 
can automatically extract the features from a given image. The order of this process 
can be concluded as an image first and features second. However, in our study, it is 
totally different. As mentioned in chapter 2, we created the feature, which is the 
location of the particles. And then we use this location to generate an image in ANSYS. 
As long as we already know the features, there is no need for the feature extraction 
process. Thus, compared with deep learning methods like CNN, conventional artificial 
neural networks may be more suitable for our work. 
 
 
 
 
 
62 
 
CHAPTER 4: Multi-Layer Perceptron network 
 
4.1 Introduction 
 
Multilayer perceptron (MLP) neural network [70] is an underlying architecture of 
artificial neural networks. It is composed of three kinds of layers: An input layer, 
which is used to receive the given information; An output layer, which makes 
predictions decisions about the input; In between are hidden layers, which do the 
calculation and find the correlation between the input and output. One hidden layer 
is enough to simulate any continuous function, and when more hidden layers are 
added to a MLP neural network, it becomes a deep network. This is also the 
foundation of deep learning we mentioned in the previous chapter. The architecture 
of a general MLP neural network is shown in figure 28, which only contains three 
layers. 
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Fig. 28 A sketch of a three-layer MLP network. 
 
The detailed structure of a neural in the hidden layer and the data transferring 
process is presented as follows: 
 
 
Fig. 29 Data transferring process in a neuron.  
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A = ∑ 𝑤𝑖𝑥𝑖 + 𝑏
𝑛
𝑖=1
 
 
Where 𝑏 is the bias, 𝑤𝑖  and 𝑥𝑖 are the weight and output of the i-th neuron in the 
previous layer and the f shown in figure 29 is the activation function. As shown in 
figure 25, A neuron takes the weighted sum of outputs of all the neurons in the 
previous layer, and then pass the value through an activation function to produce the 
output. As mentioned in the previous chapter, the job of an activation function is to 
exploit the nonlinear relationship between inputs and outputs. 
 
During the training process, the parameters inside the model, or the weights and 
biases, are adjusted to minimize the error. Backpropagation is used to make those 
weight and bias adjustments relative to the error. The whole training process of MLP 
can be summarized as the motion of a constant back and forth. First of all, the 
information goes from the input layer to the output layer, where it is measured by the 
ground truth. And then, based on the calculated error, using backpropagation, the 
information pass back to adjust the parameters to move the model closer to the error 
minimum. By repeating these steps, the model is able to give a precise prediction for 
the given information. 
 
In this chapter, we are trying to use the MLP neural network to predict the elastic 
(21) 
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response for our RVEs. The MLP neural network is very similar to the full connected 
layer we discuss in section 3.5.3. Also, in section 3.5.4, we use the particle location as 
the output of the CNN network. A new approach is developed by combing these two 
data experiments and perform them on the MLP neural network. 
 
4.2 Architecture of MLP 
 
In this section, the inputs of MLP are designed to be the 1-D vector which contains 24 
numbers describing the particle distribution of RVEs. And the outputs are the 
maximum stress of the RVE samples calculated following the same principle as 
described in section 3.5.1. Instead of finding the correlation between the 
microstructure and the elastic response, the function of this machine learning model 
is more closed to a simulation of finite element analysis that is done in ANSYS. The 
architecture of the MLP model is shown in figure 30. 
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Fig. 30 The architecture of the proposed MLP model. 
 
In order to simulate the complex FE computation process, two hidden layers are set in 
between the input and output layers. ReLU activation function is still used after each 
hidden layer to provide nonlinearity for the model. The same as the previous chapter, 
Mean Square Error (MAE) is used as the loss function. Adam optimizer [71] with 
default setting is used to perform backpropagation to minimize the loss. Adam 
optimizer is an advanced optimization algorithm compared to the conventional 
stochastic gradient approach. It has many advantages such as high calculation 
efficiency, low computation cost, and adaptive learning rate. Additionally, dropout is 
applied for all the hidden layers with a dropout rate of 0.2. Figure 31 gives a detailed 
illustration of the application of dropout on a full connected network like MLP. 
 
 
Fig. 31 A full connected network with a dropout rate of 0.25. 
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4.3 Data experiments 
4.3.1 MLP Performance on the first dataset 
 
Before training, a regularization is done for the dataset. Each maximum stress is 
divided by the average of these stresses, rescaling it into a smaller region. Thus, the 
output of the data set become a ratio instead of a value. With a more precise input 
and a more straightforward structure, the MLP model performs much better than the 
transfer learning model presented in chapter 3. The parity plots of the training set 
and testing set are shown in figure 32. 
 
 
Fig. 32 Parity plots of MLP results. 
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The MASE for the training set is 2.6% and for the testing set is 8.2%. It seems that the 
parity plots of MLP of both training and testing sets exhibit much high accuracy than 
the transfer learning model employed in the last chapter. However, there are still 
some limitations to the MLP model. The error for the testing set is much larger than 
that of the training set, which is not satisfying enough. The problem might exist in the 
following two aspects: the dataset and the model itself. 
 
In chapter 2, to ensure the quality of the FE model, instead of making a uniform 
meshing for all the samples, a unique meshing is applied for each RVE. This action 
introduces new variables to the model, which might reduce the accuracy of the final 
predictions. However, since the MLP model still behaves well on the training set, it 
can be concluded that the influence of the meshing technique is not significant. 
 
As a kind of ANN model, the most significant defect of MLP is that it requires a highly 
diverse training dataset with sufficient representative examples for property 
prediction. It needs to capture the underlying essential features to a sufficient extent 
that their results can be generalized to new cases. Additionally, the learned 
knowledge of MLP is concealed in a large number of connections that leads to poor 
comprehensibility. Our dataset is not big enough and the randomly created models 
are not representative, which results in the overlearning of the model. This 
phenomenon has also observed by previous researchers. Li et al. [72] found that the 
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prediction accuracy on the training data was high, whereas the testing data was not 
satisfactory in their work. In order to overcome this problem of weak generalization 
ability for ANNs, another machine learning model, Support Vector Machine (SVM) is 
utilized. It is more suitable for small samples and can successfully overcome the 
overfitting problem [73]. It is believed that by using the SVM network, we are able to 
make a better prediction on the testing set. 
 
4.3.2 MLP Performance on the second dataset 
 
Since the MLP model is well-behaved for the first dataset, it is then tested on the 
second dataset. This dataset contains 200 samples which describe the magnetic 
response of RVEs. Because the dataset is too small, instead of divided into a training 
set and testing set, all 200 RVES are used during the training process. The training 
process is presented similar to the one as shown in the last section. The result is still 
good, with 2.4% MASE on the training set. 
  
However, 200 samples are not enough to provide robust resources for the MLP model. 
Although precise predictions are made for the training set, there is no testing set to 
examine the real performance of the model. A huge overfitting problem might be 
hidden behind those data. But, on another hand, a precise prediction of the training 
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set with limiting data provides the evidence that the model is trainable for the 
corresponding dataset. With more samples, it is believed that the MLP model will be 
able to capture the hidden features of the magnetic field and provide a good result. 
 
4.3.3 Predictions for chain structures 
 
In chapter 2, we made 200 RVE samples with chain structures which are referred to as 
an extra training set. In the section, we are using the trained MLP network from 
section 4.3.1 to make predictions on those 200 samples for validation. Results show 
that the MASE for the prediction is 14.5%. It is larger than the MASE of the testing set 
calculated in section 4.3.1, but still much smaller than the value obtained by the 
transfer learning model, which is purely random predictions. It can be seen from the 
result that the MLP model is learned to capture some properties of the chain 
structures based on our random generated model. With a larger dataset, this model is 
expected to have a better performance. 
 
4.3.4 Microstructure design using trained MLP model 
 
Accord to section 4.3.1, we have obtained a trained MLP network that is well-
performed on finding the structure-property linkage for RVES with an applied initial 
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displacement. As mentioned earlier, the MLP model is a simulation for the FE 
calculations. Compared with the traditional modeling approach using ANSYS, the most 
significant benefit for utilizing the MLP network is that it is dramatically timesaving. 
Given a 2-D RVE with a specific particle distribution, it takes approximately 2 minutes 
for ANSYS to finish the whole calculation. However, for our MLP model, it is more 
than 10000 times less, about 0.01 second. Taking advantage of this characteristic, the 
MLP model is employed to design an idealized microstructure of MRE. 
 
For engineering application, several researchers are trying to improve the material 
properties for MRE. Stress concentration is one of the most significant factors that 
influence the behavior of MRE. In this section, we attempt to minimize the stress 
concentration by changing the particle distribution inside a MRE. More specifically, a 
prediction model is created to find the RVE with the most uniform stress distribution 
based on the MLP network in section 4.3.1. 
  
To evaluate the stress distribution, a new parameter, the stress ratio is calculated for 
every RVE in the first dataset, which can be described as: 
 
𝑆𝑡𝑟𝑒𝑠𝑠 𝑟𝑎𝑡𝑖𝑜 =
𝜎𝑚𝑎𝑥
𝜎𝑎𝑣𝑔
 (22) 
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Where 𝜎𝑚𝑎𝑥 is the maximum stress in a RVE and 𝜎𝑎𝑣𝑔 is the average stress of that 
RVE. The stress ratio is treated as the output of the MLP model while the input is still 
the location of particles. The MLP model still achieves a good performance for the 
new output data, with 3.1% and 8.3% for training and testing MASE. It is kept as a 
predictor for further analysis. 
 
When the stress ratio is equal to 1, all the stresses inside the RVE has the same value, 
which means the stress distribution is totally uniform. To obtain the most uniform 
stress distribution, we need the smallest value of the stress ratio, which is close to 1. 
It is done following these steps: 
 
First of all, random particle distribution is generated using the same algorithm in 
section 2.5. Secondly, the data is sent to the trained MLP network, which gives a 
stress ratio as a prediction. And then, by repeating these two steps, we can get 
another stress ratio. The two values are compared and the smaller one is kept and 
stored. Following the same procedure, a vast number of stress ratios are computed 
and compared until the minimum value of the stress ratio is found. Finally, the 
corresponding particle distribution of the smallest stress ratio is exported and 
transferred into an image as shown in figure 33. 
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Fig. 33 A prediction of RVE microstructure with the most uniform stress distribution. 
 
It can be seen from the figure that all the particles are uniformly dispersed. Each 
particle has a relatively large distance with another, which follows our intuition. 
Although due to the error of the MLP network, it is unable to predict the ground truth 
exactly, it can be noted that the MLP prediction model has somehow found the rules 
of FE analysis. More importantly, the whole prediction process is done in several 
minutes, which is impossible for FE software. Thus, the MLP-based design exhibits an 
enormous potential in accelerating computations, allowing for further applications. 
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Chapter 5 Conclusions and future work 
 
5.1 Concluding remarks  
 
In this thesis, a transfer learning approach is firstly carried out to predict the 
structure-property linkage for MRE based on finite element analysis. Results show 
that our transfer learning model is unable to capture the hidden features and make 
accurate predictions. Several data experiments have been conducted to find out the 
problem. Some conclusions are presented as follows: 
1. The transfer learning model base on VGG16 is unable to extract the features 
from the images in our dataset, which results in an unsatisfactory prediction. 
2. The accuracy of the model can be increased by retraining more layers, but 
there are some limitations. 
3. Compared with deep learning methods like CNN, conventional ANN model 
might be more suitable for our task. 
 
And then, a MLP neural network is proposed for the same task. This newly developed 
model shows much more satisfactory predictions with a lower computation cost. 
Furthermore, an optimal design of MRE microstructure is carried out based on our 
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trained network. For the MLP model, it has been summarized that: 
1. The MLP model shows better performance than the transfer learning model. 
The error on the testing set is larger than the training set. 
2. The overfitting problem might be solved using SVM model. 
3. Compare with FE analysis, the MLP network is dramatically timesaving with high 
accuracy. 
 
Although the transfer learning model with VGG16 does not perform well in our study, 
it doesn’t mean that CNN is not able to discover the structure-property linkage for our 
MRE model. As a deep learning model developed on top of ANN, giving a larger 
dataset and better training environment, CNN is expected to have a comparable or 
even better performance. Moreover, for some complex material microstructures, 
where the features can’t be artificially extracted, CNN is the best choice. In this study, 
since the microstructure is simple and the features are easy to find, an ANN model 
like MLP is enough for the task. 
 
5.2 Future work 
 
Although this work shows the potential of the MLP model for predicting the 
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properties of MRE as well as accelerating the calculation process, there are still a 
number of improvements and further researches waiting to be done. By increasing 
the number of samples in the datasets, we can explore the magnetic response of the 
MRE in detail. Utilizing the same algorithm in section 4.3.3, we will be able to create 
MRE with designated properties. Combing with the 3-D printing technique, we can 
obtain MRE with unique characteristics. Furthermore, based on the Nano-CT images 
of real MRE, we can create complex 3-D FE samples which reflect the ground truth. By 
training machine learning models on these samples, it is expected that the trained 
network can also make predictions on real MRE. 
 
The machine learning models used in property prediction so far, including this thesis, 
are still limited to simulating FE analysis. Although they are dramatically timesaving, 
they do not optimize the results given by FE models. However, some machine 
learning techniques, like unsupervised learning and strengthen learning, is proven to 
solve tasks beyond human experience. The famous software Alpha Go, created by 
Deep Mind, defeated the best go players using the strategy that never appeared 
throughout history. These approaches might open a new gate for material science, 
solving remaining questions and exploring new theories. 
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