Abstract. Let R j denote the j th Riesz transform on R n . We prove that there exists an absolute constant C > 0 such that
Introduction
Let R n denote the Euclidean space of n dimensions and, for j ∈ {1, 2, . . . , n}, define the j th Riesz transform of a function f ∈ C ∞ c (R n ) by
p.v.ˆx j − y j |x − y| n+1 f (y) dy.
It is a classical result of Calderón and Zygmund [2] that the Riesz transforms extend as bounded operators on L p (R n ) for 1 < p < +∞ and from L 1 (R n ) into weak L 1 (R n ). More precisely, they show that for 1 < p < +∞, one has the strong-type (p, p) inequality
for all f ∈ L p (R n ), while if p = 1, their results imply the weak-type (1, 1) inequality
for all f ∈ L 1 (R n ). The method in [2] is to first establish a slight variant of the inequality (2) and then to prove (1) by an interpolation argument. The proof of (2), in turn, is argued by the (subsequently termed) Calderón-Zygmund decomposition, from which one obtains an exponential dependence in the dimension of the constant C 1 (n). Naturally, in this argument C p (n) inherits this dependence. However, the constants C p (n) can actually be taken to be dimension free, as was first shown by E. M. Stein in [12] (and can even be explicitly computed, see [8] ). It was conjectured by Stein that the constant C 1 (n) can also be taken to be dimension free (see [14, page 203] ), though the best result in this direction is that of P. Janakiraman, who showed in [9] that (2) holds with C 1 (n) = c log(n) for some absolute constant c > 0.
These questions parallel a similar line of research concerning dimensional estimates for maximal functions, including the centered Hardy-Littlewood maximal function:
Mf (x) := sup r>0 B(x,r) |f (y)| dy.
In particular, it was asserted by Stein in [11] that if 1 < p ≤ +∞, then
for all f ∈ L p (R n ), with a constant C p > 0 independent of n. The proof of this fact appeared in a subsequent paper in collaboration with J. O. Strömberg, [13] . Here, they also proved the dimensional weak-type (1, 1) estimate
for all f ∈ L 1 (R n ), where C 1 (n) = cn for some absolute constant c > 0. At present, it remains unknown whether the linear dependence in (3) is optimal. One possible approach to improving the result of Stein and Strömberg would be to establish a dimensional bound in the inequality
over all bounded measures ν of the form ν = N k=1 δ c k for any N ∈ N and c k ∈ R n , where
|B(x,r)| and ν M b (R n ) denotes the total variation of ν. Indeed, by a result of M. de Guzmán [3, Theorem 4.1.1] the two constants are comparable (and can even be taken to be the same, see [19] ). This approach has proven useful in obtaining lower bounds. In particular, the work of J. M. Aldaz in [1] establishes that the weak-type (1, 1) bound for the centered maximal function associated to cubes in R n grows to infinity with the dimension by considering the operator applied to Dirac masses (see also A. S. Iakovlev and Strömberg [7] , who subsequently improved Aldaz's result with the explicit estimate C 1 (n) ≥ cn 1 4 ). In general, as the study of such estimates on sums of Dirac masses presents the possibility for more explicit computations, the inequality (4) seems to be a simpler formulation of the problem of understanding dimensional bounds.
The main result of this paper is an analogue of de Guzmán's result for the Riesz transforms, the following Theorem 1.1. There exists an absolute constant C > 0 such that
for any λ > 0 and f ∈ L 1 (R n ), where the above supremum is taken over measures of the
|x−y| n+1 dν(y). Theorem 1.1 says that to establish a dimensional weak-type (1, 1) estimate for R j , it suffices to prove such an estimate for the operator applied to a finite linear combination of Dirac masses. Remark 1.2. Theorem 1.1 actually holds for a more general class of singular integral operators including the second order Riesz transforms; see the precise assumptions in Section 2 and more general result given in Theorem 4.1 below.
Our proof of Theorem 1.1 is an adaptation of the argument given by F. Nazarov, S. Treil, and A. Volberg in [10] and studied further in [6, [16] [17] [18] . While a direct application of these arguments yields exponential growth in the dimension, we here make suitable dimensional modifications and a careful accounting to remove this dependence. One can also recover the dimensional dependence proved by Janakiraman in [9] by our Theorem 1.3. There exists an absolute constant C > 0 such that
for all measures ν of the form ν = N k=1 a k δ c k with c k ∈ R n and a k ∈ R + .
In light of Stein's dimensionless weak-type (1, 1) conjecture for R j from [14] , this naturally leads one to pose Open Question 1.4. Does there exist an absolute constant C > 0 such that
In particular, a solution to Open Question 1.4 together with Theorem 1.1 would imply an affirmative answer to Stein's question.
This reduction to the study of Riesz transforms applied to Dirac masses -for which one has explicit formulas in terms of rational functions -leads to some interesting phenomena. For example, one finds that in the case ν = aδ c ,
, and therefore
for any λ > 0. A simple computation (see [9] , p. 553) then shows that
for n large, and so the bound tends to zero as n tends to infinity in the case of one Dirac mass! Note that this is in contrast to the case of the Hardy-Littlewood maximal function, where one has constant dependence on the dimension for a single Dirac mass.
Of course, we must understand what happens when there are multiple Dirac masses, though the geometry quickly becomes quite complicated. The question in one dimension may yield some insight into the effects of cancellation. In particular, in the case n = 1 and ν = a 1 δ c 1 + a 2 δ c 2 for a 1 , a 2 > 0 (we can always take a k > 0 by separating the positive and negative terms and doubling the constant), one can explicitly compute the level sets of Hν (as R 1 = H, the Hilbert transform) and show
for any λ > 0. This shows that in one dimension the constant does not change whether ν has one or two Dirac masses.
Moreover, in the case of more than two Dirac masses where a k = a > 0 for each k and the c k are distinct, the Hilbert transform continues to enjoy the equality (5) . Indeed, by a result of Stein and G. Weiss from [15] , if E ⊆ R is measurable with finite measure and λ > 0, one has
|E|.
In particular, if ν = N k=1 aδ c k , then for ε > 0 one defines
If ε > 0 is sufficiently small, then one can write this as a constant multiple of a single characteristic function, i.e.
, so that by the result of Stein and Weiss [15] one has
One then checks that Hν ε → Hν for Lebesgue almost every x ∈ R, so that
By the preceding identities and the asymptotics
as claimed. This prompts Open Question 1.5. Does it hold that
The plan of the paper is as follows. In Section 2, we introduce the class of operators we work with and discuss the main examples of Riesz transforms and second order Riesz transforms. In Section 3, we collect some relevant lemmas. Finally, in Section 4, we prove the main results. We begin with a result more general than Theorem 1.1, our Theorem 4.1, from which Theorem 1.1 follows immediately. We then conclude with a proof of Theorem 1.3.
Preliminaries
|x| n , where Ω is a function such that
where σ denotes surface measure on S n−1 , and (3) there exists an absolute constant C > 0 such that
for ξ ∈ S n−1 and 0 < δ < 1 n Define T to be the singular integral operator associated to a kernel K as described above:
Example 2.2. The Riesz transforms R j are examples of such singular integral operators with
One can show thatˆS
for ξ ∈ S n−1 and 0 < δ < 
and therefore
without the need for √ n in the numerator as in [9] .
Example 2.3. The higher order Riesz transforms, R ij , are also examples included in the above framework. In particular, we compute
for i = j. Meanwhile, in the case i = j, one has
Therefore one obtains
where we have used that
We next observe that for i = ĵ
Finally, it remains to shoŵ
for ξ ∈ S n−1 and 0 < δ < 1 n , for which it suffices to prove
for some c, c > 0 independent of n, as Janakiraman's computation [9, p. 553-554] implies the desired result. We first treat the case i = j. To this end, observe that
In particular This shows one can take c = √ 5 (though a more clever observation here could possibly do better).
Finally for the case i = j, we have
However in a similar way one computes |x| 4 , so that c = 2 is sufficient.
Lemmas
The following Lemma is a dimensional modification of the usual Whitney decomposition. We here adapt the argument given in [4, p. 609].
n is an open set, then we can write U = ∞ k=1 Q k , a disjoint union of dyadic cubes satisfying
Proof. Set
Denote the dyadic cubes with side length 2 −k by D k and define
F k , and F := {Q ∈ F : Q is maximal with respect to inclusion}. Then F is a countable collection of pairwise disjoint dyadic cubes and U = Q∈F Q. Moreover, for Q ∈ F, pick a point x ∈ U k ∩ Q for some k ∈ Z. Then
Lemma 3.2. There exists an absolute constant C 1 > 0 such that for all n ≥ 2,
Lemma 3.2 is precisely the claim in [9, page 542] and subsequently proved therein on pages 550-552.
Lemma 3.3. If µ is a Borel measure supported on B(x, r) and µ(B(x, r)) = 0 for some x ∈ R n and r > 0, then
Proof. Without loss of generality, suppose x = 0. Since supp µ ⊆ B(0, r) and µ(B(0, r)) = 0,
Therefore, using Fubini's theorem and Lemma 3.2, we seê
To recover Janakiranman's dimensional dependence result for the Riesz transforms, we will also need to consider the maximal truncation operator, T # , given by
The following lemma can be justified using the method of rotations and relies on the assumption that the function Ω is odd, see [4, Remark 5.2.9 on p. 341] for details.
Lemma 3.4. Let T be a singular integral operator satisfying the conditions of Definition 2.1 and further suppose that Ω is odd. There exist absolute constants C 2 , C 3 > 0 such that
Note that Lemma 3.4 applies to the Riesz transforms since Ω(
is odd.
Main Results
Theorem 4.1. There exist absolute constants C 4 , C 5 > 0 such that
for any λ > 0 and f ∈ L 1 (R n ), where the above supremum is taken over measures of the form ν = N k=1 a k δ c k for N ∈ N, c k ∈ R n , and
Proof. Let λ > 0 and f ∈ L 1 (R n ) be given. By density, we may assume f is a continuous function with compact support. First suppose that f is nonnegative. Set U := {f > λ} and apply Lemma 3.1 to write
a disjoint union of dyadic cubes where
. We begin the estimate with a standard quasi-subadditivity inequality we will repeat often in what follows. In particular, the inclusion
To control the first term, we have by Chebyshev's inequality, Lemma 3.4, and property (1) the estimate
We now control the second term. For positive integers N , let b (N ) denote the partial sum N k=1 b k . We claim it suffices to obtain an estimate for |T b
that is independent of N . Indeed,
while Chebyshev's inequality and the strong-type (2, 2) bound for T imply
By the assumptions on f , both b (N ) and b are bounded with compact support, and so the pointwise convergence b (N ) → b and Lebesgue's dominated convergence theorem imply that this term tends to zero as N → ∞. This completes the proof of the claim.
Let c k denote the center of Q k , let a k :=´R n b k (x) dx, and let
where dm represents the Lebesgue measure. Using property (2), we have
To estimate the second term, we apply Chebyshev's inequality, Lemma 3.3, and property (3) to obtain
Collecting the previous estimates, we conclude
where C 4 = 2C 2 2 +1 and C 5 = 16C 1 . The argument is thus complete in the case of nonnegative f .
In the case where f is signed, and to obtain the constants we claim in the statement of the theorem, we write f = f + − f − , and estimate
The preceding argument can then be applied to the two terms separately, and allows us to conclude the theorem with C 4 = 2C 4 , C 5 = 2C 5 , and noting that this is where we obtain the constant 2 in the term 2 sup ν |{|T ν| > λ}| and why the supremum is over ν such that
. We now prove Theorem 1.1.
Proof of Theorem 1.1. From Theorem 4.1 we have that
while the computation of Janakiraman [9] referenced above in Example 2.2 showŝ
Therefore the theorem holds with
We next prove an auxiliary result that will be of use in our proof of Theorem 1.3.
Theorem 4.2.
If Ω is an odd function, then there exist absolute constants C 6 , C 7 , C 8 > 0 such that
for all measures ν of the form ν = N k=1 a k δ c k with a k ∈ R + .
Proof. Set E 1 := B(c 1 , r 1 ), where r 1 > 0 is chosen so that
. In general, for k ∈ {2, . . . , N }, set
and set
Since the E k are pairwise disjoint we have
To control II, first notice
By Chebyshev's inequality one has
Meanwhile, Lemma 3.3 implies
Noticing that T δ c k (x) = K(x − c k ) and integrating with polar coordinates, we have
We next bound III. Since III ≤ |{h > }| we will just bound the first term and note that the same bound holds for the second term. Take a compact set F ⊆ {h > 1 4 }. Then Chebyshev's inequality yields the bound 1 4 |F | <ˆF h(x) dx.
We will bound´F h(x) dx above. First, we move to the adjoint of T , T * :
Next, we add and subtract T * χ F \B(x,(n−1)r k ) (x) and apply the triangle inequality to obtain
For the first term, we use the fact F ∩ (B(c k , nr k ) \ B(x, (n − 1)r k )) ⊆ B(x, (n + 1)r k ) \ B(x, (n − 1)r k ) and integrate in polar coordinates: .
For the second term, by Lemma 3.4 and the Cauchy-Schwarz inequality we find
≤ C 3 Ω L 1 (S n−1 ,σ) |E| .
If |F | ≤ |E|, we obtain |F | ≤ 4 Ω L 1 (S n−1 ,σ) (log(3) + C 3 ) |E|.
Otherwise, |E| ≤ |E| Putting the above estimates together, we obtain sup λ>0 λ|{|T ν| > λ}| ≤ 1 + 4C 1 + 2B max 1, Ω L 1 (S n−1 ,σ) + 2 log(n) Ω L 1 (S n−1 ,σ) ν M b (R n ) .
We conclude the theorem with C 6 = 1 + 4C 1 , C 7 = 2B, and C 8 = 2.
We finish with a proof of Theorem 1.3. λ|{|R j ν| > λ}| ≤ (C 6 + C 7 + C 8 log n)
Therefore the theorem holds with C = C 6 + C 7 log(2) + C 8 .
