Relations between the orthogonal matrix polynomials on [a, b] Abstract: We obtain explicit interrelations between new Dyukarev-Stieltjes matrix parameters and orthogonal matrix polynomials on a nite interval [a, b], as well as the Schur complements of the block Hankel matrices constructed through the moments of the truncated Hausdor matrix moment (THMM) problem in the nondegenerate case. Extremal solutions of the THMM problem are described with the help of matrix continued fractions.
Introduction
We will use C, R, N and N to denote the set of all complex numbers, the set of all real numbers, the set of all nonnegative integers, and the set of all positive integers, respectively. Throughout this paper, let q and p be positive integers. The notation C q×q stands for the set of all complex q × q matrices. For the null matrix that belongs to C p×q , we will write p×q.
We denote by q and Iq the null and the identity matrices in C q×q , respectively. In cases where the sizes of the null and the identity matrix are clear, we will omit the indices.
The continued fraction
where l j and m j are positive numbers was used by T.J. Stieltjes in [40] to determine whether there is a unique (resp. non-unique) solution of the Stieltjes moment problem. This problem is stated as follows: given a sequence (s k Here we use Krein's notation [29] for the nonnegative coe cients l j and m j , also called Stieltjes parameters.
It is well-known that the truncated or nite continued fraction of (1. T n := t t . . . t n , or T n+ := t t . . . t n+ (1.4) for ω = . See [30, Theorem 12.1a] .
In the present work, we attain a matrix continued fraction representation for the so-called extremal solutions of the truncated Hausdor matrix moment (THMM) problem: see (3.2)- (3.5) . For that purpose, we crucially use two multiplicative representations of the q × q resolvent matrices (RM) [6, Formula (3.24) and (3.37)]: 
In (1.7), (1.9) and (1.10), D k are block anti-diagonal matrices, D is a diagonal matrix,
are constant block anti-triangular matrices and m
are a ne on z and block anti-triangular matrices; see Appendix. For the sake of completeness, the expanded form of equalities (1.7)-(1.10) are reproduced in Theorem 2.6. Note that di erent multiplicative representations of the RM U ( n+ ) were attained in [37] and [5, Subsection 4.2] . The Dyukarev-Stieltjes matrix (DSM) parameters introduced in [4, Equalities (4.10), (4.18)] and [11, De nition 9], also in De nition 2.3 and 2.5, play a relevant role in this work. In particular, the asymptotic properties of the DSM parameters indicated in [11, Remark 8] and Remark 2.4 carry the representations (1.7)-(1.10) that generalize the multiplicative representation of the RM of the truncated Stieltjes matrix moment problem considered by Yu.M. Dyukarev in [22, Equalities (36) ]. In turn, the block matrices used in [22] generalize the × matrices of equalities in (1.3). Certain Stieltjes matrix parameters were employed considering the indeterminacy of interpolation problems in the Stieltjes class [23] , [24] and in the Nevanlinna classes R[a, b], S[a, b]; see [38] .
Our motivation is to give a complete characterization of solvability of the THMM problem via the DSM parameters. Such a characterization will be considered elsewhere. Proposition 4.6 and [9, Proposition 7] are directed to the mentioned characterization; see also Proposition 4.7. In the indicated Propositions, the recovery of positive moment sequences (s j ) m j= (as in De nition 1.1) from the DSM parameters are given; see De nition 2.5.
In Subsections 1.1 through 1.4, we summarize the notions appearing in the last four paragraphs.
. Statement of the THMM problem
The THMM problem is stated as follows: given an interval [a, b] 
m j= ] for m = n and m = n + is usually reduced to searching for the set of holomorphic functions, also called the associated solution set of the THMM problem
We are especially interested in nding the set of solutions
m j= ] in the case where the block matrices H ,n and H ,n− (resp. K ,n and K ,n ) are both nonnegative de nite. In the sequel, we will consider only Hausdor positive de nite sequences. In this case, the THMM problem is called a nondegenerate THMM problem. (1.6)). Denote these block matrices by
for m = n (resp. m = n + ) in the nondegenerate case is given by the following relation: Recall that as (p, q) runs over the set of nonnegative pairs, the linear fractional transformation (1.13) describes the associated set of solutions to the THMM problem in the nondegenerate case; see [11, Page 2] . Note that the THMM problem in the nondegenerate case was rst solved in [25] . 
. Extremal solutions of the THMM problem
, we attain in this work a representation regarding a nite matrix continued fraction. See Theorem 3.1. This result is a generalization of [7, Theorem 3.4] , where the extremal solutions of the truncated Stieltjes matrix moment (TSMM) problem were considered. See Remark 3.2. Matrix continued fractions were studied in [1] , [39] , [42] , [43] , [18] and the references therein.
. Outline of the work
Apart from the representation of the extremal solutions of the THMM problem (3.2)-(3.4), we additionally attain the following facts. To the author's knowledge, the results contained in the present work are also new in the scalar case. In Section 5, the scalar version of the DSM parameters m j and l j via determinants is indicated.
A brief outline of the relationships between the DSM parameters m j , l j and the polynomials P ,j , Q ,j , Γ ,j , Θ ,j , as well as the matrices H ,j− , K ,j , H ,j− , K ,j achieved in the present work is given by
Here A ←→ B means both sides possess an explicit interrelation between A and B.
The mentioned relationships complete in some sense the ones obtained in [9] :
An application of the Hausdor moment problem method, in particular of the solution set (1.13) with (1.5) and (1.6) in the scalar case, is used in [10] to solve the admissible bounded control problem of the Brunovsky control system of dimension m for m ≥ via orthogonal polynomials on [ , T] and their second kind polynomials. See also [14] and [15] .
Notations and preliminaries
In this Section, we recall same matrix notation, which appears in [11, Section 2] . Let R j : C → C (j+ )q×(j+ )q be given by
Furthermore, let
Let K ,j (resp. K ,j ) denote the Schur complement of the block bs j − s j+ (resp. −as j + s j+ ) of the matrix K ,j (resp. K ,j ). In addition, denote
6)
The quantities (2.6) and (2.7) have been de ned in [19] for a = and b = . Let
and
Note that by (2.3) and (2.10)
We also denote
Let H ,j (resp. H ,j ) denote the Schur complement of the block s j (resp. s j− ) of the matrix H ,j (resp. H ,j ): denote H , = s , H , = s and
The quantities (2.12) and (2.13) have been de ned in [19] for a = and b = .
.
Orthogonal matrix polynomials
Let us recall the polynomials P k,j (resp. Γ k,j ) for k = , and their second kind polynomials Q k,j (resp. Θ k,j ). These polynomials are essentially employed in the de nition of the RM (1.5), (1.6), in the representation of the extremal solutions (2.33), (2.34) and in the interrelations with the Schur complements and DSM. See Section 4.
In [3] , (resp. [41] ) it was proved that polynomials P k,j (resp. Γ k,j ) for k = , are in fact orthogonal matrix polynomials (OMP) on [a, b] . In [16] , explicit interrelations between P k,j , Γ k,j and their second kind polynomials were studied.
De nition 2.1. Let (s k )
j k= be a Hausdor positive de nite sequence. Furthermore, let H k,j , u k,j , Y k,j , for k = , , R j and v j be as in (1.11), (2.8), (2.9), (2.11), (2.1) and (2.2), respectively. Let
14) 20) for all z ∈ C.
For k = , , we usually omit the dependence of the polynomials P k,j , Q k,j , Γ k,j and Θ k,j on the parameters a and b.
It should be mentioned that OMP were rst studied by M.G. Krein in 1949 [34] , [35] . Further investigations of OMP were made by J.S. Geronimo [31] , I.V. Kovalishina [32] , [33] , Damanik/Pushnitski/Simon [18] and the references therein. See also [20] , [21] , [27] , [19] , [36] , [26] , [16] , [17] and [8] .
. Dyukarev-Stieltjes matrix parameters
In this Subsection, we recall the DSM parameters for the THMM problem. These parameters play a relevant role in the representation of the extremal solutions of the THMM problem via continued fractions (as in Section 3) as well as in the interrelations of the DSM parameters with the OMP and Schur complements. See Section 4. Now let us reproduce the DSM parameters M j and L j rst introduced in [4, Equalities (4.10) and (4.18)].
De nition 2.3. Let a be a real number. Let H ,j , K ,j , R j , v j , u ,j be de ned by (1.11), (1.12), (2.1), (2.2) and (2.4), respectively. Furthermore, let H ,j , K ,j be positive de nite matrices. For ≤ j ≤ n, denote by
The matrices M j (a) and L j (a) are called Dyukarev-Stieltjes matrix parameters of the THMM problem.
In the sequel, we usually omit the dependence of the DSM parameters M j and L j on the parameter a. 
for ≤ j ≤ n. The matrices l j (a, b) and m j (a, b) are called the second type Dyukarev-Stieltjes matrix (DSM) parameters of the THMM problem.
Below we omit the dependence on a and b of the matrices (2.24)-(2.28).
Let n ∈ N , and let A , . . . , An be complex q × q matrices. Let 
. Multiplicative representation of the RM of the THMM
U ( n) (z, a, b) = (b−z)(z−a) IIq − → n− k= Iq (z − a)l k− q Iq I−m k Iq · Iq (z − a)l n− q Iq IQ − ,n− (a)P ,n− (a) + b−a Θ − ,n (a)Γ ,n (a) Iq · (b − a)(z − a)Ib−z b−a Iq , (2.29) U ( n+ ) (z, a, b) = b−z IIq − → n k= Iq l k− q Iq I−(z − a)m k Iq · Iq −Γ − ,n (a)Θ ,n (a) − (b − a)P − ,n+ (a)Q ,n+ (a) q Iq (b − z)IIq . (2.30) b) Moreover, let M k , L k
be as in (2.21)-(2.23). Thus, the following representations hold:
U ( n) (z,
. Extremal solutions of the THMM problem via orthogonal matrix polynomials
In this Section, we will focus on the representation of the so-called extremal solutions through nite contin- 
are called the even (resp. odd) Krein and Friedrichs extremal solutions of the THMM problem.
Note that a justi cation of the adjective "extremal" has yet not been given. Such a justi cation will be presented in a forthcoming work. In [22, De nition 4] the extremal solutions of the Stieltjes matrix moment problem are proved to be the terminal matrices of a matrix interval.
Extremal solutions via continued fractions
To 
The following result provides a representation of the extremal solutions of the THMM problem through DSM parameters. A similar representation for the TSMM was given in [7, Theorem 3.4] . 
Proof. We prove (3.2). We apply the transformation (3.1) at X Y = q Iq to both sides of (2.29), more precisely on the left side U = U ( n) ; on the right side, U is equal to D l
considering the composition property of the Möbius transformation
we attain the following Equality:
Equality (3.2) is proved. Equality (3.3) can be veri ed by applying the Möbius transformation T to both sides
. In a similar way, to prove (3.4) one uses (1.10) at
Iq
. To verify (3.5), we rewrite this Equality in a slightly di erent manner:
Now we apply the transformation T to both sides of Equality (3.6): more precisely, from one side we set U = D − U ( n+ ) , and on the other side, U is equal to 
Relations between the OMP and DSM parameters
In this Section, we obtain explicit relations between the OMP on the interval 
and for ≤ j ≤ n,
Observe that from (4.12) and (4.7), one obtains the following identities:
(4.14)
The following Remark is veri ed by using identities from Proposition 4.1 and (4.13), (4.14).
Remark 4.2. The following identities hold:
The following Remark provides explicit relations between the Schur complement H k,j , DSM parameters l j , m j , the polynomials P ,j , Γ ,j , Q ,j and Θ ,j . Remark 4.3. Let P ,j , Q ,j , Γ ,j and Θ ,j be as in De nitions 2.1 and 2.2. Let H ,j , K ,j be de ned by (2.12), (2.13) and m j , l j be as in (2.26)-(2.28). Therefore, the following identities hold: 16) and
Moreover,
20)
Under the same conditions as the previous Remark, the following result is immediately implied.
Remark 4.4. The following identities hold:
The following Proposition allows us to express the DSM m j , l j , M j and L j via OMP Γ ,j , Q ,j P ,j and Θ ,j .
Proposition 4.5. a) Let the polynomials (Q ,j )
n− j= and (Γ ,j ) n j= be as in (2.16) and (2.17) , respectively. Thus, the following equalities hold: n j= be as in (2.14) and (2.20) , respectively. Thus, the following equalities hold:
Proof. Equalities (4.22) and (4.23) readily follow from (4.1) and (4.2), respectively. Equalities (4.24) and (4.25) readily follow from
and In view of (4.28) (resp. (4.29), the rst Equality of (4.30) (resp. the second Equality of (4.30)), and Lemma A.1 of the appendix, we obtain that K ,n (resp. H ,n− ) is a positive de nite matrix.
For the sake of completeness, we recall [9, Proposition 7] . 
The scalar case
This Section is related to the scalar version of the DSM parameters m j and l j . 
