Abstract. Let (5, Α, μ) denote a positive measure space, where A is the Borei σ-algebra of the Polish space 5 and where it is assumed that μ is a bounded measure. The main result concerns epi-lim 1/ _ 00 E"f = Ef tinder six different conditions, where / : XxS -» 1RU{ +oo }, X a Banach space, Ef(x) = J/(x,s)d/i(s), E"f(x) = / f(x,s)dß"{s), χ £ X, and where μ" is a sequence of measures converging weakly to μ.
To justify the use of probability distributions based on a (necessarily) limited number of samples to calculate estimates for the optimal solutions of stochastic optimization problems, or to obtain consistency results for statistical estimators (that may have to be chosen under constraints), Dupacová and Wets [3] showed that when the probability measures derived from the samples converge narrowly (weakly), the resulting problems epi-converge (in a probabilistic sense); in turn, this implies, in a sense that can be made precise, the convergence of optimal solutions or statistical estimators. The technique requires proving the epi-convergence of integral functionals. This is also the concern of this paper, but in a more general setting.
The results of Dupacová and Wets [3, theorems 3.7 and 3.9] axe for expectation functionals defined on finite dimensional spaces, and the conditions they use to obtain epi-consistency (almost sure epi-convergence), in particular a Lipschitz-like continuity condition on the integrand (criterion function), does not suit well the infinite dimensional setting. This excludes application of their results to certain dynamic optimization problems, in particular continuous-time stochastic control problems and to nonparametric estimation in statistics. In [5] , King and Wets obtain an epi-consistency result that is valid for reflexive Banach spaces but only for convergent sequences of empirical probability measures; their proof relies on the law of large numbers for random sets.
In this paper, we introduce a totally different technique that relies on substantially different assumptions than those in [3, 4, 9] . Even in the finite dimensional case, our results are not included in those of Dupacová and Wets [3] .
Framework and general results.
We work with the following framework: let (5, Α, μ) be a measure space with (5, d) a Polish (complete separable metric) space, d the metric, A the Borei field on 5 and μ a bounded (nonnegative) measure; without loss of generality, we may as well assume that all measures have been appropriately scaled so that we can restrict our attention henceforth to the case when all measures are probability measures. We are also given a sequence of probability measures {μ", u Ç IN}, also defined on (S,>4), that converge narrowly (weakly) to μ.
Recall that a closed-valued set-valued mapping Γ with domain S and with values in the subsets of X, s
extended real-valued function whose epigraphical set-valued mapping,
is a closed-valued measurable set-valued mapping; recall epi g = {(χ, α) | g(x) < a }; this concept is due to Rockafellar [10] . Because an extended real-valued function is lsc if and only if its epigraph is closed, it follows that (i) for all s g S, the function χ ι -» f(x,s) is lower semicontinuous. If in addition to (i),
(ii) (χ, θ) ι -• f(x, s) is Β ® ^-measurable, then, it is easy to verify that / is a normal integrand. In fact, if {Ξ,Α,μ) is complete, conditions (i) and (ii) are not just sufficient, but also necessary, for / to be a normal integrand. In a probabilistic context, normal integrands axe called random lsc (lower semicontinuous) functions.
The condition on the domain of /, means that s ι-> dom/(·, s) is constant. This condition does not restrict in any way the practical applicability of the results. If dom/(-, s) depends on s, as would be the case in general, we would have to define the integral to accommodate an integrand that takes on the value 00. The natural convention used in such a situation (minimization) is to define E{f(x, ·)} = 00 whenever ß[f{x,s) = 00] > 0. Thus, if 5 is the support of the measure μ and as long aäji-t dom f{-,s) satisfies some "natural" assumptions [16] ; if, for example, for all s 6 S, dom /(·, s) is closed, then D = n,gsdom/(-,s), provided that f(x,·) is summable for all χ g D. Having dom / closed is consistent with our next condition, although not implied by it. Note that condition 4 implies that f(x,s) > h(s) for all χ ε X. Also, observe that in most situations the functions ur can be chosen to be wr. If it is known in advance that / admits a lower bound, such as f > 7,7 € IR, we simply set ur = 7 for all r in IR+.
Note that it does not follow from this condition that h is bounded below on bounded subsets of 5.
The remaining conditions are concerned with the interplay between / and the probability measures μ and μ". In the derivation of the main results, for a number of technical reasons, it is possible to substitute for this latter condition, the following one that could be easier to verify, but does not necessarily hold in many interesting applications.
Condition 5(alt). The functions {f(x, ·) : S -» IR, χ € X} are continuous.
The last condition is a combination of a tightness-like condition, involving bounded rather than compact sets, and a uniform integrability condition. 
Condition β.
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The desired epi-convergence result will follow from these conditions. We begin by a number of preliminary lemmas. 
Bi = {,eS\g(a)>j}. Then lp(B i} < fetida) < ± + J £>(*)·
Proof. The proof is reminiscent of the one used to obtain the Portemanteau theorem. 
JE JE
Proof. Without loss of generality we can assume that g(E) C (0,1). Pick a (large) integer k, and observe that from lemma 7 it follows that where, as in lemma 7,
Moreover, lim,,-^ μ "(Β,·) = μ{Βί) since by assumption, the sets {B¡,i = 0, ...,k} are /¿-continuity sets. Hence for ν sufficiently large, μ"{Βί) < μ{Βί) + fc -1 , and thus
From which it follows that lim sup I 9(3)μ"(ά3) < I g(s) μ(άβ).
V-OO JE JE
Interchanging the role of μ" and μ in the preceding relations, yields the desired result.
•
Theorem 8'. Let g : S -• IR be continuous and bounded on a bounded μ-continuity
subset E of S and suppose the probability measures {μ", ν g IN} narrowly converge to μ. Then,
Proof. Because bdy(cl E) C bdy£J, and thus cl E is also a μ-continuity set, we may as weU assume that E is closed. Define B¡ as in the proof of theorem 8 and note that these sets are thus also closed. Now appeal to the classical Portemanteau theorem giving lim sup,, μ"{Βί) < μ(Βί) to conclude
ν-Όο JE JE Now apply lemma 7, with int E the underlying space (instead of S) and the collection of open sets A¡. Again appeal to the Portemanteau theorem, using the fact that the sets Ai are open, obtains
J int E which completes the proof (noticing that /j(bdy£) = 0).
• The next result is well known for the case when the integrand g is a continuous bounded function; again refer to the Portemanteau theorem (for a version that fits our needs, cf. [6] ). This is possible because of the W-tightness condition and the fact that the function r h-» Br can only have a countable number of discontinuities. From theorem 8, using the formula bdry(A nfl)C bdry A U bdry B, for ν sufficiently large, we obtain:
The proof is completed by letting e tend to 0.
• The (topological) limit superior of a sequence {C C S, ν G IN} is as usual defined by:
V -* oo Note that the Umit superior of a sequence is always closed. For more about set Umits, consult [1, 11] . R. J-B Wet8 
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Proof. Let E be an arbitrary bounded subset of S. Without loss of generality, we can assume that on E the range of the functions {g\ g",v Ç. IN} is included in (0,1). Applying lemma 7, we obtain the following inequalities: Observe that by assumption,
Limsup^S \ C(S\A¿)·
We can appeal to lemma 10 to claim that liminf^-nx,μ"{Α'·) > μ{Αί), which with the preceding inequalities proves the assertion on the bounded set E. Thus, for all bounded sets E,
JE JS
and hence
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Taking the supremum over all sets E completes the proof.
• Lemma 11 provides immediately the following result when the functions {g", ν 6 IN} continuously converge to g\ a special case of this theorem was proved in [8] . 
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Then,
Proof. Apply lemma 11 to g -k" and g + k", in order to obtain liminf /(j+ *')(-)μ"(ώ)> /(ρ + *)(ί)/ι(ώ),
Js Js and liminf f (g -k")(a) μ*[da) > [ (gk)(ι)μ(ώ).
"-' 00 Js Js
The assertion now follows from the fact that limI/_00 Jsg(
a) μ"(da) = fsg(a) μ(άβ). •
Note that a sufficient condition to guarantee that lim,,-^ Jsgμ"(ά3) = fsg μ(άβ) is to have g continuous plus either g bounded or the measures {μ\ μ", ν 6 IN} {p}-tight.
We are now ready to prove the main results. 
Theorem 13. Pointwise convergence of integral functionals. Suppose that f is an integrand that satisfies the conditions 1-6, then for all χ € X:
lim E"f(x) = Ef(x). V-too
.} converging strongly to χ such that lim sup E" f{x") < Ef(x). v-*oo
In view of theorem 13, it suffices to verify the first one of these conditions, and the only interesting case is when both χ and the sequence {x v , ν € IN} lie in D. The set U{i"} U {x} C τΙΒχ for some r, hence we can apply lemma 11 to the functions g" := /(xV)-Ur,
'•= /(*>·) "«Γ,
where the functions ur are those introduced in condition 4. The upper semicontinuity of ur guarantees that for any sequence {θ", ν g IN} converging to s, limini,,-,«, g"(s") > g(s).
From lemma 11, it follows that liminf / [/(xV)-ur(a)]/i"(<fe) > f [f(x,s) -u r (s)} μ(ά 3 ). I/-OO J s J s
To conclude, it will suffice to verify that
lim sup I u r (s) μ"{da) < I ur(3)/i(da). v-oo Js Js
We simply apply lemma 11 to the functions g" = g := -u r .
An optimal control problem
We consider the following problem: Let us note that the operator Q has the following compactness property: for χ" converging to χ weakly in H 1 
and t" -• t, then Q(x v ,t") converges to Q(x,t).
This is essentially a direct consequence of the theorem of Kondrachev [7, theorem 2.2.3] which states that if x" converges weakly to χ in H 1 then the x" converge uniformly to χ on [0,1]. lYom this it easily follows that x" converging weakly to χ and t" -* t imply x"(i") -• x(t) from which the compactness property follows.
In order to apply theorem 13, all what is needed is to check the conditions 1-6. It is easy to check that / is a normal integrand, cf. [10] . Let To show that D is weakly closed let us consider a sequence x" converging weakly to χ with the i" in D. Let u" be a sequence of admissible controls that generate the trajectories x". The sequence u" lies in the unit ball in L 2 , and thus admits a subsequence converging weakly to a control δ. Weak convergence in L 2 implies a.e.-pointwise convergence, hence ü,(í) < 1 a.e., i.e. ΰ is admissible. Passing to the limit (for the Cauchy problem) shows that χ is the solution of (1) for the control u. This takes care of condition 1.
Condition 2 follows from the continuity of g and the fact that weak convergence of a sequence x" to χ and t" -*t implies Q(x v ,t") -* Q(x,t).
For condition 3 we need only to observe that for all χ in D, |x¿(í) -Xo¿| < ρ a.e. for some ρ £ IFL|_. That and the continuity of g is all what is needed.
The same argument shows that both conditions 4 and 6 are satisfied. And again the continuity of g in conjunction with the continuity of the solutions χ of (1) is enough to take care of condition 5(alt). R. J-B Wete
A mid-course maneuver problem
This example is also an optimal control problem. We consider a system to be steered from some initial state Xo to a final state χχ but with a twist. The state zo is only known in probability and cannot be directly observed. After an initial phase during which the evolution of the system is tracked, we are allowed to make a mid-course correction. One refers to the class of such problems as mid-course maneuver problema [14, 15] .
The problem can be formulated as follows: let U and W be reflexive Banach spaces, V a Hilbert space, Ξ = ΠΙ Ν and U a closed bounded convex subset of U. Let μ an absolutely continuous probability measure on Ξ.
We consider the following optimization problem:
A typical example would be:
Φ(·, ·) the fundamental solution of the linear dynamical system: Returning to the general formulation of the stochastic optimization problem, let " « f inf.{9(t>, 0 I R(v) = ρ(ξ) -S(u, 0} dp if u e W, ' \ + oo otherwise.
With this definition, the problem at hand can thus be formulated as
We axe interested in replacing the probability measure μ by measures μ" (possibly discrete probability measures) and thus rely on the results in section 1 to claim epiconvergence, more precisely Mosco-epi-convergence. Because epi-convergence is preserved under addition of a continuous convex function, we can ignore the additive term Z(u). Thus it will be enough to check if
We are going to assume that the problem at hand possesses the following properties, and we shall see that in turn they imply conditions 1-6:
(a) R is onto; the problem is said to have complete recourse.
(b) q is proper, convex, lsc and bounded on bounded subsets of V χ Ξ.
(c) limiicii^oo inf^ga q(v, Ç) = oo for Β any bounded subset of Ξ.
We are going to sketch the proof that these conditions are enough to guarantee that conditions 1-5 are satisfied. Thus any sequence of probability measures satisfying condition 6 will engender the epi-convergence of the functionals (theorem 14). We begin with a couple of preliminary lemmas. Henceforth, we assume that (a)-(c) hold.
Lemma 15. Let u" be a sequence in U that converges weakly to u, and ξ" a sequence in Ξ converging to ξ. Suppose ν" is a sequence in V such that
Then the sequence v" is bounded.
Proof. Consider the restriction of R to ker(ii)-1 -, the orthogonal complement of the kernel of R. The map R : ker(.fi) x -• W is an isomorphism. Thus, there exists κ > 0 such that ||Ji(z)|| > k||z|| for all ζ e ker(Ä)-1 -. Now consider the system
for κ G W and ξ G Β a bounded subset of E. For all (u, () £ U x B, the system has a unique solution v(u,() and there exists a > 0 such that ||v(u,£)|| < a. Thus there exists at least one sequence v" that is bounded and satisfies (2).
Because q is bounded on bounded sets (assumption (b)), it follows that there exist θ and η such that
It now suffices to appeal to assumption (c) to conclude that a sequence that satisfies both (2) and (3) Now, gph Γ is convex and thus a measurable subset of U χ Ξ, and since {(u, ν, ξ) | q(t>, ξ) < α} is measurable (q is itself a normal integrand), the measurability of {(u, ζ) | /(u, ζ) < a} now follows from the projection theorem for measurable sets, cf. [2, lemma III.39, theorem III.23].
• Condition 1 follows directly from the preceding lemma and the fact that dom / = Ι/χΞ; certainly U is weakly closed.
To check condition 2, we need to show that if ti" (in II) converges weakly to u and ξ" converges to ξ, then liminf/(u",n >/(«,£)· e -* oo It suffices to consider a sequence in the effective domain of / since otherwise the lim inf term is +oo. Let v" be such a sequence that also satisfies (2) and (3). Lemma 15 tells us that such a sequence is bounded. Hence some subsequence converges weakly to v in v. Because, 5(u",£") converges weakly to S(u,f), it follows that R(v") converges weakly to p(£) -S(u, ξ). The graph of R is a closed, convex subset of V χ W, hence weakly closed. Consequently, R(v) = ρ(ξ) -S(u,£) demonstrating that ν is an admissible solution. Moreover, /KO < «KO < liminf βΚ,ί") = Bminf/(«*,*") ν -*oo ν-• oo where the second inequality follows from assumption (b) and the last equality from (3). For condition 3, note that / > 0, and the argument used in the proof of lemma 15 shows that / admits an upper bound on bounded sets.
Condition 4 is trivially satisfied with Λ = 0. It is routine to show that for u 6 U the function ξ ι-» f(u, ζ) is convex, cf. [15] , for example. Hence its level sets are convex. Now, in Euclidean space, every convex set is a μ-continuity set since by assumption μ is absolutely continuous with respect to the Lebesgue measure [8, 6] . This is all what is needed for condition 5. Remark. Because this example is mostly here to illustrate the use one can make of the results of section 1 in this context, we have not provided the most general conditions under which one can ensure that conditions 1-5 are satisfied. For example, linearity of 5 with respect to u could be replaced simply by weak continuity, that is really all that gets used here. Similarly, the restrictive convexity assumptions on q (that are automatically satisfied if q does not depend on ξ and is convex in υ) and the linearity of ρ and 5 with respect to ( are only needed to guarantee condition 5. One would expect that in most concrete situations it will be possible to argue that this condition is satisfied without appeal to convexity, or alternatively use 5(alt).
