Abstract-This paper presents the preference ratios in multiattribute evaluation (PRIME) method which supports the analysis of incomplete information in multiattribute weighting models. In PRIME, preference elicitation and synthesis is based on 1) the conversion of possibly imprecise ratio judgments into an imprecisely specified preference model, 2) the use of dominance structures and decision rules in deriving decision recommendations, and 3) the sequencing of the elicitation process into a series of elicitation tasks. This process may be continued until the most preferred alternative is identified or, alternatively, stopped with a decision recommendation if the decision maker is prepared to accept the possibility that the value of some other alternative is higher. An extensive simulation study on the computational properties of PRIME is presented. The method is illustrated with a re-analysis of an earlier case study on international oil tanker negotiations.
I. INTRODUCTION

I
N THE tradeoff method of Keeney and Raiffa [22] , a multiattribute value (MAV) function is elicited through indifference judgments where the decision maker (DM) adjusts attribute levels of partially specified consequences until these become equally preferred to other, completely specified consequences. This theoretically sound method is well-founded in conjoint measurement [26] , but it does require that the attributes have continuous measurement scales on which the performance levels of the alternatives can be indicated. In the absence of such scales, it becomes necessary to introduce proxy variables that are highly correlated with the attributes and thus suitable for measuring the performance of the alternatives.
Yet proxy variables are not always readily available, and even if they can be identified, the DM may find difficulty in giving precise responses to the tradeoff questions. In consequence, more straightforward methods such as the simple multi-attribute rating technique (SMART) [7] and the analytic hierarchy process (AHP) [33] have won popularity in applications of multiattribute decision analysis. A common feature of these methods is that they rely on ratio comparisons about the "relative importance" of attributes, although the Manuscript received September 6, 1999 ; revised June 13, 2001 . This work was supported by the Academy of Finland. This paper was recommended by Associate Editor C. C. White, III.
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resulting weights are not explicitly linked to unit changes in the component value functions. To avoid this shortcoming, several authors have recommended the use of the tradeoff method (see, e.g., [15] , [29] , [30] , [32] , [41] , [46] , [47] ). Recognition of the relationship between attribute weights and scores has also motivated the development of recent variants of SMART, i.e., SMART exploiting ranks (SMARTER) and SMART using swings (SMARTS) [8] , which account for the relationship between attribute weights and component value functions.
The preference ratios in multiattribute evaluation (PRIME) method seeks to strike a balance between the theoretical soundness of the tradeoff method and the functionality of decomposed ratio judgments. Toward this end, ratio elicitation is based on the comparison of preference differences in pairs of consequences. Such comparisons may be specified either as exact point estimates or, more typically, as interval judgments which impose linear constraints on the single-attribute scores of the alternatives. Through these constraints, the preference model becomes increasingly specific so that more conclusive dominance results can be inferred. The use of imprecise preference statements, modeled through intervals, may be particularly appropriate for group decision support as the DMs' conflicting views can be combined into an aggregate preference model [16] , [17] . This paper is organized as follows. Section II discusses the theoretical foundations of additive value representations and summarizes techniques for the elicitation of imprecisely specified value representations. Section III considers ratio judgments in the assessment of preference information and describes dominance concepts and decision rules. Section IV outlines different approaches to the construction and analysis of the preference model and discusses the structure of the elicitation process. Section V presents a simulation study on the computational properties of PRIME. Section VI illustrates PRIME through a re-analysis of a case study of international oil tanker negotiations.
II. ADDITIVE PREFERENCE REPRESENTATIONS
Multiattribute choice problems under certainty can be characterized by the consequence space where denotes the set of possible consequences on the th attribute. The DM's preferences for consequences are modeled through a binary relation such that only if is at least as preferred as . Under well-known conditions (see, e.g., [5] , [11] , [26] , [43] ), the preference relation has an additive numerical representation such that
This representation is unique up to affine positive transformations. It also induces a well-defined preference relation on such that . The additive measurable value functions of Dyer and Sarin [6] capture the DM's preferences for positive differences between pairs of consequences. In particular, if the DM's preference relation (defined on pairs of positive differences between consequences , such that ) satisfies conditions such as difference consistency and difference independence, the representation in (1) has the property (2) This equivalence justifies the use of strength of preference statements in the elicitation of the representation (1). Single-attribute value functions, for instance, can be derived from indifference judgments in which the DM specifies missing attribute levels until exchanges between the achievement levels become equally preferred. The resulting value functions are defined on an interval scale although references to other attributes are not made (see, e.g., [42] ).
In (1), it is customary to fix the least preferred achievement levels (i.e., ) on the attributes to zero through . Assuming that denotes the best achievement level on the th attribute, the additive representation can thus be written as (3) where the normalized value functions map the achievement levels onto the range and the attribute weights relate unit increases in normalized value functions to increases in overall value. By convention, the ideal consequence, defined by the most preferred achievement levels , is assigned an overall value of one so that the attribute weights add up to 1, i.e., .
A. Ratio Estimates in Preference Elicitation
Several methods have been proposed for the elicitation of the additive value representation of the DM's preferences (1) or its normalized version (3) . The trade-off method [22] requests the DM to specify missing attribute levels until a partially specified consequence becomes equally preferred to another consequence. More direct methods, such as SWING weighting for the determination of the weights in (3), ask for numerical inputs that do not involve choices between pairs of consequences. In this regard, direct methods have a weaker theoretical foundation, yet they have found extensive use in applications because they are often easier to apply. Von Winterfeldt and Edwards [42] , Yu [48] and Kirkwood [23] , among others, present surveys of major assessment techniques.
A fundamental requirement in preference elicitation is that the numerical estimates requested from the DM should not depend on the particular representation (1) that has been chosen [12] . An important consequence of this is that DM should not be asked for the specific values that are associated with consequences. More generally, this requirement implies that ratio comparisons should be phrased as comparisons between positive preference differences, because the ratio (4) remains constant if value function is replaced by , . Judgments about ratios of preference differences can be criticized on the grounds that they, like strength of preference statements, rely on the DM's introspection and are not actionable as choices between naturally occurring options. Nevertheless, Sarin [37] argues convincingly in favor of preference judgments which he considers helpful as a means of facilitating the elicitation process. The axiomatization of Vansnick [40] , on the other hand, provides a theoretical foundation for the types of measurement needed in the estimation of the ratio (4). Farquhar and Keller [9] discuss these and other relevant results which give further justification to the use of strength of preference statements.
Apart from theoretical considerations, a practical motivation for the use of ratio estimates is the popularity of related judgments in widely applied techniques of direct measurement. In direct rating, for example, the DM evaluates alternatives by indicating their position relative to the worst and best alternatives at the endpoints of the scale. Such assignments are essentially ratio comparisons, for an estimate about the ratio determines the position of on the scale from 0 to 100. In the same way, judgments in SWING weighting, as employed for instance in SMARTS [8] , can be regarded as ratio comparisons. Under the value difference interpretation, the AHP can also be viewed as a method of ratio-based multiattribute value analysis [19] , [36] .
B. Imprecise Methods of Preference Analysis
Traditional decision analyzes are typically based on an exhaustive specification of the DM's preferences. Yet, in many cases the results of the analyzes are insensitive to the model parameters, which makes it hard to justify the effort spent in the assessment of a fully specified preference model [45] .
Several methods have been developed to alleviate problems in the elicitation of complete preference models. Hazen [13] , for example, discusses concepts of dominance and potential optimality, and presents optimization techniques for the identification of dominated alternatives under partial preference information. Kirkwood and Sarin [25] , on the other hand, describe a rank ordering algorithm which is applicable to problems with imprecise attribute weights and known single-attribute scores.
Weber's holistic orthogonal parameter incomplete estimation (HOPIE) technique [44] accepts both holistic and decomposed preference statements and uses linear programming to synthesize these into dominance results. The multiple-criteria robust interactive decision analysis (MCRID) method of Moskowitz et al. [28] associates value intervals with the alternatives on the basis of holistic comparisons and possibly imprecise ratio judgments about the relative importance of attributes. The preference assessment by imprecise ratio statements (PAIRS) technique of Salo and Hämäläinen [34] processes imprecise statements of relative importance into dominance relations and provides support for maintaining the consistency of the preference model. Such support is offered by computing the consistency bounds which convey how the earlier preference statements constrain the set of feasible ratio estimates for each new statement.
When the DM merely ranks the attributes, Barron [2] , [3] suggests the use of centroid weights such that the weight of the th most important attribute is . Bana e Costa and Vansnick [1] consider categories of preference intensity in assessing estimates for ratios of value differences. In the preference programming approach of Salo and Hämäläinen [35] , the dominance structures are derived from interval-valued ratio judgments through a series of decomposed linear optimization problems. Computer support for preference programming is already available (see, e.g., [14] ). The PRIME decisions software package [21] provides support for the PRIME method which has been applied to the valuation of a high-technology company, for instance [20] .
There are three key differences between PRIME and approaches such as AHP, SMART, MCRID, and PAIRS. First, the ratio comparisons are explicitly linked to the alternatives' value ranges under the attributes; thus, problems arising from the vague notion of "relative importance" are avoided (see, e.g., [41] ). Second, PRIME is capable of handling holistic preference judgments in which consequences are compared with respect to attributes on any level of the value tree. Third, the decision recommendations in PRIME are complemented with information about the amount of nonoptimality (i.e., possible loss of value) that is associated with such recommendations. On the other hand, PRIME resembles PAIRS [34] in that it 1) provides dominance results throughout the analysis and 2) helps preserve the consistency of the model by showing what implications the earlier statements have on the statements that are to be elicited next. This excludes the possibility that the DM would introduce inconsistent statements in the sense that the feasible set would become empty.
III. RATIO STATEMENTS AND PREFERENCE SYNTHESIS
In PRIME, considerations in preference elicitation and synthesis include 1) conversion of possibly imprecise judgments into a preference model; 2) use of dominance structures and decision rules in deriving decision recommendations; 3) sequencing of the elicitation process into a series of elicitation tasks. In this section, we address the first two of these considerations, while Section IV deals with the design of the elicitation process.
A. Score Elicitation
In PRIME, the first step in score elicitation is to ask the DM to rank order the achievement levels with respect to the twiglevel attributes which have not been decomposed into further lower level attributes in the value tree. For each attribute, this establishes the least and most preferred achievement levels , and defines which value differences are positive. The elicitation of the relative magnitudes of scores can be based on ratio comparisons in which the consequences differ from each other with respect to one attribute only. The general format of such comparisons is (5) where , and , are pairs of alternatives' achievement levels on the th attribute. Ratio estimates about (5) correspond to linear constraints on the scores: for example, if the ratio belongs to the range , the scores that are consistent with this statement satisfy the inequalities Conversely, before the estimate for the ratio is given, this ratio can be minimized and maximized to obtain the consistency bounds that the earlier judgments place on subsequent statements [34] . These bounds help preserve the consistency of the preference model. They can be computed with algorithms for linear fractional programming, tailored for problems where a ratio of linear expressions is either minimized or maximized subject to linear constraints. Specifically, the following are two examples of formulating ratio comparisons.
1) Ask the DM to compare value differences defined by adjacent achievement levels, proceeding from the least preferred level to the more preferred ones. For instance, if the DM has specified that , , , then the DM is requested to provide estimates for ratios and . This is the ordered metric technique [10] where the DM ranks value differences between adjacent alternatives in the attribute-specific rank orders. 2) Define all value differences in reference to the least preferred achievement level . Thus, the DM would be asked to provide estimates for and .
B. Weight Assessment
Tradeoff information about the relative importance of attributes can be elicited through ratio judgments where the achievement levels of the consequences differ on at least two attributes. In the normalized representation (6) such judgments do not imply linear constraints on scores unless the attribute weights have been precisely determined. From the computational viewpoint, a major benefit of working directly with the representation (4) is that all ratio comparisons correspond to linear constraints on scores, i.e, the nonlinearities associated with (6) can be avoided.
The elicitation of attribute weights can be carried out by restricting the comparisons to consequence pairs which have identical achievement levels on all attributes except two. In this case, (4) can be written as (7) As in score elicitation, ratio judgments about value differences can be translated into linear constraints on scores. For example, if the DM states that the ratio (7) belongs to the range , then the scores satisfy the inequalities Even with judgments limited to the type in (7), there are many possibilities for restricting the attribute weights. If none of the alternatives are equally preferred with regard to the th attribute, there are positive value differences under this attribute. Because any two positive value differences can be compared, there are up to different ways of specifying a ratio judgment for a pair of attributes. In view of the large number of comparisons that can be performed, the elicitation process must therefore be carefully structured. This structuring-which is considered in more detail in Section IV-involves choices about 1) the attributes with regard to which the comparisons are made and 2) the alternatives that are included in the comparisons.
The following approaches are recommended. 1) Interval SMARTS: Formulate ratios in terms of value differences between most and least preferred alternatives (e.g., ). This is essentially a variant of SMARTS [8] , with the added possibility for using imprecise estimates. 2) Reference Alternatives: Choose any two alternatives (e.g., , ) and formulate ratios in terms of value differences between these (i.e., ). Systematic approaches that are recommended also for the choice of attributes include the following. 1) Reference Attributes: State the weight assessment questions so that one reference attribute appears in all of them. For example, if the most important attribute is selected as the reference attribute, ask the DM to consider differences in which one of the value differences is under this attribute. 2) Attribute Sequencing: Define a sequence of attributes and ask the DM to provide ratio estimates using pairs of attributes that are adjacent to each other in this sequence. For example, if the attributes are ranked in the order of decreasing importance, ask the DM to estimate ratios of value differences under the most important and second most important attributes, then under the second and third most important attributes, and so on.
Varying the reference attribute in the first approach and the attribute sequence in the second approach lead to different sets of questions. This offers possibilities for validating the earlier judgments and for introducing further constraints on the preference model.
C. Holistic Comparisons
It is often helpful to structure the relevant objectives as a hierarchical value tree where the attributes on the higher levels of the tree are decomposed into an exhaustive set of mutually preferentially independent attributes [22] . In the value tree, these higher level attributes can be thought of as aggregates of the twig-level attributes: that is, attribute can be identified with a subset of such that only if the th twig-level attribute is in the subtree of which is the root. Thus, for instance, the set corresponds to the topmost attribute while the singleton sets represent twig-level attributes. PRIME permits holistic comparisons with respect to the topmost or other higher level attributes. Computationally, such comparisons constrain scores in the same way as ratio comparisons in score elicitation and weight assessment; for example, if the DM prefers to with regard to attribute , then the inequality must hold. In the same way, ordinal and ratio judgments at the higher levels lead to linear constraints on the underlying scores.
The additive value representation (1) can be written as (8) where is the weight of attribute . This emphasizes that the weight of is proportional to the value increase obtained by exchanging the worst consequence for the consequence such that and (see also [22] ).
D. Dominance Structures
Following earlier techniques (see, e.g., [13] , [25] , [28] , [34] ), PRIME converts the imprecise preference model into dominance results by comparing what values the alternatives may assume, subject to the constraints that the DM's preference statements impose on the 's, , . The more restrictive one of the two dominance concepts in PRIME, absolute dominance, is based on value intervals. That is, alternative is preferred to in the sense of absolute dominance if and only if the smallest value of exceeds the largest value of , i.e., (9) where the minimization and maximization problems are solved subject to the linear constraints that the DM's preferences statements impose on the 's, , . Results about absolute dominance can be displayed by value intervals , the bounds of which are computed from the linear programs in (9) .
The set of dominated alternatives is determined by the criterion of pairwise dominance. According to this criterion, alternative is preferred to if and only if the value of exceeds that of for all feasible scores, i.e., (10) If alternatives' value intervals are known, the above relation needs to be computed for the pair of alternatives , only if the inequalities hold. In other cases dominance either follows from or is excluded by the value intervals.
E. Decision Rules
In their simulation study, Kirkwood and Corner [24] observed that if the number of attributes and alternatives is large, ordinal preference information about attribute weights often fails to establish a complete ranking of the alternatives. In this situation, decision rules may be applied to the imprecise preference model to obtain a suggestion as to which nondominated alternatives can be recommended.
Several decision rules have been suggested in the literature. Weber's HOPIE method [44] elicits pairwise comparisons and interval bounds on scores and, under the assumption of uniform probability distribution on feasible parameters, derives a measure which reflects the probability that one alternative is preferred to another. The acceptability index and central weight vector in stochastic multiobjective acceptability analysis (SMAA) [27] also translate the imprecise preference model into a decision recommendation. Moreover, several weight approximation methods have been proposed for the situation where the DM ranks the attributes in order of importance (see, e.g., [38] ). These methods include the use of rank sum weights, rank reciprocal weights and centroid weights in which the weight of the th most important one of attributes is proportional to , and , respectively. While several decision rules can be devised, it may be advisable not to follow them early on if there are several nondominated alternatives. This is because one cannot, in advance, exclude the possibility that the decision rule will support an alternative which could turn out to be inferior to another, if the analysis were to be continued. We therefore recommend that decision rules should not be followed without analyzing the possible loss of value that is associated with the remaining imprecision. For alternative , this possible loss of value is equal to the largest positive difference between the value of any other alternative and the value of alternative , subject to the constraints implied by the DM's preference statements. Thus, the maximum gives an upper bound on the value which the DM might lose by choosing at a time when does not dominate other alternatives in the sense of pairwise dominance. This bound would be attained, for example, if the analysis were to be continued in such a way that the DM's preference statements would reduce the feasible set to single point at which the above maximum is attained.
Decision rules can also be defined by drawing parallels to approaches for dealing with indeterminate probabilities. The following three rules, for example, can be inferred from the bounds in (9) and (10).
1) Maximax:
Choose the alternative whose largest value is greatest over the set of feasible scores, i.e., . 2) Maximin: Choose the alternative whose least value is largest over the set of feasible scores, i.e., . 3) Minimax regret: Choose the alternative for which the maximum regret, measured as the largest difference between and the value of other alternatives, is smallest, i.e., , .
Mathematically, the computation of the above decision rules leads to linear optimization problems with solutions at the extreme points of the feasible set. Alternatively, decision rules can also be defined by selecting parameters which are near the center of the feasible set. The two rules below, for example, can be used as surrogates for the alternatives' expected value.
1) Central Values:
Choose the alternative for which the mid-point of the feasible value interval is greatest, i.e., . 2) Central Weights: Define central weights such that the weight of the th attribute is proportional to the midpoint of the interval between (i.e., the largest and smallest possible weight of the th attribute, subject to the DM's preference statements). Choose the alternative for which is highest.
Central weights are applicable when the scores are known relative to the attribute weights (i.e., the ratios are known). Central values, on the other hand, can be employed in all situations.
Additional decision rules can be defined by making assumptions about a uniform or some other probability distribution over the set of feasible scores. Under such assumptions, one can invoke other decision rules as well, for instance, 1) the maximization of expected value and 2) minimization of expected regret, both of which would lead to the same results. Because the structure of the feasible set may be quite complex, however, these rules call for approximations or extensive simulations. As a result, they are not very well suited for interactive decision support.
Out of the decision rules considered above, the ones recommended for PRIME are 1) the minimax regret criterion and 2) the application of central values. This recommendation is based on ease of computation and the results of Section V which suggest that these rules consistently outperform the other ones. 
IV. ELICITATION PROCESS
A. Modeling of Imprecision and Termination of Analysis
Conceptually, the elicitation of an imprecise preference model can be separated from the development of a decision recommendation. As shown in Table I , the imprecise model can be elicited through preference statements that are imprecise (i.e., intervals) or, alternatively, based on precise numeric statements that are converted into intervals by placing an error margin around each statement. This latter approach supports simultaneous sensitivity analyses with regard to several parameters. It also seems suitable for the modeling of verbal statements, since recent experimental results suggest that verbal ratio statements correspond to intervals rather than point estimates (see, e.g., [31] ).
In the synthesis of results, too, there are alternative approaches that can be followed. Additional preference statements may be requested until the value of one alternative exceeds that of other alternatives for all feasible scores. Alternatively, the analysis may be terminated by following a decision recommendation, provided that the DM is prepared to accept the possible loss of value that is associated with an alternative which does not dominate others at the time when the decision is made. Table I presents a two-by-two typology of procedures for preference assessment and synthesis. In the first quadrant, imprecise preference statements are elicited until the most preferred alternative is identified; this is the approach adopted in PAIRS, for instance [34] . In the second quadrant, the preference model is constructed by translating the error margins around numeric parameters into linear constraints: for example, if the value difference between to is judged to be twice as large as that between and , and an error ratio of 1.2 is assumed, the inequalities are established (see, e.g., [4] ). In the third quadrant, the preference model is elicited through imprecise preference statements, but the recommendation for the most preferred alternative is based on the application of a decision rule. Decision rules can, in principle, be applied to preference models constructed from error margins, too.
In practice, there is no need to decide in advance whether the analysis will be terminated by dominance structures or the application of decision rules. This is because the DM can be provided continuously with information about both; thus, the analysis may be terminated when 1) the most preferred alternative is identified, as indicated by pairwise dominance or 2) the DM is willing to accept a decision recommendation and the possible loss of value that is associated with it. In the framework of Table I , PRIME is consequently positioned primarily in quadrants one and two, although simultaneous sensitivity analyses of quadrant three are also possible.
B. Elicitation Tasks
In PRIME, the possibility to incorporate different types of preference statements is a strength in terms of flexibility. At the same time, this flexibility poses challenges for the structuring of the elicitation process, while the representation (7) allows the DM to enter many different types of preference statements, there is nevertheless a need to organize the elicitation process so that it proceeds systematically toward the identification of the most preferred alternative(s).
In this section, the elicitation process is regarded as a series of elicitation tasks. Here, an elicitation task refers to a series of steps in preference assessment, carried out with the same elicitation method in order to obtain preference information on some specific part of the model. Each task consists of elicitation steps: for instance, providing ratio comparisons between the most important attribute and the other attributes is an elicitation task, while a single ratio comparison in the sequence of these comparisons is an elicitation step. The choice of appropriate elicitation tasks and elicitation steps depends on the size and structure of the problem: for smaller problems, it is likely that fully updated results can be provided after each elicitation step, whereas in larger problems such results could be obtained only after each elicitation task. Table II gives examples of elicitation tasks and provides a framework for the planning of the elicitation process. Table III, for example, outlines an elicitation process which consists of five elicitation tasks; in the first one, the DM is requested to rank order the alternatives with respect to twig-level attributes, and the fifth one gives the DM the possibility to compare alternatives with respect to higher level attributes.
The analysis may be continued either by tightening the earlier constraints or by carrying out a new elicitation task. Because the dominance results are determined as solutions to linear programs, standard sensitivity analyzes identify the judgments the tightening of which would contribute to a particular dominance relation. Additional support can be provided by adding the dominance relation as a temporary constraint to the preference model [i.e., as the inequality (10)]. After this addition, a ratio of value differences can be minimized and maximized subject to the modified constraint set, in order to find out how far the ratio would have to be pushed to support the dominance relation.
V. COMPUTATIONAL PROPERTIES
To examine relationships between 1) problem size; 2) imprecise preference information; 3) dominance results based on this information; we performed an extensive simulation study.
In this study, the problem size was characterized by the number of attributes and alternatives . For each alternative, the scores were generated by scaling random numbers from the uniform distribution over onto the unit range. The attributes' weights were generated from a uniform distribution over the set . Taken together, the scores and attribute weights defined instances of the additive model (3). Sensitivity analyzes were carried out by using other probability distributions as well (e.g., by generating scores from a normal distribution); however, changes in the underlying distribution had no significant effect on the qualitative implications of the study.
For each problem instance, the attribute weights were ranked. This allowed us to compare the use of imprecise ratios with rank-based weight approximations (see, e.g., [38] ) and the Kirkwood-Sarin algorithm [25] .
Imprecise ratio comparisons were stated by making ratio comparisons between ratios of largest value differences under the most important attribute and the less important attributes. These comparisons extended from the second most important attribute to the other, less important attributes in the order of decreasing importance. In the terminology of Section III-B, this approach corresponds to interval SMARTS with the use of the most important attribute as the reference attribute. Depending on the number of attributes, either four or nine comparisons were introduced.
The precision of the ratio comparisons was modeled by an error ratio that was applied to the ratios between the generated attribute weights [i.e., value differences ]. For instance, if the value difference weight of the most important attribute was four times larger than that of another, then applying the error ratio 1.5 to this judgment lead to the interval . The imprecise model was defined by converting these intervals and the rank order into linear constraints on alternatives' scores. The error ratios used were 1.2, 1.5, and 2.
The following questions were studied in the simulation. 1) How do the results based on imprecise ratio statements differ from those of other methods when the problems size varies? 2) How do changes in the number and precision of imprecise ratios affect the results when the problem size remains constant?
In studying the first question, the number of attributes and alternatives were either five, ten or 15, and four imprecise comparisons were introduced with an error ratio 1.2. In the second question, all problem instances had ten attributes and ten alternatives, and either four or nine imprecise comparisons were made with error margins of 1.2, 1.5 and 2. Also, one case with 20 attributes and alternatives and nine ratio comparisons with an error ratio of 1.2 was analyzed. These parameters do not cover the full range of problem sizes or ways of defining imprecise ratios, but they are representative enough to support qualitative conclusions. For each combination of parameter values (i.e., number of attributes and alternatives, number of ratio comparisons, choice of error ratio), 5000 problem instances were generated. The entries in Tables IV-VII are averages for these instances.
A. Expected Loss of Value
One measure for assessing the goodness of a decision rule is the loss of value associated with the possibility that the rule leads to the choice of a nonoptimal alternative (see, e.g., [8] ). In Table IV , the expected loss of value for different decision rules is given as a function of the problem size. For equal weights, this loss is greater than for rank-based weights, the most accurate of which are centroid weights. Centroid weights also outperform the three decision rules (maximax, maximin, minimax regret) when these are applied to the weights constrained by the rank order.
When weights are constrained by four imprecise ratios with an error ratio of 1.2, the performance of the three decision rules improves in comparison with the use of ordinal information only. Nevertheless, central weights and central values are clearly the best rules. This result can, in part, be attributed to the use of symmetric intervals around the ratios; by construction, decision rules which select parameters nearer the center of the feasible set are better than those which select weights at its extreme points (such as maximax, maximin, minimax regret).
Table IV also reveals that the difference between central values and central weights is practically negligible. In some cases central weights outperform central values, which can be explained by noting that in our simulation study, only the weights were imprecise and that incomplete information was defined through the use of symmetric error ratios. Thus, by construction, the central weights are likely to come closer to the actual weight vector than what would have been the case with some other error models. In general, central values are recommended for PRIME because they are applicable also when the scores are imprecise. Table V shows the percentage of problem instances in which the decision rules identified the alternative with the highest value. Again, centroid weights are the most accurate out of rank-based decision rules. When imprecise ratios are entered, maximin and minimax regret outperform centroid weights when there are five attributes, but their performance deteriorates as the problem size increases. Regardless of problem size, central weights and central values identify the best alternative more often than the other decision rules.
B. Percentage of Correct Choices
C. Number of Nondominated Alternatives
Table VI relates the average number of nondominated alternatives (i.e., alternatives for which there is no other alternative such that the value of would be higher than over the entire feasible set) to problem size and, specifically, shows the percentage of problems in which the set of nondominated alternatives consisted of 1) one alternative only and 2) less than 50% of all alternatives. Here, the third and sixth columns indicate that the introduction of four imprecise ratios reduces the number of nondominated alternatives, the difference being greatest when the number of alternatives is large. The fourth and seventh columns indicate that increasing the number of attributes lowers the percentage of problems in which a single nondominated alternative remains; this can be explained by the increased statistical variability due to the larger number of attributes. For this sample of problem instances, less than half the alternatives remain nondominated after the introduction of four imprecise ratios with an error ratio of 1.2.
D. Impact of Imprecise Ratios on Decision Rules
The performance of decision rules depends on the number and precision of imprecise ratios. In view of Table VII, increasing the number of imprecise ratios from four to nine reduces the expected loss of value by a factor of two or more when the error ratio is equal to 1.2. Again, central weights and central values outperform the other decision rules. With four ratio comparisons, the expected loss of value for these two decision rules diminishes 1) by a factor of two when the error ratio changes from 2 to 1.2 and 2) by a factor of about 15 when nine comparisons are supplied. Moreover, central weights and values identify the most preferred alternative in more than 90% of problem instances as nine comparisons with an error ratio of 1.5 or lower are supplied and in more than 90% problem instances the set of nondominated alternatives contains less than half the alternatives.
Overall, Table VII suggests that increasing the number and precision of ratio comparisons quickly leads to a situation where 1) the expected loss of value is small (cf. columns for central weights and central values) and 2) most of the alternatives can be excluded from consideration (cf. last column); for example, the median number of nondominated alternatives for the next to last row was one, indicating that in most problems instances, the nine imprecise ratios allowed the most preferred alternative to be identified.
E. Implications for Analysis
In summary, the simulation study supports the following conclusions.
1) Use of central values is the best decision rule in terms minimizing the expected loss of value and maximizing the probability of choosing the best alternative. The results also support the earlier findings of Stillwell, Seaver and Edwards [38] who report that rank reciprocal weights and rank sum weights outperform equal weights. 2) Few imprecise ratios are needed to improve the performance of decision rules in comparison with the use of ordinal information only; as indicated by Tables IV and  V , four imprecise judgments among the five most important attributes typically lead to 1) a significant reduction in the expected loss of value and 2) an increase in the percentage of problems in which the most preferred alternative is identified. 3) As the number and precision of imprecise ratios increases, the expected loss of value and the number of nondominated alternatives decrease sharply. In consequence, there are substantial payoffs to eliciting imprecise ratios in addition to rank order information.
VI. EXAMPLE
In this section, we consider imprecise ratio statements in the context of the multiattribute value model which Ulvila and Snider [39] developed for supporting negotiations on international oil tanker standards. Initially, there were 11 attributes and four alternatives in this model; after the initial round of analysis, a fifth alternative was designed as an option which, based on the elicited preference model, would be preferred by the majority of the ten countries (see Table VIII ). The attribute weights were assessed by asking the negotiators to assign 100 points to the most important attribute. The negotiators then assigned fewer points to the less important attributes, using point allocations as a measure of perceived importance. Normalization of these points lead to the weights in Table IX. Kirkwood and Corner [24] present a re-analysis of this multiattribute model under the assumption that the negotiators Tables X and XI. A noteworthy feature of the Ulvila-Snider model is that for many of the countries, differences between the values of the most preferred and second most preferred alternatives are small. For the U.S., for instance, the most preferred of the four original alternatives is the second one, but the value of the fourth alternative is only 0.05 units smaller. For country C, the value of the fourth alternative is less than two value units smaller than that of the most preferred, second alternative. For country H, the third alternative is the most preferred one, but the value of the fourth alternative is less than one unit smaller. One can consequently argue that here the expected loss of value-rather than the choice of the optimal alternative-is the more adequate criterion for the comparison of decision rules.
Imprecise ratio statements were introduced by first ranking the attributes in accordance with the weights in Table IX . Next, equality constraints were placed on the attributes with equal weights, and imprecise ratios were specified by 1) comparing the most important attribute (or one of them) with the less important attributes in order of decreasing importance and by 2) associating error margins through the use of an error ratio. For the U.S., for instance, the rank order lead to the constraints . The two first imprecise ratios were
The number of ratio comparisons was either two or six, and the error ratio was either 1.2 or 3.
Rows three through five show in Tables X and XI that these imprecise ratio statements reduce the set of nondominated alternatives in comparison with the Kirkwood-Sarin algorithm. For example, after two imprecise ratios alternatives one and two no longer belong to the set of nondominated alternatives for country D. After six imprecise ratio statements, the most preferred alternative for countries D, E and I is identified. The third and the fourth alternatives are nondominated for country H, which is indicative of the small value difference (less then one value unit) between these two alternatives.
Results from the analysis of five alternatives also confirm the effectiveness of imprecise ratio statements in reducing the set of nondominated alternatives. For five of the ten countries (D, E, G, H, I) the resulting set has fewer alternatives than after the Kirkwood-Sarin algorithm. For five countries (A, B, E, F, G) the most preferred alternative is identified.
Thus, after six ratio comparisons with an error ratio of 1.2, the other five countries (US, C, D, H, I) still have more than one nondominated alternative. For countries C, D, and I, the recommended decision rules (minimax regret, central weights, central values) give support to the most preferred alternative. For the U.S., four out of the five decision rules in Table XI lend support to the fifth alternative. An analysis of the remaining imprecision indicates that the maximum loss of value associated with this alternative is 4.34 units.
For country H, maximax and minimax regret give support to the third alternative while the three other decision rules (minimax, central weights, central values) support the fourth alternative. The maximum loss of value associated with the third alternative is 6.32 units while that of the fourth is 6.99 units. On the basis of this information, the DM could either accept one of these decision recommendations or continue the process by supplying further preference statements.
Additional or more precise ratio statements would lead to more conclusive results. However, because the results in Tables X and XI are obtained by complementing the rank order with six rather imprecise ratio comparisons, one can argue that ratio comparisons are effective in terms of identifying or coming close to the most preferred alternative.
The above analysis can be extended to provide further support for group decision making. Formally, this could be done by constructing a shared value tree in which the ten different countries correspond to the first level attributes and in which the eleven attributes listed in Table VIII appear under each country. In such an extended value tree, one could introduce statements about the relative importance of the countries as well. For example, if the countries were to agree that their weights should be equal, then the preference model could be expanded accordingly, in the understanding that the weight of a country would be measured by the value difference between 1) its ideal consequence, corresponding to the attainment of its most preferred achievement level on each attribute and 2) its nadir consequence, corresponding to the attainment of the country's least preferred achievement level on each attribute.
VII. CONCLUSION
In this paper, we have presented the PRIME technique which seeks to reduce the elicitation effort in multiattribute evaluation under certainty by accepting imprecise preference statements. Such statements can either be holistic comparisons between actual or hypothetical alternatives, ordinal strength of preference judgments, or ratio comparisons about preference differences. All preference statements are modeled as linear constraints on the single-attribute scores, and as new statements and refinements to the earlier ones are introduced, these constraints become more restrictive and permit more conclusive dominance results to be inferred. The analysis may be terminated either when only one nondominated alternative remains or when the DM is prepared to accept a decision recommendation even before this alternative is identified.
