Introduction
This research studies a new class of languages, called multi-push-down (mpd), that generalize the classical context-free (cf, or Chomsky type 2) ones 14], taking a new direction. We hasten to say that this generalization has nothing to do with past proposals to increase the generative capacity of type 2 grammars by introducing some sort of context-dependency, as for instance in matrix grammars 12, 20] or in other regulated rewriting systems 12]. Our approach is based on a di erent and more powerful operator for combining the constituents occurring in the right-hand side of a production, which replaces the simple catenation operation used by type 2 rules. Apart from this di erence, the productions of the mpd grammars behave as the usual ones, a fact having the desirable consequence that the important properties of cf grammars are preserved or generalized by mpd grammars: it is so for the Chomsky-Sch utzenberger theorem 11], for the Parikh theorem 19], for the \pumping lemma " 17] and for a few more properties. The derivations of mpd grammars can be represented by means of syntax trees, with a suitable order of visit. Considering the generative capacity, mpd languages include some well-known non-context-free languages: homomorphic replications 13] provide an abstract example; the nested procedure declarations of the Ada programming language are a practical case. Such languages exhibit the longrange dependencies that have always embarrassed formal linguists.
Finally, a word on recognition and parsing, to complete the picture: mpd languages can be parsed in polynomial time, as proved in a related paper by A. Cherubini and P. Sanpietro 10] , who have extended the Cocke-Kasami-Younger algorithm 14] .
After this quick survey of the niceties of mpd grammars the rest of the introduction intuitively presents their generative mechanism. Perhaps the best way is to start from a cf grammar in Greibach normal form 20] , with productions of the form A ! bA 1 A 2 . . .A n . It is well known that this production can be given the following interpretation as an instruction for a push-down (pd) automaton: if A is the top symbol of the pd store (a LIFO data structure), pop it upon reading b from the input and push the string A 1 A 2 . . .A n onto the store. The machine starts with the axiom in the store and recognizes by empty store. Notice also that this machine is stateless and in general non-deterministic. We recall that for cf grammars derivations can be assumed to be leftmost, without loss of generality, and that the previous automaton operates in the leftmost manner.
Multi-push-down grammars are organized as an in nite hierarchy indexed by a parameter n 1, with the case n = 1 coinciding with cf grammars. Take for simplicity n = 2; a production of a grammar corresponding to a 2-pd automaton takes the form: A ! b(A 1 A 2 . . .A h )(B 1 B 2 . . .B k ), and can be interpreted as an instruction for a store organized as the concatenation of two pd tapes (see Figure  1 ), in essentially the same manner as the production in Greibach normal form for one pd tape. The interpretation is then the following: if A is the top symbol of the store, pop it upon reading b from the input, push the string A 1 A 2 . . .A h onto the rst pd tape of the store and push the string B 1 B 2 . . .B k onto the second pd tape of the store. Notice that the symbol A is popped from the rst pd tape unless it is empty; in this last case A is popped from the second pd tape. Also this machine is stateless, starts with the axiom in the store and recognizes by empty store; in general, the machine is non-deterministic, too. In the n-pd case, the store is made of n 1 adjacent pd tapes, which are linearly ordered; the reading head of the automaton is allowed to pop one symbol of the store alphabet from a pd tape only if the preceding pd tapes are empty. Instead, all pd tapes can be written in parallel by one move, regardless whether they are empty or not. The straightforward correspondence between the generative grammar and the automaton is thus extended from cf to mpd languages.
Notice that the above automata are stateless, since all information is stored in the pd tapes of the automaton. The family of stateless, in general nondeterministic, mpd automata and the family of mpd grammars are equivalent, as mentioned above. Finite states are not required as long as the purpose is the equivalence between mpd automata and grammars. However, nite states are allowed in mpd automata, but do not increase the recognition power of such a family of automata, as long as non-determinism is allowed; in fact, if non-determinism is tolerated any mpd automaton, with nite states, admits an equivalent stateless mpd automaton.
This fact extends a well-known property of pd automata 14]. Moreover, the analogy between the cf and mpd cases goes farther, since the family of n-pd automata recognizing by nal state is as powerful as the family of n-pd automata recognizing by empty store, for any xed n 1.
The addition of the determinism constraint reduces the recognition power of mpd automata, for a xed number n of pd tapes. For instance, this happens for n = 1, because 1-pd automata are push-down automata and it is well-known that deterministic push-down automata are less powerful than non-deterministic ones 14]. In the conclusion this point is resumed.
An additional comparison may help in understanding the proposed model, before entering the technical presentation. A 2-pd automaton is very di erent from a machine with two independent pd tapes. The latter can simulate a Turing machine by storing its semitapes on the pd tapes 15]. In our case this is not possible because only one tape at a time can be read, so that the information written on, say, the right semitape would not be accessible until the left semitape is emptied. As a consequence mpd languages are much less general than contextsensitive ones, in fact they are permutations of cf languages.
Section 2 de nes mpd grammars and automata, presents some illustrative examples, introduces a normal form and proves the equivalence of mpd grammars and automata. Section 3 rst proves the central properties of each n-pd family for any xed n 1, then it proves closure and inclusion properties of the whole hierarchy. The Conclusion discusses determinism, parsing and points to a related investigation on grammars which further generalize cf ones by having a store made of FIFO as well as of LIFO tapes. The Appendices A and B present two lengthy proofs.
De nitions and examples
This section de nes the multi-push-down (mpd) automata with n 1 pd tapes (also called n-pd or PD n automata) and the corresponding equivalent class of grammars, the multi-depth grammars (also called depth-n or D n grammars). A normal form for such grammars is introduced. Some examples of the recognitive and generative power of the families of n-pd automata and depth-n grammars are provided.
The mpd automaton, shown in Figure 1 for the case n = 2, has one readonly left to right input tape and n 1 read-write memory tapes with a LIFO rewriting policy. The machine performs the following actions with one move: { reads one or zero symbols from the input tape and moves past the read symbol; { reads the symbol on the top of the rst pd tape; if the rst pd tape is empty it reads the top symbol of the second non-empty pd tape; and so on.
{ switches its internal state; { possibly writes in parallel n nite strings i on the i-th pd tape, with respectively i = 1; 2; . . .; n. The i-th head moves to the left of the inserted string i , i.e. writing is a push move.
Notice that the total ordering of the pd tapes allows one to view them as a whole store with a single reading head and n 1 writing heads (see Figure 1 for the case n = 2). The substore between the i-th and the (i + 1)-th writing head is called the i-th segment of tape and is formally equivalent to an ordinary pd tape. The next de nition is the same as the classical de nition of pd automaton, apart from the fact that our machine can write in parallel into n pd tapes instead of just one.
De nition1. A n-push-down (n-pd or PD n ) automaton M, with n 1, accepting by nal state, is a 7-tuple M = (Q; ; ?; ; q 0 ; F; Z 0 ), where: { q 0 2 Q is the initial state { F Q is the set of nal states { Z 0 2 ? is the initial memory symbol A con guration of M is a (n+2)-tuple hq; x; 1 ; . . .; n i, where q 2 Q, x 2 and 1 ; . . .; n 2 ? . The con guration hq 0 ; x; Z 0 ; "; . . .; "i is initial. A con guration hq; x; 1 ; . . .; n i, where q 2 F, is called nal.
The transition relation `M is the transitive closure of the binary relation`M, over con gurations, de ned in the following way:
hq; ax; "; . . .; "; A i ; . . .; n i`M hq 0 ; x; 1 ; . . .; i?1 ; i i ; . . .; n n i if (q 0 ; 1 ; . . .; n ) 2 (q; a; A), where a 2 f"g, for some 1 i n.
In words, the move (q 0 ; 1 ; . . .; n ) 2 (q; a; A) reads \a" or \"" from the input, reads \A" from the head of the store (in the rst non-empty segment), then switches the state to \q 0 " and for all j, with 1 j n, writes j by means of the j-th writing head. Accordingly, the j-th writing head moves leftwards.
A string x is accepted (by nal state) by a n-pd automaton M if and only if hq 0 ; x; Z 0 ; "; . . .; "i `M hq; "; 1 ; . . .; n i where q 2 F. 2
Clearly a 1-pd machine coincides with a classical pd automaton.
De nition2. The family of languages recognized by n-pd automata is denoted L PD n, for any n 1. 2 Example 2.1 The non-cf language fa n b n c n j n 0g 2 L PD 2 . An accepting nondeterministic 2-pd automaton is M = (Q; ; ?; ; q 0 ; fq 2 g; Z 0 ), where: = fa; b; cg ? = fZ 0 ; B; C; Dg Q = fq 0 ; q 1 ; q 2 g (q 0 ; a; Z 0 ) = f(q 1 ; Z 0 B; CD)g (q 0 ; "; Z 0 ) = f(q 2 ; "; ")g (q 1 ; a; Z 0 ) = f(q 1 ; Z 0 B; C); (q 1 ; B; C)g (q 1 ; b; B) = f(q 1 ; "; ")g (q 1 ; c; C) = f(q 1 ; "; ")g (q 1 ; "; D) = f(q 2 ; "; ")g
The automaton M reads the a's in the initial state while Z 0 is on the top of the rst pd tape, switches to the state q 1 and writes Z 0 B and CD onto the rst and the second pd tape, respectively. Then in the state q 1 it reads the a's from the input tape while Z 0 is on the top of the rst pd tape, storing the a's as B's and C's onto the rst and the second pd tape, respectively. When the a's are nished and Z 0 disappears from the top of the rst pd tape, M reads from the input tape a number of b's equal to the number of B's. When the rst pd tape is empty, the automaton consumes the C's from the second pd tape while reading the c's from the input tape. When D is the top symbol of the store, with an "-move M reaches the nal state q 2 and recognizes.
We have de ned acceptance by nal state, but, analogously to the 1-pd, or cf, case, acceptance by empty store could be de ned as well. In this case the set F of nal states is not de ned and the nal con gurations are of the type hq; x; "; . . .; "i, for any q 2 Q. Furthermore, the following statement holds. Statement3. A mpd language L is recognized by a non-deterministic n-pd automaton by empty store if and only if there exists a non-deterministic n-pd automaton recognizing L by nal state, for some n 1. 2 The proof, a simple generalization of the well-known proof for pd automata 14], is omitted.
The previous statement permits to de ne a generative system for mpd languages, i.e. the grammars, called depth-n or D n grammars 2 , generating the languages in L PD n . A D n grammar is a rewriting system that rewrites one nonterminal symbol A occurring in a string by a string . Unlike cf grammars, need not be written contiguously as a replacement of A; instead, is a list of n 1 strings, = ( 1 )( 2 ) . . .( n ), and each string i is inserted in a marked position of . First we need de ne lists.
De nition4. Let be a nite alphabet and let \(", \)" be characters not in . A list is a nite sequence of (possibly empty) strings enclosed by the symbols \(", \)", i.e. = ( 1 )( 2 ) . . .( n ), with n 1, where i 2 , for any 1 i n.
The string i is called the i-th component of the list . Lists are elements of (\(" \)") + . List names will be overscored, to distinguish them from string names. A list with n components is called a list of degree n, or a n-list. An equivalent notation for a n-list is ( 1 ) 1 ( 2 ) 2 . . .( n ) n , which allows to drop the empty components.
A list can be transformed into a string in the natural way by the homomorphism (unmarking) u : ( f \(" g f \)" g) ! , de ned by u(\(") = ", u(\)") = " and u(a) = a, for any a 2 . Usually we denote = u( ), deleting the overscore, and we call the string the unmarked copy of the list . 2
De nition5. A D n grammar G is a 4-tuple G = (V N ; V T ; P; S), where V N and V T are the non-terminal and terminal alphabet, respectively, S 2 V N is the axiom and P is a nite set of elements (productions) of the form
The letter D stands for \depth-rst", in contrast to the \breadth-rst" grammars of
where w 2 V T and i 2 V N , for any 1 i n. The string i is called the i-th component of the production. 2 Notice that a production can be equivalently written as A ! w , where = ( 1 )( 2 ) . . .( n ) is a n-list. The right-hand side w is a n-list over the alphabet V N with a pre x in V T . We continue to call such entities n-lists. For brevity the empty components of a list can be shortened as follows:
Obviously for n = 1 a D n grammar is cf. A derivation is a relation between two n-lists, such that the latter one is obtained by rewriting the leftmost non-terminal of the former one using a production.
De nition6. Let = (") 1 . . .(") i?1 (A ) i ( i+1 ) i+1 . . .( n ) n be a n-list, for some 1 i n, where j 2 V N , for each i j n, and A 2 V N . Take a string x 2 V T . We write the following derivation x ) xw( 1 ) . . . ( 1 ) 1 ( 2 ) 2 . . .( n ) n is a production and j = j j , for every j with i j n. 2 Notice that only leftmost derivations are de ned. In fact, by relaxing the leftmost constraint on the order of derivation the generative power of D n grammars increases, for any n 2, in contrast with the behaviour of cf grammars (remember however that cf grammars coincide with D n grammars for n = 1). As usual ) denotes the re exive and transitive closure of the relation ). The language generated by a D n grammar G is L(G) = fx 2 V T j S ) G xg. De nition7. G D n is the family of D n grammars; the corresponding family of languages is denoted by L D n and is named the family of depth-n languages. 2
The following examples highlight the generative capacity of D n grammars, giving also detailed examples of derivations. The derivation of the string aabbcc is: 
An example of derivation of the string abbabb is:
The grammar G works by rst storing a reverse copy of w onto the rst component of the list and then by reversing it again onto the second component. 
2 The D n grammars with n 2 also admit more re ned normal forms.
De nition11. A D n grammar G = (V N ; V T ; P; S), for n 2, is in binary we can proceed similarly to the classical Chomsky normal form and the proof is omitted. For the productions not in binary normal form we have to study two cases:
with j j > 2 2. A ! ( ) i with j j 2 for some 1 < i n First we construct the productions of G 0 in each case, then we prove the equivalence. For simplicity we shall assume 1 ; i = XY Z (the construction is easily generalized, and the proof is made by induction).
Case (1) . We create for G 0 the new non-terminal hXY i (1) and we replace the production A ! ( ) 1 by A ! (hXY i (1) Z) 1 and hXY i
(1)
Case (2). It requires a little change in the order. We have A ! ( ) i with j j 2 for some 1 < i n Then we create for G 0 the new non-terminals hZY i (i) , hZi (i) , hY i (i) and hXi (i) , and we replace the production A ! ( ) i by A ! (hZY i
Now we prove the equivalence of G and G 0 . To prove that L(G) L(G 0 ), we notice that case (1) is similar to the classical proof of the Chomsky normal form and is not pursued. Similarly, for case (2) the right part XY Z is rst encoded in the rst segment, then moved one by one into the proper position. We omit the proof that L(G) L(G 0 ), which is straightforward. 2
Note 13. We can assume that the non-terminal alphabets of each list compo-
N , the disjoint union of n alphabets V (i) N = A (i) . Accordingly, in each production the i-th component is a string in V Notice that a D n grammar with n = 1, i.e. a cf grammar, in strong normal form reduces to one in Chomsky normal form (because the 2 nd and 3 rd production types above do not apply); therefore the strong normal form is a generalization to D n grammars of the Chomsky normal form of cf grammars. Note 15. We could analogously construct a (strong) normal form for n-pd automata, proving that for any n-pd automaton M, with n 2, there exists an equivalent machine M 0 = (Q; ; ?; ; q 0 ; Z 0 ), such that:
, where the ? ) f(q 0 ; B (1) ; "; . . .; ")j q 0 2 Qg (q; a; A (1) ) f(q 0 ; "; . . .; ")j q 0 2 Qg which is equivalent to M and recognizes by empty store. Equivalence of PD n automata and D n grammars As described in the introduction, a pd automaton performs the depth-rst left-to-right parse of the strings generated by a cf (i.e. D) grammar in Greibach normal form. This correspondence can be extended to PD n machines and to D n grammars, as stated by the next result.
Lemma 16. A language L is recognized by a n-pd automaton M by empty tape if and only if L 2 L D n, for some n 1, i.e. L PD n = L D n. 2 Proof Let L be a language recognized by empty store by a n-pd automaton, in 
C (1) ; "; . . .; ") 2 (q 1 ; "; A (1) ) hA (1) ; q 1 ; q 2 ; q 3 ; q 4 ; . . .; q 2n?1 ; q 2n i ! (hB (1) ; ; q 1 ; q 2 i ! (hC (1) ; q 0 1 ; q; q 3 ; q; . . .; q 2j?3 ; q; q 2 ; q; q 1 ; q; . . .; q 1 ; qi) 1 5. i (q 2 ; "; . . .; ") 2 (q 1 ; a; A (1) ) hA (1) ; q 1 ; q 2 ; q 3 ; q 3 ; . . .; q 2n?1 ; q 2n?1 i ! a
The grammar G simulates the behaviour of the automaton M by guessing (nondeterministically) the correct sequence of states, coded in the rst and (2h+2)-th state component of the rst pd tape symbol (h > 1). This fact will be completely proved by induction in Appendix A.
Conversely, given G = (V N ; V T ; P; S) 2 G D n, from Statement 10 we can assume that G contains productions of the types A ! ( 1 ) 1 ( 2 ) { L is recognized by a n-pd automaton, recognizing by empty tape; { L is recognized by a n-pd automaton, recognizing by nal state; { L is generated by a D n grammar.
for some n 1. 2 This theorem establishes a close parallelism between cf and mpd languages. Any grammar G 2 G D n can be put in reduced form, i.e. all non-generating or looping derivations can be excluded. In fact, consider that a D n grammar G produces non-generating or looping derivations if and only if the underlying cf grammar G CF does, too. Hence to reduce G it su ces to process G CF reducing it instead (this only requires stripping o some productions), and then to go back to G. Moreover, the depth-n language L = L(G) is empty if and only if the cf language L CF = L(G CF ) is empty. Therefore Statement21. The emptiness problem of any depth-n language L 2 L D n is decidable, for any n 1. Finally, note that a depth-n language L contains the empty string " if and only if L CF does, too. Hence Statement22. The problem of deciding whether a depth-n language L 2 L D n contains the empty string " is decidable, for any n 1. The following statements can be proved essentially by means of the same proofs used for cf grammars, and hold for any n 1. 
N fSg where S is a new non ? terminal
. Construct G = (V N ; V T ; P; S) as follows.
N fS; S 0 1 g and P = P 1
Statement27. L D n is closed with respect to the intersection with regular lan-
Proof Let L 2 L D n. Given a nite automaton recognizing the regular language R and the n-pd recognizer by nal states of L, construct the Cartesian product machine. 2 Szilard language The de nition of leftmost Szilard language for a cf grammar 11] can be extended to D n grammars.
De nition28. Let G 2 G D n and let E be the set of the unique labels of its productions, then the leftmost Szilard language of G is Z L (G) = fy 2 E + j D is a derivation S ) G x and y is the sequence of productions applied in Dg. The string y is called the control word of the derivation D of the string x. 2 Statement29. Z L (G) 2 L D n, for every grammar G 2 G D n. 2 Proof Let G = (V N ; V T ; P; S) be a D n grammar. Consider the grammar G 0 = (V N ; E; P; S), where P 0 = fX ! e ( 1 ) 1 ( 2 ) 2 . . .( n ) n j e : X ! w ( 1 ) 1 ( 2 ) 
2 Considering now the Szilard language Z L (G CF ) of the underlying cf grammar, we have immediately:
These statements will be used in the proof of the next result.
Generalized Dyck language As cf (i.e. L D ) languages as their generator have the Dyck language, which characterizes the family, for each L D n there exists a corresponding generator, a generalized Dyck language to be next de ned.
The alphabet of the Dyck language consists of nitely many pairs a; a (1) ; b; b (1) ; . . . of symbols. The alphabet of the generalized Dyck language consists of nitely many (n + 1)-tuples of symbols aa (1) . . .a (n) ; b; b (1) . . .b (n) ; . . ..
De nition31. The generalized Dyck language over an alphabet , corresponding to n 1 pd tapes, shortly D( ; n), is de ned as follows. Let (i) , with 1 i n, be marked copies of , and let~ = U n i=1 S ! " S ! a(SA (1) ) 1 
for any a 2 and for any 1 i n. 2 
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As an example we give the D 2 grammar G = (V N ;~ ; P; S) generating the generalized Dyck language D(fa; bg; 2): V N = fS; A (1) ; A (2) ; B (1) ; B (2) g~ = fa; a (1) ; a (2) ; b; b (1) ; b (2) 
S ! " S ! a(SA (1) ) 1 (A (2) ) 2 S ! b(SB (1) ) 1 (B (2) ) 2 A (1) ! a (1) (S) 1 A (2) ! a (2) (S) 1 B (1) ! b (1) (S) 1 B (2) ! b (2) (S) 1 Here follows an example of a derivation in G. S ) a(SA (1) ) 1 (A (2) ) 2 ) ab(SB (1) A (1) ) 1 (B (2) A (2) ) 2 ) ab(B (1) A (1) ) 1 (B (2) A (2) ) 2 ) abb (1) (SA (1) ) 1 (B (2) A (2) ) 2 ) abb (1) a(SA (1) A (1) ) 1 (A (2) B (2) A (2) ) 2 ) abb (1) a(A (1) A (1) ) 1 (A (2) B (2) A (2) ) 2 ) abb (1) aa (1) (SA (1) ) 1 (A (2) B (2) A (2) ) 2 ) abb (1) aa (1) (A (1) ) 1 (A (2) B (2) A (2) ) 2 ) abb (1) aa (1) a (1) (S) 1 (A (2) B (2) A (2) ) 2 ) abb (1) aa (1) a (1) (A (2) B (2) A (2) ) 2 ) abb (1) aa (1) a (1) a (2) (S) 1 (B (2) A (2) ) 2 ) abb (1) aa (1) a (1) a (2) a(SA (1) ) 1 
) 2 ) abb (1) aa (1) a (1) a (2) a(A (1) ) 1 
) . . . ) abb (1) aa (1) a (1) a (2) aa (1) a (2) b (2) a (2) = x Examining the string x it is immediate to notice that its projections over (1) and over (2) are Dyck strings. Moreover, the projection over (1) of each pre x (e.g. abb (1) aa (1) a (1) ) of x, immediately followed by a character in (2) , is in the Dyck language over (1) . Figure 3 shows these projections for the generalized Dyck string of the above derivation. Next we present a de nition in terms of cancellation rules. Let (1) and (2) be two indexed copies of , and consider the homomorphism h : ~ ! ? (1) (2) (1)
de ned by h(a) = a (2) a (1) for every a 2 h(a (1) ) = a (1) for every a
2 (1) h(a (2) ) = a (2) for every a and apply the following rewriting rule ux (1) vx (1) w = uvw to the homomorphic image of x through h, if and only if v 2 (2) and u; w 2
. For instance, suppose x is the string of the above derivation, then h(x) becomes a (2) a (1) b (2) b (1) b (1) a (2) a (1) a (1) a (1) a (2) a (2) a (1) a (1) a (2) b (2) a (2) and can be rewritten as follows a (2) a (1) b (2) b (1) b (1) a (2) a (1) a (2) a (2) a (1) a (1) a (2) b (2) a (2) a (2) a (1) b (2) a (2) a (1) a (2) a (2) a (1) a
a (2) which is a string of the Dyck language over (2)
and can be reduced to the empty word by means of the usual cancellation rules for the Dyck language.
Notice that the introduction of the homomorphism h and of the new alphabets (1) and (2) has two purposes: to mark the positions of the characters belonging to in the original string after the application of the cancellation rule and to control their correct matching with the characters in (2) . This example leads to the next rules. Note 32. It is possible to de ne the generalized Dyck language by means of a generalized cancellation rule, as follows. We introduce the new alphabets (i) , with i = 1; 2; . . .; n, which are disjoint indexed copies of , and the homomorphism
. . . Proof Let G = (V N ; V T ; P; S) 2 G D n be in strong normal form (see Note 14) and let be the set of the labels of its productions. The language D( ; n) is as in De nition 31. Let p denote the projection of~ over , i.e. the homomorphism de ned by p(e) = e, for every e 2 , and by p(e , but allows any sequence of e's.
We construct a regular language R 2 such that p(D( ; n)\R 2 ) is Z L (G), the leftmost Szilard language of G. We also de ne the homomorphism :~ ! V T by (e) = w 2 V T if e : X ! w 2 P, otherwise (e) = " (e (i) ) = " for any 1 i n in order to obtain from each Szilard word the corresponding word in L(G).
We shall show that given a derivation u = e i1 . . .e in : S ) G x 2 L(G), a uniqueû 2 D( ; r) \ R 2 can be built such that (û) = (u) = x and p(û) = u.
To construct such aû we introduce a new grammar G 00 = (V 00 N ;~ ; P 00 ; S) 2 G D n.
The grammar G 00 is built as follows. Let Therefore L(G 00 ) is contained in R 2 by de nition of R 2 . From De nition 31 it follows immediately that L(G 00 ) is contained in D( ; n). Moreover, for everŷ u 2 L(G 00 ) the string p(û) is the control word of a derivation S (1) ) G x, where x 2 L(G), and, conversely, given a derivation u = e i1 . . .e in : S (1) ) G x 2 L(G), there exists a stringû 2 L(G 00 ) such that p(û) = u, by the de nition of G 00 .
The converse follows immediately from Statements 24 and 27. 2 Pumping lemma A periodicity property is proved which generalizes the so-called \pumping lemma" of cf languages (Bar-Hillel or Ogden lemma) 20]. This result will be used to prove that certain languages do not belong to the n-pd family, for any n 1. First we need the following de nitions. 
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Hint of the proof. Let L = L(G), where G = (V N ; V T ; P; S) 2 G D n is in strong normal form (see Note 14) . Let G CF be the underlying cf grammar. Then L 0 = L(G CF ) is a cf language the elements of which are permutations of words in L. For a string w 2 L and a derivation S ) G w, consider the corresponding derivation in G CF , S ) GCFw , so that w is a permutation ofw. Let T be the syntax tree ofw in G CF . By a suitable order of visit of T it is possible to obtain w. This ordering is stored in T by assigning an apex to each internal node. Thus T can be considered the syntax tree of w, too.
If jwj > h, there exists in T at least one path with 1 + dlog 2 he nodes. Let now m = jV N j. If we consider a string z in L with jzj > 2 m+1 , the syntax tree of z contains at least one path with m + 2 nodes. Thus in this path there exists a non-terminal A which occurs twice; we can suppose -from the form of the productions in G -that this non-terminal belongs to V 2 ] in such a way that it is the most distant from the root, among the paths satisfying the previous conditions.
From now on the proof is analogous to the cf case. When the non-terminal A (1) 2 occurs as the rst symbol of the sequence to be rewritten, it can be expanded with the same derivation used in the expansion of A (1) 1 , obtaining a new string z 0 in which the substrings of z generated by non-terminals in A We show that, from Lemma 38, it holds L 6 2 L D n; in fact, choose v long enough and apply the iterative 2 n -tuple property. If for some i the string u i contains two di erent terminals, say u i = . . .a h j a k j+1 . . ., with 0 < h; k m, then the string x would contain the string u i twice, hence an instance of the terminal a j would occur after a j+1 . This is a contradiction.
Therefore, it must hold u i = a k j . But i = 1; . . .; 2 n , whereas j = 1; . . .; 2 n +1, so that not every index j is taken into account, and we obtain a word in L where the number of a r 's is di erent from the number of a s 's for some r 6 = s, which again is a contradiction. 2 
Properties of the superfamily
We brie y consider some closure properties of the superfamily In fact, let M be a n-pd recognizer of L. The construction of an automaton M 0 of type PD s , equipped with s pd tapes, accepting L 0 is straightforward. The automaton M 0 simulates the automaton M and uses the 2r additional pd tapes to create r homomorphic copies of the input word x 2 L. More precisely, the (jnj+2i?1)-th pd tape is used to store a homomorphic reversed copy of x, which is then rewritten and reversed on the (jnj+ 2i)-th pd tape (without reading any input character), and so on, with 1 i r. Disjoint tape symbols are used for each pd tape. The last pd tape is emptied by recognizing an input word as a homomorphic copy of the contents of the tape.
2 Since the superfamily is closed with respect to arbitrary hom., the homomorphic replication can be arbitrary, too. 
Conclusions
For determinism 20], an aspect not covered here, the strict inclusion of deterministic by non-deterministic languages (as for cf languages) is proved in the related paper 21]. More precisely, it is proved that the deterministic 2-pd languages are strictly included by the 2-pd (non-deterministic) ones, and that there are (non-deterministic) cf languages which are not 2-pd deterministic.
Another important property of cf languages which is preserved by mpd languages concerns the complexity of recognition, which remains polynomial-time 10]. Practical linear-time top-down parsing algorithms for the deterministic case have been investigated 7, 18] , in view of the de nition of a subfamily enjoying the same advantages as the LL(k) cf languages 14]. This development would allow a straightforward extension of the classical parser generating tools, opening the door to the exploitation of D n grammars for compiler writing.
On the conceptual side we conclude by observing that mpd automata use for their store an array of LIFO tapes. More general data structures have been considered for the store, such as an array of FIFO or LIFO tapes. A corresponding class of grammars was de ned in the same spirit of mpd grammars and investigated in 4, 6, 7] . It includes some types of queue 1, 9] and dequeue automata 8] (see also 3]). Not all the properties of mpd languages remain valid for this more general class: e.g. that of being an AFL 4] is lost.
A Proof of Lemma 16
First we shall prove that if a language L is recognized by empty tape by a n- 
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B (2) . . .K (2) ; . . .; A . . .H (1) ; A (2) B (2) . . .K (2) ; . . .; A Applying production 3., written as hA (1) ; q 1 ; q 2 ; p 1 ; p 1 ; . . .; m 1 ; m 1 ; s 1 ; s 2 ; t 1 ; t 1 ; . . .; r 1 ; r 1 i ! (hX (j) ; s 2 ; s 1 i) j i (q 2 ; "; . . .; X (j) ; . . .; ") 2 (q 1 ; "; A (1) ), to the con guration (7), we obtain (hB (1) ; q 2 ; q 3 ; p 1 ; p 3 ; . . .; m 1 ; m 3 ; s 2 ; s 3 ; t 1 ; t 3 ; . . .; r 1 ; r 3 i hC (1) ; q 3 ; q 4 ; p 3 ; p 4 ; . . .; r 3 ; r 4 i . . .. . .. . .. . .. . .. . .. . . . . .. . .. . .. . .. . .hH (1) ; q h ; q h+1 ; p h ; q h+1 ; . . .; r h ; q h+1 i) 1 (hA (2) ; p 1 ; p 0 2 i . . .hK (2) ; ; r 0 m ; r 0 m+1 )i) n which has the same form, for h > 1. The state becomes q 2 . The new con guration is now hq 2 ; x; B (1) . . .H (1) ; A (2) B (2) . . .K (2) ; . . .; X (7) was (hA (1) ; q 1 ; q 2 ; p 1 ; q 2 ; . . .; r 1 ; q 2 i) 1 (hA (2) ; p 1 ; p 0 2 i . . .hK (2) ; ; r m ; r 0 m+1 i) n where, in order to apply production 3., we have to suppose that for i 6 = 2; 3; 2j; 2j+ 1, all the states coded in the i-th component of the rst pd store symbols are equal to q 2 . Hence this form becomes (hA (2) ; q 2 ; p 0 2 i . . .hK (2) ; 
B (2) . . .K (2) ; . . .; X ; q 1 ; q 2 i) ! (hX (1) ; q 0 1 ; q; q 3 ; q; . . .; q 2j?3 ; q; q 2 ; q; q 1 ; q; . . .; q 1 ; qi) 1 32 to the con guration (8) ; q 1 ; q 2 ; q 3 ; q 3 ; . . .; q 2n?1 ; q 2n?1 i ! a i (q 2 ; "; . . .; ") 2 (q 1 ; a; A (1) ) to the con guration (7), with h > 1, we obtain (hB (1) ; (1) ; q 0 h ; q h+1 ; p 0 h ; q h+1 ; . . .; r 0 h ; q h+1 i) 1 (hA (2) ; q 3 ; p 2 ihB (2) ; p 2 ; p 3 i . . .hK (2) ; ; r 2 ; r 3 i . . .hM (n) ; r m ; r m+1 i) n which has the same form as (7) . The state becomes q 2 . The rewritten terminal string is va. The con guration of M was hq 1 ; ay; A
B (1) . . .H (1) ; A (2) B (2) . . .K (2) ; . . .; A 
. . .H (1) ; A (2) B (2) . . .K (2) ; . . .; A
If h = 1, the form (7) was (hA (1) ; q 1 ; q 2 ; q 3 ; q 2 ; . . .; q 2n?1 ; q 2 i) 1 (hA (2) ; q 3 ; p 2 i . . .hK (2) ; p k ; p k+1 i) 2 ; r m ; r m+1 i) n 33 where we have q 2 = q 3 = . . . = q 2n?1 , hence it becomes the sentence (hA (2) ; q 2 ; p 2 i . . .hK (2) ; p k ; p k+1 i) 2 (2) . . .K (2) ; . . .; A 
B (2) . . .K (2) ; . . .; A (1) ; q (1) h ; q h+1 ; q (2) h ; q h+1 ; . . .; q (n) h ; q h+1 i) 1 (hA (2) ; q (2) 1 ; p (2) 2 ihB (2) ; p (2) 2 ; p (2) 3 i . . .hK (2) ; p (2) k ; p Conversely, given G = (V N ; V T ; P; S) 2 G D n, from Statement 10 we can assume that G has productions of the type A ! ( 1 ) 1 ( 2 ) ) 1 for i = 2; 3 A (1) ! (B (1) C (1) ) 1 A (1) ! (B (2) ) 2 A (1) ! (B (3) ) 3 A (1) ! a If a word z 2 L is long enough, then in its syntax tree there exists a path where a non-terminal A occurs twice; we can suppose -from the form of P -that this non-terminal belongs to V 2 ] in such a way that it is the most distant from the root, among the paths satisfying the previous conditions. Now we distinguish some cases. Case 1 In the path A there exists at least one node labeled by a symbol which is in V (2) N , and no nodes labeled by a symbol in V (3) N . 
