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Abst rac t - - In  this paper the approach of using the Cayley transformation to evaluate the solu- 
tion of a linear parabolic equation is coupled with standard finite-element methods. The potential 
advantage of this approach is that the solution at a fixed time is written in terms of a Linear com- 
bination of solutions obtained by solving a time-independent problem where the coefficients in the 
linear combination are functions of time. In comparison with standard iscretization methods this 
approach requires fewer "pseudotime steps", i.e., fewer terms in the linear combination of solutions, 
to obtain the solution at a fixed time. (~) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
When finite-element methods are used to solve time dependent problems, it is often the prac- 
tice to use finite elements only for the spatial approximation and use finite differences for the 
temporal approximation. In this paper we consider a linear parabolic equation and use finite 
elements to discretize in space and incorporate a Cayley transform to approximate in time. The 
potential advantage of this approach is that the solution can be obtained for any time without 
determining the solution at previous times. The approximate solution is given in terms of a 
truncated infinite series; each term in the series requires the solution of a linear system with the 
same coefficient matrix. Typically, fewer terms in the series are required than timesteps in a 
standard finite-element/finite-difference dis retization. If the solution at several times is desired, 
then the algorithm is easily parMlelizable. 
Consider the problem 
= t), 
(a) 
w(z, 0) = ZOo, 
where B is a bounded operator on a Hilbert space H. Analogous to the case of the first-order 
initial value problem y'(t) = ay(t) ,  y(O) = Yo whose solution can be written as y = yoe at, we 
can write the solution to (1) as w(x,  t) = T(t )wo where T(t )  = e Bt. (See [1].) Now consider the 
difference quations 
Y~,n+l = TTyT,n, n > O, (2) 
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where T.~ is the Cayley transform defined by 
T7 = (71 + B) (T I  - B) -1 (3) 
and Y~,o = Wo. In [2], the authors present a method for obtaining the exact solution to (1) by 
using the Cayley transform; in particular, they investigate the relationship between the contin- 
uous operator T and the Cayley transform T~. Using these relationships, they show that the 
solution of (1) can be written as an infinite series where the n th term is the product of the solu- 
tion Y~,n of (2) and an easily calculated term involving time. Their results suggest a method for 
approximating the solution to (1) at any fixed time by truncating the infinite series. 
In this work we investigate how this Cayley transform approach can be implemented to obtain 
a fully discrete approximation to the heat equation once finite elements have been used to obtain 
a semidiscrete approximation. In Section 2 we present some background results on using the 
Cayley transform approach to solving a time dependent problem. In Section 3 we investigate 
using a finite-element-Cayley approximation to the simple example of a homogeneous heat equa- 
tion; in the next section we comment on the modifications to the method necessary for solving 
inhomogeneous problems. In the last section we present some numerical results. 
2. CAYLEY  TRANSFORM 
In this section we present a summary of the results given in [2-5] which demonstrate hat the 
Cayley transform can be used to write the solution of (1) exactly in terms of an infinite series. 
To obtain an approximation to the solution, the infinite series is truncated and so estimates for 
the error are also provided. 
In [2] the authors assume that B is a bounded operator on a Hilbert space H which is the 
generator of the semigroup T(t )  = e Bt .  They then derive relationships between the continuous 
operator T and the discrete operator T~ = (7I + B)(7I  - B) -1 as well as obtaining relationships 
between the solution w(x,  t) of (1) and the solution Y-r,,~ of the difference quations (2). In [3] the 
authors how that the expressions derived for these relationships still hold when the operator ( -B )  
with dense domain :D in H is unbounded, self-adjoint, and positive definite. 
To understand the significance of the difference quation (2) first note that T~ = (7I + B) (7 I -  
B) -1 can be written as (7I - B ) - l (7 I  + B) since 
(7I + B) (7 I -  B) -1 = (27 I -  (7 I -  B)) (71 -  B) -1 = 27(7 I -  B) -1 - I 
= (7I - B) -1 (27I - (7I - B)) = (7I - B) -1(7 I  + B). 
Thus, the difference quation Y~,n+l = T~y~,n can be written as 
7 (Y'f,n+l - Y'r,n) = B (Y-y,n+l + Y-~,n). 
This can be viewed as a Crank-Nicolson type approximation to Yt = By for a suitable choice 
of 7. 
In [2] it was shown that the continuous operator T(t )  = e Bt and the discrete operator T~ are 
related by the expressions 
oo 




(/o ) 7~ = (-1) n ~Pn(27t)T(t ) dt + I 
¢0(t) = e -t12, ¢~(t) = (-1)'~+le-t/2tL(1)l(t),- _ forn>_ 1, (5) 
n 
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and[ 
= 
Here L(~ ), m = 0, 1, 2 , . . .  are the generalized Laguerre polynomials given explicitly by 
L(~)(t) : E ( -1 )  k ~.t  . 
k=0 
Since the solution w(x,t) to (1) can be written as w = Two, equation (4) and the fact that 
y~,,~ = T~wo imply 
w(x, t) = Cn(2~t)y~,n = E Cn(27t)T~wo, (6) 
n=O n=0 
where On(t) is given by (5). 
]~¥om (6), we see that  the solution to the continuous t ime-dependent problem (1) can be 
obtained at any time t without the evaluation of the solution at any previous times. Note that 
each term in the series expansion for w(x, t) is the product of a term Cn which only involves 
time and a term y-y,,~ which only involves space. In [2] it was shown that the terms ¢~(t) satisfy 
ten(t)] _< 1 for all n >_ 0 and for B bounded on the Hilbert space H with norm [1" H there exists q~ 
such that I[T~If < q7 < 1. Then since Iiy~,n]l < liT~ll Hy~,,n-IH we have Ily~,~]l < ][y~,n-1][. 
Representation (6) suggests a means for approximating the solution to (1) by truncating the 
series; that is, we let 
N 
t) = y ]  (7) 
n=0 
be an approximation to w(x,t). Then since [¢(t)l _< 1 for all n 
OO 0<3 
IIw(x,t)-WN(X, OII < ~ 1¢~(2~t)l Ily,.,,,-,ll < ~ Ily-~,,~lI 
n=N+l  n=N+l 
and if B is a bounded operator, then 
[ Iw(x ,  t)  - WN(X,t)ll 
nN+l 
n=N+l  
where we have used the fact that Yv,n = T~wo and [[T.rl ] < q-y. In the case when B is a 
self=adjoint, positive definite, bounded operator with minimum eigenvalue )~min and maximum 
eigenvalue Am~x, then it was shown in [4] that 
{ "Y--Amin ]"~--Amax } 
q.y : max "~ -I- )~min ' "~ ~ 
which is minimized when 7 = ~/)kmin/~max" 
3. D ISCRET IZAT ION US ING F IN ITE  ELEMENTS 
In this section we consider approximating the solution of an initial value problem using finite- 
element methods to discretize in space and the Cayley transform method of Section 2 to discretize 
in time. For simplicity of exposition we consider the homogeneous heat equation in this section; 
in Section 4 we will consider an inhomogeneous problem. 
Let Ft be a domain in 1~2 with smooth boundary aft. Consider the initial value problem of 
finding u(x, t) satisfying 
ut(x, t) = Au(x, t), in Ft x (0, ~-), 
u(x, t) = 0, on 0Ft × (0, ~-), (9) 
u(x, O) = uo(x), in ~. 
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The standard weak formulation of this problem is to seek u(x,t) E H~(fl) x (0, T) satisfying 
u(x, O) = uo(z) and 
/ u,vda=-/nVuV, VvE H~(f~). (10) 
Here H s (~t) represents the standard Sobolev space of functions in L 2(Q) with generalized eriva- 
tives of order less than or equal to s in L2(~t); Hl(gt) is the subspace of H I (~)  consisting of 
functions which are zero on 0~2. 
To define the semidiscrete initial value problem corresponding to (10) we choose a family of 
finite dimensional subspaces So h C Hl(~t) and seek u h E So h satisfying uh(x, 0) = uho(x) and 
L uhvh dfl = -- L VuhVvh da, Vvh E Sho(~). (ii) 
We assume that the family of spaces S h C H~ (gt) satisfies the approximation property 
inf ( l lw -xh l lo+h l lV (w-xh) l lo ) _<eh ' l lwL ,  1 <s<r ,  (12) 
x,, ES~o , 
for some integer r >_ 2 and for each w e HS(~t) N H~)(~2). Here  If" IIs denotes the standard norm 
on HS(~) and t1" II0 denotes the norm on L2(~). Then it is well known that the error in the 
solution u(x, t) of (10) and the semidiscrete solution uh(x, t) of (11) is given by (see [6]) 
( /0' ) t lu- uhllo _< b0-   0 110 + ch  s II-0L + It ,L , for t > 0. (13) 
To obtain a fully discrete problem one usually chooses a finite-difference approximation to ut such 
as a backward Euler or Crank-Nicolson approximation. In this work we use the Cayley transform 
method described in Section 2 to discretize in time. 
To use the results of Section 2 we must cast (11) into the form of (1). To this end, we first 
rewrite the semidiscrete problem (11) as 
Mhu h = Ahu h, 
uh(x, O) = uho(x), (14) 
where (Ahw, v) = -- fa VwVv df~ and (Mhw, v) = fa wv df~ for all w,v E S h. If we define the 
operator B in (1) as B = (Mh)- IA h then it will not be self-adjoint. To avoid this problem, we 
rewrite (14) as 
(Mh)l/2"tl, ht = (Mk) -1/2 A h (Mh) -1/2 ( (Mh) l /2u h) 
and set w = (Mh)l/2uh and B = (Mh)-l/2Ah(Mh)-l/2; note that M h is symmetric and positive 
definite. It  is well known (see [7]) that the coercivity condition 
aVwVwdf l  > CHw[I ~, 
where C is a positive constant, holds for all w E H~(£t) and thus for all w E So h. The initial value 
problem (11) can then be cast into the form of (1) with B self-adjoint and positive definite. 
We have cast the semidiscrete problem (11) into the form of the original problem (1) and can 
use (6) to write the solution as 
oo  
uh(x, t) = (M h) -1/2 w(x, t) = (M h) -1/2 E ¢~(27t)yh, n' 
n=O 
(15) 
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where yh,n = T~Y~,n_ lh  for n >_ 1 with Y~,o h = Wo = (Mh)l/2u h, T~ = (T I+B) (T I -B )  -1 with B = 
(Mh)-l/2Ah(Mh) -1/2. However, in practice, we do not want to explicitly form this B. To see 
that this is avoidable, first consider the following finite-element discretization: seek z h E S h 5',n+ 1 
for n _ 0 satisfying 
~,~+1 df~+ Vz.y,n+lVv df~ = - Vz~,nVv df~, Vv h E S h, (16) 
or equivalently 
where z.~, 0h = u0 h. 
equations 
(TM h A h) z h = (TM h + A h) z h 
- -  %n+l  y ,n  
If we define 7"~ = (7M h - Ah)-~(vM h + A h) then we have the difference 
Z h "y,n ~K~Zh, n -1  n h = = T~ Z.~, o = "ff~nuh. 
We then form the solution from 
n=0 n=0 
(17) 
We want to show that this expression for uh(x, t) is equivalent to obtaining the solution using 
B == (Mh)-W2Ah(Mh) -]-/2 and (6); i.e., from (15). We first note that the operators T~ and T~ 
are related by 
T.y ~- (7 f -  (Mh) - I /2A h (ih)-l/2) -1 (7 I-}- ( /h )  -1/2A h (Mh) -1/2) 
= (Mh) a/2 (7 Mh -- Ah) -1 (V Mh + Ah) (Mh) -1/2 = (Mh) '/2 T~ (Mh) -1/2 , 
where we have used the fact that T~ = (7I  + B)(7I - B) -1 = (7 I  - B ) -1 (7 I  + B). Thus, the 
difference quation yh,n = h T~y~,n_ 1 can be written as 
h = (Mh) l/2 -1/2 y.,n h) h Y'~,n- 1 
(Mh) 1/2 T~ (Mh) -W2 (Mh) U2 T~ (Mh) -1/2 h = Y%n-2 
(Mh)ll2 T~ 2(Mh)-l /2 h 
= Y%n-2  
h 1/2 n -1 /2  . . . . .  (M ) 7"~ (M h) wo = (Mh) 1/2 7-~nu h.
From this representation for y~,,h and (15) we have 
uh(x't) = (Mh)-I/2 E Cn(27t)yh, n = E Cn(2"Tt)T~ huh 
n=0 rt=0 
which is the same series we obtained for uh(x, t) in (17). Thus, to obtain the exact semidiscrete 
solution in terms of the infinite series (17) we solve the difference quations (16) to obtain the 
spatial terms of the series and compute the temporal terms ¢(27t) using the Lagrange polynomi- 
als. It is important o keep in mind that the difference quations all involve the same coefficient 
matrix so that after an initial factorization of the matrix, only one solve needs to be performed 
to calculate each y~,~. 
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The error we make in approximating the semidiscrete solution u h by u h results from truncating 
the infinite series. The total error we make in approximating the solution u(x,t) of (10) by 
uh(x,t) is given by 
I l u -  -< II - + II - 
where the first term on the right arises from the error in the finite-element discretization and the 
second term arises from truncating the infinite series for u h. The first term can be estimated by 
using the standard result (13) while the second term can be estimated by using (8). 
4. INHOMOGENEOUS PROBLEM 
In most applications a source term appears in the equation, so that instead of solving (1) we 
have the problem 
wt(x,t) = Bw(x,t) + f(x,t),  (18) 
w(z,  O) = wo. 
It was suggested by [5] that the inhomogeneous problem can be readily handled by including 
terms in the exact solution (6) generated by f(x, t). In particular, it can be shown that w(x, t) 
can be written as 
w(x,t)  = ~ ¢~(2~/t)y.~,,~ + ¢~(2~(t - ~))F-~,~(x, s)a~ , (19) 
fL=O 
where F.y,o(x, t) = f(x, t) and F~,n(x, t), n _> 1 is determined by the equation 
F~,~(z,t) = T~F~,~_l(z,t). 
Note that this is the same operator as in the equation for Y~,n so that for each term in the series 
one solve is required for Y~,n and one for F~,,~. 
The finite-element implementation proceeds as in Section 3. Consider the inhomogeneous heat 
equation 
u,(x,t)  = Au(x,t)  + g(~,t), in a × (0, T), 
u(z, t) = 0, on 0gt × (0, T), 
u(x, O) = uo(x), in ~, 
whose standard semidiscrete approximation using finite elements is to find u h E Sho C H~(~) 
satisfying 
~uhvhd~t=- -~VuhVvhd~+ / gvhd~t, Vvh E Sh(~t). 
We write this semidiscrete problem Mhuht =- Ahu h + Mhg as 
1/2 h (Mh)-l/2 A(Mh)- I /2  (Mh)l/2u h + (Mh)l/2g (M h) 
whose solution is 
u(x,t) (Mh)- l /2w(x,t)  Cn(2~t) h = = YT,n + ¢n(2V(t -- s))Fh, n(X, S) ds 
n=O 
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h = (Mh) l /2U~o,  where h is the solution of yh,~ T.~y.r,~_ 1 with B (Mh)-I /2A(Mh)-I /2, h ~ Y~,0 Y'r ,n 
and F£hn is the solution of F~hn = h h T~F.~,n_ 1 with F~, 0 = (Mh)U2g. As before, we do not have to 
explicitly form (Mh)-I/2A(Mh) -1/2 or (Mh)l/2g. We obtain the first term on the right of the 
expression for u(x, t) from (17) and the second term by solving 
= - VG~,~+IVv d~, E 7Gn,n+lv d~+ VG~,n+IVv d~t 7G~,nV d~t Vv h S h, 
~h h n h or (~,n = :Y~G~,n-1 = ~ Gu,o = T~ng where :Y~ = (~/M h - Ah)- l (TMh + Ah). Since F hT,~ = 
T~(Mh)l/2g = (Mh) l /2~g the final solution can be obtained from 
f/ ] uh(x , t )  = ¢ . (2~t l~nu0 h + ¢~ (2~(t - s))  ~g . am0 (20) 
5. NUMERICAL  IMPLEMENTATION 
The potential numerical advantage of using the Cayley transform to discretize in time is that 
the solution at a fixed time can be approximated without determining the solution at previous 
times, i.e., without employing a time stepping algorithm. If the solution at several fixed times is 
desired, then the algorithm is easily parallelizable. 
The majority of the work required to obtain the fully discrete finite-element-Cayley approxima- 
tion at a fixed time arises from the factorization of the coefficient matrix. For each term included 
in the series, one linear system (16) must be solved for the homogeneous equation and two for 
the inhomogeneous equation; however, all linear systems involve the same coefficient matrix. We 
can compare this to a finite-element discretization i space and a finite-difference discretization 
in time. In this case, if the timestep is held fixed, then a linear system with the same coefficient 
matrix must be solved at each timestep; if the timestep is variable, then the coefficient matrix 
depends on the time and the factored coefficient matrix can no longer be used. In practice, many 
fewer terms are usually needed in the series expansion using the Cayley transform than timesteps 
typically taken to reach a final time. 
The terms involving time in expression (17) or (20) for the fully discrete solution requires the 
generalized Laguerre polynomials which can be evaluated using the standard recursion formula 
(n + 1)L(a)(x) = ((2n + a + 1) - x) L(a)(x) - (n + a)L~_l(X ). 
In this section we consider two simple examples for illustration of the viability of the method; 
one example is a homogeneous heat equation and the other the corresponding inhomogeneous 
problem. In the numerical results the domain was chosen to be gt = (0, 1) x (0, 1) and it was 
subdivided uniformly into rectangles of side h and then into two equal triangles. Piecewise 
quadratic elements were used to discretize in space and a Cholesky factorization was used for 
the solution of the linear systems. For the inhomogeneous example, the line integral in (20) was 
evaluated using a composite five point Gauss quadrature rule. 
Using continuous piecewise quadratic elements, the error due to the finite-element discretization 
is known to be O(h 2) in the Hi-norm and O(h 3) in the L2-norm. Since the purpose of this work 
is to investigate the practicality of using the Cayley transform to obtain a fully discrete method, 
we want to concentrate on the error resulting from this portion of the discretization. For this 
reason, in the numerical results reported we use a fine (h = 1/50) mesh so that the error in 
truncating the infinite series dominates the error given in (8). Optimally, one would like to 
choose the number of terms in the series so that the error made in truncating the series balances 
the spatial error resulting from the finite-element approximation. Unfortunately, this requires 
precise knowledge of the bound q~ where IIT~H < q~ < 1. Current available stimates for q~ are 
in terms of the maximum and minimum eigenvalues ofB, )'ma×, Amin. Since q~ also depends on 3/, 
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we would like to  choose 3' so that  q~ is min imized;  i.e., take q~ = X/Amin/~max. For our  prob lem,  
we need the  eigenvalues of B = (Mh) - l /2Ah(Mh)  -1/2 which are equ iva lent  o the  eigenvalues of 
Ahy = AMhy.  In  th is  case, the  product  of Amax and  )tmi n is qui te large and  not  computat iona l ly  
feasible to use. However,  we have prov ided numer ica l  results  for several  values of 7 to  show that  
the  method works well even w i thout  the  opt ima l  value of the  parameter .  
For the  example  of the  homogeneous  heat  equat ion  we take the  exact  so lut ion  to be u(x, t) = 
e -27r2t sin 7rx sin Try. The  results  for th ree  values of the  parameter  7 are shown for t ime t = 0.1 in 
Tab le  1. We have tabu la ted  the  L 2 and  H 1 errors where we have used (17) to approx imate  the  
so lut ion w i th  n + 1 te rms in the  t runcated  series. Note  that  in some cases such as for 7 = 47r 
and  n _> 4 the  errors in the  H i -norm are not  decreas ing after  1.20 x 10 -4.  Th is  is because the  
spat ia l  error  is O(h  2) and  we have taken  h = 1 /50 so that  h 2 = O(10-4) .  As can  be seen f rom 
the  results,  the  larger values of 7 provides the  smal lest  errors for a fixed number  of terms.  
Table 1. Numerical results for homogeneous heat equation at t = 0.1. 
y = 37r 3  `= 47r 3' = 5~r 
L 2 Error H 1 Error L 2 Error H 1 Error L 2 Error H 1 Error 
0 1.25 • 10 -1 5•57 
1 9.21. 10 -3 2.91 
2 7.15. 10 -3 3•18 
3 2.40. 10 -4 1•06 
4 4.99- 10 -4 2.22 
5 3.61 • 10 -5 2.00 
6 2.73- 10 -5 1.71 
7 1.83. 10 -5 1.45 
8 7.60. 10 -6 1.24 
• 10-1  
• 10-2  
• 10-2  
.10 -2  
• 10-3  
• 10-3  
• 10-4  
• 10-4  
• 10-4  
7.28• 10 -2 3.23 
6•56. 10 -3 2.91 
2•04. 10 -3 9.04 
2•32. 10 -4 1•04 
4.67. 10 -6 1.22 
9.18. 10 -6 1.27 
2.64. 10 -6 1.20 
5.80. 10 -7 1.21 
3.17. 10 -7 1.20 
• 10-1  
• 10-2  
• 10-3  
• 10-3  
• 10-4  
• 10-4  
• 10-4  
• 10-4  
. 10 -4  
3•45.10 -2 1.53.10 -1 
2•65• 10 -3  1 .18• 10 -2  
2.41 • 10 -4 1.08- 10 -3 
2.17- 10 -6 1.21 - 10 -4 
1.68. 10 -6 1.22- 10 -4 
3.84. 10 -7 1.20- 10 -4 
3.13. 10 -7 1.20. i0 -4 
3.13. 10 -7 1.21 • 10 -4 
3.17. 10 -7 1.20. 10 -4 
One way to compare  these resul ts  w i th  s tandard  d iscret i zat ion  methods  is to  compare  the  
number  of t ime steps requi red to reach the  f inal t ime w i th  the  same accuracy  as g iven in Tab le  1. 
The  Crank-N ico lson  method for (9) us ing cont inuous  piecewise quadrat i c  e lements  was used for 
compar i son  w i th  the  Cayley t rans form method•  In Tab le  2 we compare  the  number  of te rms 
(n + 1) used in the  so lut ion employ ing  the  Cayley t rans form approach  w i th  the  number  of t ime 
steps needed by the  Crank-N ico lson  scheme to  obta in  the  same L2-error.  The  values are g iven for 
7 = 47r; o ther  values are similar.  As can be seen f rom the  table ,  for smal ler  errors,  the  number  of 
"pseudot ime steps" ,  i.e., the  number  of te rms in the  so lut ion,  for the  Cay ley  t rans form approach  
is much less than  the  to ta l  number  of t ime steps needed in the  Crank-N ico lson  method.  















2.32. 10 -4 4.67• 10 -6 
4 5 
14 100 
The  second example  is for the  inhomogeneous  heat  equat ion  
ut = Au + (1 + 2r)e t sin ~x sin ~y 
w i th  homogeneous  Dir ich let  boundary  condi t ions  whose exact  so lut ion  is g iven by u(x , t )  = 
e t sin :rx sin Try. The  resul ts  for several  values of t were computed;  the  resu l ts  for t = 0.1 are 
tabu la ted  in Tab le  3 for compar i son  w i th  the  cor respond ing  homogeneous  prob lem.  
Using the Cayley Transform 
Table  3. Numer ica l  results  for inhomogeneous heat  equat ion  for t = 0.1. 
1109 
" /= 3~ ,,/---- 41r ")' = 57r 
L 2 Er ror  H I Error  L 2 Error  H I Error  L 2 Er ror  H I Er ror  
0 3.54. 10 -1 
1 2.73. 10 -2  
2 5.20. 10 -3  
3 3.22. 10 -3  
4 9.56. 10 -4  
5 1.85. 10 -4  
6 4 .02 .10  -5  
7 1.19- 10 -5  
8 7 .63 .10  -6  
1 .57.100 
1.21• 10 -1  
2.31. 10 -2  
1•44.10  -2  
4 .35 .10  -3  
1 .26 .10  -3  
9 .57 .10  -4  
9 .56 .10  -4  
9.55. 10 -4  
2.17. 10 - I  9.64 
9.22. 10 -2  7.21 
2.57. 10 -3 1.14 
4.67. 10 -4  2.29 
3.72. 10 -5  9.69 
5 .18 .10  -6  9.55 
3 .53 .10  -6  9.55 
2 .55 .10  -6  9.55 
2 .49 .10  -6  9.55 
.10 -1  
. 10 -2  
• 10-2  
. 10 -3  
• 10-4  
. 10 -4  
.10 -4  
.10 -4  
. 10 -4  
1.08 • 10-1 
1.88. 10 -3  
3.94.  10 -4  
1.84. 10 -5  
2.62. 10 -6  
2.50. 10 -6  
2.49. 10 -6  
2.49. 10 -6  
2.49- 10 -6  
4.81.  10 -1 
8.39- 10 -3  
1.99. 10 -3  
9 .59 .10  -4  
9.55- 10 -4  
9.55- 10 -4  
9 .55 .10  -4  
9.55- 10 -4  
9 .55 .10  -4  
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