INTRODUCTION
Spreadsheets have long had the ability to perform regression analysis using ordinary least squares (OLS), giving analysts the ability to implement a variety of regression based time series techniques (e.g. linear trend models, polynomial trend models seasonal model using indicator variables etc.). The accessibility and familiarity of spreadsheet interface, along with its modeling and graphing capabilities, makes this the tool of choice for many business analysts [2] . Fortunately, all the major spreadsheet packages now include an optimization tool known as Solver. Solver can be used to maximize or minimize the values of the target worksheet cell (containing any formula) by altering the value of selected changing cells in the spreadsheet that influence the value in the target cell. Solver also allows constraints to be placed on the values of any cells in the worksheet. Thus solver is a general purpose tool capable of solving constrained linear and nonlinear optimization problem [3] . The main idea of the paper revolves around the fact that linear regression does not works well when the data do not properly fit with the least square regression line and optimizing the smoothing constants by using a non linear optimization tool (such as Solver) will not only improve the accuracy of the forecast but also will give better values of initial parameters.
LITERATURE REVIEW
Smoothing models are very common in TS analysis for their simplicity and ease of use. A variety of smoothing models have been proposed for short range forecasting over the years. The exponential smoothing models reported in the literature have been classified along two dimensions; these are constant smoothing models such as simple exponential smoothing (Holt 1957) [4] or Brown's linear model (1963) [5] and adaptive smoothing models such as Chow (1965) [6] [3] , mentioned the use of spreadsheet solver to simultaneously optimize the regression parameters and seasonal adjustments when regression models are used to forecast TS.
THE TREND MODEL
This type of plot is very helpful to understand the underlying demand model. The graph depicts an increasing trend. Assuming the trend as linear, the underlying model can be expressed as:
Where, a= level (intercept) and b = linear trend (slope), x t = demand in period t While in Fig. 1 , 2008 sales data clearly shows a linear trend model with a value of R square a.k.a. coefficient of determination of 0.815, 2007 data shows a poor linear fit with R square value of 0.219. The two equations on the graph show that both the slope and the intercept are different for two years indicating the usual year to year growth of a mature product in the pharmaceutical industry. To account for this growth factor two years of data are used together. Fig.2 shows the combined curve fitted with least square regression line. The graph shows that plotting two years of data together, actually, improved the linear quality of the sales curve, as the R square value jumps to 0.828. Again, a curve while fitted with a linear regression line which has an R square value of 0.828 will seem visually linear and most people will take the actual demand data as a linear trend model. But in this paper it is demonstrated that for these types of data, a non linear optimization of smoothing constants actually gives an accurate forecast than that of linear regression models. In this paper two models are used to forecast the sales data. The first method is simple linear regression and the second one is Holt's exponential smoothing method. Two examples of Holt's method are shown; in one smoothing constants are optimized by the Solver and in other recommended values of smoothing constants are used. Two years of historical data are then used to forecast for first three months (one quarter of a year) of the third year and corresponding MSEs are observed.
Forecast based on linear regression can be computed by � = � + � (2) where � = estimate of level, � = estimate of trend, � = forecast for period t � and � also known as regression parameters and estimated by minimizing the mean square error.
and the MSE in (3) is defined as
In EXCEL "TREND" function can be used to do the forecast using the simple regression method. (7) α and β are the smoothing constants and 0 < α, β < 1 In Holt's method, initial values of these parameters are needed to update the values of level and trend parameters. These initial values can be measured in various ways. In our case we will take first 5 months data to calculate the values of the initial parameters. We will use the following equations [10] : Table 3 is that smoothing constants are not optimized by the Solver rather it is fixed at recommended values. 
RESULTS AND DISCUSSION
Comparing three resultant MSEs, it is clear that MSE of Holt's method using non linear optimization of smoothing constant is less than MSEs of other two methods. It proves that for a seemingly linear demand trend a non linear optimization of smoothing constant outperforms linear regression method. But it is also evident that the MSE of linear regression method is not that different from the Holt's method. This happened because combining two years of sales data actually improved the linearity of the sales curve and hence linear regression worked well. For a strict linear model having an R square value above 0.9 linear regression might outperform the non linear optimization method. The choice between the recommended and optimized values of the constant is obvious as the later clearly outperforms the former. So instead of choosing the constants arbitrarily or selecting a value from many trial and error solutions it is better to use software that optimizes the smoothing constant.
Here we compared the three methods using MSE as the basis. The comparison can also be done using Mean Absolute Deviation (MAD) or Mean Absolute Percentage of Error (MAPE) as the basis. Interestingly MSE value may increase when the solver tries to optimize the MAPE.
CONCLUSIONS
This paper outlines an approach whereby a nonlinear optimization of smoothing constant for a seemingly linear demand gives better values of initial parameters and smoothing constants than the linear regression method. It also relieves the user from choosing an arbitrary constant which may or may not give an accurate forecast. Though solver offered a better result in this case, we must also take into account the fact that for different starting values of α and β, solver may show different MSE values. So it is necessary to run a check on the model by choosing different starting values of smoothing constants. Fortunately, in our example that was not the case. The model is checked for different starting values of α and β and the resultant MSE was same for all of them.
