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Abstract In this paper, we obtain the sharp upper and lower bounds for the spectral
radius of a nonnegative irreducible matrix. We also apply these bounds to various matrices
associated with a graph or a digraph, obtain some new results or known results about various
spectral radii, including the adjacency spectral radius, the signless Laplacian spectral radius,
the distance spectral radius, the distance signless Laplacian spectral radius of a graph or a
digraph.
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1 Introduction
We begin by recalling some definitions. Let M be an n× n real matrix, λ1, λ2, . . . , λn be
the eigenvalues of M . It is obvious that the eigenvalues may be complex numbers since M
is not symmetric in general. We usually assume that |λ1| ≥ |λ2| ≥ . . . ≥ |λn|. The spectral
radius of M is defined as ρ(M) = |λ1|, i.e., it is the largest modulus of the eigenvalues of M .
If M is a nonnegative matrix, it follows from the Perron-Frobenius theorem that the spectral
radius ρ(M) is a eigenvalue of M . If M is a nonnegative irreducible matrix, it follows from
the Perron-Frobenius theorem that ρ(M) = λ1 is simple.
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Let G = (V,E) be a simple graph with vertex set V = V (G) = {v1, v2, . . . , vn} and edge
set E = E(G). Let A(G) = (aij) be the (0, 1) adjacency matrix of G where aij = 1 if vi and vj
are adjacent and 0 otherwise. Let di be the degree of vertex vi, diag(G) = diag(d1, d2, . . . , dn)
be the diagonal matrix of vertex degrees of G. Then the signless Laplacian matrix of G is
defined as
Q(G) = diag(G) + A(G).
The spectral radius of A(G) and Q(G), denoted by ρ(G) and q(G), are called the (adjacency)
spectral radius of G and the signless Laplacian spectral radius of G, respectively.
Let G = (V,E) be a connected graph with vertex set V = V (G) = {v1, v2, . . . , vn} and
edge set E = E(G). For u, v ∈ V , the distance between u and v, denoted by dG(u, v), is the
length of the shortest path connecting them in G. For u ∈ V , the transmission of vertex u
in G is the sum of distances between u and all other vertices of G, denoted by TrG(u).
The distance matrix of G is the n×n matrix D(G) = (dij) where dij = dG(vi, vj). In fact,
for 1 ≤ i ≤ n, the transmission of vertex vi, TrG(vi) is just the i-th row sum of D(G). So for
convenience, we also call TrG(vi) the distance degree of vertex vi in G, denoted by Di, that
is, Di =
n∑
j=1
dij = TrG(vi).
Let Tr(G) = diag(D1, D2, . . . , Dn) be the diagonal matrix of vertex transmissions of G.
The distance signless Laplacian matrix of G is the n × n matrix defined by Aouchiche and
Hansen as ([1])
Q(G) = Tr(G) +D(G).
The spectral radius of D(G) and Q(G), denoted by ρD(G) and qD(G), are called the distance
spectral radius of G and the distance signless Laplacian spectral radius of G, respectively.
Let
−→
G = (V,E) be a digraph, where V = V (
−→
G) = {v1, v2, . . . , vn} and E = E(−→G ) are
the vertex set and arc set of
−→
G , respectively. A digraph
−→
G is simple if it has no loops and
multiple arcs. A digraph
−→
G is strongly connected if for every pair of vertices vi, vj ∈ V , there
are directed paths from vi to vj and from vj to vi. In this paper, we consider finite, simple
digraphs.
Let
−→
G be a digraph. Let N+−→
G
(vi) = {vj ∈ V (−→G )| (vi, vj) ∈ E(−→G )} denote the set of
out-neighbors of vi, d
+
i = |N+−→G (vi)| denote the out-degree of the vertex vi in
−→
G .
For a digraph
−→
G , let A(
−→
G) = (aij) denote the adjacency matrix of
−→
G , where aij is equal
to the number of arcs (vi, vj). Let diag(
−→
G) = diag(d+1 , d
+
2 , . . . , d
+
n ) be the diagonal matrix of
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the vertex out-degrees of
−→
G and
Q(
−→
G ) = diag(
−→
G) + A(
−→
G )
be the signless Laplacian matrix of
−→
G . The spectral radius of A(
−→
G) and Q(
−→
G), denoted by
ρ(
−→
G) and q(
−→
G ), are called the (adjacency) spectral radius of
−→
G and the signless Laplacian
spectral radius of
−→
G , respectively.
For u, v ∈ V (−→G), the distance from u to v, denoted by d−→
G
(u, v), is the length of the
shortest directed path from u to v in
−→
G . For u ∈ V (−→G), the transmission of vertex u in −→G
is the sum of distances from u to all other vertices of
−→
G , denoted by Tr−→
G
(u).
Let
−→
G be a strong connected digraph with vertex set V (
−→
G ) = {v1, v2, . . . , vn}. The
distance matrix of
−→
G is the n × n matrix D(−→G ) = (dij) where dij = d−→G (vi, vj). In fact, for
1 ≤ i ≤ n, the transmission of vertex vi, Tr−→G(vi) is just the i-th row sum of D(
−→
G). So for
convenience, we also call Tr−→
G
(vi) the distance degree of vertex vi in
−→
G , denoted by D+i , that
is, D+i =
n∑
j=1
dij = Tr−→G (vi).
Let Tr(
−→
G) = diag(D+1 , D
+
2 , . . . , D
+
n ) be the diagonal matrix of vertex transmissions of−→
G . The distance signless Laplacian matrix of
−→
G is the n × n matrix defined similar to the
undirected graph by Aouchiche and Hansen as ([1])
Q(−→G ) = Tr(−→G) +D(−→G ).
The spectral radius ofD(−→G) andQ(−→G ), denoted by ρD(−→G) and qD(−→G), are called the distance
spectral radius of
−→
G and the distance signless Laplacian spectral radius of
−→
G , respectively.
Let G = (V,E) be a graph, for vi, vj ∈ V , if vi is adjacent to vj , we denote it by i ∼ j.
Moreover, we call mi =
∑
i∼j
dj
di
the average degree of the neighbors of vi. If G is connected, we
call Ti =
n∑
j=1
dijDj the second distance degree of vi in G, where Di =
n∑
j=1
dij = TrG(vi) is the
distance degree of vertex vi in G.
Let
−→
G = (V,E) be a digraph, for vi, vj ∈ V , if arc (vi, vj) ∈ E, we denoted it by i ∼ j.
Moreover, we call m+i =
∑
i∼j
d+
j
d+i
the average out-degree of the out-neighbors of vi, where d
+
i is
the out-degree of vertex vi in
−→
G . If
−→
G is strong connected, we call T+i =
n∑
j=1
dijD
+
j the second
distance out-degree of vi in
−→
G , where D+i =
n∑
j=1
dij = Tr−→G(vi) is the distance out-degree of
vertex vi in
−→
G .
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A regular graph is a graph where every vertex has the same degree. A bipartite semi-
regular graph is a bipartite graph G = (U, V, E) for which every two vertices on the same
side of the given bipartition have the same degree as each other.
So far, there are many results on the bounds of the spectral radius of a nonnegative matrix,
the spectral radius, the signless Laplacian spectral radius, the distance spectral radius and
the distance signless Laplacian spectral radius of a graph and a digraph, see [1,3-5,7,8,10-18].
The following are some results on the above spectral radius of a graph or a digraph in terms
of degree, average degree, distance degree, the second distance degree or out-degree, average
out-degree, distance out-degree, the second distance out-degree and so on.
ρ(G) ≤ max
1≤i≤n
{
dimi
}
(1.1)
ρ(G) ≤ max
1≤i,j≤n
{√
mimj , i ∼ j
}
(1.2)
q(G) ≤ max
1≤i≤n
{
di+
√
dimi
}
(1.3)
q(G) ≤ max
1≤i≤n
{
di+
√
d2i+8dimi
2
}
(1.4)
ρD(G) ≤ max
1≤i,j≤n
{√
TiTj
DiDj
}
(1.5)
min
1≤i≤n
{
Ti
Di
}
≤ ρD(G) ≤ max
1≤i≤n
{
Ti
Di
}
(1.6)
min
1≤i≤n
{√
Ti
}
≤ ρD(G) ≤ max
1≤i≤n
{√
Ti
}
(1.7)
qD(G) ≤ max
1≤i,j≤n
{
Di+Di+
√
(Di−Dj)2+
4TiTj
DiDj
2
}
(1.8)
min
1≤i≤n
{
Di+
Ti
Di
}
≤ qD(G) ≤ max
1≤i≤n
{
Di+
Ti
Di
}
(1.9)
min
1≤i≤n
{√
2Ti + 2D2i
} ≤ qD(G) ≤ max
1≤i≤n
{√
2Ti + 2D2i
}
(1.10)
min{d+i : vi ∈ V (
−→
G )} ≤ ρ(−→G ) ≤ max{d+i : vi ∈ V (
−→
G )} (1.11)
min{m+i : vi ∈ V (
−→
G)} ≤ ρ(−→G ) ≤ max{m+i : vi ∈ V (
−→
G )} (1.12)
min{
√
d+i m
+
i : vi ∈ V (
−→
G )} ≤ ρ(−→G ) ≤ max{
√
d+i m
+
i : vi ∈ V (
−→
G )} (1.13)
min{
√ ∑
i∼j
d+j m
+
j
d+i
: vi ∈ V (−→G )} ≤ ρ(−→G) ≤ max{
√∑
i∼j
d+j m
+
j
d+i
: vi ∈ V (−→G)} (1.14)
min{
√
m+i m
+
j : i ∼ j} ≤ ρ(
−→
G ) ≤ max{
√
m+i m
+
j : i ∼ j} (1.15)
min{d+i +m+i : vi ∈ V (G)} ≤ q(
−→
G) ≤ max{d+i +m+i : vi ∈ V (G)} (1.16)
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min
i∼j
{
d+i +d
+
j +
√
(d+i −d
+
j )
2+4m+i m
+
j
2
}
≤ q(−→G) ≤ max
i∼j
{
d+i +d
+
j +
√
(d+i −d
+
j )
2+4m+i m
+
j
2
}
(1.17)
q(
−→
G) ≤ max
1≤i≤n
{
d+i +
√∑
j∼i
d+j
}
(1.18)
min
1≤i≤n
Di ≤ ρD(−→G) ≤ max
1≤i≤n
Di (1.19)
min
1≤i,j≤n
√
DiDj ≤ ρD(−→G) ≤ max
1≤i≤n
√
DiDj (1.20)
In this paper, we obtain the sharp upper and lower bounds for the spectral radius of
a nonnegative irreducible matrix in Section 2, and then we apply these bounds to various
matrices associated with a graph in Section 3 or a digraph in Section 4, obtain some new
results or known results about various spectral radii, including the (adjacency) spectral ra-
dius, the signless Laplacian spectral radius, the distance spectral radius, the distance signless
Laplacian spectral radius of a graph or a digraph.
2 Main result
In this section, we will obtain the sharp upper and lower bounds for the spectral radius
of a nonnegative irreducible matrix. Applying the result, we will point out the necessity
and sufficiency conditions of the equality holding in Theorem 2.4 in [10] are incorrect. The
techniques used in this section is motivated by [10] et al.
Lemma 2.1. ([9]) Let A be a nonnegative matrix with the spectral radius ρ(A) and the row
sum r1, r2, . . . , rn. Then min
1≤i≤n
ri ≤ ρ(A) ≤ max
1≤i≤n
ri. Moreover, if A is an irreducible matrix,
then one of equalities holds if and only if the row sums of A are all equal.
Theorem 2.2. Let A = (aij) be an n × n nonnegative irreducible matrix with aii = 0 for
i = 1, 2, . . . , n, and the row sum r1, r2, . . . , rn. Let B = A+M , where M = diag(t1, t2, . . . , tn)
with ti ≥ 0 for any i ∈ {1, 2, . . . , n}, si =
n∑
j=1
aijrj, ρ(B) be the spectral radius of B. Let
f(i, j) =
ti+tj+
√
(ti−tj)2+
4sisj
rirj
2
for any 1 ≤ i, j ≤ n. Then
min
1≤i,j≤n
{f(i, j), aij 6= 0} ≤ ρ(B) ≤ max
1≤i,j≤n
{f(i, j), aij 6= 0}. (2.1)
Moreover, one of the equalities in (2.1) holds if and only if one of the two conditions holds:
(i) ti +
si
ri
= tj +
sj
rj
for any i ∈ {1, 2, . . . , n};
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(ii) There exists an integer k with 1 ≤ k < n such that B is a partitioned matrix, where
B =


t1 0 . . . 0 a1,k+1 a1,k+2 . . . a1n
0 t2 . . . 0 a2,k+1 a2,k+2 . . . a2n
...
...
. . .
...
...
...
. . .
...
0 0 . . . tk ak,k+1 ak,k+2 . . . akn
ak+1,1 ak+1,2 . . . ak+1,k tk+1 0 . . . 0
ak+2,1 ak+2,2 . . . ak+2,k 0 tk+2 . . . 0
...
...
. . .
...
...
...
. . .
...
an1 an2 . . . ank 0 0 . . . tn


, (2.2)
and there exists l > 0 such that t1 +
ls1
r1
= . . . = tk +
lsk
rk
= tk+1 +
sk+1
lrk+1
= . . . = tn +
sn
lrn
. In
fact, l > 1 when the left equality holds and l < 1 when the right equality holds.
Proof. Let R = diag(r1, r2, . . . , rn). Since A is a nonnegative irreducible matrix, then
B = (bij), R
−1BR are nonnegative irreducible, and B, R−1BR have the same eigenval-
ues, where bij =

 ti, if i = j;aij, if i 6= j. By the Perron-Frobenius theorem, we can assume that
X = (x1, x2, . . . , xn)
T be a positive eigenvector of R−1BR corresponding to the eigenvalue
ρ(B).
Upper bounds: Without loss of generality, we can assume that one entry of X , say xp,
is equal to 1 and the others are less than or equal to 1, i.e. xp = 1 and 0 < xk ≤ 1 for all
others 1 ≤ k ≤ n. Let xq = max{xk | apk 6= 0, 1 ≤ k ≤ n}, it is clear that q 6= p, apq 6= 0 and
xq ≤ xp. By R−1BRX = ρ(B)X, we have
ρ(B) = ρ(B)xp = tpxp +
n∑
k=1,k 6=p
bpkrkxk
rp
= tp +
n∑
k=1
apkrkxk
rp
≤ tp + xq
rp
n∑
k=1
apkrk = tp +
xqsp
rp
,
(2.3)
with equality if and only if (a) holds: (a) xk = xq for all k satisfying 1 ≤ k ≤ n and apk 6= 0.
Similarly, we have
ρ(B)xq = tqxq+
n∑
k=1,k 6=q
bqkrkxk
rq
= tqxq+
n∑
k=1
aqkrkxk
rq
≤ tqxq+ 1
rq
n∑
k=1
aqkrk = tqxq+
sq
rq
, (2.4)
with equality if and only if (b) holds: (b) xk = xp = 1 for all k satisfying 1 ≤ k ≤ n and
aqk 6= 0.
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Since A is nonnegative irreducible, then for any 1 ≤ i ≤ n, there exists some j(1 ≤ j ≤ n)
such that aij > 0 and thus ri > 0. Therefore, by (2.3) and (2.4), we have ρ(B) − tp > 0,
ρ(B)− tq > 0 and
(ρ(B)− tp)(ρ(B)− tq) ≤ spsq
rprq
.
Then ρ(B)2 − (tp + tq)ρ(B) + tptq − spsqrprq ≤ 0, thus
ρ(B) ≤
tp + tq +
√
(tp − tq)2 + 4spsqrprq
2
, (2.5)
and by apq 6= 0 we have
ρ(B) ≤ max
1≤i,j≤n
{ti + tj +√(ti − tj)2 + 4sisjrirj
2
, aij 6= 0
}
. (2.6)
Lower bounds: Without loss of generality, we can assume that one entry of X , say xp, is
equal to 1 and the others are greater than or equal to 1, i.e. xp = 1 and xk ≥ 1 for all others
k ∈ {1, 2, . . . , n}. Let xq = min{xk | apk 6= 0, 1 ≤ k ≤ n}, it is clear that q 6= p, apq 6= 0 and
xq ≥ xp. By R−1BRX = ρ(B)X, we have
ρ(B) = ρ(B)xp = tpxp +
n∑
k=1,k 6=p
bpkrkxk
rp
= tp +
n∑
k=1
apkrkxk
rp
≥ tp + xq
rp
n∑
k=1
apkrk = tp +
xqsp
rp
,
(2.7)
with equality if and only if xk = xq for all k satisfying 1 ≤ k ≤ n and apk 6= 0, and
ρ(B)xq = tqxq+
n∑
k=1,k 6=q
bqkrkxk
rq
= tqxq+
n∑
k=1
aqkrkxk
rq
≥ tqxq+ 1
rq
n∑
k=1
aqkrk = tqxq+
sq
rq
, (2.8)
with equality if and only if xk = xp = 1 for all k satisfying 1 ≤ k ≤ n and aqk 6= 0.
Similar to the proof of the upper bound, by (2.7) and (2.8), we have ρ(B) − tp > 0,
ρ(B)− tq > 0, and
(ρ(B)− tp)(ρ(B)− tq) ≥ spsq
rprq
.
Then ρ(B)2 − (tp + tq)ρ(B) + tptq − spsqrprq ≥ 0, thus
ρ(B) ≥
tp + tq +
√
(tp − tq)2 + 4spsqrprq
2
. (2.9)
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and by apq 6= 0 we have
ρ(B) ≥ min
1≤i,j≤n
{ti + tj +√(ti − tj)2 + 4sisjrirj
2
, aij 6= 0
}
. (2.10)
By (2.6) and (2.10), we complete the proof of (2.1).
Now we show the right equality in (2.1) holds if and only if (i) or (ii) holds. The proof of
the left equality in (2.1) is similar, we omit it.
Sufficiency:
Case 1: Condition (i) holds.
Since ti +
si
ri
= tj +
sj
rj
for any i ∈ {1, 2, . . . , n}, then ti − tj = sjrj − siri , and
f(i, j) =
ti + tj +
√
(ti − tj)2 + 4sisjrirj
2
= ti +
si
ri
,
thus max
1≤i,j≤n
{f(i, j), aij 6= 0} = ti + siri .
On the other hand, R−1BR have the same row sum ti +
si
ri
for any 1 ≤ i ≤ n, then we
have ρ(B) = ρ(R−1BR) = ti +
si
ri
for any i ∈ {1, 2, . . . , n} by Lemma 2.1.
Combining the above arguments, ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6= 0} = ti + siri .
Case 2: Condition (ii) holds.
There exists an integer k with 1 ≤ k < n such that B is a partitioned matrix as (2.2)
implies that if aij 6= 0, then i ∈ {1, . . . , k}, j ∈ {k + 1, . . . , n} or i ∈ {k + 1, . . . , n},
j ∈ {1, . . . , k}. Take m = t1 + ls1r1 = . . . = tk +
lsk
rk
= tk+1 +
sk+1
lrk+1
= . . . = tn +
sn
lrn
, then
B(r1, . . . , rk, lrk+1, . . . , lrn)
T
= (t1r1 + ls1, . . . , tkrk + lsk, lrk+1tk+1 + sk+1, . . . , lrntn + sn)
T
= m(r1, . . . , rk, lrk+1, . . . , lrn)
T .
It implies that m is an eigenvalue of B, so m ≤ ρ(B).
On the other hand, it is obvious that if aij 6= 0, then f(i, j) =
ti+tj+
√
(ti−tj)2+
4sisj
rirj
2
= m for
any i ∈ {1, . . . , k}, j ∈ {k+1, . . . , n} by ti− tj = sjlrj − lsiri or i ∈ {k+1, . . . , n}, j ∈ {1, . . . , k}
by ti − tj = lsjrj − silri . Then we have ρ(B) ≤ max1≤i,j≤n{f(i, j), aij 6= 0} = m.
Combining the above two arguments, we have ρ(B) = m = max
1≤i,j≤n
{f(i, j), aij 6= 0}.
Based on the above two cases, we complete the proof of the sufficiency.
Necessity: If ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6= 0}, then ρ(B) ≥ f(p, q) by apq 6= 0, it implies
ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6= 0} = f(p, q) by (2.5), then the equalities in (2.3) and (2.4) hold,
and thus (a) and (b) hold. Noting that xq ≤ xp = 1, we complete the proof of necessity by
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the following two cases.
Case 1: xq = 1.
In this case, we will show (i) holds, say, we will show that ti +
si
ri
= tj +
sj
rj
for any
i = {1, 2, . . . , n}.
Let I ′ = {k | xk = 1, 1 ≤ k ≤ n}, I = {1, 2, . . . , n}. It is clear q, p ∈ I ′ ⊆ I, then |I ′| ≥ 2.
Now we show I ′ = I.
Otherwise, if I ′ 6= I, there exist l1, l2 ∈ I ′, l3 /∈ I ′ such that al1l2 6= 0 and al2l3 6= 0 since A
is a nonnegative irreducible matrix. Therefore by xl1 = 1 and R
−1BRX = ρ(B)X, we have
ρ(B) = ρ(B)xl1 = tl1xl1 +
n∑
k=1,k 6=l1
bl1kxkrk
rl1
= tl1 +
n∑
k=1
al1kxkrk
rl1
≤ tl1 +
sl1
rl1
. (2.11)
Similarly, by xl2 = 1, al2l3 6= 0 and 0 < xl3 < 1, we have
ρ(B) = ρ(B)xl2 = tl2 +
n∑
k=1
al2kxkrk
rl2
= tl2 +
∑
k 6=l3
al2kxkrk
rl2
+
al2l3xl3rl3
rl2
< tl2 +
sl2
rl2
. (2.12)
From (2.11) and (2.12), we have ρ(B) − tl1 > 0, ρ(B) − tl2 > 0 and (ρ(B)− tl1)(ρ(B) −
tl2) <
sl1sl2
rl1rl2
, then ρ(B) < f(l1, l2) =
tl1+tl2+
√
(tl1−tl2 )
2+
4sl1
sl2
rl1
rl2
2
, it implies a contradiction by
the fact al1l2 6= 0 and ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6= 0} ≥ f(l1, l2). Thus I ′ = I, and then
X = (1, 1, . . . , 1)T . Therefore,
R−1BR(1, 1, . . . , 1)T = ρ(B)(1, 1, . . . , 1)T
⇔ B(R(1, 1, . . . , 1)T ) = ρ(B)(R(1, 1, . . . , 1)T )
⇔ B(r1, r2, . . . , rn)T = ρ(B)(r1, r2, . . . , rn)T
⇔ tiri +
n∑
j=1
aijrj = ρ(B)ri, for any i ∈ {1, 2, . . . , n}
⇔ tiri + si = ρ(B)ri, for any i ∈ {1, 2, . . . , n}
⇔ tiri+si
ri
= ρ(B), for any i ∈ {1, 2, . . . , n}
⇒ ti + siri = tj +
sj
rj
, for any i ∈ {1, 2, . . . , n}.
Based on the above arguments, (i) holds.
Case 2: xq < 1.
In this case, we will show (ii) holds, say, we will show that there exists an integer k with
1 ≤ k < n such that B is a partitioned matrix as (2.2) and there exists l(0 < l < 1) such
that m = t1 +
ls1
r1
= . . . = tk +
lsk
rk
= tk+1 +
sk+1
lrk+1
= . . . = tn +
sn
lrn
.
Let N(q) = {k | aqk 6= 0, 1 ≤ k ≤ n}, N(p) = {k | apk 6= 0, 1 ≤ k ≤ n}, U = {k |
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xk = 1, 1 ≤ k ≤ n} and W = {k | xk = xq, 1 ≤ k ≤ n}. So N(q) ⊆ U and N(p) ⊆ W by
(a) and (b) hold. Next we will show N(N(p)) ⊆ U and N(N(q)) ⊆ W . It is obvious that
N(N(p)) 6= φ and N(N(q)) 6= φ by A thus B is a nonnegative irreducible matrix.
For any h ∈ N(N(p)), there exists h1 ∈ N(p) such that aph1 6= 0 and ah1h 6= 0, where
xh1 = xq by h1 ∈ N(p) ⊆ W . By R−1BRX = ρ(B)X, we have
ρ(B)xh1 = th1xh1 +
n∑
k=1
ah1kxkrk
rh1
≤ th1xh1 +
sh1
rh1
, (2.13)
then by (2.3) and (2.13), we have (ρ(B)− th1)(ρ(B)− tp) ≤ sh1sprh1rp , and
ρ(B) ≤ f(p, h1) =
th1 + tp +
√
(th1 − tp)2 + 4sh1sprh1rp
2
.
It implies that ρ(B) = f(p, h1) by the fact that aph1 6= 0 and ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6=
0} ≥ f(p, h1), then the equality in (2.13) holds, and thus xh = 1 by ah1h 6= 0. Therefore we
have h ∈ U and thus N(N(p)) ⊆ U .
Now we prove N(N(q)) ⊆ W . For any h ∈ N(N(q)), there exists h1 ∈ N(q) such that
aqh1 6= 0 and ah1h 6= 0, where xh1 = 1 by h1 ∈ N(q) ⊆ U . Now we show xh = xq.
Let xq1 = max{xk | ah1k 6= 0, 1 ≤ k ≤ n}. By R−1BRX = ρ(B)X, we have
ρ(B) = ρ(B)xh1 = th1xh1 +
n∑
k=1
ah1kxkrk
rh1
≤ th1 + xq1
sh1
rh1
, (2.14)
ρ(B)xq1 = tq1xq1 +
n∑
k=1
aq1kxkrk
rq1
≤ tq1xq1 +
sq1
rq1
. (2.15)
By (2.4) and (2.14), we have (ρ(B)− th1)(ρ(B)− tq) ≤ xq1sh1sqxqrh1rq . Then
ρ(B) ≤
th1 + tq +
√
(th1 − tq)2 + 4xq1sh1sqxqrh1rq
2
.
It implies xq1 ≥ xq by the fact that aqh1 6= 0 and ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6= 0} ≥ f(q, h1).
Noting that ah1q1 6= 0, by (2.14) and (2.15), we have (ρ(B)−th1)(ρ(B)−tq1) ≤ sh1sq1rh1rq1 , then
ρ(B) ≤ f(h1, q1) =
th1+tq1+
√
(th1−tq1 )
2+
4sh1
sq1
rh1
rq1
2
. It is implies that ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6=
0} = f(h1, q1), and thus the equalities in (2.14) and (2.15) hold, it means xh = xq1 ≥ xq for
any h ∈ N(N(q)) and xh2 = 1 for any h2 ∈ N(N(N(q))).
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Continuing the above procedure, since B is a nonnegative irreducible matrix, there exists
an even number 2j such that aqjp 6= 0 and xqj ≥ xqj−1 ≥ . . . ≥ xq1 ≥ xq for any qj ∈
N(N · · · (N︸ ︷︷ ︸
2j
(q)) · · · ), then
ρ(B) = ρ(B)xqj = tqjxqj +
n∑
k=1
aqjkxkrk
rqj
≤ tqjxqj +
sqj
rqj
. (2.16)
By (2.3) and (2.16), we have (ρ(B)− tqj )(ρ(B)− tp) ≤ xqsh1shxqj rqj rp , so
ρ(B) ≤
tqj + tp +
√
(tqj − tp)2 +
4xqsqj sp
xqj rqj rp
2
,
it implies xq ≥ xqj by the fact that aqjp 6= 0 and ρ(B) = max
1≤i,j≤n
{f(i, j), aij 6= 0} ≥ f(qj , p).
Then xqj = . . . = xq1 = xh = xq, and thus N(N(q)) ⊆W .
Continuing the above procedure, since B is a nonnegative irreducible matrix, it easy to
see I = U ∪W with |U | = k and |W | = n− k, where I = {1, 2, . . . , n} and 1 ≤ k < n. Take
l = xq, then 0 < l < 1. We can assume that X = (1, . . . , 1︸ ︷︷ ︸
k
, l, . . . , l︸ ︷︷ ︸
n−k
)T .
By the definitions of p, q, N(p), N(q), N(N(p)), N(N(q)) and A thus B is a nonnegative
irreducible matrix, we know both A and B are partitioned matrices as (2.2). By (2.3) and
(2.4), we have ρ(B) = ti +
lsi
ri
= tj +
sj
lrj
for any i ∈ U and j ∈ W .
Based on the above arguments, (ii) holds.
Corollary 2.3. Let A = (aij) be an n×n nonnegative irreducible matrix with aii = 0 for i =
1, 2, . . . , n, and the row sum r1, r2, . . . , rn. Let B = A +M , where M = diag(r1, r2, . . . , rn),
si =
n∑
j=1
aijrj, ρ(B) be the spectral radius of B. Let F (i, j) =
ri+rj+
√
(ri−rj)2+
4sisj
rirj
2
for any
i, j ∈ {1, 2, . . . , n}. Then
min
1≤i,j≤n
{F (i, j), aij 6= 0} ≤ ρ(B) ≤ max
1≤i,j≤n
{F (i, j), aij 6= 0}. (2.17)
Moreover, one of the equalities in (2.17) holds if and only if one of the two conditions holds:
(i) ri +
si
ri
= rj +
sj
rj
for any i = {1, 2, . . . , n};
(ii) There exists an integer k with 1 ≤ k < n such that B is a partitioned matrix as (2.2)
and there exists l > 0 such that r1 +
ls1
r1
= . . . = rk +
lsk
rk
= rk+1 +
sk+1
lrk+1
= . . . = rn +
sn
lrn
. In
fact, l > 1 when the left equality holds and l < 1 when the right equality holds.
Noting that the result of the right inequality in (2.17) was studied in [10], and the result
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is the following proposition.
Proposition 2.4. ([10], Theorem 2.4.) Let A = (aij) be an n × n nonnegative irreducible
matrix with aii = 0 for i = 1, 2, . . . , n, and the row sum r1, r2, . . . , rn. Let B = A+M , where
M = diag(r1, r2, . . . , rn), si =
n∑
j=1
aijrj, ρ(B) be the spectral radius of B. Then
ρ(B) ≤ max
1≤i,j≤n
{ri + rj +√(ri − rj)2 + 4sisjrirj
2
}
. (2.18)
Moreover, the equality in (2.18) hold if and only if ri +
si
ri
= rj +
sj
rj
for any i = {1, 2, . . . , n}.
Comparing the results of Corollary 2.3 and Proposition 2.4, we can see that there exists
some mistakes on the necessity and sufficiency conditions of the equality holds in Proposition
2.4. The reason is that in the proof of Theorem 2.4 in [10] the necessity and sufficiency
conditions of the equality of (2.2) (and (2.3)) are incorrect, missing the condition apk 6= 0
(aqk 6= 0).
3 Various spectral radii of a graph
Let G be a connected graph, the (adjacency) matrix A(G), the signless Laplacian matrix
Q(G), the distance matrix D(G), the distance signless Laplacian matrix Q(G), the (adja-
cency) spectral radius ρ(G), the signless Laplacian spectral radius q(G), the distance spectral
radius ρD(G), and the distance signless Laplacian spectral radius qD(G) are defined as Section
1. In this section, we will apply Theorems 2.2 to A(G), Q(G), D(G) and Q(G), to obtain
some new results or known results on the spectral radius.
3.1 Adjacency spectral radius of a graph
Theorem 3.1. Let G = (V,E) be a simple connected graph on n vertices. Then
min
1≤i,j≤n
{√
mimj, i ∼ j
} ≤ ρ(G) ≤ max
1≤i,j≤n
{√
mimj , i ∼ j
}
. (3.1)
Moreover, one of the equalities in (3.1) holds if and only if one of the following two conditions
holds: (i) m1 = m2 = . . . = mn; (ii) G is a bipartite graph and the vertices of same partition
have the same average degree.
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Proof. We apply Theorem 2.2 to A(G).
Since ti = 0, aii = 0, and for i 6= j, aij =

 1, if vi and vj are adjacent;0, otherwise, ri = di and
si =
∑
i∼k
dk = dimi for any 1 ≤ i ≤ n, then
√
sisj
rirj
=
√ ∑
i∼k
dk
∑
j∼k
dk
didj
=
√
mimj, thus (3.1) holds
by (2.1).
Furthermore, ti +
si
ri
= tj +
sj
rj
for all i, j ∈ {1, 2, . . . , n} implies m1 = m2 = . . . = mn.
B = A(G) is a partitioned matrix implies that G is a bipartite graph, and t1 +
ls1
r1
= . . . =
tk+
lsk
rk
= tk+1+
sk+1
lrk+1
= . . . = tn+
sn
lrn
implies that the vertices of same partition have the same
average degree. Thus one of the equalities in (3.1) holds if and only if (i) or (ii) holds.
Remark 3.2. The right inequality in Theorem 3.1 is the result of Theorem 2.3 in [7].
3.2 Signless Laplacian spectral radius of a graph
Lemma 3.3. ([6], Lemma 2.3.) Let G = (V,E) be a simple connected graph with vertex set
V = {v1, v2, . . . , vn}. For any vi ∈ V , the degree of vi and the average degree of the vertices
adjacent to vi are denoted by di and mi, respectively. Then d1+m1 = d2+m2 = . . . = dn+mn
holds if and only if G is a regular graph or a bipartite semi-regular graph.
Theorem 3.4. Let G = (V,E) be a connected graph on n vertices, for any 1 ≤ i, j ≤ n,
g(i, j) =
di+dj+
√
(di−dj)2+4mimj
2
. Then
min{g(i, j), i ∼ j} ≤ q(G) ≤ max{g(i, j), i ∼ j}, (3.2)
and one of the equalities in (3.2) holds if and only if one of the following conditions holds:
(1) G is a regular graph; (2) G is a bipartite semi-regular graph; (3) G is a bipartite graph
and there exists an integer k with 1 ≤ k < n and a real number l > 0 such that d1 + lm1 =
. . . = dk + lmk = dk+1+
mk+1
l
= . . . = dn+
mn
l
. In fact, l > 1 when the left equality holds and
l < 1 when the right equality holds.
Proof. We apply Theorem 2.2 to Q(G).
Since ti = ri = di, aii = 0, and for i 6= j, aij =

 1, if vi and vj are adjacent;0, otherwise,
si =
∑
i∼k
dk = dimi for i, j ∈ {1, 2, . . . , n}, then
ti + tj +
√
(ti − tj)2 + 4sisjrirj
2
=
di + dj +
√
(di − dj)2 + 4mimj
2
,
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thus (3.2) holds by (2.1).
Furthermore, by Theorem 2.2 we know one of the equalities in (3.2) holds if and only if
one of the two conditions hold: (I) di +mi = dj +mj for all i, j ∈ {1, 2, . . . , n}; (II) there
exists an integer k with 1 ≤ k < n such that Q(G) is a partitioned matrix as (2.2) and there
exists l > 0 such that d1+ lm1 = . . . = dk + lmk = dk+1+
mk+1
l
= . . . = dn +
mn
l
, where l > 1
when the left equality holds and l < 1 when the right equality holds.
Noting that di +mi = dj +mj for all i, j ∈ {1, 2, . . . , n} if and only if G is a regular or
bipartite semi-regular graph by Lemma 3.3, and Q(G) is a partitioned matrix as (2.2) if and
only if G is a bipartite graph, so we complete the proof.
Proposition 3.5. ([12], Theorem 6.) Let G = (V,E) be a connected graph on n vertices,
g(i, j) =
di+dj+
√
(di−dj)2+4mimj
2
for any 1 ≤ i, j ≤ n. Then (3.2) holds, and the equality if and
only if G is a regular graph or a bipartite semi-regular graph.
Comparing the results of Theorem 3.4 and Proposition 3.5, we can see that there are
different on the conditions when the equality holds. In fact, if G is a bipartite semi-regular
graph, we can see condition (3) of Theorem 3.4 holds. But when condition (3) of Theorem
3.4 holds, we do not decide whether G is a bipartite semi-regular graph or not. Even we try
to find an example to say “yes” or “no”, but we failed. Thus it is natural to propose the
following question.
Question 3.6. Let G = (V,E) be a connected bipartite graph. Then G is a semi-regular
graph if and only if there exists an integer k with 1 ≤ k < n and a real number l > 0 such
that d1 + lm1 = . . . = dk + lmk = dk+1 +
mk+1
l
= . . . = dn +
mn
l
?
3.3 Distance spectral radius of a graph
Theorem 3.7. Let G = (V,E) be a connected graph on n vertices, T1, T2, . . . , Tn be the
second distance degree sequence of G. Then
min
1≤i,j≤n
{√
TiTj
DiDj
}
≤ ρD(G) ≤ max
1≤i,j≤n
{√
TiTj
DiDj
}
, (3.3)
and one of the equality in (3.3) holds if and only if T1
D1
= T2
D2
= . . . = Tn
Dn
.
Proof. We apply Theorem 2.2 to D(G). Since ti = 0, aij = dij 6= 0 for all i 6= j, aii = dii = 0,
ri =
n∑
j=1
dij = Di and si =
n∑
j=1
dijDj = Ti for i = 1, 2, . . . , n, then
√
sisj
rirj
=
√
TiTj
DiDj
, and thus
(3.3) holds by (2.1).
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Since aij = dij 6= 0 for all i 6= j, then D(G) is not a partitioned matrix as (2.2), thus the
equality holds if and only if ti+
si
ri
= tj+
sj
rj
for all i, j ∈ {1, 2, . . . , n}, say T1
D1
= T2
D2
= . . . = Tn
Dn
for all i, j ∈ {1, 2, . . . , n}.
Remark 3.8. The right inequality in Theorem 3.7 is the result of Theorem 2.3 in [8].
3.4 Distance signless Laplacian spectral radius of a graph
Theorem 3.9. Let G = (V,E) be a connected graph on n vertices, for all 1 ≤ i, j ≤ n,
h(i, j) =
Di+Dj+
√
(Di−Dj)2+
4TiTj
DiDj
2
. Then
min
1≤i,j≤n
{h(i, j)} ≤ qD(G) ≤ max
1≤i,j≤n
{h(i, j)}, (3.4)
and the equality holds if and only if D1 +
T1
D1
= D2 +
T2
D2
= . . . = Dn +
Tn
Dn
.
Proof. We apply Theorem 2.2 to Q(G). Since ri = ti = Di, aij = dij 6= 0 for all i 6= j,
aii = dii = 0, and si =
n∑
j=1
dijDj = Ti for all i = 1, 2, . . . , n, then
ti+tj+
√
(ti−tj)2+
4sisj
rirj
2
=
Di+Dj+
√
(Di−Dj)2+
4TiTj
DiDj
2
, thus (3.4) holds by (2.1).
Since aij = dij 6= 0 for all i 6= j, then D(G) is not a partitioned matrix as (2.2), thus
the equality holds if and only if ti +
si
ri
= tj +
sj
rj
for all i, j ∈ {1, 2, . . . , n}, say D1 + T1D1 =
D2 +
T2
D2
= . . . = Dn +
Tn
Dn
.
Remark 3.10. The right inequality in Theorem 3.9 is the result of Theorem 3.7 in [10].
4 Various spectral radii of a digraph
Let
−→
G be a strong connected digraph, the adjacency matrix A(
−→
G), the signless Laplacian
matrix Q(
−→
G), the distance matrix D(−→G), the distance signless Laplacian matrix Q(−→G ), and
the adjacency spectral radius ρ(
−→
G ), the signless Laplacian spectral radius q(
−→
G), the distance
spectral radius ρD(
−→
G), the distance signless Laplacian spectral radius qD(
−→
G ) are defined as
Section 1. In this section, we will apply Theorems 2.2 to A(
−→
G), Q(
−→
G ), D(−→G) and Q(−→G ), to
obtain some new results or known results on the spectral radius.
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4.1 Adjacency spectral radius of a digraph
Theorem 4.1. ([17], Theorem 2.1 and Theorem 2.2) Let
−→
G = (V,E) be a strong connected
digraph on n vertices. Then
min
1≤i,j≤n
{√
m+i m
+
j , i ∼ j
} ≤ ρ(−→G ) ≤ max
1≤i,j≤n
{
√
m+i m
+
j , i ∼ j
}
, (4.1)
and one of the equalities holds if and only if one of the following two conditions holds: (i)
m+1 = m
+
2 = . . . = m
+
n , (ii)
−→
G is a bipartite graph and the vertices of same partition have
the same average outdegree.
Proof. We apply Theorem 2.2 to A(
−→
G ).
Since ti = 0, aii = 0, for i 6= j, aij =

 1, if (vi, vj) ∈ E;0, otherwise, ri = d+i and si =
∑
i∼k
d+k =
d+i m
+
i for i = 1, 2, . . . , n, then
√
sisj
rirj
=
√
m+i m
+
j , thus (4.1) holds by (2.1).
Furthermore, ti +
si
ri
= tj +
sj
rj
for all i, j ∈ {1, 2, . . . , n} implies m+1 = m+2 = . . . =
m+n . Moreover, B = A(G) is a partitioned matrix implies that
−→
G is a bipartite graph, and
t1 +
ls1
r1
= . . . = tm +
lsm
rm
= tm+1 +
sm+1
lrm+1
= . . . = tn +
sn
lrn
implies that the vertices of same
partition have the same average outdegree. Thus one of the equalities in (4.1) holds if and
only if (i) or (ii) holds.
4.2 Signless Laplacian spectral radius of a digraph
Theorem 4.2. ([3], Theorem 3.2.) Let
−→
G = (V,E) be a strong connected digraph on n
vertices, G(i, j) =
d+
i
+d+
j
+
√
(d+
i
−d+
j
)2+4m+
i
m+
j
2
for any i, j ∈ {1, 2, . . . , n}. Then
min
1≤i,j≤n
{G(i, j), i ∼ j} ≤ q(−→G) ≤ max
1≤i,j≤n
{G(i, j), i ∼ j}. (4.2)
Proof. We apply Theorem 2.2 to Q(
−→
G ). Since ti = d
+
i , for i 6= j, aij =

 1, if (vi, vj) ∈ E;0, otherwise,
aii = 0, ri = d
+
i and si =
∑
i∼k
d+k = d
+
i m
+
i for i = 1, 2, . . . , n, then
ti+tj+
√
(ti−tj)2+
4sisj
rirj
2
=
d+i +d
+
j +
√
(d+i −d
+
j )
2+4m+i m
+
j
2
, thus (4.2) holds by (2.1).
Remark 4.3. By Theorem 2.2, we conclude that one of the equalities in Theorem 4.2 holds if
and only if one of the following two conditions holds: (i) d+1 +m
+
1 = d
+
2 +m
+
2 = . . . = d
+
n+m
+
n .
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(ii) there exists an integer k with 1 ≤ k < n such that A(−→G) is a partitioned matrix as (2.2),
and there exists a real number l > 0 such that d+1 + lm
+
1 = . . . = d
+
k + lm
+
k = d
+
k+1 +
m+
k+1
l
=
. . . = d+n +
m+n
l
.
4.3 Distance spectral radius of a digraph
Theorem 4.4. Let
−→
G = (V,E) be a strong connected digraph on n vertices, T+1 , T
+
2 , . . . , T
+
n
be the second distance out-degree sequence of
−→
G . Then
min
1≤i,j≤n
{√
T+i T
+
j
D+i D
+
j
}
≤ ρD(−→G ) ≤ max
1≤i,j≤n
{√
T+i T
+
j
D+i D
+
j
}
, (4.3)
and one of the equalities holds if and only if
T+
1
D+
1
= . . . = T
+
n
D+n
.
Proof. We apply Theorem 2.2 to D(−→G). Since ti = 0, aij = dij 6= 0 for all i 6= j, aii = dii = 0,
ri = D
+
i =
n∑
j=1
dij and si =
n∑
j=1
dijD
+
j = T
+
i for i = 1, 2, . . . , n, then
√
sisj
rirj
=
√
T+i T
+
j
D+i D
+
j
, thus
(4.3) holds by (2.1) and aij = dij 6= 0 for all i 6= j.
Since aij = dij 6= 0 for all i 6= j, then D(−→G) is not a partitioned matrix as (2.2), thus
one of the equalities holds if and only if ti +
si
ri
= tj +
sj
rj
for all i, j ∈ {1, 2, . . . , n}, say
T+
1
D+
1
= . . . = T
+
n
D+n
.
4.4 Distance signless Laplacian spectral radius of a diagraph
Theorem 4.5. Let
−→
G = (V,E) be a strong connected digraph on n vertices, for any i, j ∈
{1, 2, . . . , n}, H(i, j) =
D+i +D
+
j +
√
(D+i −D
+
j )
2+
4T
+
i
T
+
j
D
+
i
D
+
j
2
. Then
min
1≤i,j≤n
{H(i, j)} ≤ qD(−→G ) ≤ max
1≤i,j≤n
{H(i, j)}, (4.4)
and the equality holds if and only if D+i +
T+i
D+i
= D+j +
T+j
D+j
for any i, j ∈ {1, 2, . . . , n}.
Proof. We apply Theorem 2.2 to Q(−→G ). Since ti = D+i , aij = dij 6= 0 for all i 6= j, aii = dii =
0, ri = D
+
i =
n∑
j=1
dij and si =
n∑
j=1
dijD
+
j = T
+
i for i = 1, 2, . . . , n, then
ti+tj+
√
(ti−tj)2+
4sisj
rirj
2
=
D+i +D
+
j +
√
(D+i −D
+
j )
2+
4T
+
i
T
+
j
D
+
i
D
+
j
2
, thus (4.4) holds by (2.1) and aij = dij 6= 0 for all i 6= j.
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Since aij = dij 6= 0 for all i 6= j, then Q(−→G ) is not a partitioned matrix as (2.2), thus the
equality holds if and only if ti +
si
ri
= tj +
sj
rj
for all i, j ∈ {1, 2, . . . , n}, say D+1 + T
+
1
D+
1
= . . . =
D+n +
T+n
D+n
.
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