Abstract-A spatial filter is often attached to a microphone or microbarometer in order to reduce the noise caused by atmospheric turbulence. This filtering technique is based on the assumption that the coherence length of turbulence is smaller than the spatial extent of the filter, and so contributions from turbulence recorded at widely separated ports will tend to cancel while those of the signal of interest, which will have coherence length larger than the spatial dimensions of the filter, will be reinforced. In this paper, the plane wave response for a spatial filter with an arbitrary arrangement of open ports is determined. It is found that propagation over different port-to-sensor distances causes out-of-phase sinusoids to be summed at the central manifold and can lead to significant amplitude decay and phase delays as a function of frequency. The determined spatial filter plane wave response is superimposed on an array response typical of infrasound arrays that constitute the International Monitoring System infrasound network used for nuclear monitoring purposes. It is found that signal detection capability in terms of the Fisher Statistic can be significantly degraded at certain frequencies. The least-squares estimate of signal slowness can change by up to 1.5°and up to 10 m/s if an asymmetric arrangement of low and high frequency spatial filters is used. However, if a symmetric arrangement of filters is used the least-squares estimate of signal slowness is found to be largely unaffected, except near the predicted null frequency.
Introduction
Wind noise impinging on an acoustic sensor is dependent on the size of the turbulent eddy whose scale depends on the wind speed (see, e.g., WALKER and HEDLIN 2010 ). An arrangement of pipes distributed over a spatial area with a number of ports sampling the atmosphere and connected to a single common sensor can be used to mitigate against the effects of wind noise if the spatial scale of the filter system is larger than those of the turbulent eddy and smaller than those of the acoustic signal of interest. WALKER and HEDLIN (2010) provide a thorough review of the nature of acoustic noise due to wind turbulence and common mitigation procedures.
Although effective at reducing the contribution of turbulent wind noise on recordings taken from acoustic sensors, it has been established that spatial filters can also have a deleterious influence on the recorded signal of interest. HEDLIN et al., (2003) discuss the amplitude attenuation as a function of frequency that will occur as a result of out of phase summing at the sensor due to different propagation path lengths through the various ports. In addition, impedance mis-matches within the acoustic filter system generate internally reflected waves that cause resonances to occur (ALCOVERRO 2002) . Indeed, ALCOVERRO (2002) using an analogue in electrical circuit theory shows that it is possible to determine the frequency response of a spatial filter system provided the design specifications are known accurately, however, the analysis presented in ALCOVERRO (2002) assumes vertically incident waves.
In this paper we determine how the plane wave response of a spatial filter impacts the infrasound array response in terms of signal detectability and slowness determination. It should be noted that the analysis presented here does not consider the internal resonances caused by impedance mis-matches internal to the acoustic filter system. It has been shown (ALCOVERRO 2002) that this resonance will also introduce significant phase shifts and needs to be considered in a complete analysis of the spatial filter response.
In Sect. 2 we derive the plane wave response for infrasound spatial pipe filter systems, and in Sect. 3 determine how it modifies the infrasound array response. Section 4 investigates the effect of the modified array response on the Fischer Statistic and hence the signal detectability, and Sect. 5 determines the effect on the measured back azimuth in terms of the least squares estimate. Section 6 determines the effect on the least squares estimate of signal slowness when low-frequency and high-frequency spatial filters are distributed asymmetrically among the sensors. In Sect. 7 the influence of the spatial filter system on measured signal slowness is simulated using artificial signals that have been contaminated with a realistic pink noise model.
The Spatial Filter Plane Wave Response
Elementary considerations show that the addition of two sinusoids A 0 sin (x(t -t 0 )) and A 1 sin (x(t -t 1 )) produces a third sinusoid A sin (x(t -s))such that
When a monochromatic signal passes through the N-ports of a spatial filter each port presents to the sensor a copy of the signal with a phase shift when compared to the signal recorded on an unadorned (i.e., filterless) reference sensor at the same location. The phase shift is due to the time delay caused by the different propagation distances and speeds travelled by the signal from each port to the sensor when compared to that of the reference. When the time delay for each port has been determined the resultant signal at the sensor due to the summation of the signal from each port can be found by repeated use of the sinusoidal addition rule given in Eq. 1.
Consider a spatial filter consisting of 4 lengths of pipe in the form of a cross with high-impedance ports placed every metre along each pipe, as shown in Fig. 1 . Assume also a monochromatic signal propagating in the ?x direction.
Acoustic propagation through the spatial filter system consists of a through-air (TA) component and a through pipe (TP) component. We will assume here that all TA propagation is at the trace velocity V of the signal across the array, and all TP propagation is at a speed c determined by Kirchhoff's transmission line model (KIRCHHOFF 1868) for sound propagation in a cylindrical conduit, which is presented in BENADE (1968) as Eq. 7. If we assume time zero to correspond to the arrival of a surface of constant phase at port 1, the port with the least value of the x-coordinate, then the time difference between the arrival of the surface at the sensor via the TP path to that of the reference is
c where D 1 is the TP travel distance from port 1 to the sensor. More generally, the delay for a signal travelling via port k is
Kirchoff's analysis treats the propagation of acoustic waves inside a cylinder from the point of view of transmission line theory where a propagation
is defined as a function of angular frequency x in the usual manner. Here, R and L are the real and imaginary parts of the impedance, and G and C the real and imaginary parts of the admittance. For the acoustic problem under consideration these parameters are expressed in terms of the molecular properties of air and the radius a of the cylinder. The reader is directed to BENADE (1968) for the exact form of these expressions.
The attenuation constant a and phase constant b are determined according to the usual transmission line formalism as C(x) = a(x) ? ib(x) with the phase velocity c ¼ Here, the attenuation constant a is defined to be A x = A 0 e -ax , where A 0 is the amplitude at a reference point, and A x is the amplitude a distance x from the reference. Tabulated values of the attenuation constant a and phase velocity c as a function of frequency are shown in Table 1 for various pipe radii a, assuming a local sound speed of 343 m/s. These results show that the attenuation constant a is small enough in all cases to be considered to be zero for the remainder of this paper.
The amplitude and phase as a function of frequency for the filter shown in Fig. 1 has been computed and is shown in Fig. 2 for an internal pipe radius a = 1 cm. Here, the amplitude and phase are provided by Eq. 1, and the relative time delay given by Eq. 2.
The corresponding results for an internal pipe radius of 5 cm is shown in Fig. 3 .
Unexpectedly the radius 1.0 cm and radius 5.0 cm curves show good agreement. In both cases for a 0°i ncident wavefront the phase decreases steadily to around minus 60°at 5 Hz where it stays constant out to 10 Hz, the 45°incident wavefront exhibiting only a fairly small deviation in the phase information. A predicted amplitude attenuation occurs for increasing frequencies, being more pronounced for the 0°inci-dent wavefront above 5 Hz. In both cases, a predicted amplitude attenuation of around 60 % occurs at 5 Hz. The effects are less marked in all cases as the trace velocity increases.
A spatial filter configuration commonly used at infrasound arrays is the rosette-style filter shown in Fig. 4 .
The plane-wave response for both the high-frequency (18 m diameter) and low-frequency (70 m radius) configurations is shown in Fig. 5 and are similar to those discussed in HEDLIN et al., (2003) .
The response for the 18 m filter shows a linear phase shift with frequency, being the same for all incident trace velocities, achieving around -70°at 5 Hz. The amplitude attenuation is fairly innocuous, being around 90 % at 5 Hz, and deceasing as the Table 1 Acoustic velocity c and attenuation constant a as a function of frequency for sound propagation in a cylinder for three values of the internal radius a trace velocity increases. The presence of the 70 m filter is significantly distorting the signal. A 180°p hase shift and complete amplitude annulment is observed at the characteristic frequency, which is defined by the TA propagation speed divided by the diameter of the spatial filter, which for 340 m/s propagation speed is 4.85 Hz.
Modified Array Response
Inclusion of phase and amplitude information of the kind presented in Sect. 2 will likely alter the array response. In this section we determine the modified array response function for an array with spatial filters attached to the sensors.
It can be shown (see, e.g. KENNETT 2002) that a plane wave with slowness s and angular frequency x impinging on an infrasound or seismic array with N sensors is modulated by the array response function where r j is the position vector of the jth sensor, and p is a point in the slowness plane, so that for the broadband process w x;
Þ dx, the normalized signal power P as a function of slowness is given by Eq. 4.
For the present analysis we assume that A(x) is described by the gaussian function A x ð Þ ¼ e
about a central frequency x 0 , thus avoiding purely monochromatic signals, which may tend to prematurely drive an array into spatial aliasing as frequency is increased. Furthermore, we assume that amplitude spectrum is discretely sampled by a finite number of frequency pickets x m ¼ x 0 2 m M for m ¼ . . .; À2; À1; 0; 1; 2; . . . where M is the number of frequency pickets per octave. In this study we assume that x m ¼ x 0 2 m 9 for m = -2, -1, 0, 1, 2. With these constraints, the normalized power as a function of slowness is given by
Application of spatial filters of the kind considered in Sect. 2, requires the amplitude correction B(x) and phase shift u(x) be included in the expression for the array response. This now becomes the modified array responsê
The modified array response given by Eq. 6 has been computed for the test array shown in Fig. 6 . This array consists of eight sensors in the form of a low-frequency outer triangle with an inverted high frequency triangle in the centre such that the two inner most sensors are co-located. The low-frequency sensors are equipped with a 70 m rosette filter and the high-frequency sensors are equipped with a 18 m rosette filter of the sort displayed in Fig. 4 . Figure 7 shows the array response (Eq. 3) for an un-adorned array compared to the modified array response (Eq. 6) for the arrangement sensors and filters for the test array in Fig. 6 . As expected, the modified array response has had a fairly significant effect. This is largely due to the presence of the 70 m spatial filters. The reduction in amplitude is obvious at higher frequencies. The reduction in main lobe amplitude compared with the sidelobes can be significant at higher frequencies, and this is likely to drive the array into spatial aliasing at lower frequencies. To more properly investigate the affect on the array response we need to determine the affect on the measured Fischer Statistic (F-stat) and the least-squares estimate of signal slowness and its variance.
Effect on Measured F-stat
An un-adorned or filterless array will cause our test signal w to register an infinite F-stat, since by definition w represents a purely plane wave. To prevent such infinities from occurring we introduce a slight distortion of the wavefront such that the array response function becomes the modified form
where rand() is a random number between 0 and 1, and M is a multiplier used to set the measured F-stat to a predetermined value, such as 100, for the frequency dependent incident waveform. The F-stat in the frequency domain can be determined using Shumway's formula (SHUMWAY 1971)
where
is the total signal ? noise power.
For the array and filter configuration shown in Fig. 6 , and the plane wave w impinging upon it, the measured F-stat is modified by the spatial filters as shown in Table 2 .
For the theoretical infrasound array and spatial filter arrangement shown in Fig. 6 the predicted affect on the measured F-stat can be significant for signals above 1.0 Hz, although the effect seems to be more pronounced for more coherent signals with higher F-stat; the less coherent signals are not affected to the same extent. Fortunately the broadband character and generally lower frequency nature of the signals of interest for which the International Monitoring System (IMS) arrays are designed will reduce somewhat the deleterious effect of the spatial filters. These results are of course dominated by the inclusion of the 70 m spatial filters, which was never intended for use at the higher frequencies.
Modification to the Least Squares Estimate of Signal Slowness
Assuming our array of n-sensors is distributed in 'd-dimensions', where d is either 2 or 3, we can Table 2 The effect of spatial filters on theoretical F-stat values for various frequencies The uncertainty is determined by taking 20 random numbers in Eq. 7 each of which cause the desired F-stat in the 'no spatial filter' case (column 2) to be achieved and then taking the standard deviation of the determined F-stat in the case in which a spatial filter was applied (column 3)
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where e is the error in measuring the time-delays. The solution in s is found by minimizing the error R 2 = e T e, where T indicates matrix transposition. The least-squares solution to Eq. (9) is found to be (see, e.g., RAO 1973)
where C = X T X. In order to accommodate the inclusion of spatial filters a correction factor l needs to be subtracted from the vector of observed inter-sensor time delays, so that the 'correct' vector s C = s O -l is determined. Note that if the same spatial filter is applied to each sensor then the vector l = 0 because the same phase delay is applied to each sensor implying that the inter-sensor delays remain unchanged.
With spatial filters attached to each sensor Eq. 10 implies that the least-squares estimate on slowness is given byŝ o ¼ C À1 X T s c þ l ð Þ, from which the correct slowness vector can be determined to bê
A Cramer-Rao lower bound estimate of the variance in s O is given by (SZUBERLA and OLSON 2004) 
where R = XC -1 X T , r is the rank of R, and I is the identity matrix. Eq. 11 can be written in terms of the corrected time delays aŝ
It can be seen that without accommodating the time delays due to the spatial filters the variance on s is being over estimated by the factor
The affect on least-squares estimate of slowness for signals recorded on an infrasound array with the sensor and spatial filter configuration shown in Fig. 6 can be estimated via Eqs. 11 and 14. An internal pipe diameter of 1-cm is assumed for the pipe filters in the following analysis.
The array shown in Fig. 6 (assumed to be twodimensional), being an eight-element array, has 28 possible sensor pairs implying both the vector s o of observed inter-sensor time delays and the correction vector l is 28-dimensional. Since the array consists of two groups of four sensors with the same spatial filter applied, the vector l contains 12 elements that are identically zero and 16 identical non-zero elements. The non-zero element of l is shown in Table 3 as a function of frequency together with components of the slowness correction vector ds.
The correction vector ds is found to be negligible at all frequencies and so the change in measured back azimuth and trace velocity will be of no consequence, and since the vector l occurs in each term on the right-hand side of Eq. 14 it also follows that the magnitude of the correction A to the estimate of the variance r s to the vector s will also be negligible.
Asymmetric Array
It may perhaps be anticipated that the null result is due to the symmetric nature of the arrangement of the Table 3 Estimates of the maximum element of the time correction vector l to the observed inter-sensor time delay vector, and the correction ds to the least squares estimate of slowness as a function of frequency for the test array shown in Fig. 6 , and the asymmetric counterpart shown Fig. 8 Freq (Hz)
dS (s/km) symmetric array (Fig. 6) dS (s/km) asymmetric array (Fig. 8) 0.1 0.106 9:3 Â 10 spatial filters in the array, i.e. the small-radius filters placed symmetrically around the centre sensor may reduce the bias in the measured slowness. A second simulation has been performed in which the highfrequency, small-radius spatial filters are placed around one of the corner sensors, as shown in Fig. 8 . The results are shown in Table 3 . The change in the slowness correction vector is significantly larger this time. The change in the back azimuth, dh, and change in measured speed, dv as a function of signal back azimuth, h, are shown in Fig. 9 . A speed of propagation of 343 m/s was assumed.
With this asymmetric arrangement of spatial filters a maximum deviation of 1.5°in the least squares estimate of back azimuth is predicted, together with a corresponding maximum deviation of 10 m/s in the least squares estimate of wave speed.
Simulation
In order to test the theoretical predictions, of Sect. 5, a simulation of slowness estimation was arranged for the array depicted in Fig. 6 . An ensemble of 10 4 quasi-monochromatic wave packets corresponding to the frequencies given in Table 1 was prepared. These packets comprised roughly seven full oscillations in a Hanning-tapered window. The packets were then phase shifted to correspond to a planar arrival, from 13.1°back azimuth with a trace velocity of 343 m/s, at each inlet port or sensor. This set of arrival parameters was selected because it is not a function of any symmetry in neither the array nor pipe inlet geometries. Each packet was then sampled at 20 Hz (consistent with CTBT-type infrasound arrays). To simulate noise akin to a realistic infrasound station, each example was contaminated with pink noise (1/f amplitudes, uniformly randomized phases) at 10 dB SNR. The array shown in Fig. 6 was treated in two different respects: (a) with no pipe array, such that there were seven bare sensors (the co-located center elements would be identical) exposed to the noisy packets, and (b) simulating the effects of the pipe array by further phase shifting the packet at each inlet to correspond with its propagation down the pipes (a = 1.0 cm was used here) at speeds consistent with Table 1 . Each sensor response in the latter case was built by summing respective inlet-phase-shifted packets. For each of the two treatments and frequencies, a 95 % confidence ellipse was constructed for the slowness estimates of the noisy packets. These results are shown in Figs. 10 and 11, for two of the frequencies given in Table 3 .
In Fig. 10 we show the results for packets at 0.1 Hz. The results at relatively low frequencies such as this are consistent with our intuition, in that the confidence ellipse for the array equipped with spatial filters (shown in green) is smaller than that of the bare sensors, owing to the incoherent noise reduction afforded by the summing of each inlet's signal at the sensor. The results are also largely unbiased at this relatively high SNR (nominal slowness shown in black).
The results for 4 Hz, shown in Fig. 11 are markedly different, and perhaps not predicted so well by the theory for this configuration of sensors and inlets. The slowness deviation is of order 10 -2 s/km. The advantage of incoherent noise reduction is largely lost as we approach the null frequency, as seen by the nearly equal areas of each ellipse. In this case, the inlet-equipped result also exhibits a pronounced bias in slowness that would correspond with 12.6°back azimuth and 341 m/s trace velocity estimates. The uncertainties in these estimates are still relatively small, of order 1°and 1 m/s, so other effects (e.g., winds between the source and array) may easily dominate.
Conclusions
The plane wave response for several spatial filter designs, typical of those in use at IMS infrasound stations, has been determined. The analysis incorporated internal acoustic velocities that were specified by the BENADE (1968) analysis for sound propagation in a conduit. The determined amplitude and phase response as a function of frequency were incorporated in the usual array response for an arrangement of infrasound sensors. It was found that the incorporation of spatial filters at infrasound stations can have a significant deleterious affect on the signal detectability in terms of the measured Fischer statistic, particularly at frequencies above 2 Hz. Signals with dominant frequency below 1 Hz have only a minor reduction in their detectability. The incorporation of mixed spatial filter types, i.e., spatial filters of different size, and so different phase delays, at infrasound sensors in the same array, can have significant impact on the measured back azimuth and signal speed in term of the least-squares estimate if an asymmetric arrangement of spatial filters is used. However, if a symmetric arrangement of spatial filters is used then there is little impact on the leastsquares estimate of signal slowness. Simulation of semi-realistic signals shows that some effects are more pronounced than predicted. The uncertainties arising from these effects are still relatively small compared to other, naturally-caused, perturbations in signal parameter estimation.
