Abstract. This paper presents new developments within an anisotropic mesh adaptation methodology, made essentially by the introduction of a metric modification and a shock-filter model that allow crisp capturing of weak shocks, as well as boundary layers and wakes. Inviscid and laminar external flow tests are used to demonstrate the efficiency of the method. [17] is demonstrated to be a powerful tool to improve the solver accuracy and to handle large-scale simulations. To increase the accuracy and reduce the computational costs, the strategy consists of refining the grid in regions where physical details require more nodes to be well captured while coarsening in regions where the density of nodes is more than needed. The whole procedure is driven by an error indicator which is the core of the method. Different ways are proposed in the literature to compute this error, among them indicators based on large gradients of certain physical features; see, for instance, . This approach achieves good results but unfortunately shows some shortcomings due to the fact that high errors are associated with large gradients, which is not necessary true for some situations; a linear solution could show very large gradients. In [7] , [8] , [9] , a robust and efficient three-dimensional automatic mesh adaptation methodology, with CAD integrity, has been developed. The adaptation procedure uses an a posteriori interpolation error estimate, whose magnitude and direction are controlled by the matrix of local second derivatives of a selected flow variable. This error is projected over the mesh edges and drives the nodal movement algorithm, as well as the edge refinement and coarsening, and faces swapping strategies. This method exploits the notion of curvature of the solution; a Riemannian metric is derived from the Hessian of the solution, and then the Euclidean distance is replaced by a Riemannian distance. Consequently, by considering the surface defined by the solution as a manifold, edge lengths are close to geodesics between the nodes defining the edge, which is more natural.
allows connecting the indicator error directly to the local residual error of the primer solution. This method is well known and extensively used for a large range of optimization problems. Details of the formulation of the method to mesh adaptation could be found in [3] , [18] , [19] , and important improvements and extensions are proposed in [11] .
In the presence of multiple shocks, whatever the adaptation method used, one needs several solution-adaptation cycles to capture all shocks. Meshes tend to migrate towards the stronger shocks, at the detriment of the weaker ones, and it is almost impossible to capture the weaker shocks to the same level of accuracy. In this work we propose a preprocessing method that allows capturing all shocks, no matter their strength, in a limited number of adaptation cycles. This method consists of a combination of two complementary strategies. First, a correction to the metric is made to force the nodes to move towards discontinuities, even weak ones (such as diffuse shocks). Second, a shock filter is applied to the solution in order to enhance all shocks. Since boundary layers and wakes could also be considered smeared discontinuities, the method also yields an improvement in boundary layers and wake capturing. A considerable improvement is obtained, greatly enhancing the accuracy of CFD calculations, still considered to be the stumbling block for the adoption of the simulation over testing in cases where accuracy is of importance. Note that in this paper we will not do a comparison between methods since what we propose is a preprocessing that could be suitable for a great number of mesh adaptation methods. A comparison will be done with and without the proposed preprocessing for a given method to show its impact on mesh adaptation efficiency. The method developed in [7] , [8] , [9] is selected for such a purpose.
In section 2 an overview of the selected mesh adaptation methodology is given. The proposed metric correction and shock-filter model are detailed in section 3. The effectiveness of the proposed approach is demonstrated through numerical tests in section 4. Finally, conclusions are drawn in section 5.
2.
Overview of the selected mesh adaptation methodology. As mentioned in the introduction, to demonstrate the efficiency of the proposed preprocessing, the mesh adaptation method developed in [7] , [8] , [9] is selected. This methodology, first developed by Peraire, Perión, and Morgan [14] , Habashi et al. [7] , and D'azevedo and Simpson [20] , is coded in a home software, OptiGrid, in which the new developments are implemented. In this section a short survey of the methodology is given; for more details see the quoted references. The method is an h-adaptation method that includes node movement, edge refinement, coarsening, and swapping for hybrid grids consisting of any combinations of tetrahedra, prisms, hexahedra, and pyramids.
It is well known that for finite element and finite volume methods the computational error is bounded by the interpolation error, which is proportional to the second derivatives for the linear interpolation (see, for instance, [6] , [7] , [20] ). This bound holds for the norm of the Sobolev space to which the solution of the continuous problem belongs. In the case of Navier-Stokes equations, which are our concern, the error estimation holds for the . H 1 norm. The goal of mesh adaptation is to build a mesh in such a way that the interpolation error given by u − r h u H 1 , with r h the interpolation operator, is minimal. It is claimed in [6] , [7] that a way to minimize this error is to equidistribute the interpolation pointwise error function E(x) = |u(x) − r h u(x)| over the whole computational domain.
Recall that the second derivative of a function g in a direction v ( v is a unit vector) is given by
where H is the Hessian of g. When H is positive definite it defines a metric; therefore the error along a given vector could be interpreted as the length of the vector measured by the Hessian metric. Consequently, a metric is derived from the Hessian by considering its absolute value |H| = R t |Λ| R, with R being the eigenvectors matrix of H and |Λ| = diag {|λ 1 | , |λ 2 | , |λ 3 |} the matrix composed by the absolute values of the eigenvalues of H. The adaptation procedure is then driven by the a posteriori error estimate based on the metric |H| of a selected scalar flow variable. The eigenvectors give the direction of the stretching, while the eigenvalues give its magnitude, thus gradually creating anisotropy. As mentioned above, equidistributing the error on the original grid generates the adapted grid. The a posteriori error indicator ε along an edge x is computed as
Note that, if e is the estimation of the interpolation error E using the second derivative's bound, the error indicator ε is related to e by ε = h 2 e, where h is the length of the edge x.
In practice, we deal with a discrete scalar variable. Several methods are proposed in the literature to compute the Hessian of such functions. In this section we present the one used in our calculations. Let us describe first a method that computes a discrete gradient.
Let g be a given discrete scalar variable and n j be a given node. We would like to estimate the gradient ∇g of g at node n j . Let S j be the set of nodes connected to node n j and card(S j ) the cardinality of S j . Denote by g k the value of g at node n k and by e jk the edge connecting nodes n j and n k . Using the first-order Taylor expansion we obtain
Writing the equality (1) for all connected nodes to the concerned node n j , we obtain the matricial relationship:
A is a (card(S j ), 3) matrix (3 columns and card(S j ) rows). In general, A is not a square matrix. The right-hand vector B is a card(S j )-vector, and its components are given by B k = g k − g j . Since A is not a square matrix, to approximate the gradient ∇g we seek a vector V that minimize the norm
The problem (3) is classical in optimization theory, and the solution is given by the pseudoinverse of the matrix A, namely
Finally, the Hessian matrix is computed by applying the same process to the obtained gradient components.
The next sections discuss strategies for cost-efficient mesh adaptation. The intent is to minimize the number of solver-adaptation cycles, while at the same time making the approach more efficient and robust. The proposed preprocessing to achieve this goal is presented in detail.
3. Capturing multiple and weak discontinuities. It makes sense that the quality of the (initial) flow solution directly affects the ability of the error indicator to detect the dominant and secondary flow features, which will determine the outcome of the adaptation and provide even better solutions. On one hand, one aims at using as few points as possible for cost-effective CFD solutions and to minimize grid setup time; yet, on the other hand, the solution must be reasonably accurate for the salient features to at least be detected for adaptation. Obviously, the aim is to start with a mesh as coarse as possible, taking less time and effort to generate. However, when the initial grid is too coarse, discontinuities are badly defined, especially in the case of multiple shocks, whatever the solver used. As a remedy to enhance the adaptation of discontinuities, a shock-filter model is proposed. Furthermore, and in order to accelerate the adaptation process, a metric correction is added to force the nodes to move towards the discontinuities.
An adaptation process like the one described above requires a target error threshold selected by the user, in order to equidistribute the error around this threshold. However, the selection of this value is not evident, as error in itself is relative and has no scale, similar to a residual: it is just a relative measure of the magnitude and distribution of error. Choosing it in a heuristic fashion or on a trial-and-error basis can require a certain number of adaptation attempts to guess a suitable value and is thus not the most cost-effective approach. To overcome this shortcoming, we also propose a method, having its origin in signal processing, to automatically compute the starting value of the error density target on the initial mesh.
Automatic determination of error-density target.
To illustrate the method, an error density distribution, obtained from a Mach solution of a laminar supersonic flow around a NACA0012 wing, is plotted in Figure 1 (left). Note that there are distinct areas of low and high error. The sought-after error density is defined as the optimal threshold that separates these two areas and is obtained by maximizing the variance between them. This is a classical problem in statistics, also known in signal processing as Otsu's method [22] . Let e(s), s = 1, . . . , N nods , be the sorted error distribution over the N nods nodes. The optimal threshold is given by β = e(t * ), where t * = ArgMax(δ 2 b ) for the between-class variance:
where
, n k number of nodes with error e(k),
Figure 1(right) shows a binary image obtained by assigning a value of "one" to nodes with an error larger than the threshold β and of "zero" for nodes with an error lower than β. This demonstrates the efficiency of Otsu's threshold to optimally separate the two areas of high and low error. This method is used in all test cases presented in this paper.
Note that there are many ways to compute this error threshold in the literature; however, most of them are weighted-average based methods. This makes their results depending on the whole domain size to the body size ratio, which is not desirable since this value is user dependent. Using the proposed Otsu threshold overcomes this shortcoming, which turns the method more robust. 
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Metric modification to accelerate adaptation of weak discontinuities.
Let M be the metric obtained by taking the absolute value of the Hessian as described above, that is,
Let e i be a given edge; the error along the edge is given by
The idea of metric modification is to add to the edge error, the error of the edge projection on the solution gradient as shown on the Figure 2 , namely
where P ∇U is the projection operator on the gradient of the solution∇U .
This will increase the error for edges that are oriented in the direction of the gradient, and they will be moved to be perpendicular to the gradient. This means that the corresponding connected nodes will move toward the shocks, since shocks are perpendicular to the scalar gradient.
The new error could be written as In conclusion, the error correction is handled by a correction of the metric by adding the quantity P ∇U MP ∇U .
This metric correction could be seen as an upwinding of the original metric in the direction of the gradient. It makes sense since the maximum error around discontinuities and boundary layers is produced in the gradient direction. Therefore, and as in the case of several numerical methods, this shifting increases the stability and the robustness of the method. However, the main advantage of this correction is the convergence acceleration. Indeed, the node movement velocity, for instance, is described by the error intensities and orientations of the connected edges. Thus, by increasing the error intensities in the direction of discontinuities, what the metric correction allows us to do, nodes migrate faster towards these discontinuities. Figure 3 shows the impact of metric correction on the adaptation for an oblique shock, using a hexahedral mesh. The test case is a supersonic flow on a ramp (more details of this test case are given below). As expected, the node movement is accelerated towards the shock in comparison to the case of adaptation without metric modification. This is demonstrated by the increase of the nodes' concentration around the shock. This obviously will reduce the necessary number of cycles of adaptation to converge to the right solution.
3.3. Shock-filter preprocessing (deconvolution) to enhance weak discontinuities. To enhance (sharpen) weak discontinuities, a shock-filter model, based on a quasi-linear hyperbolic equation, is proposed. It creates shocks at the zerocrossing of the Laplacian in the gradient direction:
where Ω is an open set of IR 3 and ∂ n is the derivative in the outer normal direction n to ∂Ω. The initial condition is smoothed in the model by a convolution product with a smooth function called a mollifier, that is, u ε 0 = u 0 * ρ ε , where * is a convolution product, ρ ε = 1 ε 3 ρ(x/ε, y/ε, z/ε), ρ is the mollifier, and ε is a scale parameter. This is a classical way to regularize the initial condition u 0 , and the main result by doing so is that u ε 0 converges to u 0 when ε tends to zero in the L p 1 ≤ p < ∞ spaces. ∂ η and ∂ ηη are the first and second derivatives' operators in the gradient direction η, and the functions F and f are regular (smooth) functions.
The function F, called the shock detection function, controls the position where the model must develop shocks that strengthen weak discontinuities. It satisfies the 
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With the second derivatives the model distinguishes the concave and convex parts of the initial condition. The relationship satisfied by F allows the model to increase the concave parts and decrease the convex ones while leaving invariant the zero-crossing parts of the second derivatives leading to a creation of strong discontinuities (shocks). Note that the gradient direction is selected to compute derivatives because the gradient is perpendicular to shocks.
For the applications presented in this paper, we took F (u, v) ≡ Sign(u)Sign(v). In theory, the function Sign(.) must be regularized to obtain a C ∞ function. In practice, however, and since all functions are discrete functions, we do not need the regularization. Finally, note that any other type of functions that satisfy a shock detection condition such as sigmoid can be used. The function f controls the shock velocity according to the characteristics of the original solution (initial condition). The theoretical study (existence and uniqueness of a solution) and numerical study of such a model are developed in detail in [23] , [24] , [25] .
To illustrate the effect of the shock filter, a one-dimensional gate signal is smoothed and a high-frequency sinusoidal noise is added. Figure 4 shows the result of applying the model to restore the signal, with the parameters f (u) = Now, for adaptation purposes we consider the steady state of the shock filter, but before we do, we must make sure that this steady state exists. The following proposition proves such a claim.
Proposition 3.1. The shock-filter equation (S) admits a steady stateŪ ∈ L ∞ (Ω).
Proof. In [24] , the following maximum principle for such equation is proven. the equivalent integral form of the equation:
Let t n be a numerical nonnegative sequence that tends to infinity when n tend to infinity, and let (x 0 , y 0 , z 0 ) be a point such that
This, along with the maximum principle cited above, implies that u ε (t n , x 0 , y 0 , z 0 ) is a monotone bounded sequence, which implies that it converges to a value denoted byū ε (x 0 , y 0 , z 0 ). Now let us show that this latter quantity does not depend on the sequence t n . Let t n and s n be two sequences that tend to infinity, and consider the difference
If u ε (t n , x 0 , y 0 , z 0 ) is a Cauchy sequence, then |u ε (s n , x 0 , y 0 , z 0 ) − u ε (t n , x 0 , y 0 , z 0 )| tends to zero. This proves that there exists a steady stateŪ such thatŪ (x 0 , y 0 , z 0 ) = u ε (x 0 , y 0 , z 0 )∀(x 0 , y 0 , z 0 ) ∈ Ω. Moreover, and according to the maximum principle, U ∈ L ∞ (Ω). For the case ∂ηηu ε (x 0 , y 0 , z 0 ) < 0, we proceed analogously and achieve the same conclusions.
As a corollary of this proposition, the steady state is a piecewise constant function. Consequently, the shocks are enhanced as shown in Figure 4 , but certain useful curvatures may be lost and the adaptation in such areas may degrade. Thus, we propose adapting on an average scalar solution between the original solution and the steady state of the shock filter. This allows enhancing the discontinuities and preserving the curvatures since the steady state is a piecewise constant function. Figure 5 illustrates this claim.
For the rest of the paper, when we refer to the shock-filter output, we mean the steady state averaged by the initial condition. In the following subsection, a short discussion on the numerical aspect of the shock-filter model is given.
Numerical approximation.
To apply the shock filter we need to perform two calculations: first compute the initial condition smoothing u ε 0 = u 0 * ρ ε and then compute the shock-filter solution iteratively to reach the steady state. For the smoothing calculation, the Gaussian kernel is selected as a mollifier. This choice is motivated by the fact that the convolution product with a Gaussian is equivalent to solving the heat conduction equation, namely
Then, instead of computing the convolution product, which is time-consuming, we solve (10) .
For the discretization of the shock-filter equation itself, note first that for a given regular function g, the first and second derivatives in the gradient direction η are given by
Any classical method such as FVM or first-order FEM could be used to discretize the equation, as one does not need high precision. Note that for both (S) and (10), the Neumann boundary condition ∂ n u ε = 0 is considered. We exploited the fact that the Laplacian operator does not change under axis rotation, which implies that if ( ζ 1 (x, y, z), ζ 2 (x, y.z)) are two vectors such that ( η, ζ 1 , ζ 2 ) forms an orthonormal reference at each point (x, y, z) of Ω, we have
then we propose solving both heat conduction and shock-filter equations by the following explicit finite difference scheme.
We consider first a finite element discretization of the domain and classical firstorder shape function for interpolation purposes. Now let N j = (x j , y j , z j ) be a given node on the mesh and h j the minimum length of the connected edges to the node
be the elements connected to node N j , such that K 2 , respectively, and for the time step n. Then we make the following space approximations:
By replacing these quantities in the continuous equations and by using the Euler time discretization, we obtain an explicit centered finite difference scheme for the heat conduction equation and an explicit upwind finite difference scheme for the shockfilter equation. The CFL condition is obviously respected for the stability of the schemes.
Before showing the impact of the metric and shock-filter model on the adaptation on weak and multiple shocks, let us see the effect of the shock filter on a physical solution. Figure 6 shows the effect of shock enhancement filter on a Mach number solution of an inviscid flow around a NACA0012 airfoil: on the left is the original Mach profile and on the right is the shock-filter steady state. The figure shows a significant enhancement of the shocks that are much more diffusive in the original solution. Finally, note that the obtained solution of problem (S) has no physical meaning; it is used for adaptation purposes only. For readers that are not familiar with the NACA0012 test case and the Mach number notion, definitions are given in the appendix as well as very short introductory of the mechanics of the fluid. 
Numerical results.
Convergence improvement.
Let us first see the impact of the proposed preprocessing (shock filter and metric correction) on the solution convergence. For this purpose an inviscid supersonic flow on a ramp is chosen. The angle of attack (AoA) is taken to be equal to 0 and the Mach number (M) equal to 2. We compare the results obtained on the original grid and those obtained after two cycles of adaptation in both situations (with and without the preprocessing). Figure 7 shows the grids and the Mach profile as well as the corresponding residual curves. The figure shows clearly the improvement of the convergence rate after mesh adaptation with a substantial improvement when the preprocessing is used. Note also the effect of the preprocessing filter on the shock-capturing quality. More convincing effects of the preprocessing on the whole process of adaptation solution are demonstrated through the following test cases.
Shock capturing.
The following figures show the effect of shock-filter preprocessing and metric correction on capturing shocks. Figure 8 shows a transonic inviscid flow around a NACA0012 at an angle of attack AoA = 1 degree and Mach M= 0.85. The solution is obtained on a coarse grid. Note that one of the two shocks is quite smeared. Figure 9 shows different adapted grids and corresponding solutions obtained without shock-filter preprocessing and metric correction. As shown in the figure, 7 solution-adaptation cycles are necessary to converge to the solution. Figure 10 shows the same test case using the proposed shock filter and metric correction.
One can see that the shocks are well captured after only 3 solution-adaptation cycles and that, moreover, the results are improved for both mesh and solution.
The next test is that of an inviscid flow around a NACA0012 at AoA =1.25, M=0.8. Figure 11 shows the initial grid and the corresponding Cp profile: one can see that one of the shocks is very weak compared to the other and is smeared. The test demonstrates the capability of the proposed method to capture shocks in such extreme situations where the amplitudes of shocks are sensibly different. Figure 12 shows the adaptation without shock filter and metric correction. After 6 cycles, the weak shock is still not captured, and, moreover, the mesh is coarsened around the position of that shock. This means that even if the adaptation process continued, the shock would not be captured unless the number of nodes were sufficiently increased, which is contrary to the philosophy of mesh optimization. Figure 13 shows the effect of the shock-filter and metric modification preprocessing: both shocks are well captured with a smaller number of adaptation cycles (4) and without increasing the number of nodes, namely 50,000 nodes. Remark 1. A question that naturally arises is what would happen if an artificial shock is created by the shock-filter, which is possible especially for internal flows. First, as mentioned in section 3.3 the adaptation is done on the steady state of the shock-filter equation averaged by the original solution; as a result any prejudicial coarsening of regions of interest in terms of physical features is avoided. Consequently, in such a situation a high concentration of nodes (more then necessary) is produced in a region where the artificial shock is detected; therefore this will not affect the result of the solver. Moreover, when all physical shocks are captured by the solver we stop applying the preprocessing since it becomes unnecessary, and then by doing only one more adaptation cycle the unneeded concentration of nodes disappears. Note that based on the explanation given above, the last operation is not necessary; it is more for aesthetic than for convergence purposes. The test case of Figure 13 illustrates very clearly this situation. The shock filter seems to consider the extension around the leading edge as a weak shock. The first three adapted grids show an artificial shock starting from the leading edge and growing to the back, while the corresponding solutions are not at all affected. Moreover, this artificial shock disappears in the last grid where the adaptation is done without the shock filter.
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Effect on boundary layers and wakes.
Even if the proposed shockfilter model was originally developed to enhance shocks and allow capturing weak and multiple shocks, this filter is also able to improve boundary layers and wake capturing. As with shocks, it improves the quality of the results and reduces the solution-adaptation cycles. Let us first see the effect of the shock filter on a laminar solution; considering the boundary layers and wakes to be smeared discontinuities, Figure 14 shows how the shock filter is able to sharpen the boundary layer thickness and to reinforce the wake. Figures 15 and 16 show a laminar supersonic test case around a NACA0012 wing at AoA=0, M=2, and Re=2000. The results demonstrate that, in addition to sharpening weak discontinuities, the shock-filter and metric correction preprocessing improve the boundary layers and wake capturing. The solution and grid achieve a high quality, as well as a sensitive reduction of the solution-adaptation cycle numbers (from 7 to 3 for this test case), as in the case of inviscid shock solutions. Finally, note that the cost of the proposed preprocessing is negligible and does not increase the complexity of the global adaptation process.
5.
Conclusions. This paper has proposed an original and efficient method to crisply capture weak discontinuities in multiple shocks cases, as well as boundary layers and wakes. At the same time, the method significantly reduces the number of solution-adaptation cycles. The method consists of complementary techniques. First,
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Cp profile around the wall a shock filter is applied to the solution to enhance shocks, boundary layers, and wakes. Then a modification of the metric is proposed to speed up adaptation, by forcing the nodes to move toward the desired areas. The output of the shock filter is averaged by the selected original solution in order to conserve curvatures. The shock filter is modeled by a hyperbolic quasi-linear equation whose well-posedness was studied in previous works. However, a proof of the existence of a steady state is given within this paper. An automatic target error value is also proposed in this paper. Finally, the efficiency of the method is demonstrated by means of inviscid and laminar test cases, the general adaptation scheme having been shown to be equally and successfully applicable to turbulent flow cases, as well.
Appendix. Some definitions. The motion of a fluid (such as water and gas) is governed by the following Navier-Stokes equations: 
where ρ is the density, v = (v 1 , v 2 , v 3 ) T the velocity of the fluid, D = ) ij the deformation tensor, f the external force, E = e+| v| 2 /2 the specific total energy, e the specific internal energy, p the pressure, θ the temperature, λ, μ the Lamé viscosity coefficients, and κ the heat conductivity
The Navier-Stokes equations describe how the velocity, pressure, temperature, and density of the fluid are related. When the viscous effects are neglected the equations are called Euler equations and the flow is called inviscid. As we can see, these equations are composed of one equation of conservation of mass, three equations of momentum, and one equation of conservation of energy. Some important physical features are derived from the primitive physical variable mentioned above, among them the Mach number. Let us give describe this feature.
A.1. Mach number definition.
As an aircraft moves through the air, the air molecules near the aircraft are disturbed and move around the aircraft. If the aircraft passes at a low speed, the density of the air remains constant. But for higher speeds, some of the energy of the aircraft goes into compressing the air and locally changing the density of the air. This compressibility effect alters the amount of resulting force on the aircraft. The ratio of the speed of the aircraft to the speed of sound in the gas determines the magnitude of many of the compressibility effects. Because of the importance of this speed ratio, aerodynamicists have designated it with a special parameter called the Mach number in honor of Ernst Mach, a late 19th century physicist who studied gas dynamics. The Mach number M allows us to define flight regimes in which compressibility effects vary. Subsonic conditions occur for Mach numbers less than one. When the speed of the object approaches the speed of sound (the flight Mach number is nearly equal to one), the flow is said to be transonic. At flight speed exactly equal to the speed of sound (Mach number equal to one) the flow is said to be sonic. Supersonic conditions occur for Mach numbers greater than one. For speeds greater than five times the speed of sound, the flow is said to be hypersonic. Shocks appear in the flow for the transonic, supersonic, and hypersonic regimes. The Mach number could be computed using the following formula:
Another important feature is the angle of attack, which represents the direction of the flow in the referential in which the Navier-Stokes (or Euler) equations are solved. This is specified by the boundary conditions on the inlet through the velocity components.
Let us now give a short definition of the NACA0012 test case used in this paper.
A.2. NACA0012 definition.
An airfoil is the cross section of a wing. The NACA0012 is an airfoil belonging to the family NACA airfoils designs invented by the NACA organization that became NASA (National Aeronautics and Space Administration). NACA0012 foil is a 12% foil shape, meaning the maximum cord depth (rudder thickness) is 12% of chord length (distance from the most forward point of the rudder to the most aft point). Figure 17 shows the NACA0012 geometry meshed with triangles. 
