ABSTRACT Pre-coding aided spatial modulation (PSM) constitutes a flexible closed-loop multiple-input multiple-output transmission scheme, which attracts substantial research interest recently. In this paper, an upper bound of the average bit error probability (ABEP) for the PSM system based on the minimum mean square error (MMSE) pre-coding is investigated. In addition, a theoretical analysis is given based on the assumption that the numbers of transmit and receive antennas are large but their ratio θ is constrained. Furthermore, the theoretical analysis shows that the ABEP upper bound of the PSM system based on MMSE pre-coding depends only on ratio θ . Simulation results demonstrate that the upper bound is asymptotically tight as the signal-to-noise ratio increases, and the proposed system outperforms its benchmark that is based on zero-forcing pre-coding.
I. INTRODUCTION
Multiple input multiple output (MIMO) systems have been attracting increasing research attention over recent years. By leveraging the additional degree of freedom in the spatial domain without requiring additional radio resources, MIMO systems can offer significant performance improvements in comparison with single input single output (SISO) systems, such as higher data rates and smaller error probabilities [1] . However, due to the deployment of multiple antennas, a practical MIMO system suffers from excessive radio frequency (RF) chains, inter-channel interference (ICI), inter-antenna synchronization (IAS) and high receiver complexity.
In order to simplify the implementation of MIMO transceivers, recently, the spatial modulation (SM) technology is developed, where only a single transmit antenna (TA) is activated to transmit conventional modulation symbols [2] - [5] . More specifically, in addition to the information bits encoded in a classical constellation diagram, SM transmits extra information by mapping log 2 N t bits to N t TA indices. Hence, SM can achieve the same throughput as conventional MIMO systems, while maintaining both a lower complexity and a lower cost. Motivated by the attractive features of SM, several authors have extended the concept of SM in different communication scenarios. For instance, space shift keying (SSK) is proposed as a low-complexity variant of SM in [3] , where all information bits are conveyed by the active TA index. For the purpose of further increasing the spectral efficiency of SM, the generalized SM (GSM) and SSK (GSSK) schemes are investigated in [4] and [5] , respectively.
As a specific variant of SM, the pre-coding aided spatial modulation (PSM) scheme is capable of conveying extra information by appropriately selecting the receive antenna (RA) indices [6] , instead of selecting the TA indices as in SM. More explicitly, based on the availability of the channel state information at the transmitter (CSIT), the transmitter is capable of focusing the transmit power only towards a single receive antenna of the multi-antenna receiver with the aid of pre-coding techniques. Thus, the information bits can be conveyed by two ways: (i) the index of the receive antenna; and (ii) a symbol drawn from a conventional modulation constellation. Due to the special transmission structure of PSM, it benefits from both the low cost and low complexity of the receiver. Therefore, PSM may be considered to be well suited for downlink transmission [6] . In [7] and [8] , ABEPs of the generalized PSM and conventional PSM schemes are investigated, and a comprehensive performance comparison is carried out to compare the proposed and conventional MIMO schemes. Inspired by the vast potential of PSM, several authors have applied PSM to various communication implementations [9] - [11] . More specifically, Stavridi et al. [9] incorporate multi-stream PSM in the MIMO broadcast channel and propose a mathematical framework for accurately computing the ABEP, the diversity order, and the coding gain in the considered scenario. Stavridis et al. [10] propose the dual-hop hybrid spatial modulation (DH-HSM) scheme, which extends the application of PSM and SM to relay systems. Moreover, the concept of quadrature SM is extended to PSM systems in [11] , which outperforms the generalized PSM scheme.
However, the aforementioned PSM schemes are all based on zero-forcing (ZF) pre-coding, which is inferior to minimum mean square error (MMSE) pre-coding. Thus, the integration of the PSM scheme with MMSE pre-coding is worth studying. Moreover, the performance of the PSM scheme based on MMSE pre-coding is investigated in [12] . However, the work in [12] does not take into account the statistical description of the received signal and only derives the instantaneous pairwise error probability (PEP) of the system, which is straightforward and unable to give an insight into the effect of the system configurations on the ABEP of the system. Against the above background, this paper aims to study an upper bound for the ABEP of the PSM system based on MMSE pre-coding. The mathematical framework for computing the ABEP of the above transmission scheme is based upon the following hypotheses: (i) the numbers of transmit and receive antennas are large while their ratio satisfying 1 ≤ lim N t ,N r →∞ (N t /N r ) = θ < ∞; (ii) the wireless channel follows a Rayleigh distribution; (iii) CSIT is available via either channel reciprocity or a fast and error-free link with the receiver; (iv) MMSE-based pre-coder is employed. Based on the above assumptions, the theoretical results show that the upper bound for the ABEP of the PSM system with MMSE pre-coding depends only on the ratio θ , which provides an insight into the effect of the number of antennas on the ABEP of the system. Simulation results demonstrate that the given upper bound is asymptotically tight as SNR increases, and the proposed system outperforms its ZF precoding based benchmark.
The remainder of this paper is organised as follows. Section II introduce the system model of the PSM system based on MMSE pre-coding. The deterministic approximations of the system parameters for calculating the average bit error rate is derived in Section III. Given the results derived in Section III, an analysis of the average bit error rate of the system is provided in Section IV. Simulation results are provided in Section V, which validate our theoretical analysis. Finally, concluding remarks are drawn in Section VI.
Notation: Bold lower-case and upper-case letters denote vectors and matrices, respectively. The operators (·) H , Tr (·) and E {·} represent the conjugate transpose, trace and expectation, respectively. The N × N identity matrix is denoted by I N , {z} indicates the real part of z ∈ C. The set R + is defined as {x : x > 0}.
II. SYSTEM MODEL
Consider a PSM system, where the transmitter equipped with N t antennas communicates with the receiver employing N r (N r ≤ N t ) antennas. In addition, the wireless channel between the transmitter and receiver is subject to quasistatic frequency-flat Rayleigh fading. In each channel use, k 1 = log 2 M bits are encoded in a symbol drawn from a M -ary conventional constellation such as quadrature amplitude modulation (QAM) or phase shift keying (PSK), while k 2 = log 2 N r bits are conveyed by the index of the activated single antenna out of N r receive antennas. Thus, the total number of bits simultaneously transmitted per channel use is k all = log 2 (N r M ). Based on the above two types of modulation, the spatially modulated super symbol transmitted per channel use can be written as
where b m denotes the conventional modulation symbol drawn from an M -ary conventional constellation set B = {b 1 , . . . , b M }, which satisfies the power constraint of
Moreover, e i represents the ith column of the identity matrix of size N r and indicates that the ith receive antenna is activated. Therefore, when the spatially modulated super symbol is transmitted, the received signal vector is given by
where y ∈ C N r ×1 represents the data signal vector observed at the N r receive antennas. The channel matrix is denoted by H = h 1 , h 2 , . . . , h N r H ∈ N r ×N t . Moreover, P ∈ C N t ×N r indicates the linear pre-coding matrix for beamforming the transmitted signal to a single receive antenna. Finally, n ∈ C N r ×1 represents the complex white Gaussian noise vector with independent and identically distributed elements with mean zero and variance σ 2 n = N 0 , i.e. n i ∼ CN (0, N 0 ) , ∀i. In this paper, MMSE pre-coding is employed for the linear pre-coder. Therefore, the pre-coding matrix P ∈ C N t ×N r can be written as
where β is a normalization factor that makes the pre-coding matrix to satisfy the constraint Tr PP H = N r and guarantees a unit power signal at the transmit antennas. Thus, β has the following form (Note that the following equations, i.e. Eq. (4)- (7) have been derived in [12] .) 
where coefficients α ii = βh H i Wh i and α ji = βh H j Wh i are introduced to simplify notation. At the receiver side, both the conventional modulation symbols b m and the index of the receive antenna are jointly detected based on the maximum likelihood (ML) criterion. As can be seen from (5), the ML detector can be formulated as
wherem is the detected index of the transmitted modulation symbol andî is the detected index of the intended receive antenna. Note that all the analysis in this paper is done for the suboptimal ML detection. More details about the optimal ML detection can be found at [13] .
III. DETERMINISTIC APPROXIMATIONS OF THE SYSTEM PARAMETERS FOR CALCULATING THE ABEP
The analyses in Section IV show that the derivation of the average PEP based on MMSE pre-coding requires the knowledge of the marginal probability density function (PDF) of α ii and the joint PDF of α ii and α ji . However, it is well known that it is difficult to obtain the aforementioned PDFs due to the intractable structure of W. In this section, in order to derive the average PEP, we approximate α ii by a deterministic quantity, where the novelty of this study lies in the large system approach. Moreover, we study the probability characteristics of α ji and obtain its approximate PDF with the aid of the largedimensional random matrix theory [14] , [15] . Furthermore, the above results will be used in Sections IV to compute the ABEP of the MMSE pre-coding based PSM system. In order to obtain the aforementioned approximations, the following theorem is introduced, which is derived in [16] and forms the mathematical basis of the subsequent large system analysis of the PSM system with MMSE pre-coding. 
i < ∞ and let G N have uniformly bounded spectral norm (with respect to N ). Define
Then, for z ∈ C\R + , as n and N grow large with ratios θ N ,i = N r i and θ N = N n such that
where the functions e N ,1 (z) , . . . e N ,n (z) form the unique solution of
which is the Stieltjes transform of a nonnegative finite measure on R + . Moreover, for z < 0, the scalars e N ,1 (z) , . . . e N ,n (z) are the unique nonnegative solutions to (11) . Note that (11) forms a system of n coupled equations, from which (10) is given explicitly. When MMSE pre-coding is considered, by virtue of Theorem 1, a deterministic equivalent α • ii of α ii is provided in the following theorem.
Theorem 2: let α ii be the coefficient defined in (5). Then we have
almost surely, where α • ii is given by
where β • is the deterministic equivalent of the normalization factor β defined in (4), which is derived as
with s • forming the unique positive solution of
The above equation with respect to s • has a unique closedform solution, which is given by
Proof: The proof of Theorem 2 is given in Appendix I. As opposed to α ii , α ji is a random variable and can be approximated to follow a Gaussian distribution in the scenario, where N t and N r both go to infinity with their ratio VOLUME 6, 2018
Based upon the large-dimensional random matrix theory, an approximate distribution of α ji is provided in the following theorem.
Theorem 3: let α ji be the coefficient defined in (6) . Then, α ji can be approximated to a complex Gaussian random variable with mean zero and variance
Proof: The proof of Theorem 3 is given in Appendix II.
IV. THEORETICAL ANALYSIS OF THE AVERAGE BIT ERROR PROBABILITY
This Section aims to derive an upper bound of the ABEP of the MMSE pre-coding based PSM system, using the wellknown union bound technique [17] . Based on the union bound technique, the ABEP is upper bounded as . In order to derive the average PEP, one has to obtain the instantaneous PEP (which is conditioned on the instantaneous channel) and then average over all channel realizations.
A. INSTANTANEOUS PAIRWISE ERROR PROBABILITY
Generally speaking, the PEPs can be attributed to these three error events, i.e., antenna index detection errors, modulation symbol detection errors, and errors due to both. For each event of error, the analytical instantaneous PEP expression was derived in [12] , which is briefly introduced as follows.
The first error event ε 1 = x i m → x j m occurs when the detected receive antenna j is different from the intended receive antenna i. Thus, the instantaneous PEP can be expressed as
If the detected modulation symbol b n is different from the transmitted modulation symbol b m , which results in the second error event ε 2 = x i m → x i n , then the PEP can be written as
Finally, the third joint error event ε 3 = x i m → x j n happens when both the detected antenna and modulation symbol are in error, the PEP can be given by
B. AVERAGE PAIRWISE ERROR PROBABILITY
Under the assumption that the dimension of the system is large, coefficient α ii has a deterministic equivalent α • ii and coefficient α ji approximately follows a complex white Gaussian distribution. In order to derive the average PEP of the system, when an error event ε 1 takes place, we substitute α ii and α jj with their deterministic equivalents α • ii and α • jj , and average (19) over all possible realizations of α ji as
where PEP (ε 1 ) represents the average PEP for ε 1 . Moreover, note that α • ii = α • jj . For the sake of mathematical tractability, consider a tight upper bound of the Q-function which is formulated as a sum of weighted exponentials [18] and written as
Hence, the incorporation of (22) and (23) results in (24), which is expressed as
where ζ = α ji is a random variable that follows a real Gaussian distribution N 0, σ 2 ζ , and
The right hand side of (24) shows that we need to evaluate three expectations which have the form of ϕ (λ 1 ,
Here, λ 1 and ρ 1 are positive real constants which depend on each term of 44838 VOLUME 6, 2018
the right hand side of (24). Thus, if we use the PDF of ζ , we have
where the last step utilizes certain integration formulas from [19] . Finally, plugging (24) into (25) gives rise to
The average PEP of the system when an error event of ε 2 occurs can be bounded by following a similar procedure as before. It follows from (20) and (23) that
where
. The final step of our proof is to derive the bound of the average PEP of the system, when a joint error event of ε 3 happens. Similar to the error event ε 1 , combining (21) and (23) yields
and
By inspecting (28), it can be found that the expectations we have to deal with have the form of ϕ (λ 3 ,
, where again λ 3 and ρ 3 are positive real scalars. Similar to the derivation of ϕ (λ 1 , ρ 1 ), given the PDF of η, we have
where the last step again makes use of certain integration formulas from [19] in order to attain a closed-form expression. By inserting insert (29) into (28), the average PEP of the joint error event can be shown as
Given the expressions (26), (27) and (30), all the average PEPs are determined. Finally, the ABEP can be calculated via (18) .
V. SIMULATION RESULTS
In this section, for the purpose of validating the deterministic approximations of the system parameters discussed in Section III, the analytical results are compared against their Monte Carlo simulated counterparts. Moreover, in order to validate the theoretical results in Section IV, the derived upper bounds of the ABEP are compared in conjunction with link-level simulated results. Furthermore, in order to gain an in-depth into the MMSE pre-coding based PSM system, we compare it with its ZF-precoding based benchmark in terms of the BER. In addition, we assume a Rayleigh flatfading channel with a large number of antennas. In all the studied scenarios, unless otherwise stated, all conventional modulation symbols are drawn from a QPSK constellation. Finally, the detector is based on the ML criterion given in (7) . Fig. 1 depicts the three deterministic approximations of the system parameters in Theorem 2 compared with their Monte Carlo counterparts in the scenarios of N t = 64, N r = 32, random i and SNR = −13 dB. Note that the deterministic approximations of α ii and h H i Wh i are not related to the value of i, which is in accordance with Theorem 2. Thus, the simulation is conducted with random i. As can be seen from Fig. 1, FIGURE 1 . The Monte Carlo simulation results of the three system parameters and their deterministic approximations derived in Theorem 2 with N t = 64, N r = 32, random i and SNR = −13 dB.
all the Monte Carlo simulation results for the three system parameters only slightly deviate from their analytical deterministic approximations, which validates the accuracy of the theoretical results given in Theorem 2. It is worth mentioning that, for the sake of clarity and due to space limitation, Figs. 1, 2, 3 and 4 just show some portions of simulated samples from out of a total 10 4 channel realizations. However, all the simulation results we observed follow the same trends. Fig. 2 plots the aforementioned deterministic approximations in Theorem 2 in comparison to their Monte Carlo simulation counterparts with N t = 64, N r = 64, random i and SNR = −13 dB. As expected and also observed from Fig. 2 , all the Monte Carlo simulation results slightly deviate from their analytical deterministic approximations. In addition, it can be concluded from Figs. 1 and 2 that the deterministic approximations of α ii and h H i Wh i are accurate with N t = N r or N t = N r .
In Figs. 3 and 4 , the three deterministic approximations of the system parameters in Theorem 2 are compared with their simulation counterparts with N t = 256, N r = 128 and N t = N r = 256. Moreover, the value of i is random and SNR = −13 dB. As expected, it can be also observed from Figs. 3 and 4, the simulation results deviate slightly from their analytical deterministic approximations. In addition, the deterministic approximations with N t = 256, N r = 128 and N t = N r = 256 in Figs. 3 and 4 are more accurate than that with N t = 64, N r = 32 and N t = N r = 64 in Figs. 1 and 2 , respectively. This is in accordance with Theorem 2 in the sense that the three deterministic approximations of the system parameters are asymptotically accurate with an increasing number of antennas. Furthermore, it can be concluded from Figs. 1 and 2 that the derived deterministic approximations of the system parameters in Theorem 2 are accurate when the number of antennas is relatively small at low SNRs. and its theoretical deterministic approximation derived in Theorem 3 with N t = 64, N r = 32, k = 1 and SNR = −13 dB. counterparts with N t = 256, N r = 128, k = 1, 64 and SNR = −13 dB. As expected and also observed from Figs. 7 and 8, the that simulation results only deviate slightly from their analytical deterministic approximations, respectively. Moreover, the deterministic approximations with N t = 256, N r = 128 in Figs. 7 and 8 are more accurate than that with N t = 64, N r = 32 in Figs. 5 and 6, which is accordance with Theorem 3 that the deterministic approximation of the diagonal entries of J −1
[k] is asymptotically accurate with an increasing number of antennas. Fig. 9 portrays the BER performance of the MMSE precoding based PSM system in comparison to the derived ABEP upper bounds with N t = N r = 64, 128, and 256. As can be seen from Fig. 9 , the proposed upper bounds in Section IV are asymptotically tight and capture the nature of the behavior of the system with an increase SNR. and its theoretical deterministic approximation derived in Theorem 3 with N t = 64, N r = 32, k = 16 and SNR = −13 dB. and its theoretical deterministic approximation derived in Theorem 3 with N t = 256, N r = 128, k = 1 and SNR = −13 dB.
At low SNRs, there is a deviation due to the well known effect of the union bound technique [17] . In addition, the gap between the upper bound and the link simulation result decreases as the number of antenna increases, which is due to the fact that the analysis is based on a large system dimension. More specifically, when N t = N r = 64, 256, the gaps between the upper bound and the link simulation results are about 0.5 dB and 0.3 dB at BER = 10 −4 , respectively. Fig. 9 also depicts the link simulation results compared against the derived ABEP upper bounds with N t = 256, 128, 64, and N r = 128, 64, 32. As can be seen from Fig. 9 , the proposed ABEP upper bound is asymptotically tight. In addition, the gap between the upper bound and the link simulation result also decreases as the number of antenna increases. More specifically, when N t = 64, N r = 32 and N t = 256, N r = 128, the gaps between the and its theoretical deterministic approximation derived in Theorem 3 with N t = 256, N r = 128, k = 64 and SNR = −13 dB. upper bound and the link simulation results are about 0.8 dB and 0.35 dB at BER = 10 −4 , respectively. Furthermore, it can be observed from Fig. 9 that the ABEP upper bound of the MMSE-precoded PSM system decreases as the ratio of transceiver antenna, i.e., θ = N t /N r increases, which is due to the increasing transmit diversity gain. Fig. 10 compares the BER performance of the MMSE pre-coding based PSM system to its ZF pre-coding based benchmark with N t = N r = 16, 32, 64. For ease of exposition, only the cases with the same number of transmit and receive antennas are considered. As can be observed from Fig. 10 , the MMSE pre-coding based PSM system exhibits a significant improvement as opposed to its ZF precoding counterpart. This performance gap increases as the number of antennas increases. Analysis about the aforementioned observation was described in [12] , which is introduced as follows. ZF pre-coded PSM aims at eliminating the FIGURE 10. BER performance of the MMSE pre-coding based PSM system versus the benchmark system (i.e., the ZF pre-coding based PSM system) with N t = N r = 16, 32, 64 and QPSK.
interference at the other receive antennas, which leads to the wastage of the signal power. Accordingly, this power loss will increases with the increase of N r and N t . By contrast, the goal of MMSE pre-coded PSM is to maximize the SNR at the intended receive antenna, while maintaining the interference (at the other receive antennas) as low as possible. Moreover, the signal power at the intended antenna becomes dominant in comparison to the interference for large N t and N r . As such, the probability of errors of MMSE precoded PSM decreases with the increase of N r and N t . Finally, the above analysis and the simulation results demonstrate the superiority of MMSE pre-coded PSM over its ZF precoded counterpart, which motivates the research on MMSE pre-coded PSM.
VI. CONCLUSION
In this paper, the upper bound for the ABEP of the MMSE pre-coding based PSM system was investigated. In addition, the BER performance of the proposed system was studied in comparison to its ZF pre-coding based benchmark. Simulation results were presented to show that the upper bound is asymptotically tight as the SNR and the number of antennas increase. Furthermore, the proposed system provides an improved BER performance compared with its ZF pre-coded benchmark. Our future work will focus on the optimization of the system parameter based on the derived bound, as well as the robustness of MMSE pre-coded PSM when the CSIT is imperfect.
APPENDIX A PROOF OF THEOREM 2
As can be seen from (5), coefficient α ii defined in (5) consists of two terms: 1) the normalization factor β; and 2) term h H i Wh i . For each of these two terms, we will subsequently derive a deterministic equivalent. Together, they will constitute a closed-form expression for α ii .
A. DETERMINISTIC EQUIVALENT FOR β
As can be seen from (4), the normalization factor β consists of two terms: 1) the number of the receive antennas N r ; and 2) term . In our analysis, N r is a constant, while is a random variable. Thus, the derivation of the deterministic equivalent for β is converted to one of deriving the deterministic equivalent for . The term Tr H H H H + N r N 0 I N t −2 H H can be written as
Moreover, to achieve the second line of (31), Lemma 1 is applied twice alongside z k 1/ √ N t h k . For large values of N t , it follows from Lemma 2 that
almost surely, where the definition (8) is inserted to achieve the second line of (32), and we denote by s [k] 
almost surely, where R is defined in (15) . Hence, the deterministic equivalent of s [k] ,
is s • , which is given in (16) . Furthermore, R is given by
Tr R . Similar to the derivation of s • , one can obtain the deterministic equivalent s • for s [k] ,I N t
θ , which is expressed as
Replacing s [k] ,I N t − N 0 θ and s [k] ,I N t
with their respective deterministic equivalents s • and s • , we obtain
− −−− → 0, almost surely. Thus, we can obtain the deterministic equivalent of β by replacing with • in (4).
B. DETERMINISTIC EQUIVALENT FOR h H i

Wh i
Similar to the derivations in (31), we have
Substituting s [k] ,I N t − N 0 θ by its respective deterministic
APPENDIX B PROOF OF THEOREM 3
As can be seen from (6), coefficient α ji defined in (6) consists of two terms: 1) the normalization factor β; and
where (a) is due to the application of Lemma 1 and (b) leverages the definition z k 1/ √ N t h k in Appendix I. It is noted that our analyses are based on the assumption that the system dimension is large. Thus, we introduce an inaccurate but simple approximation
. After some straightforward mathematical manipulations, we obtain J
Motivated by the above simple approximation of J −1
[j] , we approximate J −1
[j] to a diagonal matrixJ −1
[j] with identical diagonal entries, which is more accurate than the aforementioned simple approximation. Therefore, in order to derive the diagonal entries ofJ −1
[j] , one needs to first find out the trace of J −1 [j] . Similar to the derivation in Appendix I, we apply Theorem 1 and Lemma 2 to obtain the following 
