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Zusammenfassung
Die vorliegende Arbeit befaßt sich mit der Verallgemeinerung von Reaktions–Diffusions–
Systemen auf Subdiffusion. Die subdiffusive Dynamik auf mesoskopischer Skala wurde
mittels Continuous–Time Random Walks mit breiten Wartezeitverteilungen ψ(t) ∝ t−1−α
modelliert. Bezüglich der Reaktion wurde angenommen, dass sie auf mikroskopischer Ska-
la stattfindet und lokal dem klassischen Massenwirkungsgesetz unterliegt. Dieses Modell
entspricht der Situation in einem porösen Medium, wo Teilchen in Poren und Hohlräumen
für längere Zeit gefangen sein können, jedoch während der Wartezeiten miteinander reagie-
ren. Nach einer Diskussion der Subdiffusionsgleichung und Möglichkeiten ihrer Lösung,
insbesondere unter dem Aspekt der Einführung von Quellen neuer Teilchen, wird das Au-
genmerk auf die Reaktions–Subdiffusionsgleichungen gerichtet. Dabei handelt es sich um
Integro–Differentialgleichungen, die unter den vorliegenden Annahmen eine Abhängigkeit
des Transportterms von der Reaktion aufweisen. Der langreichweitige Integralkern der rei-
nen Subdiffusionsgleichung ist hierbei durch einen zusätzlichen Faktor modifiziert, der der
Erzeugung und Vernichtung von Teilchen durch Reaktion Rechnung trägt. Im Falle linea-
rer Reaktionskinetik ist dieser Faktor bestimmt durch die Ratenkoeffizienten der Reaktion.
Bei nichlinearer Reaktionskinetik besteht eine zusätzliche Abhängigkeit des Kerns von den
Konzentrationen der Reaktionspartner zu allen vorausgegangenen Zeiten.
Im Falle der Zerfallsreaktion A→ 0 konnte ein allgemeiner Ausdruck für die Lösungen
beliebiger Dirichlet–Randwertprobleme hergeleitet werden. Diese Lösungen ließen sich auf
Lösungen desselben Randwertproblems für die reine Subdiffusionsgleichung ohne Zerfalls-
reaktion zurückführen. Die daraus resultierenden stationären Profile unterscheiden sich qua-
litativ nicht von denen, die man unter normaler Diffusion mit Teilchenzerfall erhält. Die
Annahme, dass die Reaktion dem Massenwirkungsgesetz unterliegt, ist eine entscheidende
Voraussetzung für die Existenz stationärer Profile unter Subdiffusion.
Als Beispiel für eine nichtlineare Reaktion wurde die irreversible autokatalytische Re-
aktion A + B→ 2A unter Subdiffusion untersucht. Die Gesamtteilchenkonzentration wur-
de als konstant, A(x, t) + B(x, t) = const, sowie die Reaktion als Teilchenumbenennung an-
genommen. Damit konnte ein Analogon zur klassischen Fisher–Kolmogorov–Petrovskii–
Piscounov (FKPP) Gleichung aufgestellt und die resultierenden propagierenden Fronten
der A–Teilchen untersucht werden. Numerische Simulationen legten die Existenz zweier
verschiedener Regimes nahe, die sowohl mit Hilfe eines Crossover–Argumentes als auch
durch analytische Berechnungen zum asymptotischen Frontverhalten untersucht wurden.
Das erste Regime kann im Rahmen der kontinuierlichen subdiffusiven FKPP–Gleichung
beschrieben werden und ist charakterisiert durch eine Front, deren Breite und Geschwin-
digkeit sich entsprechend t
α−1
2 verringert. Aufgrund der Verringerung der Frontbreite stellt
sich im Laufe der Zeit die Situation ein, in der die Front atomar scharf definiert ist. Ein
zweites Regime setzt ein, das fluktuationsdominiert ist und nicht im Geltungbereich der
kontinuierlichen Gleichungen liegt. In diesem Fall beobachtet man eine stärkere Abnahme
der Frontgeschwindgkeit gemäß tα−1. Weitere Simulationen des fluktuationsdominierten
Regimes offenbarten zusätzliche subdiffusionsbedingte Effekte.
Ein anderes Szenario, bei dem eine Spezies A in ein mit immobilen B–Partikeln besetztes
subdiffusives Medium hineindiffundiert und gemäß dem Schema A + B→ (inert) reagiert,
wurde ebenfalls betrachtet. Unter bestimmten Voraussetzungen kann diese Anordnung für
die Konzentration der Spezies A näherungsweise als ein Randwertproblem mit einem be-
weglichen Rand, ein sog. Stefan–Problem, formuliert werden. Wichtigstes Resultat war da-
bei, daß die Position des beweglichen Randes sich wie R(t) ∝ tα/2 verhält. Die analytisch
gewonnenen Ergebnisse wurden durch numerische Simulationen untermauert.

Abstract
The present work studies the generalization of reaction–diffusion schemes to subdiffu-
sion. The subdiffusive dynamics was modelled by means of continuous–time random walks
on a mesoscopic scale with a heavy–tailed waiting time pdf ψ(t) ∝ t−1−α lacking the first
moment. The reaction itself was assumed to take place on a microscopic scale, obeying the
classical mass action law. This situation is assumed to apply in a porous medium where the
particles are trapped within the catchments, pores and stagnant regions of the flow, but are
still able to react during their waiting times. After discussing the subdiffusion equation and
different methods of their solution, especially under the aspect of particles being introduced
into the system in the course of time, the reaction–subdiffusion equations are addressed.
These equations are of integro–differential form and under the assumptions made, the re-
action explicitly affects the transport term. The long ranged memory of the subdiffusion
kernel is modified by an additional factor accounting for the conversion and survival prob-
abilities due to reaction during the waiting times. In the case of linear reaction kinetics,
this factor is governed by the rate coefficients. For nonlinear reaction kinetics the transport
kernel depends additionally on the concentrations of the respective reaction partners at all
previous times.
The simplest linear reaction, the degradation A→ 0 was considered and a general ex-
pression for the solution to arbitrary Dirichlet Boundary Value Problems was derived. This
solution can be expressed in terms of the solution to the corresponding Dirichlet Problem
under mere subdiffusion, i.e. without degradation. The resultant stationary profiles do not
differ qualitatively from the stationary profiles in normal reaction diffusion. For stationary
solutions to exist in reaction–subdiffusion, the assumption of reactions according to classi-
cal rate kinetics is essential.
As an example for a nonlinear reaction–subdiffusion system, the irreversible autocatalytic
reaction A + B→ 2A under subdiffusion is considered. Under the assumptions of constant
overall particle concentration A(x, t) + B(x, t) = const and re–labelling of the converted par-
ticles, a subdiffusive analogue of the classical Fisher–Kolmogorov–Petrovskii–Piscounov
(FKPP) equation was derived and the resultant fronts of A–particles propagating into the B–
domain were studied. Two different regimes were detected in numerical simulations. These
regimes were discussed using both crossover arguments and analytic calculations. The
first regime can be described within the framework of the continuous reaction–subdiffusion
equations and is characterized by the front velocity and width going as t
α−1
2 at larger times.
As the front width decays, the front gets atomically sharp at very large times and a transition
to a second regime, the fluctuation dominated one, is expected. The fluctuation dominated
regime is not within the scope of the continuous description. In that case, the velocity of the
front decays faster in time than in the continuous regime, v f luct ∝ tα−1. Further simulations
pertaining the reaction on contact scenario, i.e. the fluctuation dominated regime, revealed
additional fluctuation effects that are genuinely due to subdiffusion.
Another nonlinear reaction–subdiffusion system where reactants A penetrate a medium
initially filled with immobile reactants B and react according to the scheme A+B→ (inert)
was considered. Under certain presumptions, this problem can be described in terms of a
moving boundary problem, a so–called Stefan–problem, for the concentration of a single
species. The main result was that the propagation of the moving boundary between the
A– and B–domain goes as R(t) ∝ tα/2. The theoretical predictions concerning the moving
boundary were corroborated by numerical simulations.
v
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1 Introduction: Random Walks and
Reactions
Diffusive transport can either be described as a stochastic process accounting for the erratic
motion (Brownian motion) of a particle, or in terms of a differential equation for the probability
density. It was Einstein (1905) who established the relationship between these two concepts and
has shown that the Brownian motion of a macroscopic particle in a suspension arises from basic
postulates of kinetic theory of heat [1]. For low concentrations, the motions of the particles can
be regarded as mutually independent. Moreover, if correlations decay within a certain interval
of time, the corresponding subsequent displacements of a moving particle are independent as
well, which accounts for the Markovian nature of the motion [2]. These assumptions allow for a
stochastic formulation as a random walk process. The respective continuum description is given
by the diffusion equation or Fick’s second law. The corresponding probability densities to find
the particle at a point x at a certain time are Gaussian, and the mean squared displacement of the
diffusing particle is linear in time,
〈
x2
〉
= 2Dt with D being the diffusion constant.
Complex systems are made up of subunits that feature a large diversity and/or strong interac-
tions among them, giving rise to long range correlations that in some cases may even be scale
free in the sense that no typical time or space scale exists [3]. Therefore, transport processes
occurring in complex systems usually deviate from Gaussian characteristics. In particular, the
linear time dependence of the mean squared displacement is violated,
〈
x2
〉
∝ tα, α , 1 [4]. Situa-
tions where the mean squared displacement grows faster than in normal diffusion, 1 < α < 2, are
referred to as superdiffusion. The mean squared displacement growing sublinearly with time,
0 < α < 1, corresponds to subdiffusion.
The present work considers only the latter. Subdiffusive behavior may either be due to spa-
tial disorder as in diffusion within restricted geometries like fractals, or to energetic disorder
[5, 6, 7]. Subdiffusive dynamics was reported for phenomena as different as the motion of
RNA–molecules or other macromolecules within cytoplasm [8, 9, 10] whose anomaly is due to
macromolecular crowding, diffusion of beads in a polymer network [11], charge carrier trans-
port in amorphous semiconductors [12], the spread of tracer plumes in geological formations
[13, 14], or financial time series [15].
The focus is here on a special case of energetic disorder, namely on trapping processes that can
be successfully modelled by continuous–time random walks (CTRW) with heavy–tailed power
law waiting time probability densities lacking their mean, ψ(t) ∝ t−1−α, 0 < α < 1. In contrast
to diffusion on constrained geometries, the continuum limit of the heavy–tailed CTRW is given
by time–fractional diffusion equations, i. e. integro–differential equations with slowly decaying
kernels which account for long ranging memory effects [16]. Processes described by heavy–
tailed CTRWs are nonergodic [17]: the ensemble average of the mean squared displacement
exhibits the power–law characteristics mentioned above, whereas the moving time average of the
1
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mean squared displacement remains a linear function of time, however with strongly fluctuating
prefactors [18, 19]. The longer the time interval of observation, the more likely it becomes to
find long waiting times of the order of the observation time, which induces ageing of the system.
Many phenomena in systems out of equilibrium can be described in terms of reactions [20].
Apart from the obvious example of chemical reactions between molecules, applications can be
found in various fields such as physics or ecology. An example for a monomolecular reaction is
the isomerization A
 B or, as an irreversible special case, the reaction A→ 0 describing e.g.
particle decay. Reaction models including a zero at the product side also account for reactions
where the product is some inert species that is not of importance to the overall kinetics.
The bimolecular reaction scheme C→A+B may account for ionization in electrolytes or plasma
[20]. The recombination of charge carriers in semiconductors (electrons and holes) can be de-
scribed by the annihilation scheme A + B → 0. One may as well think of the one–species–
annihilation A + A → 0 e.g. for chemical reactions on surfaces where the desorption of the
product occurs rapidly, or the one–species–coalescence A + A→ A [7]. The simplest autocat-
alytic reaction is given by A + B→ 2A, which has been used to model a system of competing
varieties of a species and the perpetuation of an advantageous gene, or as well the dynamics of
infectious diseases [21, 22]. The predator–prey– and competing–species relationships in ecol-
ogy can be described in terms of more complicated systems of reactions [23] that exhibit a
rich dynamics. In the case of a homogeneous mixture of reactants, the temporal change of the
respective concentrations is given by the classical rate equations.
Nonequilibrium systems that feature spatially spreading and mutually interacting particles
or individuals can often be successfully modelled by means of reaction–diffusion equations, if
all concentrations are at least locally homogeneous and fluctuations are hence negligible [24].
Such systems comprise e.g. the spatial spread of populations, or animal coat patterns [22]. The
respective reaction–subdiffusion equations are obtained by adding the kinetic rate term to the
transport term on the right hand side of the diffusion equation.
Reactions between different (initially separated) species often give rise to reaction fronts, con-
stituting a characteristic feature of the system under study. Especially the reaction A + B→
2A describing the propagation of a stable into an unstable state has been studied extensively
[25, 26, 27].
An important question that arises is to what extent the dynamical behavior of systems fea-
turing reactions in combination with subdiffusion differs from the normal diffusive one. It has
turned out that simply adding a reaction rate term in the time–fractional diffusion equation,
analogously to the proceeding in normal reaction–diffusion, is not feasible [28]. A promising
approach to derive the reaction–subdiffusion equations is to analyze the situation from the view-
point of the CTRW.
The derivation of the reaction–subdiffusion equations as well as their (approximate) solution
and the investigation of the resultant dynamics requires some non–standard mathematical means
that are not commonly known. A rather large part of this work is therefore dedicated to a detailed
introduction to the basic mathematical tools and concepts that will come to application later on.
In chaper two, integral transforms will be addressed as well as the Riemann–Liouville fractional
differintegration and the important Mittag–Leffler and H–functions, which play an important
role in the solution of time–fractional equations.
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The third chapter presents the generating functions approach, the stable laws and their applica-
tion to sums of random variables and random walks. The fourth chapter generalizes the random
walk to the continuous–time random walk, demonstrating the different methods available to de-
rive the governing equations for the resultant probability densities. Alongside with the derivation
of the time–fractional diffusion equation (subdiffusion equation) as the continuum limit of the
heavy–tailed continuous–time random walk, the subordination principle is introduced.
Before selected problems in reaction–subdiffusion can be attacked, some preparatory consid-
erations on partial time–fractional differential equations have to be made. Especially the different
types of initial conditions and the time–fractional operator need to be discussed very carefully,
in order to guarantee that the mathematical objects we deal with properly describe physical en-
tities. These subjects are treated in chapter five. First, time–fractional differential equations are
briefly introduced, giving an own derivation of the solution to a particular initial value problem
that includes the time–fractional relaxation equation as a special case.
Then, a compilation of the methods of solution for the subdiffusion equation is provided. In par-
ticular, the inclusion of source terms, boundary conditions, or, later on, reactions, involves intro-
duction of particles into the system. Consequently, the memory of these particles does not range
back to the time of preparation of the system. It will be made plausible that the time–fractional
diffusion equation with a memory ranging back to the preparation of the system also applies to
densities or concentrations of "mixed ages" as they emerge from sources, which is not obvious
at first glance. Hence, the lower terminal of the Riemann–Liouville time–fractional derivative
can be interpreted as the time of preparation of the system also in cases where a proportion of
the particles is introduced later in the course of time. With these results at hand, boundary value
problems can be attacked equivalently by using different methods relying either on symmetry
or on source introduction at the boundary, or even by using both in combination. Especially
Dirichlet boundary value problems will be solved. Moreover, the subordination principle will be
applied to time–fractional diffusion with sources.
Chapter six first gives an overview of the state–of–the–art in reaction–subdiffusion. Then, the
reaction–subdiffusion equations are derived on the basis of CTRW.
Basically, two scenarios are conceivable. The first pertains to the situation where the reaction
takes place with a given probability whenever a jump event occurs. In this model, reactions are
not allowed to take place during the waiting periods between the particle jumps, the reaction
on small scales is subdiffusion controlled. Consequently, the anomalous dynamics carries over
to the reaction term, and the reaction–subdiffusion equations describing that situation exhibit
reaction– and transport terms that are acted upon by a time–fractional derivative. Just as in the
classical picture of normal diffusion, the reaction– and transport effects are separable in that case
and simply need to be combined additively in order to account for the total evolution of the den-
sities of species. This type of fractional reaction–subdiffusion equations were studied by many
authors [29, 30, 31, 32], and can in principle be solved by the same means as the corresponding
normal reaction–diffusion equations. 1
The present work focuses on a situation that is somewhat more complicated. The CTRWs take
place on a mesoscopic scale, and the reactions are assumed to obey the mass action law on a
1This does of course not mean that an analytical solution is always available. Even in normal reaction–diffusion an
analytical solution is only possible in the minority of cases [33].
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microscopic scale, i.e. the reactions take place during the waiting time periods. This case ac-
counts for the situation e.g. in a porous medium where the particles are trapped within cavities
and pores, but the trapped particles are still able to react. The resultant reaction–subdiffusion
equations are not fractional equations anymore [28, 34, 35]. The reaction explicitly affects the
transport term, the long ranged memory kernel is modified by an additional factor. This factor
is governed by the rate coefficients in the case of linear reaction kinetics, and depends addition-
ally on the concentrations of the respective reaction partners at all previous times if the reaction
kinetics is nonlinear. For species that vanish at reaction, this additional factor corresponds to a
cutoff of the long ranged memory, which ensures that only those particles jump that did not van-
ish during the waiting time. We will see later that in general the nonlinear reaction–subdiffusion
equations cannot be put up in a closed form since the additional factor appearing in the memory
kernel is not always amenable to an explicit analytic representation. However, in some sim-
ple, irreversible cases a formulation of nonlinear reaction–subdiffusion equations is possible ,
though. The resultant effects of the interplay of transport with memory and reactions is not well
understood yet. Unfortunately, methods of solution and even proofs of existence are still lacking
for such partial integro–differential equations with an intrinsically nonlinear memory. Therefore
one has to settle with analyzing either only the stationary solutions, where they exist as e.g. in
section 6.6, or special cases of such nonlinear reaction–subdiffusion problems where the qual-
itative dynamical behavior of the system is not governed by the concentration dependencies in
the kernel, so that e. g. linearizations are justified. Such approximations often lead in turn to
time–fractional equations.
Before going into the details of nonlinear reaction–subdiffusion, an alternative general derivation
of linear reaction–subdiffusion equations will be given. In addition, the solution to the general
Dirichlet boundary value problem for degrading particles under subdiffusion is presented. It
turns out that this solution can be expressed in terms of the solution to the same boundary value
problem for subdiffusion without degradation discussed in chapter five.
Chapter seven considers the simplest nonlinear reaction that accounts for front solutions, A +
B→ 2A, under subdiffusion. The respective reaction–subdiffusion equations are derived, and the
characteristics of the resultant front of A–particles propagating into the domain of B–particles,
the most important of which is the front velocity, are investigated by analytic and numerical
means. The analytic methods used here are adopted from those used in the corresponding nor-
mal reaction–diffusion analogue. It has to be stressed that these methods rely on assumptions for
which proofs are still lacking, e.g. that the emerging fronts are pulled ones and that the memory
does not qualitatively change the stability or relaxation behavior. Although we are far from a
rigorous mathematical analysis, strong evidence is found for the front width and velocity decay-
ing with time as t
α−1
2 . These findings may provide a good starting point for mathematicians to
go deeper into the subject of propagating fronts under subdiffusion. Some first efforts in this di-
rection were made by Nec et al. [36]. Moreover, a second interesting regime is found where the
continuous reaction–subdiffusion picture breaks down. This fluctuation dominated regime cor-
responds to the final large time asymptotics, and exhibits atomically sharp fronts whose velocity
decays even faster than in the continuous regime.
Another nonlinear reaction–subdiffusion system that is strongly motivated by recent experi-
ments [37] will be examined in chapter eight. These experiments pertain the anomalously slow
diffusion of a quencher A into a polyelectrolyte multilayer containing a fluorescent marker B.
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From a supply at a fixed boundary, reactants A penetrate the medium initially filled with immo-
bile reactants B and react according to the scheme A+B→ (inert). Under certain circumstances,
this problem can be described in terms of a moving boundary problem for the concentration of
species A, the so–called Stefan–problem [38, 39]. The asymptotic A–profiles and the temporal
behavior of the position of the moving boundary are the object of investigation.
The last chapter gives a conclusion of the gained knowledge.
The appendices contain supplements and details of calculations that would have interrupted
the flow of reading. They will be referred to at the respective passages of the text. Each of the
appendices belongs to one chapter of the work and may comprise several consecutive sections
that are not specifically numbered. Appendix A corresponds to chapter two, B to chapter three,
C to five, D to seven and appendix E to chapter eight.
A glossary is supplied at the end of this exposition.
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2 Mathematical Foundations
In the following, the basic mathematical tools that will be used in the course of this exposition
will be presented. First, the issue of integral transforms will be addressed, in particular the
Mellin–, the Fourier– and the Laplace transform. Then, a brief definition and a compilation
of the most important rules of fractional calculus will be given. In the continuum description
of subdiffusion processes the Mittag–Leffler functions and the more general class of Fox’s H–
functions are ubiquitous. Since these function classes are not commonly known, the respective
definitions, main properties and relations will presented in the last part of this section.
2.1 Integral Transforms
An integral transform of a function f (x) with transform parameter y is defined as
I{ f (x),y} =
∫ x2
x1
K(x,y) f (x)dx .
Depending on the kernel K there is a large variety of integral transforms, such as Bessel trans-
forms, Hankel transforms etc. [40, 41]. In the following, three basic integral transforms are
briefly presented that will be of tremendous use in this work. Especially the Fourier– and Laplace
transforms find a broad range of application, e.g. in probability theory or in the solution of partial
differential equations.
2.1.1 Mellin Transform
The Mellin-transform of a function f (t), t ∈ R with t ≥ 0 with parameter s ∈ C is defined as:
M{ f (t), s} = f¯ (s) =
∫ ∞
0
ts−1 f (t)dt . (2.1)
The inversion formula for the Mellin-transform is
M−1
{
f¯ (s), t
}
=
1
2pii
∫ c+i∞
c−i∞
t−s f (s)ds . (2.2)
A shift theorem of the Mellin transform follows from the definition (2.1) [40, 42],
M {tν f (t), s} = f¯ (s + ν) . (2.3)
Taking powers of the variable results in scaling of the argument of the transformed expression,
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M { f (λtν), s} = ν−1λ− sν f¯ ( s
ν
)
, (2.4)
M { f (λt−ν), s} = ν−1λ sν f¯ (− s
ν
)
, (2.5)
where λ > 0, ν > 0 [40].
2.1.2 Fourier Transform
The Fourier-transform of a function f (x), x ∈ R with parameter k ∈ R is
F { f (x),k} = fˆ (k) =
∫ ∞
−∞
eikx f (x)dx . (2.6)
The respective inverse transform is given by
F −1
{
fˆ (k), x
}
=
1
2pi
∫ ∞
−∞
e−ikx fˆ (k)dk , (2.7)
Differentiation
Differentiation in original domain corresponds to multiplication with the Fourier parameter in
Fourier domain, hence
F
{
∂n
∂xn
f (x),k
}
= (ik)n fˆ (k) (2.8)
for n–fold derivatives.
Convolution theorem
The Fourier-transform of a convolution is, up to a factor, equal to the product of the Fourier
transforms of the convolution factors,
F { f1(x)∗ f2(x),k} = 2pi fˆ1(k) fˆ2(k) . (2.9)
2.1.3 Laplace Transform
The Laplace transform relates a given original function f (t), t ∈R and t ≥ 0, to an image function
where u ∈ C:
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L{ f (t),u} = f˜ (u) =
∫ ∞
0
e−ut f (t)dt . (2.10)
The domains of t and u will be referred to as original domain and Laplace-domain, respectively.
For the sake of convergence, it has to be assumed that the original function is piecewise steady
and infinitely differentiable and tends to infinity not faster than eβt with β > 0 [43]. The inverse
Laplace transform is given by
L−1
{
f˜ (u), t
}
=
1
2pii
∫ c+i∞
c−i∞
eut f˜ (u)du = f (t) . (2.11)
This integral is often referred to as Bromwich–Integral and yields the inverse Laplace transform
f (t) for t > 0. The contour of integration (Bromwich contour) is a parallel line with respect to
the imaginary axis where the constant c has to be chosen such that all singularities are located at
the left of this parallel.
The relation between the original function and the respective image function will be denoted by
the symbols ":" and ";". Hence, f (t) : f˜ (u) and f˜ (u) ; f (t).
In the following, some important properties of the Laplace transform are listed [40, 44]. These
properties provide the basis for the broad applicability of the Laplace transform, especially in
the solution of initial value problems for differential– and some types of integro–differential
equations.
Shift theorem
An exponential factor in original domain corresponds to a shift in the Laplace variable u,
L
{
e−at f (t),u
}
= f˜ (u + a) . (2.12)
Integration and Differentiation
Differentiation in original domain corresponds to multiplication with the Laplace variable u, in-
tegration in original domain results in division by u,
L
{
∂n
∂tn
f (t),u
}
= un f˜ (u)−
n−1∑
l=0
ul
[
∂(n−1−l) f (t)
∂t(n−1−l)
]
t→0
(2.13)
L
{∫ t
0
f (t′)dt′,u
}
=
1
u
f˜ (u) . (2.14)
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Convolution theorem
The Laplace transform of a convolution is, equal to the product of the Laplace transforms of the
convolution factors,
L{ f1(t)∗ f2(t),u} = f˜1(u) · f˜2(u) . (2.15)
Abelian and Tauberian theorem
The inversion of the Laplace transform can turn out to be involved, if not impossible. However,
in many applications it suffices to know the asymptotic behavior of a function or its Laplace
transform so that explicitly carrying out the transform or inversion is not necessary. The con-
nection between the asymptotic behavior of a function and its Laplace transform is given by the
related Abelian and Tauberian theorems [44]. The Abelian theorem states that if the asymptotic
behavior of f (t), t→∞ is given by
f (t) ∼ tα , (2.16)
the asymptotic behavior u→ 0 of the Laplace transform is
f˜ (u) ∼ Γ(1 +α)
u1+α
. (2.17)
Conversely, if f˜ (u) has the asymptotic form
f˜ (u) ∼ Γ(1 +α)
uα+1
, (2.18)
and if f (t) is bounded, we have ∫ t
0
f (t′)dt′ ∼ t
α+1
α+ 1
. (2.19)
2.2 The Riemann–Liouville Fractional Integral and Derivative
Historically, the idea of the generalization of the notion of differentiation to noninteger orders of
differentiation came up with the beginnings of differential calculus itself. The first record of such
an idea is in the correspondence of Leibniz (1695), where some remarks were made concerning
the possibility of order 1/2 derivatives. The modern formulations basically go back to works of
Liouville in the years 1832-1837, and to works of Riemann from 1847 on [45]. Since then, the
theory of fractional integro-differentiation has been developed further by Holmgren, Grünwald,
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Letnikov, Hardy, Riesz, Weyl, Erdélyi, and others. There is a large variety of definitions of frac-
tional derivatives, accounting for e.g. the domain or periodicity of the functions they are applied
to. We restrict ourselves to the definition that is related to the description of time-fractional dif-
fusion processes, namely the Riemann–Liouville fractional derivative. Moreover, we shall use
only the left Riemann–Liouville derivative, i.e. the one with a fixed lower terminal indicating the
time of preparation of the system. This choice accounts for the causality of physical processes,
since only a left fractional derivative constitutes an operation on the past states of the system
under consideration. A survey of other definitions of fractional derivatives and integrals is given
e.g. in [46, 45].
2.2.1 Definition
The Cauchy-formula for the n-fold iterated integration of a function f (t), n ∈ N,
reads [42]
f (−n)(t) =
1
Γ(n)
∫ t
t0
1
(t− t′)1−n f (t
′)dt′ , (2.20)
which can be generalized by introducing the α-fold Riemann–Liouville–integral,
t0D
−α
t f (t) =
1
Γ(α)
∫ t
t0
1
(t− t′)1−α f (t
′)dt′ , (2.21)
where α ∈ R and α > 0. The Riemann-Liouville fractional integration t0D−αt f (t) hence corre-
sponds to a (Laplace type) convolution with f (t)∗ tα−1/Γ(α).
Applying n-fold differentiation, n ∈ N and n−α > 0, yields the (n−α)-fold fractional deriva-
tive of f (t):
t0D
n−α
t f (t) =
1
Γ(α)
dn
dtn
∫ t
t0
1
(t− t′)1−α f (t
′)dt′ , (2.22)
where 0 < α < 1. With t0 = 0 and the substitution n−α = ν, we have
t0D
ν
t f (t) =
1
Γ(n− ν)
dn
dtn
∫ t
t0
1
(t− t′)1−n+ν f (t
′)dt′ . (2.23)
The operator t0D
ν
t is referred to as the Riemann-Liouville operator.
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2.2.2 Properties and Relations
Laplace Transform
The Laplace transform of a fractional Riemann–Liouville integral results in
L {0D−αt f (t)} = u−α f˜ (u) , (2.24)
and the Laplace transform of a Riemann-Liouville fractional derivative yields
L {0Dνt f (t)} = uν f˜ (u)− n−1∑
l=0
ul
[
0Dν−1−lt f (t)
]
t=0
, (2.25)
with n−1 < ν < n.
Linearity
Fractional differ–integration is a linear operation,
t0D
ν
t (λ1 f1(t) +λ2 f2(t)) = λ1t0D
ν
t f1(t) +λ2t0D
ν
t f2(t) . (2.26)
Composition Rules
In general, the Riemann–Liouville operators do not commute. The composition rules are as
follows [42]: For m−1 ≤ µ < m and n−1 ≤ ν < n we have
t0D
µ
t
(
t0D
ν
t f (t)
)
= t0D
ν+µ
t f (t)−
m∑
l=1
[
t0D
ν−l
t f (t)
]
t=t0
(t− t0)−µ−l
Γ(1−µ− l) . (2.27)
By interchanging µ and ν it becomes clear that the relation
t0D
µ
t
(
t0D
ν
t f (t)
)
= t0D
ν+µ
t f (t) (2.28)
only applies if
[
t0D
ν−l
t f (t)
]
t=t0
= 0, (l = 1,2, . . . ,n) (2.29)[
t0D
µ−l
t f (t)
]
t=t0
= 0, (l = 1,2, . . . ,m) . (2.30)
In case of f (t) having a sufficient number of continuous derivatives, these conditions are equiv-
alent to
f (l)(t0) = 0, (l = 0,2, . . . ,n−1) (2.31)
f (l)(t0) = 0, (l = 0,2, . . . ,m−1) . (2.32)
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The composition rules also imply that fractional differentiation and fractional integration are
reciprocal operations.
Leibniz– and Chain Rule
The Leibniz-rule for fractional differentiation reads [42, 45]
t0D
ν
t
[
f1(t) f2(t)
]
=
∞∑
l=0
(
ν
l
)
f (l)1 (t)t0D
ν−l
t f2(t)
with
(
ν
l
)
=
Γ(ν+ 1)
Γ(l + 1)Γ(ν− l + 1) (2.33)
or
t0D
ν
t
[
f1(t) f2(t)
]
=
∞∑
l=−∞
(
ν
l +µ
) [
t0D
ν−µ−l
t f1(t)
] [
t0D
µ+l
t f2(t)
]
with
(
ν
l +µ
)
=
Γ(ν+ 1)
Γ(l +µ+ 1)Γ(ν− l−µ+ 1) (2.34)
with ν,µ ∈ R, µ non–integer.
The overview of fractional calculus is completed by the chain rule,
t0D
ν
t
[
f (g(t))
]
=
∞∑
l=0
(
ν
l
) (
t0D
ν−l
t 1
) (
t0D
l
t
[
f (g(t))
])
, (2.35)
which produces an infinite sum of integer order differentiations.
2.3 Special Functions
This section introduces some special functions that will prove very useful in the description of
systems involving subdiffusive transport. The Mittag–Leffler function is a generalization of the
exponential function and plays a role e.g. in anomalous relaxation patterns. The Fox H-functions
arise e.g. in probability theory as probability densities.
2.3.1 The Mittag–Leffler Functions of One and Two Parameters
Definition
The Mittag–Leffler Function of two parameters α and β is defined as follows [42, 47]:
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Eα,β(z) =
∞∑
n=0
zn
Γ(αn +β)
(2.36)
with α > 0, β > 0. As a special case, β = 1 yields the Mittag–Leffler Function of one parameter.
The Mittag–Leffler Function of two parameters is often referred to as the generalized Mittag–
Leffler Function.
Laplace–Transform
For the generalized Mittag–Leffler Function, the following relation holds [41]:
L
{
tβ−1Eα,β(λtα)
}
=
uα−β
uα−λ , (2.37)
∣∣∣ λuα ∣∣∣ < 1. Consequently, the Laplace Transform of the Mittag–Leffler Function of one parameter
is:
L {Eα(λtα)} = uα−1uα−λ . (2.38)
Examples
E1(λt) = exp[λt]
E2(λt) = cosh
[√
λt
]
E1/2(λt1/2) =
2√
pi
exp
[
−λ2t
]
erfc
[
−λt 12
]
Asymptotics
The Mittag–Leffler function interpolates between the stretched exponential behavior for small
arguments,
Eα
(
−
( t
τ
)α)
∼ exp
[
− t
α
ταΓ(1 +α)
]
, (2.39)
and the power law pattern for large arguments,
Eα
(
−
( t
τ
)α)
∼ 1
Γ(1−α)
( t
τ
)−α
, (2.40)
see Fig. 2.1.
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Figure 2.1: The Mittag–Leffler function E1/2 (solid line); the
stretched exponential and power law asymptotics
for small and large arguments, respectively (dashed
lines).
Fractional–order integration and differentiation
A general relationship for the fractional–order differentiation of the generalized Mittag–Leffler
Function is [42]:
0Dνt
(
tβ−1Eα,β(λtα)
)
= tβ−ν−1Eα,β−ν(λtα) . (2.41)
The fractional–order integration of the generalized Mittag–Leffler Function is [42]
0D−νt
(
tβ−1Eα,β(λtα)
)
= tβ+ν−1Eα,β+ν(λtα) , (2.42)
which can be proven by means of the term–by–term integration of the Series (2.36). In particu-
lar, for β = 1, ν = α, we find
0D−αt Eα(λtα) = tαEα,1+α(λtα) . (2.43)
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2.3.2 The Fox’s H-Functions
Although integrals of Mellin-Barnes-type have already been investigated from around 1900 on,
e.g. by Pincherle (1888), Mellin (1910) and Barnes (1908), and others, it was Charles Fox
(1961) [48] who defined the H-function in terms of a general integral of Mellin-Barnes type
in his works on symmetrical Fourier kernels. The importance of the Fox-H-functions is based
on the fact that they comprise nearly all special functions appearing in applied statistics and
mathematics [49, 50]. Some examples are Maitland’s generalized hypergeometric function, the
Mittag-Leffler function, Mac-Robert’s E-function, Meijer’s G-function or Wright’s generalized
Bessel function.
Definition
We use the notation
Hm,np,q (x) = H
m,n
p,q (x)
[
x
∣∣∣∣∣∣ (ap,Ap)(bq,Bq)
]
(2.44)
= Hm,np,q (x)
[
x
∣∣∣∣∣∣ (a1,A1), (a2,A2), . . . (ap,Ap)(b1,B1), (b2,B2) . . . (bq,Bq)
]
. (2.45)
The H-Function is defined via the Mellin-Barnes type integral [49, 50]
Hm,np,q (x) =
1
2pii
∫
L
Ξ(s)xsds with
Ξ(s) =
∏m
l=1 Γ(bl−Bls)
∏n
l=1 Γ(1−al + Als)∏q
l=n+1 Γ(1−bl + Bls)
∏p
l=m+1 Γ(al−Als)
(2.46)
where the m, n, p, q are non-negative integers throughout this section; 0 ≤ n ≤ p, 1 ≤m ≤ q. The
Al (l = 1, . . . , p), Bl (l = 1, . . . ,q) are positive real numbers. The al (l = 1, . . . , p) and bl (l = 1, . . . ,q)
are complex and satisfy the relation Al1(bl2 + n1) , Bl2(al1 − n2 − 1) for all n1,n2 = 0,1,2, . . .,
l1 = 1, . . . ,n, l2 = 1, . . . ,m. The contour L separates the poles of Γ(bl − Bls) from those of Γ(1−
al + Als). The H-function is analytic in x and exists if either x , 0 and cµ =
∑q
l=1 Bl−
∑p
l=1 Al > 0,
or 0 < x <
(∏p
l=1 A
Al
l
∏q
l=1 B
−Bl
l
)−1
and cµ =
∑q
l=1 Bl −
∑p
l=1 Al = 0. In the following some useful
properties of the H-function are listed [50].
Properties and Relations
• The H-function is symmetric in the parameter pairs
(a1,A1) . . . (an,An), (an+1,An+1) . . . (ap,Ap), in (b1,B1 . . . (bm,Bm) and in
(bm+1,Bm+1) . . . (bq,Bq).
• If one of the (al,Al) with l = 1, . . . ,n is equal to one of the (bl,Bl) with
l = n+1, . . .q, the order of the H-function reduces. The same applies for one of the (bl,Bl),
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l = 1, . . .m and one of the (al,Al) with l = m + 1, . . . p equal. As a consequence, p, q, and n
or m decrease by unity so that we obtain the reduction formula
Hm,np,q (x)
[
x
∣∣∣∣∣∣ (a1,A1), (a2,A2), . . . (ap,Ap)(b1,B1), (b2,B2) . . . (bq−1,Bq−1), (a1,A1)
]
(2.47)
= Hm,n−1p−1,q−1(x)
[
x
∣∣∣∣∣∣ (a2,A2), . . . (ap,Ap)(b1,B1), . . . (bq−1,Bq−1)
]
(2.48)
as long as n ≥ 1 and q > m.
• An H-function of argument x can be transformed to an H-function with argument 1/x,
Hm,np,q (x)
[
x
∣∣∣∣∣∣ (ap,Ap)(bq,Bq)
]
= Hn,mq,p (x)
[
1
x
∣∣∣∣∣∣ (1−bq,Bq)(1−ap,Ap)
]
. (2.49)
The constant cµ =
∑q
l=1 Bl−
∑p
l=1 Al changes sign in this transformation.
• For ρ > 0,
1
ρ
Hm,np,q (x)
[
x
∣∣∣∣∣∣ (ap,Ap)(bq,Bq)
]
= Hm,np,q (x)
[
xρ
∣∣∣∣∣∣ (ap,ρAp)(bq,ρBq)
]
. (2.50)
• For the multiplication of an H-function with a power we have
xςHm,np,q (x)
[
x
∣∣∣∣∣∣ (ap,Ap)(bq,Bq)
]
= Hm,np,q (x)
[
x
∣∣∣∣∣∣ (ap +ςAp,Ap)(bq +ςBq,Bq)
]
. (2.51)
Laplace transform of the H-function
The Laplace transform of an H-function of argument t with transform parameter u is given by
[49]
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L
{
Hm,np,q (t),u
}
=
1
u

Hn+1,mq,p+1
[
u
∣∣∣∣∣∣ (1−bq,Bq)(1,1), (1−ap,Ap)
]
for 0 ≤ cµ ≤ 1
Hm,n+1p+1,q
[
1
u
∣∣∣∣∣∣ (0,1), (ap,Ap)(bq,Bq)
]
for cµ ≥ 1 .
(2.52)
The corresponding inverse transform results in
L−1
{
Hm,np,q (u), t
}
=
1
t

Hn,mq,p+1
[
t
∣∣∣∣∣∣ (1−bq,Bq)(1−ap,Ap), (1,1)
]
for 0 ≤ cµ ≤ 1
Hm,np+1,q
[
1
t
∣∣∣∣∣∣ (ap,Ap), (0,1)(bq,Bq)
]
for cµ ≥ 1 .
(2.53)
Fractional Differentiation
The application of the fractional Riemann-Liouville operator on an H-function results in
0Dνx
(
xγHm,np,q
[
λxµ
∣∣∣∣∣∣ (ap,Ap)(bq,Bq)
])
= xγ−νHm,n+1p+1,q+1
[
(λx)µ
∣∣∣∣∣∣ (−γ,µ), (ap,Ap)(bq,Bq), (ν−γ,µ)
]
, (2.54)
where ν ∈ R, and γ,µ > 0 are restricted to γ+µmin(bl/Bl) > −1 for the 1 ≤ l ≤ m.
Special Cases/ Examples
For functions involving exponentials, the following H-function representation often proves use-
ful:
xae−x = H1,00,1 [x |(a,1)] . (2.55)
The Mittag- Leffler functions can be expressed as follows [41]
Eα,β(x) = H
1,1
1,2
[
−x
∣∣∣∣∣∣ (0,1)(0,1), (1−β,α)
]
(2.56)
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for real α ≥ 0 and β ∈ C.
When A1 = . . . = Ap = 1 = B1 = . . . = Bq, the H-function reduces to a Meijer G-function [41],
Hm,np,q
[
z
∣∣∣∣∣∣ (ap,1)(bq,1)
]
= Gm,np,q
[
z
∣∣∣∣∣∣ apbq
]
. (2.57)
For rational Al and Bl it is always possible to express the H-function in terms of a Meijer G-
function: transform the Mellin-variable s in (2.46) by division with the common denominator
of all the Al and Bl. The new coefficients A′l , B
′
l of the new Mellin-variable s
′ are then positive
integers. The resultant Gamma functions can be expanded by means of the multiplication for-
mula, see Appendix A, so that in the end the coefficients of s′ are all one. In contrast to the more
general H-function, the G-function is implemented in Mathematica [51]. Hence, this procedure
may be of practical use especially in cases where the common denominator of the Al and Bl is
small.
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3 Sums of Independent Random Variables:
Random Walks
3.1 Moment Generating Functions
Let P be the distribution of a random variable X that can take all values of the real line. The
corresponding distribution function P(x) is a never decreasing function which is zero at −∞ and
one at∞. For continuous distributions we have
P(x) = Prob {X ≤ x} =
∫ x
−∞
p(x′)dx′ , (3.1)
where p(x) is the respective probability density function (pdf).
The characteristic function of a distribution P(x), x ∈ (−∞,∞) is defined as the expectation
[52, 53]
〈
eikx
〉
=
∫ ∞
−∞
exp[ikx]dP(x) . (3.2)
The characteristic function of a distribution is hence the Fourier-transform of the respective
probability density p(x), and will be denoted by pˆ(k). Thus,
pˆ(k) =
∫ ∞
−∞
p(x)exp[ikx] dx (3.3)
when x is continuous and
pˆ(k) =
∞∑
x=−∞
p(x)exp[ikx] (3.4)
for discrete random variables x, for which the p(x) are probabilities rather than densities. Note
that the corresponding inversion formulas differ only by the limits of integration,
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p(x) =
1
2pi
∫ ∞
−∞
pˆ(k)exp[−ikx] dk for continuous, and (3.5)
p(x) =
1
2pi
∫ pi
−pi
pˆ(k)exp[−ikx] dk for discrete random variables. (3.6)
For non-negative independent continuous variables such as time t, it is more convenient to con-
sider the expectation of the kernel of the Laplace transform in order to derive the characteristic
function. For an arbitrary pdf p(t), t ≥ 0,
〈
e−ut
〉
=
∫ ∞
0
exp[−ut]dP(t) =
p˜(u) =
∫ ∞
0
p(t)exp[−ut]dt . (3.7)
As will be seen later, the characteristic functions are of tremendous use since they allow for ex-
act representations of many functions that characterize the solutions of problems in probability
theory. Especially in problems involving sums of random variables, e.g. in Random walks, very
complicated representations of the resultant pdfs in terms of convolution integrals are converted
to products of the characteristic functions of each of the component variables.
If the characteristic function of a pdf is known, it is possible to extract the moments in a
straightforward manner. Therefore the characteristic functions are sometimes referred to as the
moment–generating functions. Let us define the nth moment Mn of a pdf p(x) of the variable
−∞ < x <∞ and of a one-sided pdf p(t) with 0 ≤ t <∞, respectively,
〈
xn
〉
=
∫ ∞
−∞
xn p(x)dx (3.8)
〈
tn
〉
=
∫ ∞
0
tn p(t)dt . (3.9)
Expanding the Fourier– and Laplace transforms of p(x) and p(t), respectively, we have
pˆ(k) =
∫ ∞
−∞
∞∑
n=0
(ikx)n
n!
p(x)dx =
∞∑
n=0
inkn
n!
〈
xn
〉
(3.10)
p˜(u) =
∫ ∞
0
∞∑
n=0
(−ut)n
n!
p(t)dt =
∞∑
n=0
(−u)n
n!
〈
tn
〉
, (3.11)
provided that 〈xn〉, 〈tn〉 are finite, so that the moments arise from the respective derivatives of the
moment generating functions where the argument is put to zero, i.e.
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Mn,x =
1
in
∂n
∂kn
pˆ(k)|k=0 (3.12)
for two-sided distributions and
Mn,t = (−1)n ∂
n
∂un
p˜(u)|u=0 (3.13)
for one-sided distributions. All pdfs are normalized, i.e. the zeroth moment is always one,
M0 = 1. The set of integer moments is frequently used in order to characterize a distribution.
However, the integer moments of a distribution are not necessarily finite. For such distributions
one can define moments of arbitrary order 〈xν〉 for ν real [54].
In the following section we will encounter distribution functions where the generating func-
tion is not analytic, i.e. cannot be described by a polynomial. An example for such cases is the
Cauchy–distribution [55],
p(x) =
b
pi(b2 + x2)
(3.14)
with the characteristic function
pˆ(k) = exp[−b|k|] , (3.15)
which possesses no integer moment except for the zeroth, but all moments of order ν < 1. The
Smirnov distribution is an example for a one–sided distribution with the pdf [55]
p(t) =
1
2
√
pi
x−3/2 exp
[
− 1
2x
]
(3.16)
p˜(u) = exp
[
−
√
u
2
]
. (3.17)
Note that the fractional moments of the one–sided distributions can be obtained by taking the
Riemann–Liouville fractional derivative of the generating function in u = 0, so that in analogy
to (3.13) 〈
tν
〉
= (−1)n 0Dνu p˜(u)
∣∣∣
u=0 , (3.18)
with n−1 < ν < n [54].
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3.2 Stable Distributions
In this section we adhere to some basic definitions and properties of stable densities. Mathe-
matically more rigorous and extensive expositions can be found in [56, 57, 52, 53, 55]. The
distribution P is a stable one if for any c1,c2 > 0 and γ1,γ2 there exist constants c > 0 and γ for
which [53]
P(c1x +γ1)∗P(c2x +γ2) = P(cx +γ) . (3.19)
This means that stable distributions are closed under convolution, so that a sum of random
variables x obeying stable distributions of the common family belongs to the same family of
distributions. Distributions P1,P2 belong to the same family if there exist constants c > 0,γ for
which P1(cx+γ) = P2(x) [57]. It suffices to consider γ1,γ2 = 0, so that in terms of characteristic
functions the relation (3.19) is equivalent to
pˆ(k/c1) pˆ(k/c2) = pˆ(k/c)e−ikγ . (3.20)
Moreover, if in addition γ = 0, the distribution is called strictly stable.
The distribution of a sum of random variables is given by the convolution of the distributions
of the random variables. Due to the convolution theorems of Fourier- and Laplace transform,
this results in the multiplication of the respective moment generating functions. In the following
we make use of this advantageous feature.
For a distribution P to be stable it is necessary and sufficient that P be infinitely divisible [53].
A distribution P is said to be infinitely divisible if there exists a distribution Pn for which
P = P∗nn (3.21)
for each n, the exponent ∗n denoting the n–fold convolution, so that the random variable can
be expressed as a sum S n of n iid random variables xi,n. Together with the definition of stable
distributions (3.19), the relation
S n =
n∑
l=1
xl
d
= cnx +γn (3.22)
holds. The equality sign with superscript d denotes "equal in distribution".
Going to Fourier domain we find for the respective pdf p(x)
pˆn(k) = pˆ(cnk)eikγn (3.23)
which can be resolved exactly and results in the characteristic function representation for stable
24
3.2 Stable Distributions
laws,
log pˆc,γα,β(k) = iγk− c|k|α
[
1− iβ k|k|ω(k,α)
]
(3.24)
(3.25)
with
ω(k,α) = tan
[
pi
2
α
]
for α , 1 , (3.26)
ω(k,α) =
2
pi
log |k| for α = 1 . (3.27)
Note that the norming constant in (3.22) can only be cn = n1/α. The first expression (3.26) can
always be reduced to the strictly stable laws by a constant shift of the random variable 1 [56]. The
second one (3.27) represents a non-trivial generalization to distributions that cannot be reduced
to strictly stable laws and hence are called "stable in the broad sense" [57].
The parameters γ and c are simply scale factors that effect a shift or a dilation, respectively,
and hence irrelevant for the qualitative designation of the stable distribution under study. In
particular, one can always write
pc,γα,β(x) = c
−1/αp1,0α,β
(
c−1/α(x−γ)
)
(3.28)
so that only two important parameters remain, of which α is the characteristic exponent or Lévy-
index, and β accounts for the skewness of the distribution. Thus, the Lévy stable laws are denoted
by Lα,β, where 0 < α ≤ 2, −1 < β < 1. α characterizes the large x behavior of the distribution:
Lα,β ' |x|−1−α (3.29)
for α < 2. For symmetric distributions, β = 0, whereas for the one-sided distributions we have
0 < α < 1 and β takes the values 1 if the pdf is concentrated on the positive and −1 if the pdf is
concentrated on the negative half axis. Obviously we have
pα,β(−x) = pα,−β(x) . (3.30)
The density of a stable law is given by the inverse Fourier transform of the expression (3.24).
We note that in the case of one-sided distributions, β = ±1, it is often more practical to use the
Laplace representation instead of applying the (one-sided) Fourier transform [58]. The respec-
tive pdfs of the one-sided Lévy-stable distributions Lα,1 are the inverse Laplace transforms of
1For another representation of stable laws that often provides better manageability, cf. Appendix B.
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p˜α,1(u) = exp
[−c∗uα] , (3.31)
if u is the Laplace variable and c∗ = c/cos
(
piα
2
)
, cp. (7) in Appendix B.
Stable distributions with characteristic exponent α possess absolute moments 〈|x|n〉 of order
n < α. For n > α these moments are infinite. In particular, Lα,β possesses no variance if α < 2.
Examples
The class of Lévy stable laws comprises some well known distribution functions. As ω(k,α) in
(3.24) vanishes for α = 2, we obtain the Normal law
p2,0(x) =
1√
4pi
exp
[
− x
2
4
]
. (3.32)
Another example of a symmetric stable law is the Cauchy distribution
p1,0(x) =
1
pi
(
1 + x2
) . (3.33)
A stable density encountered in astronomy which describes the distribution of the gravitational
force in a stellar system of randomly distributed points with randomly varying masses, is the
Holtsmark distribution where α = 3/2, β = 0 [59, 52].
An example for a one sided stable distribution is the Smirnov-distribution
p1/2,1(t) =
1
2
√
pi
t−3/2 exp
[
− 1
2t
]
. (3.34)
This density emerges as the limiting law of return times to the origin for a symmetrical one di-
mensional random walk.
However, for most Lévy–stable distributions a proper representation requires the use of gen-
eralized special functions. More precisely, the Lévy–stable laws are expressible in terms of
Fox’s H–functions, cf. 2.3.2. At this point, only two examples that will be of use later on shall
be given. For a more general analytic expression of stable laws, cf. Appendix B. The Fox’s
H–function representation of the density of a symmetrical stable law Lα,0, 1 < α ≤ 2, is given by
pα,0(x) =
1
α
H1,12,2
[
x
∣∣∣∣∣∣ (1−1/α,1/α) (1/2,1/2)(0,1) (1/2,1/2)
]
. (3.35)
For α = 2 this expression reduces to the Gaussian normal law.
The densities of one sided stable laws Lα,1 with 0 < α < 1 corresponding to (3.31), have the
analytical representation
pα,1(t−1) =
1
α
t2H1,01,1
[
t
∣∣∣∣∣∣ (−1,1)(−1/α,1/α)
]
. (3.36)
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As many physical quantities emerge from a large number of random events, it is important to ex-
amine the distributions of normed sums of independent random variables. Of particular interest
are the possible asymptotic distributions of these sums of random variables and the precondi-
tions for them to arise.
The classical central limit theorem (CLT) establishes conditions under which the asymptotic dis-
tribution of the normed sum of independent random variables is subject to a normal law. More
specifically, the necessary and sufficient condition for the sum of independently identically dis-
tributed (iid) random variables to be asymptotically normally distributed is that the pdf of the
random variable must not decay too slowly [58], which means in particular
lim
X→∞
X2
∫
|x|>X p(x)dx∫
|x|>X x
2 p(x)dx
 = 0 . (3.37)
This is even true for p(x) ∝ x−3, x large, although its variance is infinite (i.e. diverges logarith-
mically), and it is always true if p(x) decays faster than that, i.e. if mean and variance of the
underlying distribution exist. This is the reason for the range of the Lévy parameter 0 < α ≤ 2.
For all α ≥ 2 the first and second moment exist and the respective pdf can only belong to the
basin of attraction of the Normal law. If the third (centered) moment exists, the convergence to
the Gaussian limit is even uniform, and the theorem of Berry-Esséen holds. For the (cumulative)
distribution function Pn of the normed sum of n variables with zero mean there exists a positive
constant CBE such that
|Pn(x)−PGauss(x)| ≤
CBE
〈
|x|3
〉
〈
x2
〉3/2 √n (3.38)
for all x and n.
〈
|x|3
〉
is the third moment,
〈
x2
〉
the second moment. The upper bound does not
depend on the individual distribution, and CBE u 334 [52].
However, condition (3.37) does not apply for all statistical distributions. In the following
we will see that the classical CLT can be generalized to other distributions that lack mean or
variance. The limiting distributions of normed sums of iid random variables can only be stable
distributions, which accounts for their importance in practice 2.
Let us now consider the normed sum (3.39) of iid random variables that are not necessarily
subject to a stable distribution, but to a general distribution P(x) =
∫ x
−∞ p(x
′)dx′. Then, the
distribution P is said to belong to the domain of attraction of a stable distribution Pst if there
exist norming constants an and bn so that the distribution of the normed sum
2 In fact, if such limiting distribution exists, this statement is even true for any stationarily dependent random
variables [53]. However, in the present exposition the consideration of sums of independent variables will suffice
and hence we restrict ourselves to this special case.
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(∑n
l=1 xl
)
−bn
an
, (3.39)
tends to a stable distribution Pst as n→ ∞. By virtue of (3.22) we find that for every n the
normed sum of the iid random variables xl obeying a stable law Pst,(∑n
l=1 xl
)
−γn
cn
, (3.40)
has the same distribution function P. Hence, in accordance with the definition of stable laws,
every stable law belongs to its own domain of attraction. For a distribution to lie in the domain
of attraction of the stable law Lα,β, it is necessary and sufficient that P(x) satisfies the following
relations for any r
lim
X→∞
P(−X)
1−P(X) =
1−β
1 +β
,
lim
X→∞
1−P(X) + P(−X)
1−P(rX) + P(−rX) = r
α .
This means, loosely speaking, that the distributions that behave as Lα,β at infinity belong to its
domain of attraction [58, 60]. A very useful statement that can be made on pdfs with algebraic
tails, α , 1, 2 is that the normalization constant is an = n1/α, and
p(x) ' c−|x|−1−α for x→−∞
p(x) ' c+x−1−α for x→∞ (3.41)
belongs to the domain of attraction of Lα,β with β = (c+− c−)/(c+ + c−). The normalization con-
stants of p(x) and the limiting Lévy pdf pα,β(x) in (3.39) and (3.24), (3.26), are related as follows:
for 0 < α < 1 :
bn
an
= 0 ; c =
pi(c+ + c−)
2αsin(piα/2)Γ(α)
for 1 < α < 2 : bn = n 〈x〉 ; c = pi(c+ + c−)2α2 sin(piα/2)Γ(α−1) . (3.42)
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This chapter gives a short introduction to the generating function approach to the discrete time
Random Walk (RW). For the sake of simplicity, only the one dimensional situation is considered
here. Generalization to more dimensions is straightforward, see e.g. [54].
In a discrete time Random Walk, the walker performs steps with certain displacements. Let these
single step displacements xl of the lth step be random variables that are independent identically
distributed according to a jump length pdf ϕ(x) with ϕ(x)dx specifying the probability that the
jump performed is of a length within the interval (x, x + dx).
A basic quantity of the RW is the position of the walker after n steps, given a certain initial
position which is here x0 = 0 without loss of generality. The overall displacement x after n steps
will be the sum of these iid displacements xl,
x = x1 + x2 + . . .+ xn , (3.43)
which is a random variable itself. Using the fact that the RW is Markovian, we can relate the
pdfs of the overall displacement pn(x|x0) for the successive jumps by a recursion relation
pn+1(x|x0) =
∫ ∞
−∞
pn(x′|x0)ϕ(x− x′)dx′ (3.44)
if we allow for transitions in continuous space or
pn+1(x|x0) =
∞∑
x′=−∞
pn(x′|x0)ϕ(x− x′) (3.45)
if the RW takes place on a discrete lattice. In this case the pn have to be interpreted as proba-
bilities and not as densities. In the following, the pdf of finding a particle at x after n steps is
derived using the generating function approach.
3.4.1 Random Walk Generating Function
The moment generating function of the jump length pdf ϕ(x) is given by the Fourier transform
ϕˆ(k) =
〈
eikx
〉
=
∫ ∞
−∞
ϕ(x)exp[ikx] dx (3.46)
when x is continuous and
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ϕˆ(k) =
∞∑
x=−∞
ϕ(x)exp[ikx] (3.47)
for lattice RW. The generating function of the step length distribution ϕˆ(k) is often referred to as
the structure function. In particular, probability conservation (i.e. particle conservation) deter-
mines
∫ ∞
−∞ϕ(x)dx = 1 or
∑∞
x=−∞ϕ(x) = 1, i.e. ϕˆ(k = 0) = 1.
Note that the corresponding inversion formulas differ only by the limits of integration,
ϕ(x) =
1
2pi
∫ ∞
−∞
ϕˆ(k)exp[−ikx] dk for continuous step lengths, and (3.48)
ϕ(x) =
1
2pi
∫ pi
−pi
ϕˆ(k)exp[−ikx] dk for lattice walks. (3.49)
Furthermore, the description of RWs in discrete time requires the discrete counterpart of the
Laplace transform with equidistant jump times, so that the generating function of the RW is
given by theZ-transform [61, 52], with z being the transform parameter conjugate to the amount
of steps n,
Z{pRW(x,n)} = p¯RW(x,z) =
∞∑
n=0
zn pRW(x,n) . (3.50)
The connection between Laplace- andZ-Transform is established as follows:
Although the time intervals between the successive jumps are actually not a random variable
in the RW, they can be interpreted as drawn from a δ-peaked waiting time distribution function
ψ(t). When τ is the time interval between successive jumps, we have ψ(t) = δ(t− τ) so that we
have a sampled function,
pRW(x, t) = p(x, t)
∞∑
n=0
δ(t−nτ) =
∞∑
n=0
p(x,nτ)δ(t−nτ) . (3.51)
Applying the Laplace transform and with the substitutions t = nτ, p(x,nτ) = pRW(x,n) and euτ = z
we arrive at (3.50). Note that the utilization of the waiting time pdf ψ(t) = δ(t− τ) defined on
a continuous domain is here only a formal procedure helping us to derive a discrete, sampled
function from a continuous one and allowing for using the Laplace transform. In the discrete
RW with time variable n, the time intervals between the jump events do not belong to the time
axis, i.e. the domain of definition of jumping times, so that n is immediately followed by (n+1).
Only in this notion the Markovian character of the process is maintained.
We now calculate the Random Walk generating function (3.50), i.e. the probability pn(x|x0)
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for the particle to be at x after n steps. Therefore, rewrite (3.44, 3.45) inZ-domain:
p0(x) + p¯RW(x,z) = z
∑
x′
ϕ(x− x′) p¯RW(x′,z) or (3.52)
p0(x) + p¯RW(x,z) = z
∫ ∞
−∞
ϕ(x− x′) p¯RW(x′,z)dx′ , (3.53)
where p0(x) = δ(x) or p0(x) = δx,x0=0, respectively, is the initial condition. In Fourier domain, by
using the convolution theorem, we finally find the Random Walk generating function
ˆ¯pRW(k,z) =
1
1− zϕˆ(k) =
∞∑
n=0
[
zϕˆ(k)
]n . (3.54)
By comparison with (3.50), or more precisely, its Fourier transform, it is immediately clear that
pˆRW(k,n) =
[
ϕˆ(k)
]n , (3.55)
i.e. the nth power of the structure function is the Fourier transform of the probability to be at x
after n steps.
Let us illustrate the above result by three examples.
3.4.2 Examples
Gaussian step length pdf
For a Gaussian step length pdf the characteristic function is a Gaussian:
ϕ(x) =
1
σ
√
2pi
exp
[
− x
2
2σ2
]
; (3.56)
ϕˆ(k) = exp
[
−σ
2k2
2
]
. (3.57)
Using (3.55) we finally find the probability for a particle to be at x after n steps:
pRW(x,n) =
1
σ
√
2pin
exp
[
− x
2
2nσ2
]
, (3.58)
the result we expected from the fact that the Gaussian distribution is a stable distribution and
hence the variance σΣ of a sum of n iid random variables is the sum of all variances, σ2Σ =
σ21 + . . .+σ
2
l = nσ
2.
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Lattice walk with nearest-neighbor transition
Consider a RW on a discrete lattice in one dimension with a probability r to take a step to
the right and a probability 1− r to take a step to the left. The spatial variable can take values
x = 0,±1,±2, . . .. Here we have the step length pdf and the corresponding characteristic function,
cp. e.g. [62],
ϕ(x) = (1− r)δ(x + 1) + rδ(x−1) , (3.59)
ϕˆ(k) = reik + (1− r)e−ik , (3.60)
so that with (3.55) the pdf of being at x after n steps is given by
pRW(x,n) =
1
2pi
∫ pi
−pi
e−ikx
[
peik + (1− p)e−ik
]n
dk . (3.61)
Note that (2pi)−1
∫ pi
−pi e
−ikx+imx dk = δk,m which filters out the respective coefficients which accounts
for the fact that, starting at 0, a particle can only occupy lattice sites with even (odd) numbers
after an even (odd) amount of steps n. In the symmetric case r = 1/2 we find
pRW(x,n) = 2−n
n!(
n+x
2
)
!
(
n−x
2
)
!
. (3.62)
In the large n limit we find by using Stirling’s approximation 3
pRW(x,n) =
1√
2pin
exp
[
− x
2
2n
]
, (3.63)
which is the discrete in space version of the Gaussian pdf (3.58). If the lattice spacing is a, the
discrete lattice point x can be replaced by a continuous variable ax = x′, so that pRW(x,n)dx =
pRW(x′,n)dx′ with dx = 1,
pRW(x′,n) =
1
a
√
2pin
exp
[
− x
′2
2na2
]
. (3.64)
The squared lattice spacing a2 formally takes the role of the variance σ2 of the respective con-
tinuous step length pdf at large l, cp. Eq. (3.58).
As a consequence of the CLT, Brownian motion emerges as the continuum limit of all RW with
step length pdfs possessing the second moment. The next example illustrates a situation where
the Gaussian continuum limit does not apply.
3Stirling’s formula: n! ' √2pinnne−n
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Cauchy distributed step lengths
Consider the step length pdf
ϕ(t) =
b
pi(b2 + x2)
, (3.65)
ϕˆ(k) = exp[−b|k|] . (3.66)
The Cauchy distribution is stable, so that we end up with the probability for a particle to be at x
after n steps being again a Cauchy distribution:
pRW(x,n) =
nb
pi(n2b2 + x2)
. (3.67)
Due to the generalized CLT, cp. section 3.3, the resultant distributions of sums of random vari-
ables share universal properties for asymptotically large l and, going to a continuum, for large t
so that Abelian and Tauberian theorems can be used and an explicit Laplace inversion becomes
obsolete.
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The continuous–time random walk (CTRW) model is based on the idea that, in contrast to the
simple Random Walk, not only the step length is a random variable, but also the waiting times
between the successive steps. Hence, both variables are drawn from a probability density func-
tion (pdf) Ψ(x, t) for the particle to perform a step of length x after an elapsed waiting time t.
In general, CTRWs feature a non–Markovian behavior. Besides the probability of occupancy of
the sites at time t, the arrival times at each site are needed in addition in order to determine the
state of the system. On the other hand, the steps of the walkers themselves do not depend on the
previous ones. Therefore such processes are often referred to as semi–Markovian [63].
4.1 Limitations of the Random Walk Model
From the physical point of view, the Random Walks constitute a microscopic model for transport,
reflecting the randomness of the motion. However, since the elementary steps occurring at
equidistant points in time are independent of each other, the standard Random Walk is not suited
to describe non–Markovian behavior. Such a non-Markovian aspect in stochastic motion can be
incorporated via the choice of a specific waiting time distribution function.
Random Walks with the waiting time being a stochastic variable were first considered in the
pioneering work of Montroll and Weiss [61], who considered CTRWs on lattices with the jump
lengths being independent of the waiting times. This formalism first came to practical appli-
cation in the description of charge carrier transport in amorphous semiconductors. Scher and
Montroll [12] set up a time-of-flight experiment for a packet of holes in an amorphous semicon-
ductor that was subjected to an external electric field. The transient current was measured and
the hole packet was shown to undergo a significant broadening so that Gaussian statistics could
no longer be applied. The hole transport had to be characterized by a broad distribution of event
times that reaches into the range of observation times. The choice of an algebraic waiting time
pdf ψ(t) ∝ t−1−α with 0 < α < 1 allowed for a complete mathematical description of the observed
transient current with α being the only relevant parameter.
Such power law waiting time pdfs may emerge from multiple trapping of the charge carriers into
localized states as follows [64]:
Disorder in the lattice induces the smearing out of the band edges of the energy density so that
a tail of localized states looms into the energy gap. This tail can roughly be described by an
exponential, ploc(E) ≈ 1E0 e−E/E0 . Escape of the carriers to the conduction band requires ther-
mal activation, so that the typical escape times for a fixed energy E can be estimated by the
Arrhenius law τ = τ0eE/kBT where T is the temperature and kB is the Boltzmann constant. Tak-
ing into account the energy distribution of the localized states, we rewrite ploc(τ) = ploc(E)∂E∂τ =
kBT
E0
(
τ
τ0
)−1−kBT/E0 . Using this expression as a weighting factor for the sum of the probabilities to
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be released from one of the levels, we arrive at an overall waiting time distribution to escape a
trap, ψ(t) =
∫ ∞
0 ploc(τ)
1
τe
−t/τ dτ ∝ t−1−α with α = kBT/E0. Recall that E0 is the measure of the
width of the density-of-states tail inside the energy gap. Hence decreasing α indicates increasing
disorder.
A more general model where the waiting-time and jump-length pdfs are coupled was first
considered by Scher and Lax [65] and can be used for modelling other transport mechanisms
such as hopping conduction. The main difference to multiple trapping lies in the fact that the
release rates are no longer an independent single-site quantity, but depend on the respective site
separations and site energy fluctuations. Klafter and Silbey [66] have shown for hopping on
a random lattice where the migration in each individual configuration is Markovian and hence
governed by a master equation, that averaging over all possible configurations results in an exact
equation for CTRW on a translationally invariant lattice.
The application of CTRW that is in the focus of this work is in modelling diffusion in porous
media such as gels, or sediments and other geological formations. Experiments in labora-
tory as well as in field have demonstrated a time- or length scale dependence of dispersivity
[67, 68, 69, 70]. These findings rule out approaches based on advection-dispersion equations
which assume a Fickian diffusive behavior on the macroscopic level. On the contrary, transport
has to be considered to be anomalous in these cases. In order to quantify and characterize this
anomalous transport, the CTRW formalism is well suited, and in fact there was a striking con-
sistency with CTRW predictions e.g. for the long tailed shapes of breakthrough curves of tracer
plumes in porous media [71, 68]. Moreover, experiments justify the use of an algebraic waiting
time pdf ψ(t) ∝ t−1−α instead of an explicitly coupled space-time jump pdf [14]. The parameter
α is expected to be a constant if the medium is statistically self-similar, which is the case in
some geological formations at least within a certain range of length scales. Pore scale network
simulations have also proven to be consistent with the CTRW approach. The typical exponent
is predominantly determined by the distribution of average velocities between the throats within
the porous medium [72, 73]. This variation in the flow speeds is a direct consequence of the het-
erogeneity of the pore space. The assumption of space independent ψ(t) is equivalent to a trap
model where the distribution of release rates is site independent. Besides the above explanation
there have been speculations about other trapping mechanisms that may play a role in porous
media, for example trapping in slow flow regions near the pore surface (boundary layers) [74].
In general, the identification of the microscopic mechanisms that account for the respective
waiting time pdfs in the CTRW is rather ambiguous. In the following we settle for using the
waiting time pdfs as the primary input, since the CTRWs with independent waiting time and
jump length pdfs represent the important level of description in modelling transport in porous
media. It is clear that the CTRW approaches can only be valid for a large amount of steps taken
so that the walker samples a wide variety of environments corresponding to the entire waiting
time distribution ψ(t), which characterizes the disordered medium.
Let us now turn to the derivation of the governing equations of the CTRW. For simplicity, we
restrict ourselves to the one-dimensional situation. We infer the jump length pdf ϕ(x) and the
waiting time pdf ψ(t) by
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ϕ(x) =
∫ ∞
0
Ψ(x, t)dt and
ψ(t) =
∫ ∞
−∞
Ψ(x, t)dx .
For a CTRW on a discrete lattice, the waiting time pdf is given by
ψ(t) =
∑
x′
Ψ(x′, t). (4.1)
Throughout the present work, the CTRW model with decoupling step length and waiting time
pdfs will be used, so that Ψ(x, t) = ϕ(x)ψ(t).
4.2 From Random Walks to Continuous Time Random Walks
For CTRWs with the jump length pdf being independent of the waiting time pdf, all dependen-
cies on the number n of jumps performed should be the same as in Random Walks. Therefore
we recall the Z-transform of the probability density of the particle to be at x after n steps for a
Random Walk in one dimension (cp. section 3.4.1)
p¯RW(x,z) =
∞∑
n=0
zn pRW(x,n) , (4.2)
which represents the generating function of the simple discrete time Random Walk.
Now we include a second stochastic process, so that the increments in time are no longer equal,
but take continuous values drawn from the waiting time pdf ψ(t). The pdf of being at x at time t
is then
p(x, t) =
∞∑
n=0
pn(t)pRW(x,n) , (4.3)
where pRW(x,n) is the pdf of being at x after n steps and pn(t) is the pdf to make n steps within
time t,
pn(t) =
∫ t
0
ψn(t′)
∫ ∞
t−t′
ψ(t′′)dt′′ dt′ , (4.4)
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with
∫ ∞
t−t′ ψ(t
′′)dt′′ = Φ(t− t′) being the probability of taking no step after t− t′ and ψn(t) being
the pdf of performing the nth step exactly at time t given by an n-fold convolution satisfying the
recursion relation
ψn(t) =
∫ t
0
ψn−1(t′)ψ(t− t′)dt′ , n > 1
ψ1(t) = ψ(t) ; ψ0(t) = δ(t) . (4.5)
Using the convolution theorems of the Laplace transform, Eq.(4.3) yields
p˜(x,u) =
∞∑
n=0
Φ˜(u)ψ˜n(u)pRW(x,n),
=
1− ψ˜(u)
u
∞∑
n=0
ψ˜n(u)pRW(x,n) (4.6)
an expression that resembles formally of the discrete Random Walk generating function, so that
in Laplace domain the generating function of the CTRW p˜(x,u) can be expressed in terms of the
generating function of the discrete RW p¯RW(x,z):
p˜(x,u) =
1− ψ˜(u)
u
p¯RW
(
x,z = ψ˜(u)
)
. (4.7)
As we will see later, the continuum limit of this mapping from generating functions of discrete
Random Walks to those of CTRWs corresponds to an integral transformation in time domain
from an operational time n reflecting the number of events to the physical time t, see section
4.7. This transformation, or rather its representation in Laplace domain (4.7), can be exploited
in order to compute all quantities of the CTRW derived from its generating function, just by
knowing the generating function of the corresponding discrete RW, Eq. (3.54). Consequently,
in Fourier-Laplace domain the probability to find the particle at x at time t is given by
ˆ˜p(k,u) =
1− ψ˜(u)
u
1
1− ψ˜(u)ϕˆ(k) , (4.8)
an equation first derived by Montroll and Weiss [61] and therefore sometimes referred to as the
Montroll–Weiss equation.
Note that there is as well the possibility to let the particle sit at x0 at t0 = 0 without starting
a waiting time period at the initial time. In that case the Montroll–Weiss equation is not valid
since the first waiting time must be considered separately, see e.g. [75, 76]. Hence, if we allow
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for arbitrarily chosen initial times that may lie within a waiting time period, the first waiting time
is determined by the forward recurrence time t f wd from the beginning of observation t0 to the
next step. Consequently, p˜n(u) has to be replaced by p˜∗n(u) =
p˜ f wd(t0,u)ψ˜(u)n−1(1−ψ˜(u))
u for n ≥ 1, and
p˜∗0(u) =
1− p˜ f wd(t0,u)
u (persistence pdf). The forward recurrence time pdf p f wd(t0, t− t0) is explicitly
depending on the lower bound t0 of the interval and u is here the Laplace variable conjugate to
the interval length, for details cf. [77]. This dependence on t0 vanishes for exponential waiting
time pdfs, yielding Poisson distribution for pn(t). However, this ageing phenomenon plays a role
if the waiting time pdf has a broad tail.
Anyway, we are not going to pursue this matter further. The physical problems treated in this
work are supposed to provide a proper initial condition, so that the processes under study can be
modelled in terms of the conditional probabilities arising from CTRWs where the beginning of
the first waiting time period is fixed, rather than by ongoing renewal processes.
4.3 Some Characteristics of the CTRW Solutions
Different cases of the CTRW model emerge from the specific choice of the waiting-time and
step-length pdfs. Depending on whether these distributions are wide or not, different classes
of dynamical behaviors are observed. The solutions of CTRW problems are characterized by
some basic functions for which exact representations can be produced by means of Fourier–and
Laplace transforms. Two examples of such functions will be given in the following.
4.3.1 Mean Number of Steps Taken in an Interval of Time
Suppose the beginning of the interval t0 is chosen such that it coincides with the beginning of a
waiting time period, so that t0 = 0 without loss of generality. Recall that the probability ψn(t) to
perform the nth step at time t yields in Laplace domain ψ˜n(u) , and the probability to pause at
least for a time t is
Φ(t) = 1−
∫ t
0
ψ(t′)dt′ =
∫ ∞
t
ψ(t′)dt′
:
1− ψ˜(u)
u
, (4.9)
so that the pdf pn(t) of having performed n steps up to t can be written down explicitly in Laplace
domain,
p˜n(u) =
ψ˜(u)n(1− ψ˜(u))
u
. (4.10)
In order to obtain the mean number of steps 〈n(t)〉 performed in the time interval (0, t), this ex-
pression has to be multiplied by n and summed over all possible n,
∑∞
n=0(np˜n(u)). Making use
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of the identity
∑∞
n=0 nz
n−1 = (1− z)−2 we have for the mean number of steps in Laplace domain
L{〈n(t)〉 ,u} = ψ˜(u)
u
(
1− ψ˜(u)
) . (4.11)
Markovian case
For exponential waiting time pdfs ψ(t) = 1τ exp
[
− tτ
]
we find for pn(t):
pn(t) =
(1/τ)n
n!
exp
[
− t
τ
]
,
the Poisson-distribution with 〈n(t)〉 = t/τ.
Non-Markovian case
For waiting time pdfs behaving as ψ ∝ ταt−1−α at long times we have ψ˜(u) ' 1− (uτ)α, see Ap-
pendix B. Hence,
L{〈n(t)〉 ,u} ' 1
ταu1+α
;
〈n(t)〉 ' t
α
ταΓ(1 +α)
(4.12)
for large t.
4.3.2 Mean Squared Displacement
For both step length and waiting time pdf being narrow, we find the familiar normal diffu-
sive behavior of Brownian motion,
〈
x2
〉
∝ t. As an example, consider an exponential waiting
time pdf, ψ(t) = 1τ exp
[
− tτ
]
, with the Laplace transform ψ˜(u) = 11+uτ . The step-length pdf is as-
sumed to be Gaussian, ϕ(x) = 1√
2piσ2
exp
[
− x22σ2
]
, hence the Fourier transform obtains the form
ϕˆ(k) = exp
[
−σ2k22
]
. Using the generating function of the CTRW (4.8), the mean squared dis-
placement results in
L
{〈
x2(t)
〉
,u
}
=
∂2 ˆ˜p(k,u)
∂k2
|k=0 = σ
2
τ
u−2〈
x2(t)
〉
=
σ2
τ
t . (4.13)
The CTRW governed by a wide waiting time pdf lacking the first moment and a step-length
pdf with finite second moment results in subdiffusive behavior a signature of which is the mean
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squared displacement growing sublinearly in time,
〈
x2
〉
∝ tα with 0 < α < 1. To see this, con-
sider again the Gaussian step length pdf, and a waiting time pdf with the Laplace transform
1
1−ταΓ(1−α)uα corresponding asymptotically to a power law in time domain ϕ(t) ∝ t1−α. The sec-
ond moment in Laplace domain can be inverted by using Tauberian Theorems,
L
{〈
x2(t)
〉
,u
}
=
∂2 ˆ˜p(k,u)
∂k2
|k=0 = σ
2
Γ(1−α)τα u
−1−α
〈
x2(t)
〉
=
σ2
Γ(1−α)τα
tα
Γ(1 +α)
. (4.14)
If the first moment of the waiting time pdf exists, but the step-length pdf is wide with lacking
second moment, superdiffusive behavior is observed. Such step length pdf can be exemplified by
a Lévy pdf so that ϕˆ(k) = exp
[
−σγ |k|γ2
]
. Here, the mean squared displacement is not defined and
hence not suitable as a measure of dispersal. Therefore several authors introduced a pseudo mean
squared displacement by using rescaling of the fractional moment
〈
|x|δ
〉
∝ t δγ with 0 < δ < γ ≤ 2.
Applying this new measure, the dispersal was found to grow faster than in normal diffusion,[
x2
]
∝ t 2γ with 1 < γ ≤ 2; γ = 2 accounts for the Gaussian limiting case. Both pdfs being wide
leads to a competition between the long waiting times and long jumps so that a measure defining
a (pseudo) mean squared displacement goes as t
2α
γ [78, 79, 58, 4]. Dispersal processes involving
step length distributions with lacking second moment are referred to as Lévy-flights.
4.4 The CTRW Equation
This section addresses a derivation of the governing equation for the probability to find the
particle performing a CTRW at x at a time t and does not make use of the generating function
explicitly. The method presented here was used e.g. by Scher and Lax [65] and is somewhat
more general since it allows for the description of situations where it is not possible to infer the
CTRW solutions from the simple RW analogue in a straightforward manner. In particular, this
approach provides a tool which will enable us to attack CTRW problems including chemical
reactions or source terms later on. For now we adhere to the mere CTRW without reaction in
order to familiarize with the approach.
In the following we derive the equation that determines the pdf p(x, t|x0,0) that a walker is
situated at x at time t via the probability density η(x, t|x0,0) that the walker arrived at position x
at time t, on condition that the same walker just started a jump at position x0 at an earlier time
t0 = 0. For this purpose, we first consider the conditional n-step probability density ηn(x, t|x0,0)
that, starting from x0 at t0 = 0, a walker arrives at x at time t after exactly n steps, which yields
the recursion relation
ηn+1(x, t|x0,0) =
∑
x′
∫ t
0
Ψ(x− x′, t− t′)ηn(x′, t′|x0,0)dt′ , (4.15)
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with the summation index x′ containing x. With this in mind, we are able to establish the condi-
tional probability density η(x, t|x0,0) to arrive at x at time t irrespective of the amount of steps it
takes the particle to do so, provided that the walk was initiated at x0 at t0 = 0:
η(x, t|x0,0) =
∞∑
n=0
ηn(x, t|x0,0) . (4.16)
We separate the initial condition for convenience, since it is known from the start. The initial
condition is given by the conditional probability to be at x at time t if the particle did not perform
any step,
η0(x, t|x0,0) = δx,x0δ(t) , (4.17)
which normalizes as it should,
∑
x′
∫ ∞
0 η0(x
′, t′|x0,0)dt′ = 1. Hence, (4.16) becomes:
η(x, t|x0,0) = δx,x0δ(t) +
∞∑
n=1
ηn(x, t|x0,0). (4.18)
Performing the summation over n, we arrive at
η(x, t|x0,0) = δx,x0δ(t) +
∑
x′
∫ t
0
Ψ(x′, t′)η(x− x′, t− t′|x0,0)dt′ . (4.19)
The probability density p(x, t|x0,0) that a walker is at position x at time t is the probability
η(x, t′|x0,0) that the particle, which started at x0 at time t0 = 0, arrived at x at a time t′ and has
not moved since. With
Φ(t) = 1−
∫ t
0
ψ(t′)dt′ (4.20)
being the probability not to take a step in a time interval [0, t] we find
p(x, t|x0,0) =
∫ t
0
η(x, t− t′|x0,0)Φ(t′)dt′ . (4.21)
This together with (4.19) describes the pdf p(x, t|x0,0) of a CTRW process. Performing the
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Laplace transformation, we have for Eqs. (4.19) and (4.21)
η˜(x,u|x0,0) = δx,x0 +
∑
x′
Ψ˜(x′,u)η˜(x− x′,u|x0,0) (4.22)
and
p˜(x,u|x0,0) = η˜(x,u|x0,0)Φ˜(u) . (4.23)
Inserting (4.22) into (4.23),
p˜(x,u|x0,0) =
δx,x0 +∑
x′
Ψ˜(x′,u)η˜(x− x′,u|x0,0)
 Φ˜(u)
= δx,x0Φ˜(u) +
∑
x′
Ψ˜(x′,u)p˜(x− x′,u|x0,0) , (4.24)
and going back to time domain,
p(x, t|x0,0) = δx,x0Φ(t) +
∑
x′
∫ t
0
p(x′, t′|x0,0)Ψ(x− x′, t− t′)dt′ , (4.25)
finally results in the sought equation for the pdf p(x, t|x0,0) of a particle being at x at time t after
having started at x0 at t0 = 0, cp. [65, 80, 81, 4, 16]. The corresponding version that allows for
continuous step length distributions reads
p(x, t|x0,0) = δx,x0Φ(t) +
∫ t
0
∫ ∞
−∞
p(x′, t′|x0,0)Ψ(x− x′, t− t′)dx′ dt′ .
(4.26)
4.5 The Generalized Master Equation
The equation (4.25) is formally equivalent to an expression referred to as the Generalized Master
Equation (GME) of the CTRW for p(x, t|x0,0) [80, 81]. To see this, perform the Fourier–Laplace
transform:
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ˆ˜p(k,u|x0,0) = Φ˜(u) + ˆ˜p(k,u|x0,0) ˆ˜Ψ(k,u) , (4.27)
so that with Φ˜(u) = 1−ψ˜(u)u we get
ˆ˜p(k,u|x0,0) = 1− ψ˜(u)
u(1− ˆ˜Ψ(k,u))
, (4.28)
an equation first derived by Scher and Lax in 1973 [65]. In the case of decoupling ˆ˜Ψ(k,u) =
ϕˆ(k)ψ˜(u), this formulation corresponds to the Montroll-Weiss equation.
After some algebra we obtain
u ˆ˜p(k,u|x0,0)−1 =
ˆ˜Ψ(k,u)− ψ˜(u)
1− ˆ˜Ψ(k,u)
=
u
[
ˆ˜Ψ(k,u)− ψ˜(u)
]
1− ψ˜(u)
ˆ˜p(k,u|x0,0) (4.29)
which yields in original domain
∂p(x, t|x0,0)
∂t
=
∑
x′
∫ t
0
K(x− x′, t− t′)p(x′, t′|x0,0)dt′ , (4.30)
with the initial condition p(x0,0|x0,0) = δx0,x, an integro–differential equation with the kernel K
being defined in Fourier–Laplace domain:
ˆ˜K(k,u) =
u
[
ˆ˜Ψ(k,u)− ψ˜(u)
]
1− ψ˜(u) . (4.31)
Eq. (4.30) is called the generalized master equation since its right hand side represents the gain
and loss rates of the density p(x, t|x0,0) at site x. This becomes more obvious by decomposing
the kernel K, assuming that all lattice points are equivalent, i.e. Ψ(x, t) = ϕ(x)ψ(t) is separable.
Introducing a mere temporal part of the kernel M˜(u) = uψ˜(u)1−ψ˜(u) , inserting into (4.29) and inverting
the Fourier- and Laplace transform, the GME (4.30) becomes
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∂p(x, t|x0,0)
∂t
=
∫ t
0
M(t− t′)
−p(x, t′|x0,0) +∑
x′
ϕ(x− x′)p(x′, t′|x0,0)
 dt′ ,
(4.32)
where the relation
∑
x′ ϕ(x′ − x) = 1 was used for the overall loss at x. In contrast to classical
master equations a time dependent kernel appears which leads to a non-Markovian character of
the equation. The transition rates are determined not by the current densities at other sites, but
by the histories of the densities at the other sites.
Markovian Limit
Bedeaux et al. [82] have shown that the solution of the CTRW with a waiting time pdf possess-
ing the first moment τ converges to the simple Random Walk solution for large enough times
t > sup
[
< tm >
m!
] 1
m
(4.33)
if all moments < tm > of the waiting time pdf ψ(t) are finite. Moreover, if the waiting time pdf is
an exponential,
ψ(t) =
1
τ
exp
[
− t
τ
]
(4.34)
for which the probability of making n steps until t is given by the familiar Poisson distribution
pn(t) =
1
n!
( t
τ
)n
exp
[
− t
τ
]
, (4.35)
the CTRW is equivalent to the simple Random Walk for all times, that is from the beginning
on. In this case, the CTRW is Markovian and possesses an exact representation in terms of a
Master Equation. Moreover, it can be shown that there is no other waiting time pdf than the
Poissonian for which the CTRW is Markovian [75]. The limit of a Markovian Master Equation
requires the kernel M of the GME (4.32) to be a delta-function ct ·δ(t), hence in Laplace domain:
M˜(u) =
uψ˜(u)
1− ψ˜(u) = ct
ψ˜(u) =
ct
ct + u
, (4.36)
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which is exactly the Laplace Transform of the exponential (4.34) where the constant ct can be
identified as the inverse mean waiting time or mean jump rate 1τ .
4.6 The Continuum Limit: Time–Fractional Diffusion
When the number of performed steps is very large, the passage from the (continuous time)
random walk picture to a (fractional) diffusion equation provides a good approximation. A con-
tinuous description of the evolution of the pdf p(x, t), or of the concentration profile C(x, t),
respectively, is often desirable, since it permits to solve problems that are not amenable to treat-
ment by the generating functions approach such as e.g. the implementation of different types of
boundaries or sources. The transition from a discrete random walk to a process which allows
spatial and temporal increments to take arbitrarily small continuous values is attained by letting
the jump rates go to infinity while, at the same time, the spacing of the underlying lattice tends to
zero. These large jump rates correspond to a transition to small Fourier- and Laplace variables,
(k,u)→ (0,0). In order to obtain a continuum description of the CTRW at a large number of per-
formed steps, i.e. at large times, we adopt this approach. It is clear that these limiting processes
cannot be carried out independently of each other, since in general the increments of the physical
variables x and t are connected by a partial (fractional) differential equation for p(x, t) or C(x, t),
the information of which is all contained in Eq. (4.28). We will see that in the particular case
of Brownian motion, the result is a partial differential equation of first order in time and second
order in space [54], the diffusion equation.
The starting point of the following considerations is the Montroll-Weiss equation (4.28). Our
investigations focus on the dynamics arising from step length pdfs with existing second moment
and power law waiting time pdfs which lack the first moment, i.e. subdiffusive dispersal. In
what follows, the normal diffusive case and the subdiffusive case are discussed in more detail.
Brownian motion
To exemplify the CTRW with finite mean waiting time and jump length variance, we choose
again the exponential waiting time pdf ψ(t) = τ−1 exp[−t/τ] having a mean 〈t〉 = τ, and the
Gaussian step length pdf, ϕ(x) = 1√
2piσ2
exp
[
− x22σ2
]
. The Laplace– and Fourier transforms are
ψ˜(u) = 11+uτ and ϕˆ(k) = exp
[
−σ2k22
]
, respectively. Going to the (k,u)→ (0,0) limit of the Fourier-
and Laplace transforms of the step-length and waiting time pdfs yields
ϕˆ(k) ∼ 1− σ
2
2
k2 + O(k4) ,
ψ˜(u) ∼ 1−τu + O(u2) . (4.37)
Inserting these pdfs into Eq. (4.8), one readily infers the Fourier-Laplace transform of the prop-
agator
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ˆ˜p(k,u) =
1
u + Dk2
, (4.38)
where D is the diffusion constant. We see from (4.37) that the transition to the diffusion limit
or long-time limit (k,u)→ (0,0) corresponds to (σ2, τ)→ (0,0) so that D = σ2/(2τ) = const.
defines the diffusion constant. The notion of long times is defined relative to the internal time
scale, t τ.
The mean squared displacement of a diffusing particle is a linear function of time,〈
x2(t)
〉
= 2Dt . (4.39)
Note that this signature of Brownian motion found to be exact for exponential waiting time pdfs
and Gaussian step length pdfs for all times, cp. (4.13), is reproduced in the continuum limit of
large times if only the respective waiting time and jump length pdfs are described by the asymp-
totic forms (4.37).
Back in (x, t)-domain, the Gaussian propagator
p(x, t) =
1√
4piDt
exp
[
− x
2
4Dt
]
(4.40)
is identified. Multiplication of (4.38) with the denominator at its right hand side and making use
of the respective differentiation theorems for Fourier and Laplace transformations leads to the
diffusion equation or Fick’s second law:
∂p(x, t)
∂t
= D∆p(x, t) . (4.41)
with p(x,0) = δ(x) as initial condition. As already noted in section 4.2, the exponential waiting
time pdf is special in that it represents the only pdf for which the resulting CTRW is Markovian.
Nonetheless, in the continuum limit the special shapes of the waiting time and step length pdfs
are not of importance, since for large times (or rather a large amount of steps performed) sub-
leading terms in their Laplace–and Fourier transforms (4.37) may be neglected. If the waiting
times possess the first moment and if the variance of the step length pdf exists, any CTRW prop-
agator will approach the Markovian one and is described by the diffusion equation (4.41) in the
continuum limit.
Fig. 4.1 shows the Gaussian propagator at different times, anticipating the notation G(x, t) used
later for the propagator or Green function of Eq.(4.41) in order to distinguish it from other pdfs.
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Figure 4.1: Gaussian propagtor at times t = 0.01, 0.1, 1 (dotted,
dashed and full line, respectively); D = 1.
Subdiffusion
We choose again the Gaussian jump-length pdf as above, but a power-law waiting-time pdf
ψ(t) ∝ t−1−α with 0 < α < 1, so that the waiting time pdf lacks the first moment. The small (k,u)
expansion yields
ϕˆ(k) ∼ 1− σ
2
2
k2 + O(k4) ,
ψ˜(u) ∼ 1−Γ(1−α)(τu)α , (4.42)
equivalent to (σ2, τα)→ (0,0), i.e. the limiting process has to fulfil a constraint defining a gen-
eralized diffusion constant Kα = σ2/(2Γ(1−α)τα) = const.
The corresponding propagator is hence in Fourier-Laplace domain
ˆ˜p(k,u) =
1
u + Kαu1−αk2
, (4.43)
which results in the sublinear time dependence of the mean squared displacement already found
in (4.14), 〈
x2(t)
〉
=
2Kα
Γ(1 +α)
tα . (4.44)
This sublinear growth of the mean squared displacement constitutes the characteristic feature
of subdiffusion. Moreover, we find that the subdiffusion propagator can be identified as an H-
function:
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p˜(x,u) =
1√
4Kαu2−α
exp
[
−
√
uα
Kα
|x|
]
=
|x| 2α−1
2K
1
α
α
H1,00,1

u |x|
2
α√
K
1
α
α

α
2 ∣∣∣∣∣∣
(
1− 2
α
,1
)
;
|x| 2α
K
1
α
α t
1
α|x|H
1,0
1,1
 |x| 2α
K
1
α
α t
∣∣∣∣∣∣ (0,1)(1−2/α,2/α)

p(x, t) =
1√
4Kαtα
H1,01,1
[ |x|√
Kαtα
∣∣∣∣∣∣ (1−α/2,α/2)(0,1)
]
. (4.45)
This representation allows for the derivation of the asymptotic behavior for large arguments
|x|√
Kαtα
, which corresponds to a stretched Gaussian [50],
p(x, t) ∼ 1√
4piKαtα
√
1
2−α
(
2
α
) 1−α
2−α ( |x|√
Kαtα
)− 1−α2−α
exp
−2−α2
(
α
2
) α
2−α
( |x|√
Kαtα
) 1
1−α/2
 .
Multiplication of (4.43) with the denominator at its right side yields, after Fourier–Laplace inver-
sion, the representation of the corresponding propagator in terms of a partial integro-differential
equation,
∂p(x, t)
∂t
= Kα0D1−αt ∆p(x, t) , (4.46)
with the Riemann-Liouville fractional operator 0D1−αt f (t) = Γ(α)−1∂/∂t
∫ t
0 (t − t′)−1+α f (t′)dt′.
Here the differentiation rule for fractional derivatives was used, cf. 2.2.
Note that the subdiffusion equation (4.46) converts formally to the normal diffusion equation
(4.41) when α is put to 1 and Kα to D. Nevertheless, the limit α→ 1 does not yield the Marko-
vian limiting case since the mean of a power law waiting time pdf ψ ∝ t−2 still diverges logarith-
mically [58]. This divergence is also mirrored in the divergent Γ(1−α) factor in (4.42). Hence,
for a rigorous discussion of normal diffusion it is necessary to explicitly use (4.37) instead of
treating it as a limiting case of subdiffusion.
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Fig. 4.2 shows the subdiffusion propagator (4.45) or Green function G(x, t) B p(x, t) of the
time–fractional diffusion equation (4.46) for α = 0.5 at different times. In contrast to the Gaus-
sian propagator, the shape of the sudiffusion propagator features a persisting cusp at x = 0.
Figure 4.2: Subdiffusion propagator at times 0.01, 0.1, 1 (dotted,
dashed, solid line); α = 0.5, Kα = 1.
For the sake of completeness it should be mentioned that a diverging step length variance
generates another type of dynamical behavior called Lévy flights. In the limit the characteristic
function of the step length pdf and the resultant propagator for finite mean waiting time are then
ϕˆ(k) ∼ 1− σ
γ
2
|k|γ
ˆ˜p(k,u) ∼ 1
u + Kγ|k|ν (4.47)
with Kγ = σγ/(2τ) and 0 < γ < 2. Step length pdfs with diverging variance lead to space-
fractional transport equations [83, 4].
Laplace inversion of the propagator yields pˆ(k, t) = exp[−tKγ|k|γ], the Fourier representation
of a symmetrical Lévy law. Although the mean squared displacement does not exist for Lévy
flights, it is possible to define a width of the propagator which grows faster than linear with time.
Hence, this type of transport is often referred to as superdiffusion. As the present work focuses
on long rests and the emerging subdiffusive dynamical behavior, the issue of long jumps will not
be pursued further.
4.7 Subordination
Equation (4.3) uses the pdf pn(t) of the walker to make n steps within t in order to derive the
probability p(x, t) of the subdiffusive CTRW to be at x at time t from the simple Random Walk.
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It is possible to set up the corresponding continuous analogue of this relation leading to an
integral transform which will prove especially useful in solving some types of time-fractional
differential equations. This transform corresponds to a random time change by means of an in-
creasing Lévy process and is called subordination [84, 52, 2].
First, recall that the continuum limit n 1 of the Random Walk is given by the Gaussian prop-
agator of Brownian motion
pBM(x,n) =
1√
2piσ2n
exp
[
− x
2
2σ2n
]
. (4.48)
Rewrite (4.10) as
p˜n(u) =
1− ψ˜(u)
u
exp
[
n log ψ˜(u)
]
, (4.49)
and assume a heavy-tailed waiting time pdf, so that with no loss of generality ψ˜(u) ' 1− uα in
the long-time (u→ 0) limit. The pdf to make n steps within t is then in Laplace domain
p˜n(u) = uα−1 exp
[
n log(1−uα)] ' uα−1 exp [−nuα] , (4.50)
which involves the generating function of a one-sided stable law,
exp
[−nuα] ; 1
n1/α
pα,1
( t
n1/α
)
. (4.51)
Rewriting (4.50) as −∫ t0 ddn 1n1/α pα,1 ( t′n1/α ) dt′ finally results in
pn(t) ' 1
α
t
n1+1/α
pα,1
( t
n1/α
)
(4.52)
for the pdf to make n steps within t. The pdf to be at x at a time t is therefore in continuous
coordinates
p(x, t) =
∫ ∞
0
T (t, t′)pBM(x, t′)dt′ B Tα {pBM(x, t′), t} with (4.53)
T (t, t′) =
1
α
t
t′1+1/α
pα,1
( t
t′1/α
)
where t′ indicates the operational time, i.e. the continuous counterpart to the amount of steps n,
and t denotes the physical time. The resultant p(x, t) are subordinated to Brownian motion. In
equation (4.53) the Gaussian propagator depending on the number of steps is weighted accord-
ing to the rates at which the steps take place [55, 52, 85, 86]. The integral transform Tα maps the
Gaussian propagator onto the CTRW propagator with subdiffusion parameter 0<α< 1. Observe
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that this transform takes on a very convenient form when applied in Laplace domain:
p˜(x,u) =
∫ ∞
0
uα−1 exp
[−t′uα] pBM(x, t′)dt′
= uα−1 p˜BM(x,uα) . (4.54)
The inverse of the subordination in Laplace domain is given by
p˜BM(x,u) = u1/α−1 p˜(x,u1/α) . (4.55)
4.8 From Probabilities to Particle Concentrations
The above sections deal with the evolution of the pdf to find a particle at a site x at time t that be-
gan its walk at a prescribed x0 at the initial time t0 = 0. Later on in this work we will refer rather
to particle concentrations or number densities than to probabilities, and we will be interested in
the particle concentration profiles. Therefore it is shown here that the CTRW equation applies
for such quantities as well since they are proportional to probabilities. Let for now all particles
be concentrated at x0 initially. By normalizing the particle density C(x, t|x0, t0), the equation
(4.25) can be expressed as
C(x, t|x0,0)
C(x0,0|x0,0) = δx,x0Φ(t) +
∑
x′
∫ t
0
C(x′, t′|x0,0)
C(x0,0|x0,0)Ψ(x− x
′, t− t′)dt′ , (4.56)
so that after multiplication with the initial concentration the CTRW equation for the number
density of particles yields
C(x, t|x0,0) = δx,x0C(x0,0|x0,0)Φ(t)
+
∑
x′
∫ t
0
C(x′, t′|x0,0)Ψ(x− x′, t− t′)dt′ . (4.57)
or, in terms of a GME,
∂C(x, t|x0,0)
∂t
=
∫ t
0
M(t− t′)
−C(x, t′|x0,0)∑
x′
ϕ(x− x′)C(x′, t′|x0,0)
 dt′ .
(4.58)
Regarding particle densities, a reasonable question to be posed is the one for the evolution of
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the spatial profiles with respect to the initial arrangement of particles in space. If we allow for
extended initial conditions, the equation for the overall number density C(x, t|t0 = 0) of particles
at x becomes
C(x, t|0) =
∑
x0
C(x, t|x0,0)
=
∑
x0
δx,x0C(x0,0|x0,0)Φ(t) +
∑
x0
∑
x′
∫ t
0
C(x′, t′|x0,0)Ψ(x− x′, t− t′)dt′
= C(x,0|0)Φ(t) +
∑
x′
∫ t
0
C(x′, t′|0)Ψ(x− x′, t− t′)dt′ . (4.59)
A further generalization where the overall concentration is no longer constant in time due to
incorporation of sources or sinks will be addressed in the next section.
4.9 An Alternative Derivation of the GME
The previous section has shown that the large time behavior of the decoupled CTRW is deter-
mined by the behavior of the step length- and waiting time pdfs at large absolute arguments. In
the continuum limit, CTRW with jump variance a2 can therefore be modelled effectively by a
CTRW between the nearest neighbors of a lattice with lattice constant a. In the remainder of
this work the particles are restricted to perform unbiased jumps only. With these basic assump-
tions, the GME can be derived explicitly by considering the flux balance at each lattice site. The
method was developed in [87] and used in [88] in order to derive a time–fractional diffusion
equation with time–fractional derivative of variable order, accounting for an inhomogeneous
medium. The merit of this approach lies in its straightforwardness especially with respect to
implementation of chemical reactions. These extensions will be addressed in chapter 6.
For now, we sketch the method by deriving the GME of the mere CTRW and its respective con-
tinuum limit, the time–fractional diffusion equation.
Allowing only for nearest neighbor transitions, the sum over x′ in Eq. (4.30) can be written down
explicitly with a minimal number of summands, the rate terms being represented by probability
fluxes or, in the notion of section 4.8, fluxes of particles. Mass balance requires
j+i (t) = wi−1,i j
−
i−1(t) + wi+1,i j
−
i+1(t), (4.60)
where i is the number index of the current lattice site, j−i (t) is the loss flux and j
+
i (t) is the gain
flux at site i. In the case of unbiased walks, the transition probabilities to site i from i− 1 and
i + 1 are wi−1,i = wi+1,i = 12 . This situation is sketched in Fig. 4.3.
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Figure 4.3: Flux balance for CTRW on a lattice with lattice constant
a. In situations without external fields, conservation of
probability requires that the gain at a site is composed of
1/2 the losses of both neighboring sites.
The change in occupation number at site i is then
∂Ci(t)
∂t
= j+i (t)− j−i (t)
=
1
2
j−i−1(t) +
1
2
j−i+1(t)− j−i (t) . (4.61)
With the waiting time density ψ(t), the equation for the loss flux reads
j−i (t) = ψ(t)Ci(0) +
∫ t
0
ψ(t− t′) j+i (t′)dt′
= ψ(t)Ci(0) +
∫ t
0
ψ(t− t′)
[
∂Ci(t)
∂t
+ j−i (t
′)
]
dt′ , (4.62)
i.e. the loss flux of particles at site i at time t is made up of particles that were at that site from
the very beginning, and of those particles which came there at a time t′ and waited until t for the
next jump. Changing to Laplace domain, we find
j˜−i (u) = M˜(u)C˜i(u) (4.63)
with the kernel
M˜(u) =
uψ˜(u)
1− ψ˜(u) , (4.64)
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which is the memory kernel of the GME of the CTRW (4.32). In time domain, the loss flux can
be expressed as
j−i (t) =
∫ t
0
M(t− t′)Ci(t′)dt′ , (4.65)
so that with (4.61) we have
∂Ci(t)
∂t
=
∫ t
0
M(t− t′)
[
1
2
Ci−1(t′) +
1
2
Ci+1(t′)−Ci(t′)
]
dt′ . (4.66)
Transition to a continuous space coordinate x = ai results in
∂C(x, t)
∂t
=
a2
2
∫ t
0
M(t− t′)∆C(x, t′)dt′ . (4.67)
Let us first reproduce Fick’s second law or the normal diffusion equation by inserting the expo-
nential waiting time pdf 1τ exp
[
− tτ
]
. The memory kernel becomes a Dirac delta function,
M˜(u) =
1
τ
;
1
τ
δ(t) , (4.68)
indicating Markovian behavior. Insertion into (4.67) and a
2
2τ = D yields the diffusion equation
∂C(x, t)
∂t
= D∆C(x, t′) . (4.69)
For power law waiting time pdfs, ψ(t) ∝ ταt−1−α with ψ˜(u) ' 1−ταΓ(1−α)uα, 0 < α < 1 in lead-
ing order, the memory kernel reads
M˜(u) ∼ 1
ταΓ(1−α)u
1−α ,
which is proportional to the Riemann-Liouville fractional derivative, so that with Kα = a
2
2ταΓ(1−α)
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∂C(x, t)
∂t
= Kα
1
Γ(α)
d
dt
∫ t
0
1
(t− t′)1−α∆C(x, t
′)dt′
= Kα0D1−αt ∆C(x, t) . (4.70)
Implementation of a Source Term
The inhomogeneous subdiffusion equation can be derived following the CTRW scheme put for-
ward by Montroll and Weiss by supplementing the Ansatz for the GME (4.26) with an added
source term, and then use an appropriate step length pdf, as done in [31]. However, for our
purposes it is not necessary to carry along all the details of the step length pdf throughout the
calculation, and we use the method and notation as above. We have
∂Ci(t)
∂t
=
1
2
j−i−1(t) +
1
2
j−i+1(t)− j−i (t) + fi(t) . (4.71)
The balance equation for the fluxes is then
j−i (t) = ψ(t)C0,i +
∫ t
0
ψ(t− t′)
[
j+i (t
′) + fi(t′)
]
dt′
=
∫ t
0
ψ(t− t′)
[
∂Ci(t)
∂t
+ j−i (t
′)
]
dt′ , (4.72)
i.e. the loss flux yields the same expression as in the source-free case,
j−i =
∫ t
0
M(t− t′)Ci(t′)dt′
M˜(u) =
u ˜ψ(u)
1− ˜ψ(u)
which, inserted into (4.71) and converted to continuous coordinates, yields the inhomogeneous
time-fractional diffusion equation,
∂C(x, t)
∂t
= Kα0D1−αt ∆C(x, t) + f (x, t) . (4.73)
Note that the addition of the source term f (x, t) is until now a rather formal procedure that lacks
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physical interpretation. In particular, it is not yet clear whether the memory ranging back to
t = 0 in the above equation and acting upon partial concentrations that were introduced at later
times, imposes certain requirements on the age profile of the newly introduced particles. The
inhomogeneous subdiffusion equation and especially the physical meaning of such a source term
will be discussed in detail later on, cf. section 5.2.4.
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5 Fractional Differential Equations
In the last sections the CTRW approach was used in order to derive the time–fractional diffusion
equation which represents an appropriate continuum description of subdiffusive transport. In
the following, methods will be discussed that enable us to solve such equations. First of all,
the issue of the Initial Value Problem (IVP) in time–fractional ordinary differential equations is
addressed. Thereby we closely adhere to the general analysis in [45] and give some examples
slightly generalizing the time–fractional relaxation equation considered e.g. in [89]. The physi-
cal meaning of different initial conditions will be discussed.
Then, we pass to partial time–fractional differential equations, in particular the time–fractional
diffusion equation. Different methods that are in use to solve boundary value problems of partial
time–fractional diffusion equations are introduced, such as the method of images or the Laplace
method. Both methods will be shown to lead to equivalent results, which, due to the non–
Markovian character of time–fractional diffusion, is not immediately clear. These findings allow
to use both methods in conjunction, for which some examples will be given. Moreover, source
terms will be considered under the aspect of subordination.
5.1 Initial Value Problem for Time–Fractional Ordinary
Differential Equations
In this section we consider equations establishing a relationship between an unknown function
y(t) and fractional derivatives thereof, i.e. equations of the general form
F(t,y(t), t1D
ν1
t ω1(t)y(t), . . . , tnD
νn
t ωn(t)y(t)) = g(t) . (5.1)
These equations can be subdivided into linear, homogeneous and inhomogeneous ordinary dif-
ferential equations of fractional order. The fractional analogue of the IVP or Cauchy Problem
consists in solving (5.1) under prescribed initial conditions at t0,
bD
β1
t y(t)
∣∣∣∣
t=t0
= b1
...
bD
βn
t y(t)
∣∣∣∣
t=t0
= bn .
(5.2)
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Let us now take a closer look at a special case of (5.1),
0Dνt y(t) = f (y, t), n−1 < ν < n, n = 1,2, . . . (5.3)
with the initial conditions
0Dν−it y(t)
∣∣∣
t=0 = bi, i = 1,2, . . . ,n . (5.4)
The solution of the above problem (5.3) and (5.4) exists and is unique, provided that f (y, t) is
a well-behaved function, i.e. a real valued, finite, continuous function in a certain domain that
satisfies the Lipschitz condition with respect to y [45, 42]. Let us first assume n = 1 and integrate
(5.3),
0D−νt 0Dνt y(t) = 0D−νt f (y, t) , (5.5)
so that with (5.4) we have
y(t) = b1
tν−1
Γ(ν)
+
∫ t
0
(t− t′)ν−1
Γ(ν)
f (y, t′)dt′ , (5.6)
an integral equation equivalent to (5.3) and (5.4). To check, we obtain
0Dνt y(t) =
b1
Γ(ν) 0
Dνt t
ν−1 + 0Dνt 0D−νt f (y, t)
= f (y, t) , (5.7)
and for the initial condition
0Dν−1t y(t) =
b1
Γ(ν) 0
Dν−1t tν−1 + 0D−1t f (y, t)
= b1 +
∫ t
0
f (y(t′), t′)dt′ ,
where the transition to the limit t→ 0 has to be performed. This yields the required expressions
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for the respective differential equation of fractional order and initial condition. For n > 1, we
have
y(t) =
n∑
i=1
bi
tν−i
Γ(ν− i + 1) +
∫ t
0
(t− t′)ν−1
Γ(ν)
f (y, t′)dt′ , (5.8)
accordingly.
Example
Let now f (y, t) = λy(t) so that the above Cauchy-problem obtains the form
0Dνt y(t) = λy(t), n−1 < ν < n, n = 1,2, . . .
0Dν−it y(t)
∣∣∣
t=0 = bi, i = 1,2, . . . ,n (5.9)
so that
y(t) =
n∑
i=1
bi
tν−i
Γ(ν− i + 1) +λ
∫ t
0
(t− t′)ν−1
Γ(ν)
y(t′)dt′ . (5.10)
This implicit expression can be attacked by the method of successive approximations, where
y0(t) =
n∑
i=1
bi
tν−i
Γ(ν− i + 1)
yl(t) = y0(t) +λ
∫ t
0
(t− t′)ν−1
Γ(ν)
yl−1(t′)dt′ l = 1,2, . . . (5.11)
We find
y1(t) = y0(t) +λ
n∑
i=1
bi
t2ν−i
Γ(2ν− i + 1)
y2(t) = y1(t) +λ2
n∑
i=1
bi
t3ν−i
Γ(ν− i + 1)
...
yl(t) =
n∑
i=1
bi
l+1∑
j=1
λ j−1
t jν−i
Γ( jν− i + 1) , l = 1,2, . . . (5.12)
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and finally, after passing to the limit l→∞,
y(t) =
n∑
i=1
bi
∞∑
j=1
λ j−1
t jν−i
Γ( jν− i + 1)
=
n∑
i=1
bitν−iEν,1+ν−i(λtν) , (5.13)
where Eα,β is the generalized Mittag-Leffler function.
We now consider the initial value problem for the corresponding inhomogeneous fractional dif-
ferential equation,
0Dνt y(t)−λy(t) = h(t), n−1 < ν < n, n = 1,2, . . .
0Dν−it y(t)
∣∣∣
t=0 = bi, i = 1,2, . . . ,n (5.14)
The corresponding integral equation is then
y(t) = y0(t) +
1
Γ(ν)
∫ t
0
(t− t′)ν−1 [h(t′) +λy(t′)] dt′ , (5.15)
so that in the end
yl(t) =
n∑
i=1
bi
l+1∑
j=1
λ j−1
t jν−i
Γ( jν− i + 1)
+
l∑
j=1
λ j−1
Γ( jν)
∫ t
0
(t− t′) jν−1h(t′)dt′ . (5.16)
Passing to l→∞,
y(t) =
n∑
i=1
bitν−iEν,1+ν−i(λtν)
+
∫ t
0
(t− t′)ν−1Eν,ν (λ(t− t′)ν)h(t′)dt′ . (5.17)
Identifying t with the time and for negative λ, the above fractional ordinary differential equa-
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tion (5.9) bears a formal resemblance to the relaxation equation often encountered in physical
contexts. In complex systems such as polymers or glassy systems, the relaxation function is
nonexponential. Due to the fact that the large number of elementary subunits responsible for
the relaxation are highly coupled, the resultant decay takes place more slowly, according to ei-
ther a stretched exponential or an asymptotic power law. The latter behavior can be described by
fractional relaxation. Indeed, fractional relaxation equations were obtained by replacing the first-
order time derivatives ∂∂t by derivatives of fractional order
∂ν
∂tν , and have partly been discussed
and compared to other fractional generalizations of relaxation by several authors, [90, 91, 92].
However, initial value problems of the type (5.3, 5.4) are not well posed, since the initial con-
ditions given by a fractional derivative of the sought function y(t) at t = 0 diverge, and there is no
physical interpretation for such divergence. This problem could be circumvented e.g. by putting
the initial conditions to zero in a rather arbitrary manner [42].
A more natural initial condition to be posed for a physical quantity y(t) is to determine the phys-
ical quantity at the initial time, y(t = 0) = y0, or, more general, to prescribe as well the initial
value of integer order derivatives of such quantity. Such an initial value problem was posed and
solved e.g. by [89] for a different fractional relaxation equation, for 0 < ν < 1. In the following
we slightly generalize their equations to equations involving arbitrary ν > 0, but allowing for a
proper initial condition. Apart from the physical soundness of initial conditions there is yet no
physical motivation for such equations. Nevertheless, we consider this more general form in
order to conform with the previous analysis. Hence,
∂ny(t)
∂tn
= λ 0Dn−νt y(t), n−1 < ν < n, n = 1,2, . . .
∂n−iy(t)
∂tn−i
∣∣∣∣∣∣
t=t0
= bi, i = 1,2, . . . ,n (5.18)
Depending on ν, we have y(t = 0) and its integer derivatives at t = 0 given as the initial con-
ditions. An analogy to (5.9) can be made clear by transforming (5.18) using the substitution
0Dn−νt y(t) = y∗(t), which yields exactly the problem (5.9) for y∗(t). With (5.13) and the proper-
ties of fractional derivatives of the Mittag-Leffler function, see section 2.3.1, we find the solution
y(t) = 0Dν−nt y∗(t) = 0Dν−n
n∑
i=1
bitν−iEν,1+ν−i(λtν)
=
n∑
i=1
bitn−iEν,1+n−i(λtν) , (5.19)
and in particular for n = 1 and 0 < ν < 1, we obtain
y(t) = Eν,1(λtν) . (5.20)
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Obviously, the solution to the IVP of the fractional relaxation equation (5.18) differs from the
solutions of (5.3, 5.4), especially in its asymptotics t→∞. This type of fractional relaxation
equation will prove useful in the solution of partial fractional differential equations with mutu-
ally independent variables, where it describes the mode decay.
For the inhomogeneous counterpart to (5.18),
∂ny(t)
∂tn
−λ0Dn−νt y(t) = h(t), n−1 < ν < n, n = 1,2, . . .
∂n−iy(t)
∂tn−i
∣∣∣∣∣∣
t=0
= bi, i = 1,2, . . . ,n (5.21)
we find the solution
y(t) =
n∑
i=1
bitn−iEν,1+n−i(λtν) +
∫ t
0
(t− t′)n−1Eν,n (λ(t− t′)ν)h(t′)dt′ . (5.22)
These results can be obtained via the above method of successive approximation as well, see
appendix C.
5.2 Partial Linear Fractional Differential Equations
We consider here in particular the time-fractional diffusion equation for subdiffusing particles,
∂C(x, t)
∂t
= Kα0D1−αt ∆C(x, t) (5.23)
with 0 < α < 1 and C(x, t) the particle concentration.
5.2.1 Separation of Variables
We may attempt to find a solution to problems of that kind by assuming that the involved vari-
ables are independent of each other, i.e. can be separated [93, 33, 38]:
C(x, t) = X(x)T (t) (5.24)
so that
X(x)
∂T (t)
∂t
= 0D1−αt T (t)Kα∆X(x) . (5.25)
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By some algebraic manipulation we extract two ordinary differential equations, one of second
order and one of fractional order. We have
c1,x
∂T (t)
∂t
= 0D1−αt T (t)Kαc2,x
X(x)c1,t = c2,tKα∆X(x) , (5.26)
so that with −λ2 = c2,xc1,x =
c1,t
Kαc2,t
:
∆X(x) = −λ2X(x), (5.27)
∂T (t)
∂t
= −λ2Kα0D1−αt T (t) . (5.28)
The solution of these equations requires specification of initial- and boundary conditions. In a
physical context, the initial condition is usually given as the particle concentration at the initial
time t0 = 0,
C(x, t)|t=t0 = C0(x) , (5.29)
i.e.
T (t)|t=t0 = const. (5.30)
Without loss of generality we put the above constant equal to one, so that
X(x) = c1 sinλx + c2 cosλx, (5.31)
T (t) = Eα,1(−λ2Kαtα) , (5.32)
which finally leads us to a solution of the form
C(x, t) = [c1 sinλx + c2 cosλx]Eα,1(−λ2Kαtα) , (5.33)
and due to the linearity of our equation more generally:
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C(x, t) =
∞∑
l=1
[
c1,l sin(λlx) + c2,l cos(λlx)
]
Eα,1(−λ2l Kαtα) , (5.34)
where the constants of integration have to be chosen appropriately, according to the given initial-
and boundary conditions. This representation of a solution to the time-fractional diffusion equa-
tion is especially convenient for subdiffusion on bounded domains and large t. The modes decay
according to the Mittag-Leffler pattern, which emerges from the temporal part of the fractional
diffusion equation (5.28) having the form of the fractional relaxation equation considered in the
previous section, Eq. (5.18).
Example
The following example anticipates the solution to a special initial-boundary value problem in
order to illustrate the above method of separation of variables. A deeper and more comprising
presentation on the issue of boundary value problems of time-fractional PDEs is given in 5.3.
We consider subdiffusion on a bounded domain [0,L] with an initially homogeneous particle
concentration C(x, t = 0) = C0 within the domain and absorbing boundaries, i.e. C(0, t) = C(L, t) =
0. Then,
c2,l = 0 , λl =
lpi
L
, (5.35)
and the initial condition can be expressed as the Fourier-Series
C0 =
∞∑
l=1
c1,l sin
(
lpi
L
x
)
, (5.36)
where we find for the coefficients by making use of the orthogonality relationships of the sine
functions [38],
∫ L
0
C0 sin
(npi
L
x
)
dx =
∫ L
0
sin
(npi
L
x
)  ∞∑
l=1
c1,l sin
(
lpi
L
x
) dx
=
L
2
c1,l
4C0
pil
= c1,l , i = 1,3,5 . . . (5.37)
Substituting l = 2n + 1, we finally obtain the solution
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C(x, t) =
4C0
pi
∞∑
n=0
1
2n + 1
sin
(
(2n + 1)pi
L
x
)
Eα,1
(
− (2n + 1)
2pi2
L2
Kαtα
)
. (5.38)
Fig. 5.1 shows the solutions (5.38) for normal diffusion and for subdiffusion with parameter
α = 1/2 at different times. The normal case is given by formally setting α = 1 and substituting
Kα by D.
(a)
(b)
Figure 5.1: Concentration profiles for zero boundary values and ho-
mogeneous initial concentration C0 = 1, t = 10−6 (dot-
ted), 10−4 (dashed),10−2 (solid line) (a) under normal
diffusion, D = 1, (b) under anomalous diffusion with
α = 0.5 and Kα = 1.
The initial concentration is C0 = 1, the absorbing boundaries are located at x = 0 and x = L = 1.
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At the short times depicted the resultant concentration profiles in the anomalous case do not
qualitatively differ from the normal one, except for a slightly slower decay and a slightly larger
slope in the vicinity of the boundary. For larger times, a very slow decay of the profile is
expected in the anomalous case, due to the large time power law asymptotics of the Mittag–
Leffler function (2.40).
5.2.2 Laplace’s Method
Historically, the setup of alternative methods to those touched in the previous sections aimed at
converting equations involving complicated operations such as differentiation to more simple to
solve algebraic equations. In the late 19th century in the pioneer work of O. Heaviside an op-
erational method was developed, which found widespread application in electric circuit theory.
Lacking mathematical foundation, this calculus led to correct, but as well to doubtful results
[94].
The Laplace transform put this operational method on a firm theoretical basis. Mikusinsky [95]
later extended the field of applicability of the operational method to distributions, sometimes
called generalized functions, comprising e.g. the Dirac delta function. Both being based upon
convolution, the operational method and Laplace transform method are closely connected with
each other [96]. In the context of fractional differential equations, the operational calculus has
been developed e.g. in [97]. Despite the preferability of the Mikusinsky operational method
regarding the treatment of distributions, we adhere to the presentation of the Laplace transform
method.
The basic idea of the Laplace transform method is to subject the problem posed in original
domain of variable t to the Laplace transform, so that the same problem in Laplace domain
with variable u is represented in a much simpler form. In particular, differential operators in
original domain and as well some special integral operators, i.e. those of convolutional form,
are transformed to algebraic factors depending on u, and the problem can easily be solved in
Laplace domain. This advantageous feature of transferring operators in original domain to al-
gebraic expressions in Laplace domain is maintained as well for Riemann–Liouville fractional
integrals and derivatives, which are composed of convolution integrals and derivatives 1. Hence,
the Laplace transform method can be directly adopted to time-fractional equations. The actual
remaining difficulty consists in performing the inverse Laplace transform on the solutions found
in this way. A sketch of the method’s idea is given in Fig. 5.2.
The Laplace transform method is especially useful for the solution of initial value problems
of linear (fractional) differential equations or initial-boundary value problems of linear (time–
fractional) PDEs with constant (in time) coefficients, the first being represented by algebraic
expressions, the latter being reduced to ordinary differential equations in Laplace domain.
1The term "algebraic" is used here in the wider sense, i.e. as a contrast to the notion of "integro–differential"
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Figure 5.2: Laplace Transform Method. Time–fractional ODEs or PDEs are solved via a
detour to Laplace domain (lower boxes).
Recall the Laplace Transform of the Riemann-Liouville fractional derivative of order ν, ν > 0:
0D
µ
t f (t) : u
µ f˜ (u)−
n∑
i=1
ui−1
[
0Dν−it f (t)
]
t=0
, n−1 < ν < n .
We note here that this formula is valid for integer derivatives as well, ν ∈ N. Since the Laplace
representation of derivatives (whether fractional or not) requires initial conditions, transforming
(time–fractional) differential equations and the respective initial conditions to Laplace domain
yields an algebraic expression with the initial conditions included.
For the sake of comparability with other methods, we illustrate the Laplace transform method
by application to a few problems already discussed.
Application to Time–fractional Ordinary Differential Equations
Let us again consider the initial value problem
0Dνt y(t)−λy(t) = h(t), n−1 < ν < n, n = 1,2, . . .
0Dν−it y(t)
∣∣∣
t=0 = bi, i = 1,2, . . . ,n
(5.39)
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and pass to Laplace domain
uνy˜(u)−
n∑
i=1
biui−1−λy˜(u) = h˜(u) , n−1 < ν < n, n = 1,2, . . .
i = 1,2, . . . ,n
(5.40)
so that after some algebra and with (2.37)
y˜(u) =
n∑
i=1
bi
ui−1
uν−λ +
h˜(u)
uν−λ (5.41)
;
n∑
i=1
bitν−iEν,ν−i+1
(
λtν
)
+
∫ t
0
(t− t′)ν−1Eν,ν (λ(t− t′)ν)h(t′)dt′
= y(t) . (5.42)
For the initial value problem
∂ny(t)
∂tn
−λ0Dn−νt y(t) = h(t) , n−1 < ν < n, n = 1,2, . . .
∂n−iy(t)
∂tn−i
∣∣∣∣∣∣
t=0
= bi , i = 1,2, . . . ,n
we find in Laplace domain
uny˜(u)−
n∑
i=1
ui−1bi =
[
λun−νy˜(u) + |0D(n−ν)−1t y(t)|t=0
]
+ h˜(u)
= λun−νy˜(u) + h˜(u) .
(5.43)
Here we made use of the fact that the sought function y(t) is given at t = 0 and is well-behaved.
Hence the fractional integral |0D(n−ν)−1t y(t)|t=0 appearing in the Laplace transform of the frac-
tional derivative (note again that n−1 < ν < n) must vanish. The solution is then:
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y˜(u) =
n∑
i=1
bi
ui−1
un−λun−ν +
h˜(u)
un−λun−ν (5.44)
;
n∑
i=1
bitn−iEν,1+n−i
(
λtν
)
+
∫ t
0
(t− t′)n−1Eν,n (λ(t− t′)ν)h(t′)dt′
= y(t) ,
which reproduces the solution (5.22) obtained previously.
5.2.3 Initial Value Problem of the Time–fractional Diffusion Equation
Let us now apply the Laplace transform method to a partial fractional differential equation. Con-
sider the IVP of the time–fractional diffusion equation
∂C(x, t)
∂t
= Kα0D1−αt ∆C(x, t) , (5.45)
lim
x→±∞C(x, t) = 0 , [C(x, t)]t=0 = C0(x)
with 0 < α < 1, t > 0. The Laplace transform with respect to t results in
uC˜(x,u)−C0(x) = Kαu1−α∆C˜(x,u) , (5.46)
an inhomogeneous ordinary differential equation for C˜(x,u) in x. Solving the respective homo-
geneous equation yields the propagator in Laplace domain,
C˜hom(x,u) =
1√
Kαu2−α
exp
[
−
√
uα
Kα
|x|
]
(5.47)
= G˜(x,u) , (5.48)
so that the full solution is the spatial convolution of (5.47) with the initial condition. The sought
solution back in original domain is hence:
C(x, t) =
∫ ∞
−∞
G(x− x′, t)C0(x′)dx′
G(x, t) =
1√
4Kαtα
H1,01,1
[ |x|√
Kαtα
∣∣∣∣∣∣ (1−α/2,α/2)(0,1)
]
. (5.49)
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The propagator G(x, t) corresponds to the response of the system to a Dirac-delta-peak-like ini-
tial condition and is also referred to as the Green function of the fractional PDE (5.45).
5.2.4 Time–fractional Diffusion Equation with Source Term
In what follows, we consider the subdiffusion equation (4.46) with an added source term f (x, t),
∂C(x, t)
∂t
= Kα0D1−αt ∆C(x, t) + f (x, t) (5.50)
where f (x, t) is a real-valued function. 2
Physical Interpretation
From the physical point of view, a source term entails a certain proportion of particles that enter
the system at a time t′ > 0. This raises the question of the meaning of the Riemann-Liouville
operator especially when it is applied to concentrations of particles that were introduced into the
system at a later point of time than denoted by its lower integration limit. It is not clear whether
Eq. (5.50) imposes additional, probably unphysical assumptions on the age profile of the newly
introduced particles. We check the physical soundness of the notation (5.50) by introducing par-
tial concentrations Ct′(x, t) of particles introduced at time t′ > 0. The newly introduced particles
should begin their first waiting time at the time of introduction t′, hence each of these partial
concentrations must obey the IVP of subdiffusion:
∂Ct′(x, t)
∂t
= Kαt′D1−αt ∆Ct′(x, t) (5.51)
[Ct′(x, t)]t=t′ = f (x, t′)
which has the solution:
Ct′(x, t) =
∫ ∞
−∞
Gt′(x− x′, t) f (x, t′)dx′ .
(5.52)
The respective partial Green functions Gt′(x, t) are defined only for t ≥ t′, i.e. the partial Green
functions are equal to the Green functions of the Subdiffusion equation shifted in time, Gt′(x, t) =
G(x, t− t′). On the other hand, using the fact that Ct′(x, t) = 0 for t < t′, (5.51) can be rewritten as
2Sources with non-positive sign are sometimes referred to as drains in the literature, but since our notion of a source
does not impose any restriction concerning sign, we only use the term source here.
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∂Ct′(x, t)
∂t
= Kα
[
0D1−αt′ ∆Ct′(x, t) + t′D
1−α
t ∆Ct′(x, t)
]
(5.53)
= Kα0D1−αt ∆Ct′(x, t) . (5.54)
In this special constellation, the operators 0D1−αt and t′D1−αt are equivalent, so that the integration
of the partial concentrations over their initial times and the Riemann-Liouville Operator acting
upon them can be interchanged. The overall particle concentration is obtained by integrating all
partial concentrations over their initial times:
C(x, t) =
∫ t
0
Ct′(x, t)dt′
=
∫ t
0
∫ ∞
−∞
Gt′(x− x′, t) f (x, t′)dx′ dt′
=
∫ t
0
∫ ∞
−∞
G(x− x′, t− t′) f (x′, t′)dx′ dt′ . (5.55)
We have seen that the operator t′D1−αt acting upon partial concentrations that were introduced
into the system at t = t′ > 0 can be replaced by 0D1−αt without difficulty. Hence, the lower ter-
minal of the Riemann–Liouville Operator has to be interpreted as the time of preparation of
the physical system. The inhomogeneous subdiffusion equation (5.50) describes correctly also
the partial concentrations of particles that enter the system at a later time than the preparation
time. These partial concentrations obey the fractional diffusion equation with initial time (and
lower terminal of the Riemann–Liouville Operator) t′. From this we may also conclude that
the inhomogeneity f (x, t) in Eq. (5.50) can be interpreted as source term in the physical sense
and conforms with the picture of newly entering particles having "age zero" at the time of their
introduction into the system.
As a result, the inhomogeneous fractional PDE can be treated as a superposition of solutions to
the homogeneous IVPs with initial times t′ and initial profiles of partial concentrations f (x, t′).
Later on, these findings will help us to put up reaction–subdiffusion equations where new parti-
cles are created in the course of time due to a reaction. The validity of the superposition principle
in time fractional PDEs, especially in cases with the overall particle number changing in time,
provides as well a powerful tool in solving Boundary Value Problems.
But before we turn to the discussion of boundary value problems, we briefly sketch an alternative
method to treat inhomogeneous time–fractional linear PDEs.
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Subordination of the Inhomogeneous Time-fractional Diffusion Equation
In the following we solve the time–fractional diffusion equation with source term by exploiting
the fact that anomalous time-fractional diffusion is subordinated to normal Brownian diffusion.
The propagators of both are related with each other via an integral transformation Tα given by
Eq. (4.53).
In order to formulate an inhomogeneous normal diffusion equation that a given inhomogeneous
time fractional diffusion problem is subordinated to, the rate of newly introduced particles has
to be adapted to the operational time of the system, which requires a transformation of the
source term. The concentration of C-particles in Brownian diffusion results from the convolution
(denoted ∗) with respect to x and t of the respective Green function GBM and the source fBM,
CBM(x, t) = GBM(x, t)∗ fBM(x, t) . (5.56)
Eq. (4.53) establishes the relation between the Green functions of normal and time fractional
diffusion, so that for the latter the particle concentration is
CS D(x, t) = GS D(x, t)∗ fS D(x, t)
= Tα {GBM(x, t)} ∗ fS D(x, t) . (5.57)
The aim is now to find a source term fBM(x, t) such that the sought concentration CS D resulting
from the given source fS D is subordinated to the (normal) concentration CBM with that auxiliary
source fBM. This means that if we subordinate our underlying jump process to the Brownian
one, we have to modify our source term in the following manner, provided this transform of the
source term exists, 3
fBM(x, t) = T −1α
{
0Dα−1t fS D(x, t)
}
, (5.58)
for which we solve the normal diffusion equation. Applying the transform Tα {CBM(x, t)} to the
solution of the normal analogue (5.56) with (5.58) yields the solution to the original subdiffu-
sion problem. Let us briefly prove this statement: Since the subordination transform is displayed
most conveniently in Laplace domain, cp. (4.54), we use this picture and write
C˜S D(x,u) =
∫ ∞
−∞
G˜S D(x− x′,u) f˜S D(x′,u) dx′ =
3This transform does not exist if the source term is a non–smooth function of time. If we take for example a
piecewise smooth source as the sum of several smooth terms shifted by ts , the transform entails factors of
exp
[
−tsu1/α
]
, 0 < α < 1 in Laplace domain, which has no counterpart in original domain.
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=
∫ ∞
−∞
G˜BM(x− x′,uα)
u1−α
f˜S D(x′, (uα)
1
α ) dx′
= Tα
{∫ ∞
−∞
G˜BM(x− x′,u) f˜S D(x′,u 1α ) dx′
}
:= TαC˜BM(x,u)
C˜BM(x,u) =
∫ ∞
−∞
G˜BM(x− x′,u)T −1α
{
uα−1 f˜S D(x′,u)
}
dx′ , (5.59)
where T −1α
{
uα−1 f˜S D(x,u)
}
= f˜BM(x,u) is the modified source term. Hence, the inversely subor-
dinated solution of the inhomogeneous subdiffusion equation corresponds indeed to the solution
of a normal diffusion equation with the modified source term.
As an example, let us assume a point source at x = 0, prescribed by f˜S D(u) = C0
√
Kα
uα in
Laplace domain. Such a point source maintains a constant value of the concentration at x = 0.
The modified source term and the new normal diffusion equation is then:
f˜BM(u) = C0
√
Kα
u
,
C˜BM(u) = G˜BM(x,u) f˜BM(u) =
C0
u
exp
[
−
√
u
Kα
|x|
]
. (5.60)
The corresponding inversely subordinated constant boundary value CBM(x = 0,u) of the normal
diffusive equation is also constant, as it should. Applying the back-transform, i.e. subordination,
yields
C˜S D(u) =
C0
uα
exp
[
−
√
uα
Kα
|x|
]
uα−1
=
C0
u
exp
[
−
√
uα
Kα
|x|
]
. (5.61)
5.3 Boundary Value Problems under Subdiffusion
In the following we will employ the method of Laplace in the context of boundary value prob-
lems (BVP). This approach is commonly used in normal diffusion, and is the method of choice
in the case of time varying boundary conditions. The method basically consists in the solution
of the free diffusion equation in Laplace domain and a subsequent fitting of the Laplace trans-
formed boundary condition. Analogously to the procedure used in normal diffusion, the fitting
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of boundaries in Laplace domain was applied to time–fractional PDEs, see e.g. Ref. [98].
We have already shown that the introduction of a source term into time–fractional PDEs corre-
sponds to the introduction of particles into the system, each of whose first waiting time period
begins at the time of introduction. Therefore a physical interpretation of the Laplace method can
be given by considering a source at the boundary that compensates for the gains and losses such
that the prescribed boundary condition is maintained.
Later on, the method of images will be discussed and supplemented by some examples, before
we turn to using combinations of both Laplace’s method and the method of images in order to
solve initial–BVPs of the subdiffusion equation.
5.3.1 Laplace’s Method in Boundary Value Problems
Semi–infinite Domain
For simplicity, consider only one boundary at xb. We label the particles according to the time
t′ they were introduced into the system, so that e.g. C(x, t|t′)dt′ is the partial concentration at
x at time t of particles that were introduced between t′ and t′ + dt′. Each partial concentration
will behave according to the Green function G of subdiffusion. The boundary value will be
maintained by a point source at the boundary that compensates for losses, so that we can write
C(x, t|t′)dt′ = G(x− xb, t− t′) f (t′)dt′ (5.62)
where f (t′)dt′ is the amount of particles inserted between t′ and t′+ dt′. The spatial integration
is already carried out, so that the location of the source is included in G shifted by xb. The
initial particle concentration be zero in the interior of the system. The overall concentration is
the integral of (5.62) with respect to t′ from 0 to t, which is a temporal convolution, and yields
in Laplace domain:
C˜(x,u) = f˜ (u)G˜(x− xb,u) . (5.63)
Recall the subdiffusion propagator in Laplace domain:
G˜(x,u) =
1√
Kαu2−α
exp
[
−
√
uα
Kα
|x|
]
,
so that we find the required source term by Eq. (5.63) at the boundary xb
f˜ (u) = C˜(xb,u)
√
Kαu1−α/2 . (5.64)
Hence, the full solution yields
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C˜(x,u) = C˜(xb,u)exp
[
−
√
uα
Kα
|x− xb|
]
(5.65)
and is equivalent to the one obtained by directly fitting the boundary in Laplace domain.
A very common type of BVP is the one with constant values at the boundaries, the so-called
Dirichlet BVP. This type of boundary condition may be pertinent to the situation where the traps
within the medium have a finite capacity. If the particle concentration in a reservoir in contact
with that medium is large enough, the concentration will take a finite value at the boundary layer
of the medium.
In the case of C(xb, t) = C0 or C˜(xb,u) =
C0
u , we have
C˜(x,u) =
C0
u
exp
[
−
√
uα
Kα
|x− xb|
]
, (5.66)
which can be expressed in terms of an H-function in original domain, cf. Appendix C,
C(x, t) = C0H
1,0
1,1
[ |x− xb|√
Kαtα
∣∣∣∣∣∣ (1,α/2)(0,1)
]
. (5.67)
The solution to the Dirichlet BVP on the half line under normal diffusion is obtained by putting
formally α = 1 and Kα = D in (5.67), so that this expression becomes C(x, t) = C0erfc
[
x√
4Dt
]
.
Figure 5.3: Concentration profiles in the normal case of the Dirichlet
problem on the semi–infinite domain for t = 0.5 (solid),
2 (dashed), 8 (dotted line). The boundary value at x = 0
is kept at C0 = 1. The diffusion constant is D = 1.
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Figure 5.4: Concentration profiles under subdiffusion of the Dirich-
let problem on the semi–infinite domain for t = 0.5
(solid), 5 (dashed), 50 (dotted line); α = 0.5. The bound-
ary value at x = 0 is again C0 = 1, and the generalized
diffusion constant is Kα = 1.
In some cases it is more convenient to expand the exponential function in (5.66) in its Taylor
series and Laplace invert the resultant expression term by term instead of using the H–function
representation of the solution. Fig. 5.4 shows the concentration profiles at different times ob-
tained from such series representation for α = 0.5. The profiles at different times under normal
diffusion were obtained by plotting the error–function and are depicted in Fig. 5.3. The tem-
poral change of the profiles in the anomalous case takes place much more slowly than in the
normal diffusive case. Note that the profiles depicted in the anomalous case correspond to times
covering a range of an order of magnitude more than the times for which the normal profiles are
shown.
Boundary conditions can also be imposed upon the concentration flux. From continuity we
find the flux to be defined as J(x, t) = −Kα0D1−αt ∂∂xC(x, t). Therefore the flux basically obeys the
same equation as the particle concentration, and the solution of such problems is straightforward.
We now pass on to give some more examples for the application of the Laplace method to BVPs.
Bounded Domain
We now consider subdiffusion on a bounded domain x ∈ [0,L], namely a Dirichlet BVP where
both boundaries have non-zero constant values C(0, t) = C0, C(L, t) = CL. The solution takes the
form of a linear combination of convolutions of functions of the type (5.63), The construction
of sources at the boundaries yields the Ansatz in Laplace domain:
C˜(x,u) = C0 f˜0(u)G˜(x,u) +CL f˜L(u)G˜(x−L,u) . (5.68)
Fitting the boundaries results in
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C˜(x,u) =
1
u
C0
1− CLC0
exp
[
−
√
uα
Kα
L
]
− C0CL exp
[
−
√
uα
Kα
2L
]
1− exp
[
−
√
uα
Kα
2L
]
 exp
[
−
√
uα
Kα
x
]
+CL

1− C0CL exp
[
−
√
uα
Kα
L
]
1− exp
[
−
√
uα
Kα
2L
]
exp
[
−
√
uα
Kα
(L− x)
] . (5.69)
The stationary solution is obtained by sending the Laplace variable to zero,
C˜(x,u→ 0) = 1
u
[CL−C0
L
x +C0
]
C(x, t→∞) = CL−C0
L
x +C0 .
The stationary particle profile is clearly linear in x, just as in normal diffusion. In leading order,
the system approaches the stationary state as
CLx(−5L + 3x) +C0(6L2−Lx + 3x2)
12Kα
uα−1 ,
(5.70)
corresponding to
CLx(−5L + 3x) +C0(6L2−Lx + 3x2)
12KαΓ[1−α] t
−α
in time domain. The relaxation behavior differs from normal diffusion and is very slow, in
compliance with the asymptotic inverse power law behavior of the Mittag-Leffler mode decay in
time-fractional diffusion.
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5.3.2 The Method of Images
The method of images plays an important role in the theory of electricity, but has also proven
useful in its application to the Dirichlet BVP in diffusion, especially when the boundaries kept
at constant concentration are planes. The volume under consideration is being continued analyt-
ically in all directions, and images are taken in the bounding planes. This procedure results in
a distribution of sources/ sinks that maintains the given boundary condition. The method works
as well for zero-flux boundary conditions. If there are no sources within the bounded volume
under consideration, the method of images converts the BVP to a homogeneous IVP on an un-
bounded domain. In the case of existing sources in the original volume, the BVP becomes an
inhomogeneous IVP.
This method was partially discussed in [93] for subdiffusion, though avoiding the problem of in-
corporation of sources. In the examples treated there, all particles entered the system at the same
initial time and none was created later. In some cases particles were vanishing in the course of
time.
This raises the question of the general applicability of the method of images in the case of
subdiffusion. As we have seen above, the prescription of boundary values in one dimension
corresponds to the introduction of point sources (or drains) at the boundaries. Since memory
plays an important role in subdiffusion, it is not immediately clear whether e.g. the situation
with sources at the boundaries and no sources within the bounded volume is equivalent to a ho-
mogeneous IVP under subdiffusion, where all particles are introduced at the initial time, so that
in the different situations the involved particles have a different age profile. These different age
profiles do not affect the resultant evolution of the overall particle profiles.
The preparatory work in the section on IVPs has pointed out that in time fractional diffusion
equations involving the Riemann-Liouville fractional derivative, the superposition principle is
valid for all partial concentrations as long as their history does not begin before the lower inte-
gration limit indicated in the time fractional derivative, i.e. the time of preparation of the system.
This ensures that the situation of subdiffusion involving sources is properly described by the in-
homogeneous time fractional diffusion equation (5.50). Thus, the subdiffusion equation with the
Riemann-Liouville fractional derivative acting upon partial concentrations introduced later than
indicated by its lower terminal provides a consistent mathematical description of the situation.
On the stochastic level this property is obvious and can be explained by the independence of the
consecutive waiting time periods of the particle jumps. Particles that perform a jump at the same
time t are not distinguishable by their time of introduction to the system anymore.
It should therefore make no difference whether a boundary value is maintained by a source or
by symmetry. This enables us to determine the boundary values by appropriately constructed
symmetries and boil the problem down to an IVP under subdiffusion. Hence, the method of
images does not only apply to the solution of boundary value problems of the normal diffusion
equation, but can be adopted to problems in time-fractional diffusion as well, even if particles
are introduced into the considered domain during observation time. This fact also provides a
basis for combining the methods of Laplace and of images in order to solve the time–fractional
diffusion equation.
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Semi–infinite Domain: Dirichlet BVP
Let us illustrate the aforementioned conclusions by the following simple example using the
method of images. In order to solve the Dirichlet BVP with C(x = 0, t) = C0 in the domain [0,∞]
which is assumed to be empty initially, we consider the time-fractional diffusion Eq. (5.45) on
the domain x ∈ [−∞,∞] under the initial condition
C(x,0) = 2C0θ(−x),
where θ(x) is the Heaviside step function. Since the transport is spatially symmetric, we will
have a constant concentration C0 at x = 0. The amount of particles travelling to the right a
distance x is in average the same as the number of particles going to the left (distance −x).
We divide the extended initial distribution into infinitesimal intervals x′, x′ + dx′, so that in the
limit an integral over 2C0δ(x+ x′) emerges. The solution to the original problem can be obtained
by superimposing the elementary solutions corresponding to the δ initial conditions. The initial
condition is sketched in Fig. 5.5.
Figure 5.5: Sketch of the initial concentration profile maintaining
the boundary condition C(0, t) = C0.
At x, the concentration C will be:
C(x, t) = 2C0
∫ −x
−∞
G(x′, t)dx′
= 2C0
[∫ 0
−∞
G(x′, t)dx′−
∫ 0
−x
G(x′, t)dx′
]
= C0−2C0
∫ x
0
G(x′, t)dx′ . (5.71)
In Laplace domain, the solution is
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C˜(x,u) = C0
[
1
u
−2
∫ x
0
G˜(x′,u)dx′
]
=
C0
u
[
1 + exp
[
−
√
uα
Kα
|x|
]
−1
]
. (5.72)
Note that this result obtained from spatial superposition of Green functions is exactly the same
as the one obtained by using the Laplace method corresponding to a temporal superposition of
Green functions, cp. Eq. (5.66).
Inserting the Green function of normal diffusion G(x, t) = 1√
4piDt
exp
[
− x24Dt
]
yields the well-
known complementary error function
C(x, t) = C0
[
1− erf
[
x√
4Dt
]]
= C0erfc
[
x√
4Dt
]
. (5.73)
Semi–infinite Domain: Absorbing and Reflecting Boundary
The method of images is especially convenient in the case of totally absorbing or totally reflect-
ing boundaries, i.e. for zero flux or zero concentration at a boundary. We first recall the solution
of the mere initial value problem of the subdiffusion equation with an absorbing boundary as
given e.g. in [93]. The solution of the subdiffusive initial value problem with initial concentra-
tion C(x,0) = δ(x) and an absorbing or reflecting boundary C(L, t) = 0 reads:
C(x, t) = G(x, t)±G(x−2L, t) (5.74)
where G(x, t) is the Green function of the free problem given by (4.45), and the "−" and "+"
account for absorption and reflection at the boundary, respectively. Laplace transforming (5.74)
yields:
C˜(x,u) =
1√
Kαu1−α/2
[
exp
[
−
√
uα
Kα
|x|
]
− exp
[
−
√
uα
Kα
|x−2L|
]
.
]
(5.75)
For an absorbing boundary at L = 1, the profiles for subdiffusion (and their odd continuation to
x > L), α = 0.5, are shown in Fig. 5.6, and the profiles under normal diffusion in Fig. 5.7. In the
case of sudiffusion, the profiles were obtained by a series expansion and term–by–term inversion
of (5.75). The normal diffusive case corresponds again to the formal substitution α = 1, Kα→ D.
Note that the shown profiles for subdiffusion cover more orders of magnitude of the times than
the normal diffusive ones.
82
5.3 Boundary Value Problems under Subdiffusion
Figure 5.6: Construction of the concentration profiles in the anoma-
lous case α = 0.5 for an absorbing boundary at L = 1 for
t = 0.001 (dotted), 0.01 (dashed), 1 (solid line); Kα = 1,
initial condition C(x,0) = δ(x).
Figure 5.7: Construction of the concentration profiles in the normal
case for an absorbing boundary at L = 1, for t = 0.01
(dotted), 0.1 (dashed), 1 (solid line); D = 1.
The method of images can also be applied to bounded domains. Problems of this type were
investigated for subdiffusion in Ref. [93] in the case of IVPs with all the boundaries being either
totally reflecting or absorbing. First, a short compilation of the main results will be given. Then,
the focus will be on the more general situations comprising other boundary conditions which
correspond to introduction of particles after the time of preparation of the system and require
additional application of the method of Laplace.
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Bounded Domain: Absorbing and Reflecting Boundary
Assume absorbing boundaries at ±L, i.e. C(−L, t) = C(L, t) = 0. We successively reflect the free
Green function (4.45) about ±L along the x–axis, which ensures that C(x = ±L) = 0. Following
[93], we first incorporate the absorbing boundary C(L, t) = 0. The exact solution is constructed
as:
C(x, t) =
∞∑
n=−∞
G(x + 4nL, t)−G(−x + 4nL + 2L, t) . (5.76)
The Poisson summation formula (see Appendix C), 2piδ(x− x′) = ∫ ∞−∞ exp[ikx− x′]dk and hence∑∞
n=−∞ exp[ikn] = exp[ik/2]
∑∞
n=−∞(−1)nδ(k/(2pi) + n) allows to rewrite (5.76)
in Laplace–domain:
C˜(x,u) =
1
4L
∞∑
n=−∞
eipinx/(2L)
[
G˜
(
k =
pin
2L
,u
)
− (−1)nG˜
(
k = −pin
2L
,u
)]
. (5.77)
Recalling that the Fourier-Laplace Transform of the Green function is
ˆ˜G(k,u) =
uα−1
uα + Kαk2
, (5.78)
and with the condition C(x = ±L, t) = 0, Eq. (5.77) becomes
C˜(x,u) =
uα−1
L
∞∑
n=0
epii(2n+1)x/(2L)
1
uα + Kα(2n + 1)2pi2/4L2
. (5.79)
Back in time domain we have
C(x, t) =
1
L
∞∑
n=0
epii(2n+1)x/(2L)Eα
[
−Kα (2n + 1)
2pi2
4L2
tα
]
. (5.80)
Fig. 5.8 and 5.9 show the solutions (5.80) for normal diffusion and for subdiffusion, α = 0.5, at
different times. The absorbing walls are located at L = ±1, the initial condition is C(x,0) = δ(x).
Note again that the depicted profiles under subdiffusion cover more orders of magnitude in time
than the normal diffusive ones, which emphasizes the slow relaxation in the anomalous case.
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Figure 5.8: C(x, t) for two absorbing boundaries at x = −1 and x = 1
and initial condition C(x,0) = δ(x). α = 0.5 at t = 0.001
(dotted), 0.01 (dashed), 1 (solid line); Kα = 1.
Figure 5.9: C(x, t) under normal diffusion for two absorbing bound-
aries at x = −1 and x = 1 and initial condition C(x,0) =
δ(x). t = 0.01 (dotted), 0.1 (dashed), 1 (solid line); D = 1.
Likewise, the solution can be found for reflecting boundaries ∂∂xC(x, t)
∣∣∣
x=±L = 0. The ansatz
is changed to
C(x, t) =
∞∑
n=−∞
G(x + 4nL, t) +G(−x + 4nL + 2L, t) , (5.81)
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so that the solution in Laplace domain takes on the form
C˜(x,u) =
1
4L
∞∑
n=−∞
eipinx/(2L)
[
G˜(k =
pin
2L
,u) + (−1)nG˜(k = −pin
2L
,u)
]
(5.82)
and finally in time domain
C(x, t) =
1
L
 ∞∑
n=1
epiinx/LEα
[
−Kα n
2pi2
L2
tα
] . (5.83)
Bounded Domain: Dirichlet BVP
Now let the boundary conditions be given by C(0, t) = C0 and C(L, t) = 0. The above results
from the method of images for absorbing boundary conditions (5.80) will serve as a basis for
the solution, providing that C(L, t) = 0. The next step consists in applying the Laplace method
and fitting the other boundary, C(0, t) = C0. Let us now take the solution to the absorbing bound-
ary problem (5.80) as an auxiliary function and denote it by C∗(x, t). In the same spirit as in
section 5.3.1, we introduce sources at the boundaries xBD = 2nL to compensate for the losses.
With
∑∞
n=0
1
1+(2n+1)2c =
pi
4
√
c
tanh[ pi2√c ] we find for the temporal behavior of C˜
∗(xBD,u) in Laplace
domain:
C˜∗(xBD,u) = ±u
α−1
L
∞∑
n=0
1
uα + Kα(2n + 1)2pi2/4L2
= ± u
α
2−1
2
√
Kα
tanh
[
Lu
α
2√
Kα
]
, (5.84)
where the "+" applies for the xBD = 4Ln and the "−" for xBD = 2L(2n + 1). Consequently, the
solution to the full Dirichlet BVP with C(0, t) = C0, C(L, t) = 0 is obtained by multiplying the
respective source term to (5.82):
C˜(x,u) = C0
2
√
Kα
u
α
2
coth
[
Lu
α
2√
Kα
]
×
uα−1
L
∞∑
n=0
epii(2n+1)x/(2L)
1
uα + Kα(2n + 1)2pi2/4L2
. (5.85)
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For t large, the source term can be approximated by 2KαL u
−α, so that we find the long time
behavior
C(x, t) ' 8C0
∞∑
n=0
epii(2n+1)x/(2L)
pi2(2n + 1)2
[
1−Eα
[
−Kαpi
2(2n + 1)2
4L2
tα
]]
, (5.86)
which involves again the Mittag–Leffler–function. Hence the decay of the modes goes as t−α at
large times. For details of the calculation see Appendix C.
The above BVP can be solved alternatively by constructing the solution from (5.74), which
ensures that C(L, t) = 0, and fitting the remaining boundary at x = 0 in Laplace domain. This
method avoids the problem of overshoot which often occurs in the approximation of the profile
by means of truncating the Fourier series representation. In general, a full Laplace inversion of
the solution is possible in terms of H–functions. However, series expansions at small u are often
more practicable, especially in investigating the the long-time behavior of the concentration
profile.
We construct again an odd continuation of our function to the interval of double length:
C(x, t) = G(x, t)−G(2L− x, t)
where G(x, t) is the Green function of the free problem, so that the solution of the BVP can be
found by fitting the boundary:
C˜(x,u) =
C0
u
exp
[
−
√
uα
Kα
x
]
− exp
[
−
√
uα
Kα
(2L− x)
]
1− exp
[
−
√
uα
Kα
2L
] . (5.87)
Expanding this expression around u = 0 and keeping only the leading orders we find the station-
ary solution
C˜(x,u→ 0) = C0
u
L− x
L
C(x, t→∞) = C0
(
1− x
L
)
and the lowest order u-correction:
2C0
3Kα
[
Lx−L2
]
uα−1 ,
(5.88)
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which in time domain behaves as
2C0
3KαΓ[1−α]
[
Lx−L2
]
t−α
and hence conforms with the long time relaxation behavior obtained in Eq. (5.86).
Figure 5.10: C(x, t) for α = 0.5 at t = 0.0001 (dashed), 0.01 (dotted),
1 (solid line). L = 1, Kα = 1. The boundary values are
C(0, t) = 1 and C(1, t) = 0.
Figure 5.11: C(x, t) under normal diffusion at t = 0.01 ((dashed), 0.1
(dotted), and the stationary profile t = ∞ (solid line);
D = 1. The boundary values are C(0, t) = 1 and C(1, t) =
0.
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Figs. 5.10 and 5.11 show the particle profiles for subdiffusion and normal diffusion at different
times, respectively, for boundary values C(0, t) = 1 and C(1, t) = 0. The profiles were obtained
by a small u series expansion of the solution (5.87) and subsequent inversion. Note again the
different range of times for which the profiles are shown in the anomalous and normal case.
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6 Chemical Reactions under Subdiffusion
There are basically two different concepts of reaction–subdiffusion. The first accounts for the
situation where, from the CTRW point of view, the reaction of a particle coincides with a jump
event. The particle reacts with a certain probability at the instant a jump occurs, provided the
respective reaction partners are present. Such reaction–subdiffusion equations exhibit decoupled
reaction– and transport terms, both being acted upon by a time–fractional derivative. In order
to obtain solutions to this type of equations, it is often promising to extend the methods known
from the normal reaction–diffusion analogue, e.g. by making use of scaling or subordination, or
quasi-static approaches, where applicable. This type of reaction subdiffusion will only briefly
be touched upon.
The second concept is pertinent to the situation where reactions take place during the waiting
time periods and obey locally the classical reaction rate kinetics and is the main focus of our
considerations. This type of equations is characterized by a transport term that is influenced
by reaction. More precisely, the classical rate kinetics modifies the subdiffusion kernel by an
additional factor, depending in general on the particle concentrations at previous times. Be-
fore this issue is treated in detail, a brief introduction to classical reaction rate equations and an
overview of different types of reaction–subdiffusion will be given. Then, we will give a deriva-
tion of reaction–subdiffusion equations under arbitrary classical linear rate kinetics by means
of the CTRW approach. These equations can be presented in a closed form since the memory
cutoff in the transport term is governed only by the reaction rate coefficient. The solution to a
simple linear reaction–subdiffusion equation under Dirichlet boundary conditions will turn out
to be representable in terms of a solution to the subdiffusion equation without reaction. Finally,
nonlinear reaction–subdiffusion will be discussed.
6.1 Classical Rate Description of Chemical Reactions
Chemical reactions are often described in terms of reaction rates. Assume a reaction of N com-
ponents Cl,
N∑
l=1
nlCl
κ+


κ−
N∑
l=1
mlCl (6.1)
where κ+ and κ− denote the rate coefficients of the reaction in both directions, and nl ,ml ∈N are
stoichiometry factors. The rate for a reaction to take place is given by:
κ+
N∏
l=1
Cnll and κ−
N∏
l=1
Cmll , (6.2)
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i.e. the mean reaction rates are assumed to be proportional to the product of the concentrations
Cl of the reaction partners. In practice, the sum of the stoichiometry factors does not exceed
2 since reactions of three particles are extremely rare [24]. Let us denote these rate terms by
Rl(x, t) = Rl (C1(x, t), ...,CN(x, t)) in the following. Throughout this exposition the reaction rates
of the above type will be referred to as classical reaction rates.
The rate coefficient κ comprises contributions κr stemming from the probability to react on en-
counter, and κd which is related to the probability of particle collisions, so that
κ−1 = κ−1d + κ
−1
r . (6.3)
Hence, a constant rate coefficient κ requires constant probabilities for the particles to collide and
to react on encounter. The first of these probabilities is transport dependent. Smoluchowski
[99] has shown that in a mean field description of particle coagulation in the case of normal
diffusion in three dimensions, the transport dependent contribution to the rate coefficient must
be constant. His approach was based on showing that the diffusive flux J onto the surface of
a totally absorbing sphere with radius rS reaches stationarity. With the initial homogeneous
concentration C0 and diffusion constant D, this stationary flux at large times is given by
Jstat = 4piDrS C0 (6.4)
whose inverse determines the coagulation time and from which we conclude the contribution to
the rate coefficient stemming from diffusion,
κd = 4piDrS . (6.5)
However, in most of the cases, when reactions are slow, the contribution κr is the dominant one
[100]. Note that for slow coagulation, Smoluchowski refined the above approach by introducing
a partially reflecting boundary at rS . The result differs from the above one only by constants,
proportionalities with reaction radius and diffusion constant remain the same. For a constant
probability to react on encounter, it is necessary that the Maxwell velocity distribution holds
throughout the reaction volume and at all times. To this end, the temperature must be constant
and the particles have to perform frequent elastic collisions without reacting. The inner degrees
of freedom of the particles are required to be in thermal equilibrium as well. Moreover, the
particle concentrations have to be at least locally homogeneous [24].
With constant rate coefficients, the rate equation for the temporal change of concentration of
species Cl is given by
∂Cl(t)
∂t
= κ+(ml−nl)Cn11 (t)Cn22 (t)...CnNN (t)
+ κ−(nl−ml)Cm11 (t)Cm22 (t)...CmNN (t) . (6.6)
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The stationary state is given by ∂Ci(t)∂t = 0, and the following relation holds:
κ−
κ+
=
Cn11 (t)C
n2
2 (t)...C
nN
N (t)
Cm11 (t)C
m2
2 (t)...C
mN
N (t)
. (6.7)
6.2 Reaction-Subdiffusion
Many phenomena in nonequilibrium systems can be described in terms of reaction–diffusion
equations, if fluctuations can be neglected. One condition for this to hold is that the mean
free paths of the reacting particles are much smaller than the characteristic scales of spatial
inhomogeneities. Moreover, a three-dimensional mean-field description of reaction is consid-
ered throughout this exposition, since otherwise the assumption of a constant rate coefficient
would not be correct. At lower dimensions fluctuations have to be taken into account so that
a mean–field description must fail, not only in normal reaction–diffusion but also in reaction–
subdiffusion. In the fluctuation dominated regime, other methods are necessary, and sometimes
it is even possible to find exact solutions. Examples are immediate reactions on encounter under
subdiffusion in one dimension and were given in [101, 102]. The authors adapted a method al-
ready known from the respective problems under normal diffusion and found exact solutions for
the A + A coagulation and annihilation problems in terms of the distribution of empty intervals,
which obeys a subdiffusion equation. Here, we assume that all equations explicitly depending
only on one spatial variable x correspond to spatial homogeneity of the system within the planes
perpendicular to x, so that the description via constant rate coefficients applies.
Under normal diffusion, transport of particles and reaction are independent of each other.
Hence, the temporal change in particle concentration for the species Cl is obtained by adding
the transport term known from the diffusion equation, and the reaction rate term,
∂Cl(x, t)
∂t
= Dl∆Cl(x, t) + Rl(x, t) . (6.8)
Although reaction-diffusion equations can be solved analytically only in the minority of the
cases, they have been studied intensely. Applications range from physics as e.g. electron–
hole recombination, to chemistry, and to ecology comprising e.g. predator-prey relationships or
the spread of populations. Reaction–diffusion systems may exhibit a rich variety of dynamical
behaviors, especially when the reaction rate term introduces nonlinearities. For example, travel-
ling waves may occur or stationary or spatiotemporally oscillating patterns, e.g. Turing patterns,
may arise [22]. Another phenomenon is pattern formation in the wake of a reaction front such
as Liesegang bands [103].
In the following, a compilation of the hitherto existing reaction-subdiffusion equations shall
be given. First attempts of setting up reaction-subdiffusion equations were based on mere con-
clusions by analogy. As in the case of normal reaction-diffusion, a classical reaction rate term
was added to the transport term in order to obtain the change in particle concentration. Although
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it is rather unlikely that this type of equations corresponds to a physical reaction-subdiffusion
situation at all, it will briefly be presented here for the sake of completeness and it will be re-
ferred to as the phenomenological reaction-subdiffusion equations.
Later on, the focus will be on those reaction-subdiffusion equations that are more in use today
to model reaction-subdiffusion phenomena. In reaction-subdiffusion, we may have two different
situations. From the CTRW point of view, the first one pertains to the reaction taking place at a
certain probability when a particle jumps (and, where applicable, encounters a reaction partner)
and will be called "Subdiffusive Reaction Kinetics". The second variant is subsumed under the
title "Classical Reaction Rate Kinetics", alluding to a normal, diffusion controlled reaction mech-
anism according to the classical Smoluchowski rate kinetics at a microscopic scale, whereas the
subdiffusive motion takes place on a mesoscopic scale. Here, the reaction takes place during the
waiting times and independently of the performed steps.
6.2.1 Phenomenological Reaction–Subdiffusion Equations
Analogously to normal reaction–diffusion, several authors [104, 105] have set up equations for
reaction subdiffusion by adding the transport term known from time–fractional diffusion and a
classical reaction rate term:
∂Cl(x, t)
∂t
= 0D1−αt Kα∆Cl(x, t) + Rl(x, t) . (6.9)
0D1−αt (·) = 1Γ(α) ddt
∫ t
0 (t− t′)α−1(·)dt′ is the Riemann–Liouville fractional derivative, α the subdif-
fusion parameter and Kα the generalized diffusion constant.
The reasoning to put up the reaction–subdiffusion equations in that way was the idea of treat-
ing the reaction term as a source term [104, 32]. In the case of a present source in subdiffusion,
the amount of particles added or removed at a position x are explicitly given for all times t.
Even though in reaction–subdiffusion particles are added or removed during their dispersal as
well, this addition or removal is no longer explicitly time dependent, but depends on time only
through the particle densities. The resultant problem in the case of reaction–subdiffusion con-
sists in the fact that if the reaction takes place at a certain (classical) rate, there is a growing
disparity between the time scales at which reactions and jump events take place. With the wait-
ing time periods on all scales, it is obvious that especially the long waiting times are likely not
to be completed because the particle vanishes due to reaction before the next step is taken. One
may therefore expect qualitative effects of the reaction on the transport. These effects were not
taken into account in Eq. (6.9). As we will see in section 6.2.3, taking into account the reaction
probability for a particle during a waiting time in the CTRW picture indeed leads to equations
where transport and reaction no longer decouple.
This problem does not appear in normal reaction diffusion where the time scales of reaction
and jump events remain constant. In that situation, the average relative change in particle con-
centration due to reactions taking place during a waiting time is equivalent to adding or removing
a proportion of particles at once, e.g. at the end or beginning of a waiting time period. In sub-
diffusion however, these situations have to be carefully distinguished. Hence, the specification
of the dependence of reaction on time or on the amount of performed steps is crucial. These
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considerations lead us directly to the next two sections.
6.2.2 Microscopic Model and Subdiffusive Reaction Kinetics
The microscopic models are based on the assumption that particles react on encounter with a
certain probability, under the premise that the transport on small scales is governed by subdif-
fusion. Seki et al. put forth such a microscopic model of the reaction rates arising in geminate
pair recombination under subdiffusion [106]. They adapted the basic idea of Smoluchowski and
introduced a primary particle onto which the other particles diffuse. Instead of introducing a
partially reflecting boundary at a radius rS , a reaction zone [rS ,rS +δr] was defined in which
reactions were supposed to occur at a certain intrinsic rate κint. Using a CTRW approach, the
probability to escape the reaction zone is given by ψ(t)e−κintt. With an appropriate waiting time
pdf ψ(t) ∝ t−1−α, the memory arising from the subdiffusive motion carries over to the reaction
rate. The resultant reaction–subdiffusion equations exhibit a fractional derivative acting upon
both the transport and the reaction term so that
∂Cl(x, t)
∂t
= 0D1−αt [Kα∆Cl(x, t) + Rl(x, t)] . (6.10)
This type of equation was the object of study for several authors. In the case of linear reaction
kinetics, a probabilistic derivation within the framework of CTRW with heavy–tailed waiting
time densities where reactions take place at a certain rate at the beginning of each waiting time
period led to similar reaction subdiffusion equations [31]. Ref. [29] investigated scaling prop-
erties of density and reaction profiles of the A + B→ C reaction. The respective reaction terms
for the species A and B are then RA,B = −κA(x, t)B(x, t). For the initial conditions of a sharp
front with A-particles at one side and B-particles on the other, a broadening reaction zone where
the product C is produced appears. The qualitative behavior of that system can be characterized
by a number of exponents. Thus, the width of the depletion zone wd where the concentrations
are significantly smaller than their initial values is determined by A(x, t)−B(x, t), which obeys a
time–fractional diffusion equation, and was shown to scale as wd ∝ tα/2. Other quantities studied
were the width wr ∝ tα/6 and height hr ∝ tα/3−1 of the reaction zone κA(x, t)B(x, t). The reactant
concentrations go as t−α/3. We note here that the underlying quantities from which the expo-
nents are deduced, namely A(x, t)−B(x, t) and κA(x, t)B(x, t), are subordinated to the respective
quantities under normal diffusion. It is therefore not surprising that the scaling behavior under
subdiffusion can be obtained from the respective behavior under normal diffusion, as e.g. in
[107, 108], and substituting t by tα. A generalization to the reactions nA + mB→ 0 with differ-
ent generalized diffusion coefficients for either species, Kα,A, Kα,B was obtained by solving the
reaction-subdiffusion equations under the quasi–static assumption [30].
Turing pattern formation in the context of equations of type (6.10) was investigated e.g by [32].
6.2.3 Mesoscopic Model and Classical Reaction Rate Kinetics
Another scenario to be considered is reaction in porous media such as e.g. sediments. Subdiffu-
sion arises on a mesoscopic level due to trapping of particles in stagnant regions of the flow, and
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is modelled by CTRW with heavy-tailed waiting time pdfs. On the microscopic scale, within the
pores and cavities, the transport is normal and hence the classical reaction rate kinetics applies.
The situation is sketched in Fig. 6.1. The particle jumps now take place between well mixed
compartments at sites i, so that during the waiting times at a site the particles may react accord-
ing to classical rate kinetics. This corresponds to the situation we will focus on in all following
considerations.
Figure 6.1: Compartment model for CTRW with on–site reaction accord-
ing to classical rate kinetics. In the unbiased situation, the gain
flux at a site i consists of 1/2 the loss fluxes at the neighboring
sites; the lattice constant is a.
In a setting like this, the particles can undergo reactions even when they are trapped. As a con-
sequence, the transport term and the reaction term of the corresponding reaction–subdiffusion
equations no longer decouple. Particularly when particles vanish, there is a concentration-
dependent cutoff of the long ranged memory kernel in the transport term.
Moreover, it is important to define whether a reacting particle is re-labelled and keeps its waiting
time, or whether it is assigned a new waiting time which. In the latter case, the effective mobility
of the product particles can be considerably increased, which may result in qualitatively differ-
ent dynamics and violations of local conservation laws. These implications yet lack a theoretical
basis, and therefore we will only consider re-labelling in the following.
6.3 Linear Kinetics
Considering arbitrary linear reactions, the local kinetic rate equations generalize to
∂C(x, t)
∂t
= RC(x, t) , (6.11)
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where C is the vector of the concentrations of the reacting species Cl and R the constant reac-
tion rate matrix. This reaction rate matrix represents the interdependencies between the different
species that are due to reaction. Accordingly, the survival- and transformation probabilities dur-
ing a waiting time from t0 = 0 to t are given by the matrix exponential
P(t) = eRt . (6.12)
The corresponding reaction subdiffusion equations were derived by Langlands et al. [35] by
means of a probabilistic approach akin to that put forward in [109, 34]. Here, an alternative
derivation of the linear reaction subdiffusion equations is given. Again, the local fluxes at site i
are considered, so that we have
∂Ci(t)
∂t
= j+i (t)− j−i (t) +RCi(t)
=
1
2
j+i−1(t) +
1
2
j+i+1(t)− j−i (t) +RCi(t) . (6.13)
The entries of the flux vector ji(t) are the fluxes of the different species at i. The fluxes of parti-
cles leaving site i are given by
j−i (t) = ψ(t)e
RtCi(0)
+
∫ t
0
ψ(t− t′)eR(t−t′)
[
∂
∂t′
Ci(t′) + j−i (t
′)−RCi(t′)
]
dt′ , (6.14)
i.e. the flux of particles leaving site i at t is firstly made up of those particles that were at i from
the very beginning, did not vanish, though probably having experienced several transformations,
and did not jump until t, or were created by transformations of particles that did not jump until t.
This part is represented by the first summand on the rhs of (6.14). Secondly, the loss flux com-
prises as well those particles that came to i at a later time t′, did not jump until t and either did not
vanish or were created during that time by reaction. These particle fluxes are represented by the
second summand on the rhs of (6.14). Of course, in the general case of the reaction matrix not
being diagonal, the summands on the rhs of (6.14) may consist of several summands themselves
when the equation is written down elementwise, i.e. for each species separately. Multiplication
of (6.14) with e−Rt and passing to Laplace domain yields
L
{
e−Rtj−i (t)
}
= ψ˜(u)L
{
e−Rt
[
∂
∂t
Ci(t) + j−i (t)−RCi(t)
]}
= ψ˜(u)
[
uL
{
e−RtC(t)
}
+L
{
e−Rtj−i (t)
}]
, (6.15)
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where we exploited the chain rule of differentiation, ∂∂t
[
e−RtCi(t)
]
= e−Rt
[
∂
∂tCi(t)−RCi(t)
]
. Fur-
thermore,
L
{
e−Rtj−i (t)
}
=
uψ˜(u)
1− ψ˜(u)L
{
e−RtCi(t)
}
. (6.16)
For algebraic waiting time pdfs ψ˜(u) ' 1− ταuα, 0 < α < 1, we recognize the Laplace represen-
tation of the Riemann-Liouville fractional derivative so that back in time domain,
j−i (t) = e
Rt 1
ταΓ(1−α) 0D
1−α
t e
−RtCi(t) . (6.17)
Inserting this expression into the balance equation (6.13) and passing to continuous coordinates
results in the reaction-subdiffusion system
∂C(x, t)
∂t
= eRtKα0D1−αt e−Rt∆C(x, t) +RC(x, t) (6.18)
with Kα = a
2
2ταΓ(1−α) and a being the lattice constant. Note that the exponential factor indi-
cating the survival probability or per capita increase factor of particles enters the equation as
a part of the memory kernel, since eRt0D1−αt e−Rt f (t) =
1
Γ(α)
∂
∂t
∫ t
0 M(t − t′)eR(t−t
′) f (t′)dt′ with
M˜(u) = uψ˜(u)1−ψ˜(u) . In the case of exponential waiting time pdfs ψ(t) =
1
τe
− tτ , i.e. ψ˜(u) = 1/(uτ+ 1),
we have M(t) = 1τδ(t), the additional exponential factor does not play any role and the normal
reaction diffusion equation is reproduced.
The Green function of (6.18) is given by
C(x, t) = C0eRtGS D(x, t) , (6.19)
where C0 denotes the initial concentrations of the species and GS D the Green function of the
subdiffusion equation without reaction.
Note that it is often possible to diagonalize R. In that case there exists a representation in terms
of independent reaction subdiffusion equations for the respective eigenvectors. To underline this
statement, two special cases shall serve as an example [35]. The first one is the irreversible
A→ B reaction. With κ being the reaction rate coefficient, the reaction matrix R takes on the
form
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R =
[ −κ 0
κ 0
]
. (6.20)
The matrix exponentials are readily evaluated, so that for the concentration of both species
∂A(x, t)
∂t
= e−κtKα0D1−α0
[
eκt∆A(x, t)
]
− κA(x, t) (6.21)
∂B(x, t)
∂t
= Kα0D1−α0 ∆ [A(x, t) + B(x, t)]
−e−κtKα0D1−α0
[
eκt∆A(x, t)
]
+ κA(x, t) . (6.22)
This reproduces the system of equations obtained in a previous work by Sokolov et al., [28].
Note that the eigenvectors for which the equations decouple are A and A+ B, with the respective
eigenvalues −κ and 0. Hence, the respective decoupled system is
∂A(x, t)
∂t
= e−κtKα0D1−α0
[
eκt∆A(x, t)
]
− κA(x, t) (6.23)
∂ [A(x, t) + B(x, t)]
∂t
= Kα0D1−α0 ∆ [A(x, t) + B(x, t)] , (6.24)
and the solution to the IVP with A(x,0) = A0δ(x) and B(x,0) = B0δ(x).
The second example is the reversible A
 B reaction. We have
R =
[ −κ1 κ2
κ1 −κ2
]
(6.25)
with the forward reaction rate coefficient κ1 and the backward rate coefficient κ2. The resultant
reaction-subdiffusion system is given by
∂A(x, t)
∂t
= ρ2Kα0D1−αt ∆ (A(x, t) + B(x, t))− κ1A(x, t) + κ2B(x, t)
+e−κ
∗tKα0D1−αt
[
eκ
∗t∆ (ρ1A(x, t)−ρ2B(x, t))
]
(6.26)
∂B(x, t)
∂t
= ρ1Kα0D1−αt ∆ (A(x, t) + B(x, t)) + κ1A(x, t)− κ2B(x, t)
−e−κ∗tKα0D1−αt
[
eκ
∗t∆ (ρ1A(x, t)−ρ2B(x, t))
]
(6.27)
with
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κ∗ = κ1 + κ2 ,
ρ1 =
κ1
κ∗ , ρ2 =
κ2
κ∗
. (6.28)
The same reaction-subdiffusion system was derived by Sagues et al., [110]. Note that the system
of equations (6.26), (6.27) can be written as the decoupled system [35]
∂ (A(x, t) + B(x, t))
∂t
= Kα0D1−αt ∆ (A(x, t) + B(x, t))
∂ (ρ1A(x, t)−ρ2B(x, t))
∂t
= +e−κ
∗tKα0D1−αt
[
eκ
∗t∆ (ρ1A(x, t)−ρ2B(x, t))
]
−κ∗ (ρ1A(x, t)−ρ2B(x, t)) (6.29)
for A(x, t)+ B(x, t) and ρ1A(x, t)−ρ2B(x, t) with the eigenvalues of the reaction matrix 0 and −κ∗,
respectively. The solutions for the initial conditions A(x,0) = A0δ(x), B(x,0) = B0δ(x) are then
A(x, t) = A0
(
ρ2 +ρ1e−κ
∗t
)
GS D(x, t) + B0ρ2
(
1− e−κ∗t
)
GS D(x, t)
B(x, t) = A0ρ1
(
1− e−κ∗t
)
GS D(x, t) + B0
(
ρ1 +ρ2e−κ
∗t
)
GS D(x, t) . (6.30)
Recall again that GS D denotes the Green function of the mere subdiffusion equation without
reaction.
6.4 Boundary Value Problems under Reaction-Subdiffusion
It may be of practical interest to consider boundary problems in reaction-subdiffusion since in
laboratory experiments the reaction volume is finite. The reactant supply may be provided by a
bath of particle solution maintaining the respective concentration at the boundaries of the reac-
tion volume. It should however be noted that it is not yet clear how boundary conditions can be
controlled in practice, since one can expect that a bath where particles move according to normal
diffusion in contact with a subdiffusive medium will lead to an ever increasing accumulation of
particles in the boundary layer of the medium. This increase may only be restricted due to a
finite capacity of the medium. Since this issue is not in the scope of the present work, we take
the boundary conditions for granted.
In the following, the very simple case of a Dirichlet Boundary value problem for degrading
particles under subdiffusion will be studied [111]. The issue of degradation under subdiffusion
was also studied by Hornung et al. [112] in order to describe morphogen degradation in cellular
tissue. They used a CTRW model where the particles were only allowed to degrade by a certain
rate when they had performed a jump before and found that stationary profiles do not exist. We
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will see later that in contrast to that, in our model stationary profiles do exist.
For normal reaction-diffusion equations in general, it is impossible to express the solutions to
BVPs analytically. However, there are some special cases which allow for a fully analytical
representation of the solution to special BVPs. One of them is the Dirichlet BVP for degrading
particles, i.e. the simple irreversible reaction A→ 0. For normal diffusion, it was shown that in
order to obtain the solution to the Dirichlet BVP for degrading particles, one has to subject the
solution to the same BVP without degradation to a transformation [113]. As will turn out, this
holds true as well for the subdiffusion-reaction equations. Moreover, this transformation is the
same as the one in the normal diffusive case.
6.4.1 Degradation–Subdiffusion Solution to the Dirichlet BVP
We use the equation for linear reactions under subdiffusion derived earlier, cp. Eq. (6.18),
writing the time fractional operator in integral form:
∂A(x, t)
∂t
=
a2
2
∆
∫ t
0
M(t− t′)exp [−κ(t− t′)]A(x, t′)dt′− κA(x, t) . (6.31)
The Green function of this equation, i.e. the response to a δ-peak at x = 0 and t = 0, can be found
by making use of the shift theorem of the Laplace transform:
G˜(x,u) =
1√
Kα(u + κ)1−α/2
exp
−√ (u + κ)αKα |x|
 (6.32)
which is exactly the Green function of the subdiffusion equation without reaction, with u
changed to u+κ. We know that the solutions to the subdiffusive Dirichlet BVP with degradation
will be, generally speaking, linear combinations of temporal convolutions of functions of the
type (6.32). A constant boundary value requires a boundary condition proportional to 1u in
Laplace domain, and we are able to express the solution with degradation in terms of the solution
without degradation, but for the same boundary conditions. Let for now A∗ be the solution to
the problem without degradation. The solution with degradation included is then in Laplace
domain:
A˜(x,u) =
κ+ u
u
A˜∗(x, κ+ u) (6.33)
and in original domain (again using the shift theorem):
A(x, t) = κ
∫ t
0
A∗(x, t′)exp
[−κt′] dt′+ A∗(x, t)exp[−κt] , (6.34)
a result already found for the construction of the solution for normal diffusion with degradation
[113], corresponding to the formal substitution α→ 1, Kα→ D.
In the following, we examine a one-dimensional system with given boundary concentrations.
We account for two cases: one fixed boundary value in a semi-infinite domain, and two fixed
boundary values at a finite interval. In all these considerations we assume that initially, the
interior of the region of interest is completely empty, A(x, t = 0) = 0, and its boundaries are
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determined by the aforementioned Dirichlet boundary conditions.
6.4.2 Degradation–Subdiffusion on the Semi–infinite Domain
To find the solution to the Dirichlet BVP in degradation–subdiffusion, we have to take into
account that the modified Green function (6.32) constitutes the basic structure of the solution.
Fitting the boundary, we find for an initially empty domain x > 0
A˜(x,u) =
A0
u
exp
−√ (u + κ)αKα |x|
 . (6.35)
The large time limit corresponds to u→ 0 so that we deduce immediately the stationary profile:
A(x, t→∞) = A0 exp
[
−
√
κα
Kα
|x|
]
, (6.36)
an exponential just as in the normal diffusive case α = 1, differing only by the exponent α in
the rate coefficient which increases the profile’s steepness (if κ < 1). Figure 6.2 shows the pro-
files under reaction-subdiffusion at different times. The profiles were again obtained by means
of a series expansion and term-by-term inversion of the corresponding expressions in Laplace
domain. The different times were chosen according to the corresponding profiles C(x, t) for the
same BVP without degradation that were derived in the previous chapter, Fig. 5.4, so that a
direct comparison is possible. The profiles under subdiffusion with degradation for the times
t = 5 and t = 50 coincide, i.e. the profile has reached stationarity. Fig. 6.3 is the counterpart to
Fig. 5.3 including degradation. The difference in the profiles for t = 2 and t = 8 is very small,
and the profile at t = 8 corresponds to the stationary one.
Figure 6.2: Particle profiles under reaction-subdiffusion, α = 0.5 for
t = 0.5 (solid line), t = 5 (dashed) and t = 50 (dotted);
Kα = 1, κ = 1. Prescribed boundary value A(0, t) = 1.
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Figure 6.3: Particle profiles under reaction-diffusion for t = 0.5
(solid line), t = 2 (dashed) and t = 8 (dotted); D = 1, κ= 1.
Prescribed boundary value A(0, t) = 1.
6.4.3 Degradation–Subdiffusion on the Finite Interval
For subdiffusion with degradation we again modify the ansatz (5.74) for the respective BVP on
the interval (0,L) under mere subdiffusion according to (6.32) and finally find the solution in
Laplace domain:
A˜(x,u) =
A0
u
exp
[
−
√
(u+κ)α
Kα
x
]
− exp
[
−
√
(u+κ)α
Kα
(2L− x)
]
1− exp
[
−
√
(u+κ)α
Kα
2L
] . (6.37)
The stationary profile is obtained in the limit u→ 0,
A(x, t→∞) = A0
exp
[
−
√
κα
Kα
x
]
− exp
[
−
√
κα
Kα
(2L− x)
]
1− exp
[
−
√
κα
Kα
2L
] ,
shown in Fig. 6.4. The relaxation behaviour is governed by the exponential survival probability.
At large times the rate coefficient κ governs the time scale of relaxation as seen from Eq.(6.34).
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Figure 6.4: Stationary particle profile for a Dirichlet BVP under
reaction–subdiffusion, α = 0.5, Kα = 1, κ = 10, L = 1,
A0 = 1, AL = 0.
Let us now turn to the case where both boundaries have non–zero constant values, A(0, t) = A0,
A(L, t) = AL. Proceeding as above we find the solution for the reaction–subdiffusion equation
A˜(x,u)
=
1
u
A0
1− ALA0
exp
[
−
√
(u+κ)α
Kα
L
]
− A0AL exp
[
−
√
(u+κ)α
Kα
2L
]
1− exp
[
−
√
(u+κ)α
Kα
2L
]

×exp
−√ (u + κ)αKα x

+AL

1− A0AL exp
[
−
√
(u+κ)α
Kα
L
]
1− exp
[
−
√
(u+κ)α
Kα
2L
]
exp
−√ (u + κ)αKα (L− x)

 (6.38)
and the stationary solution for degrading particles shown in Fig.6.5:
A(x, t→∞) = A0
1− ALA0
exp
[
−
√
κα
Kα
L
]
− A0AL exp
[
−
√
κα
Kα
2L
]
1− exp
[
−
√
κα
Kα
2L
]
exp
[
−
√
κα
Kα
x
]
+AL

1− A0AL exp
[
−
√
κα
Kα
L
]
1− exp
[
−
√
κα
Kα
2L
]
exp
[
−
√
κα
Kα
(L− x)
]
.
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Figure 6.5: Stationary particle profile for a Dirichlet BVP un-
der reaction–subdiffusion, α = 0.5, Kα = 1, κ = 10,
L = 1, A0 = 1, AL = 0.5.
Resumé We examined the solutions to the equations that describe degradation of subdiffus-
ing particles, A→ 0, under Dirichlet boundary conditions. The type of reaction–subdiffusion
equations we use here is based on a CTRW approach and takes into account the fact that parti-
cles that react during their waiting times do not contribute to transport anymore, which leads to
an exponential (reaction-dependent) cutoff of the long-ranged kernel in the transport term. For
such kind of equations we have shown that the problem of the Dirichlet BVP with degradation
in subdiffusion can be reduceded to the Dirichlet BVP without degradation, just as in normal
diffusion. The resultant stationary profiles do not differ qualitatively from the ones obtained in
normal diffusion, the only difference is that the rate coefficient κ enters the respective expression
for the stationary profile with a different power. We note again that for this treatment of the
reaction-subdiffusion equation with degradation the exponential cutoff of the transport kernel
due to reaction is essential.
6.5 Nonlinear Kinetics
In a first attempt to set up the corresponding nonlinear reaction subdiffusion equations, [34] used
a probabilistic approach put forward by [109] in another context and arrived at the equations
∂Cl(x, t)
∂t
= R+l (x, t) + R
−
l (x, t)
+
a2
2
∆
∫ t
0
M(t− t′)exp
[∫ t
t′
R−l (x, t
′′)
Cl(x, t′′)
dt′′
]
Cl(x, t′)dt′ (6.39)
where the reaction term Rl was divided into a part R+l > 0 accounting for creation and a part
R−l < 0 accounting for annihilation of particles, and a is the lattice constant. The memory kernel
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consist of one part corresponding to the kernel of the mere subdiffusion equation related to the
waiting time pdf ψ(t) in Laplace domain via M˜(u) = uψ˜(u)
1− ˜ψ(u) , and another part representing the
survival probability of the particles. This survival probability depends on the densities of the
reacting species entering the negative part of the reaction term R−l and imposes a cutoff upon the
long-ranged memory kernel M. These equations however do not account for interdependencies
of the particle densities arising from conversions between the species. In the special case of
linear kinetics Rl(x, t) ∝ Cl(x, t) this would correspond to decoupled equations for the different
species. The full survival- and transformation-probabilities for the particles are determined by
the respective system of classical rate equations (6.6) which in general, due to its nonlinearity,
has no analytic solution. It is therefore often impossible to set up the reaction-subdiffusion
equations.
If the reaction is irreversible, it is possible to write the equation for the change in concentration
of the species depending only on the actual concentrations themselves, but not on the actual
creation or annihilation of other species. In some cases, conservation laws prove useful in finding
the correct reaction-subdiffusion equations. The remainder of the work focuses on some selected
problems in nonlinear reaction-subdiffusion.
6.6 The A + B→ 0 Reaction under Subdiffusion
For the reaction A + B→ 0, both equations can be written down in a form similar to (6.39). We
derive the reaction-subdiffusion equation for B by considering again the flux balance at site i:
∂Bi(t)
∂t
= j+B,i(t)− j−B,i(t)− κAi(t)Bi(t)
=
1
2
j−B,i−1(t) +
1
2
j−B,i+1(t)− j−B,i(t)− κAi(t)Bi(t) (6.40)
so that with the probability not to react within t being PB,i(t|0) = exp
[
−∫ t0 κAi(t′)dt′] the loss
flux at i is
j−B,i(t) = ψ(t)PB,i(t|0)Bi(0)
+
∫ t
0
ψ(t− t′)PB,i(t|t′)
[
∂Bi(t′)
∂t′
+ κAi(t′)Bi(t′) + j−B,i(t
′)
]
dt′ , (6.41)
which, neglecting the initial condition, can be rewritten as
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j−B,i(t)exp
[∫ t
0
κAi(t′′)dt′′
]
=∫ t
0
ψ(t− t′)exp
∫ t′
0
κAi(t′′)dt′′
 [∂Bi(t′)
∂t′
+ κAi(t′)Bi(t′) + j−B,i(t
′)
]
dt′ .
(6.42)
Using
∂
∂t
(
Bi(t)exp
[∫ t
0
κAi(t′′)dt′′
])
=
exp
[∫ t
0
κAi(t′′)dt′′
]
∂
∂t
Bi(t) + Bi(t)κAi(t)exp
[∫ t
0
κAi(t′′)dt′′
]
and applying Laplace transformation results in
L
{
j−B,i(t)exp
[∫ t
0
κAi(t′′)dt′′
]}
=
uψ˜(u)
1− ˜ψ(u)L
{
Bi(t)exp
[∫ t
0
κAi(t′′)dt′′
]}
. (6.43)
Together with the balance equation (6.40) and multiplying exp
[
−∫ t0 κAi(t′′)dt′′] we finally arrive
at
∂B(x, t)
∂t
=
a2
2
∆
∫ t
0
M(t− t′)exp
[
−
∫ t
t′
κA(x, t′′)dt′′
]
B(x, t′)dt′
−κA(x, t)B(x, t) . (6.44)
in continuous coordinates x = ai, provided the relative change in concentration is small compared
to the lattice spacing. Note that the transition from occupation numbers Bi(t) to concentrations
B(x, t) = Bi(t)/a3 requires absorption of the corresponding dimensional constant into the new
reaction rate coefficient, κcont = a3κdiscrete. The respective equations for A are obtained by inter-
changing A and B in (6.44). This system of equations does not allow for a scaling ansatz for
profiles and reaction zones as its subdiffusive kinetics analogue. The survival probabilities affect
the transport terms in that they impose a cutoff upon the subdiffusion kernel that depends on the
concentrations of the respective reaction partners at all previous times. Stationary solutions to
that system of equations on a bounded domain were considered in a previous work [114]. In
order to derive the stationary solutions, it was argued that if stationary states exists, all relevant
quantities can only be functions of their time differences. The survival probabilities for example
take on the form PB,i(t|t′) = PB,i(t− t′) = exp[−κA(x)(t− t′)], due to the stationarity of A and B.
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By virtue of the shift theorem of the Laplace transformation, Eq. (6.44) becomes in Laplace
domain
uB˜(x,u)−B(x, t0|t0) = (6.45)
a2
2
∆
[u + κA(x)]ψ˜(u + κA(x))
1− ψ˜(u + κA(x)) B˜(x,u)− κB˜(x,u)A(x) .
Hence, inserting the asymptotics of a heavy-tailed waiting time pdf ψ˜(u) ' 1− (τu)αΓ(1−α),
which requires in this particular case that κB(x)τ 1, and taking the limit u→ 0 results in
Kα∆A(x)1−αB(x)− καA(x)B(x) = 0 , (6.46)
where Kα = a2/2ταΓ(1−α). The same equation with A and B interchanged holds for A(x). The
stationary state is hence described by a system of stationary reaction-diffusion equations with a
nonlinear diffusion term.
Consider a system on an interval (0,1) with given concentrations of reactants on the boundaries,
e.g. a subdiffusive gel reactor in contact with two well mixed reservoirs on both sides. For the
sake of simplicity we address here a symmetric situation with A(0) = B(1) = 1 and A(1) = B(0),
so that consequently B(x) = A(1− x).
Figs. 6.6 and 6.7 show the numerical results for the steady-state Eqs. (6.46) in the normal case
and the subdiffusive case for different values of α. The results were obtained by a semi-implicit
relaxation algorithm, details see [115].
(a) (b)
Figure 6.6: (a) Stationary particle concentration A(x) and (b) stationary reaction intensity R(x) =
κA(x)B(x) under normal diffusion; different boundary values: A(1) = 1 (dashed), 0.5 (dash-
dot-dot), 5 ·10−2 (dash-dot), 5 ·10−3 (dotted), and 1 ·10−4 (solid line); κ = 0.001, D = 1/2.
For symmetric boundary conditions, the concentration profile in the in reaction-diffusion and
in reaction-subdiffusion situations is very similar. Maximal concentrations are achieved close to
the boundaries. For asymmetric conditions the profiles in the two cases differ strongly. The most
marked difference corresponds to accumulation of A particles in the interior of the subdiffusive
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medium close to the boundary with the larger value. Its counterpart is a depletion zone on the
other side of the system which corresponds to the symmetric accumulation zone for B.
(a) (b)
(c) (d)
Figure 6.7: Stationary particle concentrations A(x) for (a) α = 0.9, (b) α = 0.8, (c) α = 0.7, (d) α = 0.6;
A(1) = 1 (dashed), 0.5 (dash-dot-dot), 5 ·10−2 (dash-dot), 5 ·10−3 (dotted), and 1 ·10−4 (solid
line); κ = 0.001, Kα = 1/(2Γ(1−α)). The smaller the α, the more pronounced get the peak and
the depletion zone.
The dependence of the height of the accumulation peak on the strength of sources is non-
monotonic. Lowering the prescribed concentration at the right boundary A(1) = B(0) leads first
to growth of the peak, and then to its motion closer to the boundary accompanied by decay.
Whereas in reaction-diffusion A(x) reaches a limiting form for A(1)→ 0, no stationary concen-
tration profile exists in the subdiffusive case. For equal boundary values at both sides of the
domain, A-particles react in vicinity of the boundary before they could travel a considerable
distance. For smaller A(1) = B(0) some of A-particles can travel without reaction, due to lack
of reaction partners. They accumulate inside the system and form the peak, since the effective
mobility of the particles decays in the course of time, i.e. the number of performed steps goes
as tα−1. Moreover, the smaller the α, the more pronounced get the peak and the depletion zone,
[114, 115].
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The nonmonotonic behavior with respect to the boundary values is mirrored in a corresponding
nonmonotonicity in the reaction zones κA(x)B(x), Fig. 6.8. Smaller α result in smaller reaction
intensities. A peak in the reaction profile at the center of the domain tends to evolve already at
larger A(1) for smaller α.
(a) (b)
(c) (d)
Figure 6.8: Stationary reaction intensity κA(x)B(x) for (a) α = 0.9, (b) α = 0.8, (c) α = 0.7, (d) α = 0.6;
A(1) = 1 (dashed), 0.5 (dash-dot-dot), 5 ·10−2 (dash-dot), 5 ·10−3 (dotted), and 1 ·10−4 (solid
line); κ = 0,001, Dα = 1/2Γ(1− α). The smaller the α, the smaller becomes the reaction
intensity. A peak at the center of the domain tends to evolve at larger A(1) for smaller α (note
the curve for A(1) = 0.5, dash-dot-dot).
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Reaction
The A+B→ 2A reaction is especially interesting since its solutions represent propagating fronts
of A into the unstable B-domain for appropriate initial conditions. Several recent works were
dedicated to the theoretical description of fronts under subdiffusion [116, 117] for different re-
action schemes and different conditions. Ref.[116] examined the front behavior in a system that
in the case of the normal diffusion would be described by the Fisher-Kolmogorov-Petrovskii-
Piskounov (FKPP) equation. Under the description adopted, the authors have shown that there
exists a (minimal) stable propagation velocity of such front, just as in the normal diffusive case.
The behavior of the fronts under subdiffusion must not necessarily resemble the front behavior
under normal diffusion, though. Depending on the details of the reaction and the special assump-
tions on the characteristics of the waiting times after the elementary act of reaction, the behavior
of the propagating front under subdiffusion may strongly differ from its corresponding normal
diffusive counterpart. There has been a variety of literature on different (sub-) diffusion reaction
systems modelled on the basis of CTRW, all of them including the diffusive FKPP equation as
a special case, [118, 119, 120, 116]. Virtually all of these systems exhibited travelling front so-
lutions with stable front shapes and constant propagation velocities. Fedotov and Mendez [118]
developed an elegant method to determine the front velocities which was based on a hyperbolic
scaling ansatz and a Hamilton Jacobi equation. This method is equivalent to the leading edge
linearization in a comoving frame with constant velocity. In a later contribution, Yadav et al.
[116] adapted this method to reaction- transport equations of the type put forward in [34] for a
reversible branching-coalescence scheme. Based on the different assumptions about the detailed
reaction kinetics and/ or the handling of the waiting times at the instance of an elementary reac-
tion, these models led to different equations.
This section discusses a specific setting leading to front dynamics that is genuinely due to subd-
iffusion. We consider the fully irreversible subdiffusive analogue of the A+B→ 2A reaction dif-
fusion equation with the overall particle concentration being locally conserved. In a first attempt
to find the asymptotic front velocity we adopted the method of linearizing about the leading edge
of the front. We draw upon the assumption that also in the subdiffusive case the front will be a
pulled one. Under the premise of a stable front shape, we show that a minimal constant propa-
gation velocity is zero, which hints at the fact that the propagation of a stable front at constant
velocity is impossible. Later on, results of Monte-Carlo simulations are presented that suggest
two different regimes of front propagation, both exhibiting a decay in propagation velocity. The
first one corresponds to the continuous reaction-subdiffusion scheme with an asymptotic front
velocity going as v ∝ t(α−1)/2, and the latter corresponding to the fluctuation dominated situation
where the front velocity goes asymptotically as v ∝ tα−1. However, the ansatz of an asymp-
totic front with invariant shape and a velocity v ∝ t(α−1)/2 does not conform to the respective
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linearized reaction-subdiffusion equations describing the the leading edge of the front in the
continuous regime. A crossover argument will be given in favor of an ansatz for a front that
exhibits not only a decaying velocity, but also a decaying width. It will be shown that an ansatz
fulfilling these properties is in accordance with the linearized reaction-subdiffusion equations
describing the leading edge of the front. In longer simulations, Campos and Mendez [117] ob-
served that the continuous regime is only valid for intermediate times, whereas for longer times
the power exponent in the time dependence of the front velocity sets in to decay. In the light of
the knowledge about the decreasing front width in the continuous regime, these findings can be
interpreted as the transition to the fluctuation dominated regime which inevitably sets in when at
large times the width of the front reaches the magnitude of the lattice constant. This fluctuation
dominated regime is not amenable to a continuous reaction-subdiffusion description and will be
discussed in detail as well.
7.1 The FKPP Equation
Before we go into the details of the A+B→ 2A reaction under subdiffusion, a brief overview of
the corresponding situation under normal diffusion shall be given.
The Fisher-Kolmogorov-Petrovskii-Piscounov (FKPP) equation was first proposed by R. A.
Fisher in 1937 [21] as a model for propagation of a favorable gene in a population. Kolmogorov,
Petrovskii and Piscounov studied the equation in more detail, focusing on certain preconditions
under which travelling wavefront solutions evolve [25]. Under the assumption of the local con-
servation of the overall particle density A(x, t) + B(x, t) = c0, this equation corresponds to the
mathematical description of the (irreversible or reversible) reaction with the bimolecular au-
tocatalytic conversion A + B→ 2A representing the main stage. Initially the whole system is
homogeneously filled with particles. A reasonable initial condition is that the A-individuals
occupy some bounded spacial domain, which can be described by an initial condition sharply
concentrated in vicinity of the coordinate origin, whereas the B-species fills almost the whole
space homogeneously (except in the vicinity of the coordinate origin). Initial conditions of that
type lead to the propagation of a front of A into the B-domain, which corresponds physically to
a front propagating into the unstable state. Under normal diffusion, the process is described by
a system of partial differential equations
∂A(x, t)
∂t
= D∆A(x, t) + κA(x, t)B(x, t)
∂B(x, t)
∂t
= D∆B(x, t)− κA(x, t)B(x, t) (7.1)
for an irreversible reaction. Under the given initial conditions, the overall concentration is locally
conserved, since the local stoichiometry of the reaction does not change the number of particles.
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Making use the conservation law A(x, t) + B(x, t) = c0, the system of reaction-diffusion equa-
tions can be rewritten as
∂A(x, t)
∂t
= D∆A(x, t) + κA(x, t)c0− κA2(x, t) . (7.2)
The equation for the reversible reaction differs only by the coefficients in front of the two last
terms in the right hand side [121]. It is immediately clear that in the spatially homogeneous
situation, A(x, t) = c0 and A(x, t) = 0 are steady states, the first being stable and the latter unstable.
The FKPP equation represents the simplest model of front propagation into an unstable state and
serves as a prototype for systems exhibiting travelling fronts.
Let us now consider the non-dimensionalized version of Eq. (7.2) by making the substitutions
t→ κc0t, x→ x
√
κc0/D. Moreover, if a travelling wave front solution exists, we can change
into the comoving frame z = x− vt. The velocity is now measured in v =
[√
Dκc0
]
, and the
concentration of A-particles A(z) in c0, and we have
∂2A(z)
∂z2
+ v
∂A(z)
∂z
+ A(z) (1−A(z)) = 0 . (7.3)
The solution should obey the boundary conditions A(z→ −∞) = 1 and A(z→∞) = 0 (for pos-
itive v), since we only expect a travelling wave if the solution is in one steady state at one end
and in another steady state at the other.
The singular points in the phase plane (A(z), ∂∂z A(z)) are given by (0,0) and (0,1). A linear stabil-
ity analysis yields the respective eigenvalues 12
[
−v± √v2−4 + 8A(z)] for the singular points, so
that by exclusion of oscillatory behavior, which is in this case equivalent to forbidding negative
concentrations, the only stable solution left requires v2 ≤ 4 [22]. Again in dimensional quanti-
ties, the range of allowed front velocities satisfies the relation
v ≥ vmin = 2
√
κc0D . (7.4)
An exact analytic travelling wave solution to the FKPP equation can only be given for v = 5√
6
[22]. In general, it is necessary to resort to approximations.
Concerning the steepness of the front, one may approximate the front shape by regarding the
inflection point where the second derivative with respect to z vanishes [22, 122],
0 = v
∂A
∂z
+ A(1−A)
A(z) ≈ 1
1 + exp[z/v]
(7.5)
which provides an appropriate means to relate the steepness of the front to its velocity, as shown
in Fig. 7.1. Steeper fronts correspond to smaller propagation velocities.
113
7 Front Propagation in the A + B→ 2A Reaction
Figure 7.1: Approximated front shapes according to (7.5) for v = 2
(full line), v = 3 (dashed) and v = 5 (dotted).
Far away from the inflection point, at the far edge of the front z→∞, A(x, t) is small (and
B→ c0) so that the FKPP-equation (7.2) can be linearized,
∂A
∂t
= ∆A + A . (7.6)
At the leading edge z 1 we may look for solutions of the form
A(z) ∝ exp[−λ(v)z] . (7.7)
Inserting this front form at the leading edge into the linearized equation (7.6) yields a dispersion
relation between the parameter describing the steepness of the front at the leading edge, and the
propagation velocity
v(λ) = λ+
1
λ
. (7.8)
The minimum is given by vmin = 2 and λvmin = 1, in accordance with (7.4).
The development of a travelling front depends on the choice of the initial conditions. Kol-
mogorov et. al have shown that if the initial condition A(x,0) has a compact support, the solution
of the FKPP equation is the travelling front with the minimal propagation velocity, v = 2 [25].
For exponential initial conditions at the far edge A(x,0) ∝ e−λx for x→∞ steeper than e−λvmin x,
i.e. λ > 1, further stability analysis of the leading edge profile yields a convergence of the front
velocity to vmin = 2 [27, 123]. We may conclude that a travelling front with the minimal velocity
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vmin = 2 evolves from initial conditions that are sufficiently steep in that sense, i.e. sufficiently
localized. This fact is sometimes referred to as the marginal stability principle. Conversely, if
initially the leading edge is given by e−λx with λ < 1, the selected front velocity will be given
by (7.8). In all the following considerations, we will concentrate only on sufficiently localized
initial conditions so that the asymptotic front velocity under normal diffusion is given by the
linear marginal stability velocity vmin = 2.
The front in the FKPP system represents an example of the so-called pulled fronts, as its behav-
ior is determined by the small perturbation around the unstable state far ahead of the front, and
the rest of it gets pulled along by the leading edge. The propagation velocity is independent of
the bulk of the front where the particle conversion mainly takes place, in contrast to the so-called
pushed fronts where the nonlinear growth in the bulk governs the behavior of the fronts, pushing
the front velocities to higher values [26].
7.2 Modelling the Autocatalytic A + B→ 2A Reaction under
Subdiffusion
In the following, the derivation of a subdiffusive analogue to the classical FKPP equation shall
be given. Obviously, the equation for B is the same as in the reaction A + B→ 0, since the
survival probabilities are determined by the same kinetic rate term, cp. Eq. (6.44) in section 6.6.
For A we have
∂Ai(t)
∂t
=
1
2
j−A,i−1(t) +
1
2
j−A,i+1(t)− j−A,i(t) + κAi(t)Bi(t) (7.9)
with the loss flux for the A-particles, cp. [124]
j−A,i(t) = ψ(t)PA(t|0)Bi(0) +ψ(t)Ai(0)
+
∫ t
0
ψ(t− t′)
[
∂Ai(t′)
∂t′
+ j−A,i(t
′)− kAi(t′)Bi(t′)
]
dt′
+
∫ t
0
ψ(t− t′)PA(t|t′)
[
∂Bi(t′)
∂t′
+ j−B,i(t
′) + kAi(t′)Bi(t′)
]
dt′ (7.10)
PB(t|t′) = exp
[
−
∫ t
0
κA(x, t′)dt′
]
(7.11)
PA(t|t′) = 1−PB(t|t′) . (7.12)
The first term on the right hand side of Eq. (7.10) corresponds to the particles that were at i from
the beginning and converted from B to A until t. The second term represents the A-particles that
were at i from the very beginning. The third and fourth term describe the particles that arrived
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at i at a time t′ as A-particles, or arrived as B-particles and reacted until t. The probability PA
to gain new A-particles arises from the conservation of the total number of particles and the
probability PB that the B-particles react. The A-concentration depends on the B-concentrations
at all previous times.
Observe that the quantity A + B = CA+B obeys a subdiffusion equation and is even locally
conserved for initial conditions A + B = const. The respective loss and gain fluxes add up to
j−A,i + j
−
B,i = j
−
A+B,i and j
+
A,i + j
+
B,i = j
+
A+B,i, so that adding the balance equations for both particle
types yields the balance equation for the overall occupation number at site i,
∂CA+B,i(t)
∂t
= j+A+B,i(t)− j−A+B,i(t) =
1
2
j−A+B,i−1(t) +
1
2
j−A+B,i+1(t)− j−A+B,i(t) . (7.13)
The overall loss flux at site i is given by (7.12) and (6.41), where the expressions for the survival
probabilities cancel, so that
j−A+B,i(t) = ψ(t)[Bi(0) + Ai(0)] +
∫ t
0
ψ(t− t′)
×
[
∂
∂t′
Bi(t′) +
∂
∂t′
Ai(t′) + j−A,i(t
′) + j−B,i(t
′)
]
dt′
= ψ(t)CA+B,i(0) +
∫ t
0
ψ(t− t′)
[
∂
∂t′
CA+B,i(t′) + j−A+B,i(t
′)
]
dt′ . (7.14)
This equation can be solved by means of Laplace transformation,
j˜−A+B,i(u) =
uψ˜(u)
1− ψ˜(u)C˜A+B,i(u) . (7.15)
Specifying the waiting time pdf that enters the kernel M˜ = uψ˜(u)1−ψ˜(u) yields either a diffusion equa-
tion for CA+B,i(t) in the Markovian case ψ(t) = 1τ exp
[
− tτ
]
, or a time-fractional subdiffusion equa-
tion in the non-Markovian case ψ(t) ∝ t−1−α. Hence, the behavior of the total particle concen-
tration is diffusive or subdiffusive, respectively. Moreover, if the initial condition is chosen
such that CA+B,i(t) = c0, the total number of particles is also locally conserved for all times,
Ci(t) = Ci(0) = c0. The assumption of a locally conserved overall particle concentration allows
for a description of the situation in terms of a single reaction-subdiffusion equation. It is con-
venient to use the concise equation for the B-particles (6.44) as a basis. Passing to continuous
variables, we have either
∂B(x, t)
∂t
=
a2
2
∆
∫ t
0
M(t− t′)exp
[∫ t
t′
−κ (c0−B(x, t′′)) dt′′]B(x, t′)dt′
−κ (c0−B(x, t)) B(x, t) (7.16)
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or equivalently
− ∂A(x, t)
∂t
=
a2
2
∆
∫ t
0
M(t− t′)exp
[∫ t
t′
−κA(x, t′′)dt′′
] (
c0−A(x, t′)) dt′
−κA(x, t) (c0−A(x, t)) . (7.17)
It is important to note that under subdiffusion the assumption of the reaction as a relabelling
of the particles is crucial. At reaction, the particles do not start a new waiting time period, for
otherwise the effective mobility of particles within the reaction region may be increased so that
the local conservation of the overall particle concentration is no longer given. As a consequence,
the system for the A + B→ 2A reaction under subdiffusion could not be reduced to one single
equation, although this is the case for its normal diffusive counterpart. Since the classical FKPP
equation is a (nonlinear) single species equation, (7.17) or its analogue (7.16) will be referred
to as the subdiffusive FKPP equation in the following. With the subdiffusive analogue of the
classical FKPP equation at hand, the resultant front behavior is amenable to detailed study.
7.3 Asymptotic Front Velocity: A First Approach
In a first attempt of finding the asymptotic front velocity, the subdiffusive FKPP equation (7.17)
is linearized about the leading edge. We conjecture here that the front will be a pulled one, as in
the normal case. A rigorous proof for this assumption can only be given by a thorough stability
analysis of the full nonlinear equations, for which the theory is still lacking. In general, it is
not quite clear under which conditions the nonlinearities in reaction-subdiffusion systems, espe-
cially those in the memory kernel introduced by reaction, are crucial to the qualitative behavior
of the system.
Anyhow, for our FKPP system we expect pulled fronts from our intuitive understanding. Pushed
fronts require nonlinearities in the bulk phase of the front to enhance the growth, which is not the
case here. Moreover, since all reacting particles keep their waiting times and exhibit the same
decrease in effective mobility we do not expect that particles from the bulk are able to outpace
those in the leading edge, which means that also the transport term in the reaction-subdiffusion
equation (7.17) cannot account for a pushed front behavior. Therefore the leading edge of the
front, i.e. the region of small concentrations of the stable reactant, determines the dynamics and
linearization is justified. In the leading edge A(x, t) becomes small, so that
− ∂A
∂t
=
a2
2
∫ t
0
∆
{
M(t− t′) (c0−A(x, t′))exp [−κ∫ t
t′
A(x, t′′)dt′′
]}
dt′
−κ (c0−A(x, t)) A(x, t), (7.18)
where the sequence of differentiation over x and temporal integration was interchanged. The
exponential term in the integrand exp
[
−κ ∫ tt′ (A(x, t′′))dt′′] tends to unity at the leading edge so
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that the integrand can be rewritten as
M(t− t′)
[
∆A(x, t′)−2∇A(x, t′)
∫ t
t′
κ∇A(x, t′′)dt′′
+(c0−A(x, t′))
∫ t
t′
κ∆A(x, t′′)dt′′− (c0−A(x, t′))
(∫ t
t′
κ∇A(x, t′′)dt′′
)2]
so that finally the subdiffusive FKPP equation reads:
∂A
∂t
=
a2
2
∫ t
0
M(t− t′)
[
∆A(x, t′)−2∇A(x, t′)
∫ t
t′
κ∇A(x, t′′)dt′′
+(c0−A(x, t′))
∫ t
t′
κ∆A(x, t′′)dt′′− (c0−A(x, t′))
(∫ t
t′
κ∇A(x, t′′)dt′′
)2]
dt′
+κ (c0−A(x, t)) A(x, t) . (7.19)
We know that the stationary solutions to linear reaction-subdiffusion equations are given by ex-
ponentials, cp. section 6.3. Under the assumption of a stable front at a constant velocity v, the
front should therefore take on a form A(x, t) = A0 exp[−λ(x− vt)] at the leading edge. Insertion
into equation (7.19) and retaining only leading orders in particle concentration yields
∂
∂t
(
A0 exp[−λ(x− vt)] ) = κc0A0 exp[−λ(x− vt)]
−a
2
2
∫ t
0
M(t− t′)
[
−λ2A0 exp [−λ(x− vt′)]
+
κc0λ
v
A0 exp
[−λ(x− vt′)]− κc0λ
v
A0 exp[−λ(x− vt)]
]
dt′
= κc0A0 exp[−λ(x− vt)]
−a
2
2
A0
[
−λ2 + κc0λ
v
]∫ t
0
M(t− t′)exp [−λ(x− vt′)] dt′
+
a2
2
κc0λ
v
A0 exp[−λ(x− vt)]
∫ t
0
M(t− t′)dt′ , (7.20)
with the familiar kernel for which
M˜(u) =
uψ˜(u)
1− ψ˜(u)
in Laplace domain.
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Markovian case
Let us first reproduce the standard expression for the minimal velocity of the stable propagation
in the Markovian case of exponential waiting time distributions. Taking ψ(t) = 1τ exp
[
− tτ
]
, one
obtains M(t− t′) = 1τδ(t− t′) and
0 =
∂
∂t
(
A0 exp[−λ(x− vt)] )− κc0A0 exp[−λ(x− vt)]
+
a2
2τ
A0 exp[−λ(x− vt)]
[
−λ2 + κc0λ
v
− κc0λ
v
]
(7.21)
= λvexp[−λ(x− vt)]− κc0A0 exp[−λ(x− vt)]− a
2
2τ
λ2A0 exp[−λ(x− vt)] ,
which for z = x− vt, z→∞ leads us to the standard dispersion relation for the front:
a2
2τ
λ2− vλ+ κc0 = 0 .
Nonnegative particle concentrations require real values of λ and are only possible for v ≥ vmin =
2
√
a2κc0/2τ ≡ 2√Dκc0 with D = a2/2τ being the diffusion coefficient. Observe that the corre-
sponding result emerges due to the fact that the kernel M reduces to a Delta-function and the
two terms of different nature in Eq. (7.21) cancel each other. As we proceed to show, this
cancellation does not take place in the non-Markovian case.
Non-Markovian case
With a power law waiting time pdf ψ(t) ∝ t−1−α, 0 < α < 1 for large t or ψ˜(u) ' 1−ταuα for small
u, the integral operator with the kernel M becomes the Riemann-Liouville fractional derivative.
Using the substitution t∗ = t− t′, we get
∫ t
0
M(t− t′)exp [λvt′] dt′ = exp[λvt]∫ t
0
M(t∗)exp
[−λvt∗] dt∗
= exp[λvt] M˜(λv) .
Moreover,
∫ t
0
M(t− t′)exp[λvt] dt′ = const
τα
tα−1 ,
so that the contribution of last term in (7.20) vanishes in the large t asymptotics,
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∂
∂t
(
A0 exp[−λ(x− vt)] ) = κc0A0 exp[−λ(x− vt)]
−a
2
2
A0 exp[−λ(x− vt)]
(
−λ2 + κc0λ
v
)
M˜(λv) .
We obtain the sought dispersion relation,
λvA0 exp[−λz] = κc0A0 exp[−λz]
−a
2
2
A0 exp[−λz]
(
−λ2 + κc0λ
v
)
M˜(λv) ,
0 = −vλ+ κc0 + a
2
2
(λ2− κc0λ
v
)M˜(λv) , (7.22)
with z = x− vt. For power-law asymptotics ψ(t) ∝ t−1−α we have ψ˜(u) ' 1− (uτ)α and M˜(u) =
τ−αu1−α, so that
0 = −vλ+ κc0 + a
2
2τα
(
λ2− κc0λ
v
)
(λv)1−α .
This equation is equivalent to
(vλ− κ)c0
( a2
2τα
λ2−αv−α−1
)
= 0 . (7.23)
Since this equation possesses two nonnegative roots for any v ≥ 0, the minimal propagation ve-
locity is zero so that the front velocity tends to zero in the course of time.
Note that these results are reproduced when the above model (7.18) is subjected to an analysis
put forward in [116], for a detailed calculation see Appendix D. These authors used a Hamilton–
Jacobi approach and found a minimal propagation velocity in the case of subdiffusion. The
Hamilton–Jacobi approach and the method of leading–edge linearization are basically equiva-
lent. Hence, the reason for their seemingly contradictory result lies in the fact that a different
reaction-subdiffusion model was used that also comprises the classical FKPP dynamics as a
limiting case.
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7.4 Simulational Results
Having shown the absence of the stable front propagating at a constant velocity, we now turn to
the numerical simulation of the irreversible A+B→ 2A reaction on a one-dimensional lattice 1.
The simulations are carried out on a lattice of length L and a lattice spacing a = 1 where the
initial condition is implemented such that the B particles are distributed homogeneously on the
sites with the average occupation number ac0. In order to initiate the reaction, a single A-particle
is introduced at the left end of the lattice. All particles perform unbiased CTRWs with waiting
times corresponding to the pdf
ψ(t) =
α
(1 + t)1+α
, (7.24)
where 0 < α < 1. A particle arriving at lattice site i at some instant of time stays there for a
sojourn time t drawn from the pdf (7.24) and subsequently makes a jump either to the left or
right neighboring site with equal probabilities. It has to be emphasized again that CRTWs with
waiting time pdfs lacking the first moment are nonstationary and nonergodic, see e.g. [18]. As a
consequence, effective simulational algorithms of the Gillespie type that rely on the Markovian
property of normal diffusion do not apply here. To account for the non-Markovian nature of
the involved transport process, it is necessary to assign an individual sequence of jumping times
to each particle . To do so, the particles are labelled irrespective of their A- or B-nature. The
jumping time sequence for each of them is generated by adding up the waiting times following
from (7.24). Then, all jumping times are sorted and stored. Particles of the same type do
not interact, they do not possess any excluded volume. Particles of different types may react
according to the A + B→ 2A reaction scheme when encountered at the same site.
Before specifying the implementation of the reaction process, we address the issue of different
regimes of front propagation encountered under normal diffusion. Essentially these regimes cor-
respond to the limit of very high and very low concentrations. Considering the effectively one-
dimensional system, the concentration c0 of reactants has the dimension [c0] = [L−1], and the
reaction rate coefficient [κ] = [L/T]. According to the classical FKPP theory, the A+B→ 2A re-
action results in the propagation of a stationary front of width w ∝ √D/κc0 moving at a constant
velocity v = 2
√
Dκc0. At sufficiently low particle concentrations, fluctuation effects come into
play and the mean-field FKPP picture does no longer apply. This is the case if the typical inter-
particle distance l = c−10 becomes larger than the front’s width predicted by the continuous FKPP
theory. Hence, for the classical theory to apply, w l or c0  κ/D must hold. Thus, the con-
tinuous regime is encountered at large concentrations or/and small reaction rates c0→∞, κ→ 0
[122]. Conversely, in the fluctuation-dominated regime the asymptotic propagation velocity is
considerably smaller than in the continuous regime, i.e. for large enough κ or small enough c0
the velocity of the front approaches v ' cD [126]. The effect of fluctuations on front propagation
were studied in detail e.g. by Brunet and Derrida [127] or Riordan et al. [121]. A review was
given by Panja [27].
In order to account for fluctuation effects due to small particle concentrations or large reaction
1All simulations concerning the A + B → 2A reaction under subdiffusion were performed by Hauke Schmidt-
Martens, for the most part in conjunction with his Diploma thesis [125].
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rates in the case of subdiffusion, two different situations with respect to the reaction probabilities
are considered:
In the first case the reactions are implemented such that when an A particle encounters B parti-
cles at a site i, the reaction takes place immediately, which allows for an event-driven algorithm:
The particle that is to jump next is selected and performs the jump to the new site i. All the B
particles present at site i are converted to A instantaneously by renaming them. This setting cor-
responds to the limit of large reaction rates and was simulated in Ref. [126] for normal diffusion.
We will refer to this situation as the Reaction-on-contact model in the following.
The second case corresponds to the reaction with a finite rate. Attempts to react occur at constant
time intervals ∆tr = 1, and the transformation of B into A at a site i takes place with probability
prNA(i)NB(i) per attempt. NA(i) and NB(i) are the number of A and B particles at site i respec-
tively. If a reaction takes place, a B-particle at the site is chosen at random and renamed into A.
Here, each individual site has to be checked for reactions taking place at time intervals ∆tr = 1.
This model corresponds to the situation discussed in section 7.2, see also [128]. On the lattice
sites the classical rate kinetics applies, so that the classical reaction rate can be expressed in
terms of κ = pr/∆tr, i.e. in the units used here, κ equals pr.
In order to obtain the velocity of the propagating front in both cases, we make use of the total
amount of A-particles NA(t) as a measure of the front position x(t) = NA(t)/c0. That definition
has the advantage that it does not require an averaging procedure over several realizations, but
can be defined for a single realization as well. On the other hand, the obtained front position is
preaveraged in the sense that it contains information of the integrated amount A-particles in the
whole system. In contrast to e.g. taking the rightmost A-particle as the position of the front, in
this definition the contribution of the fluctuations in interparticle distance to the fluctuations in
the front position is suppressed and allows for the extraction of good data from relatively few
simulation runs. Various definitions of the front position and their implications are discussed in
[122] for the normal diffusive FKPP system. Most of these considerations can be transferred to
the case of anomalous diffusion as well.
7.4.1 Reaction on Contact
The reaction-on-contact model corresponds to the simplest situation and can be simulated rel-
atively fast, due to the possibility to use the event-driven algorithm. In the simulations of the
reaction-on-contact model, a chain of length L = 10000 sites and with a particle concentration
c0 = 0.3 is set up.
The total amount of particles in dependence of time, NA(t), is shown in Fig. 7.2 for different
values of the subdiffusion parameter α in the pdf Eq. (7.24). The double-logarithmic plot of
NA(t) reveals a power law dependence
NA(t) ∝ tβ . (7.25)
As seen from the slopes of the graphs in the double-logarithmic plot, the values of β are clearly
all smaller than one. The front position NA(t) does not grow at a constant, but at a decreasing
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Figure 7.2: Total amount of A particles as a function of time in the the reaction-
on-contact model, subdiffusion parameter (upper to lower graphs)
α = 0.9, 0.8, 0.75, 0.7, 0.6; c0 = 0.3 The full lines correspond to
the power–law fits, Eq. (7.25).
rate. The fitted exponents β are shown in Table 7.1.
α 0.6 0.7 0.75 0.8 0.9
β 0.604±0.004 0.708±0.004 0.750±0.001 0.775±0.003 0.890±0.003
Table 7.1: Exponents for the fit NA ∝ tβ for different α, reaction–on–contact.
The behavior of NA(t) is consistent with the assumption NA(t) ∝ tα. Hence, the velocity of the
front is decaying with time as
v ∝ tα−1 . (7.26)
In the Markovian case, ψ(t) = 1τe
−t/τ, NA(t) grows linearly in t, which corresponds to a constant
front velocity. This situation served as a test of the algorithm and reproduced the findings of
Ref. [126] such as the linear dependence on concentration and on 1/τ of the front velocity, for
details see [125, 128].
7.4.2 Reaction with Finite Probability
In the situation where the reaction takes place with a probability pr < 1 per unit time, the position
of the front shows again a power-law dependence on time t.
The results for L = 10000, c = 0.3 and reaction probability pr = 0.1 are given in Fig. 7.3.
Again, a power-law of the form Eq. (7.25) adequately describes the data. The estimated values
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Figure 7.3: Total amount of A particles in dependence of time for the reaction
with probability pr = 0.1 per unit time and c0 = 0.3; subdiffusion
parameter from upper to lower graphs: α = 0.9, 0.8, 0.7, 0.6. The
lines represent the power-law fits, Eq. (7.25).
of the fit-parameter β for different values of α are given by Table 7.2.
α 0.6 0.7 0.8 0.9
β 0.636±0.005 0.743±0.006 0.795±0.003 0.898±0.003
Table 7.2: Exponents for the fit NA ∝ tβ for different α in the fluctuation
dominated regime.
These results show again that α ' β and hence the velocity of the front goes as v ∝ tα−1. We
note that the value of the concentration c0 = 0.3 is comparatively small and the value of the
reaction probability pr = 0.1 is still relatively large so that, due to fluctuation effects and to low
dimensionality of the system, deviations from the behavior in the continuous description corre-
sponding to the classical FKPP behavior in the Markovian case are expected. A comparability
of simulational results with the continuous theory put forward in section 7.2 requires large con-
centrations and very small reaction probabilities. Therefore the simulations are carried out for
the parameter values c0 = 10, pr = 0.006, for which the behavior for the analoguous Markovian
system is well-described by the classical FKPP results. The underlying lattice was of length
L = 1000.
Figure 7.4 represents the total amount of A particles NA(t) obtained by the simulations. Due
to the slow convergence to the asymptotic behavior of front propagation, only the last decade of
the data is subjected to a least square fitting procedure. Also those data points indicating that the
front has reached the end of the lattice were omitted. The resultant fits are shown by solid lines
in the figure and given in Table 7.3.
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Figure 7.4: NA(t) in the continuous regime with c = 10, p = 0.006 for different
α = 0.8, 0.7, 0.6 (upper to lower graphs). The solid lines represent
the fits.
α 0.6 0.7 0.8
β 0.779±0.001 0.850±0.001 0.910±0.002
Table 7.3: Exponents for the fit NA ∝ tβ for different α in the continuous
regime.
The estimated values of the fit parameter β for the different α = 0.8, 0.7, 0.6 are again all
significantly smaller than one, indicating a slowing down of the reaction font. Thus, the velocity
of its propagation tends to zero, in accordance with the analytical results derived earlier. A more
detailed analysis of the exponents in this case reveals that β = 1/2 +α/2. As a consequence, the
propagation velocity decays approximately as v(t) ∝ t(α−1)/2.
7.4.3 Discussion
The results of the simulations for the fluctuation-dominated regime as well as for the regime
corresponding to the continuous subdiffusive FKPP system suggest an interpretation that de-
scribes the underlying complex transport process in terms of a time–dependent mean diffusion
coefficient D(t). This picture was put forward by Batchelor in context of turbulent diffusion
[129]. For a CTRW with the waiting time distribution characterized by the exponent α, the
mean squared displacement of a single particle goes as
〈
x2(t)
〉
∝ tα, a behavior that can be re-
produced by a diffusive process with a diffusion coefficient D(t) ∝ tα−1. The corresponding front
velocities follow from the time-dependence of this diffusion coefficient, so that v(t) ∝ D(t) ∝ tα−1
in the fluctuation-dominated regime, where concentrations are small and reaction rates high, and
v(t) ∝ √D(t) ∝ t(α−1)/2 in the classical limiting case. Mancinelli et al. [130] considered the clas-
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sical FKPP equation with a time dependent diffusion constant D(t) ∝ tα−1 and found the same
front velocity v(t) ∝ t(α−1)/2 by direct calculations of the partial differential equation. Moreover,
they found a decrease of the front’s width, although this decrease could not be quantified. The
fact that the constant minimal propagation velocity does not exist corresponds essentially to a
continuum approaching of vmin ∝
√
D to zero for the case when D→ 0 as it is the case in sub-
diffusion.
Regarding front shapes, the simulations suggest the existence of a front with a constant form
moving with velocity v ∝ t(α−1)/2 in the continuous regime [128]. However, these findings do
not comply with the detailed considerations in the following sections so that the constant front
shape obtained in the simulations has to be regarded as a numerical artefact.
Note again that the equations under study (7.16), (7.17) correspond to the situation where con-
verted particles are only re-labelled and keep their actual waiting time. Simulations of the au-
tocatalytic A + B→ 2A reaction by Campos and Mendez [117] have shown that in the case of
re-labelling particles the resultant dynamics is dominated by the tail of the waiting time pdf of
the particle jumps, and a decelerating front evolves. On the contrary, when reacting particles are
assigned a new waiting time, the front dynamics is governed by the bulk of the waiting time pdf
and its velocity remains constant.
In the same contribution, Campos and Mendez repeated our simulations for the case of very
small reaction probabilities pr = 0.006, and increased the simulation time considerably. The
front behavior in the range covered by our simulations was reproduced, but for very large times,
a decrease in the exponent of the front velocity set in. The alleged exponent conjectured from
the continuous picture is not the final one and is associated with an intermediate regime that
ranges over less than two orders of magnitude in time. However, the simulation times were still
not large enough to determine the final asymptotics. The next sections shall give an explanation
to these facts.
7.5 Crossover Argument
Assuming a front of constant shape with decreasing velocity v ∝ t(α−1)/2, one may deduce an
asymptotic solution to the linearized equation (7.19) of the form
A(x, t) = A0 exp
[
−λ
(
x− v0t α+12
)]
, (7.27)
where the comoving variable was obtained by z = x− ∫ t0 v(t′)dt′ = x−v0t α+12 , and v0 is a constant
of dimension L/T(α+1)/2. However, inserting (7.27) into (7.19) shows that this ansatz is not an
appropriate solution describing the leading edge of the front. Hence, the front solution in the
subdiffusive analogue of the FKPP equation cannot be of constant shape and a velocity going as
v ∝ t(α−1)/2.
This fact, together with the findings that the front velocity found for the case of small reaction
probability may not correspond to the the final behavior of the front [117], puts into question
whether the asymptotic propagation velocity v∝ t(α−1)/2 holds in the continuous regime. In order
to gain intuition about the front behavior in this regime, we make use of a crossover argument
based on the following idea:
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For any waiting time pdf ψ(t) with finite mean 〈t〉, the behavior at very long times t 〈t〉 cor-
responds to normal diffusion, so that the behavior pertinent to reaction-diffusion schemes is
recovered if only the time t is large enough. On the other hand, if the pdf is constructed such
that its initial domain is given by a power-law ψ(t) ∝ t−1−α up to a truncation time T , subdiffu-
sive behavior should be recovered for short times. We therefore consider a truncated power-law
waiting time pdf with truncation parameter T ,
ψT (t) =
(t0 + T )α
(t0 + T )α− tα0
αtα0
(t0 + t)1+α
θ(T − t) , (7.28)
which has the mean value
〈t〉 =
αTtα0 + t0
(
tα0 − (T + t0)α
)
(α−1)
(
tα0 − (T + t0)α
) . (7.29)
If T  t0, the mean waiting time can be approximated by the more convenient expression 〈t〉 ≈
α
1−α t
α
0 T
1−α. At small times t0 < t T , the jumping particles do not yet feel the cutoff, and the
behavior of the front velocity will be similar to that in subdiffusion. At large times the behavior
is expected to be the classical one with a constant velocity given by the marginal propagation
velocity from FKPP theory. Between the two regimes, there must be a crossover taking place at
a time tcr. We conjecture a time-dependent front velocity v∼ const× tβ in the anomalous domain,
followed by a crossover to normal behavior. Recall that the normal behavior is characterized by
the marginal front velocity v = const ∼ √c0κD, with D = a2/2〈t〉 and a being the step length of
the corresponding random walk process. The temporal behavior of the velocity in the anomalous
regime is given by the equation
const× tβcr '
[
c0κ
a2
2〈t(tcr)〉
]1/2
. (7.30)
In order to determine the crossover time we make use of the number of performed steps. This
basic quantity represents a measure of mobility and is well suited for the characterization of
transport. We have
nD(t) =
t
〈t〉 (7.31)
in the normal regime t tcr, and
nS D(t) =
tα
Γ(1 +α)tα0
(7.32)
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in the subdiffusive regime t tcr, cp. section 4.3.1.
A continuous transition from one regime to the other requires that all quantities characterizing
the behavior of the system, such as the number of performed steps, the front velocities etc., match
for the two regimes at the time tcr the crossover takes place. This fact can be used to determine
the crossover time. Enforcing nS D(tcr) = nD(tcr), we find
1−α
α
tcr
tα0 T
1−α =
tαcr
Γ(1 +α)tα0
; (7.33)
and hence t1−αcr = αΓ(1+α)(1−α) T
1−α, i.e. tcr ∝ T . Obviously, the larger the cutoff-parameter T , the
larger becomes the crossover time.
The proportionality between the crossover time and the cutoff parameter allows for tuning the
T in order to obtain the respective values of all quantities of interest at the crossover time tcr,
for example the mean waiting time 〈t〉 ∝ t1−αcr for the normal case in terms of tcr. Eq. (7.30) then
yields
v(t < tcr) ∝ t α−12 (7.34)
in the subdiffusive regime. Fig. 7.5 illustrates the situation for α = 0.5. The log-log plot of the
crossover times and their corresponding classical front velocities reveals the inverse power law
behavior of the asymptotic front velocity (7.34) in the anomalous case.
Figure 7.5: Asymptotic front velocity (dashed line) obtained by the
crossover argument. The full lines denote the classical front
velocities, the grey dots indicate the respective crossover
times according to Eq. (7.33) for cutoff parameters T =
102, 103, 104, 105, 106; t0 = 1, α = 0.5.
All other time-dependent characteristics in the anomalous regime can be defined in the same
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fashion, so that the effective mean waiting time is 〈t〉e f f ∝ t1−α, where parameter tcr is now
changed to t. The resultant effective time dependent diffusion coefficient is given by De f f ∝
1/t1−α. Eq. (7.34) can be obtained by inserting this effective diffusion coefficient into the classi-
cal formula v = 2
√
c0κDe f f . The front velocity (7.34) is well in accordance with the behavior of
the anomalous front velocity found in the simulations the regime of small reaction rates. More-
over, the width of the front in the normal FKPP regime is of the order w ∝ D/v = √D/κc0, as
can easily be seen by dimensional analysis. Hence, applying the same crossover argument we
expect the width of the front to go as w ∝ √De f f /κc0 in the anomalous case, i.e. the width of
the front decreases with time as
w(t) ∝ t(α−1)/2 . (7.35)
Going to the particle picture, in addition to the front width, the interparticle distance lip = c−10
comes into play as a characteristic length scale. The continuous description is only valid if
w l, i.e. √D/c0κ c−10 and hence holds for large concentrations and diffusion coefficients,
and for small reaction rates. In this case there are enough particles within the front region for
the continuous description to hold. In the case of subdiffusion, the effective diffusion coefficient
decreases permanently, so that the continuous description must fail after some time, no matter
how large the concentration or small the reaction rates are. The fully developed final regime will
thus be the fluctuation dominated one, with the width of the front being characterized by the
interparticle distance, so that the front gets atomically sharp, w ' l = c−10 . With w ∝ D/v for the
normal diffusive fluctuation dominated case we have again v ∝ Dc0 [126]. Employing the same
crossover argument to the velocity in the fluctuation dominated case, we arrive at
v(t) ∝ tα−1 (7.36)
for the front velocity under subdiffusion. The transition from the continuous to the fluctuation
dominated regime is presumably accountable for the observation made in the simulations by
[117] that after an intermediate regime where (7.34) holds, the front velocity sets in to decay
faster at very large times.
To close the considerations on crossover arguments, it has to be noted that the transition from
anomalous to normal behavior does of course not take place immediately. Particularly the use of
truncated long-tailed probability distributions results in very long transients [131]. In what fol-
lows we briefly discuss an alternative approach in defining a time at which the passage to normal
behavior takes place. A measure of the convergence to normal behavior is given by the Theo-
rem of Berry and Esséen, see section 3.3 [52, 132]. Making use of this theorem, we find with〈
t3
〉
∝ T 3−α and
〈
t2
〉3/2 ∝ T 3−3α/2 that the scaling law for the amount of steps needed to obtain
normal behavior is nnorm ∝ Tα. Consequently, the corresponding time obeys tnorm ∝ nnorm 〈t〉 ∝ T ,
a relation similar to that between the cutoff parameter T and the crossover time tcr established
above. Thus, taking into account the additional information of the shape of the waiting time
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pdf does not lead to a qualitatively different relation between the cutoff parameter and the time
after which normal behavior is attained. The rest of the calculations does not differ from those
presented above. Consequently, also the behavior of the deduced quantities such as effective
diffusion coefficient and front velocities will be the same as above.
7.6 Asymptotic Front Velocity in the Continuous
Reaction-Subdiffusion Regime
In what follows we first show that the “classical” asymptotics, Eq. (7.34), indeed appears as a
possible solution of the reaction subdiffusion equation. With the strong evidence at hand that
the front in the continuous reaction-subdiffusion regime features a decay in velocity and width,
we start a second attempt to put up an ansatz to solve the linearized subdiffusive FKPP equation.
With the width going as λ−10 t
α−1
2 and the front position being x(t) ∝ v0t 1+α2 , we assume the front
to be given by an exponential at its leading edge,
A(x, t) = A0 exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
= A0 exp
[
−λ0t 1−α2 z
]
, (7.37)
where z = x− v0t 1+α2 is the comoving variable and λ0 is a constant. The exponential Ansatz is
due to the fact that we will linearize the equations at the front’s far edge later, and we know that
the (stationary) solutions of linear reaction-subdiffusion equations are exponentials, see section
6.3 and Ref. [133]. Recall again that the equation for the A-particles is
∂A(x, t)
∂t
=
a2
2
∆
∫ t
0
M(t− t′)(A(x, t′)− c0)exp
[
−
∫ t
t′
κA(x, t′′)dt′′
]
dt′
+κ(c0−A(x, t))A(x, t) , (7.38)
so that with A(x, t) being small at the leading edge x→∞, and exp
[
−∫ tt′ κA(x, t′′)dt′′] ≈ 1,
∂A(x, t)
∂t
=
a2
2
∫ t
0
∆
{
M(t− t′)(A(x, t′)− c0)exp
[
−κ
∫ t
t′
A(x, t′′)dt′′
]}
dt′
+κ(c0−A(x, t))A(x, t) (7.39)
≈ a
2
2
∫ t
0
M(t− t′)
[
∆A(x, t′)−2∇A(x, t′)
∫ t
t′
κ∇A(x, t′′)dt′′
+(c0−A(x, t′))
∫ t
t′
κ∆A(x, t′′)dt′′− (c0−A(x, t′))
(∫ t
t′
κ∇A(x, t′′)dt′′
)2]
dt′
+κ(c0−A(x, t))A(x, t) . (7.40)
With ansatz (7.37) and taking into account that the term t− 1+α2 is negligible for large t, we calcu-
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late
∂A(x, t)
∂t
= A0 exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
×[
v0λ0t
1−α
2 t
α−1
2
α+ 1
2
−λ0t− 1+α2 1−α2
(
x− v0t 1+α2
)]
= A0 exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
×[
v0λ0− 1−α2 λ0xt
− 1+α2
]
≈ A0 exp
[
−λ0t 1−α2 (x− v0t α+12 )
]
v0λ0 (7.41)
∇A(x, t) = −A0λ0t 1−α2 exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
∆A(x, t) = A0λ20t
1−α exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
.
Retaining only first order terms in concentration for the A-particles simplifies the equation gov-
erning the particle concentration at the leading edge,
∂A(x, t)
∂t
≈ a
2
2
∫ t
0
M(t− t′)∆A0 exp
[
−λ0t′ 1−α2
(
x− v0t′ α+12
)]
dt′
+
a2
2
∫ t
0
M(t− t′)c0κ
∫ t
t′
∆A0 exp
[
−λ0t′′ 1−α2
(
x− v0t′′ 1+α2
)]
dt′′ dt′
+c0κA(x, t) , (7.42)
and hence, inserting the ansatz (7.37),
A0 exp
[
−λ0t 1−α2
(
x− v0t α+12
)]
v0λ0
≈ a
2
2
∫ t
0
M(t− t′)A0λ20t′1−α exp
[
−λ0t′ 1−α2
(
x− v0t′ α+12
)]
dt′
+
a2
2
∫ t
0
M(t− t′)c0κA0λ20
∫ t
t′
t′′1−α exp
[
−λ0t′′ 1−α2
(
x− v0t′′ 1+α2
)]
dt′′ dt′
+c0κA0 exp
[
−λ0t 1−α2
(
x− v0t α+12
)]
, (7.43)
with the kernel M˜(u) = uψ˜(u)1−ψ˜(u) in Laplace domain. In the following we assume ψ(t) ∝ ταt−1−α.
For z = x− v0t 1+α2 and t large we finally get
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λ0v0 exp
[
−λ0t 1−α2 z
]
=
exp
[
−λ0t 1−α2 z
] [ a2
2Γ(α)Γ(1−α)τα
[
Bintλ20 +
c0κλ0
v0
[1−Bint]
]
+ c0κ
]
. (7.44)
Bint is a constant that originates from the estimation of the involved integrals, see Appendix D,
for which the Beta-function B(ν,µ) represents an upper bound, B(α,2−α) ≥ Bint ≥ 0. This yields
the dispersion relation for λ0 and v0:
0 = λ20 +
c0κK∗α
v0
[1−Bint]− v0
K∗αBint
λ0 +
c0κ
K∗αBint
(7.45)
with a
2
2Γ(α)Γ(1−α)τα = K
∗
α =
Kα
Γ(α) , where Kα is the generalized diffusion constant. From the possible
solutions
λ01,2 = −
c0κK∗α
v0
[1−Bint]− v0
2K∗αBint
±
√√( c0κK∗α
v0
[1−Bint]− v0
)2
4K∗2α B2int
− c0κ
K∗αBint
(7.46)
and by requiring non-oscillatory behavior of the concentration we find the restriction(
c0κK∗α
v0
[1−Bint]− v0
)2
≥ 4c0κK∗αBint , (7.47)
a quartic equation in v0 which results in
v20 = K
∗
αc0κ
[
1 + Bint ±2
√
Bint
]
. (7.48)
Note that in the normal case where M(t) = δ(t)/τ we have Bint = 1, so that the well known
marginal front velocity vmin = ±2√c0Dκ is reproduced; the other solution is a double one at
v = 0 for which there is no front. Recall again that B(α,2−α) ≥ Bint ≥ 0, and B(α,2−α) > 1 for
all α < 1. Therefore Eq. (7.47) always has real roots. In particular, any Bint other than Bint = 1
there exists a bounded domain of real roots around zero, |v0| < v1, and another domain of real
roots |v0| > v2 where v1 < v2, see Appendix D. Concluding by analogy to the classical FKPP
case, the upper boundary v2 of the gap for the velocity coefficient v0 can be interpreted in favor
of the existence of the propagating front. Of course, this analysis is by far not complete and still
requires a proper stability analysis.
Although the integrals appearing in the calculations can only be estimated approximately, this
analysis shows that there exists a set of (nonzero) parameters λ0 and v0 for which Ansatz (7.37)
yields a solution to the linearized reaction subdiffusion equation (7.42). Therefore it is plau-
sible that the asymptotic front behavior in the continuous regime features decreasing velocity
and decreasing width, both going as t(α−1)/2. We note again that neither an ansatz taking a front
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velocity going as v(t) ∝ tα−1 nor an ansatz with v(t) ∝ t α−12 and a constant front width yield an
asymptotic solution of the linearized subdiffusive FKPP equation, and therefore one may draw
the conclusion that such types of behavior are impossible within the continuous scheme.
7.7 Breakdown of the Continuous Description at Large Times
In the course of time the subdiffusive front is slowing down and especially becoming steeper,
so that a transition to another regime takes place. This far asymptotic regime is fluctuation
dominated, and hence lies out of scope of the continuous description. At the leading edge of
the front the reaction-induced cutoff in the kernel of the full transport term does not play any
role, due to the small concentration of A-particles. The far edge region of the front is therefore
governed by reaction-subdiffusion equations with the integral kernel M(t), which determines the
mean density of steps per time. The mean density of steps of the particles becomes so small in
the course of time that all B-particles present at the same site as an A particle will react before the
next jump from the site takes place. The reaction rate dependence disappears, and the behavior
of the front becomes the same as in the reaction on contact scenario. The front gets atomically
sharp so that at large times the front propagation is governed by the first A-particle stepping out
of the front.
Under these conditions the propagation velocity of the front is determined by the rate at which
an A-particle leaves the front. In what follows we use an argument by [134, 135] which we adapt
to our sequential updating scheme. The front position is considered as fixed by the rightmost
A-particle(s). If there is only one A-particle at the front position, the next jump takes place
either backwards or forwards by an amount a, both with probability 1/2. The net displacement
of the front is zero on average, so that the configurations with one A-particle at the front do
not contribute to the average velocity. Otherwise, if there is more than one particle at the front
position, a step forward will lead the front to move a distance a to the right, and a step of the
front particle backwards will make the front stay where it was and the remaining particles define
the front position. The probability for the front to make a step forward is on average 1/2 for
configurations with more than one particle at the front position. Such configurations have the
probability ac0, provided the concentration c0 is thought of as a particle number per unit length.
Altogether, the front moves on average by a distance a2c0/2. Since the rate at which the particles
perform jumps is defined by the time-integral of the memory kernel M, the propagation velocity
of the front is given by
v ≈ a
2c0
2
∫ t
0
M(t− t′)dt′ . (7.49)
Consider the generic waiting time pdfs with the asymptotic behavior ψ(t) ∝ ταt−1−α. In Laplace
domain we have ψ˜(u) ' 1−Γ(1−α)ταuα. The rate for a particle to jump is ∫ t0 M(t− t′)dt′ or in
Laplace domain
M˜(u)
u
=
ψ˜(u)
1− ψ˜(u) '
1
ταΓ(1−α)u
−α (7.50)
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for u→ 0. The velocity in the Laplace domain yields
L{v(t)} = c0a
2
2
1
ταΓ(1−α)u
−α , (7.51)
or in time domain
v(t) =
a2
2Γ(1−α)τα
c0
Γ(α)
tα−1 = Kα
c0
Γ(α)
tα−1 = c0K∗αtα−1 . (7.52)
With 1
Γ(α)Γ(1−α) =
sin(αpi)
pi the front velocity can be expressed as
v(t) =
a2
τα
c0
2
sin(αpi)
pi
tα−1 . (7.53)
The position of the front is then
x(t) =
NA
c0
=
∫ t
0
v(t)dt =
a2
2τα
sin(αpi)
αpi
c0tα , (7.54)
and NA is again the total amount of A-particles.
For the normal case with converging mean ψ˜(u) ' 1−〈t〉u, the front velocity v f luct = c0D of the
normal fluctuation dominated regime is recovered, with D being the diffusion constant [126].
The values of the prefactor found from the simulations of the reaction–on–contact scenario
under subdiffusion turned out to be however larger than the predicted ones in (7.54) by around
30− 40%. In order to find out about the origin of this difference, simultaneous simulations of
subdiffusion and of subdiffusion with randomized particles were performed. The latter version
is pertinent to the situation when the particles lost their individual memory and were chosen at
random to jump when a jumping time was reached. This variant of the reaction closely mimics
the behavior of the front propagation described by Eq.(7.49). The derivation of (7.49) rests on
the assumption that the rate at which steps of the rightmost A particle occur is equal to the mean
jump rate of each of the particles at time t. Thereby we fully disregard the fact that the rightmost
A is changing its identity, i.e. the particles takes turn to be the rightmost A.
Fig. 7.6 shows the time dependence of the overall amount of A-particles for α= 0.75. The the-
oretical curve (7.54) lies much closer to the simulation results of subdiffusion with randomized
particles than to the simulated data from subdiffusion without randomization. The remaining
difference between the simulation of the randomized particles and the theoretical result is pre-
sumably due to the fact that convergence to the asymptotic behavior in subdiffusion is very slow.
Apparently, the full subdiffusive picture implies an additional fluctuation effect. In order to ex-
clude a fluctuation effect due to small concentrations that was detected by Warren et al. [134]
under normal diffusion, we also simulated the normal case. The inset of the figure shows the
situation for an exponential waiting time pdf with mean 1, where the simulated front behavior
converges to the predicted behavior indicated by the black line, NA = Dc20t. Due to the sequential
update in our simulations, this effect does not come into play here and our theoretical approach
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Figure 7.6: Time dependence of the total amount of A-particles NA for the
full subdiffusive case (squares) and subdiffusion with randomized
particles (circles), α = 0.75. The black line denotes the theoretical
curve according to (7.54). The inset shows the situation for an ex-
ponential waiting time pdf (with mean 1), t goes from 10 to 5×104,
NA goes from 6 to 2000. The black line denotes again the theory,
NA = Dc20t; c = 0.3.
is sufficient to explain the front behavior in the normal case.
Fig. 7.7 shows the dependence of the total amount of A-particles on the total amount of steps
performed for α = 0.75. Comparing the two subdiffusive prescriptions (original and random-
ized) and normal diffusion reveals that the randomized version of subdiffusive front behavior is
more akin to the normal diffusive front behavior than the full subdiffusive version. If the number
of steps n is interpreted as the internal, operational time of the process, the randomized subd-
iffusive setting and the normal diffusive one have the same asymptotics, while the full original
subdiffusive front position differs by a certain factor. Fig. 7.8 shows the quotient of the original
subdiffusive front position and the randomized one for different values of α, which can be used
to quantify this effect that turns out to be around at least 20−30%.
Obviously, the additional fluctuation effect of the front behavior is genuinely due to subdif-
fusion and cannot be explained within the mean-field description of the front behavior. Instead,
it comes into play through the interaction of the particles at the front. The rate at which a par-
ticle at the front performs a jump is higher than the average jump rate of a single particle in
the system. If the particle at the edge of the front is subject to a very long waiting time (which
happens not often, but occasionally), other particles will outpace that particle and take the lead.
The impact of the very long waiting times in the single particle dynamics on the front motion is
hence considerably reduced.
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Figure 7.7: Total amount of A-particles NA for the normal case (triangles),
the subdiffusive case (squares) and subdiffusion with randomized
jumps (circles), both α = 0.75, depending on the total amount of
performed steps; c0 = 0.3.
7.8 Resumé
We discussed the propagation of the front in the irreversible autocatalytic reaction A + B →
2A under subdiffusion. The respective reaction–subdiffusion equations are based on a CTRWs
picture where the reaction was assumed to be governed by the mass action law on a microscopic
scale. The continuous description turned out to be valid at intermediate times, where the front
velocity goes as v ∝ t α−12 . The decrease of the front velocity goes along with a decay of the width
of the front. As a consequence, the front gets atomically sharp at large times and the continuous
picture breaks down. Compared to the time scale at which the reaction takes place, the typical
time scale of transport becomes very large in the course of time. Hence, at large times the front
behavior is governed by fluctuations just as in the reaction on contact scenario. This regime is
characterized by the front velocity v ∝ tα−1 decaying faster than in the continuous regime, and
additional fluctuation effects that are genuinely due to subdiffusion.
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(a) (b)
(c) (d)
Figure 7.8: Quotient of the original subdiffusive front position and the randomized one
NA,S D/NA,RCP for a) α = 0.6, (b) α = 0.7, (c) α = 0.8, (d) α = 0.9; c0 = 0.3.
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8.1 Motivation: Anomalously Slow Diffusion in Polyelectrolyte
Multilayers
Polyelectrolytes are polymers that contain an electrolyte group in their repeating units. These
electrolyte groups will be dissociated in aqueous solution so that the polymer is left with a charge
which leads it to uncoil [136]. Polyelectrolyte multilayers are highly porous thin films that con-
sist of oppositely charged molecular layers of polymers which can be assembled by consecutive
adsorption, making use of the electrostatic attraction of the constituents [137, 138, 136].
A possible application are polyelectrolyte multilayer capsules in drug delivery, where it was
shown that the release time of a drug can be prolonged considerably [139].
Recently, a closer investigation of the transport properties of polyelectrolyte multilayers was
promoted by Donath et. al. [37]. The basic idea of their experiment is to assemble a multilayer
with a fluorescent probe at a known location, as sketched in Fig. 8.1. The probe will be quenched
irreversibly by a chemical reaction with the diffusing species. The resulting fluorescence decay
was measured in a setup with a homogeneously distributed label.
Figure 8.1: Sketch of a section of a polyelectrolyte multilayer
with fluorescent marker. The block on the left
denotes the negatively charged adsorbing surface,
curly lines symbolize the polyelectrolytes; dark the
positively charged ones and light grey the nega-
tively charged ones. Stars depict the fluorescent la-
bel.
This experimental setup provides an elegant method to trace the transport of the reducing
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agent and to measure the transport properties of the multilayer. The results have shown that a
normal reaction- diffusion model did not even qualitatively comply with the experimental data.
The preliminary experiments revealed a very slow decay of fluorescence. These results could
not be described by means of a single (normal) diffusion process, but by a multitude of diffusion
processes of different time scales. These facts raise the suspicion that the transport is anoma-
lous. It is therefore desirable to develop a theoretical model for the specific experimental setup
in order to be able to quantify the transport in as few parameters as possible. In the following
we will propose a description of the retraction of the fluorescent label in terms of time-fractional
diffusion, the subdiffusion parameter α being the only relevant parameter. The reducing agent
and the fluorescent marker will be referred to as A and B, respectively.
Assume a volume (e.g. the positive half space) filled with a subdiffusive medium containing a
homogeneous concentration B(x, t = 0) = B0 of immobile species B. At the origin, referred to as
the fixed boundary x = 0, another species A is introduced into the system. The concentration is
kept constant at the boundary layer of the medium A(x = 0, t) = A0, where A0 is about as large as
the initial homogeneous B-concentration, A0 ≈ B0. The particles react according to the nonlinear
reaction scheme A + B→ (inert). In general, such subdiffusion equations involving nonlinear
reactions cannot be solved analytically. In order to keep our model tractable, we need to make
approximations. We know from the previous section that at large times reaction-subdiffusion
approaches a behavior that can be described sufficiently by assuming κ→∞, provided that no
particles are newly introduced in the vicinity of the reaction zone. Indeed, the experimental
observations [37] also suggest that the reaction rate coefficient can be assumed to be very large
compared to the time scales at which the transport takes place.
The assumption of reaction on contact still results in a nonlinear problem, but circumvents the
appearance of concentration dependent transport terms in the equations since A and B are sepa-
rated in space. As the A-particles (sub-) diffuse into the system and hit a B-particle, they react
instantaneously. In this event-dominated regime, the progression of the domain that contains the
A-particles, as well as the regression of the B-domain, is determined by the flux of A-particles
at the free boundary that separates both domains. We fix the value of A-concentration at the free
boundary so that A(x = R(t)) = 0 .
This setting is similar to the problem of heat distribution in a 1d system that is initially filled
e.g. with ice, and in which the free boundary, i.e. the surface of the ice is kept constantly
at melting temperature. At the fixed boundary, there is a heat supply, maintaining a constant
temperature larger than melting temperature. The melting of the ice leads to the propagation
of the boundary between the liquid/solid domains. Such problems with moving boundaries
between domains have been referred to as Stefan-Problems and were studied extensively for the
normal diffusive case [38, 39].
8.2 The Stefan Problem: Normal Case
Let us first consider the Stefan problem under normal diffusion. Thereby we draw mostly upon
the work by Meirmanov [39], which demonstrates a mathematically more rigorous analysis of
the problem than presented here.
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In the normal case, the above problem satisfies the diffusion equation in the domain x ∈ [0,R(t)]:
∂A(x, t)
∂t
= D
∂2A(x, t)
∂x2
(8.1)
with
A(x = 0, t) = A0 (8.2)
at the fixed boundary and
A(R(t), t) = 0 (8.3)
∂R(t)
∂t
= −D∂A(R(t), t)
∂x
(8.4)
at the free boundary. The latter condition emerges from mass conservation and reflects the fact
that an infinitesimal movement ∂R of the free boundary is determined by the amount of particles
crossing that boundary, Jdt = dA at x = R, where J is the particle flux. Furthermore we have
R(0) = 0.
The above problem can be solved by mapping it onto an initial-BVP with fixed boundaries.
Therefore we introduce new variables:
ξ =
x
R(t)
τ = t , (8.5)
so that the function A∗(ξ,τ) = A(ξR(τ), τ) is a solution of the following initial-BVP
∂A∗(ξ,τ)
∂τ
− D
R2(τ)
∂2A∗(ξ,τ)
∂ξ2
= f (8.6)
A∗(0, τ) = A0 (8.7)
A∗(1, τ) = 0 (8.8)
A∗(ξ,0) = A(ξR(τ = 0), τ = 0) , (8.9)
with R(τ = 0) = x0 where x0 = 0 is the initial position of the free boundary, and
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f = − Dξ
R2(τ)
∂A∗(1, τ)
∂ξ
∂A∗(ξ,τ)
∂ξ
.
This equation with the respective initial and boundary conditions constitutes a nonlinear initial-
BVP. Hence, special solutions cannot be constructed by superposition, but must be determined
directly.
Clearly, we find from expressing the flux-condition at the free boundary (8.4) in new variables
and subsequent integration:
R(t) =
(
R(t = 0)2−2D
∫ t
0
∂A∗(1, τ)
∂ξ
dτ
)1/2
. (8.10)
This expression and the equation together with initial- and boundary-conditions (8.6–8.9) for
A∗(x/R(t), t) = A(x, t), are amenable to determine the temporal behavior of the position of the
free boundary as well as the profile of the A-particles numerically.
8.3 Asymptotic Behavior in the Normal Case
The Stefan problem does in general not allow for an analytic solution. However, it is possible
to obtain analytic expressions for the asymptotics, indicated by subscript∞ in the following. In
this section we study the asymptotic behavior of the solution to the problem (8.1–8.4), following
[39]. Knowing the scaling of the solutions of (8.1), we assume a new variable ξ = xt1/2 . Then, we
have
R∞(t) = C∞(A0)t1/2 , (8.11)
A∞(x, t) = A∗∞(xt−1/2,A0) , (8.12)
where the constant C∞(A0) depends continuously on the concentration at the fixed boundary A0,
and limA0→0 C∞(A0) = 0.
The diffusion equation (8.1) and the boundary conditions yield:
D
∂2A∗∞(ξ,A0)
∂ξ2
+
ξ
2
∂A∗∞(ξ,A0)
∂ξ
= 0 , (8.13)
A∗∞(0,A0) = A0 , (8.14)
A∗∞(C∞,A0) = 0 , (8.15)
D
∂A∗∞(C∞,A0)
∂ξ
= −1
2
C∞ . (8.16)
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with ξ ∈ (0,C∞). Clearly, for all the boundary conditions to be fulfilled at the same time, C∞
must be chosen appropriately. For example, we have for (8.13-8.15)
A∗∞(ξ,A0) = A0
1−
erf
[
ξ
2
√
D
]
erf
[
C∞
2
√
D
]
 , (8.17)
and for (8.13), (8.14), (8.16)
A∗∞(ξ,A0) = A0−
1
2
C∞
√
piDexp
[
C2∞
4D
]
erf
[
ξ
2
√
D
]
, (8.18)
which are equal for
C∞
2
√
piDexp
[
C2∞
4D
]
erf
[
C∞
2
√
D
]
−A0 = 0, (8.19)
determining C∞.
8.4 The Subdiffusive Stefan Problem: An Estimation
Let us first reformulate the problem for the anomalous case. In the domain x ∈ [0,R(t)], the
equation
∂A(x, t)
∂t
= Kα0D1−αt
∂2A(x, t)
∂x2
(8.20)
must hold.Kα is a generalized diffusion constant. For the flux and concentration at x = R(t) and
the concentration at x = 0 we have
Kα0D1−αt
∂A(R(t), t)
∂x
= −∂R(t)
∂t
(8.21)
A(R(t), t) = 0 (8.22)
A(0, t) = A0 . (8.23)
Here, neither the anomalous Stefan-condition (8.21) nor the Subdiffusion Equation (8.20) can
be cast into a concise form equivalent to (8.10) or (8.9), respectively, since the chain rule for the
fractional Riemann-Liouville differ-integration implies an infinite series of integer order differ-
entiations, cf. section 2.2. Nevertheless we can estimate the asymptotic velocity of the moving
boundary, on the basis of the approach discussed in the preceding section. If we do so, the
mapping of the problem onto a BVP with fixed boundaries should result in a time independent
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expression. Let us thus introduce a new variable, ξ = xtα/2 , and reformulate our problem with
respect to this variable A(x, t)→ A∗(ξ,A0). The choice of this variable is reasonable because
we already know the scaling of the solutions of the subdiffusion equation, and the asymptotic
solution we are looking for should only depend on t through ξ.
First, we rewrite the Stefan-condition at the free boundary R, assuming A∗∞ to be analytic in ξ
at least at the left hand side of the free boundary R.
− ∂R(t)
∂t
= Kα0D1−αt
[
∂ξ
∂x
∂A∗∞(ξ,A0)
∂ξ
]
R
= Kα0D1−αt
∂ξ∂x
∞∑
i=1
1
(i−1)!
∂(i)A∗∞(ξR,A0)
∂ξi
(ξ− ξR)i−1

R
= Kα0D1−αt
t− α2 ∞∑
i=1
1
(i−1)!
∂(i)A∗∞(ξR,A0)
∂ξi
(
x−R(t)
tα/2
)i−1 ,
(8.24)
which for t→∞ results in
∂R(t)
∂t
= Kα
∂A∗∞(ξ,A0)
∂ξ
∣∣∣∣∣
R
Γ(1−α/2)
Γ(α/2)
t−1+α/2 , (8.25)
or, if R(0) = x0 = 0,
R(t) = Kα
∂A∗∞(ξ)
∂ξ
∣∣∣∣∣
R
Γ(1−α/2)
Γ(1 +α/2)
tα/2 . (8.26)
All the other elements of the series yield negative powers of the time t in R(t) and hence van-
ish as t → ∞. Here we made use of the Tauberian Theorems and performed the fractional
differentiation in Laplace domain, see Appendix E for details. Note that, for α = 1 and with
A∗∞(ξR) = A∗∞(C∞,A0), the resultant relation for the moving boundary in the normal case, (8.16),
is reproduced. We know that ∂A
∗∞(ξR)
∂ξ
∣∣∣∣
R
< 0, since A∗∞(ξR) = 0 and A∗∞(ξ) ≥ 0.
So far we have seen that the Stefan condition in the subdiffusive case (8.24) is met if the bound-
ary moves as R(t)∝ t α2 for t large. For tackling the subdiffusion equation (8.20), we first calculate
∂2A(x, t)
∂x2
=
1
tα
∂2A∗∞(ξ,A0)
∂ξ2
,
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∂A(x, t)
∂t
= −α
2
1
tα/2+1
x
∂A∗∞(ξ,A0)
∂ξ
= − α
2t
ξ
∂A∗∞(ξ,A0)
∂ξ
.
Again we assume A∗∞(ξ) to be analytic and let the Riemann-Liouville fractional derivative act
upon the corresponding series expression for the second spatial derivative:
0D1−αt
[
1
tα
∂2A∗∞(ξ0,A0)
∂ξ2
]
= 0D1−αt
 1tα
∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
(ξ− ξ0)i−2
 (8.27)
= 0D1−αt
 ∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
(x− x0)i−2t−(i−2)α/2−α
 (8.28)
=
∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
Γ(1− (i−2)α/2−α)
Γ(−(i−2)α/2) t
−1(ξ− ξ0)i−2 (8.29)
(8.30)
so that, after multiplying t, (8.20) takes on a form
0 = Oˆ
[
∂A∗2∞ (ξ,A0)
∂ξ2
]
+
α
2
ξ
∂A∗∞(ξ,A0)
∂ξ
, (8.31)
where the linear operator Oˆ acts upon the series expansion of a function in the following way
(details see Appendix E):
KαOˆ
∞∑
i=0
ci(ξ− ξ0)i =
∞∑
i=0
c∗i (ξ− ξ0)i
c∗i =
Γ(1− iα/2−α)
Γ(−iα/2) ci (8.32)
We note that for the limiting case α = 1, the operator Oˆ becomes the identity operator, so that
(8.31) becomes the corresponding expression for the normal case, cp. (8.13). The expressions
(8.31), (8.32) depend on t only through ξ and, together with (8.26) and the boundary conditions
A∗∞(0,A0) = A0, A∗∞(ξR,A0) = 0, provide all information needed to solve the anomalous moving
boundary problem numerically for the asymptotic profile of A∗∞( xtα/2 ,A0) and the behavior of the
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free boundary R(t).
We have shown that the mapping of the problem onto a finite interval is possible and leads to
an asymptotically time independent solution in the new variables.
However, the argumentation presented lacks mathematical rigor, in particular concerning proofs
of existence and uniqueness of solutions to the system (8.31, 8.26) and boundary conditions. At
this point, we conjecture existence and uniqueness. Moreover, the next section will show by
simple reasoning that the solution to the anomalous Stefan problem must exist and be unique,
since it emerges from subordination of the (existing and unique) solution to the normal Stefan
problem.
8.5 Asymptotic Behavior in the Anomalous Case
The asymptotic solution of the anomalous Stefan problem (8.20–8.23) was proven to scale as
x
tα/2 in the preceding section, where we established an approach analogous to that used in normal
diffusion by mapping the interval (0,R(t)) onto a fixed domain. The system (8.20-8.23) is sub-
ordinated to the normal analogue (8.1-8.4). Recall that subordination Tα takes on an especially
simple form in Laplace domain,
Tα
{
F˜(u)
}
=
1
u1−α
F˜(uα) . (8.33)
A different way to obtain an asymptotic solution is hence to solve the normal analogue to the
anomalous Stefan problem and perform the corresponding integral transform, i.e. subordination,
afterwards. Let us first Laplace–transform the expressions for the solution, (8.17), (8.18)
A˜∗∞(x,u) =
A0
uerf
[
C∞
2
√
D
] [erf [ C∞
2
√
D
]
−
(
1− exp
[
−
√
u
D
|x|
])]
, (8.34)
and for (8.13), (8.14), (8.16)
A˜∗∞(x,u) =
A0
u
− 1
2u
C∞
√
piDexp
[
C2∞
4D
](
1− exp
[
−
√
u
D
|x|
])
. (8.35)
Performing Subordination, we obtain the solution to the anomalous Stefan problem in Laplace
domain where the constant C∞ is the same as in the normal case:
A˜∗∞(x,u) =
A0
uerf
[
C∞
2
√
D
] erf [ C∞
2
√
D
]
−
1− exp −√uαD |x|
 , (8.36)
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A˜∗∞(x,u) =
A0
u
− 1
2u
C∞
√
piDexp
[
C2∞
4D
]1− exp −√uαD |x|
 . (8.37)
For the sake of completeness, we transform the expression for the free boundary in the normal
case,
uR˜(u) =
C∞
2
Γ(1/2)
u1/2
, (8.38)
apply the transform for subordination,
uαR˜(uα)
u1−α
= C∞
Γ(3/2)
u1−α/2
(8.39)
R˜(uα)
u1−α
= C∞
Γ(3/2)
u1+α/2
, (8.40)
so that for the anomalous free boundary the asymptotic behavior at large times is found to be
dR(t)
dt
= C∞
Γ(3/2)
Γ(α/2)
tα/2−1 (8.41)
R(t) = C∞
Γ(3/2)
Γ(1 +α/2)
tα/2 . (8.42)
We find the same expression by transforming the expression (8.11) for R(t) in the normal case
directly.
Note that the general solution to the anomalous Stefan problem is of course subordinated to
its normal analogue (8.6–8.10) as well, but due to the non-linear character of the problem it
is not possible to find a general analytic expression for the solution or its Laplace Transform.
Hence, the subordination must be performed in original domain once the solution to the normal
Problem is found numerically. There, we cannot establish relationships between the constants
in the normal and anomalous case.
8.6 Simulations
In order to check the above findings, simulations on the subdiffusive Stefan problem were made.
All simulations pertaining this section were carried out by Michael Borinsky. The basic method
was similar to that already used in the section on the subdiffusive FKPP problem, with the dif-
ference that this time particles were permanently introduced into the system: A one dimensional
lattice with lattice constant a = 1 and a constant concentration c0 of immobile particles was pre-
pared. At the leftmost site A(0), mobile A-particles were introduced into the system such that
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in average their constant concentration A(0, t) = c0 was maintained. Whenever a particle was in-
troduced, the respective jumping times were calculated according to the waiting time pdf (7.24)
and sorted with the jumping times of the other particles, always keeping the information of the
particle’s identity. When an A–particle hit a site where B– particles were present, the respective
A–particle and a B–particle were removed from that site. All data were averaged over 100 runs.
Figure 8.2: Simulational results for the position of the moving boundary
with α = 0.6; Kα = 1/(2Γ(1−α)), c0 = 10. Circles denote the
position of the rightmost A–particle, squares the leftmost B–
particle, and the full line a guide for the eye, indicating the
slope for the theoretical exponent α/2.
Figs. 8.2, 8.3 and 8.4 show the position of the rightmost A and the leftmost B particles for
different values of α. The position of the leftmost B particle is less prone to fluctuations and
therefore better suited as a measure for the position of the moving boundary R(t) ∝ tβ. Note that
the convergence of the asymptotic exponent β of the position of the leftmost B and the rightmost
A with respect to the theoretically predicted one obtained from (8.42) differs with α. For larger
α, the simulations tend to converge to the theoretical power exponent α/2 of the position of the
moving boundary from below, the slope in the double–logarithmic plot slightly increases. On
the contrary, for smaller α the data approach the theoretical asymptotic exponent from above,
indicated by a slightly decreasing slope in the double–logarithmic data plots.
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Figure 8.3: Simulated position of the moving boundary for α = 0.8.
Kα = 1/(2Γ(1−α)), c0 = 10. Circles denote the position of the
rightmost A–particle, squares the leftmost B–particle. Again,
the full line indicates the slope for the theoretical exponent
α/2.
Figure 8.4: Simulational results for the moving boundary position, α =
0.9. Kα = 1/(2Γ(1−α)), c0 = 10; the circles denote the po-
sition of the rightmost A–particle, squares the position of the
leftmost B–particle. The full line represents the slope for the
theoretical exponent α/2.
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Fig. 8.5 depicts the fitted power exponents β of the moving boundary position obtained from
the positions of the leftmost B particle for many different α. Data for small times that had not
yet converged sufficiently to a power law were discarded and not used in fitting procedure. The
respective fits for the exponents are given in Table 8.1.
Figure 8.5: Fitted power exponent β of the moving boundary position.
The data were obtained by regarding the leftmost B particle as
the position of the boundary. The black solid line shows the
fit, the dashed lines the error bounds of the fit. The grey solid
line denotes the theoretically predicted behavior β ∝ α/2.
α 0.5 0.55 0.6 0.65 0.7
β 0.25±0.01 0.28±0.01 0.31±0.01 0.34±0.01 0.35±0.01
α 0.75 0.8 0.85 0.9 0.95
β 0.38±0.01 0.39±0.01 0.41±0.01 0.43±0.01 0.45±0.01
Table 8.1: Exponents for the fit R(t) ∝ tβ for different α.
The theoretical predictions of an exponent α/2 lie well within the error bounds of the fitted
linear model, β = (0.05±0.02)+ (0.44±0.04)α. The linear fit of the exponents obtained from the
simulations β against the subdiffusion parameter α is systematically slightly tilted with respect
to the theoretical line given by β = α/2. This is due to the fact that the convergence is very slow.
As already stated above, the asymptotic value of the power exponent appears to be reached from
below for larger α and from above for smaller α. Therefore one would expect that the deviations
from the theoretical predictions reduce for much larger simulation times.
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Figure 8.6: A–particle profiles, α = 0.7725, Kα = 1/(2Γ(1−α)), c0 = 10;
t = 1.03 ·105, 2.04 ·105, 3.02 ·105, 4.07 ·105, 5.02 ·105, 6.01 ·
105, 7.19 ·105, 8.11 ·105, 9.70 ·105 (from light grey to black).
The simulational results for the A–particle profiles for α = 0.725 at different times are pre-
sented in Fig. 8.6. Note that the fixed boundary value of A is still c0 = 10, so that a unit of A
corresponds to 10 particles.
Fig. 8.7 depicts the same data as Fig. 8.6, but this time mapped onto the interval [0,1]. Each
of the curves was rescaled such that the rightmost A–particle lies on the right boundary ξ = 1.
In this frame, the profiles for the different times coincide roughly. The fluctuations between the
different profiles are about as large as those within each individual profile. One may therefore
assume that the asymptotics, where the profiles in the transformed frame ξ are constant in time,
is reached for the times under study. From these profiles, the curve for t = 9.70 ·105 is taken as
an exemplary one and compared to theory in Fig. 8.8.
The exemplary profile is shown together with the theoretical curve for the asymptotic shape and
the asymptotic shape of the corresponding normal diffusive Stefan problem with the adapted dif-
fusion constant D = Kα. The theoretical curve was obtained by a series expansion of Eq. (8.37),
term–by–term Laplace inversion and subsequent substitution x/tα/2 = C∞Γ(3/2)/Γ(1 + α/2)ξ.
The theoretical asymptotic profile for the for the subdiffusive case is almost congruent to the re-
spective profile for normal diffusion. Deviations of the normal curve may be due to the fact that
the underlying series expansion around ξ = 0 for the subdiffusive case converges only slowly,
observe that at ξ = 1 the concentration has not yet reached the prescribed value A(R) = 0. The
simulations show qualitativley the same behavior as the theoretical predictions. However, the
profiles A(ξ) appear to be lower than predicted. The position of the moving boundary is system-
atically overestimated when the rightmost A–particle is taken as its definition.
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Figure 8.7: A–particle profile under reaction-subdiffusion in the trans-
formed frame ξ, same parameters and times as in Fig. 8.6.
Figure 8.8: A–particle profile under reaction-subdiffusion in the trans-
formed frame, theoretical prediction for subdiffusion (full
black line) with α = 0.725, simulational result at t = 9.70 ·105
(full grey line), theoretical profile for normal diffusion (dashed
line); Kα = 1/(2Γ(1−α)), c = 10.
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8.7 Resumé
8.7 Resumé
We suggested the Stefan problem under anomalous diffusion as a model for the diffusion of a
mobile reactant A into a polyelectrolyte multilayer containing a constant concentration of immo-
bile reactants B. In particular we assumed that the reaction takes place instantaneously when an
A encounters a B particle. Moreover, the A–concentration in the boundary layer of the medium
was assumed to be constant in time, a condition that must not necessarily hold in experimental
setups. The model itself is consistent, the theoretical predictions of the moving boundary posi-
tion were corroborated by the numerical simulations. The propagation of the moving boundary
between the A– and B–domain was found to go as R(t) ∝ tα/2. Since in the specific setting under
consideration the B particles do not play a role in the mathematical description, we were able to
predict the asymptotic profiles of A–particles by using subordination of the asymptotic solutions
to the normal diffusive analogue of the system.
A comparison with experiments is still lacking. Only extensive experimental studies can
disclose whether the subdiffusive Stefan problem considered above provides a good model for
the specific setup of a quencher diffusing into a polyelectrolyte multilayer.
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9 Conclusion
In this work, subdiffusion of particles in conjunction with chemical reaction has been studied.
The subdiffusive motion was modelled by means of continuous–time random walks on a meso-
scopic scale with a heavy–tailed waiting time pdf lacking the first moment. The reaction itself
was assumed to take place on a microscopic scale, obeying the classical mass action law. This
situation corresponds to that in a porous medium where the particles are trapped within the
catchments and pores, but are still able to react during their waiting times. In the preparatory
work involving partial time–fractional differential equations, the introduction of source terms
was discussed, which entails the interpretation of the lower terminal of the Riemann–Liouville
fractional derivative as the time of the preparation of the system. Laplace– and image methods
of solution were found to lead to equivalent results, although both methods presume different
"ages" of the involved particles. This fact can be explained on the stochastic level by the in-
dependence of subsequent jumps of the particles. Though having a long ranged memory, the
process is only semi–Markovian. The obtained solutions especially to the Dirichlet BVP could
be made further use of in the case of degrading particles.
In reaction–subdiffusion, the transport is generally affected by reaction, so that the resultant
integro–differential equations are no fractional equations anymore.
For linear reaction–subdiffusion, an alternative derivation of the already known equations was
given. In the case of linear reaction kinetics, the kernel of the transport term is dependent on
the rate coefficents, but independent of the particle concentration which results in a system of
linear integro-differential equations describing the situation. For the simplest linear reaction, the
degradation A→ 0, a general expression for the solution to arbitrary Dirichlet Boundary Value
Problems was derived. It turned out that, just as is the case under normal diffusion, the solution
can be expressed in terms of the solution to the corresponding Dirichlet Problem under mere
subdiffusion, i.e. without degradation. For this treatment of the reaction-subdiffusion equation
with degradation the exponential cutoff of the transport kernel due to reaction is crucial. The re-
sultant stationary profiles obtain a specifically simple form that does not differ qualitatively from
the stationary profiles in normal reaction diffusion. These results differ from those obtained by
Hornung et al. [112] who developed a different CTRW model for degradation under subdiffu-
sion that allowed for degradation of a particle only after a jump was performed and exhibited
no stationary profiles. The existence of stationary profiles in reaction–subdiffusion is distinct to
models where the reactions take place per unit time rather than per amount of performed steps.
Stationary profiles for reaction–subdiffusion with locally classical rates were also found in an
earlier work [114], for the nonlinear reaction A + B→ 0 on a bounded domain.
In contrast to linear reaction kinetics, there is no unified representation for general nonlinear
reaction–subdiffusion under classical rate kinetics. The respective survival– and transformation
probabilities that account for an additional factor in the memory kernel are determined by a
nonlinear system of reaction rate equations. Closed equations that were put up earlier [34,
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109] and were claimed to represent reaction–subiffusion with arbitrary nonlinear classical rate
kinetics do not imply the mutual conditionality of appearance/ vanishing of the different species.
Thus, there is often no other choice than to put up equations via the CTRW approach adapted
to the specific problem under study, making use of the conservation laws that account for the
interdependencies between the different species concentrations. Special care has to be taken
with respect to the treatment of the waiting times of the generated particles. Under conversion,
a particle can either keep its waiting time so that only a re–labelling takes place, or it can be
assigned a new waiting time that begins at the moment the particle is generated, which may have
crucial effects on the qualitative dynamics.
As an example for a nonlinear reaction–subdiffusion system, the CTRW approach was applied
to the irreversible autocatalytic reaction A+B→ 2A under subdiffusion. This reaction represents
the simplest one that, under certain conditions, may develop moving fronts between domains
occupied by the different species. Under the assumptions of a spatially and temporally constant
overall particle concentration A(x, t) + B(x, t) = const and re–labelling of the converted particles,
a subdiffusive analogue of the classical FKPP equation was derived. The normal diffusive FKPP
equation is known to exhibit travelling wave solutions for sufficiently steep initial conditions.
There exists a minimal constant velocity that will be attained asymptotically at large times.
The challenge of this part of the work was therefore to find the asymptotic front behavior in
the subdiffusive case. For that purpose, the method of leading edge linearization was adopted,
an approach that works well for the class of the so–called pulled fronts. This method has the
advantage that a linearization about the instable state A(z) = 0 in a comoving frame z makes
us get rid of the reaction dependence in the transport term. However, the specification of the
comoving frame requires a presupposition on the asymptotic front behavior. Therefore, in a first
attempt to find the asymptotic front behavior, a front with a constant shape and (yet unknown)
constant velocity was assumed, in analogy to the situation under normal diffusion. It turned out
that under these conditions, a minimal front velocity does not exist, which was interpreted as
propagation arrest.
In order to gain insight on how exactly this arrest takes place, Monte–Carlo simulations of the
underlying CTRW were performed. Indeed, the resultant fronts exhibited a decay in velocity.
Moreover, two different regimes were detected, one corresponding to large particle concentra-
tions and small reaction rates, and a fluctuation dominated one corresponding either to reaction
on first contact or to small particle concentrations and large reaction rates. The first regime
was characterized by a front velocity decaying as v ∝ t α−12 , the latter by v ∝ tα−1, α being the
subdiffusion parameter. These results together with the knowledge of the respective asymptotic
front behavior in both regimes led us to consult a crossover argument, which conformed with
the simulational findings on the front velocities. In addition, a decay in the width of the front
was predicted for the continuous regime. This decay in width was not found in the simulations,
which was probably due to numerical artefacts.
This knowledge enabled us to study both regimes in more detail. In order to investigate the
continuous regime, the leading edge linearization procedure was carried out anew, this time with
a comoving frame that conformed with the findings from the simulations and the predictions
of the crossover argument, i.e. a decelerating and contracting frame. These assumptions led to
a reasonable analogue of the dispersion relation in the normal case, establishing a relationship
between the constant prefactors of the time dependent width and velocity of the front. This
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fact was interpreted such that the previously derived linearized subdiffusive FKPP equation is
a suitable candidate for the description of the continuous regime where the velocity and the
width decay as t
α−1
2 . However, a mathematically rigorous stability analysis is still lacking, so
that our findings may provide starting points for mathematicians to investigate the field of front
propagation under subdiffusion more thoroughly. A first step in this direction was taken by Nec
et al. [36]. It has to be noted that the assumption of decaying velocity, but constant width of the
front did not lead to consistent results.
The decay of the width of the front has implications on the large time behavior of the front:
With longer times the front gets atomically sharp since the typical time scale of transport be-
comes very large compared to the typical time scale of reaction. This situation corresponds
effectively to the reaction on contact scenario. Hence, at very large times a transition from the
continuous to the fluctuation dominated regime takes place. Indeed, Campos et al. [117] re-
produced our simulations, running them for a longer time and detected that, after a stage where
v ∝ t α−12 holds, the velocity sets in to decay faster at very large times. This result can be in-
terpreted in favor of the onset of a transition from the continuous to the fluctuation dominated
regime. Additional simulations pertaining the reaction on contact scenario, i.e. the fluctuation
dominated regime, revealed additional fluctuation effects that are genuinely due to subdiffusion.
These findings reveal a general problem pertinent to arbitrary reactions under subdiffusion
with local classical reaction rate kinetics. In the course of time, the mobility of the particles
decreases, whereas the governing time scales of the reaction remain constant. This leads to
the situation where waiting times become so large that any currently possible reaction happens
within a waiting time. This imposes limits onto the applicability of the continuous reaction sub-
diffusion equations. Particularly in the long time limit, a transition to the fluctuation dominated
regime corresponding to the reaction on the first contact (κ→∞) is expected.
Such an effect can be suppressed if all diffusing species are exchanged regularly, e.g. by
appropriate particle supplies at the boundaries and vanishing of the particles inside the system,
which ensures that no particle remains in the system for too long times 1, as was the case in
e.g. [114]. Another example of a nonlinear reaction–subdiffusion system was the subdiffusion
of a mobile reactant A into a medium initially containing a constant concentration of immobile
reactants B, the A–concentration was kept constant at the boundary layer of the medium. Both
species react according to the scheme A + B→ (inert). These considerations were motivated
by experiments [37] that suggest anomalously slow diffusion within polyelectrolyte multilayers.
A constant concentration of an immobile fluorescent marker B was included into the material
during assembly, so that a quencher A introduced at the boundary leads to the retraction of the
front of fluorescent B. The aim was therefore to predict the large time behavior of the moving
front of the fluorescent B inside a subdiffusive medium, which would allow to quantify the
relevant parameters.
In order to keep the model tractable, we made use of the fact that at large times the reaction
on first contact scenario provides a good description in reaction–subdiffusion with classical rate
kinetics. This leads to a sharp boundary between domains of A– and B–particles, where the
concentration of both particle concentrations is zero. The velocity of this boundary is fully de-
1The notion of "too long times" is closely connected to the reaction rate, whose inverse should not be very much
smaller than the observed waiting times.
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termined by the flux of A–particles at the boundary. The system could therefore be described
in terms of the A–concentrations only. Such a setting with prescribed values at a fixed and at a
moving boundary are known as Stefan problems from the theory of heat conduction. The Ste-
fan problem under anomalous diffusion with a constant A–concentration in the fixed boundary
layer of the medium provided analytical expressions for the asymptotic behavior of the moving
boundary as well as for the profile of the concentration by using subordination of the asymptotic
solutions to the normal diffusive analogue of the system. The theoretical predictions concern-
ing the moving boundary were corroborated by the numerical simulations. The main result was
that the propagation of the moving boundary between the A– and B–domain goes as R(t) ∝ tα/2.
What remains to be done is to compare the above results with experiments. In particular it has to
be clarified whether the assumption of a constant concentration at the fixed boundary conforms
with experiments, or whether the concentration in the boundary layer of the medium is amenable
to experimental control at all.
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Appendix A
The Gamma Function
The Gamma function is defined as [43]
Γ(x) =
∫ ∞
0
e−ttx−1 dt, (1)
and the following relations hold:
Γ(n + 1) = n!
Γ(x + 1) = xΓ(x) ,
where n ∈ N, x ∈ R.
Multiplication Formula for the Gamma function
Γ(x)Γ
(
x +
1
n
)
. . .Γ
(
x +
n−1
n
)
=
(2pi)(n−1)/2
nnx−1/2
Γ(nx),
A special case of this is the duplication formula:
Γ(x)Γ(x +
1
2
) =
√
pi
22x−1
Γ(2x) .
Beta-function The Gamma function is connected to the Beta function as follows:
B(x,y) =
Γ(x)Γ(y)
Γ(x + y)
. (2)
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Appendix B
An Alternative Representation of Stable Distributions
It is sometimes more convenient to use a representation of stable laws that goes back to Zolotarev
[140, 141, 53],
log pˆc
∗,γ∗
α∗,β∗(k) = iγ
∗k− c∗|k|α∗ exp
[
−ipi
2
β∗sign(k)
]
(3)
for α∗ , 1 and
log pˆ(k)c
∗,γ∗
1,β∗ = iγ
∗k− c∗|k|
(
1− i 2
pi
β∗sign(k) log |k|
)
(4)
for α∗ = 1. The new constants are related to those appearing in the original Lévy- and Khintchine
(LK) representation Eq. (3.24) in the following way:
αLK = α
∗
βLK = cot
(
piα∗
2
)
tan
(
piβ∗
2
)
γLK = γ
∗
cLK = c∗ cos
(
piβ∗
2
)
. (5)
Hence, the new constant β∗ can take the values
|β∗| ≤
{
α∗ if 0 < α∗ < 1
2−α∗ if 1 < α∗ < 2 . (6)
The corresponding Lévy densities with new parameters are given by the Fourier transform of
p˜c
∗,γ∗
α∗,β∗(k),
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pc
∗,γ∗
α∗,1,β∗(x) =
1
2pi
∫ ∞
−∞
exp
[
−ikx + iγ∗k− c∗|k|α∗e−i pi2 β∗sign(k)
]
dk
pc
∗,γ∗
α∗=1,β∗(x) =
1
2pi
∫ ∞
−∞
exp
[
− ikx + iγ∗k
−c∗|k|
(
1− i 2
pi
β∗sign(k) log |k|
) ]
dk . (7)
In new parameters we have again
pc
∗,γ∗
α∗,1,β∗(x) = c
∗−1/α∗ p1,0
α∗,1,β∗
(
c∗−1/α
∗
(x−γ∗)
)
pc,γ
∗
α∗=1,β∗(x) = c
∗−1 p1,0
α∗=1,β∗
(
c∗−1(x−γ∗)−2β∗pi−1logc∗
)
. (8)
Therefore we restrict ourselves to c∗ = 1, γ∗ = 0, so that
pα∗,β∗(−x) = pα∗,−β∗(x) . (9)
Hence only positive x have to be taken into account, and
pα∗,1,β∗(x) =
1
pi
Re
∫ ∞
0
exp
[
−ikx− kα∗e−i pi2 β∗
]
dk , (10)
pα∗=1,β∗(x) =
1
pi
Re
∫ ∞
0
exp
[
−ikx− |k|
(
1− i 2
pi
β∗k logk
)]
dk . (11)
In the following only densities with α, 1, (10) are considered. This representation of the charac-
teristic function of stable laws allows for inversion by making a detour via the Mellin-transform,
so that finally
M
{
pα∗,1,β∗(x), s
}
= 1
Γ(s)Γ(1− 1s)
Γ(2− 2s)Γ(1− 2 + 2s) (12)
for 0 < Re(s) < 1 where 1 = 1/α∗ and 2 = (α∗ + β∗)/(2α∗). Details of the derivation may be
found e.g. in [142]. Using the definition of the H-function and choosing an appropriate substi-
tution for the Mellin- parameter, it is easy to read off the analytic representation 2.3.2
pα∗,β∗(x) = 1H
1,1
2,2
[
x
∣∣∣∣∣∣ (1− 1, 1) (1− 2, 2)(0,1) (1− 2, 2)
]
(13)
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for α∗ > 1, and in the case of α∗ < 1
pα∗,β∗(x−1) = 1x2H1,12,2
[
x
∣∣∣∣∣∣ (−1,1) (−2, 2)(−1, 1) (−2, 2)
]
. (14)
Laplace–Asymptotics of Power–Law Distributions
All waiting time pdfs with the asymptotic behavior
ψ(t) ∝ ταt−1−α .
for t large have a corresponding (cumulative) probability to make a step until t
Ψ(t) ' 1−ταt−α .
Using the Tauberian theorem, Laplace transformation yields
Ψ˜(u) ' 1
u
−Γ(1−α)ταu−1+α , (15)
so that the Laplace asymptotics of the pdf can finally be obtained by using the differentiation
theorem of Laplace transformation
ψ˜(u) ' 1−Γ(1−α)ταuα . (16)
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Appendix C
Iterative Solution of a Time–fractional Differential Equation
The direct path to the solution (5.22) to the equation with initial conditions (5.21) via the iterative
method goes as follows:
First, we set up the corresponding integral equation,
y(t) = y0(t) +
1
Γ(ν)
∫ t
0
(t− t′)ν−1λy(t′)dt′
+
1
Γ(n)
∫ t
0
(t− t′)n−1h(t′)dt′
with the initial condition
y0(t) =
n∑
i=1
bi
tn−i
Γ(n− i + 1) . (17)
By successive approximation,
yl(t) = y0(t) +
1
Γ(ν)
∫ t
0
(t− t′)ν−1λyl−1(t′)dt′
+
1
Γ(n)
∫ t
0
(t− t′)n−1h(t′)dt′
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we finally find, provided all integrals converge,
y1(t) = y0(t) +λ
n∑
i=1
bi
tν+n−i
Γ(n− i + 1) +
1
Γ(n)
∫ t
0
(t− t′)n−1h(t′)dt′ ,
y2(t) = y1 +λ2
n∑
i=1
bi
tν+n−i
Γ(n− i + 1) +λ
1
Γ(ν+ n)
∫ t
0
(t− t′)ν+n−1h(t′)dt′ ,
...
yl(t) =
n∑
i=1
bi
l+1∑
j=1
λ j−1
t( j−1)ν+n−i
Γ(( j−1)ν+ n− i + 1) ,
+
l∑
j=1
λ j−1
1
Γ(( j−1)ν+ n)
∫ t
0
(t− t′)( j−1)ν+n−1h(t′)dt′ ,
=
n∑
i=1
bi
l+1∑
j=1
tn−i
(λtν) j−1
Γ(( j−1)ν+ n− i + 1) ,
+
∫ t
0
(t− t′)n−1
l∑
j=1
(λ(t− t′)ν) j−1
Γ(( j−1)ν+ n)h(t
′)dt′ ,
which, after taking the limit l→∞, results in (5.22),
y(t) =
n∑
i=1
bitn−iEν,1+n−i(λtν) +
∫ t
0
(t− t′)n−1Eν,n (λ(t− t′)ν)h(t′)dt′ .
Calculation of the Mode Decay in a Dirichlet Problem
Eq. 5.85 yields in the long time limit, u→ 0:
C˜(x,u) =
[
C0
2Kα
L
u−α
]
×uα−1L
∞∑
n=0
epii(2n+1)x/(2L)
1
uα + Kα(2n + 1)2pi2/4L2

which corresponds in time domain to a fractional integration of order α of (5.80):
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C(x, t) =
C0
2Kα
L2
∞∑
n=0
epii(2n+1)x/(2L)0D−αt
{
Eα
[
−Kα (2n + 1)
2pi2
4L2
tα
]}
.
Let us denote Kα
(2n+1)2pi2
4L2 := λ. From Eq. (2.43) and shifting the summation index in the defini-
tion of the Mittag–Leffler–function (2.36), we find
0D−αt
[
Eα
[−λtα]] = tαEα,1+α [−λtα]
= tα
∞∑
n=0
(−λtα)n
Γ(αn + 1 +α)
= (−λtα)−1tα
∞∑
n=1
(−λtα)n
Γ(αn + 1)
= −1
λ
[
Eα
[−λtα]−1] ,
so that in the end
C(x, t) = 8C0
∞∑
n=0
epii(2n+1)x/(2L)
pi2(2n + 1)2
[
1−Eα
[
−Kαpi
2(2n + 1)2
4L2
tα
]]
.
The Poisson Summation Formula
The periodic summation of a function can be expressed in terms of the original function’s Fourier
transform, ∞∑
n=−∞
f (x + nT ) =
1
T
∞∑
k=−∞
fˆ
(
k
T
)
exp
[
2pii
k
T
x
]
where T is the period of the function [143].
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Appendix C
H-Function Representation of the Solution to the Dirichlet BVP
on the Semi-infinite Domain
We seek to find an analytic expression for Eq. (5.66),
C˜(x,u) =
C0
u
exp
[
−
√
uα
Kα
|x|
]
(18)
in original domain.
First, express the exponent as an H-function
C˜(x,u) = C0a2/αH
1,0
0,1
[
(a2/αu)α/2
∣∣∣ (−2/α,1) ] (19)
with a = |x|√
Kα
. Scaling the argument,
C˜(x,u) = C0a2/α
2
α
H1,00,1
[
a2/αu
∣∣∣ (−2/α,2/α) ] (20)
and Laplace inverting this expression, we get
C(x, t) = C0a2/α
2
α
1
t
H1,01,1
[
a2/α
t
∣∣∣∣∣∣ (0,1)(−2/α,2/α)
]
= C0
2
α
H1,01,1
[
a2/α
t
∣∣∣∣∣∣ (1,1)(0,2/α)
]
= C0H
1,0
1,1
[
a
tα/2
∣∣∣∣∣∣ (1,α/2)(0,1)
]
.
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Hamilton-Jacobi Method and Front Propagation
In the following, a functional integration method is introduced that has proven especially useful
in deriving the asymptotic front velocity in FKPP systems under normal diffusion [144]. Its most
remarkable advantage consists in the fact that it allows for a calculation of the asymptotic front
velocity without requiring special assumptions on the front shape.
Yadav and Fedotov et al. adopted this method to systems under anomalous transport [116, 145,
118]. Under the precondition of a constant asymptotic front velocity, the concentration of A-
particles can be expressed in terms of variables that were subjected to the hyperbolic scaling,
x→ x/ε, t→ tε:
Aε(x, t) = A
( x
ε
,
t
ε
)
≈ A∗
( x− vt
ε
)
,
for large t. For positive small ε, the asymptotic A-concentration A∗( x−vtε ) is close to 1 for x < vt
and close to 0 otherwise. We will make use of the fact that for ε→ 0 the rescaled front shape
trends to a step function,
Aε(x, t) ≈ A∗
( x− vt
ε
)
→ θ(−x + vt) ,
θ is the Heaviside step function. With
∂
∂t
A(x, t) = ε
∂
∂t
Aε(x, t) ,
∆A(x, t) = ε2∆Aε(x, t) ,
c0 = 1 and the substitution (t− t′→ t′) we rewrite Eq. (7.18) for Aε as
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ε
∂
∂t
Aε(x, t) = ε2
a2
2
∫ t
0
M(t′)
∆
[
Aε(x, t− t′)−1]exp −κ∫ t′
0
Aε(x, t− t′′)dt′′
 dt′
+κAε(x, t)
(
1−Aε(x, t))
= ε2
a2
2
∫ t
0
M(t′)∆Aε(x, t− t′)−2κ∇Aε(x, t− t′)∫ t′
0
∇Aε(x, t− t′′)dt′′
−κ(Aε(x, t− t′)−1)
∫ t′
0
∆Aε(x, t− t′′)
+κ2(Aε(x, t− t′)−1)
∫ t′
0
∇Aε(x, t− t′′)dt′′
2 dt′′
×exp
−κ∫ t′
0
Aε(x, t− t′′)dt′′
 dt′+ κAε(x, t) (1−Aε(x, t)) . (21)
We now define an action functional G 2 describing the logarithmic asymptotic form of the A-
concentration profile
Aε(x, t) = A0 exp
[
−G
ε(x, t)
ε
]
, (22)
where limε→0 Gε(x, t) = G(x, t) and Gε(x, t) ≥ 0. For positive G(x, t) we have Aε(x, t)→ 0 for
ε→ 0. Therefore, the front position x(t) can be determined by the condition G(x(t), t) = 0. Cal-
culating
∂
∂t
Aε(x, t) = −A0
ε
[
∂
∂t
Gε(x, t)
]
exp
[
−G
ε(x, t)
ε
]
∆Aε(x, t) =
[A0
ε2
(∇Gε(x, t))2− A0
ε
∆Gε(x, t)
]
exp
[
−G
ε(x, t)
ε
]
and retaining leading order in Aε or exp
[
−Gεε
]
, we obtain for (21)
2Throughout this section, G is the action functional and must not be confused with the Green functions of the
previous sections.
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∂Gε(x, t)
∂t
=
a2
2
∫ t/ε
0
M(t′)
{
exp
[
Gε(x, t)−Gε(x, t−εt′)
ε
]
×
[
ε∆Gε(x, t−εt′)− (∇Gε(x, t−εt′))2]
+κ
∫ t′
0
exp
[
Gε(x, t)−Gε(x, t−εt′′)
ε
]
[
ε∆Gε(x, t−εt′′)− (∇Gε(x, t−εt′′))2] dt′′}dt′− κ . (23)
Performing the transition ε→ 0, we have limε→0 Gε(x, t) = G(x, t) and hence 1ε (Gε(x, t)−Gε(x, t−
εt′)) = ∂∂tG(x, t)t
′. Insertion into Eq. (23) yields the Hamilton-Jacobi-Equation
∂
∂t
G(x, t) =
a2
2
(∇G(x, t))2
{∫ ∞
0
M(t′)exp
[
∂
∂t
G(x, t)t′
]
dt′
+κ
∫ ∞
0
M(t′)
∫ t′
0
exp
[
∂
∂t
G(x, t)t′′
]
dt′′ dt′
− κ . (24)
Since G is the action functional, we are able to define a Hamilton-function H = −∂G∂t and mo-
mentum p = ∂G∂x so that
H =
a2
2
p2
{∫ ∞
0
M(t′)exp
[−Ht′] dt′
+κ
∫ ∞
0
M(t′)
∫ t′
0
exp
[−Ht′′] dt′′ dt′+ κ .
Using the definition of the Laplace transformation we finally arrive at
H =
a2
2
p2M˜(H) +
a2
2
p2
κ
H
[
−M˜(H) +
∫ ∞
0
M(t′)dt′
]
+ κ , (25)
with H being the Laplace variable conjugate to time. Rewriting the action in terms of the La-
grangian, G(x, t) =
∫ t
0
[
p(s)x˙(t′)−H(p(t′, x(t′)))] dt′ = 0, and minimizing the action results in
v = x˙ =
∂H
∂p
,
H
p
=
∂H
∂p
.
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Markovian case Exponential waiting time pdfs, ψ(t) = 1τ exp
[
− tτ
]
, i.e. ψ˜(H) = 11+Hτ , result in
M˜(H) = 1τ and
∫ ∞
0 M(t
′)dt′ = 1τ so that the Hamilton function (25) obeys the equation
H =
a2
2τ
p2 +
a2
2
p2
κ
H
[
−1
τ
+
1
τ
]
+ κ ,
and the momentum yields
p2 =
2τ
a2
(H− κ) .
With Hp = 2Dp, D =
a2
2τ , H = 2κ, the asymptotic front velocity of the classical FKPP system is
reproduced,
v = 2
√
κD .
Non-Markovian case Let ψ(t) ∝ t−1−α, ψ˜(H) ' 1− (Hτ)αΓ(1−α). Then, M˜(H) = H1−ατα and
the integral
∫ ∞
0 M(t
′)dt′ does not converge. The Hamilton function is determined by
H = Kαp2H−α
[
H− κ+ Hα−1κτα
∫ ∞
0
M(t′)dt′
]
+ κ
with Kα = a
2
2τα being the generalized diffusion coefficient. The momentum is given by
p2 =
H− κ
KαH−α
[
H− κ+ Hα−1κτα ∫ ∞0 M(t′)dt′] .
By virtue of Hp =
∂H
∂p we obtain the rather involved equation
KαpH−α
[
H− κ+ Hα−1κταΓ(−1 +α)
∫ ∞
0
M(t′)dt′
]
+
κ
p
=
2KαpH−α
[
H− κ+ Hα−1κτα ∫ ∞0 M(t′)dt′]
1−Kαp2
[
(1−α)H−α +ακH−1−α + (α−1)Hα−2κτα ∫ ∞0 M(t′)dt′]
which can, if at all, only hold true for H = 0. Consequently, a constant asymptotic propagation
velocity of the front does not exist, v = 0. This reproduces the result obtained in section 7.3, and
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does not provide any information about how the asymptotics is reached.
The Hamilton-Jacobi method is basically equivalent to the leading edge linearization under the
assumption of a constant asymptotic front velocity. The hyperbolic scaling procedure only
makes sense if the x and t coordinates of the front position have a constant ratio, which ac-
counts for the shortcoming of this method in cases where the asymptotic front velocity is not
a constant. From the physical point of view, the hyperbolic scaling in the case of non-constant
front velocities does not properly define the front position since the reference points taken at the
front at different times are different and not comparable. Only constant front velocities ensure
that the reference point defining the front is always the same (although this reference point is not
specified).
Supplements to the Calculations of the Asymptotic Subdiffusive
Front Velocity
Calculation of the Integrals
We investigate the integrals in expression (7.43) term by term, from left to right. For the sake of
brevity, the constant A0 is omitted.
I1 =
∫ t
0
M(t− t′)λ20t′1−α exp
[
−λ0t′ 1−α2 (x− v0t′ α+12 )
]
dt′
=
λ20
Γ(1−α)τα exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
×
1
Γ(α)
d
dt
∫ t
0
1
(t− t′)1−α t
′1−α exp
[
−λ0t′ 1−α2
(
x− v0t′ 1+α2
)
+λ0t
1−α
2
(
x− v0t 1+α2
)]
dt′ .
(26)
This expression is estimated from above using t′ ≤ t:
I1 ≤
λ20
Γ(1−α)τα exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)] 1
Γ(α)
d
dt
∫ t
0
1
(t− t′)1−α t
′1−αdt′
=
λ20
Γ(1−α)τα exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)] 1
Γ(α)
d
dt
t
∫ 1
0
1
(1− t′)1−α t
′1−αdt′
=
λ20
Γ(1−α)τα exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)] 1
Γ(α)
B (α,2−α) . (27)
The integral in (26) is monotonic, i.e. it must tend to a constant value Bint ≤ B (α,2−α) for large
times (Bint = 1 for the normal diffusive case, in particular).
We used here the definition of the Beta-function B(µ,ν) = Γ(µ)Γ(ν)
Γ(µ+ν) . The other integral to be eval-
uated is
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I2 =
∫ t
0
M(t− t′)c0κλ20
∫ t
t′
t′′1−α exp
[
−λ0t′′ 1−α2
(
x− v0t′′ 1+α2
)]
dt′′ dt′ . (28)
At the far edge of the front, the comoving variable z = x− v0t 1+α2 is very large. The transition to
large z can be achieved by introducing a large parameter %, so that the integral appearing in the
integrand of (28) obtains the form of a Laplace integral which allows for an asymptotic estima-
tion for %→∞:
lim
%→∞
λ20
Γ(1−α)τα
∫ t
0
t′′1−α exp
[
−λ0t′′ 1−α2 %
(
x− v0t′′ 1+α2
)]
dt′′
=
λ0
v0Γ(1−α)τα t
1−α exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
, (29)
that means that for large % the value of the above integral is asymptotically determined by the
points where the exponent in the integrand attains its maximum, see e.g. [146].
Hence, (28) becomes
λ0c0κ
v0
exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
×[
t1−α
∫ t
0
M(t− t′)dt′−∫ t
0
M(t− t′)t′1−α exp
[
−λ0t′ 1−α2
(
x− v0t′ 1+α2
)
+λ0t
1−α
2
(
x− v0t 1+α2
)]
dt′
]
=
λ0c0κ
v0Γ(1−α)τα exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
×[
t1−α
1
Γ(α)
d
dt
∫ t
0
1
(t− t′)1−α dt
′−
1
Γ(α)
d
dt
∫ t
0
1
(t− t′)1−α t
′1−α dt′ exp
[
−λ0t′ 1−α2
(
x− v0t′ 1+α2
)
+λ0t
1−α
2
(
x− v0t 1+α2
)] ]
=
λ0c0κ
v0Γ(1−α)τα exp
[
−λ0t 1−α2
(
x− v0t 1+α2
)]
× 1
Γ(α)
[1−Bint] , (30)
with Bint ≤ B(α,2−α), cf. (27).
174
Annotations on the Dispersion Relation
Recall that the emerging dispersion relation (7.45) requires(
c0κK∗α
v0
[1−Bint]− v0
)2
≥ 4c0κK∗αBint (31)
for λ0 to be real and nonnegative. In the normal case, Bint = 1, so that the marginal front velocity
vmin = ±2√c0Dκ is reproduced. Another double solution exists in that case at v = 0, for which
there is no front. Eq. (31) has real roots for any possible Bint. Except for Bint = 1 there exists a
bounded domain of real roots around zero, |v0| < v1, and another domain of real roots |v0| > v2
where v1 < v2. The relation (31) is plotted in Fig. 1, the grey color indicates the regions where
the relation is fulfilled.
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(a)
(b)
(c)
Figure 1: Plot of relation (31) for Bint = 0.1, 1, 5 (upper to lower panel).
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Supplementary Calculations for the Variable Change in the
Subdiffusive Stefan–Problem
The Laplace transformation of Eq. (8.24) yields:
Kα0D1−αt
t− α2 ∞∑
i=1
1
(i−1)!
∂(i)A∗∞(ξR)
∂ξi
(
x−R(t)
tα/2
)i−1
= Kα0D1−αt
 ∞∑
i=1
1
(i−1)!
∂(i)A∗∞
∂ξi
∣∣∣∣∣∣
R
(x−R(t))i−1 t−iα/2

; Kαu1−α
∞∑
i=1
1
(i−1)!
∂(i)A∗∞
∂ξi
∣∣∣∣∣∣
R
(x−R(t))i−1 Γ(1− iα/2)
uα−iα/2
: Kα
∞∑
i=1
1
(i−1)!
∂(i)A∗∞
∂ξi
∣∣∣∣∣∣
R
(x−R(t))i−1 Γ(1− iα/2)
Γ(−iα/2 +α) t
−1−iα/2+α .
For the transformation of the Riemann-Liouville fractional derivative acting upon the spatial
Laplacian in the subdiffusion equation we find:
0D1−αt
 ∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
(x− x0)i−2t−(i−2)α/2−α
 (32)
; u1−α
∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
(x− x0)i−2Γ(1− (i−2)α/2−α)u−1+(i−2)α/2+α (33)
=
∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
(x− x0)i−2Γ(1− (i−2)α/2−α)u+(i−2)α/2 (34)
:
∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
(x− x0)i−2 Γ(1− (i−2)α/2−α)
Γ(−(i−2)α/2) t
−(i−2)α/2−1 (35)
=
∞∑
i=2
1
(i−2)!
∂(i)A∗∞(ξ0,A0)
∂ξ(i)
Γ(1− (i−2)α/2−α)
Γ(−(i−2)α/2) t
−1(ξ− ξ0)i−2 . (36)
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Glossary
Abbreviations
BVP Boundary Value Problem
CLT Central Limit Theorem
CTRW Continuous Time Random Walk
FKPP Fisher–Kolmogorov–Petrovskii–Piscounov
GME Generalized Master Equation
iid independently identically distributed
IVP Initial Value Problem
lhs left hand side
MC step Monte–Carlo step
ODE Ordinary Differential Equation
PDE Partial Differential Equation
pdf probability density function
rhs right hand side
RW Random Walk
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Glossary
Symbols
a lattice constant
α subdiffusion parameter
A, B, C particle species
A(x, t), B(x, t), C(x, t) particle concentrations of species A, B, C
Ai(t), Bi(t), Ci(t) occupation numbers of species A, B, C at a lattice site i
D diffusion constant
t0D
ν
t Riemann–Liouville fractional derivative
∆ spatial Laplace operator, ∂
2
∂x2
∇ Nabla operator, ∂∂x
Eα,β(z) generalized Mittag–Leffler function
erf(z) Error function
erfc(z) Error function complement
F , F −1 Fourier Transform, inverse Fourier Transform
Γ(z) Gamma function
Hm,np,q (z) Fox’s H–Function
i imaginary unit,
√−1
j+, j− gain flux, loss flux
k Fourier variable, conjugate to x
kB Boltzmann constant
Kα generalized diffusion constant
κ reaction rate coefficient
L, L−1 Laplace Transform, inverse Laplace Transform
M(t) memory kernel
M,M−1 Mellin Transform, inverse Mellin Transform
NA total amount of A–particles
p probability density function
pα,1 one–sided Lévy stable density
P (cumulative) probability
ϕ(x) step length pdf
ψ(t) waiting time pdf
Ψ(x, t) jump pdf
s Mellin variable, conjugate to t
t time variable
Tα, T −1α Subordination Transform with parameter α,
inverse Subordination Transform
θ(z) Heaviside step function
τ typical time scale
u Laplace variable, conjugate to t
v front velocity
x space variable
; "the (Laplace-) image of"
: "the reverse (Laplace-) image of"
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Software used and Simulations
• Mathematica 8.0
• Matlab 7.8.0
• TEX Live 2008
• All simulations pertaining Chapter 7 were programmed by Dipl. Phys. H. H. Schmidt–
Martens, mostly in conjunction with his Diploma thesis. All simulations in Chapter 8 are
due to M. Borinsky. The simulations were programmed in C/C++.
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