Abstract: An efficient numerical model for turbulent friction has been developed for smoothwalled pipe flow. The aim was to develop a new approach to the numerical modelling, eliminating some important approximations and sources of error, such that the method can be applied reliably under a wide range of conditions. A simple two-region model of effective viscosity is used. For short timescales, the turbulence level and effective viscosity distribution are 'frozen' in time. The velocity profile is determined numerically for a range of frequencies and viscosity distributions, and this is used to determine the frequency-dependent friction. This is then approximated using simple weighing functions. This turbulence model can be implemented readily in several types of numerical model for pipe flow, including simple lumped parameter models, finite difference/finite element methods, and the method of characteristics.
INTRODUCTION
Frictional pressure drop characteristics for steady flow in tubes are very well established and reasonably simple both for laminar and turbulent flows. However, friction in unsteady flow is rather more complicated [1, 2] . The friction can be considered to be frequency-dependent, and increases with frequency towards an asymptotic gradient of 10 dB/ decade and phase of =4. That is, it is asymptotically proportional to ffiffiffiffiffi j! p at high frequency. Methods for modelling unsteady laminar friction in the time domain have been developed by Trikha [3] , Kagawa et al. [4] , Vardy and Brown [5] , and Johnston [6] , among others. All these researchers used a summation of decaying exponential weighting functions to approximate a convolution function which was derived analytically. Because these exponential functions are simply the response of first-order low-pass filters, they can be computed very efficiently by recursive means. They are suitable for use with lumped parameter models, the method of characteristics (MOC), transmission line method (TLM), and finite element/finite difference methods [6, 7] .
However, turbulent flow is rather more complicated and not amenable to precise theoretical analysis. Empirical or semi-analytical models need to be used. The intention of this study is not to develop new physical models for turbulence, and this study is based on existing models, using previously justified assumptions. The aim is to develop a new approach to the numerical modelling, eliminating some important approximations and sources of error, such that the method can be applied reliably under a wide range of conditions.
In this article, the focus is on turbulent flow in smooth pipes. This study was done in the context of hydraulic fluid power and aircraft fuel systems, involving small-diameter (<5 cm) pipes with low surface roughness, and low to medium Reynolds numbers (up to about 10 5 ), although the developed model is also applicable in other areas. A companion paper [8] considers turbulent flow in rough pipes.
TURBULENT FRICTION MODELS
Equations (1) and (2) are the equation of motion and continuity equation [9] .
The second terms may be neglected if q/A << c. The last term in equation (1) , h(q) represents friction and is dependent on frequency and Reynolds number. For steady flow, the friction term is given by equation (3) .
The friction factor f can be estimated by Prandtl's universal law of friction for smooth pipes [10] , given by equation (4) .
Other equations for friction factor could be used, perhaps including roughness effects. Note that, here and throughout this article, f represents the smaller Fanning friction factor rather than the Darcy friction factor, consistent with the form of Darcy's equation given by equation (5) .
For small variations in q, equations (1) and (2) may be linearized and expressed in the frequency domain by equations (6) and (7).
is a frequency-dependent friction function. For laminar flow, it can be shown analytically to be given by equations (8) and (9) [1, 2] .
where
For turbulent flow, the friction function also depends on the Reynolds number.
Instantaneous acceleration-based model
A number of researchers have developed an unsteady turbulence model using the so-called 'instantaneous acceleration-based' (IAB) approach. Brunone et al. [11] developed an unsteady friction model defined by equations (10) and (11) .
This was found by Bergant et al. [12] to be deficient under certain conditions. They modified it to the form given by equation (12) . Pezzinga [13] proposed an alternative given by equation (13) .
Various researchers reported excellent results using these models. However, Vítkovský et al. [14] found that the models performed poorly and under-predicted the friction level for certain transient events, notably valve opening events. These models do not include frequency-dependent effects, but results presented by Bergant [12] showed wave attenuation and dispersion (i.e. curvature of the pressure steps) commensurate with frequency-dependent unsteady friction. Vítkovský et al. [14] postulated that the apparently good matches obtained by previous researchers might be due to numerical attenuation and dispersion, associated with difficulties in implementing the numerical method. A good match with experimental results does not in itself verify that the model is correct, as modelling and numerical errors can combine to give an apparently good result. The method has inherent discontinuities which may cause numerical problems. Also, the acceleration component in the friction term results in an effective shift in the speed of sound which causes problems with the MOC grid [15] and necessitates interpolation.
The IAB models are based on empirical considerations [11] , whereas the weighting function methods have an analytical basis, albeit with some fairly significant approximations and assumptions. Furthermore, the IAB models may not perform well under certain circumstances. The weighting function models can be implemented fairly readily without excessive numerical error. For these reasons, the IAB models are not considered further in this article, and the focus is exclusively on weighting function models.
Weighting function models
In a very comprehensive paper, Brown et al. [16] developed both a two-layer model and a threelayer model involving laminar, transition, and turbulent regions. They showed that the turbulent friction increases with frequency. It tends towards the steady-state friction at low frequency, and towards the laminar characteristic at high frequency. Vardy et al. [17] developed a similar tworegion model, which was developed further as a weighting function model by Taylor et al. [18] . Vardy and Brown [19] subsequently improved on their earlier model. In these papers, the frequencydependent characteristics were calculated using the assumption of invariant or 'frozen' turbulence. That is, the turbulence was represented by an effective viscosity that varied with radius. The viscosity distribution was assumed to remain constant with time. This is probably realistic for high frequencies or very short time scales. However, for very low frequencies or long time scales, the turbulence or effective viscosity will reach its new equilibrium. Brown et al. [16] developed a tentative approximation for the time constant for the development of the turbulence level.
Vardy and Brown [19] used a two-region turbulent viscosity profile, with a constant core viscosity and a linearly decreasing viscosity near the wall, using equations (14) and (15) .
Viscosity ratios are defined by the following equations.
For smooth-walled tubes, the wall viscosity W was assumed to be equal to the fluid viscosity F , so WF ¼ 1 and CW ¼ CF . The Laplace transform of the velocity profile in axisymmetric flow is defined by the differential equation
Vardy and Brown [19] developed their model by analytical solution of the flow profile. They solved equation (17) in the constant viscosity core (r 0:8R). However, for the near-wall region (r 4 0:8R) where the viscosity varies, they assumed planar coordinates (equation (18)) to facilitate the solution.
From these solutions, the mean velocity, wall shear, and friction weighting functions were determined. The weighting functions were then approximated to simpler functions in order to facilitate their inverse Laplace transformation. Vardy and Brown's simplified weighting functions can be expressed in the frequency domain (where
) by equations (19) to (21) . Equations (20) and (21) are more easily represented as a quadratic equation in log 10 Re ð Þ, as given by equation (22) . (17) and (18) and the approximation given by equations (19) and (22) . The functions are plotted against normalized frequency C ¼ CF
, and the magnitude is normalized by dividing by ffiffiffiffiffiffiffi ffi CF p , to compress the range and give the same high-frequency asymptotes. The approximation can be seen to introduce some error especially for high CW . The maximum magnitude error in the approximation is 1.4:1, and the maximum phase error 6 . However, if the steady component ( These weighting functions need to be approximated to a series of exponential terms in order to be implemented efficiently in the time domain. Vardy and Brown [5] developed efficient weighting function approximations for laminar and turbulent frictions.
However, this was limited to a single value of Reynolds number for turbulent flow.
Vítkovský et al. [20] developed a normalized model for turbulent friction such that the normalized weighting terms were independent of Reynolds (17) and (18), and simplified approximation using equations (19) and (22) (17) and (18), and simplified approximation using equations (19) and (22) number. They did this using Vardy and Brown's approximation in the time-domain, equation (23).
The weighting function was scaled
In effect, they separated the part dependent on Reynolds number (the B * term); so, that the exponential series were independent of Reynolds number. In the frequency domain, the weighting function W Ã j! À Á was a straight line with a gradient of À10 dB/decade and a phase of Àp/4. In this article, the weighting function is represented as a function of q whereas Vítkovský et al. represented it as a function of @u @t . Hence, there is a factor of j! difference between the two representations as well as a scaling factor.
PROPOSED METHOD FOR MODELLING UNSTEADY TURBULENT FRICTION
The models proposed by Vardy and Brown [19] , and Vítkovský et al. [20] contained a number of approximations which were necessary due to the difficulty in deriving an analytical expression for the velocity profile and mean velocity, and to facilitate the inverse Laplace transformation of the resultant weighting function. A different approach is used here. The velocity profile and mean velocity are determined numerically in the frequency domain, by numerical integration across the radius. This is done for a range of frequencies, and for a range of ratios of core viscosity to wall viscosity. From this, the weighting function is determined as a function of frequency and viscosity ratio. The numerically calculated weighting functions are then approximated by the sum of a series of simpler weighting terms. The inverse Fourier transform of these weighting terms can be calculated easily, and they can be applied to time domain simulations efficiently. In this way, two major approximations are eliminated: first, the approximation of the near-wall annulus by planar coordinates (equation (18)); and second, the approximation of the analytically calculated weighting function by the simplified form, equations (19) to (22) .
Calculation of velocity profile
The Fourier transform of the momentum equation for one-dimensional incompressible axisymmetric flow can be expressed by equation (26).
Analytical solution is extremely difficult and probably intractable unless simplifications are made. Instead, in this study, a numerical solution is adopted for U(r,!).
The purpose of these calculations was to determine normalized weighting functions, as described in Section 3.2, and so the dimensions used in the numerical calculations were arbitrary. For simplicity, all calculations were done using a radius R ¼ 1 m, core viscosity C ¼ 1 m 2 /s, and S ¼ 1 m/s 2 . Solutions were calculated for a wide range of normalized frequencies C and viscosity ratios CW . A simple finite difference scheme was adopted to determine U for 0 < r < R. This results in a tri-diagonal matrix equation which can be solved directly. Details of this are given in Appendix 2. The flowrate and spatially averaged velocity " U can be obtained simply by numerical integration of the velocity profile.
Some typical velocity profiles are shown in Fig. 3(a) , for CW ¼ 100 and for different frequencies. The magnitudes are normalized by dividing by the numerically predicted mean velocity, and the phases are relative to S. A comparison with analytical results using the solution obtained by Vardy and Brown [19] is shown in Fig. 3(b) . Significant differences between numerical and analytical results are apparent. Only the lower frequency results are shown as the differences become less at high frequency. The differences are due to errors in the analytical model, because of the assumption of planar coordinates for the annular region; numerical errors are negligible and the numerical results can be considered to be practically exact solutions.
For high viscosity ratios CW and high frequencies C , high shear (i.e. high velocity gradient) occurs in a very narrow annulus near the wall. This can be seen in Fig. 3(a) for C ¼ 10 4 and 10 5 . To obtain good numerical accuracy, it was necessary to use an extremely small grid spacing near the wall, and to increase the grid spacing smoothly and gradually away from the wall. A model with 2000 grid points and a near-wall spacing of about 10 À10 R was used. This was found to give numerical errors in " U of less than 0.01 per cent, for normalized frequency C up to 10 8 and viscosity ratio CW up to 10 5 . Fewer grid points could be used; however, the numerical calculations are extremely quick and this does not present a problem. Furthermore, the efficiency of this numerical integration is unimportant as it is only used to calculate the coefficients for the weighting functions. A user of this model would not have to do this numerical Table 1 .
Determination of weighting functions
The unsteady friction weighting function can be determined from the numerically calculated mean velocity using equation (27). The steady friction term ( S " u ) and the inertance term j C À Á are subtracted to leave the unsteady friction. Here, the weighting function is normalized by ffiffiffiffiffiffiffiffiffi CW p to give the same high-frequency asymptote for all CW values.
The resulting unsteady weighting functions are shown in Fig. 4 for a range of C and CW .
In order to apply this weighting function in time-domain numerical simulations, the weighting function may be approximated using a series of weighting terms which are essentially first-order high-pass filters. This method is well established for laminar flow [3, 4, 6] and has been extended to turbulent flow [5, 18, 20] . Previous methods have fitted the weighting terms to the simplified approximation, equation (17) . However, it is proposed here that the weighting terms are fitted directly to the numerically calculated weighting functions, thus eliminating the error inherent in this simplification. The approximation to the non-dimensionalized weighting function suitable for transformation to the time domain is given by equation (28). Optimized coefficients, and quadratic best-fit curves, are shown in Fig. 5 . The quadratic curves fit the optimized coefficient points very closely, within 4 per cent. The coefficients for the quadratic curves are listed in Table 1 
While 12 terms were used in the optimization, the number of terms needed for a system simulation is generally less than this number. A criterion for selecting the number of terms is described in Section 4. Figure 6 shows the error between the approximated weighting functions W Ã UE (obtained from equation (28) using coefficients obtained from the cubic bestfit curves) and the weighting functions W Ã U (obtained by numerical calculation and equation (27)). The errors are small with a maximum amplitude error of 5 per cent and a maximum phase error of 2 . This is likely to be sufficiently accurate. The errors could be reduced further using a narrower spacing between the n Ã i coefficients and recalculating the weighting coefficients a; however, this would require more terms to be used to cover a particular frequency band.
Determination of core viscosity
In order to use this model, it is necessary to estimate the core and wall viscosities. The procedure differs for smooth, transitional, and fully rough flows. For smooth flow, the wall viscosity is equal to the fluid viscosity [19] . Transitional and fully rough flows are dealt with in a companion paper [8] .
The core viscosity can be estimated such that the resistance (obtained from numerical solution of equation (26) to estimate the velocity profile for steady-state flow) is consistent with Prandtl's universal law of friction, equation (4). Darcy's equation can be rearranged to give equations (30) and (31)
By numerical solution of equation (26) for ! ¼ 0, arbitrary values of R, W , and S, and a range of values of CW , " u can be determined and fRe can be determined using equation (31). Hence, the relationship between fRe and CW can be determined. This is shown in Fig. 7 (a) (this graph is to be used to obtain CW for a given fRe; so, fRe is plotted as the abscissa, and CW obtained from the ordinate). To reduce the spread of values on the graph, CW is divided by fRe. The relationship between CW =fRe and log 10 ð fReÞ can Results from a number of researchers collected together by Ohmi and Usui [21] showed that the turbulent viscosity in the core lay within the range 0:055 5 C u Ã R 5 0:08 for a range of Re, where u Ã is the friction velocity, given by u Ã ¼ ffiffiffiffi ffi 
where CW fRe is obtained from equation (32) and f from Prandtl's universal law of friction for smooth pipes, equation (4) .
This gives a value of N C that tends towards Vardy and Brown's value of 0.065 at high fRe, but is significantly lower for low fRe. Assumption of a constant value of N C ¼ 0.065 would give friction factors that are inconsistent with friction factors obtained from Prandtl's universal law of friction.
The discrepancy in N C may be due to the simple (and probably inaccurate) assumption of a linear variation in turbulent viscosity in the near-wall region. This region has a great influence because the shear rate is very high, but measurements are not available for comparison from this region. To compensate for this, core viscosities lower than those measured by previous researchers [21] need to be used in this model.
The two-region model is a crude approximation and there are insufficient experimental data to verify its accuracy, particularly in the near-wall region. It is possible that future research may result in different distributions of effective viscosity. However, the same methods described in this article could be used. Because the velocity distribution is determined numerically, it would be straightforward to implement for other viscosity distributions. It would then be necessary to perform the optimization to obtain new coefficients for the weighting functions.
IMPLEMENTATION OF FRICTION MODEL WITHIN AN UNSTEADY FLOW MODEL
The friction can be calculated using the following equation, where y k are unsteady friction weighting functions.
The weighting functions y k can be determined in the time domain by numerical integration. Using the MOC or fixed timestep integration, equation (35) can be used for y [4, 6] 
For variable timestep integration (suitable for lumped parameter models or TLM, FDM, and FEM), the weighting functions y k can be calculated by solution of the differential equation (36). The weighting terms m k and n k are determined from the normalized values by equations (37) and (38).
where for smooth-walled pipe flow, W ¼ F , so CF ¼ CW and WF ¼ 1. All these values depend on Reynolds number and may need to be constantly updated. This is discussed in the companion paper.
The number of terms K that should be included in the model depends on the bandwidth of the flow and pressure variations. The break frequency for the kth term is given by equation (39).
Generally, all terms for which the break frequency is less than the required bandwidth should be included, and in most cases this is unlikely to amount to more than four to six terms.
A simple resistance-inertance model can be implemented using equation (40).
Multiple element models can be created readily by chaining this together with compressible volume models. However, such models may have poor accuracy and efficiency compared to MOC or TLM models [7] . Implementations in Matlab Simulink of various types of pipeline models incorporating this turbulent friction model are available from Johnston [22] .
Comparison of models
As an example, the response to a step change in flow was modelled using MOC. The conditions are listed in Table 2 . A comparison between the proposed model and the model proposed by Vítkovský et al. [20] is presented in Fig. 8 . The results are of the expected form for a step change. The results for the two models are very similar, with the maximum difference less than 3 per cent and the average difference less than 1 per cent relative to the magnitude of the initial step change. Similar agreement was observed for other conditions. It is reassuring to note that, even though there are significant differences between the models, the results are quite similar. Nonetheless, as a number of sources of error have been eliminated in the proposed model, the user can have more confidence that the results are reliable. Furthermore, while eight unsteady friction terms were needed in the model proposed by Vítkovský et al. to obtain this result, only four terms were needed in the proposed model so that the computational demand is lower.
CONCLUSIONS
An efficient numerical model for turbulent friction in smooth pipes has been developed. The model is based on an effective viscosity profile that was proposed by previous researchers. From this starting point, a different method has been used to develop the numerical approximation. This method eliminates a number of approximations and sources of error in the previous researchers' methods. A simple two-region viscosity model has been used. This is recognized to be simplistic, but the method could readily be applied to different viscosity profiles if required. It would then be necessary to re-evaluate the weighting function coefficients. The model is extended to include the effect of rough walls in the companion paper. 
