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We construct an open set of structurally unstable three parameter families
whose weak and so called moderate topological classification defined below
has a numerical invariant that may take an arbitrary positive value. Here
and below “families” are “families of vector fields in the two-sphere”. This
result disproves an Arnold’s conjecture of 1985. Then we construct an open
set of six parameter families whose moderate topological classification has a
functional invariant. This invariant is an arbitrary germ of a smooth map
(R+, a) → (R+, b). More generally, for any positive integers d and d′, we
construct an open set of families whose topological classification has a germ
of a smooth map
(
Rd+, a
) → (Rd′+, b) as an invariant. Any smooth germ
of this kind may be realized as such an invariant. These results open a
new perspective of the global bifurcation theory in the two sphere. This
perspective is discussed at the end of the paper.
1 Introduction: structurally unstable families
There are many families of planar vector fields whose bifurcations are investigated up to
now. All of them are weakly structurally stable in their domains (in a neighborhood of
a singular point or a polycycle), in a sense explained below. In 1985 Arnold suggested a
perspective of the development of the global bifurcation theory in the two sphere [1]. In
particular, he conjectured that generic families of vector fields considered on the whole
sphere are structurally stable. The first result of this paper disproves this conjecture.
Arnold includes the conjecture mentioned above in the list of six. Right after the
statement of these conjectures Arnold writes:
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“Certainly proofs or counterexamples to the above conjectures are necessary
for investigating nonlocal bifurcations in generic l-parameter families.”
The current paper is motivated by the Arnold’s conjectures. As we show, the most
nontrivial of them appeared to be wrong. This opens a new perspective of the develop-
ment of the global bifurcation theory in the two sphere. It is discussed in Section 5.
1.1 Basic definitions and notation
Recall the necessary definitions. We give them in the general setting, though for our
needs everywhere below we may take M = S2. Here and below B ⊂ Rk (base of a
family) is a topological open ball.
Denote by Vect(M) the set of C3-smooth vector fields on M .
Definition 1. A family of vector fields on a manifold M with the base B is a vector
field V on B ×M tangent to the fibers {α } ×M , α ∈ B. The dimension of a family is
the dimension of its base.
An equivalent definition.
Definition 2. A family of vector fields on M with the base B is a smooth map V :
B → Vect(M).
The equivalence is obvious. Denote by Vk(M) the space of k-parameter families of
vector fields on M which are C3 smooth as vector fields on B ×M .
Definition 3. A family of vector fields is transversal to a Banach submanifold T of
Vect(M) provided that the corresponding map V : B → Vect(M) is transversal to T.
Definition 4. Two vector fields v and v˜ on a manifold M are called orbitally topologically
equivalent, if there exists a homeomorphism M →M that links the phase portraits of v
and v˜, that is, sends orbits of v to orbits of v˜ and preserves their time orientation.
Definition 5. Two families of vector fields { vα | α ∈ B }, { v˜α˜ | α˜ ∈ B˜ } on M are called
weakly topologically equivalent if there exists a map
H : B ×M → B˜ ×M, H(α, x) = (h(α), Hα(x)) (1)
such that h : B → B˜ is a homeomorphism, and for each α ∈ B the map Hα : M → M
is a homeomorphism that links the phase portraits of vα and v˜h(α).
Two families are topologically equivalent if there exists a homeomorphism H with
above properties. Topological classification of families with a very simple dynamics may
have functional invariants that occur due to the requirement of the continuity of Hα
in α [10]. Thus, the topological equivalence is too rigid. On the other hand, weak
topological equivalence introduced in [1] is too lousy: some families with apparently
different bifurcations occur to be weakly topologically equivalent. For this reason we
introduce here a new equivalence relation of moderate topological equivalence. This
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relation is needed and defined in this paper for vector fields having hyperbolic singular
points only.
For a family V of vector fields, denote by Sing V the set of all the singular points of
the family, by PerV the union of all the limit cycles, and by SepV the union of all the
separatrixes of the vector fields of the family.
Definition 6. We say that V and V˜ are moderately topologically equivalent provided
that there exists a linking map H, see (1), which is continuous in (α, x) at the set
Sing V ∪ PerV ∪ SepV .
Sometimes the parameter value α = 0 is distinguished in some way. Then we also
consider a local version of the equivalence relation above.
Definition 7. Two families V and V˜ are locally moderately topologically equivalent at
α = 0 provided that there exists a linking map H, see (1), which is continuous in (α, x)
at the set Sing V ∪ PerV ∪ SepV ∩ {α = 0 }.
A definition of moderate topological equivalence for general families of vector fields is
given in [4], work in progress. It requires more technical details that we skip here.
Definition 8. We say that a family of vector fields is moderately (weakly) structurally
stable if it is moderately (weakly) topologically equivalent to its small perturbations.
1.2 Main results
Our main results are
Theorem 1. There exists a non-empty open subset of V3(S2) such that each family from
this set is moderately structurally unstable. Moreover, moderate topological classification
of these families has numeric invariant that may take any positive value.
Theorem 2. There exists a non-empty open subset of V6(S2) such that the moderate
topological classification of families from this set has a functional invariant, namely a
germ of a function f : (R+, a) → (R+, b). Moreover, any such germ for any positive a,
b may be realized as an invariant of this classification.
More generally,
Theorem 3. For any positive integers d, d′ there exists an open subset of Vk(S2), k =
3d + 2d′ + 1, such that the moderate topological classification of families from this set
has a functional invariant, namely a germ of a map f :
(
Rd+, a
) → (Rd′+, b). Moreover,
any such germ for any positive vectors a ∈ Rd+, b ∈ Rd′+ may be realized as an invariant
of this classification.
Theorem 2 is a corollary of Theorem 3, but we state and prove it separately because
it is simpler and its proof contains all the main ideas needed for the proof of the more
general result. These theorems hold true if the moderate equivalence in their statement
is replaced by the weak equivalence. The proofs of these modified theorems require more
technical details, and we skip them.
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2 Numerical invariants
2.1 A special class of degenerate vector fields of codimension three
In this section we prove Theorem 1 modulo so called Asymptotic Lemma proved in
Section 4. We will first describe the degenerate vector fields, then their unfoldings.
2.1.1 Polycycles in the sphere
We do not recall here the detailed definitions of polycycles and their monodromy maps;
they may be found in [6]. We only mention that a hyperbolic polycycle is a separatrix
polygon whose vertexes are hyperbolic saddles, and edges are saddle connections. The
monodromy (or Poincare´ map) ∆γ along a polycycle γ, if exists, is defined like the
Poincare´ map of a cycle. The only difference is that the map ∆γ is defined on a half
interval, called a semi-transversal, with the vertex on γ, rather than on an interval.
If the monodromy map of the polycycle is well defined, then the polycycle is called
monodromic; if the corresponding semi-transversal points outside (inside) γ, then we
say that γ is monodromic from the exterior (from the interior).
Remark 1. Interior and exterior domains on the sphere are to be specified. We represent
the sphere S2 as R2∪{∞}. We consider vector fields that have an attracting fixed point
A surrounded by a repelling hyperbolic limit cycle γ∞ having no other singular points
in the domain bounded by γ∞ that contains A. We suppose that such a point is unique,
and place it to infinity. To distinguish the limit cycle γ∞, we will call it limit cycle near
infinity. Such a vector field on S2 will be called normalized. If two normalized vector
fields are orbitally topologically equivalent, then the linking homeomorphism brings ∞
to ∞. For any Jordan curve on R2 = S2 \ {∞}, the exterior domain is the one that
contains ∞. For a polycycle in R2 represented as a union of Jordan curves, the interior
domain is the union of interior domains of these curves.
In what follows, we consider vector fields close to a fixed normalized vector field.
Clearly, such vector field is orbitally topologically (and even smoothly) equivalent to a
normalized vector field. Therefore, we can normalize a family so that all vector fields
of the normalized family are normalized. We shall always assume that our families are
normalized.
2.1.2 A special polycycle of codimension three
Consider a (normalized) vector field v which has a polycycle γ with two vertexes and
three edges, see Figure 1. The vertexes are hyperbolic saddles L and M with the
characteristic numbers λ and µ. Recall that the characteristic number of a saddle is the
modulus of the ratio of its eigenvalues, the negative one in the numerator. Suppose that
λ < 1, λ2µ > 1. (2)
The edges are: a time oriented separatrix loop l of L, and two time oriented sad-
dle connections: LM and ML, see Figure 1. These two connections form a polycycle
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“heart”: two other separatrixes of M are inside, and those of L are outside this polycyle.
The polycycle γ is monodromic from the exterior, and the loop l from the interior. The
polycycle “heart” is not monodromic at all.
A polycycle γ that satisfies these assumptions is called a polycycle of type TH (H of
“heart”, and T of “tear” that resembles the separatrix loop l).
2.1.3 Vector fields of class T
Suppose that the vector field v described above has a saddle E outside the polycycle γ
and a saddle I inside the separatrix loop l of L. The letters E and I come from the
words “exterior” and “interior”. Suppose that one of the unstable separatrixes of E
winds onto γ, and one of the stable separatrixes of I winds onto l in the negative time.
Denote these separatrixes by W uE and W
s
I . In Section 4 we prove that inequalities (2)
imply the possibility of this winding, see Remark 12. Polycycles described above may
occur in generic three-parameter families. Existence of separatrixes W uE and W
s
I winding
to γ and from l does not increase the codimension of the degeneracy.
Suppose that there exists a smooth oriented arc Γ that goes from I to E, intersects γ at
a unique point O and is transversal to v strictly between its ends. Denote by Γ+, Γ− half
open arcs of Γ betweenO and E (E excluded), betweenO and I (I excluded) respectively.
The germs of the monodromy maps ∆γ : (Γ
+, O) → (Γ+, O), ∆l : (Γ−, O) → (Γ−, O)
along the polycycle γ and the loop l are well defined. Suppose that the germs ∆γ,∆
−1
l
may be extended to the monodromy maps
∆γ : Γ
+ → Γ+, ∆−1l : Γ− → Γ− (3)
that have no fixed points except for O.
Assumption 1. The vector field v has exactly two saddles, namely E and I, with the
following properties: a separatrix of the first saddle winds towards the polycycle γ; a
separatrix of the second saddle winds towards the loop l in the negative time. That is, no
other saddle has one of these properties. Moreover, all the singular points of the vector
field v are hyperbolic.
The set of vector fields with these properties is called class T.
Denote by T˚ the set of vector fields v ∈ T that have no saddle connections, except for
the edges of the polycycle γ. In particular, a vector field v ∈ T˚ has a unique polycycle
homeomorphic to γ. As we shall show in Section 2.2.3, the set T˚ is a Banach submanifold
of Vect(S2) of codimension 3. Let C be the class of 3-parameter families V such that
• V has a unique intersection v with T;
• v ∈ T˚;
• V is transversal to T˚ at v, see Definition 3.
Denote by H (of hyperbolic) the class of vector fields v ∈ Vect(S2) such that
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Figure 1: The phase portrait of the degenerate vector field v
• all singular points of v are hyperbolic;
• the characteristic number of any saddle of v is different from 1, and from the
inverse square of the characteristic number of any other saddle of v.
Obviously, H is open and dense in Vect(S2), and H ∩T is dense in T.
Consider a family V ∈ C intersecting T at v ∈ T˚. Let γ be the polycycle of v of the
type TH; let λ, µ be the characteristic numbers of the saddles L, M , respectively. Let
us define
ν(V ) =
− log λ
log λµ2
. (4)
The following theorem is a refinement of Theorem 1.
Theorem 4. The number ν given by (4) is a numeric invariant of the moderate classi-
fication of families V ∈ C such that V ⊂ H, i.e. for two moderately equivalent families
V, V˜ ∈ C such that V, V˜ ⊂ H, we have
ν(V ) = ν(V˜ ). (5)
The ratio ν given by (4) may be expressed through log λ
log µ
. In view of (2), the latter
ratio takes the values in
(−1
2
, 0
)
. The ratio ν may take arbitrary positive values.
Theorem 1 follows from Theorem 4, so it is enough to prove the latter theorem.
We introduced the class H because T is topologically distinguished in this set.
Proposition 1. Consider two orbitally topologically equivalent vector fields v, v˜ ∈ H.
If v ∈ T, then v˜ ∈ T. Moreover, a homeomorphism provided by Definition 4 sends the
polycycle γ, and the saddles L, M , E, I of the vector field v to similar objects for v˜.
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Proof. Let H0 be a homeomorphism provided by Definition 4. Let L˜, M˜ , E˜, I˜, l˜, γ˜,
W˜ sI , W˜
u
E, Γ˜ be the images of the corresponding objects for v under H0. Since v˜ ∈ H,
the singular points L˜, M˜ , E˜, I˜ are hyperbolic saddles for v˜. Next, γ˜ is a polycycle
homeomorphic to γ, and W˜ sI (resp., W˜
u
E) is a separatrix of I˜ (resp., E˜) winding onto l
(resp., γ) in negative (resp., positive) time. Obviously, E˜, I˜ are unique saddles whose
separatrixes wind onto γ, l. Indeed, if W˜ ′uE is another separatrix winding onto γ, then
its preimage under H0 winds onto γ, which contradicts Assumption 1.
Finally, γ˜ satisfies all requirements of class T, possibly except for (2). Let λ˜, µ˜ be the
characteristic numbers of L˜, M˜ . Suppose that λ˜ ≮ 1. By definition of H, we have λ˜ 6= 1,
λ˜2µ˜ 6= 1, hence λ˜ > 1. Due to Remark 12 below, this implies that W˜ sI cannot wind onto
l˜ in the negative time. Analogously, λ˜2µ˜ ≯ 1 implies λ˜2µ˜ < 1, hence W˜ uE cannot wind
onto γ˜. Finally, v˜ ∈ T.
2.1.4 Extension to the whole sphere
Note that we described above only a part of the phase portrait of a vector field v of
class T. Such a vector field may be extended to the whole sphere in many different
ways. One extension of a slightly perturbed vector field is shown in Figure 2. Let us
describe an extension of v, beginning with the interior of the loop l. There are exactly
three singular points inside this loop: the saddle I, one sink and one source. They are
hyperbolic by Assumption 1. The outgoing separatrixes of the saddle I tend to the
sink. The closure of their union bounds a domain homeomorphic to a disc. There is one
source in this domain; the interior of this domain is the repulsion basin of this source.
The closure of this basin is a so called Cherry cell, see Figure 2.
The phase portrait of v outside the polycycle γ is constructed in a similar way. The
polycycle γ is surrounded by a repelling hyperbolic limit cycle; two incoming separatrixes
of E tend to this cycle in the negative time; the domain bounded by these separatrixes
is a Cherry cell, see Figure 2. In the simplest case, this limit cycle is the limit cycle
near infinity. In other cases, the phase portrait outside this limit cycle may be more
complicated; in particular, it may include other polycycles homeomorphic to γ.
The interior of the “heart” part of the polycycle γ (union of connections LM and
ML) contains one sink, one source and no limit cycles. One outgoing separatrix of the
saddle M tends to the sink. One incoming separatrix of M emerges from the source.
The extension described above is in a sense a key example. In what follows, we will
describe only a part of the phase portraits of the vector fields considered, paying no
attention to the extension of these parts to the whole sphere. These extensions are
analogous to the example described above.
2.2 Generic unfoldings of vector fields of class T
2.2.1 Local families and unfoldings
In what follows, we deal with local families.
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Figure 2: Sparkling saddle connections of an unfolding of v and an extension of the phase
portrait to the whole sphere
Definition 9. A local family at α = 0 with the base (Rk, 0) is a germ on { 0 }×M of a
family given on B×M , B 3 0, B is open. Two local families are moderately topologically
equivalent if they have locally moderately topologically equivalent representatives, and
the corresponding homeomorphism of the bases maps 0 to 0.
Denote by V lock (S2) the set of local k-parameter families of C3 smooth vector fields in
S2.
Definition 10. An unfolding of a vector field is a local family for which this field
corresponds to the critical (zero) parameter value. We say that this family unfolds the
vector field.
We will be mainly interested in generic unfoldings.
For a Banach submanifold T ⊂ Vect(S2), denote by Ttk the set of k-parameter un-
foldings of vector fields v ∈ T transversal to T at v.
2.2.2 Genericity assumptions
Consider an unperturbed vector field v ∈ T. Let γ be the polycycle of the vector field v
of the type TH. If v has several polycycles homeomorphic to γ, we fix any of them, say
γj, and let γ = γj.
Fix cross-sections Γ2, Γ3 to the arcs LM and ML of γ, respectively, and let Γ1 = Γ,
see Figure 2. Let Oj be the only intersection point of γ with Γj, O1 = O. Fix coordinates
xj : Γj → R that orient Γj from inside to outside of γ.
Now consider a three parameter local family V = { vα } that unfolds v. Let α ∈ (R3, 0)
be the parameter, and vα be the corresponding vector field of the family, v = v0. For α
close to zero, the vector field vα has two saddles L(α) and M(α) smoothly depending
on α, together with their separatrixes, L(0) = L, M(0) = M .
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For the initial vector field, each point Oj belongs to two separatrixes, one unstable
and one stable. For α close to zero, let Uj(α) and Sj(α) be the first intersection points of
the separatrixes of the saddles L(α) and M(α) with the cross-sections Γj; U corresponds
to the unstable separatrixes, S corresponds to the stable ones; Sj(0) = Uj(0) = Oj.
Let us introduce separatrix splitting parameters σj well defined for small α:
σj(α) = xj(Sj(α))− xj(Uj(α)). (6)
We also introduce the separatrix splitting map,
σ(α) = (σ1(α), σ2(α), σ3(α)). (7)
The only genericity assumption on the unfolding of v is
det
∂σ
∂α
(0) 6= 0. (8)
It is easy to check that this condition does not depend on the choice of Γj and xj.
Relation (8) allows us to take σ as a new parameter of the local family V .
Remark 2. Though Γ1 = Γ depends on α (see Section 2.2.5 below), we may and will
assume that the intersection Γ′1 of Γ1 with a small neighborhood of O does not depend
on α, hence we can choose x1 : Γ
′
1 → R, and define σ1(α) for α small enough. Local cross
sections Γ2 and Γ3 do not depend on α; hence, σ2(α) and σ3(α) are well defined.
2.2.3 Class T and Banach submanifolds
Let us prove that the class T is a Banach submanifold in some neighborhood of any point
v ∈ T˚. Such a vector field is a generic point in T. By definition of a Banach submanifold,
it is sufficient to find a map σ : (Vect(S2), v) → (R3, 0) such that (T, v) = σ−1(0), and
rank of dσ(v) equals 3. The map σ is given by (7). Since v has no saddle connections
except for the edges of γ, and all singular points of v are hyperbolic, the equation σ = 0
actually defines T near v. Next, the map σ has a full rank since we may use a partition
of unity to perturb one of σj without touching the other two. Note that relation (8) is
equivalent to V ∈ Tt3 .
Near the points v corresponding to vector fields that have several polycycles homeo-
morphic to γ, say γ1, . . . , γD, the set T is no more a manifold. Let v be such a field.
Denote by Tγ1 the set of those vector fields w ∈ T close to v that have a polycycle γ1(w)
homeomorphic to γ, continuously depending on w and such that γ1(v) = γ1. The set
Tγ1 is a Banach manifold in some neighborhood of v. The set T near v is a union of the
manifolds Tγ1 , . . . , TγD , and has self-intersections.
2.2.4 Sparkling saddle connections in a family of class Tt3 : a heuristic description
Let a vector field v ∈ T have exactly one polycycle γ of the type TH. Let V be a
three-parameter unfolding of v transversal to T; σ = (σ1, σ2, σ3) be the parameter of
this family defined above.
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Consider the line E = {σ2 = σ3 = 0 } in the parameter space. It is parametrized by
σ1, and corresponds to vector fields vα with the two connections between L(α) and M(α)
unbroken. The parameter σ1 is special; let us redenote it by ε.
Let us give a heuristic description of some bifurcations in the family V that occur as
the parameter α changes along E . Let I(α), E(α) be hyperbolic saddles of vα smoothly
depending on α, I(0) = I, E(0) = E. There are two sequences of sparkling saddle
connections:
exterior connection: the outgoing separatrix W uE(α) of the saddle E(α) makes n turns
(the precise meaning of this term is defined below) around the whole polycycle γ,
then coincides with the incoming separatrix of the saddle L(α);
interior connection: the incoming separatrix W sI (α) of the saddle I(α) makes m turns
along l in the backward time, then coincides with the outgoing separatrix of the
saddle L(α).
These connections (that do not in general occur simultaneously) are shown in Figure 2.
For simplicity, they are shown in one and the same figure.
2.2.5 Sparkling saddle connections in a family of class Tt3 : a detailed description
Let us describe in more detail the bifurcations in the family V that occur when the
parameter changes along the line E . Let Γ(α) be a smooth family of arcs connecting
I(α) with E(α) and transversal to vα, Γ(0) = Γ.
Definition 11. We say that an exterior (resp., an interior) saddle connection E(α)L(α)
(resp., L(α)I(α)) makes n turns around γ (resp., m turns around l) provided that it
intersects the curve Γ(α) with endpoints excluded at exactly n points (resp., m points).
Remark 3. The number of turns is not an invariant of the orbital topological classifica-
tion of vector fields on the two-sphere. Indeed, n and m depend not only on vα, but also
on the choice of Γ(α).
We fix the family Γ(α), and thus speak about the number of turns.
The following lemma describes the asymptotic behavior of the corresponding values
of the parameter ε near zero.
Lemma 1 (Asymptotic Lemma). For m and n sufficiently large the following holds.
There exists only one value ε = im (respectively, ε = en) that corresponds to a vector
field with an interior (respectively, an exterior) sparkling separatrix connection with m
(respectively, n) turns. The sequences im and en satisfy the asymptotic equalities
log(− log im) = m log λ−1 +O(1), (9)
log(− log en) = n log(λ2µ) +O(1), (10)
and are monotonically decreasing.
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Remark 4. The choice of the cross section Γ and the family Γ(α) does not affect the
statement of the lemma: another choice may change the number of turns by a constant
term only.
Remark 5. In fact, for a sufficiently smooth family of vector fields, O(1) in (9) and (10)
can be replaced by a + rm and b + ρn, respectively, where a and b are constants and
rm, and ρn tend to 0 exponentially. We do not need this fact for our analysis. Its proof
requires more technical details, so we will skip it.
Lemma 1 is the most technical part of the proof. We postpone its proof to Section 4.
Let us deduce the theorem from it.
2.3 Two equivalent families of class Tt3
Begin with some notes about the real line.
2.3.1 Topology of two sequences in the line
Parameter values en corresponding to exterior sparkling saddle connections and im cor-
responding to interior ones form two decreasing sequences converging to 0 from above.
As shown below, for two equivalent families of class Tt3 there exists a homeomorphism
(R+, 0) → (R+, 0)′ of neighborhoods of zero on the real line E parametrized by ε that
brings the couple of sequences (im), (en) corresponding to one family to the couple of
analogous sequences corresponding to another one.
Definition 12. Two couples of bounded countable sets A, B and A˜, B˜ in R+ with the
only accumulation point zero are called equivalent provided that there exists a germ of
a homeomorphism h : (R+, 0) → (R+, 0) that links the germs of the corresponding sets
at zero:
h(A, 0) = (A˜, 0), h(B, 0) = (B˜, 0).
Equivalence classes of pairs thus defined may have a lot of topological invariants. We
present here only one called relative density. Enumerate the elements of each of the
countable sets in the definition above in a monotonic decreasing order. Let NA(x) be
the counting function
NA(x) = # { a ∈ A | a ≥ x } .
In the same way the counting function is defined for the other sets B, A˜, B˜. The relative
density of two sets A and B is the limit (if exists):
ν(A,B) = lim
x→0
NA(x)
NB(x)
.
Clearly, ν(A,B) depends only on the germs of A and B at zero, and ν(A,B) = ν(A˜, B˜)
provided that (A,B) is equivalent to (A˜, B˜).
Lemma 1 motivates the following definition
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Definition 13. A set A ⊂ R is called a quasi (arithmetic) progression with the difference
δA if its germ at infinity has the form
(A,+∞) = { δAk +O(1) | k ∈ N } .
Lemma 2. Let A,B ⊂ R+ be two countable bounded sets with the only accumulation
point at zero. Suppose that there exists a homeomorphism L : (R+, 0)→ (R+,+∞) such
that L(A) and L(B) are quasi progressions with differences δA and δB, respectively. Then
the relative density ν(A,B) exists and is given by
ν(A,B) =
δB
δA
.
The proof is obvious. This lemma together with Lemma 1 immediately implies the
following statement.
Corollary 1. The sequences (en), (im) introduced in Lemma 1 have the relative density
ν ((en), (im)) =
− log λ
log λ2µ
. (11)
2.3.2 A topologically distinguished one-parameter subfamily
Let V and E be the same as in Section 2.2.4. We will describe E in geometric terms.
Proposition 2. Let L and M be two hyperbolic saddles of a C1-smooth vector field v0 on
S2. Suppose that v0 has a saddle connection l between L and M . Let σl be a separatrix
splitting parameter v 7→ σl(v) defined for the vector fields C1-close to v0 as it was done in
Section 2.2.2, see (6). Then there exists a neighborhood U of l in S2and a neighborhood
W of v0 in Vect(S
2) such that if a vector field v ∈ U has a saddle connection that belongs
to U then σl(v) = 0. The proposition holds true if we replace Vect(S
2) by a family that
unfolds v0, and W is a neighborhood of 0 in the base of the family.
The proof is trivial. Yet the proposition becomes wrong if we omit the requirement
that the connection between the saddles L(v) and M(v) close to L and M is close to
the original connection itself. This happens due to sparkling saddle connections.
By Proposition 2, the family E is characterized by the following condition: for σ small,
the vector field vσ has a polycycle “heart” with the edges close to the saddle connections
LM and ML of the vector field v0 if and only if σ2 = σ3 = 0, that is, σ ∈ E .
2.3.3 Numeric invariants of families of class Tt3
Let V and V˜ be two families as in Theorem 4. Let H = (h,Hα) be a moderate topological
equivalence (1) that links the families V and V˜ , h be the corresponding map of the
parameter spaces. Let us shift coordinates in the bases of V and V˜ so that v0, v˜0 are
unique points of V ∩T and V˜ ∩T, respectively. Proposition 1 implies that h(0) = 0.
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In this subsection, redenote by V , V˜ the local families (V, v), (V˜ , v˜) parametrized by σ
and σ˜. Let E˜ be the local subfamily of V˜ , analogouse to E ⊂ V , i.e. given by equations
σ˜2 = σ˜3 = 0. We want to prove that h(E) = E˜ .
Let γ be the polycycle of v0 of the type TH, L and M be its vertexes. Due to
Proposition 1, γ˜ = H0(γ) is a hyperbolic polycycle of v˜0 with vertexes L˜ = H0(L),
M˜ = H0(M). Let U and W be the neighborhoods of L˜M˜ in S
2 and 0 in R3 from
Proposition 2. If σ2 = 0, then the vector field vσ has a saddle connection L(σ)M(σ)
close to LM . As H is moderate, the saddle connections L˜(σ)M˜(σ) = Hσ(L(σ)M(σ))
belong to U for σ small, and h(σ) belongs to W . By Proposition 2, σ˜2(h(σ)) = 0. Same
arguments imply that if σ3(σ) = 0 then σ˜3(h(σ)) = 0 for σ small. Hence, h(E) = E˜ .
Let ε = σ1, ε˜ = σ˜1 be the charts on E , E˜ respectively, and ψ : (R, 0) → (R, 0) be
the restriction h|E written in the charts ε, ε˜. It is a homeomorphism. Let E˜ = H0(E).
By Proposition 1, E˜ is the unique saddle whose unstable separatrix winds towards the
polycycle γ˜. Let (e˜n) be the sequence of the parameter values ε˜ for which the vector
field v˜σ has a sparkling saddle connection between E˜(σ˜) and L˜(σ˜) for σ˜ = (ε˜, 0, 0). The
phase portraits of the vector fields vσ and v˜σ˜, σ˜ = h(σ), are linked by a homeomorphism.
Hence, they simultaneously have or have not sparkling saddle connections between E(σ),
L(σ) and E˜(σ˜), L˜(σ˜). Thus ψ sends the sequence (en) to the sequence (e˜n), possibly
shifting the numeration. In the same way, the sequence (˜im) is defined, and the relation
ψ(im) = i˜m−a for some a is proved.
Due to Corollary 1, the relative densities ν ((en), (im)) and ν
(
(e˜n), (˜im)
)
exist and are
given by (11). Since the pairs of sequences ((en), (im)) and
(
(e˜n), (˜im)
)
are equivalent in
sense of Definition 12, their relative densities coincide. Hence,
log λ−1
log λ2µ
=
log λ˜−1
log λ˜2µ˜
.
Theorem 4, modulo Lemma 1, is proved.
3 Functional invariants
In this section we construct an open set of families having functional invariants; in
particular, we prove Theorems 2 and 3, modulo Lemma 3 stated below. This lemma is
an analog of Lemma 1. It is proved in Section 4.
3.1 Heuristic description of functional invariants
Consider the class T described in Section 2.1. Choose a vector field v of this class, and
a polycycle γ of v of the class TH; if it is not unique, we fix one arbitrary. For vector
fields w close to v on Tγ, the following objects are defined:
• two saddles L(w) and M(w);
• their characteristic numbers λ(w) and µ(w);
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• the function νγ : (Tγ, v)→ (R+, νγ(v)) given by
νγ(w) =
− log λ(w)
log λ2(w)µ(w)
,
cf. (5).
Class Tγ has codimension 3. Consider the class (Tγ)
t
4 , see Section 2.2.1. A family V
of class (Tγ)
t
4 intersects the class Tγ at a one-parameter family JV . For a generic family
V ∈ (Tγ)t4 , the function ν|JV is a natural parameter on JV .
Consider now a class T2 ⊂ T of vector fields that contain two polycycles γ1, γ2 of the
type TH. Let Tγ1 ⊂ T and Tγ2 ⊂ T be Banach manifolds described in Section 2.2.3.
Then T2 = Tγ1 ∩Tγ2 ⊂ T.
As it was mentioned above, the objects Lj(v),Mj(v), λj(v), µj(v) and νj(v) are well
defined on the manifold Tγj , j = 1, 2. The class T
2 has codimension six. There are two
functions νj = νγj defined on the manifolds Tγj .
Consider the class (T2)
t
7 . A family V ∈ (T2)t7 again intersects the class T2 by a one-
parameter family JV . Now, there are two natural parameters on JV : restrictions to JV
of the functions ν1 and ν2. One natural parameter is a function of another one. This is a
functional invariant of the moderate topological classification of families of class (T2)
t
7 .
In a similar way, increasing the order of degeneracy, one can construct classes of
vector fields with D functions like ν(v), and consider families that intersect this class by
d-dimensional subfamilies, thus obtaining functional invariant of the form of a germ of
a map (Rd+, a)→ (Rd′+, b), d′ = D − d, a ∈ Rd+, b ∈ Rd′+.
The latter conclusion needs to be justified. We pass to the rigorous presentation and
start with a notion of a function invariant under the moderate topological classification
of local families. In what follows, we construct six (not seven) parameter families with
functional invariants; the constructions are a little bit more tricky than above. Notation
T2 will not be used any more.
3.2 Families with invariant functions: definition
Let d, d′ be arbitrary natural numbers; later on they will be the same as in Theorem 3.
Put D = d + d′. As in Section 2, we shall construct a Banach submanifold TD, then
consider the class (TD)
t
k of local k-parameter families transversal to this submanifold.
The main difference with Section 2 is that now the codimension of TD is less than the
number of parameters in the family,
codim TD = 2D + 1 < 2D + 1 + d = k.
Therefore, each family V with k > codim TD includes a subfamily JV = V ∩ TD with
k − codim TD = d parameters.
Definition 14. Let T be a Banach submanifold in some open subset of Vect(S2), k be
an integer number, k ≥ codimT . A function ϕ : T → R is an invariant function of
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the moderate topological classification of families of class T tk provided that the following
holds. Let two families V, V˜ ∈ T tk with the bases B, B˜ be moderately topologically
equivalent. Consider the subfamilies JV = V ∩T , JV˜ = V˜ ∩T with the bases B(JV ) ⊂ B,
B(JV˜ ) ⊂ B˜, respectively. Then
h(B(JV )) = B(JV˜ ), ϕ(vα) = ϕ(v˜h(α)) for vα ∈ JV . (12)
The first relation means that T is topologically distinguished in its neighborhood. The
second relation means that ϕ takes the same values on the corresponding vector fields
of the equivalent families.
Denote by ϕV : B(JV )→ R the function ϕ|JV written in the chart α, ϕV (α) = ϕ(vα);
denote by χ the restriction h|JV written in the charts α, α˜. Then (12) takes the form
ϕV˜ ◦ χ = ϕV . (13)
We shall use this form later.
Remark 6. The notion of an invariant function T → R should not be confused with the
notion of a functional invariant. If k = codimT , then JV consists of one point, and an
invariant function provides a numeric invariant.
3.3 Factory of invariant functions
3.3.1 A special polycycle of higher codimension
Consider a normalized vector field v0 with a hyperbolic polycycle γ
0
e monodromic from
the exterior. Suppose that γ0e includes a polycycle γ
0
i monodromic from the interior, see
Figure 3.
In order to introduce a condition analogous to (2), we need the following definition.
Definition 15. The characteristic number of a hyperbolic polycycle γ is the product of
the characteristic numbers of all the saddles met during one turn along the polycycle; it
is denoted by λ(γ).
Suppose that
λ(γ0e ) > 1, λ(γ
0
i ) < 1. (14)
Example 1. The characteristic numbers of the polycycles γ and l from Section 2 are
equal to λ2µ and λ, respectively. So, in this case (14) becomes (2).
Polycycles γ0e , γ
0
i will be called special for future references.
3.3.2 Class Tˆ
Let us now construct a class Tˆ = Tˆ(γ0e , γ
0
i ). Vector fields v ∈ Tˆ are required to have
polycycles γi(v) ⊂ γe(v) such that the couple (γe, γi) is homeomorphic to (γ0e , γ0i ). At this
spot, for the abuse of notation, we skip the expression (v) that indicates the dependence
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of different objects on v. Assume also that v has no saddle connections other than the
edges of γe.
Moreover, let E and I be hyperbolic saddles outside γe and inside γi respectively.
Suppose that there exists a smooth arc Γ that connects E and I and is transversal to
v in its interior points; let O be the unique intersection point Γ ∩ γi, and l ⊂ γi be the
saddle connection, edge of γi, that contains O. Denote by Γ
+ and Γ− half open arcs of
Γ between O and E (E excluded), and between O and I (I excluded) respectively. Note
that the germs of the monodromy maps
∆e : (Γ
+, O)→ (Γ+, O), ∆i : (Γ−, O)→ (Γ−, O) (15)
along the polycycles γe, γi are well defined. Suppose that the germs ∆e, ∆
−1
i may be
extended as global Poincare´ maps of the vector field v:
∆e : Γ
+ → Γ+, ∆−1i : Γ− → Γ−
that have no fixed points except for O; both maps are into. Then O is an attracting
fixed point of ∆e and of ∆
−1
i ; this follows from (14), see Remark 12 below.
Let Hˆ, cf. Section 2.1.3, be the class of vector fields v such that
• all the singular points and polycycles of the vector field v are hyperbolic;
• products of all the characteristic values of the saddles of v taken in the powers 0,
1, 2, where at least one power is non-zero, are different from 1.
Clearly, Hˆ is open and dense in Vect(S2). We assume that v ∈ Hˆ. We also assume that
the following analog of Assumption 1 from Section 2.1.3 holds for the class Tˆ.
Assumption 2. For any polycycle γ of a vector fields v ∈ Tˆ there is no more than one
saddle whose separatrix winds toward γ in the positive or negative time.
This completes the definition of the class Tˆ.
Proposition 3 (cf. Proposition 1). Consider two orbitally topologically equivalent vector
fields v, v˜ ∈ Hˆ. If v ∈ Tˆ, then v˜ ∈ Tˆ. Moreover, a homeomorphism provided by
Definition 4 sends the polycycles γe(v), γi(v), and the saddles E(v), I(v) to similar
objects for v˜.
Proof. Let H be a homeomorphism that links the phase portraits of v and v˜. Similarly
to the proof of Proposition 1, the polycycles γe(v˜) = H(γe(v)), γi(v˜) = H(γi(v)) and the
saddles E˜ = H(E), I˜ = H(I) satisfy all the requirements of the class Tˆ, possibly except
for inequalities (14). Let us prove these inequalities.
Suppose that λ(γe(v˜)) ≤ 1. Note that each saddle is met at most twice during one turn
along γe(v˜), hence λ(γe(v˜)) is a product of characteristic numbers of saddles of v˜ taken
in the powers 0, 1, 2. By definition of Hˆ, this implies λ(γe(v˜)) 6= 1, hence λ(γe(v˜)) < 1.
By Remark 12, this contradicts the property of the saddle E, namely, that a separatrix
of E winds towards γe(v˜), and proves the left inequality in (14). One can prove the right
inequality in (14) in the same way.
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Figure 3: Factory of invariant functions
Let ϕ be the function given by
ϕ(v) = − log λ(γi(v))
log λ(γe(v))
, ϕ : Tˆ→ R+. (16)
Fix k ≥ codim Tˆ. Consider the class Tˆtk . Recall that according to Section 2.2.1 this is
the class of k-parameter unfoldings of vector fields of class Tˆ.
Theorem 5. The function ϕ is invariant for the families of class Tˆtk in sense of Defi-
nition 14.
Proof. We will prove Theorem 5 in the current Section 3.3. The proof follows the same
lines as for Theorem 4.
3.3.3 Some bifurcations in the families of class Tˆtk
Consider a local family V = { vα | α ∈ (Rk, 0) } of class Tˆtk . By definition, v0 ∈ Tˆ. Let
γe, γi be two polycycles and let l be a saddle connection of v0 described in the previous
subsection. As in Section 3.2, put JV = Tˆ ∩ V , d := dim JV .
Let lj, j = 1, . . . , N , be the edges of γe, l = l1. Let σj be the corresponding separatrix
splitting parameters defined as in Section 2.2.2. Assume that the cross section Γ1 used
to define σ1 coincides with Γ near Γ ∩ l. Put ε = σ1.
Let E = EV,l be the (d+ 1)-dimensional subfamily of V defined by
EV,l = V ∩ {σ2 = · · · = σN = 0 } . (17)
Obviously, JV ⊂ E .
Let η ∈ (Rd, 0) be a coordinate on B(JV ) smoothly extended to B(E), η(v0) = 0.
By the transversality of V to Tˆ, B(E) is a germ of a smooth submanifold of B(V ),
and α = 0 is a non-critical point of the function ε on B(E). Then β := (η, ε) may
be taken as a coordinate (new parameter) on B(E) near 0. By definition of ε, JV =
{ vα | vα ∈ E , ε(α) = 0 }.
17
Vector fields vβ ∈ E have sparkling saddle connections between the saddles E(β),
M(β) on one hand, and L(β), I(β) on the other hand (exterior and interior connections
respectively). Let Γ(β) be a cross section that plays for vβ the same role as Γ plays for
v = v0. Namely, Γ(β) connects E(β) and I(β), and is transversal to vβ at its interior
points. Moreover, Γ(β) continuously depends on β, and Γ(0) = Γ. We may assume that
Γ(β) coincides with Γ outside some small neighborhoods of E and I.
Definition 16 (cf. Definition 11). A connection E(β)M(β) (respectively, L(β)I(β))
makes n (respectively, m) turns around γe (around γi) provided that it intersects the
arc Γ(β) with endpoints excluded at exactly n points (resp., m points).
The following analog of Lemma 1 holds:
Lemma 3 (Generalized Asymptotic Lemma). Consider the family E = { vβ } described
above, β = (η, ε). For m, n sufficiently large, the following holds. In some neighborhood
of 0 in Rd, non depending on m and n, there exist uniquely determined positive functions
ε = im(η), ε = en(η) such that the vector field vβ, β = (η, im(η)) (β = (η, en(η))) has
an interior (exterior) saddle connection that makes m (respectively n) turns around γi
(around γe). The functional sequences (im), (en) decrease monotonically and satisfy the
equations:
log(− log im(η)) = −m log λi(η) +O(1), (18)
log(− log en(η)) = n log λe(η) +O(1), (19)
where λi(η) = λ(γi(vβ)), λe(η) = λ(γe(vβ)), β = (η, 0), and the remainder terms are
uniformly bounded in η ∈ (Rd, 0).
Remark 7. When k = codim Tˆ, the base of JV is one point { 0 }, and functions im, en
become numbers. In this case Lemma 3 implies Lemma 1, setting Tˆ = T, k = 3.
This lemma is proved in Section 4 together with Lemma 1.
3.3.4 Two equivalent families of class Tˆtk
In what follows, we suppose that k > codim Tˆ. If k = codim Tˆ, then Theorem 5 is proved
in the same way as Theorem 4. Consider two moderately topologically equivalent local
families of class Tˆtk : V = {vα} and V˜ = {v˜α˜}. Let JV = V ∩ Tˆ, JV˜ = V˜ ∩ Tˆ. Let
H = (h,Hα), h(0) = 0, be a moderate equivalence (1) that links these two families.
By Proposition 3, the class Tˆ is topologically distinguished in its neighborhood, hence
h(B(JV )) = B(JV˜ ).
Let l = l1, lj for j = 2, . . . , N , and E be the same as in the previous subsection. Put
l˜ = H0(l), l˜j = H0(lj). Let σ˜j : B(V˜ ) → R be the separatrix splitting parameters for
l˜j, ε˜ = σ˜1. Let E˜ = V˜ ∩ { σ˜2 = · · · = σ˜N = 0 }. Similarly to Section 2.3.3, Proposition 2
implies that h sends {σj = 0 } to { σ˜j = 0 }, hence h sends E to E˜ .
Let im and en be the functions corresponding to sparkling saddle connections in the
family E introduced in Lemma 3. Denote by Im ⊂ E , En ⊂ E the graphs of the functions
im, en : B(JV ) → R+, respectively, defined for r small, and m, n large enough, and by
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I+m and E+n the domains ε > im(η), ε > en(η). Let I˜m, E˜n, I˜+m, E˜+n be the similar objects
for V˜ .
The functional sequences (im) and (en) are monotonically decreasing by Lemma 3.
The sequence (im) corresponds to saddle connections between the saddles L(α), I(α),
where α ∈ B(E), ε(α) = im(η(α)). We ignore here the fact that this connection makes
m turns. The vector field vα ∈ E that has a saddle connection L(α)I(α) corresponds to
a vector field v˜α ∈ E˜ that has a saddle connection L˜(α˜)I˜(α˜). Hence, the map h brings
the germ of the union of graphs
⋃
m≥m0 Im at 0 to the germ of the union of graphs⋃∞
m˜≥m˜0 I˜m˜ at 0. A similar statement holds fo the unions
⋃
n≥n0 En and
⋃
n˜≥n˜0 E˜n˜.
The sequences of domains (I+m), (E+n ), (I˜+m), (E˜+n ) are monotonically increasing with
respect to inclusion. The homeomorphism h respects this property. Hence, there exist
integer a and b such that
h(Im) = (I˜m−a), h(Em) = (E˜m−b). (20)
3.3.5 Relative density of two functional sequences
Simlarly to Section 2.3.1, we introduce the counting functions
Ni(η, ε) = # {m > m0 | ε ≤ im(η) } , Ne(η, ε) = # {n > n0 | ε ≤ en(η) } .
In other words, Ni(η, ε) = m for β = (η, ε) ∈ Im+m0+1 \ Im+m0 , and similarly for Ne. In
the same way, functions N˜i and N˜e are defined.
Define the relative density of (im) and (en) as a limit
ν(η) = lim
(η′,ε)→(η,0)
ε>0
Ne(η
′, ε)
Ni(η′, ε)
,
if exists. Then Lemma 3 implies that
ν(η) = lim
(η′,ε)→(η,0)
ε>0
Ne(η
′, ε)
Ni(η′, ε)
= lim
(η′,ε)→(η,0)
ε>0
log(− log ε) +O(1)
log λe(η′)
× − log λi(η
′)
log(− log ε) +O(1)
= − log λi(η)
log λe(η)
= ϕ(vη,0),
(21)
and a similar equality holds for N˜e and N˜i.
3.3.6 Invariance of the function ϕ
We will deduce invariance of the function ϕ, see (16), from the properties (20) and (21).
Consider a point (η, 0) ∈ (Rd, 0) and the corresponding point (η˜, 0) = h(η, 0) ∈ (Rd, 0).
Let us compute the limit lim
(η,ε)→(η0,0)
ε>0
N˜e(h(η, ε))
N˜i(h(η, ε))
in two ways. On one hand, due to (20)
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and (21),
lim
(η′,ε)→(η,0)
ε>0
N˜e(h(η
′, ε))
N˜i(h(η′, ε))
= lim
(η′,ε)→(η,0)
ε>0
Ne(η
′, ε) + const
Ni(η′, ε) + const
= lim
(η′,ε)→(η,0)
ε>0
Ne(η
′, ε)
Ni(η′, ε)
= ϕ(vη,0).
On the other hand, h is a homeomorphism that sends E+ to E˜+, hence
lim
(η′,ε)→(η,0)
ε>0
N˜e(h(η
′, ε))
N˜i(h(η′, ε))
= lim
(η˜′,ε˜)→(η˜,0)
ε˜>0
N˜e(η˜
′, ε˜)
N˜i(η˜′, ε˜)
= ϕ(v˜η˜,0).
This implies the second part of (12), so we proved Theorem 5, modulo Lemma 3.
3.4 Simple diagrams
Suppose that in the construction above, the polycycle γe contains several polycycles γ
j
i ,
j = 1, . . . , D, monodromic from the interior. Suppose that assumptions of Theorem 5
hold for each pair of polycycles (γe, γ
j
i ). Then an unfolding of the corresponding vector
field may have several invariant functions ϕj simultaneously, one for each pair (γe, γ
j
i ).
Together with (13), this motivates the following definition.
Definition 17. A simple diagram of rank (d,D), d < D, is an equivalence class of germs
of smooth maps,
ϕ : (Mϕ, 0)→ (RD, ϕ(0)), (22)
where (Mϕ, 0) is a germ of a d-dimensional manifold. Two germs (22) are equivalent,
ϕ ∼ ϕ˜, provided that there exists a homeomorphism χ : (Mϕ, 0)→ (Mϕ˜, 0) such that
ϕ˜ ◦ χ = ϕ. (23)
Denote by [ϕ] the equivalence class that contains ϕ.
Remark 8. We write (Mϕ, 0) instead of (Rd, 0) to underline that the there are no canon-
ical coordinates in the domain of ϕ, except for the origin. On the other hand, the
coordinates in the image of the map (22) are well defined. These are the values of the
functions ϕj.
Generic germ of map (22) has rank d. Two maps of rank d are equivalent if and only
if the germs of their images coincide. Fix a decomposition RD = Rd ⊕ RD−d. The first
space is spanned by the first d axis, the second one by the last D − d ones.
Remark 9. For a generic smooth map ϕ, see (22), its image is a graph of a map f :
(Rd, a) → (RD−d, b), (a, b) = ϕ(0). This map is called the modulus of ϕ. Two generic
smooth maps of the form (22) are equivalent iff their moduli coincide. So, we may call
f the modulus of the simple diagram [ϕ]. Any such modulus may be realized by some
simple diagram.
For instance, a simple diagram [ϕ] with generic ϕ (22) for d = 1, D = 2 is characterized
by a germ of a smooth function (R, a)→ (R, b), cf. Theorem 2.
Definition 14 in the form (13), and Definition 17 imply the following proposition.
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Proposition 4. Let T be a Banach submanifold of Vect(S2). Suppose that the moderate
topological classification of families of class T tk possesses D > d = k−codimT invariant
functions ϕj : T → R, j = 1, . . . , D. Then the simple diagram [ϕV ], where ϕV is given
by ϕV = (ϕ1, . . . , ϕD) ◦ JV , or equivalently,
ϕV (α) = (ϕ1(vα), . . . , ϕD(vα)), ϕV : (B(JV ), 0)→ (RD, ϕV (0)), (24)
is an invariant of this classification.
The following theorem is a local version of Theorem 3.
Theorem 6. For any two positive integers d < D there exists a Banach submanifold
TD ⊂ Vect(S2) of codimension 2D + 1 such that the moderate topological classification
of families of class (TD)
t
k has a simple diagram [ϕ] of rank (d,D) as an invariant. Any
diagram with positive ϕ(0) may be realized as an invariant of some family V ∈ (TD)tk .
We prove this theorem in the next two subsections, then we deduce Theorem 3 from
it. The proof is based on Theorem 5 and Proposition 4.
3.5 Six parameter local families with a functional invariant
In this section we prove Theorem 6 for d = 1, D = 2. Let us describe the class T2.
Consider a vector field v0 with a hyperbolic polycycle γe(v0) with three vertexes:
saddles L1, L2, L3, and five edges: a separatrix loop of the saddle L1, and four time
oriented connections: LjLj+1, Lj+1Lj, j = 1, 2, see Figure 4. This polycycle includes
three smaller polycycles: the separatrix loop γ1i of the saddle L1, the polycycle γ
2
i formed
by the connections L1L2, L2L1, and the polycycle γh formed by the connections L2L3,
L3L2. Each of these three smaller polycycles is located outside of the other two. The
polycycle γh is a polycycle “heart”, see Section 2.1.2.
The polycycle γe is therefore monodromic from the exterior, and the polycycles γ
1
i , γ
2
i
are monodromic from the interior. Let λj be the characteristic number of Lj. Then the
characteristic numbers of the polycycles γ1i , γ
2
i , γe are given by
λ(γ1i ) = λ1, λ(γ
2
i ) = λ1λ2, λ(γe) = λ
2
1λ
2
2λ3.
Suppose that both pairs (γe, γ
1
i ) and (γe, γ
2
i ) satisfy (14), that is:
λ21λ
2
2λ3 > 1, λ1 < 1, λ1λ2 < 1. (25)
This completes the description of the polycycle γe. Note that both pairs (γe, γ
1
i ) and
(γe, γ
2
i ) satisfy the properties formulated in Section 3.3.1. Hence, both classes Tˆ(γe, γ
1
i )
and Tˆ(γe, γ
2
i ) are well defined. Let T2 be the intersection of these two classes.
T2 = Tˆ(γe, γ
1
i ) ∩ Tˆ(γe, γ2i ).
This class has codimension 5.
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Figure 4: Phase portrait of a vector field of class T2,1. The phase portrait of a vector
field of class T2 may lack the outer semi-stable limit cycle.
Remark 10. For v ∈ T2, the same saddle E plays the role of E from Section 3.3.2 for
both pairs (γe, γ
1
i ) and (γe, γ
2
i ), though the saddles I1, I2 inside the polycycles γ
1
i , γ
2
i are
of course different, see Figure 4. In a neighborhood of v ∈ T2, we have T2 = Tˆ(γe, γ1i ) =
Tˆ(γe, γ
2
i ). Indeed, a vector field in Tˆ(γe, γ
1
i ) has the polycycle γe preserved, hence both
γ1i and γ
2
i are preserved, and a small perturbation cannot destroy (25).
Let V be a local family of the class (T2)
t
6 , i.e., v0 ∈ T2, and V is transverse to T2 at
v0. As T2 = Tˆ(γe, γ
1
i ) near v0, we can apply Theorem 5 to γi = γ
1
i , and get an invariant
function ϕ1:
ϕ1 : T2 → R, ϕ1(w) = − log λ(γ
1
i (w))
log λ(γe(w))
.
We can apply the same theorem to γi = γ
2
i , and get an invariant function
ϕ2 : T2 → R, ϕ2(w) = − log λ(γ
2
i (w))
log γe(w)
.
Therefore, due to Proposition 4, the simple diagram [ϕV ] given by ϕV = (ϕ1, ϕ2) ◦ JV
is an invaraint of the moderate topological classification of the families of class (T2)
t
6 .
The only restriction on the functions λj(wη) is (25), hence any simple diagram [ϕ] of
rank (1, 2) with positive ϕ(0) can be realized as [ϕV ]. This proves Theorem 6 for d = 1,
D = 2, modulo Lemma 3.
3.6 Simple diagrams as functional invariants
The general version of Theorem 6 is proved in the same way. Fix 0 < d < D. Consider
a vector field v0 having a polycycle γe with D + 1 hyperbolic saddles L1, . . . , LD+1,
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and 2D + 1 time oriented edges: the loop of L1 and the connections LjLj+1; Lj+1Lj.
The edges LDLD+1; LD+1LD form a polycycle of the type “heart”, see Figure 3. The
characteristic numbers of the saddles Lj are λj. The polycycle γ
1
i is the loop of L1,
and the polycycles γji , j = 2, . . . , D − 1 are formed by the edges Lj−1Lj; LjLj−1. Their
characteristic numbers are:
λ(γ1i ) = λ1, λ(γ
j
i ) = λj−1λj, j > 1.
The characteristic number of the “large” polycycle is
λ(γe) = λD+1
D∏
1
λ2j .
We require:
λ(γji ) < 1, λ(γe) > 1. (26)
Let TD be given by
TD = Tˆ(γe, γ
1
i ) ∩ . . . ∩ Tˆ(γe, γDi ).
In a neighborhood of any vector field v0 ∈ TD, we have TD = Tˆ(γe, γji ), and TD is a
Banach submanifold of the space Vect(S2) of codimension 2D + 1.
Let V be a local family of class (TD)
t
k , k = d + codim TD. As TD = Tˆγe,γji
near v0,
Theorem 5 implies that functions
ϕj : TD → R, w 7→ − log λ(γ
j
i (w))
log λ(γe(w))
are invariant in sense of Definition 14.
Proposition 4 implies that the simple diagram [ϕV ] given by ϕV = (ϕ1, . . . , ϕD) ◦ JV
is a functional invaraint of moderate topological equivalence of families V ∈ (TD)tk .
As the characteristic numbers λj(w) may be chosen as arbitrary functions of param-
eters with the only restrictions (26), the simple diagram [ϕV ] may be arbitrary with
positive ϕ(0). This proves Theorem 6, modulo Lemma 3.
3.7 Non-local families with functional invariants
In this section we deduce Theorem 3 from Theorem 6.
Let V and V˜ be two local families of class (TD)
t
k , and V, V˜ be their representatives.
Note that moderate topological equivalence of non-local families V, V˜ does not imply
the moderate topological equivalence of V and V˜ . Indeed, the corresponding homeo-
morphism of the bases may send 0 to another point of V˜∩TD, but Definition 9 requires
it to send zero to zero.
In order to avoid this problem, we introduce a class TD,d ⊂ TD of codimension k.
Additionally to the parts of the phase portrait required by definition of TD, a vector
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field v ∈ TD,d has d semistable limit cycles of multiplicity 2 separating the polycycle γe
and the limit cycle at infinity. Clearly, codim TD,d = d+ codim TD = k.
Let TtD,d be the class of non-local k-parametric families of vector fields V ⊂ Hˆ that
intersect TD,d at a single point, and contain no other vector fields orbitally topologically
equivalent to vector fields of class TD,d. Consider two moderately topologically equiva-
lent families V, V˜ ∈ TtD,d. Let us shift coordinates in these families so that v0 = V∩TD,d,
v˜0 = V˜∩TD,d. Let h be the homeomorphism of the bases from (1). Due to the definition
of TtD,d, h sends zero to zero, hence the local families (V, v0) and (V˜, v˜0) are moderately
topologically equivalent. Note that these families belong to (TD,d)
t
k , hence they belong
to (TD)
t
k as well.
Finally, let [ϕV ] be the simple diagram provided by Theorem 6. For a non-local family
V, let V be its germ at V ∩TD,d. Then the simple diagram [ϕˆV] = [ϕV ] is an invariant
of moderate topological equivalence of families V ∈ TtD,d. Therefore, families of class
TtD,d have simple diagrams (22) as invariant of moderate topological equivalence, and
any diagram with ϕ(0) ∈ RD+ may be realized as the invariant of a family V ∈ TtD,d.
Due to Remark 9, an open dense subset of TtD,d has a smooth map (Rd+, a)→ (Rd′+, b) as
a functional invariant of the moderate topological equivalence.
This completes the proof of Theorem 3 modulo Lemma 3.
4 Asymptotics of sparkling saddle connections
In this section we prove Lemmas 1 and 3, and thus complete the proofs of Theorems 2−4
and 6.
4.1 General asymptotics lemma and connection equation
Lemma 1 follows from Lemma 3, see Remark 7, which, in turn contains two statements:
one about the sparkling saddle connections related to the polycycle γi; another one about
those related to the polycycle γe, see Section 2.1.2. These are two particular cases of
one general lemma that will be stated now.
Consider a vector field v having a hyperbolic monodromic polycycle γ. Let λ(γ) be
its characteristic number, see Definition 15.
Mark one edge of γ, say from L to M , and a point O on it. Suppose that λ(γ) < 1,
and there exists a hyperbolic saddle I whose incoming separatrix W sI winds toward γ in
the negative time. Let Γ be a cross section through O with one endpoint I transversal
to v everywhere except for I. A germ of a monodromy map ∆γ : (Γ, O) → (Γ, O) is
well defined by assumption that γ is monodromic. Suppose that the germ ∆γ may be
extended to the monodromy map ∆γ : I
′O → IO, where I ′ is the first intersection point
of Γ and the separatrix W sI ran from I in the negative time, see Figure 5a.
Let E be a (d+ 1)-parameter (non-generic) family of vector fields,
E = { vβ | β ∈ (Rd+1, 0) } , β = (η, ε), η ∈ (Rd, 0), ε ∈ (R, 0), v0 = v. (27)
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(a) (b)
Figure 5: Geometry of the connection equation
Suppose that for ε = 0, β = (η, 0) the vector field vβ has a polycycle γ(η) continuously
depending on η; γ(0) = γ. Let L(β), M(β), I(β) be hyperbolic saddles continuously
depending on β and coinciding with L, M , I for β = 0. For ε 6= 0 all the edges of the
polycycle γ stay unbroken except for the connection between L(β) and M(β).
For small η, the polycycle γ(η) is hyperbolic; let λ(η) = λ(γ(η)) < 1 be its character-
istic number. Let U(β) (S(β)) be the first intersection point of the unstable separatrix
of L(β) (stable separatrix of M(β)) with Γ, continuous in β; U(0) = S(0) = O. Consider
a family of cross sections Γ(β) that connect S(β) and I(β); assume that Γ(β) coincides
with Γ outside a small neighborhood of I. Suppose that for small β, the map ∆γ may
be extended in β as a map of an arc in Γ to an arc in Γβ:
∆γ,β : I
′(β)S(β)→ I(β)U(β),
see Figure 5b.
As before, say that vβ has an n-winding connection L(β)I(β) provided that the out-
coming separatrix of L(β) crosses the arc Γ(β) with the point I(β) excluded at exactly
n points, and enters I(β).
Let x be any smooth chart on Γ positive on the semitransversal where the monodromy
map ∆γ,0 is defined. Let us make a reparametrization and a coordinate change similar
to the previous ones:
ε = x(U(β))− x(S(β)), xβ = x− x(S(β)). (28)
In this notation,
xβ(S(β)) = 0, xβ(U(β)) = ε. (29)
Let X(β) := xβ(I
′(β)). Then the connection equation
∆n−1γ,β (ε) = X(β), β = (η, ε), (30)
is equivalent to the fact that vβ has an n-winding connection L(β)I(β), see Figure 5b.
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Lemma 4. In assumption of this subsection, the connection equation has a unique so-
lution in(η) for any n large enough defined on a neighborhood of 0 non-depending on n.
The functional sequence in is monotonically decreasing and
log(− log in(η)) = −n log λ(η) +O(1). (31)
The upper bound for the remainder term in the right hand side is uniform in η.
This lemma is proved in the rest of this section.
4.2 Local families of correspondence maps of hyperbolic saddles
Here we recall a definition of the correspondence (Dulac) map of a hyperbolic saddle.
Lemma 5 stated below claims that for a local family of such saddles the Dulac map
behaves like xλ(β), where λ(β) is the parameter depending characteristic value of the
saddle. In case of a parameter depending linear hyperbolic saddle, x˙ = x; y˙ = −λ(β)y,
we have: ∆β(x) = x
λ(β), and the lemma is trivial. Suppose now that λ(0) is irrational,
and vβ is C
∞ smooth. Then the corresponding local family is non-resonant. Smooth
orbital normal form for this family is linear [8]. In this case the lemma is trivial again.
The only non-trivial case is λ(0) ∈ Q. The lemma for both cases simultaneously is
proved at the end of this section.
Consider a local family of vector fields in the sphere with a hyperbolic saddle L(β). Let
λ(β) be the characteristic number of L(β). By a smooth parameter depending coordinate
change we may put the saddle at the origin and two separatrixes of the saddle to positive
coordinate rays. A parameter depending correspondence or Dulac map ∆β is a map of
a semitransversal Γ+ with a vertex on the incoming separatrix to a semitransversal Γ−
with a vertex on the outgoing one along the orbits of the vector field of the family; the
map is defined near the vertex of a semitransversal. Consider smooth charts x, y on the
semitransversals Γ+, Γ− that vanish at the vertexes. These charts will be called natural.
We shall formulate our estimates on ∆β using g = O(f) and g = Θ(f) notation. Let
f and g be two functions R+ → R. We write
g = O(f) ⇔ ∃C > 0 ∃ε > 0 ∀x ∈ (0, ε) : |g(x)| ≤ C|f(x)|;
g = Θ(f) ⇔ ∃0 < c < C ∃ε > 0 ∀x ∈ (0, ε) : c|f(x)| ≤ |g(x)| ≤ C|f(x)|.
For parameter depending maps fβ, gβ, β ∈ (Rk, 0), the equalities gβ = O(fβ) and
gβ = Θ(fβ) mean the same relations as above with c, C not depending on β.
In what follows, we use notation Dx, Dε for partial derivatives
∂
∂x
, ∂
∂ε
.
Lemma 5. Consider a local family { vβ | β ∈ (Rk, 0) } of vector fields with a hyperbolic
saddle Lβ, having the correspondence map ∆β. Let ε be a component of β, ε ∈ (R, 0).
Then in any natural charts x, y on the semitransversals Γ+, Γ−, the map y = ∆β(x)
has the following properties:
∆β(x) = Θ
(
xλ(β)
)
, (32a)
Dx∆β(x) = Θ
(
xλ(β)−1
)
, (32b)
Dε∆β(x) = O
(
xλ(β) log x
)
. (32c)
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in some neighborhood of 0 in R+ × Rk. All the estimates are uniform in β for β small
enough.
The collection of these three properties will be referred to as property (32).
Remark 11. If two families of maps, ∆β and ∆˜β, satisfy property (32) with exponents
λ(β) and µ(β) respectively, then their composition satisfies this property with the expo-
nent λ(β)µ(β). This follows from the chain rule, and may be checked by a straightforward
calculation that we skip.
4.3 Poincare´ maps for unperturbed hyperbolic polycycles
Here we prove that the Poincare´ map of a parameter depending hyperbolic polycycle
satisfies property (32).
Consider a vector field v with a hyperbolic polycycle γ monodromic from inside or
from outside. Let ∆γ be its monodromy map corresponding to a semitransversal Γ
+
with a vertex O ∈ γ, and λ(γ) be the characteristic number of the polycycle. Let Γ be
a cross-section to γ at O such that Γ ⊃ Γ+. Let x : (Γ, O) → (R, 0) be a smooth chart
on Γ positive on Γ+ \O.
Corollary 2. The monodromy map ∆γ satisfies relations (32a), (32b) with λ(β) replaced
by λ(γ).
Remark 12. This corollary, together with inequalities (2) (resp., (14)), implies that O is
an attracting fixed point for the Poincare´ map ∆γ (resp., ∆e), and a repelling fixed point
for the Poincare´ map ∆l (resp., ∆i), where ∆γ and ∆l are the same as in (3) (resp., ∆e
and ∆i are the same as in (15)).
Proof. The proof follows from Remark 11. More details are given in the proof of the
next corollary that works for the present one as well.
Let us turn back to the local family E from Section 4.1 and consider vector fields with
the polycycle γ(η). Let λ(γ(η)) be its characteristic number. Put O(η) = γ(η) ∩ Γ.
Denote by ∆γ,η the Poincare´ map corresponding to γ(η) written in the chart xη =
x− x(O(η)).
Corollary 3. The monodromy map ∆γ,η satisfies relations (32a), (32b) with x, λ(β)
replaced with xη and λ(γ(η)).
Proof. The map ∆γ,η is a composition of the correspondence maps for hyperbolic saddles,
the vertexes of the polycycle. Each correspondence map satisfies (32a) and (32b) due
to Lemma 5. Thus the composition of these maps satisfies (32a) and (32b) with the
exponent λ(β) equal to the product of the exponents for individual maps, see Remark 11.
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4.4 Poincare´ maps for slightly perturbed hyperbolic polycycles
Let us now consider vector fields of the family E for ε 6= 0. In the notation of Section 4.1,
let Λ(β) be the product of the characteristic values of all the saddles met on the way
from M(β) to L(β) along the chain of unbroken saddle connections, including M(β) and
L(β). By definition, Λ(η, 0) = λ(η).
Corollary 4. In the settings above, in the chart x = xβ, see (28), we have
∆γ,β(x) = ε+ ∆˜γ,β(x), (33)
where ∆˜γ,β satisfies (32), with λ(β) replaced by Λ(β).
Proof. The corollary follows from (29) and the observation that the map ∆˜γ,β still is a
product of correspondence maps for hyperbolic saddles. The rest of the proof proceeds
as in Corollary 3.
4.5 Simple bounds for the monodromy map ∆γ,β
In the next subsection we complete the proof of the Asymptotic Lemma 4. For this we
have to study the iterates of the map ∆γ,β. In this subsection we compare this map
with a simpler one, namely, with a monomial Cxλ for some λ and C. The iterates of
the latter map are easy to calculate. It is important that the comparison works in the
domain
U = { (x, β) | x ≥ ε > 0 } (34)
for x and β = (η, ε) small. The lower bound for x is motivated by the equality ∆γ,β(0) =
ε.
Lemma 6 (Comparison Lemma). Let Λ(0) < 1, U be the same as in (34). Then in the
chart x = xβ we have
∆γ,β(x) = Θ
(
xΛ(η,0)
)
(35a)
Dx∆γ,β > 2; (35b)
Dε∆γ,β > 0 (35c)
for (x, β) ∈ U small. Recall that (35a) is, by definition, uniform in β.
Remark 13. Instead of 2, we could take any constant greater than 1 in relation (35b):
below we will prove that Dx∆γ,β →∞ as x→ 0 uniformly in β.
Proof. Let us apply Dε to both sides of (33) from Corollary 4, then use (32c). We have:
Dε∆γ,β(x) = 1 +Dε∆˜γ,β(x) = 1 +O
(
xΛ(β) log x
)
= 1 + o(1).
This implies (35c). Similarly,
Dx∆γ,β(x) = Dx∆˜γ,β(x) = Θ
(
xΛ(β)−1
)→∞ as x→ 0 uniformly in β,
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since Λ(0) < 1, and β is small. Thus we proved (35b).
Finally, let us prove (35a). Due to (33) and (32a),
∆γ,β(x) = ε+ Θ
(
xΛ(β)
)
, β = (η, ε).
For the first summand we have
ε ≤ x = o (xΛ(η,0)) ,
since 0 < Λ(η, 0) < c < 1 for η small enough. For the second summand, we need to
prove that
xΛ(η,ε) = Θ
(
xΛ(η,0)
)
as x→ 0 inside U ,
or equivalently,
xΛ(η,ε)−Λ(η,0) = Θ(1) as x→ 0 inside U .
Since Λ is a smooth function, we have
xΛ(η,ε)−Λ(η,0) = xO(ε) = (xε)O(1) .
Note that for (x, β) ∈ U , x < 1, we have εε ≤ xε ≤ 1, and εε → 1 as ε→ 0. Therefore,
xΛ(η,ε)−Λ(η,0) = (1 + o(1))O(1) = 1 + o(1).
This implies (35a).
4.6 Sparkling saddle connections
In this section we complete the proof of Lemma 4, that is, prove the existence, uniqueness
and monotonicity in n of the solutions of the connection equation (30).
4.6.1 Existence
The arguments below are based on the Comparison Lemma 6. Namely we replace the
Poincare´ map in the connection equation by a smaller (larger) map, whose iterates may
be easily studied and for which the connection equation may be easily solved. These
solutions provide the estimates for the actual solutions of the connection equation.
Let us pass to the detailed proof. Denote still by U a small subdomain of { (x, β) | 0 < ε ≤ x }
where all the estimates of this lemma hold. More precisely, let
K = { β = (η, ε) | |η| < r, ε ∈ [0, ε0] } , U = { (x, β) | β ∈ K, ε ≤ x ≤ r }
for ε0, r small. By (35a), there exists C > 0 such that
e−CxΛ(η,0) < ∆γ,β(x) < eCxΛ(η,0),
where β = (η, ε), (x, β) ∈ U . Fix a small η and denote for simplicity
Λ(η, 0) = λ, f−(x) = e−Cxλ, f+(x) = eCxλ.
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The following estimates are obviously uniform in η small; for this reason we omit the
dependence of λ on η in notation. Each of the maps f± has two fixed points: 0 and
x± = exp
(± C
1−λ
)
. Note that x− < 1 < x+ = x−1− . On the segment [0, x−] the map f−
pushes all points from the repeller 0 to the attractor x−. In particular, all the negative
iterates of f− are well-defined in (0, x−), hence for any τ ∈ (0, x−), and any n the equation
fn−(x) = τ has a solution in (0, x−). Let U be chosen so that in U , x < x− < x+.
Let m ∈ N, τ ∈ (0, x−) and ε be such that fm− (ε) = τ , and (ε, β) ∈ U . Then
∆mγ,β(ε) > τ. (36)
The right hand side of the connection equation (30) does not in general belong to
(0, x−). Let us replace equation (30) by an equivalent one with the right hand side in
(0, x−). For this let
T (β) = xβ(∆
−a
γ,β(I
′(β))).
Note that for a sufficiently large, T (η, 0) may be arbitrary small because the separatrix
of I(η, 0) approaches the connection l in the negative time. Hence, for r in the definition
of K sufficiently small, a may be chosen so large that for any β ∈ K, T (β) < x−.
Connection equation (30) is equivalent to
∆n−a−1γ,β (ε) = T (β), β ∈ K. (37)
Let m = n− a− 1. Take
ψm,η(ε) = ∆
m
γ,β(ε)− T (β), β = (η, ε). (38)
Let ε+m be the solution of the equation
fm− (ε
+
m) = τ, τ = max
K
T (39)
It exists because τ < x−. Then ψm,η(ε+m) > 0, by (36). Let ε
−
m be the solution of the
equation
fm+ (ε
−
m) = t, t = min
K
T. (40)
It exists because t < x− < x+. Then ϕm,η(ε−m) < 0. By the Intermediate Value Theorem,
equation ϕm,η(ε) = 0 which is equivalent to (30) has a solution εm, and
ε−m < εm < ε
+
m. (41)
4.6.2 Uniqueness
Let us prove that for n large enough solution for (30) is unique. Suppose that n is so
large that we can replace (30) by (37). Then it is sufficient to prove that Dεψm,η(ε) > 0
for large m = n− a− 1 and sufficiently small ε. We have:
Dε
(
∆mγ,β(ε)
)
=
m−1∑
l=0
(
Dx∆
l
γ,β
) (
∆m−lγ,β (ε)
)×Dε∆γ,β (∆m−l−1γ,β (ε))+ (Dx∆mγ,β) (ε).
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Due to (35b) and (35c), all the summands above are positive, and the last one is greater
than 2m. Therefore, for m large enough and ε > 0 small enough, Dε
(
∆mγ,β(ε)
)
is greater
than |DεT |, hence
Dεψm,η(ε) > 0. (42)
4.6.3 Monotonicity
Let us prove that for m large enough, εm(η) < εm−1(η). By definition, for β = (η, εm),
∆mγ,β(εm) = T (β).
Inequality (35a) implies that for ε > 0, ∆γ,β(x) > x. Hence,
∆m−1γ,β (εm) < T (β).
Let ψm−1,η be the same as in (38), with m replaced by m − 1. The latter inequality
implies: ψm−1,η(εm) < 0. By (42), ψm−1,η(ε) monotonically increases in ε. By definition,
ψm−1,η(εm−1) = 0. Hence, εm−1 > εm.
4.6.4 Estimates
Equations (39) and (40) may be easily solved; together with (41), the formulas for
solutions imply (31). Recall that
f−(x) = e−Cxλ, x− = e
− C
1−λ < 1.
Note that
fm− (x) = Cmx
λm , Cm = e
−C 1−λm
1−λ ↘ x− as m→∞.
For any τ < x−, equation fm− (x) = τ is equivalent to x
λm = τC−1m . Note that τC
−1
m ↗
τx−1− < 1 as m→∞. Then, for the solution ε+m of (39)
log(− log ε+m) = −m log λ+ τ0 + o(1), τ0 = log(− log τx−1− ).
Similarly, f+(x) = e
Cxλ, fm+ (x) = C
−1
m x
λm . Then, for the solution x = ε−m of (40),
log(− log ε−m) = −m log λ+ t0 + o(1), t0 = log(− log τx−).
Note that t0 > τ0, because x− < 1. By (41)
−m log λ+ τ0 + o(1) < log(− log εm) < −m log λ+ t0 + o(1).
This proves (31) and, together with it, Lemma 4.
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4.7 Proof of asymptotic lemmas
In this section we deduce Lemmas 1, 3 from Lemma 4. Lemma 1 follows from Lemma 3,
so we prove the latter one only.
In statement (18), we deal with a polycycle γ such that λ(γ) < 1. Hence we can apply
Lemma 4 and obtain (18). In order to prove the other half of Lemma 3, relation (19),
it is enough to reverse the time, i.e., to replace the vector field v by −v.
Let us now prove (19) in more details. Consider a family E from Lemma 3. Let γ(η)
be the monodromic polycycle of the vector field v(η,0). By assumption (2), λ(η) > 1.
By definition of the family E , there exists a hyperbolic saddle E whose separatrix winds
to γe(η) in the positive time. The family E from Lemma 3 is a particular case of the
family (27) with the only difference: λ(γ) > 1 instead of λ(γ) < 1. Let us now reverse
the time. We will get a vector field −v(η,0) with the same polycycle, but with an opposite
orientation. Denote it by γ−(η). The characteristic numbers of the saddles, under the
time reversal, are replaced by the reciprocal ones. Hence, λ(γ−(η)) = λ−1(γe(η)) < 1.
The modified family E is a particular case of the family (27). Lemma 4 is now applicable;
it implies:
log(− log en(η)) = −n log(λ−1(η)) +O(1),
This relation is equivalent to (19). This completes the proof of Lemma 3, hence Lemma 1,
modulo Lemma 5.
4.8 Correspondence maps of hyperbolic saddles: proof of Lemma 5
Preliminary considerations Here we prove Lemma 5. Let { vβ } be a family of vector
fields described in Lemma 5; β is now the same as in Section 4.2. Clearly, the assertion
of the lemma depends neither on the choice of Γ+ and Γ−, nor on the choice of natural
charts x and y.
Let us choose some coordinates (xβ, yβ) near L(β) such that S(β) = {xβ = 0 } and
U(β) = { yβ = 0 }. Due to Hadamard−Perron Theorem, we may and will assume that
xβ and yβ are C
3-smooth functions of the original coordinates and β. The differential
of this coordinate change is C2-smooth, thus x˙β and y˙β are C
2-smooth functions of xβ,
yβ. For simplicity, we write (x, y) instead of (xβ, yβ). Since x˙(0, y) = 0 and y˙(x, 0) = 0,
due to Hadamard Lemma, we have
x˙ = xf1(x, y, β); y˙ = −yf2(x, y, β),
where f1 and f2 are C
1-smooth functions. This vector field has the same correspondence
map as the vector field
x˙ = x; (43a)
y˙ = −yg(x, y, β), (43b)
where g(x, y, β) = f2(x,y,β)
f1(x,y,β)
is a C1-smooth function as well. Clearly, g(0, 0, β) = λ(β).
Choose a neighborhood U ⊂ R2 × Rk of (L(0), 0) such that in U
1
2
λ(0) < g(x, y, β) < 2λ(0). (44)
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Choose Γ+ and Γ− so that all trajectories of vβ going from Γ+ to Γ− stay in U . After
a rescaling, we may and will assume that Γ+ = { y = 1 } and Γ− = {x = 1 }. We shall
prove (32) for the restrictions of x and y to Γ+ and Γ−, respectively.
Estimate of ∆β This estimate follows the proof of Lemma 1 in [3], see also [5, Section
9.3].
Fix a small positive x0. Consider a trajectory (x, y)(t) of (43) starting at (x0, 1). In
our notation, we skip the indication of the dependence of the solution on the parameter
β. Due to (43a), we have x(t) = x0e
t, hence this trajectory arrives to Γ− at T = − log x0.
Next, (44) implies that y(t) ≤ e−λ(0)t/2, but we need a sharper estimate. Note that for
0 ≤ t ≤ T we have∫ t
0
O(x(τ)) +O(y(τ)) dτ =
∫ t
0
O
(
eτ−T
)
+O
(
e−λ(0)τ/2
)
dτ = O(1). (45)
Therefore, for 0 ≤ t ≤ T we have
log y(t) =
∫ t
0
y˙(τ)
y(τ)
dτ = −
∫ t
0
g(x(τ), y(τ), β) dτ
= −
∫ t
0
(λ(β) +O(x(τ)) +O(y(τ))) dt = −λ(β)t+O(1).
Thus
y(t) = Θ
(
e−λ(β)t
)
. (46)
From now on replace x0 by x. For t = T = − log x, equation (46) implies (32a),
because y(T ) = ∆β(x), e
−λ(β)T = xλ(β).
Decomposition of ∆β In order to estimate the derivatives of the germ of ∆β at x,
let us decompose it in the following way. Consider an auxiliary local cross-section Γx ⊂
{ (x, y), y ∈ (R, 1) }; it passes through the point (x, 1) and is orthogonal to Γ+. Equip
Γx with the chart y. Let
∆+β : (Γ
+, x)→ (Γx, 1),
∆xβ : (Γ
x, 1)→ (Γ−,∆β(x));
be the correspondence maps along the orbits of vβ, same as correspondence maps
for (43a), (43b). Then
∆β = ∆
x
β ◦∆+β .
Estimate of Dx∆β(x) Note that Dx∆
+
β (x) =
g(x,1,β)
x
= Θ(x−1), hence it is enough to
show that Dy∆
x
β(y)|y=1 = Θ
(
xλ(β)
)
.
Recall that x(t) = x(0)et. Equation (43b) with x replaced by x(t) = x(0)et, is a
one-dimensional non autonomous equation. Let y(t, β, a) be a solution of this equation
33
Figure 6: A saddle, some cross-sections and correspondence maps
with the initial condition y(0, β, a) = a; as before, β = (η, ε). Denote by z(t) and w(t)
the derivatives of this solution with respect to the initial conditions and the parameter
ε:
z(t) = Day(t, β, a)|a=1, w(t) = Dεy(t, β, 1), ε ∈ (R, 0).
This implies: z(0) = 1, w(0) = 0. Denote for simplicity y(t, β, 1) = y(t); we skip in this
notation the dependence on β that actually takes place. Note that
∆β(x) = y(T ), T = − log x; Dy∆xβ(1) = z(T ), Dε∆xβ(1) = w(T ).
The variational equation for z(t) has the form:
z˙ = −A(t)z, A(t) = (Dy(yg))(x(t), y(t), β).
Hence, A(t) = g(x(t), y(t), β)+yDyg(x(t), y(t), β) = λ(β)+O(x(t))+O(y(t)). Therefore,
by (45),
log z(t) = −
∫ t
0
A(τ)dτ = −λ(β)t+O(1); log z(T ) = λ(β) log x+O(1).
Hence, (Dy∆
x
β)(1) = z(T ) = Θ
(
xλ(β)
)
, thus Dx∆β(x) = Θ
(
xλ(β)−1
)
. This implies (32b).
Estimate of Dε∆β(x) = w(T ) The equation of variations for (43b) with respect to the
parameter takes the form
w˙ = −A(t)w −B(t), B(t) = (Dε(yg)) (x(t), y(t), β), w(0) = 0,
A(t) is the same as above. We have:
w(t) = z(t)C(t), C˙ = −B(t)z−1(t), w(0) = 0.
Hence,
w(T ) = −z(T )
∫ T
0
B(t)z−1(t) dt.
We have: B(t) = (Dε(yg)) (x(t), y(t), β) = −yO(1), z−1(t) = O(1) exp (λ(β)t). Due to
(46), exp (λ(β)t) = Θ(y(t)−1), hence z−1(t) = O(y(t)−1). Thus
Dε∆β(x) = w(T ) = Θ
(
xλ(β)
) ∫ T
0
O(1) dt = O
(
xλ(β) log x
)
.
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This implies (32c).
Lemma 5 is proved. It implies Lemma 4. The proof of the main results of this paper
is now completed.
5 New perspective
5.1 No structural stability in codimension three
Theorem 4 implies that there is an open set in the space of three parameter families of
vector fields that are not structurally stable. Namely, consider two vector fields v0, v˜0 and
their unfoldings that satisfy the assumptions of Section 2. If the ratios of the logarithms
of the characteristic numbers of the saddles L and M for these vector fields are different,
then the two unfoldings are not moderately topologically equivalent, however close they
are.
5.2 No versal families whose dimension equals the codimension of
the degeneracy: a conjecture
In early 70’s Arnold suggested a new approach that revolutionized the bifurcation theory.
It was based on a concept of versal families. The original definition of these families
may be found in [2], and the final one in [1]. Without reproducing this definition
we will mention only that versal families are special unfoldings of a degeneracy of a
certain class that contain a very concentrated information about the bifurcations in
arbitrary local families that unfold the degeneracies of this class. Since early 70’s many
versal families were investigated. It so happened that their dimension was always equal
to the codimension of the degeneracy, though this is not required by the definition.
Moreover, two different versal deformations of the same vector field are weakly (and even
moderately) topologically equivalent. This equivalence holds for all versal deformations
studied up to now. This is a folklore fact, not written anywhere.
Theorem 2 implies that two generic 6-parameter local families passing through the
same vector field of class T2,1, are not topologically equivalent. Indeed, consider two
generic unfoldings V and W of the same vector field of class T2,1. These families belong
to an open subset of V6(S2) mentioned in Theorem 2. By this theorem, they may have
different functional invariants f : (R+, a) → (R+, b), g : (R, a) → (R+, b), because any
such germ may be realized as an invariant of such a local family. Hence, the families V
and W are not equivalent.
This gives a strong evidence to the following
Conjecture 1. There are no versal 6-parameter local families that unfold generic vector
fields of class T2,1. Moreover, for any k ≥ 6 there exists an open set of vector fields for
which there are no k-parameter versal families.
The second author has a strategy of the proof of this conjecture. Note that our
arguments imply no functional invariants for seven-parametric unfoldings of vector fields
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of class T2,1. The problem of existence of versal families whose dimension is higher than
the codimension of the degeneracy is still open.
Problem 1. Let M ⊂ Vect(S2) be a Banach submanifold of finite codimension. Is it
true that for a generic v ∈M and k ≥ codim M large enough, there exists a k-parameter
versal deformation of v?
The authors expect that there exist classes M for which the answer is negative.
5.3 Good, bad and ugly families of vector fields
The space of all finite-parameter families of vector fields on the sphere may be split in
three classes, each one more complicated than the previous class.
Good families are moderately structurally stable ones.
Conjecture 2. Generic one-parameter families of vector fields in the two sphere are
good.
More difficult is
Conjecture 3. Generic two-parameter families of vector fields in the two sphere are
good.
We do not expect that the proof of this conjecture is either easy or short. Plausibly,
it requires a topological classification of all different classes of two parameter families.
This classification is discussed below.
Bad families are those whose moderate topological classification has numeric invari-
ants. These families are not structurally stable.
Ugly families are those whose moderate topological classification has functional in-
variants.
Study of the boundaries between good, bad and ugly families is a challenging problem.
A particular statement is:
Problem 2. Distinguish structurally unstable generic three parameter families from the
structurally stable ones.
In this paper we proved that bad three-parameter families exist. No doubt that good
three-parameter families exist too.
An interesting problem is to construct more examples of bad three-parameter families.
Problem 3. What is the smallest number of parameters for which ugly families exist?
Theorem 3 implies that this number is no greater than 6. We expect that the actual
answer is even smaller.
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5.4 Classification problems
Problem 4. Classify all generic one-parameter local families of vector fields on the
two-sphere up to moderate topological equivalence.
Preliminary steps of this classification, in particular, the classification of all the possi-
ble degeneracies, are done in [11]. A complete description, without a proof, is suggested
in [7]. Together with his students N. Solodovnikov and V. Starichkova, the first author
completes the justification of this description. As a by product, this description implies
Conjecture 2.
Problem 5. Classify all generic two-parameter local families of vector fields on the
two-sphere up to moderate topological equivalence.
This problem is far from being solved. The strategy may be the following. In [9], a
complete list of polycycles that may occur in generic two and three parameter families
was presented. It looks natural to study “sparkling saddle suspensions” over these
polycycles. This construction may produce about two or three dozens of infinite series of
two-parameter local families, each one corresponding to suspensions of sparkling saddle
connections over the polycycles of codimension two from the list, or over two coexisting
polycycles of codimension one. Two families in a series differ by a number and a mutual
location of the separatrixes of saddles that form sparkling saddle connections. There
may be other invariants. The families in each series should be classified like it is done
for one-parameter families.
Complete classification of generic three-parameter families looks like a very large, but
not yet hopeless problem. One of the first steps may be the following.
Problem 6. Find ALL the topological invariants of the family described in Theorem 4.
5.5 Continuum of germs of bifurcation diagrams
Arnold conjectured [1] that for any k there exists but a finite number of pairwise topologi-
cally nonequivalent germs of bifurcation diagrams that may occur in generic k-parameter
families. (A bifurcation diagram is a subset of the base of the family that corresponds
to structurally unstable vector fields.) This conjecture was disproved in [9] where a
countable number of nonequivalent germs of bifurcation diagrams in three-parameter
families was constructed. Recently it occurred that this effect may be observed even in
two-parameter families [7].
Conjecture 4. There exists an open set in the space of three-parameter families such
that the set of pairwise topologically different germs of bifurcation diagrams that may
occur in the families from this set has cardinality continuum.
The first two authors have a strategy of the proof of this conjecture.
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5.6 Numeric and functional invariants in local and semilocal
bifurcations
Semilocal theory studies bifurcations in a neighborhood of an arbitrary polycycle; denote
this polycycle by γ. The phase space is now a germ of a neighborhood (R2, γ). Moderate
topological equivalence of semilocal families on (R2, γ)×(Rk, 0) is defined as in Section 1.
Problem 7. Are there numeric or functional invariants of moderate topological classi-
fication of semilocal families?
Problem 8. The same question about the local families: may numeric or functional
invariants occur in the moderate topological classification of families of vector fields in
a neighborhood of a singular point?
We expect that “hidden” sparkling saddle connections may occur in the unfoldings of
polycycles, even hyperbolic, and produce numeric and functional invariants. The same
expectation concerns unfoldings of complex singular points. This is a realization of the
following heuristic principle:
All effects observed for global families in the plane may be observed for the
local and semi-local ones, may be, with a greater number of parameters.
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