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Abstract
Solutions to a wide variety of transcendental equations can be expressed in terms
of the Lambert W function. The W function, occurring frequently in applications, is
a non-elementary, but now standard mathematical function implemented in all major
technical computing systems. In this work, we discuss some approximations of the two
real branches,W0 andW−1. On the one hand, we present some analytic lower and upper
bounds onW0 for large arguments that improve on some earlier results in the literature.
On the other hand, we analyze two logarithmic recursions, one with linear, and the other
with quadratic rate of convergence. We propose suitable starting values for the recursion
with quadratic rate that ensure convergence on the whole domain of definition of both
real branches. We also provide a priori, simple, explicit and uniform estimates on its
convergence speed that enable guaranteed, high-precision approximations of W0 and
W−1 at any point. Finally, as an application of the W0 function, we settle a conjecture
about the growth rate of the positive non-trivial solutions to the equation xy = yx.
1 Introduction
The Lambert W function—first investigated in the 18th century—is defined implicitly by the
transcendental equation
W(x)eW(x) = x.
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Figure 1: The real branches of the W function
It has now become a standard mathematical function and it is included in all major technical
computing systems. It appears in an increasingly growing number of applications (see, e.g.,
[1] and the references therein) due to the fact that solutions to a wide variety of polynomial-
exponential-logarithmic equations can be expressed in terms of the W function.
TheW function has two real, and infinitely many complex branches [2]. The real branches
are usually denoted by
W0 : [−1/e,∞)→ [−1,∞)
and
W−1 : [−1/e, 0)→ (−∞,−1],
see Figure 1. Both of these are strictly monotone, and some simple special values include
W0(0) = 0, W0(e) = 1, W0(−1/e) = −1, or W−1(−1/e) = −1.
The W function is not an elementary function [3], so it is natural to ask how one can
approximate it efficiently with simpler functions. In the literature, one can find many differ-
ent representations and approximations for the real branches of the W function on various
intervals, see, e.g., [1, 2, 4, 5, 6] and the references therein. These include
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(i) series expansions
• Taylor expansions, e.g., about the origin
∞∑
k=1
(−k)k−1
k!
xk = x− x2 + 3x
3
2
− 8x
4
3
+
125x5
24
+O (x6) ; (1)
• Puiseux expansions, e.g., about the branch point x = −1/e;
• asymptotic expansions about +∞, such as
ln(x)− ln(ln(x)) +
∞∑
k=0
∞∑
m=1
ck,m
(ln(ln(x)))m
(ln(x))m+k
(2)
where the coefficients ck,m are defined in terms of the Stirling cycle numbers;
(ii) recursive approximations
• the recursion
λn+1(x) := ln(x)− ln(λn(x)); (3)
• the Newton-type iteration
νn+1(x) := νn(x)− νn(x)− xe
−νn(x)
1 + νn(x)
; (4)
• the iteration
βn+1(x) :=
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
; (5)
• the Halley-type iteration
hn+1(x) := hn(x)− hn(x)e
hn(x) − x
ehn(x) (hn(x) + 1)− (hn(x)+2)(hn(x)e
hn(x)−x)
2(hn(x)+1)
; (6)
• the Fritsch–Shafer–Crowley (FSC) scheme
fn+1(x) := fn(x)
(
1 +
zn(x)[qn(x)− zn(x)]
(1 + fn(x))[qn(x)− 2zn(x)]
)
(7)
with
zn(x) := ln
(
x
fn(x)
)
−fn(x) and qn(x) := 2(1+fn(x))
(
1 + fn(x) +
2
3
zn(x)
)
;
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(iii) analytic bounds on different intervals
• the bounds
ln(x)− ln(ln(x)) + ln(ln(x))
2 ln(x)
<W0(x) < ln(x)− ln(ln(x)) + e ln(ln(x))
(e− 1) ln(x) , (8)
valid for x ∈ (e,+∞);
• or, for example, the bounds
e ln(−x)
e− 1 ≤W−1(x) ≤ ln(−x)− ln(− ln(−x)) (9)
valid for x ∈ [−1/e, 0).
As for the other (complex) branches of the W function, [2] contains an algorithm to
approximate any branch by using complex interval arithmetic together with the Arb library.
Now let us comment on some of the above formulae to motivate our work.
The recursion (3) is based on the functional equation (10), and has appeared many times
in the literature. The recursion (5) was devised in [1] (we only changed their notation from
Wn to βn, since Wn usually denotes the complex branches of the W function); moreover, the
authors mention that its convergence rate is quadratic, and it approximates W0(x) for large
x better than the standard (also quadratic) Newton iteration (4). The Halley recursion (6)
has third order of convergence (in general, (4) and (6) both belong to the Schröder families
of root-finding methods, see, e.g., [7]), and the FSC scheme (7) converges at an even faster
rate. However, the rate of convergence of (3) has not yet been investigated, and, more
importantly, suitable starting values have not been reported in the literature guaranteeing
that these recursions are well-defined, nor explicit bounds on the error committed in the nth
step.
The pair of bounds (8)—based on the initial terms of the series (2)—appears in [5] (its
weaker version is reproduced in our Lemma 1.1 below). For x > e, [1, Section 4.3] describes
some tighter, two-sided bounds for W0(x), obtained by applying one step of (5) or (3) to a
suitable initial function. These bounds contain more nested logarithms (hence, they are not
of the form (2)).
Finally, when dealing with various expansions (Taylor, Puiseux or asymptotic series in
the group (i) above) in practice, one can work only with their finite truncations, so one also
needs estimates of the remainder terms—estimates of this type were published only very
recently [2].
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1.1 Summary of the results and structure of the paper
In Section 2, we present some two-sided, explicit estimates of W0(x) for large values of x.
The structure of these estimates is based on the first few terms of (2) (but their proofs do not
rely on the asymptotic series). These results strictly refine the estimate (8) for any x > e;
moreover, instead of having an error term O
(
ln(ln(x))
ln(x)
)
as in (8), our error terms have the
form O
((
ln(ln(x))
ln(x)
)3)
and O
(
ln2(ln(x))
ln3(x)
)
.
In Section 3, we analyze the recursion (3) for x > e large enough. By providing a simple
starting value, we show that its even- and odd-indexed subsequences converge to W0(x) from
above and below, respectively. More importantly, we give an explicit error estimate for the
linear rate of convergence.
In Section 4, a complete analysis of the recursion (5) is given. Here, we propose simple and
suitable starting values (consisting of the basic operations, logarithms, or square roots) that
guarantee monotone convergence on the full domain of definition of both real branches: for
the branch W0 on (e,+∞), (0, e), and (−1/e, 0), as well as for the branch W−1 on (−1/e, 0).
Again, the essential feature of these theorems is that the quadratic rate of convergence
of (5) is proved via explicit and uniform error estimates. Thanks to their simplicity, the
maximum number of iteration steps needed to achieve a desired precision can easily be
determined in advance. We also reproduce some guaranteed, high-precision approximations
of W0 in Mathematica that were computed in a different software environment and reported
in [2]—for very large arguments (so large that their direct evaluation in Mathematica via
its built-in function ProductLog is not possible), or for arguments very close to the branch
point x = −1/e.
Finally, in Section 5, we present a simple application of the W0 function and settle a
conjecture in [9] about the growth rate of the non-trivial positive solutions of xy = yx.
To make the presentation of our results easier, all technical proofs of the theorems and
lemmas are collected in Appendix A. The proofs are almost entirely of symbolic character.
As for the techniques, monotonicity arguments are typical. To tackle transcendental inequal-
ities (e.g., ones with roots, exponential functions and logarithms simultaneously), repeated
differentiation and various substitutions are used to convert them to inequalities containing
only rational functions or (multivariable) polynomials, whose behavior is easier to analyze.
1.2 Notation and some preliminary results
The set of natural numbers is denoted by N := {0, 1, 2, . . .}, and the abbreviations
L1 := ln and L2 := ln ◦ ln
5
will often appear. Auxiliary objects in the proofs will sometimes carry subscripts referring
to the number of the (sub)section in which they appear (for example, the polynomial PA.2
and the set SA.2 both appear in Section A.2).
Next, we collect some elementary results which will also be used later.
(i) From the definition of W0 and W−1, it is easily seen that the following identities are
satisfied:
W0(x) = ln(x)− ln(W0(x)) for x ∈ (0,+∞); (10)
W0(x) = − ln
(
W0(x)
x
)
for x ∈ (−1/e, 0); (11)
W−1(x) = − ln
(
W−1(x)
x
)
for x ∈ (−1/e, 0). (12)
(ii) The strict monotonicity of the function [−1,+∞) 3 x 7→ xex implies that for any
α, β ∈ [−1,+∞) we have
α S β if and only if αeα S βeβ, (13)
where S is either “<", or “=" or “>".
(iii) The following auxiliary inequality appears in [5]; for the sake of completeness, we
reprove it in Section A.1.
Lemma 1.1. On (e,+∞) we have L1−L2 <W0 < L1, and L1(e)−L2(e) = W0(e) =
L1(e) = 1.
2 Refined lower and upper bounds for W0 for large argu-
ments
The main result of the present section is Theorem 2.3 below. After setting up the particular
form of the lower and upper estimates in this theorem, the domains of the corresponding
inequalities have been optimized. To describe these domains, first we define two constants,
x∗ and x∗∗, with the help of the following lemmas.
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Lemma 2.1. For y ≥ 1 we set f1(y) := y1/y (y2 − y ln(y) + ln(y)) − y2. Then there is a
unique y∗ > 1 such that f1(y∗) = 0. We have
f1

> 0 on (1, y∗),
< 0 on (y∗,+∞),
= 0 at the points {1, y∗}.
Now we define x∗ := ey∗ ≈ 6288.69.
Lemma 2.2. For y ≥ 1 we set f2(y) := (y − 3) ln(y) − 2y. Then there is a unique y∗∗ > 1
such that f2(y∗∗) = 0. We have
f2
{
< 0 on [1, y∗∗),
> 0 on (y∗∗,+∞).
We define x∗∗ := ey∗∗ ≈ 573967.06.
Lemma 2.1 is proved in Section A.2, and the elementary proof of Lemma 2.2 is given in
Section A.3. We can now formulate the following result.
Theorem 2.3. We have L1 − L2 + L2L1 S W0, with S defined as
> on (e, x∗),
= at the points {e, x∗},
< on (x∗,+∞).
On (x∗,+∞), we have the upper estimate
W0 < L1 − L2 + L2
L1
+
(L2 − 2)L2
2L21
+
L32
L31
. (14)
On the interval (x∗∗,+∞), the lower bound on W0 can be improved to
L1 − L2 + L2
L1
< L1 − L2 + L2
L1
+
(L2 − 2)L2
2L21
− 3L
2
2
2L31
<W0, (15)
and the smallest number x0 > e such that < holds on (x0,+∞) is x0 = x∗∗.
Remark 2.4. It can be shown that the estimates in Theorem 2.3 are strictly sharper than
those in (8) for any x > e.
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The proof of Theorem 2.3 is given in Section A.3, and it relies on the identity (10), and
on the fact that the function −L1 is strictly decreasing: if one has a lower estimate of W0,
then (10) yields an upper estimate, and vice versa.
By repeatedly applying this bootstrap procedure, we obtain the sequence of two-sided
estimates presented in Section 3. In Theorem 2.3, the bootstrap argument is used only two
times. In any case, logarithms nested to several levels will soon appear. The estimates
(14)–(15) have been devised to contain only L1 and L2, and to conjecture them, the first few
terms of the asymptotic expansion (2) have been used.
For a recent, related and general result, see [2, Theorem 2]. In that theorem, an error
term in explicit form is given when the double series in the asymptotic expansion (2) is
truncated at some indices, and the modulus of the argument of the W function is sufficiently
large. Our Theorem 2.3 presents some simple explicit lower and upper bounds for the W0
branch. The proof of Theorem 2.3 is a direct one, and is independent of the proof of [2,
Theorem 2]—that proof relies on the convergence of the asymptotic series (2) on a certain
subset of the complex plane.
3 A linearly convergent recursion for W0 for large argu-
ments
In this section, we analyze the recursion (3): with some starting value to be proposed below,
an explicit, linear convergence estimate is proved for large enough arguments.
For any x ≥ e and n ∈ N let us define{
λ0(x) := ln(x),
λn+1(x) := ln(x)− ln(λn(x)).
(16)
Clearly, λn(e) = 1 = W0(e) for all n ∈ N. For x > e, the lemma below shows that λn is
well-defined, and its even and odd subsequences “sandwich” the Lambert function.
Lemma 3.1. For any fixed x > e and n ∈ N, the number λn(x) is real, and satisfies
1 < λn(x) <
x
e
(17)
and
λ2n+1(x) <W0(x) < λ2n(x). (18)
The proof of the lemma is found in Section A.4. The main result of the present section
is the following theorem about the convergence and convergence speed of the recursion (16).
8
The constant x∗∗∗ ∈ (5.580, 5.581) appearing in the theorem is the unique solution x > e to
the equation
L1(x)− L2(x) =
√
2 ln(2);
hence, for x > x∗∗∗ we have
√
2 ln(2)
ln(x)−ln(ln(x)) ∈ (0, 1).
Theorem 3.2. Let us fix any x > x∗∗∗. Then the sequence λn defined by (16) converges and
lim
n→+∞
λn(x) = W0(x). Moreover, for any n ∈ N we have the error estimate
0 < λ2n(x)−W0(x) ≤
( √
2 ln(2)
ln(x)− ln(ln(x))
)2n
ln(ln(x)). (19)
The proof of this theorem is given in Section A.5. Now, by combining (18) and (19), the
following result is obtained.
Corollary 3.3. For any given x > 5.581 and tolerance ε > 0, let us choose n such that
0 <
( √
2 ln(2)
L1(x)− L2(x)
)2n
L2(x) < ε.
Then
W0(x) ∈
[
λ2n(x)− ε, λ2n(x)
)
.
It is also seen that the sequence λn(x) approximatesW0(x) efficiently for large arguments:
for each fixed x > 5.581, the right-hand side of (19) converges to 0 exponentially fast as
n→ +∞, and the speed of convergence improves as x is chosen closer and closer to +∞.
Remark 3.4. Regarding the estimate (19), we actually prove a slightly stronger statement
in Section A.5, and the constraint x > 5.581 could also be relaxed, see Lemma A.3. However,
the estimate given in (19) is more explicit since its right-hand side does not contain W0. On
the other hand, with some more work, one can prove that λn(x) converges to W0(x) also for
x ∈ (e, x∗∗∗], but this will not be pursued in the present paper because Section 4 will describe
a more effective recursion.
Remark 3.5. Numerical experiments indicate that for any fixed x > e we have
lim
n→+∞
λn(x)−W0(x)
W0(x)− λn+1(x) = W0(x). (20)
In fact, Theorem 3.2 was motivated by discovering (20) first. Now as we know that λn
converges pointwise to W0 on, say, (x∗∗∗,+∞), we can easily prove (20) on this interval.
9
Indeed, let us fix any x > x∗∗∗ and notice that W0(x)−λn+1(x) 6= 0 due to Lemma 3.1. Then
the definition λn+1(x) = ln(x) − ln(λn(x)) implies λn(x) = x exp(−λn+1(x)), and from the
definition of W0 we have W0(x) = x exp(−W0(x)). Therefore, by using −λn+1 → −W0 and
the differentiability of exp, we get
λn(x)−W0(x)
W0(x)− λn+1(x) = x ·
exp(−λn+1(x))− exp(−W0(x))
−λn+1(x)− (−W0(x)) → x exp
′(−W0(x)) = W0(x)
as n→ +∞, completing the proof of (20) for x > x∗∗∗.
4 A quadratically convergent recursion for W0 and W−1
on their full domains of definition
In this section, we analyze the recursion (5) by proposing some starting values on each
subinterval, then prove explicit, quadratic convergence estimates.
4.1 Convergence to W0 on the interval (e,+∞)
Due to W0(e) = 1, let us fix an arbitrary x > e in this section. Here we propose the following
starting value: 
β0(x) := ln(x)− ln(ln(x)),
βn+1(x) :=
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
(n ∈ N). (21)
Lemma 4.1. For any x > e, the recursion (21) satisfies
0 < βn(x) < βn+1(x) <W0(x) (n ∈ N).
The proof of this lemma is found in Section A.6. The lemma says, in particular, that the
recursion (21) is well-defined and real-valued. In the remainder of Section 4.1, we show that
lim
n→+∞
βn(x) = W0(x). (22)
We prove the convergence by giving some explicit error estimates as follows.
We start with the inductive step. The proof of the following lemma is given in Section
A.7.
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Lemma 4.2. For any x > e and n ∈ N, we have
0 <W0(x)− βn+1(x) < (W0(x)− βn(x))
2
(1 + βn(x))W0(x)
. (23)
The next lemma describes some simple estimates for the starting value. Its proof is found
in Section A.8.
Lemma 4.3. For any x > e, one has
0 <W0(x)− β0(x) < e
e− 1
ln(ln(x))
ln(x)
. (24)
In particular, with κ1 := ln (1 + 1/e) ∈ (0.31, 0.32) and for any x > e
0 <W0(x)− β0(x) ≤ κ1. (25)
Now we can state the main result of this section.
Theorem 4.4. For n ∈ N+ and for any x > e, the recursion (21) satisfies
0 <W0(x)− βn(x) <
(
e
e−1
ln(ln(x))
ln(x)
)2n
(ln(x)− ln(ln(x)))−1+2n , (26)
and also the uniform estimate
0 <W0(x)− βn(x) < κ2n1 <
(
32
100
)2n
. (27)
Proof. To prove (26), one drops the factor 1+ βn(x) > 1 from the denominator of the upper
estimate in (23), then applies it recursively to get
0 <W0(x)− βn(x) < (W0(x)− β0(x))
2n
(W0(x))
−1+2n . (28)
Then we use (24) in the numerator and Lemma 1.1 in the denominator. To prove (27), due
to W0(x) > 1, we drop the denominator of the upper estimate in (28) and use (25).
The above theorem of course also proves (22). Regarding the estimate (26), due to Lemma
A.9, we have e
e−1
ln(ln(x))
ln(x)
∈ (0, 1) and ln(x)− ln(ln(x)) > 1 for x > e. Moreover, similarly to
the recursion in Section 3, (26) shows that the convergence of (21) becomes faster for larger
and larger values of x.
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Remark 4.5. According to (27), we have the following uniform estimates for any x > e:
0 <W0(x)− β5(x) < 8 · 10−17,
0 <W0(x)− β10(x) < 7 · 10−517,
0 <W0(x)− β15(x) < 8 · 10−16519.
Remark 4.6. In Mathematica (version 11), a direct evaluation of W0
(
1010
3
)
with its com-
mand ProductLog is not possible: although the number 101000 itself can easily be represented
in this computer system, its internal algorithms cannot handle W0 (101000). (Based on the
error messages, the reason is probably the following: Mathematica uses (a variant) of the
recursion (4), which contains the expression xe−νn(x), and here x > 0 is large, while e−νn(x)
is too close to 0. Indeed, it seems that this particular piece of code tries to represent e−νn(x)
as a “machine number”, even if high-precision computation is requested.)
Now with the recursion (21), it is straightforward to estimate even W0
(
1010
20
)
in Mathe-
matica by taking advantage of the logarithms appearing in the starting value β0 and rewriting
ln
(
1010
20
)
as 1020 · ln(10). In particular, due to Theorem 4.4 we have
0 <W0
(
1010
20
)
− β9
(
1010
20
)
< 10−10000.
In fact, the difference above is even smaller than 2·10−19873, and the computation of β9
(
1010
20
)
to the desired precision took less than 0.33 seconds in Mathematica on a standard laptop.
These huge W0 values may have significance in number theory, because there are some es-
timates of the non-trivial roots of the Riemann ζ function expressed in terms of the W0
function [1, Section 8].
The approximation of the quantity W0
(
1010
20
)
to 10000 digits of precision appears in [2,
Section 6]; it is implemented in the Arb library. We found that all the displayed digits of this
number are in perfect agreement with the corresponding digits of our quantity β9
(
1010
20
)
computed in Mathematica.
4.2 Convergence to W0 on the interval (0, e)
Let us fix an arbitrary 0 < x < e in this section. On this interval, we propose the following
simple starting value:
β0(x) :=x/e,
βn+1(x) :=
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
(n ∈ N). (29)
12
By using the formula for the derivative of the inverse function, we have
W′′0(x) = −
(W0(x))
2(W (x) + 2)
x2(W (x) + 1)3
< 0,
so W0 is strictly concave on (0, e), and W0(x) = x/e holds at x = 0 and x = e, hence
0 < β0(x) < W0(x) on this interval. But this means that Lemmas 4.1–4.2 and their proofs
remain valid also for x ∈ (0, e). Therefore, we can repeat the first few steps of the proof of
Theorem 4.4 to arrive at the inequality
0 <W0(x)− βn(x) < (W0(x)− β0(x))
2n
(W0(x))
−1+2n (30)
again (n ∈ N+). However, unlike on the interval (e,+∞) in the previous section, now the
denominator of (30) can get arbitrarily close to 0 on (0, e), so some care must be taken.
First, we state the following lemma, whose proof is given in Section A.9.
Lemma 4.7. For any x ∈ (0, e) we have
0 <W0(x)− β0(x) < 1
5
.
Remark 4.8. There is no simple formula for the global maximum of the function W0 − β0
on (0, e) (with β0 defined in (29)). Nevertheless, the value 1/5 given above is close to the
actual global maximum (which is approximately 0.1993)—cf. Lemma 4.3, with β0 defined in
(21), where the global maximum on (e,+∞) is exactly κ1.
The following uniform upper estimate is the main result of this section, also proving
limn→+∞ βn(x) = W0(x) for 0 < x < e.
Theorem 4.9. With κ2 := 1 − 1/e and for any n ∈ N+ and 0 < x < e, the recursion (29)
satisfies
0 <W0(x)− βn(x) < 1
5
· κ−1+2n2 <
1
5
·
(
633
1000
)−1+2n
. (31)
Proof. We give a simple upper estimate of the rightmost fraction in (30). Let us set m :=
2n − 1 ∈ N+ and consider the decomposition
(W0(x)− β0(x))2
n
(W0(x))
−1+2n = (W0(x)− β0(x)) ·
(
1− β0(x)
W0(x)
)m
.
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The first factor is upper estimated by using Lemma 4.7. As for the second one, notice that(
1− β0
W0
)′
(x) = − 1
e(W0(x) + 1)
< 0,
hence, for 0 < x < e,
0 < 1− β0(x)
W0(x)
< lim
x→0+
(
1− β0(x)
W0(x)
)
= lim
x→0+
(
1− x/e
W0(x)
)
.
Now (1)—the Taylor expansion ofW0 about the origin, with positive radius of convergence—
implies that limx→0 W0(x)x = 1, so the above limit is κ2, completing the proof.
4.3 Convergence to W0 on the interval (−1/e, 0)
Let us fix any x ∈ (−1/e, 0) in this section. On this interval, we make the following choice
for the starting value:
β0(x) :=
ex ln(1 +
√
1 + ex)√
1 + ex (1 +
√
1 + ex)
,
βn+1(x) :=
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
(n ∈ N).
(32)
The following lemma gives a two-sided initial estimate of W0; its proof is given in Section
A.10.
Lemma 4.10. For any −1/e < x < 0 we have
−1 < −1 +√1 + ex <W0(x) < β0(x) < 0.
Remark 4.11. The choice of the lower bound −1 + √1 + ex in Lemma 4.10 is motivated
by the Puiseux expansion of W about the branch point −1/e, while β0(x) is the result of a
single iteration step of (5) applied to −1 +√1 + ex.
The lemma below establishes the monotonicity and boundedness properties of the se-
quence (32), and shows that it is well-defined and real-valued. Its proof—found in Secion
A.11—is analogous to that of Lemma 4.1.
Lemma 4.12. For any x ∈ (−1/e, 0), the recursion (32) satisfies
−1 <W0(x) < βn+1(x) < βn(x) < 0 (n ∈ N).
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The error estimate in Theorem 4.17 will be based on the following inequality (cf. Lemma
4.2), whose proof is found in Section A.12.
Lemma 4.13. For any −1/e < x < 0 and n ∈ N, we have
0 < βn+1(x)−W0(x) < (βn(x)−W0(x))
2
−W0(x)(1 + βn(x)) . (33)
Regarding the above upper estimate, note that this time the denominator of the fraction
in (33) can get arbitrarily close to 0 near both endpoints of the interval (−1/e, 0).
The following two lemmas constitute the final building blocks in the proof of Theorem
4.17, with proofs in Sections A.13 and A.14, respectively.
Lemma 4.14. For any −1/e < x < 0, we have
0 < β0(x)−W0(x) < 1
10
.
Remark 4.15. The upper bound 1/10 in Lemma 4.14 could be replaced by, say, 0.015, but
the proof of that inequality would require more effort.
Lemma 4.16. For any −1/e < x < 0, we have
0 <
β0(x)−W0(x)
−W0(x)
√
1 + ex
<
1
10
.
The main result of this section is given below, also proving convergence of the recursion
(32) on (−1/e, 0).
Theorem 4.17. For any n ∈ N+ and x ∈ (−1/e, 0), the recursion (32) satisfies the uniform
estimate
0 < βn(x)−W0(x) <
(
1
10
)2n
.
Proof. Due to (33) and Lemmas 4.10 and 4.12, we have
0 < βn(x)−W0(x) < (βn−1(x)−W0(x))
2
−W0(x)(1 + βn−1(x)) <
(βn−1(x)−W0(x))2
−W0(x)
√
1 + ex
,
so, recursively, we get
0 < βn(x)−W0(x) < (β0(x)−W0(x)) ·
(
β0(x)−W0(x)
−W0(x)
√
1 + ex
)−1+2n
.
Now Lemmas 4.14 and 4.16 finish the proof.
Remark 4.18. In [2, Section 6], the first 9950 digits of the quantity W0
(−1
e
+ 10−100
)
near the branch point are computed. We computed β14
(−1
e
+ 10−100
)
by using Mathematica
(214 > 9950), and found that all the first and last few digits displayed in [2] are again in
agreement—the computations within two different systems yielded the same result.
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4.4 Convergence to W−1 on the interval (−1/e, 0)
In this section we propose suitable starting values for the recursion (5) to converge toW−1(x)
for any x ∈ (−1/e, 0). The convergence is again proved via simple (uniform) error estimates.
Although the statements and proofs are similar to those in Sections 4.1–4.3, let us high-
light some differences, including
• the branch W−1 over the bounded interval (−1/e, 0) is unbounded—with a branch
point at the left endpoint, and a singularity at the right endpoint—hence we will split
(−1/e, 0) when defining the recursion starting values β0(x);
• when using the bijective reparametrization x = yey in the proofs of transcendental
inequalities to eliminate W−1, this time W−1(yey) = y will hold for y < −1 (cf. the
identity W0(yey) = y for −1 < y < 0 used earlier);
• the branch W−1 is strictly decreasing, so instead of (13) we now have
α S β if and only if αeα T βeβ, (34)
for any α, β ∈ (−∞,−1].
Due to the above reasons, the proofs will be presented in detail.
For x ∈ (−1/e, 0), we define the recursion as follows:
β0(x) :=− 1−
√
2
√
1 + ex for − 1/e < x ≤ −1/4,
β0(x) := ln(−x)− ln(− ln(−x)) for − 1/4 < x < 0,
βn+1(x) :=
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
(n ∈ N).
(35)
Remark 4.19. (i) The point −1/4 to split the interval (−1/e, 0) in the definition of β0 in
(35) is somewhat arbitrary; it has been chosen to make the constants in the estimates of this
section simple, small positive numbers.
(ii) With the above definition, β0 is a piecewise continuous function. In fact, it is possible to
construct a function that is continuous over the whole interval (−1/e, 0) and approximates
W−1 so well that all the lemmas and the theorem below would remain true (with slightly
different constants, of course). The choice β˜0(x) := ln(−x) − ln(− ln(−x)), for example,
would not be an appropriate one on the interval (−1/e, 0), as it would result in some singular
estimates near x = −1/e. One suitable choice for the starting value of (35) could be
β˜0(x) :=
ex ln
(
1−√1 + ex) ln( 1+ex−√1+ex
ln(1−
√
1+ex)
)
1 + ex−√1 + ex+ ex ln (1−√1 + ex) (x ∈ (−1/e, 0)),
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but with this formula the proofs of the estimates would become more involved. We remark
that the difference W−1 − β˜0 is strictly increasing and satisfies
0 <W−1(x)− β˜0(x) < lim
x→0−
(
W−1(x)− β˜0(x)
)
= ln(2)− 1
2
≈ 0.193
for any x ∈ (−1/e, 0). The expression for β˜0(x) has been obtained by taking two iteration
steps with (5) started from −1−√1 + ex (cf. Remark 4.11).
(iii) Regarding the factor
√
2 in the definition of β0 in (35), it directly appears in the Puiseux
expansion of W about x = −1/e, and it gives a better approximation for W−1 close to
−1/e. However, the constant √2 was not included in the starting value of the recursion
(32), because this way that β0 yields an overall better estimate for W0 on (−1/e, 0).
(iv) The choice for the other starting value in (35) is motivated by the estimate (9). It
appears in [6] (but by using a different—equivalent—parametrization).
(v) As we will see, the sequence βn is only monotone for n ∈ N+ (and not for n ∈ N). Again,
this is a consequence of the trade-off between simple proofs and good uniform error estimates.
The first lemma estimates the initial difference; its proof is found in Section A.15.
Lemma 4.20. For any x ∈ (−1/e, 0), the starting value in (35) satisfies the estimates
0 < β0(x)−W−1(x) < 1/2. (36)
The well-definedness and monotonicity properties of the sequence βn, and the inductive
part of the error estimates are summarized next. The proof of the lemma is given is Section
A.16.
Lemma 4.21. For any x ∈ (−1/e, 0) and n ∈ N+, the recursion (35) is well-defined, real-
valued, and satisfies the following:
βn(x) < βn+1(x) <W−1(x) < β0(x) < −1, (37)
and
0 <W−1(x)− βn(x) < (β0(x)−W−1(x)) ·
(
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)|
)−1+2n
. (38)
Regarding the upper estimate (38), note that this time its denominator can get arbitrarily
close to 0 near the left endpoint of the interval (−1/e, 0), and both terms in its numerator
are singular as x→ 0−. The following lemma yields suitable upper estimates of this fraction.
Its proof is found in Section A.17.
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Lemma 4.22. For any x ∈ (−1/e, 0), the starting value in (35) satisfies the estimates
0 <
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)| <
1
2
. (39)
Moreover, for −1/4 < x < 0 we also have
0 <
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)| <
1/2
| ln(−x)− ln(− ln(−x))| · |1 + ln(−x)− ln(− ln(−x))| . (40)
Summarizing the above, we have the following main result.
Theorem 4.23. For any −1/e < x < 0 and n ∈ N+, the recursion (35) satisfies
0 <W−1(x)− βn(x) <
(
1
2
)2n
.
In particular, for −1/4 < x < 0, the sharper estimate
W−1(x)− βn(x) <
(
1
2
)2n (
1
| ln(−x)− ln(− ln(−x))| · |1 + ln(−x)− ln(− ln(−x))|
)−1+2n
also holds.
Proof. The proof directly follows by combining Lemma 4.21 with Lemmas 4.20 and 4.22.
5 An application: the non-trivial positive real solutions
of xy = yx
In this section, the function y : (1,+∞) → (1,+∞) denotes the unique smooth solution to
the implicit equation
xy(x) = (y(x))x (41)
with y(x) 6= x for x 6= e (and then we necessarily have y(e) = e). There are several of papers
in the literature on the solutions to the commutative equation of exponentiation xy = yx,
probably the first one by L. Euler, see the survey [8]. In connection with the function y in
(41), the following question and conjecture were posed in [9] based on numerical observations.
Question 5.1. Does the function x 7→ xy(x) have an asymptote at +∞?
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Figure 2: The continuous black curve shows the non-trivial positive solution curve of the
equation xy = yx, while the red line represents the trivial solution set y = x.
As for the function y itself, Figure 2 suggests that it can be well approximated by the
unique hyperbola with vertical asymptote x = 1, horizontal asymptote y = 1 and slope of
the tangent at x = e equal to −1.
Conjecture 5.2. Prove that for any x ∈ (1,+∞) \ {e}, we have
y(x) > 1 +
(e− 1)2
x− 1 .
In this section we show that the answer to Question 5.1 is negative, but Conjecture 5.2
is true.
Due to symmetry, it is enough to verify Conjecture 5.2 for x > e, and we can clearly
restrict y to the same interval to answer Question 5.1. It is known [8] that for x > e
y(x) = − x
ln(x)
·W0
(
− ln(x)
x
)
. (42)
Let us present a simple lemma first, derived from (1). Its proof is found in Section A.18.
Lemma 5.3. For any x ∈ (−1/4, 0), we have
x− 4x2 < 1
2
(√
1 + 4x− 1
)
<W0(x) <
√
1 + 2x− 1 < x− x
2
2
< x.
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Now if there is an asymptote to x 7→ xy(x) at +∞ of the form x 7→ ax + b with some
a, b ∈ R, then
a = lim
x→+∞
xy(x)
x
and b = lim
x→+∞
(xy(x) − ax).
Due to (42) we have xy(x)/x = exp
(
−xW0
(
− ln(x)
x
)
− ln(x)
)
, so a = e0 = 1, because, by
Lemma 5.3, for sufficiently large x (e.g., x > 9 works)
0 = −x
(
− ln(x)
x
)
− ln(x) < −xW0
(
− ln(x)
x
)
− ln(x) <
−x
(
− ln(x)
x
− 4
(
− ln(x)
x
)2)
− ln(x) = 4 ln
2(x)
x
.
As for the quantity b, we use Lemma 5.3 again to get
xy(x) − x = exp
(
−xW0
(
− ln(x)
x
))
− x >
exp
(
−x
(
− ln(x)
x
− 1
2
(
− ln(x)
x
)2))
− x =
x
(
exp
(
ln2(x)
2x
)
− 1
)
> x
(
1 +
ln2(x)
2x
− 1
)
=
ln2(x)
2
.
This estimate shows that b cannot be finite, hence there is no asymptote to the function
x 7→ xy(x) at +∞.
Remark 5.4. A slightly stronger statement is
lim
x→+∞
exp
(
−xW0
(
− ln(x)
x
))
− x
ln2(x)
= 1,
which we present here without proof.
Now we turn to Conjecture 5.2. By using (42) again we see that the claim is equivalent
to
α(x) := W0
(
− ln(x)
x
)
< − ln(x)
x
(
1 +
(e− 1)2
x− 1
)
=: β(x)
for x > e. It is easy to check that −1 < α(x) for x > e. The next lemma (to be proved in
Section A.19) shows similarly that −1 < β on (e,+∞).
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Lemma 5.5. For any x > e, one has −1 < β(x).
Now, by using (13), α(x) < β(x) for x > e is equivalent to
− ln(x)
x
< −
(
1 +
(e− 1)2
x− 1
)
ln(x)
x
exp
(
−
(
1 +
(e− 1)2
x− 1
)
ln(x)
x
)
.
It is convenient to rewrite the above inequality into the following form.
Lemma 5.6. For any x > e
(x+ e2 − 2e)
(x− 1) ·
ln(x)
x
+ ln
(
1− (e− 1)
2
x+ e2 − 2e
)
> 0. (43)
The proof of this lemma—given in Section A.20—finishes the proof of Conjecture 5.2.
A Appendix: the proofs of the lemmas and theorems
A.1 The proof of Lemma 1.1
The function W0 is strictly increasing on [e,+∞) and W0(e) = 1, so by using (13) we see
that W0(x) < L1(x) for x > e is equivalent to x = W0(x)eW0(x) < ln(x)eln(x) = x ln(x).
Similarly, for the lower estimate, (63) says that L1(x)− L2(x) > 0 for x ≥ e, hence by (13)
again, L1(x)− L2(x) <W0(x) is equivalent to
x
(
1− ln(ln(x))
ln(x)
)
= (L1(x)− L2(x))eL1(x)−L2(x) <W0(x)eW0(x) = x,
but 1− ln(ln(x))
ln(x)
< 1 for x ∈ (e,+∞), so the proof is complete.
A.2 The proof of Lemma 2.1
First we present a two-sided estimate of the expression y1/y.
Lemma A.1. For any 1 < y, 2 ≤ N ∈ N and 1 ≤ N∗ ∈ N we have
N∗∑
k=0
1
k!
(
ln(y)
y
)k
< y1/y <
(
N−1∑
k=0
1
k!
(
ln(y)
y
)k)
+
4/3
N !
(
ln(y)
y
)N
.
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Proof. Since y1/y = exp
(
ln(y)
y
)
=
+∞∑
k=0
1
k!
(
ln(y)
y
)k
and y > 1, the lower estimate is verified.
As for the upper estimate, one has
y1/y −
N−1∑
k=0
1
k!
(
ln(y)
y
)k
=
+∞∑
k=N
1
k!
(
ln(y)
y
)k
=
1
N !
(
ln(y)
y
)N +∞∑
k=0
1
(N + k)!/N !
(
ln(y)
y
)k
,
hence it is enough to show that the rightmost sum above is at most 4/3. Now we take into
account that ln(y)/y ∈ (0, 1/e] for y > 1, and N ≥ 2, so
+∞∑
k=0
1
(N + k)!/N !
(
ln(y)
y
)k
≤
+∞∑
k=0
1
(2 + k)!/2!
(
1
e
)k
= 2e
(
e1+1/e − e− 1) < 4
3
.
Now we can start the actual proof of Lemma 2.1. Clearly f1(1) = 0. By using Lemma
A.5, Lemma A.1 with N∗ := 1, and Lemma A.6, for 1 < y ≤ 7/2 we have
f1(y) >
(
1 +
ln(y)
y
)(
y2 − y ln(y) + ln(y))− y2 = ln(y)
y
(y + (1− y) ln(y)) > 0.
On the other hand, by Lemma A.1 with N := 2 we see for y > 1 that
f1(y) <
(
1 +
ln(y)
y
+
2 ln2(y)
3y2
)(
y2 − y ln(y) + ln(y))− y2 =
2 ln3(y)
3y2
− 2 ln
3(y)
3y
+
ln2(y)
y
− 1
3
(ln(y)− 3) ln(y),
so lim
+∞
f1 = −∞. Therefore, the proof of Lemma 2.1 will be complete as soon as we have
shown that f ′1 < 0 on (7/2,+∞). We have
y2f ′1(y) =
[
2y3 − 2y2 ln(y) + y(ln2(y)− ln(y) + 1)− ln2(y) + ln(y)] y 1y − 2y3.
By Lemma A.7, the expression in [. . .] is positive, so y
1
y can be estimated from above by
Lemma A.1 with N := 3 and for any y > 7/2 to get y2f ′1(y) <
PA.2(y,ln(y))
18y3
, where
PA.2(y, z) := (4y − 4)z5 +
(
y2 − 13y + 4) z4 + (8y3 − 27y2 + 13y) z3+(−36y3 + 27y2) z2 + (−18y4 + 36y3) z + 18y4.
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We know that y > 7/2, so ln(y) > 5/4, and ln(y) < 5
6
√
y by Lemma A.8. We finish
the proof of Lemma 2.1 by showing that PA.2(y, z) < 0 for (y, z) ∈ SA.2, where SA.2 :={
(y, z) ∈ R2 : y > 7
2
and 5
4
< z < 5
6
√
y
}
. Notice that we also have
SA.2 =
{
(y, z) ∈ R2 : 5
4
< z ≤ 5
6
√
7
2
and y >
7
2
}
∪
{
(y, z) ∈ R2 : z > 5
6
√
7
2
and y >
36
25
z2
}
.
We use repeated (partial) differentiation to decrease the degree of PA.2. It is elementary to
see that
∂1(∂1∂1∂2PA.2)(y, z) = −432y + 144z2 − 432z + 216
is negative for (y, z) ∈ SA.2. Moreover,
∂1∂1∂2PA.2(7/2, z) = 8z
3 + 342z2 − 1404z − 1890 < 0
for 5
4
< z ≤ 5
6
√
7
2
and ∂1∂1∂2PA.2(36z2/25, z) =
− 2
625
z
(
75168z3 + 191900z2 − 46575z − 33750) < 0
for z > 5
6
√
7
2
, therefore ∂1(∂1∂2PA.2)(y, z) < 0 for (y, z) ∈ SA.2. But
∂1∂2PA.2(7/2, z) = 20z
4 − 24z3 + 354z2 − 2268z − 1764 < 0,
for 5
4
< z ≤ 5
6
√
7
2
, and ∂1∂2PA.2(36z2/25, z) =
z2
15625
(−1026432z4 − 6818400z3 + 166700z2 + 1617500z + 609375) < 0
for z > 5
6
√
7
2
, so ∂1(∂2PA.2)(y, z) < 0 for (y, z) ∈ SA.2. Analogously,
∂2PA.2(7/2, z) = 50z
4 − 117z3 + 693z
2
4
− 4851z
2
− 9261
8
< 0
for 5
4
< z ≤ 5
6
√
7
2
, and (repeated differentiation with respect to z shows that)
∂2PA.2(36z
2/25, z) = − 8z
3
390625
×
23
(
279936z5 + 10092600z4 + 1546200z3 − 1811250z2 − 1765625z − 781250) < 0
for z > 5
6
√
7
2
, hence ∂2PA.2(y, z) < 0 for (y, z) ∈ SA.2. But
PA.2(y, 5/4) =
1
256
(−1152y4 + 1120y3 − 2075y2 + 1500y − 625) < 0
for y > 7/2, so PA.2(y, z) < 0 for (y, z) ∈ SA.2. The proof of Lemma 2.1 is complete.
Remark A.2. The above simple proof of the negativity of the polynomial PA.2 would break
down if the constant 5/6 in Lemma A.8 were replaced by, say, 1.
A.3 The proof of Theorem 2.3
We know that L1(e)− L2(e) + L2(e)L1(e) = W0(e) = 1, and on the interval (e,+∞) both W0 > 1
and L1 − L2 + L2L1 > 0 hold (by (63) in Lemma A.9). Hence, by using (13) we have for any
x > e that
L1(x)− L2(x) + L2(x)
L1(x)
S W0(x)
is equivalent to(
L1(x)− L2(x) + L2(x)
L1(x)
)
exp
(
L1(x)− L2(x) + L2(x)
L1(x)
)
S
W0(x) exp(W0(x)) = x,
that is, to
x
ln2(x)
(
y1/y
(
y2 − y ln(y) + ln(y))− y2) S 0
with y := ln(x), where S stands for either “ < ”, or “ > ”, or “ = ”. Lemma 2.1 then
proves the statement in the first sentence of Theorem 2.3.
Now by using the preliminary lower bound L1 −L2 + L2L1 <W0 we have just obtained on
(x∗,+∞), we prove the upper bound (14). To this end, we notice that the function −L1 in
the identity (10) is strictly decreasing, hence
W0 = L1 − L1 ◦W0 < L1 − L1 ◦
(
L1 − L2 + L2
L1
)
holds on (x∗,+∞). By increasing by the right-hand side, see Lemma A.13, the proof of (14)
is complete.
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To finish the proof of Theorem 2.3, we now verify the lower estimate (15). Clearly, the
inequality < in (15) is equivalent to 0 < (ln(x)− 3) ln(ln(x))− 2 ln(x), and this inequality
is true on the interval (x∗∗,+∞) due to Lemma 2.2. (The proof of Lemma 2.2 is a simple
convexity argument: one has f2(1) < 0, lim
+∞
f2 = +∞, and f ′′2 > 0 on [1,+∞).)
Finally, we prove the inequality < in (15) by using the same idea as in the proof of (14).
The function −L1 in the identity (10) is strictly decreasing, so due to (14) itself, we have
W0 = L1 − L1 ◦W0 > L1 − L1 ◦
(
L1 − L2 + L2
L1
+
(L2 − 2)L2
2L21
+
L32
L31
)
.
By decreasing by the right-hand side, see Lemma A.14, the proof of Theorem 2.3 is complete.
A.4 The proof of Lemma 3.1
Let us fix an arbitrary x > e. Inequality (17) for n = 0 is the elementary chain 1 < ln(x) < x
e
.
We proceed by induction. Suppose that we have 1 < λn(x) < xe for some n ∈ N. Then
λn+1(x) = ln(x)− ln(λn(x)) ∈
(
ln(x)− ln
(x
e
)
, ln(x)− ln(1)
)
=
(1, ln(x)) ⊂
(
1,
x
e
)
,
so the induction is complete. This inductive argument shows in particular that the numbers
λn(x) are real.
As for (18), we prove it on (e,+∞) again by induction. The starting step, λ1 <W0 < λ0,
is just Lemma 1.1. So if we have λ2n+1 <W0 < λ2n for some n ∈ N, then by 0 < 1 < λ2n+1
we get L1 ◦λ2n+1 < L1 ◦W0 < L1 ◦λ2n, that is, L1−L1 ◦λ2n+1 > L1−L1 ◦W > L1−L1 ◦λ2n,
being the same as λ2n+2 >W0 > λ2n+1 by the functional relation (10) and the definition of
the recursive sequence (16). By repeating these manipulations, we get λ2n+3 <W0 < λ2n+2,
so the induction and the proof are complete.
A.5 The proof of Theorem 3.2
First we prove the following stronger statement by induction. The constant x˜∗ is defined as
x˜∗ := e
√
2 ln(2)
√
2 ln(2) ∈ (3.82, 3.83).
Lemma A.3. For any x ≥ x˜∗ and n ∈ N one has
λ2n(x)−W0(x) ≤ (2 ln(2))n · ln(x)−W0(x)
W 2n0 (x)
. (44)
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Proof. We fix any x ≥ x˜∗ in the proof. For n = 0 the claim is trivial, so the induction can
be started. Suppose that we have already proved (44) for some n ∈ N, that is, we have
λ2n(x) ≤ W0(x)
(
1 + (2 ln(2))n · ln(x)−W0(x)
W2n+10 (x)
)
. By Lemma 3.1, 1 ≤ λ2n(x), so we can take
logarithms to get
ln (λ2n(x)) ≤ ln(W0(x)) + ln
(
1 + (2 ln(2))n · ln(x)−W0(x)
W2n+10 (x)
)
.
Now z˜ := (2 ln(2))n · ln(x)−W0(x)
W2n+10 (x)
≥ 0 by Lemma 1.1, hence (10) and ln(1+ z˜) ≤ z˜ (for z˜ > −1)
yield ln (λ2n(x)) ≤ ln(x)−W0(x) + (2 ln(2))n · ln(x)−W0(x)W2n+10 (x) , that is
W0(x)− λ2n+1(x) = W0(x)− (ln(x)− ln (λ2n(x))) ≤ (2 ln(2))n · ln(x)−W0(x)
W2n+10 (x)
.
By rearranging this we obtain
W0(x)
[
1−
(
2 ln(2)
W20(x)
)n
· ln(x)−W0(x)
W20(x)
]
≤ λ2n+1(x).
The assumption x ≥ x˜∗ guarantees that 2 ln(2)
W20(x)
∈ (0, 1], and Lemma A.11 with m = 2 that
0 ≤ ln(x)−W0(x)
W20(x)
≤ 1
2
, so the expression in [. . .] above is positive. Hence by taking logarithms
and using (10) again we get
ln(x)−W0(x) + ln
(
1−
(
2 ln(2)
W20(x)
)n
· ln(x)−W0(x)
W20(x)
)
≤ ln(λ2n+1(x)).
We now use Lemma A.10 with z :=
(
2 ln(2)
W20(x)
)n
· ln(x)−W0(x)
W20(x)
· 2 ln(2) ∈ (0, ln(2)] to decrease the
left-hand side and have
ln(x)−W0(x)−
(
2 ln(2)
W20(x)
)n
· ln(x)−W0(x)
W20(x)
· 2 ln(2) ≤ ln(λ2n+1(x)).
Thus
λ2n+2(x)−W0(x) = ln(x)− ln(λ2n+1(x))−W0(x) ≤ (2 ln(2))n+1 · ln(x)−W0(x)
W2n+20 (x)
,
and the induction is complete.
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To finish the proof of Theorem 3.2, we notice, by using Lemma 1.1, that
(2 ln(2))n · ln(x)−W0(x)
W2n0 (x)
≤ (2 ln(2))n · ln(ln(x))
(ln(x)− ln(ln(x)))2n .
By (63), the rightmost denominator here is positive, and the restriction x > x∗∗∗ guarantees
that (2 ln(2))
n
(ln(x)−ln(ln(x)))2n also converges to 0 as n→ +∞. The lower estimate 0 < λ2n(x)−W0(x)
in (19) has already been proved in Lemma 3.1. Thus, lim
n→+∞
λ2n(x) = W0(x). Similarly, due
to (16) and (10), for the odd-indexed subsequence and n→ +∞ we have
λ2n+1(x) = ln(x)− ln(λ2n(x))→ ln(x)− ln(W0(x)) = W0(x).
A.6 The proof of Lemma 4.1
Lemma 1.1 shows that 0 < β0(x) <W0(x).
Step 1. Suppose that 0 < βn(x) < W0(x) for some n ∈ N. Then, due to (13), we have
βn(x)e
βn(x) <W0(x)e
W0(x) = x, so 1 + βn(x) < 1 + ln
(
x
βn(x)
)
, implying
βn(x) <
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
= βn+1(x).
Step 2. Suppose that 0 < βn(x) < W0(x) for some n ∈ N. Then—by using (10) in the
brackets [. . .] below—we have
W0(x)− βn+1(x) = W0(x)− βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
=
1
1 + βn(x)
(
βn(x)
[
W0(x)− ln
(
x
βn(x)
)]
+W0(x)− βn(x)
)
=
1
1 + βn(x)
(
βn(x)
[
ln(x)− ln(W0(x))− ln
(
x
βn(x)
)]
+W0(x)− βn(x)
)
=
1
1 + βn(x)
(
βn(x) ln
(
βn(x)
W0(x)
)
+W0(x)− βn(x)
)
= (45)
W0(x)
1 + βn(x)
(y ln (y) + 1− y)
with y := βn(x)/W0(x) ∈ (0, 1). But, due to Lemma A.4, y ln(y) + 1− y > 0, so βn+1(x) <
W0(x).
Step 3. The recursive application of Steps 1–2 completes the proof.
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A.7 The proof of Lemma 4.2
First we use Lemma 4.1 and the identity (45), then set z := W0(x)−βn(x)
W0(x)
∈ (0, 1) and use the
elementary estimate ln(1− z) < −z for z ∈ (0, 1) to get
0 <W0(x)− βn+1(x) = βn(x)
1 + βn(x)
ln
(
1− W0(x)− βn(x)
W0(x)
)
+
W0(x)− βn(x)
1 + βn(x)
<
βn(x)
1 + βn(x)
· −(W0(x)− βn(x))
W0(x)
+
W0(x)− βn(x)
1 + βn(x)
=
(W0(x)− βn(x))2
(1 + βn(x))W0(x)
.
A.8 The proof of Lemma 4.3
The estimate (24) simply follows from the definition of β0(x) in (21) and the earlier estimate
(8) (given in [5]).
As for (25), one could find the global maximum of e
e−1
ln(ln(x))
ln(x)
for x > e. It can be easily
shown via differentiation that for x > e we have
e
e− 1
ln(ln(x))
ln(x)
≤ 1
e− 1 ≈ 0.582,
with equality exactly for x = ee. However, we maximize the quantity W0(x)−β0(x) directly
to get the sharper upper bound κ1 ≈ 0.3133. By the formula for the derivative of the inverse
function we have W′0(x) =
W0(x)
x(W0(x)+1)
, so
(W0 − β0)′(x) = − ln(x)−W0(x)− 1
x ln(x) · (W0(x) + 1) .
Here the denominator is positive because x > e. As for the numerator, its derivative is
(ln−W0 − 1)′(x) = 1
x(W0(x) + 1)
> 0,
and
ln(e)−W0(e)− 1 = −1, ln
(
ee+1
)−W0 (ee+1)− 1 = e−W0 (e · ee) = 0.
This means that ln(x) − W0(x) − 1 is negative for x ∈ (e, ee+1), zero at x = ee+1, and
positive for x ∈ (ee+1,+∞). That is, the function W0 − β0 is strictly increasing on (e, ee+1)
and decreasing on (ee+1,+∞), hence it has a global maximum at x = ee+1, and W0 (ee+1)−
β0 (e
e+1) = ln (1 + 1/e) = κ1. The proof is complete.
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A.9 The proof of Lemma 4.7
We need to prove that 0 <W0(x) < 1/5 + x/e holds for any 0 < x < e. Due to (13), this is
equivalent to
x = W0(x)e
W0(x) <
(
1
5
+
x
e
)
e1/5+x/e.
Let us set
fA.9(x) :=
(
1
5
+
x
e
)
e1/5+x/e − x,
and notice that f ′′A.9(x) > 0, fA.9(0) > 0, fA.9(e) > 0, so the strictly convex function fA.9
is positive at both endpoints of the interval. By solving f ′A.9(x) = 0 symbolically, we find
that this equation has a unique root at x∗ = e (W0 (e2)− 6/5) ∈ (0, e), corresponding to the
global minimum of fA.9 on (0, e). After some simplification, we get that
fA.9(x
∗) = − e
W0 (e2)
− eW0
(
e2
)
+
11e
5
,
and verify (for example, by using the recursion of Section 4.1) that the right-hand side above
is positive (> 0.0017). This means that fA.9 > 0 on (0, e), completing the proof.
A.10 The proof of Lemma 4.10
The leftmost and rightmost inequalities are obvious.
Step 1. We prove the second inequality first. Since now −1 <W0(x) is also true, we have,
due to (13), that −1 +√1 + ex <W0(x) is equivalent to
(−1 +√1 + ex) e−1+
√
1+ex <W0(x)e
W0(x) = x.
After introducing the new variable z :=
√
1 + ex ∈ (0, 1), the above inequality becomes the
obvious one
(z − 1)ez−1 < z
2 − 1
e
.
Step 2. We now prove W0(x) < β0(x) by using the following bijective reparametrization:
for any −1/e < x < 0 there is a unique y ∈ (−1, 0) such that yey = x, namely, y = W0(x).
So the inequality W0(x) < β0(x) becomes
y <
yey+1 ln
(
1 +
√
1 + yey+1
)
1 + yey+1 +
√
1 + yey+1
.
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The denominator of this fraction is positive, but y < 0, so the above is equivalent to
1 + yey+1 +
√
1 + yey+1 − ey+1 ln
(
1 +
√
1 + yey+1
)
> 0.
This left-hand side vanishes at y = −1, so it is enough to prove that its derivative (no longer
containing a logarithm) is positive for any −1 < y < 0, that is√
1 + yey+1 (3− y − 4e−y−1)− 4e−y−1 − ey+1 + yey+1 − 3y + 3
2
√
1 + yey+1
(
1 +
√
1 + yey+1
) > 0.
Here again, the denominator is positive, and, unexpectedly, the numerator can be factorized
to yield
e−y−1
(
ey+1 − 1−
√
1 + yey+1
)(
yey+1 − ey+1 + 2
√
1 + yey+1 + 2
)
.
After some elementary manipulations, we see that each of the three factors above are positive
for any −1 < y < 0, completing the proof.
A.11 The proof of Lemma 4.12
We prove the lemma by induction. Lemma 4.10 shows that −1 <W0(x) < β0(x) < 0.
Step 1. Suppose that −1 < W0(x) < βn(x) < 0 for some n ∈ N. Then (13) implies
βn(x)e
βn(x) >W0(x)e
W0(x) = x, so—by carefully noting that now x, βn(x),W0(x) ∈ (−1, 0)—
we get 1 + βn(x) < 1 + ln
(
x
βn(x)
)
, therefore
βn(x) >
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
= βn+1(x).
Step 2. Suppose that −1 <W0(x) < βn(x) < 0 for some n ∈ N. Then
βn+1(x)−W0(x) = 1
1 + βn(x)
(
βn(x)
[
ln
(
x
βn(x)
)
−W0(x)
]
+ βn(x)−W0(x)
)
,
and now (11) is used in the brackets [. . .] above to get
1
1 + βn(x)
(
βn(x) ln
(
W0(x)
βn(x)
)
+ βn(x)−W0(x)
)
= (46)
−W0(x)
1 + βn(x)
(y ln (y)− y + 1)
with y := βn(x)/W0(x) ∈ (0, 1). Finally, due to Lemma A.4, y ln(y) + 1 − y > 0, so
W0(x) < βn+1(x).
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A.12 The proof of Lemma 4.13
The proof is analogous to that of Lemma 4.2. This time we use Lemma 4.12, the identity
(46) with z := βn(x)−W0(x)
W0(x)
∈ (−1, 0), and the estimate ln(1 + z) < z for z ∈ (−1, 0) to get
0 < βn+1(x)−W0(x) = −βn(x)
1 + βn(x)
ln(1 + z) +
βn(x)−W0(x)
1 + βn(x)
<
−βn(x)
1 + βn(x)
· βn(x)−W0(x)
W0(x)
+
βn(x)−W0(x)
1 + βn(x)
=
(βn(x)−W0(x))2
−W0(x)(1 + βn(x)) .
A.13 The proof of Lemma 4.14
The first two inequalities below follow from Lemma 4.10:
0 < β0(x)−W0(x) < β0(x)− (−1 +
√
1 + ex) =
ex ln(1 +
√
1 + ex)√
1 + ex(1 +
√
1 + ex)
+ 1−√1 + ex. (47)
It is thus sufficient to upper estimate (47). Since log(1 + z) > z − z2
2
+ z
3
3
− z4
4
> 0 for
z ∈ (0, 1), and we have x < 0, by denoting z := √1 + ex ∈ (0, 1) we see that (47) is further
increased by
ex
(
z − z2
2
+ z
3
3
− z4
4
)
z(1 + z)
+ 1− z. (48)
But now x = (z2 − 1)/e, so (48) can be rewritten as
−z(z − 1)
12
(
3z2 − 4z + 6) ,
and one checks that the global maximum of this quartic polynomial for z ∈ (0, 1) is less than
1/10 (in fact, it is approximately 0.09928).
A.14 The proof of Lemma 4.16
Due to −1 <W0(x) < β0(x) < 0, we have
0 <
β0(x)−W0(x)
−W0(x)
√
1 + ex
<
β0(x)−W0(x)
−β0(x)
√
1 + ex
,
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so it is enough to prove that the rightmost expression above is less than 1/10. This sufficient
condition can be rearranged into the form
ex
(
10 +
√
1 + ex
)
ln
(
1 +
√
1 + ex
)
10
(
1 + ex+
√
1 + ex
) <W0(x). (49)
Let us use again the parametrization yey = x with y ∈ (−1, 0) as in Step 2 of the proof of
Lemma 4.10. Then (49) becomes
yey+1
(
10 +
√
1 + yey+1
)
ln
(
1 +
√
1 + yey+1
)
10
(
1 + yey+1 +
√
1 + yey+1
) < y,
or, since the denominator is positive for 0 < y < 1,
ln
(
1 +
√
1 + yey+1
)
−
10
(
1 + yey+1 +
√
1 + yey+1
)
ey+1
(
10 +
√
1 + yey+1
) > 0. (50)
The left-hand side of (50) vanishes at y = −1, so it is enough to prove that its derivative is
positive for −1 < y < 0. This derivative can be written as
e−y−1
2
√
1 + yey+1
(
1 +
√
1 + yey+1
)(
10 +
√
1 + yey+1
)2 · fA.14(y, z),
where
fA.14(y, z) := 440 + 10
√
1 + yz
((
y2 + y + 2
)
z2 + (15y − 31)z + 44)+
y2z2(z + 30) + yz
(
z2 − 109z + 370)+ 101z2 − 310z
with z := ey+1 ∈ (1, e). Then we also have −1 < yz < 0. Clearly, to finish the proof, it
suffices to prove that fA.14(y, z) > 0 for any −1 < y < 0, 1 < z < e and −1 < yz < 0. Now,
by introducing the new variable w :=
√
1 + yz ∈ (0, 1), the expression fA.14(y, z) becomes
(w + 10)2z2 + (w + 1)(w3 + 9w2 − 120w − 200)z + 10(w + 1)3(w2 + 10),
so it is enough to prove that this bivariate polynomial is positive for any 1 < z < e and 0 <
w < 1. But its discriminant with respect to z, w2(w+1)2(w4−22w3−999w2−7760w−1600),
is trivially negative for w ∈ (0, 1), completing the proof.
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A.15 The proof of Lemma 4.20
Step 1. First we prove
W−1(x) < ln(−x)− ln(− ln(−x)) (51)
for x ∈ (−1/e, 0) (instead of only for x ∈ (−1/4, 0)). Although (51) is identical to (9), we
provide a direct proof for the sake of completeness. By using the bijective reparametrization
x = yey mentioned in the beginning of Section 4.4, (51) is equivalent to
y < ln (−yey)− ln (− ln (−yey)) for y < −1,
that is, to 0 < ln
(
−y
− ln(−yey)
)
, which reduces to the obvious inequality −y > − ln (−yey).
Step 2. Now we prove that
fA.15(x) := ln(−x)− ln(− ln(−x))−W−1(x) < 1/2,
again, for any x ∈ (−1/e, 0). We have
f ′A.15(x) =
fA.151(x)
x ln(−x) (W−1(x) + 1)
with
fA.151(x) := −W−1(x) + ln(−x)− 1.
The denominator of f ′A.15 is clearly negative. Moreover,
f ′A.151(x) =
1
x (W−1(x) + 1)
> 0,
so fA.151 is strictly increasing on (−1/e, 0). But we notice that
fA.151(−e1−e) = −W−1(−e1−e)− e = 0,
so fA.151 < 0 on (−1/e,−e1−e) and fA.151 > 0 on (−e1−e, 0).
This means that fA.15 is strictly increasing on (−1/e,−e1−e), strictly decreasing on
(−e1−e, 0), and it has a global maximum at x = −e1−e ≈ −0.179 (we remark that fA.15(−1/e)
= lim
0−
fA.15 = 0). Since fA.15(−e1−e) = 1− ln(e− 1) < 1/2, the proof of Step 2 is complete.
Step 3. Next, we show that
fA.152(x) := −1−
√
2
√
1 + ex−W−1(x) > 0
holds for any x ∈ (−1/e, 0). To this end, we first verify that fA.152 is strictly increasing on
(−1/e, 0).
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After applying the reparametrization x = yey, and noticing that y 7→ yey is strictly
decreasing on (−∞,−1), we need to verify that
fA.153(y) := −1−
√
2
√
1 + yey+1 − y
is strictly decreasing on (−∞,−1). But
f ′A.153(y) = −1 + fA.154(y),
with
fA.154(y) := − e
y+1(y + 1)√
2yey+1 + 2
,
so it is enough to show that fA.154(y) < 1 for any y < −1. Clearly, fA.154(y) < 1 is equivalent
to −ey+1(y+1) <√2yey+1 + 2, and here both sides are positive—so squaring the inequality
is allowed, reducing it to 0 < −e2y+2(y+1)2+2yey+1+2. After the substitution z := y+1 < 0,
we are to show −e2zz2 + 2ez(z − 1) + 2 > 0. The left-hand side here vanishes at z = 0, and
its derivative is −2ezz (ez(z + 1)− 1) < 0, finishing the claim.
Now, as the strict monotonicity of fA.152 has been established, notice that fA.152(−1/e) =
0, so Step 3 is complete.
Step 4. Finally, we show that
−1−
√
2
√
1 + ex−W−1(x) < 1/2
for any −1/e < x ≤ −1/4. In Step 3 we proved that the left-hand side, fA.152 is strictly
increasing on (−1/e, 0), so it is sufficient to show that fA.152(−1/4) < 1/2. But this last
inequality is equivalent to W−1 (−1/4) >
(−3−√8− 2e) /2, being true due to (34), hence
completing the proof of the lemma.
A.16 The proof of Lemma 4.21
In (37), the inequality β0(x) < −1 is elementary, and W−1(x) < β0(x) has been proved in
Lemma 4.20, so we have
W−1(x) < β0(x) < −1. (52)
Now let us formulate two conditional statements in Steps 1a and 1b, to be used in Step 2.
Step 1a. We claim that if
βn(x) <W−1(x) < −1 (53)
for some n ∈ N+, then βn(x) < βn+1(x).
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Indeed, due to (34), the assumption (53) implies βn(x)eβn(x) > W−1(x)eW−1(x) = x.
By taking into account x < 0, βn(x) < 0, and 1 + βn(x) < 0, this leads to 1 + βn(x) <
1 + ln
(
x
βn(x)
)
, that is, to
βn(x) <
βn(x)
1 + βn(x)
(
1 + ln
(
x
βn(x)
))
= βn+1(x).
Step 1b. Assume in this step that we have βn(x) < −1 for some n ∈ N.
Then βn+1(x) is well-defined, real, and clearly satisfies
W−1(x)− βn+1(x) = 1
1 + βn(x)
(
W−1(x)− βn(x) + βn(x)
[
W−1(x)− ln
(
x
βn(x)
)])
.
Now by using (12), x < 0, βn(x) < 0, and W−1(x) < 0, the expression in [. . .] above is
ln
(
βn(x)
W−1(x)
)
, hence
W−1(x)− βn+1(x) = 1
1 + βn(x)
(
W−1(x)− βn(x) + βn(x) ln
(
βn(x)
W−1(x)
))
, (54)
or, in other words,
W−1(x)− βn+1(x) = W−1(x)
1 + βn(x)
(
1− βn(x)
W−1(x)
+
βn(x)
W−1(x)
ln
(
βn(x)
W−1(x)
))
. (55)
Step 2a. Since β0(x) < −1 due to (52), we can consider (55) with n = 0 and with
y := β0(x)
W−1(x)
. Then y ∈ (0, 1) and W−1(x)
1+β0(x)
> 0, due to (52) again. From these, by using
Lemma A.4, we conclude that −1 >W−1(x) > β1(x).
Step 2b. Assume (53), as an inductive hypothesis, for some n ∈ N+. For n = 1, this has
been proved in Step 2a, so the induction can be started. Then Step 1a shows that βn+1(x)
is well-defined, real, and satisfies βn(x) < βn+1(x). Moreover—since the assumption of Step
1b is fulfilled—we can apply (55) with y := βn(x)
W−1(x)
. Then y > 1 and W−1(x)
1+βn(x)
> 0 are both
consequences of the inductive hypothesis (53), so Lemma A.4 implies βn+1(x) < W−1(x) <
−1.
By taking into account (52) also, the above induction verifies (37) and the left inequality
of (38) for any n ∈ N+.
Step 2c. Let us show the second inequality in (38) for n = 1.
Notice that the assumption of Step 1b is fulfilled because of (52), so we apply (54) with
n = 0 and get
W−1(x)− β1(x) = 1
1 + β0(x)
(W−1(x)− β0(x) + β0(x) ln (1− z)) (56)
35
with z := W−1(x)−β0(x)
W−1(x)
. Due to (52) again, we have z ∈ (0, 1), so we can use the elementary
inequality ln(1− z) < −z (and 1 + β0(x) < 0) to estimate (56) as
W−1(x)− β1(x) < W−1(x)− β0(x)
1 + β0(x)
− β0(x)
1 + β0(x)
· W−1(x)− β0(x)
W−1(x)
=
(β0(x)−W−1(x))2
(1 + β0(x))W−1(x)
= (β0(x)−W−1(x)) ·
(
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)|
)
,
completing Step 2c.
Step 2d. Finally, we prove the second inequality in (38) for any n ≥ 2 by induction.
The induction can be started, since the second inequality in (38) for n = 1 is Step 2c. So
let us suppose that
W−1(x)− βn(x) < (β0(x)−W−1(x)) ·
(
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)|
)−1+2n
(57)
holds for some n ≥ 1. Then we can apply (54) (since the assumption of Step 1b is satisfied
due to (37) we already know), hence
W−1(x)− βn+1(x) = 1
1 + βn(x)
(W−1(x)− βn(x) + βn(x) ln (1− z)) ,
with z := W−1(x)−βn(x)
W−1(x)
. This time, however, we have z < 0 due to (37). Nevertheless, the
inequality ln(1− z) < −z still holds, so
W−1(x)− βn+1(x) < W−1(x)− βn(x)
1 + βn(x)
− βn(x)
1 + βn(x)
· W−1(x)− βn(x)
W−1(x)
, (58)
where we have also taken into account that βn(x)
1+βn(x)
> 0 (being a consequence (37)). But the
right-hand side of (58) is equal to (W−1(x)−βn(x))
2
|W−1(x)|·|1+βn(x)| , so we proved
W−1(x)− βn+1(x) < (W−1(x)− βn(x))
2
|W−1(x)| · |1 + βn(x)| .
Notice now that—due to (37)—we have 1|1+βn(x)| <
1
|1+β0(x)| , therefore
W−1(x)− βn+1(x) < (W−1(x)− βn(x))
2
|W−1(x)| · |1 + β0(x)| . (59)
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The left-hand side of (57) is positive (due to (37)), so we can combine (59) and (57) to get
W−1(x)− βn+1(x) < 1|W−1(x)| · |1 + β0(x)| ·
(
β0(x)−W−1(x)
)2n+1
(|W−1(x)| · |1 + β0(x)|)−2+2n+1 =
(β0(x)−W−1(x)) ·
(
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)|
)−1+2n+1
,
completing the induction, and the proof of the lemma.
A.17 The proof of Lemma 4.22
Step 1. Let us first consider the case −1/4 < x < 0. Then, due to Lemma 4.20 and (37),
we have
0 <
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)| <
1/2
|W−1(x)| · |1 + β0(x)| <
1/2
|β0(x)| · |1 + β0(x)| ,
proving (40). Moreover, it is elementary to check that both x 7→ | ln(−x) − ln(− ln(−x))|
and x 7→ |1 + ln(−x) − ln(− ln(−x))| are strictly increasing for −1/4 < x < 0, and their
product satisfies |β0(−1/4)| · |1 + β0(−1/4)| > 1, so (40) implies (39) for −1/4 < x < 0.
Step 2. Let us consider now the case −1/e < x ≤ −1/4. Then (37) yields
0 <
β0(x)−W−1(x)
|W−1(x)| · |1 + β0(x)| <
β0(x)−W−1(x)
|1 + β0(x)| =
−1−√2√1 + ex−W−1(x)√
2
√
1 + ex
,
so to prove (39), it is sufficient to show that the right-hand side above is less than 1/2. This
last sufficient condition (RHS < 1/2) is equivalent to
2W−1(x) + 3
√
2 + 2ex+ 2 > 0,
which, after the reparametrization x = yey, becomes
2y + 3
√
2 + 2yey+1 + 2 > 0. (60)
It is enough to prove (60) for −2.2 < y < −1, because the range of the function (−2.2,−1) 3
y 7→ yey includes the interval (−1/e,−1/4]. But for −2.2 < y < −1, (60) is equivalent to
0 < 2+2yey+1− (2y+2
3
)2, or, to 9−2z2+9ez(z−1) > 0 after the shift z := y+1 ∈ (−1.2, 0).
On this interval, the degree-6 Taylor polynomial of the exponential function about the origin
is greater than ez, so 9 − 2z2 + 9ez(z − 1) is decreased by replacing ez with its degree-6
Taylor approximation. This way we get 1
80
z2 (z2 + 5z + 10) (z3 + 14z + 20), which is clearly
positive for z ∈ (−1.2, 0), completing the proof.
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A.18 The proof of Lemma 5.3
The first, fourth and fifth inequalities are elementary, and the third one is analogous to
the second one, so here we prove only the second inequality. Since on (−1/4, 0) we have
−1 < 1
2
(√
1 + 4x− 1) and −1 <W0(x), due to (13), 12 (√1 + 4x− 1) <W0(x) is equivalent
to
1
2
(√
1 + 4x− 1
)
exp
(
1
2
(√
1 + 4x− 1
))
< x. (61)
Now there is a unique y ∈ (−1/2, 0) such that y = (√1 + 4x− 1)/2, so (61) is equivalent to
yey < y(1 + y), that is to ey > 1 + y. The proof is complete.
A.19 The proof of Lemma 5.5
For any x > e, β(x) > −1 is equivalent to
fA.19(x) :=
x(x− 1)
x+ e2 − 2e − ln(x) > 0.
Notice that fA.19(e) = 0. The proof will be complete as soon as we show that f ′A.19 > 0 on
(e,+∞). We have f ′A.19(x) = NA.19(x)/
(
x (x+ e2 − 2e)2
)
with
NA.19(x) := x
3 + (2(e− 2)e− 1)x2 − 3(e− 2)ex− (e− 2)2e2.
But NA.19 has 3 real roots on (−∞, 2), so NA.19 > 0 on (e,+∞), completing the proof.
A.20 The proof of Lemma 5.6
Let us denote the left-hand side of (43) by fA.20(x). Notice that fA.20(e) = 0 = lim∞ fA.20, so
the proof is finished as soon as we have shown that there is a unique x∗A.20 > e such that
fA.20 is strictly increasing on (e, x∗A.20) and strictly decreasing on (x∗A.20,+∞) (we remark
that x∗A.20 ≈ 22.04). To this end, we write the derivative of fA.20 as f ′A.20 = NA.20/DA.20 with
NA.20(x) := (x− 1)PA.201(x)− PA.202(x) ln(x),
DA.20(x) := x
2(x− 1)2 (x+ e2 − 2e) ,
PA.201(x) := ((e− 2)e+ 2)x2 + 2(e− 2)ex+ (e− 2)2e2
and
PA.202(x) := (x+ (e− 2)e)
(
x2 + 2(e− 2)ex+ (2− e)e) .
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We check that DA.20 and PA.202 are both positive on (e,+∞), so the sign of f ′A.20(x) is
determined by that of NA.20(x), or by that of
fA.203(x) :=
(x− 1)PA.201(x)
PA.202(x)
− ln(x).
Now for x > e we have that
f ′A.203(x) = −
(x− e)(x+ e− 2)PA.204(x)
xP 2A.202(x)
with
PA.204(x) := x
4 − e(e− 2)(3(e− 2)e− 1)x3 − e(e− 2)((e− 2)e− 1)(1 + 4(e− 2)e)x2+
(e− 2)2e2(1 + 5(e− 2)e)x− (e− 2)3e3.
The polynomial PA.204 has 3 real roots in (−∞, e) and a unique root in (e,+∞) at x∗A.204 (we
have x∗A.204 ≈ 10.67). From this we see that −PA.204 is positive on (e, x∗A.204) and negative on
(x∗A.204,+∞). This means that f ′A.203 is positive on (e, x∗A.204) and negative on (x∗A.204,+∞).
But fA.203(e) = 0 and lim∞ fA.203 = −∞, so fA.203 has a unique root at some x
∗
A.20 with
x∗A.20 > x
∗
A.204 > e, and fA.203 > 0 on (e, x∗A.20) and fA.203 < 0 on (x∗A.20,+∞). Therefore,
f ′A.20 > 0 on (e, x∗A.20) and f ′A.20 < 0 on (x∗A.20,+∞), and the proof is complete.
A.21 Auxiliary estimates
Here we state some auxiliary inequalities used in the earlier sections. For brevity, some
elementary proofs are omitted.
Lemma A.4. For y ∈ (0, 1) ∪ (1,+∞) one has y ln(y) + 1− y > 0.
Proof. We set g(y) := y ln(y) + 1 − y. Since g′(y) = ln(y) < 0 for 0 < y < 1, g′(y) > 0 for
y > 1, and g(1) = 0, the proof is complete.
Lemma A.5. Inequality y ≥ 1 implies y2 − y ln(y) + ln(y) > 0.
Lemma A.6. For 1 < y ≤ 7/2 one has y + (1− y) ln(y) > 0.
Lemma A.7. For y > 7/2 we have
2y3 − 2y2 ln(y) + y(ln2(y)− ln(y) + 1)− ln2(y) + ln(y) > 0. (62)
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Proof. We set PA.21(y, z) := (y− 1)z2+(−2y2 − y + 1) z+(2y3+ y), then the left-hand side
of (62) is equal to PA.21(y, ln(y)). We prove that PA.21(y, z) > 0 for y > 7/2 and z ∈ R. For
any y > 7/2, the quadratic polynomial z 7→ PA.21(y, z) has positive leading coefficient, and
its global minimum is located at zA.21 := −−2y2−y+12(y−1) . But
PA.21(y, zA.21) =
20y4 + 4y3 − 5y2 − 10y + 3
4(y − 1) > 0
for y > 7/2.
Lemma A.8. For y > 0 we have ln(y) < 5
6
√
y.
Lemma A.9. On the interval (e,+∞), the following inequalities hold:
L1 − L2 + L2
L1
> L1 − L2 > 1, (63)
−4
5
<
L2
L21
− L2
L1
< 0, (64)
0 <
e
e− 1
L2
L1
< 1. (65)
Proof. We have (L1 − L2)′(x) = ln(x)−1x ln(x) > 0 and (L1 − L2)(1) = 1, proving (63).
The upper bound in (64) is just
(
L2
L21
− L2
L1
)
(x) = − (ln(x)−1) ln(ln(x))
ln2(x)
< 0, while the lower
bound in (64) is equivalent to the elementary inequality 0 < 4y2 − 5(y − 1) ln(y) with
y := ln(x) for y > 1.
The lower bound in (65) is trivial. With y := ln(x) again, the upper bound is the
elementary inequality ln(y) < (e−1)y
e
.
Lemma A.10. For any z ∈ [0, ln(2)], one has −z ≤ ln
(
1− z
2 ln(2)
)
.
Proof. Notice that −z = ln
(
1− z
2 ln(2)
)
holds for z = 0 and z = ln(2). Moreover, the second
derivative of the right-hand side is negative on [0, ln(2)], so z 7→ ln
(
1− z
2 ln(2)
)
is concave.
The proof is complete.
Lemma A.11. For any x ≥ e and m ∈ N+, we have
0 ≤ ln(x)−W0(x)
Wm0 (x)
≤ 1√
2m
.
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Proof. We know from Lemma 1.1 that L1−W0
Wm0
is non-negative on [e,+∞). As for the upper
estimate, let us consider the chain
Wm0 ≥ (L1 − L2)m ≥
√
2mL2 ≥
√
2m (L1 −W0).
Here the first and third inequalities hold due to Lemma 1.1 again (taking also into account
that L1 − L2 > 0 because of (63)), so it is enough to show the second one. But inequality
≥ is equivalent to (ez − z)m ≥ z√2m, to be proved for any z := ln(ln(x)) ≥ 0. By using
the series expansion of exp around 0 and the binomial theorem we get
(ez − z)m ≥
(
1 +
z2
2
)m
≥ 1 +m · z
2
2
=
(
1− z
√
m
2
)2
+ z
√
2m ≥ z
√
2m,
completing the proof.
Remark A.12. One can actually prove an estimate which is sharper than the one in Lemma
A.11. Namely, for any x ≥ e and m ∈ N+ we have
0 ≤ ln(x)−W0(x)
Wm0 (x)
≤ 1
me
,
and equality in the upper estimate occurs exactly for x = m
√
e · exp ( m√e).
Lemma A.13. For any x ≥ x∗ ≈ 6288.69 (defined in Section 2), we have
L1(x)− ln
(
L1(x)− L2(x) + L2(x)
L1(x)
)
< L1(x)−L2(x)+ L2(x)
L1(x)
+
(L2(x)− 2)L2(x)
2L1(x)2
+
L2(x)
3
L1(x)3
.
Proof. By taking the difference of the two sides LHS−RHS above, and introducing the new
variable y := ln(x), it is enough to prove that
fA.211(y) := − ln
(
y − ln(y) + ln(y)
y
)
+ ln(y)− ln(y)
y
− (ln(y)− 2) ln(y)
2y2
− ln
3(y)
y3
< 0
for, say, y ∈ (8,+∞) (since ln(x∗) > 8). But fA.211(8) < 0 and lim
+∞
fA.211 = 0, so the proof
will be finished as soon as we have shown that f ′A.211 > 0 on (8,+∞), where
f ′A.211(y) =
fA.212(y) · ln(y)
y4 (y2 − y ln(y) + ln(y)) (66)
with
fA.212(y) := y − 2y2 + (y2 − 3y) ln(y) +
(
2y2 + 4y − 3) ln2(y)− 3(y − 1) ln3(y).
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Due to y2−y ln(y)+ ln(y) > y(y− ln(y)), the denominator of (66) is positive, so it is enough
to show that fA.212 > 0 on (8,+∞). To this end, we verify that fA.212(8) > 0 and it is strictly
increasing on (8,+∞). To show that it is increasing, we recursively check that its derivative
at y = 8 is positive and increasing on (8,+∞). After 8 recursive steps of this kind, we arrive
at the expression 8
(
2 ln2(y) + 25 ln(y) + 66
)
, which is clearly positive on (8,+∞). (During
the process, we also put the intermediate results over a common denominator and consider
only the numerator for the next step, since the denominator y is positive.)
Lemma A.14. For any x ≥ x∗ ≈ 6288.69 (defined in Section 2), we have
L1(x)− ln
(
L1(x)− L2(x) + L2(x)
L1(x)
+
(L2(x)− 2)L2(x)
2L1(x)2
+
L2(x)
3
L1(x)3
)
>
L1(x)− L2(x) + L2(x)
L1(x)
+
(L2(x)− 2)L2(x)
2L21(x)
− 3L
2
2(x)
2L31(x)
.
Proof. The proof is analogous to (but more technical than) that of Lemma A.13, hence it is
omitted for brevity.
References
[1] R. Iacono, J. P. Boyd, New approximations to the principal real-valued branch of the
Lambert W-function, Adv. Comput. Math. (2017) 43, 1403–1436
[2] F. Johansson, Computing the Lambert W function in arbitrary-precision complex inter-
val arithmetic, Numer. Algorithms (2020) 83, 221–242
[3] M. Bronstein, R. M. Corless, J. H. Davenport, D. J. Jeffrey, Algebraic properties of the
Lambert W function from a result of Rosenlicht and of Liouville, Integral Transforms
and Special Functions (2008) 19, No. 10, 709–712
[4] http://functions.wolfram.com/ElementaryFunctions/ProductLog/
[5] A. Hoofar, M. Hassani, Inequalities on the Lambert W function and hyperpower function,
Journal of Inequalities in Pure and Applied Mathematics (2008) 9, No. 2, Article 51, 5
pp.
[6] F. Alzahrani, A. Salem, Sharp bounds for the Lambert W function, Integral Transforms
and Special Functions (2018) 29, No. 12, 971–978
42
[7] M. S. Petković, L. D. Petković, Ð. Herceg, On Schröder’s families of root-finding meth-
ods, Journal of Comp. and Appl. Math. (2010) 233, 1755–1762
[8] L. Lóczi, Two centuries of the equations of commutativity and associativity of exponen-
tiation, Teaching Mathematics and Computer Science, 1/2 (2003), 219–233
[9] A. Gofen, Powers which commute or associate as solutions of ODEs, Teaching Mathe-
matics and Computer Science, 11/2 (2013), 241–254
43
