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The purpose of this paper is to obtain a fundamental solution matrix for a 
second order weakly coupled parabolic system and to solve the associated initial- 
value problem under a global assumption on the growth at infinity of the 
coefficients and the initial functions. 
1. INTRODUCTION 
,There has been a number of papers devoted to the construction of funda- 
mental solutions for parabolic equations and systems with unbounded coef- 
ficients [l-8]. However, paper [l] was the first one in which all the coefficients 
of a single equation were allowed to grow to infinity in a certain way. An 
improvement of this result can be found in [2]. In turn the results of [I, 21 
have been considerably generalized in [3] by weakening the assumptions on 
the growth of the coefficients and eliminating the Hijlder condition on the 
derivatives of the coefficients. 
In the present paper we construct a fundamental solution matrix for a second 
order weakly coupled parabolic system under a general assumption on the 
growth of the coefficients as ]I x 1) -+ 00, consisting in requiring the existence 
of a vector-function satisfying some differential inequalities (see Assumption [iii) 
in Section 2). Besides, the coefficients are assumed to be locally HGlder con- 
tinuous and to have strong derivatives of suitable order. We show that the 
same growth condition on the coefficients is also sufficient for the adjoint 
system to have a fundamental solution matrix provided that the coefficients 
of the adjoint system are also locally H6lder continuous. Making use of the 
fundamental solution matrix we solve the Cauchy problem associated with 
the mentioned system. All the results of this work are stated in Section 3. 
Our theorems contain all results of this kind, known for a single equation, 
and extend them to the system in question. 
The basic idea of the proofs is the same as in papers [l-3] concerning a 
single equation. However, in [l-3] the fundamental solution is obtained as 
the limit of a sequence of Green functions for expanding time-space cylinders. 
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The Green functions are positive and constitute an increasing sequence. In 
case of systems treated here the fundamental solution matrix sought for is 
approximated by a sequence of fundamental solution matrices of appropriately 
constructed systems with bounded and smooth coefficients. The latter sequence 
is, however, not a monotone one and its terms are matrices whose elements 
do not have a constant sign. This causes most of the changes in technique 
of the proofs in comparison with papers [l-3]. 
2. DEFINITIONS AND AssUnwTIo~s 
Let t denote points on the real line and x = (x1 ,..., x,J-points in n-dimen- 
sional Euclidean space R” (n >, 1) with /I x Ij = (CTz”_, ri2)lfi. We define 
S(,O,,l, = (to, tr) x R”. Symbols St,O,,~l , SC+,~~~ , S’L~,,~,) are defined similarly. 
Instead of S(0,7j , Sh,f we write shortly S, S respectively. 
For (t, x) c’ S and (N row) matrix-valued functions U(t, x) we define the 
operator 
LLr Ei A{j(tj X) U,ij + Bi(t, X) U,f + C(t, X) tr - U,, , (2.lj 
where A, and Bi are N x N diagonal matrices and C is an IV x N matrix. 
Here and throughout this paper we use the notation u,~ = azj8xi , u,~ = aup 
etc. and employ the convention of summation over repeated Latm indices. 
We shall treat the initial-value problem 
Lu = f(t, x> for (t, x) E S, u(0, x) = yqx) for x E R”, (2.2) 
where u is the unknown N x 1 matrix and f, + arc given N j< 1 matrices. 
An N s N matrix I’(t, x; 7, E) is said to be a fundamental solution matrix 
(f.s.m.) for-L if 1” I’and its derivatives r,i , r,ij , r,t are continuous in the domain 
52 = ((t, x; 7, g-) E s x s: t > 7.;, 
and f, as a function of (t, x) for any fixed (7, 4) E St,,..) , satisfies ,U’ = 0 
in SC~,~I , 2” for any continuous function CJJ: R'l + RN with compact support, 
Symbol l will always mean fRs . Given a matrix 144 we shall always denote 
by M”, i M / and I@, the transpose of M, the matrix obtained from M by 
replacing all the elements by their absolute values and the matrix obtained 
from M by replacing the off-diagonal elements by their absolute values, 
respectively. E will denote the matrix unit. I(J) will stand for the N x f  
(N x N, respectively) matrix whose each element is 1. 
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We always denote by L, the operator formed from L by replacing C by C. 
The adjoint of L is 
EU GE (A,jU),fj - (BiU),.i + C”U + U,, . (2.4) 
The expression “locally in S” will be understood as “on any finite cylinder 
SPo,n = (03 T) x (II x II -=c P).” 
We make the assumptions: 
(i) Aii = Aji and there is K = const > 0 such that 
for all (t, x) E S, hi E Rn. 
(ii) The coefficient matrices of L are Holder continuous locally in S 
and there exist the strong derivatives (see e.g. [9]) 
A uB,ol Y 4e,ore > Bu,, (2.6) 
(01, /3 = l,..., n) in S which are essentially bounded locally in S. 
(iii) There. exists an N x N diagonal matrix H(t, X) of class C”(S), 
with Holder continuous second order x-derivatives locally in S, having positive 
diagonal elements in S and satisfying inequalities 
Ll(ffJ) d 0 and L1(H-‘1) < 0 a.e. in S, (2.7) 
H-l being the inverse of H. 
Remark 1. One can easily check that the conjunction of inequalities (2.7) 
can be written in the form 
L,(HI) + H{(Air,sf - A,,, + Ht?*H-l - H+H)lj+ < 0, (2.8) 
where &I+ denotes the matrix formed from n/r by replacing the elements by 
their positive parts and 
A, = 2H-1AijH,j + Bi . (2.9) 
3. STATEMENT OF THE RESULTS 
Under Assumptions (i)-(iii) we shall prove the following three theorems. 
THEOREM 1. There exists a f.s.m. r fog L, such that 
j r(t, x; T, [)I < K(t - .)-n/Z H(t, x) JH-l(~, 5) in B, (3.1) 
FU~~~ME~TAL SOLUTION AND CAUCIiP PROBLEM 29 
K > 0 being a consta~~t depending only on pt, N and K, a& 
THEOREM 2. 1Tf derivatives (2.6) are also Hiilder continuous, locally in S, 
then the adjoint operator L also has a f.s.m. p(t, r; T, f), t < T, suc!z that 
(3.6) 
J ! fk X; T, [I H-~(T, [)I dg < H-l(t, x)1. (3-7) 
EXAMPLE 1. Let A(s) be a function of class C2 for s > 0, such that 
A(s) >, K’j’“. Let B(r) = f: h/A(S). SUppOSe that 
B(o3) = co, A(r) < M,rB(r), j -4’(r)/ < iq$qg 
for r >, 1 and some constants Ml , lk;l, > 0. We assume that the coefficient 
matrices of L satisfy the following growth conditions: there exist constants 
111, , M4 , E > 0 such that, for Y = (11 x 112 + 1)1$ 
j A,, 1 < A(r)%; I -%&or I, I 3, I < ~&qT) qp; 
I 4d3,& I> I 4,a I> c < Ai2*3(r)2.-cJ. 
(3.11) 
One can show that then matrix N(t, X) = exp{Me~tB[r)z-~ + AtIE, where 
ilS > 0 is any constant and X, y are sufficiently large constants, satisfies Assump- 
tion (iii) in any strip 5’. If (3.11) holds f r o E = 0, the matrix El, with E = h = 0 
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and y  sufficiently large, satisfies (iii) in S, where T < l/r. Therefore the f.s.m. 
exists and if (3.8) is fulfilled the problem (2.2) has a solution. 
The above example is based on assumptions made by Smirnova in some 
existence and uniqueness theorems [IO] (cf. also [2]). Conditions (3.11) seem 
to be very general, however, since they are imposed on each coefficient separately, 
we lose many equations with rapidly growing coefficients. This is seen from 
the following 
EXAMPLE 2. Consider the equation in two independent variables 
(cash X) u,, - (est sinh 2s) u, + (cash X)U - ut = 0 (3.12) 
in (0, ~0) x R1. Evidently (3.11) is not satisfied. But one can easily check 
that function H = exp(e3t cash X) satisfies inequality of form (2.8) corre- 
sponding to Eq. (3.12). 
Remark 2. Theorem 3 says nothing about the uniqueness. It is well-known 
that the uniqueness does not hold if we impose no conditions on the behaviour 
of solutions at infinity. In [Ill it has been shown that problem (2.2) has at 
most one solution satisfying the growth condition: H-4 -+ 0 uniformly in t, 
as (1 x Ij --f co. In this case Assumptions (i)-(iii) can be replaced by weaker 
ones. (Among other things, Assumption (ii) and inequality L,(H-II) ,< 0 
in Assumption (iii) are superfluous.) Now in view of the estimate (3.10) a 
natural question arises whether, under Assumptions (i)-(iii), the uniqueness 
takes place in the class of all such functions u that H-h is bounded in S. The 
answer is negative. To show this we base on the following example constructed 
in [12]: the problem in two independent variables 
qr - x)” uzo - (r - x)” u, - ut = 0, u(0, x) = 0, 





exp( -y*) dy, where F = 2t7r + x). 
F 
Now, an immediate computation shows that function H = (1 + XT-I)~/~ + rr1j2/2 
satisfies Assumption (iii). Since 0 < u < n1J2/2 we have at least two solutions 
of (3.13) such that ( u ! < H. 
4. REDUCED PROBLEMS 
Setting u = NV into (2.2) we obtain the problem 
fiv = AUv,if + Aia,i + Av - T>),~ = g in S, (4-l) 
v(O, x) = x(4 in R”, (4.2) 
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where Ai is given by (2.9), A = H-lLH, g = H-If and X(X) = H-l(O, X) #(x). 
Moreover, one can easily check that 
H-lL,(HI) = -41, HZ,(H-lI) = (Aij,<j - A<,< + A*)I. 
Hence, if the coefficients of L satisfy Assumptions (ij, (ii) and (iii) then the 
coefficients of fl satisfy the same Assumptions (i) and (ii), and Assumption (iii) 
with H = E. 
It is clear that if V is a f.s.m. for fl then 
I-@, x; 7, t) = H(t, x) V(t, x; T, 6) H-~(T, ‘$1 (4.3) 
is a f.s.m. for L. Further, it can easily be verified that setting u = lir-la into 
J% = 0 we get fl7v = 0, where A is the adjoint of fl. Hence, if P is a f.s.m. 
for fl” then 
f(t, x; 7, E) = H-l(t, x) V(t, x; 7, Q H(r, 51, t (7, (4.4) 
is a f.s.m. for E. Furthermore, the equality 
V(T, 6; t, x)* = qt, x; T’, () 
is, by (4.3)-(4.4), equivalent to (3.4). Consequently we are led to the following 
Remark 3. It is sufficient to prove Theorems l-3 with H = E. 
In this case Assumption (iii) takes the form 
CI < 0 and (il,j,ij - B,,i + C*p < 0 a.e. in S. (4.5) 
5. AUXILIAKY RESULTS 
Throughout this Section we consider operator L given by (2.1) under the 
following 
HYPOTHESIS H. The coefficient matrices of L are of class C”(S). They 
are bounded together with all their derivatives in S and satisfy Assumption (i) 
and inequalities (4.5). 
LEMMA 1. Let zc be a bounded solution of Lu = 0 in S, such that 1 ~(0, x)1 < 1 
for x E R”. Then ] u j < I in S. 
Proof. Let w be the column-matrix whose elements are equal to the squares 
of the corresponding elements of matrix u. One can easily check that L,w > 0. 
On the other hand L,I = CI < 0. Hence, by a differential inequalities theorem 
[13, Theorem 65.11, w < I in S what completes the proof. 
%/33/r-3 
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I f  &’ is satisfied operator L possesses a f.s.m. U = (CP). We shall prove 
LEMMA 2. 
Proof. Let v: P -+ RN be any continuous function such that ) y  ) < I. 
By Lemma 1, 
Is (5.2) 
Let t, x, 7 and ol be fixed. Take sequences of continuous functions {c$~(())) 
(k = l,..., N, wz = 1, 2,...) such that 1 & 1 < 1 and 
y&(t) -+ Sgn UYt, x; 7, E) as m-+03. 
Replacing, in (5.2), p)” by v,k and passing to the limit we get the first inequality 
in (5.1). The other one is derived similarly by considering the adjoint operator. 
PROPOSITION 1. Thee exists a constant K > 0 depending only on n, N and K 
smh that 
1 U(t, x; 7, .$)>I < K(t - T)-““J in i2. (5.3) 
Proof. Let TT7  be any column of U. Since LW = 0 we find 
(OVATE),, = (W~~ij~~,ij + [W*(Bj - A,j,i)T~~,j 
+ W*(.L~~,,~ - B.,,i + C” + C)W - 2W,;&W, . 
Hence, by (4.5) and the parabolicity we get 
(W*W),t < (W*AI~~W),~~ + [W*(Bj - A&WJj - 2/cW,;Wi . (5.4) 
For fixed (T, 5) let P(t) = j W* W dx. Integrating (5.4) over a ball IJ x 1) < r 
and letting r + co, with the application of well-known estimates of U and 
its derivatives [14, 151, we derive 
dP 
_ d --2K 
dt s 
W%V d ,z .z x- (5.5) 
The estimates of U imply that any element of U, say G, as a function of x, 
is an element of the Sobolev space Wi(Rn). By the Sobolev inequality [9], 
s G* dx < 0 (/ G,iG,i dx)l’(n+a,(j. 1 G I dxr11nf21, (5.6) 
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0 being a constant depending only on n. By Lemma 2, j 1 G I& < 1. Summing 
(5.6) over all the elements of a column of I’ we find 
Let us denote K = (T$%c)~~~ O(nf’2JlnN. It follows from (5.5), (5.7) that 
-$ (P-V”) > 2K-“I”. (5.8) 
From the construction of the f.s.m. in case of bounded coefficients [14, 151 
one can deduce that P(t) + GO as t -+ 7. Hence, integrating (5.8) on (T, t) 
we get 
s 
WW dx < K[2(t - T)]-n/e for t > 7. (5.9) 
Now let (t, X) be fixed and let 2 denote any row of U. Since J?Z* = 0 (with 
respect to (T, 6)) we derive 
(ZZ”),S = (zB,z*),i - (zA,jz*),,j 
- Z(A,j,fj - B,,i + C* Jr C)Z” + 2Z,iA;jZ,; . 
Proceeding similarly as above one can show that 
s ZZ” df < K[2(t - T)]-“1” for t > 7. (5.10) 
Now we make use of the convolution formula [14] 
Hence, setting s = (t + ~)/2 and applying (5.9), (5.10) we get (5.3). 
For arbitrary p > 0, 0 < 7 <, T/4 let 
PROPOSITION 2. (a) The matrices 
v; u,i > u, 9 us, (5.12) 
[i,j = l,..., z) me bounded in Szz and there exist constants M > 0 a?zd p E (0, 1) 
such that for all (t, x; r, f), (t’, x’; T’, 5’) E QG we have 
I F(4 x; 7, f) - F(f, x’; 7’7 c?)l 
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where F denotes any matrix of (5.12). The bounds for matrices (5.12) and M, p 
depend only on n, N, K, p, 71, the bounds for the matrices 
-A,, & > C, Lao: 3 AD,,, > &,oL (5.14) 
in S4” lo.=1 and on the Hiilder continuity of the Jilst three matrices in (5.14) i?z this set. 
(b) The same is true on the 5 and r-dericpatives of U, howeaer, their bounds 
and the Hiilder constant and exponent depend additionally on the Hiilder con- 
tinuity, in Sti,TI , of the latter three matrices in (5.14). 
Proof. The boundedness of U follows from Proposition 1. Applying the 
Schauder type interior estimates [I61 we get the boundedness of derivatives 
in (5.12) and, simultaneously, the inequality 
1 F(t, x; T, () - F(t’, x’; T, &!)I < Ml{1 t - t’ p/z + 11 x - x’ ll”>J, (5.15) 
for some MI , 4 independent of (t, x; 7, f), (t’, x’; 7, f) E JJ; . 
By the Nash-type continuity theorem [12, 171, employed to each equation 
of the adjoint system Eu = 0 separately, we obtain 
1 U(t’, x’; 7, E) - ?I@‘, x’; T’, E’)I < M2,CI T - T’ lrlz -t 11 5 - 5’ ip}J (5.16) 
for some Ma , r independent of the points in &?$a . Thus the difference in the 
left-hand side of (5.16), as a function of (t’, x’), can be considered to be bounded 
by the right-hand side of (5.16). Hence, by the interior estimates, 
IF(t’, 3’; 7) Z) -F(t’, x’; T’, f) < M~{l 7 - 7’ p + 1) 5 - r /l’}J (5.17) 
in J$. Combining (5.15) and (5.17) we get (5.13). 
The dependence of the constants appearing in this Proposition is shown 
by analysing the theorems used in the above proof. The part (a) of Proposition 2 
is thus proved. The proof of part (b) follows the same lines by considering 
the adjoint system. 
Let I#: R” -+ RN be continuous and ] # 1 < K,I; Let 
a@, 4 = j- u(t, x; 7, f) #(t) dt, w(t, x) = [a (1 x - ~11~ + b(t - ~)]1. 
(5.18) 
PROPOSITION 3. For jxed #, E > 0 and (7, 2) E S[,,T) there exist constants 
a, b > 0, dependirzg only on the bounds for the coejkients of L in Q = (7, T) x 
(11 x - ~11 < I), szcch that 
1 w(t, x) - $@)I < w(t, x) + EI in Q. (5.19) 
Proof. By continuity of 4, (5.19) holds for t = r, /Ix - %I/ < 6. Constant 
a is taken so great that (5.19) hold on the whole base and the side surface of Q. 
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Now we choose b so great that&w < -3 1 C I1K,-, in Q. Let z = &[w - $(s)] - 
w .- ~1. Since La = 0 we find Liz >, 0. By a maximum principle 113, p. 19X], 
x < 0 in Q. 
6. PROOF OF THEOREM 1 
According to Remark 3 we give the proofs for H = E. Let v  be a positive 
integer and introduce the system 
L”Zl = A$Zl,,j $- B,‘il,i + cliu - U,f = 0 (6.1) 
whose the coefficient matrices are defined, in SF-~,~~I I as follows: Let ‘/“(x) 
be a (?-function such that yV = 1 for /j x 11 < Y, rV = 0 for /I x I1 3 v  $- 1 
and 0 < yl’ < 1 in R”. We define 
e& = y”Aae + (I - y”) AaBE, 
gxy = yvBa + Z?fj(& - K&E) 
. T m  
- 
J 
($~f’lB~ $ y;(24,, - K6,jE)) da, ) 
0 
%” = y”C (cd, /3 = l,..., n) 
(&Kronecker symbol) in S[,,r] and assume 
.d’$(t, x) = 22,$(--t, x) if (t, xj E SI--T,O) 
= J2&(2T - t, x) if (t, xj E SiT,2Tj ; 
5%?: and V are extended to SC-~,~) and StT,aT1 in the same way. In turn the 
matrices AZ, are defined to be the following integral averages of .&$ 
~,(t, X) being a nonnegative averaging kernel of cIass Cm(Rn+l) with the support 
contained in the ball ta + 11 x [p < (T/V)“. Similarly BI , CV are the integral 
averages of 6%: , @ respectively. 
From the above definitions, well-known properties of the integral average 
and our assumptions it follows that for each Y the coefficients of Lv satisfy 
Hypothesis Z? in S and tend to the corresponding coeflicients of L as v  + 00. 
Moreover, locally in S, the coefficients of Lp are UniformIy bounded and Holder 
equicontmuous, and the derivatives -&V&~, AZ,,,, , Bi,y are uniformly bounded. 
Consequently, for each Y there exists a f.s.m. J’, (defined in a) for Ly. By 
Proposition 2a the sequences (TV], (T’y,il, {T’G,u3, {T’& (V = 1, 2 ,...) are uniformly 
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bounded and equicontinuous on any set Qi . Hence there exists a subsequence 
(TV,} which, together with the derivatives, converges uniformly on Qi . Assuming 
thatp =pl,+coandq =vk -+ 0 as K -+ co and using the well-known diagonal 
process one can construct a subsequence {r,,J of {r,,} which, together with 
its derivatives, converges to a matrix r(t, x; 7, 0 pointwise in Q and uniformly 
on any set J2; . Evidently Lr = 0 in SC~,~J . 
By Proposition 1 and Lemma 2 each r, satisfies (5.3) and (5.1). Therefore r 
also satisfies (5.3) and, by Fatou theorem, (5.1) (i.e. (3.1)-(3.3) with N = E). 
To complete the proof we show that r has property (2.3). Let 
where #: IiT1 + RN is continuous and bounded, and yu is the cutoff function. 
By Proposition 3, 
I %s&, ‘4 - tlr(qr”(q < 4, x) + 4 (6.2) 
where a and b in w can be chosen to be independent of wz and p. Note that, 
by the Lebesgue-dominated convergence theorem, 
-%lu - WLl as 112 -+ co and w, 4 w as p+co. (6.3) 
(In the latter case the dominant of the integrands is colzst 1 r(t? x; T, 5)1 I and 
is summable with respect to 4 E R”.) By (6.2), (6.3) we have / zu(t, x) - z,~(z)I < 
w(t, x) + J, whence 
cfy+;T;Fm, i 44 4 - VW < ~1. .T 
Since E is arbitrary, Theorem 1 is proved. 
7. PROOF OF THEOREM 2 
Let us return to the subsequence {Q constructed in the proof of Theorem 1. 
It is well-known that 
(7.1) 
is a f.s.m. for fin. Making use of Proposition 2 one can show, similarly as above, 
that there is a subsequence (&} of (Fm} w rc h’ h converges to a matrix .Qt, x; 7, 8) 
satisfying Ep = 0. From Proposition 3 (reformulated for the adjoint operator) 
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it follows that p has the property corresponding to (2.3). Thus p is a f.s.m. 
for E. Further, (7.1) implies (3.4). Finally, (3.1)-(3.4) imply (3.5)-(3.7) and 
the proof is complete. 
8. PROOF OF THEOREM 3 
Consider functions (6.1) in case +r = 0. In Section 6 we have already shown 
that ~(0, x) = #(x). I% ow we prove that LW = 0 in S. Indeed, w,, are uni- 
formly bounded and Pzu,, = 0. Employing the interior Schauder estimates 
(and (6.3)) one can select a subsequence {zQ,] which, together with its 
derivatives, converges uniformly on S,P,,,I(p, 77 > 0) to “II as nz’ --+ ox. Hence 
Lw, = 0. Since w, are also uniformly bounded we get, by the same argument, 
that Lw = 0. 
Now let 
It is evident that ~(0, x) = 0. Therefore it suffices to show that Lz = f. 
Applying twice the Lebesgue-dominated convergence theorem we deduce that 
~ril, + qL as nl-+ cc and z, -+ z as p+co. (8.1) 
(In the latter case the dominant of the integrands is j r(t, x; r, E)\ X1 and is 
integrable with respect to h E P.) Note that families z,, and x, are uniformly 
bounded. Moreover L”y dmU = fy”, By the interior estimates (and (8.1)) there 
is a subsequence {z,,,) which, together with its derivatives, converges uniformly 
on SFV,T1 to z, as m’ ---f co. Hence Lx, = fy”. The same reasoning applied to r, 
shows that Lz = f  completing the proof. 
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