Abstract. This paper investigates an online hierarchical scheduling problem with resource augmentation, i.e., the resources of the online algorithms are different from those of the offline algorithms. The machines are provided with different capacity according to their hierarchies. One with the hierarchy 1 has a speed of s (q) in the online (offline) algorithms and can process all the jobs. The other with hierarchy 2 has a speed of 1 in the online/offline algorithms and can only process partial jobs. The objective is to minimize makespan. For any 0 < q, s < ∞, we present optimal online algorithms with parametric competitive ratios.
Introduction
We study an online hierarchical scheduling on two uniformly related machines with resource augmentation. This problem can be described as follows. We are given a sequence J = {J 1 , J 2 , . . . , J n } of independent jobs, which arrive one by one and each must be nonpreemptively scheduled on one of two uniform machines M 1 and M 2 before the next job arrives. Job J j has a positive size p j and a hierarchy g j = 1 or 2, j = 1, · · · , n. We identify jobs with their sizes. Machine M i , i = 1, 2 has a hierarchy g(M i ) = i associated with it. M i can process p j only when g(M i ) ≤ g j . The machine might has different speeds in online and offline cases. Namely, the ratio of the machine speeds between M 1 and M 2 is s : 1 in the online algorithms and q : 1 in the offline algorithms. W.l.o.g., we assume the speeds of M 1 are s and q in the online and offline algorithms, respectively. Therefore, if p j is scheduled on M 1 , its load will be pj s in the online algorithms and pj q in the offline algorithms. Our objective is to minimize the makespan, i.e., the maximum load of the machines, where the load of a machine is defined as the completion time of the machine.
The performance of an online algorithm A is measured by its competitive ratio, which is defined as the smallest number t such that C A (I) ≤ tC * (I) for any job sequence I, where C A (I) (or in short C A ) denotes the objective value produced by A, and C * (I) (or in short C * ) denotes the optimal objective value. An online scheduling problem has a lower bound ρ if no online algorithm has a competitive ratio smaller than ρ. An online algorithm is said to be optimal if its competitive ratio matches the lower bound.
Related works:
Resource augmentation was introduced by Kalyanasundaram and Pruhs [11] . As we know that some online scheduling problems are shown to have unbounded competitive ratio. However, they found that it becomes possible to obtain competitive algorithms even if the machines of the on-line algorithm are slightly faster than those of the off-line algorithm. Resource augmentation has now been widely applied. It was already used in the paper where the competitive ratio was introduced [15] . Other papers studying the effect of adding more or faster machines can be seen in [2, 1, 12, 13] .
A related problem is the online scheduling to minimize makespan on two uniform machines with resource augmentation by Epstein and Ganot [7] . For the non-preemptive variant, it is shown that the well known LS algorithm [8] is optimal with a competitive ratio of
for q, s > 1. Note that it is exactly the case of our problem with no hierarchy constraint.
For the online hierarchical scheduling to minimize makespan on two uniform machines, Tan and Zhang [16] proposed optimal algorithms for any 0 < s < ∞. The competitive ratio is
where s 1 is the real root to equation s 3 + s 2 − 1 = 0. Note that it is exactly the case of our problem without resource augmentation constraint. For this problem, Chassid and Epstein [4] considered fractional model where each job can be arbitrarily split between the machines and parts of the same job can run on different machines in parallel, and a semi-online model with known the total job size in advance. For both two models, optimal algorithms were proposed. The preemptive version of this problem was further studied by Dosa and Epstein [6] . They presented optimal algorithms which use idle time. The competitive ratio is
Moreover, it is proved that any deterministic algorithm which does not use idle time cannot achieve the same competitive ratio.
Specially, for two identical-machines-case, i.e., s = 1, Jiang et al. [9] and Park et al. [14] independently proposed an optimal online algorithm with a competitive ratio of 5/3. Jiang [10] further generalized the problem to m identical machines and presented an 2.522-competitive algorithm, which is improved to 7/3 by Zhang et al. [17] . The more general problem on m identical machines with at most m hierarchies, has been studied in [3, 5] . Online algorithms with a competitive ratio of e + 1 ≈ 3.718 were given.
Our results: In this paper, we study the online scheduling problem on two uniform machines with both hierarchy and resource augmentation constraint (see Tab. 1). Note that q, s > 1 and 0 < q, s < 1 are not equivalent for hierarchical model and in fact, the two do have different motivation in the real life [4, 16] . The former implies that M 1 is a "stronger" machine that can process all jobs and is faster. The latter implies that M 2 is a "specialized" machine which can process special jobs more quickly. We present two optimal algorithms for both cases. The competitive ratios are [7] , it can be seen that the optimal algorithms have larger competitive ratios than that of the corresponding scheduling problem without hierarchy. Also we note that when q = s, the problem reduces to two uniform hierarchical machines scheduling [16] . Especially, when q = s = 1, the competitive ratio of our algorithm is 5 3 which coincides with the previous works [9, 14] .
The following two sections study the algorithms of the case 0 < q, s ≤ 1 and q, s > 1, respectively. Some concluding remarks are given in the last section. 2 Optimal Algorithm for 0 < q, s ≤ 1
In this section, we give an optimal algorithm for any 0 < q, s ≤ 1. For convenience, we define time j, j = 1, 2, · · · , n as the moment when p j has just been processed in an algorithm. Let T j and T j1 be the total size of all completed jobs and the completed jobs with hierarchy 1 at time j, respectively. Denote by
then LB j is clearly nondecreasing. Since the offline machines have speeds q(≤ 1) and 1, we can get the following lemma accordingly.
Lemma 1. At any time
The main idea of our algorithm for this case is to schedule jobs with hierarchy 2 on machine 2 as much as possible, unless the assignment might lead to a greater competitive ratio. See below the detailed description.
Algorithm A1 (for 0 < q, s ≤ 1) 2 , the algorithm assigns jobs according to step 1. Since all the jobs with hierarchy i are totally scheduled on M i , i = 1, 2, we have
s if the makespan is determined by M 1 and C A1 = T n − T n1 otherwise. By Lemma 1 and (1), we know that
In the following we focus on the case when If p n is scheduled on M 2 by the algorithm, then from Lemma 1, we have
Otherwise, p n is scheduled on M 1 . Note that if there are no jobs with hierarchy 2 scheduled on
q from Lemma 1. Thus, we suppose there must be some jobs with hierarchy 2 scheduled on M 1 by the algorithm. And we let p j be the one among them that arrives latest in the sequence. In other words, after time j, all jobs assigned to M 1 are associated with hierarchy 1. This leads to T n1 ≥ (sL
Since p j is not scheduled on M 2 , we have
1+s+qs LB j from the algorithm, combining it with (1), we can obtain
LB j . It yields that y = sL
2s+qs−q y. By Lemma 1, we can conclude that
From (2) and (3), it is easy to obtain that
1+s+qs . To show the optimality of A1, we construct several sequences of jobs such that any algorithm cannot handle all of them without violating the competitive ratio of A1. 
Proof. Firstly, we construct the following sequences to establish that any algorithm (denoted by A) must be at least min{1 + q, 
. In an offline algorithm, we assign jobs with hierarchy i on M i , i = 1, 2, which follows C * ≤ 1+and hence
s(1+q) . Therefore, for any online algorithm A, we can conclude
Secondly, if we let each arriving job be of hierarchy 1, then it has to be scheduled on M 1 both for online and offline algorithms. So q s is a natrual lower bound for any online algorithm. Combining it with the above lower bounds, we finally get
By Lemma 2 and Theorem 1, we know that A1 is optimal for any 0 < s ≤ and hierarchy 1. Hence,
while by scheduling jobs with hierarchy i on M i , i = 1, 2, we obtain an optimal schedule, which follows C * = max{
. Therefore,
where the inequality holds due to p 3 ≥ and g 4 = 2 arrives. If the algorithm schedules this job on M 2 again, then the sequence ends. Consequently, we have
In an offline algorithmn, we assign p 4 to M 2 and the other jobs to M 1 , which follows
. 
Optimal Algorithm for q, s > 1
In this section, we focus on the case of q, s > 1. Using the same definitions of T j , T j1 and time j, we let
then lb j is also a nondecreasing function of time j. Since q > 1, we get a similar result as Lemma 1.
Lemma 4.
At any time j, j = 1, 2, · · · , n, the current optimal makespan is no less than lb j and especially, C * ≥ lb n .
The algorithm for q, s > 1 has a simlilar structure as that of q, s ≤ 1. The idea of scheduling as many jobs of hierarchy 2 as possible on the second machine is still valid. Besides, we note it is no need to use the second machine if the speed ratio becomes large enough (s ≥ If p n is scheduled on M 2 by the algorithm, then by the rule of step 2, we have
1+s+qs C * , where the last inequality is from Lemma 4. Otherwise, p n must be scheduled on M 1 . Moreover, if there are no jobs with hierarchy 2 assigned to M 1 by the algorithm, then we have C A2 = Tn1 s , which follows
q from Lemma 4. Hence, suppose some jobs with hierarchy 2 have been scheduled on M 1 by A2. Let p j be the one among them that arrives latest, i.e., after time j, all jobs scheduled on M 1 must be of hierarchy 1. This implies that T n1 ≥ (sL
Since p j has a hierarchy 2 and is assigned to M 1 , it must be true that L lb j , which, together with (4), leads to y = sL
s−q+2qs y. Thus the total job size is T n = sL 
By (5), (6) and a simple calculation, the desired result
follows. Next, we will show the online algorithm A2 is actually best possible. Firstly, we point out that the lower bound given by Epstein and Ganot for the problem of scheduling jobs on two uniform machines with resource augmentation [7] is still valid for ours. This is because their problem can be seen as a hierarchical scheduling where all jobs have the same hierarchy of 2, which is a special case of our problem. Thus, when q > 1 and s ≥ 
Consider the geometric series {x n } ∞ n=1 with x 1 = qx0 x0−q − 1 > 0 and the common ratio
Then by a simple calculation, we get
and
Using the above series, we construct a sequence of jobs with hierarchy 2 and size of 1, Proof. If A assigns the first job to M 1 , then the sequence terminates with the second job, which has a size of q and a hierarchy 1. We have
, where the optimal makespan is C * = 1 obtained by assgining 1 to M 2 and q to M 1 . Thus we can always suppose the algorithm has assigned the first job to M 2 .
If the algorithm schedules the second job in the sequence on M 2 as well, then the sequence terminates immediately, C A = 1 + x 0 . Note the optimal schedule is obtained by asssigning 1 to M 2 and x 0 to M 1 , i.e., C * = x0 q . By (7), it follows
x n is assigned to M 2 by the algorithm. Then we let the next job to be u = q(1 + x 0 + X n ) with a hierarchy 2. If it is assigned to M 2 , then the sequence ends. We have
On the other hand, by assigning u to M 1 and all the other jobs to M 2 , we can get an optimal schedule with makespan C * = u q = 1+x 0 +X n . Therefore, by (7) and (8), we obtain
. If u is assigned to M 1 by the algorithm. Then we let the last job of sequence be v = q(1 + q)(1 + x 0 + X n ) with hierarchy 1, thus it follows
However, it's easy to get that C * = v q by scheduling the last job v independently on M 1 and all the other jobs on M 2 . By (7) and (9), we can conclude 
Conclusions
This paper studied online hierarchical scheduling on two uniform machines with resource augmentation. The two machines, M 1 and M 2 , have a speed of s and 1 in online algorithms, while in offline algorithms, they have a speed of q and 1 respectively. Each job, as well as each machine, is labelled with a hierarchy. A job can be scheduled on a machine only when its hierarchy is no less than that of the machine. We considered the objective of minimizing makespan. Optimal online algorithms for any 0 < q, s < ∞ are given in the paper. The results in this paper suggest some problems deserving further study. An important and natural question is to extend the result to m(m > 2) machines. In fact, it is still open to design optimal algorithms for general m uniform machines in hierarchy setting. In addition, it is also worth studying the preemptive version of our problem.
