Abstract. Spectral and numerical properties of classes of random orthogonal butterfly matrices, as introduced by Parker (1995) , are discussed, including the uniformity of eigenvalue distributions. These matrices are important because the matrix-vector product with an N -dimensional vector can be performed in O(N log N ) operations. And in the simplest situation, these random matrices coincide with Haar measure on a subgroup of the orthogonal group. We discuss other implications in the context of randomized linear algebra.
Introduction
In this paper we discuss properties of several classes of random butterfly matrices. Loosely speaking, butterfly matrices are matrices in R N ×N , N = 2 n , which are defined recursively. The most commonly encountered example (in C N ×N ) is the matrix representation for the discrete (or fast) Fourier transform. Other examples include Hadamard matrices. A definition is given in Section 1.1. The primary utility of such matrices is that they can be be applied (matrix times a vector) in much less than N 2 operations -typically 2N n operations. For two classes of random butterfly matrices we prove that the eigenvalues are distributed uniformly on the unit circle in C.
Butterfly matrices, and in particular, random butterfly matrices, were introduced by Stott Parker [13] as a mechanism to avoid pivoting in Gaussian elimination. One randomizes the a linear system Ax = b by applying a random orthogonal (or unitary) transformation to the columns, giving ΩAx = Ωb. After randomization, one can show that if A is nonsingular then the upper left k ×k, k = 1, 2, . . . blocks of ΩA are also nonsingular. This implies that Gaussian elimination needs no pivoting to complete, i.e. ΩA has an LU -factorization.
Similar randomization has been employed in the context of least squares problems and low-rank approximations, see [1, 6, 10, 9] and the references therein. The main idea for low-rank approximation is that for A ∈ C N ×M , N > M one can often randomize A to better approximate its range. For a rank K approximation, one considers AΩ for random matrix Ω of dimension M × L, L = K + p for some oversampling 1 p > 0. Then a QR factorization AΩ = QR can be found and Q should be a good rank K approximation of the range of A. The random matrix Ω is often taken to be a so-called subsampled randomized Fourier transform (SRFT) matrix, which can be seen as a subclass of butterfly matrices (over C, but we consider real matrices in this work). We emphasize that random butterfly matrices (and SRFT matrices) are used for the sole reason that matrix-vector multiplication is fast. To truly uniformize the matrix A one might want to sample a matrix Q, at uniform, from Haar measure on the orthogonal (or unitary) group in R M ×M (or C M ×M ) and then subsample L its columns 2 to form Ω. Such a matrix Q is referred to as a Haar matrix. Then AΩ should be, in some sense, in it is most generic state. But computing the first L columns of an orthogonal matrix sampled uniformly at random requires O(M 2 L) operations (see [14] and Section 5.1 below), and then multiplying AΩ requires O(N M L) operations. But, as is well-known, the recursive structure of butterfly matrices B allow one to subsample and reduce the computation of AB to purely O(N M log 2 L) operations [6] . See also [2, 15] and Section 5.2 for discussions of subsampling.
In the context of solving a least squares system min x Ax − b 2 , A ∈ C N ×M and N M one may want to subsample the rows of A to consider a reduced system with fewer equations (but the same number of unknowns). The choice of which rows to discard a priori is difficult. If A has repeated rows and only these rows are sampled, by chance, the subsampled matrix will fail to be of full rank. One can randomize A first by applying a random butterfly matrix to each of its columns and then subsample the rows. This can perform well [1] .
The main goal of this paper is to shed light on the interesting mathematical and numerical properties of the infrequently-discussed random butterfly matrices. This is accomplished by (1) comparing the (statistical) spectral properties of random butterfly matrices to that of Haar matrices and matrices with iid eigenvalues and (2) comparing the performance of these matrices in the above linear algebra contexts to both Haar matrices and SRFT matrices. In the remainder of this section we define (random) butterfly matrices and Haar matrices and introduce preliminaries from random matrix theory. In Section 2 we establish properties of the simplest class of random butterfly matrices which are identified with Haar matrices on a subgroup of the special orthogonal group. In Section 3 we give an additional generalization. Finally, in Section 4 we perform numerical experiments with random butterfly matrices to test their uniformization properties. A visual comparison of the spectrum of a typical random butterfly matrix is given in Figure 1 . Remark 1.1. In this paper we focus on real random orthogonal matrices of size N × N , N = 2 n . Important generalizations to consider are extensions to complex unitary matrices and N = 1, 2, 3, . . ..
Butterfly matrices.
Unlike the work of Parker [13] we concentrate on orthogonal butterfly matrices. We also use the term butterfly matrix to refer the recursively-defined matrix itself.
Definition 1.2. A recursive orthogonal butterfly matrix B
(N ) ∈ O(N ) (or just butterfly matrix) of size N = 2 n is given by the 1 × 1 matrix 1 when n = 0 and are both butterfly matrices of size N/2 × N/2 = 2 n−1 × 2 n−1 and C n−1 and S n−1 are symmetric 2 n−1 × 2 n−1 matrices satisfying C 2 n−1 + S 2 n−1 = I and C n−1 S n−1 = S n−1 C n−1 . We list the algebraic properties of butterfly matrices:
• By induction, it follows that B (N ) is orthogonal.
• If C j and S j are diagonal for all j, then computing M appropriately consecutive rows of
be a sequence of pairs of random matrices 3 satisfying • C j and S j are symmetric 2 j × 2 j matrices, In Sections 2 and 3 we make specific choices for the sequence Σ.
1.2. Haar measure. Haar measure is a natural measure on locally compact Hausdorff topological groups. The proof is originally due to Weil [16] and can be found translated in [12] . Theorem 1. 6 ([16] ). Let G be a locally compact Hausdorff topological group. Then, up to a unique multiplicative constant, there exists a unique non-trivial Borel measure µ such that
• µ is inner regular on open sets and outer regular on Borel sets.
Let O(N ) denote the group of orthogonal matrices in R N ×N , let U(N ) denote the group of unitary matrices in C N ×N and let SO(N ) ⊂ O(N ) denote the subgroup of matrices whose determinant is unity. Since these groups are compact, the associated Haar measure is normalized to be a probability measure. A matrix sampled from Haar measure on O(N ) is referred to here as a Haar matrix. It is well-known that one can generate a Haar matrix by applying (modified) Gram-Schmidt to a matrix of iid standard normal random variables [5, 11, 14 ].
1.3. Eigenvalue distributions and tools from random matrix theory. Given Q ∈ O(N ) with eigenvalues σ(Q) := {λ 1 , λ 2 , . . . , λ N } ⊂ U := {z ∈ C : |z| = 1}, define the empirical spectral measure
When Q is a random element of O(N ) we obtain a probability measure on probability measures on U. For such a Q, define the measure Eµ Q by
Here E refers to the expectation with respect to the distribution of Q. The measure Eµ Q is referred to as the density of states. 
Proof. It follows by definition that
Uniform measure on U, given by d µ =
z , is uniquely characterized by the fact that
for k ∈ Z \ {0} and equal to unity for k = 0. And so, it remains to deduce
But this follows from the fact that tr
, N (n) strictly increasing, then the eigenvalues of the sequence are said to be almost surely uniform if for each f ∈ C(U)
The following is classical but we prove it for completeness.
for some constants C k , c k > 0. Then the eigenvalues of the sequence are almost surely uniform.
Proof. First, by the Chebyshev inequality, for k > 0
Then, because
For ω ∈ Ω, for each j,
k converges almost surely to zero. This shows that
for every k, as the expectation on the right is only non-zero for k = 0.
Since the last term tends to zero almost surely for each j let Ω j be the set on which convergence occurs and define Ω = j Ω j . Then on Ω , P(Ω ) = 1,
The establishes the theorem.
In particular, if a sequence (
is almost surely uniform one can measure the arc length of
by counting either the number of eigenvalues it contains
or by sampling a number of independent copies (Q
for fixed n (by the Strong Law of Large Numbers). It is important to note that (1.3) holds because P( on eigenvalue in B) → 0 as the measure of B → 0 for any B ⊂ U.
The link between the properties of butterfly matrices that we establish here and the properties of the eigenvalues of Haar matrices in U(2 n ) is the most clear. The following theorem is classical. Almost sure uniformity follows from the fact that E tr U
Haar-butterfly matrices
Consider the class of butterfly matrices denoted by B(2 n ), n ≥ 1 and defined recursively by cos θA sin θA − sin θA cos θA , 0 ≤ θ ≤ 2π, where A ∈ B(2 n−1 ) and B(1) = 1 . We claim that B(2 n ) is a subgroup of SO(2 n ). Indeed, this is clear for n = 0. Assuming the claim for B(2 n−1 ), let A, B ∈ B(2 n−1 ) cos θA sin θA − sin θA cos θA cos ϕB sin ϕB − sin ϕB cos ϕB
Then taking ϕ = −θ one can see that an inverse element exists. Therefore B(2 n ) is a subgroup of SO(2 n ) for every n.
Definition 2.1. Haar-butterfly matrices are simple random butterfly matrices B
The name in this definition is justified by the following result. Proof. We show left-invariance of the distribution. Let B ∈ B(2 n ) be a Haarbutterfly matrix and let B ∈ B(2 n ) be a butterfly matrix. First, n = 0 is clear. Assume the claim for n − 1. Then we have
where A ∈ B(2 n−1 ) and C is a Haar-butterfly matrix in B(2 n−1 ). Then cos(θ n−1 + θ) = cos(θ n−1 +θ mod 2π) and θ n−1 +θ mod 2π has the same distribution as θ n−1 and AC is a Haar-butterfly matrix by the inductive hypothesis. Inner and outer approximation follow directly because this is the smooth one-to-one push forward of uniform measure on [0, 2π) n .
2.1. Uniformity of eigenvalue distributions. The following simple lemma immediately applies that Haar-butterfly matrices have a uniform eigenvalue distribution. Proof. Because this matrix is orthogonal, it suffices to check that the expectation of the trace of every positive power is zero:
From this it directly follows that E θÂ k = 0, and hence the expectation of the trace vanishes.
The eigenvalues of Haar-butterfly matrices are also almost surely uniform.
(Σ R ) has eigenvalues that are almost surely uniform.
Proof. By Theorem 1.10 and Proposition 2.1 it suffices to estimate the expectation of the trace of powers squared. We have
where tr(Q (N ) ) k and X are independent. Therefore by first taking an expectation with respect to θ n−1
.
From this we have 1
−n and the theorem follows from Theorem 1.10.
2.2.
Joint distribution on the eigenvalues. Another natural question to ask is that of the joint distribution of the eigenvalues. And while the uniformity results might lead one to speculate that the eigenvalues are iid on U or share a distribution related to the eigenvalues of a Haar matrix, one can see that dimensionality immediately rules this out: B(2 n ) is a manifold of dimension n. What is true though, is that n of the eigenvalues of
Lemma 2.4. Let A ∈ O(N ) and 0 ≤ θ < 2π. Then the arguments of the eigenvalues ofÂ = cos θA sin θA − sin θA cos θA are given by (θ j ± θ) j≥1 where (θ j ) j≥1 are the arguments of the eigenvalues of A.
Proof. Consider the characteristic polynomial We pick a canonical set of anglesθ 0 = j θ ĵ θ j =θ 0 − 2θ j , j ≥ 1.
Then define x j = cosθ j . It follows that the joint density of these variables ρ(x 0 , . . . , x n−1 ) is given by
It is convenient to use the x j variables because each x j corresponds to two eigenvalues ±θ j = ± cos −1 x j . The remaining eigenvalues are determined directly from the x j 's. This demonstrates a clear departure from Haar measure on O(N ) where the probability of two eigenvalues being close is much smaller [5] .
Failure of a Central Limit Theorem for linear statistics. For Haar matrices U
(N ) ∈ U(N ), from [4, 3] , it follows that E U (N ) tr U (N ) k = 0 and
And thus it is natural to ask about convergence of
Indeed, it follows that this converges to a standard (complex) normal random variable [3] . Once can then ask about convergence of linear statistics:
These statistics can also be shown to converge, after appropriate scaling, to normal distributions [3] . This is called the central limit theorem (CLT) for linear statistics. We now demonstrate that this fails to hold for Haar-butterfly matrices. Let Q (N ) be a Haar-butterfly matrix. One can immediately notice that Haarbutterfly matrices are different via the relation
Less cancellation forces this to grow, compared to U (N ) . We now examine the convergence of
which would have to converge to a chi-squared distribution if a CLT to holds. Simple considerations demonstrate that this is a martingale with respect to the sequence (θ j ) ∞ j=0 by considering (2.1) and basically following (2.2)
This also easily follows from the relation Q (1)), large for iid eigenvalues (it converges in distribution) and it sits somewhere in between for Haar-butterfly matrices.
Another class of random butterfly matrices
Now consider the random butterfly matrices (no longer simple) defined by B (N ) (Σ R ):
where A, B ∼ B (N/2) (Σ R ) are independent. There is also no longer a natural group structure, but "more randomness" has been injected into the matrix.
Uniformity of the eigenvalue distributions. To analyze the distribution of the entries of a B
(N ) (Σ R ) matrix, we think of it as a 2 n−1 × 2 n−1 matrix of 2 × 2 blocks. The block at location (i, j) is of the form
for some 1 ≤ m ≤ n. In other words, each 2 × 2 block of the matrix is a product of sines and cosines that depend on both (i, j), multiplied by a rotation matrix that depends only on j. We use the notation
From this representation, we immediately obtain the following.
for every k, and hence the eigenvalues of Q (N ) are uniform.
, where the sum is over all points (j 1 , j 2 , . . . , j k−1 ) ∈ {1, 2, . . . , 2 
Because these matrices do not give a significant performance difference over the Haar-butterfly matrices in Section 4, we do not pursue their properties further.
Numerical experiments
We now test classes of matrices by measuring their ability to truly randomize matrix A ∈ R N ×M , N M . For such a matrix A, assuming it is of full rank, define [7] , for example). One use of coherence is the following. If A has small coherence, N M , then when solving Ax = b randomly selecting a subset of the rows gives a good approximation of the least-squares solution. If the coherence is high, such an approximation can fail to hold. As outlined in the introduction, to randomize a linear system take Ax = b, randomize it with a orthogonal (or unitary) matrix Ω: ΩAx = Ωb. Then the hope is that ΩA has smaller coherence than A and by subsampling rows one can easily approximate the least-squares solution. Indeed, in the Blendenpik algorithm [1] , this procedure is used to generate a preconditioner for the linear system, not just an approximate solution. We call this randomized coherence reduction. We examine the ability of the following matrices to achieve this:
( We try to reduce the coherence of the following matrices A = (a ij ) 1≤i≤N,1≤j≤M .
(1) randn: a 11 and a ij , 1 ≤ i ≤ N , 2 ≤ j ≤ M are iid standard normal random variables and a j1 = 0 for j > 1. This matrix was considered in [1] and coh(A) = 1 a.s.. (2) hilbert: a ij = 1/(i + j − 1). Simple numerical experiments demonstrate that coh(A) → 1 as N, M → ∞, rapidly.
4.1. hilbert matrices. In Table 1 we present the sample means of the coherence of the matrix ΩA where A is the hilbert matrix and Ω is one the four choices of random orthogonal matrices detailed above in this section. In Table 2 we give the standard deviations. Because of the computational cost, we only give sample means and standard deviations for Haar matrix for n ≤ 12. It is notable that the HBDCT outperforms the RDCT. In Figures 2 and 3 we plot the histograms for the coherence. 4.2. randn matrices. In Table 3 we present the sample means of the coherence of the matrix ΩA where A is the randn matrix and Ω is one the four choices of random orthogonal matrices. Similarly, in Table 4 we give the standard deviations.
As before, because of the computational cost, we only give sample means and standard deviations for Haar matrix for n ≤ 12. This is similar to the experiment performed in [1] , where the random DCT performs very well. In Figure 4 we plot the histograms for the coherence. when A is the hilbert matrix and n = 9, M = 100 with 10,000 samples. The Haar matrices out-perform the other random orthogonal matrices but are computationally prohibitive to use in practice. when A is the hilbert matrix and n = 15, M = 100 with 10,000 samples. The random butterfly matrices out-perform the the random DCT.
Computational methods
In this section we give Julia code to efficiently multiply the discussed random matrices. We also discuss the complexity of these algorithms. Table 3 . Sample means for the coherence of ΩA where A ∈ R 2 n ×M is the randn matrix when M = 100. Random butterfly matrices do not give an improvement when compared to the Random DCT. Surprisingly, Haar matrices and the random DCT give similar performance. Table 4 . Sample standard deviations for the coherence of ΩA where A is the randn matrix when M = 100. Again, random butterfly matrices do not give an improvement when compared to the Random DCT. Surprisingly, Haar matrices and the random DCT give similar performance -a very small standard deviations.
Computing multiplication by a Haar matrix on O(N ).
It is well-known that a Haar matrix on O(N ) can be sampled by computing the QR factorization of an N × N matrix of iid standard normal random variables requiring O(N 3 ) operations. But if one wants to multiply a sampled Haar matrix and a vector, the matrix does not need to be constructed and the complexity can be reduced to O(N 2 ) operations [14] . We discuss the approach briefly and give Julia code. Given a non-trivial vector u ∈ R L , 1 < L ≤ N define the Householder reflection matrix
. . , u N be iid random vectors with standard normal entries. Further, suppose that u j ∈ R N −j+1 . Then the matrix
is a Haar matrix. From a computational point of view, H(u j ) requires O(N − j) operations to apply to a vector, so that the product requires only O(N 2 ) operations to apply to a vector, down from the O(N 3 ), that is required for the QR factorization approach. To sample an entire Haar matrix one can simply call haarO(eye(N)). function house !( v :: Vector , A :: Array ) n = length ( v ) 5 Classically, one usually uses u ± u 2 e 1 to maximize numerical stability but in our random setting this will not (with high probability) be a numerical issue. If the entire matrix is to be constructed, one can just call haar rbm(eye(2^n)). To compute the number of operations (we concentrate on multiplications). Let O n denote the number of multiplications it requires to apply this algorithm to a 2 n -dimensional vector. Then O n satisfies O n = 2O n−1 + 2 n , O 0 = 0.
It is straightforward to verify that
The following code implements subsampled Haar-butterfly matrix multiplication. Given k, divide a vector w ∈ R 2 n into 2 j vectors w , = 1, 2, . . . , 2 k of size M = 2 n−k . For a Haar-butterfly matrix Q (N ) , N = 2 n , w = Q (N ) v, the function harr rbm(t,v,k,j) returns w such that j ∈ ( − 1)2 n−k + 1, 2 n−k . In other words, it returns the vector w that contains the entry j of w. Given n and 0 ≤ k ≤ n we compute O n,k which is the number of multiplications required to apply a subsampled Haar-butterfly matrix to a vector with 2 n entries. If k = 0 we see that O n,0 = O n (the un-subsampled version). With n fixed, we find the following recursion O n,k = 2O n−1,k+1 + 2 n−k+1 , n = k, k + 1, . . . .
From this it follows
O n,k = 2 n 2(n − k) + 
