It is well-known that large depth-coding errors typically occurring around depth edge areas lead to distorted object boundaries in the synthesized texture images. This paper proposes a multi-layered coding approach for depth images as a complement to the popular edge-aware approaches such as those based on platelets. It is shown that guaranteeing a near-lossless bound on the depth values around the edges by adding extra enhancement layers is an effective way to improve the visual quality of the synthesized images.
INTRODUCTION
Emerging 3D video applications such as 3DTV and FTV (Free-viewpoint TV) require efficient dissemination of depth information as it is used to generate virtual views, which can be used for free-viewpoint navigation of the scene or various other display processing purposes [1] . A multi-view video plus depth format is currently being explored as part of the recent exploration experiments going on within MPEG on 3D video and FTV. In the multi-view plus depth format, a depth image associated with each view of the multi-view texture videos is estimated, where a pixel in a depth image represents the distance of a 3D scene point seen from the chosen view. Maintaining its fidelity is important because the quality of virtual view synthesis is highly dependent on the accuracy of the geometric information provided by depth. Therefore, it is crucial to strike a good balance between the fidelity of depth data and the associated bandwidth requirement.
In this paper, we propose a multi-layered coding approach for depth images as a complement to the popular edge-aware approaches such as those based on platelets [2] . While the latter focuses on improving the coding efficiency by providing a better representation of edge-like features in the depth image, the proposed multi-layered approach aims at complementing it by explicitly enhancing the fidelity of depth information around the edges. For example, using a platelet-based lossy coder as the base-layer might enhance the coding performance of the overall multi-layered coder compared with the use of other conventional lossy coders as the base layer.
The rest of this paper is organized as follows. Section 2 describes the virtual view synthesis procedure used in this work. Section 3 investigates how the depth coding error affects the texture-mapping process in virtual view synthesis. Next, we discuss the benefits of a multi-layer approach for coding the depth edge area and describe the proposed coding approach in Section 4. Experimental results are shown in Section 5, where it is shown that guaranteeing a near-lossless bound on the depth values around the edges by adding an extra enhancement layer is an effective way to improve the visual quality of the synthesized images. Section 6 concludes the paper.
VIRTUAL VIEW SYNTHESIS
The basic idea of virtual view synthesis is to use the camera geometry along with depth information of the scene to find the texture values for the pixels in a synthesized view from the corresponding points of the neighboring views [1] . In this work, we use two neighboring views in order to synthesize a virtual view at an arbitrary position between them. First, every point in each of the two neighboring views is projected to the corresponding point in the virtual view plane. We assume the well-known pinhole camera model to project the pixel location (x, y) in a neighboring view c into world coordinates
where d is the depth defined with respect to the optical center of the camera c, and A, R and T are camera parameters [3] . Then, the world coordinates are mapped into the target coor-
of the frame in camera v, the virtual view, according to:
After normalizing In order to render a view, we scan through each location in the two virtual view depth buffers and apply the following procedure:
• If both depth values are zero (no depth information is present), there is no texture information either, causing a hole.
• If only one of the two depth values is non-zero, use the texture value corresponding to the non-zero depth value.
• If both depth values are non-zero, take a weighted sum of the two corresonding texture values.
Various techniques could be applied to improve the quality of the final rendered view such as filtering and in-painting. For simplicity, we only applied a median filter of size 3 × 3 to recover undefined areas (small stripes) in the synthesized view.
EFFECTS OF DEPTH CODING ON SYNTHESIZED VIEWS
The direct transformation from the current camera to the virtual camera can be obtained as follows by combining the equations (1) and (2):
where
If there exists depth-coding error ∆d, the correponding error in the location in the virtual camera ∆X v is given as follows:
Note both X v and X v + ∆X v need to be normailzed to find corresponding coordinates in the target camera. After such normalization, the texture-mapping error is given as follows: Figure 1 shows that due to the tendency that larger depth coding errors occur along the object boundaries ( Fig. 1(a) ), the texture-mapping errors are also larger around the same boundaries ( Fig. 1(b) ). Note that we can easily detect these boundaries by using any edge detectors on the depth images or the depth coding residuals (Fig. 1(c) ).
MULTI-LAYERED CODING OF DEPTH EDGES
From (5), one can observe that the texture-mapping error depends not only on depth coding error but also on other parameters such as camera configurations and the coordinate of the point to be mapped. However, assuming one obtains camera parameters and depth information of sufficient accuracies for the application at hand, having a certain strict control on the fidelity of the depth will be beneficial as it represents geometrical distance of the scene. This is especially true around the depth edges as they typically determine the object boundary which is one of the most important features of any scene.
One way to incorporate such a critical requirement is to use an edge-aware coding technique such as platelets to better represent the edges with a given bit budget. However, such a better representation alone may not always provide enough fidelity of depth around the edges. Therefore, in this work, we propose to add L ∞ fidelity enhancement layers around depth edges in order to impose a strict control on the depth coding error. Previous work in the area of L ∞ -error scalable coding is quite sparse [5, 6, 7] . In this work, we adopted the technique in [5] , to which the reader is referred to for details.
EXPERIMENTAL RESULTS
As an initial attempt to see how imposing a strict control on the depth fidelity of the entire depth-map compares with the case of pure lossy coding in terms of depth coding performance and the corresponding virtual view rendering quality, we compared a two-stage near-lossless coder proposed in [4] against SPIHT as a pure lossy coder. Figure 2 shows the result of coding depths of view 2 and view 4 using these two coding techniques and the corresponding virtual view synthesis procedure. The maximum per pixel error (δ) for the depth in the two-stage case was set to 7. The bitrate for the lossy coder was set equal to the total bitrate used for the two-stage coder. Table 1 compares the PSNRs and the L ∞ -errors of the coded depth using the two approaches. It also compares the PSNRs of the resulting synthesized views that were measured with respect to the one based on uncoded depths. In both approaches, we see noticeable artifacts around object boundaries. For example, the forehead of the person on the left and the top of the hat of the person on the left in Fig 2(a) are significantly distorted or dwarfed.
In order to reduce the above-mentioned distortions around the object boundaries, multiple enhancement layers with decreasing L ∞ errors (δ's) of 3, 1, and 0 were added on top of the near-lossless reconstruction with δ of 7 : this enhancement was applied only to the boundary region specified by the edge map shown in Figure 1(c) . Figure 3 shows the result of coding depths of view 2 and view 4 using SPIHT as a pure lossy coder and the multi-layered near-lossless coder [5] as mentioned in the previous section. Table 2 compares the corresponding PSNRs of the coded depths as well as the resulting synthesized views using the two approaches. Note that the result shows only the final reconstruction with δ = 0 for the boundary region and with δ = 7 for other areas although the refinement bitstream was scalable in the L ∞ -error sense (i.e., 3,1, and 0) for the boundary area. The bitrate for the 'Lossy' SPIHT was again set equal to the total bitrate used for the multi-layered coder (i.e. the sum of the bitrate for the two-stage with δ = 7 and those of the three refinement layers corresponding to δ's 3,1, and 0).
Observe that although the PSNRs of the whole area of the depth maps are worse in the proposed method, the quality of synthesized view is superior both objectively (PSNRs) and subjectively ( Figure 3 ). Especially we could confirm the distorted boundary areas pointed out in Figure 2 show significant improvement. This shows the proposed approach of explicitly enhancing the depth edges is an effective way to improve the quality of the synthesized view. As a matter of fact, with δ = 0, the area corresponding to the used edge-map has zero texture-mapping error defined by (5).
CONCLUSION
In this paper, we proposed a multi-layered coding approach for depth images as a complement to the popular edge-aware approaches such as those based on platelets. It is shown that guaranteeing a near-lossless bound on the depth values around the edges by adding extra enhancement layers is an effective way to improve the visual quality of the synthesized images. The proposed approach is flexible in the sense that it could incorporate any lossy coder as the base layer and easily extendible to video cases. This is a notable advantage over platelet-like approaches where their extension to video is still an open problem.
