On the (parameterized) complexity of recognizing well-covered ( r , ℓ )-graph. by Alves,  Sancrey Rodrigues et al.
Durham Research Online
Deposited in DRO:
26 June 2018
Version of attached ﬁle:
Accepted Version
Peer-review status of attached ﬁle:
Peer-reviewed
Citation for published item:
Alves, Sancrey Rodrigues and Dabrowski, Konrad K. and Faria, Luerbio and Klein, Sulamita and Sau, Ignasi
and Souza, Ueverton S. (2018) 'On the (parameterized) complexity of recognizing well-covered ( r , )-graph.',
Theoretical computer science., 746 . pp. 36-48.
Further information on publisher's website:
https://doi.org/10.1016/j.tcs.2018.06.024
Publisher's copyright statement:
c© 2018 This manuscript version is made available under the CC-BY-NC-ND 4.0 license
http://creativecommons.org/licenses/by-nc-nd/4.0/
Additional information:
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or charge, for
personal research or study, educational, or not-for-proﬁt purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in DRO
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full DRO policy for further details.
Durham University Library, Stockton Road, Durham DH1 3LY, United Kingdom
Tel : +44 (0)191 334 3042 | Fax : +44 (0)191 334 2971
http://dro.dur.ac.uk
Accepted Manuscript
On the (Parameterized) Complexity of Recognizing Well-covered (r, )-graph
Sancrey Rodrigues Alves, Konrad K. Dabrowski, Luerbio Faria, Sulamita Klein,
Ignasi Sau, Uéverton S. Souza
PII: S0304-3975(18)30440-7
DOI: https://doi.org/10.1016/j.tcs.2018.06.024
Reference: TCS 11647
To appear in: Theoretical Computer Science
Received date: 22 June 2017
Revised date: 31 May 2018
Accepted date: 12 June 2018
Please cite this article in press as: S.R. Alves et al., On the (Parameterized) Complexity of Recognizing Well-covered (r, )-graph, Theoret.
Comput. Sci. (2018), https://doi.org/10.1016/j.tcs.2018.06.024
This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing
this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is
published in its final form. Please note that during the production process errors may be discovered which could affect the content, and all
legal disclaimers that apply to the journal pertain.
On the (Parameterized) Complexity of Recognizing
Well-covered (r, )-graphs
Sancrey Rodrigues Alvesa, Konrad K. Dabrowskib, Luerbio Fariac,
Sulamita Kleind, Ignasi Saue, Ue´verton S. Souzaf
aFAETEC, Fundac¸a˜o de Apoio a` Escola Te´cn. do Estado do Rio de Janeiro, Brazil
bSchool of Engineering and Computing Sciences, Durham University, Durham, UK
cUERJ, DICC, Universidade do Estado do Rio de Janeiro, Brazil
dUFRJ, COPPE-Sistemas, Universidade Federal do Rio de Janeiro, Brazil
eCNRS, LIRMM, Universite´ de Montpellier, Montpellier, France, and
Departamento de Matema´tica, Universidade Federal do Ceara´, Fortaleza, Brazil
fUFF, IC, Universidade Federal Fluminense, Nitero´i, Brazil
Abstract
An (r, )-partition of a graph G is a partition of its vertex set into r independent
sets and  cliques. A graph is (r, ) if it admits an (r, )-partition. A graph is
well-covered if every maximal independent set is also maximum. A graph is
(r, )-well-covered if it is both (r, ) and well-covered. In this paper we consider
two diﬀerent decision problems. In the (r, )-Well-Covered Graph problem
((r, )wc-g for short), we are given a graph G, and the question is whether G
is an (r, )-well-covered graph. In the Well-Covered (r, )-Graph problem
(wc-(r, )g for short), we are given an (r, )-graph G together with an (r, )-
partition, and the question is whether G is well-covered. This generates two
inﬁnite families of problems, for any ﬁxed non-negative integers r and , which
we classify as being P, coNP-complete, NP-complete, NP-hard, or coNP-hard.
Only the cases wc-(r, 0)g for r ≥ 3 remain open. In addition, we consider the
parameterized complexity of these problems for several choices of parameters,
such as the size α of a maximum independent set of the input graph, its neighbor-
hood diversity, its clique-width, or the number  of cliques in an (r, )-partition.
In particular, we show that the parameterized problem of determining whether
every maximal independent set of an input graph G has cardinality equal to k
can be reduced to the wc-(0, )g problem parameterized by . In addition, we
prove that both problems are coW[2]-hard but can be solved in XP-time.
Email addresses: sancrey@cos.ufrj.br (Sancrey Rodrigues Alves),
konrad.dabrowski@durham.ac.uk (Konrad K. Dabrowski), luerbio@cos.ufrj.br (Luerbio
Faria), sula@cos.ufrj.br (Sulamita Klein), ignasi.sau@lirmm.fr (Ignasi Sau),
ueverton@ic.uff.br (Ue´verton S. Souza)
This work was supported by FAPERJ, CNPq, CAPES Brazilian Research Agencies, EP-
SRC (EP/K025090/1), the Leverhulme Trust (RPG-2016-258) and the DE-MO-GRAPH grant
ANR-16-CE40-0028. An extended abstract of this paper appeared in the proceedings of CO-
COA 2016 [1].
Preprint submitted to Theoretical Computer Science June 21, 2018
1 INTRODUCTION 2
Keywords: well-covered graph; (r, )-graph; coNP-completeness;
FPT-algorithm; parameterized complexity; coW[2]-hardness.
1. Introduction
One of the most important combinatorial problems is Maximum Indepen-
dent Set (MIS), where the objective is to ﬁnd a maximum sized subset S ⊆ V
of pairwise non-adjacent vertices in a graph G = (V,E). Maximum independent
sets appear naturally in a wide range of situations, andMIS also ﬁnds a number
of “real world” relevant applications.
Unfortunately, the decision version of MIS is an NP-complete problem [24],
and thus it cannot be solved in polynomial time unless P = NP. In spite of the
fact that ﬁnding amaximum independent set is a computationally hard problem,
a maximal independent set of a graph can easily be found in linear time. Indeed,
a naive greedy algorithm for ﬁnding maximal independent sets consists simply
of selecting an arbitrary vertex v to add to a set S, and updating the current
graph by removing the closed neighborhood N [v] of v. This algorithm always
outputs a maximal independent set in linear time, but clearly not all choices
lead to a maximum independent set.
Well-covered graphs were ﬁrst introduced by Plummer [30] in 1970. Plum-
mer deﬁned that “a graph is said to be well-covered if every minimal point cover
is also a minimum cover”. This is equivalent to demanding that all maximal in-
dependent set have the same cardinality. Therefore, well-covered graphs can be
equivalently deﬁned as the class of graphs for which the naive greedy algorithm
discussed above always outputs a maximum independent set.
The problem of recognizing a well-covered graph, which we denote byWell-
Covered Graph, was proved to be coNP-complete by Chva´tal and Slater [4]
and independently by Sankaranarayana and Stewart [34]. On the other hand,
the Well-Covered Graph problem is in P when the input is known to be a
perfect graph of bounded clique size [13] or a claw-free graph [27, 36].
Let r,  ≥ 0 be two ﬁxed integers. An (r, )-partition of a graph G = (V,E)
is a partition of V into r independent sets S1, . . . , Sr and  cliques K1, . . . , K.
For convenience, we allow these sets to be empty. A graph is (r, ) if it admits
an (r, )-partition. Note that the notion of (r, )-graphs is a generalization of
that of r-colorable graphs.
A P versus NP-complete dichotomy for recognizing (r, )-graphs was proved
by Brandsta¨dt [2]: the problem is in P if max{r, } ≤ 2, and NP-complete other-
wise. The class of (r, )-graphs and its subclasses have been extensively studied
in the literature. For instance, list partitions of (r, )-graphs were studied by
Feder et al. [18]. In another paper, Feder et al. [19] proved that recognizing
graphs that are both chordal and (r, ) is in P.
A graph is (r, )-well-covered if it is both (r, ) and well-covered. In this paper
we analyze the complexity of the (r, )-Well-Covered Graph problem, which
consists of deciding whether a graph is (r, )-well-covered. In particular, we give
a complete classiﬁcation of the complexity of this problem.
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Additionally, we analyze the complexity of theWell-Covered-(r, )-Graph
problem, which consists of deciding, given an (r, )-graph G = (V,E) together
with an (r, ) partition, whether G is well-covered or not. We classify the com-
plexity of this problem for every pair (r, ), except for the cases when  = 0 and
r ≥ 3, which we leave open.
We note that similar restrictions have been considered in the literature. For
instance, Kolay et al. [25] recently considered the problem of removing a small
number of vertices from a perfect graph so that it additionally becomes (r, ).
To the best of our knowledge, this is the ﬁrst time in the literature that a
decision problem obtained by “intersecting” two recognition NP-complete and
coNP-complete properties has been studied. From our results, the (r, )wc-g
problem has a very peculiar property, namely that some cases of the problem
are in NP, but other cases are in coNP. And if P = NP, there are some cases
where the decision problem is neither in NP nor in coNP.
In addition, according to the state of the art for theWell-Covered Graph
problem, to the best of our knowledge this is the ﬁrst work that associates the
hardness of Well-Covered Graph with the number of independent sets and
the number of cliques of an (r, )-partition of the input graph. This shows an
important structural property for classifying the complexity of subclasses of
well-covered graphs.
As a by-product of this paper, an inﬁnite class of decision problems was
classiﬁed as being both NP-hard and coNP-hard. Hence, unless P = NP these
decision problems are neither in NP nor in coNP.
More formally, in this paper we focus on the following two decision problems.
(r, )-Well-Covered Graph ((r, )wc-g )
Input: A graph G.
Question: Is G (r, )-well-covered?
Well-Covered (r, )-Graph (wc-(r, )g )
Input: An (r, )-graph G, together with a partition of V (G) into r
independent sets and  cliques.
Question: Is G well-covered?
We establish an almost complete characterization of the complexity of the
(r, )wc-g and wc-(r, )g problems. Our results are shown in the following
tables, where r (resp. ) corresponds to the rows (resp. columns) of the tables,
and where coNPc stands for coNP-complete, NPh stands for NP-hard, NPc
stands for NP-complete, and (co)NPh stands for both NP-hard and coNP-hard.
The symbol ‘?’ denotes that the complexity of the corresponding problem is
open.
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(r, )wc-g 0 1 2 ≥ 3
0 − P P NPc
1 P P P NPc
2 P coNPc coNPc (co)NPh
≥ 3 NPh (co)NPh (co)NPh (co)NPh
wc-(r, )g 0 1 2 ≥ 3
0 − P P P
1 P P P P
2 P coNPc coNPc coNPc
≥ 3 ? coNPc coNPc coNPc
We note the following simple facts, which we will use to ﬁll the above tables:
Fact 1. If (r, )wc-g is in P, then wc-(r, )g is in P.
Fact 2. If wc-(r, )g is coNP-hard, then (r, )wc-g is coNP-hard.
Note that wc-(r, )g is in coNP, since a certiﬁcate for a NO-instance consists
just of two maximal independent sets of diﬀerent size. On the other hand, for
(r, )wc-g we have the following facts, which are easy to verify:
Fact 3. For any pair of integers (r, ) such that the problem of recognizing an
(r, )-graph is in P, the (r, )wc-g problem is in coNP.
Fact 4. For any pair of integers (r, ) such that the wc-(r, )g problem is in P,
the (r, )wc-g problem is in NP.
In this paper we prove that (r, )wc-g with (r, ) ∈ {(0, 1), (1, 0), (0, 2), (1, 1),
(2, 0), (1, 2)} can be solved in polynomial time, which by Fact 1 yields that wc-
(r, )g with (r, ) ∈ {(0, 1), (1, 0), (0, 2), (1, 1), (2, 0), (1, 2)} can also be solved
in polynomial time. On the other hand, we prove that wc-(2, 1)g is coNP-
complete, which by Fact 2 and Fact 3 yields that (2, 1)wc-g is also coNP-
complete. Furthermore, we also prove that wc-(0, )g and wc-(1, )g are in
P, and that (r, )wc-g with (r, ) ∈ {(0, 3), (3, 0), (1, 3)} are NP-hard. Finally,
we state and prove a “monotonicity” result, namely Theorem 1, stating how to
extend the NP-hardness or coNP-hardness of wc-(r, )g (resp. (r, )wc-g) to
wc-(r+1, )g (resp. (r+1, )wc-g), and wc-(r, +1)g (resp. (r, +1)wc-g).
Together, these results correspond to those shown in the above tables.
In addition, we consider the parameterized complexity of these problems for
several choices of the parameters, such as the size α of a maximum independent
set of the input graph, its neighborhood diversity, its clique-width or the number
 of cliques in an (r, )-partition. We obtain several positive and negative results.
In particular, we show that the parameterized problem of determining whether
every maximal independent set of an input graph G has cardinality equal to k
can be reduced to the wc-(0, )g problem parameterized by . In addition, we
prove that both problems are coW[2]-hard, but can be solved in XP-time.
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The rest of this paper is organized as follows. We start in Section 2 with
some basic preliminaries about graphs, parameterized complexity, and width
parameters. In Section 3 we prove our results concerning the classical complexity
of both problems, and in Section 4 we focus on their parameterized complexity.
We conclude the paper with Section 5.
2. Preliminaries
Graphs. We use standard graph-theoretic notation, and we refer the reader
to [14] for any undeﬁned notation. A graph G = (V,E) consists of a ﬁnite
non-empty set V of vertices and a set E of unordered pairs (edges) of distinct
elements of V . If uv ∈ E(G), then u, v are said to be adjacent, and u is said to
be a neighbor of v. A clique (resp. independent set) is a set of pairwise adjacent
(resp. non-adjacent) vertices. A vertex cover is a set of vertices containing at
least one endpoint of every edge in the graph. The open neighborhood N(v) or
neighborhood, for short, of a vertex v ∈ V is the set of vertices adjacent to v. The
closed neighborhood of a vertex v is deﬁned as N [v] = N(v)∪{v}. A dominating
set is a set of vertices S ⊆ V such that ⋃v∈S N [v] = V . Given S ⊆ V and
v ∈ V , the neighborhood NS(v) of v in S is the set NS(v) = N(v) ∩ S.
Throughout the paper, we let n denote the number of vertices in the input
graph for the problem under consideration.
Parameterized complexity. We refer the reader to [11, 15, 20, 28] for basic
background on parameterized complexity, and we recall here only some basic
deﬁnitions. A parameterized problem is a language L ⊆ Σ∗×N. For an instance
I = (x, k) ∈ Σ∗ × N, k is called the parameter. A parameterized problem is
ﬁxed-parameter tractable (FPT) if there exists an algorithm A, a computable
function f , and a constant c such that given an instance I = (x, k), A (called an
FPT-algorithm) correctly decides whether I ∈ L in time bounded by f(k)|I|c.
Within parameterized problems, the class W[1] may be seen as the parame-
terized equivalent to the class NP of classical optimization problems. Without
entering into details (see [11, 15, 20, 28] for the formal deﬁnitions), a parameter-
ized problem being W[1]-hard can be seen as a strong evidence that this problem
is not FPT. The canonical example of a W[1]-hard problem is Independent
Set parameterized by the size of the solution2.
The class W[2] of parameterized problems is a class that contains W[1], and
so the problems that are W[2]-hard are even more unlikely to be FPT than those
that are W[1]-hard (again, see [11, 15, 20, 28] for the formal deﬁnitions). The
canonical example of a W[2]-hard problem is Dominating Set parameterized
by the size of the solution3.
2Given a graph G and a parameter k, the problem is to decide whether there exists an
independent set S ⊆ V (G) such that |S| ≥ k.
3Given a graph G and a parameter k, the problem is to decide whether there exists a
dominating set S ⊆ V (G) such that |S| ≤ k.
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For i ∈ [1, 2], to transfer W[i]-hardness from one problem to another, one
uses an fpt-reduction, which given an input I = (x, k) of the source problem,
computes in time f(k)|I|c, for some computable function f and a constant c, an
equivalent instance I ′ = (x′, k′) of the target problem, such that k′ is bounded
by a function depending only on k.
Hence, an equivalent deﬁnition of W[1]-hard (resp. W[2]-hard) problem is
any problem that admits an fpt-reduction from Independent Set (resp. Dom-
inating Set) parameterized by the size of the solution.
Even if a parameterized problem is W[1]-hard or W[2]-hard, it may still be
solvable in polynomial time for ﬁxed values of the parameter; such problems
are said to belong to the complexity class XP. Formally, a parameterized prob-
lem whose instances consist of a pair (x, k) is in XP if it can be solved by an
algorithm with running time f(k)|x|g(k), where f, g are computable functions
depending only on the parameter and |x| represents the input size. For example,
Independent Set and Dominating Set parameterized by the solution size
are easily seen to belong to XP.
Width parameters. A tree-decomposition of a graph G = (V,E) is a pair
(T,X ), where T = (I, F ) is a tree, and X = {Bi}, i ∈ I is a family of subsets
of V (G), called bags and indexed by the nodes of T , such that
1. each vertex v ∈ V appears in at least one bag, i.e., ⋃i∈I Bi = V ;
2. for each edge e = {x, y} ∈ E, there is an i ∈ I such that x, y ∈ Bi; and
3. for each v ∈ V the set of nodes indexed by {i | i ∈ I, v ∈ Bi} forms a
subtree of T .
The width of a tree-decomposition is deﬁned as maxi∈I{|Bi| − 1}. The
treewidth of G, denoted by tw(G), is the minimum width of a tree-decomposition
of G.
The clique-width of a graph G, denoted by cw(G), is deﬁned as the minimum
number of labels needed to construct G, using the following four operations:
1. Create a single vertex v with an integer label  (denoted by (v));
2. Take the disjoint union (i.e., co-join) of two graphs (denoted by ⊕);
3. Join by an edge every vertex labeled i to every vertex labeled j for i = j
(denoted by η(i, j));
4. Relabel all vertices with label i by label j (denoted by ρ(i, j)).
An algebraic term that represents such a construction of G and uses at most k
labels is said to be a k-expression of G (i.e., the clique-width of G is the mini-
mum k for which G has a k-expression).
Graph classes with bounded clique-width include cographs [3], distance-
hereditary graphs [21], graphs of bounded treewidth [10], graphs of bounded
branchwidth [33], and graphs of bounded rank-width [23].
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3. Classical Complexity of the Problems
We start with a monotonicity theorem that will be very helpful to ﬁll the
tables presented in Section 1. The remainder of this section is divided into four
subsections according to whether (r, )wc-g and wc-(r, )g are polynomial or
“hard” problems.
Theorem 1. Let r,  ≥ 0 be two ﬁxed integers. Then it holds that:
(i) if wc-(r, )g is coNP-complete then wc-(r+ 1, )g and wc-(r, + 1)g are
coNP-complete;
(ii) if (r, )wc-g is NP-hard (resp. coNP-hard) then (r, +1)wc-g is NP-hard
(resp. coNP-hard);
(iii) supposing that r ≥ 1, if (r, )wc-g is NP-hard (resp. coNP-hard) then
(r + 1, )wc-g is NP-hard (resp. coNP-hard).
Proof. (i) This follows immediately from the fact that every (r, )-graph is also
an (r + 1, )-graph and an (r, + 1)-graph.
(ii) Let G be an instance of (r, )wc-g. Let H be an (r, +1)wc-g instance
deﬁned as the disjoint union of G and a clique Z with V (Z) = {z1, . . . , zr+1}.
Clearly G is well-covered if and only if H is well-covered. If G is an (r, )-
well-covered graph then H is an (r, + 1)-well-covered graph. Suppose H is an
(r, +1)-well-covered graph, with a partition into r independent sets S1, . . . , Sr
and  + 1 cliques K1, . . . ,K+1. Each independent set Si can contain at most
one vertex of the clique Z. Therefore, there must be a vertex zi in some clique
Kj . Assume without loss of generality that there is a vertex of Z in K+1.
Then K+1 cannot contain any vertex outside of V (Z), so we may assume
that K+1 contains all vertices of Z. Now S1, . . . , Sr,K1, . . . ,K is an (r, )-
partition of G, so G is an (r, )-well-covered graph. Hence, H is a YES-instance
of (r, + 1)wc-g if and only if G is a YES-instance of (r, )wc-g.
(iii) Let G be an instance of (r, )wc-g. Let G′ be an (r+1, )wc-g instance
obtained from G by adding + 1 isolated vertices. (This guarantees that every
maximal independent set in G′ contains at least + 1 vertices.) Since r ≥ 1, it
follows that G′ is an (r, )-graph if and only if G is. Clearly G′ is well-covered
if and only if G is.
Next, ﬁnd an arbitrary maximal independent set in G′ and let p be the
number of vertices in this set. Note that p ≥ +1. Let H be the join of G′ and
a set of p independent vertices Z = {z1, . . . , zp}, i.e., NH(zi) = V (G′) for all i.
Every maximal independent set of H is either Z or a maximal independent set
of G′ and every maximal independent set of G′ is a maximal independent set
of H. Therefore, H is well-covered if and only if G′ is well-covered. Clearly,
if G′ is an (r, )-graph then H is an (r+1, )-graph. Suppose H is an (r+1, )-
graph, with a partition into r + 1 independent sets S1, . . . , Sr+1 and  cliques
K1, . . . ,K. Each clique set Ki can contain at most one vertex of Z. Therefore
there must be a vertex zi in some independent set S
j . Suppose that there is
a vertex of Z in Sr+1. Then Sr+1 cannot contain any vertex outside of Z.
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Without loss of generality, we may assume that Sr+1 contains all vertices of Z.
Now S1, . . . , Sr,K1, . . . ,K is an (r, )-partition of G, so G is an (r, )-graph.
Thus H is a YES-instance of (r+ 1, )wc-g if and only if G is a YES-instance
of (r, )wc-g.
3.1. Polynomial Cases for wc-(r, )g
Theorem 2. wc-(0, )g and wc-(1, )g are in P for every integer  ≥ 0.
Proof. It is enough to prove that wc-(1, )g is in P. Let V = (S,K1,K2,
K3, . . . , K) be a (1, )-partition for G. Then each maximal independent set I
of G admits a partition I = (IK , S \NS(IK)), where IK is an independent set
of K1 ∪K2 ∪K3 ∪ · · · ∪ K.
Observe that there are at most O(n) choices for an independent set IK of
K1∪K2∪K3∪· · · ∪K, which can be listed in time O(n), since  is constant and
(K1,K2, K3, . . . , K) is given. For each of them, we consider the independent
set I = IK ∪ (S \NS(IK)). If I is not maximal (which may happen if a vertex
in (K1 ∪K2 ∪K3 ∪ · · · ∪ K) \ IK has no neighbors in I), we discard this choice
of IK . Hence, we have a polynomial number O(n
) of maximal independent sets
to check in order to decide whether G is a well-covered graph.
3.2. Polynomial Cases for (r, )wc-g
Fact 5. The graph induced by a clique or by an independent set is well-covered.
The following corollary is a simple application of Fact 5.
Corollary 3. G is a (0, 1)-well-covered graph if and only if G is a (0, 1)-graph.
Similarly, G is a (1, 0)-well-covered graph if and only if G is a (1, 0)-graph.
The following is an easy observation.
Lemma 4. (0, 2)wc-g can be solved in polynomial time.
Proof. By deﬁnition, a graph G = (V,E) is a (0, 2)-graph if and only if its vertex
set can be partitioned into two cliques, and this can be tested in polynomial
time. It follows that every (0, 2)-graph has maximum independent sets of size at
most 2. Let G be a (0, 2)-graph with (0, 2)-partition (K1,K2). If V is a clique,
then G is a (0, 1)-well-covered graph, and hence a (0, 2)-well-covered graph. If
V is not a clique, then G is a (0, 2)-well-covered graph if and only if G has no
universal vertex.
In the next three lemmas we give a characterization of (1, 1)-well-covered
graphs in terms of their graph degree sequence. Note that (1, 1)-graphs are
better known in the literature as split graphs.
Lemma 5. Let G = (V,E) be a (1, 1)-well-covered graph with (1, 1)-partition
V = (S,K), where S is a independent set and K is a clique. If x ∈ K, then
|NS(x)| ≤ 1.
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Proof. Suppose that G is a (1, 1)-well-covered graph with (1, 1)-partition V =
(S,K), where S is a independent set and K is a clique. Let I be a maximal
independent set of G such that x ∈ I ∩ K. Suppose for contradiction that
|NS(x)| ≥ 2, and let y, z ∈ NS(x). Since y, z ∈ S, NG(y), NG(z) ⊆ K. Since
K is a clique, vertex x is the only vertex of I in K. Hence, we have that
NG(y)∩ (I \{x}) = NG(z)∩ (I \{x}) = ∅. Therefore I ′ = (I \{x})∪{y, z} is an
independent set of G such that |I ′| = |I|+1. Thus, I is a maximal independent
set that is not maximum, so G is not well-covered. Thus, |NS(x)| ≤ 1.
Lemma 6. A graph G is a (1, 1)-well-covered graph if and only if it admits a
(1, 1)-partition V = (S,K) such that either for every x ∈ K, |NS(x)| = 0, or
for every x ∈ K, |NS(x)| = 1.
Proof. Let G be a (1, 1)-well-covered graph. By Lemma 5 we have that, given
a vertex x ∈ K, either |NS(x)| = 0 or |NS(x)| = 1. Suppose for contradiction
that there are two vertices x, y ∈ K such that |NS(x)| = 0 and |NS(y)| = 1.
Let z be the vertex of S adjacent to y. Let I be a maximal independent set
containing vertex y. Note that the vertex x is non-adjacent to every vertex of
I \ {y} since there is at most one vertex of I in K. The same applies to the
vertex z. Hence, a larger independent set I ′, with size |I ′| = |I| + 1, can be
obtained from I by replacing vertex y with the non-adjacent vertices x, z, i.e., I
is a maximal independent set of G that is not maximum, a contradiction. Thus,
either for every x ∈ K, |NS(x)| = 0, or for every x ∈ K, |NS(x)| = 1.
Conversely, suppose that there is a (1, 1)-partition V = (S,K) of G such that
either for every x ∈ K, |NS(x)| = 0, or for every x ∈ K, |NS(x)| = 1. If K = ∅,
then G is (1, 0) and then G is well-covered. Hence we assume K = ∅. If for
every x ∈ K, |NS(x)| = 0, then every maximal independent set consists of all
the vertices of S and exactly one vertex v ∈ K. If for every x ∈ K, |NS(x)| = 1,
then every maximal independent set is either I = S, or I = {x} ∪ (S \NS(x))
for some x ∈ K. Since |NS(x)| = 1 we have |I| = 1 + |S| − 1 = |S|, and hence
G is a (1, 1)-well-covered graph.
Corollary 7. (1, 1)wc-g can be solved in polynomial time.
Proof. Since we can check in polynomial time whether G is a (1, 1) graph [2],
and one can enumerate all (1, 1)-partitions of a split graph in polynomial time,
we can solve the (1, 1)wg-g problem in polynomial time.
The next lemma shows that (1, 1)-well-covered graphs can be recognized
from their degree sequences.
Lemma 8. G is a (1, 1)-well-covered graph if and only if there is a positive
integer k such that G is a graph with a (1, 1)-partition V = (S,K) where
|K| = k, such that the degree sequence of V is either (k, k, k, . . . , k, i1, i2, . . . , is,
0, 0, 0, . . . , 0) with
∑s
j=1(ij) = k, or (k− 1, k− 1, k− 1, . . . , k− 1, 0, 0, 0, . . . , 0),
where the subsequences k, . . . , k (resp. k − 1, . . . , k − 1) have length k.
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Proof. Let G be a (1, 1)-well-covered graph. Then G admits a (1, 1)-partition
V = (S,K) where k := |K|, k ≥ 0. If k = 0, then the degree sequence is
(0, 0, 0, . . . , 0). If k ≥ 1, then by Lemma 6 either for every x ∈ K, |NS(x)| = 0,
or for every x ∈ K, |NS(x)| = 1. If for every x ∈ K, |NS(x)| = 0, then the
degree sequence of G is (k− 1, k− 1, k− 1, . . . , k− 1, 0, 0, 0, . . . , 0). If for every
x ∈ K, |NS(x)| = 1, then the degree sequence of G is (k, k, k, . . . , k, i1, i2, . . . , is,
0, 0, 0, . . . , 0), with
∑s
j=1(ij) = k.
Suppose that there is a positive integer k such that G is a graph with (1, 1)-
partition V = (S,K) where |K| = k, with degree sequence either (k, k, k, . . . , k,
i1, i2, . . . , is, 0, 0, 0, . . . , 0), or (k − 1, k − 1, k − 1, . . . , k − 1, 0, 0, 0, . . . , 0), such
that
∑s
j=1(ij) = k. If the degree sequence of G is (k, k, k, . . . , k, i1, i2, . . . , is,
0, 0, 0, . . . , 0), then the vertices of K are adjacent to k − 1 vertices of K and
exactly one of S, since the vertices with degree i1, i2, . . . , is, have degree at
most k and the vertices with degree 0 are isolated. If the degree sequence of G
is (k−1, k−1, k−1, . . . , k−1, 0, 0, 0, . . . , 0), then the vertices of K are adjacent
to k− 1 vertices of K and none of S and the vertices with degree 0 are isolated.
By Lemma 6 we have that G is a well-covered graph.
Ravindra [32] gave the following characterization of (2, 0)-well-covered
graphs.
Proposition 9 (Ravindra [32]). Let G be a connected graph. G is a (2, 0)-well-
covered graph if and only if G contains a perfect matching F such that for every
edge e = uv in F , G[N(u) ∪N(v)] is a complete bipartite graph.
We now prove that Proposition 9 leads to a polynomial-time algorithm.
Lemma 10. (2, 0)wc-g can be solved in polynomial time.
Proof. Assume that G is connected and consider the weighted graph (G,ω)
with ω : E(G) → {0, 1} satisfying ω(uv) = 1, if G[N(u) ∪ N(v)] is a complete
bipartite graph, and 0 otherwise. By Proposition 9, G is well-covered if and
only if (G,ω) has a weighted perfect matching with weight at least n/2, and
this can be decided in polynomial time [16].
Lemma 11. (1, 2)wc-g can be solved in polynomial time.
Proof. We can ﬁnd a (1, 2)-partition of a graph G (if such a partition exists) in
polynomial time [2]. After that, we use the algorithm for wc-(1, )g given by
Theorem 2.
Below we summarize the cases for which we have shown that wc-(r, )g or
(r, )wc-g can be solved in polynomial time.
Theorem 12. (r, )wc-g with (r, ) ∈ {(0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0)}
and wc-(r, )g with r ∈ {0, 1} or (r, ) = (2, 0) can be solved in polynomial
time.
Proof. The ﬁrst part follows from Corollary 3, Lemma 4, Corollary 7, Lemma 11,
and Lemma 10, respectively. The second part follows from Theorem 2, and
Lemma 10 together with Fact 1.
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Figure 1: Chva´tal and Slater’s [4] Well-Covered Graph instance
G = (V,E) obtained from the satisﬁable 3-sat instance I = (U,C) =
({u1, u2, u3}, {(u1, u2, u3), (u1, u2, u3), (u1, u2, u3)}), where {c1, c2, . . . , cm} is a clique
of G. Observe that I is satisﬁable if and only if G is not well-covered, since there is a maximal
independent set with size n + 1 (e.g. {c1, u1, u2, u3}) and there is a maximal independent
set of size n (e.g. {u1, u2, u3}). Note also that G is a (2, 1)-graph with (2, 1)-partition
V = ({u1, u2, . . . , un}, {u1, u2, . . . , un}, {c1, c2, . . . , cm} ).
3.3. coNP-complete Cases for wc-(r, )g
We note that the well-Covered Graph instance G constructed in the
reduction of Chva´tal and Slater [4] is a (2, 1)-graph, directly implying that wc-
(2, 1)g is coNP-complete.
Indeed, Chva´tal and Slater [4] take a 3-sat instance I = (U,C) = ({u1, u2,
u3, . . . , un}, {c1, c2, c3, . . . , cm}), and construct a Well-Covered Graph in-
stance G = (V,E) = ( {u1, u2, u3, . . . , un, u1, u2, u3, . . . , un, c1, c2, c3, . . . , cm},
{xcj : x occurs in cj} ∪ {uiui : 1 ≤ i ≤ n} ∪ {cicj : 1 ≤ i < j ≤ m} ).
Note that {cicj : 1 ≤ i < j ≤ m} is a clique, and that {u1, u2, u3, . . . , un},
and {u1, u2, u3, . . . , un} are independent sets. Hence, G is a (2, 1)-graph. An
illustration of this construction can be found in Figure 1. This discussion can
be summarized as follows.
Proposition 13 (Chva´tal and Slater [4]). wc-(2, 1)g is coNP-complete.
As (2, 1)-graphs can be recognized in polynomial time [2], we obtain the
following.
Corollary 14. (2, 1)wc-g is coNP-complete.
3.4. NP-hard Cases for (r, )wc-g
Now we prove that (0, 3)wc-g is NP-complete. For this purpose, we slightly
modify an NP-completeness proof of Stockmeyer [35].
Stockmeyer’s [35] NP-completeness proof of 3-coloring considers a 3-sat in-
stance I = (U,C) = ( {u1, u2, u3, . . . , un}, {c1, c2, c3, . . . , cm} ), and constructs
a 3-coloring instance G = (V,E) = ( {u1, u2, u3, . . . , un, u1, u2, u3, . . . , un} ∪
{v1[j], v2[j], v3[j], v4[j], v5[j], v6[j] : j ∈ {1, 2, 3, . . . ,m}} ∪ {t1, t2}, {uiui : i ∈
{1, 2, 3, . . . , n}} ∪ {v1[j]v2[j], v2[j]v4[j], v4[j]v1[j], v4[j]v5[j], v5[j]v6[j], v6[j]v3[j],
v3[j]v5[j] : j ∈ {1, 2, 3, . . . ,m}} ∪ {v1[j]x, v2[j]y, v3[j]z : cj = (x, y, z)} ∪ {t1ui,
t1u¯i : i ∈ {1, 2, 3, . . . , n}} ∪ {t2v6[j] : j ∈ {1, 2, 3, . . . ,m}} ); see Figure 2(a).
Lemma 15. (0, 3)wc-g is NP-complete.
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Figure 2: (a) Stockmeyer’s [35] 3-coloring instance G obtained from the 3-sat instance
I = (U,C) = ({u1, u2, u3}, {(u3, u2, u1), (u1, u2, u3)}). (b) The graph G′ obtained from G
by adding a vertex xuv with NG′ (xuv) = {u, v} for every edge uv of G not belonging to a
triangle.
Proof. As by Theorem 2 the Well-Covered Graph problem can be solved
in polynomial time on (0, 3)-graphs, by Fact 4 (0, 3)wc-g is in NP.
Let I = (U,C) be a 3-sat instance. We produce, in polynomial time in the
size of I, a (0, 3)wc-g instance H, such that I is satisﬁable if and only if H
is (0, 3)-well-covered. Let G = (V,E) be the graph of [35] obtained from I,
and let G′ be the graph obtained from G by adding to V a vertex xuv for
every edge uv of G not belonging to a triangle, and by adding to E edges uxuv
and vxuv; see Figure 2(b). Finally, we deﬁne H = G′ as the complement of G′.
Note that, by [35], I is satisﬁable if and only if G is 3-colorable. Since xuv is
adjacent to only two diﬀerent colors of G, clearly G is 3-colorable if and only if
G′ is 3-colorable. Hence, I is satisﬁable if and only if H is a (0, 3)-graph. We
prove next that I is satisﬁable if and only if H is a (0, 3)-well-covered graph.
Suppose that I is satisﬁable. Then, since H is a (0, 3)-graph, every maximal
independent set of H has size 3, 2, or 1. If there is a maximal independent
set I in H with size 1 or 2, then I is a maximal clique of G′ of size 1 or 2.
This contradicts the construction of G′, since every maximal clique of G′ is a
triangle. Therefore, G is well-covered.
Suppose that H is (0, 3)-well-covered. Then G′ is 3-colorable, so G is also
3-colorable. Thus, by [35], I is satisﬁable.
We next prove that (3, 0)wc-g is NP-hard. For this, we again use the proof
of Stockmeyer [35], together with the following theorem.
Proposition 16 (Topp and Volkmann [37]). Let G = (V,E) be an n-vertex
graph, V = {v1, v2, v3, . . . , vn}, and let H be obtained from G such that V (H) =
V ∪ {u1, u2, u3, . . . , un} and E(H) = E ∪ {viui : i ∈ {1, 2, 3, . . . , n}}. Then H
is a well-covered graph where every maximal independent set has size n.
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Proof. Observe that every maximal independent set I of H has a subset IG =
I ∩ V . Let U ⊆ {1, 2, 3, . . . , n} be the set of indices i such that vi ∈ I. Since I
is maximal, the set {ui : i ∈ {1, 2, 3, . . . , n} \ U} must be contained in I, so
|I| = n.
Lemma 17. (3, 0)wc-g is NP-hard.
Proof. Let I = (U,C) be a 3-sat instance; let G = (V,E) be the graph obtained
from I in Stockmeyer’s [35] NP-completeness proof for 3-coloring; and let H
be the graph obtained fromG by the transformation described in Proposition 16.
We prove that I is satisﬁable if and only if H is a (3, 0)-well-covered graph.
Suppose that I is satisﬁable. Then by [35] we have that G is 3-colorable. Since
a vertex v ∈ V (H) \ V (G) has just one neighbor, there are 2 colors left for v to
extend a 3-coloring of G, and so H is a (3, 0)-graph. Hence, by Proposition 16,
H is a (3, 0)-well-covered graph. Suppose that H is a (3, 0)-well-covered graph.
Then we have that G is a (3, 0)-graph. By [35], I is satisﬁable.
Note that Theorem 1 combined with Lemma 15 does not imply that (1, 3)wc-
g is NP-complete.
Lemma 18. (1, 3)wc-g is NP-complete.
Proof. As by Theorem 2 the Well-Covered Graph problem can be solved
in polynomial time on (1, 3)-graphs, by Fact 4 (1, 3)wc-g is in NP.
Let I = (U,C) be a 3-sat instance. Without loss of generality, I has more
than two clauses. We produce a (1, 3)wc-g instance H polynomial in the size
of I, such that I is satisﬁable if and only if H is (1, 3)-well-covered.
Let G = (V,E) be the graph of Stockmeyer [35] obtained from I (see Fig-
ure 2(a)), and let H be the graph obtained from G (the complement of the
graph G) by adding one pendant vertex pv for each vertex v of G. Note that
V (H) = V (G) ∪ {pv : v ∈ V (G)}, E(H) = E(G) ∪ {pvv : v ∈ V (G)}, and
NH(pv) = {v}.
First suppose that I is satisﬁable. Then by [35], G is a (3, 0)-graph, and G
is a (0, 3)-graph with partition into cliques V (G) = (K1
G
,K2
G
,K3
G
). Thus it
follows that (S = {pv : v ∈ V (G)},K1G,K2G,K3G) is a (1, 3)-partition of V (H).
In addition, from Proposition 16 and by the construction of H, H is a well-
covered graph. Hence H is (1, 3)-well-covered.
Conversely, suppose that H is (1, 3)-well-covered, and let V (H) = (S,K1,
K2,K3) be a (1, 3)-partition for H. Then we claim that no vertex pv ∈ V (H) \
V (G) belongs to Ki, i ∈ {1, 2, 3}. Indeed, suppose for contradiction that pv ∈
Ki for some i ∈ {1, 2, 3}. Then, Ki ⊆ {pv, v}. Hence, H \Ki is a (1, 2)-graph
and G \ {v} is an induced subgraph of a (2, 1)-graph. But by construction of G,
G\{v} (for any v ∈ V (G)) contains at least one 2K3 (that is, two vertex-disjoint
copies of K3) as an induced subgraph, which is a contradiction given that 2K3 is
clearly a forbidden subgraph for (2, 1)-graphs. Therefore, {pv : v ∈ V (G)} ⊆ S,
and since {pv : v ∈ V (G)} is a dominating set of H, S = {pv : v ∈ V (G)}.
Thus, G is a (0, 3)-graph with partition V (G) = (K1,K2,K3), and therefore G
is a (3, 0)-graph, i.e., a 3-colorable graph. Therefore, by [35], I is satisﬁable.
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Corollary 19. If r ≥ 3 and  = 0, then (r, )wc-g is NP-hard. If r ∈ {0, 1}
and  ≥ 3, then (r, )wc-g is NP-complete.
Proof. (r, )wc-g is NP-hard in all of these cases by combining Theorem 1,
and Lemmas 15, 17 and 18. For r ∈ {0, 1} and  ≥ 3, the Well-Covered
Graph problem can be solved in polynomial time on (r, )-graphs, so by Fact 4
(r, )wc-g is in NP.
Below we summarize the cases for which we have shown that wc-(r, )g or
(r, )wc-g is computationally hard.
Theorem 20. The following classiﬁcation holds:
1. wc-(r, )g with r ≥ 2 and  ≥ 1 are coNP-complete;
2. (0, )wc-g and (1, )wc-g with  ≥ 3 are NP-complete;
3. (2, 1)wc-g and (2, 2)wc-g are coNP-complete;
4. (r, )wc-g with r ≥ 0 and  ≥ 3 is NP-hard;
5. (r, )wc-g with r ≥ 3 and  ≥ 0 is NP-hard;
6. (r, )wc-g with r ≥ 2 and  ≥ 1 is coNP-hard.
Proof. Statement 1 follows from Proposition 13 and Theorem 1(i). Statement 2
follows from Corollary 19. Statement 3 follows from Statement 1, Facts 2 and 3
and the fact that recognizing (r, )-graphs is in P if max{r, } ≤ 2 [2]. State-
ment 4 follows from Statement 2 and Theorem 1(ii)-(iii). Statement 5 follows
from Lemma 17 and Theorem 1(ii)-(iii). Finally, Statement 6 follows from
Corollary 14 and Theorem 1(ii)-(iii).
4. Parameterized Complexity of the Problems
In this section we focus on the parameterized complexity of the Well-
Covered Graph problem, with special emphasis on the case where the input
graph is an (r, )-graph. Recall that the results presented in Section 2 show that
wc-(r, )g is para-coNP-complete when parameterized by r and . Thus, addi-
tional parameters should be considered. Henceforth we let α (resp. ω) denote
the size of a maximum independent set (resp. maximum clique) in the input
graph G for the problem under consideration. Note that wc-(r, )g parameter-
ized by r, , and ω generalizes wc-(r, 0)g, whose complexity was left open in
the previous sections. Therefore, we focus on the complexity of wc-(r, )g pa-
rameterized by r, , and α, and on the complexity of the natural parameterized
version of Well-Covered Graph, deﬁned as follows:
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k-Well-Covered Graph
Input: A graph G and an integer k.
Parameter: k.
Question: Does every maximal independent set of G have size exactly k?
The next lemma provides further motivation to study of the wc-(0, )g prob-
lem, as it shows that k-Well-Covered Graph (on general graphs) can be
reduced to the wc-(0, )g problem parameterized by .
Lemma 21. The k-Well-Covered Graph problem can be fpt-reduced to the
wc-(0, )g problem parameterized by .
Proof. Consider an arbitrary input graph G with vertices u1, . . . , un. First, we
ﬁnd an arbitrary maximal (with respect to set-inclusion) independent set I in G.
Without loss of generality we may assume that |I| = k and I = {u1, . . . , uk}.
Let  = k + 1.
We construct a (0, )-graph G′ with vertex set {vi,j : i ∈ {1, . . . , }, j ∈
{1, . . . , n}} as follows:
• For all i ∈ {1, . . . , } add edges to make Vi := {vi,j : j ∈ {1, . . . , n}} into
a clique.
• For all j ∈ {1, . . . , n} add edges to make Wj := {vi,j : i ∈ {1, . . . , }} into
a clique.
• For all pairs of adjacent vertices ua, ub in G, add edges between vi,a
and vj,b for all i, j ∈ {1, . . . , } (so that Va is complete to Vb).
Note that the sets Vi partition G
′ into  cliques, so G′ is indeed a (0, )-graph,
where  = k + 1.
The graph G′ has a maximal independent set of size k, namely {v1,1, . . . ,
vk,k}, soG′ is well-covered if and only if every maximal independent set in G′ has
size exactly k. Every maximal independent set in G′ has at most one vertex in
any set Vi and at most one vertex in any set Wj , since Vi and Wj are cliques. As
there are  = k + 1 sets Vi, it follows that every independent set in G
′ contains
at most k + 1 vertices. If G′ contains an independent set {vi1,j1 , . . . , vix,jx}
for some x then {uj1 , . . . , ujx} is an independent set in G. If G contains an
independent set {uj1 , . . . , ujx} for some x then {v1,j1 , . . . , vmin(x,k+1),jmin(x,k+1)}
is an independent set in G′. Therefore G contains a maximal independent set
smaller than k if and only if G′ contains a maximal independent set smaller
than k and G contains a (not necessarily maximal) independent set of size at
least k+1 if and only G′ contains a maximal independent set of size exactly k+1.
It follows that G′ is well-covered if and only if G is. As  = k+1, this completes
the proof.
Recall that the Well-Covered Graph problem is coNP-complete [4, 34].
In order to analyze the parameterized complexity of the problem, we will need
the following deﬁnition.
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Deﬁnition 1. The class coW[2] is the class of all parameterized problems whose
complement is in W[2].
For an overview of parameterized complexity classes, see [12, 20].
We are now ready to show the next result.
Theorem 22. The wc-(0, )g problem parameterized by  is coW[2]-hard.
Proof. Red-Blue Dominating Set (RBDS) is a well-known W[2]-complete
problem [15], which consists of determining whether a given bipartite graph
G = (R ∪ B,E) admits a set D ⊆ R of size k (the parameter) such that D
dominates B (that is, every vertex in B has a neighbor in D). To show the
coW[2]-hardness of our problem, we present an fpt-reduction from Red-Blue
Dominating Set to the problem of determining whether a given (0, )-graph
is not well-covered, where  = k + 1.
From an instance (G, k) of RBDS we construct a (0, )-graph G′ as follows.
Replace the set R = {r1, r2, . . . , rm} by k copies: R1 = {r11, r12, . . . , r1m}, R2 =
{r21, r22, . . . , r2m}, . . . , Rk = {rk1 , rk2 , . . . , rkm}, where each new vertex has the same
neighborhood as the corresponding vertex did in G. Add edges to make B, as
well as each Ri for 1 ≤ i ≤ k, induce a clique. For each i ∈ {1, . . . , k}, create a
vertex si, and add all possible edges between si and the vertices in Ri. Let G
′
be the resulting graph. Note that the vertex set of G′ can be partitioned into
 = k + 1 cliques: B,R1 ∪ {s1}, R2 ∪ {s2}, . . . , Rk ∪ {sk}.
Clearly, for every b ∈ B, the set {s1, s2, . . . , sk}∪{b} is an independent set of
G′ of size k + 1. Note that such an independent set is maximum, as it contains
one vertex from each of the k + 1 cliques that partition V (G′). In addition,
any maximal independent set of G′ has size at least k, since every maximal
independent set contains either si or a vertex of Ri. At this point, we claim
that G has a set D ⊆ R of size k which dominates B if and only if G′ has a
maximal independent set of size k (i.e., G′ is not well-covered).
If D = {ri1 , ri2 , . . . , rik} is a subset of R of size k which dominates B in G,
then D′ = {r1i1 , r2i2 , . . . , rkik} is a maximal independent set of G′, implying that
G′ is not well-covered.
Conversely, if G′ is not well-covered then there exists in G′ a maximal in-
dependent set D′ of size k. Note that D′ ∩ B = ∅ and each vertex in B has at
least one neighbor in D′, as otherwise D′ would not be a maximal independent
set of size k. Therefore, by letting D be the set of vertices in R that have copies
in D′ ∩ {R1 ∪R2 ∪ . . . ∪Rk}, we ﬁnd that D is a subset of R of size at most k
which dominates B in G.
From the previous theorem we immediately obtain the following corollaries.
Corollary 23. The k-Well-Covered Graph problem is coW[2]-hard.
Proof. This follows immediately from Theorem 22.
Corollary 24. Unless FPT = coW[2], the wc-(r, )g problem cannot be solved
in time f(α+ )ng(r) for any computable function f .
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Proof. This follows from the fact that an algorithm running in time f(α+)ng(r),
would be an FPT-algorithm for wc-(0, )g parameterized by , and from the
coW[2]-hardness of the problem demonstrated in Theorem 22.
In contrast to Corollary 24, Lemma 25 shows that the wc-(r, )g problem
can be solved in time 2rαnO().
Lemma 25. The wc-(r, )g problem can be solved in time 2rαnO(). In partic-
ular, it is FPT when  is ﬁxed and r, α are parameters.
Proof. Note that each of the r independent sets S1, . . . , Sr of the given partition
of V (G) must have size at most α. On the other hand, any maximal independent
set of G contains at most one vertex in each of the  cliques. The algorithm
exhaustively constructs all maximal independent sets of G as follows: we start
by guessing a subset of
⋃r
i=1 S
i, and then choose at most one vertex in each
clique. For each choice, we just have to verify whether the constructed set is
a maximal independent set, and then check that all the constructed maximal
independent sets have the same size. The claimed running time follows. In fact,
in the statement of the lemma, one could replace rα with
∑
1≤i≤r |Si|, which
yields a stronger result.
Although wc-(1, )g parameterized by  is coW[2]-hard (see Theorem 22),
Theorem 2 shows that the problem is in XP.
Corollary 26. The wc-(1, )g problem can be solved in time nO(). In other
words, it is in XP when parameterized by .
Proof. This follows from Theorem 2 by considering  to not be a constant.
Table 1 summarizes the results presented so far. Note that, by Ramsey’s
Theorem [31], when both ω and α are parameters the input graph itself is a
trivial kernel.
4.1. Taking the Neighborhood Diversity as the Parameter
Neighborhood diversity is a structural parameter based on a special way
of partitioning a graph into independent sets and cliques. Therefore, it seems
a natural parameter to consider for our problem, since an (r, )-partition of a
graph G is also a partition of its vertex set into cliques and independent sets.
Deﬁnition 2 (Lampis [26]). The neighborhood diversity nd(G) of a graph
G = (V,E) is the minimum integer t such that V can be partitioned into t
sets V1, . . . , Vt where for every v ∈ V (G) and every i ∈ {1, . . . , t}, either v is
adjacent to every vertex in Vi or it is adjacent to none of them. Note that each
part Vi of G is either a clique or an independent set.
Another natural parameter to consider is the vertex cover number, because
well-covered graphs can be equivalently deﬁned as graphs in which every mini-
mal vertex cover has the same size. However, neighborhood diversity is stronger
than vertex cover, in the sense that every class of graphs with bounded vertex
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Table 1: Parameterized complexity of wc-(r,)g.
Param.\Class (0, ) (1, ) (r, )
r – – para-coNP-h

coW[2]-h
XP
coW[2]-h
XP
para-coNP-h
r, 
coW[2]-h
XP
coW[2]-h
XP
para-coNP-h
r, , ω
FPT
Trivial
FPT
Trivial
Open
(generalizes wc-(3,0)g)
r, , α
coW[2]-h
XP
coW[2]-h
XP
coW[2]-h,
no f(α+ )ng(r) algo.
unless FPT=coW[2],
algo. in time 2rαnO()
ω, α
FPT
Ramsey’s Thm.
FPT
Ramsey’s Thm.
FPT
Ramsey’s Thm.
cover number is also a class of graphs with bounded neighborhood diversity, but
the reverse is not true [26]. Thus, for our analysis, it is enough to consider the
neighborhood diversity as the parameter. In addition, neighborhood diversity is
a graph parameter that captures more precisely than vertex cover number the
property that two vertices with the same neighborhood are “equivalent”.
It is worth mentioning that an optimal neighborhood diversity decomposition
of a graph G can be computed in time O(n3); see [26] for more details.
Lemma 27. The Well-Covered Graph problem is FPT when parameterized
by neighborhood diversity.
Proof. Given a graph G, we ﬁrst obtain a neighborhood partition of G with min-
imum width using the polynomial-time algorithm of Lampis [26]. Let t := nd(G)
and let V1, . . . , Vt be the partition of V (G). As we can observe, for any pair
u, v of non-adjacent vertices belonging to the same part Vi, if u is in a maximal
independent set S then v also belongs to S, otherwise S cannot be maximum.
On the other hand, if N [u] = N [v] then for any maximal independent set Su
such that u ∈ Su there exists another maximal independent set Sv such that
Sv = Su \ {u} ∪ {v}. Hence, we can contract each partition Vi that is an inde-
pendent set into a single vertex vi with weight τ(vi) = |Si|, and contract each
partition Vi that is a clique into a single vertex vi with weight τ(vi) = 1, in order
to obtain a graph Gt with |V (Gt)| = t, where the weight of a vertex vi of Gt
means that any maximal independent set of G uses either none or exactly τ(v)
vertices of Vi. At this point, we just need to analyze whether all maximal in-
dependent sets of Gt have the same weight (sum of the weights of its vertices),
which can be done in time 2tnO(1).
Corollary 28. The Well-Covered Graph problem is FPT when parameter-
ized by the vertex cover number n− α.
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4.2. Taking the Clique-width as the Parameter
In the 90’s, Courcelle proved that for every graph property Π that can be
formulated in monadic second order logic (MSOL1), there is an f(k)n
O(1) al-
gorithm that decides if a graph G of clique-width at most k satisﬁes Π (see [5,
6, 7, 9]), provided that a k-expression is given.
LinEMSOL is an extension of MSOL1 which allows searching for sets of
vertices which are optimal with respect to some linear evaluation functions.
Courcelle et al. [8] showed that every graph problem deﬁnable in LinEMSOL
is linear-time solvable on graphs with clique-width at most k (i.e., FPT when
parameterized by clique-width) if a k-expression is given as input. Using a result
of Oum [29], the same result follows even if no k-expression is given.
Theorem 29. The Well-Covered Graph problem is FPT when parameter-
ized by clique-width.
Proof. Given S ⊆ V (G), ﬁrst observe that the property “S is a maximal inde-
pendent set” isMSOL1-expressible. Indeed, we can construct a formula ϕ(G,S)
such that “S is a maximal independent set” ⇔ ϕ(G,S) as follows:
[ u, v ∈ S : edge(u, v)] ∧ [ S′ : (S ⊆ S′) ∧ ( x, y ∈ S′ : edge(x, y))]
Since ϕ(G,S) is an MSOL1-expression, the problem of ﬁnding goal(S) :
ϕ(G,S) for goal ∈ {max,min} is deﬁnable in LinEMSOL. Thus we can ﬁnd
max(S) and min(S) satisfying ϕ(G,S) in time f(cw(G))nO(1). Finally, G is
well-covered if and only if |max(S)| = |min(S)|.
Corollary 30. The Well-Covered Graph problem is FPT when paramete-
rized by treewidth.
Proof. This follows from the fact that graphs with treewidth bounded by k have
clique-width bounded by a function of k [10].
Corollary 31. For any ﬁxed r and , the (r,)-Well-Covered Graph prob-
lem is FPT when parameterized by clique-width.
Proof. As r and  are constants, the problem of determining whether G is an
(r, )-graph is also MSOL1-expressible.
Note that, since for every graphG we have cw(G) ≤ nd(G)+1 [26], Lemma 27
is also a corollary of Theorem 29. Nevertheless, the algorithm derived from the
proof of Lemma 27 is much simpler and faster than the one that follows from
the meta-theorem of Courcelle et al. [8].
5. Further Research
Concerning the complexity of the (r, )wc-g and wc-(r, )g problems, note
that the only remaining open cases are wc-(r, 0)g for r ≥ 3 (see the tables
in Section 1). We do not even know if there exists some integer r ≥ 3 such
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that wc-(r, 0)g is coNP-complete, although we conjecture that this is indeed
the case.
As another avenue for further research, it would be interesting to provide a
complete characterization of well-covered tripartite graphs, as has been done for
bipartite graphs [17, 32, 38]. So far, only partial characterizations exist [22, 39].
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