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Fracton topological order (FTO) is a new classification of correlated phases in three spatial dimen-
sions with topological ground state degeneracy (GSD) scaling up with system size, and fractional
excitations which are immobile or have restricted mobility. With the topological origin of GSD, FTO
is immune to local perturbations, whereas a strong enough global external perturbation is expected
to break the order. The critical point of the topological transition is however very challenging to
identify. In this work, we propose to characterize quantum phase transition of the type-I FTOs
induced by external terms and develop a generic theory to study analytically the critical points of
the transition. In particular, for the external perturbation term creating lineon-type excitations,
we predict that a quantum phase transition, characterized by the breaking-down of GSD, occurs
when the perturbation strength exceeds a universal critical value which is analytically obtained.
This theory applies to a class of FTOs, of which for the X-cube model the characterization of the
quantum phase transition is exact, and for more generic FTO models, the results give the upper and
lower limits of the critical point. Our work makes a first step in exactly characterizing the quantum
phase transition of generic fracton orders.
Recently, a new basic class of topological phases, called
fracton topological order (FTO) [20–28] were proposed
and deeply broaden the understanding of the corre-
lated topological states. In contrast to the conventional
topological-ordered phases, the GSD of FTO scales up
with the system size, and the fractional excitations of a
FTO are immobile or have restricted mobility [29–32].
In particular, two types of FTOs are proposed and dis-
tinguished by their excitations [24]. For type-I fracton
orders, there are three categories of excitations, i.e. the
1D lineon excitations, 2D and 3D fractons, which are
generated by 1D line, 2D membrane, and 3D body oper-
ators, respectively. The fractons are located at the ends
of the line operator or corners of the membrane and body
operators, and can move only along the line or in the way
that the number of corners of the membrane/body op-
erator remains the same. On the other hand, for the
type-II fracton phases the excitations are located at the
corners of a fractal operator and are completely immo-
bile [20]. The restricted mobility of excitations is im-
portant for the stability of FTOs at finite temperature
[33, 34] compared with conventional topological orders,
and may have advantageous in applying to topological
quantum computation.
The exploration of the FTOs is still in the relatively
early stage. Efforts have been made in relating the frac-
ton orders to other novel physics [35–37], improving the
basic concepts and characterizations of FTOs [38–40],
and building new models for realization [28, 38]. So far
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the studies are performed on the fine-tuned toy models,
which are exactly solvable but hard to achieve in the real
physical systems. On the other hand, with the protection
by the topological bulk gap, the FTOs are expected to
be stable against small external perturbations and may
undergo quantum phase transition when the system is
tuned far away from the fine-tuning point. To uncover
the critical point of such transition is crucial to determine
the phase diagram, while very challenging in general, and
may provide insights into the possible realization of FTOs
in the real physical systems. This therefore brings a chal-
lenging but highly nontrivial issue to the frontier of this
research direction, namely, characterization of the quan-
tum phase transition of FTOs, as we study in this work.
In this article, we aim to characterize quantum phase
transition in type-I FTOs induced by external perturba-
tion terms, with the critical points of the phase transi-
tion being obtained analytically. The GSD is unchanged
when the strength of external term is less than the crit-
ical value, and breaks down when the phase transition
occurs as the external term exceeds the critical value.
The universal results of the critical points are obtained.
The article is organized as follow. In section II we briefly
review the basics of FTOs. Then in section III we de-
fine the quantum phase transition in FTOs and present
the generic formalism. The analytic theory of the critical
point of phase transition is presented in section IV, with
the exact universal result being obtained by mapping the
present framework to a random walk theory and appli-
cable to a class of FTOs, including the X-cube model.
In section V, we generalize the present study based on
random walk theory to more generic FTOs, and show
the upper limits of the critical points of the phase transi-
tion. A reasonable conjecture with numerical verification
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2of the lower limit of the critical points is also presented.
Finally, the conclusion is given in the last section.
I. REVIEW OF FTO MODELS
We start with a brief review of the basics of FTOs by
introducing two typical models, the X-cube model [24]
and Hala´z-Hsieh-Balents (HHB) model [25]. After that
we shall introduce the outstanding issue on the quantum
phase transition of FTOs, as studied in this work.
A. X-Cube model
The X-Cube model is a spin-1/2 model defined on the
edges of a cubic lattice [24], with the Hamiltonian
HX−Cube = −w
4
∑
c
Ac +
∑
v,i
B(i)v
 , (1)
where c runs through all cube centered at c and Ac is
a product of 12 σx-operators defined on the edges of the
cube, v runs through all vertexes and B
(i)
v is a product of
4 σz-operators defined on the edges which are attached
to the vertex and are orthogonal to the direction i. Ac
and B
(i)
v commute, so the ground state can be built from
an eigenstate of all B
(i)
v . Moreover, since A2c = B
(i)2
v = 1,
the ground states can be written in the following form
|g〉 =
∏
c
1 +Ac√
2
∣∣∣∀v, i, B(i)v = 1〉 . (2)
The forms of the ground states shows clearly that the
topological GSD originates from different choices of∣∣∣∀v, i, B(i)v = 1〉. The ground states thus generated can
only be connected through flipping spins along straight
lines that form noncontractible loops. In this model, the
degeneracy is 26N−3 for the system with N3 cubes.
There are two types of excitations [24]. (i) Lineons
- generated by applying σx on a ground state along an
edge. The lineons are formed at the endpoints of the edge
with energy w/2. If σx is applied on consecutive edges
that forms a straight line, two lineons will be formed
on the head and on the tail. If the consecutive edges
contain turning points, right at the turning points new
excitations will be generated and cost extra energy. (ii)
Fractons - generated by applying σz on a ground state
on the edges that forms a membrane perpendicular to
the direction of the edges. The fractons then form on the
corners of the membrane, and the energy of each group
of four fractons is w.
B. Hala´z-Hsieh-Balents (HHB) model
The HHB model is a spin-1/2 model defined on a body-
centered cubic (bcc) lattice [25], where each lattice site
contains four spins, and the Hamiltonian
HHHB = −J
∑
rj
σxr,jσ
y
r+rj ,j
− λJ
∑
r,j 6=j′
σzrjσ
z
rj′ . (3)
Here r runs over different lattice sites, j = A,B,C or
D for each flavor of spin and rA, rB , rC and rD are
the shortest vectors connecting two sites in the direction
{111}, {1¯11}, {11¯1} and {111¯} respectively. If λ → ∞,
all spins in the same site are fully polarized. For λ 1,
the first term of the Hamiltonian can be treated as a per-
turbation, and the effective Hamiltonian at the leading
order can be written as
HHHB,eff = − w
32
∑
r
A˜r, (4)
where A˜r =
∏
s=±j σ˜
y
r+srj
∏
s=±,j={B,C,D} σ˜
x
r+s(rA−rj)
and w ∼ J/λ31. The tilded Pauli matrices at r denote
the corresponding Pauli matrices defined on the subspace
of two ground states in each site r at λ =∞. All A˜r com-
mutes and they have eigenvalues ±1 so that in the simi-
larity of the deviation in the X-Cube model, the ground
states can be written in the following form
|g〉 =
∏
e
1 + A˜e√
2
∣∣∣∀o, A˜o = 1〉 , (5)
where e and o are distinct subsets of the lattice sites such
that each forms a simple cubic lattice that are translated
in the {111} direction.
Similarly, the topological GSD originates from differ-
ent choices of
∣∣∣∀o, A˜o = 1〉, and is 212N−10 for 2N3 lattice
sites. The system also hosts two different types of exci-
tations. (i) Applying σ˜x on odd sites and σ˜y on even
sites (or vice versa) along a straight line in the direction
±rj (j = A,B,C,D) yields a pair of lineon excitations.
Unlike X-Cube model, the straight lines can be packed
together to form 2D membrane or 3D body operators.
(ii) Applying σ˜x on the sites along a line in ±(rA−rj 6=A)
directions also yields a pair of lineons. This operator
can again be packed together to form 2D membrane or
3D body operators. Thus these types of excitations are
classified as 3D fractons in our terminology.
C. Overview and FTO breaking down
All FTO models have topological GSD. The ground
states can only be connected to each other through global
operation, for example the spin-flipping along noncon-
tractible loops. Therefore, any local perturbations can-
not break the GSD. However, a strong enough global per-
turbation can break the GSD. For example, we consider
3a transverse magnetic term on X-cube model with
H = HX−Cube + v
∑
e
σx,e, (6)
where e runs through all edges of the cubic lattice. This
external term can generate lineons on the endpoints of
the edges. It is easy to see that for v →∞, there is only
one ground state with all spins being aligned along −x
direction, so a quantum phase transition must occur at
some finite critical v = vc, beyond which the FTO breaks
down. This brings an outstanding question - How does
the external term breaks the GSD? Answering the ques-
tion is important to understand the topological phase
region of FTO, and is crucial for the realization of FTO
in real physical systems without fine tuning. Currently
the FTOs are given in toy models which can be solved
analytically. With an addition of external term, the sys-
tem typically becomes not exactly solvable, and how to
exactly characterize the phase transition is a highly non-
trivial but challenging issue.
II. QUANTUM PHASE TRANSITION OF FTO:
DEFINITION AND GENERIC FORMALISM
A. Define the quantum phase transition
To approach this question, we consider the Hamilto-
nian in the following form
H = H0 + v¯V (v), (7)
where H0 is unperturbed Hamiltonian of FTO with sys-
tem size N3, the external perturbation V (v) is considered
to the system with strength parameter v, and v¯ is a di-
mensionless factor that will be taken as unity latter in
the study. The perturbation may induce couplings in the
ground states and thus break the GSD. Let ∆E(N, v) be
the energy splitting of the ground state subspace. We
shall see that,{
limN→∞∆E(N, v < vc) = 0,
limN→∞∆E(N, v > vc) > 0.
(8)
This implies v = vc is a critical value, below which
GSD is unchanged, while beyond which the GSD shall
break down. In particular, we shall show that when
v < vc, for any two degenerate ground states |g〉 and
|g′〉, we have limN→∞ 〈g |Heff | g′〉 = 0, and for v > vc,
for any |g〉, there exists other ground states |g′〉 and
limN→∞ 〈g |Heff(v > vc)| g′〉 → ∞. Here Heff is an effec-
tive Hamiltonian defined on the subspace of the ground
states that captures the transitions among them. Note
that to avoid finite-size effect, the system size N must be
taken as infinity.
B. A general framework
We consider that the external extra term is written in
the following generic form of fracton operators
V = v
∑
r
Oˆr, (9)
where Oˆr generates or annihilates two lineons (Fig. 1(a)),
four 2D fractons (Fig. 1(b)) or eight 3D fractons (Fig.
1(c)) at its vicinity. In Fig. 1, the operator Oˆr is denoted
by red line, square or cube, respectively, and the excita-
tions created by it are represented by the red spheres.
To facilitate the study on how the external term V (v)
changes GSD, we split the Hilbert space into two sub-
spaces
ψ =
(
ψg
ψg¯
)
, (10)
where ψ represents the full Hilbert space, ψg denotes
the ground state subspace, and ψg¯ denotes the subspace
of the states with excitations. With this notation, we
project the whole Hamiltonian onto the ground state sub-
space, and obtain the effective Hamiltonian (Appendix)
Heff = H0,gg + v¯Vgg −
∞∑
i=2
v¯iVgg¯ × ∑
(s1,··· ,sm)∈Pi−1
Q(s1)Vg¯g¯ · · ·Vg¯g¯Q(sm)
Vg¯g.(11)
Pi−1 is the set of integer partitions of i− 1, i.e. s1 + s2 +
· · · + sm = i − 1. The subscripts gg (or g¯g¯) means that
FIG. 1: Schematic diagrams for the definition of Oˆr, when
it produces (a) lineons, (b) 2D fractons or (c) 3D fractons in
the vicinity. The red circles denote the lineons (2D fractons)
produced by the operation of Oˆr. The operation of Oˆ can also
annihilate the excitations for those points which excitation is
already present.
4the corresponding operator is projected onto the ground
state subspace (or the excited state subspace). Similarly,
the subscripts gg¯ and g¯g mean that the corresponding
operators connect the ground state with excited state
subspace. Finally, Q(s)’s are the factors of inverse en-
ergy scale, which denotes the energy difference between
ground state and intermediate excited states of the FTO
(see more details in the Appendix). Since only the op-
eration on noncontractible loops can induce transition
between two different ground states, the leading order
correction to the ground state subspace must be the N -th
order. In the leading order contribution, only the terms
with Q(1) = (E0−H0,g¯g¯)−1 have non-zero matrix element
between two different ground states. Therefore, the ef-
fective Hamiltonian by taking into account the leading
order contribution reads
H
(N)
eff = −v¯NVgg¯
(
Q(1)Vg¯g¯ · · ·Vg¯g¯Q(1)
)
Vg¯g. (12)
Any lower order perturbation cannot couple different
ground states, since a noncontractible loop must be
formed by at least N times of Oˆr operations.
The energy splitting in the ground states depends on
two aspects. The first is the coupling between each two
ground states (e.g. |g〉 and |g′〉) up to all higher orders.
In particular, the matrix element for the (N + r)th-order
contribution is given by H(N+r)eff,gg′ = 〈g|H(N+r)eff |g′〉, with
r = 0 being the leading-order contribution. The second
is the number of ground states |g′〉 which are coupled
to a certain fixed ground state |g〉 by the external term,
denoted by f (N+r). The energy splitting from the asymp-
totic behavior should be given by
∆E ∼
∞∑
r=0
f (N+r)H(N+r)eff,gg′ , N →∞. (13)
Intuitively, the ground state subspace can be treated as a
flat band of strongly correlated many-body states before
phase transition. For the strength of external perturba-
tion exceeding a critical value, the flat band is deformed
to be a dispersive one, with ∆E being the bandwidth.
III. CRITICAL POINT OF THE QUANTUM
PHASE TRANSITION
We proceed to study the key issue, the critical point
of the quantum phase transition in the FTOs. We shall
show that, for the external perturbation creating only
lineon type excitations, the critical point of the phase
transition is given by a universal value, as presented in
the following theorem.
Theorem 1: The quantum phase transition occur at
v = vc1 =
w
4 , where w is the energy of a pair of li-
neons. This theorem can be proved by exactly solving
the leading-order and all higher-order contributions in
the thermodynamical limit.
FIG. 2: (a,b) One possible transition described in H
(N=6)
eff
from |g〉 to |g′〉. Oˆ2, Oˆ4, Oˆ5, Oˆ3, Oˆ6 and Oˆ1 are applied on
the ground state |g〉 successively to produce |β1∼5〉 and |g′〉.
αi are lattices that Oˆr defined on and lineons are defined in
between two neighboring lattices and are shown as blue dots.
(c) Schematic diagram showing the definition of 5th Catalan’s
number C5.
FIG. 3: An equivalent random walk network for N = 6. The
shaded path depicts the sum of all possible intermediate states
so that Fβ1∼5 are 1,2,2,1 and 1 respectively, which Fig. 2(a,b)
depict one example of such paths.
A. The leading order contribution
We start with the leading order contribution to the
matrix element of Heff between two ground states |g〉
and |g′〉. Let the two ground states be connected by a
5noncontractible straight line of Oˆr operators, i.e.
|g′〉 =
∏
r
Oˆr |g〉 , (14)
where r runs through all sites along a straight line. De-
note by Vγγ′ = 〈γ |V | γ′〉 the matrix element of V (v) and
Fγ the number of pairs of generated lineons at the inter-
mediate states |γ〉. The matrix element of the effective
Hamiltonian reads
H(N)eff,gg′ =
(−1
w
)N−1 ∑
{β1,··· ,βN−1}
Vgβ1Vβ1β2 · · ·VβN−1g′
Fβ1Fβ2 · · ·FβN−1
,
= v
(−v
w
)N−1 ∑
{β1,··· ,βN−1}
′ 1
Fβ1Fβ2 · · ·FβN−1
.(15)
The denominator implies that the energy of the inter-
mediate state depends purely on the number of lineons
in the system. The summation is over all permutation
of {β1, · · · , βN−1}, the last line in above equation is ob-
tained by noticing that Vγγ′ is either 0 or v, and the prime
means that the summation is over all the intermediate
states with Vγγ′ = v. As an example, when N = 6, one
of the terms in the summation is shown in Fig. 2(a,b),
where the number of lineons Fβ1∼5 of the intermediates
states |β1∼5〉 are 1, 2, 2, 1 and 1 respectively.
Exactly counting the summation in Eq. (15) is highly
nontrivial when N is large. With the details presented in
the Supplementary Material [41], we find that the exact
value of the leading order perturbation takes a novel form
H(N)eff,gg′ = v
(− v
w
)N−1
CN−12N−2 '
v√
piN
(− 4v
w
)N−1
.(16)
The leading order contribution is deeply related to the
so-called Catalan number [41], CN−12N−2/N , as illustrated
in Fig. 2(c). The N th Catalan number is defined as the
number of paths along the edges of a grid with N × N
square cells from the bottom-left corner (purple dot) to
the top-right corner (green dot) with two restrictions. (i)
Each step of the path has to be either rightward or up-
ward. (ii) The whole path has to be below the diagonal
line (painted red). Or equivalently, the path has to pass
through N odd lattices below the diagonal, including the
lattice rightward to the bottom-left corner (bi), the lat-
tice downward to the top-right corner (bf ) and N − 2
more odd lattices (circles on the vertexes of the grid). In
particular, the N−1th Catalan’s number CN−1 is related
to the leading order perturbation by H(N)eff,gg′ ∝ NCN−1.
To better understand the leading order contribution,
we show below that it can be mapped to a random
walk problem, which has the important merit to facili-
tate the further study of higher-order contributions and
the more generic extra terms creating 2D/3D fractons.
More specifically, we consider a random walk starting at
L1,1 in a network Li,j , where 1 ≤ i ≤ min(j,N−j) equals
the number of pairs of lineons in the j-th step of the in-
termediate process, with 1 ≤ j ≤ N − 1, and moving
N − 2 steps with probabilities in each step [41]
P |Li,j→Li−1,j+1 =
i(i− 1)
(N − j)(N − j − 1) ,
P |Li,j→Li,j+1 =
2i(N − i− j)
(N − j)(N − j − 1) ,
P |Li,j→Li+1,j+1 =
(N − i− j)(N − i− j − 1)
(N − j)(N − j − 1) .
For each step, we set the reward gained by the random
walk as 1/i so that the mean of the product of rewards
matches the matrix element H(N)eff,gg′ after summing over
all paths, except for the prefactor v (−v/w)N−1. The
exact result is given by
H(N)eff,gg′ =
2∑
i2=1
3∑
i3=1
· · ·
2∑
iN−2=1
∏N−2
j=1 P |Lij ,j→Lij+1,j+1∏N−1
j=1 ij
(17)
with i1 = iN−1 = 1. A simple example with N = 6
of the random walk network is shown in Fig. 3. The
shaded path shows a case where i2 = i3 = 2 and i4 = 1
and it corresponds to the sum of all possible intermediate
states so that Fβ1∼5 are 1, 2, 2, 1 and 1 respectively. One
example of such states are shown in Fig. 2(a). The sum
of the rewards of the random walk equals the N times of
the Catalan number, recovering the result in Eq. (16).
B. Higher order contributions
The mapping to random walk problem can be gen-
eralized to the study of all higher-order contributions
H(N+r)eff,gg′ , with r being even integers. Note that the odd
r is forbidden since the effective Hamiltonian with an
addition of odd number of Oˆr operations must scatter
ground states to excited ones. It is convenient to con-
sider the higher order terms in the two different case,
namely, the higher-order contribution with finite r and
the contribution with infinite r, respectively.
To get the intuition of the higher-order contributions,
we consider first the lowest higher order term with r = 2.
This type of higher order terms contain N + 2 number
of Oˆr operators and some of them has to be repeated.
Since Oˆ2r = 1, the repetition is actually equivalent to a
backward step in the random walk process. For r = 2,
the network L is allowed to move back by one step at an
intermediate step. As a simple example with N = 6 and
r = 2 shown in Fig. 4(a), the Oˆ4 operation is repeated at
the third step. When represented by the random walk,
this process is equivalent to moving back at the second
step. Specifically, the network L is expanded to a new one
L(1), in which the random walk includes a new boxed sub-
network to account for the process of moving backward
6by two steps, as shown in Fig. 4(b). For the generic
configuration, let Pi be the probability that the walker
moves back at i-th step. The average reward, and so the
matrix element, can be approximated as
H(N+2)eff,gg′ ≈
N∑
i=3
PiRN,i. (18)
Here RN,i is the average reward of the random walk pro-
cess which includes the backward moving at the i-th step.
It can be shown that whenever Pi is finite, the asymp-
totic behavior of RN,i remains the same as H(N)eff,gg′ for
large N (see supplementary material [41]). This fur-
ther determines the asymptotic behavior of H(N+2)eff,gg′ . For
generic finite r, the above argument iterates r/2 times to
form a new network L(r/2) and the similar result can be
obtained. It then follows that that the matrix element
H(N+r)eff,gg′ with finite r should be dominated by (4v/w)N+r
and the sum of the perturbation series up to such higher
orders is exponentially small if v < w/4.
The remaining question is how the perturbation grows
as r tends to infinity, noting that the iteration cannot be
done by infinite number of times. Let r = ζN , where ζ
is a real number. After some algebra we find for higher
order perturbations with infinite r that [41]
lim
N→∞
H(N+ζN+1)eff,gg′
H(N+ζN)eff,gg′
=
λ¯
N
× v
w
, (19)
where λ¯ = N/4 is the reward average over all possible
configurations, i.e. all possible intermediate states con-
necting |g〉 with |g′〉. The above is an important novel
result, and can be understood in the following way. For
the higher order term with infinite r, the network L(r/2)
allows to move backward infinite number of times so
that the process are close to unrestrained random walk,
namely, the random walk can perform in arbitrary di-
rections. Thus the growth of the average of product of
rewards is captured by the reward averaging over all pos-
sible configurations. With this one can show that the ma-
trix element grows by 4v/w as r increases one order [41].
C. Energy splitting
Summing over all-order contributions yields the total
transition matrix element
Heff,gg′ =
∑
r
H(N+r)eff,gg′ =
∑
r
C(r)
(
4v
w
)(N+r)
. (20)
As the growth ofH(N+r)eff,gg′ is 4v/w as r →∞, the growth of
prefactor C(r) is subexponential. On the other hand, the
number f (N) obeys power-law of the system size and is
of the order N2. This is because for a reference ground
FIG. 4: (a) One possible way to transit from |g〉 to |g′〉 de-
scribed by H
(N+r)
eff , where N = 6 and r = 2. (b) A trans-
formed network L(1) so that the random walker move back at
the second step. The shaded path depicts the sum of all pos-
sible intermediate states so that Fβ1∼7 are 1, 2, 1, 2, 2, 1 and
1 respectively, which (a) depict one example of such paths.
The dashed box indicates the inserted part of the new net-
work L(1) to account for the step that moves backward in the
original network L.
FIG. 5: Schematic diagrams showing the order of magnitude
of f (N). The lines in the diagrams represent the product of
operators Oˆr along a straight line L to transform a ground
state to another. Each choice of r0 represents one possible
transformation and so each choice contributes 1 to f (N) so
that pairs of surfaces give contributions of N2 to f (N). (a) and
(b) show two examples that the pairs of surfaces are oriented
in the yˆ and zˆ directions, respectively. This means that the
final f (N) is of the order of N2.
state |g〉, the number of other ground states that can
be coupled to it through N Oˆr operators is ∼ N2 (see
Fig. 5). Further, the number f (N+r) does not grow until
r is comparable to N , since an addition of finite number
of Oˆr operations couples no new ground states. Thus
the number f (N+r) also grows subexponentially versus
N and r. With these results we conclude from Eq. (13)
7that the system has a critical point given by
vc1 =
w
4
. (21)
For the perturbative term weaker than the above value
the GSD of the FTO is unaffected. This result is univer-
sal for the type of extra terms which create only lineon
excitations. In particular, the quantum phase transition
of the transverse field X-cube model, as given in Eq. (6),
is directly obtained from the above result.
We provide an intuitive understanding of the above
critical point by partially relating the perturbative study
to the 1D transverse Ising model. Consider the case for
two ground states |g〉 and |g′〉 which can be connected
through applying Oˆr operators on a single straight line,
i.e. |g〉 = ∏r∈L Oˆr |g′〉. Here L is a straight line forming a
non-contractible loop. We further consider the following
Hamiltonian H˜ = H˜0 + H˜1:
H˜0 =
w
2
∑
i
ξˆi,i+1, H˜1 = v
∑
i
Oˆi, (22)
where ξˆi,i+1 is an operator with eigenvalue 1 when there
is a lineon between site i and i+ 1, and 0 when there is
not. Oˆi remove (create) when there is (not) a lineon in
the vicinity of the site i. It then follows that[
Oˆi, ξj,j+1
]
= Oˆi
(
1− 2ξˆj,j+1
)
(δij + δi,j+1) . (23)
With the above results we can verify that the matrix el-
ement of H˜ between |g〉 and |g′〉 is identical to Heff,gg′ .
Consider now the mapping that ξˆi,i+1 → (1 + σzi σzi+1)/2
and Oˆi → σxi , which keeps the above commutation rela-
tion (23). This leads to H˜ → HIsing = w4
∑
i σ
z
i σ
z
i+1 +
v
∑
i σ
x
i , which is the 1D transverse Ising model with the
critical point given by vc = w/4. From this result we can
see that at the critical point the bulk gap of the FTO
transition should close. It is noteworthy that this map-
ping is valid for part of the configurations, not exactly
identical to the total 3D effective Hamiltonian (11), but
gives the correct critical point. Also the mapping is valid
for the regime before the phase transition.
IV. CRITICAL POINTS FOR THE GENERIC
EXTRA TERMS
The random walk theory developed based on the ef-
fective Hamiltonian approach can be further applied to
study the more generic cases beyond lineon type pertur-
bations. For those cases, the external perturbation can
induce also the 2D and/or 3D fractons, e.g. for trans-
verse field coupling to σ˜x,y in the HHB model, namely,
the term Oˆr generates or annihilates four 2D fractons
(as shown in Fig. 1(b)) or eight 3D fractons (as shown
in Fig. 1(c)) nearby the site r. We expect that when
FIG. 6: Schematic diagrams showing the definition of the
operators Oˆri surrounding the point r0 (blue sphere) on which
a (a) 2D or (b) 3D fracton is defined. The (a) membrane or
(b) body operators Oˆri are printed blue.
the strength v of the extra term V (v) exceeds certain
critical value, the phase transition occurs and the FTO
breaks down. Similar to the study for lineon type per-
turbations, the exact critical points can be obtained in
three key steps. (i) Identify how the leading order con-
tribution grows as N → ∞. This encodes also how the
higher-order contributions grow with finite r. (ii) With
fixed N , identify how the infinite-r higher-order contribu-
tions grow. (iii) Summing over all order contributions to
obtain the energy splitting. Similarly, for a fixed ground
state |g〉, the number f (N+r) of |g′〉 coupled to it through
leading-order perturbation must be power-law function in
N . This value does not grow until r is comparable to or
over N (for 2D and 3D fractons). Thus for N → ∞ the
growth of f (N+r) is again subexponential.
Upper limits.–The exact result of the critical point is
not analytically available in the current stage. The chal-
lenge arises from working out the leading-order contri-
bution, as studied later. However, the higher-order con-
tributions with infinite r can be exactly obtained by the
random walk theory. For the case with 2D or 3D frac-
tons, the sole consideration of (ii) gives an upper limit
v
(u)
c of the critical point, as stated below.
Theorem 2: For extra terms creating 2D fractons
through membrane of Oˆr operators in the FTO, the crit-
ical point vc2 of the phase transition satisfies vc2 ≤
v
(u)
c2 = 3w/16. For extra terms creating 3D fractons
through body operators, the critical point vc3 satisfies
vc3 ≤ v(u)c3 = 19w/256. Here w is the energy of a group
of 4 (or 8) fractons of the 2D membrane (3D cube).
In particular, we show for the 2D fracton case, the
growth of H(N+r)eff,gg′ is 16v/3w as r = ζN increases by one
order when |g〉 and |g′〉 is connected by a 2D membrane
of operators Oˆr. This can be seen by noticing that at any
point r0 (on which a 2D fracton is defined) that are sur-
rounded by four operators Oˆr1 , Oˆr2 , Oˆr3 and Oˆr4 (listed
in clockwise direction, as shown in Fig. 6(a)), the number
8of fractons F2,r0 at r0 can be written as
F2,r0 =
4∑
i=1
(
si − 2sisi+1 + 2
∏
j 6=i
sj
)− 4∏
i
si, (24)
where s5 = s1 and si = (1 + Oˆri)/2. As shown through
random walk theory in section III B, the growth of high
order contributions with infinite r is proportional to the
average number F¯2,r0 of excitations over all possible con-
figuration. Note that each term of si contributes a factor
of 1/2. It then follows that that F¯2,r0 = 3/4. Therefore,
the growth required is 4 × 4v/3w = 16v/3w, giving the
upper limit of the critical value vc2 ≤ v(u)c2 = 3w/16.
The upper limit of the critical point can be obtained
for the case with 3D fractons in a similar way. At any
point r0 that is surrounded by eight Oˆri operators (as
shown in Fig. 6(b)), the number of fractons F3,r0 at r0
is given by
F3,r0 =
∑
i1···i8
ai1···i8
∏
j
s
ij
j . (25)
Here ai1···i8 are coefficients whose values can be found
in [41]. The average number of fractons is then obtained
that F¯3,r0 = 29/32, and the growth of H(N+ζN)eff,gg′ for infi-
nite r is 256v/29w as r increases by one. Thus the upper
critical point reads v
(u)
c3 = 29w/256. An external term of
strength v > vuc2,c3 drives the FTO into a trivial phase.
Lower limits.–There remains an interesting issue on
the lower limits of the critical point of the phase transi-
tion when the extra term can create higher dimensional
(2D or 3D) fractons. The lower limit lies in identifying
the growth of the leading-order contribution, whose exact
solution is currently not available. However, we provide
below a reasonable conjecture of the lower limits.
Conjecture: The critical points satisfy vc2 ≥ w/16
and vc3 satisfies vc3 ≥ w/64 when the extra term can
create 2D and 3D fractons, respectively. The lower limits
can be approached by estimating the maximum value of
the transition matrix element between the ground states.
The conjecture is based on the observation that for the
2D fractons, the number of configurations connecting two
ground states in the same order perturbation is more
than the case for 1D fractons due to the higher dimension
in the operations. This is already seen in the exact study
of the upper limits. The maximum number of the con-
figurations could be the square of that for the case with
1D fractons, namely the square of the Calatan number
as shown in the case with lineons. In this case, the lower
limit of the critical point is given by v
(l)
c2 = w/4
2 = w/16.
In the similar way, we conjecture that the lower limit for
the case of 3D fractons is given by v
(l)
c2 = w/64. The con-
jecture is clearly supported by numerical results, as given
in the supplementary material [41]. To analytically con-
firm the lower limits and further the exact result of the
phase transition critical point in the generic case deserves
future great efforts.
V. CONCLUSION
We have presented an analytic theory of the quantum
phase transition in FTO induced by external terms which
create fracton excitations. We developed an effective
Hamiltonian approach which is model independent to
study the critical point, beyond of which the ground state
degeneracy (GSD) breaks down. This approach can be
mapped to the random walk problem, allowing to study
the critical point of quantum phase transition induced by
fractons of different dimensions. For the lineonic external
term, we provide an exact and universal result of the crit-
ical point, given by vc1 = w/4, with w being the energy
of a pair of lineons. This result can be directly applied
to X-cube model with transverse Zeeman field [24]. For
the external terms creating 2D or 3D fractons, e.g. the
transverse field in the HHB model [25], we show an upper
limit and conjectured a reasonable lower limit with nu-
merical verification for the critical phase transition point.
Beyond the upper limit (Below the lower limit) the FTO
breaks down (survives) in general. The analytic theory
presented here shows insights into the exact understand-
ing of the quantum phase transition in FTOs, and can
be applied to predicting the full phase diagram of generic
FTOs, which may facilitate the physical realization of
such exotic orders.
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No. 11761161003, and No. 11921005), the National Key
R&D Program of China (Project No. 2016YFA0301604),
and the Strategic Priority Research Program of Chinese
Academy of Science (Grant No. XDB28000000).
Appendix A: nth order Degenerate Perturbation
Theory
In this Appendix, we present the rigorous calculation of
arbitrary nth order degenerate perturbation on the many-
body ground states, whose degeneracy is assumed to be
unchanged up to the n − 1th order. Let H = H0 + v¯V ,
where v¯  1, H0 denotes the unperturbed Hamiltonian,
and V is the external perturbation of the system. Write
down that H0 = H0,gg+H0,g¯g¯ and the external term V =
Vgg+Vg¯g¯+Vgg¯+Vg¯g. The subscripts gg (or g¯g¯) means that
the corresponding operator is projected onto the ground
state subspace (or excited state subspace). Similarly, the
subscripts gg¯ and g¯g mean that the operators connect
the ground and excited state subspaces.
Denote by P the projection operator onto the ground
state subspace whose energy is E. For the total Hamil-
9tonian H, the secular equation is
0 = det (H0 + v¯V − E)
= det [(H0,g¯g¯ + v¯ (Vg¯g¯ + Vgg¯)− E(1− P ) + P )×(
1− P + v¯ (1− v¯Vgg¯) (H0,g¯g¯ + v¯Vg¯g¯ − E(1− P ))−1e Vg¯g +H0,gg + v¯Vgg − EP
)]
= det
(
H0,gg + v¯Vgg − E − v¯2Vgg¯ (H0,g¯g¯ + v¯Vg¯g¯ − E)−1e Vg¯g
)
g
det (H0,g¯g¯ + v¯Vg¯g¯ − E)e
= det
(
H0,gg + v¯Vgg − E − v¯2Vgg¯
(
1
E −H0,g¯g¯ +
1
E −H0,g¯g¯ v¯Vg¯g¯
1
E −H0,g¯g¯ + · · ·
)
Vg¯g
)
g
×det (H0,g¯g¯ + v¯Vg¯g¯ − E)e . (A1)
Then the effective Hamiltonian projected on the ground
state subspace is given by:
Heff = H0,gg + v¯Vgg − v¯2Vgg¯
(
1
E −H0,g¯g¯
+
1
E −H0,g¯g¯ v¯Vg¯g¯
1
E −H0,g¯g¯ + · · ·
)
Vg¯g.(A2)
With the power series E =
∑
j Ej v¯
j+1 we obtain that
1
E −H0,g¯g¯ =
1
E0 −H0,g¯g¯ − v¯
E1
(E0 −H0,g¯g¯)2
+
v¯2
(
E21
(E0 −H0,g¯g¯)3
− E2
(E0 −H0,g¯g¯)2
)
+ · · ·
=
1
E0 −H0,g¯g¯ +
∞∑
i=1
∑
s∈Pi
(−1)|s|v¯i∏j Esj
(E0 −H0,g¯g¯)|s|+1
,
where E0 is the energy for the unperturbed ground state,
Pi is the set of integer partitions of the integer i, and the
partition with different orders are counted different. For
example, 1 + 2 = 2 + 1 = 3 are two different partitions of
i = 3. In the summation sj is the j
th term in the integer
partitions s and |s| is the number of integers partitioned.
For example, if s = 3 + 1 + 5 + 4 ∈ P13, one has that
s3 = 5, s4 = 4, and |s| = 4). For convenience, we further
rewrite that (E − H0,g¯g¯)−1 =
∑∞
i=0 v¯
iQ(i+1), with Q(i)
in the expansion given by
Q(i) = −
∑
s∈Pi−1
∏
j Esj
(H0,g¯g¯ − E0)|s|+1
. (A3)
For example, the 4th order term Q(5) of (E −H0,g¯g¯)−1
is E41/Q
5
0 − 3E21E2/Q40 + E22/Q30 + 2E3E1/Q30 − E4/Q20,
where we have defined Q0 ≡
(
Q(1)
)−1
= E0 − H0,g¯g¯.
With these results the effective Hamiltonian projected
onto the ground state subspace can be further simplified
in the following way
Heff = H0,gg + v¯Vgg − v¯2Vgg¯ 1
Q0
Vg¯g − v¯3Vgg¯
(
1
Q0
Vg¯g¯
1
Q0
+Q(2)
)
Vg¯g
−v¯4Vgg¯
(
1
Q0
Vg¯g¯
1
Q0
Vg¯g¯
1
Q0
+Q(2)Vg¯g¯
1
Q0
+
1
Q0
Vg¯g¯Q
(2) +Q(3)
)
Vg¯g − · · ·
= H0,gg + v¯Vgg −
∞∑
i=2
v¯iVgg¯
 ∑
(s1,··· ,sm)=s∈Pi−1
Q(s1)Vg¯g¯Q
(s2)Vg¯g¯ · · ·Vg¯g¯Q(sm)
Vg¯g. (A4)
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S-I. GENERAL PROPERTIES OF THE PERTURBATION THEORY
Not all terms in the perturbation theory are meaningful. The following section provides a method to represent the
terms diagrammatically, so that one can clearly see which terms in the perturbation series are valid and which are
not.
A. Diagrammatic representation of perturbation terms
(a) (b) (c)
0
xˆyˆ
zˆ
yˆ + zˆ xˆ+ zˆ
xˆ+ yˆ
√
3rˆ 0
0
0
0
0
0
0
0
FIG. S1: An example of employing the diagrammatic rule on an FTO system. (a) The basic configuration of the lattices in FTO
system. In particular, if periodic boundary condition is taken with size N , Nxˆ = Nyˆ = Nzˆ = 0 (b) A diagram representing an
off-diagonal term. (c) A diagram representing an diagonal term.
We will first present the diagrammatic rules and gives some examples to clarify the rules. (i) The diagrams are read
from top to bottom. (ii) The curvy lines represent the interaction V and thus the total number of the curvy lines in a
graph is the order of the perturbation. (iii) The vertexes connecting the solid lines and curvy lines are called internal
vertexes. They represent three possibilities when V is applied on the state. When two solid lines are connected from
above, two lineons are destroyed; when one is connected from above and one from below, one lineon is moved; when
two are connected from below, two lineons are created. (iv) The vertexes connecting only the curvy lines are called
external vertexes. (v) The solid lines represent the flow of lineons. (vi) Starting from the top internal vertex to the
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bottom internal vertex, no horizontal line can be drawn without cutting any solid lines. (vii) Loops with one internal
vertex is prohibited. (viii) Within the diagram, the parts with same external vertexes are called a subdiagram. A
horizontal line that cuts through any subdiagrams is called transitional line and the lines are labeled with positive
numbers distinct from other transitional lines. (The number 0 is reserved for main diagram.) (ix) That number are
used to construct the external vertexes of a new subdiagram.
Rules 1 to 5 are conventions to denote a specific perturbation term. The 6th rule is to guarantee that the transition
must be from ground state to ground state, and that all intermediate states are excited states. If a horizontal line
can be drawn, at that point the state transforms back to the ground state, which is prohibited (c.f. Appendix). The
7th rule is to forbid a simultaneous creation and annihilation of a lineon. With this seven rules, it is possible to
consider the terms in the form v¯nVgg¯
(
Q−10 Vg¯g¯
)n−2
Q−10 Vg¯g. In particular, Fig. S1 shows an example. (a) shows a unit
cell of a simple cubic lattice with size N3 with periodic boundary condition. Suppose N = 4, then (b) may express
terms like v¯4OˆyˆQ
−1
0 Oˆ0Q
−1
0 Oˆ2yˆQ
−1
0 Oˆ3yˆ. Note that the leading order perturbations must be drawn with a single loop
and describe a non-contractible loop in FTO. For diagrams with more than one loop, for example Figure (c), it may
express terms like v¯4Oˆ2yˆQ
−1
0 OˆxˆQ
−1
0 Oˆ2yˆQ
−1
0 Oˆxˆ, so that the lineons at the neighborhood of 2yˆ and xˆ just annihilate
with their partners nearby without mutual communication. In addition, it is worth noting that in the diagrammatic
language if the smallest non-contractible loop has N sites, there must be at least a loop of order at least N (i.e.
with at least N vertexes) to connect different ground states. Such loops are called main loops. Therefore, among two
diagrams, diagram (b) represents off-diagonal terms in the effective Hamiltonian.
0
0
0
0
1
1
1
FIG. S2: An example for diagram with a transitional line.
More generally, for the terms of the form v¯nVgg¯
(
Πr−1i=1Q
(αi)Vg¯g¯
)
Q(αr)Vg¯g, where some of the αi are larger than 1 and
(α1 · · ·αr) ∈ Pn−1, the last two rules (viii) and (ix) are needed. The transitional lines and subdiagrams are to record
the places at which Q appear and the corresponding Es terms as in the Appendix. For example, a sixth order term
is shown pictorially in Fig. S2. The diagram represents a term v¯6Vgg¯Q
(1)Vg¯g¯Q
(3)Vg¯g¯Q
(1)Vg¯g, where Q
(3)′ = −E2/Q20,
where the minus sign is determined by the last rule.
To calculate contribution from the diagram, three calculation rules are needed. (i) Within each subdiagram, just
below each internal vertexes (except the bottom one) or transitional lines, imagine a horizontal line that cut through
the diagram and let ζ to be the number of solid lines it cuts. Give a factor −(ζw/2)−1 for each counting. (This is
just to record the contribution by (E0B −H0,g¯g¯)−1) (ii) Multiply the factor vC , where C is the number of curvy lines.
(iii) Multiply the factor (−1)F , where F is the total number of transitional lines. These calculation rules are evident
for the effective Hamiltonian recorded in Appendix.
B. Simplification of perturbation series
Consider a Feymann’s diagram D in which there is a main loop and other loops (called auxiliary loops). Physically,
the main loop describes the process to connect two different ground states, and the auxiliary loop should not have
any effect on the physical result since they are spacially separated. This physical requirement are called the cluster
decomposition principle. This physical properties can be transformed into diagrammatic language as follows: given a
diagram D with n > 1 loops, draw a family of diagrams D˜ in the following step. (i) Add arbitrary transitional lines
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(a) (b) (c)
0
0
0
0
0
0
0
0
0
0
0
0
(d) (e) (f)
0
0
0
0
1
0
0
1
1
1
1
1
0
0
FIG. S3: All diagrams in the family of diagrams D˜, such that D is a diagram with two loops of order 2.
and assign that number on the external vertexes of at least one loop. (ii) If any subdiagram contains more than one
loop, stretch the loops arbitrarily so that the internal vertices can be of different order by having different relative
height. (iii) All diagrammatic rules are still enforced. For example, the 6th rule – when stretching the loops of the
subdiagrams with more than one loop, there should not be a horizontal line that can pass through a subdiagram
without intersecting any solid lines. Then, we claim that
Claim: Given a diagram with n > 1 loops, the sum of the contribution of a family of diagrams containing such
diagram is zero. Label the proposition for the case with n loops and each loop have ri + 1 internal vertexes to be
Pn(r1, · · · , rn). Take the proposition of P2(1, 1) as an example (Fig. S3). Assume at the moment that the left loop
produce excitations with energy of Ea and the right loop Eb. Label the sum of the family of diagrams as S2(1, 1).
Then
S2(1, 1) =
1
Eb(Ea + Eb)Ea
+
1
Ea(Ea + Eb)Eb
+
1
Ea(Ea + Eb)Ea
= 0. (S1)
Since a diagram with more than 2 loops can be decomposed into 2 groups, it is actually suffix to prove P2(n,m).
So the proof can be done by mathematical induction. Note here that P2(1, 1) is explicitly shown. Suppose now
P2(n ≥ 1, 1) is correct. Denote ai to be the energy under the ith internal vertex for the order n loop and b is the
energy of the order 2 loop. The sum of the family of diagrams S2(n, 1) is
S2(n, 1) =
1
b2
1
(a1 + b) · · · (an + b) +
n∑
i=1
1
b
1
(a1 + b) · · · (ai + b)ai · · · an
+
n∑
i=1
1
b
1
a1 · · · ai(ai + b) · · · (an + b)
+
n∑
i2=i1
n∑
i1
1
a1 · · · ai1(ai1 + b) · · · (ai2 + b)ai2 · · · an
− 1
a1 · · · an
(
n∑
i
1
ai
)
1
b
= 0. (S2)
14
Denote the ith term of S2(n, 1) be qi,n, then
S2(n+ 1, 1) = q1,n
1
an+1 + b
+ q2,n
1
an+1
+
1
b
1
(a1 + b) · · · (an+1 + b)an+1
+q3,n
1
an+1 + b
+
1
b
1
a1 · · · an+1(an+1 + b) + q4,n
1
an+1
+
n+1∑
i=1
1
a1 · · · ai(ai + b) · · · (an+1 + b)an+1 − q5,n
1
an+1
− 1
a1 · · · ana2n+1
1
b
= (q1,n + q3,n)
−b
an+1(an+1 + b)
+ q1,n
b
an+1(an+1 + b)
+
1
b
1
a1 · · · an+1
−b
an+1(an+1 + b)
+ q3,n
b
(an+1 + b)an+1
+
1
a1 · · · an+1(an+1 + b)an+1 (S3)
= 0.
Therefore, by mathematical induction, the proposition P2(n, 1) is true for all n. A similar calculation gives induction
on m as well so that P2(n,m) is true for all n and m.
The above sections tell how an arbitrary order of valid perturbation looks like. In particular, the only leading order
term that survives look like
H(N)eff,gg′ = v¯NVgg¯Q(1)Vg¯g¯ · · ·Vg¯g¯Q(1)Vg¯g, (S4)
where there are N ’s V in the equation, since all other terms that are of the same order have fewer V so that they
together cannot form a non-contractible loop. On the other hand, the appearance of Q(s>2) in the perturbation series
makes the diagram contain subdiagrams so that it is canceled by all possible combinations of such kind of diagram
(as shown in the last section). Therefore, the higher order term can also be written in a similar form
H(N+r)eff,gg′ = v¯N+rVgg¯Q(1)Vg¯g¯ · · ·Vg¯g¯Q(1)Vg¯g, (S5)
where there are N + r’s V in the equation.
S-II. CRITICAL POINT OF PHASE TRANSITION WITH 1D FRACTONS
A. Calculation of the leading order perturbation
To break the ground state degeneracy, the effective Hamiltonian must have non-zero off-diagonal elements. In
particular, given the external term as V = v
∑
r Oˆr, the matrix element of leading order is
〈
g
∣∣∣H(N)eff ∣∣∣ g′〉, where |g〉
and |g′〉 differs only by a global line operator. Denote αi to be the place where Oˆi is defined so that
∏
i Oˆi connects
two ground states. Write Vγγ′ = 〈γ |V | γ′〉, then〈
g
∣∣∣H(N)eff ∣∣∣ g′〉 = ∑
β1β2···βN−1
(−1
w
)N−1 Vgβ1Vβ1β2 · · ·VβN−1g′
Fβ1Fβ2 · · ·FβN−1
= v
(−v
w
)N−1 ∑
β1β2···βN−1
′ 1
Fβ1Fβ2 · · ·FβN−1
, (S1)
where Vβiβj is the matrix element 〈βi |V |βj〉 and is equal to either equal to v or 0, Fβ is the number of pairs of lineons
at the state β and the prime in the summation sign means the summation over intermediate states are limited to
those with Vγγ′ = v. Let vps be the result of the primed summation in (S1) . Then
Claim: If N is the system size, then
vps(N) =
∑
β1β2···βN−1
′ 1
Fβ1Fβ2 · · ·FβN−1
= CN−12N−2. (S2)
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If the claim is true, then as N →∞, the asymptotic behavior of the matrix element is〈
g
∣∣∣H(N)eff ∣∣∣ g′〉 = v(−vw
)N−1
CN−12N−2 ∼ v
(−v
w
)N−1
4N−1√
piN
∼
(
4v
w
)N−1
. (S3)
This value is zero whenever 4v/w < 1 and thus vc = w/4 to this order.
1. Exact calculation of the leading order perturbation
FIG. S4: Three examples (a,c,e) for the meaning of Fβi and the order of application of Oˆ, where the order is read from top to
bottom. Note that (a) and (b), (c) and (d) and (e) and (f) correspond to each other. (a,b) N = 4 and the corresponding order of
Oˆ is Oˆ3, Oˆ4, Oˆ1, Oˆ2. The number of lineons that are produced after every action is 2. Similarly, one can interpret it as painting
the edges α3, α4 and α1 one at a time. After each action, there are only 1 line segment. In this case,
∏
i Fβi = 1× 1× 1 = 1.
(c,d) N = 4 and the order is Oˆ3, Oˆ1, Oˆ4, Oˆ2. The number of lineons that are produced successively are 2, 4 and 2, respectively.
Or, equivalently, there are 1, 2 and 1 line segments, respectively. In this case,
∏
i Fβi = 1×2×1 = 2. (e,f) N = 6 and the order
is Oˆ2, Oˆ4, Oˆ5, Oˆ3, Oˆ6, Oˆ1. Simiarly, the number of lineons that are produced successively are 2, 4, 4, 2 and 2, respectively, or
1, 2, 2, 1 and 1 line segments, respectively. So
∏
i Fβi = 1× 2× 2× 1× 1 = 4.
Suppose there areN lattices α1, α2, · · · , αN so that the transition occurs when
∏N
i=1 Oˆi is applied on |g′〉. For leading
order perturbation, the sum is actually over permutations group of α1, α2, · · · , αN . The permutation corresponds to
the order of how Oˆi are applied on the ground state |g′〉, as mentioned in the main text (or described in Fig. S4), so
vps(N) =
∑
p∈SN
1
F˜p1 F˜p2 · · · F˜pN−1
, (S4)
where p = (p1, p2, · · · , pN−1, pN ) ∈ SN and F˜pi ’s are the number of pairs of lineons after applying Oˆ on the
lattices αp1 , αp2 , · · · , αpi . Thus for every permutation p, we can define the following angle notation p<> =
〈a1, a2, · · · , ai, · · · , aN−1〉. The notation with N − 1 numbers refers to a permutation p ∈ SN . The numbers ai’s
mean that there are ai pairs of lineons after the operation
∏i
j=1 Oˆpj . For example, for the examples shown in the Fig.
S4(a,c,e), the angle notations of the permutations are 〈1, 1, 1〉, 〈1, 2, 1〉 and 〈1, 2, 2, 1, 1〉, respectively. All permutations
with the same angle notations are called equivalent permutation. Below are the statements and proofs of two claims,
which count the number of equivalent permutations in two different cases.
Counting Equivalent Permutations (I)—.Note that |ai+1 − ai| ≤ 1, since an application of Oˆ on a lattice either
creates (1) or destroys (−1) two lineons or moves one lineon to another place (0). Here, we shall first consider the
case that the angle notation satisfies ai+1 − ai 6= 0. In this case, there are N
∏
ai equivalent permutation. To prove
this statement, suppose the first element of any permutation is 1 so that at the end of calculation, the equivalent
permutation should be multiplied by N . Now, there are three different cases:
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(i) Suppose p<> is of the form 〈1, 2, · · · , n− 1, n, n− 1, · · · , 1〉. Then the first n terms in p ∈ SN=2n must be odd
so that there are in total (n− 1)! ways to paint the first n edges and there are also n! ways to paint the last n edges.
Therefore the total number of equivalent permutation is 2n× n!(n− 1)! = N∏i ai.
(ii) Suppose p<> is of the form 〈1, · · · , n, n− 1 · · · ,m,m+ 1, · · · , p, p− 1, · · · , 1〉 (i.e. ai’s increase from 1 to n,
decrease from n to m, increase from m to p, and finally decrease from p to 1). Here, whenever ai − ai−1 = ±1, the
pi must be odd (even), otherwise there will be some j that satisfy aj − aj−1 = 0. The counting will be done in four
steps: (I) Similar to the first n terms in the last case, and it contributes (n − 1)!. (II) The next n −m action are
to decrease the number of segments. The only possible way is when they link up the segments formed in (I), and
there are in total Pn−mn ways to do it. After the counting, we get m ordered segments. (III) The next p−m action
are to increase the number of segments. This is the same as inserting p−m odd segments in the gaps of m ordered
segments. The number of ways to do it is Hp−mm (p − m)!, where Hrn = Crn+r−1 is the number of ways to place r
identical items into n categories. The factorial factor (p − m)! counts also the order of application of that p − m
odd segments. After inserting the odd segments, all numbers p1≤i≤2n−2m+p are identified automatically since the
lengths of the segments and the relative distances of the segments to the first number are all known. (IV) the last p
actions and the generalization to p1 6= 1 are similar to the last case and they contribute p!×N . Then the number of
equivalent family can be calculated as
|p<>| = (n− 1)!× n!
m!
(p− 1)!
(p−m)!(m− 1)! (p−m)!× p!×N = N
n!(n− 1)!p!(p− 1)!
m!(m− 1)! = N
∏
i
ai. (S5)
(iii) Suppose p<> is in the most general case such that ai−ai−1 = ±1. Suppose the numbers ai increase and decrease
so that they peak at n1, · · · , nr+1 and trough at m1, · · · ,mr successively. Here N = 2
∑
r (nr −mr). Following the
same spirit of the last case, we split the counting into several steps, where some steps will be iterated. (I, II) are
similar and they contribute (n1 − 1)! × Pn1−m1n1 . Then the following two steps are iterated. (a) The next n2 −m1
action are to increase the number of segments by adding odd segments in the list. It is similar to the first step when
we treat the old m1 segments as m1 odd numbers with a particular ordering. Then total number of such action
is (n2 − 1)!/(m1 − 1)! (The division is present since the order is chosen in the first step). (Make the replacements
n2 → nj+1, m1 → mj and m2 → mj+1 for jth iteration process.) (b) Similar to second step, there are Pn2−m2n2 to
connect the n2 odd segment to m2 segments. (Make the replacements n2 → nj+1 and m2 → mj+1 for jth iteration
process.) (III, IV) are again similar and they contribute the factors H
nr+1−mr
mr × nr+1!×N . So
|p<>| = (n1 − 1)!× n1!
m1!
×
r−1∏
j=1
(nj+1 − 1)!
(mj − 1)! ×
nj !
mj !
× (nr+1−1)!
(mr − 1)! × nr+1!×N
= N
∏r+1
i=1 (ni − 1)!ni!∏r
i=1(mi − 1)!mi!
= N
∏
i
ai. (S6)
This completes the counting of equivalent permutations so that whenever ai+1 − ai 6= 0 for all i the equivalent
permutations is N
∏
i ai.
Counting Equivalent Permutations (II)—.A generalization to the above case is that ai+1 − ai = 0 for some i. For
this, we let q to be the number of such i. Similar to the step (a) of case (iii) in the last proof, we imagine there are
ai segments, and they behave likes ai numbers with specific ordering. When ai+1 − ai = 0, the i + 1th action is to
lengthen an existing segment. Since each action of lengthening gives a factor of 2ai. (Each segment has two ways
to lengthen - on the left and on the right.) Therefore, there are extra factors of 2ai/ai = 2 for every i such that
ai+1 − ai = 0. So,
|p<>| = 2q ×N
N∏
i
ai. (S7)
Knowing the number of equivalent permutations in the most general case, we can count vps by summing over all
families of equivalent permutations. Then we arrive the following result.
Summing over Equivalent Permutations—.For every permutation p ∈ SN with angle notation p<>, define f(p) =∏N−1
i=1 a
−1
i , then the formula ∑
p∈SN
f(p) = CN−12N−2, (S8)
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is equivalent to (S2). Now we try to prove this formula in order to complete the calculation of vps. Let S
′
N to be the
set of families of equivalent permutations in SN . Its element p˜ ∈ S′N means p ∈ p˜, so p˜1 = p˜2 implies p1 and p2 are
equivalent. Then the summand simplifies to∑
p∈SN
f(p) =
∑
p˜∈S′N
|p<>|∏N−1
i=1 ai
= N
∑
p˜∈S′N
2q(p˜), (S9)
where ai’s are the numbers in the angle notation p<> and q(p˜) is just the number of i such that ai+1 − ai = 0 for
any p in the family of equivalent permutation p˜. Thus q(p˜) can also be represented by any element in p˜, q(p). Define
qr(p) to be the number of i ≤ r such that ai+1 − ai = 0. Then for all λ, where 1 ≤ λ ≤ N − 1, the following equation
holds:
∑
p˜∈S′N
2q(p) =
∑
a1···aN−1
2q(p) =
 ∑
a1···aλ−1
2qλ(p)
 ∑
aλ···aN−1
2q(p)−qλ(p)

=
∑
ρ
bρ,λ
 ∑
aλ+1···aN−1
2q(p)−qλ(p)
 , (S10)
where the summation sign with ai means to sum over all possible values of i
th term in p<> and bρ,λ =∑
a1···aλ−1 2
qλ(p)
∣∣
aλ=ρ
such that the λth term of the angle notation p<> is ρ. The first equal sign is true because
the summation over family of equivalent permutations is equivalent to the summation over all possible angle no-
tations. The second equal sign is true because the exponent 2q(p) can be factored into two parts, with each part
depends only the corresponding ai’s. Now, the value of the summation is just b1,N−1 since the last element of the
angle notation must be 1. Then from the definition of bρ,λ, the following recursion relation holds
bρ,λ =
∑
a1···aλ−1
2qλ(p)
∣∣∣∣∣∣
aλ=ρ
=
∑
ρ′
 ∑
a1···aλ−2
2qλ−1(p)
∣∣∣∣∣∣
aλ−1=ρ′
 2qλ(p)−qλ−1(p)
∣∣∣∣∣∣∣
aλ=ρ
=
∑
ρ′
bρ′,λ−12qλ(p)−qλ−1(p)
∣∣∣∣∣∣
aλ=ρ
= bρ−1,λ−1 + 2bρ,λ−1 + bρ+1,λ−1, (S11)
where the third equal sign is true because ρ′ = ρ ± 1 or ρ′ = ρ, and for the last case, the summand contributes an
extra factor of 2. The boundary condition are given by b0,λ = bλ>ρ,ρ = 0 and b1,1 = 1.
This problem is equivalent to a counting problem in mathematics: suppose there is a grid of N by N square. Count
the number of way to walk from the bottom-left corner to the top-right corner on the edges of small square with the
conditions: (i) Going leftward or downward at any step is prohibited; (ii) The first step must be a step towards right;
(iii) Stepping over the diagonal is prohibited. For example N = 6, as shown in Fig. S5(a). The number of steps to
get to the lattice bi,j from the bottom-left corner satisfy the above relation (S11). The counting result is well known
b1,N−1 = CN−12N−2 − CN2N−2 =
(
1− N − 1
N
)
CN−12N−2 =
1
N
CN−12N−2. (S12)
B. Higher order perturbation: random walk theory
We proceed to study the higher order contributions by mapping the present problem to a random walk process.
We shall see that this mapping has key merit in studying not only the higher order contributions, but also the phase
transition induced by extra terms creating 2D and 3D fractons. To map calculation to a random walk theory, we first
turn it into a probability problem. In the most general case, consider a function f : A→ R and suppose a summation
S over A is wanted:
S =
∑
a∈A
f(a) (S13)
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FIG. S5: (a) Schematic diagram to show the matching between the counting problem and the original problem. One can project
the bρ,λ onto the lattices of the grid as drawn. For example, if a path is to pass through b2,4, it also passes through exactly one
of b1,3, b2,3 and b3,3. For first and third case, there is only one way to extend the path, whereas there are two ways to extend
the path for the second case. (b) Schematic diagram showing how to count the total number of invalid paths. Suppose a path
(blue line) is an invalid graph because it passes through the diagonal (red line). Just after it passes through the diagonal, it
will reach a lattice (black dot) in another side. Reflect the remaining path (green line) by the purple line. A new path from
the beginning (red dot) to the fake designation (green dot) is produced. Therefore, there is in total CN2N−2 invalid paths.
The problem can be turned into a probability question given that the size of A can be calculated. Suppose A is a set
of events that occur with uniform probability and the reward of a particular event of a ∈ A is f(a)×|A|, the expected
reward S′ on the set of events A is
S′ =
∑
a∈A
1
|A|f(a) |A| = S (S14)
If a non-zero normalized function g (i.e.
∑
a∈A g(a) = 1) is defined on A, a further generalization can be made: Each
particular event a has g(a) probability to appear with reward f(a)/g(a), then
S′ =
∑
a∈A
g(a)
f(a)
g(a)
= S (S15)
In the same spirit, the calculation vps can be turned into a probability question:
vps =
∑
p∈SN
|p<>|
|SN |
|SN |∏
i ai
, (S16)
where |p<>| / |SN | can be interpreted as the probability distribution and |SN | /
∏
i ai the reward. For higher order
perturbation, a similar summation is needed, and a similar process can be made, so that the reward function is simple
to find out, whereas for the probability distribution, an estimation can be made so that the size of the ultimate sum
can be approximated.
Note that the calculation of the equivalent permutation splits into different stages, and each stages are independent
of the other stages (c.f. the proofs recorded in last section). Therefore, the calculation of probability |p<>| / |SN |
can be split into products of independent probabilities, each describing how the system to jump from ai to ai+1 with
different probability to change to number of lineons. Let Li,j be the places that the random walker passes through,
19
where the subscript i represents the number of pairs of lineons at jth step. Then quantitatively,
PN |Li,j→Li−1,j+1 =
i(i− 1)
(N − j)(N − j − 1)
PN |Li,j→Li,j+1 =
2i(N − i− j)
(N − j)(N − j − 1)
PN |Li,j→Li+1,j+1 =
(N − i− j)(N − i− j − 1)
(N − j)(N − j − 1) , (S17)
where PN |Li,j→Li+δ,j+1 is the probability of the random walk at jth step go from Li,j to Li+δ,j+1 (δ = ±1, 0).
FIG. S6: (a) An example of equivalent random walk for N = 6. Li,j represents the j
th number in the angle notation is i. The
walker must go rightward throughout the process. (b) An example of equivalent random walk for r = 2, N = 6. The walker
is allowed to move backward once. The step that move from primed to unprimed lattice is the step when the walker move
backward. The steps encircled by the black dashed rectangle are the inserted steps as described in the main passage. For both
graphs, the probability for each step can be read from its color – Cyan: 3/5, Orange: 2/5, Purple: 1/6, Blue: 2/3, Red: 1/3
and Black: 1. (c) Generic form of network for r = 2. M denotes the master node, from which the walker has been assigned
to go to Network i randomly, which is a network describing the walker must step backward after ith step. D is the dummy
designation as described in the main text.
Consider N = 6 (see Fig. S6(a)) for an example. Let αi, where i = 1, 2, · · · 6, be the lattices on which the operator
Oˆ defined. For any permutation with angle notation 〈a1, a2, a3, a4, a5〉, reinterpret it as a random walk with four
steps, where probability of path taken in the jth step represents how often the system (i) creates a pair of lineons (for
aj+1 − aj = 1), (ii) move a lineon (for aj+1 − aj = 0), or (iii) destroy a pair (for aj+1 − aj = −1) of lineons in the
j + 1th action. Then the average reward is
vps =
1
10
× 720
12
+
4
15
× 720
8
+
2
15
× 720
4
+
1
30
× 720
4
+
1
15
× 720
2
+
2
15
× 720
4
+
1
15
× 720
2
+
1
15
× 720
2
+
2
15
× 720
1
= 252, (S18)
which is just CN−12N−2 for N = 6.
This current reinterpretation helps generalize the calculation to the higher order perturbation, although only esti-
mation can be made. For the higher order perturbation, by the cluster decomposition principle, only terms with one
loop are needed to be considered. They are the terms in the form λrVg¯g(Q
−1
0 Vg¯g¯)
N+r−2Q−10 Vgg¯ (c.f. (A4)), for the
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N+rth order perturbation. Let S˜
(r)
N be the set of the permutations of N+r numbers taken from {1, 2, · · · , N}, where
each number appears odd number of times. In particular, the set SN is a special case of this definition for r = 0, i.e.
S˜
(0)
N = SN . For each such permutation define the sum
v(r)ps =
∑
p∈S˜(r)N
1
F˜p1 F˜p2 · · · F˜pN+r−1
=
∑
p∈S(r)N
1
F˜p1 F˜p2 · · · F˜pN+r−1
,
where (p1, p2, · · · pN+r−1) ∈ S(r)N , and F˜pi is interpreted as the number of pairs of lineons after applying
∏i−1
j=1 Oˆpj .
Since not all permutations in S˜
(r)
N is valid (the 6
th diagrammatic rule), a subset S
(r)
N containing all valid permutation
is considered. Then the N + rth order term in the perturbation series can be written as v(−v/w)N+r−1v(r)ps .
1. High order terms with finite r
If r is a finite number, the sum v
(r)
ps can be modeled by the same random walk problem, with the exception that
the walker can walk backward. Take r = 2 and N = 6 as an example. The network L is allowed to move backward
once. Suppose the walker move backward at step 2 (as in Fig. S6(b)). Then it can be reinterpreted as a new network,
where everywhere are the same except that an extra network (dashed boxed) is inserted. More generally, pick an
element p from S
(2)
N , the numbers p1, p2 · · · pN+2 are all unique except that three numbers are same. Let them be
pβ = pi+1 = pγ , where β < i+ 1 < γ. So for the first i
th actions, the effect of i+ 1th and i+ 2th Oˆr operators are to
shift an applied Oˆr to other places. These two actions are captured by the boxed region as shown (b).
Suppose the connections and the probabilities in the boxed region has been already given exactly. The only thing
left is to calculate the probability of the walker to walk backward after ith step. Now the number of permutations
p ∈ S(2)N such that pi+1 is the same as exactly one of p1,2,··· ,i is (i+ 1)(N − i)(N − 1)! , therefore the probability Pi is
Pi =
(i+ 1)(N − i)∑N−2
i=1 (i+ 1)(N − i)
=
6(i+ 1)(N − i)
(N − 2)N(N + 5) . (S19)
Thus, the full network can be represented as in Fig. S6(c). The step going from the master node to the ith network,
constructed in the above method and has the probability Pi. At the end of the network, the walker moves to the
dummy designation (which do nothing to the reward) to finish the journey. In this way, the value v
(2)
ps can be exactly
calculated. Although the probabilities in the boxed region can be calculated exactly, they are unimportant as N →∞.
This can be seen in the following argument. (i) In this limit, nearly all walkers walk to the designation through network
number i, such that both i and N− i are comparable to N . (Other paths have negligible probabilities to walk on.) (ii)
Within these network, nearly all random walkers pass through Lj,i such that j is comparable to N , since the average
number of segments at i is of the order N and the standard deviation
√
N . Now, since the boxed region contains 2
steps, the reward multiplier j within the boxed region must lies between j ± 2, which is unimportant compare to N .
Therefore, the average reward RN of the random walker RN is
RN ≈ vps
∣∣∣S(2)N ∣∣∣
|SN |
ˆ 1
0
dq
P (q)
λ2(q)
= vps
(
(N + 5)(N + 2)
6
)ˆ 1
0
dq
P (q)
λ2(q)
≈ vps
6
ˆ 1
0
dq
P (q)
λ2(q)/N2
, (S20)
where P (q) is the probability density of the random walker to go backward at qN step, and λ(q) is the average number
of pairs of lineons, in the original system. Since the integral is slowly varying in N , the ratio RN/RN−1 is still the
same as vps(N)/vps(N − 1). Now for r to be any finite even number, the arguments are still the same, except the
above step are iterated finite number of times, and so the growth Heff,gg′ remains the same after including higher
finite order terms. The argument can be further quantified by finding the mean and standard deviation of the number
of segments. They are of order N and
√
N , respectively, when both i and N − i are comparable to N .
Assume that the system is on open boundary condition, which is unimportant to the counting as N → ∞. After
qN steps, suppose that there are i pairs of lineons. Each pairs of lineons correspond to a line segment and the number
of the configuration of the length of the segments is SiqN , where S
n
r means the number of ways to put r identical items
into n categories in which there are at least one item. The number of ways to distribute the remaining sites between
the segments is Si+1N−qN+2. The number 2 is present since the head and the tail can contain no unchosen segments.
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Since the combinatorial operator S can be calculated as Srn = C
r−1
n−1,
log λ(q) = log
∑qN
i=1 iS
i
qNS
i+1
N−qN+2
CqNN
= log
∑qN
i=1 iC
i−1
qN−1C
i
N−qN+1
CqNN
≈ 3
2
log 2pi −
(
5
2
+N
)
logN + (2 + 2N(1− q)) log(1− q) + 2qN log q
+ log
ˆ qN
1
di
((i− 1)!)2(qN − i)!(N − qN − i+ 1)! . (S21)
For the last approximate sign, Stirling’s approximation is applied and terms with order smaller than 1/N are omitted.
The integrand is sharp at its maximum and can be approximated by a Gaussian integral. The maximum can be
obtained by finding the root of the derivatives of the logarithm of the integrand. Mathematically, let x = imax/N ,
where imax is the place where λ(q) is maximum:
0 =
1
2x− 2q +N
(
1
xN − 1 −
1
2N(x+ q − 1)− 2
)
−N(logN − 2 log(xN − 1)
+ log(q − x) + log(1−N(x+ q − 1)))
x =
−1 + qN + qN2 − q2N2
N(N − 1) = q − q
2, (S22)
where the last equal sign is correct since the third term dominates as N → ∞. Keeping the second order term, the
integrand can be written as
log
ˆ qN
1
di
((i− 1)!)2(qN − i)!(N − qN − i+ 1)! ≈ log
ˆ ∞
−∞
exp
(−A−B(i− xN)2) di
= −A+ 1
2
log pi − 1
2
logB, (S23)
where A = 2 log 2pi−N + (1 +N) logN + 2qN log q+ (2 + 2N(1− q)) log(1− q) and B = N/(2(1− q)2q2). Therefore,
the final result of λ can then be acquired
λ(q) = q(1− q)N. (S24)
The variance σ(q) can be similarly calculated
σ(q) = q2(1− q)2N. (S25)
In addition, the average number of pair of lineons λ and average steps i over all configuration can also be calculated.
λ =
1∑
q=0; 1N
q(1− q)N C
ζN
N
2N
= N2
ˆ 1
0
q(1− q)C
qN
N
2N
dq =
N
4
, (S26)
and
i =
1∑
q=0; 1N
q
CζNN
2N
=
N
2
, (S27)
where the number after the semicolon denotes the step of the increment.
2. High order terms with infinite r
Given a random walk network for a specific N → ∞. For infinite r, the growth of the reward as r increases are
dominated by the middle process that moves forward and backward a larger number of times. The result of the
growth of the average reward can be proven to be 1/λ = 4/N . To capture the most essential elements, consider
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an one-dimensional network of random walk with sites si, i = 0, 1, 2, · · · , N and is placed from left to right. The
probability of going right is (N − i)/N and left is i/N for each site i. The probability pi of finding the random walker
at i after a long time satisfy
pi = pi−1
N − i+ 1
N
+ pi+1
i+ 1
N
, (S28)
which can be solved by pi = C
i
N/2
N . Note that the probability is sharply peaked at imax = N/2. Then if the
reward are written in following expansion centered at imax - ri = 1 +
∑
j r
(j)(i− imax)j/N j , the expected value of the
geometric mean of the rewards after walking a long time is
∏
rpii = 1 + r
(2)/(4N) +O(N−2).
Indeed, the problem posted is related to a 2D random walk problem similar to Fig. S6(a), except that the random
walker can move both forward or backward. The probabilities are replaced by (leading order in N)
P |Li,j→Li−1,j−1 =
i2
Nj
P |Li,j→Li,j−1 =
2i(j − i)
Nj
P |Li,j→Li+1,j−1 =
(i− j)2
Nj
P |Li,j→Li−1,j+1 =
i2
N(N − j)
P |Li,j→Li,j+1 =
2i(N − i− j)
N(N − j)
P |Li,j→Li+1,j+1 =
(N − i− j)2
N(N − j) . (S29)
The probability pi,j of finding the random walker at Li,j can be solved and is sharply peaked at imax = N/4 and
jmax = N/2, and the reward expanded about N/4 is
R =
4
N
− 16(i−N/4)
N2
+
64(i−N/4)2
N3
+O(N−4)
=
4
N
(
1− 4(i−N/4)
N
+
16(i−N/4)2
N2
+O(N−3)
)
. (S30)
Therefore, the geometric mean of the reward after a long time is 4/N × (1 + O(N−1)), where the coefficient of N−1
can be found by carefully considering the probabilities and the rewards, but is unimportant in this discussion.
From here, one can see clearly that as r increases by 1, the growth of the average reward is multiplied by 4/N .
Now that the size of the set
∣∣∣S(r=ζN)N ∣∣∣ can be calculated as follows∣∣∣SζNN ∣∣∣ ≈ ∣∣∣S˜(ζN)N ∣∣∣ ≈ NN+ζN2N−1 , (S31)
which is evident when assuming the parity of the occurance of each site is independent except that the total parity
matches N(1+ζ). Putting everything together, the growth of the matrix element at order r = ζN is N×4/N×v/w =
4v/w, so that when v < vc = w/4, the matrix element is asymptotically zero. Therefore, the total perturbation can
be written in the following form
〈g |Heff | g′〉 = v
∑
r
Cr
(
4v
w
)N+r
, (S32)
where the coefficient Cr increases subexponentially so that as v < vc = w/4, the matrix element is zero.
C. Energy splitting of Heff
Let Heff be the effective Hamiltonian of the system in the subspace of ground states, which can be written in the
following form
Heff =
∑
r
H(r)
(
v
vc
)rN
v, (S33)
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where H(r) is a matrix independent of v, and the norm of its elements satisfy
∣∣∣H(r)eff,ij∣∣∣ . 1, and N is the size of the
system so that the total lattice sites are of the order N3. Then the ground state degeneracy is of the order 2N and
since all ground states are on equal footing, the Hamiltonian can be written in the following form
Heff =
∑
rq
h(r,q)Aq
(
v
vc
)rN
v, (S34)
where h
(r,q)
G . 1, Aq are some permutation matrices, and the total number of q is of the order N2r. Therefore the
maximum eigenvalue λmaxHeff of Heff satisfies
λmaxHeff ≤
∑
r
αrN
2r
(
v
vc
)rN
v <
∑
r
N3r
(
v
vc
)rN
v, (S35)
where αr are constants of order 1. This shows that λ
max
HG
= 0 if v < vc and N →∞.
S-III. THE UPPER LIMIT OF 2D AND 3D FRACTONS
The mapping to random walk problem highly facilitate the calculation of the perturbation series as shown in section
V. A similar mapping can also apply in the case of 2D or 3D fractons, where there are two important steps to identify
the critical point. (i) Identify how the leading order perturbation grows as N →∞. This encodes also how the higher
order perturbation with finite r grows. (ii) With fixed N , identify how the higher order term with infinite r grows.
Interestingly, the sole consideration of (ii) provides a upper limit in the case of 2D and 3D fractons. It can be seen as
follows: suppose the leading order term can be written in the following form
H(Nl)eff,2D,gg′ = vβ (Nl)
(αv
w
)Nl−1
, (S1)
where Nl is the minimum size of a membrane operator that connects two ground states |g〉 and |g′〉, α is the growth
of the leading order term as N → ∞ and β is a function of Nl that is subexponential. If the growth of higher order
term with infinite r is known, the matrix element between the grounds state is∑
r
H(Nl+r)eff,2D,gg′ =
∑
r
vβ (Nl)
(αv
w
)Nl−1
β′(Nl, r)
(
α′v
w
)r
=
( α
α′
)Nl∑
r
vβ′′(Nl, r)
(
α′v
w
)Nl+r−1
, (S2)
where β′, β′′ are subexponential function of r, α′ is the growth of the higher order term of infinite r. From here, it
can be seen that as long as r is sufficiently large comparing to N , the last term in the summation must dominate so
that whenever v > w/α′ = v(u)c , the matrix element cannot be zero, and v
(u)
c is the upper limit of the critical point.
As shown in section V, the growth of the higher order term with infinite r is N/F¯d × v/w, where F¯d is the average
number of 2D (d = 2) or 3D (d = 3) fractons over all configuration. Therefore the upper limit for the two cases is
v
(u)
cd =
F¯d,r0w
2d
, (S3)
where d is the dimension of the fractons and F¯d,r0 is the average number of dd fractons at some particular point r0.
The factor 2d is present since the energy of a group of 2d dD fractons is defined to be w.
For the case with 2D fractons, pick any point r0 on which a fracton can define. Let Oˆr1 , Oˆr2 , Oˆr3 and Oˆr4 to be
the four surrouding operators listed in clockwise direction. The number of fractons at r0 is
F2,r0 =
4∑
i=1
si − 2sisi+1 + 2∏
j 6=i
sj
− 4∏
i
si, (S4)
where s5 = s1 and si = (1 + Oˆri)/2. Therefore, the average number of fractons over all possible configuration is
F¯2 = 3/4 so that the upper limit of the critical point is 3w/16.
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Value All j’s such that aj equals to the value
1 1, 2, 4, 8, 16, 32, 64, 128
2
7, 11, 13, 14, 19, 21, 35, 42, 49, 50, 69, 76, 81, 84,
112, 138, 140, 162, 168, 176, 196, 200, 208, 224
-2
3, 5, 10, 12, 17, 27, 29, 30, 34, 39, 45, 46, 48, 53, 54, 57, 58, 68,
71, 75, 78, 80, 83, 86, 89, 92, 99, 101, 106, 108, 114, 116, 120,
135, 136, 139, 141, 147, 149, 154, 156, 160, 163, 166, 169, 172,
177, 180, 184, 192, 197, 198, 201, 202, 209, 210, 216, 225, 226, 228
-4 15, 23, 43, 51, 77, 85, 113, 142, 170, 178, 204, 212, 232, 240
6
61, 62, 91, 94, 103, 110, 118, 122, 124, 155, 157, 167,
173, 181, 185, 188, 199, 203, 211, 217, 218, 227, 229, 230
8
31, 47, 55, 59, 79, 87, 93, 107, 109, 115, 117, 121,
143, 151, 158, 171, 174, 179, 182, 186, 205, 206,
213, 214, 220, 233, 234, 236, 241, 242, 244, 248
-16 126, 189, 219, 231
-20
63, 95, 111, 119, 123, 125, 159, 175, 183, 187, 190, 207,
215, 221, 222, 235, 237, 238, 243, 245, 246, 249, 250, 252
44 127, 191, 223, 239, 247, 251, 253, 254
-88 255
TABLE S1: Table showing the values of aj in 3D case. The right column records all j such that aj equals to the value in the
corresponding cell in the left column.
For the case with 3D fracton, pick any point r0 on which a 3D fracton can define. Let ri = r0 + l×
((−1)i1 , (−1)i2 , (−1)i3), where the binary representation of i − 1 is i1i2i3 and l is smallest possible length such
that Oˆri is well defined. The number of fractons at r0 is
F3,r0 =
255∑
j=0
aj
8∏
i=1
sjii , (S5)
where the binary representation of j is j1j2j3j4j5j6j7j8, and the values of aj ’s are recorded in Table S1. Therefore
the average number of fractons is
F¯3 =
N 255∑
j=0
2−
∑
i jiaj
−1 = 32
29N
, (S6)
and the upper limit of the critical point is 256v/29w.
S-IV. LOWER LIMIT OF THE CRITICAL POINTS
The main idea is to calculate the leading order perturbation H
(N)
eff , where N is the size of the system and then
estimate how the matrix element grows as N → ∞ to get the critical point. For lineon excitation, the leading order
perturbation can be written as
H(N)eff,gg′ = v
( v
w
)N−1
×
∑
p∈SN
1
ap
, (S1)
where SN is the permutation group of order N , ap is the number of pairs of lineons multiplied through the process
characterized by p. (e.g. N = 6, p = (1, 3, 5, 2, 4, 6), then the numbers of pairs of lineons in each process are 1, 2, 3, 2
and 1, so that ap = 12.). As shown above, this value can be calculated exactly:
H(N)eff,gg′ = v
( v
w
)N−1
CN−12N−2 ∼ v
( v
w
)N−1
4N , (S2)
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so that the critical point calculated in this way is vc = w/4.
For 2D fracton excitation, consider L1 numbers of lines of length L2 packed together. We conjecture that the
growth of the matrix element is bounded by the following function
F2,L1L2 = v
( v
w
)L1L2−1 × ∑
p∈SL1L2
1
bp
. v
( v
w
)L1L2−1 (
CL1−12L1−2
)L2 (
CL2−12L2−2
)L1
, (S3)
where the notation . means that the inequality is always satisfied for large enough N . Write
∑
p∈SL1L2
1
bp
=
∑
p∈SL1L2
1
ap
1
a′p
apa
′
p
bp
, (S4)
where ap is the multiplication of the number of pair of lineons by treating all horizontal lines as independent, a
′
p is
the corresponding number by treating all vertical lines as indepedent, and bp is the number of tetrad of fractons, then
the last term is almost smaller than n! except a few terms. In addition, we observe that ap is only weakly related to
a′p so that (
v
( v
w
)n−1)−1
F2,L1L2 . (L1L2)!
∑
p∈SL1L2
1
ap
1
a′p
≈
∑
p∈SL1L2
1
ap
∑
p′∈SL1L2
1
a′p
=
(
CL1−12L1−2
)L2 (
CL2−12L2−2
)L1
= f2(L1, L2). (S5)
Numerical simulations of small L1 and L2 is shown in Fig. S7. The ratio R of F2,L1L2(wL1L2−1/vL1L2) to f2(L1, L2)
indeed exponentially decays as L1 or L2 increases. This implies that the above inequality is probably correct. Then
for L1 = L2 ∼ N , one has f2(L1, L2) ∼ 16L1L2 = 16N2 for the asymptotic behavior. Therefore, the lower limit of the
critical point for the case with 2D fractons is vlc2 = w/16.
In the same spirit, we conjectured a similar inequality for 3D fractons:
F3,L1L2L3 . v
( v
w
)L1L2L3−1 (
CL1−12L1−2
)L2L3 (
CL2−12L2−2
)L1L3 (
CL3−12L3−2
)L1L2
= f3(L1, L2, L3), (S6)
where L1, L2, L3 are the width, length and height of the body operator. The inequality can be verified numerically in
the similar way. The asymptotic behavior of F3,L1L2L3 is then bounded by f3 ∼ 64L1L2L3 = 64N
3
as L1 = L2 = L3 ∼
N , which gives the lower limit of the critical point for the case with 3D fractons as vlc3 = w/64.
FIG. S7: The graph showing the numerical evidence of f(L1, L2) > F2,L1L2(w
L1L2−1/vN ). R is the ratio of
F2,L1L2(w
L1L2−1/vL1L2) to f(L1, L2)
