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INTRODUÇAO 
Uma estrutura Riemanniana sobre uma va.rieda.de diferenciável M é uma cla.sse de 
equivalências de métricas Riemannia.nas isométricas. 
Denota-se a sequência {.X,}i~o de autovalores (com multiplicidade) do operador La-
placiano, ~(p), para as p-formas diferenciáveis sobre uma variedade Riemanniana (M,g) 
agindo sobre flP(M) por Spec(•l(M,g) (espectro de (M,g)). 
Sabe-se que o conhecimento do Spec(•l(M,g) determina por exemplo: a dimensão de 
M, o volume de (M,g), e também caracteriza algumas variedades Riema.nnianas como: 
Toros planos bidimensionais, garrafas de klein planas em dimensão dois, etc. 
Duas variedades Riemannianas (M,g) e (N,h) são .6_(PL]soespectrais se 
e é claro que duas variedades Riemannianas isométricas são d(PLisoespectrais. 
O espectro pode ser também estuda.do em variedades com bordo, considerando-se 
condições especiais sobre a fronteira, é dizer, condição de Dirichlet ou Neumann. 
Neste trabalho pretende-se apresentar uma resposta em dimensão dois da. seguinte 
pergunta: 
I 
DUAS VARIEDADES RIEMANNIANAS ISOESPECTRAIS 
SÃO NECESSARIAMENTE ISOMÉTRICAS? 
No caso de domínios planais a questão toma uma forma atraente, já que os auto-
valores estão relacionados aos modos de vibração: 
PODE-SE OUVIR A FORMA DE UM TAMBOR? 
Esta é uma questão importante de Geometria Espectral, formulada por M. Kac nos 
anos 60. 
HISTÓRIA DO PROBLEMA 
O primeiro contra-exemplo, para o problema geral, foi dado por J. Milnor em 1964 
quando ele mostrou que existem dois toros planos de dimensão 16, isoespectrais não 
isométricos. Neste sentido, também apresentam contra-exemplos: lkeda (1980) em di-
mensão 5 e com curvatura + 1, Vignéras (1980) usando superfícies de Riemann com 
curvatura - 1, e em 1982, H. Ura.kawa da o primeiro exemplo de domínios isoespectrais 
não isométricos em F. 
Em 1985 Sunada pela primeira vez sistematiza a construção de variedades isoespec-
trais não isométricas. 
Buser em 1988, usando o resultado de Surrada exibe duas superfícies planas isoes-
pectrais não isométricas em JR3. 
Os exemplos de Milnor e Vignéras são obtidos via certos resultados da Teoria dos 
Números. Nos exemplos de Sunada, ele usa alguns resultados da Teoria dos Grupos. Bu-
ser usa Grafos pa.ra construir seus exemplos. 
Após estes trabalhos, pesquisaram também nesta linha Berard, Brook, Gordon, 
Pesce, Webb, Wolpert e outros. Ver, por exemplo, [BD4], [BD5], [BK!], [BK2], [PE], 
[G-W-Wl] e [G-W-W2] entre outros. 
Recentemente (ver por exemplo [BD5], [G-W-Wl], [G-W-W2], [PE]) foram obtidos 
exemplos de variedades Riemannianas isoespectrais, não isométricas com bordo, em di-
mensão dois (imersas no plano), de forma não trivial. Estes exemplos serão parte do 
objetivo principal deste trabalho, junto com a teoria envolvida. 
ii 
No Capítulo 1 estuda-se, de forma. geral, o operador Lapla.ciano em Variedades IU-
emannianas para funções e formas diferenciais. No Capítulo 2 desenvolve-se uma breve 
teoria sobre o espectro de uma variedade Riema.nniana e são apresentados alguns exem-
plos clássicos. Uma das ferramentas fortes do Capítulo 4 é a. solução fundamental da 
equação do calor em variedades Riemannianas, que é dada no Capítulo 3. O Capítulo 4 
ocupa-se do problema. de isoespectra.lidade. 
iii 
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CAPITULO 1 
O LAPLACIANO EM VARIEDADES 
RIEMANNIANAS 
INTRODUÇÃO 
Neste primeiro capítulo apresentamos alguns conceitos básicos de Geometria llieman-
niana, com vistas a introduzir o operador La.pla.ciano para funções e k-formas diferenciais 
em variedades Riemannianas. Todas as variedades Riemannianas sã.o, conexas e com-
pletas; também os campos de vetores, formas, funções diferenciáveis são considerados no 
sentido coo. 
Adota-se as definições, símbolos e resultados de Geometria Riemannia.na dados em 
Do Carmo [DC], e em Berger-Ga.uduchon-Ma.zet [B-G-M]. A referência para formas, ten-
sores e integração em variedades é Abra.ha.m-Ma.rsden-Ra.tiu [A-M-R]. 
O HESSIANO EM VARIEDADES 
Seja (M,g) uma variedade Riemanniana com conexão lliemanniana V e f: M --1- ./R uma 
função diferenciável etc. Se X, Y são dois campos de vetores diferenciáveis sobre M, a 
derivada covariante da l-forma dj, aplicada a X e Y, 
1 
V<if(X, Y) (I) 
e a l-forma Vx(df) avaliada sobre o campo de vetores Y (*). 
1.1 DEFINIÇÃO: A função lR- bilinear Vdf é chamada HESSIANO de f e também é 
denotada por Hess f. 
Observe-se que a partir da definição de derivada cova.riante para r-tensores tem-se 
[V x(df)J(Y) =X· (df(Y))- df(V x Y) (2) 
em ca.da ponto p de M. É consequência da definição da derivada co variante para tensores 
que [Vx,(df)](Y) só depende de X, e Y,.. 
1.2 PROPOSIÇÃO: Seja (M,g) uma variedade Riemanniana e F: M --> 1R uma função 
diferenciável, X e Y campos em M então 
(a) Hess f(X, Y) (p) só depende de X, e Y,., 
(b) Hess f( X, Y) = Hess J(Y,X) (Simetria). 
PROVA: 
(a) Segue diretamente de (2). 
(b) Sob hipótese e por (2) tem-se 
Hessf(X, Y) = X· (df(Y))- df(V x Y) 
= X· (df(Y))- <if([X, Y])- df(VvX) 
e como df([X, Y]) =X· df(Y)- Y · df(X), 
Hessf(X,Y) = Y · df(X)- df(VvX) = Hessf(Y,X). 
(*)Para lembrar a definição de derivada covariante de tensores, ver por exemplo: Abrahm-Ma.rsden-
Ratiu [A-M-R] pag. 294-295 ou Bootbby [BY], pag. 391-395. 
2 
DIVERGÊNCIA DE UM CAMPO DE VETORES 
1.3 DEFINIÇÃO: Sejam (M,g) uma variedade Riemanniana, X um campo de vetores 
sobreM e a E O'(M) (•) 
O PRODUTO INTERIOR de X com a, denotado por Xja ou ix(a) é a (k- !)-
forma: 
(Xja)(X., ... ,X,_ 1) = a(X,X., ... ,x,_,) 
pa.ra todo xl I ••• ' X.l:-1 campos de vetores sobre M. 
1.4 DEFINIÇÃO: Sejam (M,g) uma variedade Riemanniana, orientável e W a forma 
de volume correspondente a uma orientação. Se X é um campo de vetores sobre M, a 
DIVERGÊNCIA de X, denotado por di v X, é a função definida pela identidade 
divX · W = d(XJW) 
onde d indica derivada exterior. 
Verifica-se que divX não depende da. forma de volume escolhida, pela fórmula de 
mudança de variáveis. 
Considere (M,g) uma variedade Riemanniana, m E Me (xi) uma carta local. A 
forma de volume local associada a (x;) é dada por: 
W = Odx1 11 ••• 11 dx". (3) 
onde e= [det,J]'i'. 
Se (8(8x;) é a base associada a carta (x;) tem-se que para todo campo X sobre 
M,XJW é dado localmente por: 
(•) 0 1 (M) = fo;wo(A.I;(M)) denota as .!:-formas diferenciáveis, onde A.I:(M) é o fibra.do das k-formas 
alternadas sobreM ver, por exemplo, [A-M-R] pag. 352. 
3 
portanto 
Daí, se 
tem-se 
n 
Xj W = L Ot ... (i-l)(i+t) ... ndz1 A ... A dxi-l A dxi+I A ... A dxn 
i= I 
(X j W) ({){) , ... , {) {) , -
8 
{) , ... , {){) ) = <>1 ... (i-1)(H1) ... n· 
Zt X1-I Zttl Zn 
O"t • • •(i-t}(itl) ... n w(x, 88 , ... , 8 8 ,-8 8 , ... 88 ) Zt Xi - 1 Xi+I Xn 
( ) i-1 ( {) {) {) {) ) -1 w -8 , ... ,-8 . ,x, 8~, ... ,-8 Xt X,-1 x,+t Xn 
( 1),_1 ~ 'w ( 8 8 8 ) 
- - {dx ÔXt'''''âxJ/'''âxn 
(-1)'-1x'O. 
Logo ('indica que o termo foi tirado): 
n 
XjW =L:( -1)'-1 (Dx')dx1 A ... A J;/ A ... A dx•. 
i=.l 
o que dá uma forma local do produto interior XjW. 
(4) 
1.5 PROPOSIÇÃO: Seja (M,g) uma variedade Riemanniana. EntãD para toda f E 
G00(M) e todo X campo de vetores sobreM, tem-se 
di v(! X)= fdivX + df(X). 
4 
PROVA 
di v(! X) · W - d[(J X)j W] 
- d[{f A (XJW)) 
- dfA(XjW)+(-!)0 fAd(XJW) 
- fd(XjW) + df A (XJW) 
usando (4) tem-se (em cada ponto de M) 
df A (Xj W) - (t. :~ dx;) A (t.( -!)'-1(0x')dx1 A ... A 'J;i A ... A dx") 
- t ( -l)i-l [I[} f (Ox')dx; A dx1 A ... A 'J;i A ... A dx" 
iJ=l Xj 
Portanto, 
- t [I[} f (Ox')dx1 A ... A dx; A ... A ... A dx" 
ij=l Xj 
- E DJ (Ox')o-•w 
i=I 8xi 
( 
n [IJ ·) ( n . [I ) 
- L-dx' Lx'- ·W 
i=l ÔXj i=l 8xi 
- df(X) · W. 
div(JX) · W - fd(XjW) + df A (XJW) 
- fdivX · W + df(X) · W 
- [fdivX + df(X))· W 
o que mostra a proposição. 
Sob as condições da proposição 1.5 tem-se 
1.6 PROPOSIÇÃO: 
di v X= o-• t D(Ox') 
i=l axj 
5 
PROVA: Usando (4) tem-se 
o que mostra a proposição. 
Considere (M,g) uma variedade Riema.nniana, X, Y, Z campos de vetores sobreM, 
por uma aplicação direta da definição de derivada covariante para r-tensores (Ver. Bo-
othby [BY], página 395): 
'Vx(YJZ) = ('VxY)JZ + YJ'VxZ. (5) 
Se W representa a forma de volume então '\7 x W = O pois a forma de volume é 
invariante por transporte paralelo. Daí 
'Vx(YJW) = ('VxY)JW (6) 
Por outro lado, considerem E Mn, a uma p-forma diferencial sobreM e {ei}f=t um 
referencial geodésico ortonormal sobre uma vizinhança U de m, entã.o tem-se 
• da(eb···,ep) = Í:(-l)i-lV'~a(elJ···,êi, ... ,ep+l) 
i=l 
(7) 
Para lembrar, pode-se obter (7) comparando a definição de derivada covariante de um r-
tensor covariante com a fórmula de derivada exterior de uma p-forma, ver Warner [WR], 
pag. 70. 
6 
Agora, se W é a forma de volume sobre U e X um campo de vetores, em virtude de 
(7), (6) e definição de produto interior tem-se 
n 
d(XJW)(et, ... , e.) - L( -l)'-1V' .,(XJW)(e" ... ,ê;, ... , e.) 
1.7 PROPOSIÇÃO: 
n L( -1)'-1 [(V' .,X)JW] (e., ... ,ê;, ... ,e.) 
i=1 
n 
- EW(et, ... ,VeoX, ... ,e,J. 
i=l 
(a) d(XJW)(e., ... ,e.) = L:i=1 W(e., ... , V'.,X, ... ,e.). 
(h) d(XJ W)(et, ... , e.)= L:;'=1 g(V' .,X, e;). 
A parte (h) mostra que: (divX)(m) = Traço{u _, V',X}(m) onde o traço é tomado em 
T mM e V é a conexão de Levi-Civita. 
PROVA: Resta mostrar (h); pela parte (a) e o fato que 
d(XJW)(e., ... ,e.) 
O que mostra a proposição 
n 
V'"X = L9(V',,X,e;)e;, 
j=l 
n E g('V e; X, ej)W( e1, ... , ei, e;, ei+I 1 ••• , en) 
i,j=l 
n 
- L9(V',,X, e;)W(e., ... , e.) 
i=1 
n 
- L9(V',,X, e;). 
i=l 
O LAPLACIANO 
7 
Antes de entrar no assunto lembre-se um isomorfismo que será de muita utilidade 
neste trabalho. 
1.8 ISOMORFISMOS MUSICAIS: Seja (M,g) uma variedade Riemanniana; os ISO-
MORFISMOS MUSICAIS 
b 
TM =::;::==~ T' M 
# 
são definidos por: para todo x em T M e u em T* M, 
g(x,u#) = u(x) ex'(·) =g(x,.). 
Também, se f : M ----+ R é uma função diferenciável define-se gradiente de f, notado 
por grad J, por grad f= d,f#. Ver por exemplo [B-G-M] pag. 21 ou [A-M-R] pag. 387. 
Num sistema de coordenadas (xi) centrada no ponto p de M 11 pode-se escrever uma. 
1-forma a como: 
n 
a= Laidxi (8) 
i=l 
e um campo de vetores X em M: 
n Ô 
X='L,f3i-. 
i=I 8x; 
(9) 
Pelo isomorfismo musica.l 
a(X) = g(a#,X), (lO) 
então 
8 
# #)' {} ( #)i {} ( #J• {} a =(a -8 +···+a -8 +--·+a -8 , X1 Zi Xn (11) 
substituindo-se (8), (9) e (!1) em (10) tem-se 
n n 
a(X) = "L,a;{i = "L,(a*);g;;/i, 
t=l i,j=l 
Daí, a= a*(g;;) portanto ali= a(g'i) onde (g'i) é a matriz inversa da matriz asso-
ciada à métrica g, (9ii ). Logo 
n 
(a#)'= L, !I' a; (12) 
j=l 
1.9 DEFINIÇÃO (LAPLACIANO): Seja (M,g) uma variedade Riemanniana e f E 
c~(M) definimos o operador de LAPLACE- BELTRANI {ou LAPLACIANO) de f, 
notado por !).M f, ou b.•f, ou simplesmente b.f, por 
b.f = -div(df-11) = -div(gradf). 
No ca.so queM= JR:I com a métrica Riemanniana usual isto é (9ii) = In (identidade), 
seja f E c~(JR") e {e;} a base ortonormal natural de IR:' num ponto m. Então de !.7(b) 
e (12) tem-se 
b.f -div(df11 ) 
n 
- "L,{V,,df11 ,e;) 
i=I 
n {}'f 
-E-,. 
i=l tJxi 
Observe que o sinal é o oposto do usualmente encontrado na difinição do Laplaciano 
em textos de Análise. 
1.10 DEFINIÇÃO: Seja (M,g) uma variedade Riemanniana o operador 
9 
6: 0 1(M) --+ c~(M) 
é definido por: óa = -div(a#) para todo a em 01 (M). 
A definição 1.10 reduz a definição de Laplaciano de uma função f definida sobre uma 
variedade Riemanillana (M,g) assim 
tlf = ódf (13) 
1.11 TEOREMA: Seja (M,g) uma variedade Riemanniana de dimensão n, '1 sua co-
nexão de Levi-Civita. e~ seu Lapla.cia.no. Se {e1, .•• ,en} é um referencial ortonormal 
sobre uma vizinhança do ponto p de Me f E C00 (M), então as seguintes proposições são 
verdadeiras: 
(a) !>.f(p) =-traço Hessf(p), 
ou equivalentemente 
n 
!>.f(p) =- L:;'ldf(e;(p),e;(p)). 
i=l 
(b) tlf(p) =- L:i.1 {<; ·(e;/)- ('l.,e;) · !}(p) 
(c) Seja (x1:) um sistema. de coordenadas locais centradas no ponto p. Se 9ij = 
g( 8~,, 8~) e 8 = [det(g;;)] 112. Então 
!>.f(x, ... ,x.) =- [e-l t aa (g'iea81 )] (x, ... ,x.). 
i,j=l x, XJ 
(d) Sejam {C1(t), ... ,C.(t)} geodésicas tais que: C;(O) = p e c;(O) = e;(p) para 
i= 1, ... , n. A função !3.f pode-se calcular em p pela fórmula: 
n ,P I b.f(p) = -E dt' (f o C;)(t). 
•=1 t=<l 
PROVA: Pela definição 1.9, a proposição 1.7(b) e por 1.8 tem-se 
10 
l>.f(p) - -div(Jf#)(p) 
• 
-
- Eg(V .. df#,e;)(p) 
i= I 
-
-traç Hessf(p) 
o que mostra (a). 
(b) Usando prop. 1.7(b), (2) e a notação de derivada de Lie: 
• 
l>.f(p) - - EV .. (df)(e;) 
• 
- -E {e;(df(e;))- df(V,;e;)) 
i= I 
• 
- -E {e;( e;(!))- (V.,e;)(f)}. 
O que mostra (b) 
(c) Sob hipótese, usando (12) e a proposição 1.6 tem·se 
Isto prova (c). 
( d) Pode-se achar um referencial local r1(t), ... , r .(t) pelo transporte paralelo de 
r1(p), ... , r.(p) ao longo das geodésicas de p. Em particular pode·se escolher r; tal que 
r;(t) = Ci(t). 
Como 
. dl r;f(p) = df(r;) = - (f o C;)(t) dt t=O 
e 
11 
Logo, de (b) tem-se 
n 
'ilf(p) - - E{r;(rd)- ('il,;r;)f} (p) 
i=l 
n á' I 
-tt dt' ,,)f o G;)(t). 
o que mostra (d). 
1.12 EXEMPLO (O LAPLACIANO NA ESFERA): Considere a Jl"+1 munido 
da métrica Riemanniana usual, 9ij = {jij, denotada por 901 e sn mergulhada em JR:II+l. 
Denota-se também por g0 a métrica Riemanniana que esta induz sobre sn. Seja f : IR:' -t 
IR diferenciável. Então 
onde r é a coordenada radial de sn. 
PROVA: Na demonstração identificam-se os elementos que se re1acionam via o isomor-
fismo canônico de fl"+l com Tp.m,n+t. Também identifica-se o espaço tangente a sn e o 
subespaço de Jr+l correspondente. 
Um ponto p E sn determina um vetor unitário x E F+1 , e então pode-se com-
pletar uma base ortonormal {x,xi}i=2, ... ,n+l de lfr'H, obtendo-se uma base ortonormal 
{xi}i=2, ... ,n+l de TpS". 
A geodésica /i sobre (Sn,g0 ) determinada por Xi escreve-se 
7; : a ___, ( cos a )x + ( sen a )x; 
para i= 2, ... . n + 1 {onde x e Xi são considerados como pontos de JR:'+l e -y(a) como um 
ponto de s· ). 
A aplicação f pode-se derivar parcialmente 
(8!) axj . 
•=I,2, ... ,n+I 
12 
Justamente com esta notação a derivada primeira, com respeito a a, de f o/i escreve-
se no ponto -r;( a): 
d(fo-r;) lJf lJf 
=-7--= = -sencr- +cosa-da Ôxt ôxi 
e a derivada segunda, no ponto p = 'Y;(O): 
d'(f o -r;) (O) 
da' [ 
{}f fJ'! fJj õ'fl 
-(cosa)-8 - (sena) 8 2 - (seno)-{) . +(cosa){) 2 (O) XI XI X1 Xj 
{}f õ' f 
- fJx1 (p) + fJx1 (p). 
Pelo Teorema l.ll(d): 
Logo, 
•+l õ' f 
- - E-,(pJ 
i=l 8x; 
Ef'J n+I õ'J 
--, (pJ- E-, (pJ Ôx1 i=2 ôx, 
- !'."'(!i ) (p)- n {}f (p)- fJ'! (p) 
sn ôx1 ôx~ 
Portanto: 
o que mostra o exemplo com r = x = x1. 
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O LAPLACIANO EM COORDENADAS RADIAIS 
Seja (M,g) uma variedade Riemannia.na e considere o seguinte caso particular: seja 
f uma função definida sobre a bola B(m,e) de centro me ra.io e> O, onde a função expo-
nencia.l é um difeomorfismo (ver Do Carmo [DCJ, pag. 72), f dependendo da distância a 
m somente; mais precisamente, f é a composta da função "distância a m" e uma função 
diferenciável r.p definida sobre [0, r) a valores em R, isto é, 
f= 'f' o d(m,-) (14) 
Defina-se a função () satisfazendo a forma de volume segundo Lebesgue: 
{15) 
onde VLebe~que é a forma de volume usual em F e Vezp; é a forma de volume em TmM 
dada pelo "pall-back" de g pela exponencial, que é igual à função e dada pela forma 
de volume, ver (3). Denotando por r a distância. de m a n e se a função f) possui uma 
deriva.da parcial com respeito a r, no ponto m; denota-se por (J' a derivada parcial ~­
Sob estas hipóteses. 
1.13 TEOREMA 
ó.f = _ d'<p _ d<p (8' + n -1) 
dr2 dr8 r 
em todo ponto de B(m,e), a exceção de m. 
PROVA: Seja p um ponto de B(m,e), então existe uma única geodésica "f, parametri-
zada pelo comprimento de arco s, que liga m com p. Seja Y1 o vetor tangente a 7 em p 
então temos por definição 
{
p='J'{r) 
y, =~(r) 
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{16) 
Em TpM, Yt é completado por Y2, ••• , Yn a uma base ortonormal. Os vetores y2, .•• , Yn 
determinam n - 1 geodésicas saindo de p, que se denotam por ...,.,, i = 2, ... , n, parame-
trizadas por seu comprimf"JÜO de arco a. 
Pelo Teorema 1.11 (d) tem-se 
cf' n c{' 
tlf(p) =- ds' (f o "!)(r)-~ da' (f o "f;)(O). 
O primeiro termo do segundo membro de (17) é igual a: 
Resta calcular 
cP 
- -<p(r) ds2 
cP dt:•' (f o "f;)(O) 
(17) 
(18) 
(19) 
Como cada Yi 1 i = 2, ... , n é normal em p a"'(, pode-se realizar como vetor tansverso 
a urna fanu1ia de geodésicas saindo de m, parametrizadas por a. Isto é uma farm1ia {C a-} 
com C0 ="'(e C a: [O, la]--+ M para cada a (la-= l(Ca-), o comprimento de Ca)i e como 
r = e("!) deve-se ter para algum 6 > o que 
C: [O, r] x (-6,6)-> M 
(s,a) _, c.(s) 
é uma variação de ; . Agora tem-se 
(Jo"f;)(a) = <pod(m,"f;(a)) = <p(l(Ca)). 
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(20) 
Portanto 
á'(f 0 -r;)(O) = á''l'(r) r~l(C.)(o)]' + d'l'(r) ~[l(C.))(O). (21) 
do' ds' do ds da' 
Pela fórmula da primeira variação (Berger- Gauduchon - Mazet [B-G-M), pag. 44-
46) tem-se 
d~[l(C.))(O) - [g((~;).=<>,t>J:- [ g((~)a=o, V-;i')ds 
[ &C ·]' g((âa(s,O),-r) o 
- g(y;,i') 
e como Yi é ortogonal a i' temos 
Quanto a 
d~[l(C.)](O) =O 
á' 
da'[l(C.))(O), 
(22) 
ela é dada por uma aplicação da fórmula de segunda variação (ver Berger- Gauduchon-
Mazet [B-G-M], pág. 85): de fato, como C. é uma variação da geodésica 7 tal que para 
todo a, C.(·)= C(·, a) são geodésicas então: 
"'( ) = oC(s, O) 
.Li s 8a ' Y;(r) = y;, Y;(O) =O (23) 
é um campo de Jacobi ao longo de 1 (ver, por exemplo Berger- Gauduchon- Mazet 
[B-G-M], pag. 88). Pela fórmula da segunda variação (Berger - Gauduchon - Mazet 
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[B-G-M], pág 85) tem-se 
.;::, [l{ c.)](O) = [ [1\7 .;Yil' - u( 7, Y;) - g( 7, \7-;Y;)'Jds. 
Como 1': é um campo de Jacobi ao longo de 7, 
Y;" + R(7, Y;)'y =O, 
onde Y;' = \7-;Y;, Y" = \7.;\7-;Y;. Usando {25) 
De {26), segue-se 
\7 .;g(Y;, Y;') - g(Y;', Y;') + g(Y;, Y;") 
- g(Y;', Y;')- g(Y;, R(7, Y;)1) 
I\77Yil'- u(7, Y;). 
[ [l\7 -;Y;I' - u( 't, Y;)jds - [ \7 -;g(Y;, Y;')ds 
- g(Y;, Y:J 1: 
- g(Y;(r), Y;'(r)). 
Agora., mostra-se que 
g(7, Y;') =O {<>=O) 
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{24) 
{25) 
{26) 
{27) 
{28) 
De fato: sobre o = O tem-se 
V.;o('r, Y;') - g(V.;'r, Y;') +o( 'r, V.;Y;') 
- g( .:,, Y;") 
- -g(R(t, Yi)t, 'i') 
e como g(R('i',Y;Jt,'i')- -g(R(t,Y;)'i','i') (ver por exemplo Do Carmo (14], pag. 91) 
tem-se 
V.;g(t,Y;')- O (a- O) 
O que mostra que g( 1, Y{) é urna constante ao longo de -y. Como a conexão de Levi-Civita 
é compatível com a métrica, 
g('y, V.;Y;)- 'r· g('y, Y;)- o(V.;t, Y;) 
Isto mostra que g('i', V;')( r)- O e portanto o{ 'i', Y;')- O ao longo de '"(.Substituindo {28) 
e (27) em {24) tem-se 
d~' [i( C.)]{O) - g(Y;(r ), Y;'(r)). {29) 
Substituindo {22) e {29) em {21); e logo este valor e {18) em {17) para obter 
á'<p d<p n t 
tlf(p)- --d 2 {r)- ds (r)· L;g(Y;(r), Y; ), 
s i=2 
{30) 
onde ti é o campo de J a.cobi ao longo de 1 para a farru1ia de geodésicas C a com as 
condições 
Y;{O)- O, Y;(r)- y;. 
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O propósito agora é tentar calcular 
n 
Eg(Y;(r), Y;'(r)) 
i=2 
em função de 9 e suas derivadas. A função 9 é determinada pela função exponencial em 
m, e então o-1 será determinada por ( expm.}-1• Da.í 
(31) 
Como a função exponencial é radialmente uma isometria (Do Carmo [DC], Lema de 
Gauss, pag. 69) tem-se 
(32) 
Ponha q = 1(s) (sobre 1) tem-se 
o-'(q) = T-'(expm).(Y,(s)) A ... AT-1 (expm).(Y.(s)) 
IY,(s) A ... A Y,.(s)l (33) 
(o campo de Jacobi definido por Y1, é igual a i' e não produz nenhuma alteração aos 
produtos em (31) e (32)). 
Portanto, em TmM, o campo r-1(expm),(Y;(s)) é realizado como vetores transver-
sais da fan:u1ia de geodésicas {(expm);'(Ca)}, que são aproximados (em primeira ordem) 
pelos segmentos que unem, em T mM, os pontos Om e 
Daí, 
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(34) 
e então, substituindo (34) em (33), 
(35) 
e fina.lmente 
rn-1 
8(q) = ..-•IY,(s) A ... A Y.(s)l· 8(p). (36) 
Agora derivamos O. Com respeito a s e, para facilitar os cálculos, seja A( s) = 
Y,(s) A ... A Y.(s); daí 
[A(s)]2 = det[g(Y;(s),Y;(s)], i,j = 2, ... ,n (37) 
Tomando a derivada covariante em (37) ao longo de -y e fazendo A'(s) = V-;A(s): 
n 
2A(s)A'(s) =L; A._.(s) (38) 
'""' 
onde A,(s) é o determinante obtido ao se derivar a k-ésima fila da matriz [g(Y;(s), Y;(s))]. 
Então (omitindo a letra s) tem-se 
g(Y,, Y,) g(Y,, V.) g(Y,, Y.) 
A,_1 = det V .yg(Y,, Y,) 
g(Y.,Y2) 
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de onde temos: 
1 
1 
AH(r) = det (V-;g(V.,Y,))(r) 2g(Y{(r), Y,(r)) (V -;g(Y,, Y.))(r) 
I 
I 
onde as únicas entradas diferentes de zero (possivelmente) são as que estã.o na diagonal e 
na k-ésima fila. Portanto, 
A,_1(r) = 2g(Yk(r), Y,(r)). (39) 
Como A( r) = I e substituindo (39) em (38) no caso s =r tem-se 
n 
A'( r)= L;g(Y>(r), Y,(r)). (40) 
k=2 
Isto é, a derivada, com respeito as, do determinante IY2 (s) A ... A Yn(s)l no ponto 
s =r e igual a L;~2 g(Y{(r), Y,(r)). Derivando (36) em s =r tem-se 
onde 
{}8 (p) 
ôs 
n v n-1 
L;g(V.(r), Y{(r)) = -8 (p) +-r-I r (41) 
21 
substituindo ( 41) em (30) obtem-se 
tJ.f(p) =-,p'f'(r)- d'f'(r). [9' (p) + n -1]· 
ds2 ds O r 
o que mostra o Teorema. 
LAPLACIANO PARA FORMAS DIFERENCIAIS 
Primeiro, apresenta-se o operador estrela de Hodge e alguns resultados necessários 
para estender a definição do Lapla.ciano de funções a formas diferenciais. 
1.14 PROPOSIÇÃO: Seja E um espaço vetorial de dimensão n, orientado, com um 
produto interno g =<, >. 
Seja w o correspondente elemento volume de E. Então 
(a) Existe um único isomorfismo * : Ak(E)---+ A11-k(E) satisfazendo 
a A •fJ =<a, fJ > w, para a,fJ E 11•(E). 
(b) Se { e1, ••• , en} é uma base ortonormal de E positivamente orientada de E e 
{ e1, ••. , e'*} é sua base dual, então 
onde u(1) < · · · < u(k) , u(k + 1) < · · · < u(n) e <7 uma permutação de 1, 2, ... , n. 
PROVA: Primeiro, prova-se a unicidade. Suponha que * satifaz a equação dada em (a) 
e sejam 
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vetores base ortonormais de Ak(E), i1 < · · · < i~; (lembre-se que o produto interior <, > 
de E pode-se extender a E• de ta.l maneira que {e1,···,en} seja uma base ortonormal 
de E•; da mesma forma ta.l produto interior estende-se de maneira natura.l a Ak(E) e aos 
produtos tensoriais ). Então por (a) <>I\> f! = O a menos que (i I> ... , i,) = (u(l ), ... , u(k) ). 
Desta forma 
*fJ = ae17(k+l) A ... A e17(n) 
para uma constante a. Mas 
fJ 11 •f! = a(sigu)w 
e como< {J,fJ >= 1 tem-se a= siga· E portanto* satisfaz (b). Isto é,* é única. 
Para mostrar a existência, defina* como em (b), lembrando que e"'(l) A ... A e"'(n) 
para u(!) < ... < u(k) forma uma base ortonormal de fi'(E). Daí tem-se imediatamente 
que a equação dada em (a) desta proposição é verificada usando esta base. É claro que 
*definida por (h) é um isomorfismo, pois envia as bases ortonormais de AI:( E) em bases 
ortonormais de 11 n-> (E). 
O isomorfismo * : fi'(E) -+ 11"-'(E) desta proposição é chamado o OPERADOR 
ESTRELA DE HODGE. Algumas propriedades básicas são dadas na seguinte 
1.15 PROPOSIÇÃO: Seja E um espaço vetorial de dimensão n, orientado, com pro-
duto interno <, > e w a forma de volume associada. Então o operador estrela de Hodge 
satisfaz as segujntes propriedades: para a,{! em fi'(E) 
(a) a fi •/3 = fJ fl•a =<a, f!> w, 
(b) **C<= (-J)k(n-k)Q 
(c) <a, f!>=< *<>,•f! > 
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( d) Se { e1, . .• , en} e { e1, . •• , en} são bases duais ortonormais de E e E* respectiva-
mente, então 
•(é A a)= (-1)'e;J *"' 
PROVA: 
(a) Sejam a,P em A'(E). Usando 1.15{a) tem-se 
a A •P =< a, {3 > w =< {3, a > w = {3 A *"' 
onde w é a forma de volume. 
(b) É suficiente trabalhar numa base. De fato, seja a = ea(t) 1\ .. . A ea(k). Por 1.15{a) 
•(e•('+!) A ... A e•(•l) = be•(l) A ... A e•(') 
para alguma constante b. Para encontrar b usa-se 1.15(a) com a= f3 = e•(k+l) A ... A e•(•) 
para obter 
bea(k+l) 1\ ... A ea(n) 1\ ea(t) A ... A eO'(k) = w. 
Logo: 
b = ( -1 )'(•-•> sigu 
Pela equação dada em 1.15(b) 
* * ea(t) A ... A ea(A:) sig u * (ea(A:+I) A ... A ea(n)) 
- (sigu)'(-1)'(•-•>e•(•) A ... A e•(') 
isto mostra (b ). 
(c) Usando (a) e (b) desta proposição 
< •a,•f3 > w - *"'A* • {3 = (-1)'(•-•l *"' A/3 
- f3 A*"'=< a,{3 > w 
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( d) Basta considerar "' = e•<•l A .•• A e•<•l 
(i) Se j está em { u(l ), ... , u(k)} então •(& A<>) = O e também e;J a = O. 
(ii) Sej nãoestáem{u(l), ... ,u(k)} entãoexistep E {k+l, ... ,n} ta.is queu(p) = j 
logo 
•(é A a) ( -1 )' * (e•(t) A ... A e•<•l A e•<>l) 
( -l)'(sig a)e"('+t) A ... A e;{P) A ... A e•(n) 
(-l)'e;J •o. 
1.16 OBSERVAÇÃO: Seja (M,g) uma variedade Riemanniana orientada de dimensão 
n. Se TM é o fibra.do tangente de M entã.o o operador estrela de Hodge estende·se de 
maneira natural a M como o isomorfismo isométrico 
dado por: para cada m E M 
é o isomorfismo dado pelo operador estrela de Hodge que pela proposição 1.15(c) é uma 
isometria. Também temos um operador sobre as formas diferenciais 
•: íl'(M) ..._.. íl"-'(M), 
definido pontualmente (ow)(p) = •(w(p)), onde w E íl'(M). 
Cada variedade é localmente orientável, com exatamente duas escolhas de orientação 
local. Portanto, localmente, uma variedade lliemannia.na tem dois operadores estrela, um 
para cada escolha de orientação local. Um opera.dor estrela local pode ser extendido a 
um operador estrela global se e só se M é orientável. 
1.17 PROPOSIÇÃO: Seja (M,g) uma variedade Riemanniana orientada. Então 
(a) O operador estrela de Hodge e os isomorfismos musicais são paralelos. 
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(b) Para p em M e {e;} uma base ortonormal de TpM tem-se 
para todo o em n•(M). 
PROVA: 
(a) Seja ei uma l-forma paralela ao longo de uma curva 1 em M, i= 1,2, ... ,n 
tais que { ei lo} seja uma base ortonormal orientada para r;(o)M. 
Seja a= eu(l) A ... A e17(k), u uma permutação de {1,2, ... ,n} como a forma de 
volume ao longo de 1 é paralela então V -i(~)( a A *O) =O, e portanto *a é paralela. Isto é 
*,é paralelo ao longo de '1· 
A prova para o isomorfismo musical é similar 
(b) Basta supor que a= f e•(') 11 ... 11 e•!>) em n•(M) onde f : M --> 1R é uma 
função diferenciável. Pela regra de Leibnitz e a parte (a) desta proposição: 
•V',,o - • [(Y',J) 11 e•(l) /1 .•• 11 e*l +o] 
(sigo-)df(e;)e•(>H) 11 ... 11 eu(n) 
- 'Ve1 *0:. 
1.18 DEFINIÇÃO: Seja V a conexão de Levi-Civita sobre uma variedade lliema.nnia.na 
(M,g) 
(a) A Divergência de uma. função, C00 , sobreM é definida como zero. 
(b) A Divergência de um s-tensor covariante Z sobre M, s > O, é o {s -!)-tensor 
co variante, di v Z, sobre M tal que em p E M, 
(divZ), = L:e;JV'~Z 
; 
onde { ei} é uma base ortonormal para. TPM. Ou simplesmente para. v~, ... , V 8 _ 1 E TPM 
( divZ),( v1, ... , v,_1 ) = l::(Y' ,;Z)( e;, v1, ... , v,_1). 
; 
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Não é difícil verificar que divZ está bem definida, 
Lembre-se que dado um campo vetorial, X, sobreM, X' E !11(M) e é definida por 
X'(Y) ~<X, Y >, Y é um campo vetorial sobreM. Usando uma base ortonormal {e;} 
para T,M, pelo fato que o isomorfismo musical é paralelo (1.17 (a)), temos 
(di v X), ,E< V,;X, e;>~ ,E(V,,X)'(e;) 
j j 
- ,Ee;J(V,,X)' ~ ,Ee;JV,,X' 
j j 
(divX'),. 
O operador div dado em 1.18 sobre o espaço dos rMtensores cova.riantes sobre uma 
variedade Riemanniana (M,g) envia o espaço nr M das r-formas diferenciáveis ao espaço 
nr- 1M, a restrição de diva flM = ffi..~:~ofl..I:M é tão importante que merece um símbolo 
especial. 
1.19 DEFINIÇÃO: Defina 
Sa = -diva para a E 0..1: M. 
Se (M,g) é uma variedade Riernanniana compacta e orientável, então a integral 
sobreM de uma função contínua está bem definida. Em particular, se a, {3 são k-formas 
diferenciais sobre M, então a função < a, (3 >~ g( a, (3) ~ •( a A •f3) pode ser integrada 
sobreM; isto define um produto interno fM <a, fJ > sobre o espaço vetorial real Ok(M), 
denotado por 
(a, f3)o ~L (a, (3). (42) 
Também, se {e;} é um referencial geodésico ortonormal sobre uma vizinhaça U de um 
ponto p E Me e) é o referencial geodésico dual de e; então por (7), para todo a E !l'(M) 
da(eo, ... ,e,) D -l)i{V,,a)(eo, ... ,ê;, ... , e,)(p) 
' 
- ,E( -1); .E e'( e; )(V ,,a)( e0 , ... , ê;, ... , e,)(p) 
j i 
,E ,E( -l)j e'( e;) · (V ,,a)( e0 , ... , ê;, . .. , e, )(p) 
i j 
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E pela definição do produto exterior 
da( eo, ... , e,) = EC e' 11 '\'.,a)( e,, ... , e, )(p). 
; 
1.20 PROPOSIÇÃO: Seja (M,g) uma variedade Riemauniana. Então 
(43) 
(a) óa = ( -1)•(k+l)+l • d • a,a E fl'(M) onde • é o operador estrela loca! de Hodge 
de uma orientação local de M. Como conseqüência 62 =O. 
(b) SeM é compada e orientável, então 6 : fl'(M) __, n•- 1(M) é o adjunto de 
d: n'-1(M) __, fl'(M) com respeito ao produto interno dado em (42). 
PROVA: 
(a) Fixe p EM e bases ortonormais duas e; e é para T,M e T;M. Usando 1.15(b) 
e (d), 1.17(b) e (43) tem-se 
-(diva), 
-L; eiJ '\',,a 
i 
- - E(-1)'(•-•leiJ • •('V',,a) 
' 
- EC-1)'(•-•l(-1)"-' *[e; II•'V',,a] 
i 
- (-l)n(k+l)+l * Eef A V e;* a 
i 
- (-1)"(k+l)+I(•d•a), 
(b) Escolha uma orientação, com elemento de volume Riemanniano w e operador 
estrela de Hodge *. Dado a em n•-1(M) e {3 em fl'(M). Por 1.15(a), Teorema de Stokes, 
1.16(b) e a parte (a) desta proposição: 
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- /)d(a A •(3) + (-1)•a A d• (3] 
- L(-1}'alld•f3 
- /M(-1j'+(n-k+t)(k-l)aA**d•fJ 
L (a, ( -1 )"(HI)+I • d • (J)w 
- f (a (-1)"(k+l+l•d•fJ) }M ' 
L(a,ó(J) 
1.21 DEFINIÇÃO: O OPERADOR LAPLACIANO PARA FORMAS DIFERENCIAIS 
sobre uma variedade Riemanniana compacta e orientá.vel (M,g) é o operador diferencial 
de segunda ordem 
t. =dó+ ód sobre !JP(M), 
que também denota-se por t!l. (p). 
Alguns autores se referem a este operador como: OPERADOR LAPLACIANO DE 
HODGE-DE RHAM, também OPERADOR DE LAPLACE--BELTRAMI, ou simples· 
mente LAPLACIANO, em (M,g). 
Uma k-forma diferenciável a sobre M é harmônica se Âa =O. 
As seguintes propriedades de 5 são imediatas: 
(i) t. = (d + 8)2 e t. preserva o grau da forma; 
(ii) Ll comuta com d, E,* e isometrias i 
(iii) Se M é compacta, então 6. é auto-adjunto com respeito ao produto interno 
indll2ido pela integral como em ( 42): 
(t.a, fJ)o = (a, M)o 
ou simplesmente 
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jM(D.o,/3) = L(o,D./3) 
(iv) Para f E C00 (M), 6f = O, assim !:>f = 6df como em {13). Ou simplesmente, 
por l.l9 
D.f = -divdf = -divd,[# = -div(gradf) 
o Laplaciano pode-se estender a variedades não orientadas, mas não está no objetivo deste 
trabalho, (ver por exemplo [PR] Capítulo 4). 
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CAPÍTULO 2 
ESPECTRO DE UMA VARIEDADE 
RIEMANNIANA 
INTRODUÇÃO 
Neste capítulo apresentam-se alguns resultados básicos sobre o espectro de uma va-
riedade Riemanniana e calcula-se o espectro do toro plano bidimensional, de esferas e dos 
espaços projectivos reais e complexos. 
Todas as variedades Riemannianas usadas neste capítulo são conexas e compactas. 
Se (M,g) é uma variedade Riema.nniana com âM # 6, seja 9laM a métrica Rieman-
niana induzida por g sobre ôM e seja der 9 a medida Riemanniana sobre ôM. Denota-se 
por fJ o vetor normal exterior unitário a âM. Lembre-se (ver [WR] pag. 151) 
r (Div,X)Vg = r (X, ~)du, }M JaM (1) 
para qualquer campo de vetores X sobreM, (X,~)= g(X,~). Também 
r fb.hV. = r ('Jf, 'Jh)V.- r f. {)fig du, }M }M laM TJ (2) 
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para qualquer f, h E G00(M). A fórmula (2) chama-se PRIMEIRA FÓRMULA DE 
GREEN.E 
(3) 
para qualquer f,h E G00 (M). A fórmula (3) chama-se a SEGUNDA FÓRMULA DE 
GREEN; ver por exemplo [WR] pag. 158. 
Em particular, para f, h E C0 (M) (suporte compacto em M- 8M) 
L f !-.h V. = L h!-.fV. : !; é simétrico 
L f !-.JV. = JM lldfii'V. : !; é não- negativo 
PROBLEMA DE AUTOVALORES SOBRE VARIEDADES 
RIEMANNIANAS 
(4) 
(5) 
Assuma., por enquanto, que a variedade Riernanniana (M,g) é fechada (isto é, com-
pacta, conexa sem bordo). O interesse é o problema. de autovalores 
!;u = >.u , u E G00 (M) (6) 
Multiplicando por u e integra.ndo sobre M tem-se 
JM uL\u = À JM u2 
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usando a primeira fórmula de Green: 
L lldull' =>.Lu' 
Introduz-se o quociente de RAYLEIGH- RITZ 
R(u) = f lldull' 
Ju' (7) 
O espaço natural para olhar isto é H1(M,g), o completado do espaço C00(M) para 
a norma 11 · Ih , dada por 
11111: = ])IWII' + I')av,. (8) 
Temos H1(M1g) Ç L2(M,g) e a seguir fazemos algumas observações importantes. 
2.1 OBSERVAÇÕES: 
(a) A inclusão H 1(M,g) '-+ L'(M, Vg) é uma aplicação compacta; isto é envia con-
juntos limitados de H1(M,g) em conjuntos relativamente compactos em L2(M,g). 
Esta afirmação é uma conseqüência do Teorema de Asco li (ver por exemplo, Gilbarg 
- Trudinger [G-T], § 7.10). 
(b) Os elementos em H 1(M,g) são funções em L' tal que (no sentido de distribwções) 
df também está. em L2. Se usará. a linguagem de distribuições. Tudo poderá ser feito no 
sentido coo, usando a densidade de C00 (M,g) em H1 (M,g) e em L2(M,g). 
2.2 NOTAÇÕES: Para estudar os pontos críticos de R(u) sobre H 1(M,g) denota-se 
por: 
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H - H'(M,g), !lu!l1 = L(l[du!l' + u2)V, 
(u,u)I - L((du,dv) +uv)V, 
E espaço vetorial, denota-se por E• =E- {0}. 
2.3 PROPOSIÇÃO: O ínfimo in/{R{u): u E W} = Ày existe e é atingido no espaço 
vetorial de dimensão finita EH de H caracterizado por 
u E En =? 'lv E H, IM (du, dv) = Ày IM uv. 
PROVA: 
Claramente, R( u) ~ O pa.ra. todo u E H* e assim >.-H existe e é ;:::_ O. Por conveniência, 
seja L1 = {u E L: [[u!lo = 1}. Como 
R(au) = R(u) 
para todo a E JR* ' existe uma seqüência { Un} em H· n LI tal que 
ÀH < R(u.) < ÀH + 1/n 
Em particular 
Assim 
isto é 
[[u.!li < Ày + 2, para todo n ::0: 1. 
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A seqüência { un} é limitada no espaço de Hilbert, H, portanto existe uma sub-
seqüência fracamente convergente {u1.}, u1• ~ u (Brezis [BSJ, III. 27 pag. 50). 
A seqüência { u1n} é de novo limitada em H, e assim existe uma subseqiiência { u2n} 
que é L-convergente (a inclusão H <-+ L é compacta; indentifica.-se um elemento em H 
com sua imagem em L), u2n ~v. Como {u2n} é uma subseqüência de {u1n} também 
tem-se 
Seja i :H 4 L a função inclusão, ela é contínua (pelo fato de ser compacta). Tem-se 
i' : L' ---+ H' definida por i'( <p) = <p o i e assim, para todo <p E L' 
i'(<p)(u2,) = <p(i(u2.)) 
isto implica <p(i(u2,) __, i'(<p)(u)) isto é u,.,!,. u (Brezis [BS], prop !II.5 pag. 35). 
Como convergência forte implica convergência fraca tem-se u 2n _.!:.,. v e assim u = v. 
Finalmente encontra-se uma seqüência {un} em HnL1 tal que 
Para todo f E H: 
e ass1m 
Como u E H, 
R(u.) __, Àn, 
H 
Un --->. U 1 
J(u.,Jh/ :0: 1/u.//,J/J/h :0: (-In+ I+ !/n)'1'1/f/h 
J(u,JhJ :0: (-In+ !)'1'1/f/1, 
/lu//~< (.l.n + J)'i'JiuJh, isto é, R(u) :0: Àn 
o que implica que R(u) = Àn. Seja 
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Para u E En, v E H e t suficientemente pequeno tem-se que u + tv =f O e assim 
R(u +IV}~ >.n. 
Agora 
IMIId(u+tv)ll' l)ldull 2 +2t L(du,dv} +!2 l)ldvll' 
jM(u + tv)2 - JM u2 + 2t JM UV + t 2 JM v2 
e assim fazendo a divisão: 
R(u+tv) l)ld(u + tv)ll' / L(u + tv)2 
( JM(du, dv) fM uv >.n 1+ 21[ fM ldul' - fM u' J +O(!)} 
Da qual precisa-se 
IM (du, dv) = Àn IM uv, para todo v E H 
Isto mostra que En é um espaço vetorial fechado, para ll·lh- Para u E En, segue-se 
em particular 
llulli l)du, du) +L u2 = Àn L u2 +L u2 
- (>.n + l}llullo 
Assim que a. bola unitária em En com respeito a 11 · Uo é limitada com respeito a 
11· 11 1 e assim relativamente compacta na topologia induzida pela Jl· Jlo, assim que En é 
de dimensão finita. 
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2.4 OBSERVAÇÕES: 
{a) A proposição 2.3 é de fato uma proposição abstrata: não foi usado o fato que 
trabalha-se com funções. 
{b) Para H C H1 (M,g) e (M,g) uma variedade R.iemanniana fechada, tem-se em 
particular 
u E EH '* 'lv E C00(M), L (du, dv) =>.H L uv. 
e assim pela primeira fórmula de Green: 
isto é, u é solução do problema de autovalores tlf :;::;: A/,>.. = Àn, no sentido de distri-
buições. 
Agora introduz-se 
L(11 - {u E L: {u,EH)o =O)= Ej;• 
H(') - {u E H: {u,EH), =O}= Efi' 
claramente, L(l) é um subespaço fechado de L e H(l) é um subespaço fechado de H, 
H(') ç L(' i {para u E EH, {u, v),= (>.H+ !)(u, v)o). 
Também, pode-se aplicar a proposição 2.3 com H(1) e L(t) em vez de H e L: tem-se 
uma Àn1 e um espaço de dimensão finita En<l) caracterizado por 
Se v E En, tem-se {u,v}o =O, pois u E Enc1) ç: L(I) e assim 
L(du,dv) = ÀH L uv =O 
Também, 
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u E E H( I)# Vv E H, jM(du,dv) = ÀH<I) JM uv 
claramente, Àn<t) ~ Àn. Se Àn<t) = Àn, então 
u E EH,,) .,. Vv E H, ])du,dv) = ÀW JM uv 
# Vv E H, ])du, dv) = Ày JM uv 
# uEEn 
Finalmente pode-se provar: 
2.5 TEOREMA: Sejam L = L'(M,g) e H Ç H'(M,g) um subespaço fechado com 
respeito à topologia induzida por 11·\h,(M,g) uma variedade Riemanniana. Então 
Existe uma seqüência discreta Át < .\2 < ... de números reais não negativos, e uma 
seqüência ~, Ez, ... de subespaços de dimensão finita de H tais que 
(a) 
À1 - inf{R{u)= ])\dull'/ Lu' :uEH"} 
E, {O} U{u E H": R(u) = À1} 
{u E H: Vv E H, ])du,dv) = À1 JM uv} 
(h) E, é ortogonal a E, E!) E, E!) ... E!) E,_, segundo 11·\h e ll·llo, ainda mais 
Àk inf{R(u): u E H", (u, E, EB ... ffiE,_,)I =O} 
E, - {O}U{u E H': (u,E,ffi ... ffiEk-1)! =O} 
{u E H :Vv E H, L(du,dv) =À, Luv} 
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(c) A seqüência {À.} cresce ao infinito e LH é a soma de Hilbert dos espaços E.,LH = 
$;:'=1 E. , onde LH é o fecho de H em L para a 11 · llo· 
PROVA: Pela proposição 2.3 e as observações dadas em 2.4 resta. mostra.r (c). Como 
{A,.} é crescente, vai para o infinito ou converge a um número finito À tal que.\,. :5 À 
para todo n. No último caso, seja {e;} uma base ortonormal segundo ll·llo para 
00 
Ef)E; 
i= I 
então, 
mas ei E E i para algum j, e a parte (b) deste Teorema. implica 
L llde;il' =À; L lle;ll' = À;lle;ll~ =À; 
Portanto, lledll =À;+ 1::; À t 1, isto é, {e;} é limitada na norma ll·lh e assim tem uma 
subseqüência convergente, o que é impossível. Logo .\1 < ..\2 < ... / oo. 
Para mostrar que 
é suficiente mostrar que o fecho E, na norma 11·111 de EEt em H é igual a H. Suponha 
que não. Isto é, existe u E H* tais que 
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Daí 
Pela definição de Àn tem-se R( u) 2: >.. para todo n, portanto 
o que mostra 
Àn 5lluii1/JJuJJ~ -1 para todo n, 
que é impossível. 
2.6 COROLÁRIO: Sob as notações do Teorema 2.5., seja H denso em L. Denote por 
{V;};=t, ... a seqüência não trivial de subespaço de H tais que 
(a) Vi 2: 1, 3r; E IR tais que 
Vu E V;, Vv E H, (u, v),~ {r;+ 1){u, v)o 
(b) E V; é denso em L paral!·llo· 
Então, salvo reordenamento, a {ri, Vi} é a seqüência {Á;, E;} dada no Teorema 2.5. 
PROVA: Para u E V; e v E E;, pode-se escrever, usando (a) e o Teorema 2.5 
(u, v), ~ (r;+ l){u, v)o ~ (>.; + l)(u, v)o 
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daí (u, v)0 =O ou r; =A;. 
Pode-se obviamente assumir que os ri são todos diferentes, também pelo Teorema 
2.5 tem-se (V;,E;)o =O ou V; Ç E;. E por (b): (V;,E;)o =O ou V;= E;. 
2.7 OBSERVAÇÕES: 
(a) Como tem-se visto em 2.2 e 2.4, a proposição 2.3 e o Teorema 2.5, os resultados 
são do tipo geral. 
(b) Se (M,g) é uma variedade Riemannia.na compacta com bordo âM, considere: 
CASO 1. Tome H= HJ(M,g): o fecho de C0 (M) em H1(M,g) para a norma 11·111• 
Aplica-se a. observação 2.4 (b), o Teorema 2.5 e novamente pela primeira fórmula de 
Green segue-se que qualquer elemento de Ek é uma solução distribucional da equação 
ó.u = A,u em M; isto significa que tem-se resolvido o PROBLEMA DE AUTOVALORES 
DE DIRJCHLET 
{ 
ó.u = 
u = 
Àu em M 
O sobreôM 
CASO 2. Tome H= H1(M,g) e seja u E E,. Então para todo v E C=(M) segue-se, 
como no caso 1, 
e pela fórmula de Green 
onde TJ é o vetor unitário normal ao longo de fJM. 
Portanto, para que seja ~u = Àku no sentido de distribuições é preciso que 
âu 
-=0 em âM â~ , 
isto significa que ué solução (no sentido fraco) do PROBLEMA DE AUTOVALORES 
DE NEUMANN: 
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{ ~u -
•• 
>.u em M 
O em {JM 
Quando (M,g) é uma variedade Riemanniana fechada a escolha natural é H -
H1(M,g) e resolvemos o problema de autovalores .:lu= >.u sobreM. 
De fato, a teoria de regularidade para funções fracas de equações elípticas mostra 
que as autofunções construídas no Teorema 2.5 são na verdade diferenciáveis (ver por 
exemplo: Gilbarg f Trudinguer [G-Tj, cor. 8.11 pag. 176). 
ESPECTRO DE UMA VARIEDADE RIEMANNIANA 
Nesta seção as variedades são fechadas. 
2.8 DEFINIÇÃO: Seja (M,g) uma variedade Riemanniana, para k ;::: O chama-se o 
k-espectro, denotado por Spec!(M,g), ao conjunto 
{.~ E m: existe" E n'(M)," I o, e t.a = >.a}' 
no caso de k =O, diz-se, simplesmente, o espectro de (M,g) e é denotado por Spec(M,g). 
2.9 NOTA: Seja (M,g) uma variedade Riemanniana 
(a) Seja Cci(M) o espaço das funções, coo, a. valores em (f, munido do seguinte 
produto interior 
(f, h)= Liíiv,, (f, h E C;(M)). (9) 
Seja !!.a a expressão de Ll em C;'(M). Isto é um operador auto-adjunto definido 
positivo. Então denota-se 
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SpeQr(M,g) ={>.E a': existe/ E Cã'(M) /i O, !la/=>.!} (10) 
(b) Os subespaços de n•(M) formados pelas k-formas pr6prias relativas a>., também 
é denotado por Et(M,g) e quando não existir possibilidade de confusão escreve-se sim-
plesmente E;(M,g) e E(M,g) para denotar a soma direta 
E(M,g) = í:E;(M,g). 
(c) Observe também que E(M,g) dado em (b) é denso em O'(M) com a Topologia 
da Convergência Uniforme e separa pontos. 
2.10 LEMA: Seja (M,g) uma variedade Riemanniana e suponha dado para todo i E IV 
um subespaço vetorial Vi de C00(M) de maneira que as seguintes condições sejam verifi-
cadas 
(a) Para todo i E JN, existe À; E R tal que para todo f E V;, !lf =À;/ 
(b) A soma 
é densa em c~(M) na topologia de L'. 
Então o Spec(M,g) é o conjunto dos À; e, para todo i E JN, V;= E;(M,g). 
Observe que este Lema também vale para o operador Laplaciano de Hodge-De Rham. 
PROVA: É claro (jogamos fora os V; que se reduzem a {O}) que os À; pertencem ao 
Spec(M,g). Reciprocamente seja À E Spec(M,g), então, se>. é diferente de todos os À; 
tem-se E,(M,g) i {O} e E,(M,g) será ortogonal a V; para todo i, isso é incompatível 
com a densidade de 
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E v. 
ieN 
logo o Spec(M,g) é o conjunto dos Á; dados em (a). 
Observe que V. Ç E;(M,g) e resulta que V; é de dimensão finita. Suponha que 
V; "f E;(M,g). Então acha-se 'f' E E;(M,g) ortogonal a V;. De outro lado, 'f' será 
ortogonal a. todos os V; para j I- i. Portanto, será ortogonal a 1-j para todo j. Isto 
contradiz (b ). L<>go 
V.= E;(M,g). 
PRODUTOS 
Antes de entrar no assunto, veja que o Laplacia.no sobre variedades Riemannia.nas é 
um invariante riemanniano. Mais exatamente, dado o diagrama 
"' (M,g) (N,h) 
~~/f 
R 
onde 'f' é nma isometria de (M,g) sobre (N,h), então 
(li) 
(11) é nm caso particular da seguinte proposição: 
2.11 PROPOSIÇÃO: Sejam (M,g) e (N,h) variedades Riemannianas. Se 
p: (M,g)-+ (N,h) 
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é uma submersão RiemannianaC•) com fibras totalmente geodésicas, então para toda 
função f : N -+ IR tem-se 
(12) 
PROVA: O espaço tangente num ponto m de (M,g) se decompõe ca.nonicamente em dois 
subespaços ortogonais (TmM)v e (TmM)H, o segundo se projetando isometricamente via 
dp(m) sobre Tp(m)N· Seja, então {x;,y;} uma base de TmM, onde {x;} é uma base do 
subespaço horizontal e {yi} uma base do subespaço vertical. As geodésicas correspondente 
são notadas por f;,6j respectivamente. Pelo Teorema 1.11 (d) 
6.M(Jop) =- 2:,:,1 (Jopo-y;)- 2:,:,1 (Jopo8;) (13) 
I t=O J t=O 
Como p é uma submersão riemannia.na a projeção de 6i é a geodésica gerada pela 
projeção de x;. O primeiro termo do segundo membro de (13) é {),_N f op e como f opo8; = 
Üp(m) então (13) toma a forma 
2.12 NOTA: Um caso particular e importante de 2.11 é o produto (M X N,g X h) de 
duas variedades lliemannianas (M,g) e (N,h). Considere o seguinte diagrama 
(M x N,g x h) 
p q 
(M,g) (N,h) 
a b 
R 
{*)Para lembrar a definição de submersão Riemanniana, ver por exemplo, [B-G-M] pag 7. 
45 
onde p, q são duas submersões lliemannianas, a e b são duas funções reais definidas res-
pectivamente sobre M e N. Logo 
~MxN((aop) x (boq)) = (boq) x ~MxN(aop) -2(d(aop),d(boq)) + (aop) x ~MxN (boq).(•) 
o segundo termo é nulo como produto escalar de duas formas ortogonais. E pela proposição 
2.11 tem·se 
~MxN[(a o p) X (bo q)) = (bo q) X ~Ma o p +(a o p) X ~Nbo q. 
Se a é auto--função própria de ÂM com auto--valor Á e b de ÂN com auto--valor p, 
tem~se 
~MxN[(a o p) X (b o q)) =(À+ p)[(a O p) X (b o q)) (14) 
Isto é, (a o p) x (bo q) é uma aut<rfunção de ~MxN associada ao aut<rvalor (À+ p). 
Agora, considere em C00(M X N) o subespaço vetorial gerado por todos os produtos 
(f o p)(f' o q), onde p,q são as projeções respectivas de M X N sobreM e N, e f E 
E(M,g),J' E E(N, h). 
MxN 
v/~ 
M N 
~/r 
R 
Esse subespaço vetorial será denotado por 
p• E(M,g) EfY E(N,h) 
--,(*:c)-:N::ão--:é-:difi=-:cil:-p-ro_var_q_u_e-;A-;(1:-;· h7)-- f Ah- 2(df, dh) + hAf. 
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e é isomorfo a E(M,g) El) E(N, h). 
2.18 PROPOSIÇÃO: 
(a) p•E(M,g)EJ)q"E(N,h) = E(M x N,g x h). 
(b) Spec(M x N,g x h)= {A+ I':>. E Spec(M,g),l' E Spec(N,h)}. 
(e) Se q E Spec(M x N,g x h) tem-se 
E,(M x N,g x h) = 
.\+p=IJ 
.\ESpec(M,g) 
~JESpec(N,h) 
PROVA: Em primeiro lugar tem-se a seguinte decomposição (ver (2.12)) 
p•E(M,g)EJ3q•E(N,h) = EW, 
' 
onde 'f} é a soma de algum valor próprio de (M,g) com um valor próprio de (N,h) e 
w, = E p·E,(M,g)EJ3q•E,(N,h). 
J.+FIJ 
É suficiente, para estabelecer a proposição, mostrar que 
w, c E,(M X N,g X h) 
e que p• E(M,g) EJ)q• E(N, h) é denso em c~(MxN) com a topologia da média quadrática 
(ver prop. 2.10). 
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Para a primeira afirmação, seja f E E,(M,g) e f' E E,(N, h), tem-se então, por 
2.12: 
f!.MxN(fop). (!' oq) =(A +p)(fop) ·(f oq) 
isto é, À+ p está no Spec(M x N,g X h) e assim 
p'E,(M,g)(f}q' E,(N,h) C E,+,(M x N,g x h) 
Quanto à densidade, por um lado E(M,g) é L,- denso em C00(M) e da mesma 
forma E(N,h) é denso em C00(N) e tambémp'E(M,g)Ej)q'E(N,h) é denso na média 
quadrática em p'C00(M) E!) q'C00(N). E por uma aplicação imediata do Teorema de 
Stone-Weierstrass(ver, por exemplo, Rudin [RN], pa.g 162) tem~se 
é denso em C00(M x N) no sentido da convergência uniforme e portanto em média 
quadrática. Portanto p'E(M,g)El)q'E(N,h) é denso em C00(M x N) na média 
quadrática. O que prova a proposição 2.13. 
2.14 PROPOSIÇÃO: Seja (M,g) 2... (M,g) um recobrimento Riemanniano ou sub-
mersão Riemanniana com fibras totalmente geodésicas. Então as funções próprias de 
(M,g) são os quocientes por p das funções próprias de (.M,ü) que são constantes sobre as 
fibras. 
PROVA: Por um lado, seja f E E,(M,g), então pela fórmula (12) tem-se 
f!.M(fop) = f!.M f op = Àj op 
onde À E Spec(M,g) e f o p E E,(M,g). 
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Reciprocamente, seja j E E;(M,g), constante sobre as fibras e seja f tal que j = 
f o p, então 
Daí 
V o p = !!.M j = !!.M f o p 
Donde f!.M f= V e assim~ E Spec(M,g) e f E E;.(M,g). 
ESPECTRO DO TORO PLANO 
Seja r um reticulado de lR:' (isto é, r = 7Le1 + ... +Zen onde {e1, ••• , en} é uma 
base de IR") e considere o toro plano (Tr,9r) = (IR" /f, 9o/f), onde Yo é a métrica Rie-
rna.nnia.na natural de F , (go)ij = 6ii· 
2.15 LEMA: Seja f' o conjunto dos x E IR" tais que para todo y E f, (x,y) E zt. Então 
(a) I" é um reticulado de IR", chamado RETICULADO DUAL de r 
(h) (f')'=f 
PROVA: Seja {e1 , ... , en} uma base de r e considere os vetores ei, ... ,e~ definidos por 
(e(, e;)= ó;; (lfi,j = l ... ,n) 
o sistema { ei, ... , e~} existe, é único, e forma uma base de F. De fato, é a imagem pelo 
isomorfismo musical# da base dual {e1, ... , en}· 
Agora pode-se verificar facilmente que os ej formam uma base para r• e r• é então 
um reticulado. 
Uma base de (f*)'" é então definido por (et,ej) = 6ii para i,j = l, ... ,n. Isto 
somente acontece se ej* = ei. Então (f*)* = r, que mostra o lema. 
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Utilizando a nota 2.9 vai-se calcular o espectro de (Tr, 9r) como o espectro do l>a 
sobre C;'(T). Por comodidade elimina-se a menção a !C. 
Para todo X E r·' defina-se uma função coo sobre JR:' por 
/.(y) = e'ri(•,•) (i= (-1)112) 
o fato que X E r· implica que essa função passa ao quociente por r e define então 
uma função/. E C00(T). 
Para calcular tlf~ observe 
onde x;, Y; são as coordenadas em rela.çã.o a base r•, daí 
ffl !. 2 ôy'j = -47rx;f• 
e portanto 
• 
"'-/. = E4nJ/. = 47rlxl2/. 
j=l 
Assim, tem-se uma parte de espectro de (Tr, 9r ). Esse é o conjunto dos À= 4.-lxl', 
com X E r·. A cada um é associado um espaço de autofunções E>. que são geradas pelas 
f. com llxll' = À/471'2 • Note que essas/. formam uma base para E,. Em efeito, primeiro 
prova-se que as fz são linearmente independentes. Uma função só é linearmente indepen-
dente, quando não é nula. Suponha que k- 1 funções J~i com todos os x; diferentes, 
X i E r· são, linea.rmente independentes. Considere então a seguinte relação linear: 
• Ea;J.; =O 
i=l 
e para y E JR:l pode-se escrever 
·-· L a;e2ri(z:;-z:~;,lf) = OJs: (15) 
j=l 
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Tomando Laplaciano em (15) tem-se 
·-· L;aj4,.-lzj- ztl2e2.-i(,.rs-•·•> =O (16) 
j=l 
E aplicando hipóteses de indução em (16): 
a;4Tiz;- "'•I' ~ O(j ~ 1, ... ,k -!). 
l<>go a 1 ~ ••• ~ a•-• ~O. Substituindo em (15) tem-se ao~ O. Isto mostra que f,, são 
linearmente independentes, sempre que os x j sejam diferentes e nã.o nulos. 
Como a dimensão de E>. é igual ao número dez E r• tais que !zl2 = >..f4-,;2 , observe 
que essa. dimensão é par se À > O. 
Para se dizer que temos todos os autovalores de (Tr,gr) precisamos da seguinte 
2.16 PROPOSIÇÃO: 
(a) ,\E Spec(Tr,9r) <*existe :r E r• tal que lzl' ~ >.f4x'. 
E o número de tais x é igual à multiplicidade de À. 
(h) Uma base para E,(Tr,gr) é formada pelas funções 
A multiplicidade de À é par se À > O. 
PROVA: Basta mostrar (a). De fato, de acordo com o Lema 2.10 é suficiente mostrar 
que E> E, é denso em c~(Tr). Isto será uma aplicação do Teorema de Stone-Weierstrass. 
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Note que para x, ~ E I'", x + ~ E I'" e f, f, = / • .-.. Também tem-se imediatamente 
que E, E, é uma subalgebra de G"'(Tr ). Basta mostrar que essa subalgebra satisfaz as 
hip6teses do Teorema de Stone-Weierstrass complexo. Primeiramente I = /o está em 
E> E, e portao to contém as constantes. Se 
então, se i= (-1)112 
Portanto 7. E E, E,. 
f,(y) cos(2" Ex;y;)- isen(2" Ex;Y;) 
02ri(-•.r) = /(-•)(y). 
E>. E). separa pontos. Sejam y, y' E Ir tais que para todo X E r e2ri(~.r> = e2ri(z,.,'). 
Então {x,y- y') E ~para todo x E I'". Daí y-lf E r. Isto mostra que (yj =r (y'J. 
Pelo Teorema de Stone-Weierstrass complexo (ver, por exemplo, Rudin [RN], pag. 165) 
tem-se (a) desta proposição. 
(b) Consequüência imediata de 2.16(a) e o parágrafo aoterior. 
2.17 PROPOSIÇÃO: Sejam r e I" dois reticulados de R'. Se 
Spec{lff jr,go/r) = Spec(l/.2 /l",gofr') 
Então 
{R2 jr,go/r) = (R' /l",go/1") 
PROVA: Para que (R' jr,g0/r) =(R' /I",g0fl") falta e é suJiciente que r= I" módulo 
uma isometria de (ll2 ,go). Por outro lado r = I" módulo uma isometria equivale, pelo 
Lema 2.15, a I'" =(I")" módulo uma isometria. 
Então deseja·se mostrar que se Spec{R' jr,gofr) é conhecido, então f* é conhecido 
módulo isometria. 
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Como o comprimento do vetor ma.is curto não nulo de I'* ~ conhecido e tem valor 
a= .,;r:;/21r, então fixe em R' o vetor (a, O) e identifique-o com o n6mero real a. Como 
pode-se achar o outro gerador I'*? 
Primeiro observe que se z E I"', z não está no interior dos círculos de raio a e centro 
na para todo n E 7Z [em caso contrário z - na E I'* e lz - nal < a]. TarnMm pode-se 
supor que a ordenada de z é positiva. [pois se não, usa-se um reflexão sobre o eixo x]. Se 
a abcissa. de z está no intervalo [na - a/2, na + a/2] pa.ra algum inteiro n, então z - na 
está em r- e a abcissa de z- na está em [-a/2, a/2]. Usando uma isometria, pode-se 
escolher z com abcissa. em[O,a/2], ordenada> O e fora do círculo de ra.io a e centro (O, O). 
O Ofl 
FIGURA 1 
É claro que dois pontos diferentes na região sublinhada da Figura 1 determina dois 
reticula.dos diferentes. Isto é existe assim uma bijeção entre essa região e o conjunto dos 
Toros Planos em dimensão dois. 
Seja b E I'* tal que lbl ~ I• I= a e de cumprimento mínimo na região sublinhada da 
Figura 1. 
Descarta-se então do espectro os números da forma k2 À1 para k E IV, corresponden-
tes a ka, e- ka. Então o menor valor próprio restante é 4.:2 lbJ'. E então lbl é conhecido. 
Para continuar observe (deseja-se determínar b) 
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(a,b) verifica O$ (a,b) < I~' 
e também temos, 
(a, b) = ~(lal2 + lbl' -la- bj'). 
Como 
O S ~(la!' + lbl' -la - bi'J S I~' 
então 
-1•1' S lbl' -la- bl' S O 
Daí 
lbl' S lb- ai' < la!' + lbl' 
Eliminando de novo, desse resto do espectro os dois primeiros termos correspondente 
a b e -b. Vamos mostrar que Jb- aJ está entre os .;5..{2'K onde ..\ pertence a.o espectro que 
resta.. 
esse >. é necessariamente igual a 4.-'lb- al2, de sorte que lb- ai, por ligação com (a, b) e 
b, é conhecido. 
Então para tentar com os z E r• diferentes de ka,k E 7Z de b e de -b verificando 
lbl' S lxl' < 1•1' + lbl', 
ponha x = aa + {Jb,a,{J E ?L, então 
laa + Pbl' =a' la!'+ 2afJ(a, b) + fJ'Ibl' 
e deve-se exigir por (17) que 
a2lal' + 2a{J(a, b) + P'lbl' -I• I'- lbl' <O. 
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(17) 
(18) 
Pa.ra {J fixo, o primeiro membro de (18) é um trinômio de segundo grau em a. Se 
provará que (18) jamais é < O se seu discriminante t.'({J) < O. De fato 
t.'({J) 
- {J'(a, b)' -l•l'(fJ'IbJ' -1•1' -lbl'l 
- fJ' [(a,b)' -l•l'lbl'] + 1•1' [1•1' + lbJ'] 
< fJ' [(a,b)' -l•l'lbl'] + 2l•l'lbl' 
$ 2l•l'lbJ' + fJ' [ 1~' -l•l'lbl'] 
- I~' [8lbl' - 4fJ'Ibl' + P'l•l'] 
< l•l~bl' [8- 3fJ'] 
É cla.ro que I!!.'({J) <O se fJ' > l· 
Cha.me /p ao polinômio quadrático, em a, do primeiro membro de (18), então fp 
tem um valor mínimo (visto como função real em a) em a= -{J(a,b)flal2 e 
/p( -{J(a, b)/1•1') - [.8'(1•1'161'- (a, b)') -1•1'(1•1' + lbl')l/1•1' 
> P' (iw - I~') - <I• I'+ lbJ'l 
> O (pois, P' > 8/3), 
o que contradiz (18). 
Suponha fJ = O, então x é multiplo de a e foram descartado os valores próprios 
correspondentes. 
Suponha {J = ±1, e como podemos substituir x por -x limitande>-nos a {J = !. Então 
laa + bl' -1•1' -lbJ' = a'l•l' + 2a(a,b) -1•12, (19) 
55 
,·-·--· ----·~-
• ,._; ,_ ' [..,- "' o '· ', 
para a> I, (19) é> O e portanto, por {18), deoca.rta-se a> I. Para a =I então 
la+ bl' -1•1' -lbl' = 2(a,b) 
e para ter {18), (a, b) = O, e então tem-se como solução À = 4.-'la + bl'· Mas note que 
neste caso lb+al = lb-al e de sorte que À= 4.-'lb-al'· Como está-seno caso (a,b) =O, 
a quantidade considerada em (19) fica 
laa + bl' -1•1' -lbl' = a'l•l' -I• I'> O 
sempre que a< -I. Resta então o caso o= -I aqui fica então a solução À= 4.-lb- •I'· 
Descartando de agora em diante o caso (a, b) =O, então para a= I (19) fica 
loa + bl' -lal' -IW = 2{a,b} >O 
o trinômio do lado esquerdo de (19) (como a E R) tem um minimo para 
a= -(a,b)/Jal' > -l/2 
e tal trinomio é > O fora do intervalo aberto ( -2 1 1 ). Daí que a única solução é a = -1 
que fornece 
À = 4.-'lb- ai' 
Portanto o conhecimento do espectro determina a e b, e assim determina o toro. 
ESPECTRO DA GARRAFA DE KLEIN PLANA 
Considere a garrafa de Klein plana K(a,b) correspondente ao reticulado r= 7Zae1 + 
!Ebe,, onde {e,, e,} é a base canônica de R', a > O, b > O e (z, y) também é identificado 
com (:c+ i' -y). Então tem-se imediatamente que 
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Sabe-se que o toro, (Tr,Yr ), é um recobrimento de duas folhas de K(a, b) com va.lores 
pr6prios (pela Proposição 2.16): 
(n,me7t) 
e as funções pr6prias correspondentes 
m,n 
m' •' > ( } JR2 "' com 7 + p = (,1' 1 x,y E 1 0'm,n Eu-. 
Por comodidade ponha X= >./47r2 , As funções pr6prias de K(a,b) estão entre as 
anteriores que são invariantes por 
a (z,y)--+ (z + 2, -y). 
E como 
E 2 ·1m( +•) !!I<) E · 2 ·(ma ,.. o e n • :z: l - • = a e""" e n • - •) m,n m,n 
':}+::=• ':}+::=• 
assim, as funções próprias de K(a, b) devem satisfazer 
Daí, um cálculo simples da independência linear das fm.n, nos dá 
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o,.,.=(-1)"'<>,.,-· (20) 
Ao funções próprias de K(a,b) são então 
E ...... u .... +H r/ ... -.)+ E a.,,o(I+ (-1J"'l/ .. .o (21) 
-J:i·l '!i=I 
Agora 
f, ( ) ,,..... O.y m.O x,y ==e • cosb 
Finalmente E(K(a,b)) é gerado pelas funções 
en•cos!!f, m par, n>O { ' .... e2ri~sen~, m ímpa.r, n :f:. O 
e verifica-se facilmente que as funções formam uma base para E(K(a,b)). 
De fato, quando X escreve-se como n2 fi?, ele admite uma função própria, cos~ ; e 
além disso as funções próprias 
' " 'lrim'rfa n y 2rim"z/a n !I 
e cos6 , e, e senb (22) 
classificam~se por pares de funções distintas por mudanças de m' em -m' a.queJas de 
primeiro tipo em (22) e de m" em -m", n" em -n" a.quelas do segundo tipo. Se 1 não 
pode ser escrito na forma n2/b'l, as funções próprias se classificam por pares de funções 
distintas, então A é de multiplicidade par. 
A discussão anterior fornece o seguinte resultado 
2.18 PROPOSIÇÃO: 
Spec(K(a,b)) = {4.-2(;: + ;) : n,m E Z?,n >/O sem é Ímpar} 
Os valores próprios que se podem escrever como 4-x2n2 jfíl sã.o de multiplicidade im-
par, os outros são de multiplicidade par. 
2.19 COROLÁRIO: Sejam (Tr,Yr) e K(a,b) um toro plano e uma garra.fa de Klein 
plana. 
Então 
Spec(Tr,ur) # Spec(K(a,b)). 
PROVA: Todos os valores próprios> O de (Tr,gr) são de multiplicidade par mas K(a,b) 
aduúte uma infuúdade de valores próprios > O de multiplicidade ímpar. 
ESPECTRO DA ESFERA 
Considere (F+l ,g0 ) onde 9o é a métrica lliemannia.na usual de F, isto é (go)i; = bij· 
Também denote por go a métrica Riem.a.nniana que essa métrica induz sobre S". Sabe-se 
que 
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Em pa.rticular, seja H um polinômio homogêneo de grau k 2: O. Então H= r• Hl 
. ~ 
e entao 
Daí 
e se H é harmônico sobre F·+l tem·se 
Seja 1ú o espaço vetorial dos polinômios homogêneos de grau k harmônicos sobre 
R"H. A restrição aS" é um isomorfismo de 1i, sobre um subespaço it, de c~(S"). S" 
admite por valor próprio k(n + k -1) para todo k >O, e it, está contido no subespaço 
prÓprio associado. 
2.20 PROPOSIÇÃO: O espectro de (S",go) é o conjunto>.,= k(n + k -1), k 2: O e o 
subespaço associado a .\i é il~;. 
Antes de demonstrar essa proposição, introduz-se o espaço 1'1 de todos os polinônllos 
homogêneos de grau k sobre R"+'. Se f E C=(./R"+') denote por Í a restrição de f a 
S", $,1', tem uma estrutura euclidiana: para todo p,q E $,1',, 
integramoo na medida canônica de (S",g0 ). 
Para mostrar a proposição 2.20 precisamos do seguinte lema: 
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2.21 LEMA: Para todo k >O 
1',. - 'H,.(Br'7í.._,(B ... $r'''Ho 
1',.+1 - 'Hu+t $r''/í,._, (B ... (Br"'H, 
e os subespaços dessa decomposição são dois a dois ortonormais. 
PROVA: Primeiro veja que a proposição 2.20 é consequência deste Lema. De fato, pelo 
Teorema de Stone-Weierstra.s, ffi.t>O P. é denso em C00(8") segundo a convergência uni-
forme e de graça em média qua.d;ática. Por outro lado, para todo k, 'Pc é soma de ilt 
para certos l $ k. Então a soma dos if.,, l > O é igual a e,-; 1', e portanto denso em 
C00(S") em média quadrática e 2.20 segue pelo Lema 2.10. 
Agora prova-se o Lema 2.21 por indução. Observe que ele é verdadeiro para 'Po e 
1'1, com 'Po = 1to é formado pelas constantes, e 'Pt = 1t1 são as funções lineares. É 
então suficiente mostrar que se k > 2, a decomposição 'P.t = ?i.d:Drl'P.t-2 , implica a 
decomposição 
Em primeiro lugar, observe diretamente que 'Hi+2 + ~1'1; Ç 1'1r.+2 e tal soma é direta. 
Para mostrar a ortogonalidade, basta pro~ que ili+2 e P,. são ortogonais em C 00(,5"l). 
Mas i€1.+2 está. contido em um subespaço próprio de (sn,g0) relativo ao va.Ior próprio 
(k + 2){n + k + 1). Entretanto, pela hipótese de recorrência, P, está contido na soma dos 
subespaços próprios associados a valores próprios di•tintos de (k + 2)(n + k + 1). Como 
os subespa.ços próprios são dois a dois ortogonais, itl:+2, e, P1 são ortogonais. 
Como os subespaços próprios são dois a dois ortogonais, 'RJ:t2 e 'P1 são ortogonais. 
Para estabelecer o Lema é suficiente mostrar que se Pé um elemento de P1+2 ortogo-
nal a 'Pt então P é harmônico, isto é t:l.P = O. Agora l:!..P está em P~r então pela, hipótese 
de recorrência ele é nulo se e só se ele é ortogonal a todos os r'-l?t,._u com O < 2l :5 k, se 
e só se tl.P é ortogonal a todo it1.-2t· 
Nos cálculos que se seguem, adota-se a notação seguinte: pa.ra toda função f definida 
em Jl"+l, I!. f é o Laplaciaoo de f no sentido de (Jl"+', g0 ), e l!.j é o Laplaciano de j no 
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sentido de (S",.9o). 
Para todo P E 'P•-u e H E 1t•-u temos 
APH =AÍ'. Íf- 2(dP,dÍI) + p. AÍI. 
Donde 
o= fs. APH = fs. AÍ'· Íf- 2 fs. (dP,dÍI) + fs. P. AÍI 
e portanto Aif = (k- 2l)(n + k- 2l-J)H, então o terceiro termo vale 
(k- 2l)(n + ki- 2l -!) j!i" Pif =O 
já que P é ortogonal a f> •. Resta então 
Como 
resulta 
Então 
f .. AÍ'· if- 2 j"" (di>, dH) 
- §iP íiP 
- AP+ 8r' +n8r 
- l!.P + (k + 2)(n + k + !)P 
j.,. l!.P · if - 2 f .. (di', dH) = 2(dÍ', dH)o = 2(P, Aif)o 
- 2(k- 2l)(n + k- 2l -l)(P,ii} =O 
Portanto AP é ortogonal a 'P •. Isto é AP =O o que mostra o Lema 2.21 e portanto 
a proposição 2.20 
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2.22 COROLÁRIO: A multiplicidade de~.= k(n + k -1) no Spec(S'',!Io) é igual a 
PROVA: Pelo Lema 2.21 dim?í• = dim'P•- dim'P•-• e fazendo uma demo!lBtração por 
indução sobre n prova-se que 
e portanto 
d . 'IJ _ ( n + k ) _ ( n + k- 1 ) 
'm"•- k k- 1 · 
ESPECTRO DOS ESPAÇOS PROJETIVOS REAIS 
Considere o recobrimento (S",!Jo) _____, (JRP",go). Pela proposição 2.14 as funções 
próprias de (lRP",!Io) são induzidas pelas funções próprias de (S",!Jo) invariantes por 
simetria com respeito à origem de F+l. Estas últimas são induzida na esfera pelos po-
linômios harmônicos invariantes por essa simetria., isto é, pe1os polinômios ha.rmônicos de 
grau par. 
Designa-se por ft,. o espaço das funções induzidas sobre (RP",g0 ) pelas funções de 
it2~:. Obtemos a seguinte proposição: 
2.23 PROPOSIÇÃO: O espectro de (lll'",g0 ) é o conjunto dos~.= 2k(n+2k+l), k > 
O, o subespaço próprio associado a À.i: é it2k e a multiplicidade de À.~; é 
( n+2k) _ ( n+2k-2) 2k 2k-2. 
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ESPECTROS DOS ESPAÇOS PROJETIVOS COMPLEXOS 
Deseja-se procurar o espectro de (Cll''',9o) usando a fihração por 8 1 de $2•+1 , 
(S'"+t,9o)...., (Cl1'",9o),s>•+1 mergulhada em(l•+I = Jl""+'. Procuramos as funções 
próprias em c~(Cll'"). Elas são as funções próprias complexas de ($2"+1 ,g0 ) que são 
invariantes pelo grupo de números complexos de módulo 1 operando multiplicativa.mente 
sobre (l'"'H. As funções próprias complexas de (S2'"H ,go) são induzidas pelos polinômios 
complexos de R 2"'+2. Portanto um polinômio complexo em z E R escreve-se de maneira 
única como um polinômio do mesmo grau em z e Z, z E qnH. Ponha 
e daí, pode-se vai.ficar 
e se P é um polinômio harmônico tem-se 
n+l {fp E =o. 
j=l lJzjlJzi 
Considere um polinômio bihomogêneo de grau k em z e grau l em Z e procuramos 
uma condição pa.ra que ele seja invariante por z--+ eioz para. todo a em R. Isto é: 
P~t.t(eiaz,éllz) - P~c,t(eioz,e-iaz) 
- (e"')•(e-"')' I'!.Az, i) 
- e•<•-lJ•p..,(z,i). 
A condição é então k = l. 
Designe por 1\.J<(resp.'H>.J<) o espaço vetoria.l dos polinômios bihomogêneos de grau 
k em z e Z (re3p. o espaço dos polinômios que são harmônicos) e por Pk,k, itk.,k suas res-
pectiva restrição sobref.lP"' deduzidos por restrição a Sln+l passando depois ao quociente. 
Tem· se 'P20 = rt,. 9 r'P,._, donde tomando a intersecção com 'P>.J<, 
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e 
e resulta que 
Então é suficiente ver que El)1\,~; é denso em coo(aP") para prova.r que os it~c,1 são 
os subespaços próprios de ((l P", go). E para isso é suficiente mostrar, pelo Teorema de 
Stone- \\'eierstrass e 2.10 que 
separa pontos dea'P". 
Então, seja (ao, ... ,an) um ponto de .)2'1+1 sobre os quais o valor de Pé conhecido 
para todo P E e, 'P>.>· Primeiro temos que a;ã; é oonhecido pa.ra todo j, onde la;l' = 
J1. Um dos Pi é não nulo, por exemplo Po· Ponha ao = PoéBo, onde 80 é escolhido 
a.rbitra.r:ia.mente. Se ai = Pie"; então se conhece ajão = PjPoef(B;-Io). Se Pi = O então 
a; = O. Se P; -f O tem·se 
a·ão 
a;=-'-
Po 
módulo e;,. Finalmente, oonhece-se (ao, ... , a.) módulo •'". Então conhece-se a projeção 
de (ao, ... , a.) sobre a' P", e e, P, .. separa pontos de a' pn. 
A dimensão de itt.J< ou de 'lit.J< é 
d . ., -d· ., = ( n+k )'-( n+k-1 )' = ( 2k)(n(n+l) ... (n+k-l))' tmr.~;,k lmr.t-I,i-1 k k _ 1 n n+ k 
Resumindo, temos a 
2.24 PROPOSIÇÃO: O espectro de (a'P",g0 ) e o oonjunto dos .l., = 4k(n + k),k ~O 
e o subespaço próprio associado à À~c é it~c-,~: e a multiplicidade de À.t é 
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• CAPITULO 3 
SOLUÇÃO FUNDAMENTAL DA EQUAÇÃO DO 
CALOR EM VARIEDADES RIEMANNIANAS 
INTRODUÇÃO 
Neste capítulo todas as variedades são conexas e compactas. 
Pretende-se desenvolver a solução fundamental da equação do calor sobre variedades 
lliemannia.nas e algumas consequências, por exemplo, a existência da função de partição 
associada a uma variedade Riemanniana.. Provaremos que, conhecida a função de partição 
de uma variedade Riema.nniana (M,g), então é possível conhecer SPEC(p)(M,g) para 
todo p. Todas a.s variedades são compactas e conexas. 
O operador do calor sobre uma variedade Riemanniana (M,g) tem a forma 
ô 
L=LI.+ôt (1) 
sobre o espaço das funções contínuas em M x R+, de classe (!J na primeira va.riável e C1 
na segunda. 
3.1 DEFINIÇÃO: Chama-se SOLUÇÃO FUNDAMENTAL DA EQUAÇÃO DOCA-
LOR (SFEC) a uma função K sobreM x M x Jl+, satisfazendo as seguintes três propri-
edades: 
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(a) K é C" nas trêo variáveis, C' na segunda, e C1 na terceira. 
(b) L,K =O, onde L,= Ll2 + l;,Ll, é o Laplaciano sobre a segunda variáveL 
(c) lim,_,+ K(z,·,l) = 6., a medida de Dirac em z. 
A propriedade 3.1 (c) significa que para qualquer h em c~(M), vale 
lim f K(z,y,t)h(y)dV.(y) = h(x). 
t-o+}M 
Para (R",g0 ) uma SFEC é 
K(x,y,t) = (41rtt•1'e-"1'• 
onde r= d(x,y), (Ver por exemplo, lório e Iório [I-I], pág. 186). 
(2) 
No caso de variedades lliemannianas (conexas e compactas), a função dada em (2) 
não é uma SFEC. No entanto demonstra-se que existe uma única SFEC que quando 
t --+ Ot, tem um desenvolvimento assintótico da seguinte forma: 
K,-o+(4"tt•l'e-"l"(p, + p,t + ... + P>t" + ... ) 
onde os Pie E C00(M x M) são invariantes Riema.nnia.nos. 
(3) 
Agora, seja {'f;} um sistema ortonormal de c~(M) formado por funções próprias 
do .6., e tome, a.naloga.mente ao caso euclidiano 
e 
K(x,y, t) = E•-"'''f;(:t)'f;(y) 
; 
Supondo que a convergência da série é uniforme, temos 
; 
E À;e-"'''f;(x )'f;(y) 
; 
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(4) 
!x = ~ ->..•-"'''l'•(z)<p;(y) 
• 
Logo L,K =(A,+ 8f8t)K =O. Agora seja f/> lliilA função de c~(M). Então 
L K(x, y,t),P(y)V,(y) 
Quando t --+ o+ tem·se 
~·-"'''l';(x) L <p;(y)op(y)V,(y) 
• 
- E•-'''<p;(z){<p;, .P)o 
i 
LK(x,y,t)op(y)V,(y) ·~ ~(<p;,o/J)o'l';(z) = ,P(x) 
• 
Portanto, sob a hipótese da existência de derivação, integraçã.o e passagem ao limlte termo 
a. termo, K será. uma SFEC. Mais adiante mostramos que tudo isto pode ser feito. 
UNICIDADE DA SFEC 
3.2 PROPOSIÇÃO: Se existe uma SFEC para (M,g), seja ela K(x,y,t), então a série 
E ,->.;•<p;(z )<p;(y) 
; 
é convergente sobre M x M x R+ com soma K(x, y, t). 
PROVA: Co!lBidere a decompooição de K(x, ·, t) segundo os <p; para x e t fixos: 
K(x, ·, t) = E /;(z, t)<p; 
; 
como K é CP na 2ª- variável, a convergência. é uniforme em y onde 
J;(x,t) = (K,<p;)o = jMK(x,y,t)'f';(y)V,(y) 
(5) 
(6) 
K(x,y, t) é de classe C' em t, e M é compacta; J;(x,t) é diferenciável em t e pode-se 
derivar sob o sinal de integração 
ôf; f. ôK(x,y,t) ()V.( ) (ôK ) ( A K ) lJt = M ôt 'f!i Y I t/ = éJt t'Pi O= - 2 ,(/)i O 
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Mao 
Portanto 
IJJ,· IJt. =-À;/;. 
Resulta então 
(7) 
k;(x) determina-se fazendo t--> O+: /;(x,t)--> <p;(x) por 3.1(c), e por (7) k;(x) = <p;(x). 
Substituindo-se este valor em (7) e logo em (6) obtemos: 
K(x, y, t) =E e-'-<p;(x)<p;(y) 
; 
em média quadrática., para x e t fixos. Então existe uma seqüência {ik}k=O,l, ... tal que 
;, E .-~;t<p;(x )l";(y) 
converge simplesmente para K(x,y, t) para todo x e t, e para quase todo y (Ver por 
exemplo, Folland [FD], pag. 60). 
Por outro la.do, usando a identidade de Parseval 
(K(x, ·, t/2), K(y, ·, t/2))0 - E .-:>.;(t/>)<p;(x )e->;(t/>)<p;(y) 
; 
E .-~;'<p;(x )l";(y) 
; 
Então a série E;e-~;1<p;(x)I";(Y) converge simplesmente sobreM x M x IR+ e seu 
limite é continuo. 
Portanto E; ,->;'<p;(x)<p;(y) converge simplesmente sobreM x M x ~ , e seu limite 
é K(x,y, t), o que estabelece a proposição 3.3. 
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EXISTÊNCIA DA SFEC 
Seja E> O (fixo) tal que piiJ'a todo :rEM, a bola de centro :r e raio E> O seja uma 
vizinhaça normal convexa de :r (Ver por exemplo, Do Carmo [DC], pag. 75-77). 
Ponha 
U, = {(x,y) EM x M: d(x,y) <e} 
então a função e-r2/<4t com r= d(z,y) é coo sobre u~. 
Considere a função c~ aobre u, X R+ definida por 
S = (4~tt•i'e-r'l<t(Uo + u1t + ... + u,t') 
onde u0 , uh ... 1 u~; são funções C00 em Ur, k >O. 
Por outro lado 
(8) 
(9) 
1'!.28 = (!'!.2G)( u0 + u1t+ ... + u•t')- 2(d2G, d,Uo + ... + t1d,u,) + G(!'!.2 Uo + ... +t' !'!.2u1 ), 
(lO) 
e se 8' = 89f8r: 
!'!.,G = _ d'G _ dG ((!' + n -1) = (.!: _ ~) G + (.!:_) 8' G. (ll) 
dr2 dr8 r 21412 218 
Deve--se entender que se G é uma função de x e y a notação ôG /ôr designa a derivada 
radial de G com respeito a y , onde x está fixo. 
(d2G,d,Uo + ... + td,u•) = ~~ ( ';;;." + ... + t';;:.') (12) 
-~(~+ ... +t'~')a. 
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Finalmente, de {9), {10), {11) e (12) obtemoo 
Essa expressão é de ordem cn/2- 1 • Desejamos determinar os u:s de tal maneira que 
{14) 
Primeiro observe que os coeficientes de t-n/2- 1, •.. , tk-n/l-1 são: 
Agora, determinamos os u~s de tal maneira que todos os coeficientes sejam nulos. A 
determinação faz-se por recorrência. A primeira equação escreve-se como 
I fJUo 18' 
---
l'o tJr 2 e 
Donde Uo ::::: k(}-l/2 com k urna função arbitrária de coordenadas angulares de centro x. 
{Veremos que mais a<liante a constante k será tomada igual a 1}. 
Note que Uo é coo sobre U~. Suponha que foram obtidos u.o, ... , u1_ 1, satisfazendo as 
i primeiras equações e que são coo. Então deve-se deten:rüna.r Ui na (i + 1 )-ésima equação 
EJu, (18' i) I fJr + 2 O+~ u; ~ -~t.,u,_, (15) 
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Observe que a solução da equação sem segundo membro, isto é, 
l!u; (111' i) 
8r + 21 + ~ u; =O 
é de forma u, = J:r-ie- 112, onde k é uma função arbitrária de parâmetros angulares. 
Usando o método de variação da constante, acha-se um Ui da forma ~;r-ig-I/2 onde k 
depende de r. Daí 
donde 
Entende-se que as integrais de 9112 e .ó..2ui-I são tomadas em (x,x.), onde x. é o ponto 
da única geodésica que une x a x', estando a um comprimentos de :r. 
Veja que u;(x,x) está definida e faz com que k --->O quando r ---> z. Então a =O. 
Finalmente, 
( " -•o-''' [o'''( l. ( l •-u. u,; :r, :r 1 ~-r 
0 
z,z. u 2ui-I x,x. s as. (16) 
Pa.ra acabar a recorrência, é sufuciente mostrar que ui é de classe coo. Ponha na integral 
s = TT. E observe que z. = exp.(rexp;1(z1). Daí 
u;(z, x1 = o-lf'(z,z') f.' Q1f 2(z, ezp,( rexp;1(x'))!!..,u;_I(z, ezp,( Texp;1 (z1))ri-ldT. 
A função ui é de classe 0 00 , pois as aplicações 8, .6.2ui-1, exp, exp-1, são coo. Assim 
(16) é solução de (15) e (14) fica bem determinaào. 
Designe por S,. a função (4"Kt)-nl2e-r/4t(Uo + tu1 + ... + t.l:u,.) onde u0, uh ... , UJ: 
foram determinados acima. 
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Essa função, s., não está definida fora de U, (bola nol1ll6] de centro "' e r.Uo t). 
Seja agora q uma função c~, a vo.lores em [0,1], igual a I wbre u,,, e igual a zero sobre 
M X M - u,,,. Ponha n. = qS •. 
3.3 DEFINIÇÃO: Chama-se PARAMETRIX para o operador do calor L a toda função 
H satisfazendo as três propriedades seguintes: 
P.! H E c~(M X M x ll+J 
P.2 L2H prolonga-se a uma funç~ de CO(M x M X R;.) 
P.3 lirn,--.o+ H(x, ·, t) = 6, para todo x E M. 
3.4 LEMA: H• é uma pararoetrix para o operador do calor L se k > n/2- Além disso, 
L2H• prolonga-se a uma função de C'(M x M x R;.) para k > j + l. Também, ae N 
é um espaço topológico, e f uma função contínua sobre N X M, a convergência quando 
t--+ o+ de 
JM H.(x,q, t)f(p, q)V.,(q) 
a J(p, :r) é uniforme sobre os compactos de N x M. 
PROVA: 
P.l. É evidente pois O rf_ Jl+ 
P.2. Tem-se L2H• = q(L2S•) + (~2q)S• - 2(d2q, d,S.) 
(a) Sobre (M X M- u.n) X R+,L,H. =o. Pode-se prolongar por zero_ 
(b) Sobre Uet• X R+· temos (Ver (14)) 
L,H• = (4•-f"''t•-•IV'I"~,u• 
As derivadas de ordem 0,1,2, ... ,1 dessa função têm uma singularidade sobre 
Ue14 x {O} em t"~•/2-1 . Daí para k > ~ + l pode-se prolongar ~H2 a uma função 
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contínua sobre u,,, X 14, que toma o valor zero aobre u,,, X {0}. Verifica-se que silo 
diferenciáveis as funções assim obtidas, salvo talvez aquelas que provém das derivadas de 
ordem(, sobre u,,, x {O} e &li têm todas suas derivadas nulas. Então L,H, restrita a 
u,,, x R+ prolonga-se a uma função de C'(U,,, X l4). 
(c) Sobre (U,- U.-) X Ri-• com O< f!< e/4, tem-se 
usando o fato que se r é maior que é, e-r"lt•• impõe limite zero a toda função dependendo 
de t; tem-se pelo mesmo argumento que em (b ), L, H, restrito a (U,- U <')X R+ prolonga-
se a uma função de C'((U,- U.-) X 14) se k > n/2 + (. 
De (a), (b) e (c), L2H, prolonga-se a uma função de G'(M x M x R+) que toma o 
,,Uor zero sobreM X M X {0}. 
P.3. Agora, mostra-se que para todo f E C"(N X M), tem-se 
lim f (4lfW"''q(x,q)e-.-'f<t(Uo(x, q) + ... + t'u,(x,q))f(p, q)V.(q) = f(p, x) 
t....{l+ }M 
localmente uniforme sobre N x M. Esse limite é igual também a 
. "]. ' E lim t' (4lftt•l'q(x,qV''"u;(x,q)f(p,q)V.(q) 
i==O t-<1+ M 
Seja B(x,p) a bola de centro x e raio p >O, r> p. Tem-se 
,~ L(41fW"''q(x,q)e-.-'f<tu;(x, q)f(p, q)V.(q) = 
lim f (4,.-W"''q(x,q)e-"l"u,(x,q)f(p,q)V.(q) 
t-o+ ls(~.P) 
já que a integral sobreM -B(z,p) tende uniformemente a zero por causa de e-r-2/<tt, r> p. 
E assim a convergência dessa integral vai para zero, uniformemente sobre os compa.ctos 
deNx M. 
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Seja B(O,p) a bola de centro na origem e ra.io p em T.M. Então a última integral é 
ignal a 
onde o sina.l "'aplicado a uma função sobre B(O,p) designa que essa função prolonga-se 
para zero fora de B(O,p). O limite é então 
ü;(x, exp,(O))j(p, exp,(O))Õ(x, O) = u;( x, x )J(p, x) 
e é localmente uillforme sobre N x M. 
Corno sabemos que Uo = k0- 112, é necessário que k = 1 para que 
lim f { 4rlt"''q(x, q)e-•' i"( Uo(x, q) + ... + t'u,(x, q))J(p, q)V,( q) 
t-o+ }M 
• 
= Uo(x,x)J(p,x) + L(O)u;(x,x)f(p,x) = f{p,x). 
i= I 
Localmente uniforme sobre N x M. Isso estabelece o Lema 3.4. 
3.5 OBSERVAÇÃO: Verifica-se facilmente que o resultado demonstrado no número 
P.3. aplica-se também à função H,(O,x,t). 
3.6 DEFINIÇÃO: Sejam (M,g) uma variedade lliemanniana, A,B E C"(MxMxJ4). 
Definimos a. convolução de A e B por 
A • B(x,p,t) =f. [L A(x,q,O)B(q,p,t- O)V,(q)l dO (17) 
É imediato que a função obtida pertence então a C"(M X M X -'4 ). Observe que o 
produto * é associativo. Também ponha. 
A"'= A • A • ... • A(~ vezes) 
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3.7 LEMA: Se K, = L,H,, a função Q, = Lf~1(-i)'tl K0' existe para k > n/2 e esta 
em C'(M x M X 14) para k > n/2 + l. Além disso, tem.se um majorante da forma 
IQ•I < Ct'-•1' numa vizinhança de t =O e para olguma constante C> O. 
PROVA: Pela parte P.2(b) da demonstração do Lema 3.4 tem·se IL2H,I < At'-•12 onde 
A é alguma constante, para O < t < T, T fixo. Tem-se então 
Mostra-se então por recorrência que 
A. n>..-ty>.-ttl--n/2+>.-t 
IKó'l :s; (k -n/2 +i) .. . (k- n/2+ À -i) 
onde V= voi(M,g). De fato, para À= 1 
IKZ'I = JK,J = IL.H,J < At'-·1• 
que é exataroente (19). Suponha que (i9) vale para À- 1 então 
IKZ'I < [ [Lix;<•-•l(OJIIK•(t -OJIV.] ao 
:s; [ [ [ A· B'-'V'-•0'-•/>+>-• · B ] 
o 1M(k-n/2+1) ... (k-n/2+À-2)V, dO 
• ot-n/2tl-2d9 A B'-•v•-• [ 
(k-n/2+l) ... (k-n/2+À-2) o 
A. n>.-t yl.-ttl--n/2+>.-t 
- (k- n/2 + !) ... (k- n/2+ À -1)" 
(i8) 
(i9) 
A série majora.ute é do tipo exponencial e portanto convergente. Daí segue que a 
' . sene 
~ 
q, = E(-1)'+'K;' 
l=J 
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é uniformemente convergente sobreM X M X [O,T] e seu limite es~á en~ão em C"(M X 
M x 14). Por ou~ro lado, ponha 
oo A. B"-t y>.-t TJ.-t 
C={; (k-n/2+ I} ... (k- nf2 +À -I)" 
Logo IQ•I :"! ct•-·t• como queríamos. 
De maneira aná1oga tem-se os majorante para ID5 K,k).l onde Sé um multi-índice de 
derivação de ordem :"! l com k > n/2 + l. Da.í deduz-se que a.s séries 
00 
E(-J)À-lDSKZÀ 
À=l 
convergem uniformente pa.ra os D5Q~;. 
8.8 LEMA: Para ~odo P E C0(M x M x 14) , a função P * Ht definida pela fórmula 
{17) existe e está em C'(M X M x R+) para k > n/2 + l. Ela é de da.sse C' na segunda 
va.riável pa.ra k > n/2 + l. Também, sobre M x M x R+, 
L2(P • Ht) = P + P • Ht (k > n/2 + 2). 
PROVA: Tem·se 
P • Ht(x,p,t) = [UM P{x,q,O)H.(q,p,t- O)V,(qJ] J8 
Pouba 
<p{x,p, t,O) =L P(x,q,O)H.(q,p, t- O)V,(q) {20) 
A função <p(x,p, t,O) está definida sobre [0, t]. Para saber se ela é integrável sobre 
[O,t], estuda-se o comportamento quando 8-+ t. Melhor, mostramos que <p, definida e 
contínua sobre {(x,p, t,O) EM xM x 14 x JR+fD < t}, estende-se a uma função contínua 
sobre {(x,p, t,O) EM x M X 14 x 14 :8 :"!f} e tem-se cp(x,p,t,t) = P(x,p, t). O pro-
blema de rontinuidade está em O= t = fo. 
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Suponha que t, 8 fi= no bordo de [0, T]. Ponha T = t- 8. Pretende-se demonstrar 
a continuidade para T = 0,8 =O, da funcão l<'(m,p,8,T). Para ver isso aplique o Lema 
3.4 com N = M X [O, T]. Da continuidade de I<' !em·ae então que a função P • H, está 
definida sobre M X M X .fli. e é contínua. 
A classe C' na segunda variável para k > n/2 + l estabelece-se por procedimento 
análogo, daí mostra·se que para todo índice de derivação s de ordem< la função 
l<''(x,p,t,O) = jMP(x,q,O)JY,H,(q,p,t- O)V,(q) 
estende-se a uma função contínua sobre {(x,p,t,O) E M X M X R,. X l4 : 8 $ 1). 
Finalmente, temos 
e também 
Portanto 
t.2(P • H,) t.2 J.' [L P(x, q, O)H,(q,p, t- D)V,(q)J d9 
- f. [L P(x, q, O)t>,H,(q,p, t- O)V,(q)J dO 
- P•t.,H, 
/j IJH, {Jt(P • H,)(x, q, t) = l<'(z,p, t,t) + P • Dt(z,p, t) 
L2(P • H,) = P + P • H, 
3.9 TEOREMA: 
K = H,-Q,• H, é umaSFEC se k >i +2. 
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PROVA: 
(a) t claro que K satisfaz 3.1(a), pois H, e Q, • H, satisfazem 3.1(a). 
(b) Pelo Lema 3.8 tem-se: 
L2K = L,( H•- Q• • H•) = K•- (Q• + Q• • K,) 
e pela definição de Q • 
~ 
L,K = K,- EC-I)'+' IÇ'- q, * K, = Q. * K,- q, * K, =o 
J.=l 
(c) Pa.ra f E C"(M) 
L K(m, q, t)f(q)V,(q) =L H,(m,q, t)f(q)V,(q)- L(Q, * H,)(m, q, t)f(q)V,(q) 
Pelo Lema 3.4 o primeiro somando do lado direito tende a /( q) quando t tende a 
zero. O segundo termo desse mesmo lado tende a zero, pois pelo Lema 3. 7 para todo t 
em uma vizinhança de zero. 
está limitado. Então 
L Q• * H,(m,q, t)f(q)V,(q) = t'-! L(R• • H,)(m,q, t)f(q)V,(q) 
que tende a zero quando t va.i pa.ra zero. Isto mostra o Teorema 3.9. 
3.10 COROLÁRIO: Tem-se o seguinte desenvolvimento assintótico 
K(z, z,t), ..... + (41rt)-•12(uo(:r, :r)+ tu1(:r, :r)+ ... + t•u,(z, :r)+ ... ) 
PROVA: Pelo Teorema de Unicidade da SFEC (ver 3.2) H,- Q, • H, define a mesma 
função K pa.ra todo k. Por outro lado, como IQ•I ~ ct•+l-•f•, então 
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Também 
(4lrt)"'' n.(z,:r) = Uo(z,:r) + tu,(:r, :r)+ ... + t'u.(:.,z) 
Portanto 
(4,..t)"I'K(z, z) = Uo(z,z) + tu1(z, z) + ... + t•u(z,z) + o(t"+1). 
o que mostra o Corolário. 
FUNÇÃO DE PARTIÇÃO 
Um conceito útil em Geometria Espectral é o conceito de função de partição a.sS<r 
cia.da a uma variedade Riema.nnia.na.. Como veremos mais a.dia.nte o espectro de uma 
variedade lliemanniana. fica determinado quando se conhece sua função de partição. 
8.11 DEFINIÇÃO: (FUNÇÃO PARTIÇÃO). Seja (M,g) uma variedade R.iemanniana, 
compacta e conexa. Chama-se função de partição de (M,g), notada por Z(M,g,t) ou 
Z(t) à função definida para todo t >O por 
~ 
Z(M,g,t) = Em;e-'•' 
i=<> 
onde>.; E Spe<!'(M,g) m; é sua multiplicidade, e >.o =O. 
3.12 TEOREMA: Seja (M,g) nma variedade R.iemanniana, compacta e convexa. Então 
(a) Se K(z,y,t) é a SFEC associada a (M,g) tem-se 
L K(z,z, t) = Z(t), 
isto é, a função de partição associada com ( M, g) existe para t > O; 
(b) Z(t) tem o seguinte desenvolvimento assintótico 
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onde 
PROVA: 
(a) Sabe-se que a. SFEC, K(x, y, t), associada. a uma variedade Riemanniana existe 
e é única (Proposição 3.2 e Teorema 3.9). Daí tem-se que para todo x EM, a. série 
E ,->;t(<,o;(x ))' 
i 
converge para K(x,x,t) com termos positivos, onde {'Pi} é urna base ortonormal de 
c~(M) formada de funções próprias de t.. E pelo Teorema de Converg~ncia Monótona: 
!. K(x,x,t)V.(t) = }:e->;tJ. [<,o;(x)J'V.(x) = Z(t). M i M 
Isto mostra (a) 
(b) segne diretamente de (a) e do Corolário 3.10. 
3.13 OBSERVAÇÕES: 
(a) Na demonstração do Lema 3.4 se pede que uo(x,y) 
ao(x, x) = 1 e portanto 
ao= Vol (M,g), 
81 
[B(x,y)J-112 donde 
ou seja., o espectro de uma variedade lliema.nnia.n& caracteriza seu volume. O cálculo de 
a1 e a2, pode-se ver [B - G - M] Capítulo E. IV. 
(b) A função Z(t) é contínua no intervalo (0, +oo) pois K(z,y,t) o é em MxMxR+. 
(c) A série 
da.da em 3.12, contando multiplicidade, converge uniformemente em [to, +oo} para cada 
to> O. 
(d) lim,-<4 Z(t) = +oo, e,lim,_00 Z(t) =I 
(e) Z(t) = Z(M,g,t) determina o espectro de (M,g). De fato, para I'> O forme 
e"' Z(t). 
Se p < Àt, então 
e quando t --+ co 
e quando t _... oo 
Em fim, se I' > >.1 
eset--too 
e"' Z(t) = e"'+ I: m;e<•->•)' 
i >O 
e"' Z(t)- e"' --->O 
e"'Z(t) =e"'+ m1 + l:m;e<•-••>• 
i>l 
e"'Z(t) =e"'+ m1e<•-'•l• + I:m,e<•->•Jt 
i> I 
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(21) 
(22) 
e"' Z(t)- •"' --> oo. (23) 
Então de (21), (22) e (23), >.1 é o único p tal que e•'Z(t)- e•' tem limite fin.ito >O 
quando t--+ oo e esse limite é m1• Recorrentemente Àt é o único p tal que 
i-1 
e"'Z(t)- L; e<•->,)• 
i==O 
tem limite finito > O qua.ndo t -+ oo e esse limite é mi. 
3.14 PROPOSIÇÃO: Sejam K(a,b) e K(a',b') duas garrafas de Klein. Se 
Spec(K(a, b)) = Spec(K(a', b')) 
então 
K(a, b) = K(a', b') 
PROVA: É suficiente mostrar que se Spec(K(a, b)) é conhecido, a e b são conhecidos. 
Logo b é conhecido por qua.ndo que os valores próprios de multiplicidade impar são da 
forma 41f2n2 fb' (ver Proposição 2.18). 
Por outro lado a á.rea, ab/2, é determinada pelo e.pec!ro, ver 3.13(a). Então a é 
conhecido. 
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CAPÍTULO 4 
VARIEDADES RIEMANNIANAS 
ISO ESPECTRAIS 
INTRODUÇÃO 
Lembre que uma estrutura Riema.nniana sobre uma variedade diferenciável M é uma 
classe de equivalência de métricas Riemannianas isométricas; e duas variedades Rieman-
nia.nas (M,g) e (N, h) são t.!•Lisoespectrais se 
Spec!•l(M,g) = Spec!•l(N,h) 
relativo ao operador Laplaciano para as p-formas diferenciáveis flP(M). 
Daí, duas variedades Riemannianas isométricas são ,6.(PLisoespectrais para todo 
p. Deseja-se apresentar um método para obter variedades Riemannianas isoespectrais 
(não isométricas) reduzindo pa.rte da construção a um problema de Grupos Finitos (ver 
também, Sunada [SAJ, Buser [BR2], Brook [BK2], Berard [BRl], [BR4], [BRó] etc.). 
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UMA CONDIÇÃO DE QUASE CONJUGAÇÃO 
4.1 DEFINIÇÃO: Dado um grupo finito G e dois sub-grupos H1 e H2 de G introduz-se 
a condição 
( QC) { H, e H, não são conjugados, e } 
. 'lg E G #((g)nH,) = #((gJnH,). 
onde (g) denota a classe de conjugação de g E G e # significa o número de elementos, 
neste caso diz·se que a tripla (G;H.,H,) satifaz a condição (QC), e que os subgrupos H, 
e H2 de G são QUASE CONJUGADOS. 
EXEMPLO 1: Sejam os grupos íZs e íZ8 = {1,3,5, 7} com a soma e produto entre 
classes de equivalencia módulo 8 respectivamente. E considere o produto semidireto(•) 
dado por 
G = íZ81XoíZs 
onde O é o homomorfismo dado por 
r --> r 
ou seja, o produto em G é dado por 
(a,x)(b,y) = (ab, x + 9(a)y) = (ab,x + ay) 
Sejam os subgrupos de G: 
H1 {(1,0), (3,0), (5, 0), (7, 0)}, 
H, {(1,0),(3,4),(5,4),(7,0)} 
(a) H1 e H2 NÃO SÃO CONJUGADOS. De fato, suponha que H1 e H2 são conju-
gados, isto é existe (a, :r) E G tal que 
(*) Para olhar a teoria de produto semidireto, ver por exemplo, Rotman [RN) pág. 136. 
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Ponha (r, O) E H1 e observe que 
(a,x)(r,O)(a,x)-1 - (ar,x)(a,x)-1 
- (ar,x)(a,y) com x + "• =O, 
- (ar,x)(a,y) com x + a• =O, 
(r,x- rx) 
Logo, se H1 e H2 são conjugados, cada elemento de H1 deve gerar um elemento de 
H2• Mas (3,0)e(5,0) não geram nenhum elemento de H,, pois para que 
(3,x- 3x) E H, e (5,x- 5x) E H, 
deve ter-se 
6x =4 e4x = 4 
no primeiro caso :z: pode tomar os valores 2 ou 6 e no segundo caso 1, 3, 5, 7 portanto não 
existe :z: E 7t; satisfazendo as duas equações anteriores. 
(b) PARA TODO g E G,#((g]nH,) = #((g]nH,). De fato para todo (r,O) em 
H., [(r, O)] = {(r, x - rx) : x E ãl'8}. Portanto 
[(1,0)] {(1,0)} 
[(3, O)] {(3, O), (3, 6), (3, 4).(3, 2)} 
[(5, O)] - {(5, 0), (5, 4)} 
[(7,0)] {(7,0), (7, 2), (7,4), (7, 6)} 
Observe que 
e nos outros casos 
(a) e (b) mostram que H1 e H2 satisfazem a condição (QC) dada em 3.15. 
EXEMPLO 2: Para n um inteiro > 1 e p-primo, considere 
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SL(n, Jf:,) = {(o;;)nxn :o;; E Jf:, e det(o;;)nxn = I) 
GL(n, Jf:,) = {(o;;)nxn :o;; E Jf:, e det(a;;)nxn,;. O} 
com o produto entre matrizes GL(n, Jf:,) é um grupo e SL(n, Jf:,) um subgrupo de 
GL(n, Jf:,). Sejam os seguintes subgrupos de SL(n, Jf:,). 
H,= A= 
H2 = A= 
1 • 
o • 
o • 
I O 
* • 
• • 
• 
• 
• 
o 
• 
• 
AFIRMAÇÕES: Para todo x,y E SL(n,JI':,), 
: * E Jl':,,detA = 1 
: • E Jf:,, detA = 1 
(b) x-1yx E H1 <=? a primeira coluna de x é autovetor de y associado ao autovalor 
um; 
(c) a primeira coluna de x e y sã.o iguais e não nulas ; 
(d) o(SL(n, Jf:,)) = (p" -1)p"-1o(SL(n -1,Jf:,)); 
(e) o(GL(n,JI':,)) = (p" -!)r'o(GL(n -J,Jf:,)). 
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PROVA: Se :o,y E SL(n,Z,) e :o= (:o;;)nxnoY = (Y;;).x.: 
(a) 
(h) 
I I 
"'" "'" 
z-1yx E H1 <* yx 
o o 
"'" "'" =:o #y -
o o 
"'·• 
x., 
(c) 
xH1 = yH1 # ,.-•y E H1 # ,.-•y ( D = (t 
I I 
o o 
# X =y 
o o 
(d) Como o(SL(n, JE,)) é finito e H1 :5 SL(n, JE,) , o Teorema de Lagrange garante 
que: 
o(SL(n, JE,)) = o(H1 ) • t 
onde t é o índice de H1 em SL(n,~p)· Também observe que: 
o(H1 ) = p"-1o(SL(n- I, JE,)) (I) 
Como existem pn -1 matrizes de SL(n, íEp) com a primeira coluna diferente duas a 
duas e não nula então da afirmação (c) tem-se t:;::: p"' -1, logo; 
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o(SL(n, Z&,)) = (p" -l)p"-1o(SL(n -1, Z&,)). 
A prova de (e) é similar passo a passo à parte (d). 
Agora, observe que o(SL(1,Z&,)) = 1 e o(GL(1,Z&,)) = p -1 para todo p-primo. 
Também 
Quaudo p = 2 
Quaudo p = 3 
o(SL(2, Z/:2)) 
o(SL(4, Z/:2)) 
6, o(SL(3, Z/:2)) = 168 
20.160 
o(SL(3, Z/:3 )) = 5516 e o(Ht) = 216 
H1 e H, NÃO SÃO CONJUGADOS EM SL(n, Z&,). De fato, suponha que H1 e H, são 
conjugados, isto é, existe x E SL(n, -Z'p) tal que 
H1 = x-1H2x. 
Pela afirmação (b) deste exemplo, para todo h E H2 a primeira coluna. de x é 
um autovetor de h associado ao autovalor um. E veja que tudo isto reduz-se a uma 
contradição. De fato, se 
1 o 1 1 
h= 1 1 
• • . o . ' . 1 1 
h E H2 e seus únicos autovetores são {O ... O Xn)t onde Xn E 7.lp e como x deve ser 
inversível, então x é da. forma 
X= r r 
Xt2 
... ~·· ) 
Xn x., x •• 
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Zn f:. O e como :z:Ht = H2:z: tem-se 
zH, =I 
o • • 
o • ... • 
z. • • 
: z. <F O,z.,• E :tt, l = H 2z 
Mas, para 
1 o ... o 
h'= 
1 o 1 . 
o 1 
h' E H3 e portanto h'x deve gerar um elemento de :z:H1 e como h':z: tem a forma 
[
o •... *) 
1 Zn*···* hx= . . . Ez~ 
. . . 
. . . 
Xn * * 
então (O "'• ... zn)' = (O ... O x.)' o que dá Zn = O que contradiz o fato que Zn <F O. 
Isto mostra que H1 e H2 não são conjugados em SL(n, .Zp)• 
PARA TODO y E SL(n, :tt,), #([y] nH,) = #([y] nH,). 
De fato, da afirmação (a) deste exercício tem-se que #([y] nH,) só depende do 
número de autovetores que y tem associado com o autovalor um. Como y e yt tem o 
mesmo número de autovetores associados ao mesmo autovalor, então 
Tudo isto mostra que a tripla (SL(n, 76p)i Hll H2 ) satisfaz a condição de quase con-
jugação (QC). 
Um resultado importante neste capítulo é o seguinte: 
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4.2 TEOREMA (SUNADA, 1985): SejaM uma variedade diferenciável com dim <:! 2 
e considere gM o conjunto das métricas Riemannianas g de M tal que 
"Para qualquer par de conjuntos abertos e diferentes U e V de M não existe uma isome-
tria de (U,g) oobre (V,g)" 
Então QM é um conjunto residual(•) no espaço de todas as métricas com a topologia 
coo. 
PROVA: Escolha uma base {U;}::;, de conjuntos abertos em M tal que 
"cada Ui seja difeomorfo a um disco fechado em JRR". 
Seja gijk o conjunto de métricas tal que existe uma isometria VJ : Ui ----~o U k com 
<p(U;) ~ U;. 
Deseja-se mostrar que se Ui nU 1c = </J, então Y8~; é aberto e denso com respeito a 
topologia çoo. 
Note que 
n Çf;, CÇM. 
(iJ,Ic) 
U;nU,~;=(II 
{h;k É FECHADO. Seja. Do na aderência de Yijk, então existe uma seqüência de 
métricas Riemannianas {gn} em M tal que 9n ---t go , e portanto, seja 
<p.: (U;,g.)---> (U,,g.) 
a isometria tal que <p.(U;) ~ U;. 
Agora denota-se por d. e do as funções distância sobre U; U U, induzidas por 9n e 9o 
repectivamente. Como U; U U, é compacto existe uma constante C > I tal que 
(*) Um subconjunto de um espaço topológico é residual se contém uma intersecção enumerável de 
subconjuntce abertos e densos. "Em particular, ele é denso" tem que ser feita com uma. certa cautela.. 
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sobre U; U u., tem-se 
c-'d,.(z,y) :5 do(z,y) < Cd,.(z,y) 
do(<p.(x),<p.(y)) < Cd,.(<p.(x),<p.(y)) 
- Cd,.(x,y) 
< C'do(x,y) 
o que mostra que {l"n} é equicontínua (e pontualmente limitada). Então pelo Teorema 
de Ascoli {~Pn} é relativamente compacto, e portanto tem uma subseqüência {'t'nk} con-
vergente a alguma 
Como { !f!nk} são isometrias e do é contínua tem-se 
do(<po(x),<po(y)) = l~do(l"nk(x),'f'nk(Y)) = do(x,y), 
isto é l"o é uma isometria. Observe que <po(U;) ::> U;, onde deduz-se g0 E Q;;•· 
9f;~; É DENSO. Deforma-se levemente uma métrica dada sobre Uj tal que, com res-
peito a. qualquer nova métrica, Ui não é isométrico a nenhum subconjunto aberto em Ui. 
Isto é feito por meio do argumento "ESPAÇOS JATOS". Da naturalidade do problema, 
pode-se assumir que Ui e Ui são discos abertos em F com Ui nU; ~ 4> e O E Ui. Denote 
por 1J o conjunto de todos os difeomorfismos locais <p de F definidos ao redor da origem 
com <p(O) = O. O conjunto v<•l dos k-jatos de elementos em V na origem é definido na 
forma usual. O conjunto de GÉRMENS(•) de métricas diferenciáveis definidas ao redor 
da origem é denotado por Ç, e por g<•l o conjunto dos k-jatos de elementos em Ç. Para 
eada <p E V (resp. g E Ç), denota-se por <p<•l o k-jatos de <p (resp. g<•l o k-jatos de g). 
Como (<p•g)Ck) depende somente de <p"+1 e gC•l, pode-se definir uma ação de V(k+t) sobre 
g<•l. 
Dada uma métrica g sobre Ui, faça uma fann1ia diferenciável de gérmens de métricas 
{g(x)}.eu; C Ç fazendo g(x) = <p;g, onde 'f'• : (lR",O) ~ (lR",x) é a translação: 
y ~ y + x. Observe-se então que r/>: x-----+ g(x)!k) é uma função diferenciável de Ui em 
gc•l. Por outro lado 
(*) Ver, por exemplo, [WR] pag. 12. 
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dimvt•+Jl + dimU; '*' ( n +i - 1 ) ( n + k ) (•) 
- t:n i +n=(n+k+1) k+ 1 
dimgt•l = n(n + 1) ( n + k ) 2 k . 
Daí, dimgt•l > dimvt•+Jl +dimU; sempre que k > 4. Isto implica que 1)("+1l(~P(U;)) 
não contém um conjunto aberto em gt•l para k ~ 4 (Pelo Teorema de Sard). Agora tome 
ume métrica g1 sobre U;, perto a uma métrica dada g, com a propriedade que g1 coincide 
com g fora de uma pequena vizinhança da origem e o g!>) está em gt•l- :vt•l(~P(U;)). Se 
(U,g1 ) é isométrico a (V,g) para algum V C U;, então deve existir algum 'fi E 1) com 
g1 = 'f'"g(x); assim gl•l = 'f'(>+J) · g(x)!•l que contradiz a escolha de g1 • Isto completa a 
prova do Teorema.. 
ISOESPECTRALIDADE 
Considere M uma variedade fechada de dimensão ao menos dois. Suponha que G 
(grupo finito) AGE SEM PONTOS FIXOS sobre M. Se H1 e H, são subgrupos de G, 
considere os recobrimentos 
Mo= M/G,M; = M/H; (i= 1,2) 
Ponha em Mo uma métrica. Riemannia.na. go, ela induz uma métrica g (resp. 9i) em M 
(resp. em M.:) de tal maneira que as projeções P1 e P2 induzidas por H1 e H2 
(*)Para calcular a dimD(Hl) e dimQ(I:) use a fórmula para dJ; f(:r:;t) para uma função diferenciável 
de IR!' em IR. 
93 
M, 
Mo 
FIGURA 1 
são funções de recobrimeoto Riemanniano. Portanto G age em M por isometrias. 
Seja K(x,y,t) (resp. K;(x,y,t),i = 1,2) solução fundamental da equação do calor 
sobre (M,g) (resp. sobre (Mi,9i), onde X é a projeção de x sobre Mi. Sob estas consi-
derações tem-se o seguinte: 
4.3 LEMA: 
(a) Í:heH; K(x, hy,t) é invariante por H; X H; 
(b) K;(x,y,t)=EheH;K(x,hy,t). 
(c) Se bJ é a classe de conjugação de"' em G e h E bJ então existe y EM tal que 
K(x, hx, t) = K(y, "'Y· t). 
PROVA: 
(a) Se (p, q) E H; x H; e como G age por isometrias tem-se 
(p,q) E K(x,hy,t) - E K(px,qhy,t) 
hEH; h.EH; 
- E K(x,p-1qhy,t) 
hEH; 
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= E K(z,ry,t) 
reH; 
onde r = p-1qh e como p, q, h são qualquer r também o é. 
Para mostrar (b) são necessários três passos: 
(i) Pelo fato que K(z,y,t) é contínua, (Jl na variável t e C" na variável y em 
MxMxJ4então 
E K(x,hy,t) 
hEH; 
também o é. 
(ii) Usando a parte (a) deste Lema e o fato que K é a SFEC tem-se 
(! + fl,) E K(x, hy, t) = E (! +!l,) K(h-1x,y, t) =O 
hEH; hEH; 
(iii) Como G age por isometrias, então para toda função diferenciável f sobre M, 
lim J. E K(x, hx,t)f(x)dV.,(x) = 
t......(l+ Mo hEH; 
E (H!·) ,l!!.l' J.. K(x,hx,t)f(x)dV.,(x) 
hEH;O ' + M, 
I 
- E (H·)· f(x) = f(x) 
hEH; o I 
Logo pela unicidade da SFEC, 
K;(x,y,t) = E K(x,hy,t) 
heHo 
(c) Como h E (-r), então existe p E G tais que h= np-1• Daí, para todo x E M, 
K(x, hx, t) K(x,np-1x,t) 
- K(p-1x,,p-1 x,t)(G age por isometrias) 
- K(Y>YY,t) 
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onde li= p-1z. 
Lembre que se G é um grupo finito e H1 < G, H2 < G então diz-se que & tripla 
( G; H., H2) satisfaz a condição de quase conjugação (PC) (Ver 4.2), se H1 e H2 não são 
conjugados, e para todo p E G #([p] nH,) = #([p] nH,). O resultado que se segue 
fornece uma maneira sistemática de se construir variedades isoespectra.is não isométrica. 
4.4 TEOREMA (SUNADA, 1985): SejaM uma variedade fechada, com dimM > 2. 
Se a tripla (G;H1 ,H,) satisfaz a condição de quase conjugação (QC), com G agindo sem 
pontos fixos sobre M, então 
(a) Para todamétricaemMtalqueG ageporisometrias, M1 = M/H1 eM,= M/H2 
são .6-isoespectra.is. 
(b) SeM for simplesmente conexa, existem métricas sobre M tais que M1 e M2 não 
são isométricas. 
DEMONSTRAÇÃO: Seja K(x,y,t) (resp. K;(x,y,t) i= 1,2) a SFEC sobre (M,g) 
(resp. sobre (M;,g;)) onde x é a projeção de x sobreM;. Então se Z(M;, t) é a função de 
partição associada com (Mi,gi) i= 1,2 tem-se 
Z(M;,g;,t) - L; K;(x,x,t)dV,(x), por 3.12(a) 
(Hl ·) J. E K(x,hx,t)dV,(x), por 4.3 (b) o I MheH; 
E (Jil) J. K(x, hx, t)dV,(x) 
hEHio IM 
#([hJnH,J r · E (H·) }, K(x,hx,t)dV,(x), por 4.3 (c) 
[h]E[G] O ' M 
onde [G] é o conjunto de todas as classes de conjugação em G. Como [G] forma uma 
partição de G#{[h] nH,) =#{[h] nH,) então o( H;)= o( H,) e portanto 
Z(M.,g.,t) = Z(M,,g,,t) 
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E como a função de partição associada a uma variedade Riemanniana compacta deter-
mina seu espectro, as variedades (M,g,) e (M,,g,) são a-isoespectrais. 
O que mostra (a). 
Para mostrar (b) considere (Mo= M/G,M; =M/ H;, i= 1,2, observe que pelo 
Teorema 4.2 existe uma métrica 9o em Mo tal que "Para qualquer par de conjuntos abertos 
e diferentes U, e, V de M0 tem-se que (U,g0 ) e (V,g0 ) não são isométricos". E como o 
diagrama 
(M,g) 
(Mo,go) 
FIGURA2 
(M,,g,) 
é um recobrimento Riemanniano com 91 = P;9o 92 =P29o, e, g = p•9o onde P indica 
a projeção natural respectiva. 
Se existe uma. isometria c.p de (M1,91) sobre (M2,92), então o levantamento {j) de'{) 
ao recobrimento universal M está em G. Pois, 
-M ~ M 
P,j 1 p, 
M, ~ M, 
FIGURA3 
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cp o P1 = ~ o tp e como P1 e P2 são isometrias locais tem-se rp é uma isometria local. 
Como cp é um homeomorfismo então seu levantamento ao rp ao recobrimento universal é 
um homeomorfismo. Daí rp é uma isome"tri& de (M,g), portanto rp E G, e assim existe 
r E G tal que r = ip. 
Agora, para cada :z: E M,<p(P1(:z:)) = P2(<,P(:z:)) isto é, <p(H1:z:) = H2r:z:. Como r:z: f. :z: 
e r:z: E [(rH,):z:Jn[(H2r):z:] o que mostra que (rH,):z: = (H,r):z:. Daí se h1 E H1 então 
rh1x = h2rx para algum h2 E H2, isto é, (h2rt1rh1x = x, e como G age sem pontos fixos 
tem-se rh1 = h2r. Isto mostra que rH1 = H2r que contradiz o fato que H1 e H2 não são 
conjugados. 
Isto completa a prova. do Teorema de Sunada. 
Os exemplos 1 e 2 da definição 4.1 junto com o Teorema 4.4 permitem que construa 
variedades isoespectrais não isométricas. 
4.5 OBSERVAÇÃO: Sunada em seu artigo original ver [SA], não apresenta o Teorema 
para variedades Riema.nnianas isoespectra.is no caso de variedades com bordo, tantocom 
a condição de fronteira de Dirichlet como com a condição de fronteira de Neumann. Mas 
pelas observações feitas em 2. 7 o Teorema de Sunada nestes casos vale sem modificações. 
O Teorema de Sunada também vale para o operador Aí•l, ver por exemplo [SA] e [BRl]. 
CONSTRUÇÃO DE VARIEDADES ISOESPECTRAlS 
Nesta. seção va.i-se construir um par de superfícies isoespectrais não isométricaa. A 
construção é feita por blocos e com ajuda dos grafos de Cayley. 
GRAFOS 
Um grafo Ç consiste de um conjunto de VÉRTICES e um conjunto de ARESTAS 
com uma regra que associa a cada aresta do grafo um par de vértices. Se os vértices 
P, Q estão em uma aresta x, diz-se que x liga P e Q. Os grafos JK>dem-se olhar como 
figuraa. Os vértices representam-se por pontos grossos e as arestas por curvas que ligam 
esses pontos. 
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Para descrever a construção de um grafo, aqul é útil olhar cada aresta como a união 
de duas meias arestas, por exemplo, se z é uma aresta que liga os vértices P e Q diz-se 
que uma meia aresta de z vem de P e a outra de Q, como no primeiro caso da Figura 4 
FIGURA4 
Para descrever um grafo, pode-se dar um conjunto de vértices e em cada vértice um 
número de meias arestas e esse grupo de meias arestas em pares. 
Os grafos podem ter estrutura adicional agregando atributos por exemplo cor ou 
orientação das arestas. Uma orienta<;ão de uma aresta x, que liga P e Q pode ser dada 
dizendo que x vai de P a Q ou de Q a P. Um grafo é chamado orientado se alguma de 
suas arestas (ou todas) são orientadas. A cor é obtida agrupando arestas em classes de 
equivalências. Arestas na mesma classe serão ditas "tem a mesma cor" ou que são do 
mesmo tipo". 
Quando dois grafos g e Q' são o mesmo? Diz-se que ~ : g --+ Q' é um isomorfismo 
se <P é uma função 1 - 1 e envia o conjunto de vértices de g sobre o conjunto de vérti003 
de 9' tal que qualquer que sejam P, Q ligados pela aresta x então 4>( P) e 4>( Q) são ligados 
pela aresta x e vice-versa. Se t/J preserva estrutura adicional diz-se que tP é um isomorfismo 
forte. 
Agora, considere um grupo finito G com elementos g, h, A, B etc., e sejam A~, ... , A,. 
uma lista. de geradores diferentes dois a dois de G. A lista não precisa ser núnima. Defina. 
o GRAFO DE CAYLEY g = g (A1, •.. , A,.] com respeito aos geradores A1, ••• , An como 
se segue: 
"Qualquer g E G é um vértice enviando meias arestas a~, ãh ... , an, ãn· A meia aresta ã; 
do vértice g e a meia aresta ai do vértice g' formam uma aresta z, se e só se g.A.; == g'. A 
orientação de x é de g a g1j neste caso diz·se que x é do tipo At. 
EXEMPLO 3: Seja G = z. X !E, com geradores A= (1, 0), e B = (O, 1). O grafo de 
Cayley g [A, B] é mostrado na Figura 5. As arestas horizontais são do tipo A e as arestas 
verticais são do tipo B. 
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uo. 1l n l1, 1l .-. 12, 1) ~ (3, 1)~ ) 
( (o, o~ (1,o)-- (2,0) ~ (3,0)'""' _) 
FIGURA 5 
Se G é um grafo finito, cada h E G age sobre o grafo de Cayley Ç} por multiplicação 
a esquerda: se g' = gAi então hg' = hgAi e vice-versa. Segue que G : g -+ g age por 
isomorfismos. 
Para cada subgrupo H Ç G defina o quociente H\ Ç} como segue: 
"ça.da dasse lateral Hg é um vértice emanando meias arestas a 11 ãl! ... ,an, ãn. Uma meia 
aresta. ãi do vértice H g' e ai de H g formam uma. aresta. de H\ g se e somente se g' = hgAi 
para algum h E H e a orientação é de Hg a HgAi e diz~se que a aresta é do tipo A/'. 
EXEMPLO 4: Considere de novo o grafo da Figura 5 e sejam 
H1 = {(0,0),(2,0)},H, = {(0,0),(0,1)} 
os vértices dos quocientes H1 \ Q , e, H'l \ Q. são: 
H, 
(1,0)H1 
(I, O)H, 
(I,I)H, 
{(0,0),(2,0)} 
- {(1,0),(3,0)} 
- {(0,1),(2,1)} 
{(1, 1), (3, 1)} 
H,= {(0,0),(0,1)} 
(1, O)H2 = {(1,0), (1, 1)} 
(2,0)H2 = {(2,0),(2,1)} 
(3, O)H2 = { (3, 0), (3, 1)} 
Os grafos de Cayley para H1 \ Ç} e H,\ Ç} são dados na Figuro 6 e 7. 
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( (0,1)H __., ,..---.. (1,1)H) 
( H ~....v '----' (1,0)H 
FIGURA 6 
H, (1, O)H, (2, O)H2 (3, O)H2 
C • ~ t) • ) • ) ~----..<~--~-
FIGURA 7 
EXEMPLO 5: No exemplo 2 do Teorema de Sunada considere n = 3 e p = 2 isto é, o 
grupo G = SL(3, JE2) e os subgrupos 
Sabe-se que o(SL(3, JE2)) = 168 e o(H1) = 24 = o(H2). 
Denotando por g o grafo de Cayley associado com G, deaeja·se encontrar os grafos 
H, \ÇeH2 \Ç. De fato 
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c 1 1) c o n A= O 1 O , B= O o 1 o o o 1 
geram G = SL(3,.Z2). O comutador de A e B é 
C= ABA-1B-' = ( ~ 1 i) 1 1 
Também, observe que 
u o D·c·=(! o D·C'= o 1 n c• - 1 o 1 1 1 o 
=o 
1 
D·c·=O 
1 n ,C7 =la. c• o o 
1 o 
Daí, o( C)= 7 e c• <t H;( i= 1,2) a menos que k = O(mód 7), portanto as classes laterais: 
Ht,CHt,C2 Hl!·•·,CJ6H1 são todas diferentes ao tempo que 
também são diferentes (ver exemplo 2 da definição 4.1). Portanto G/ H1 
{H,CH, ... ,C6H,}, e, G/H2 = {H,,CH2 , ••• ,C6H2 }. 
Lembre do exemplo 2 da definição 4.1 que xH1 = yH1 se e só se a primeira coluna 
de x, e, y são iguais e não nulas. Daí pode-se identificar cada elemento de G / H1 com sua 
primeira coluna, portanto denote os elementos de Gf H1 por: 
e1 = ( ~) ,e2 = ( ~) ,e3 = (~),e,= (~),e,= (!) ,eo = (!) ,e1 = ( ~) 
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Como f: H1 -+ H, com f( h)= (h-1)1 é um isomorfismo externo então a ação de G 
sobre G/H1 dada por g ·e, para cada g e G implica que a ação de G sobre Gf H2 é dada 
por (g-1)'ei para. cada g E G, e reciprocamente. 
Como 
~ ~) ,B = ( ~ ~ ~) ,(A-1)1 = ( ~ ~ 
o o o 1 1 1 o 
têm-se as duas tabelas seguintes 
GfH, •• •• •• •• • • .. •r 
A· ei e r •• •• .. •• •• • • 
B· ei •• •• •• •• er • • .. C· e, e, •• •• .. •• •r •• 
TABELA I 
GfH, •• •• •• • • e, .. er 
A· ei e r .. •• •• ., • • e, 
B· e, •• •• e, •• .. er e, 
C· ei •• •• .. e, er •• •• 
TABELA 2 
Os grafos de Cayley H1 \ g e H,\ g são dados na Figura 8 e 9, as flechas pretas são 
do tipo A e aa flechas tracejadaa são do tipo B. 
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OBSERVAÇÃO: Estes grafos são feitos baseados nos artigos de Buser [BR2] e Berard 
[BDI]. 
104 
4.0 CONSTRUINDO SUPERFÍCIES JSOESPECTRAIS NÃO JSOMI!:TRICAS: 
Para se construirem as duas superffcies isoespectrais não isométricas começa-se com um 
domínio D C B' com 4 retâogulos finais como na Figura 10. 
Os lados ã, a, li, b são chamados após os geradores A e B de SL(3, Z 2) e têm o m""mo 
comprimento. Pode-se realizar D com um modelo de papel. 
Colando-se os lados a, i e os lados b, ii obtem-se uma superfície diferenciável, M0 , 
com fronteira diferenciável. Mo também leva uma métrica plana e é topologicamente uma 
esfera com três buracos ou um disco com dois buracos, ver Figura 10. 
Note que se se co)am os lados a, b e os lados ã, b obtémMse um toro com um buraco. 
b 
FIGURA 10 
O seguinte passo é construir as 168 folhas de papel cobrindo a superfície M de Mo 
sobre o qual G = SL(3, Z 2) age por isometrias. Isto pode ser obtido substituindo eada 
vértice do grafo de Cayley g = Q{A, B] emanando meias arestas a, ã, b, b por uma. cópia 
de D com lados a, ã, b, b e então, colando as cópias juntamente e na mesma forma como 
os vértices aparecem em ÇJ. A superfície M assim obtida é um modelo geométrico de g e 
G age sobre M por isometrias da mesma forma que G age em g por isomorfismos fortes. 
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Sejam 
Como a ação de G sobre M é compatível com a ação sobre (}, M1 e M, podem ser 
também obtidas colando cópias de D a partir dos grafos H,\(}, e, H,\(} nas Figuras 8 
e 9 respectivamente. 
Pelo Teorema de Sunada (ver observação 4.5) 
são Ll.-isoespectrais para todo p, com a condição de fronteira segundo Dirichlet ou Neu-
mann, ver Figura 11 e 12. 
Para mostrar que a topologia. M1 e M2 é a de uma esfera com nove buracos ou um 
disco com oito buracos olhe nas Figuras 8 e 9. Primeiramente os dois grafos são planares, 
isto é, eles podem ser desenhados no pla.no sem cruzamento de arestas. E quando se 
circula. em torno de um vértice no sentido positivo, encontra-se sempre a seqüência abbã. 
Finalmente, como pode-se ler os grafos Y1, e, Y2 olhando em M1 e M2 , tem-se 
portanto que M1 e M 2 não são isométricas, pois não existe um isomorfismo forte de Ç1 
emY2-
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M, 
'f ----
..... 
FIGURA 11 
M, 
FIGURA 12 
OBSERVAÇÃO: Estil.'! figuril.'! são feitil.'! bil.'!eadil.'! no artigo de Buser [BR2], ver também 
[G-W-W2]. 
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DOMÍNIOS PLANOS ISOESPECTRAIS 
Nesta seção deseja-se apresentar um exemplo de donúnios planos isoespectrais (com 
a condição de bordo segundo Dirichlet ou Neumann). Esses donúnios são obtidos, a partir 
do exemplo de superfícies isoespectrais construído em 4.6, por quociente por um plano 
simétrico que " corta as superfícies em dois" e de fato dois dorrúnios planos (tem-se então 
uma involução sobre cada superfície). 
A exposição se fará via "tmnsplantação". 
4. 7 TRANSPLANTAÇÃO DIRETA: Introduzem-se as duas matrizes seguintes TN 
e TD (os expoentes N e D, transporta-se às condições de Neumann e Dirichlet respecti-
vamente) 
a a a a b b b 
a b a b a a b 
a a b b b a a 
rN= a b b a a b a 
b a b a a a b 
b a a b a b a 
b b a a b a a 
-a a a -a b -b b 
a -b -a b -a a -b 
a -a -b b -b a -a 
rD= -a b b -a a -b a 
-b a b -a a -a b 
b -a -a b -a b -a 
-b b a -a b -a a 
onde os números reais estão ligados pelas relações 
4a2 + 3b2 - 1, 
2a2 +4ab+ b2 O, 
4a+3b - 1. 
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Observe que as matrizes TN e TD são ortogonais (•). 
Considere igualmente 08 grafos seguintes (eles são diferentes pelo fato que 08 números 
são trocados e que as letras A e T nas arestas são permutadas). 
A e A 
(I) 
1 1 
FIGURA 13 
1 
(li) A 
B 
FIGURA 14 
Considera-se agora um bloco fundamental P com tres cortes privilegiado chamados 
a,b,r respectivamente ver Figura 15 (esse bloco corresponde à metade do bloco funda-
(•) Estas matrizes fora.m apresentadas por primeira. vez por Berard, P. e têm origem no artigo: Gordon 
- Webb- Wolpert- One can' t hear the shape of a drum, Annonce de Recherche (1991). 
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mental dado em 4.6 Figura 101 ver também Buser (BR]). 
8 
t 
A --> 
--> A 
FIGURA 15 
Toma,.se 7 exemplares do bloco P segundo a combinatória dos grafos (I) e (11) da 
Figuras 13 e 14. Obtem-se assim dois domínios planos D1 e Dn (Figura 16 e 17)1 colando 
AcomAeBcomB . 
.il 
--- --
1- i ' ', ' o o ? o o 
' I ' ~ o b ' o ' I 
' • 4 
' ' . 
. 
--- ---
3 
DI 
FIGURA 16 
OBSERVAÇÃO: As figuras 16 e 17 são feitas baseadas no artigo de Berard (BD5]. 
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Agora, considere uma função tp sobre D1, e denote por f{Ji sua restrição aos 7 blocos 
de base que formam D1(i E {1, 2, ... , 7}), isso escreve-se como 
Associa-se à função 'f' a função o/>= r"('fJ), sobre Du, definida por: 
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onde • e { N, D} de acordo com o problema, isto é, se o problema é segundo Neumann o 
Dirichlet. 
4.8 TEOREMA: 
(a) A aplicação rN é uma isometria do espaço L'(DI) sobre o espaço L'(Du) que 
induz uma isometria do espaço H1(D1) sobre o espaço H1(Du). 
(b) A aplicação TD é uma isometria do espaço L'( DI) sobre o espaço L'(Du) que 
induz uma isometria do espaço HJ(DI) sobre o espaço HJ(Du). 
PROVA: O fato que a aplicação r• seja uma isometria é conseqüência do fato que as 
matrizes r• são ortogonais. Para os espaços H1 (resp. HJ), falta verificar que as funções 
se colam bem (resp. que as funções se colam bem e que elas se anulam no bordo). Nota-se 
por 1/Jt o traço de ,P; sobre o bordo A do i-ésimo bloco etc. É necessário então verificar 
as seguintes condições sobre o grafo li {Figura 14): 
(N) Condição de Neumann. 
Neste caso é necessário verificar as condições de compatibilida.des seguintes: 
.p; 
- "'~ 
.P: - ,g 
.Pt .P: 
.p; .p; 
.Pt - .Pt 
"'" 
-
.;Jt. 
Elas garantem que as funções coincidem ao longo dos bordos de colagem. 
(D) Condição de Diricblet. 
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Além das condições de compatibilidades anteriores tem-oe que juntar as condições de 
anulação no bordo oeguinteo: 
"': - o 'e, .pf =o 
.Pt - o 
.p; - o 
Vi,' - o 'e, .Pí =o 
# - O ,e, "'~ = o. 
Elas garantem que as funções verificam a condição de Dirichlet sobre o bordo dos domínios. 
Como estas verificações são simples, por exemplo, verificam-se: t/J3 = .p~ e t/1 = O 
para a condição de Dirichlet. De fato 
Da mesma. forma. 
Portanto 
As condições de Dirichlet para '(J : O = 'fJÍ = cp3 = 'fJ1 implicam 
Pelas condições de colagem: 'fJÍ = <p~,rp6 = cp~ tem-se 
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Também 
~4 - -acpr + blp; + brp3 - acp~ + acp5 - bp6 + acp7 
- br.p2 - acp( + acp! -lxp6 
- (b- a)cp; +(a- b)cp~ 
.p;. 
Veja que 1/4 = O. De fato 
.!.A A A ~o,.A ~o,.A lo,.A . .A 
't'3 = 4 'Pt - ar.p'J - "1"'3 + ""t' • - "'t'& - 6 'P1 
o que mostra. o Teorema.. 
4.9 COROLÁRIO: Os domínios D1 e Dn são isoespectrais para tndos os Lapla.cianos 
de Neumann e Dirichlet. 
Este Corolário é conseqüência imediata do Teorema de caracterização variacional dos 
valores próprios (Teorema 2.5). Deduz-se dos grafos (I) e (11) (Figura 13 e 14) que os 
domínios D1 e Du não são isométricos. 
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