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Abstract
As the only pathways connecting the cell’s nucleus and cytoplasm, nuclear pore complexes (NPCs)
enable and control the import and export between cell’s cytoplasm and nucleoplasm. The NPC
allows small molecules (< 40 KDa) to diffuse freely into and out of the nucleus, while excluding
large molecules, which are only allowed to pass when bound to transport receptors. Anchored on
the inner surface of the NPC central pore are many intrinsically unstructured FG-nups, proteins
that contain phenylalanine-glycine repeating sequences (FG-repeats) separated by hydrophilic linker
regions. Because of the unstructured nature of FG-nups, no imaging method has been able to capture
the collective conformation of these proteins in detail. However, their collective behavior inside the
NPC central pore is important to understand the NPC’s selective transport. In this thesis, molecular
dynamics has been used to model and study a representative volume of the FG-nup-filled central
pore. One FG-nup was divided into 25 segments, each containing 100 amino acids. The 25 segments
were then tethered onto a planar surface to mimic the anchoring of FG-nups onto the central pore
surface, forming a 5 × 5 array. Separation between tethering points was adjusted to render a similar
FG-repeat density as that of the NPC. Computational simulations of the array suggested a dynamic
brush-like structure, inside which the FG-nup segments form different bundles. Many FG-repeats
were observed on the bundle surface without binding to another FG-repeat, offering a favorable
environment for transport receptors, proteins that bind to FG-repeats as shown by both experiment
and simulation. Further simulations confirmed that the brush-like structure is able to distinguish
between transport receptors and inert proteins at its entrance. During the 200 ns simulations,
transport receptor NTF2 gradually entered the brush while the inert protein barely did. Although
both NTF2 and the inert protein were found to have many FG-repeats bound to them, binding
events lasted only for short durations for the inert protein. The brush-like structure proposed and
studied here shows great promise in functioning as the selective barrier of the NPC.
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Chapter 1
Nuclear pore complex and its
selective transport
Most genetic materials of the eukaryotic cell are stored and organized inside its nucleus, an organelle
enclosed by a double membrane, i.e., the nuclear envelope (NE). Fig. 1.1 shows schematically a
typical eukaryotic cell. The outer nuclear membrane of NE is continuous with the endoplasmic
reticulum (ER); just like ER, the outer surface of NE is also decorated with ribosomes. The inner
nuclear membrane of NE is attached by a thin sheetlike meshwork of intermediate filaments called
nuclear lamina, which provides structural support for the entire NE. While NE protects the cell’s
genome and transcription machinery inside a nucleus, the nucleus also needs to communicate with
the rest of the cell, for example, importing proteins from the cytoplasm and exporting RNAs. Nuclear
pore complexes (NPCs), forming large pores through the NE, enable and control the needed import
and export. Small molecules up to a limit of 20-40 KDa can diffuse freely through NPCs [1], while
large molecules (>40 KDa) are excluded unless carried by so-called transport receptors, proteins
that manage to pass through NPCs despite their large size. The selective passage through the NPC
is essential for cell growth and function; however, the mechanism underlying the selective transport
is still unknown.
1.1 The architecture and protein composition of nuclear
pore complex
Each nucleus has many NPCs to facilitate the nuclear transport, the exact number varying widely
with cell type and cell activity. For example, there are 200 NPCs/nucleus in yeast cells and 2000-
5000 NPCs/nucleus in proliferating human cells [2; 3]. For both yeast and vertebrates, NPCs are
not distributed uniformly in the NE, but instead are observed in large clusters over various regions
of the NE [4; 5].
As perhaps the largest protein complex [6], an NPC exhibits a very large total mass, e.g., ∼ 44
MDa in yeast [7] and ∼ 60 MDa in vertebrates [8]. By contrast, a vertebrate ribosome has a total
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mass of only ∼ 4 MDa [9]. Because of its large size, to determine the structure of the NPC has been
very difficult. Only very few pieces of NPC proteins have their atomic structures experimentally
determined [10–13]. As a big step, a yeast NPC structural model, including the stoichiometry of all
NPC proteins and their residing spots, was recently derived from vast experimental data [14; 15].
However, to obtain an atomic-detailed structure of the entire NPC still has a long way to go.
Figure 1.1: Schematic view of a typical eukaryotic cell and the nuclear pore complex. The cross-sections of the
eukaryotic cell (left) and the nuclear pore complex (right) are depicted.
The basic architecture of the NPC was revealed mainly by electron microscopy and tomography
studies [16–22]. Although yeast and vertebrate NPCs differ in mass and size [7; 8; 19; 20], they share
a conserved basic architecture, which has octagonal radial symmetry and pseudo two-fold symmetry
across the NE. As shown in Figure 1.1, the central framework of an NPC is sandwiched between the
cytoplasmic and the nuclear rings. It is composed of eight spokes, corresponding to the octagonal
radial symmetry. An outer rim anchors the NPC central framework to the NE, where the outer
and inner membranes fuse. Eight long filaments extend from the nuclear ring to the nucleoplasmic
side of the nucleus. The filaments are linked together at their very ends by another ring, forming a
basket-like structure called the nuclear basket. Extending from the cytoplasmic ring, there are also
eight long filaments called cytoplasmic filaments, which stretch freely into the cytoplasm. Both the
nuclear basket and the cytoplasmic filaments are quite flexible [16; 17].
Enclosed by the central framework of the NPC is the central pore, through which all materials
are transported. Many intrinsically unstructured proteins are anchored on the inner surface of the
central pore [6–8; 23]. In Dictyostelium discoideum, the NPC has an overall diameter of 125 nm and
an overall length of 145 nm including its 60 nm long nuclear basket and 35 nm long cytoplasmic
filaments; the central pore is measured to have a diameter of 60 nm at its narrowest part [17].
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Proteins building up the NPC are generally called nucleoporins/nups. For both yeast and ver-
tebrates, the NPC is composed of only ∼ 30 distinct proteins (nups/nucleoporins) [7; 8; 14; 15].
Because of NPC’s 8-fold symmetry, each distinct nup exists in copies of multiples of 8 [7; 8], resulting
in a total of ∼ 456 copies of proteins per yeast NPC [14; 15]. The high multiplicity of each distinct
nup explains why such a large protein complex as the NPC contains such a small number of distinct
proteins. Among all nups, about two thirds of them are conserved between yeast and vertebrates,
indicating overall conserved function and structure for NPCs [8].
NPC nups can be broadly partitioned into three structural and functional groups [24]: transmem-
berane, central scaffold and transport. The transmembrane group includes membrane spanning nups
composed of transmembrane α-helices and cadherin folds [25; 26]. Nups in the central scaffold group
consist of only α-solenoid and β-propeller folds, composing largely NPC’s central framework. The
transport group is mainly comprised of FG-nups [24], proteins containing intrinsically unstructured
FG-repeat domains rich in phenylalanine-glycine (FG) repeating sequences (FG-repeats) [7; 23; 27–
29]. FG-nups, anchored on the NPC central pore inner surface by their coiled-coil domains [24],
directly mediate the NPC selective transport [30–52]. Representing ∼ 1/3 of all nups [8], FG-nups
effectively fill the NPC central pore [7; 14; 15].
The existence of many FG-nups, each containing a structurally disordered FG-repeat domain [7;
8; 23; 29], is a signature of the NPC central pore. These domains typically contain FG-repeats
as sequence motifs FG, GLFG, or FxFG (x being any amino acid, largely S) separated by linker
regions of 10-20 hydrophilic amino acids. In yeast NPC, there are at least 128 FG-repeat domains,
together displaying ∼ 3500 FG-repeats [53]. FG-repeat domains are very flexible [54–57] and natively
unfolded [23; 27–29]. While the unstructured nature is conserved for FG-repeat domains between
species, these domains do experience poor sequence conservation and high amino acid substitution
rates, indicating rapid evolution of FG-nups [29]. A closer look showed that the sequence divergent
sites mainly occur in the linker regions between FG-repeats and, in contrast, the sequence motifs of
FG-repeats are highly conserved among the four Saccharomyces species studied [29].
1.2 The selective transport of nuclear pore complex
Effective communication between the cell’s nucleus and cytoplasm is essential. The nucleus needs
to import gene-regulating and ribosomal proteins from the cytoplasm, as well as to export mature
protein-coding RNAs and ribosomal subunits into the cytoplasm. At the same time, genetic mate-
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rials and the gene-transcription machinery inside the nucleus need to be protected. As the sole gate
keepers of the nucleus, NPCs permit the passage of those materials needed and exclude “stowaways”.
Two modes of transport exist for NPCs: passive diffusion and facilitated transport. For passive
diffusion, small molecules up to a limit of 20-40 KDa can diffuse freely through NPCs, comparable to
free diffusing inside a channel of ∼ 10 nm in diameter and ∼ 45 nm long [1]. In contrast, facilitated
transport is highly selective. It enables much larger molecules such as the ribosomal subunits, which
are 25 nm in diameter, to pass through the NPC [58–60], but only when they are carried by transport
receptors, “ferries” that shuttle back and forth through the NPC.
Facilitated transport, i.e., selective transport, of the NPC cannot be accomplished without trans-
port receptors, a special family of proteins that circulates between nucleoplasm and cytoplasm. By
interacting with FG-nups, transport receptors are able to pass through NPCs not only just by
themselves but also with cargo molecules bound to them. Most transport receptors belong to the
importin-β/karyopherin-β family (reviewed in [6; 61; 62]). Other structurally different transport
receptors also exist, e.g., the TAP/NXF family that assists the export of mRNAs [37; 63] and the
protein NTF2 that imports RanGDP into the nucleus.
Materials destined to go through the NPC as cargo are labeled by special protein sequences, the
nuclear localization signals (NLS) for nuclear import [64–67] and the nuclear export signals (NES)
for nuclear export [68–71]. By recognizing the correct signal, a transport receptor binds to the cargo
molecule directly or, in some cases, via an adapter protein, forming a receptor-cargo complex, and
chaperons it across the NPC. Once arriving at the opposite side of the NPC, the receptor-cargo
complex is dissociated, leaving the cargo in the proper compartment of the cell. Although in most
cases a transport receptor can bind to its cargo directly, an adapter protein is needed sometimes.
For example, importin-α [72] and importin-7 [73] serve as adapter proteins of different cargoes for
transport receptor importin-β; the 60S ribosomal subunit uses an adapter protein Nmd3 to bind to
its transport receptor Crm1 and gets exported [58; 59].
The import cycle and export cycle are similar in general, yet different in detail (see [6; 61] for
a review). Ran-GTP, i.e., the GTP-bound state of Ran, is required for both nuclear import and
export, but in a different manner. During the import cycle, a transport receptor binds to its cargo
at the cytoplasmic side and carries the cargo through the NPC to the nuclear side, where Ran-GTP
binds to the transport receptor and dissociates the receptor-cargo complex [74]. The transport
receptor, together with Ran-GTP binding to it, then returns through the NPC to the cytoplasmic
side, where Ran-GTP hydrolyzes and leaves the transport receptor that is then available for another
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round of transport. The Ran GTPase activating protein (Ran-GAP), localized at the cytoplasmic
compartment [75], highly increases the hydrolysis rate of Ran-GTP and, therefore, triggers the
dissociation of Ran from the transport receptor [76–78]. During the export cycle, a transport
receptor binds to both Ran-GTP and its cargo at the nuclear side to form the export complex.
After navigating through the NPC to the cytoplasmic side, the export complex is dissociated by
hydrolysis of Ran-GTP, also stimulated by Ran-GAP. The empty transport receptor then returns
to the nuclear side through the NPC.
As the selective transport takes place, Ran-GTP is transported from the nucleus to the cyto-
plasm, where it hydrolyzes to Ran-GDP. To maintain the selective transport, Ran-GDP must be
returned to the nucleus and converted to its GTP-bound state. NTF2 is the transport receptor that
binds to Ran-GDP only and transports it [79; 80]. As a dimer, NTF2 can bind to two Ran-GDP
particles simultaneously and escort them to the nucleus. Once arriving at the nucleus, the Ran
guanine nucleotide exchange factor (Ran-GEF), which is restricted to the nucleus [81], catalyzes the
exchange of GDP for GTP on Ran [82] and releases NTF2. NTF2 then returns to the cytoplasmic
compartment alone.
As you may have noticed already, Ran-GEF and Ran-GAP are asymmetrically distributed:
Ran-GEF is restricted to the nucleus [81] while Ran-GAP is localized in the cytoplasmic compart-
ment [75]. By controlling the switching between GTP-bound and GDP-bound states of Ran, the
asymmetry distribution of the two enzymes creates and maintains the steep gradient of Ran-GTP
across the NPC, such that Ran-GTP is highly concentrated in the nucleoplasm and Ran-GDP, on
the contrary, is highly concentrated in the cytoplasm. The directionality of both import and export
cycles is therefore regulated.
1.3 The underlying mechanism: how does the nuclear pore
complex regulate its selective transport?
How does the NPC achieve selective passage for transport receptors and receptor-cargo complexes,
shutting out other large molecules? The deletion of some combinations of FG-repeat domains can
lead to cell death, although the cell is still viable when over half of the FG-repeat mass is deleted [53].
As pointed out already, transport receptors were observed in both experiment and simulation to
interact with FG-nups [30–52]. However, it is generally believed that this interaction by itself does
not explain NPC selective gating. Rather it is assumed that FG-nups in the NPC central pore form
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a particular aggregate structure.
Indeed, a macroscopic hydrogel can be formed by FG-nups free in solution, however, only un-
der unphysical conditions [83]. The saturated hydrogel can reproduce the permeability barrier of
NPCs [84]. Experiments using atomic force microscopy (AFM) observed brush-like properties of
FG-nups attached to gold substrates [28]. Addition of the transport receptor importin-β induces a
collapse of the brush, the collapse being reversed by adding Ran-GTP particles [85]. More recently,
an artificial nanopore with FG-nups attached to its inner surface was shown to favor the passage
of transport receptors over that of inert molecules [86]. Various structural models have been sug-
gested for FG-nup aggregates and the mechanism underlying NPC’s selective transport [7; 87–89].
Although each model has some support from experiments, none of them has yet been verified in
detail. Part of the difficulty is ascribed to the unstructured nature of those FG-nups filled in the
NPC central pore. Because the FG-nups are flexible and natively unfolded [23; 27–29; 54–57], no
imaging method is currently available to capture the details of their collective behavior inside the
central pore.
This work focuses on characterizing the collective behavior of FG-nups [90], as well as their
interactions with transport receptor NTF2 and inert proteins. One FG-nup, namely yeast nsp1,
was divided into 25 segments, each containing 100 amino acids (Table 4.1). As a representative
volume of the FG-nup-filled NPC central pore, the 25 segments were tethered onto a planar surface,
forming a 5 × 5 array. Simulations of the array yielded rapidly a brush-like structure of bundled
nsp1 segments with properties that could realize the NPC selective barrier (Fig. 1.1a): (i) on their
surface the brush bundles are dotted with spots of FG-repeats, that are known from both simulation
and experiment to bind to transport receptors [31; 33–35; 50–52]; (ii) the brush bundles are inter-
connected, as nsp1 segments frequently switch from one bundle to another. The brush-like structure
is consistent with experiments which observed brush-like properties of a different FG-nup, namely,
human Nup153 [28; 85]. Through four different simulations, the above brush-like structure was then
probed via interactions with transport receptor NTF2 dimers and inert proteins. Simulation results
proved the brush-like structure’s ability to function as a selective barrier. The brush-like structure
was able to distinguish between transport receptors and inert proteins at its entrance: while the
NTF2 dimer initially placed outside the wildtype brush gradually permeated into the brush, the
inert protein placed at a similar position did not. In addition, the NTF2 dimer placed outside a
mutant brush (non-FG), did not enter the brush.
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Chapter 2
Modeling the motions of
biosystems: basics of molecular
dynamics
Molecular dynamics (MD) is a computational method which studies the time-dependent behaviors
of classical many-body systems. It is widely used to study the structure, function and dynamics of
biomolecules. According to laws of classical mechanics, the method computes the interacting forces
and movements of all particles in the system for each time step and therefore decides the system’s
overall movement over time. In particular, the motion of each particle is computed according to
Newton’s Second Law:
~Fi = mi~¨ri (2.1)
where ~Fi is the total force exerted on particle i. The proper representation of forces on each particle,
or equivalently, the potential energy of the particle, is thus important.
Just like a computational microscope, MD provides in great detail the structure and dynamics
of the system under consideration. Based on the resulting simulation trajectories, thermodynamic
properties of the system can also be evaluated, though adequate sampling is always a concern. By
calculating the motion of every atom in the system, all-atom (AA) MD simulations can track atomic-
detail configurational changes of the system over time. But time scale of AA MD simulations is
typically tens to hundreds of nanoseconds limited by current computational power. However, biolog-
ical relevant time scale is usually microseconds to milliseconds. Many coarse-grained (CG) models,
which use one CG bead to represent several atoms, were thus developed. Under the penalty of losing
some details of the system, CG models can greatly accelerate the simulation speed as well as reduce
the simulated system size, reaching a time scale of microseconds. A combination of the AA and CG
simulations can therefore be employed to study many of the biological systems. One of the widely
used MD programs is NAMD [91], which is developed and maintained by Prof. Schulten’s group.
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2.1 Force fields
In MD simulations, all particles are considered to be point charges with mass. A force field usually
refers to a set of files that try to model the interaction of each particle with the rest of the system,
i.e., the potential each particle experiences. It defines how particles are connected, the charge
each particle contains, the particle type of each particle, the math expression of each interaction
type, and the interaction parameters for each particle type (or each combination of particle types).
CHARMM [92–94], X-PLOR, AMBER, and GROMACS are four popular all-atom force fields.
An all-atom force field generally employs a potential energy function with the following five
contributions:
Utotal = Ubond + Uangle + Utorsion + Uvdw + Uelec (2.2)
The first three terms describe the bonded interactions in the system: the bond stretching between
two bonded atoms, the angle bending between three atoms bonded together by two bonds, and
the bond rotation among four atoms bonded together by three bonds. The last two terms de-
scribe the non-bonded attraction and repulsion, i.e., the van Der Waals (VDW) interaction and the
electrostatic interaction. Figure 2.1 shows these interaction terms schematically.
All covalent bonds in the system are subject to the bond stretching potential. Each bond
stretching term is represented by a harmonic potential:
Ubond(r) =
1
2
kb(r − r0)2 (2.3)
where kb is the force constant of the bond, r is the bond length and r0 is the bond equilibrium
length.
Note that the Morse potential listed below is actually a better approximation of the diatomic
bond potential:
Ubond(r) = De[1− e−a(r−r0)]2 (2.4)
where De is the depth of the potential energy well, and a controlls the ”width” of the potential.
They are related to the force constant kb in Eq. 2.3 as kb = 2Dea2. In practice, however, MD force
fields usually use the harmonic representation in Eq. 2.3 instead of the Morse potential in Eq. 2.4
because of the latter’s high computational demand. Eq. 2.3 is equivalent to the secondary Taylor
expansion of Eq. 2.4. In most cases, atoms won’t deviate significantly from their equilibrium bond
length, such that the harmonic potential in Eq. 2.3 is actually suitable.
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Figure 2.1: Schematic view of all types of interactions. a) Bond stretching between two covalently bonded atoms. b)
Angle bending between two covalent bonds. c) Dihedral tortional term. d) Improper tortional term. e) Non-bonded
interactions.
All angles between two covalent bonds sharing a single atom at the vertex are subject to the
angle bending potential. Each angle bending potential is also described using a harmonic potential:
Uangle(θ) =
1
2
kθ(θ − θ0)2 (2.5)
where kθ is the force constant, θ is the bond angle, and θ0 is the equilibrium bond angle.
A set of four atoms separated by exactly three covalent bonds is termed as a dihedral. All
dihedrals in the system are subject to a tortion potential described by the following equation:
Udihedral(φ) =
∑
n
Vn
2
[1 + cos(nφ− γ)] (2.6)
where Vn is the barrier height of rotation, φ is the dihedral angle, i.e., the angle between the plane
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containing the first three atoms in one dihedral and the plane containing the last three atoms, and
γ is the phase shift. The “multiplicity” n is usually 1, 2, or 3.
As shown in Fig. 2.1d, a set of four atoms with three of them bonded to the center atom is usually
called an improper. To maintain the planarity of the impropers, an imporper tortional energy may
be included:
Uimproper(ψ) =
1
2
kimp(ψ − ψ0)2 (2.7)
where kimp is the force constant, ψ is the improper angle, and ψ0 is the equilibrium improper angle.
kimp is usually quite large to restrain the improper atoms in a plane. ψ is the angle between the
plane containing the first three atoms and the plane containing the last three, and ψ0 is typically 0.
The total tortional energy would thus be:
Utortional =
∑
dihedrals i
Udihedral i +
∑
impropers i
Uimproper i (2.8)
Finally, the Lennard-Jones 12-6 function is used to approximate the complete VDW interaction,
UV DW = 4ij [(
σij
rij
)12 − (σij
rij
)6] (2.9)
where ij is the potential well depth for atoms i and j, rij is the distance between the two atoms,
and σij is the collision distance of the two atoms. And, with each atom being assigned a partial
charge, the Coulomb potential is used to calculate the electrostatic interactions:
Uelec(rij) =
qiqj
4pi0rij
(2.10)
where qi and qj are the partial charges assigned to atoms i and j separately, 0 is the dielectric
constant in vacuum, and rij is also the distance between the two atoms.
The coarse-grained models employ a similar form of the total potential energy as the above all-
atom force fields, yet, with different parameters. The all-atom force field parameters are generally
obtained through a combination of empirical techniques and quantum mechanical calculations [92–
96]; bulk water and experimentally well-characterized small molecules are then simulated using
these parameters to test whether their structural, dynamic, and thermodynamic properties can be
correctly reproduced. On the other hand, the coarse-grained force field parameters are generated
based on all-atom force field parameters, and are then tested for fidelity in reproducing the all-atom
simulation results.
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NAMD can recognize all four major file fields formats: CHARMM [92–94], X-PLOR, AMBER,
and GROMACS. All-atom simulations in this thesis were performed by NAMD using the CHARMM
force filed, which has a similar potential energy function as that described above:
U(~R) =
∑
bonds
Kb(b− b0)2 +
∑
angles
Kθ(θ − θ0)2 +
∑
Urey−Bradley
Kub(S − S0)2
+
∑
dihedrals
Kχ[1 + cos(nχ− δ)] +
∑
impropers
Kψ(ψ − ψ0)2
+
∑
non−bonded
ij [(
Rmin,ij
rij
)12 − 2(Rmin,ij
rij
)6] +
∑
all
qiqj
elecrij
(2.11)
The Urey-Bradley term accounts for a harmonic constraint of the distance between the first and
third atoms in an angle when no other atoms are bonded to those two atoms. A CMAP lookup
table, i.e., a correction map to the backbone dihedral energy, has also been added to the force field
recently to improve the protein backbone behavior [94].
2.2 Numerical integrators
It is impossible to solve analytically the above potential function for a typical many-body system.
In practice, the equations of motion for each particle in the system are solved numerically at finite
time steps and then integrated together to produce the overall movement of each particle. At the
heart of the numerical method are Tayler expansions:
~r(t+ δt) = ~r(t) + ~v(t)δt+
1
2
~a(t)δt2 +
1
6
~b(t)δt3 + · · · (2.12)
~v(t+ δt) = ~v(t) + ~a(t)δt+
1
2
~b(t)δt2 + · · · (2.13)
However, a simple Taylor expansion alone is not enough. A good numerical integrator must be
simplectic, i.e., to be time reversible and to conserve the system’s overall energy and momentum
over the course of the simulation [97; 98]. The Verlet algorithm [99] is a well-known simplectic
integrator. The basic Verlet algorithm can be deducted from the Taylor expansions of ~(r) at time
t+ δt and t− δt:
~r(t+ δt) = ~r(t) + ~v(t)δt+
1
2
~a(t)δt2 +
1
6
~b(t)δt3 + · · · (2.14)
~r(t− δt) = ~r(t)− ~v(t)δt+ 1
2
~a(t)δt2 − 1
6
~b(t)δt3 + · · · (2.15)
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Adding the above two equations together and ignoring the forth and higher order terms, one can
obtain the basic Verlet equation for posion ~r:
~r(t+ δt) = 2~r(t)− ~r(t− δt) + ~a(t)δt2 (2.16)
From the force field parameters and potential functions, one can calculate ~a(t) for each particle at
time step t and thus obtain the position for each particle at time t+ δt. The velocities can then be
computed easily by the following equation:
~v(t) =
~r(t+ δt)− ~r(t− δt)
2δt
(2.17)
Note that to start a simulation, one needs to know both the positions at time 0 and time −δt,
which is not possible. So the first time step must be calculated differently. Also, velocities calculated
through Eq. 2.17 have an error in the order of δt2 while the positions have an error in the order
of δt4. One variation on the Verlet algorithm is the velocity Verlet algorithm [100], which solves
the first time step problem and is able to integrate velocities more accurately. The velocity Verlet
algorithm can be summarized as the following three equations:
~r(t+ δt) = ~r(t) + ~v(t)δt+
1
2
~a(t)δt2 (2.18)
~v(t+
δt
2
) = ~v(t) +
1
2
~a(t)δt (2.19)
~v(t+ δt) = ~v(t+
δt
2
) +
1
2
~a(t+ δt)δt (2.20)
where ~a(t) and ~a(t+δt) are derived from the force field functions at time step t and t+δt separately.
NAMD uses the velocity Verlet algorithm for simulations in an NVE ensemble; as introduced in next
section, an extension of the Verlet algorithm was used for simulations in an NVT or NPT ensemble.
2.3 The temperature and pressure control
For NVT and NPT ensemble simulations, it is important to generate the correct ensemble distri-
bution for the target temperature and pressure. To do this, the system is coupled to a reservoir,
reflected by mild modifications to Newton’s equations of motion (Eq. 2.1). The following Langevin
12
equation is a general way for the coupling:
m~˙v = ~F − γm~v +
√
2γkBTmδtR(t) (2.21)
where m is the particle mass, ~v is the particle velocity, ~F is the force calculated through the force field
parameters, γ is the damping coefficient, kB is the Boltzmann constant, T is the target temperature,
and R(t) is a Gaussian random process. Adding the last two terms to Newton’s equation effectively
couples the system with a reservoir. NAMD uses the Bru¨nger-Brooks-Karplus (BBK) method [101],
an extension of the position Verlet algorithm, to integrate the above Langevin equation. In the BBK
method, positions are integrated using the following equation:
~r(t+ δt) = ~r(t) +
1− γδt/2
1 + γδt/2
[~r(t)− ~r(t− δt)] + 1
1 + γδt/2
δt2[m−1 ~F (t) +
√
2γkBTδt
m
Z(t)] (2.22)
where Z(t) is a set of Gaussian random variables with zero mean and variance 1. For each degree
of freedom, one random number is required in the BBK method.
For NPT ensemble simulations, additional degrees of freedom are introduced to obtain con-
stant pressure. Below we introduce three: the Langevin-piston method [102], the Nose´-Hoover
method [103], and the method used in NAMD [91], which combines the first two methods.
In the Langevin-piston algorithm [102], the volume of the system is included as an additional
degree of freedom. Just like a piston, the additional degree of freedom can adjust itself to equalize
the internal pressure of the system and the applied pressure. To allow partial damping, Langevin
dynamics is used to describe the motion of the piston. The equations of motion are listed below:
~˙r =
~p
m
+
1
3
V˙
V
~r (2.23)
~˙p = ~F − 1
3
V˙
V
~p (2.24)
V¨ =
1
W
[P (t)− Pext]− γV˙ +
√
2γkBTδt
W
R(t) (2.25)
where ~r is the particle position, ~p is the particle momentum, m is the particle mass, V is the system
volume, ~F is force experienced by the particle from the rest of the system, W is the piston mass
(with units of mass*length−4), P (t) is the instantaneous pressure of the system, Pext is the target
pressure, γ is the damping coefficient, kB is Boltzmann constant, T is the target temperature, and
R(t) is a random value taken from a Gaussian distribution with zero mean and variance 1.
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In the Nose´-Hoover method, constant pressure is also achieved by allowing the system volume
to vary. It uses an evolution equation of the strain rate ˙ to maintain the system pressure around
the target pressure. Below the equations of motion used in this method are listed:
~˙r =
~p
m
(2.26)
~˙p = ~F − (˙+ ζ)~p (2.27)
ζ˙ =
∑ ~p2
m −XkBT
Q
(2.28)
˙ =
1
D
V˙
V
(2.29)
¨ =
(P − Pext)V
τ2kBT
(2.30)
where ˙ is the strain rate, D is the dimension of the system, X is the total independent degrees of
freedom in the set (~r, ~p), ζ is the thermodynamic friction coefficient, Q is an introduced parameter
one can adjust, and τ is the relaxation time. Simulations are mostly done in 3-dimensional space,
so the value of D is usually 3. The position and velocity of the simulated system’s center of mass
are usually fixed, so the number of total degrees of freedom, i.e., the value of X, is 3(N − 1) for a
3-dimensional system containing N particles.
Inspired by the above two methods, Dr. James C. Phillips in Prof. Schulten’s group proposed a
new set of equations of motion using Langevin dynamics to control fluctuations in the barostat of
the above Nose´-Hoover method. This modified Nose´-Hoover method is implemented in NAMD [91].
Below the equations of motion are listed:
~˙r =
~p
m
+ ˙~r (2.31)
~˙p = ~F − ˙~p− g~p+
√
2mgkBTδtR (2.32)
˙ =
1
D
V˙
V
(2.33)
¨ =
3V
W (P − Pext) − ge˙+
√
2gekBTδt
W
Re (2.34)
W = 3Nτ2kBT (2.35)
whereW is again the piston mass; g and ge are the damping coefficients for the particles and piston,
respectively; R and Re, representing noise on particles and piston separately, are random values
taken from a Gaussian distribution with zero mean and variance 1. As in the Nose´-Hoover method,
D is usually set to be 3 since normally 3-dimensional systems are simulated.
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Figure 2.2: Illustration of the periodic boundary conditions. The prime cell is shown in the center; only eight of its
image cells are depicted.
Note that to efficiently carry out simulations in an NPT ensemble, additional temperature control
method, such as Langevin dynamics, should be used to couple the system into a heat bath.
2.4 Periodic boundary conditions
Molecular dynamics (MD) simulations are performed on finite systems that are truncated from bulk
systems. Because the simulated systems are much smaller than a bulk system, surface effects, result-
ing from the fact that particles on the surface of the systems have less neighbors than those inside,
can affect the properties of a system tremendously. To mimic a bulk system and to minimize those
artificially introduced surface effects, periodic boundary conditions (PBC) are therefore introduced
and widely used in most MD simulations. In PBC language, the cell including the entire simulated
system is called the prime cell. When PBC is applied, the prime cell is replicated in all directions to
fill the infinite space, forming infinite numbers of other identical cells (Fig. 2.2). Because all other
cells are just identical images of the prime cell, each particle only needs to be represented once in
MD code. Whenever one particle leaves the prime cell during one simulation, a copy of it enters the
prime cell from the opposite side.
By applying PBC, each particle is subject to the potential from all other particles in all cells
including the image ones. So particles originally on the surface are also surrounded by particles
from all directions, effectively eliminating the surface effects. And because the resulting system is
periodic in all directions, the Particle-Mesh Ewald (PME) method [104] can be used to calculate
the full electrostatic potential energy efficiently for each particle in the system.
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Chapter 3
Individual and collective behaviors
of FG-nup nsp1
Nuclear pore complexes (NPCs) are selectively gated pathways between nucleoplasm and cytoplasm.
While small molecules can diffuse freely through NPCs, large molecules (>40 kD) can pass only when
bound to transport receptors, which is designed to permeate the NPC despite its size. The NPC
central channel is filled with disordered proteins, rich in phenylalanine-glycine (FG) repeats, referred
to as FG-nups. Our simulations, carried out at coarse-grained and all-atom levels, show that arrays
of FG-nups tethered to a planar surface, at an FG-repeat density found in the NPC, form dynamic
brush-like structures of multi-protein bundles, proteins switching between bundles, while individual
FG-nups form dynamic globular structures. More than half of the FG-repeats are found on the
surface of the bundles, offering a favorable environment for transport receptors. Binding to FG-
repeats and a sliding motion of NTF2 induced by binding and unbinding to phenylalanines were
observed when adding this transport receptor into one of the brush-like structures. Our study offers
a simulation framework for investigating the role of FG-nups in NPC gating at an unprecedented
level of detail.
3.1 Introduction
The disordered nature of FG-nups in the NPC, apparently required for transport receptor passage
and selective gating, poses a challenge to a detailed understanding of NPC function. Fortunately,
disordered biomolecular systems can be studied by means of molecular dynamics (MD) simula-
tions [105] such that the models can be tested. The ability of MD to investigate disordered systems
was demonstrated widely in the case of membrane processes, a field where MD has become indispens-
able [106]. Structure, dynamics and function of FG-nups should likewise become a successful domain
of MD, a major hurdle being the more extended length and time scale that need to be described.
Various models explaining selective transport through the NPC have been suggested. Below we in-
troduce four, the virtual-gate, the selective-phase, the two-gate, and the reduction-of-dimensionality
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Segment name D1 D2 D3 D4 D5
Nsp1 sequence 1 - 100 21 - 120 41 - 140 61 - 160 81 - 180
Segment name D6 D7 D8 D9 D10
Nsp1 sequence 101 - 200 141 - 240 161 - 260 181 - 280 201 - 300
Segment name D11 D12 D13 D14 D15
Nsp1 sequence 221 - 320 241 - 340 261 - 360 281 - 380 301 - 400
Segment name D16 D17 D18 D19 D20
Nsp1 sequence 321 - 420 341 - 440 361 - 460 381 - 480 401 - 500
Segment name D21 D22 D23 D24 D25
Nsp1 sequence 421 - 520 441 - 540 461 - 560 481 - 580 501 - 600
Table 3.1: Segments D1 - D25 simulated and their nsp1 sequences.
model.
The virtual-gate model [7] proposes that FG-nups form an entropic barrier, given the fact that
a dense array of FG-nups is attached to the surface of the NPC channel. While transport receptors
can carry large molecules bound to them through this barrier by binding to FG-repeats, other large,
but inert molecules are excluded. In support of this model, clusters of human Nup153 (a human FG-
nup) were demonstrated by atomic force microscopy (AFM) measurements to form polymer brushes
in vitro [28]. The authors in [85] showed that addition of transport receptor importin-β induces
the collapse of the Nup153 brushes while this collapse can be reversed by adding RanGTP, which
dissociates importin-β from the FG-nups and inhibits importin-β from binding to FG-repeats [30].
The selective-phase model [87] proposes that FG-nups form a 3D meshwork inside the channel
through extensive FG-repeat-mediated binding. The binding between FG-repeats reduces the free
diffusion size limit, but transport receptors carrying cargo can travel through this mesh by sepa-
rating the linked FG-repeats, competing themselves for binding to FG-repeats. In support of this
model, yeast nsp1 (a yeast FG-nup) was shown to form a macroscopic hydrogel [83]. The authors
demonstrated also that a saturated hydrogel formed by nsp1 can produce a permeability barrier
similar to that found in real NPC [84].
Both in vitro and in vivo low-affinity assay experiments showed that only FG-domains with the
repeat motif GLFG bind to each other through weak cohesive interactions while FG-domains with
other repeat motifs do not [89]. FG-nup nsp1, with FG and FxFG repeat motifs, were found not
to bind to each other. Based on these results, the authors proposed a two-gate model: FG-nups
anchored at the edge of the NPC, such as nsp1, form polymer brushes as suggested by the virtual-
gate model [7], while FG-nups anchored at the center of the NPC form a meshwork by binding to
each other, as suggested by the slective-phase model [87].
The reduction-of-dimensionality model [88] proposes that FG-repeats of FG-nups line the NPC
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CG simulation CG simulation AA simulation AA simulation
Simulation System No. of CG beads time No. of atoms time
Sim D1 D1 16,814 1 µs 74,316 20 ns
Sim D6 D6 16,493 1 µs 76,630 20 ns
Sim D10 D10 17,511 1 µs 75,605 20 ns
Sim D15 D15 16,209 1 µs 78,286 20 ns
Sim D20 D20 15,811 1 µs 76,303 20 ns
Sim D25 D25 17,400 1 µs 84,656 20 ns
Sim WT1 WT array 56,595 4 µs 353,628 10 ns
Sim WT2 WT array 56,595 4 µs 355,574 10 ns
Sim MT MT array 56,595 4 µs 355,618 10 ns
Sim NTF2 NTF2 — — 329,162 60 ns
Table 3.2: Summary of MD simulations.
central channel with an FG surface. While inert molecules are restricted to a very narrow passage,
transport receptors can manage through the NPC by sliding on the FG surface in the manner of a
two-dimensional rather than a three-dimensional random walk.
The exact gating and transport mechanism of the NPC remains elusive. By combining coarse-
grained (CG) and all-atom (AA) molecular dynamics (MD), we were able to study individual and
collective behaviors of FG-nup yeast nsp1 over the time scale of microseconds. As shown in Table 3.1,
the FG-repeat domain of one FG-nup, namely nsp1 from the yeast NPC, was divided into 25
segments, each containing 100 amino acids. The resulting 25 nsp1 segments were tethered onto a
planar surface, tethering points arranged as a 5 × 5 array. The separation between each tethering
point was set to be 26 A˚ such that the resulting array yielded a similar FG-repeat density as that
of the NPC. A mutant array was also built by replacing all phenylalanines (except two of them,
as detailed in Section 3.4) with serines. Individual nsp1 segments as well as the wildtype and
mutant array were investigated (Table 3.2). While individual segments were seen to form globule-
like dynamic structures, arrays of them formed polymer strands organized into brush-like structures
with a height much larger than the Rg of individual segments.
3.2 Results
In order to sample computationally a representative volume of the nsp1-filled NPC channel, we
constructed an array of individually tethered nsp1 segments, tethering points being positioned such
that the resulting systems adopted an FG-repeat density similar to that in the NPC. For this
purpose, the FG-repeat domain of nsp1 (1 - 600) was represented by twenty-five 100 amino acid
(aa) long segments (D1 - D25, Table 3.1), individual and collective behaviors of which being then
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studied through coarse-grained (CG) and all-atom (AA) molecular dynamics (MD) simulations.
As representatives, six segments tethered to the substrate were simulated individually in solution,
reaching dynamic globular structures. All twenty-five segments were then tethered individually to
a planar surface, the tethered endpoints forming a regular 5 × 5 lattice as shown in Fig. 3.3. Both
wildtype and mutant nsp1 arrays were simulated. The transport receptor NTF2 was finally added
to one resulting structure of the wildtype array and simulated to study its interaction with nsp1.
3.2.1 Individual nsp1 segments form dynamic globular-like structures
Segments D1, D6, D10, D15, D20 and D25 (Table 3.1) tethered to a planar surface were simulated in-
dividually in solution, their sequences covering the whole FG-repeat domain of nsp1 (1-600) without
overlap. Each segment was first described through coarse-grained (CG) molecular dynamics (MD)
for 1 µs. During the simulations, the initially fully extended segments coiled up and shortened into
globule-like structures as seen in Fig. 3.1, which shows the radius of gyration (Rg) decreasing from
over 100 A˚ (corresponding to the fully extended form) to a value between 11.8-13.5 A˚ (corresponding
to a globular form).
Figure 3.1: Coiling of individual, initially fully extended, nsp1 segments. The time evolution of the radius of gyration
(Rg) is shown for 1 µs CG simulations. The inset shows the time evolution of Rg during subsequent AA simulations,
that started from the reverse-coarse-grained AA structures of the final (1 µs) CG structures.
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The resulting CG globular structures were reverse-coarse-grained and the obtained all-atom (AA)
structures studied in 20 ns AA MD simulations. During these simulations, Rg values increased
slightly (Fig. 3.1 inset) to 13.7 A˚, 14.0 A˚, 14.7 A˚, 15.7 A˚, 14.5 A˚, and 20.0 A˚ for segments D1, D6,
D10, D15, D20, and D25, respectively. The final structure for each segment is shown in figure 3.2.
With the volume of each globule-like structure taken to be 43piRg
3, the average FG-repeat density
in these segments is 0.39 FG-repeat/nm3, which is five times as large as the estimated density of
yeast NPC.
Figure 3.2: Initial and final configurations of the individually simulated nsp1 segments. a) Initial set up of each single
segment system. The water box is depicted in light purple. The nsp1 simulated is shown in orange with its constrained
terminus represented by a red sphere. b) - g) Snapshots of segments D1, D6, D10, D15, D20, and D25, respectively.
Each snapshot was taken at the end of the all-atom simulation with the nsp1 segment in orange, phenealanines of the
FG-repeats in green, and the constrained terminus in red.
For comparison, three natively-folded proteins of similar size were selected from the Protein Data
Bank and their Rg calculated: the fibronectin type III repeat domain of neural cell adhesion molecule
1 (PDB code: 2HAZ, 104-aa, 11.3 kDa) has an Rg of 14.2 A˚; macromomycin (PDB code: 2MCM,
112-aa, 10.7 kDa) has an Rg of 13.4 A˚; and the light chain of Bence-Jones Protein RHE (PDB code:
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2RHE, 114-aa, 11.8 kDa) has an Rg of 14.0 A˚. Compared to these natively-folded proteins, segments
D1 and D6 are as compact, segments D10, D15, and D20 are a little less compact, and segment D25
is significantly more expanded, suggesting overall that the whole FG-repeat domain of nsp1 is less
compact than typical natively-folded protein and likely is more flexible.
3.2.2 Arrays of nsp1 segments form dynamic brush-like structures
A key question regarding NPC function is how nsp1 segments behave when brought together, reach-
ing an FG-repeat density close to that in the NPC central channel. The listed twenty-five 100-aa
wildtype nsp1 segments (D1 - D25, Table 3.1) were, thus, tethered individually to form a 5 × 5 array
(WT array, Fig. 3.3). Two independent 4 µs CG MD simulations were performed for this system.
In both simulations, the segments coiled and shortened from their fully extended state, reaching a
dynamic equilibrium very quickly. As shown in Fig. 3.4a, the brush height decayed, from an initial
brush-height of over 350 A˚ to an average value of 77.1 A˚ for Sim WT1 and 88.8 A˚ for Sim WT2.
Instead of forming globule-like structures as the individual segments did, the wildtype array in
each simulation formed a brush-like structure with a height much larger than the Rg of a single chain
(i.e., 77.1 - 88.8 A˚ vs. 13.7 - 20.0 A˚ ). The segments are seen to form bundles of 2 - 6 individual
segments and different bundles inter-cross with each other, leaving some space that allows small
molecules to diffuse through. One should note that the final conformation reached continues to
undergo random conformational transitions as the system is dynamic in nature. The brush-like
structure of Sim WT1 is shown in Fig. 3.5a.
The CG structures reached after 4 µs were reverse-coarse-grained into AA structures, which
were then simulated and equilibrated for 10 ns. The AA simulations did not result in a significant
restructuring, except that the brush-height increased by ∼10 A˚ to a value of 87.8 A˚ for Sim WT1
and 98.7 A˚ for Sim WT2 (Fig. 3.4a inset). These heights correspond to an FG-repeat density of
0.08 FG-repeat/nm3 for Sim WT1 and 0.07 FG-repeat/nm3 for Sim WT2. Yeast NPC has a central
channel of 38 nm in diameter and 37 nm in height [14; 15], in which FG-nups with a total of ∼3500
FG-repeats [53] are anchored, corresponding to an estimated density of 0.08 FG-repeat/nm3.
A surface representation of the structures at the end of the two AA simulations is shown
in Fig. 3.7, with FG-repeats colored in orange and green. The two simulations (Sim WT1 and
Sim WT2) started from identical initial structures, but with different initial random atomic veloc-
ities; the two resulting equilibrated structures are qualitatively very similar, yet different in detail,
which is consistent with the expected disordered nature of FG-nups [23]. In either case, many FGs
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Figure 3.3: Initial configuration of the wildtype nsp1 array system (WT array). a) Top view of the array. Only the
N-terminus constrained to the substrate is shown for each chain. b) Side view. Each segment is shown in a different
color with its constrained N-terminus represented by a red sphere. The water box including the array is shown in
light purple and its dimension is labeled. The central segment of the array is indicated by a black circle.
remain exposed to the bundle surface, free for binding to transport receptors.
A mutant nsp1 array with almost all non-polar phenylalanines mutated to polar serines (MT array)
was investigated to further explore the role of FG-repeats in forming brush-like structures. The mu-
tant system was also subjected to a 4 µs CG MD simulation, during which the mutant nsp1 segments
also coiled and shortened to form a brush-like structure, but one with an average brush-height of
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Figure 3.4: Formation of brush-like structures. a) Time evolution of the brush-height for Sim WT1 (red line),
Sim WT2 (blue line), and Sim MT (green line) during 4 µs CG simulations, with the inset showing the time evolution
of the brush-height during the AA simulations. b) Pair distribution function g(r) of the FG-repeats of simulations
Sim WT1 (red line), Sim WT2 (blue line), and Sim MT (green line) averaged over the last 2 ns of their 10 ns AA
simulations. The inset shows a histogram of the distances between adjacent binding spots on transport receptors [52].
108.1 A˚, which is higher than seen in either wildtype array simulation (Fig. 3.4). The bundles of
mutant nsp1 segments entangled with each other less than in the wildtype case, and thus remained
largely separated, offering wider spaces for passage. The brush-like bundles are depicted in Fig. 3.5b.
The resulting CG structure was reverse-coarse-grained to obtain its associated AA structure,
which was then refined in an AA MD simulation for 10 ns. With the basic structure not changing
from the CG one, the brush-height increased by several A˚ to reach an equilibrium value averaged
to 114.4 A˚ (Fig. 3.4a inset), resulting in a brush-height difference of +26.6 A˚ relative to Sim WT1,
and of +15.7 A˚ relative to Sim WT2.
3.2.3 Pair distributions of the FG-repeats
To identify how FG-repeats are distributed in detail, the respective pair distribution function, g(r),
was averaged over the last 2 ns of each AA simulation (Fig. 3.4). Although both simulations reached
quite different final conformations (Fig. 3.7a, b), they exhibit a similar FG-FG distance distribution
at the first g(r) peak located at r ∼ 6 A˚, indicating similar FG-repeat interactions. Indeed, sampling
the FG-FG distances with a cutoff of 8 A˚ revealed that 41.5% of the FG-repeats are involved in
close contact with other FG-repeats in Sim WT1 and 37.5% in Sim WT2. However, more than
half of the FG-repeats are actually not involved in any contact with another FG-repeat within a
distance of less than 8 A˚; these FG-repeats should interact easily with FG-repeat binding spots
on transport receptors, as long as they are surface-exposed which they mainly are (c.f. Fig 3.7).
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Figure 3.5: Stereo images of the brush-like structures. The CG brush-like structures of Sim WT1 (a), Sim WT2 (b),
and Sim MT at the end of their 4 µs CG simulations are shown with each segment depicted in a different color; the
constrained N-termini (tethering points) are represented by red spheres. Note that only a single periodic cell is shown;
bundles at the cell boundary are actually engaged in contacts with segments of neighboring periodic cells, that are
not shown. A large array of segments that includes three periodic cells is shown in Fig. 3.6.
The two simulations show differences in the second and third g(r) peaks; the differences result from
different conformations adopted by FG-repeats in the two simulations. It is interesting to note that
g(r) assumes significant values between r = 12 A˚ and r = 22 A˚, a region that corresponds to typical
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Figure 3.6: Brush-like structures including periodic cells. The CG brush-like structures of Sim WT1 (a), Sim WT2
(b), and Sim MT (c) at the end of their 4 µs CG simulations are shown with each segment depicted in a different
color; the constrained N-termini (tethering points) are represented by red spheres. Three periodic cells are shown
here for each structure while Fig. 3.5 shows only a single periodic cell.
separations of binding spots found on transport receptors [52], i.e., FG-repeats can bind readily
to multiple binding spots on transport receptors. The inset of Fig. 3.4b shows a histogram of the
distances between adjacent binding spots on transport receptors taken from [52].
As a comparative case, the SG/FG-repeat pair distribution function g(r) was also averaged
for the last 2 ns of the AA MD simulation of Sim MT (Fig. 3.4b). g(r) in Sim MT looks quite
different from that in the wildtype simulations. Instead of exhibiting a main first peak, g(r) is seen
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Figure 3.7: Final wildtype brush-like structures in surface representation. The structures of Sim WT1 (a) and
Sim WT2 (b) at the end of their AA simulations are shown in surface representation with the FG-repeats colored
in orange and green. Many FG repeats are exposed to water and ready to bind to transport receptors. The final
structures are dynamic.
to split into three lower peaks. Using the same cutoff of 8.0 A˚ as for the wildtype simulations, a
further calculation showed that 31.1% of the mutated SG repeats were in close contact, less than
seen in the wildtype cases (37.5% and 41.5%). The FG-repeats seem to play a role in affecting the
overall appearance of the nsp1 arrays’ brush-like structure, but apparently they do not dominate
the formation of the brushes.
3.2.4 Multiple FG-repeats bind to NTF2 quickly
In order to investigate the interactions of nsp1 with a transport receptor, one NTF2 (per elementary
cell, see Methods) was embedded into the final AA structure resulting from wildtype array simulation
Sim WT2, forming a new system B NTF2. It is noteworthy that the bundled nsp1 segments leave
enough space for NTF2 embedding. A 60 ns AA simulation was performed to inspect the interactions
arising (Fig. 3.8, Table 3.2).
Within the 60 ns simulation, two NTF2 binding spots were seen bound to FG-repeat PHEs.
Binding spot 2, also suggested by NMR experiments [33] as described in [51], became bound to
PHE343 of segment D16 at about 15 ns (Fig. 3.9a). Subsequently at about 23 ns, PHE341 of the
same segment and the same FG-repeat also bound to this spot, but to a slightly different location,
yielding two PHEs bound to the area simultaneously (Fig. 3.9b). Eventually, at about 42 ns, PHE343
was pushed out and only PHE341 remained bound (Fig. 3.9c). This exchange of binding resulted in a
motion of NTF2 along the direction of segment D16 as seen in Movie 9 of Supplementary Materials.
Since the FG-repeat is initially quite close to the binding spot when NTF2 was embedded into
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Figure 3.8: Side view of system B NTF2 with NTF2 embedded. Only part of the system is shown with nsp1 segments
in cyan, their constrained N-terminus Cα atoms as red spheres, and the embedded NTF2 in brown. Water and ions
are not shown.
the brush, this process happened quickly, i.e., PHE343 became bound to NTF2 already at 15 ns.
Incidentally, this spot is where RanGDP binds when forming an import complex with NTF2 [107].
Binding spot 1.3, which is directly adjacent to experimentally observed [36] binding spot 1.1 and
1.2 as described in [51], was seen to bind to PHE360 of segment D15 at about 32 ns (Fig. 3.9d). This
FG-repeat was initially more than 30 A˚ away from the surface of NTF2, and was drawn towards
NTF2 during the simulation to finally bind to the surface of NTF2 (Supplementary Materials Movie
10). The ability to bind to more than one FG-repeat inside the brush-like environment and the
ability to engage further away FG-repeats, even when the FG-repeat is constrained by a long segment
forming the brushes, should be essential for the transport of NTF2 in NPCs.
3.3 Discussion and conclusion
Individual and collective behaviors of nsp1 segments were studied combining CG and AA MD
simulations. The CG simulations extended the simulation time scale to microseconds, permitting
self-aggregation of nsp1 segments in a relaxation process from an artificial initially extended state.
AA simulations were carried out to refine the obtained CG structures. The refined AA structures
can be further used in the future to study the interaction of nsp1 with transport receptors. As a
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Figure 3.9: Snapshots of observed FG-repeat binding. a) Binding of PHE343 to NTF2 binding spot 2 at 20 ns of
Sim NTF2. b) Binding of PHE343 and PHE341 to NTF2 binding spot 2 at 30 ns of Sim NTF2. c) Binding of
PHE341 to NTF2 binding spot 2 at the end of Sim NTF2. d) Binding of PHE360 to NTF2 binding spot 1.3 at the
end of Sim NTF2. The NTF2 surface is colored according to residue type with polar basic residues colored in blue,
polar acidic residues colored in red, polar neutral residues colored in green, and non-polar residues colored in white.
Binding spots 2 and 1.3 are defined in [51].
first step, NTF2 was embedded into the refined AA brush-like structure of Sim WT2 to investigate
their interaction.
Collective behaviors of both mutant and wildtype nsp1 were studied with 25 nsp1 segments
tethered to a planar surface in a 5 × 5 array. The simulations revealed a bundle-based (involving
2-6 proteins), brush-like structure for arrays of wildtype and mutant nsp1 segments, with the FG-
repeat density of wildtype brush-like structures close to the one encountered in the NPC central
channel. The brushes exhibit a height much larger than the Rg of individual segments, i.e., the
segments in the array are much more extended than equilibrated individual segments are. Indeed, a
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more extended conformation is expected for polymers attached close together, the extension arising
from a competition between entropic and enthalpic energy contributions [108–110]. Experiments
using atomic force microscopy (AFM) showed similar brush-like behaviors of a human FG-nup,
namely Nup153 [28; 85].
One may still argue that the particular structure seen in our simulations is a metastable interme-
diate reached only from the segments’ initially extremely extended geometry. While this supposition
cannot be ruled out since simulations much longer than 4 µs might be needed to establish a com-
pletely relaxed structure, the bundle-based brush form might be a key intrinsic property of nsp1
for several reasons: (1) the structure sports many surface-exposed FG-repeats; (2) the structure
exhibits a degree of openness that readily permits entry of proteins as large as NTF2; (3) the struc-
ture has an FG-repeat density typical for the NPC central channel. The three properties, indeed,
are ideally suited for selective transport in the NPC. It should also be noted that the structure
reached assembled rapidly and spontaneously, reflecting clearly an intrinsic form of nsp1 dynamic
association that deserves further scrutiny.
In the selective-phase model [87], a network resulting from FG-FG binding is proposed to form a
selection barrier, while in the virtual-gate model [7] entropic exclusion is proposed to exclude inert
molecules. The main difference between the two models is the degree to which FG-FG binding is
involved in the barrier. Given that the mutant system described in simulation Sim MT also forms a
bundle-based brush-like structure, and that more than half of the FG-repeats are actually available at
the bundle surface without any FG-repeat within 8 A˚ of themselves, our results support the virtual-
gate model [7]. One would expect that the mutant brush-like structure blocks all kinds of large
molecules including transport receptor-cargo complexes due to a lack of FG binding opportunity,
thus leading to the lethality of this mutant [83]. The many exposed FG-repeats seen in simulations
Sim WT1 and Sim WT2 also support the assumption of an FG surface inside the NPC in the
reduction-of-dimensionality model [88], which proposes that transport receptors pass through the
NPC by sliding along the FG surface. Indeed, a sliding of NTF2 due to dynamic binding and
unbinding involving PHE343 and PHE341 of segment D16 at binding spot 2 [51] was observed in
our 60 ns AA simulation Sim NTF2 as shown in Movie 9 of Supplementary Materials.
Although 60 ns is a very short time compared to NPC transport, NTF2 has already been seen
bound to two PHEs, one (PHE360) even being engaged from further away (Supplementary Materials
Movie 10). The observation that NTF2 binds to multiple FG-repeats belonging to different segments
should be important for its transport through the NPC. PHE360 was seen to catch and bind to the
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NTF2 surface from further away, even though the segment containing it is constrained by the bundle-
based structure. Longer and larger simulations are needed to further study the NTF2-nsp1 system.
For example, with the introduction of transport receptor NTF2, our simulation does not exhibit the
collapse of the brushes seen in experiments [85].
The methodological approach taken in the present study makes it possible to simulate large
FG-nup systems for a long time, offering wide opportunities to transport-related structures and
processes in the NPC. A recent structural model of the NPC has made detailed predictions about
the stoichiometry of FG-nups and their anchoring spots, based on vast experimental data [14; 15];
by anchoring the FG-nups to the spots suggested in this model, one can determine the ”resting
state” of FG-nups by simulating the system using the approach followed here.
3.4 Methods and procedures
All-atom (AA) molecular dynamics (MD) as described in [91] is a widely accepted modeling ap-
proach that presently permits simulations of about 1 million atoms over 100 ns. For the purpose of
simulating the self-assembly of FG-nups, we needed to extend such simulations to several microsec-
onds which is still unfeasible at AA resolution for large systems. However, coarse-grained (CG)
simulation methods have proven to be well suited to describe the type of large scale assembly pro-
cesses expected to occur among FG-nups and, accordingly, we adopt these methods here. Marrink
and coauthors applied coarse graining successfully to the study of lipid assembly [111; 112]. We
have extended their approach to include proteins [113] and have employed the resulting CG MD
method successfully in experimental-theoretical studies of the assembly of lipoproteins and lipids
into disordered lipoprotein particles [114–116].
Structures resulting from CG simulations can be ”reverse-coarse-grained” to obtain correspond-
ing AA structures, as introduced in [116] and described in detail in [117; 118]. In the present study,
CG MD was used to extend the time scale to microseconds while AA MD was used to refine final
structures obtained through CG MD simulations and to investigate the interaction of NTF2 with
FG-nup nsp1 in chemical detail.
3.4.1 The coarse-grained model and reverse-coarse-graining procedure
The coarse-grained (CG) model suggested in [111; 113] was used here to describe individual nsp1
segments and their arrays. For proteins represented through this model, each amino acid residue is
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Figure 3.10: Nsp1 sequence (PAFSFG) in all-atom and in the equivalent coarse-grained description. The all-atom
representation (top) is colored by atom names, with hydrogen atoms in white, carbon atoms in cyan, oxygen atoms
in red, and nitrogen atoms in blue. The CG representation (bottom) is shown with backbone beads in green, proline,
alanine, phenylalanine and serine sidechains in tan, purple, orange and yellow, respectively. Glycine is represented by
only a backbone bead.
mapped onto two CG beads (Fig. 3.10), a backbone bead and a sidechain bead, except for glycine
which is represented by only a backbone bead. The sidechain beads vary between different amino
acids. There are 19 different types of sidechain beads which belong to five different interaction
classes. For water and ions, four water molecules are represented by one polar CG bead while each
ion together with its hydration shell is mapped onto one charged CG bead. Compared to the previous
CG model that described strictly α-helical proteins through suitable dihedral potentials [113], in
the present study dihedral angles along the protein backbone were assumed completely flexible,
consistent with the nsp1’s disordered nature, i.e., the dihedral potential was set to zero.
The reverse-coarse-graining procedure is a combination of annealing and molecular dynamics
simulations. While each amino acid is mapped onto two CG beads in the coarse-graining procedure,
each amino acid can be mapped back to an AA representation by replacing the CG beads with all
the atoms it represents as detailed in [116–118]. The resulting AA structure was then annealed in an
NVT ensemble according to the following protocol: with the center of mass of all the atoms belonging
to one CG bead constrained, the system was first energy minimized at T = 610 K for 5 ps, followed
by an 8 ps heating stage at T = 610 K, and then a cooling stage with a temperature decrement of
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10 K every 2 ps until T = 300k was reached. Following this protocol, we performed AA dynamics
(T = 298 K), keeping the Cα atoms constrained in harmonic wells and N-terminal/C-terminal Cα
atoms fixed (N-termini for the arrays and C-termini for the individual segments), for a total of 190
ps in an NVT ensemble. The constraint strength was gradually decreased from 4 kcal/mole/A˚2 to
0.4 kcal/mole/A˚2 with a decrement of 0.2 kcal/mole/A˚2 every 10 ps, allowing the protein backbone
to relax gradually. Since NVT ensembles are used here, a constraint strength of 0.4 kcal/mole/A˚2
was still kept at the end in order not to disturb the dynamics of the backbone. Simulations without
any constraint to the Cα atoms (except the terminal Cα atoms tethered to the planar surface) were
then performed in NPT ensembles to further refine these structures, as detailed below. Figure 3.11
shows a comparison of the coarse-grained structure, the all-atom structure before refinement, and
the all-atom structure after refinement. As you can see, after being refined by the annealing and
equilibration, sidechain and backbone atoms were rearranged to fit themselves correctly, but the
overall structure of the brush segment didn’t change much (c.f. Fig. 3.4).
Figure 3.11: Illustration of the reverse-coarse-graining. A short segment (TTGFSFGS) of the nps1 array is shown. a)
The coarse-grained structure is shown with backbone beads in green, the sidechan beads of threonine, phenealanine,
and serine in white, brown and yellow, respectively. b) The all-atom structure after replacing every CG bead with the
group of atoms it represents for. c) The all-atom structure after the annealing procedure and 10 ns equilibration. In
the all-atom structures, each atom is colored by its name, with carbon atoms in cyan, nitrogen atoms in blue, oxygen
atoms in red, and hydrogen atoms in white.
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3.4.2 Systems and simulations
The FG-repeat domain of nsp1 was built from nsp1 sequence 1-600 (Swiss-Prot P14907) using the
2004.03 release of Chemical Computing Group’s Molecular Operating Environment (MOE) software.
The backbone dihedral angles (ϕ, ψ) were set to (180, 180) so that an unstructured straight nsp1
was obtained. Twenty-five overlapping segments were then selected, each segment containing 100
amino acids (see Table 3.1).
With the C-terminus of each segment attached to the substrate and the rest of the segment fully
extended in the direction normal to the substrate, the 6 representative segments (D1, D6, D10, D15,
D20, and D25) were coarse-grained and solvated individually into CG water boxes of dimension
70 A˚ × 70 A˚ × 415 A˚ , which are large enough to avoid proteins to interact significantly with their
periodic images. A total of 100 mM of NaCl was then added to the water box, adjusting the relative
concentrations of Na+ and Cl− to render the whole system chargeless. This resulted in 16,814,
16,493, 17,511, 16,209, 15,811, and 17,400 CG beads for segments D1, D6, D10, D15, D20, and D25,
respectively (Table 3.2).
All 25 segments listed in Table 3.1 were put together to form the wildtype 5× 5 array (WT array),
with the N-terminus of each segment attached to the substrate and the rest of the segment fully
extended in the direction normal to the substrate (Fig. 3.3). The separation of adjacent segments
was set to ∼26 A˚ as shown in Fig. 3.3a, with segments D1 - D25 randomly assigned inside the array.
The array was then coarse-grained and solvated into a 130 A˚ × 130 A˚ × 416 A˚ CG water box, which
was large enough to make sure the array was 13 A˚ from the box edge in the x, y-plane and, hence,
26 A˚ from their periodic (see Supplementary Materials) images. A total of 100 mM of NaCl was
added to the water box, adjusting the relative concentrations of Na+ and Cl− to render the whole
system chargeless. A mutant array (MT array) was then obtained by mutating all PHEs (except the
PHEs at amino acid numbers 3 and 129) of WT array to SERs, inspired by experimental work [83].
Since both PHE and SER have neutral sidechains, no adjustment of the ion concentration needed
to be made. The wildtype and mutant arrays were each composed of 56,595 CG beads (Table 3.2).
All systems were allowed to equilibrate as follows: first, the water and ions were energy minimized
for 2000 steps and molecular dynamics was performed for 2 ns with protein segments fixed in an
NVT ensemble (T = 298 K), allowing water and ions to equilibrate; then, the protein segments were
freed, but with their N-termini/C-termini (N-termini for the arrays and C-termini for the individual
segments) constrained in separate harmonic wells (describing, thus, the grafting to the surface), and
the entire system was again energy minimized for 2000 steps, allowing the system to relax locally.
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The resulting systems were then simulated, assuming an NPT ensemble, with their grafted termini
constrained for periods listed in Table 3.2.
The final CG structures (array or single), after being mapped back to an AA representation,
were solvated into AA water boxes. The box dimension was 90 A˚ × 90 A˚ × 100 A˚ for individual
segments and 130 A˚ × 130 A˚ × 218 A˚ for arrays. Notice that the water boxes were smaller along the
Z-axis than the CG water boxes, since the initially extended segments had coiled up and shortened.
A total of 100 mM NaCl was then added to each water box, adjusting the relative concentrations
of Na+ and Cl− to render each system chargeless. This resulted in 74,316, 76,630, 75,605, 78,286,
76,303, and 84,656 atoms for segments D1, D6, D10, D15, D20, D25, respectively; a total of 353,628,
355,574, and 355,618 atoms were included in the AA systems of Sim WT1, Sim WT2, and Sim MT,
respectively (Table 3.2). The systems were then annealed and relaxed according to the reverse-
coarse-graining procedure outlined above. The resulting states were employed in the AA simulations
listed in Table 3.2 in NPT ensembles.
Into the brush-like structure resulting from the AA simulation of Sim WT2 we embedded the
NTF2 dimer taken from the final state of simulation EX4 in [51]; the dimer exhibits 12 binding
spots (6 binding spots for each monomer). The system was then solvated into a 30 A˚ × 130 A˚ ×
218 A˚ AA water box with 100 mM NaCl, the relative concentrations of Na+ and Cl− adjusted to
render the whole system chargeless. This resulted in a 329,162 atom system. With nsp1 atoms
constrained in separate harmonic wells (a constraint strength of 20 kcal/mole/A˚2 for N-terminal Cα
atoms and a strength of 2 kcal/mole/A˚2 for other nsp1 atoms), the system was energy minimized
for 10,000 steps and subjected to a 500 ps MD equilibration carried out in an NPT ensemble. The
nsp1 segments were subsequently released from the constraints, except that N-terminal Cα atoms
of nsp1 segments remained constrained with a constraint strength of 0.2 kcal/mole/A˚2; the system
was again energy minimized for 10,000 steps and 60 ns AA dynamics was performed in an NPT
ensemble.
3.4.3 Simulation details
CG and AA simulations were performed using the program NAMD 2.5/2.6 [91]. The simulations uti-
lized periodic boundary conditions to avoid surface effects, i.e., the simulation cell in Figs. 3.5, 3.7, 3.3
was replicated in all directions. Van der Waals interactions were cut off at 12 A˚, with a switching
function beginning at 9 A˚ for CG simulations and 10 A˚ for AA simulations, to implement a smooth
cutoff. Langevin dynamics was used to control temperature with a damping coefficient of 5 ps−1
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and pressure was regulated via the hybrid Nose-Hoover [119] Langevin [102] piston method. The
piston oscillation period was set to 100 fs for AA simulations [91] and 1000 fs for CG simulations;
the damping time scale of the hybrid Nose-Hoover-Langevin piston method was set to 50 fs for AA
simulations, and 500 fs for CG simulations. For CG simulations, the integration time step was set
to 10 fs; electrostatic interactions were cut off at 12 A˚ with a shifting function throughout the inter-
action range to implement a smooth cutoff. For AA simulations, the Particle Mesh Ewald (PME)
method [104] was used to calculate electrostatic forces without a cutoff; a multiple time-stepping
algorithm [120; 121] was utilized with a 1 fs step for bonded force evaluation, 2 fs for short range
non-bonded forces (within the cutoff), and 4 fs for long range electrostatics (outside the cutoff) [91].
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Chapter 4
Probing the brush-like structure
with NTF2 and inert molecules
The central pore of a nuclear pore complex (NPC) is filled with unstructured proteins that contain
many FG-repeats separated by hydrophilic regions. An example of such protein is nsp1. By simu-
lating an array of nsp1 segments, we identified previously (Miao and Schulten, Structure 17:449) a
spontaneously formed brush-like structure that promises to explain selective transport in the NPC
channel. Here we report four (∼ 350,000 atom, ∼ 200 ns) simulations probing this structure via
its interaction with transport receptor NTF2 as well as with an inert protein. NTF2 dimers are
observed to gradually enter the brush, but the inert protein is not. Both NTF2 and the inert protein
are found to bind to FG-repeats, but binding periods lasted more briefly for the inert protein. A
simulation investigated also the behavior of a brush made of mutant nsp1 known to be less effective
in NPC selective transport, finding that this brush does not attract NTF2.
4.1 Introduction
NTF2 serves as the transport receptor of Ran-GDP. As a dimer, it binds to two Ran-GDP at the
cytoplasmic side of the cell and transports them through the NPC to the nucleus, where Ran-GEF
catalyzes the exchange of GDP for GTP on Ran [82] and releases NTF2. The empty NTF2 then
returns to the cytoplasm through the NPC, free for another round of transport.
Both experiments and simulations have shown that NTF2 has specific hydrophobic binding
spots for FG-repeats on its surface. By replacing the large hydrophobic tryptophan sidechain with
the smaller alanine sidechain, the W7A mutation of rat NTF2 resulted in a reduced interaction
with FG-nups [33; 43]. A rat NTF2 W7R mutation was also observed to reduce its NPC passage
significantly [122]. Accordingly, mutations of residues around F5 in yeast NTF2 (corresponding to
W7 in rat NTF2) diminished FG-nup binding [39]. The yeast NTF2 N77Y mutation (corresponding
to D78 in rat NTF2) increased its affinity for FG-nups and yielded NTF2 dysfunctional [39]. A
crystal structure of the yeast N77Y mutant together with the FG-repeat bound to it was also
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obtained [36]. By contrast, a D23A mutation of yeast NTF2 (corresponding to D24 in rat NTF2) also
increased the affinity of NTF2 to FG-repeats, resulting in faster Ran import [40]. A thorough NMR
study of the interactions between NTF2 and FG-nups suggested on the NTF2 surface a ”hydrophobic
stripe” composed of three separate binding spots: the hydrophobic surface areas centered at residue
W7, F119, and W112 [33]. Simulations of rat NTF2 with numerous short FG-repeat sequences
verified the experimental binding spots and also proposed two new binding spots [51]. The NTF2
dimer was observed to have six hydrophobic binding spots for FG-repeats per monomer, twelve in
total [51].
Segment name D1 D2 D3 D4 D5
Nsp1 sequence 1 - 100 21 - 120 41 - 140 61 - 160 81 - 180
Segment name D6 D7 D8 D9 D10
Nsp1 sequence 101 - 200 141 - 240 161 - 260 181 - 280 201 - 300
Segment name D11 D12 D13 D14 D15
Nsp1 sequence 221 - 320 241 - 340 261 - 360 281 - 380 301 - 400
Segment name D16 D17 D18 D19 D20
Nsp1 sequence 321 - 420 341 - 440 361 - 460 381 - 480 401 - 500
Segment name D21 D22 D23 D24 D25
Nsp1 sequence 421 - 520 441 - 540 461 - 560 481 - 580 501 - 600
Table 4.1: Sequences of the 25 nsp1 segments that formed the brush-like structure investigated. Each residue will be
referred to below in the form segment-name:sequence-number, e.g., D2:21 refers to the first residue of segment D2.
In the previous chapter, a brush-like structure was proposed for the NPC selective barrier [90],
by studying the collective behavior of an array of tethered FG-nup segments through molecular
dynamics simulations (Fig. 4.1a). The current chapter investigated the interactions of the com-
putationally determined brush-like structure with two proteins: a transport receptor, namely, the
NTF2 dimer (PDB code: 1GY6 ), and an inert molecule of similar size, namely, the exonuclease
molecule (PDB code: 1AKO). Two NTF2 dimers were added to the brush-like structure made of
wildtype and mutant nsp1, with one NTF2 dimer on top of the brush and the other inside the brush
(Fig. 4.1b). Two exonuclease molecules were added into one of the two wildtype nsp1 brushes, also
with one molecule on top and the other embedded inside. Altogether, three NTF2 systems and
one exonuclease system were built and simulated (Table 4.2). During 200 ns simulations, the top
NTF2 dimers gradually entered the wildtype brushes, while the top exonuclease molecule just barely
entered it. Also, the top NTF2 dimer did not enter a mutant brush, in which all FG-repeats were
replaced by SG-repeats.
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No. of Simulation Final
Simulation System atoms time depth
ntfm1 NTF2 + wildtype nsp1 brush 1 351,048 200 ns 11 A˚
ntfm2 NTF2 + wildtype nsp1 brush 2 347,242 200 ns 25 A˚
ntfm3 NTF2 + mutant nsp1 brush 347,445 180 ns -2 A˚
exom4 exonuclease + wildtype nsp1 brush 1 351,228 200 ns 3 A˚
Table 4.2: Summary of MD simulations. Final depth column indicates the top molecule’s depth inside the brush
averaged over the last 10 ns of each simulation (c.f. Fig. 4.2).
4.2 Results
During the simulations (Table 4.2), NTF2 dimers placed on top of the wildtype brushes entered
the brushes spontaneously and much faster than did the exonuclease molecule placed on top of the
wildtype brush or the NTF2 dimer on top of the mutant brush. Indeed, by the end of the simulations,
the exonuclease molecule had barely entered the wildtype brush and, likewise, the NTF2 dimer on
top of the mutant brush remained outside. As many FG-repeats as in the case of NTF2 dimer were
seen to interact with the top-placed exonuclease molecule, but did so only over relatively short time
periods and involving only small binding surface areas. On the other hand, more charged residues
were attracted and bound to the exonuclease surface.
Figure 4.1: System studied. a) The top two figures show schematically the cross-sections of a typical eukaryotic cell
and of the nuclear pore complex. The wildtype brush-like structure of FG-nups adopted in two simulations (ntfm1
and exom6, see text) is shown at the bottom right in licorice representation with each segment depicted in a different
color. On the bottom left the same structure is rendered in surface representation. b) The initial setup of a molecular
dynamics simulation (ntfm1, see text) is shown; a transport receptor (NTF2 dimer) was placed on top of the brush
shown in a) and another one embedded inside. NTF2 dimers are shown in ice blue; the brush segments are colored
orange with its constrained Cα atoms (see text) represented by red spheres.
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4.2.1 NTF2 gradually entered the wildtype brush
Simulations ntfm1 and ntfm2 probed the interactions of NTF2 dimers with two wildtype nsp1
brush-like structures. Starting completely outside, the top-placed NTF2 dimer in simulation ntfm1
gradually entered the brush over the course of the 200 ns simulation, reaching a depth of 11 A˚ inside
the brush (Figs. 4.2, 4.3a). In simulation ntfm2, the top-placed NTF2 dimer, initially 16 A˚ inside,
continued entering the brush and reached a depth of 25 A˚ averaged over the last 10 ns (Fig. 4.2),
i.e., NTF2 dimers in both simulations gradually entered the wildtype brushes.
Figure 4.2: Depth of top-placed molecules. The time course of the top-placed molecules’ penetration inside the brush-
like structure is shown for simulation ntfm1 (NTF2 + wildtype nsp1 brush 1, red line), ntfm2 (NTF2 + wildtype
nsp1 brush 2, cyan line), ntfm3 (NTF2 + mutant nsp1 brush, black line), and exom6 (exonuclease + wildtype nsp1
brush 1, blue line). The top surface of each brush-like structure defines the zero penetration depth, the inside of the
brush corresponding to positive and the outside to negative depth.
During both simulations, many phenylalanines of the FG-repeats were seen bound to NTF2
dimers; in total, there are 12 binding events observed in simulation ntfm1 and 11 binding events in
simulation ntfm2. Figures 4.4, 4.5 track the binding surface area for each binding event over the
200 ns simulated; the binding surface areas are represented as a percentage of the phenylalanine
sidechain’s total surface area. Some binding events, i.e., steady binding events, had a binding period
of over 100 ns and a binding surface area of over 50% while other binding events lasted for a shorter
time period or involved a smaller binding area. Snapshots of the steady binding events are shown in
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Fig. 5.3. Some FG-repeats with an FxFG sequence motif may have both of its phenealanines bound
to the NTF2 surface simultaneously, e.g., PHEs D17:379 and D17:381 (Table 4.1, Figs. 4.4 b1, 4.4
b3); Fig. 5.3b also provides a snapshot of the concurrent binding of PHEs D17:379 and D17:381.
FG-repeats were not limited to the previously suggested [51] NTF2 binding spots. Binding to
the previously suggested binding spots is indicated by light blue blocks in Figures 4.4, 4.5. As one
can see, only four binding events in each simulation contain periods during which the phenylalanines
were bound to previously suggested binding spots. In simulation ntfm1, PHEs D21:512, D15:341,
and D15:343 were observed bound to binding spot 3 and PHE D18:457 was observed bound to
binding spot 4. In simulation ntfm2, PHEs D24:531 and D18:362 were seen bound to binding spot
1 and PHEs D15:123 and D16:379 were seen bound to binding spot 2 (the binding spots are defined
in [51]). All other phenylalanines were seen bound to alternative hydrophobic surface spots on
NTF2.
However, of the many phenylalanines not bound to previously suggested binding spots, only two
exhibited steady binding, i.e., binding for longer than 100 ns and involving a large binding surface
area. The two phenylalanines, D17:379 and D17:381 from the same FxFG repeat, bound to the
NTF2 surface simultaneously, with D17:379 bound to the area around ALA113, and D17:381 bound
to the area centered at ALA31 (Figs. 4.4 b1, 4.4 b3). All other binding exhibited either a short
binding period or involved a small surface area.
As NTF2 dimers moved around during the simulations, most phenylalanines became unbound
from the NTF2 surface, readjusted themseleves, and then became bound again to the same spot on
NTF2 or shifted to a nearby spot. Accordingly, the binding surface areas shown in Figs. 4.4, 4.5 drop
and increase sporadically. In simulation ntfm1, the shift of binding was observed in four events. For
the top-placed NTF2 dimer, PHE D21:512 initially bound to the area centered at ALA111 and then
shifted to binding spot 3 centered at PHE14 (Fig. 4.4 a1); PHE D18:457 shifted from an area around
ILE10 to binding spot 4 centered at TYR19 (Fig. 4.4 a2); PHE D20:493 unbound from the area
around ASP25 and then rebound to the area centered at ALA31 (Fig. 4.4 a4). For the embedded
NTF2 dimer, PHE D15:343 initially bound to binding spot 3 together with PHE D15:341; as NTF2
moved, both PHE D15:341 and D15:343 unbound from the binding spot; later PHE D15:341 rebound
to the area close to LEU21 while PHE D15:343 rebound to binding spot 3 (Figs. 4.4 b2, 4.4 b4).
In simulation ntfm2, all phenylalanines rebound to the spot where they unbound from, except PHE
D5:123 (Fig. 4.5 b2), which shifted its binding position from the area centered at PRO95 to binding
spot 2.
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Figure 4.3: Snapshots of simulations ntfm1 and exom6. The top-placed molecules are colored ice blue and the brush
segments colored orange. a) Initial and final positions of the top-placed NTF2 dimer in simulation ntfm1. Starting
completely outside the brush, about half of the NTF2 dimer has entered the brush at the end of simulation ntfm1.
b) Initial and final positions of the top-placed exonuclease molecule in simulation exom6. The exonuclease molecule
has barely entered the brush at the end of simulation exom6. In a) and b), phenylalanines that ever bound to the
molecule are also shown in green. c) Electrostatic interaction between charged residues of the nsp1 brush and the
top-placed molecules. Only three charged residues are seen closely bound to the top-placed NTF2 dimer (left), while
six charged residues are seen closely bound to the top-placed exonuclease molecule (right). The charged residues
shown are colored by atom names with hydrogen atoms in white, nitrogen atoms in dark blue, carbon atoms in cyan,
and oxygen atoms in red.
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Figure 4.4: Binding events over the course of simulation ntfm1. Binding surface areas are shown as percentage of
the surface of a phenylalanine sidechain. The surface areas shown by red lines were calculated every 10 ps; blue solid
lines represent the value averaged over 1 ns windows. The percentage value of 50% is indicated by a dashed black
line. Binding periods to previously suggested binding spots are indicated by light blue blocks. Binding events to
the top-placed NTF2 dimer are shown in a1)-a5) and binding events to the embedded NTF2 dimer in b1)-b7). The
phenylalanine of each binding event is identified by a bold letter; its segment name and sequence number are also
labeled (c.f. Table 4.1). The phenylalanine sidechain surface that was not accessible to the solvent due to binding is
identified as the binding surface.
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Figure 4.5: Binding events over the course of simulation ntfm2. Binding surface areas are shown as percentage of
the surface of a phenylalanine sidechain. The surface areas shown by red lines were calculated every 10 ps; blue solid
lines represent the value averaged over 1 ns windows. The percentage value of 50% is indicated by a dashed black
line. Binding periods to previously suggested binding spots are indicated by light blue blocks. Binding events to
the top-placed NTF2 dimer are shown in a1)-a6) and binding events to the embedded NTF2 dimer in b1)-b5). The
phenylalanine of each binding event is identified by a bold letter; its segment name and sequence number are also
labeled (c.f. Table 4.1
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For the sake of comparison, a mutant brush system with two NTF2 dimers was also simu-
lated. The mutant brush-like structure, in which all FG-repeats were mutated to SG-repeats, was
adopted from the simulation reported in [90]. We proposed previously [90] that the mutant brush-
like structure should block all kinds of large molecules including transport receptors due to a lack
of FG-repeat binding opportunity, thus leading to cell lethality [83]. Indeed, the top-placed NTF2
dimer was found not to enter the brush, fluctuating instead on top of the brush until the end of
the simulation (Fig. 4.2). The NTF2 dimer clearly encountered hindrance when trying to enter the
mutant brush, i.e., FG-repeats are essential for NTF2 dimers to enter the brush.
4.2.2 Top-placed inert molecule did not enter the brush
In simulation exom6, two exonuclease molecules were added to the same wildtype brush as described
in simulation ntfm1 and placed at similar inside and outside positions as NTF2. The top-placed
exonuclease molecule is found to barely enter the brush, fluctuating instead on top of the brush and
reaching only a depth of 3 A˚ averaged over the last 10 ns of the simulation (Figs. 4.2, 4.3b).
The exonuclease molecules engaged, nevertheless, in interactions with the FG-repeats; many
phenylalanines were actually found to bind to hydrophobic areas on their surface. As shown in
Fig. 4.6, there occured 11 binding events during simulation exom6, which is comparable to the
number of events seen in NTF2 simulations ntfm1, ntfm2. However, binding to the top-placed
exonuclease lasted only for short periods or involved only a small phenylalanine surface area (Fig. 4.6
a1-a8). Only one binding event to the embedded molecule exhibited an area of more than 50% and
lasted longer than 100 ns (Fig. 4.6 b1); Fig. 5.4 provides a snapshot of the binding.
Interestingly, the charged residues of the brush were frequently attracted to oppositely charged
residues on the surface of the exonuclease molecules. Some FG-repeat binding was even initiated by
prior electrostatic binding. Of course, charged residues of NTF2 dimers can also attract oppositely
charged residues of the nsp1 brushes. However, since the surface of exonuclease contains more (70
vs. 44) charged residues than does the surface of the NTF2 dimer, less charged residues of the
brush were attracted and bound to NTF2. At the end of simulation ntfm1, there were only three
negatively charged residues bound closely to positively charged residues of NTF2 while there were six
charged residues bound closely to the top-placed exonuclease molecule at the end of simulation exom6
(Fig. 4.3c). The electrostatic energy difference between binding and unbinding of those charged
residues was calculated using the VMD [123] plugin “adaptive Poisson-Boltzmann solver”’ [124],
giving an electrostatic energy difference between binding and unbinding of -10 kcal/mol for NTF2
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Figure 4.6: Binding events over the course of simulation exom6. Binding surface areas are shown as percentage of the
surface of a phenylalanine sidechain. The surface areas shown by red lines were calculated every 10 ps; blue solid lines
represent the value averaged over 1 ns windows. The percentage value of 50% is indicated by a dashed black line.
Binding events to the top-placed exonuclease are shown in a1)-a8) and binding events to the embedded exonuclease
in b1)-b3). The phenylalanine of each binding event is identified by a bold letter; its segment name and sequence
number are also labeled (c.f. Table 4.1
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and -21 kcal/mol for exonuclease.
4.2.3 Further analysis
Changes in brush-height were tracked over each simulation (Fig. 4.7). During each simulation, the
brush segments rearranged themselves, in particular near the added NTF2/exonuclease molecules,
resulting in a decrease in brush-height. At the end of our simulations, the wildtype brushes reached
a brush-height of ∼ 80 A˚ while the mutant brush reached a brush-height of a little over 85 A˚.
Figure 4.7: Time evolution of the brush-height. Changes in brush-height are shown for simulation ntfm1 (NTF2 +
wildtype nsp1 brush 1, red line), ntfm2 (NTF2 + wildtype nsp1 brush 2, cyan line), ntfm3 (NTF2 + mutant nsp1
brush, black line), and exom6 (exonuclease + wildtype nsp1 brush 1, blue line).
Direct vertical (perpendicular to the brush’s top surface) and lateral (parallel to the brush’s
top surface) movements of both the top-placed and embedded molecules were monitored during all
simulations (Fig. 4.8). Overall, the top-placed molecules are seen to move more than the embedded
molecules both vertically and laterally, which is not unexpected. In case of the embedded molecules,
exonuclease moved more toward the bottom surface of the brush than did NTF2. In case of the
top-placed molecules, the positive absolute vertical movement does not reflect here an entering into
the brush since the brushes became shorter over the course of the simulations (Fig. 4.7); depth of the
top-placed molecules inside the brush shown in Fig. 4.2 measures the movement of the top-placed
molecules relative to the brushes’ top surface.
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Figure 4.8: Center-of-mass movement of NTF2 and exonuclease. a), b) Trajectories of the center of mass of the
top-placed molecules are shown in the x-z plane (a) and y-z plane (b), repectively. c), d) Trajectories of the center
of mass of the embedded molecules are shown in the x-z plane (c) and y-z plane (d), repectively. The origin is set to
the initial position of each molecule; the z-axis is chosen perpendicular to the brush’s top surface and the x-y plane
is parallel to that surface; the positive direction of the z-axis is defined from the brush’s top surface to its bottom
surface, i.e., a positive movement along the z-axis corresponds to movement toward the brush’s bottom surface.
RMSD values of the NTF2/exonuclease molecules added to each nsp1 brush were calculated. As
shown in Fig. 4.9, the NTF2 dimers added into the wildtype brushes experienced similar RMSD
values as the ones added into the mutant brush either when all atoms are considered or when
only β-sheet/α-helix atoms are considered. When all atoms are considered, NTF2 dimers exhibit
a higher RMSD value than exonuclease; exonuclease experienced an average RMSD of 1.9 A˚, while
the NTF2 dimers experienced an average RMSD of 3.5 A˚. However, NTF2’s flexibility is mainly due
to the loops connecting β-sheets and α-helices. When only β-sheets and α-helices are considered,
the RMSD values of NTF2 dimers are reduced by more than 1 A˚ while those of the exonuclease
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molecules remain the same.
Figure 4.9: RMSD for NTF2 and exonuclease. a) RMSD for all atoms of the top-placed molecules. b) RMSD for
only β-sheet and α-helix atoms of the top-placed molecules. c) RMSD for all atoms of the embedded molecules. d)
RMSD for only β-sheet and α-helix atoms of the embedded molecules.
Water residence times for all proteins were evaluated and averaged over the last 20 ns of simu-
lations ntfm1, ntfm3, and exom6. The overall picture is similar for all three cases: the embedded
molecules experienced longer water residence times than the top-placed ones; water typically stayed
longer on the surface areas that were in close contact with wildtype/mutant nsp1 segments; the
center of the brush experienced longer water residence than either the bottom or top.
However, nsp1 segments experienced longer water residence times in the case of simulation
ntfm1 than in cases of simulations ntfm3 and exom6. Although the same wildtype brush is used
for simulations ntfm1 and exom6, more nsp1 residues (114 vs. 57) experienced water residence
times of more than 250 ps in the case of NTF2 than in the case of exonuclease; within 20 A˚ of
the top-placed molecules, 24 nsp1 residues experienced water residence times longer than 250 ps
in simulation ntfm1 (NTF2 + wildtype brush) while only 4 nsp1 residues experienced equally long
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water residence times in simulations exom6 (exonuclease + wildtype brush). A similar result holds
when comparing the wildtype and mutant brushes: in case of simulation ntfm3 (NTF2 + mutant
brush), only 56 residues in the mutant brush are observed to experience a water residence time of
longer than 250 ps; within 20 A˚ of the NTF2 placed on top of the mutant brush, only 4 brush
residues experienced water residence times longer than 250 ps.
4.3 Discussion
In our simulations, NTF2 dimers were seen to enter the wildtype brush-like structures made of
native FG-nups, but not a brush made of mutant SG-nups (all structures were reported in [90]).
Clearly, FG-repeats assisted the NTF2 dimers to enter the brush. More than 10 phenylalanines were
seen bound to the NTF2 dimers in each of the two simulations performed on wiltype brush - NTF2
systems. The PHEs were able to adjust their binding when NTF2 moves around by temporarily
unbinding from NTF2 and then rebinding to it. Each NTF2 dimer exhibited at least one steady
binding event, i.e., one that involved a long binding period and a large binding surface area. The fact
that steady binding lasts longer and has a larger binding surface area indicates that it is stronger.
Thus, such binding should contribute more than other less strong binding to the entrance of NTF2
dimers into the FG-repeat brush.
The wildtype brush was seen to be able to distinguish between the transport receptor NTF2 and
the inert exonuclease at its surface. While top-placed NTF2 dimers penetrated significantly into
the brush, the top-placed exonuclease hardly did. Yet, many FG-repeats engaged the top-placed
exonuclease molecule in interactions, but only in weak ones as judged by short binding periods
and small binding areas. Since the surface of exonuclease is highly hydrophilic, it is hard for an
FG-repeat to find a suitable hydrophobic spot with long steady binding.
The linker regions of nsp1 may also play a role in the scenario depicted above. Rich in charged
amino acids, the linker region interacts strongly with the charged residues on the surface of NTF2
and exonuclease. Since exonuclease has many charged residues on its surface, it attracted many
charged residues of the linker region; for example, at the end of the simulations, exonuclease had
six charged amino acids bound to it while NTF2 had only three.
NTF2 also contains charged residues on its surface that did attract charged residues of nsp1. At
the same time, FG-repeats can bind to various spots on the NTF2 surface with a large binding area
and long binding period. Exonuclease did not enter the brush, likely due to offering less favorable
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surface to FG-repeats. Notably, an NTF2 dimer did not enter a mutant brush lacking FG-repeats.
It seems that an optimal balance between hydrophobic and electrostatic interaction is needed for
transport receptors to enter an nsp1 brush. One should note that there are other types of FG-
nups containing shorter linker regions and, thus, less charged residues than nsp1. Before drawing
conclusions about the effect of charged residues, one needs to examine other types of FG-nups. A
decisive role for the transport receptor-brush interaction may be played by water molecules. More
nsp1 residues were observed to possess water residence times of longer than 250 ps in the case of
NTF2 placed on top of the wildtype brush than other cases.
We conclude that the brush-like structure discovered in [90] and further studied here shows great
promise in explaining selective transport through the NPC. In the NPC central pore, the aggregate
structure of all FG-nups may look similar to the brush-like structure investigated here, but details
certainly differ as the NPC central pore is filled with a variety of FG-nups. While 800 ns of overall
simulation could discern some selectivity in regard to protein binding, future studies should take
advantage of methodological advances speeding up MD simulations [125; 126] and investigate the
fascinating gating mechanism of NPCs on longer time scales.
4.4 Methods and procedures
Two very similar wildtype nsp1 brush-like structures had been obtained previously [90] through two
independent simulations of a wildtype nsp1 array. In addition, a mutant brush-like structure was
obtained [90] by simulating an array with all FG-repeats mutated to SG-repeats. Here, we probed
the three structures with a transport receptor (NTF2 dimer) and an inert molecule (exonuclease).
Four systems were studied through all-atom molecular dynamics simulations: two NTF2 dimers
added to each of the three brush-like structures, and two inert molecules of exonuclease added to
one of the two wildtype brushes.
4.4.1 NTF2 and exonuclease systems
The NTF2 dimer was taken from the final state of simulation EX1 in [51], where 12 binding spots
for FG-repeats were reported for one NTF2 dimer, 6 for each monomer. The three brush-like
structures adopted in the simulations ntfm1, ntfm2, and ntfm3 were the final all-atom structures
of simulations Sim WT2, Sim WT1, and Sim MT, respectively, as reported in [90]. After adding
one NTF2 dimer on top of each brush and embedding one inside each brush, the three systems
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were solvated separately into a 130 A˚ × 130 A˚ × 222 A˚ water box with 100 mM NaCl, the relative
concentrations of Na+ and Cl− adjusted to render the whole system chargeless. This resulted in
351,048, 347,242, and 347,445 atoms for simulation ntm1, ntm2, and ntm3, respectively (Table 4.2).
The exonuclease molecule was taken from the protein data bank (PDB code: 1AKO). Before
adding it to the wildtype nsp1 brush-like structure, the exonuclease molecule was equilibrated in
solution. For this purpose, the protein was first solvated into a 115 A˚ × 110 A˚ × 106 A˚ box of water
with 100 mM NaCl, the relative concentrations of Na+ and Cl− adjusted to render the whole system
chargeless; with the exonuclease molecule fixed, water and ions were locally energy minimized for
20,000 time steps and then equilibrated in an NVT ensemble for 500 ps; the exonuclease was then set
free and the whole system was again locally energy minimized for 10,000 time steps and equilibrated
in an NPT ensemble for 30 ns. The resulting exonuclease was then adopted in simulation exom6.
Two exonuclease molecules were added into the same brush-like structure as in simulation ntfm1,
and were positioned similarly as the two NTF2 dimers. The system was then solvated into a 130 A˚ ×
130 A˚ × 222 A˚ water box with 100 mM NaCl; the relative concentrations of Na+ and Cl− were
adjusted to render the whole system chargeless. This resulted in 351,228 atoms for simulation exom6
(Table 4.2).
4.4.2 Simulations placing proteins into the brush system
Prior to the simulations indicated in Table 4.2, each system was first simulated for a short time to
accommodate the added NTF2 or exonuclease molecules in the rather unstructured environment
of nsp1 brushes. We note that the embedding of NTF2 dimer and exonuclease into the various
brushes posed little sterical hindrance as the brush segments exhibit large enough cavities. Our
simulations followed a two-step protocol: with all protein atoms constrained (a force constant of 20
kcal/mole/A˚2 for N-terminal Cα atoms and a force constant of 2 kcal/mole/A˚2 for other nsp1 atoms
was used), water and ions were locally energy minimized for 20,000 time steps and then equilibrated
in an NPT ensemble for 500 ps; with only NTF2/exonuclease atoms and the N-terminal Cα atoms
of nsp1 constrained (force constant 0.2 kcal/mole/A˚2), the whole system was again locally energy
minimized for 10,000 time steps and then equilibrated in an NPT ensemble for 10 ns. Subsequently,
a local energy minimization of 10,000 time steps was performed for each system with only the N-
terminal Cα atoms constrained (force constant 0.2 kcal/mole/A˚2). Finally, the resulting systems
were simulated as NPT emsembles for the time periods listed in Table 4.2, still with the N-terminal
Cα atoms constrained (force constant 0.2 kcal/mole/A˚2).
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4.4.3 Simulation details
All simulations were performed using the program NAMD 2.6 [91]. The simulations employed peri-
odic boundary conditions to avoid surface effects, i.e., the simulation cell in all cases was replicated
in all directions. Van der Waals interactions were cut off at 12 A˚, with a switching function be-
ginning at 10 A˚ for all simulations, to implement a smooth cutoff. Langevin dynamics was used to
control temperature with a damping coefficient of 1 ps−1 and pressure was regulated via the hybrid
Nose-Hoover [119] Langevin [102] piston method. The piston oscillation period was set to 100 fs for
all simulations [91] and the damping time scale of the hybrid Nose-Hoover-Langevin piston method
was set to 50 fs. The particle mesh Ewald (PME) method [104] was used to calculate electrostatic
forces without a cutoff; a multiple time-stepping algorithm [120; 121] was utilized with a 2 fs step
for bonded force evaluation, 4 fs for short range non-bonded forces (within the cutoff), and 4 fs for
long range electrostatics (outside the cutoff) [91].
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Chapter 5
Summary and outlook
The selective barrier of an NPC is composed of many FG-nups anchored inside the NPC central
pore. Without the corporation between these FG-nups and transport receptors, the NPC selective
transport cannot be achieved. Our work focused on studying the collective behavior of FG-nups,
as well as how they interact differently with transport receptors and with inert molecules. As a
representative volume of the NPC central pore, arrays of tethered FG-nup segments were modeled
and studied. The FG-repeat domain of one yeast FG-nup, namely nsp1, was divided into 25 seg-
ments, each segment containing 100 amino acids. The 25 segments were then tethered to a planar
surface, forming a 5 × 5 array (Fig. 5.1a). The separation between adjacent segments were adjusted
to render an FG-repeat density similar to that of the NPC. To examine the effects of FG-repeats,
one mutant array was also constructed by replacing all FG-repeats with SG-repeats. The resulting
dynamically equilibrium structures were then probed by transport receptors and inert molecules.
All-atom (AA) molecular dynamics (MD) as described in [91] is widely employed in modeling
biosystems. However, it is limited to simulations of about 1 million atoms over 100 ns. In case of
simulating our modeled FG-nup arrays (∼ 1 M atoms), we needed to extend the timescale to several
microseconds, which is currently not feasible by AA simulations. Residue based coarse grained
(RBCG) method, on the other hand, can extend the timescale to microseconds by reducing the
system size as well as enhancing the simulation speed. The method has been successfully applied to
the study of lipid assembly [111; 112] and the assembly of lipoprotein particles [113–116]. However,
details of the system are lost when using the coarse-grained method. The resulting CG structures
were then ”reverse-coarse-grained” to AA structures followed an AA annealing and equilibration
refining procedure [90; 116–118]. By combining CG and AA MD, the nsp1 arrays were able to be
simulated for as long as 4 µs. AA simulations were then performed to investigate the interaction of
nsp1 segments with transport receptors and inert molecules.
When preparing for most MD simulations, one downloads a crystal structure of the protein from
the protein data bank (PDB website: http://www.rcsb.org/pdb), and then builds a system for the
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Figure 5.1: Summary of main simulations. a) Initial setup of the array system is shown with the tethered end of
each segment represented by a red sphere; each segment is depicted in a different color and the water box is colored
light purple. b) The CG brush-like structure resulted from one of the wildtype array simulations is shown in licorice
representation with each segment depicted in a different color. c) The corresponding AA structure of b) is rendered
in surface representation with the FG-repeats colored orange and green. d) Two NTF2 dimers were added into the
brush-like structure to investigate their interactions; the initial setup of this system is shown with brush segments in
orange and NTF2 dimers in ice blue. e), f) Final positions of the top-placed NTF2 (e) and the top-placed exonuclease
(f) are shown. Starting at similar positions, NTF2 half entered the brush at the end of the simulation while exonuclease
barely did.
protein. However, FG-nups are intrinsically unstructured, i.e., no such crystal structure can be used.
There was a question mark about what conformations should we use for the nsp1 segments. At the
end, nsp1 segments were built to be completely extended as it should be easier for the segments
to relax freely from that conformation. Although representing only a small volume of the NPC
central pore, the array system was still too large to be simulated by AA MD since long time periods
(microseconds) was required for the segments to be completely self-assembled. The RBCG model
was employed: by replacing a group of atoms with a single CG bead, the system size is significantly
reduced (1 M atoms vs. 0.056 M CG beads); furthermore, a bigger timestep can be used (10 fs vs.
54
2 fs). The resulting CG structures were then remapped back to AA structures, which were refined
through AA simulations and investigated in atomic detail.
Two simulations were performed on the wildtype nsp1 array and one performed on the mutant
array [90]. The simulations revealed a bundle-based brush-like structure for arrays of nsp1 segments
(Fig. 5.1b, c). Starting completely extended, nsp1 segments in each array coiled and shortened
spontaneously, reaching a dynamic equilibrium brush-like structure with brush-heights much larger
than the radius of gyration of single segments simulated individually (88 - 99 A˚ vs. 14 - 20 A˚). Unlike
the individually simulated segments, which formed globular-like structures, each segment inside the
array was still relatively extended (Fig. 5.2) due to the competition between entropic and enthalpic
energies of the system. Their corresponding AA structures were then obtained by reverse-coarse-
graining the resulting CG structures. It is noteworthy that there was no significant restructuring
during the refining 10 ns AA simulations although the brush-height for each structure has increased
for about 10 A˚. The mutant array, with all FG-repeats mutated to SG repeats, also formed a
similar brush-like structure, although with a higher brush-height, suggesting that FG-repeats don’t
dominate the formation of the brush-like structure.
The brush-like structures have several properties in common (Fig. 5.1b, c): (1) instead of forming
globular-like structures as the individually simulated nsp1 segments did [90], the segments in the
array are still quite extended; (2) the nsp1 segments tend to form bundles together, each bundle
containing 2 - 6 segments; different bundles are interconnected as nsp1 segments switch from one
bundle to another; (3) many FG-repeats are exposed on the bundle surface, offering a favorable
environment for transport receptors; further analysis showed that more than half the FG-repeats
were left alone, i.e., not bound to another FG-repeat; (4) the resulting FG-repeat density is similar
to the estimated FG-repeat density of NPCs.
This brush-like structure is consistent with both the virtual-gate and the reduction-of-dimensionality
models. Experiments using atomic force microscopy (AFM) observed similar brush-like behavior of
a human FG-nup, namely Nup153 [28; 85]. Assuming polymers on the one hand acting individually
like entropic springs (i.e., freely-jointed Gaussian chains) and on the other hand avoiding contacts
between chains, one can estimate brush-height h using the following equation [110]:
h ∼ N 3
√
wa2/d2 (5.1)
where N is polymer length, d is separation between adjacent chains, w is the excluded volume
parameter and a is the polymer persistence length. Experimentally, nup153 segments (602-aa long)
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attached to the surface of Au nanodots were observed to have a brush height of 310 A˚ with an
approximate separation of 10 A˚ [28]. A brush height of 126 A˚ is then expected for 100-aa long nup153
segments separated by 26 A˚, according to the relationship just mentioned. In our simulations, the
nsp1 segments exhibit an average brush height of 93 A˚, which is comparable with the experimentally
expected value (93 A˚ to 126 A˚). The difference may result from the two variables w and a, that may
actually differ for different FG-nups nup153 and nsp1.
Figure 5.2: Formation of the brush-like structures. Snapshots at t = 0 ns, 400 ns, 1000 ns and 1700 ns for the first 1.7
µs of Sim WT2. In order to show clearly the movement of each single segment, only one row of the array is depicted
with each segment in a different color. Red spheres represent the constrained termini.
Three 200 ns simulations were then performed to investigate the selectivity of the brush-like
structure: two transport receptors, namely NTF2, were added into each of the two wildtype brushes
with one NTF2 placed on top of the brush and the other one embedded inside the brush; two inert
proteins, namely exonuclease, were also added into one wildtype brush at similar positions as NTF2
(Fig. 5.1d). Whether starting completely outside or partially inside, the top-placed NTF2 in both
simulations gradually entered the nsp1 brush while the top-placed exonuclease barely did it although
starting at a similar position with NTF2 (Fig. 5.1e, f). The brush-like structure is able to distinguish
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between transport receptors and inert molecules at its entrance. In addition, NTF2 placed on top
of the mutant brush could not enter the brush during a simulation with similar setup. FG-repeats
are essential for the top-placed NTF2 to enter the brush.
However, there were as many FG-repeats bound to exonuclease as to NTF2 during the simu-
lations. Further analysis showed that FG-repeats were bound to the top-placed exonuclease either
for a short time period (less than 100 ns) or with a small binding area (less than half of the pheny-
lalanine sidechain). On the other hand, the top-placed NTF2 experienced at least one such tight
binding that lasts for more than 100 ns and involves more than half of the phenylalanine sidechain
in binding (Fig. 5.3). Such long and large-area FG-repeat binding should be important for NTF2
to enter the brush. We did notice a steady binding event for the embedded inert molecule (Fig. 5.4)
though. In general, transport receptors have on their surface many special hydrophobic binding
sites for FG-repeats [50–52], and therefore have a better chance to be tightly bound by FG-repeats.
As a representative volume of the NPC central pore, the array system possesses two important
properties of the NPC central pore: I) nsp1 segments were tethered to a planar surface to capture
the effect that FG-nups are anchored in the NPC central pore, i.e., not free floating; II) nsp1
segments were separated properly such that the resulting FG-repeat density is comparable to that
of the NPC. Our simulations revealed in unprecedented detail the collective behavior of disordered
FG-nups as well as their interactions with transport receptors and inert proteins, shedding light on
the mechanism of NPC selective transport.
The bundle-based brush-like structure fits in the NPC selective barrier quite nicely: I) the rela-
tively extended configuration of each segment should allow the FG-nups to effectively fill the NPC
central pore; the NPC central pore has a diameter of 38 nm for yeast and 60 nm for vertebrates,
FG-nups anchored on its inner surface need to be relatively extended to fill the central pore; II)
many FG-repeats are exposed on the brush surface; instead of being bound to each other, more than
half of the FG-repeats do not have any other FG-repeats within 8 A˚, offering a favorable environ-
ment for transport receptors; III) the bundles are interconnected as nsp1 segments switch from one
bundle to another; IV) most importantly, the brush-like structure favors the entrance of transport
receptors over inert proteins, providing the needed selectivity. Just like protein structure is impor-
tant to understand the enzyme function, the conformation of NPC selective barrier is important
to understand the NPC selective transport. The proposed bundle-based brush-like structure may
well be the basic aggregate structure of all FG-nups anchored inside the NPC central pore although
details will differ.
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Figure 5.3: Snapshots of all steady binding events to NTF2. a) PHE D24:531 (for notation see Table 4.1) binding
to the top-placed NTF2 dimer in simulation ntfm1. b) PHEs D17:379 and D17:381 binding to the embedded NTF2
dimer in simulation ntfm1. c) PHE D24:531 binding to the top-placed NTF2 dimer in simulation ntfm2. d) PHE
D18:362 binding to the embedded NTF2 dimer in simulation ntfm2. Phenylalanines are shown in green and the nsp1
segments containing them in orange; the NTF2 surface is colored according to residue type with polar basic residues
in blue, polar acidic residues colored in red, polar neutral residues colored in cyan, and non-polar residues colored in
white.
More work is still needed to investigate the details of NPC selective barrier and transport. For
example, both experiments [45; 47; 127] and simulations [51] have shown that NTF2 dimers have
a preferred affinity for FxFG repeats over GLFG repeats. In the simulations, instead of binding to
NTF2 surface as the FxFG repeats did, the GLFG repeats interacted with one another away from
the NTF2 surface. Furthermore, low-affinity assay experiments [89] showed that FG-nups with a
GLFG repeat motif bound to each other, forming clusters, while FG-nups with other repeat motifs
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Figure 5.4: Snapshot of the only steady binding event to the inert molecule. PHE D24:533 was bound to the embedded
exonuclease molecule in simulation exom6. D24:533 is shown in green and the nsp1 segment containing it in orange.
The exonuclease surface is colored according to residue type with polar basic residues in blue, polar acidic residues
colored in red, polar neutral residues colored in cyan, and non-polar residues colored in white.
did not. It is therefore important to investigate whether different FG-repeat motifs function the
same or differently.
Based on a huge amount of experimental data, a structural model of the NPC has been pro-
posed [14; 15]. For the first time, this model makes detailed predictions about how hundreds of
proteins are arranged to form the NPC central scaffold. Also, it proposes explicitly the stoichiom-
etry of FG-nups and their anchoring spots. The new NPC model makes it possible to simulate
the entire NPC central pore. By anchoring the FG-nups to the spots suggested in this model and
simulating the system, one can determine the aggregate of all FG-nups and address questions like,
“do most of the FG-nups stay inside the channel or do they actually extend out to the nuclear and
cytoplasmic sides?”. Following a similar methodological approach, future work will get more and
more close to this exciting step.
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Appendix A
Nsp1 sequence used to build the
nsp1 systems
The FG-repeat domain of nsp1 contains a total of 32 FG-repeats, among which 14 FG-repeats
have a sequence motif of FG and the other 18 have a sequence motif of FxFG. In our simulations,
the FG-repeat domain (sequence 1 - 600) was divided into 25 segments, each of them containing
100 amino acids. Starting with sequence 1 - 100 for the first segment, the N-terminus/C-terminus
of the second segment is taken to be 20 amino acids away from that of the first segment, i.e., from
sequence 20 to 120. The N-terminus/C-terminus of the third segment is again taken to 20 amino
acids away from the second one, and so on. One exception is for the seventh segment, whose
N-terminus/C-terminus is actually 40 amino acids away from the sixth one. All 25 segments were
then put together to form a 5 × 5 array, which then contains all together 137 FG-repeats: 78 of
them are FxFG repeating motifs (77 FSFG and 1 FTFG) and the other 59 are FG repeating
motifs. Sequence 1 - 600 of nsp1 was taken from Swiss-Prot P14907 and was listed below with
FG-repeats in bold letters:
1 - 60
MNFNTPQQNK TPFSFGTANN NSNTTNQNSS TGAGAFGTGQ STFGFNNSAP
NNTNNANSSI
61 - 120
TPAFGSNNTG NTAFGNSNPT SNVFGSNNST TNTFGSNSAG TSLFGSSSAQ
QTKSNGTAGG
121 - 180
NTFGSSSLFN NSTNSNTTKP AFGGLNFGGG NNTTPSSTGN ANTSNNLFGA
TANANKPAFS
181 - 240
FGATTNDDKK TEPDKPAFSF NSSVGNKTDA QAPTTGFSFG SQLGGNKTVN
EAAKPSLSFG
60
241 - 300
SGSAGANPAG ASQPEPTTNE PAKPALSFGT ATSDNKTTNT TPSFSFGAKS
DENKAGATSK
301 - 360
PAFSFGAKPE EKKDDNSSKP AFSFGAKSNE DKQDGTAKPA FSFGAKPAEK
NNNETSKPAF
361 - 420
SFGAKSDEKK DGDASKPAFS FGAKPDENKA SATSKPAFSF GAKPEEKKDD
NSSKPAFSFG
421 - 480
AKSNEDKQDG TAKPAFSFGA KPAEKNNNET SKPAFSFGAK SDEKKDGDAS
KPAFSFGAKS
481 - 540
DEKKDSDSSK PAFSFGTKSN EKKDSGSSKP AFSFGAKPDE KKNDEVSKPA
FSFGAKANEK
541 - 600
KESDESKSAF SFGSKPTGKE EGDGAKAAIS FGAKPEEQKS SDTSKPAFTF
GAQKDNEKKT
For your convenience, the sequence of each segment is listed explicitly below:
Segment D1 (1 - 100, 7 FG-repeats)
MNFNTPQQNK TPFSFGTANN NSNTTNQNSS TGAGAFGTGQ STFGFNNSAP
NNTNNANSSI TPAFGSNNTG NTAFGNSNPT SNVFGSNNST TNTFGSNSAG
Segment D2 (21 - 120, 7 FG-repeats)
NSNTTNQNSS TGAGAFGTGQ STFGFNNSAP NNTNNANSSI TPAFGSNNTG
NTAFGNSNPT SNVFGSNNST TNTFGSNSAG TSLFGSSSAQ QTKSNGTAGG
Segment D3 (41 - 140, 7 FG-repeats)
STFGFNNSAP NNTNNANSSI TPAFGSNNTG NTAFGNSNPT SNVFGSNNST
TNTFGSNSAG TSLFGSSSAQ QTKSNGTAGG NTFGSSSLFN NSTNSNTTKP
Segment D4 (61 - 160, 8 FG-repeats)
61
TPAFGSNNTG NTAFGNSNPT SNVFGSNNST TNTFGSNSAG TSLFGSSSAQ
QTKSNGTAGG NTFGSSSLFN NSTNSNTTKP AFGGLNFGGG NNTTPSSTGN
Segment D5 (81 - 180, 8 FG-repeats)
SNVFGSNNST TNTFGSNSAG TSLFGSSSAQ QTKSNGTAGG NTFGSSSLFN
NSTNSNTTKP AFGGLNFGGG NNTTPSSTGN ANTSNNLFGA TANANKPAFS
Segment D6 (101 - 200, 6 FG-repeats)
TSLFGSSSAQ QTKSNGTAGG NTFGSSSLFN NSTNSNTTKP AFGGLNFGGG
NNTTPSSTGN ANTSNNLFGA TANANKPAFS FGATTNDDKK TEPDKPAFSF
Segment D7 (141 - 240, 6 FG-repeats)
AFGGLNFGGG NNTTPSSTGN ANTSNNLFGA TANANKPAFS FGATTNDDKK
TEPDKPAFSF NSSVGNKTDA QAPTTGFSFG SQLGGNKTVN EAAKPSLSFG
Segment D8 (161 - 260, 4 FG-repeats)
ANTSNNLFGA TANANKPAFS FGATTNDDKK TEPDKPAFSF NSSVGNKTDA
QAPTTGFSFG SQLGGNKTVN EAAKPSLSFG SGSAGANPAG ASQPEPTTNE
Segment D9 (181 - 280, 4 FG-repeats)
FGATTNDDKK TEPDKPAFSF NSSVGNKTDA QAPTTGFSFG SQLGGNKTVN
EAAKPSLSFG SGSAGANPAG ASQPEPTTNE PAKPALSFGT ATSDNKTTNT
Segment D10 (201 - 300, 4 FG-repeats)
NSSVGNKTDA QAPTTGFSFG SQLGGNKTVN EAAKPSLSFG SGSAGANPAG
ASQPEPTTNE PAKPALSFGT ATSDNKTTNT TPSFSFGAKS DENKAGATSK
Segment D11 (221 - 320, 4 FG-repeats)
SQLGGNKTVN EAAKPSLSFG SGSAGANPAG ASQPEPTTNE PAKPALSFGT
ATSDNKTTNT TPSFSFGAKS DENKAGATSK PAFSFGAKPE EKKDDNSSKP
Segment D12 (241 - 340, 4 FG-repeats)
SGSAGANPAG ASQPEPTTNE PAKPALSFGT ATSDNKTTNT TPSFSFGAKS
DENKAGATSK PAFSFGAKPE EKKDDNSSKP AFSFGAKSNE DKQDGTAKPA
Segment D13 (261 - 360, 5 FG-repeats)
PAKPALSFGT ATSDNKTTNT TPSFSFGAKS DENKAGATSK PAFSFGAKPE
EKKDDNSSKP AFSFGAKSNE DKQDGTAKPA FSFGAKPAEK NNNETSKPAF
Segment D14 (281 - 380, 5 FG-repeats)
62
TPSFSFGAKS DENKAGATSK PAFSFGAKPE EKKDDNSSKP AFSFGAKSNE
DKQDGTAKPA FSFGAKPAEK NNNETSKPAF SFGAKSDEKK DGDASKPAFS
Segment D15 (301 - 400, 5 FG-repeats)
PAFSFGAKPE EKKDDNSSKP AFSFGAKSNE DKQDGTAKPA FSFGAKPAEK
NNNETSKPAF SFGAKSDEKK DGDASKPAFS FGAKPDENKA SATSKPAFSF
Segment D16 (321 - 420, 6 FG-repeats)
AFSFGAKSNE DKQDGTAKPA FSFGAKPAEK NNNETSKPAF SFGAKSDEKK
DGDASKPAFS FGAKPDENKA SATSKPAFSF GAKPEEKKDD NSSKPAFSFG
Segment D17 (341 - 440, 6 FG-repeats)
FSFGAKPAEK NNNETSKPAF SFGAKSDEKK DGDASKPAFS FGAKPDENKA
SATSKPAFSF GAKPEEKKDD NSSKPAFSFG AKSNEDKQDG TAKPAFSFGA
Segment D18 (361 - 460, 6 FG-repeats)
SFGAKSDEKK DGDASKPAFS FGAKPDENKA SATSKPAFSF GAKPEEKKDD
NSSKPAFSFG AKSNEDKQDG TAKPAFSFGA KPAEKNNNET SKPAFSFGAK
Segment D19 (381 - 480, 6 FG-repeats)
FGAKPDENKA SATSKPAFSF GAKPEEKKDD NSSKPAFSFG AKSNEDKQDG
TAKPAFSFGA KPAEKNNNET SKPAFSFGAK SDEKKDGDAS KPAFSFGAKS
Segment D20 (401 - 500, 5 FG-repeats)
GAKPEEKKDD NSSKPAFSFG AKSNEDKQDG TAKPAFSFGA KPAEKNNNET
SKPAFSFGAK SDEKKDGDAS KPAFSFGAKS DEKKDSDSSK PAFSFGTKSN
Segment D21 (421 - 520, 5 FG-repeats)
AKSNEDKQDG TAKPAFSFGA KPAEKNNNET SKPAFSFGAK SDEKKDGDAS
KPAFSFGAKS DEKKDSDSSK PAFSFGTKSN EKKDSGSSKP AFSFGAKPDE
Segment D22 (441 - 540, 5 FG-repeats)
KPAEKNNNET SKPAFSFGAK SDEKKDGDAS KPAFSFGAKS DEKKDSDSSK
PAFSFGTKSN EKKDSGSSKP AFSFGAKPDE KKNDEVSKPA FSFGAKANEK
Segment D23 (461 - 560, 5 FG-repeats)
SDEKKDGDAS KPAFSFGAKS DEKKDSDSSK PAFSFGTKSN EKKDSGSSKP
AFSFGAKPDE KKNDEVSKPA FSFGAKANEK KESDESKSAF SFGSKPTGKE
Segment D24 (481 - 580, 5 FG-repeats)
63
DEKKDSDSSK PAFSFGTKSN EKKDSGSSKP AFSFGAKPDE KKNDEVSKPA
FSFGAKANEK KESDESKSAF SFGSKPTGKE EGDGAKAAIS FGAKPEEQKS
Segment D25 (501 - 600, 5 FG-repeats)
EKKDSGSSKP AFSFGAKPDE KKNDEVSKPA FSFGAKANEK KESDESKSAF
SFGSKPTGKE EGDGAKAAIS FGAKPEEQKS SDTSKPAFTF GAQKDNEKKT
In the mutant array, all phenealanines (not only the ones of FG-repeats) were mutated to serine,
except those in italics which remained phenealanines.
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