The most time consuming operation to verify a signature with the Elliptic Curve Digital Signature Algorithm is a multi-scalar multiplication with two scalars. Efficient methods for its computation are the Shamir method and the Interleave method, whereas the performance of those methods can be improved by using general base-2 representations of the scalars. In exchange for the speed-up, those representations require the precomputation of several points that must be stored. In the case of two precomputed points, the Interleave method and the Shamir method provide the same, optimal efficiency. In the case of more precomputed points, only the Interleave method can be sped-up in an optimal way and is currently more efficient than the Shamir method. This paper proposes a new general base-2 representation of the scalars that can be used to speed up the Shamir method. It requires the precomputation of ten points and is more efficient than any other representation that also requires ten precomputed points. Therefore, the proposed method is the first to improve the Shamir method such that it is faster than the Interleave method. key words: elliptic curve cryptosystem, joint sparse form, leftto-right, multi-scalar multiplication, shamir method
Introduction
Digital signatures are a key technology to secure IT infrastructures. They provide authenticity and integrity and are widely used in identification and authentication protocols. Digital signature schemes are often implemented on smart cards, due to their mobility and tamper resistance. However, the available memory and computational power of a smart card is very limited. Therefore, cryptosystems based on elliptic curves [10] , [12] are often used in conjunction with smart cards. The basic operation to verify a signature with the Elliptic Curve Digital Signature Algorithm (ECDSA) is a multi-scalar multiplication uP + vQ, where u, v are the scalars and P, Q are points on an elliptic curve. The research goal here is to efficiently compute this multiscalar multiplication by minimizing both memory usage and computational costs.
The Shamir method [6] and the Interleave method [14] are two efficient methods to compute a multi-scalar multiplication. The speed of those methods depends on the number of non-zero entries or columns in the binary representation of the scalars, respectively. A speed up of those methods is possible by deploying general base-2 representations of the scalars that provide less nonzero entries or columns. However, using general base-2 representations also requires the precomputation of some points. In fact, there is a trade-off between the number of points to precompute and the speed up of a multi-scalar multiplication.
In the case of the Interleave method, there exist representations that offer an optimal speed up for any number of precomputed points [4] , [13] , [15] - [19] . In the case of the Shamir method, optimal speed up currently can only be achieved for two precomputed points [9] , [20] , using the digits 0, ±1. The efficiency of the Interleave method and the Shamir method is the same for two precomputed points. When considering more than two precomputed points, the next logical step for the Shamir method is to use representations that require ten precomputed points as proposed in [1] , [11] . However, the speed up of those representations is worse compared to the optimal representations for the Interleave method. When using ten precomputed points, the natural choice for the digits to use is 0, ±1, ±3. Using more digits for the Shamir method, e.g. 0, ±1, ±3, ±5 is impractical, since the effort for the precomputation is too great in this case.
This paper proposes a new general base-2 representation of the scalars to speed up the Shamir method. The proposed representation uses the digits 0, ±1, ±3 and requires the precomputation of ten points. The main idea of the algorithm is to apply a sliding window method with variable width on both scalars simultaneously. The proposed representation provides an average density of non-zero columns of 239/661 ≈ 0.3615. The proposed representation is more efficient than any other representation that also requires ten precomputed points and is therefore the first method to improve the Shamir method such that it is faster than the Interleave method. Besides the practical improvement, the proposed method is very interesting from a theoretical point of view. Although the methods that are used to speed up the Interleave method are proven to be optimal, they are inferior to the proposed method. Further, the proposed scheme is generated starting at the most significant bit, which is more natural and memory saving. In detail, only 6 joint bits must be stored at once. This paper is organized as follows: Section 2 gives an overview of multi-scalar multiplication. Section 3 reviews known general base-2 representations. Section 4 describes the proposed scheme. Section 5 gives a comparison and Section 6 states the authors conclusion.
Preliminaries
This section introduces some background knowledge about general base-2 representations, elliptic curves and multi-scalar multiplications.
Let F p be a finite field, where p > 3 is prime. Let E be an elliptic curve over F p . The elliptic curve can be used to construct an abelian group E(F p ) with identity element O called the point of infinity. A point P ∈ E(F p ) in affine coordinates is represented as P = (x, y). The inverse of P = (x, y) is to −P = (x, −y), hence it can be computed virtually for free. Note that this is also true for elliptic curves over different fields, e.g. binary curves. The elliptic curve operations P + Q and 2P are denoted by ECADD and ECDBL, respectively, where P, Q ∈ E(F p ).
A scalar d is a positive integer. A vector
The term "general" means, that D may be an arbitrary subset of Z and is not fixed to D = {0, 1} as it is for the common binary representation. If D = {0, ±1} the representation is called a signed binary representation. If D = {0, ±1, . . . , ±x}, the representation is called a signed representation.
Algorithms 1 and 2 show adjusted versions of the Interleave method [14] and the Shamir method [6] , respectively. The algorithms are adjusted to compute uP + vQ, where u, v are the n bit scalars given in some signed representation and P, Q ∈ E(F p ). In the following, u i and v i denote the ith digit of u and v, respectively.
Algorithm 1 Interleave Method
Require: Points P, Q ∈ E(Fp), scalars u, v. Ensure: Multi-scalar multiplication uP + vQ 1:
The Interleave method allows the scalars to be represented using different signed representations. Lines 1 and 2 precompute the required points. Since point inversions are virtually for free, it is sufficient to precompute and store only half of all possible points. For example, if D 1 = {0, ±1, ±3}, D 2 = {0, ±1, ±3, ±5, ±7}, the points to precompute are 3P, 3Q, 5Q, 7Q. If a different point, e.g. −3P is required, it is obtained by an on-the-fly point inversion. Lines 6 and 8 show, that the Interleave method performs an ECADD operation if the current digit in the scalar is non-zero. Call the number of non-zero digits in a scalar u Hamming weight and the expected density of non-zero digits average Hamming density (AHD(u)). Since an ECDBL operation is performed in each iteration, the Interleave method on average requires n (AHD(u) + AHD(v)) ECADD + n ECDBL operations for the evaluation of uP + vQ exclusive the costs for the precomputation.
Algorithm 2 Shamir Method
The required points are precomputed in lines 1-3. For example, if D = {0, ±1}, the two points to precompute are P + Q, P − Q. If D = {0, ±1 ± 3}, the ten points to precompute are 3P, 3Q, P + Q, P − Q, P + 3Q, P − 3Q, 3P + Q, 3P − Q, 3P + 3Q, 3P − 3Q. The base points P and Q do not count as precomputed points. Line 7 shows, that the Shamir method performs an ECADD operation if both current digits in the scalars are non-zero, i.e. the current column is non-zero. Call the number of non-zero columns in two scalars u, v joint Hamming weight and the expected density of non-zero columns average joint Hamming density (AJHD(u, v)). Since an ECDBL operation is performed for each column, the Shamir method on average requires n AJHD(u, v) ECADD + n ECDBL operations for the evaluation of uP + vQ exclusive the costs for the precomputation.
A Special Signed Binary Representation
This section reviews a special signed binary representation required to generate the proposed representation. It was first proposed in [3] to speed up a binary multiplication and later used in [7] and [17] The MOF uses the digit set D = {0, ±1}, provides an AHD of 1/2 and each n-bit integer has a unique representation as (n + 1)-digit MOF [17] .
Signed Representations to Speed Up uP + vQ
This section serves two purposes. It first reviews several known methods to produce signed representations of the scalars. Those methods are also called recoding algorithms. Second, it examines the size of the digit set to be used for the Shamir method. Note, that all representations reviewed in this section are uniquely determined and at most one bit longer than the corresponding binary representation (see the respective reference).
One recoding algorithm to decrease the AJHD is the joint sparse form (JSF) [20] . Its AJHD is 1/2 and it uses the digit set D = {0, ±1}. It requires the precomputation of the two points {P + Q, P − Q}. A similar method was proposed in [9] . It uses the same digit set and provides the same AJHD as the JSF, but unlike the JSF it can be applied to the scalars starting at the most significant bit. The AHD provided by both representations is minimal.
Remark 3.1:
The direction in which the scalars are recoded is very important. Recall, that the Interleave method and the Shamir method perform the evaluation starting at the most significant bit, i.e. left-toright (LtR). If the recoding algorithm performs the recoding starting at the least significant bit, i.e. rightto-left (RtL), the scalars must be recoded and stored completely in memory before the evaluation can begin. This requires O(n) bits of memory for each scalar. If the scalars are recoded LtR, this can be done "on-thefly" during the evaluation. Then it is not necessary to store the whole recoded scalars, but only a small part which leads to a significant saving of memory.
To decrease the AHD of the scalars, there is the widthw non adjacent form (wNAF) [4] , [13] , [19] . It uses the digit set D = {0, ±1, . . . , ±2 w−1 − 1} and its AHD is 1/(w + 1), which is minimal. There also exists a LtR analogue of the wNAF called the width-w mutual opposite form (wMOF) [17] . Another LtR analogue was proposed in [2] . Both these methods use the same digit set and provide the same minimal AHD as wNAF. Choosing w = 3 for both scalars requires the two points {3P, 3Q} to be precomputed. The resulting AHD of each scalar then is 1/4. Therefore, the average density of ECADD operations used by the Interleave method is 1/2, the same as for the Shamir method using the JSF or the scheme described in [9] .
One way to decrease the AJHD using 10 precomputed points is the JSF 3 [11] . It uses the digit set D = {0, ±1, ±3} and the resulting AJHD is 121/326 ≈ 0.3712. This methods requires the precomputation of the ten points {3P, 3Q, P + Q, P − Q, P + 3Q, P − 3Q, 3P + Q, 3P − Q, 3P + 3Q, 3P − 3Q}. Another approach is to apply a width-2 window method from LtR to the JSF of two scalars [1] . This method uses the digit set D = {0, ±1, ±2, ±3}, but due to the properties of the JSF only the ten points {P + Q, P − Q, P + 2Q, P − 2Q, 2P +Q, 2P −Q, 2P +3Q, 2P −3Q, 3P +2Q, 3P −2Q} have to be precomputed. The resulting AJHD of this method is 3/8 = 0.3750. Both methods can only be generated from RtL, due to the carry over that is created during the conversion.
Using the wMOF with w 1 = 4 for the first and w 2 = 5 for the second scalar results in the digit sets D 1 = {0, ±1, . . . , ±7} and D 2 = {0, ±1, . . . , ±15}. The resulting AHDs are 1/5 = 0.2 for the first and 1/6 ≈ 0.1667 for the second scalar. The average density of ECADD operations required by the Interleave method is the given as 11/30 ≈ 0.3666. The points to precompute are {3P, 3Q, 5P, 5Q, 7P, 7Q, 9Q, 11Q, 13Q, 15Q}.
A better approach to decrease the AHD is to use the fractional window recoding method [15] , [16] , [18] , which can be generated from LtR and RtL likewise. The resulting representation uses the digit set D = {0, ±1, . . . , ±2 w−1 +m} and the AHD is 1/(w+ m+1 2 w−1 +1) which is minimal. In order to obtain 10 precomputed points, chose w = 4 and m = 3 for both scalars. The resulting digit set is D = {0, ±1, . . . , ±11} and the AHD is 2/11 ≈ 0.1818 for each scalar. The average density of ECADD operations required by the Interleave method is given as 4/11 ≈ 0.3636. This method requires the points {3P, 3Q, 5P, 5Q, 7P, 7Q, 9P, 9Q, 11P, 11Q} to be precomputed.
The costs for the precomputation and the total costs to compute uP + vQ with the Shamir method, using the JSF, the JSF 3 and the method described in [1] when considering the customary 160-bit scalars are as follows. This shows that switching from two to ten precomputed points indeed improves the total performance. The problem of the Shamir method is, that it is rather inflexible when choosing the number of points to precompute, i.e. switching from D = {0, ±1} to D = {0, ±1, ±3} requires eight more points to be precomputed. This explains the comparison two points vs. ten points. Since the number of points to precompute grows quadratically, it is unlikely that choosing larger digit sets, such as D = {0, ±1 ± 3, ±5} where 22 points must be precomputed, will further reduce the total costs as long as 160-bit scalars are used. Also, storing 22 points requires 880 bytes of memory, which might lead to problems on a smart card.
Proposed Scheme
The last section showed that both the Interleave method and the Shamir method provide the same, optimal efficiency when using two precomputed points.
In the case of ten precomputed points, the Interleave method currently provides better performance than the Shamir method. Also, the AHD provided by the signed representations for the Interleave method is minimal.
Using the digit set D = {0, ±1, ±3} is optimal in case of the Shamir method, since larger digit sets require to much operations and memory for the precomputed points. This section describes the proposed signed representation of the scalars to speed up the Shamir method. For the reasons explained above, the proposed method uses the digit set D = {0, ±1, ±3} and therefore requires ten precomputed points. The proposed representation is generated by applying a sliding window method (SWM) with variable widths on the MOF of the scalars simultaneously. If certain conditions are satisfied, already converted columns are reused. The proposed algorithm is divided in three parts: the Main Routine, the Calculation of Z and the Conversion Routine. The proposed representation provides an AJHD of 239/661 and it can be generated from left-to-right by storing at most 6 bits of each scalar at once.
First Considerations
This section examines in what way the MOF representation can be used to decrease the joint Hamming weight (JHW). The first MOF property implies that the absolute value of any w consecutive MOF digits is at most 2 w−1 − 1. Therefore, any w consecutive MOF digits can be represented using w − 1 zero entries and 1 non-zero entry with absolute value of at most 2 w−1 − 1. Since the digit set D = {0, ±1, ±3} is used, w = 3 holds and extending this to two scalars yields Lemma 4.1: Given two MOF representations, it is possible to create at most two consecutive zero columns without exceeding the digit set D = {0, ±1, ±3}. After that, at least one non-zero column must follow.
The following lemma considers the positions of the columns that are candidates to become zero. Note that to create two zero columns, at least three and at most four columns of the MOF representation have to be scanned.
The Main Routine
The purpose of the main routine is to decide on the window width used in a certain step. The widths and the required number of zero columns to create are chosen such that the resulting joint Hamming density (JHD) of the recoded window increases from step to step. In other words, at first a width which results in a low JHD is tested and if that fails, the width is increased and a worse JHD is accepted. Table 1 shows the sequence in which the widths and the required zero columns are chosen. If a recoding with one of the first three widths is possible, the window is recoded, written out and the algorithm proceeds to the next column. Otherwise, after using the last width where a recoding is always possible, the following two conditions are checked to decide how to proceed.
1. If the last two columns remain unchanged after the recoding, the first two recoded columns are written out and the algorithm starts the next iteration with the third column. 2. If the last column has been changed, but does not contain any entries equal to ±3, the first three columns are written out and the algorithm starts the next iteration with the fourth column.
If none of those conditions is satisfied, all four columns are written out and the algorithm proceeds with the next column. If one of those conditions is satisfied, the algorithm reuses already converted columns in the next step. The problem is, that now it is no longer guaranteed that adjacent non-zero bits have opposite signs. Therefore, Lemma 4.1 doesn't hold anymore and has to be reduced as follows.
Lemma 4.3:
If an already converted column is reused, at most one zero column can be created without exceeding the digit set D = {0, ±1, ±3}. After that at least one non-zero column must follow.
According to Lemma 4.2, in this case at least two and at most three columns must be scanned in order to create one zero column. Therefore, a different sequence of widths is used as shown in Table 2 . 
end while 8: 
The Calculation Of Z
This method computes the number of zero columns that can be created in a certain window. Therefore it is used by the main routine to decide whether a certain width can be used or not. Further it computes the positions of the columns to become zero, which are needed by the conversion routine. First, the set Z is calculated according to Lemma 4.2. Next, a setZ ⊂ Z is selected which represents the columns that will actually be converted to zero. This choice is performed according to Lemma 4.1 or Lemma 4.3. If there is more than one choice forZ, the leftmost candidates are picked first. In the following examples letx = −x. Algorithm 4 shows the pseudo code for the calculation of Z using the same notation as in Algorithm 3. The set Z is represented as a k-bit array z, where z j = 1, if the jth column in the current window is to be converted and z j = 0, otherwise. Here k is the width of the current window and j = k − 1, . . . , 0.
Algorithm 4 Calculation of z calculateZ
Require: two k-bit MOF strings µ 0 and µ 1 and the current case c Ensure: the vector z 1:
end
r ← 0 10:
for j = k − 1 down to 0 11:
z j ← 0; r ← 0 13: else 14:
z j ← 1; r ← r + 1 15:
end for 20:
return z.
The Conversion Routine
The conversion routine performs the actual recoding of the window. At this point the columns that shall become zero are known and therefore it is possible to recode each scalar separately. Each window is scanned from left-to-right and if a non-zero entry that should become zero is detected, the algorithm scans for the next non-zero entry to the right and applies one of the following conversions.
(1) 100 . . . 01 → 011 . . . 11 / 11 → 01 (2) −→ 0303
Algorithm 5 shows the pseudo code for the conversion. The notation is the same as in Algorithms 3 and 4.
Algorithm 5 Conversion routine convert
Require: two k-bit MOF strings µ 0 and µ 1 and the columns to convert z Ensure: recoded representation of µ 0 and µ 1 1: for i = 0 to 1 2:
while µ i,s = 0 6:
end while 8:
if µ i,j = −µ i,s 9:
for t = j − 1 down to s do µ i,t ← µ i,j 12:
else if µ i,j = µ i,s 14:
for t = j − 2 down to s do µ i,t ← −µ i,j 17:
end if 20:
end for 21:
end for 22:
return µ 0 , µ 1 .
Average Joint Hamming Density
This section estimates the AJHD of the proposed representation using Markov Chains [8] . The Markov Chain of the proposed scheme consists of 14 states S 1 , . . . , S 14 . Figure 1 shows the transition graph of the proposed scheme. Each state indicates the number of columns currently scanned, the number of columns which are reused (boxed) and the probability of the state changes. After a window is recoded, the algorithm jumps back to state 1. Those changes are indicated by arrows with a dot at the end.
The transition probabilities are given by the matrix (p ij ) := P (S i → S j ), where S i → S j indicates that state S i changes into S j . Those numbers were obtained by checking all cases. Also, the matrix (t ij ) which contains the total number of columns written out by the algorithm if S i → S j and the matrix (n ij ) which contains the number of non-zero columns written out if S i → S j are required, i, j = 1, . . . , 14. The non-zero entries of those three matrices as well as the line in Algorithm 3 where the transitions occur are summarized in Table 4 . sing the stationary distribution π and the matrices (p ij ), (t ij ) and (n ij ) the AJHD is computed as follows. First, the average number of columns and the average number of non-zero columns written out by the algorithm for any possible transition S i → S j , i, j = 1, . . . 14 is required. For one fixed transition Sĩ → S, these numbers are given as tĩ · pĩ and nĩ · pĩ. Considering one fixed state Sĩ, all values tĩ j · pĩ j and nĩ j · pĩ j must be summed up for j = 1, . . . , 14. Finally, considering all states S i , i = 1, . . . , 14, each sum is multiplied with π i , the probability that the algorithm currently resides in this state, and added together. The AJHD then is the quotient of the value for the non-zero columns and the value for all columns, namely
The result was also confirmed by experiments.
Comparison
This section compares the proposed representation with the representations reviewed in Section 3. The comparison is based of the average number of ECADD operations required to compute uP +vQ. Table 3 shows these values as well as the number of ECADD and ECDBL operations required for the precomputation and the direction in which the recoding is performed, i.e. left-toright or right-to-left. Here n denotes the bit length of the scalar. Table 3 shows, that the proposed representation on average requires the least number of ECADD operations. It is therefore the first representation with which the Shamir method outperforms the Interleave method in the case of ten precomputed points. This is particularly interesting since the AHD provided by the representations used for the Interleave method is minimal, which means that no further speed up of the Interleave method can be expected. Further, the proposed representation is the first representation for the Shamir method that can be generated from left-to-right. This yields significant memory savings.
Remark 5.1: Due to the loops and conditional branch instructions in Algorithms 3,4 and 5 the question might arise if the proposed recoding method is really faster than the known methods. At first, note that the other recoding algorithms, e.g. the fractional window recoding method, also use such instructions and therefore also have to deal with overhead. Second, it is the authors opinion that trying to show the supremacy of the proposed recoding method by giving timings is not very convincing, since the overhead strongly depends on the implementation and the architecture of the platform. For example on a smart card, conditional branches are comparable to subtractions which have negligible cost compared to elliptic curve point additions. On other platforms this might be different. Hence the authors focused on what can be proved, the average joint Hamming density. Besides the practical improvement, the theoretical impact of the proposed scheme should not be neglected. It is provably better than the known methods which are provably minimal.
Conclusion
This paper proposed a new general representation of the scalars to speed up the calculation of uP + vQ using the Shamir method. The proposed representation uses the digit set D = {0, ±1, ±3} and requires the precomputation of ten points. The resulting AJHD is 239/661 ≈ 0.3615, which is superior to any known method that also uses ten precomputed points. The proposed representation is the first representation with which the Shamir method outperforms the Interleave method in the case of ten precomputed points. This is especially interesting since the representations used for the Interleave method are provably minimal. Due to the left to right fashion of the proposed algorithm, the memory consumption by the recoding is reduced, i.e. only 6 bits of the binary representation of each scalar must be stored at once.
Future research in this topic includes a further reduction of the AJHD and an estimate of the total speed on different platforms, e.g. a smart card.
