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Abstract
In this paper, the authors discuss the stability of the solutions to Hilbert boundary value problem
under perturbation of the unit circle. When the index of this problem is non-negative, by extending
Lavrentjev’s conformal mapping on a region approximating to a unit disc, we show the solutions
are stable under small perturbations. For negative index we give a conception of quasi-solution and
discuss its stability correspondingly.
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Let E be a bounded connected region on the complex plane and L be a smooth curve
on E. Lω = {ξ : ξ = t+ω(t), t ∈ L}. We suppose Lω ⊂E too. Wang and Gong [1] discuss
the stability of Cauchy singular integral and Cauchy type integral. Let D be the inner region
bounded by the curve L and Dω be the inner region bounded by the curve Lω . In [4] we
show that the Cauchy type integral is leap-stable instead of stable. It also indicates that
the following is true in [2,4] when the curve perturbs: When the index of this problem
is non-negative, the solutions to Riemann boundary value problem are stable in Ω (Ω =
(D+ω ∩D+)∪ (D−ω ∩D−)) and unstable in E1 =D+ω ∩D− or E2 =D−ω ∩D+. However,
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negative index, the conception of quasi-solution and its stability are given.
Let γ be a unit circle and U be the unit disk bounded by γ . The classical Hilbert
boundary value problem is to research a function Φ+(z)= u(z)+ iv(z), which is not only
holomorphic in U but also continuous on U¯ , satisfied the following condition:
Re
{[
a(t)+ ib(t)]Φ+(t)}= c(t), (I)
where a(t), b(t), c(t) ∈Hµ(γ ). Since the problem on an arbitrary simple connected region
G can be transformed into problem (I) by a conformal mapping from G onto U . In the
paper we will consider the stability of the solutions to problem (I) under perturbation of
the unit circle γ . It is well known that the classical Hilbert boundary value problem can
be reduced into Riemann boundary value problem through the symmetric extension of the
unit disc on complex plane. But under the perturbation the shape of curve is no longer a
unit circle, it is difficult essentially to gain the representation of the solutions, so we take
Lavrentjev’s conformal mapping theorem into account and generalize it, which follows that
the stability of this problem is solved.
1. The extension of Riemann conformal mapping on a region approximating
to a unit disc on complex plane
We suppose L is a unit circle on complex plane Z. E, which contains L, is a bounded
connected region on the complex plane. Now, denote C(2)(L) the species of all function
which second continuous derivative exists and norm is
‖ω‖2 = ‖ω‖L +‖ω′‖L + ‖ω′′‖L,
where ‖ · ‖L = maxL ‖ · ‖. The curve L becomes to Lω after perturbation ω(t). Suppose
Lω ⊂E, namely
Lω =
{
ξ : ξ = t +ω(t), t ∈ L, ‖ω‖2 < ρ0
}⊂E.
Let the curve Lω be a Lyapunov curve and θ be the argument of t + ω(t) and δ(θ) =
1− |t +ω(t)|; then t +ω(t)= |1− δ(θ)|eiθ .
Let ϕ ∈Hµ(E). Denote
A(ϕ)=AE(ϕ)= sup
{ |ϕ(z1)− ϕ(z2)|
|z1 − z2|µ : z1, z2 ∈E, z1 = z2
}
,
‖ · ‖E =max
E
‖ · ‖.
Γ is a unit circle on the complex plane W and D(L) is the region bounded by L.
Lemma 1 [5] (Lavrentjev). If the polar coordinates curve C,
r = r(θ)= 1− δ(θ)
satisfies the conditions∣∣δ(θ)∣∣< σ, ∣∣δ′(θ)∣∣< σ, ∣∣δ′′(θ)∣∣< σ,
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mapping F from D(C) onto D(Γ ) with the condition F(0,C)= 0, F ′(0,C) > 0 can be
represented by the form as follows:
w = F(z,C)= z
{
1+ 1
2π
2π∫
0
1+ ze−iθ
1− ze−iθ δ(θ) dθ
}
+ o(σ 2), F (0,C)= 0.
Furthermore, its inverse mapping has the following form:
z=H(w,Γ )=w
{
1− 1
2π
2π∫
0
1+we−iθ
1−we−iθ δ(θ) dθ
}
+ o(σ 2), H(0,Γ )= 0.
Lemma 2 [6] (Kellogg). Suppose z =w(ς) is a univalent holomorphic function. The do-
main B is the image of D, that is, B = w(D), and its boundary C is a smooth, Jordan,
closed curve. θ(s), which satisfies the Hölder condition∣∣θ(s)− θ(s′)∣∣ k|s − s′|α, 0 < α < 1,
is the angle between the tangent at s (the arc coordinate) and the real axis. Then w′(ς)
continues on D(L) and satisfies the Hölder condition on L,∣∣ω′(eiθ )−ω′(eiθ ′)∣∣ k1|θ − θ ′|α, ∣∣ logω′(eiθ )− logω′(eiθ ′)∣∣ k2|θ − θ ′|α,
where k1 and k2 are positive constants.
Lemma 3. Let ‖ω‖2 < ρ0 < 1/2; then ‖δ‖2  C(ρ0)‖ω‖2.
Proof. Since
δ(θ)= 1− ∣∣t +ω(t)∣∣= 1− |t +ω(t)|2
1+ |t +ω(t)| =
−2 Re(tω(t))− |ω(t)|2
1+ |t +ω(t)| ,
it is easy to see that∣∣δ(θ)∣∣ 2+ ρ0
2− ρ0 ‖ω‖Γ 
2+ ρ0
2− ρ0 ‖ω‖2.
Now let t = eiϕ ; then dt/dϕ = ti . In view of θ = arg(t + ω(t)) and δ(θ) = 1 − |t +
ω(t)|, it can be verified that
δ′(θ)=−∣∣t +ω(t)∣∣ d
dθ
Re
[
log
(
t +ω(t))]=−∣∣t +ω(t)∣∣Re(1+ω′(t)
t +ω(t)
dt
dθ
)
.
However,
dθ
dϕ
= d
dϕ
Im
[
log
(
t +ω(t))]= Im[1+ω′(t)
t +ω(t)
dt
dϕ
]
= Re
[
1+ω′(t)
t
]
= Re[(1+ω
′(t))(1+ tω(t))]
2 = 0.t +ω(t) |t +ω(t)|
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dt
dθ
= dt
dϕ
dϕ
dθ
= it|t +ω(t)|
2
Re[(1+ω′(t))(1+ tω(t))] ,
δ′(θ)= ∣∣t +ω(t)∣∣ Im[(1+ω′(t))(1+ tω(t))]
Re[(1+ω′(t))(1+ tω(t))] ,
but ∣∣Re[(1+ω′(t))(1+ tω(t))]∣∣ 1− ∣∣tω(t)∣∣− ∣∣ω′(t)∣∣− ∣∣tω′(t)ω(t)∣∣ 1− 2ρ0,∣∣Im[(1+ω′(t))(1+ tω(t))]∣∣ ∣∣ω′(t)∣∣+ ∣∣tω(t)∣∣+ ∣∣tω(t)ω′(t)∣∣
 ‖ω‖2 + ρ0‖ω‖2  (1+ ρ0)‖ω‖2.
So ∣∣∣∣ dtdθ
∣∣∣∣ (1+ ρ0)21− 2ρ0 ,
∣∣δ′(θ)∣∣ (1+ ρ0)2‖ω‖2
1− 2ρ0 ,
δ′′(θ)= d
dθ
∣∣t +ω(t)∣∣ Im[(1+ω′(t))(1+ tω(t))]
Re[(1+ω′(t))(1+ tω(t))] +
|t +ω(t)|
{Re[(1+ω′(t))(1+ tω(t))]}2
×
{
d
dθ
Im
[(
1+ω′(t))(1+ tω(t))]Re[(1+ω′(t))(1+ tω(t))]
− Im[(1+ω′(t))(1+ tω(t))] d
dθ
Re
[(
1+ω′(t))(1+ tω(t))]}.
Furthermore,
d
dθ
Im
[(
1+ω′(t))(1+ tω(t))]
= Im
{[
ω′′(t)+ tω′′(t)ω(t)+ω(t)+ω′(t)ω(t)− tω′(t)− t∣∣ω′(t)∣∣2] dt
dθ
}
×
∣∣∣∣ ddθ Im
[(
1+ω′(t))(1+ tω(t))]∣∣∣∣

(‖ω‖2 + ρ0‖ω‖2) (1+ ρ0)21− 2ρ0 =
(1+ ρ0)3
1− 2ρ0 ‖ω‖2.
In the same way, we get∣∣∣∣ ddθ Re
[(
1+ω′(t))(1+ tω(t))]∣∣∣∣ (1+ ρ0)31− 2ρ0 ‖ω‖2,∣∣δ′′(θ)∣∣ (1+ ρ0)3
(1− 2ρ0)2 ‖ω‖
2
2
+ (1+ ρ0)
(1− 2ρ0)2
[
(1+ ρ0)3
1− 2ρ0 ‖ω‖2(1+ 2ρ0)+
(1+ ρ0)3
1− 2ρ0 ‖ω‖
2
2(1+ ρ0)
]
 (1+ ρ0)
3
3 (1+ 6ρ0)‖ω‖2.(1− 2ρ0)
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‖δ‖2  C(ρ0)‖ω‖2,
where C(ρ0) is a constant independent of ‖ω‖2, which is as follows. ✷
Lemma 4. When ‖ω‖2 < 1/2, the region bounded by the curve Lω is a star-like about
z0 = 0.
Proof. Since
dθ
dϕ
= Re
{
t[t +ω(t)]′
t +ω(t)
}
= 1
2
{
t[1+ω′(t)]
t +ω(t) +
t¯[1+ω′(t)]
t +ω(t)
}
= 1|t +ω(t)|2
[
1+Re(tω(t))+Re(ω′(t))+Re(tω′(t)ω(t))]
 4
9
{
1− [∣∣tω(t)∣∣+ ∣∣ω′(t)∣∣+ ∣∣tω′(t)ω(t)∣∣]} 4
9
[
1− 2‖ω‖2
]
> 0,
then in view of [6, p. 165] the conclusion is valid. ✷
Suppose ρ0 is a positive number small enough in the following
Theorem 1. Let Lω be a perturbation curve, ‖ω‖2 < ρ0; then the conformal mapping from
D(Lω) onto D(Γ ) can be expressed as
w = F(z,Lω)= z
{
1+ 1
2πi
∫
L
τ + z
(τ − z)τ ω(τ) dτ
}
+O(‖ω‖1−42 ),
z ∈D(Lω). (1)
Furthermore, its inverse mapping has the form
z= Ψ (w,Γ )=w
{
1− 1
2πi
∫
Γ
τ +w
(τ −w)τ ω(τ) dτ
}
+O(‖ω‖1−42 ),
w ∈D(Γ ). (2)
Proof. In view of Lemma 4, we know the region bounded by the curve Lω is a star-like
about z0 = 0, therefore taking Lemma 1 into consideration we have
w = z
{
1+ 1
2πi
∫
L
τ + z
(τ − z)τ ω(τ) dτ
}
+ I (z)+ o(‖ω‖22), z ∈D+ω ,
where
I (z)= z
{
1+ 1
2π
2π∫ 1+ ze−iθ
1− ze−iθ δ(θ) dθ
}
− z
{
1+ 1
2πi
∫
τ + z
(τ − z)τ ω(τ) dτ
}0 L
606 H. Zhang et al. / J. Math. Anal. Appl. 284 (2003) 601–617= z
2πi
∫
L
τ + z
(τ − z)τ
[
δ(−i ln τ )−ω(τ)]dτ.
Then by Plemelj formula [3] we get
I±(t)= t
{
± [δ(−i ln t)−ω(t)]+ 1
2πi
∫
L
τ + t
(τ − t)τ
[
δ(−i ln τ )−ω(τ)]dτ
}
,
t ∈ L.
Hence,
∣∣I±(t)∣∣ ∣∣δ(−i ln t)−ω(t)∣∣+
∣∣∣∣∣ 12πi
∫
L
τ + t
(τ − t)τ
[
δ(−i ln τ )−ω(τ)]dτ
∣∣∣∣∣= I1 + I2.
By Lemma 3, it is easy to see that I1 = |δ(−i ln t)−ω(t)| C(ρ0)‖ω‖2,
I2 =
∣∣∣∣∣ 12πi
∫
L
τ + t
(τ − t)τ
[
δ(−i ln τ )−ω(τ)]dτ
∣∣∣∣∣

∣∣∣∣∣ 12πi
∫
L
2
τ − t
[
δ(−i ln τ )− δ(−i ln t)]dτ
∣∣∣∣∣+
∣∣∣∣∣ 12πi
∫
L
2
τ − t
[
ω(τ)−ω(t)] dτ
∣∣∣∣∣
+
∣∣∣∣∣ 12πi
∫
L
1
τ
[
δ(−i ln τ )−ω(τ)]dτ
∣∣∣∣∣+
∣∣δ(−i ln t)−ω(t)∣∣
= I21 + I22 + I23 + I24.
Denoting A= {θ : |θ − ϕ|< π}, B = [0,2π] \A, we have
I21 = 12π
∣∣∣∣∣
∫
A
2
eiθ − eiϕ
[
δ(θ)− δ(ϕ)]dθ
∣∣∣∣∣+ 12π
∣∣∣∣∣
∫
B
2
eiθ − eiϕ
[
δ(θ)− δ(ϕ)]dθ
∣∣∣∣∣
= I 121 + I 221.
By the differential mid-value theorem and chord–arc inequality we get
I 121 max
θ
∣∣δ′(θ)∣∣ 1
2π
∫
A
∣∣∣∣ 2eiθ − eiϕ
∣∣∣∣|θ − ϕ|dθ
 Cmax
θ
∣∣δ′(θ)∣∣ 1
2π
∫
A
∣∣∣∣ 2eiθ − eiϕ
∣∣∣∣|eiθ − eiϕ |dθ  C(ρ0)‖ω‖2.
Let θ ′ = θ ± 2π such that |θ ′ − ϕ| < π . But δ(θ ′) = δ(θ ± 2π) = δ(θ); then I 221 can be
transformed into I 121, therefore I21 C(ρ0)‖ω‖2. Since∣∣ω(t)−ω(τ)∣∣ C(ρ0)‖ω′‖L|t − τ | (see [1]),
I22  C(ρ0)‖ω′‖L  C(ρ0)‖ω‖2,
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I23  lC(ρ0)‖ω‖2, I24  C(ρ0)‖ω‖2,
where l is the length of arc of curve L.
By what has already been proved, we have I2  C(ρ0)‖ω‖2. Therefore∣∣I±(t)∣∣ C(ρ0)‖ω‖2.
(i) If z ∈D+, by the maximal modulus principle we know |I (z)| C(ρ0)‖ω‖2. Espe-
cially, if z ∈D+ω ∩D+, |I (z)| C(ρ0)‖ω‖2.
(ii) If z ∈ D+ω ∩ D−, in view of [4], there exist λ ∈ (0,1) and t ∈ L such that z =
t + λω(t). By ω(t) ∈H 1 and Privalov theorem we get∣∣I (z)− I−(t)∣∣ C(ρ0, 4)|z− t|1−4  C(ρ0, 4)‖ω‖1−42 ,
therefore,∣∣I (z)∣∣ ∣∣I−(t)∣∣+C(ρ0, 4)‖ω‖1−42  C(ρ0, 4)‖ω‖1−42 ,
where 4(∈ (0,1)) is an arbitrary given number, C(ρ0, 4) only depends on ρ0 and 4.
By what has already been proved, it can be shown, if z ∈D+ω =D(Lω), formula (1) is
valid.
Formula (2) can be proved similarly. ✷
Corollary 1. Lω is the same as in Theorem 1; then the conformal mapping from the curve
Lω onto the unit circle Γ can be expressed as
ς = F(ξ,Lω)=


ξ
{
1+ 12πi
∫
L
τ+ξ
(τ−ξ)τ ω(τ ) dτ
}+O(‖ω‖1−42 ), ξ ∈ Lω \L,
ξ
{
1+ω(ξ)+ 12πi
∫
L
τ+ξ
(τ−ξ)τ ω(τ ) dτ
}+O(‖ω‖1−42 ),
ξ ∈ L∩Lω.
(3)
Correspondingly, its inverse mapping has the form
ξ = Ψ (ς,Γ )= ς
{
1−ω(ς)− 1
2πi
∫
Γ
τ + ς
(τ − ς)τ ω(τ) dτ
}
+O(‖ω‖1−42 ),
ς ∈ Γ. (4)
Furthermore, if Lω is a Lyapunov curve, then Ψ (ς,Γ ) and F(ξ,Lω) belong to the cate-
gory of Hölder continuous functions.
Proof. Denote
f (z,Lω)= z
{
1+ 1
2πi
∫
L
(
2
τ − z −
1
τ
)
ω(τ) dτ
}
= z
{
1+ 1
2πi
[∫ 2
τ − zω(τ) dτ −
∫
ω(τ)
τ
dτ
]}
.L L
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that formula (3) is valid. In the similar way we can show that formula (4) is also fulfilled.
If Lω is a Lyapunov curve, by Lemma 2 we know Ψ ′(ς,Γ ) is continuous on |ς | 1.
Therefore, by the property of Hölder continuous functions we know Ψ (ς,Γ ) belongs to
the category of Hölder continuous functions. It can be assumed without loss of generality
that its order is 1 − 4. Since F(ξ,Lω) is the inverse morphism of Ψ (ς,Γ ) and univalent,
F(ξ,Lω) also belongs to the category of Hölder continuous functions. ✷
Remark. If the perturbation is along the direction of diameter in Theorem 1, we can get a
conclusion similar to Lavrentjev’s (see [5, Lemma 1]). Thus Theorem 1 can be regarded as
the extension of Lavrentjev’s [5] conformal mapping on a region approximating to a unit
disc.
Theorem 2. The definition of F(ξ,Lω) and Ψ (ς,Γ ) are same as Corollary 1; then∥∥F(ξ,Lω)− t∥∥L C(ρ0, 4)‖ω‖1−42 ,∥∥Ψ (ς,Γ )− ς∥∥
Γ
 C(ρ0, 4)‖ω‖1−42 ,∥∥Ψ (ς,Γ )− t∥∥
L
 C(ρ0, 4)‖ω‖1−42 ,
where ξ = t +ω(t) ∈ Lω,ς = F(ξ,Lω) ∈ Γ , 4 > 0.
Proof. When ξ ∈ Lω \L,
∣∣F(ξ,Lω)− t∣∣=
∣∣∣∣∣ξ
{
1+ 1
2πi
∫
L
τ + ξ
(τ − ξ)τ ω(τ) dτ
}
+O(‖ω‖1−42 )− t
∣∣∣∣∣
 |ξ − t| + |ξ |
2π
∣∣∣∣∣
∫
L
τ + ξ
(τ − ξ)τ ω(τ) dτ
∣∣∣∣∣+C‖ω‖1−42 .
In view of [1] and Privalov theorem, we know that∣∣∣∣∣
∫
L
ω(τ)
τ − ξ dτ −
(
πiω(t)+
∫
L
ω(τ)
τ − t dτ
)∣∣∣∣∣ C(ρ0, 4)|ξ − t|1−4
 C(ρ0, 4)‖ω‖1−42 , 4 > 0.
Furthermore,∣∣∣∣∣
∫
L
ω(τ)
τ − t dτ
∣∣∣∣∣
∣∣∣∣∣
∫
L
ω(τ)−ω(t)
τ − t dτ
∣∣∣∣∣+
∣∣∣∣∣
∫
L
ω(t)
τ − t dτ
∣∣∣∣∣
 C(ρ0)‖ω′‖∞ + π
∣∣ω(t)∣∣ C(ρ0)‖ω‖2.
Thus ∣∣∣∣∣
∫
ω(τ)
τ − ξ dτ
∣∣∣∣∣ C(ρ0, 4)‖ω‖1−42 ,L
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∫
L
τ + ξ
(τ − ξ)τ ω(τ) dτ
∣∣∣∣∣
∣∣∣∣∣
∫
L
2
τ − ξ ω(τ) dτ
∣∣∣∣∣+
∣∣∣∣∣
∫
L
ω(τ)
τ
dτ
∣∣∣∣∣ C(ρ0, 4)‖ω‖1−42 .
So ∣∣F(ξ,Lω)− t∣∣ C(ρ0, 4)‖ω‖1−42 .
When ξ ∈ L∩Lω, there exists t∗ ∈L such that t∗ = ξ = t +ω(t), t ∈L; then
∣∣F(ξ,Lω)− t∣∣=
∣∣∣∣∣ξ
{
1+ω(t∗)+ 1
2πi
∫
L
τ + t∗
(τ − t∗)τ ω(τ) dτ
}
+O(‖ω‖1−42 )− t
∣∣∣∣∣
 |ξ − t| + 1
2π
∣∣∣∣∣
∫
L
τ + t∗
(τ − t∗)τ ω(τ) dτ
∣∣∣∣∣+ ∣∣ξω(t∗)∣∣+C1‖ω‖1−42
 ‖ω‖L + 12π
∣∣∣∣∣
∫
L
2
τ − t∗ω(τ) dτ −
∫
L
ω(τ)
τ
dτ
∣∣∣∣∣+C2‖ω‖1−42
 C(ρ0, 4)‖ω‖1−42 .
It follows that∥∥F(ξ,Lω)− t∥∥L C(ρ0, 4)‖ω‖1−42 , ξ = t +ω(t) ∈ Lω.
Similarly, it can be proved∥∥Ψ (ς,Γ )− ς∥∥
Γ
 C(ρ0, 4)‖ω‖1−42 , ς ∈ Γ, 4 > 0.
According to ς = F(ξ,Lω) as well, it is easy to get∥∥Ψ (ς,Γ )− t∥∥
L

∥∥Ψ (ς,Γ )− ς∥∥
L
+ ‖ς − t‖L  C(ρ0, 4)‖ω‖1−42 , 4 > 0. ✷
Theorem 3. Assume that a function f (τ) ∈ Hµ, denote fΨ (τ) = f (Ψ (τ,L)); then for
∀ν ∈ (0,1), there is∥∥∥∥∥ 12πi
∫
L
fΨ (τ)
τ − F(ξ,Lω) dτ −
1
2πi
∫
L
f (τ)
τ − t dτ
∥∥∥∥∥
L
 C(ρ0, 4)A(f )‖ω‖µν(1−4)2 ,
where ξ = t +ω(t) ∈ Lω , t ∈L, 4 > 0.
Proof. Since∣∣∣∣∣ 12πi
∫
L
fΨ (τ)
τ − F(ξ,Lω) dτ −
1
2πi
∫
L
f (τ)
τ − t dτ
∣∣∣∣∣

∣∣∣∣∣ 12πi
∫
L
fΨ (τ)
τ − F(ξ,Lω) dτ −
1
2πi
∫
L
fΨ (τ)
τ − t dτ
∣∣∣∣∣+
∣∣∣∣∣ 12πi
∫
L
fΨ (τ)− f (τ)
τ − t dτ
∣∣∣∣∣
= I1 + I2,
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and Theorem 2, one can get
I1 C
∣∣F(ξ,Lω)− t∣∣µ(1−4)  C(ρ0, 4)‖ω‖µ(1−4)2 .
Now consider I2. Notice that Ψ (ζ,Γ ) belongs to the category of Hölder continuous
functions. For the points t1 and t2 on a unit circle, on one hand,∣∣fΨ (t1)− f (t1)− fψ(t2)+ f (t2)∣∣ ∣∣fΨ (t1)− fΨ (t2)∣∣+ ∣∣f (t1)− f (t2)∣∣
 C(ρ0, 4)A(f )|t1 − t2|µ(1−ε),
on the other hand∣∣fΨ (t1)− f (t1)− fψ(t2)+ f (t2)∣∣ ∣∣fΨ (t1)− f (t1)∣∣+ ∣∣fΨ (t2)− f (t2)∣∣
A(f )
∣∣Ψ (t1,L)− t1∣∣µ +A(f )∣∣Ψ (t2,L)− t2∣∣µ
 C(ρ0, 4)A(f )‖ω‖µ(1−4)2 .
Then ∣∣fΨ (t1)− f (t1)− fψ(t2)+ f (t2)∣∣ C(ρ0, 4)A(f )|t1 − t2|µ(1−ε)(1−ν)‖ω‖µν(1−ε)2 ,
ν ∈ (0,1).
Therefore,
I2 =
∣∣∣∣∣ 12πi
∫
L
[
fΨ (τ)− f (τ)
] dτ
τ − t
∣∣∣∣∣

∣∣∣∣∣ 12πi
∫
L
[
fΨ (τ)− f (τ)− fΨ (t)+ f (t)
] dτ
τ − t
∣∣∣∣∣
+ ∣∣fΨ (t)− f (t)∣∣
∣∣∣∣∣ 12πi
∫
L
dτ
τ − t
∣∣∣∣∣
 C(ρ0, 4)A(f )‖ω‖µν(1−ε)2 +C(ρ0, 4)A(f )‖ω‖µ(1−ε)2
 C(ρ0, 4)A(f )‖ω‖µν(1−ε)2 , ν ∈ (0,1).
The conclusion of theorem is fulfilled. ✷
2. The solutions and theirs stability of perturbed Hilbert boundary value problem
2.1. The solutions to perturbed Hilbert boundary value problem
Hilbert boundary value problem on a unit disc (I): Research a function Φ+(z)= u(z)+
iv(z), which is holomorphic on D+ (bounded by a unit circle L), continues on D+ + L,
and satisfies the condition
Re
{[
a(t)+ ib(t)]Φ+(t)}= c(t), t ∈L, (I)
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Lω = {ξ : ξ = t +ω(t), t ∈ L} after a small perturbation. Correspondingly, Hilbert bound-
ary value problem becomes problem (II): Research a function Φ+(z) = u(z) + iv(z),
which is holomorphic on D+ω (bounded by the curve Lω), continues on D+ω , and satisfies
the condition
Re
{[
a(ξ)+ ib(ξ)]Φ+ω (ξ)}= c(t), ξ = t +ω(t) ∈L, (II)
where a(ξ), b(ξ), c(ξ) ∈Hµ(Lω).
By Theorem 1 and Corollary 1, we make transformations z = Ψ (w,Γ ) and ξ =
Ψ (ζ,Γ ) (Γ is a unit circle) for problem (II); then problem (II) is transformed into problem
(III): Research a function Φ+(z)= u(z)+ iv(z), which is holomorphic on S∗ (the region
bounded by the curve Γ ), continues on S+ = S+ + Γ , and satisfies the condition
Re
{[
a
(
Ψ (ζ,Γ )
)+ ib(Ψ (ζ,Γ ))]Φ+(Ψ (ζ,Γ ))}= c(Ψ (ζ,Γ )), ζ ∈ Γ. (III)
Denote f (Ψ (·,Γ ))= fΨ (·); then by Corollary 1 it is easy to see that aΨ , bΨ , and cΨ all
belong to the category of Hölder continuous functions, and their orders are µ(1− ε) (ε ∈
(0,1)). Therefore problem (III) becomes Hilbert boundary value problem on a unit circle.
Suppose that we solve the upwards of problem with the condition a2(z)+ b2(z) = 0,
z ∈E.
Lemma 5. Let κ , κω, and κ1 be the index of Hilbert boundary value problem (I), (II), and
(III), respectively; then κ = κ1 = κω .
Proof. Due to Theorem 2 of [4], we know κ = κω . For
κω = 1
π
[
arg(a − ib)]
Lω
, κ1 = 1
π
[
arg(aΨ − ibΨ )
]
Γ
,
furthermore, ξ = Ψ (ζ,Γ ) is a one-to-one mapping of the unit circle Γ onto Lω with
Ψ (0,Γ )= 0, κ1 = κω, thereby the conclusion is proved. ✷
And then in view of [3] it is easy to know the solutions to problem (III) are as follows.
(i) When κ  0, problem (III) has common solutions
ΦΨ (w)= Ψ0,Ψ (w)+XΨ (w)Pκ(w),
where
XΨ (w)=
{
ceΓΨ (w), |w|< 1,
cw−κeΓΨ (w), |w|> 1,
ΓΨ (w)= 12πi
∫
L
logG∗Ψ (τ)
τ −w dτ,
G∗Ψ (ζ )=−ζ−κ
aΨ (ζ )− ibΨ (ζ ) =−ζ−κGΨ (ζ ),
aΨ (ζ )+ ibΨ (ζ )
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{∫
Γ
BΨ (τ) dτ
X+Ψ (τ)(τ −w)
+wκ
∫
Γ
BΨ (τ)τ
−κ dτ
X+Ψ (τ)(τ −w)
}
− w
κXΨ (w)
2πi
∫
Γ
BΨ (τ)τ
−κ−1
X+Ψ (τ)
dτ,
where
BΨ (τ)= cΨ (τ )
aΨ (τ )+ ibΨ (τ ) ,
Pκ(z) is an arbitrary polynomial about z whose order does not exceed κ .
(ii) When κ −2, if and only if∫
Γ
cΨ (τ )τ
k
(aΨ (τ )+ ibΨ (τ ))X+Ψ (τ)
dτ = 0, k = 0,1, . . . ,−κ
2
− 1,
are fulfilled, it has only a solution
ΦΨ (w)= XΨ (w)2πi
∫
Γ
BΨ (τ)
X+Ψ (τ)(τ −w)
dτ.
Making transformation w = F(z,Lω) for the formulae in (i) and (ii), we can gain the
solutions to problem (II).
Theorem 4. (i) When κ  0, problem (II) has common solutions
Φω(z)=Φ0,ω(z)+Xω(z)Pκ(z), (5)
where
XΨ (w)=
{
ceΓω(z), z ∈D+ω ,
cF−κ(z,Lω)eΓω(z), z ∈D−ω ,
Γω(z)= 12πi
∫
L
logG∗Ψ (τ)
τ − F(z,Lω) dτ,
G∗Ψ (ξ)=−F−κ(ξ,Lω)
a(ξ)− ib(ξ)
a(ξ)+ ib(ξ) =−F
−κ(ξ,Lω)G(ξ),
Φ0,ω(z)= Xω(z)2πi
{∫
L
BΨ (τ) dτ
X+Ψ (τ)(τ −F(z,Lω))
+ Fκ(z,Lω)
∫
L
BΨ (τ)τ
−k dτ
X+Ψ (τ)(τ − F(z,Lω))
}
− F
κ(z,Lω)XΨ (z)
2πi
∫
BΨ (τ)τ
−κ−1
X+Ψ (τ)
dτ,L
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aΨ (τ )+ ibΨ (τ ) ,
Pκ(z) is an arbitrary polynomial about z whose order does not exceed to κ .
(ii) When κ −2, if and only if∫
L
cΨ (τ)τ
k
(aΨ (τ )+ ibΨ (τ ))X+Ψ (τ)
dτ = 0, k = 0,1, . . . ,−κ
2
− 1,
are fulfilled, it has only a solution
Φω(z)= Xω(z)2πi
∫
L
BΨ (τ)
X+Ψ (τ)(τ − F(z,Lω))
dτ. (6)
2.2. The stability of solutions when κ  0
Definition 1. SupposeΦ(z) and Φω(z) are the solutions to Hilbert boundary value problem
(I) and (II), respectively. If ‖Φω −Φ‖A → 0 with the perturbation ‖ω‖2 → 0, we call the
solutions Φω(z) to Hilbert boundary value problem (II) are stable on the set A.
Theorem 5. ‖X+ω (ξ) − X+(t)‖L  C(ρ0, 4)(A(G) + ‖G‖L)‖ω‖µ(1−ε)ν2 , where ξ = t +
ω(t), t ∈ L.
Proof. Since
Γ (z)= 1
2πi
∫
L
logG∗(τ )
τ − z dτ, Γω(z)=
1
2πi
∫
L
logG∗Ψ (τ)
τ − F(z,Lω) dτ,
by Plemelj formula, we can get
Γ +(t)= 1
2
logG∗(t)+ 1
2πi
∫
L
logG∗(τ )
τ − t dτ,
Γ +ω (ξ)=
1
2
log
[−F−κ (ξ,Lω)G(ξ)]+ 12πi
∫
L
logG∗Ψ (τ)
τ − F(ξ,Lω) dτ.
Therefore,
∣∣Γ +ω (ξ)− Γ +(t)∣∣
∣∣∣∣12 log
[−F−κ (ξ,Lω)G(ξ)]− 12 log
[−t−κG(t)]∣∣∣∣
+ 1
2π
∣∣∣∣∣
∫
L
log[−τ−κGΨ (τ)]
τ − F(ξ,Lω) dτ −
∫
L
log[−τ−κG(τ)]
τ − t dτ
∣∣∣∣∣
= I1 + I2.
Due to IndLω [F−κ(ξ,Lω)G(ξ)] = 0, IndL[t−κG(t)] = 0, and taking Theorem 2 and
G ∈Hµ into account, we get
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∣∣F−κ (ξ,Lω)G(ξ)− t−κG(t)∣∣= C1(ρ0, 4)∣∣Fκ(ξ,Lω)G(t)− tκG(ξ)∣∣
C1(ρ0, 4)
[|tκ |∣∣G(t)−G(ξ)∣∣+ ∣∣G(t)∣∣∣∣Fκ(ξ,Lω)− tκ ∣∣]
C1(ρ0, 4)
[
A(G)|ξ − g|µ +C2(ρ0, 4)‖G‖L
∣∣F(ξ,Lω)− t∣∣]
C1(ρ0, 4)
(
A(G)‖ω‖µ2 +C2(ρ0, 4)‖G‖L‖ω‖1−ε2
)
C(ρ0, 4)
(
A(G)+‖G‖L
)‖ω‖µ(1−ε)2 .
Then by Theorem 3 it is easy to get I2  C(ρ0, 4)A(G)‖ω‖µ(1−ε)µ2 . Thus∣∣Γ +ω (ξ)− Γ +(t)∣∣C(ρ0, 4)(A(G)+‖G‖L)‖ω‖µ(1−ε)ν2 .
And therefore,∣∣X+ω (ξ)−X+(t)∣∣= |eΓ +ω (ξ) − eΓ +(t)| C(ρ0, 4)(A(G)+ ‖G‖L)‖ω‖µ(1−ε)ν2 .
Consequently,∥∥X+ω (ξ)−X+(t)∥∥L C(ρ0, 4)(A(G)+ ‖G‖L)‖ω‖µ(1−ε)ν2 . ✷
Denote B(t)= c(t)/(a(t)+ ib(t)). BΨ (ζ ) is the same as in Theorem 4. Let a(t), b(t),
c(t) ∈Hµ, B(t) ∈Hµ, BΨ (ζ ) ∈Hµ(1−ε). Now we estimate the relation between Φ(z) and
Φω(z) which are the solutions to problems (I) and (II), respectively, when z ∈D+ ∩D+ω
and κ  0.
Theorem 6. Let ‖ω‖2 < ρ0, a(z), b(z), c(z) ∈ Hµ(E). If κ  0 and z ∈Ω = D+ ∩D+ω ,
the solutions of Hilbert problem (I) and (II) satisfy
‖Φω −Φ‖Ω  C(ρ0, 4)
(
A(B)+A(G)+ ‖G‖L + ‖P‖L
)‖ω‖(1−ε)µν2 .
Proof. In view of Theorems 3 and 5, and Lemma 2 of [4], we know that∥∥Xω(z)−X(z)∥∥Ω C(ρ0, 4)(A(G)+ ‖G‖L)‖ω‖µ(1−ε)ν2 , ν ∈ (0,1), ε > 0,∥∥∥∥∥ 12πi
∫
L
BΨ (τ) dτ
X+Ψ (τ)(τ −F(z,Lω))
− 1
2πi
∫
L
B(τ) dτ
X+(τ )(τ − z)
∥∥∥∥∥
Ω
 C(ρ0, 4)
(
A(G)+A(B))‖ω‖µ(1−ε)ν2 .
Since ∣∣Fκ(z,Lω)− zκ ∣∣ C(ρ0, 4)∣∣F(z,Lω)− z∣∣
= C(ρ0, 4)
∣∣∣∣∣ z2πi
∫
L
τ + z
(τ − z)τ ω(τ) dτ +O
(‖ω‖1−ε2 )
∣∣∣∣∣
 C(ρ0, 4)
∣∣∣∣∣ 12πi
∫
L
(
2
τ − z −
1
τ
)
ω(τ) dτ
∣∣∣∣∣+O(‖ω‖1−ε2 )
 C(ρ0, 4)‖ω‖1−ε.2
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Thereby [4], we have∥∥Φ0,ω(z)−Φ0(z)∥∥Ω

∥∥∥∥∥Xω(z)2πi
∫
L
BΨ (τ) dτ
X+Ψ (τ)(τ − F(z,Lω))
− X(z)
2πi
∫
L
B(τ) dτ
X+(τ )(τ − z)
∥∥∥∥∥
Ω
+
∥∥∥∥∥Xω(z)F
κ(z,Lω)
2πi
∫
L
BΨ (τ)τ
−κ dτ
X+Ψ (τ)(τ − F(z,Lω))
− X(z)z
κ
2πi
∫
L
B(τ)τ−κ dτ
X+(τ )(τ − z)
∥∥∥∥∥
Ω
+
∥∥∥∥∥Xω(z)F
κ(z,Lω)
2πi
∫
L
BΨ (τ)τ
−κ−1 dτ
X+Ψ (τ)
− X(z)z
κ
2πi
∫
L
B(τ)τ−κ−1 dτ
X+(τ )
∥∥∥∥∥
Ω
 C(ρ0, 4)
(
A(B)+A(G)+ ‖G‖L
)‖ω‖(1−ε)µν2 , ν ∈ (0,1), ε > 0.
Thus ∥∥Φω(z)−Φ(z)∥∥Ω = ∥∥Φ0,ω(z)+Xω(z)Pκ(z)−Φ0(z)−X(z)Pκ(z)∥∥Ω

∥∥Φ0,ω(z)−Φ0(z)∥∥Ω + ∥∥Xω(z)Pκ(z)−X(z)Pκ(z)∥∥Ω
 C(ρ0, 4)
(
A(B)+A(G)+ ‖G‖L + ‖P‖L
)‖ω‖(1−ε)µν2 ,
ν ∈ (0,1), ε > 0. ✷
Corollary 2. Let ‖ω‖2 < ρ0, a(z), b(z), c(z) ∈Hµ(E), when κ  0 and z ∈Ω , the solu-
tions to Hilbert problem (I) and (II) satisfy
lim‖ω‖2→0
‖Φω −Φ‖Ω = 0.
Namely, the solutions Φω(z) of problem (II) are stable in Ω .
2.3. The stability of the quasi-solution to Hilbert boundary value problem when κ −2
When κ −2, if and only if∫
L
cΨ (τ)τ
k
(aΨ (τ )+ ibΨ (τ ))X+Ψ (τ)
dτ = 0, k = 0,1, . . . ,−κ
2
− 1, (7)
Hilbert boundary value problem on Lω has only one solution; here (6) is its only solution.
If Hilbert boundary value problem (I) on L satisfies∫
L
c(τ )τ k
(a(τ )+ ib(τ ))X+(τ ) dτ = 0, k = 0,1, . . . ,−
κ
2
− 1, (8)
it is difficult that Hilbert boundary value problem (II) on Lω also satisfies condition (7).
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then
G(t)= a(t)− ib(t)
a(t)+ ib(t) =
1
t2
, κ = 1
π
[
arg(a − ib)]
L
=−2.
Since |t| = 1, c(t)= |t| − 1 = 0, the solvable conditions (8) are obviously satisfied. After
a small perturbation ξ = (1 + η)t , 0 < η  ρ0, the unit circle L becomes Lω approxi-
mating to a unit circle. Then making a conformal mapping t1 = ξ/(1 + η), problem (I) is
transformed into the following problem:
Re
{[
2(1+ η)t1
]
Φ+
[
(1+ η)t1
]}= c[(1+ η)t1], t1 ∈ Γ,
where Γ is a unit circle, then
Γ (z)= 1
2πi
∫
Γ
log 1
t1 − z dt1 = 0,
X(z)=
{
c, |z|< 1,
cz2, |z|> 1,
therefore,
X+(t1)= c.
But ∫
Γ
t01η
2(1+ η)t1c dt1 = 2πi
η
2c(1+ η) = 0,
namely, the solvable conditions (7) cannot be satisfied.
However, solvable condition is approximately fulfilled in application. Therefore, we put
forward new conceptions as follows.
Definition 2. For Hilbert boundary value problem, when κ −2, if∫
Lω
g(ξ)
X+ω (ξ)
ξk dξ → 0, ‖ω‖2 → 0, k = 0,1, . . . ,−κ2 − 1,
we call Hilbert boundary value problem (II) perturbation quasi-solvability and (4) is its
quasi-solution.
Theorem 7. Let ‖ω‖2 < ρ0, a(z), b(z), c(z)∈Hµ(E). When κ −2, if and only if∫
L
c(τ )τ k
(a(τ )+ ib(τ ))X+(τ ) dτ = 0, k = 0,1, . . . ,−
κ
2
− 1,
Hilbert boundary value problem (II) is perturbation quasi-solvability and (6) is its quasi-
solution. Here for z ∈ Ω , the quasi-solution Φω and the corresponding solution Φ to
Hilbert boundary value problem (I) satisfy
‖Φω −Φ‖Ω  C(ρ0, 4)
(
A(B)+A(G)+ ‖G‖L
)‖ω‖(1−ε)µν2 , ν ∈ (0,1), ε > 0.
Namely, the quasi-solution Φω(z) to problem (II) is stable in Ω .
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κ
∣∣∣∣
 C(ρ0, 4)
(
A(B)+A(G))∣∣τ −Ψ (τ,L)∣∣µ(1−ε)
 C(ρ0, 4)
(
A(B)+A(G))‖ω‖µ(1−ε)2 → 0,
therefore conclusion is valid.
Furthermore, when z ∈Ω , by Theorems 3 and 6 it can be gained that
‖Φω −Φ‖Ω  C(ρ0, 4)
(
A(B)+A(G)+ ‖G‖L
)‖ω‖(1−ε)µν2 ,
ν ∈ (0,1), ε > 0. ✷
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