Chromakey method is one of key technologies for realizing virtual studio, and the blue portions of a captured image in virtual studio, are replaced with a computer generated or real image. The replaced image must be changed according to the camera parameter of studio for natural merging with the non-blue portions of a captured image. This paper proposes a novel method to extract camera parameters using the recognition of pentagonal patterns that are painted on a blue screen.
The proposed algorithm for extracting camera parameters consists of four steps. At first, simple color image processing is employed to separate pentagonal patterns from a virtual studio image which is captured in virtual studio. Then, corresponding points are found between a blue screen and a studio image using the invariant features of pentagon.
In the third step, the projective transformation of two planes, a blue screen and a virtual studio image, is constructed using these corresponding points. Finally, extract camera parameters by applying these transformation and corresponding points using the modification of Tsai's method6).
1 Extraction of pentagonal patterns
A virtual studio image illustrated in Fig. 1 consists of three parts. One is a blue color region taken of a blue screen. The others are pentagonal patterns which are painted on the screen with some different tone and characters who act in front of the screen. In that image, the pentagonal patterns are used to extract parameters in the studio. And, the blue portion including pentagonal patterns is replaced by computer generated image or video according to the camera motion.
As shown in Fig (2), respectively. Because the light sources of studio are located variously and a pentagon is defined by a bounded region that occupies small area, we divide the image processing for differentiating the portion of pentagons into two steps. At first, we select all possible pixels that satisfy the first property defined by Eq. (1), where (x, y) is the row and column number of a sampled pixel equally spaced by (N,N). Then, each selected pixel is treated as a seed and the region growing starts at the pixel by appending neighboring pixels that satisfy Eq. (1) and Eq.(2).
(11 (2) where HT1, HT21 ST1, ST2 and GT are thresholds that were determined by preliminary experiments. After finding the region of a pentagon, we search the boundary to find five vertices using Boundary-Following algorithm1). The variation of tangential slope at a vertex of pentagon is large so that an accurate pentagon can be defined by the five inflection points. Fig. 3(a) shows (a)
an extracted region of pentagon by region growing and 
2 Searching the corresponding points
In the pinhole camera model, the camera parameters characterize the formation of an image by the projection of 3D points onto an image plane. In other words, there is a projective transformation that maps the pentagons on the blue screen to the pentagons on a captured image plane. In order to determine this transformation, we must find the corresponding points between the two planes. Fig. 4 shows the projection of a pentagon on the blue screen to a image plane. Here, the ratio of distance on a line and the ratio of area are not preserved under the projection, but the two functionally independent invariant features as in Eq. (3) can be constructed by using the five vertices. Note that three of them are not collinear in a plane') . To characterize the projective transformation, the matched pentagons are determined, and then the five pairs of corresponding vertices are found from a pair of pentagons. 
where (xw, yw,) is the 2D coordinate of a blue screen and (X, Y) is that of a projected image plane.
The projective transformation matrix requires eight independent parameters to define a unique mapping.
Since each pair of corresponding points provides two equations, it is necessary to find four pairs of points.
But, we have more than four points available so that the least squares method is used to maximally satisfy the conditions.
4 Camera Calibration
The objective of camera calibration is to estimate the intrinsic and extrinsic parameters of camera. In this paper, we consider nine parameters as follows. In the proposed scheme, we modify Tsai's method to calculate camera parameters. Tsai's method use corresponding points directly so that there are constraints in the location of corresponding points such as the points should not be located near the Y-axis. Also, It needs many corresponding points to get accurate parameters 6) . Our method starts with calculation of six relations in Eq.(13) between camera parameters and the parameters of projective transformation. Then, calculate six camera parameters which include oz,f3,0,X0,Y0 and the ratio of focal length, fa fd, by applying six relations to Tsai's method. Because we don't use corresponding points directly but the parameters of projective transformation, there are no constraints in the location of corresponding points. Also, our method can get more accurate parameters for small corresponding points compared to Tsai's method. The detail explanation of our method is as follow.
The basic geometry of the camera can be modeled by Fig. 5 . where (xw Yw, zw) is the coordinates of the object point P in the 3D world coordinate system and (xc, yc, zc) is the coordinate of the object point P in the 3D camera coordinate system. Since object points exist on a plane, a blue screen of virtual studio can be represented as zw = 0. The transformation from the world coordinate system to the camera coordinate system is defined by Eq.(6) using the extrinsic camera parameters. (6) where R = r11 r12 r13 r21 r22 r23 r31 r32 r33
is an orthonormal direction matrix expressed as a function of a, and 8, and T (X0, Y0, Z0)T is translation vector. The projection of a point P in the camera coordinate system to image coordinates system is characterized by (7) (8)
In the equations, (Xf, Yf ) represent the row and column number in the image plane centered at (Xc, Yc). Also, dx and dy[mm] is the center to center distance between adjacent elements of CCD sensor in the horizontal and vertical directions respectively. But, dx Idy should be amended to reflect the characteristics of frame grabber so that we use fx and fy which absorbs dx and dy, respectively.
Using the transformation of coordinate system defined by Eq.(6), we can rewrite Eq. (7) and Eq. (8) as (9) (10) Also, using the projective transformation in Eq.(4), we can rewrite Eq. (5) we can obtain X0, Y0, the direction matrix R and fylfx which are invariant to the radial distortion of lens6).
In the case of considering the radial distortion, Eq. (10) can be modified as (14) where Xd = Xf-Xc, Yd = Yf-Yc is distorted coordinate of the object point P in the image plane and K1 is a factor of radial distortion. In order to calculate the fy, Zo , and K1, the approximations of fy and Zo can be obtained from the overdetermined system of linear equations, that can be derived by Eq.(10) under the assumption of no distortion. The approximations of fy and Zo, and K1 =0 are utilized to initiate the steepest decent method to refine the fy, Zo, and ki in Eq.(14).
In this process, the corresponding points are used to construct the system of linear equations from Eq. (10) and to define the optimization problem from Eq.(14).
Experimental results
We implemented the proposed method on color images captured in a small studio under different camera postures.
(a) Experimental condition: Fig. 6 shows the blue screen in which the origin of the world coordinates is located at left-bottom corner. Considering a case that objects overlap with pentagons and a case that only two or three pentagons are recognized in a captured image.
we painted many pentagons, from 2 to 10, on the screen uniformly. Here, we decide the size of each pentagons so that at least 5 pentagons could be included in a captured image. The color of pentagons, HTi, HT2 , ST1, (b) Processing time: On the condition that the HSI values of pixels were supplied by camera or hardware, it takes about 52ms to find corresponding points between the blue scene and a captured image, and it takes about 30ms to extract nine camera parameters from corresponding points. As a result, 12 frames could be processed per second. If a special processor that includes a parallel architecture were used, it would be possible to extract camera parameters of 30 frames per second, which is the frame rate of NTSC video signal. pentagons, one doesn't correspond to the other, the distance of feature was greater than 100. Therefore, when we used 5 as the threshold of distance, we could recognize all pentagons which were projected under any posture of camera.
(d) The number of pentagons: Table 1 shows the accuracy of camera parameters according to the number of pentagons involved in the calibration process. The error is the average distance between calibration points of a captured image and reconstructed points of a blue screen using camera parameters. The error of Modified Tsai's method is smaller than the error of Tsai's method. Specially, the error of Tsai's method is large for small corresponding pentagons. The error is consistent over the 4 pentagons so that the proper number of pentagon is 4 or 5. e) Chromakey merging: Fig. 8 shows captured images after camera moving to the left and to the right respectively. In virtual studio image, the white boundaries represent extracted pentagons using the method described in section 2.1. Also, as we can see, pentagon overlapped by the character (toy tank) were excluded from finding corresponding points. Fig. 9 shows the chromakey merging of a studio image (Fig. 8) and the virtual reality which consists of a real image (a scene Fig. 6 The used blue screen. Fig. 7 The difference of invariant feature. Table  1 The accuracy of camera parameters. Here, the location of characters in front of bluescreen is necessary for natural crossing between 3D graphics and characters of a captured image. We, however, do not extract the location of characters.
Conclusion
We proposed a novel method to extract camera parameters using the recognition of pentagonal patterns in virtual studio. Pentagonal patterns can be extracted from a virtual studio simple image processing quickly.
Also, using the invariant features of pentagons, we find the corresponding points between a blue screen and a virtual studio image. Finally, the projective transformation of two planes and the nine camera parameters including the radial distortion of lens are calculated using the corresponding points. As a result, the proposed algorithm can process 12 frames of video per second in Pentium-MMX processor with CPU clock of 166MHz.
Also we show the chromakey merging of a virtual studio image and computer generated graphics or video which are changed according to the extracted camera parameters.
In a pin-hole camera model, the zooming of lens is equivalent to focal length. However, when the image plane is parallel to bluescreen, in other words, pan and tilt are near to zero, the multiplication of Zo parameters and focal length is constant so that these two parameters can not be calculated simultaneously. For this case, if we use non-parallel plan also such as left, right, or bottom panels, we can expect to derive camera parameters including focal length more exactly.
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