Motivation: Pairwise local sequence alignment is commonly used to search data bases for sequences related to some query sequence. Alignments are obtained using a scoring matrix that takes into account the different frequencies of occurrence of the various types of amino acid substitutions. Software like BLAST provides the user with a set of scoring matrices available to choose from, and in the literature it is sometimes recommended to try several scoring matrices on the sequences of interest.
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The significance of an alignment is usually assessed by looking at E-values and p-values. While sequence lengths and data base sizes enter the standard calculations of significance, it is much less common to take the use of several scoring matrices on the same sequences into account. Altschul (1993) proposed corrections of the p-value that account for the simultaneous use of an infinite number of PAM matrices. Here we consider the more realistic situation where the user may choose from a finite set of popular PAM and BLOSUM matrices, in particular the ones available in BLAST. It turns out that the significance of a result can be considerably overestimated, if a set of substitution matrices is used in an alignment problem and the most significant alignment is then quoted. Results: Based on extensive simulations, we study the multiple testing problem that occurs when several scoring matrices for local sequence alignment are used. We consider a simple Bonferroni correction of the p-values and investigate its accuracy. Finally, we propose a more accurate correction based on extreme * To whom correspondence should be addressed value distributions fitted to the maximum of the normalized scores obtained from different scoring matrices. For various sets of matrices we provide correction factors which can be easily applied to adjust p-and E-values reported by software packages.
Availability:
The man (1981) ) algorithm. To meet the demands in view of rapidly growing protein sequence databases, software like BLAST and FASTA combine dynamic programming with heuristics, in order to speed up the search in large databases at the price that they do not guarantee to find the optimal alignment in all cases (see e.g. Pearson (1995) and Altschul et al (1997) ). The algorithms make use of scoring matrices and gap cost functions to find optimal scores. Different scoring matrices are available for local sequence alignment. Some of them are based on biochemical or biophysical properties (see e.g. Dosztanyi and Torda (2001) ). However the most popular ones, the PAM (Dayhoff et al, 1979) and BLO-SUM (Henikoff and Henikoff, 1992) families of matrices, are based on log-likelihood ratios with parameters obtained from empirical estimates of the frequencies of particular substitutions. Additionally, gap penalties are introduced, and it is well understood that different matrices should go with different gap penalties, though their exact choice is still under discussion (Reese and Pearson (2002) ). For computational convenience, mainly affine gap functions are used in practice.
Sequence alignment packages use statistical methods to assess the significance of an alignment. The mathematical theory was first developed for local ungapped alignments, as used in the original version of BLAST and Karlin and Altschul (1990) ). There, under the null hypothesis of no relationship between the compared sequences and with increasing sequence lengths, the distribution of the similarity score approaches a Gumbel extreme value 
where S is the similarity score, m and n are the lengths of the two sequences to be compared, and K and λ are parameters dependent on the substitution matrix and the composition of the sequences. Consequently much work has been done to extend this theory to the gapped case, first by simply assuming that (1) would continue to hold. By taking into account the correction for edge effects, this hypothesis has been confirmed empirically and appropriate parameters K and λ have been estimated with simulated and/or actual data (Altschul and Gish (1996) , Vingron and Waterman (1994) , Pearson (1998) ). Recently Altschul et al. (2001) proposed refined methods for estimating K and λ. Mott and Tribe (1999) and Mott (2000) gave some heuristic theoretical arguments why (1) should hold also for gapped alignments. Siegmund and Yakir (2000) derived an asymptotic formula for the p-values of local alignments under very general assumptions. Storey and Siegmund (2001) conclude that under further assumptions the conjectured form of (1) is correct also in the gapped case.
In the case where the most significant result from the search involving multiple scoring matrices is quoted, p-value corrections do not seem to have received much attention. One exception is Altschul (1993) , who considered p-value adjustments when an infinite number of PAM matrices is used.
Multiple Scoring Matrices
In a typical database search, the evolutionary distance at which to search for related sequences will usually not be known in advance. Since different evolutionary distances are characterized by different scoring matrices, it is often recommended to try different matrices to produce good matches for a wider range of evolutionary distances (Mount (2001) , p. 58). There is an increasing chance however, to find an alignment of unrelated sequences that exhibits a small p-or E-value, if an increasing number of scoring matrices is tried. In statistics, this fact is known as multiple testing problem. The simplest way to correct for multiplicity is to use the Bonferroni rule (Bonferroni (1936) ), consisting of multiplying the p-value by the number k of considered scoring matrices. According to the relationship p = 1 − e −E between p-and E-values, the corresponding correction of the E-value is obvious. Furthermore, it is easily verified by Taylor expansion that for p sufficiently small, the E-value and the p-value will be practically identical.
While the Bonferroni procedure always protects against quoting too small p-values, it can be quite conservative when correlation is present. Since alignment scores obtained from different substitution matrices will usually be correlated, some tendency of quoting too large p-values can therefore be expected. See section 4.1 for details.
When ungapped local alignment is done over the whole range of all possible PAM matrices, results by Altschul (1993) suggest that -under the null hypothesis of no relationship between the considered sequences-the renormalized maximum score should again follow an extreme value distribution. He also proposes a formula to compute the "effective" number of independent scoring systems.
In the current paper we consider the case where a total of k PAM and/or BLOSUM matrices is used with gapped local alignment. We investigate the accuracy of a simple Bonferroni adjustment, and then propose a more accurate correction based on the effective number of independent scoring systems. Both approaches give a simple method to adjust p-values and E-values produced by sequence alignment software.
METHODS
In our simulations, we considered local alignment (Smith-Waterman) using the following scoring matrices: PAM30, PAM70, PAM120, PAM180, PAM250, BLOSUM45, BLOSUM62, and BLOSUM80. We investigated the minimum p-value arising from the use of subsets of these matrices that appear relevant in practice. In particular, we focused on the following subsets:
• All 8: All eight above matrices;
• BLAST: PAM30, PAM70, BLOSUM45, BLO-SUM62, BLOSUM80; (the five matrices currently provided by NCBI standard protein BLAST)
• 5PAM: PAM30, PAM70, PAM120, PAM180, PAM250;
• 3BLOSUM: BLOSUM45, BLOSUM62, BLO-SUM80;
• B62, P250: BLOSUM62 and PAM250, two very popular scoring matrices.
With these scoring matrices, we modelled gaps by the standard affine gap cost function g(k) = a + bk. The gap open penalties a and gap extension penalties b that we used for different matrices can be found in Table 1 . For the matrices provided by BLAST, the P30  P70  P120  P180  P250  B45  B62  B80  GO  9  10  11  12  14  14  11  10  GE  1  1  1  2  2  2  1  1 standard gap penalties used by the software were chosen. For the remaining three matrices, we used intermediate gap penalties, corresponding to the position of these matrices within the overall family of PAM and BLOSUM matrices. For various lengths between n = 300 and n = 3000, we generated 10000 pairs of sequences (m = n). The amino acid frequencies were chosen according to the McCaldon-Argos amino acid distribution (McCaldon and Argos 1988). Additionally we simulated database search where we calculated the optimal local alignment score for pairs of sequences of unequal length. We generated short sequences of length m = 500, and long sequences of various lengths between n = 2000 and n = 500000 respectively.
The simulations were written in C, random numbers were generated using the Mersenne Twister mt19937ar by Makoto Matsumoto and Takuji Nishimura (available under: http://www.math.keio.ac.jp/ ∼ matumoto/ MT2002/emt19937ar.html). The subsequent statistical analysis was performed with the statistical software package SAS. To calculate maximum likelihood estimates for λ and K, we used "PROC NLP" of SAS. Figure 1 presents an example, illustrating that the significance of a result can be considerably overestimated, if the minimum p-value obtained from the use of several scoring matrices is quoted. We considered the 5 matrices included in the 'BLAST scheme'. For each of these matrices, we generated random sequences of length m = n = 2000 to estimate corresponding K and λ, which we subsequently used to calculate p-values according to (1) for each of the computed scores. The line titled "uniform distribution" displays the p-value distribution that would be correct under the null hypothesis. The uncorrected minimum p-values ("No Correction") obtained from the use of several scoring matrices are by far too optimistic. Approximately 7% of the minimum p-values are smaller than α = 0.02, almost 17% are smaller than α = 0.05. The inaccuracy obviously carries over to the E-value. 
RESULTS

Bonferroni Correction
One possibility to correct the minimum p-value is to apply the Bonferroni rule (Bonferroni (1936) ). This simply means to divide the level of significance by the number of performed tests, or equivalently to multiply all p-values by the number of scoring matrices considered. The Bonferroni rule always leads to corrections on the safe side, i.e. the resulting p-or E-values will never be too small. The accuracy of the correction will be the better, the more "independent" the scoring schemes are. An alternative less conservative procedure has been proposed by Simes (1986) . The Simes method however can lead to too optimistic p-values under some dependence structures. Several other alternatives to the Bonferroni rule have been suggested in the context of multiple hypothesis testing. These include the Benjamini-Hochberg (1995) procedure as well as the Holm (1979) rule. However, since we are applying several tests to only one hypothesis when comparing two sequences, nothing can be gained by using these more sophisticated procedures. This is since these procedures correct the most significant pvalue in the same way as the Bonferroni rule does. It was clearly visible from our simulations that scores produced by different matrices tend to be positively correlated. As a consequence, Bonferroni corrected p-values can be expected to be too large. Figure 1 provides an illustration of this phenomenon in the context of our example, where p-values were corrected by multiplying with a factor 5. According to our simulations, the Bonferroni correction turned out to be fairly accurate only for the set {BLOSUM62, PAM250} of matrices.
The 'effective' number of independent scoring systems
In this subsection we want to estimate p-value correction factors that work for general m and n. For this purpose, we follow the approach of Altschul (1993) and start by analyzing the distribution of the maximum of standardized scores over the set of applied matrices. By settingŜ = λS − ln K, the standardized scoresŜ become comparable for different scoring matrices and follow approximately the same extreme value distribution with parameters λ = 1 and K = 1. In our calculations, we estimated λ and K for each of the substitution matrices and observed that these values depend on the length of compared sequences. This fact was previously reported in Altschul and Gish (1996) , and Mott (2000) . This dependence is partially due to edge effects, and methods to correct for edge effects have been proposed in the literature (Altschul (2001) , Park and Spouge (2002)). Since multiple testing and edge effect correction are quite independent tasks, we follow the approach of Mott (2000), and work directly with length dependent estimates of λ and K. Altschul (1993) argues that in the case of ungapped local alignment the maximum of the standardized scores over different PAM matrices should follow a (Gumbel-) extreme value distribution. Our simulation results strongly suggest that this is true also in the case of gapped alignments. Figure 2 provides a typical example displaying a kernel density estimate and the corresponding fitted extremal density. Therefore the main task for obtaining p-value correction factors is to determine the parameters of the distribution of the maxima.
This can be done using the mode or characteristic value u = ln(Kmn)/λ of our extreme value distribution. For normalized scores of a single scoring matrix we have u = ln N , where N = nm. It is easily verified that the maximum of k independent normalized score statistics is again Gumbel-distributed with mode u max = ln(kN ). Since our considered scoring schemes lead to positively correlated score statistics, the corresponding values of u max for the maximum of scores over k matrices have to lie somewhere between ln N and ln(kN ). Thus we have u max = ln(k e N ) for some k e between 1 and k. The quantity k e may be interpreted as "effective" number of independent scoring systems, and can be used as multiplication factor for the p-values instead of the Bonferroni correction fac- Figure 2 : Kernel density estimation and extreme value density with estimated K and λ for the maximum scores over the BLAST scheme of matrices (sequences of length m = n = 2000). tor k. Thus we propose to multiply the minimal single matrix p-values by the quantity k e , which depends on the set of scoring matrices and the considered sequence lengths. It is given by k e = exp(u max − ln N ), where u max is calculated using the maximum likelihood estimates of λ and K for the distributions of the maximum of the standardized scores over the considered matrix schemes. In contrast to our work, Altschul (1993) considers the whole range of PAM matrices, and he argues that u max should depend on N = nm according to the formula
Recalling the definition of k e , this leads to
where A := e C . This implies that for large sequence lengths (as in database search) the effective number of matrices would be unbounded, which is of course not possible when taking into account a finite number of matrices. In that case k e must be bounded by k. Nevertheless, our simulations suggest that (2) provides a good approximation for typically encountered ranges of sequence lengths. This is supported by Figure 3 showing that the dependence of k e on √ log N is close to linear over our considered range for N . We estimated the slopes A in (3) for our considered sets of scoring matrices using linear regression based on the values of k e given in Table 2 . The obtained coefficients are summarized in Table 3 and may be used to obtain approximate values for k e . For the computations leading to Table 2 , we compared sequences of equal length m = n, and sequences of length m = 500 against longer sequences. The alignment of a short sequence with a very long one is intended to model queries in larger databases. The results for unequal sequence lengths m = 500 and n = 2000, 8000, 18000 were identical to those with equal sequence length m = n = 1000, 2000 and 3000 respectively, which suggests that the correction factor k e depends on the sequence length only via N = mn.
For the 2 matrices BLOSUM62 and PAM250 and N larger than 3.5 · 10 7 the effective number is larger than 1.9, showing that the corresponding score statistics are almost independent. On the other hand the effective number for the 3 BLOSUM matrices is close to k e = 2.2 even for N as large as 2.5 · 10
8 . This comparably small value reflects the correlation between the scores of these matrices. The correction factors for the 5 PAM matrices and the 5 matrices provided by BLAST are very similar. Finally we see that for all 8 matrices the effective number is considerably smaller than 8 and is still growing for N = 10 8 . Our simulations confirm that our proposed correction based on the effective number of scoring matrices works very well. Figure 4 illustrates this in the context of our example discussed at the beginning of section 4. As a reference, the desired uniform c.d.f. of p-values is also displayed. Figure 5 displays the cumulative distribution function of our corrected p-values at point p = 0.05 for various N . It can be seen that the use This percentage is clearly closer to the desired 0.05 for our correction ("E adjustment") than for Bonferroni. Only for the set {BLOSUM62, PAM250} the differences are quite small. Using no correction always leads to highly optimistic p-values.
of our proposed correction factor k e leads to p-values that are quite close to the desired 0.05.
DISCUSSION
The main purpose of the paper was to develop correction methods for p-and E-values obtained from gapped local alignments when multiple scoring matrices are used. We presented an example illustrating that the minimum of the p-values obtained by using several scoring matrices can be quite misleading as a measure of significance. We investigated two ways to correct for the use of multiple scoring matrices: A straightforward application of the Bonferroni rule and a more sophisticated correction consisting of the multiplication of the minimal p-value by the "effective" number of independent scoring systems. This second approach is in the spirit of Altschul (1993) , who investigated the significance of alignments based on all possible PAM matrices.
Extensive simulation runs support the gain in accuracy achieved by our considered corrections. We studied different sets of popular scoring matrices that might find application in practice, including those provided by BLAST. It is straightforward how to apply our approach to other sets of matrices. As illustrated by Figure 5 our corrections based on the effective number of matrices k e is always noticeably more accurate than Bonferroni correction, except for the scheme with PAM250 and BLOSUM62.
The simulations have been done both for the alignment of two sequences of equal length and for the comparison of a query sequence with another very long sequence. The second type of simulation is intended to model searches in a database.
We close by mentioning two interesting directions for further research. PSI-BLAST is a popular alternative to BLAST for local sequence alignment. One issue is to investigate how PSI-BLAST compares to the use of multiple scoring matrices when searching for related sequences. It should be noted however that so far many statistical aspects of PSI-BLAST are not well understood. Another issue worth exploring is sensitivity and specificity in the context of real data, following the approach by Brenner et al. (1998) .
