University of Kentucky

UKnowledge
Theses and Dissertations--Mining Engineering

Mining Engineering

2020

PREDICTING FRACTURE EXTENSION AROUND A BOREHOLE
USING THE NUMERICAL DISPLACEMENT DISCONTINUITY
METHOD
Nathaniel Schaefer
University of Kentucky, natethegreat870@gmail.com
Digital Object Identifier: https://doi.org/10.13023/etd.2020.184

Right click to open a feedback form in a new tab to let us know how this document benefits you.

Recommended Citation
Schaefer, Nathaniel, "PREDICTING FRACTURE EXTENSION AROUND A BOREHOLE USING THE
NUMERICAL DISPLACEMENT DISCONTINUITY METHOD" (2020). Theses and Dissertations--Mining
Engineering. 55.
https://uknowledge.uky.edu/mng_etds/55

This Doctoral Dissertation is brought to you for free and open access by the Mining Engineering at UKnowledge. It
has been accepted for inclusion in Theses and Dissertations--Mining Engineering by an authorized administrator of
UKnowledge. For more information, please contact UKnowledge@lsv.uky.edu.

STUDENT AGREEMENT:
I represent that my thesis or dissertation and abstract are my original work. Proper attribution
has been given to all outside sources. I understand that I am solely responsible for obtaining
any needed copyright permissions. I have obtained needed written permission statement(s)
from the owner(s) of each third-party copyrighted matter to be included in my work, allowing
electronic distribution (if such use is not permitted by the fair use doctrine) which will be
submitted to UKnowledge as Additional File.
I hereby grant to The University of Kentucky and its agents the irrevocable, non-exclusive, and
royalty-free license to archive and make accessible my work in whole or in part in all forms of
media, now or hereafter known. I agree that the document mentioned above may be made
available immediately for worldwide access unless an embargo applies.
I retain all other ownership rights to the copyright of my work. I also retain the right to use in
future works (such as articles or books) all or part of my work. I understand that I am free to
register the copyright to my work.
REVIEW, APPROVAL AND ACCEPTANCE
The document mentioned above has been reviewed and accepted by the student’s advisor, on
behalf of the advisory committee, and by the Director of Graduate Studies (DGS), on behalf of
the program; we verify that this is the final, approved version of the student’s thesis including all
changes required by the advisory committee. The undersigned agree to abide by the statements
above.
Nathaniel Schaefer, Student
Dr. Jhon Jairo Silva-Castro, Major Professor
Dr. Zacharias Agioutantis, Director of Graduate Studies

PREDICTING FRACTURE EXTENSION AROUND A BOREHOLE USING
THE NUMERICAL DISPLACEMENT DISCONTINUITY METHOD
TITLE PAGE

DISSERTATION

A dissertation submitted in partial fulfillment of the
requirements for the degree of Doctor of Philosophy in the
College of Engineering at the
University of Kentucky
By
Nathaniel Schaefer
Lexington, Kentucky
Director: Jhon Jairo Silva-Castro, Associate Professor of Mining Engineering

Lexington, Kentucky
2020
Copyright © Nathaniel Schaefer 2020

ABSTRACT OF DISSERTATION

PREDICTING FRACTURE EXTENSION AROUND A BOREHOLE USING
THE NUMERICAL DISPLACEMENT DISCONTINUITY METHOD

Prediction of blast damage radius is integral in the optimization of mining safety
and production. The damage radius can be related to blasting variables such as
fragmentation size as well as overbreak in hard rock. Various methods have been
developed to predict and assess damage radius extension for individual holes to aid in blast
design. These methods range from experimental and observational techniques to
theoretical applications. Some of these methods have been used with a degree of success.
However, many of them lack a comprehensive combination of experimental and theoretical
contributions. Since post-blast environments are not conducive to assessing whether the
predicted damage radius was correct, this research actively strives to determine the
extension of fractures post-blast and compare it to the predicted value. The predictions are
based on the use of current fundamental methods in conjunction with a novel methodology
proposed in this research.
Numerical modeling has become a promising field within fracture extension
analysis and prediction. While methodologies such as Discrete Element Modeling (DEM)
and Finite Element Analysis (FEA) have proven effective in fracture prediction, this
research delved into the Displacement Discontinuity Method (DDM). The DDM setup is
simple as only the crack (fracture) itself is discretized, saving computational time and
increasing efficiency when solving. The crack, which for these purposes can be visualized
as an infinitesimally small line crack, is divided into an arrangement of nodes and elements.
From there, pressure, such as an explosive detonating in a borehole is applied, and the
iterative time step process begins to propagate the fracture. This methodology is based
upon S.L. Crouch’s book “Boundary Elements Methods in Solid Mechanics.” While the
code itself has been used extensively in the petroleum fracking industry, in this research, it
has been adapted to blasting. Traditionally only one fracture could be tracked, but this
research modified the algorithm to now attempt multiple fracture propagation through
coordinate system combination of each fracture. The current build utilizing DDM analysis
within this research is highly convenient, and time-consumption for processing is for all
intents and purposes almost zero.
Observations of experimental results, as well as modeling analyses, create a large
scatter of crack length results depending upon time and loading. In blasting, hard-rock
inherently has initial flaws and cracks of which are random in nature. The cracks can be
present between grain boundaries in addition to physical voids. These initial natural flaws
influence the damage radius around the blasthole in an arbitrary manner; therefore, a
random analysis is required to represent any patterns that may be created. This research
introduced the use of random parameter distributions and observed the effects these
parameters had upon the overall damage radius of the blasthole.

Validation and calibration is a necessity when modeling real physical problems.
The dissertation included research for two (2) small-scale experiment that investigated the
damage radius of a borehole loaded with an appropriate explosive and calibrated the
explosive use in the large-scale test. One (1) six-foot cube of high-strength concrete was
manufactured as an analog for in-situ rock. A small-diameter hole (7/8”) was drilled
through the center, loaded, and shot. Various instrumentation was utilized to capture the
damage radius produced, and this information was used as feedback into the DDM program
to model the blast.
The DDM model provided accurate results to assess the extension of the cracks for
a single-crack condition, while the multiple-fracture two-crack models proved more
conservative when assessing the damage radius. The DDM damage envelope developed
from randomization of fracture angle using the two-fracture model provide results closer
to that of the single-crack model.
The two-small scale experiments were successful in terms of fracture and
fragmentation of the block, as both were completely fractured, and in explosive calibration.
The large-block scale test needs improvements; Recommendations and future work are
provided for both model and scale-testing improvement.

KEYWORDS: Damage Radius, Displacement Discontinuity Method, Fracture
Extension, Fracture Propagation, Boundary Integral Method
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Chapter 1
Introduction
This chapter provides some valuable background information into various theories
of fracture, such as Griffith’s Energy-Balance Approach, Irwin’s Modification, and stress
intensity factor. Accordingly, the source of energy must be discussed, so a section on the
mechanism of explosive action will be included. Once the basis for fracture extension and
explosive action are reviewed, the blast damage zone prediction methodologies within the
mining industry, both empirical and theory-based, will be listed and briefly described.
Numerical methods for fracture extension prediction will also be reviewed.

1.1

Griffith’s Energy-Balance Approach to Fracture Mechanics

Griffith’s energy-balance approach to fracture mechanics began with the
consideration of Inglis’ work in calculating stress concentrations around elliptical holes,
indicating a possible link to fracture strength (Roylance 2001). The inconvenience with
Inglis’ solution concerned the limit of a perfect crack, a crack that came to a perfect point.
The limit used in Ingli’s solution causes the stresses to approach infinity at the crack tip.
The perfect crack in Ingli’s analysis is non-reproducible in the physical world. The perfect
crack assumed in Ingli’s solution is not accurate, because a crack tip always undergoes
some blunting due to local yielding. If the crack is assumed perfect, the results would
predict the material to have zero strength as the stresses at the crack tips would become
infinite at even small amounts (Roylance 2001). Griffith chose not to focus on crack tip
stresses but employed an energy-balance approach.
Equation 1.1 is the equation for strain energy per unit volume of stress material.
Equation 1.1 can be simplified when assuming the material is linear (𝜎 = 𝐸𝜖) to Equation
1.2.

1.1

1.2

1

In accordance with Figure 1.1, a crack grown to a depth of 𝑎 unloads a region
adjacent to the free surface, releasing the strain energy. Griffith computed this energy
release with the Inglis’ solution. This energy release can be seen in Figure 1.1 within the
triangular regions near the crack flanks, of depth 𝑎 and height 𝛽𝑎, showing a complete
unloading zone due to the crack. The remaining stress should still be held by the intact
material.

Figure 1.1: Strain energy unloaded region (Roylance 2001)

In a plane stress loading condition 𝛽 = 𝜋 (Roylance 2001), therefore the total strain
energy (U) released is Equation 1.1 multiplied times the volume in both triangular regions.
This equation can be seen in Equation 1.3 and is in units of strain energy per thickness of
the specimen.

1.3
The surface energy S associated with crack length a and unit depth is Equation 1.4,
where 𝛾 is the surface energy and a factor of 2 for the two free surfaces formed (Roylance
2001).
1.4
As the crack grows longer, 𝑎 will approach the critical crack length 𝑎𝑐 and the
system will lower its crack energy by growing longer. Past the critical crack length, crack
growth becomes catastrophic and erratic. Finding the value of the critical crack length
involves setting the derivative of the total energy S + U to 0, seen in Equation 1.5. Solving
for 𝜎𝑓 , stress at which erratic fracture is imminent, gives Equation 1.6.

2

1.5

1.6
The equation for 𝜎𝑓 can be rewritten by replacing the 2𝛾 with the critical strain
energy release rate 𝐺𝑐 . The rewritten equation is Equation 1.7.

1.7
1.2

Griffith Theory of Brittle Failure and Irwin’s Modification

The basis of the Griffith theory of brittle failure is based upon the population and
variety of microcracks and flaws distributed throughout the material in question. These
flaws create stress concentrations of adequate magnitude to overcome the cohesive
theoretical strength of the material in certain areas under stresses much lower than the
theoretical limit. In other words, these flaws weaken the material to cause failure below
the theoretical stress limit. This causes the flaws, or cracks, to propagate, leading to
fracture. During this crack propagation, elastic strain energy is released, while the fracture
creates new surfaces, raising the surface energy. Therefore, if the change in elastic strain
energy due to a crack extension is higher than the energy required to create new crack
surfaces, then fracture propagation will occur. Corresponding to the given information,
Griffith derived an equation for fracture propagation based upon the phenomenon
described. The equation is as follows:

1.8
Where E is the elastic modulus (can also be replaced by

𝐸
1−𝑣 2

), 𝛾𝑠 is the specific

surface energy, and A is one half elliptical crack thickness.

3

In Equation 1.8, 𝜎𝑐 is the critical stress needed for fracture propagation. As stated
in the previous section, the value of 2𝛾𝑠 can be simplified to 𝐺𝑐 , the critical strain energy
release rate. It is important to note that Griffith assumed an elliptical sized hole,
influencing the final equation. Figure 1.2 illustrates the change in energy. Since surface
energy (atomic energy of bond) is a constant value per unit area, hence a linear function of
crack length. The stored strain energy is a function of the crack length squared, therefore
parabolic. Since the cohesive molecular strength is difficult to determine, the criterion is
expressed within the uniaxial tensile strength of the material (Hoek 1965). Therefore, in
accordance with Griffith's theory, when tensile stress-induced at or near the tip of the crack
exceeds the inherent tensile strength, fracture propagates (Hoek 1965). Yet, it is important
to note that the Griffith theory deals only with the initiation of the tensile failure and cannot
be extended to deal with failure propagation and eventual shear failure in compression, a
seemingly altered position from the previous stance (Hoek 2014). As stated in Fracture
Initiation and Propagation in Intact Rock by Hoek, “However, under certain conditions
when tensile stresses exceed the tensile strength, tensile failure initiation can lead to crack
propagation.”

Figure 1.2: Change in energy as a function of crack length

Multiple limitations for practical applications in rock mechanics of the original
Griffith Theory have been determined. The first of which was the original, onedimensional, tensile stress exertion on the material. This was later extended by Griffith to
include biaxial compression loading (Hoek 2014). The equation for governing tensile
failure initiation in a biaxial compressive stress field is included in Equation 1.9:

1.9
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where 𝜎𝑡 is the tensile strength of the material. This theory was extended to 3dimensions by including 𝜎2 . However, it later showed that the intermediate stress had no
significant impact on the crack tensile failure initiation (Hoek 2014).
Another limitation in Griffith’s theory is the strong dependence on the crack size in
the ideally brittle glass, as this was Griffith’s preferred testing medium. Unfortunately,
Griffith also ignored plastic deformation altogether, so the equation was modified by Irwin
and Orowan to include plastic work as seen in Equation 1.10 where 𝛾𝑝 is the added plastic
work.

1.10
Another lapse in the practicality of the Griffith theory within rock mechanics is the
eventual closure of crack due to compressive stress. When the crack closure is considered
for the failure condition, the analysis, in addition to overcoming the tensile strength of the
material, should consider the frictional forces. Once complete crack closure is achieved,
the tensile fracture can be estimated from the Mohr-Coulomb equation (Hoek 2014). For
applications in confined rock materials, the closed Griffith crack model is most appropriate
(Hoek 2014).
What could be considered the most inconvenient consideration for the application
of the Griffith’s theory in rock mechanics, is the inherent path of fracture propagation
within the rock itself. In the development of Griffith’s theory, the crack is placed within a
semi-infinite plane. This assumption is not accurate for what has been documented as
occurring within the rock at the time of the fracture. Griffith wholly neglects the grain
boundary network in which tensile failure originates and propagates in intact rock (Hoek
2014). This situation is evident in Figure 1.3, where one can see the path along the grain
boundaries of the quartzite, not along an elliptical Griffith crack.
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Figure 1.3: Crack path in quartzite (Hoek 2014)

While it is possible to find a critically oriented grain boundary for which tensile
fracture could initiate, it is unlikely the crack will propagate along the path that Griffith’s
theory for an elliptical crack propagation would predict (Hoek 2014). More likely, the
tensile fracture would propagate along the grain boundaries of the rock with an only
isolated crack running across intact grains (Hoek 2014) (Figure 1.3). This is explained,
again, by Griffith’s assumption of material type, which is stated as homogenous and
isotropic.

1.3

Stress Intensity Factor

An alternative to Griffith’s energy balance approach is to examine the stress state
near the tip of the sharp crack for different types of cracks. This alternative is more useful
for engineering problems (Roylance 2001). Within this designation, there are three modes
of fracture; I, II, III. The illustrations for these types of cracks can be seen in Figure 1.4.

Figure 1.4: Three types of crack opening modes (Roylance 2001)
Mode I is a normal opening mode, and modes II and III are shear sliding modes.
For this particular section, Mode I will be of interest. The Westergaard semi-inverse
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method encompasses the three equations seen in the set of Equations 1.11. These functions
represent opening-mode stresses.

1.11
The Westergaard equations describe the stress state near the crack tip (Roylance
2001). The 𝐾𝐼 within these equations is known as the stress intensity factor, the subscript
denoting the mode associated with the intensity factor. The value of the stress intensity
factor is determined by the geometry of the crack and the loading type. These values can
be determined both experimentally and numerically, depending on the actual geometry.
Table 1.1 contains various geometries matched with the value of the stress intensity factor.

Table 1.1: Stress Intensity Factors for Different Geometries (Roylance 2001)

Similar to the energy balance approach, a critical stress intensity factor can be
calculated 𝐾𝐼𝐶 . This critical stress intensity factor is a measure of material toughness
(Roylance 2001). Beyond this critical stress value, the crack propagates quickly. The
failure stress 𝜎𝑓 can be related to the material toughness by Equation 1.12. In Equation
1.12, 𝛼 is a geometrical parameter based upon specimen and crack geometries. Equation
1.13 and Equation 1.14 are the relationships between stress intensity and energy.
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1.12

1.13

1.14
Table 1.2 contains some values for 𝐺𝐼𝐶 (𝐺𝐶 ) and 𝐾𝐼𝐶 , which vary over a wide range
depending upon the material.

Table 1.2: Fracture Toughness of Materials (Roylance 2001)
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1.4

Mechanism of Explosive Action

The following paraphrased information comes from “The Modern Technique of
Rock Blasting”. According to (Langefor’s and Kihlström 2001): Within the first few
thousandths of a second of explosive detonation, the chemical energy of the substance is
released. This liberation creates a heated gas of immense pressure. The gas nearinstantaneously shatters the area adjacent to the borehole, aka the borehole wall, crushing
the rock. This crushing and plastic deformation can result in a final borehole diameter less
than twice that of the original. From there, radial cracks begin to form around the crushed
zone. The shockwave itself travels much faster than these cracks, which are completed
within a fraction of a millisecond. The lateral pressure beings as a positive value as the
shockwave arrives, but falls to negative post-arrival, as this is a conversion from
compression to tension. Since rock is less resistant to strain from tensile forces, in
comparison to compressive forces, the primary cracks radiate from the borehole. After
these initial events occur, the following stage is a slower process. The pressure from the
gases of the explosive expands the primary radial cracks and the free rock surface yields.
If the burden is not too large, dome cracks will make it to the exposed surface, loosening
the rock.
Multiple experimental analyses have been performed to try to capture the
detonation phenomena and the resulting condition of the blast material afterward. Many
times these analyses come in the form of photos taken in a very short time after detonation.
Figure 1.5 is the result of a detonation in a Lucite plate. The picture was taken 15
microseconds after detonation. The “halo”, or shockwave, is propagating at a much greater
velocity than the radial cracks.
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Figure 1.5: Detonation results in a transparent lucite plate (Langefors and
Kihlström 1963)

Figure 1.6 shows the detonation of a PETN charge within a cube of Plexiglas
containing a 5.2 mm diameter hole. Take note of the transparent nature of the Plexiglas
behind the shockwave front. This is an indication of plastic deformation without cracking
(Persson 1993). Eventually, the transparency ends, and the Plexiglas becomes opaque,
showing the start of the crack network. Also of interest is the location of crack initiation,
which is 1 to 2 radii further out from the hole wall, where they propagate radially inward
and outward (Persson 1993).
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Figure 1.6: High-speed photo of detonating charge in plexiglas (Persson 1993)
Beneficial experimental analyses have also been performed without the aid of a
high-speed camera. Take, for example, Figure 1.7, in which a charge was detonated within
a Plexiglas plate. Although Plexiglas does not have the same properties has rock, its use
is beneficial in spotting crack patterns that would be otherwise hidden if performed in rock
post-blast. Figure 1.8 is of even more interest, specifically the region between the blast
hole and the initiation of the cracks. This region near the hole has yielded without cracking,
indicating the hole expanded 2 to 3 times the original diameter and returned to normal. The
intermediate zone has fractured by shear cracks and outer region by radial cracks (Persson
1993).

Figure 1.7: Crack pattern in plexiglas plate post-detonation (Langefors 1963)
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Figure 1.8: Slice of a plexiglas cube after PETN detonation (Persson 1993)
Although fracture analysis is incredibly beneficial in transparent mediums, it is also
possible to observe these patterns in the rock. Olsson and Bergqvist performed tests in
Vanga granite, studying crack growth in varying explosive and hole sizes. Figure 1.9 is
one such example. The hole has a 64 mm diameter, and the explosive was a 22 mm Gurit
charge. Due to the charge decoupling, there was a small crushed zone near the hole
boundary, with dense cracking followed by radial cracking. Since this test was away from
an open surface, the breakage pattern was highly symmetrical, representing a fairly relevant
zoned pattern. This zoned pattern is discussed in the next section. This is important as it
experimentally illustrates the damage radius around a borehole when devoid of a free
surface.

Figure 1.9: Cracking pattern in Vanga granite and gurit charge, 64 mm hole (Olsson and
Bergqvist 1993)

1.5

Importance of Damage Radius and Methodologies Prediction

The damage radius of a blast hole (blast damage zone BDZ) is an important aspect
of blast design in fields that span from safety and production in surface and underground
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mining to underground excavation and construction. Concerning production mining,
prediction and subsequent design using the damage radius improves aspects such as
optimal fragmentation and, therefore, downstream economic success through optimized
sizing for haulage, reduction in processing energy, and ease of transportation postprocessing. In underground excavation, such as tunneling and mine development,
understanding the damage radius is an even more critical factor. Underground excavation
stability concerns can be mitigated with the prediction of the blast damage radius, as
knowing the damage radius is essential in preventing overbreak. The process of designing
the blast around the predicted damage created by the explosives is called perimeter control.
Figure 1.10 is an example of overbreak in a tunneling setting. Line A represents the
minimum inner line of excavation, where material inside the line must be excavated. Line
B is the maximum line of excavation, where material removed outside the line must be
replaced.

Figure 1.10: Illustration of hard rock tunnel excavation and overbreak (Richardson and
Mayo 1941)

Various methods have been proposed to predict the radius of damage around a blast
hole. These predictions are useful to design a blast pattern that maximizes the quality of
fragmentation needed and minimizes the damage extent within undesired zones. Although
these methods may differ, the zones of damage surrounding a borehole are similar
throughout. Figure 1.11 is a NIOSH produced diagram of the general zones encountered
within the damage radius. 𝑅𝑐𝑟𝑢𝑠ℎ is the radius of the crushed zone, 𝑅𝑑 is the damaged
radius, and 𝑅𝑐𝑟𝑎𝑐𝑘 is the radius of the cracked zone. It is important to note that when using
the NIOSH approach to damage radius prediction, a practical damage radius is assigned
(Hustrulid 2008). This means that if the rock lying outside of the ring indicated by the
diagram were removed, the rock inside would fall apart.
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Figure 1.11: Zones of damage post-blast (NIOSH)
There are currently more than 18 methods to predict damage in rock post-blast
(Silva 2018). Some of these methods have become increasingly more popular than others,
such as the Holmberg-Persson and NIOSH methods. An early approach to damage
prediction utilized an influence area expressed in terms of hole burden and spacing
dimensions. Since then, methods (such as NIOSH) have assigned the blast damage radius
of focus to each hole. Damage radius assignment does not neglect fracturing occurring
behind the borehole (overbreak) in contract to simply establishing the influence area. The
various methods of damage radius assignment use a multitude of approaches, but all are
falling into only two categories. Those of which are empirical/observation-based or those
that are rooted in solid theory (theoretical).
To understand the methodologies of practical damage radius assessment seen
today, one must understand the first popular prediction method, the Holmberg-Persson
approach. Holmberg-Persson first presented this approach in 1979 to be used in perimeter
control for tunneling applications. The H-P method popularized the use of peak-particle
velocity (PPV) and its influence on rock damage (Holmberg and Persson 1979). A
representation can be seen in Figure 1.12. The H-P method makes a number of assumptions
that must be identified:








Charge detonates instantaneously
Damage is due to particle velocity
A cylindrical charge can be divided into smaller elemental charges
Total particle velocity is the contribution of elemental charges summed
Elemental particle velocity is proportional to charge weight
Element particle velocity is inversely proportional to distance traveled
Arrival direction of elemental contributions are ignored

The charge length is divided into discrete elements that contribute to the overall
PPV at a certain point (𝑟𝑜 ,𝑧𝑜 ). Figure 1.13 is an illustration of the process behind summing
up the charge elements to a point. According to H-P model, calculating the distance from
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the center of the cylindrical elements to the spherical elemental charge to the point of
interest, as well as the weight of the charge, is sufficient to calculate the velocity at said
point contributed by the elemental charge. Equation 1.15 calculates this velocity
contribution. The variables 𝛼, 𝛽, and 𝐾 are all site-specific constants, where W is the
weight, and R is the distance from charge to point.

Figure 1.12: Diagram of H-P geometry (Holmberg-Persson 1979)

Figure 1.13: Charge length divided into elemental charges
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1.15
When considering the equations to calculate the distance from the center of the
charge to the point of interest, and the weight of the charge in Equation 1.15, the HolmbergPersson approach can be expressed within one equation, Equation 1.16. In Equation 1.16,
𝑧𝑖 and 𝑧𝑓 are the starting and ending elevation coordinates to the charge, respectively
(Figure 1.13).

1.16

For years the H-P method was used in this form until Hustrulid and Lu found a
derivation error (Hustrulid and Lu 2002). In the original H-P 1979 equation, the integration
symbol was placed within the brackets, being raised to 𝛼. This is incorrect; their
modification calls for the integration symbol to be placed outside of the bracket, as it is not
meant to be raised to 𝛼. Equation 1.17 shows the correct formulation. This integral cannot
be solved directly, but an approximation can be reached by using a summing procedure,
depending upon the value of ∆𝑧. For a complete derivation and explanation into the
summing procedure it is recommended to review Hustrulid and Lu, 2002.

1.17
Since the advent of the original Holmberg-Persson approach to blast damage
prediction, several methods have been formulated. Table 1.3 is a summary of various
damage radius prediction methodologies available in the literature.
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Table 1.3: Blast Damage Prediction Models (Silva 2018)

1.6

Discrete Element Modeling (DEM)

This research uses one derivation of the Discrete Element Modeling (DEM)
technique. Before introducing the DEM, the numerical analysis itself must be first defined.
Numerical analysis is the area of mathematics and computer science that creates, analyzes,
and implements algorithms for numerically solving the problems of continuous
mathematics (Atkinson). These problems stem from real-world applications (blasting) and
involve variables that are constantly changing. The core of this analysis is to use numerical
approximations to solve mathematically complex problems.
Discrete element modeling is one of the various numerical techniques to calculate
the properties of particles in motion, such as acceleration, velocity, and position over a
period of time. The basis of which is Newton’s Laws of Motion, where the total force
experienced by individual particles in a system is modeled. The total force is the
summation of contact forces (particle/particle and particle/boundary), and body forces,
such as gravity, fluid, magnetic, or electrostatic forces (Bharadwaj 2014). Figure 1.14
shows the basic steps within a DEM simulation.
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Figure 1.14: Basic DEM flowchart (Bharadwaj 2014)

The first step is creating the geometry in some sort of CAD program, then defining
the boundary motion. The simulation itself advances at small time increments while the
total force on each particle is calculated at each step of the time. The total force is the sum
of all mechanical contact and body forces. The body force can include gravity, drag,
adhesion/cohesion, and electrostatics, among other forces.
Since the Net Force of the particles is equivalent to mass times acceleration, time
integration is utilized to predict each particles’ linear and angular velocities along with
displacement (Bharadwaj 2014).
Various models have been utilized to attempt to describe the behavior of true
impacts between particles, most common in discrete element modeling is the damped
harmonic oscillator, or spring-dashpot, method (Bharadwaj 2014). Figure 1.15 illustrates
how oblique collisions are broken into a damped force model in normal and tangential
directions of impact, while also allowing for Coulomb Friction in the tangential direction.
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Figure 1.15: Spring dashpot (Bharadwaj 2014)
Particle properties are also an incredibly important principle when using discrete
element modeling. In Figure 1.15, a K value or spring stiffness can be assigned to particles.
The stiffness value can be a function of particle size and material properties such as
Poisson’s ratio and Young’s Modulus (Bharadwaj 2014). A damping constant is also
assigned in accordance with the model above (Figure 1.15). Particle shape also plays an
important role in the behavior of the elements of a model. Although in many models,
spherically shaped particles are used by default, other shape models have been proposed.
The determination of these properties is essential and must be calibrated correctly to ensure
an accurate model.
In general, the limitations posed by discrete element modeling stems from
undertaking an extreme computational intensity required to run the model. DEM tracks
individual particles, so an increase in particle number can drastically increase the
computational processing time. In fact, time usually scales to the order of N, or particle
number (Bharadwaj 2014). Other factors, such as non-spherical shaping and boundary
movements, can increase computational time.
Although a factor in all numerical analyses, validation of a DEM model results can
be a problem as generally, the method is used when experimentation for validation is too
cost-prohibitive. Factors such as spherical shaping vs. non-spherical shaping heavily
influence the results of a model, calling into question its accuracy, especially when realworld experimentation cannot validate the model.
The DEM method for analyses in rock mechanics was introduced by Cundall
(Camones 2013). Within this method, discrete elements can have finite displacements and
rotations, while Newton’s Second Law is used to describe the individual motion of each
element. As stated by Camones, “In the bonded-particle model (BPM), a set of rigid
circular (2D) or spherical (3D) particles (elements) can be bonded at their contacts. The
rigid particles interact only through their soft contacts, which possess finite normal and
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shear stiffnesses”. Essentially, the BPM simulates granular particles held together by
cement, which can be considered a simplified version of rock. The fractures between these
bonded-particles are represented as a broken bond within the model.
In a fracture propagation DEM model, just as important as the material properties
of the particles, are the properties of the contacts between the particles (Camones 2013).
The bond properties are more important than the macroscopic properties of the rock as a
whole. Calibrating values of these bonds, or micromechanical processes, can be achieved
through the use of triaxial compression tests with different compression values under
separate micromechanical properties (Camones 2013).
Figure 1.16 is an illustrated DEM simulation of fracture propagation in a crack-hole
configuration. This particular illustration is of calculated normal forces at increasing axial
strains (Hedjazi 2012). The dark lines represent compressive forces, while the red
represents tensile forces. In Figure 1.16, part (a) is the position of the crack before
propagation occurs. It is apparent that tensile forces are present at the tip of the crack due
to the fracture opening. As the crack progresses, the force distribution is modified.
Although this example is not essential to understanding the fracture propagation, it is
interesting to note the effect of the crack movement on the already present hole as it is
shifting from circular to elliptical. It is also important to see the deviation of the crack to
the void space of the hole in parts (b) and (c). This clearly shows that void space in a rock
mass would alter propagation significantly.

Figure 1.16: Crack propagation simulated by DEM (Hedjazi 2012)

With the above principles in mind, as well as the brief discussion of previously
performed models of fracture propagation, it is clear that DEM modeling would be
applicable to fracture propagation in blasting. Although analyzing the fracture propagation
during a production blast may be incredibly computationally intensive, smaller models can
predict the propagation within reasonable computational times. As a primer to a more
comprehensive numerical model on the subject, it is suggested that discrete modeling be
implemented on a small scale first to test the applicability of such a method for a given
circumstance. This serves multiple purposes. Firstly, it would be beneficial to serve as a
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test for the calibration of the properties mentioned above. These values must be calibrated
even to consider a larger model. Secondly, while also benefitting the previous point,
validation of the model would be easier to test. Utilizing a small scale DEM model would
lend itself to validation through a more manageable real-world testing and experimentation
scenario. Once calibration and validation are achieved, it would be pertinent to determine,
through a focused sensitivity analysis of the models, which material/bond properties and
geometries would have a sizeable impact on the model itself. Therefore, it would be
possible to eliminate certain computationally intensive criteria that would not broadly
affect the model.

1.7

Finite Element Analysis

Finite element analysis encompassed any simulation of a physical phenomenon
using the Finite Element Method. The key to the Finite Element Method is the formulation
and solution of the problems using differential equations. These partial differential
equations can be assigned to both natural and engineered phenomena and can predict the
behavior thereof. Generally, these partial differential equations are highly complicated and
incapable of being solved analytically, so an approximate solution must be achieved. This
is the role of the Finite Element Method. In its most basic form, this method describes the
behavior of a specific system under certain conditions. The capability of focus using this
numerical method would be its suitability in the prediction of fracture propagation as this
is the limiting factor in damage zone extent.
There is a definite precedent set in using FEA to predict crack propagation and
behavior. One can refer back to Bergen in 1974 for an early criterion of using this
numerical method to solve crack propagation. Bergen was capable of using a 20-node
isoperimetric solid element to represent a solid for the prediction of crack propagation
under cyclic (fatigue) loading (Bergen 1974). Bergen also proved that large numbers of
crack geometries require an insignificant amount of computational increase, compared to
a single crack. While this fatigue loading is mainly used in mechanical and civil
engineering, it is important to note that crack propagation analyses through FEA have been
available for decades.
The next step to increase the accuracy at which propagation and growth of cracks
are predicted came with the advent of the eXtended Finite Element Method (X-FEM). This
method allows for the modeling of geometric features that are independent of the finite
element mesh (Dolbow 2001). Modeling crack growth when including frictional contact
is difficult using traditional finite element methods, thus creating a need for X-FEM. In its
simplest form, X-FEM allows for re-meshing during the course of processing a solution.
For a problem involving fracture propagation as well as frictional contact, X-FEM works
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two-fold (Dolbow 2001). Firstly re-meshing allows for an evolution of the finite elements
as crack growth occurs. This allows for adapting the geometry to the moving
discontinuities and updating the mesh topology to match the geometry of the discontinuity
(Dolbow 2001). This is important to model the ever-changing crack tip with higher
resolution than the surrounding unaffected and intact rock. The second important aspect
of this re-meshing technique involves the mismatch in element geometries across the crack
faces (Dolbow 2001). By avoiding these mismatches, the contact-friction law can be
abided, and the changing interfaces can be modeled properly. Figure 1.17 tracks a crack
progression in the x-y direction with respect to both experimental and X-FEM numerical
results. A correlation is seen between the two distinct methods of prediction, indicating an
affirmation of the model and method thereof producing it.

Figure 1.17: Numerical vs. Experimental comparison of crack displacement (Dolbow
2001)

Two-dimensional investigations into the post-blast fracture network surrounding a profile
have been performed by collaborators of UKERT. This particular solution was provided
by transfer student Fei Liu during his work with Dr. Jhon Silva. This simulation was
designed in ANSYS Mechanical ADPL and ran within the explicit solver LS-DYNA, as
seen in Figure 1.18. The basis behind this analysis depends upon a critical value given to
the elements surrounding the boreholes. This value is essentially a failure limit for the
element determines by the properties of materials assigned to those elements. Once this
critical value has been reached, the element fails and is eliminated from the model. This
leaves the next element subject to the explosive force, and the cycle is repeated.
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Figure 1.18: Predicted damage radius surrounding borehole (Liu et al. 2019)

1.8

Displacement Discontinuity Method

In 1976 Crouch proposed the displacement discontinuity method (DDM) for
modeling cracks in solids (Crouch 1976). DDM is a subset of Boundary Element Methods
that rely on distributing straight elements with constant displacement jumps along the
boundary of the domain, including cracks (Gordeliy 2011). The DDM originates from
hypersingular integral equations used to analyze elastic disturbances induced by mining
tabular deposits (Gordeliy 2011). As stated by (Gordeliy 2011), “These equations
represent distributions of dislocation dipoles with a density corresponding to the actual
displacement discontinuities along the crack, and to fictitious displacement jumps along
other boundaries of the elastic domain”. The DDM is derived from discretizing these
equations with the boundary divided into segments, and the displacement jumps along each
segment to be assumed to vary according to a linear, quadratic, or cubic polynomial
function (Gordeliy 2011). A linear system of equations is formed that can be used to solve
for the unknown displacement discontinuities on crack surfaces (Liu 2016).
As an example, consider the crack in a three-dimensional elastic domain called V.
This crack has two surfaces, a bottom, and a top, but only one surface is used to model the
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crack. The crack area is assumed to be flat, and its surface S is within the 012 (oxy) plane
within a 0123 (oxyz) coordinate system. This representation can be seen in Figure 1.19.

Figure 1.19: Crack in an infinite three-dimensional elastic medium (Liu 2016)
With the given conditions above, the starting equations for the DDM can be seen
in Equations 1.18. 𝑢𝑖 is the displacement component while 𝜎𝑖𝑗 is the stress component at
a point x in the domain (i,j = 1,2,3). (Liu 2016). µ is the shear modulus, ν is Poisson’s
ratio, z is the 3rd coordinate of point x, and 𝐷𝑖 is the displacement discontinuity on the crack
surface S (Liu 2016).

1.18
The parameter 𝐼 within the equations is given by the following expressions, where
r is the distance between x and y, and A is a typical contributing area on the crack surface
S:
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1.19
With DDM, the displacement and stress values are calculated through summation
from each small area (A) on the crack surface S. To obtain the unknown constant
displacement discontinuity 𝐷𝑖 on each area A, the stress equations (𝜎𝑖𝑗 ) are applied on
crack surfaces where tractions are given while the displacement equations (𝑢𝑖 ) are applied
on surfaces where displacements are given.
The next step to consider is the applicability of this method in blasting. Although
the subject of DDM within blasting is lacking in comparison to other areas of research,
publications do exist to at least partially address this. The publication “A Semi-Infinite
Higher-Order Displacement Discontinuity Method and Its Application to the Quasistatic
Analysis of Radial Cracks Produced by Blasting” by Hosseini-Nasab and Marji introduces
a “higher order, indirect boundary element method in a traction-free half-plane known as
semi-infinite displacement discontinuity method”. The focus of Hosseini-Nasab was to
modify the DDM to use linear elastic fracture mechanics principles for radial crack analysis
in brittle materials like rock. Hosseini-Nasab and Marji extended Shou and Crouch’s
approach (Shou 1995) and modified for both linear and quadratic displacement
discontinuity variations, where Shou’s only covered quadratic displacement variations.
This document does not include the detail of the derivation of the equations proposed by
Hosseini-Nasab and Marji. However, it focuses more on the review of the verification that
is considered more important to determine its applicability for the blasting problem.
The validation of the method from Hosseini-Nasab and Marji was accomplished
through the solution of multiple example problems. The authors used a 45° slant crack
with different depths from the free surface of a half-plane, as seen in Figure 1.20. In Figure
1.20, the parameter C is the depth at the center of the slack crack from the free surface of
the half-plane.
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Figure 1.20: Slant cracks in a semi-infinite body under far-field tension (Hosseini-Nasab
2007)

Figure 1.21: Validation of blast hole with 2 and 8 empty radial cracks with a comparison
of analytical and numerical values for varying crack length ratio (Hosseini-Nasab 2007)
Figure 1.21 is the analytical solution to two simple problems (one problem with 2,
and one problem with 8, empty radical cracks) graphed alongside two numerical solutions
of the DDM equations. It is clear that as the crack length ratio becomes longer, the
analytical solutions converge with the numerical solutions.
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Figure 1.22: Validation of blast hole with 2 and 8 fully pressurized radial cracks with a
comparison of analytical and numerical values for varying crack length ratio (HosseiniNasab 2007)
Figure 1.22 modifies the problem by including 2 and 8 fully pressurized radial
cracks around a blast hole. Again, as the crack length ratio increases, analytical and
numerical models become indistinguishable from each other.
Hosseini-Nasab and Marji’s modified discrete displacement method is evidence of
DDM’s applicability not only in crack propagation, but simulated blasting scenarios and
the resulting radial cracking. A common factor missing within this method is the lack of
real-world validation, experimentation. Before adopting the displacement discontinuity
method as an accurate prediction of fracture propagation post-blast initiation, it must be
tested in multiple materials and crack orientations.
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Chapter 2
Addressing Choice of Numerical Modeling Method/Software
As discussed before, there are numerous methodologies, techniques, and software
available for fracture extension modeling. Some model fatigue fracture movement, others
can model fracture propagation from a dynamic event, as needed in this case. The original
proposal for research involved the use of a newly purchased software package at UKERT.
This package was created by MSC Software. Of the options included, it was believed that
the Finite Element program Dytran, and the nonlinear Finite Element analysis program
Marc, would be of considerable use.
2.1

Lagrangian Elements

Before discussing Dytran and Marc, some details need to be briefly discussed. The
following is a brief overview of Lagrangian Elements. Lagrangian Elements indicate the
discretization of the spatial structure by finite elements in three-dimensions. MSC uses
three different Lagrangian Elements; 3D volume elements, 2D shell elements, and 1D
beam elements. In contrast with Eulerian methods, the finite element mesh will deform
with the material, as seen in Figure 2.1. These finite elements are then connected by
common nodes where the mass and velocity are defined, also where the forces act upon.

Figure 2.1: Lagrangian deformation (MSC)

2.2

Eulerian Elements

Dytran is capable of an explicit fluid analysis technique using Eulerian elements.
Eulerian elements are utilized in simulations in which a large amount of deformation is
seen within the material. Eulerian elements differ from Lagrangian by discretizing the
spatial part of the problem by finite volume elements. Eulerian elements are 3D volume
elements by definition. The elements are fixed in time and space, and the nodes have no
degree of freedom. The material then flows from element to element, as seen in Figure
2.2, while the material boundary must be updated after each time iteration.
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Figure 2.2: Eulerian deformation (MSC)

2.3

Dytran

Dytran is the product of MSC.Dyna, an explicit FEA solver, and MSC.Pisces, an
explicit Eulerian Solver. Capabilities include a Finite Volume method using an Eulerian
Mesh and a Structure Solver using Lagrangian Elements. Its core applications are for
impact and blast/explosives modeling. Where it excels is the integration of an Eulerian
interface with a Lagrangian structure.
Dytran calls into effect the dynamic equation of motion for its explicit solution
theory, as seen in Figure 2.3. Dytran utilized an explicit method time integration scheme
called the Central Difference Method. The equations can be seen in Equation 2.1. This
allows the velocities to be discretized at semi-timestep intervals. A graphical illustration
of the central difference method is included in Figure 2.4

Figure 2.3: Dynamic equation of motion

2.1
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Figure 2.4: Graphical interpretation of central difference method (MSC)

Dytran utilizes explicit solving due to the application for which it will be used.
Explicit codes are better suited for a short duration, and high-speed events. Dytran takes
small time steps to solves the equation of motion for dynamic equilibrium, therefore it has
a lower CPU cost due to model size and non-linearities when compared to an implicit
solution. Figure 2.5 is a good representation of the implicit vs. explicit comparison for a
problem type.

Figure 2.5: Comparison of implicit and explicit (MSC)
Dytran is also capable of an explicit fluid analysis technique using Eulerian
elements. This technique involves the same explicit central difference time integration
while solving the problem in space using a finite volume method.
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Dytran possesses two different Euler solvers; a standard donor-acceptor solver, and
an approximate Riemann solver. The standard solver excels in problems that require Euler
solution with shear strength and multiple materials. This can be used for modeling
overburden blasting. The Riemann solver is used in single material hydrodynamic liquids
and gases, some examples from blasting can be air blasts and shock tube experiments
(cloud explosions).
The subject matter above boiled down is as follows: Lagrangian Elements are
utilized in solid structures, while Eulerian Elements are used in liquid/gas instances. As
mentioned before, Dytran is excellent for coupling these two methods when the interaction
occurs. Figure 2.6 is a good representation of this coupling surface. When discussing
explosive interactions with structures, this coupling is required as the gaseous products of
the explosive interact with a solid structure. The experimental setup for a blasthole in a
concrete block is a simple example of how this coupling would work. The block itself
would require Lagrangian meshing, and the borehole would be created using an Eulerian
domain. The coupling surface is then created between the two interfaces indicating that
the Eulerian conditions at the borehole wall create the initial conditions for the Lagrangian
Elements. Analysis can include stresses, strains, deformation, etc.

Figure 2.6: Euler-Lagrangian coupling

2.4

Marc

Marc is considered the first commercial nonlinear analysis program in the world.
It uses an implicit solver, the definition of such solver was discussed within the previous
section. Marc includes Mentat, the pre- and post-processing software used exclusively
with Marc. Unlike Dytran, Marc is advertised as being suitable for fracture mechanics, as
Marc is capable of large strain and deformation calculations. But the most useful technique
included within Marc is its ability to use the X-FEM method. This method encourages
adaptive re-meshing to an area of interest, i.e., the crack opening in this case. Figure 2.7
is an illustration of the comparison between no re-meshing capabilities and adaptive remeshing.
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Figure 2.7: Comparison of no re-meshing and adaptive re-meshing (MSC)
Another important feature is the nonlinear analysis capabilities. Nonlinearity
encompasses multiple “real-world” analytical techniques. Those analytical techniques can
be used to consider scenarios where thestiffness becomes a function of load/deformation,
or the stiffness is recalculated constantly. They have also been used, for example, to solve
a problem of an iterative solution that is subject to convergence, and superposition does
not apply. There are multiple sources of nonlinearity in a model, most coming from three
conditions. The first is geometric nonlinearity, which includes large deflections, rotations,
and structural instability. The second is given by contact nonlinearity, and the third one is
material nonlinearity, including plasticity, creep, and progressive failure.

2.5

Issues that Prevented the Use of this Software within this Research

After the analysis of various factors, it was concluded that is was not recommended
to use Dytran and Marc for this research. As mentioned during the proposal phase of the
research, Dytran has an issue with tracking element failure beyond the first Lagrangian
element (borehole wall) that is in contact with the Eulerian elements. To illustrate the
inconvenience of the use of the commercial software, take, for example, the experimental
setup of this research, a concrete block analogous to in-situ rock being blasted. Using the
commercial software, it can be calculated if and where the failure will occur in the concrete
at the borehole surface by indicating a failure of the three-dimensional Lagrangian element
at the interface. However, it cannot continue to determine if the failure occurs beyond the
first Lagrangian Element. So, the growth of the failure (indicates fracture or crack) cannot
continue throughout the concrete. The 1st way proposed to solve this issue was to replace
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the three-dimensional Lagrangian elements with two-dimensional Lagrangian elements of
nominal width in concentric fashion around the borehole, as seen in Figure 2.8. The idea
was to detect a failure at the borehole wall while also allowing for detecting elemental
failure past the first shell element, theoretically showing fracture propagation into the
Lagrangian medium.

Figure 2.8: Lagrangian 2D shell element possible solution
This was not possible in the current build of MSC’s Dytran. The program is not
able to assign any shell width values to the two-dimensional elements, creating an
elemental layer of no width. This was a foreseeable issue but was considered worth looking
into.
Another possible solution was to eliminate Lagrangian element use completely.
While Eulerian elements are generally meant for liquid and gas materials, they are also
capable of taking the shape of a solid. Two Eulerian domains can be created in the example
of the proposed experimental setup for this research. The first Eulerian domain would
include the explosive products and thus, the properties of the explosive initiation. A
general surface couple would be placed at the borehole wall, forming the interface between
the two domains. The second Eulerian domain would possess the properties and shape of
the concrete block. Once the explosive is initiated, the coupling surface would fluidly
move from the borehole wall into the block, representing damage and fracture propagation.
This was also not possible for the simple reason that the proper rock (or concrete) properties
were not assignable to these Eulerian elements, eliminating any possible course of action
to further test this idea.
While Marc is a program tailor-made to model and track fracture propagation in a
material, Marc cannot model the explosive environment causing these fractures. The
propagation needs to be initiated by high intensity, short-duration event, and Marc is an
implicit solver that cannot be used to model both the event and propagation thereafter.
Initially, Dytran would be used to solve for the conditions at the borehole wall right after
the explosion, acting as the initial conditions for Marc’s implicit solver. These conditions
are out of the range of what Marc is capable of achieving at this moment.
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Chapter 3
Use of Displacement Discontinuity Method with Novel Code
While discussed earlier within this dissertation, details of the Displacement
Discontinuity Methods will be fully elaborated upon within this section to directly link
theory and the novel code created. The idea of the “Constant Line Strength Displacement
Discontinuity” within an infinite elastic media can first be seen in S.L. Crouch’s “Boundary
Element Methods in Solid Mechanics” (Crouch and Starfield 1983). The basis of Crouch’s
methodology was derived from Green’s fundamental solution to the stress-strain
relationship of an infinite elastic medium.
Originally, Crouch’s Displacement
Discontinuity Method was used in rock mechanic’s analysis in mining engineering but later
was extended to fracture mechanics, hydraulic fracking, and slope stability.
3.1

Basic Fracture Propagation

The displacement discontinuity element can be visualized as a straight-line crack,
with having opposing surfaces, positive y+ and negative y-, seen in Equation 3.1. At points
on the fracture element where |𝑥| ≤ 𝑎, 𝑦 = 0, crossing from one side of the DD
(Displacement Discontinuity) element to the other, normal and shear displacements are
dictated by the following:

3.1
Where, 𝐷𝑥 and 𝐷𝑦 , are DD factors along the x- and y-axis respectively. In the
equations, 𝑢𝑥 and 𝑢𝑦 are the displacements along the fracture surface in the x- and ydirections
The generated displacements and stresses at any point (x,y) created by a constant
DD source on the line segment (|𝑥| ≤ 𝑎, 𝑦 = 0) are given as follows (Crouch and Starfield
1983):

3.2
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3.3
Where G and ν represent the shear modulus and the Poisson’s ratio, σ𝑥𝑥 , σ𝑦𝑦 ,
and σ𝑥𝑦 are the normal and shear stresses, and the function 𝑓(𝑥, 𝑦) and its derivatives are
defined based on the Green’s function approach (Crouch and Starfield 1983).

Figure 3.1: (Left, a) Diagram with a constant 2D DD element (Dy=normal component,
Dx=shear component), (right, b) discretization of fracture in N DD elements (Kumar
2015)
For the numerical implementation of Figure 3.1a and Figure 3.1b, the crack surface
is divided into a number of elements, seen in Figure 3.1b, and the effects of all elements
are numerically taken into account to calculate the overall induced displacements and
stresses. The stresses at the ith midpoint of the element can be superimposed as follows
(Crouch and Starfield 1983):

3.4
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3.5
Where n is the total number of elements, σ𝑠 and σ𝑛 are the shear and normal stress
acting over the fracture surface, 𝑢𝑠 and 𝑢𝑛 are shear and normal displacements, 𝐷𝑛 and
𝐷𝑠 are the normal and shear displacement discontinuities in the local crack plane,
𝐴′𝑠 represents the stress boundary influence coefficients for the stresses, and 𝐵′𝑠 are the
displacement influence coefficients. The above equations, with initial and boundary
conditions, are used for the modeling of open or closed cracks.
Equation 3.1 through Equation 3.5 are valid for a crack, or discontinuity,
represented by a finite line segment, but cause a 1/√𝑟 singularity at the tip of the crack.
This requires the need for a special crack-tip element. The current build of this code utilizes
the special crack-tip element developed by Yan (Yan 2004). An illustration of this cracktip can be seen in Figure 3.2. The displacement discontinuities for the crack-tip elements
are modified and can be seen in Equation 3.6.

3.6
Where 𝜉 represents the distance from the crack tip. More details of the numerical
implementation of the special crack-tip element can be found in Yan 2004 & 2006.
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Figure 3.2: Diagram showing special crack tip element (Yan 2004)
Depending on the initial and boundary conditions of a given problem, either
Equation 3.4 or Equation 3.5 can be used to find the unknown DD components (i.e. 𝐷𝑛
and 𝐷𝑠 ). When the Displacement Discontinuity components of the surface are determined,
other variables on the fracture surface and in-field points can be found using postprocessing calculations. It is more convenient to assign the stresses and pressure as initial
and boundary conditions on the fracture surface, thus the stress Equation 3.4 is used for
numerical implementation. The boundary conditions within open cracks on Equation 3.4
are applied as:

3.7
𝑖

𝑖

Where 𝜎𝑛0 and 𝜎𝑠0 represents the normal and shear components of the in-situ
stresses on the ith fracture element and 𝑝𝑖 is the applied fluid or gas pressure. Equation 3.7
states that the effective normal stress upon the fracture is equal to applied gas pressure,
where the effective shear stress is zero since the fracture surfaces are not in contact.
Crack initiation with respect to a circular blasthole requires an analysis of the stress
distribution near the blasthole. The stress distribution around a circular borehole in a
homogenous, isotropic, and linearly elastic medium can be determined using the
superposition of Kirsch’s solution and the stresses from an internally pressurized blasthole.
The stresses around a vertical borehole from Kirsch’s Equation can be described in terms
of a cylindrical coordinate system, as shown in Figure 3.3.

35

3.8
Where σ𝑟𝑟 , σθθ , and 𝜏𝑟θ represent the radial, tangential, and shear stresses near blasthole,
σH and σh represents the maximum and minimum horizontal in-situ stresses, R is
calculated as the crushing zone radius, r is the distance from the blasthole center to the
wall, 𝑝𝑏 is the borehole pressure, from detonation, at the crushing zone and in a crack with
a length equal to the distance between the crushing zone and the initial blasthole diameter,
and θ is the angle measured from the azimuth of the σH as shown in Figure 3.3.

Figure 3.3: Circular borehole with applied in-situ stresses and fluid pressure (Schaefer et
al. 2019)
This dissertation assumes that closed cracks are generated by the explosion postdetonation. The initial length of cracks for the first iteration of pressurization will have a
length equal to the crushing zone. The crushing zone is calculated based upon the
Djordevic/Griffith Criterion (Djordevic 1999) as follows:

3.9
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Where 𝑟𝑐 is the radius of crushing, 𝑟𝑏 is borehole radius, 𝑃𝑏 is the borehole pressure, and
T is the tensile strength. The borehole pressure, 𝑃𝑏 , is calculated using Equation 3.10
where 𝑃𝐶𝐽 is the detonation pressure (Persson 1993).

3.10
The tips of the cracks are at the limits of the crushing zone radius. The cracks are
then pressurized, creating an opening and propagation beyond the crushed zone. Consider
a planar crack within the horizontal direction, aka the H-axis within the same direction as
the x-axis, seen in Figure 3.4. The analytical solution of the fracture aperture and induced
normal stress near the crack tip can be given as follows (Sneddon and Elliott 1947):

3.11
Where G and ν represent the shear modulus and the Poisson’s ratio, 𝑝𝑏 is the applied
pressure, σn represents the component of in-situ stresses normal to the fracture surface, x
represents the location of an estimated point on the fracture surface, and L represents the
fracture half-length.

Figure 3.4: Diagram of pressurized planar fracture
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The fracture is framed within the methodology of the linear elastic fracture
mechanics (LEFM) approach. Determine the fracture growth rate and direction can be
divided into two parts. (Irwin 1957) stated that the singularity of the stresses near a crack
tip can be indirectly measured with stress intensity factors, SIFs, while defining three
modes of fracture openings (I, II, and III), as seen previously within this dissertation. The
SIF values play a pivotal role within the fracture propagation process based upon the
fracture mechanics approach. The SIF values for a mixed-mode loading condition using
crack tip displacements are as follow (Shou and Crouch 1995):

3.12
where 𝐾𝐼 and 𝐾𝐼𝐼 represent the mode-I and mode-II SIFs, G and ν represent the shear
modulus and the Poisson’s ratio, and r is the distance from the crack-tip to an estimated
point upon the fracture surface. Within the analysis, the distance r is taken equal to the
half-length of the crack tip element. Once the SIF values are calculated, the fracture
propagation angle is estimated based upon the maximum circumferential stress criterion,
as follows (Richard 2004):

3.13
Stated in Schaefer et al. 2019: “To ensure the crack propagation angle from the above
equation will maximize the circumferential tangential stress, the sign of θ0 should be
opposite to the sign of 𝐾𝐼𝐼 . Depending upon the sign of 𝐾𝐼𝐼 , there can be two possible
directions for crack propagation. The first option is if the sign of 𝐾𝐼𝐼 is positive. In that
case, the negative value of the propagation angle (θ) will give the maximum value of the
circumferential tangential stresses (σθθ ). The second option is when the sign of 𝐾𝐼𝐼 is
negative. In such a case, the value of propagation angle (θ) will be positive, and the
circumferential tangential stresses at the crack tip will be the maximum. Once the fracture
propagation direction is calculated from Equation 3.13, the crack tip is propagated based
upon the fracture mechanics criterion which states that the crack propagation will initiate.”
If the mode-I equivalent SIF value (𝐾𝐼𝑒𝑞 ) is greater than the material toughness (i.e.
Equation 3.14), fracture propagation occurs.

3.14
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Where 𝐾𝐼𝑒𝑞 is Equation 3.15 (Kumar 2018):

3.15

3.2

Determination of Blasthole Pressure

As stated by Schaefer et al. 2019: “It is known that explosive detonation does not
create constant pressure inside a blasthole, as there is a quick time to rise of pressure, while
also being followed by a decay period. The time-dependent pressure pulse waveform has
been utilized in various applications regarding the prediction of pressure in a blasthole
within a post-blast time scheme. Various studies have proposed an equation to model this
phenomenon (Duvall 1953, Cho and Kaneko 2004, Lak 2019), with a general function
emerging. In this research, Equation 3.16 was selected to predict the behavior of the
pressure applied to the cracks.

3.16
Where 𝑃𝑜 is the peak blasthole pressure, ε is a factor that normalizes the maximum
𝑝𝑏 (𝑡) value to 𝑃𝑜 (Sharpe 1942, Lak 2019), and α and β are frequency-dependent decay
constants. The value of such constants can be estimated according to Equation 3.17 as
follows:

3.17
Where 𝑐𝑝 is the P-wave velocity in the rock and 𝑟𝑏 , is the radius of the new
borehole. In this research, 𝑟𝑏 was assumed as equal to R (the crushing zone radius). This
pulse function was implemented in the Matlab code to model the properties of the borehole
post-detonation better as this time-dependent behavior would have an impact on the
fracture propagation through the rock.”
Schaefer states: “Dynamic crack propagation only occurs when Equation 3.14
becomes true. The stress intensity factor, 𝐾𝐼 , can be calculated using Equation 3.12. The
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time at which 𝑝𝑏 (𝑡) becomes sufficiently large that the stress intensity factor of the
blasthole wall (𝐾𝐼𝑒𝑞 ) outweighs the rock fracture toughness (𝐾𝐼𝐶 ) is the starting time of
the crack propagation.”

Figure 3.5: General pulse waveform (Lak 2019)
3.3

In-Plane DDM Code Verification

This DDM model had been verified previously by Kumar et al. (2015 and 2016)
with respect to fracking scenarios. Numerical and analytical solution verification can be
achieved through the use of the calculation for fracture aperture Equation 3.11.
Analytically and numerically calculated values of 𝐾𝐼 and 𝐾𝐼𝐼 from Equation 3.12 were also
compared. The parameters of Lithonia granite were used for verification, as seen in Table
3.1. These values were used for initial verification because fracture length results were
garnered from tests performed by the United States Bureau of Mines (USBM), more
specifically the report of investigation (RI 7901) by Siskind et al. 1974.
Table 3.1: Physical Properties of Lithonia Granite (Silva et al. 2019)
Specific Gravity
Weight Density
Longitudinal Propagation
Velocity, in situ
Longitudinal Bar Velocity
Tensile Strength
Compressive Strength
Modulus of Rigidity
Young’s Modulus
Poisson’s Ratio in situ

SI Units
2.63
2630 kg/m3

U.S. Customary
2.63
164 lb/ft3

5550 m/sec

18,200 ft/sec

2740 m/sec
3.10 x 106 N/m2
207 x 106 N/m2
10.3 x 109 N/m2
20.7 x 109 N/m2
0.26

9,000 ft/sec
450 lb/in2
30,000 lb/in2
1.5 x 106 lb/in2
3.0 x 106 lb/in2
0.26
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Figure 3.6: Crack width verification (Schaefer et
al. 2019

Figure 3.7: Toughness parameters verification
(Schaefer et al. 2019)

Figure 3.6 and Figure 3.7 include the model verifications for Equation 3.11 and
Equation 3.12 as defined and calculated by Schaefer et al. 2019. It is seen that the
numerical implementation.
The blast tests published within RI 7901 (Siskind 1974) utilized large diameter
holes of 6.5 inches (165 mm) with ANFO explosives. Table 3.2 (Silva et al. 2019) compiles
the results of numerous methodologies in fracture extension prediction of Lithonia granite.
Table 3.2: Extension Results from Multiple Methodologies (Silva et al. 2019)
Source/Study

Crack Extension
(m)

Siskind USBM (RI 7901)

1.14 (3.74 ft.)

Forsyth equation (Forsyth)

3.47 (11.38 ft.)

Holmberg-Persson. (Holmberg et
2.34 (7.68 ft.)
al. 1978)
UKERT paper (Silva et al. 2019)

1.67 (5.48 ft.)

Comments
This was the actual value
measured in tests
Calculated
using
static
parameters
Calculated using the peak
particle
velocity
limit
criterion of 1000mm/s
Using practical methodology
assessment and dynamic
properties
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Table 3.3: Crack Extension and Crushing Zone Results (Schaefer et al. 2019)
Explosive
ANFO
Emulsion
Unigel (Dynamite)

Crack Extension Calculated Crushing Zone extension
(m)
(m)
1.40 (4.59 ft.)
1.92 (6.3 ft.)
1.99 (6.53 ft.)

0.378 (1.24 ft.)
0.712 (2.34 ft.)
0.798 (2.62 ft.)

Figure 3.8: Pressure at crack vs. time (Schaefer et al 2019)
Table 3.3 (Schaefer et al. 2019) outlines both the overall numerical simulation crack
extension and crushed zone results for a blasthole of 6.5 inches (165 mm). Values for
ANFO, Emulsion, and Unigel Dynamite are given for comparison. Figure 3.8 represents
the pressure within the crack vs. time of the three different explosives. The ANFO used
was assumed a detonation pressure of 2.7 GPa (390,000 psi) (Schaefer et al. 2019). As
stated by Schaefer et al. 2019, “The implementation of DDM for the assessment of crack
extension in blasting shows promising results. In this paper, the extension of a crack using
the parameters for the Lithonia granite indicates that the crack will extend up to 1.40 m
(4.59 ft.). This is a value with a 22% error compared to the value measured in the RI 7901
of 1.14 m (3.74 ft.). The numerical model also indicated the generation of increasingly
extended cracks according to different types of explosives, as indicated in the results of
Table 3.3
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3.4

Non-Planar DDM Code Alterations

The end-goal of this code is not only to predict fracture propagation in one-crack
due to explosive detonation but also to assess the propagation of multiple cracks around a
borehole. Multiple fracture propagation indicates that at least one crack will be out of a
plane (at some angle other than zero to the maximum principal axis), requiring the
calculation of out-of-plane extension and direction. Certain changes and additions were
needed to be made to the code to distinguish itself from the in-plane single-crack version.
An example of this is seen in Figure 3.9.

Figure 3.9: Planar vs. non-planar
The first alteration to “Version 1” of the code involved the need to change the angle
“Alpha (𝛼)” upon each iteration. Alpha is an angle based upon the propagation of the
fracture within the two previous nodes and translated to the current time iteration. During
every iterative step, Theta (𝜃𝑜 ) is calculated based upon the KI and KII stress intensity
values. This Theta is not only used for the calculation of the equivalent stress intensity
factor 𝐾𝐼𝑒𝑞 , but is also quite literally the fracture propagation angle, as stated by Equation
3.13. The propagation distance and direction of the next node to update the nodal
coordinates (if propagation even occurs) is based upon both the Alpha and Theta values,
as Theta is observed with respect to Alpha. By continuously updating Alpha with each
iterative step, the fracture could now propagate and align in accordance with the in-situ
stresses. To calculate Alpha, one simply takes the arc tangent of the coordinates of the two
previous nodes. An illustration to make this clearer can be seen in Figure 3.10
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Figure 3.10: Alpha and Theta with respect to each other
The next change involved simplifying the need to track and check which nodal
crack-tips are propagating. An assumption was made that if propagation occurs, both
crack-tips will propagate, i.e. if at least one of the two crack-tips’ 𝐾𝐼𝑒𝑞 is larger than 𝐾𝐼𝐶
(Equation 3.14) then both tips propagate. This is a deviation from previous iterations,
which checked for propagation in both tips, and solved for their geometry separately.
While this was not meant to be a permanent modification, it is a necessary workaround to
remove some bits of code that would require a heavy modification and coding.
In addition, the calculation of mode-1 and mode-2 stress intensity factors was
changed to better align with processing time and capability of the program. KI and KII
were altered to calculate as the following based upon the normal- and shear- displacement
discontinuities (Olson 1991):

3.18
The value of (0.806) is an empirical constant determined by Olson. As stated by
Sheibani: “the constant C (0.806) is an empirically determined constant that accounts for
the discrepancy between the numerical approximation and the analytical solution. (Olson
1991) empirically determined that the analytical and numerical solutions for a planar 2-D
crack coincide at approximately 𝑥 = (𝑎 −

𝑃

), where 𝑥 is the distance from the center of

1.3

the crack, and 𝑎 is half-length of the crack. He showed by using the empirical constant
C=0.806, the margin of error is less than 5% for stress intensity factor calculation of a 2-D
crack even when there are only two elements in a crack” (Sheibani 2013).
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3.5

Non-Planar DDM Code Verification

Before the code could be extended to multiple fractures, the out-of-plane
propagation changes needed verification, both in shape and extension. Since out-of-plane
propagation means the fracture is initiated at some angle away from the maximum in-situ
stresses, the pattern and movement of the crack are very important.
Verification of fracture extension shape involves the inclusion of in-situ stresses,
an issue the petroleum/fracking industry deals with ad nauseam. These in-situ stresses can
heavily influence the crack path dependent upon certain variables such as the initial crack
orientation to in-situ stress, the value of in-situ stress, the difference in maximum and
minimum principal stress value, and the pressure within the fracture itself.
The verification of the non-planar implementation in the code of this research was
made using the available publication from Behnia 2011. The following table outlines the
input values used in the publication:
Table 3.4: Behnia (2011) Input Values
Maximum Compressive Horizontal Stress
Minimum Compressive Horizontal Stress
Fluid Pressures
Initial Crack Orientation
Fracture toughness
Elastic Modulus
Poisson’s Ratio

19.4 MPa
9.7 MPa
24.3 MPa 29.1 MPa
38.8 MPa
90 degrees to maximum horizontal
0.6 MPa-√𝑚
20 GPa
0.2

The paper presents three results from three different criteria; the maximum
tangential stress criterion (MTS or 𝜎-criterion) (Erdogan 1963), the minimum strain energy
density criterion (S-criterion or SED) (Sih 1974), and results from Dong’s paper, (Dong
2001). The following figure (Figure 3.11) shows results from the three criteria and the
influence of differing fluid pressures under the same in-situ stress conditions. The
maximum compressive horizontal stress lies in the x-direction, and the minimum
compressive horizontal stress lies in the y-direction.
Although the figure may indicate that the fractures are of finite propagation
distance, this is not the case. The fractures included in the figure (all fluid pressures) simply
show the pattern and direction these cracks would take and were terminated due to a
maximum time step iteration placed upon the code. In other words, the fracture propagation
is not completed. Figure 3.12 shows the results of the novel DDM code in question when
Behnia’s input parameters are used.
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Figure 3.11: Hydraulic fracture reorienting paths for different fluid pressures (Behnia
2011)

Figure 3.12: Schaefer DDM code with Behnia input parameters
With the verification of shape and pattern of the single-crack fracture propagation,
the length of damage radius (extension itself) is also needed for further validation. Again,
it was chosen to compare the results of the code with the results of the 1974 Siskind USBM
study as well as additional damage radius predictions using various methodologies from
Silva et al. 2019. Refer to Table 3.2 to see the full extent of these damage radius
predictions.
Figure 3.13 illustrates the single-crack extension, in a plane, around a borehole
using Siskind’s property and explosive parameters. As one can see, the radius of the
fracture extent is terminated at 1.174 meters (3.852 feet). Given this value and Siskind’s
46

directly measure the damage radius of 1.14 meters (3.74 feet), it is determined that there is
an error of approximately 3.0%. This is more accurate than even the original DDM model
version (only in-plane propagation), which was calculated at 1.40 meters (4.59 feet).
The crack was inclined to an arbitrary angle of 55° to verify if the non-planar
implementation of the code was affecting the out-of-plane extension results. Figure 3.14
illustrates the extent of this single fracture. Using the Pythagorean Theorem to calculate
the overall radial fracture extension, it was calculated to be, again, 1.174 meters (3.852
feet) with an error of 3.0%. This is to be expected; the given input parameters from
Siskind’s USBM report do not indicate in-situ stresses. Therefore, there will be no
alteration of the path within the isotropic and homogenous granite model material. With
in-situ stresses included, one would expect a deviation from the behavior seen in Figure
3.14. A single fracture propagation inclined at 55° was also subject to these same in-situ
stresses as seen in Figure 3.11, minimum principal of 9.7 MPa and maximum principal of
19.4 MPa. This can be seen in Figure 3.15.
It is important to note that this iteration of the program, particularly when in-situ
stresses are introduced, contains routines that can only process initial fracture angles within
the first quadrant. This means that the initial crack orientation will only span the first and
third quadrants, but the propagation can run into the second and fourth quadrants. The
particular routine of the issue involves translating the in-situ stresses dependent upon the
quadrant of initial fracture origin. This is not a problem when in-situ stresses are not
included.

Figure 3.13: Single-fracture extension with no inclination
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Figure 3.14: Single-fracture extension with 55° inclination

Figure 3.15: Single-fracture extension with 55° inclination and in-situ stresses

3.6

Implementation of Multiple-Fractures in the DDM Model

With fracture shape and extension validated to the best data available, the
foreseeable goal requires an investigation into the implementation of multiple fracture
propagation. Multiple-crack propagation should not only take into account variables such
as borehole pressure and in-situ stresses to influence the crack extension but also include
the effects that normal and shear displacement at each point have on other points. In its
simplest form, one can consider multiple fracture propagation in terms of a two-crack
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system. This was the approach followed in this research to extend the model to multiple
fractures.
The main modification to the code involved the need to combine coordinate
systems from two fractures. Therefore, the user will initiate the initial fractures such as
before in a single-crack system (with independent angles of inclination), but then the
program will need to combine these into a single system that can be input into the DDM
solver. This was achieved in a FOR loop routine that combines X, Y, and the connectivity
into individual arrays.
From there, this initial geometry was then used as the input of a subroutine that
calculates the normal and shear displacement discontinuity values. It is important to note
that the used subroutine for calculation of the displacement discontinuity values is the same
function used in the previous single-crack systems. The user is simply defining the initial
fractures’ geometry, and the program is combining them into what the DDM solver
observes, a collection of points.
Once the initial normal and shear displacement discontinuities are calculated, stress
intensity factors and angles of propagation are solved as in the single-crack system. An
important added feature was the determination of propagation node displacement based
upon the equivalent stress intensity factors. The code implemented uses a scaling factor to
solve for the nodal displacement upon each time step. This scaling factor implementation
was adapted from Cheng 2017. A stress intensity ratio is first calculated for every crack
tip of each fracture to calculate the scaling factor. The scaling factor is given in the
following equation.

3.19
In Equation 3.19, the variable 𝐾𝐼𝑒𝑞 is the equivalent stress intensity factory
(calculated from KI and Theta, Equation 3.15) for a specific crack tip-fracture combination.
While 𝐾𝐼𝑒𝑞_𝑚𝑎𝑥 is is the maximum equivalent stress intensity factor for the system as a
whole. Using the SIF ratio, the iterative nodal displacement can now be calculated as
follows:

3.20
The TIPdisplacement is the crack-tip displacement and 𝐷𝑚𝑎𝑥 is the assumed maximum
propagation increment length, assigned by the user. It is important to note that both the
TIPdisplacement and SIFratio values are dependent upon the nodal crack-tip in question.
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Therefore, the number of displacements calculated depends upon the initial number of
fractures. In the case of a two crack-tip system, it will have four derived tip displacements
(two cracks tips for each fracture).
At this point, the geometry is updated upon a crack-by-crack basis, and not as a
combined system. Once the geometry of each fracture has been updated (either through
propagation or terminated extension), the process is repeated. The individual fracture
geometries are combined into a single-system as before, allowing for the next time-iteration
to begin until no propagation occurs within all fractures.

3.7

Comparison of Multiple Fracture DDM to UKERT Radius Values

For the initial comparison of the Displacement Discontinuity Model, the damage
radius results from Silva et al. 2019 were again utilized for comparison. All input
parameters were the same, but a two-fracture system was investigated in this particular
case. One initial fracture was inclined 35 degrees from the maximum principal stress, and
the other was initially placed at 75 degrees. This can be seen in Figure 3.16.

Figure 3.16: Two-fracture system propagation (initial inclinations 35° and 75°)
One can see that additional fractures appear to have a large effect upon each other.
The fracture at 75 degrees terminated very quickly, while the crack at 35 degrees continues
in the negative x-direction for the complete duration of time-steps. Using the Pythagorean
Theorem again, we have a maximum damage radius of 1.038 meters (3.41 feet). When
compared to the 1.14 meters (3.74 feet), an error of 8.9% can be seen.
For the sake of a complete investigation, two new fractures of different inclination
angles were initiated to determine what role these angles play in the propagation. For this
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simulation, crack inclination angles of 15 and 55 degrees were utilized as the initial input
parameters. The results can be seen in Figure 3.17. The maximum damage radius was
found to be 0.643 meters (2.11 feet). This value holds an error value when compared to
Siskind’s value of 43%. This simulated result can also be viewed as 56% of the actual
value. It is important to note that the overall distance that the fracture traveled is more than
the final absolute maximum damage radius, as the damage radius is measured in a straight
line and not along the path of propagation.

Figure 3.17: Two-fracture system propagation (15° and 55°)
One more simulation using the Silva et al. 2019 input parameters was run with
angles of inclination at 25 and 65 degrees from the maximum principal stress. This diagram
can be seen in Figure 3.18. The absolute maximum damage radius is calculated to be 0.77
meters (2.53 feet). This yields an error, with respect to Siskind’s value, of 32%.
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Figure 3.18: Two-fracture system propagation (25° and 65°)

Figure 3.19: Previous figures aggregated

3.8

Damage Envelope Two-Fracture Model with Randomization

Although mostly a topic of future work, the randomization of variables is of
eventual high priority within this model. Variables such as fracture toughness, number of
cracks, moduli, detonation pressure, etc. can be randomized based upon a determined
distribution for both single and multiple fracture models.
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Since distributions for these variables were not determined for this work, a brief
investigation into the interaction of different angles in a two-fracture model can be
observed based upon the randomization of these angles. With the program being run
multiple times, a damage radius envelope can be seen. Essentially multiple two-fracture
models will be run and overlaid as Figure 3.19, only to a higher number of cracks. The
maximum value of this envelope should theoretically be similar to the measured damage
radius. This not only serves as an assessment of damage radius but also illustrates the
sensitivity of input angles for the two-fracture system.
For this investigation, the Siskind USBM report was again used. The same input
parameters were used as in Table 3.1. Figure 3.20 is the result of running fifty (50), twofracture models. The angles of both initial fractures were randomized between 0 and 360°.
The envelope extends out to 1.07 meters, an error of 6.14% from the actual value.

Figure 3.20: Envelope of damage
Given the results of previous two-fracture models as well as the generated damage
radius envelope above, it is clear that the initial angles of the two fractures, as well as the
angle between the two fractures, must play an important role within the extension of
fracture given the range of values seen.
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3.9

Discussion of Multiple Fracture Model Results

According to the previous analyses, the initial angle of inclination of each fracture,
and the angle between the two cracks, have an important influence on the final results. It
is also clear that a two-fracture model yields a more conservative model than a single
pressurized crack (less extension of cracks). It is pertinent to discuss theories as to why
this is the case.
The author is under the belief that without heavy, and unverified, modification to
Crouch and Starfeld’s original DDM code (Crouch and Starfeld 1983), multiple fracture
propagation will always be more conservative and more inaccurate (more fractures, less
accuracy). As stated before, the core solver code used in this research to compute the
influence coefficient matrix is directly adapted from Crouch and Starfeld. This initial code
was used for single-crack purposes and had not been originally written for multiplefractures. As included previously, multiple fractures can be combined into a single system
and input into the solver script to overcome the limitations of the single crack analysis. As
a result, a coefficient matrix and system of equations are created, while the solver script is
assuming one initial crack, although it is really two fractures. This complex geometry is
an issue in comparison to the original single-crack model. The number of cracks within
the multiple fracture model was increased from two to three to verify the inaccuracy when
more cracks are included in the analyses. The results can be seen in Figure 3.21.

Figure 3.21: Three-fracture system propagation (0°, 25° and 75°)
When three cracks are included, the system becomes even more conservative, as
only three steps of propagation occur after the initial crushing zone distance. This is
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illustrative of the issues being run into. While, in theory, it is possible to create a coefficient
matrix for a system of multiple cracks and has been done above, it is the author’s
assumption that the geometry becomes too complex for the current state of the influence
matrix code to handle.
Another important note to discuss is the difference between running an algorithm
to simulate phenomena and the actual phenomena of fracture extension around a
pressurized borehole. In its simplest form, this program works upon an iterative basis.
That is, not only does the program read from line to line chronologically, but also it runs
upon a time step loop. This neglects the fact that real-world propagation occurs nearinstantly and simultaneously.
While already discussed in Section 1.4, when an explosive is initiated within a
borehole, two stages occur detonation and gas generation. Detonation creates the crushing
zone, hole dilation, and initial fractures, but gas pressurization drives these fractures. When
this occurs, all initial fractures propagate simultaneously with respect to each other. While
they most definitely influence each other’s pattern, as seen in the code, they do not “wait”
for their own propagation to occur as others propagate.
As multiple fractures are combined into a single system and input into the influence
coefficient matrix derivation routine, this system of equations is not created instantly; each
nodal coordinate must be accounted for and solved for on an individual basis, a clear
deviation from natural phenomena. This creates a situation where the geometry becomes
too complex, creating unnatural normal and shear displacement values as the points
influence each other on a line-by-line basis.
Moreover, once the coefficient matrices are derived, and the system of equations is
solved for the normal and shear displacements, each point goes through another
transformation of propagation and it starts all over again. This deviation from the natural
phenomena inevitably leads to one early termination of the fracture network.
Now, contrast this multiple-crack model with a single-fracture model. With a
single crack model, there is one crack and two crack-tips. As opposed to a multiple model,
a single crack does not have to “wait” for the geometries of the other cracks to update,
therefore being influenced at a degree closer to the natural phenomena. This goes back to
the idea of simultaneous propagation; the author believes if all fractures propagate
simultaneously, then they will have less influence than what this particular program
calculates. A single-crack model can better represent this influence.

55

Chapter 4
Fracture Extension Testing
As mentioned before, testing was performed in an attempt to measure the fracture
extension directly, and therefore damage radius, around a hole loaded with explosives. The
medium utilized was a high-compressive strength mix of concrete with known and
measured properties. Testing was done in two stages; first, “small” blocks of three (3) feet
by three (3) feet by three (3) feet were tested and then “full scale” blocks of six (6) feet by
six (6) feet by six (6) feet. The decision to arrange the tests in this way was made to first
have an idea of the amount and type of explosive to use in the “big” blocks (explosives
calibration) and proof of concept of the instrumentation setup. Unfortunately, due to the
current concerns of public health, the results for only three blocks are included (two small
and one big block).

4.1

Concrete Block Construction

Utilizing concrete forms, three blocks of dimensions of three feet by three feet by
three feet (3’ x 3’ x 3’), aka a cubic yard, were prepared and poured. These blocks were
placed on-site at UKERT’s surface lab facilities. The preparation and in-pour tasks were
performed by members of UKERT, while the mix came from Irving Materials
Incorporated. The most resistant concrete mix commercially available at this location is
named 9310KY, with a compressive strength of 8,000-psi. This strength of concrete was
considered appropriate for testing giving the similar compressive strength of rock material
such as limestone. The arrangement and dimensions of these blocks can be seen in Figure
4.1, and Figure 4.2, respectively. In an attempt to make the three small blocks as uniform
in shape as possible, plywood was used for the bottoms of the small blocks. This allowed
screwing the rest of the forms to the bottoms. A concrete vibrator was utilized during the
pouring phase to make the medium as homogenous, i.e., removing air pockets, as possible
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Figure 4.1: Three small-scale blocks (cubic yard)

Figure 4.2: Small block with dimensions

4.2

Instrumentation Setup

Instrumentation used in the two small blocks was not as extensive as planned for
the big blocks testing phase. While testing the instrumentation setup was a top priority,
explosive calibration with the time available required a reduced approach.
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A Hopkinson Bar was used in this phase for the sole purpose of measuring stresses
at the surface directly perpendicular to the location of the explosive within the small block.
This bar needed to satisfy Kolsky’s assumption regarding the elasticity of wave
propagation (Lamont and Silva 2018). The Hopkinson bar has a diameter of ½ inch and a
length of 24 inches for a length to diameter ratio of 48:1, in accordance with Lamont and
Silva’s recommendation. The bar was made of highly competent nickel-chromiummolybdenum alloy SAE 4340 grade steel. This steel is near impervious to plastic
deformation and limits elastic deformation to within allowable strain values. The Poisson’s
ratio of this steel is given as 0.29, with a density of 490 pcf (7.85 g/cc) (Lamont and Silva
2018). A frame-cradle was constructed using wood to hang the Hopkinson Bar, allowing
for frictionless movement. This setup can be seen in Figure 4.3 and Figure 4.4.

Figure 4.3: Hopkinson Bar in testing position
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Figure 4.4: Closeup of Hopkinson bar
The strain gage was installed at the midpoint of the Hopkinson bar, as seen in Figure
4.5. The strain gage used was a Micro-Measurements MMF003204 with a gage factor of
2.160. These gages had UKERT-soldered leads and were prepared using Micro
Measurement’s conditioner and neutralizer solution. Also, super glue was used to bond the
strain gages to the bar. The gages were connected to a MREL Strain Gage pre-amplifier,
seen in Figure 4.6. The pre-amplifier was connected to an MREL DataTRAP II data
recorder. As stated by Lamont and Silva 2018: “MREL DataTrapII Data Recorder – This
device is commonly used for signal capture applications requiring rugged durability.
Sampling rates up to 10 MSa/s are attainable, with a 64 million data point memory. Eight
channels may be simultaneously recorded, allowing for experimentation with a wide range
of strain gauge configurations. Programming and control are provided via a Windowsbased software provided by MREL”.
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Figure 4.5: Strain Gage Placement

Figure 4.6: MREL pre-amplifier
As per UKERT standards, two GoPro Hero 8’s cameras were used to film the test.
These GoPros were mounted on tripods and placed in positions the author believed was of
importance for viewing.
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4.3

Explosive Blasthole Setup Block 1

For the first test, it was decided that a high explosive should not be used as
confinement for a 3’ x 3’ x 3’ block was not substantial enough to prevent complete
breakage of the concrete block, i.e., a damage radius beyond that of the dimensions of the
block itself. A low explosive, black powder of FFFg quality, was utilized for this 1st test.
For the sake of disclosure, the difference between a low explosive and a high explosive is
a detonation phase. In unconfined conditions, a high explosive will possess a chemical
reaction upon initiation that is faster than the speed of sound. This is measured in Velocity
of Detonation. A low explosive will only ‘deflagrate” when unconfined. That is, it will
burn below the speed of sound. When confined, both a high explosive and a low explosive
will pressurize a borehole with product gases to allow for fracture propagation, although it
was expected that the black powder wouldn’t create a crush zone around the borehole. This
will become apparent within the results section of this particular test.
A borehole of 7/8” diameter was drilled within the center of the block, 18” from
both sides of the block, as seen in Figure 4.7. The borehole was driven to a depth of 24”
vertically into the block. The bottom half of the borehole (12”) was filled with the FFFg
black powder, leaving 12” of stemming. The black powder weight was measured as it was
added to the borehole. The final weight was 0.333 pounds at exactly 12 inches of the
explosive column.

Figure 4.7: Position of driven borehole
Commercial Grade Quikrete® was utilized as stemming, seen in Figure 4.8. The
Quikrete was combined at the water to powder proportions specified on the product. A
wooden dowel was used to pack the cement into place periodically through the process. A
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picture of this can be seen in Figure 4.9. An electric match was used to initiate the black
powder combustion and placed before inset of stemming.

Figure 4.8: Quikrete stemming used

Figure 4.9: Process of stemming placement
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Prior to this experimentation TUFFAK® GP Polycarbonate at 0.375 inches thick
was purchased to use on the large scale testing. This was to be utilized on the large block
for square-scaling and protection for the high-speed camera setup. Enough was purchased
to allow a small amount to be installed upon the small block as a proof of concept. A
polycarbonate sheet of two feet by two feet was installed upon the small block, covering
the surface of the borehole after the stemming had been placed. Two-inch Tapcon® screws
were placed at the corners for fastening to the concrete. This is seen in Figure 4.10.

Figure 4.10: Polycarbonate installation

4.4

Explosive Blasthole Setup Block 2

After the first test, and according to the results of the Block 1 test, included in
Section 4.8, black powder was not utilized for Block 2. For Block 2, a detonator and
booster setup were used instead. The booster was an Austin Powder “Diamond Nugget”
Stinger. This booster weighs 20 grams and consists of PETN high explosives. Since this
is a high explosive, both a detonation impulse and gas pressurization phase were expected.
According to Austin Powder, this explosive can reach Velocities of Detonation in excess
of 24,000 ft/sec, or 7,380 m/sec.
Similar to Block 1, a borehole of 7/8” diameter was constructed within the center
of the block, 18” from both sides of the block, as seen in Figure 4.11. For this block, the
hole was driven 19” into the block, allowing for two inches at the bottom for the stinger,
and 17 inches of stemming. For stemming, commercial-grade Quikrete® was used in the
same manner as Block 1, while packing regularly. The same size and dimension
TUFFAK® GP Polycarbonate was also screwed into Block 2 in the same manner as Block
1, seen in Figure 4.12.
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Figure 4.11: Block 2 hole placement

Figure 4.12: Polycarbonate blacement Block 2

64

4.5

Setup Diagram Block 1
Following figures shows the dimension in detail of the testing setup for the Block

1.

Figure 4.13: Side view Block 1 setup

Figure 4.14: Top view Block 1 setup
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4.6

Setup Diagram Block 2
Following figures shows the dimension in detail of the testing setup for the Block

2.

Figure 4.15: Side view Block 2 setup

Figure 4.16: Top view Block 2 setup
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4.7

Concrete Properties

Although this data was gathered post-blast, it will be placed before the Results
section to allow for a background. Two core samples were collected post-blast from two
concrete fragments left over after the test. They were created using a drill press outfitted
with a core bit, on-site at the Department of Mining Engineering. After being cored, they
were cut to a rough length to diameter ratio of 2 to 1. The edges were prepared using a
grinding machine. Radial and transverse strain gages were placed using epoxy after the
rock surface had been prepared correctly. The leads were manually soldered on the strain
gages. These samples were not tested as the ASTM standard of 28 days but were tested
within two days of blasting the blocks, allowing for a closer in-situ strength direct
measurement with respect to curing time. These two samples can be seen in Figure 4.17
and Figure 4.18.

Figure 4.17: Sample N1

Figure 4.18: Sample N2
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The samples were placed within a Uniaxial Test Machine to determine maximum
compressive strength, Poisson’s Ratio, and Elastic Modulus. An example of their
positioning can be seen in Figure 4.19. Pictures were taken of the samples post-failure,
seen in Figure 4.20 and Figure 4.21.

Figure 4.19: Uniaxial test positioning

Figure 4.20: Sample N1 post-failure
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Figure 4.21: Sample N2 post-failure
Sample N1 possessed a length to diameter ratio of 2.059, with a length of 4.277
inches and a diameter of 2.077 inches. It yielded what would be considered consistent
results, in contrast to sample N2, which will be discussed. The Elastic Modulus at 50% of
the stress-strain curve using the strain gage data was determined to be 5,316,724 psi. The
Elastic Modulus at 50% of the stress-strain curve using the machine extension values was
calculated at 3,111,496 psi. Normally this would not be included as the strain measured
from the machine includes factors such as machine rigidity, but this will be used to compare
the two samples, which will be discussed further. The values taken from the strain gage
measurements are more accurate as they bypass the machine rigidity issues. The maximum
compressive strength (UCS Strength) of sample N1 was observed at 6749.4 psi. The
summary of the results is included in Table 4.1. Figure 4.22 and Figure 4.23 are the stressstrain curves, and the Poisson’s Ratio vs. Stress plot, respectively. It is clear that Poisson’s
ratio remains nearly constant throughout the duration of the test, indicating a consistent
data arrangement. Figure 4.24 is the stress-strain curve using the machine extension values
for strain. As stated, this will be pertinent when comparing samples N1 and N2.
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Table 4.1: Summary of Sample N1 Results
Avg. Diam.
Avg. Length
Area
L to D Ratio
Elastic Modulus @ 50%(Gage)
PR @ 50%
Elastic Modulus @ 50%(Machine)
Max Compressive Strength

2.077
4.277
3.39
2.059
5,316,724
0.245
3,111,496
6749.4

inches
inches
sq. in.
psi
psi
psi

Stress-Strain Sample N1
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Figure 4.22: Stress-strain curve sample N1

Poisson's Ratio vs. Stress N1
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Figure 4.23: Poisson’s ratio vs. stress sample N1
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Stress-Strain N1 (Machine Extension)
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Figure 4.24: Stress-strain curve with respect to machine extension sample N1
Sample N2 had a diameter of 2.08 inches, a length of 4.327 inches, and a length to
diameter ratio of 2.08. The calculated Elastic Modulus at 50% of the stress-strain curve
using the strain gage data was determined to be 4,046,970 psi. The Elastic Modulus at
50% of the stress-strain curve using the machine extension values was calculated at
2,976,682 psi. The Poisson’s ratio was tentatively calculated at 0.4, and the maximum
compressive strength of 6508 psi was calculated. The issue with this sample arose from
either improperly installed strain gages or unnatural rock bulging underneath the gages.
Referring to Figure 4.25, one can see that the strain gages were not measuring proper strain,
as there was a constant increase in Poisson’s ratio, all the way past a ratio of 0.8.
Obviously, this is incorrect, and therefore the gage data cannot be trusted. For
completeness, Table 4.2 will be included, granted that the values that are associated with
the strain gage data will be crossed out. The important values for N2 are the maximum
compressive strength, which was only 3.6% different from N1, and the Elastic Modulus,
which was only 4.3% different from N1. The precision of these two Elastic Moduli from
the machine is important, as it shows that both samples were behaving very similar save
for the issue with the strain gages. Also, assuming the constant machine variables, N2 will
have a real Elastic Modulus very close to the 5,316,724 psi calculated using sample N1’s
strain gage data. Figure 4.26 is the Stress-Strain curve calculated from the machine
extension of sample N2.
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Table 4.2: Summary of Sample N2 Results
Avg. Diam.
Avg. Length
Area
L to D ratio
Elastic Modulus @ 50%(Gage)
PR @ 50%
Elastic Modulus @50%(Machine)
Max Compressive Strength

2.08
4.327
3.398
2.080
4,046,970
0.400
2,976,682
6508

inches
inches
sq. in.
psi
psi
psi

Poisson Ratio vs. Stress N2
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Figure 4.25: Poisson’s ratio vs. stress sample N2
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Stress-Strain N2 (Machine Extension)
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Figure 4.26: Stress-strain curve with respect to machine extension sample N2

4.8

Results Block 1

The results from igniting black powder within concrete Block 1 were not as
expected. As the pictures shows, concrete fragmentation was very high, including heave
and throw. Figure 4.27 was taken from a video frame within the GoPro footage directly
before the GoPro lens was broken, and the Hopkinson Bar frame was displaced from its
place. As one can see in Figure 4.27, fragmentation, and cast of the concrete block were
high. While the black powder did not possess a detonation phase, the confinement due to
stemming was coherent enough to allow the gas pressurization to build to this fracture and
fragmentation point.
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Figure 4.27: Fragmentation due to black powder ignition
Figure 4.28 is included to show the location of the block (in the circle) before the test. The
Figure also shows the amount of thrown fragmentation. Figure 4.29 shows the size of some
of the fragments and the locations where they were found after the test. Figure 4.30 shows
the collection of resultant fragments of the test.

Figure 4.28: Post-ignition scene
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Figure 4.29: Fragments from test Block 1

Figure 4.30: Final fragment size distribution

75

Fortunately, accurate Hopkinson Bar data was recovered, before the failure of the
frame. The strain wave data was processed in accordance with (Lamont and Silva 2018)
which was originally shown in (Wu et al. 1997). The data was processed using what is
known as the 1-wave solution (Lamont and Silva 2018). While the 1-wave solution was
derived from the 3-wave approach, the 3-wave approach is not applicable as only one strain
gauge was used on one transmittance bar, therefore only yielding one set of strain wave
data. Equation 4.1, Equation 4.2, and Equation 4.3 give the 1-wave solution.

4.1

4.2

4.3
𝑑𝜀

Where σ𝑠 is the stress in the specimen, 𝑠 is the strain rate, 𝜀𝑠 is the strain of the specimen,
𝑑𝑡
𝜀𝑡 (𝑡) is the strain wave transmitted within the bar, 𝐴𝑏 and 𝐴𝑠 are the cross-sectional areas
of the bar and specimen, respectively, 𝑐𝑏 is the bar wave speed, and 𝐿𝑠 is the length of the
specimen.
The key to using these equations, and the key to reducing the 3-wave solution to the 1wave solution, is the specimen reaching dynamic stress equilibrium (Lamont and Silva
2018). As stated by Lamont “As the incident strain pulse reaches the specimen, a portion
of the pulse will undergo reflections within the specimen, due to the impedance mismatch
which exists at interfaces 1 and 2. As these reflections take place, the specimen gradually
reaches dynamic stress equilibrium”.
The applicability to this study would reside in Equation 4.1, due to the limited
amount of data gathered. With this equation, a number of assumptions were made. First,
the assumption was made that the bar possessed the same Elastic Modulus as (Lamont and
Silva 2018) of 37,093,878 psi. Second, it was assumed that the sample had reached
dynamic stress equilibrium at the chosen time of the waveform. Third, the assumption was
made that the ratio of 𝐴𝑏 to 𝐴𝑠 was 1.0. The strain curve can be seen in Figure 4.31 with
a maximum strain of 1,295 microstrains. The stress curve from Equation 4.1 can be seen
in Figure 4.32 with a maximum stress of 48,000 psi.
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Figure 4.31: Strain curve-black powder
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Figure 4.32: Stress in block
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4.9

Results Block 2

As discussed before, given the results of the test on Block 1, for Block 2, other
energetic materials were used. For the block 2 test, the block did fracture in bigger pieces
and less fragmentation was observed. In Figure 4.33, Figure 4.34, and Figure 4.35, one
can see that while fracture propagation did occur throughout the concrete block, it was of
much milder fragmentation. In fact, the block split into nearly six large fragments. It
resembled what could be considered an explosive boulder size reduction within an
aggregate mine.

Figure 4.33: Block 2 fracture and fragmentation results
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Figure 4.34: Block 2 fracture results

Figure 4.35: Block 2 fracture results
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The block split directly along the borehole line, as it is possible to see the position
of the explosive at detonation. In the Figure 4.36, the stinger area of detonation can be
clearly seen. In fact, even the marginal crushing zone due to the detonation phase is visible.
All major fragments of the block share this distinction, indicating the point of fracture
initiation followed the borehole. Figure 4.37 is a frame of the video of the GoPro footage
right after the point of detonation. Figure 4.38 shows very well the scorch marks from the
gas penetration phase of the detonated stinger.

Figure 4.36: Area of detonation

Figure 4.37: GoPro screen grab
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Figure 4.38: Gas penetration scorch marks

As per Block 1, Hopkinson Bar data was gathered for Block 2 as well. Figure 4.39 shows
the strain curve using the stinger booster, with a maximum of approximately 300
microstrains. Figure 4.40 is the stress curve for the block, with a maximum of 10,956 psi.
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Figure 4.39: Strain curve using Stinger explosives
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Figure 4.40: Stress in block
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Chapter 5
Large-Scale Testing
Two large blocks of 6 ft. x 6 ft. x 6 ft. were prepared but only one was tested. During
the time of this research, a public health crisis was active, forcing both the University of
Kentucky and the UKERT lab to close. This chapter includes a large-scale test of one
concrete block with all pertinent data that was collected given the circumstances.
5.1

Concrete Block Construction

The large blocks were also created using forms and poured with the same mix than
the small blocks. The concrete used was the same mix 9310KY from Irving Material Inc.,
with an 8000-psi compressive strength. Both the form preparation and in-pour tasks were
carried out by members of UKERT. The bottom of the blocks were also constructed with
plywood to ensure a flat surface as opposed to a surface that aligned with the ground.
Again, a concrete vibrator was used to remove any air pockets that may have been created
during the concrete pouring. Sacrificial wires were left in from the form construction
phase. These wires ensured that opposing form walls would hold together under the
pressure of eight cubic yards of concrete. Figure 5.1 shows the construction of the concrete
forms, including the braces used for wall reinforcement. Figure 5.2 is a picture taken
directly after the pour, and after the concrete had taken shape.

Figure 5.1: Concrete form construction
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Figure 5.2: Concrete within form, directly after pour

5.2

Instrumentation Setup

The Hopkinson Bar instrumentation setup was nearly identical to the setup of the
small blocks. The same rod was utilized with the same strain gage and pre-amp setup.
This setup can be seen in Figure 5.3, and the Hopkinson Bar placement can be seen in
Figure 5.4. The Hopkinson bar was positioned at the direct center of the block horizontally,
36 inches from either side. Vertically it was 49 inches from the ground to the center of the
bar to make sure it did not interfere with the load cell frame installed.

84

Figure 5.3: Wooden Hopkinson bar frame

Figure 5.4: Hopkinson bar placement
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For the big blocks, it was also installed load cells upon the concrete block surface,
perpendicular to the placement of where the explosive charge would be placed in-block.
Before any mounting could take place, an extremely rigid frame was constructed out of
durable metal. The construction was conceived with a frame that had a “clamp-like” design
to force to load cells upon the concrete wall. Figure 5.5 shows the four load cells that were
used, giving an idea of how they would need to be mounted. The load cells are PCB Model
261A03 and connected to the MREL DataTrap II through a PCB Model 483C Series signal
conditioner.

Figure 5.5: Four load cells in the case.
The load cell frame was constructed at the UKERT lab facilities under the guidance
of Dr. Joshua Calnan. The frame was of all-steel construction using 6-inch webbing Cchannel. All interfaces were welded using structural-diameter Gas-Shielded Flux-Core
Arc Welding. As seen in Figure 5.6, the frame was built in two-pieces. Both pieces were
approximately 6-feet by approximately 3-feet 4-inches long. When clamped in place, the
frame would, in turn, be 6-feet x 6-feet 8-inches, allowing a 4-inch gap on either side for
the placement of the load cells. Two (2), approximately 3-feet long, legs were mounted on
each piece to aid in placement and initial positioning of the frame. At the interface of
where the two pieces would join was a 3-hole joint set. This set of holes would allow three
(3) one-and-a-half-inch diameter bolts to be tightened down to clamp the pieces together.
This can be seen in Figure 5.7
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Figure 5.6: Load cell frame construction

Figure 5.7: Load cell frame clamping mechanism
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Once construction of the load cell frame was finished, holes were places to allow
for the fastening of the load cells to the frame before clamping. The size and position of
the holes were designated by the mounting brackets of the load cells. One load cell was
mounted directly in the middle at the 3-feet mark of the 6-feet C-channel member, and two
more were mounted at 18.75 inches on either side of the middle load cell. The total number
of load cells on one side of the block was three. Figure 5.8 shows a mounted load cell
placed between the frame and the concrete block. Since UKERT only possesses four load
cells, three working load cells were mounted on one side, while one was placed in the
middle directly on the other side of the block. UKERT also possesses “surrogates” of the
load cells that are the same size and shape, but non-working. These were placed on either
side of the working load cell to allow for symmetrical loading across the block.

Figure 5.8: Mounted load cell

With the placement of the load cell mounting holes upon the C-channel member,
the frame could now be placed into position and clamped in place. Given the legs and
availability of equipment, placement was simple. With the two pieces resting at their joint
interfaces, six (6) bolts (three (3) on each side of the frame) were put into position and
clamped down using an impact wrench. This forced all load cells into position and in
contact with the concrete block. The load cell’s final position was 42 inches high, from
the ground to the center of the cell. The load cell frame mounted in its final testing position
can be seen in Figure 5.9 and Figure 5.10.
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Figure 5.9: Load cell frame in position

Figure 5.10: Load cell frame in position
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A high-speed camera was also used with the aim of observing the fracture
phenomena at 100,000 frames per second. The UKERT-owned high-speed camera is a
Photron FASTCAM SA-Z 2100K. The camera can film up to 2.1 million frames per
second. While this is beneficial for some applications, the resolution suffers too much for
this particular one. The shutter itself is a sub-microsecond specialized shutter specific to
the 2100K. The dynamic range is a 12-bit monochrome and a 36-bit color. A picture of
this camera can be seen in Figure 5.11

Figure 5.11: Photron FASTCAM SA-Z 2100K

The camera needed to be mounted above the concrete block to allow for filming in the
downward direction, i.e., from a bird’s eye view. To install the camera, a mounting bracket
was built to attach the camera, through its inherent mounting points. The mount was
created using C-channel steel and used a single-point bolt mount the same threading as
what is on the camera body. The fabricated mount and camera can be seen in Figure 5.12
and Figure 5.13.

Figure 5.12: Camera mounting bracket
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Figure 5.13: Bolt mounting on camera
The camera needs to be connected to a laptop running Photron’s proprietary software as
well as connected to a reliable electrical source. If the camera loses power before the
footage is saved to the laptop, then the information is lost. In addition, a small sheet of
polycarbonate was clamped into place in front of the lens. With the camera mounted, it
could then be hoisted into the air and its final position. This can be seen in Figure 5.14 and
Figure 5.15.

Figure 5.14: Camera mounted in final position
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Figure 5.15: Camera in positon on forklift

5.3

Explosive Blasthole Setup

A 7/8 inch diameter borehole was driven directly into the center of the block, 36inches from either side. It was driven to a depth of 31.75”, therefore there would be twoinches at the bottom of the hole for the explosive and approximately 29.75” of stemming.
This depth was used because this was the length of the rotary hammer drill available at the
time. As per the results from the small Block 2 calibration test, the same detonator and
booster setup were used, this can be seen in Figure 5.16.

Figure 5.16: Diamond Nugget Stinger with detonator
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In addition, the same Commercial Grade Quikrete® was used for stemming in the
same manner as the preliminary calibration blocks. A wooden dowel was used to pack the
cement into the hole carefully. The final stemming is seen in Figure 5.17.

Figure 5.17: Cement stemming in place
Multiple sheets of TUFFAK® GP Polycarbonate at 0.375” thick had been
purchased for multiple purposes within the large-scale block testing. First, the
polycarbonate would act as a barrier between the high-speed camera equipment to prevent
damage from flying fragmentation. In addition, it would be used as a scaling reference for
the high-speed camera.
The sheets were cut to 6-feet by 6-feet squares to allow for a uniform fit over the
top of the block. A grid pattern of 6-inch-by-6-inch lines was the drawn directly on the
sheet. This would allow distance measurements to be estimated over a time period to
calculate a possible fracture propagation velocity. This can be seen in Figure 5.18 and
Figure 5.19.

Figure 5.18: Polycarbonate grid pattern
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Figure 5.19: Close-up of grid pattern
The polycarbonate was then fastened to the top of the concrete block using twoinch Topcon Concrete Screws drilled directly into the concrete. Only one screw was used
in each corner to limit the external damage to the surface of the block. It was positioned,
so the center of the grid pattern lay over the center of the borehole. This can be seen in
Figure 5.20.

Figure 5.20: Polycarbonate screwed into place
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5.4

Setup Diagram
Following figures shows the dimensions of the testing setup for the larger block.

Figure 5.21: Top view of large Block

Figure 5.22: West side view of borehole and Hopkinson bar setup
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Figure 5.23: West side view of load cell setup

Figure 5.24: East side view of load cell setup
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5.5

Mid-Detonation Results

Unfortunately, the high-speed camera did not capture any video of the event. An
issue with the triggering of the camera was noticed. Two blocks were poured as a
redundancy in the event that something like this occurred. Unfortunately, at the time of
the compilation of this document, a second test is not possible in at least the following
three months.
While the mid-detonation results gathered were not to the completion anticipated,
some important data was collected from the large-scale testing of this concrete block.
Both Hopkinson Bar and Load Cell data were recorded, although the Hopkinson Bar data
did not amount to a calculable result, which will be discussed later. All four load cells
read varying levels of stresses or forces, depending on their location.
Before the instrumentation data is discussed in greater detail, the visible postdetonation results are addressed to shed some light on the data. Figure 5.25 and Figure
5.26 illustrates what occurred during the detonation. The stemming was to let it dry for
over one hour. However, it was ejected upwards the borehole into the gap between the
polycarbonate and the concrete block. This was evident after the removal of the
polycarbonate. Moreover, the detonator was also ejected from the borehole. Figure 5.27
is a screenshot frame from a video showing the point at which the stemming was
discharged from the borehole.
Stemming discharge is an issue for even the most common of blasting operations.
With the discharge of stemming, less energy is imparted upon the in-situ rock, or in this
case the concrete, and ends up going into undesirable stemming ejection and airblast
phenomena. It is important to look at the data knowing this situation observed in the test.

Figure 5.25: Stemming discharge from detonation
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Figure 5.26: Stemming discharge

Figure 5.27: Video screen grab of stemming discharge
The PCB load cells directly measure voltage relate to these readings to units of
force through a calibration factor. The data was given in a .csv file extension and processed
in Dplot software. From there, the calibration factors were input and converted the voltage
measured to psi. The following graphs show the force waveform on each load cell over
time. To see the position of the load cell with respect to the concrete block, refer to Figure
5.23 and Figure 5.24. The maximum force seen on the Channel 1 load cell was 1,810 lbs.force (Figure 5.28). The time scale is different from the other three graphs because this
load cell was triggered manually early. When Channel 1 read past a certain voltage
threshold, it then triggered the other three load cells to record. The maximum force seen
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on the Channel 2 load cell was 382 lbs.-force (Figure 5.29). The maximum force seen on
the Channel 3 load cell was 1,070 lbs.-force (Figure 5.30). The maximum force seen on
the Channel 3 load cell was 4,596 lbs.-force (Figure 5.31).
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Figure 5.28: Channel 1 force data
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Figure 5.29: Channel 2 force data
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Figure 5.30: Channel 3 force data
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Figure 5.31: Channel 4 force data
The stresses at that particular point on the block could then be calculated knowing
the area of contact between the block and load cell interface. The surface of the load cell
with the block had dimensions of 3-inches by 3-inches, giving a surface area of 9 square
inches. Dividing these force values by the area will now give the stress in pounds per
square inch. These can be seen in the following graphs. The maximum stress on the
Channel 1 load cell was 202 psi (Figure 5.32). The maximum stress on the Channel 2 load
cell was 44.5 psi (Figure 5.33). The maximum stress on the Channel 3 load cell was 120
psi (Figure 5.34). The maximum stress on the Channel 4 was 227 psi (Figure 5.35).
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Figure 5.32: Channel 1 load cell stress
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Figure 5.33: Channel 2 load cell stress
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Figure 5.34: Channel 3 load cell stress
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Figure 5.35: Channel 4 load cell stress
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The Hopkinson Bar data was not nearly as coherent as the above load cell data. In
fact, the only discernible data seen is a small spike that is slightly more than the noise of
the entire system. The noise itself can account for nearly 50% of the spike value 48
microstrains. Given, the decision was made that post-processing the data as previously
performed would not be beneficial to the research. The results yielded could be influenced
by numerous reasons, either singularly or through combination. The most likely culprit is
a combination of an inherently noisy setup in conjunction with the lack of confining
stemming. As previously discussed, the ejection of stemming did not allow the full energy
to be imparted into the block. This could explain the lack of force, and in turn, lack of
strain, seen within the bar.

Figure 5.36: Hopkison bar data large block
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5.6

Direct Measurement of Damage Radius

While the previous data is beneficial within its own scope of indirect analysis, there
is no replacement for direct measurements of fracture extension. Chapter 1 discusses a few
attempts at directly measuring the damage radius produces by an explosive, both in
fabricated materials and in-situ rock. Given the ability to cut and core concrete, the
decision was made to attempt an invasive procedure that would allow for the measurement
of the damage radius directly.
While coring the block in various spots had been considered, it was determined that
physically bisecting the entire block would be of great benefit. Bisection would allow for
the visual inspection of a whole plane within the block as if one was looking at a twodimensional model such as the DDM code within this dissertation. There are numerous
methods of cutting concrete, but all depend upon the thickness and irregularity of the
concrete to be cut. Given the thickness and sheer mass of the block itself, the only
methodology that could be used was diamond wire sawing.
Diamond wire sawing of concrete requires the use of a cable that is infused with a
diamond to run across the portion of concrete that needs to be cut. The wire is driven by
an engine and kept in place by various pulleys dependent upon the shape and irregularity
of the concrete that is being cut. As the wire cuts, it is continuously being tensioned to
remove the slack. A close-up picture of the diamond wire can be seen in Figure 5.37.

Figure 5.37: Diamond wire used to cut concrete
Concrete Coring Company out of Lexington, KY was contracted to bisect the block
on a horizontal plane to intersect the placement of the stinger booster. The plane created
from this cut would give the same plane of analysis that the current DDM model gives in
two-dimensions. Initially, it was to be cut vertically, but due to the sheer size and weight
of the block, it could not be moved to allow for proper placement of diamond wire
underneath the block.
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The cutting process took around four hours before the 144 square inches of the cut was
complete. With the top half of the block on shims (as to not pinch the diamond wire), it
was easily pushed off. This can be seen in Figure 5.38 and Figure 5.39. The diamond wire
saw did as it was supposed to, and cut directly through the placement of the booster within
the borehole.

Figure 5.38: Block post-cut

Figure 5.39: Block halves
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At this point, it is important to reiterate the importance of stemming ejection.
Directly measuring the damage radius when that occurs really illustrates how big of an
issue this is. Given the two phases of a high explosive within a borehole, two things should
occur. The detonation phase (not seen in black powder) creates a stress wave when the
VOD exceeds the speed of sound, whether or not stemming is proficient or not. This stress
wave shatters the area directly adjacent, the borehole wall. A crushed zone is created along
with some minor initial fractures. Another way of looking at this crush zone is throughhole dilation, how much the borehole expands from its original size. As seen in the coming
figures, this does occur.
The second phase is the gas pressurization phase. At the risk of sounding
redundant, the gaseous products of the chemical reaction now pressurize the initial
fractures and create the extension seen to create the damage radius. This phase did occur,
but since the stemming ejected, they were not allowed to pressurize the borehole for gas
permeation within the block. Instead, the gaseous products were released into the
environment behind the ejection of stemming.
Having reiterated what occurred, one can now analyze the results with this in mind.
Figure 5.40 and Figure 5.41 show a slice directly through the borehole at the positioning
of the explosive booster. It can be clearly seen the hole is now wider than the original
boring, which was set at 7/8 of an inch. The widened portion length is approximately the
length of the booster that was used. Although it cannot be seen from the figure, the widened
portion is nearly two inches long, the length of the stinger. As can be seen in the figures,
the hole now has a diameter of roughly of one and 5/8 (1.625) of an inch. This is an
expansion of ¾ of an inch from the original size. This would appear to indicate a crush
zone radius of 3/8 of an inch due to the detonation phase.
Unfortunately, the observation of fractures was not evident. Looking at Figure 5.40
and Figure 5.41, there appears to be a lack of visible fractures. Upon closer inspection,
closer than what the figures indicate, this is still true. What is seen is only a crush zone
with no fracture propagation. Referring to Figure 1.9, it was expected that some sort of
damage radius would be seen, especially considering the fact that the medium of concrete
is much weaker than that of Vanga granite.
Considering the events that were recorded and result seen before the concrete
cutting was contracted, this is not all that surprising, though. It is the belief of the author
that gas pressurization did not occur for the reasons previously discussed. As seen in the
Small Block 1 testing using black powder, the detonation phase is not essential for fracture
extension; gaseous product pressurization of the borehole is the missing factor of this largescale test.
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Figure 5.40: Borehole post-detonation

Figure 5.41: Dilated borehole due to detonation
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Chapter 6
DDM Modeling and Testing Information
With a total of three tests carried out, Small Block 1, Small Block 2, and the Large
Block, some important data was gathered in an attempt to compare to the model results
given known input parameters. As previously discussed, the data collected from the tests
was less than originally expected; some significant results can still be tested against the
model as a whole, as well as certain aspects of said code. Not only can the damage radii
of the small block testing be modeled, but the accuracy of crushing zone prediction can be
directly compared to that of the hole dilation of the large block. The following is a
description of the input parameters used for each test, but as well as the model results for
each.
6.1

Small Block 1 Input Parameters

Of the three tests, the Block 1 input parameters contain fewer assumptions than that
of the other two as rock sample cores from this block were directly tested. Many of these
values have been pulled from Section 4.7 Concrete Properties and are a direct result of inlab testing performed.
Before the input parameters are selected, Sample N2 must be addressed. As seen
in Section 4.7, there was a clear failure of strain gages, either just one or both, due to
unforeseen issues. Taking that into mind, any results in which the strain gages were used
must be discounted. Therefore, the Elastic Modulus and Poisson’s Ratio cannot be used in
good faith and are not indicative of the concrete properties. Having said that, both the
Uniaxial Compressive Strength as well as the Elastic Modulus calculated from the machine
extension can be considered valid. Considering the Elastic Modulus due to machine
extension, it is not good practice to use as the actual property value of the concrete, but it
does show that both samples are relative in comparison.
With the previous discussion in mind, the Elastic Modulus of Small Block 1 was
selected as 3,111,496 psi, or the Elastic Modulus of sample N1. Considering the limited
lab data taken, this is currently the best available and most coherent value. According to
Klink, this value would fall within the acceptable range of Elastic Moduli of various
concrete mixes (Klink 1986).
The Poisson’ Ratio determined from the lab testing of N1 will also be used. This
value was calculated to be 0.245. While this would be more indicative of a weak strength
concrete (Klink 1986), it will be used as the only valid value determined from direct testing
the concrete. Using both the Elastic Modulus and Poisson’s ratio, the shear modulus was
calculated from Equation 6.1.
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6.1
Since both Samples N1 and N2 have very similar machine extension Elastic
Moduli, there should be no cause of concern to the value of the ultimate strength of the
concrete. As such, an average Uniaxial Compressive Strength was calculated from the two
experimentally determined values of Samples N1 and N2. This input parameter was
determined to be a mean value of 6,628.7 psi.
Although not directly measured, the P-Wave velocity but is very important to
determine 𝜔 of Equation 3.17, a critical component of the pule-waveform function. From
Lee’s “The Measurement of P-, S-, and R-Wave Velocities to Evaluate the Condition of
Reinforced and Prestressed Concrete Slabs” concrete P-Wave velocities were determined
using Ultrasonic testing. This testing seemed viable for the research of this dissertation.
Thus, the average value of multiple sonic tests was chosen from this paper as 3,362 m/s
(Lee 2016).
The “rock fracture toughness”, 𝐾𝐼𝐶 of the concrete was not experimentally
determined but was estimated using available literature. The publication by Hamoush’s
“The Fracture Toughness of Concrete” is an excellent source of concrete fracture toughness
values as well as three different methodologies in determining this variable. Using
Equation 6.2 from Appendix B of the mentioned publication, it is possible to determine
fracture toughness values of nine separate beam samples.

6.2
Where σ = 6M/𝑏 2 , M =

(𝐴𝑝𝑝𝑙𝑖𝑒𝑑 𝐹𝑜𝑟𝑐𝑒)(𝐵𝑒𝑎𝑚 𝑆𝑝𝑎𝑛)
4

, and F is a function of crack length, 𝑎,

and depth of the beam, 𝑏. The variable 𝑎 was input as the initial crack length 𝑎𝑜 .
As mentioned before, the average fracture toughness value was calculated for all
nine beams of Hamoush’s first methodology. This value was determined to be 1.025
1

(𝑖𝑛. )2 .
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The borehole pressure due to the ignition of black powder could be theoretically
calculated using the ideal gas law given all variables were known. Although molar content
could be estimated, the absolute temperature of the gas was not measured but was
estimated. Of interest to this research was Konya’s (Konya 2019) table (Table 6.1) of
various powder pressures, itself a reproduction of “Nobel’s preliminary Note on the
Pressure Developed by some New Explosives” (Nobel 1892). The “Pebble Powder” black
powder is closest to modern-day FFFg black powder, so it will be focused upon. Given
the diameter of the hole and a column length of 12 inches with a weight of 0.333 lbs. of
powder, the density of powder used was approximately 0.46 lbs./cubic inch. This is 1.278
grams/cubic centimeter. The densities seen in Table 6.1 are calculated from the mass of
explosives in a closed vessel and volume of the closed vessel, allowing for the highly
variable densities of the powder. Although odd, this is effectively what could be
considered a loose density calculation. From the densities and associated pressures from
Nobel, one can extrapolate the pressure at a density of 1.278 g/cc using Figure 6.1 and it
polynomial line of best fit. This number is calculated at 104,000 psi.

Table 6.1: Various Powder Pressures (Konya 2019)
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Pebble Powder Pressures vs. Density
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Figure 6.1: Nobel’s Pebble Powder data with line of best fit
Another critical input parameter is in-situ stresses, as they greatly influence the
extension as well as the shape of a fracture propagating. These values were placed at zero
since there was effectively no external in-situ forces acting upon the block. Table 6.2 is a
culmination of input parameter values within the SI measurement system. The model is
coded, assuming the standardized units of measure.
Table 6.2: Small Block 1 Input Parameters in SI

Elastic Modulus
21.45 GPa
Poisson’s Ratio
0.245
Uniaxial Compressive Strength
45.7 MPa
P-Wave Velocity
3,362 m/s
Fracture Toughness
1.13 MPa-m^(1/2)
Borehole Pressure
717 MPa
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6.2

Small Block 2 and Large Block Input Parameters

Unlike Small Block 1, no direct lab tests were performed on the remains of Small
Block 2 or the Large Block, so all concrete properties had to be assumed from the input
parameters within Section 6.1, save for the explosive pressure. According to the Austin
Powder Company DC Cast Booster product guide, these boosters detonate at a pressure
approximately 200 kb, with a Velocity of Detonation of 24,000 ft/sec (7,380m/s).
Now it is important to note this value provided by the manufacturer is the
“detonation pressure,” not the explosion pressure/borehole pressure. The manufacturer
calculated this value using the following Equation 6.3 (Hustrulid 2008)

6.3
Where 𝑃𝑑 is detonation pressure in MPa, 𝜌𝑒 is explosive density in kg/cubic meter,
and 𝐷 is the detonation velocity in km/s.
As stated by Hustrulid: “It is not known why the manufacturers provide the detonation
pressure since it is not the same as the explosion pressure (𝑃𝑒 ) required in blast design
calculations. For practical purposes, it has been found that (𝑃𝑒 ) can be approximated using
the expression [Equation 6.4]” (Hustrulid 2008).

6.4
The above equation will be used to calculate the explosion pressure from the high explosive
detonation, instead of the listed detonation pressure. This was also discussed in Section
3.1. Table 6.3 provides the input parameters for both the Small Block 2 and Large Block.
Table 6.3: Small Block 2 and Large Block Input Parameters

Elastic Modulus
21.45 GPa
Poisson’s Ratio
0.245
Uniaxial Compressive Strength
45.7 MPa
P-Wave Velocity
3,362 m/s
Fracture Toughness
1.13 MPa-m^(1/2)
Detonation Pressure
20 GPa
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6.3

Alteration to Calculation of Crushed Zone

As noted, neither of the lab tests performed involved the experimental
determination of the tensile strength of the concrete specimens. With this in mind, the
DDM model version within Chapter 3 used tensile strength to determine the crush zone,
while the crush zone was used as the initial fracture length.
To remedy this, a new formula to estimate the crushing zone radius needed to be
chosen. The formula from Kanchibotla’s “Modelling fines in blast fragmentation and its
impact on crushing and grinding” was utilized within the model (Kanchibotla et al. 1999).
The formula included the relationship between detonation pressure as well as Uniaxial
(Unconfined) Compressive Strength, both values of a known quantity. Equation 6.5
represents this formula.

6.5
Where 𝑟𝑐 is the radius of crushing, 𝑟𝑜 is the borehole radius, 𝑃𝑑 is the detonation pressure,
and 𝜎𝑐 is the UCS value.
It is important to note that Small Block 1 did not contain a high explosive. Therefore
it does not have a pressure detonation. Therefore, the initial fracture length was assumed
to be 0.1 meters.

6.4

Small Block 1 DDM Model Results

Given the nature of the results from the testing of Small Block 1 with respect to the
damage radius, it was anticipated the model should exceed a value seen in the test. This
value was the measurement from the borehole to the nearest open face of the block, so 18
inches minus the radius of the borehole, which was 7/8 of an inch. This value is 17.125
inches. This was the damage radius value for a fracture to permeate through the whole
block, which was clearly seen within the real-world results. If the DDM model predicted
value at or over this fracture extension, then the model could not be discounted upon these
results alone. This will be further discussed in the Comparison and Analysis section of this
dissertation.
Given the input parameters from Section 6.1, the model ran a total of 86 time steps
(iterations) before the SIF ceased to exceed the fracture toughness value given for the
concrete, terminating the program. Figure 6.2 is the result of modeling this event using the
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input parameters discussed with a single fracture model. The fracture extends to 0.475
meters or 18.7 inches.

Figure 6.2: Small Block 1 single fracture
The next model is a simulation in multiple fracture propagation for the current input
parameters, using two initial fractures. These fractures were originally oriented at a 45°
and 80°. This simulation can be seen in Figure 6.3. The absolute maximum extension of
the model terminated at just over half the single-fracture model, at 0.255 meters (10
inches). Figure 6.4 is another two-fracture simulation, this time with originally oriented
fractures of 0° and 45°. This simulation possesses a maximum extension of 0.2225 meters
(just under 9 inches).
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Figure 6.3: Small Block 1, two-fracture (45° and 80°)

Figure 6.4: Small Block 1, two-fracture (0° and 45°)

6.5

Small Block 2 and Large Block DDM Model Results

As per Small Block 1, the DDM simulations of Small Block 2 were also expected
to at least exceed the distance from the borehole to the nearest free face since this block
also completely cracked. Figure 6.5 is the 1st simulation run for these particular input
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parameters. It is important to remember these are the same input parameters as the Small
Block 1 simulation; the only input that has changed is the type of explosive used. This
now included a detonation phase and, therefore, a crushing zone into the model. The
overall extension of the crack gives a damage radius of 0.465 meters or 18.3 inches. Within
this model, the maximum propagation length is a function of the initial crack length, or in
this simulation, the crushing zone. The crushing zone was calculated to be a large 0.233
meters (9.2 inches). This explains why each increment length of propagation is longer than
that of the Small Block 1 Simulations.

Figure 6.5: Small Block 2 single fracture
Another simulation was run neglecting the crushing zone, and instead of assuming
an initial fracture length of 0.1 meters (as in the Small Block 1 model). The simulation for
this can be seen in Figure 6.6. The fracture extension using this crack length came out to
be 0.31 meters (12.2 inches).
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Figure 6.6: Small Block 2 single fracture (0.1 meter initial crack length)

The next simulation was again for multiple fractures; in this case, two. Figure 6.7
show this simulation when the initial fracture length is considered the crushing zone, 0.233
meters (9.2 inches). The maximum fracture extension travels 0.373 meters (14.7 inches)
beyond the borehole. Again, a simulation was run when considering a 0.1-meter initial
fracture length. This can be seen in Figure 6.8. The maximum extension seen is 0.15
meters (6 inches). This is a much more conservative value but expected due to reasons
discussed in Chapter 3.
In conclusion, to this point, there is no need to run more damage radius simulations
for the Large Block testing. Firstly, no fracture extension occurred due to stemming
discharge, so there are data points of comparison. Secondly, any Small Block 2 Model will
have the exact same results as the Large Block since the same parameters down to the
borehole size were used for the model and real-world testing.
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Figure 6.7: Small Block 2, two-fracture (0° and 45°)

Figure 6.8: Small Block 2, two-fracture (0.1-meter initial length (0° and 45°))
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6.6

Small Block/Large Block Damage Envelope Results

As in previous Section 3.8, two more damage envelope models were run to
investigate the results of the testing for Small Block 1 and 2 as well as the Large Block.
The same inputs were used as in Sections 6.1 and 6.2, respectively, with a 0.1-meter initial
fracture length for Small Block 1 and 2 as well as the crushing zone initial fracture length
for Small Block 2. Both angles of the initial fractures were randomized between 0 and
360°. Both damage envelopes ran for a total of thirty (30) two-fracture models.
Figure 6.9 is the result for the damage envelope using the input parameters of Small
Block 1. The maximum extension seen is 0.34 meters, or 13.4 inches. Figure 6.10 is the
result for the Small Block 2 and Large Block Testing damage envelope with a maximum
extension of 0.65 meters, or 25.6 inches. The envelope result when reducing the initial
fracture length to 0.1 meters is in Figure 6.11. The maximum fracture extension seen is
0.273 meters, or 10.7 inches. Again, it is clear the initial fracture angle of both cracks
heavily influences the extension of both fractures.

Figure 6.9: Small Block 1 damage envelope results
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Figure 6.10: Small Block 2 and Large Block damage envelope results-crushing zone

Figure 6.11: Small Block 2 and Large Block damage envelope results(0.1-meter initial
fracture)
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Chapter 7
Comparison and Analysis of Test Results to Model
Although limited data was extracted given the timing of the testing, there are some
points of comparison to be made between the model and the experimentation. The damage
radius of the model for both small blocks can be compared to the phenomena seen during
the actual detonation of these blocks. In addition, although no fracture extension occurred
in the large block, a crushing zone/hole dilation did occur, and such value can be compared
to the accuracy, or lack thereof, of the crushing zone prediction formula in use.

7.1

Small Block 1 Damage Radius Comparison

Considering the results from the use of confined black powder within the concrete
block, there was clearly no damage radius that could be measured exactly. An assumption
could be made, though, of what the limit this fracture extension needed to extend past. To
allow for the fracture to permeate through the whole of the block, it needed to travel 18
inches from the origin of the hole, or 17.125 inches from the borehole wall to the nearest
free face of the block. Therefore, if the model predicted an extension value of greater than
this value, the model itself could not be disproven with the data available.
The single fracture extension model predicted a 0.475-meter extension or 18.7
inches. Now, this model correctly predicted that the fracture would permeate through the
whole of the block, so it could not be discredited. However, the observed results seem to
indicate a fracture extension much longer than the 18.7 inches the DDM model predicted.
Although conjecture, a few points can be considered that may put the model and
experimentation disunion in a different light. Firstly, the difference between a high
explosive and a low explosive (black powder) cannot be stressed enough. The model itself
was built around the assumption that a high explosive, ANFO, namely, would be utilized
predominantly. In fact, Section 3.2 contains a pulse waveform normalized for high
explosives. While the model does generate a new waveform based upon the input, such as
borehole pressure and p-wave velocity of the concrete, there does no way know if this is
accurate in terms of the in-experiment black powder-generated curve. This is the case for
a few reasons. Namely, the confinement of black powder is the main constituent in not
only its maximal borehole pressure but also its duration of pressure. Secondly, we do not
know the rate of propellant burn of this particular black powder.
So what does this have to do with the results of the test? This has something to do
with energy. While the borehole pressure is a maximum value seen, it is not the sole
variable in indicating the energy release into the concrete. Both the maximum pressure
and duration of the event must be considered in energy released. When plotted against
each other, the integral of the time vs. pressure curve is the amount of energy released. The
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author suspects that the pulse waveform accurately predicts the maximum pressure seen in
the borehole, due to the user input, but does not contain a long enough duration of the
event. The long duration of the event explains why not only were many fractures created
from the black powder initiation, but also how far the fragments were thrown after the
block had already been completely fractured.
The two-fracture model involved two simulations of different fracture orientations;
45° and 80°, and 0° and 45°. The 45° and 80° orientation yielded a maximum fracture
extension of 0.255 meters (10 inches). The 0° and 45° orientations yielded a maximum
fracture extension of 0.2225 meters (just under 9 inches). While these values are less than
the minimum value from the borehole to the free face of the block, these are not that
surprising. The multiple-fracture model becomes increasingly more conservative as the
number of fractures are increased. This was discussed in Sections 3.7 and 3.9 so as not to
be redundant. The damage radius envelope model yielded results of 0.34 meters, or 13.4
inches using a 0.1-meter initial fracture length. Considering this used an aggregate of
randomized angles for the two-fracture model, it was more accurate due to the processing
of many more models at a time. This is to be expected, seeing the inherent sensitivity of
initial fracture angle.

7.2

Small Block 2 Damage Radius Comparison

Again, since the block was completely fractured, although not to the degree seen in
Block 1, the assumption must be made that the model needs to predict fracture extension
for the length of the distance from the borehole to the free face of the block. It is also
important to note that a high explosive was used within this test, so the crushing zone was
deemed valid to be used as the initial fracture length.
The single fracture DDM model predicted a fracture extension of 0.465 meters,
18.3 inches. Given the final fragmentation results of the testing of Small Block 2, this
would appear to be an accurate assessment of the damage radius seen. Referring to Figure
7.1, one could consider that if the dimensions of the block were increased, the damage
radius still would not extend much further past the 18-inch mark. While solely a qualitative
assessment, it would appear that the mechanism of fracture extension was more “gentle”
and did not require propagation past the dimensions of the block. The fracture extension
using this crack length came out to be 0.31 meters (12.2 inches), a more conservative result
that is consistent with what has been observed.
This would validate the statement made in the previous section that the model is
more suitable for high explosive fracture assessment, and not nearly as accurate for low
explosives. Not only can the model take into account the crushing zone due to detonation,
but it also predicts to a higher degree the pulse waveform of a high explosive in contrast to
a low explosive.
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Figure 7.1: Small Block 2 results
Now to the issue of the crushing zone. While the model does take into account the
initial fracture length as a function of the crushing zone, it is only as accurate as of the
radius of the crushing formula that is used. Because only UCS tests were performed, and
not a Brazilian Disk Test, the Kanchibotla model for crushing zone prediction had to be
used. This model takes into account the borehole radius, detonation pressure, and
unconfined compressive strength and can be seen in Equation 6.5. The calculated crushing
zone for this test was 0.233 meters or 9.2 inches. While the crushing zone cannot be
measured precisely, one can refer to Figure 7.2 and Figure 7.3 to see there is no question
that the crushed zone did not extend to nearly half of the total fracture extension. Section
7.3 will briefly discuss this issue and some reasoning as to why this inaccuracy occurred.

Figure 7.2: Remnants of crushed zone
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Figure 7.3: Close-up of crushed zone

With this inaccurate crushing zone calculation in mind, another simulation was ran
assuming an initial fracture length of 0.1 meters instead of the crushing zone assumption.
The damage radius value then became 0.31 meters (12.2 inches). While this prediction is
less than the limit of 18-inches for complete fracture, the author believes that complete
fracture of a block with these dimensions would still occur for damage radii less than the
distance from the borehole to the nearest free face. This reasoning can be seen in Section
7.4.
The two-fracture model (0° and 45°), when using the crushing zone as initial
fracture length, indicated a maximum damage radius of 0.373 meters (14.7 inches). Again,
this is less than the single-fracture model but is expected for reasons discussed previously.
The two-fracture model (0° and 45°), using 0.1 meters as the initial fracture length, yielded
a maximum fracture extension of 0.15 meters (6 inches). These values are less than the
self-imposed 18-inch limit for model validation (or lack of model discredit), but it is to be
expected given previous comparisons to both the testing within this dissertation as well as
the real-world examples seen in Silva et al. 2019.
The damage radius envelope model yielded results of maximum fracture extension
of 0.65 meters, or 25.6 inches when considering the crushing zone as the initial fracture
length. This is longer than even the single-fracture model, but still consistent with the
results. This would indicate fracture extension beyond the minimum fracture extent of the
block, 18 inches. When considering a 0.1-meter initial fracture length, the damage radius
envelope indicated a maximum extension of 0.273 meters, or 10.7 inches. This is less than
the minimum 18 inches needed. Both are consistent with the pattern of a larger damage
radius indicated by the two-fracture model than previously known. Again, this is testament
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to the observation that certain initial fracture angle combinations yield much higher results
than others do. This would indicate a sensitivity to these angle combinations.

7.3

Large Block Crushing Zone Comparison

While no exact measurement of the crushing zone could be made for the Small
Block 2 test, the crushing zone of the Large Block could be directly measured after the
diamond wire saw work was performed. This crushing zone radius was determined to be
3/8 of an inch or 0.375 inches. This is very different from the crushing zone predicted from
Kanchibotla’s model, which yielded a radius of 9.2 inches.
Therefore, the question is posed, what occurred to cause this large of a discrepancy?
One must first look at the variable in use for the model, the first of which is the UCS value.
With only two tests performed on the concrete, particularly from Small Block 1, there are
only two points of data to consider. Statistically, this is an issue and could be the source
of some crushing zone radius error. Second is the value of the pressure of detonation. This
is only known from the published manufacturer’s product sheet and was not measured
directly. This is also a clear source of error.
The issue that this was not intended to be a crushing zone prediction model is also
apparent from Kanchibotla himself. In fact, this approach was not intended to give accurate
predictions of the crushing zone extent but was used as an empirical tool to predict the
volume of fine material produced from blast fragmentation (Kanchibotla et al. 1999).
Perfectly stated by Esen et al. 2003: “In general, the accuracy of those models that
calculate detonation or borehole pressure as input parameters can be questioned on the
basis of their inherent assumption of ideal detonation behavior. On the other hand,
approaches that adopt assumed values of dynamic rock material properties derived from
static values may also be affected by the lack of data supporting these relationships.
Validation is also an issue that should be highlighted, as in the majority of cases, the radius
of crushing cannot be directly measured, and very few case studies appear to support model
predictions.”

7.4

The Issue of Confinement

Small Block Tests 1 and 2 were meant to be tests of explosive calibration, not a
measurement of damage radius. Unfortunately, due to unforeseen world circumstances,
the DDM model needed to be applied to these blocks for an attempt at some comparison
of validation and more “data points.” This is the origin of the self-imposed length limit the
model needed to predict to avoid a discredit of the model (at least the single-fracture
version).
However, if one was to transfer the borehole and explosives setup of Small Blocks
1 and 2 to a massive large-scale block (i.e., what the Large Block test was supposed to
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accomplish), would we see the same damage radius limit; the minimum 18 inches? The
increased confinement would certainly have an effect.
While not a complete indication of fracture propagation, fragmentation analysis can
lend some insight into the effects confinement has on blasting scenarios. Take, for
example, D. Johansson’s 2011 “Effects of confinement and initiation delay on
fragmentation and waste rock compaction.” Within the research for this dissertation,
Johansson measured fragmentation in both free face and confined shots using cylinders.
Figure 7.4 is an example of how the confinement can affect fragmentation and increase its
mean size. In fact, there are increases of nearly 100% seen. It is not a stretch to suggest
that an increase in mean fragmentation would indicate a reduction of the overall reduction
process.

Figure 7.4: Difference in fragmentation size between free face and confined shots
In addition, reflection breakage due to a free face in close proximity cannot be
ignored. The action of reflective breakage is a well-known phenomenon that commonly
dictates the designs of a blast, usually in the form of burden and spacing. As stated by
Kutter in “On the Fracture Process in Blasting”: “All blasting shots, however, take place
near a free surface and frequently, for instance, in tunneling, within a static stress field.
Both conditions should, therefore, be considered in a study of the fracture process in actual
blasting. The presence of a free surface in the near vicinity of a contained explosion is
essential for effective fragmentation of the rock and is a prerequisite for the formation of a
crater” (Kutter 1970).
In the small block testing, the free face is close to the initiation of the explosion,
increasing the reflective breakage seen greatly, and explaining the results seen, particularly
within Small Block 1. If one was to increase the distance to the free face (such as creating
a larger block), reflective breakage would decrease as a function of this distance. A
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sufficiently large free face distance (such as a single blast hole in a rock mass), would be
more representative of the initial conditions assumed within the novel DDM model.
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Chapter 8

Conclusions and Future Work
While future work clearly needs to be performed, there are multiple conclusions
that can be made. Both being about this subject abroad, as well as the focal point of the
research in question of the dissertation.
8.1

Conclusions

The following are conclusions of this subject abroad, current methodologies, and
previous research:












Current methodologies for blast damage radius assessment and prediction range
from mid- to low- accuracy when compared to the small amount of lab-measured
fracture extension data available, as seen in Silva et al. 2019.
The accuracy of these methodologies are a consequence of the high amount of
variability seen within the input parameters of such variables.
Some disadvantages of the current methodologies in use today are (Silva 2019):
o Lack of theoretical support (Holmberg-Persson)
o Number of field experiments for difficult-to-determine variables
(Hustrulid-Lu attenuation, CSM inelastic Coefficient)
o Lack of in-depth rock properties (Modified-Ash only uses density, Rock
Constant Approach doesn’t include properties)
o Blasting parameters are not even involved in one (Jang and Topal)
o Large data sets are needed for a reliable model (Fuzzy Logic Approach)
Various numerical models exist for prediction of fracture extension, although most
are not blasting-centric
The numerical models available for damage radius prediction due to blasting are
programs that use proprietary code. Source code is not available, and alterations to
this code are forbidden.
The Displacement Discontinuity Model used within this dissertation is derived from
(Crouch and Starfeld 1983) and is also rooted in theoretical support
The code can be altered at will (such as this research, to predict damage radius),
whether to change aspects of discretization or methods for solving of unknowns
The current single-fracture version of the code was determined (at least within this
scope of research) to be more accurate, while the two-fracture was deemed more
conservative (predicted a smaller damage radius)
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8.2

It can be beneficial to model a “damage envelope” when considering a two-fracture
model, where multiple models are run, creating an envelope of fracture extension
around the borehole
The damage envelope of the two-fracture model proved to show an increase in
fracture extension when considering the randomness of the angles in use
The current two-fracture model is sensitive to the initial fracture angle of both
fractures, also possibly indicating a sensitivity of the angle between the initial
fractures
The Kanchibotla model of crushing zone prediction was determined to be inaccurate
within the small amount of experimentation performed
The initial fracture generation due to the detonation phase of a high explosive is not
needed for copious fracturing and fragmentation, as seen in the black powder used
in the Small Block 1 Test.
The difficulty of directly measuring the damage radius post-explosion was apparent
in both the small block testing (over-fracture) and the large block (stemming
discharge)

Novel Contributions
(a) This research proposed a novel-to-blasting Displacement Discontinuity model to
predict fracture extension around a blast hole
(b) The determination and injection of blasthole pressure over time in unison with the
Displacement Discontinuity Model proved to be accurate with data given
(c) The single-fracture model was well supported by damage radius measurements in
literature and the data allowed to be gathered during experimentation
(d) The multiple fracture model forged progress within the area of Cheng’s 2017 SIF
ratio propagation, with respect to blast damage radius
(e) Calibration of explosives needed and scale of medium size was explored for largescale testing
(f) A technique for direct measurement of damage radius was explored and found
useful, dependent upon if fracture generation was seen
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8.3

Future Work
o The multiple fracture Displacement Discontinuity Model needs work in several
areas of the program:
 Definition of geometry on a fracture-by-fracture basis needs to be
reevaluated
 Assessment of the current method combining all fracture geometries
into one geometry for input into the DDM solver
 Extraction of KI and KII for each fracture needs to be reassessed
 Influence of initial fracture angles need to be investigated
 Other system solvers (current solver is Gaussian elimination) need to be
considered for an increase in accuracy of results
o The model should be adapted in some way to compare results such as the Hopkinson
Bar and Load Cell Waves
o Large-scale testing needs to be implemented and improved within multiple areas:
 More variety of lab tests needs to be performed upon the medium used,
such as a larger number of UCS tests, fracture toughness testing,
Brazilian Tensile Strength Testing
 The testing needs to be implemented for each medium used, i.e., core
samples taken from Small Block 2 and tested to provide inputs for the
Small Block 2 Model
 Choice of explosive needs reevaluation; low explosive should not be
considered due to lack of detonation phase, and high explosive should
be more in line with commercial blasting agents
 Stemming material and method needs a complete overhaul to contain
the gas pressurization of the borehole to allow for propagation to occur
 Model variables should be changed to randomization based upon a
distribution including: fracture toughness, moduli, angle of cracks,
number of cracks, and explosive properties
o Eventual testing should be performed within in-situ rock, preferably a material that
is often blasted where the model can be compared to what is currently being
encountered
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