The fractional cable equation is studied on a bounded space domain. One of the prescribed boundary conditions is of Dirichlet type, the other is of a general form, which includes the case of nonlocal boundary conditions. In real problems nonlocal boundary conditions are prescribed when the data on the boundary can not be measured directly. We apply spectral projection operators to convert the problem to a system of integral equations in any generalized eigenspace. In this way we prove uniqueness of the solution and give an algorithm for constructing the solution in the form of an expansion in terms of the generalized eigenfunctions and three-parameter Mittag-Leffler functions. Explicit representation of the solution is given for the case of double eigenvalues. We consider some examples and as a particular case we recover a recent result. The asymptotic behavior of the solution is also studied.
Introduction
The partial differential equations of fractional order play an important role in modeling the so-called anomalous transport phenomena, see e.g [1] [2] [3] . Recently, the fractional cable equation (FCE) was derived from the fractional Nernst-Planck equations for modeling the anomalous electrodiffusion in nerve cells [4] [5] [6] (2) and D 0 := I. The scaling exponents α and β quantify the anomalous subdiffusion along the axial direction of a nerve cell (α) and across the nerve cell membrane (β). The subdiffusion is more anomalous for lower values of the exponents and the standard cable equation is recovered for α = β = = 1. In [6] the FCE on bounded space domains for general mixed Robin boundary conditions is solved analytically. Numerical methods for solving the FCE with Dirichlet boundary conditions are developed in [7] [8] [9] . for α < β. Thus, for α = β the FCE (1) reduces to the equation of subdiffusion with linear reaction [3] and for α < β the FCE describes also subdiffusion with absorbent term [11] . Since for α > β the identity
holds, in this case (4) is a two-term time-fractional diffusion equation with a forcing function. In [12] [13] [14] exact solutions of such equations on bounded space domains are found employing eigenfunction expansion. It seems that time-fractional partial differential equations have been studied only for local boundary conditions (of Dirichlet, Neumann or Robin type). However, many practical problems involve nonlocal boundary conditions of various kinds, especially in cases when the data on the boundary can not be measured directly. Here we prescribe the following boundary value conditions:
where Φ is a continuous linear functional on the space of smooth functions C 1 [0 1]. The subscript in Φ means that the functional acts only to the space variable . As it is well known, any such functional has a representation of the form:
where µ( ) is a function with bounded variation on [0 1] and is a constant. Essential in our study is the assumption 1 ∈ suppΦ (i.e. = 1 should be a growth point of the function µ( ) in representation (6) [15] and references therein. We prescribe the initial condition
Here ( ) ( ) and ( ) are given sufficiently well-behaved functions satisfying the compatibility conditions
In such a general setting one could hardly expect the problem considered to allow constructive results for existence and uniqueness. Nevertheless, the main aim of this paper is to propose a constructive approach for problem (1), (5), (7) and to provide illustration by examples. The remainder of the paper is organized as follows. Section 2 contains the basic properties of the three-parameter Mittag-Leffler function. In Section 3 spectral projection operators are defined and explicit expansions are found in some special cases. They are applied in Section 4 to prove uniqueness of the solution. In Section 5 we give an algorithm for constructing the solution in the form of an expansion in terms of the generalized eigenfunctions and three-parameter Mittag-Leffler functions. Explicit expression for the solution is found for the case of double eigenvalues. In addition, a Duhamel-type representation of the solution is given. In Section 6 the equation with nonhomogeneous boundary conditions is studied and some examples are considered. The asymptotic behavior of the solution is studied in Section 7.
Generalized Mittag-Leffler function
The generalized three-parameter Mittag-Leffler function is defined by (e.g. [16] )
where
Note that when δ is a positive integer, (9) can be expressed in terms of the derivative of a two-parameter Mittag-Leffler function E α β ( ) := E 1 α β ( ), see [17] , eq. (9.7):
The asymptotic behavior of the function (9) can be obtained from the identity [18] 
For the sake of brevity we use the notation
The Laplace transform of this function is given by the for-
Spectral projection operators
This section is based on some results from [19] [20] [21] . Con- 2 of the spectral problem
can be obtained from the zeros λ of the entire function
is an even function, for each eigenvalue −λ 2 we take only one of the zeros λ or −λ ). The assumption 1 ∈ suppΦ implies that the set of zeros of E(λ) is infinite and countable [19] . Let κ be the multiplicity of λ as a zero of is well defined for all λ such that E(λ) = 0 and has the explicit representation
If Φ{ } = 0 we normalize the functional in order to have Φ{ } = 1. In this case E(0) = 0 and R := R (0) is well defined. Taking λ → 0 in (14) it follows
(15) However, we do not restrict our considerations to nonzero eigenvalues only. If λ 0 = 0 is an eigenvalue, then κ 0 = 1 and the corresponding eigenfunction is . The spectral Riesz projection operators P λ : C 1 [0 1] → λ are defined by:
where Γ is a simple contour containing λ and no other zeros of E(λ).
The formal spectral expansion of ( ) for eigenvalue problem (13) is said to be the correspondence:
Next lemma gives a sufficient condition for uniqueness of the formal spectral expansion.
Lemma 1 (Bozhinov [19]).
Let 1 ∈ suppΦ. Then P λ = 0 = 0 1 2 , implies ≡ 0.
In general, it is not supposed the series in (17) to be convergent. But if the series is uniformly convergent on [0 1], then its sum is a continuous function and by the uniqueness property ( ) = ∞ =0 P λ . Inserting expression (14) in (16) and applying Cauchy integral formula we obtain
and
It is clear from (18) (19) that P λ is a linear combination of the functions
The coefficients can be found from (18) . For example, if κ = 1 we obtain
For κ = 2 (18) gives
Example 2.
and (21) gives
Thus, (17) is the well-known sine Fourier expansion.
Example 3.
If Φ{ } = (1), then E(λ) = − cos λ, λ = (2 − 1)π/2 κ = 1 = 1 2 , and (21) gives Fourier expansion (23), with λ = (2 − 1)π/2.
Example 4.
If Explicit expressions for the coefficients can be found from (18), see [22] .
Lemma 7 (Dimovski [20]).
The operation
is a bilinear, commutative and associative operation on C [0 1] such that the representation holds
The operation * is said to be a convolution of the resolvent operator R (−λ 2 ). Note that if E(0) = 0 then taking λ → 0 in (26) we get
Essential identities which hold for (0) = 0 and Φ{ } = 0 are
Inserting (26) in (16) we infer that the projection operators P λ can be represented also as convolution operators
Uniqueness of the solution
Applying := 1 to FCE (1) and taking into account both the initial condition (7) and property (3), we rewrite (1) in the form:
To construct a solution of (30) subject to homogeneous boundary conditions
and to prove its uniqueness we apply spectral projection operators P λ to eq. (30). Let
From (31), (29) and (28) it follows
Moreover, the following identities hold:
where = 2(−1) , = ( −1) and −1 ≡ −2 ≡ 0. Thus, we obtain the following system of linear fractional equations for the unknown functions A ( ):
where A κ ≡ A κ +1 ≡ 0.
Theorem 8.
Let 1 ∈ suppΦ. Then the problem (1), (5) , (7) has a unique solution. 
Proof. It is sufficient to prove that

Exact solution
To construct the formal solution
we solve the system of equations (34) by applying the Laplace transform. We use the following lemma. 
Lemma 9.
The inverse Laplace transform G ( ) = (
has the following two representations:
Proof. Applying the binomial expansion formula
we obtain
Inverting termwise by the use of (12), we obtain (36) and (37).
We need these two different expressions in order to find the asymptotic behavior of G ( ) for α > β and α < β.
Applying (11) to (36) and (37) we obtain the following result.
Lemma 10.
The asymptotic behavior of the functions G ( ) is given by: 
Inserting this result in (34), it follows that A κ −2 ( ) also satisfies equation (41) with
Applying the Laplace transform we get by Lemma 9
Proceeding in this way, we can calculate all functions A ( ), = 0 κ − 1, and find from (32). To avoid long expressions, we give the explicit solution only for the case κ ≤ 2, where the most interesting examples appear.
Theorem 11.
Let the zeros λ of E(λ) be real with multiplicities κ ≤ 2. (30), (31) is given by 
Therefore the desired convergence would follow if
which is ensured by the assumptions on .
Based on Lemmas 9 and 10, similar theorems can be formulated for higher multiplicities κ . In addition, we exhibit a general result by means of a special solution of the problem. a solution of problem (30), (31) .
Theorem 12.
Let E(0) = 0. Assume there exists function U( ) satisfying (31) and (30) with
Proof. According to the assumptions on , applying (28), we obtain: = U( ) * (4) ( ) and the fact that U satisfies (31) together with (28) gives that also satisfies (31). Since U satisfies equations (30) and (31), applying (27) and (28),
Nonhomogeneous boundary conditions
Let be the solution of (1),(5), (7) . Define the function
for some λ such that E(λ) = 0. These functions are chosen to satisfy
Then the function satisfies the equation
with homogeneous boundary conditions (31) and initial condition ( 0) = ( ) − (0) λ − (0) λ , where
Let * be the solution of (45) with homogeneous initial and boundary conditions. By the Duhamel principle we get *
where by ( ) we have denoted the solution of (1) with homogeneous boundary conditions (31) and initial condition ( 0) = ( ). Indeed, applying the identities
where the second one is implied by the first, using the definition (2) and the property (3), we verify that * is the desired solution. Since − λ (0) − λ (0) is the solution of (1) with homogeneous boundary conditions and initial function ( )− (0) λ − (0) λ , the solution of the nonhomogeneous problem (1), (5), (7) is given by
Note that if λ = 0 is not an eigenvalue, we can take λ = 0 in (46) and 0 ( ) = 1 − 0 ( ) = , where = Φ{1}. Further, we consider the case of constant boundary conditions. Let ( ) = V 0 , ( ) = V 1 , where V 0 V 1 are constants. Let us use the notation
If moreover the conditions of Theorem 11 are satisfied, we get
Here = − , where and are the coefficients of ( ) and λ ( )V 0 + λ ( )V 1 , respectively, calculated by (22) (if κ = 1 then 1 = 0 and 0 are calculated using (21)) and
From (36) and the identity (e.g. [16] )
Example 13.
Take boundary conditions (0 ) = V 0 , (1 ) = V 1 . This case is considered in Example 2. Since λ = 0 is not an eigenvalue we can take λ = 0 in (48) and get
From (10) we see that this result coincides with eq.(5.1) in [6] .
Example 14.
This case is considered in Example 3. Taking again λ = 0 in (48) we obtain a representation coinciding with eq.(5.11) in [6] .
Example 15.
This case is considered in Example 4. The assumptions of Theorem 11 are satisfied and the solution is given by (48), where the coefficients are calculated by (24) and (25).
Example 16.
Results found in Example 5 show that the assumptions of Theorem 11 are satisfied and the solution is given by (48) with λ = 0 and coefficients calculated by (24).
Asymptotic behavior
Series representations of the solution are useful for finding its asymptotic behavior. Let κ ≤ 2. Theorem 11 and Lemma 10 imply that for the solution with homogeneous boundary conditions it holds for large
Consider the case α < β in more detail. Theorem 11 and Lemma 10 imply
Inserting this result in (47) we get for → ∞
Using the identity
Therefore ( ) → 0 as → ∞ for any ∈ (0 1), i.e. the solution approaches zero while nonzero boundary conditions are satisfied for all times. This property indicates the presence of boundary layers at one or both ends of the cable. The same behavior is observed in [6] , where boundary conditions of the Robin type are considered. For arbitrary multiplicities κ the temporal behavior of the solution is determined by the functions G ( ), = 0 κ − 1. According to Lemma 10, for α > β all functions G ( ) have the same algebraic decay and for α < β the function G 0 ( ) dominates as → ∞. That is why we expect the same asymptotic behavior as above also for arbitrary multiplicities κ .
Conclusion
We study the fractional cable equation on a bounded space domain, subject to a condition of Dirichlet type and a condition of a general form, represented by a functional. The uniqueness of the solution is proven and an algorithm for constructing the solution in the form of an expansion in terms of the generalized eigenfunctions and threeparameter Mittag-Leffler functions is presented. Explicit representation of the solution is given for the case of double eigenvalues. We have shown that for special choices of the functional the derived solutions reduce to results recently published in the literature. Moreover, the solution of the considered problem exhibits similar asymptotic behavior as those reported for the case of local boundary conditions. The technique used here can be applied to other kinds of multi-term time-fractional differential equations with one boundary condition of Dirichlet or Neumann type and one nonlocal boundary condition.
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