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ON ORTHOGONAL SIMILARITY CLASSES OF SYMMETRIC MATRICES
AND ORTHOGONAL ∗-CONJUGACY CLASSES OF HERMITIAN MATRICES
TADEJ STARCˇICˇ
Abstract. We describe the recursive algorithmic procedure to compute the orbits
and its dimensions of symmetric matrices with respect to the action of orthogonal
similarity. Similarly, we provide the recursive algorithmic procedure to obtain the
lower bounds for dimensions of orbits of Hermitian matrices with respect to the
action of orthogonal ∗-conjugation. We also give the answer to the question con-
cerning uniqueness of the normal forms of Hermitian matrices under orthogonal
∗-conjugation. It is applied to deduce the result on the uniqeness of a normal form
of the quadratic part of a flat complex point.
1. Introduction
First we introduce the notation and recall a few basic facts about an action of a
Lie group on a smooth manifold. A smooth action Φ : G ×Y → Y of a Lie group G
(e is a unit) on a smooth manifold Y must satisfy the following properties:
Φ(e,y) = y, Φ(g,Φ(h,y)) = Φ(gh,y), g,h ∈ G,y ∈ Y.
Recall a few basic properties (check also [14, Problem 12, Theorem 1]):
• For any g ∈ G the maps Φg : Y → Y , y 7→ Φ(g,y) and Rg : G → G, h 7→ hg
are diffeomorphisms.
• For any y ∈ Y the orbit map Φy : G → Y , g 7→ Φ(g,y) is smooth and equi-
variant (for any g ∈ G we have Φy(Rg (h)) =Φg (Φy(h)), h ∈ G). Moreover,Φy
is of constant rank (dgΦy = dyΦ
g ◦ deΦy ◦ (deRg )−1).
• An orbit of y, denoted by OrbΦ(y) = {Φ(g,y) | g ∈ G}, is an immersed ho-
mogeneous submanifold of dimension equal to rank(Φy).
• The stabilizer
StabΦ(y) = {g ∈ G |Φ(g,y) = y} = (φy)−1(y)
is a closed Lie subgroup in G of codimension equal to rank(Φy) and with
tangent space Te(StabΦ(y)) = Ker(deφy). We have
codim(StabΦ(y)) = dim(OrbΦ(y)) = rank(Φy).
When no confusion is possible we shall denote the stabilizer and the orbits for
y ∈ Y briefly by Orb(y) and Stab(y), respectively.
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The purpose of this paper is to give a better understanding of the stratifica-
tion of certain classes of complex square matrices with respect to certain action of
complex orthogonal group; a square matrixQ is orthogonal if and only ifQTQ = I .
First one would like to know the dimensions of the orbits. If the group acting is
the group of all invertible matrices these can be obtained directly by computing
the tangent spaces of the orbits (dimensions). In the case of the action of similarity
the codimension of the tangent space is simply the dimension of the set of solu-
tions of certain Sylvester equation (see e.g. [1]), while for the case of the actions
of ∗-conjugation and T -conjugation see [16] and [17]. However, when we consider
the action of an orthogonal group the computations considering tangent spaces
are more involved. Another way to obtain the dimensions of the orbit is then to
compute the stabilizers of the action, see the preceding sections for this approach.
Note also that the classification of Hermitian matrices under orthogonal similarity
was treated in [11].
Matrices A and B are orthogonally similar if and only if there exists an orthog-
onal matrix Q such that
(1.1) A =Q−1BQ.
Since QT = Q−1 the notion of orthogonal similarity coincides with the concept of
orthogonal T -congruence; recall that A and A˜ (not necessarily symmetric) are T -
congruent if and only if there exists a non-singular (not necessarily orthogonal)
matrix Q such that A˜ =QTAQ. Note also that two symmetric matrices are similar
precisely when they are orthogonally similar.
Given two square matrices A, B of possibly different dimensions, the equation
(1.1) with Q orthogonal is equivalent to the system of equations
(1.2) AX = XB, XTX = I .
The first equation the well known Sylvester’s equation AX = XB; see e.g. [5]. To
solve this equation we first recall what are the canonical symmetric forms (see e.g.
[10]). Given a symmetric matrix A with its Jordan canonical form:
(1.3) J (A) =
⊕
j
Jαj (λj ), λj ∈C,
with elementary m×m Jordan block
(1.4) Jm(z) =

z 1 0
z
. . .
. . . 1
0 z
, z ∈C
the symmetric normal form is
(1.5) S (A) =
⊕
j=1
Sαj (λj ),
where
(1.6) Sm(z) =
1
2


2z 1 0
1
. . .
. . .
. . .
. . . 1
0 1 2z
+ i

0 −1 0
. .
.
. .
.
1
−1 . . . . . .
0 1 0

 .
3Moreover,
(1.7) S (A) = PJ (A)P−1, P =
⊕
j
Pαj , Pm =
1√
2
(Im + iEm).
Here we denoted by Im them×m identity-matrix and the backwardm×m identity-
matrix (with ones on the anti-diagonal) by Em =
[
0 1
. .
.
1 0
]
.
Theorem 1.1. Suppose A is a symmetric matrix and let S (A) be of the form (1.5). Let
further S (A) = ⊕r S (A,ρr ), where all blocks of S (A) corresponding to the eigenvalue
ρr with respect to J (A) are collected together into S (A,ρr ). Then dimStab(S (A)) =∑
r dimStabS (A,ρr ). Moreover, if S (A) =
⊕N
r=1
⊕mr
j=1
Sαr (λ), then
dimStab(S (A)) = 2
N∑
r=1
(
mr (mr−1)
2 + (αr − 1)mr (mr−1)2 +αr ·mr
r−1∑
s=1
ms
)
.
Matrices A and B are orthogonally ∗-congruent if and only if there exists an
orthogonal matrix Q such that
(1.8) A =Q∗BQ.
Since QT =Q−1 the notion of orthogonal ∗-congruence coincides with the concept
of orthogonal consimilarity; recall that A and A˜ (not necessarily Hermitian) are
consimilar if and only if there exists a non-singular (not necessarily orthogonal)
matrix Q such that A˜ = Q−1AQ. Therefore, given two square matrices A, B of
possibly different dimensions, the equation (1.8) with Q orthogonal is equivalent
to the system of equations
(1.9) AX = XB, XTX = I .
The first equation is similar to the classical Sylvester’s equation AX = XB; see
e.g. [5] for its solutions. Moreover, an important tool to solve this equation is a
suitably chosen normal form for consimilarity (see Hong and Horn [9, Theorem
3.1]), which enables one to reduce the equation to the Sylvester’s equation (see
[3]).
Given a matrix A then AA is similar to its Jordan canonical form (see e.g.[6]):
(1.10)
J (AA) =

⊕
j
Jαj (λ
2
j )
⊕
⊕
k
(Jβk (−µ2k )⊕ Jβk (−µ2k ,1))
⊕
⊕
l
(Jγl (ξl )⊕ Jγl (ξ l ))
 ,
where λj ∈R≥0, µk ∈R>0, ξ2l ∈C \R; and it yields several normal forms which are
consimilar to A:
• (Hong and Horn [9, Theorem 3.1])
(1.11) J ′q (A) =

⊕
j
Jαj (λj ,1)
⊕
⊕
k
[
0 Iβl
Jβl (−µ2k ) 0
]⊕
⊕
l
[
0 Iγl
Jγl (ξ
2
l ) 0
]
• (Hong [8])
Jq(A) =

⊕
j
Jαj (λj )
⊕
⊕
k
[
0 Jβk (µk )
−Jβk (µk ) 0
]⊕
⊕
l
[
0 Jγl (ξl )
Jγl (ξ l ) 0
]
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• (Hong [8, Lemma 2.1])
(1.12) H1(A) =

⊕
j
Hαj (λj )
⊕
⊕
k
Kβk (µk)
⊕
⊕
l
Lγl (ξl )
 ,
where
Hm(z) =
1
2


0 1 2z
. .
.
. .
.
1
1 . .
.
. .
.
2z 1 0
+ i

0 1 0
−1 . . . . . .
. . .
. . . 1
0 −1 0

 , Km(z) =
[
0 −iHm(z)
iHm(z) 0
]
,Lm(z) =
[
0 Hm(z)
H∗m(z) 0
]
.
(Note that H1(A) is a Hermitian.)
In any case we may assume Im(ξl ) > 0. Note also that the blocks corresponding
to the eigenvalue 0 are uniquely determined by the so-called alternating-product
rank condition [10, Theorem 4.1]. Moreover,
(1.13) H1(A) = P−1Jq(A)P,
(1.14) P =

⊕
j
Pαj
⊕
⊕
k
e
iπ
4 (Pβk ⊕ Pβk )
⊕
⊕
l
(Pγl ⊕ Pγl )
 , Pm = e−
iπ
4√
2
(Im+iEm).
Note that normal forms under cosimilarity were first developed by Haantjes [6]
and Asano and Nakayama [2], but normal forms given above are better suited for
our application.
Furthermore, by the result of Hong [7, Theorem 2.7], if A is in addition Hermit-
ian then it is consimilar with a complex orthogonal matrix to
(1.15) Hǫ(A) =

⊕
j
ǫjHαj (λj )
⊕
⊕
k
Kβk (µk )
⊕
⊕
l
Lγl (ξl )
 ,
where ǫ = {ǫj ∈ {1,−1} | λj , 0 ∨ αj even } witn ǫj = 1 for λj = 0, αj odd. Note that
trivially H2n−1(0) is orthogonally congruent to −H2n−1(0) (see [15, Remark 4.5]).
The next theorem concludes the answer to the question concerning uniqueness
of the normal form (1.15).
Theorem 1.2. Suppose A is a n×n Hermitian matrix. Then the canonical form (1.15)
with respect to the action of orthogonal ∗-conjugation is unique up to the order of the
diagonal blocks. The normal form (Hǫ(A), I) for the action of (∗,T )-conjugation of pairs
of one Hermitian and one nonsingular symmetric matrix is unique up to the order of
diagonal blocks.
The next result describes dimensions of the stabilizers.
Theorem 1.3. Suppose A is a square matrix and let Hǫ(A) be of the form (1.15). Let
further H1(A) = ⊕
r
H1(A,ρr ), where all blocks of Hǫ(A) corresponding to the eigen-
value ρr with respect to J (AA) in (1.10) are collected together into Hǫ(A,ρr ). Then
dimStab(Hǫ(A)) =∑r dimStabHǫr (A,ρr ). Moreover:
(1) IfHǫ(A) =⊕N
r=1
⊕mr
j=1
ǫjHαr (λ), λ > 0, then
dimStab(Hǫ(A)) =
N∑
r=1
(
mr (mr−1)
2 + (αr − 1)mr (mr−1)2 +αr ·mr
r−1∑
s=1
ms
)
.
5(2) IfH1(A) =⊕N
r=1
⊕mr
k=1
Kβr (µ), µ ∈R>0, then
dimStab(Hǫ(A)) ≥
N∑
r=1
(
mr (mr − 1) + (βr − 1)mr (mr − 1) + 4βr ·mr
r−1∑
s=1
ms
)
.
(3) IfH1(A) =⊕N
r=1
⊕mr
l=1
Lγr (ξ), ξ
2 ∈C \R, then
dimStab(Hǫ(A)) =
N∑
r=1
(
mr (mr − 1) + (γr − 1)mr (mr − 1) + 2γr ·mr
r−1∑
s=1
ms
)
.
Remark 1.4. It is possible to compute (partly) the stabilizer by using the recursive
algorithmic procedure; it will be provided as part of the proof of the theorem.
Theorem 1.2 can be applied to give the following result on the uniqeness of a
normal form of the quadratic part of a flat complex point.
Corollary 1.5. Let a real 2n-manifoldM embedded C2-smoothly in a complex (n+1)-
manifold X locally near a flat isolated complex point p ∈M be seen as a graph:
(1.16) w = zTAz +Re(zTBz) + o(|z|2), (w(p), z(p)) = (0,0),
where (z,w) = (z1, z2, . . . , zn,w) are suitable local coordinates on X, and A, B are Her-
mitian and symmetric n × n complex matrices, respectively; in addition assume that B
is nonsingular. Then there exists a holomorphic change of coordinates so that (1.16)
transforms to
(1.17) w˜ = z˜
T
Hǫ(A)˜z +Re
(˜
zT z˜
)
+ o(|˜z|2),
where ǫ = (ǫ1, . . . ,ǫn) is unique up to the sign.
2. Preliminaries
We introduce the so-called upper-diagonal Toeplitzmatrix and complex-alternating
upper-diagonal Toeplitz matrix, respectively:
T (a) =

a0 a1 a2 . . . . . . an−1
0 a0 a1
. . .
...
...
. . . a0
. . .
. . .
...
...
. . .
. . . a1 a2
...
. . . a0 a1
0 . . . . . . . . . 0 a0

, TA(a) =

a0 a1 a2 . . . . . . a(n−1)
0 a0 a1 a2
...
...
. . . a0 a1
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . .
...
0 . . . . . . . . . 0
. . .

,
with a = (a0,a1, . . . ,an1) ∈ Cn. For example, elementary Jordan blocks are upper-
diagonal Toeplitz matrix. Sometimes it is more convenient to use block Toeplitz
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matrices
T (A0,A1, . . . ,Am−1) =

A0 A1 A2 . . . . . . Am−1
0 A0 A1 A2
...
...
. . . A0 A1
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . .
...
0 . . . . . . . . . 0
. . .

, A0, . . . ,Am−1 ∈ CN×N .
We recall the basic facts about upper (block) triangular (block) Toeplitz matri-
ces, these are easy to prove, see e.g. [10] or [5].
Lemma 2.1. (1) Linear combinations and products of square upper (block) tri-
angular (block) Toeplitz matrices are upper (block) triangular (block) Toeplitz
matrices.
(2) Any two upper triangular Toeplitz matrices of the same size commute. Fur-
thermore, a matrix B ∈ Cn×n commutes with Jn(λ), λ ∈ C if and only if B is an
upper triangular Toeplitz matrix.
Sylvester’s equation AX = XA easily reduces to the case when A is the Jordan
canonical form. We have the following classical result, based on Lemma 2.1 (2),
see e.g [5, Chap. VIII].
Lemma 2.2. Let M and N be two matrices and suppose that MX = XN is the matrix
equation.
(1) If M and N are any of the matrices of the form Jm(λ) for m = m1, λ = λ1 and
m =m2, λ = λ2, respectively, with λ1 , λ2, it then follows that X = 0.
(2) IfM = Jm(λ) and N = Jn(λ) with λ ∈C, then we have
(2.1) X =

[0 T ], m < n[
T
0
]
, m > n
T , n =m
,
where T is any complex upper-triangular Toeplitz matrix.
The following proposition is immediate.
Proposition 2.3. Suppose A is a square matrix and let
(2.2) (S (A))X = X(S (A)),
where S (A) is of the form (1.5). Let further S (A) = ⊕r S(A,ρr ), where all blocks ofS (A) corresponding to the eigenvalue ρr with respect to J (A) are collected together into
S (A,ρr ). Then X is of the form X = ⊕rXr with S (A,ρr )Xr = XrS(A,ρr ). Moreover,
if S (A) = ⊕
j=1
Sαj (λ), λ ∈ C, then X = PYP−1, where P = ⊕jPαj , and Y = [Yjk ]j,k
is partitioned conformally to blocks as H1(A) with the block Yjk of the form (2.4) for
m = αj , n = αk . We have X = [Xjk]j,k with Xjk = PαjYjkP
−1
αk
.
The following fact was first observed by Bevis, Hall and Hartwig [3].
Lemma 2.4. Let M and N be two matrices and suppose that MX = XN is the matrix
equation.
7(1) IfM and N are any of the matrices of the form
(2.3) Jm(λ,1),
[
0 Im
Jm(η) 0
]
m ∈N,λ ∈ R≥0,η ∈C \R≥0
for m = m1 and either λ = λ1 or η = η1, and m = m2 and either λ = λ2 or
η = η2, respectively, with λ1 , λ2, η1 , η2, it then follows that X = 0.
(2) IfM = Jm(λ,1) and N = Jn(λ,1) with λ ∈ R positive (zero), then we have
(2.4) X =

[0 T ], m < n[
T
0
]
, m > n
T , n =m
,
where T is any real (complex-alternating) upper-triangular Toeplitz matrix.
(3) IfM =
[
0 Im
Jm(η) 0
]
and N =
[
0 In
Jn(η) 0
]
, η ∈ C \R≥0, then
(2.5) X =
[
T1 T2
Jm(η)T 2 T 1
]
,
where T1 and T2 are possibly two different matrices of the form (2.4) with T
being any complex upper-triangular Toeplitz matrix. Moreover, if in addition
η ∈C \R, then T2 = 0.
Remark 2.5. We use this lemma when solving the first equation of (1.9). However,
it should be noted that the solutions given by Lemma 2.4 (3) for η ∈ C \R are not
suited well enough for our developments in the continuation, hence we shall use
another normal form instead of
[
0 Im
Jm(η) 0
]
(see Lemma 2.6).
Lemma 2.6. Suppose A be a square matrix and let
(2.6) (H1(A))X = X(H1(A)),
whereH1(A) is of the form (1.15). Let further H1(A) =⊕
r
H1(A,ρr ), where all blocks
of H1(A) corresponding to the eigenvalue ρr with respect to J (AA) in (1.10) are col-
lected together into H1(A,ρr ). Then X is of the form X = ⊕rXr with H1(A,ρr )Xr =
XrH1(A,ρr ). Moreover:
(1) If H1(A) = ⊕j=1Hαj (λ), λ ≥ 0, then X = P−1YP, where P = ⊕jPαj , and
Y = [Yjk]j,k is partitioned conformally to blocks as H1(A) with the block Yjk of
the form (2.4) for m = αj , n = αk . We have X = [Xjk]j,k with Xjk = P
−1
αj
YjkPαk .
(2) If H1(A) = ⊕k=1Kβk (µ), µ ∈ R>0, then X = P−1V −1SYS−1VP , where P =
⊕jP ′βj , P ′β = e
iπ
4 (Pβj ⊕Pβj ) and V = ⊕kei
π
4 (V ′βk ⊕V ′βk ), V ′βk = 1⊕ i⊕ i2⊕· · ·⊕ iβk−1
and S = ⊕k
[
0 Uβk (iµ)
Jβk (−iµ)Uβk (iµ) 0
]
, where Uβk (iµ) is a solution of the equation
Uβk (iµ)Jβk (−µ2) = (Jβk (iµ))2Uβk (iµ), and = [Yjk]j,k is partitioned conformally
to blocks as H1(A) and the block Yjk are of the form (2.5) with T1 and T2
possibly two different matrices of the form (2.4) for a complex upper-triangular
Toeplitz matrix T . We have Xjk = P
′−1
βj
V −1βj SβjYjkS
−1
βk
VβkP
′
βk
with Yβjβk of the
form (2.5).
(3) If H1(A) = ⊕l=1Lγl (ξ), ξ2 ∈ C \R, then X = P−1YP, P = ⊕jPγj ⊕ Pγj , and
Y = [Yjk]j,k partitioned conformally to blocks asH1(A,ρr ), with Yjk of the form
(2.5) with T2 = 0 and T1 of the form (2.4). We haveXjk = (Pj⊕Pj)−1Yjk(Pk⊕Pk).
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(Here we denoted Pm =
e
− iπ
4√
2
(Im + iEm).)
Proof. Wefirst observe how the equation AX = XB transforms under consimilarity.
For
A˜ = SAS
−1
, B˜ = TBT
−1
, det(S) , 0,det(T ) , 0
we get
(2.7) A˜Y = YB˜, (Y = SXT −1).
Therefore X is a solution of AX = XB precisely when Y = SXT −1 is a solution of
A˜Y = YB˜.
Furthermore, suppose we are given block-diagonal matrices (normal forms):
A = ⊕µAµ, B = ⊕νBν , A˜ = ⊕µA˜µ, B˜ = ⊕B˜ν , S = ⊕Sµ, T = ⊕Tν
for some nonsingular Sµ and Tν (hence A˜µ = SµAµS
−1
µ , B˜ν = TνBνT
−1
ν ). If X =
[Xµν ]µ,ν and Y = [Xµν ]µ,ν as a block-matrix having rows and columns partitioned
into blocks conformally to A, B and A˜, B˜, then the first equation of (1.9) and (2.7)
can be seen as systems of the equations
AµXµν = XµνBν , AµYµν = YµνBν , (Yµν = SµXµνT
−1
ν )(2.8)
respectively
In view of (2.7) forA = B =H1(A) and A˜ = B˜ = Jq(A) and S = T = P with P of the
form (1.14) (see (1.13), (1.14), the equation (2.6) is then equivalent to the equation
(2.9) Jq(A)Y = YJq(A), Y = PXP−1.
If Y is partitioned conformally to blocks as H1(A) and J 1(A), then this equation
splits into a system of matrix equations (see also (2.8)). Applying Lemma 2.4 (1)
then immediately implies the first part of the lemma.
Next, we observe (1). We assume Jq(A) =
⊕
j=1
Jαj (λ) and let Y = [Yjk]j,k in (2.9)
be partitioned conformally to blocks asH1(A) and J 1(A) (see also (2.8)). Applying
Lemma 2.4 (2) now implies that blocks Yjk are the form (2.4) (hence X = [Xjk]j,k
with Xjk = P
−1
αj
YjkPαk ). This proves (1).
Proceed with (2). We now set Jq(A) =
⊕
k=1
[
0 Jβk (η)
−Jβk (η) 0
]
.
It is not difficult to figure out that[
0 Jβk (η)
−Jβk (η) 0
]
= V −1βk
[
0 Jβk (iη)
Jβk (−iη) 0
]
V βk , Vβk = e
i π4 (V ′βk⊕V ′βk ), V ′βk = 1⊕i⊕i2⊕· · ·⊕iβk−1.
Next, we find the antidiagonal block matrix Sβk (iµ) =
[
0 Uβk (iµ)
U ′βk (µ) 0
]
such that
(Sβk (iµ))
−1
[
0 Jβk (iη)
Jβk (−iη) 0
]
Sβk (iµ) =
[
0 Iβk
Jβk (−η2) 0
]
.
WehaveUβk (iµ)Jβk (−µ2) = Jβk (iµ)U ′βk (iµ),U ′βk (iµ) = Jβk (−iµ)Uβk (iµ), thereforeUβk (iµ)
is a solution of the equationUβk (iµ)Jβk (−µ2) = (Jβk (iµ))2Uβk (iµ) and furtherU ′βk (iµ) =
9Jβk (−iµ)Uβk (iµ). Having J ′q (A) = ⊕k
[
0 Iβk
Jβk (−η2) 0
]
and setting
V = ⊕kei
π
4 (V ′βk ⊕V ′βk ), S = ⊕k
[
0 Uβk (iµ)
Jβk (−iµ)Uβk (iµ) 0
]
we finally obtain
J ′q (A)Z = ZJ ′q (A), Y = S−1VPXP−1V −1S
If Z = [Zjk]j,k is partitioned conformally to blocks asH1(A), then Zβjβk of the form
(2.5) (see 2.4 (3)). This now implies (2).
It is left to show (3). We set Jq(A) =
⊕
j=1
[
0 Jγl (ξ)
Jγl (ξ) 0
]
and seek for the solutions
of the equation (2.9). Writing Y = [Ykl ]kl conformally to blocks as Jq(A), we can
see (2.9) blockwise, thus we find all block matrices Ykl(ξ) =
[
R1 R2
R3 R4
]
such that[
0 Jγk (ξ)
Jγk (ξ) 0
]
Rkl(ξ) = Rkl (ξ)
[
0 Jγl (ξ)
Jγl (ξ) 0
]
.
We have
R2Jγl (ξ) = Jγk (ξ)R3, R3Jγl (ξ) = Jγk (ξ)R2,(2.10)
R1Jγl (ξ) = Jγk (ξ)R4, R4Jγl (ξ) = Jγk (ξ)R1.
Combining the first two equation we get R3(Jγl (ξ))
2 = (Jγk (ξ))
2R3 and R2(Jγl (ξ))
2 =
(Jγk (ξ))
2R2, which implies R3 = R2 = 0. Subtracting the third and the last conju-
gated equation of (2.10) we obtain −(R1 −R4)Jγl (ξ) = Jγk (ξ)(R1 −R4). We deduce
that F(R1 −R4)Jγl (ξ) = Jγk (−ξ)F(R1 −R4), F = −1⊕ 1⊕ −1⊕ · · · , thus R4 = R1. The
third or fourth equation of (2.10) then gives that R1 is an upper triangular complex
Toeplitz matrix. 
3. Proofs of Theorem 1.2 and Theorem 1.5
Proof of Theorem 1.2. To study orthogonal ∗-equivalence of Hǫ̂(A) and Hǫ˜(A), we
shall solve the equation of the form
(3.1) (Hǫ̂(A))Q =Q(Hǫ˜(A)),
where Q is a complex orthogonal matrix Q.
Next, Hǫ(A) is consimilar to H1(A) for any ǫ. More precisely, for a given ǫ let
Hǫ(A) is of the form (1.15) we have
H1(A) = SǫHǫ(A)S−1ǫ ,
where
(3.2) Sǫ =

⊕
j
sǫ,j Iαj
⊕
⊕
k
(Iβk ⊕ Iβk )
⊕
⊕
l
(Iγl ⊕ Iγl )
 ,
with ǫ = {ǫj }j , sǫ,j =
{
1, ǫj = 1
i, ǫj = −1 By (2.7) the equation (3.1) then transforms to
(3.3) (H1(A))X = X(H1(A)), X = Sǫ̂QS−1ǫ˜ .
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By writing
Hǫ(A) =
⊕
r
Hǫ(A,ρr ),
where all blocks ofHǫ(A) corresponding to the eigenvalue ρr are collected together
into Hǫ(A,ρr ), it then follows from Lemma 2.6 that X in (3.3) (hence Q in (3.1))
is of the form X = ⊕rXr (hence Q = ⊕rQr), and (3.3) (and (3.1)) thus splits into
equations
(3.4) H1(A,ρr )X r = XrH1(A,ρr ) (Hǫ̂(A,ρr )Qr =QrHǫ˜(A,ρr ), Xr = Sǫ̂QrS−1ǫ˜ ).
Trivially, the existence of the complex orthogonal matrix Q in (3.1) (X in (3.3))
is then equivalent to the existence of a complex orthogonal matrix Qr and the
corresponding Xr in (3.4) for all r which correspond zo the eigenvalu ρr ≥ 0.
Therefore, we fix λ ≥ 0 and assume from now on that all blocks correspond to
the same eigenvalue λ ≥ 0:
Hǫ(A) =
⊕
j=1
ǫjHαj (λ).
Denoting by Q = [Qαjαk ]j,k , X = [Xαjαk ]j,k the partition to blocks conformal to
H1(A), it also follows from Lemma 2.6 that Xαjαk = P−1αj YαjαkPαk and Yµν is of the
form
(3.5) Yµν =

[0 Tµν ], αµ < αν[
Tµν
0
]
, αµ > αν
Tµν , αµ = αν
,
where Tµν is a real (complex-alternating) upper-diagonal Toeplitz matrix if λ > 0
(when λ = 0), and Pm =
e
− iπ4√
2
(Im + iEm) (hence P
−1
m = Pm =
e
iπ
4√
2
(Im − iEm)).
After setting Y = [Yµν ]µν and P = ⊕jPαj we get
Q = S−1ǫ̂ P
−1YPSǫ˜ ,
Using the facts that P = PT , P−1 = P, E = ⊕jEαj = P2 = P
2
= P−2, STǫ = Sǫ , Iǫ =
⊕jǫj Iαj = (S2ǫ )−1 = S2ǫ , it follows that I =QTQ if and only if
I =(STǫ˜ P
TYT (P−1)T (S−1ǫ̂ )
T )(S−1ǫ̂ P
−1YPSǫ˜)
I =PSǫ˜(S
T
ǫ˜ P
TYT (P−1)T (S−1ǫ̂ )
T )(S−1ǫ̂ P
−1YPSǫ˜)S−1ǫ˜ P
−1,
I =PS2ǫ˜P
TYTP−1S2ǫ̂P
−1Y
I =S2ǫ˜P
2
YTP−2S2ǫ̂Y
S2ǫ˜ =
(
P2YP2
)T
S2ǫ̂Y
Iǫ˜ =
(
EYE
)TIǫ̂Y
Similary, I = QQT implies Iǫ̂ = YIǫ˜
(
EYE
)T
. Finally, by setting Y˜ = EYE we get
that the orthogonality of Q is equivalent to
(3.6) Iǫ˜ = Y˜TIǫ̂Y, Iǫ̂ = YIǫ˜Y˜T .
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It is straightforward from (3.5) to see that the blocks of Y˜ are of the form
(3.7) Y˜µν =

[T˜µν 0], αµ < αν[
0
T˜µν
]
, αµ > αν
T˜µν , αµ = αν
,
T˜µν = EmµνTµνEmµν ,
mµν =min(αµ ,αν )
,
and
EnTc(a0,a1, . . . ,an−1)En =
{
T Tc (a0,a1,a2, . . .), n even
T Tc (a0,a1,a2, . . .), n odd
,
in particular EnT (a0,a1, . . . ,an−1)En = T T (a0,a1, . . . ,an−1) with a0, . . . ,an−1 ∈R. If aµν
is the diagonal entry of the block T˜µν then observe that the last column of Y˜µν is of
the form
(3.8) Y˜
(αµ)
µν =

0, αµ < αν[
0
a′µν
]
, αµ ≥ αν , Y
(αµ)
µν =

[∗
0
]
, αµ > αν[ ∗
aµν
]
, αµ = αν
where a′µν is equal to aµν (or aµν ) for min{αµ,αν } odd (even).
Next, we fix α ∈N (≤ dimensions of the blocks of Y ) and let α = αj1 = αj2 = · · · =
αjN . Further, denote by γ(jk) the index of the column of the matrix Y and such
that this column includes the last column of the diagonal block block Yjk jk of the
matrix Y , and use the notation Y (β) for the β-th column of Y . We compute
(Y˜TIǫ̂Y )γ(jk),γ(jl ) = (Y˜ (γ(jk)))T (Iǫ̂Y )γ(jl )
= (((Y˜µjk )µ)
(γ(jk)))T ((ǫ̂µYµjl )µ)
(γ(jl ))(3.9)
=
∑
µ
((Y˜µαjk
)(αµ))T (ǫ̂µYµαjl
)(αµ)
=
N∑
β=1
a′jβjk ǫ̂jβajβjl
We now observe the principal submatrix of Iǫ˜Y˜TIǫ̂Y formed by taking the entries
in the columns and rows {γ(jk)}Nk=1. By the above calculation (3.9) it is on one hand
equal to (Γ′)T IαΓ where Îα = ⊕Nβ=1ǫ̂jβ Iαjβ and Γ = [ajkjl ]kl , Γ′ = [a
′
jkjl
]kl , while on the
other hand it is clearly equal to I˜α = ⊕Nβ=1ǫ˜jβ Iαjβ . Thus I˜α = (Γ
′)T ÎαΓ. When λ = 0
all blocks of Y are of even dimensions and a′µν = aµν , while for λ , 0 all blocks of
Y are real so again a′µν = aµν . In both cases Γ′ = Γ hence we get I˜α = Γ∗ÎαΓ. By
Sylvester inertia-theorem I˜α and Îα have same inertia.
The remaining statement of the theorem follows immediately. 
Proof of Theorem 1.5. Let GLn(C) denote the group of all non-singular n × n ma-
trices. Any holomorphic change of coordinates that preserves the general form
of (1.16) has the same effect on the quadratic part of (1.16) as a complex-linear
change of the form[
z
w
]
=
[
P b
0 c
][
z˜
w˜
]
, P ∈ GLn(C), b ∈Cn, c ∈C \ {0}.
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Using this linear changes of coordinates, the form (1.16) transforms into
(3.10) w˜ = z˜
T
(
1
c
P∗AP
)
z˜ +Re
(˜
zT
(
1
c
PTBP
)
z˜
)
+ o(|˜z|2).
It is clear that by scaling P, we can assume that |c| = 1 and we can get rid of the
constant c in the second term of (3.10). Since P∗AP is Hermitian if and only if A is
Hermitian, we further have c ∈ {1,−1}. Finally, the Autonne-Takagi theorem yields
that a symmetric nonsingular matrix is T -congruent to the identity matrix, so we
may assume B = I . To preserve B = I the matrix P must be orthogonal.
Since the matrices −Km(z) and −Lm(z) are orthogonally ∗-congruent to Km(z)
and Lm(z) respectively (see e.g. [7, Lemma 2.6]), the matrices −Hǫ(A) and H−ǫ(A)
are orthogonally ∗-congruent, too. Further, recall that Q∗H2n−1(0)Q = −H2n−1(0),
n ∈ N, where Q = −1 ⊕ 1 ⊕ −1 ⊕ . . . ⊕ 1 ⊕ −1. To conclude the proof we now use
Theorem 1.2. 
4. Proofs of Theorem 1.1 and Theorem 1.3
Proof of Theorem 1.3. To compute the stabilizer of Hǫ(A) we need to solve (3.1)
with ǫ = ǫ˜ = ǫ̂. By Lemma 1 it is sufficient to solve (3.1) when all the blocks
correspond to the same eigenvalue with respect to J (AA).
Case I. Suppose first that
Hǫ(A) =
N⊕
r=1
Hαr (λ) =
N⊕
r=1

mr⊕
j=1
ǫr,jHαr (λ)
 , λ ≥ 0
whereHαr (λ), r ∈ {1, . . . ,N } is a direct sum of all blocks of size αr×αr corresponding
to the eigenvalue λ ≥ 0. Similary to (3.6) we get
(4.1) I = IǫZ˜TIǫZ, I = IǫZIǫZ˜T .
Here Iǫ = ⊕Nr=1 ⊕mrj=1 ǫr,j Iαr and Z˜ = FZF with F = ⊕Nr=1(⊕
mr
j=1Eαr ) and Z = [Zrs]
N
r,s=1
is a block matrix and such that its block Zrs further consists of blocks of the form
[Yµν ]
µ=mr ,ν=ms
µ,ν=1 , Yµν ∈ Cαr×αs , where
(4.2) Yµν =

[0 Tµν ], r > s[
Tµν
0
]
, r < s
Tµν , r = s
,
where Tµν ∈ Cm×m, m = min{αr ,αs} is a real (complex-alternating) upper-diagonal
Toeplitzmatrix if λ > 0 (when λ = 0). Next, Z˜ = [Z˜rs]
N
r,s=1 is a blockmatrix and such
that its block Z˜rs further consists of blocks of the form [Y˜µν ]
µ=mr ,ν=ms
µ,ν=1 , Y˜µν ∈Cαr×αs ,
where
(4.3) Y˜µν =

[T˜µν 0], r > s[
0
T˜µν
]
, r < s
T˜µν , r = s
,
T˜µν = EmTµνEm,
m =min(αr ,αs)
,
Proceed by T -conjugating Z and Z˜ with a suitable permutation matrix to get
block matrices such that its blocks are block Toeplitz matrices (see e.g. [13]). Let
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e1, e2, . . . , eαrmr be the standard orthonormal basis in C
αrmr . We set a permutation
matrix formed by these vectors:
Ωr =
[
e1 eαr+1 . . . e(mr−1)αr+1 e2 eαr+2 . . . e(mr−1)αr+2 . . . eαr e2αr . . . eαrmr
]
Observe that multiplicating with this matrix from the right puts the first, (αr +1)-
th,. . . ,((mr−1)αr+1)-th column together, and further the second, (αr+2)-th,. . . ,((mr−
1)αr + 2)-th column together, and soforth. Similary, multiplicating with Ω
T
r from
the right collects the first, (αr + 1)-th,. . . ,((mr − 1)αr + 1)-th row together, and fur-
ther the second, (αr +2)-th,. . . ,((mr −1)αr +2)-th row together, and soforth. We set
Ω = ⊕Nr=1Ωr .
From (4.1) it follows that
I = IǫΩΩT Z˜TΩΩT IǫΩΩTZ(4.4)
I = (ΩTIǫΩ)(ΩT Z˜Ω)T (ΩT IǫΩ)(ΩTZΩ).
We obtain
Ω
T IǫΩ =(⊕Nr=1ΩTr )(⊕Nr=1 ⊕mrj=1 ǫr,j Iαr )(⊕Nr=1Ωr )
=⊕Nr=1ΩTr (⊕mrj=1ǫr,j Iαr )Ωr = ⊕Nr=1 ⊕
αr
k=1 ⊕
mr
j=1ǫr,j
Ω
TZΩ =(⊕Nr=1ΩTr )[Zrs]Nr,s=1(⊕Nr=1Ωr ) = [ΩTr ZrsΩs]Nr,s=1,
Ω
T Z˜Ω =(⊕Nr=1ΩTr )[Z˜rs]Nr,s=1(⊕Nr=1Ωr ) = [ΩTr Z˜rsΩs]Nr,s=1.
The blocks Zrs and Z˜rs are block matrices whoose blocks are of the form (4.2) and
(4.3), respectively. Thus ΩTr ZrsΩs and Ω
T
r Z˜rsΩs are αr × αs upper block Toeplitz
matrices of the form (4.2) and of the form (4.3), but with Tµν or T˜µν replaced by
an block Toeplitz matrices of the form
Tc(A0,A1, . . . ,Am−1) =

A0 A1 A2 . . . . . . Am−1
0 A0 A1 A2
...
...
. . . A0 A1
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . .
...
0 . . . . . . . . . 0
. . .

, A0, . . . ,Am−1 ∈ Cmr×ms ,
T˜c(A0,A1, . . . ,Am−1) =
 T
T
c (A
T
0 ,A
T
1 ,A
T
2 , . . .), m even
TTc (A
T
0 ,A
T
1 ,A
T
2 , . . .), m odd
, m =min{αr ,αs},
respectively. In particular T˜c(A0,A1, . . . ,Am−1) = T T (A0,A1, . . . ,Am−1) for real ma-
trices A0, . . . ,Am−1. For example (α2 = 2, m2 = 3, α3 = 3, m3 = 2):
Ω
T
3 Z32Ω2 =Ω
T
3

a1 b1 a2 b2 a3 b3
0 a1 0 a2 0 a3
0 0 0 0 0 0
a4 b4 a5 b5 a6 b6
0 a4 0 a5 0 a6
0 0 0 0 0 0

Ω2 =

a1 a2 a3 b1 b2 b3
a4 a5 a6 b4 b5 b6
0 0 0 a1 a2 a3
0 0 0 a4 a5 a6
0 0 0 0 0 0
0 0 0 0 0 0

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Ω
T
3 Z˜32Ω2 =Ω
T
3

0 0 0 0 0 0
a1 0 a2 0 a3 0
b1 a1 b2 a2 b3 a3
0 0 0 0 0 0
a4 0 a5 0 a6 0
b4 a4 b5 a5 b6 a6

Ω2 =

0 0 0 0 0 0
0 0 0 0 0 0
a1 a2 a3 0 0 0
a4 a5 a6 0 0 0
b1 b2 b3 a1 a2 a3
b4 b5 b6 a4 a5 a6

Finally,
(4.5) [ΩTZΩ]rs =

[0 T ], r > s[
T
0
]
, r < s
T , r = s
,
where T = Tc(A
rs
0 ,A
rs
1 , . . . ,A
rs
m−1), A
rs
j ∈ Cmr×mr , m = min{αr ,αs} is a real (complex-
alternating) upper-diagonal Toeplitz matrix if λ > 0 (when λ = 0) and
(4.6) [(ΩTZΩ)T ]rs =

[0 S], r > s[
S
0
]
, r < s
S, r = s
,
where
S =
{
Tc((A
rs
0 )
T , (Ars1 )
T , (A
rs
2 )
T , . . .), m even
Tc((A
rs
0 )
T , (A
rs
1 )
T , (Ars2 )
T , . . .), m odd
, m =min{αr ,αs}
is a real (complex-alternating) upper-diagonal Toeplitz matrix if λ > 0 (λ = 0).
Set Iǫ,r = ⊕mrj=1ǫr,j . Therefore (4.4) yields the following matrix equations:
Iαrmr =
N∑
j=1
(⊕mrk=1Iǫ,r )((ΩT Z˜Ω)T )rj (⊕
mr
k=1Iǫ,r )(ΩTZΩ)jr
0αrmr×αsms =
N∑
j=1
(⊕mrk=1Iǫ,r )((ΩT Z˜Ω)T )rj (⊕
ms
k=1Iǫ,s)(ΩTZΩ)js
=
N∑
j=1
(⊕mrk=1Iǫ,r )(ΩT Z˜Ω)jr (⊕
ms
k=1Iǫ,s)(ΩTZΩ)js
Next, we look for solutions of the above equations.
Let first λ > 0 (hence all matrices are real). Taking the diagonal blocks of the
first matrix equation yields
(Arr0 )
TIǫ,rArr0 = Iǫ,r , r ∈ {1, . . . ,N }.
Thus blocks Arr0 must be real indefinite orthogonal matrices for all r. We prove
that for any such matrices and by choosing the blocks under the main diagonal
of [ΩT Z˜Ω)T ]Nr,s=1 arbitrarily determines any upper off diagonal block X uniquely
by solving a linear matrix equation, while the rest of the diagonal blocks can be
computed recursively.
15
Weobserve the blocks in the s-th column, the main diagonal of Toeplitz matrices
in these blocks, by using the second equation:
0αr×αr =
N∑
j=1
Iǫ,r
(
((ΩT Z˜Ω)T )rj
)
(1)
Iǫ,s
(
(ΩTZΩ)js)
)(1)
, r ∈ {1,2, . . . , s}
Thus we obtain
(Ass0 )
TIǫ,sAss0 = Iǫ,s
(A
(s−1)(s−1)
0 )
TIǫ,sA(s−1)s0 + (As(s−1)0 )TIǫ,sAss0 = 0
(A
(s−2)(s−2)
0 )
TIǫ,sA(s−2)s0 + (A
(s−1)(s−2)
0 )
TIǫ,sA(N−1)N0 + (A
s(s−2)
0 )
TIǫ,sAss0 = 0
(A
(s−3)(s−3)
0 )
TIǫ,sA(s−3)s0 + (A
(s−2)(s−3)
0 )
TIǫ,sA(s−2)s0 + (A
(s−1)(s−3)
0 )
TIǫ,sA(s−1)s0
+ (A
s(s−3)
0 )
TIǫ,sAss0 = 0
...
(A110 )
T Iǫ,sA1s0 + (A210 )TIǫ,sA2s0 + (A310 )TIǫ,sA3s0 + . . .+ (As10 )TIǫ,sAss0 = 0
Using the second, third, etc. equation we recursively obtain A
(s−1)s
0 , A
(s−2)s
0 ,. . . ,A
1s
0 ,
respectively.
Next, observe the principal blocks, more precisely the first upper offdiagonal of
Toeplitz matrices in these blocks, by using the second equation:
0αr×αr =
N∑
j=1
Iǫ,r
(
((ΩT Z˜Ω)T )rj
)
(1)
Iǫ,r
(
(ΩTZΩ)jr)
)(2)
, r ∈ {1,2, . . . ,N }
We get the following recursive equation:
(Arr0 )
T Iǫ,rArr1 + (Arr1 )T Iǫ,rArr0 + δr,−1(A(r−1)r0 )TIǫ,rA(r−1)r0 + δr,1(Ar(r+1)0 )TIǫ,rAr(r+1)0 = 0mr
When αr = αr−1 + 1 (αr = αr+1 + 1) we have δr,−1 (δr,1) equal to 1, otherwise it
vanishes. Similarly for αr = αr−2 + 2 (αr = αr+2 + 2) we take δr,−2 (δr,2) equal to 1,
otherwise it vanishes. We now need to solve the matrix equation of the formATX+
XTA = B on X with given A ∈ GLn(R), B = BT ∈Rn×nS ; i.e. X = 12 (AT )−1B+ (AT )−1Z ,
ZT = −Z ; a more general case of this equation was considered in [4]). Thus we can
get Arr1 for all r.
Next, to compute A
(r−1)r
1 we consider the first upper offdiagonal blocks:
0αr×αr−1 =
N∑
j=1
Iǫ,r−1
(
((ΩT Z˜Ω)T )(r−1)j
)
(1)
Iǫ,r
(
(ΩTZΩ)jr)
)(2)
, r ∈ {2, . . . ,N }
We get the following recursive equation:
(A
(r−1)(r−1)
0 )
TIǫ,rA(r−1)r1 + (Arr1 )T Iǫ,rA(r−1)r0 + δr,−1(Ar(r−1)0 )TIǫ,rArr1 + δr,1(Ar(r−1)1 )T Iǫ,rArr0
+ δr,1(A
(r+1)(r−1)
1 )
TIǫ,rA(r+1)r0 + δr,1(A(r−2)(r−1)0 )TIǫ,rA(r−1)r0 = 0mr .
We continue in the same fashion to get A
(r−2)r
1 ,. . .A
1r
1 .
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We again consider the principal diagonal blocks, more precisely the second up-
per offdiagonal matrices in these blocks, by using the second equation:
0αr×αs =
N∑
j=1
Iǫ,r
(
((ΩT Z˜Ω)T )rj
)
(1)
Iǫ,s
(
(ΩTZΩ)js)
)(3)
, r ∈ {1,2, . . . , s}
Thus
(Arr0 )
TIǫ,rArr2 + (Arr2 )TIǫ,rArr0 + (Arr1 )TIǫ,rArr1
+ δr,−1
(
(A
(r+1)r
0 )
TIǫ,rA(r+1)r1 + (Ar(r+1)1 )TIǫ,rAr(r+1)0
)
+ δr,−1
(
(A
(r−1)r
0 )
TIǫ,rA(r−1)r1 + (A
(r−1)r
1 )
TIǫ,rA(r−1)r0
)
+ δr,2(A
r(r+2)
0 )
T Iǫ,rAr(r+2)1 + δr,−2(A(r−2)r0 )TIǫ,rA(r−2)r1 = 0mr
We obtain Arr2 for any r.
The next step is A
(r−1)r
2 , . . . ,A
1r
2 . By continuing in this manner to eventually ob-
tain Arrmr−1, . . . ,A
1r
mr−1.
The case λ = 0 is treated in the same manner, we only deal with complex al-
ternating Toeplitz matrices, thus Ar0 are complex orthogonal (unitary) indefinite
matrices and we possibly need to solve the equation A∗X + X∗A = B with given
A ∈ GLn(C) and B = B∗ (i.e. X = 12 (A∗)−1B+ (A∗)−1Z , Z∗ = −Z ; more general case of
this equation was addressed in [12]).
For example (Iǫ,r = Ir , N = 4, α2 = 2, m2 = 3, α3 = 3, m3 = 2, α4 = 1, m4 = 1):
A
T
1 B
T
1 C
T
1 D
T
1 N
T
1 P
T
1 R
T
1
0 AT1 B
T
1 C
T
1 0 N
T
1 0
0 0 A
T
1 B
T
1 0 0 0
0 0 0 AT1 0 0 0
0 0 H
T
1 I
T
1 A
T
3 B
T
3 R
T
3
0 0 0 HT1 0 A3 0
0 0 0 JT1 0 J
T
3 A4


A1 B1 C1 D1 H1 I1 J1
0 A1 B1 C1 0 H1 0
0 0 A1 B1 0 0 0
0 0 0 A1 0 0 0
0 0 N1 P1 A3 B3 J3
0 0 0 N1 0 A3 0
0 0 0 R1 0 R3 A4

=
=

A
T
1 A1 A
T
1 B1 +B
T
1 A1 A
T
1 C1 +C
T
1 A1 X A
T
1H1 +N
T
1 A3 A
T
1 I1 +B
T
1 H1 +N
T
1 B3 N
T
1 J3 +R
T
1 A4
+BT1 B1 +N
T
1N1 +P
T
1 A3 +R
T
1 R3 +A
T
1 J1
AT1 A1 A
T
1 B1 +B
T
1 A1 A
T
1 C1 +C
T
1 A1 0 A
T
1 H1 +N
T
1 A3 0
+B
T
1 B1 +N
T
1 N1
A
T
1 A1 A
T
1 B1 +B
T
1 A1 0 0 0
AT1 A1 0 0 0
A
T
3 A3 A
T
3 B3 +B
T
3 A3 A
T
3 J3 +R
T
3 A4
+RT3 R3
AT3 A3 0
AT4 A4

The diagonal of the diagonal blocks gives that A1 . . . ,A4 are any orthogonal ma-
trices. Now we choose N1, P1, R1, R3 arbitrarily. The upper diagonal blocks yield
A
T
1H1 +N
T
1A3 = 0 and A
T
3 J3 + R
T
3A4 = 0, which further gives H1, J1. The second
upper diagonal block yields N
T
1 J3 +A
T
1 J1 +R
T
1A4 = 0, thus J1 follows.
Next, observing the upper diagonal of the main diagonal blocks gives A
T
1 B1 +
BT1A1 = 0 and A
T
3 B3 + B
T
3A3 + R
T
3 R3 = 0, so we deduce B1,B3. From the upper
diagonal of the upper diagonal we obtain AT1 I1 +B
T
1H1 +N
T
1 B3 +P
T
1 A3 +R
T
1R3 = 0,
so we deduce I1.
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The third and fourth upper diagonal block of the first principal diagonal block
gives A
T
1C1 + C
T
1A1 + B
T
1 B1 +N
T
1N1 = 0, A
T
1D1 + B
T
1C1 + C
T
1 B1 +D
T
1 A1 +N
T
1 P1 +
PT1 N1 +R
T
1R1 = 0 (see X), therefore C1, D1, respectively.
Case II. Let
Hǫ(A) =
N⊕
r=1
Hαr (ξ) =
N⊕
r=1

mr⊕
j=1
Lαr (ξ)
 , ξ2 ∈C \R,
where Hαr (ξ), r ∈ {1, . . . ,N } is a direct sum of all blocks of size 2αr × 2αr corre-
sponding to the eigenvalue ξ . This case is treated similarly as Case II. for λ > 0,
but the Toeplitz matrices this time are complex.
Case III. Let
Hǫ(A) =
N⊕
r=1
Kβr (µ) =
N⊕
r=1

mr⊕
j=1
Kβr (µ)
 , µ > 0,
whereKβr (µ), r ∈ {1, . . . ,N } is a direct sum of all blocks of size 2βr×2βr correspond-
ing to the eigenvalue −µ2 of J (AA).
By Lemma 2.6 the solutionQ of the equationHǫ(A)Q =QHǫ(A) is partitioned to
blocks conformally to H1(A), Q = [Qrs]Nr,s=1 , and further Qrs is a mr ×ms block ma-
trix whoose blocks of dimension 2βr × 2βs are of the form P ′−1βr V −1βr SβrYjkS−1βs VβsP ′βs
with Yjk of the form (2.5) for m = βr , more precisely,
[
T1 T2
Jm(−η2)T 2 T 1
]
, where T1,
T2 of the form
(4.7)

[0 T ], βr < βs[
T
0
]
, βr > βs
T , βr = βs
,
and T ∈Cm×m,m =min{αr ,αs} is any complex upper-diagonal Toeplitz matrix. We
also have P ′βj = e
iπ
4 (Pβj⊕Pβj ) and Vβj = ⊕
mr
k=1e
i π4 (V ′βj⊕V ′βj ) and Sβk =
[
0 Uβk (iµ)
Jβk (−iµ)Uβk (iµ) 0
]
,
where Uβk (iµ) is a solution of the equation Uβk (iµ)Jβk (−µ2) = (Jβk (iµ))2Uβk (iµ).
Denote further Pr = ⊕mrj=1P ′βr , S ′r = ⊕
mr
j=1Sβr , Y = [Yjk]j,k , thus
Qrs = (P
′
r )
−1V −1r S ′rY (S ′s)−1VsP ′s ,
Setting further P ′ = ⊕rP ′r , S = ⊕rS ′r , V = ⊕rVr and using the facts that P ′ = (P ′)T ,
(P ′)−1 = P ′, , iE = ⊕j i(Eβj ⊕ Eβj ) = (P ′)2 = −P ′
2
= −(P ′)−2, I = V −TEV −1 = iβk
(
⊕j
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((−1)βkEβk ⊕−Eβk )
)
, it follows that I =QTQ if and only if
I =((P ′)TV T S−TYT STV −T (P ′)−T )((P ′)−1V −1SYS−1VP ′)(4.8)
I =S−1V (P ′)((P ′)TV T S−TYT STV −T (P ′)−2V −1SYS−1VP ′)(P ′)−1V −1S
I =S−1V (iE)V T S−TYT STV −T (−iE)V −1SY
I =S−1I−1S−TYT ST ISY
STIS =YT STISY
EST IS =(EYTE)(EST IS)Y
Proceed by T -conjugating Y with a suitable permutation matrix to get block
matrices such that its blocks are block Toeplitz matrices. Let e1, e2, . . . , eαrmr be the
standard orthonormal basis in Crmr . We set a permutation matrix formed by these
vectors:
Ωr = [e1 e2αr+1 . . . e2(mr−1)αr+1 eαr+1 e3αr+1 . . . e(2mr−1)αr+1 e2 e2αr+2 . . . e2(mr−1)αr+2 . . .
eαr+2 e3αr+2 . . . e(2mr−1)αr+2 . . . eαr e3αr . . . eαr (2mr−1) e2αr e4αr . . . eαr (2mr )]
Observe that multiplicating with this matrix from the right puts the first, (2αr+1)-
th,. . . ,((2mr − 1)αr + 1)-th column together, further eαr+1-th,. . . e(2mr−1)αr+1-th col-
umn together, then the second,. . . ,(2(mr−1)αr+2)-th column together, and soforth.
In a similar fashion, by multiplicating with ΩTr from the left we collect the rows
together. We set Ω = ⊕Nr=1Ωr .
From (4.8) it follows that
Ω
TEST ISΩ =(ΩTEΩ)(ΩT YΩ)T (ΩTEΩ)(ΩT EST ISΩ)(ΩT YΩ).(4.9)
Set Y =ΩTYΩ and observe that
(4.10) [Y ]rs = [ΩTYΩ]rs =

[0 Trs], βr < βs[
Trs
0
]
, βr < βs
Trs , βr = βs
,
where T = T (Ars0 ,A
rs
1 , . . . ,A
rs
m−1), m = min{βr ,βs} is a block upper-diagonal Toeplitz
matrix with
Ars0 =
[
V rs0 W
rs
0
−µ2W rs0 V rs0
]
, Ars1 =
[
V rs1 W
rs
1
−µ2V rs1 +V rs0 W rs1
]
,(4.11)
Ars2 =
[
V rs2 W
rs
2
−µ2W rs2 +V rs1 V rs1
]
, . . .Arsm−1 =
[
V rsm−1 W
rs
m−1
−µ2W rsm−1 +V rsm−2 V rs1
]
, V rsj ,W
rs
j ∈ Cmr×mr .
Next, since (Jβk (−iµ))TEβk = Eβk Jβk (−iµ), the block in the first row and first col-
umn of the block matrix STk IkSk is
− iβk (Uβk (iµ))
T
(Jβk (−iµ))TEβk Jβk (−iµ)Uβk (iµ) = −iβk (Uβk (iµ))
T
Eβk (Jβk (−iµ))2Uβk (iµ) =
= −iβk (Uβk (iµ))
T
EβkUβk (iµ)Jβk (−µ2),
therefore
EST IS = iβk
⊕
k
[
−Eβk (Uβk (iµ))
T
EβkUβk (iµ)Jβk (−µ2) 0
0 (−1)βkEβk (Uβk (iµ))TEβkUβk (iµ)
]
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is a quasi-diagonal matrix, and its blocks are uppertriangular matrices (the entries
on the main diagonals are i(−1)βk µ2
(2µ)βk−1 , i(−1)βk
1
(2µ)βk−1 ). Set
EβkUβk (iµ)
TEβkUβk (iµ) = T (u
k
0 ,u
k
1 , . . . ,u
k
βk−1),
hence
Eβk (Uβk (iµ))
T
EβkUβk (iµ)Jβk (−µ2) = T (uk0 ,uk1 , . . . ,ukβk−1)Jβk (−µ2)
= (−µ2T (uk0 ,uk1 , . . . ,ukβk−1) +T (0,uk0 ,uk1 , . . . ,ukβk−2))
= T (−µ2uk0 ,−µ2uk1 + uk0 , . . . ,−µ2ukβk−1 + akβk−2).
We denote B = ΩTEST ISΩ, which is thus a quasi diagonal matrix, the diagonal
blocks are uppertriangular block Toeplitz matrices. We have
B =
N⊕
r=1
T
(
Br0,B
r
1, . . . ,B
r
αr−1
)
, Br0, . . . ,B
r
αr−1 ∈C
mr×mr
S , B
r
0 ∈ GLmr (C),
where
Br0 = i
βk (µ2uk0Imk ⊕ (−1)βkuk0Imk ) = i(−1)
βk
(2µ)βk−1
(
− µ2Imk ⊕ Imk
)
,
Br1 = i
βk ((µ2uk1 − uk0)Imk ⊕ (−1)βkuk1Imk ),
Br2 = i
βk ((µ2uk2 − uk1)Imk ⊕ (−1)mkuk2Imk ), . . . ,
Finally we set
F = (ΩTEΩ) =
N⊕
r=1
Eαr (Imr ),
where we denote the block backward-diagonal with α blocks Im on the antidiago-
nal by Eα(Im) =
[ 0 Im
. .
.
Im 0
]
.
The equation (4.9) can then be written in the following form
(4.12) B = FYTFBY .
Recall that we are given nonsingular block-diagonal matrices B, partitioned con-
formally and such that their diagonal blocks are upper block Toeplitz matrices
and of different size. Next, Y is partitioned conformaly to blocks as B, F , and its
block are either of the form T or [0 T ] or
[
T
0
]
, where T is an upper block Toeplitz
matrix.
We shall now describe the algorithmic procedure (in several steps) how to solve
this matrix equation. Since
(F YTFBY )T = YTBTF YF = FF YTF (FBTF )YF = F (F YTFBY )F ,
it follows that for r , s we have (F YTFBY )rs = 0 precisely when (F YTFBY )sr =
0. Therefore when comparing the left-hand side and the right-hand side of the
equation (4.12) blockwise it suffices to observe the block upper block triangular
part of the matrices. Further, from Lemma 2.1 (2) we deduce that the right-hand
side of the equation (4.12) is again a block upper block triangular Toeplitz matrix.
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When examining equation (4.12) blockwise it thus suffices to observe the elements
in the first rows of the blocks.
We set [Y˜rs]rs = Y˜ = FYTF . Since we have
Ears (Ims )
(
T (A0,A1, . . . ,Aars−1)
)T
Ears (Imr ) = T (A
T
0 ,A
T
1 , . . . ,A
T
ars−1)
it further follows that
Y˜rs = Emr (Iαr )YTsrEms (Iαs ) =

[
T˜rs
0
]
, mr > ms[
0 T˜rs
]
, mr < ms
T˜rs , mr =ms
, T˜rs = T
(
(Asr0 )
T , (Asr1 )
T , . . . , (Asrars )
T
)
Finally, we set [Srs]rs = S = BY with
Srs =

[
Srs
0
]
, mr > ms[
0 Srs
]
, mr < ms
Srs , mr =ms
, Srs = T
(
Crs0 ,C
rs
1 , . . . ,C
rs
nrs−1
)
, Crsk =
k∑
j=0
Brk−jA
rs
j .
The entries in the j-th column (and first row) of the block (F YTF IY )rs are ob-
tained bymultiplying the first rows of the blocks Y˜r1, . . . , Y˜rN with the j-th columns
of the blocks (S )1s , . . . , (S )Ns, respectively, and then by adding them:
((F YTF IY )rs)1j =
N∑
k=1
(Y˜rk )(1)(Sks)(j).
We have
(Y˜rk )(1) =

[
(Akr0 )
T (Akr1 )
T . . . (Arrakr−1)
T
]
, k ≥ r[
0mr×mk(αk−αr ) (A
kr
0 )
T . . . (Akrαr−1)
T
]
, k < r
,
(Sks)(j) =


Cksαk
. . .
Cks0
 , k ≥ s, j = αs ≥ αk
Cksαk
. . .
Cks0
0
 , k < s, j = αs < αk
Cksαs−αk+j−1
. . .
Cks0
0
 , k ≥ s, j < αk
Cksk−s+j−1
. . .
Cks0
0
 k > s,k ≥ j + s − 1
0, k ≥ s + j
, 1 ≤ j ≤ αs .
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Asmentioned above it suffices to analyse the upper triangular blocks in the matrix
equality (4.12). Therefore assume that r ≤ s with r = s − p, p ∈ {0,1,2, . . . , s − 1}. We
then get for 1 ≤ j ≤ αs that
((F YTF IY )(s−p)s)1j =
N∑
k=1
(Y˜(s−p)k)(1)(Sks)(j) =
s+j−1+p∑
k=s−j+1
(Y˜(s−p)k)(1)(Sks)(j)
= (Y˜(s−p)s)(1)(Sss)(j) +
s+j−1+p∑
k=s−j+1,k,s
δ(s−p)s(Y˜(s−p)k)(1)(Sks)(j)
The recursive procedure is the same as in Case 4. However, the expressions tend
to be slightly more complicated. Moreover, when solving the matrix equations one
needs to check that the solutions are of the right form (see (4.11)). We only sketch
the first two steps.
STEP 1. j = 1
We have
(Y˜rk )(1) =

[
(Arr0 )
T ∗
]
, k = r[
0 ∗
]
, k < r
, ((S )kr )(1) =

[
Bk0A
ks
0
0
]
, k ≤ s
0, k > s
.
For r = s − p with p ∈ {0,1,2, . . . , s − 1} we then get that
((F YTF IY )(s−p)s)11 =
N∑
k=1
(Y˜(s−p)k)(1)((IY )ks)(1) =
s+p∑
k=s
(Y˜(s−p)k)(1)((IY )ks)(1)(4.13)
=
p∑
k=0
(A
(s−k)(s−p)
0 )
TBs−k0 A
(s−k)s
0(4.14)
(a) (p=0) r = s ∈ {1,2, . . . ,N }
Bs0 = (A
ss
0 )
TBs0A
ss
0 .
(b) (p=1) r = s − 1, s ∈ {2,3, . . . ,N }
0 = (A
(s−1)(s−1)
0 )
TBs−10 A
(s−1)s
0 + (A
s(s−1)
0 )
TBs0A
ss
0
(c) (p=2) r = s − 2, s ∈ {3,4, . . . ,N }
p∑
k=0
(A
(s−k)(s−p)
0 )
TBs−k0 A
(s−k)s
0 = 0
(. . . )
(p) p = p r = s − p, s ∈ {p +1,4, . . . ,N }
(A
(s−2)(s−2)
0 )
TBs−20 A
(s−2)s
0 + (A
(s−1)(s−2)
0 )
TBs−10 A
(s−1)s
0 + (A
s(s−2)
0 )
TBs0A
ss
0 = 0
(. . . )
(N) r = 1, s =N (p=N-1)
(A110 )
TB10A
1s
0 +(A
21
0 )
TB20A
2s
0 +(A
31
0 )
TB30A
3s
0 +. . .+(A
(s−1)1
0 )
TBs−10 A
(s−1)s
0 +(A
s1
0 )
TBs0A
ss
0 = 0
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STEP 2. j = 2
We have
(Y˜rk )(1) =

[
(Akr0 )
T (Akr1 )
T ∗
]
, k ≥ r[
0 (Akr0 )
T ∗
]
, k +1 = r,αr = αk − 1[
0 0 ∗
]
, otherwise
,
((IY )ks)(2) =


Bk1A
ks
0 +B
k
0A
ks
1
Bk0A
ks
0
0
 , k ≤ s[
Bk0A
ks
0
0
]
, k = s +1,αk = αs − 1
0, otherwise
.
For r = s − p with p ∈ {0,1,2, . . . , s − 1} we then get that
((F YTF IY )(s−p)s)12 =
N∑
k=1
(Y˜(s−p)k)(1)((S )ks)(2) =
s+1+p∑
k=s−1
(Y˜(s−p)k)(1)((S )ks)(2)
=
p+2∑
l=0
(Y˜(s−p)(l+s−1))(1)((IY )(l+s−1)s)(2)
= (A
s(s−p)
0 )
T (Bs1A
ss
0 +B
s
0A
ss
1 ) + (A
s(s−p)
1 )
TBs0A
ss
0 + δ(s+1)s(A
(s+1)(s−p)
0 )
TBs0A
(s+1)s
0
+ δ(s−p−1)s(A
(s−p−1)(s−p)
0 )
TB
s−p−1
0 A
(s−p−1)s
0
+
p∑
k=1
δ(s−k)s((A
(s−k)(s−p)
0 )
T (B
(s−k)
1 A
(s−k)s
0 +B
s−k
0 A
(s−k)s
1 )
+ (A
(s−k)(s−p)
1 )
TBs−k0 A
(s−k)s
0 )

Proof of Theorem 1.3. The proof of Theorem 1.3 for the Case for Iǫ = I but with
complex Toeplitz matrices as blocks of Z applies mutatis mutandis. (Note also
that now P2 = ( 1√
2
(I + iE))2 = iE, P−2 = −iE.) 
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