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DYNAMIC DEFAULTABLE TERM STRUCTURE MODELLING BEYOND
THE INTENSITY PARADIGM
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Abstract. The two main approaches in credit risk are the structural approach pioneered
in Merton (1974) and the reduced-form framework proposed in Jarrow & Turnbull (1995)
and in Artzner & Delbaen (1995). The goal of this article is to provide a unified view
on both approaches. This is achieved by studying reduced-form approaches under weak
assumptions. In particular we do not assume the global existence of a default intensity
and allow default at fixed or predictable times with positive probability, such as coupon
payment dates.
In this generalized framework we study dynamic term structures prone to default
risk following the forward-rate approach proposed in Heath-Jarrow-Morton (1992). It
turns out, that previously considered models lead to arbitrage possibilities when default
may happen at a predictable time with positive probability. A suitable generalization
of the forward-rate approach contains an additional stochastic integral with atoms at
predictable times and necessary and sufficient conditions for an appropriate no-arbitrage
condition (NAFL) are given. In the view of efficient implementations we develop a
new class of affine models which do not satisfy the standard assumption of stochastic
continuity.
The chosen approach is intimately related to the theory of enlargement of filtrations,
to which we provide a small example by means of filtering theory where the Aze´ma
supermartingale contains upward and downward jumps, both at predictable and totally
inaccessible stopping times.
Keywords: credit risk, HJM, forward-rate, structural approach, reduced-form approach,
Aze´ma supermartingale, affine processes, filtering.
1. Introduction
The two most common approaches to credit risk modelling are the structural approach,
pioneered in the seminal work of Merton [49], and the reduced-form approach which can be
traced back to early works of Jarrow, Lando, and Turnbull [36, 43] and to [1]. In structural
approaches, default happens when the company is not able to meet its obligations or a certain
lower bound is hit by the value of the firm’s assets. In many cases this happens when a
promised payment cannot be made, which in the approaches in [49] and its extensions
[27, 28] leads to default at pre-specified times, such as coupon dates. The recently missed
coupon payment by Argentina is an example for such a credit event as well as the default
of Greece on the 1st of July1. The possibility that default happens at a predictable time is
in strong contrast to most reduced-form approaches: the class of so-called intensity-based
Date: July 14, 2015.
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1Argentina’s missed coupon payment on $29 billion debt was voted a credit event by the International
Swaps and Derivatives Association, see the announcements in [32] and [50]. Regarding the failure of 1.5
Billon EUR of Greece on a scheduled debt repayment to the International Monetary fund, see e.g. [15].
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models is characterized by the property, that the default time admits an intensity and hence
it avoids predictable and in particular deterministic times. For a review and guide to the
rich literature on this subject we refer to [3, 44, 48].
Despite their theoretical appeal, structural models pose a number of challenges when used
for pricing credit derivatives: first, the underlying value of the firm is difficult to observe.
This fact motivated approaches with incomplete information, see [12, 8, 25]. Second, the full
priority hierarchy of the firm’s capital structure is needed which additionally complicates the
matter. Reduced-form approaches circumvent these difficulties and are less ambitious about
the precise mechanism leading to default, see for example [1, 13, 35]. Closely related are
dynamic term structure approaches following the pioneering work of Heath-Jarrow-Morton
(HJM), [31], and its extension to default risk, cf. [53, 14]. One offspring of this approach
are highly tractable affine and quadratic factor models, see [7, 10, 18].
It is a remarkable observation of [2] that it is possible to extend the reduced-form approach
beyond the class of intensity-based models. The authors study a class of first-passage time
models under a filtration generated by a Brownian motion and show its use for pricing and
modelling credit risky bonds. Our goal is to start with even weaker assumptions on the
default time and to allow for jumps in the compensator of the default time at predictable
times. From this general viewpoint it turns out, surprisingly, that previously used HJM
approaches lead to arbitrage: the whole term structure is absolutely continuous and can
not compensate for points in time bearing a positive default probability. We propose a
suitable extension with an additional term allowing for discontinuities in the term structure
at certain random times and derive precise drift conditions for an appropriate no-arbitrage
condition, no asymptotic free lunch (NAFL).
There are approaches that bridge the gap between structural and reduced-form models,
for example by considering an incomplete or noisy observation of the firm value. The first
work in this direction, [12], studied a first-passage time approach proposed in [4] and showed
that under incomplete information one arrives at an intensity-based model. This property
can, however, not be extended to structural models where default happens at a fixed time
with positive probability, like in the Merton model or its extensions. This underlines the
importance of a general approach in this regard and we provide some illustrating examples.
Even more, this observation motivates a specific class of models, which we call extended
Merton models, where default may happen at deterministic times with positive probability.
In this class we can develop highly tractable factor models and we propose a new class of
affine models, which are not stochastically continuous, matching this natural property of a
generalized Merton model. Certainly, our approach is intimately related to the theory of
enlargement of filtrations. We provide a simple example inspired by filtering theory where
the Aze´ma supermartingale contains upward and downward jumps, both at predictable and
totally inaccessible stopping times.
The structure of the article is as follows: in Section 2, we introduce the general setting and
study drift conditions in an extended HJM-framework which guarantee absence of arbitrage
in the bond market. In Section 3 we additionally assume that default may happen with
positive probability only at a finite number of deterministic times and study the absence of
arbitrage in this class, which we call generalized Merton models. Section 4 studies structural
models under incomplete information in detail. Besides this, we construct a default time
where the Aze´ma supermartingale naturally has upward and downward jumps by means of
filtering methods. In Section 5 we give a precise construction of arbitrage-free HJM-models
in a doubly-stochastic setting while Section 6 studies a new class of affine models which are
stochastically discontinuous. Section 7 concludes.
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2. A general account on credit risky bond markets
Consider a filtered probability space pΩ,A,F, P q with a filtration F “ pFtqtě0 satisfying
the usual conditions, i.e. it is right-continuous and F0 contains the P -nullsets N0 of A.
Throughout, the probability measure P denotes the objective measure. As we use tools
from stochastic analysis, all appearing filtrations shall satisfy the usual conditions. We
follow the notation from [34] and refer to this work for details on stochastic processes which
are not laid out here.
The filtration F contains all available information in the market. The default of a company
is public information and we therefore assume that the default time τ is an F-stopping time.
We denote the default indicator process H by
Ht “ 1ttěτu, t ě 0,
such that Ht “ 1vτ,8vptq is a right-continuous, increasing process. We will also make use of
the survival process 1´H “ 1v0,τv.
A credit risky bond with maturity T is a contingent claim promising to pay one unit of
currency at T . We denote the price of the bond with maturity T at time t ď T by P pt, T q.
If no default occurred prior to or at T we have that P pT, T q “ 1. We will consider zero
recovery, i.e. the bond loses its total value at default, such that P pt, T q “ 0 on tt ě τu.
Extensions to different types of recovery can be treated along the lines of [2]. The family of
stochastic processes tpP pt, T q0ďtďT q, T ě 0u describes the evolution of the term structure
T ÞÑ P p., T q over time.
Besides the bonds there is a nume´raire X0, which is a strictly positive, adapted process.
We assume without loss of generality that X00 “ 1. Moreover, we make the weak assump-
tion that X0 is absolutely continuous. Then a short-rate exists, which is a progressively
measurable process r such that X0t “ expp
şt
0
rsdsq. For practical applications one would use
the overnight index swap (OIS) rate for constructing such a nume´raire.
2.1. Absence of arbitrage in credit risky bond markets. The market of defaultable
bonds contains an infinite number of assets and is treated here in the spirit of large financial
markets following [42]. It is the first time that this concept is applied to a market with
credit risk. We therefore give a short introduction to the topic.
Fix a finite time horizon T˚ ą 0 and consider the filtration F “ pFtq0ďtďT˚ . We will
need the following assumption on right-continuity of the bond prices in T and on uniform
local boundedness of bond prices. Recall that by N0 we denoted the P -nullsets of A. For a
generic process X and a random time σ we denote by Xpσq “ pXt^σqtě0 the process stopped
at σ. By a^ b :“ minpa, bq we denote the minimum of a and b.
Assumption 2.1. It holds that the setď
tPr0,T˚s
 
ω : T Ñ P pt, T qpωq is not right-continuous(
is contained in a P -nullset. Moreover, for any T P r0, T˚q there are  ą 0, an increasing
sequence of stopping times σn Ñ8 and κn P r0,8q such that
P pt, Uqpσnq ď κn,
for all U P rT, T ` q and all t ď T .
In classical HJM-models absolute continuity with respect to the maturity always holds.
To our knowledge, the models studied later in this paper are the first dynamic term structure
models which explicitly incorporate discontinuities in the term structure T ÞÑ P p., T q. In a
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general setting of default times as considered here we will show that their presence is also
necessary to guarantee absence of arbitrage.
Definition 2.1. Fix a sequence pTiqiPN in r0, T˚s. Define the n` 1-dimensional stochastic
process pSnq “ pS0, S1, . . . , Snq as follows:
Sit “ pX0t q´1P pt^ Ti, Tiq, 0 ď t ď T˚,(1)
for i “ 1, . . . , n and S0t ” 1. The large financial market consists of the sequence pSn, n ě 1q
of classical markets.
We denote by L0` the space of equivalence classes of measurable functions which are non-
negative almost surely. By L1 we denote the space of all integrable and measurable functions.
Its dual space is the space of bounded measurable functions, denoted by L8 and the bounded,
non-negative measurable functions are denoted by L8`. The weak-˚ topology on L8 is the
topology σpL8, L1q, generated by the norm ‖ X ‖˚:“ suptErXϕs : ϕ P L1, Erϕs ď 1u. For
further details, see for example Section A.7 in [22].
Absence of arbitrage is considered for each finite market Sn and appropriate limits. Let
θ be a predictable Sn-integrable process and denote by pθ ¨Snqt the stochastic integral of θ
with respect to Sn until t. The process θ is called admissible trading strategy if θ0 “ 0 and
there is an a ą 0 such that pθ ¨ Snqt ě ´a P -almost surely for all t P r0, T˚s. Define the
following cones:
(2) Kn “ tpθ ¨ SnqT˚ : θ admissibleu and Cn “ pKn ´ L0`q X L8.
Kn contains all replicable claims in the finite market n, and Cn contains all claims in L8
which can be superreplicated. We define the set Mne of equivalent local martingale measures
for the finite market n as
Mne “ tQ „ P |FT˚ : Sn is local Q-martingaleu(3)
Besides this, we assume that for each finite market n no arbitrage holds, i.e.
(4) Mne ‰ H, for all n P N.
However, there is still the possibility of approximating an arbitrage profit by trading on the
sequence of market models which motivates the notion of no asymptotic free lunch.
Definition 2.2. A given large financial market satisfies NAFL if
8ď
n“1
Cn
˚
X L8` “ t0u
where C
˚
denotes the closure of C Ă L8 with respect to the weak-˚ topology.
Definition 2.3. The term structure model tpP pt, T qq0ďtďT : 0 ď T ď T˚u satisfies NAFL
if there exists a dense sequence pTiqiPN in r0, T˚s, such that the large financial market of
Definition 2.1 satisfies the condition NAFL.
Theorem 5.2 in [42] shows that NAFL is equivalent to existence of an equivalent local
martingale measure (ELMM) which we recall here for convenience.
Theorem 2.1. Assume that Assumptions 2.1 and (4) hold. The family of term structure
models tpP pt, T qq0ďtďT : 0 ď T ď T˚u satisfies NAFL, if and only if there exists a measure
Q˚ „ P |FT˚ such that
ppX0t q´1P pt, T qq0ďtďT are local Q˚-martingales for all T P r0, T˚s.(5)
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2.2. An extension of the HJM-approach. Now we are in the position to extend the
HJM approach in an appropriate way to obtain arbitrage-free defaultbale term structure
models under weak assumptions. Consider a measure Q˚ „ P . Our intention is to find
conditions which render Q˚ an equivalent local martingale measure. From now on, only
occasionally the measure P will be used, such that all appearing terms (like martingales,
almost sure properties, etc.) are to be considered with respect to Q˚ if not stated otherwise.
Announced times. The default indicator process H is a bounded, ca´dla´g and increasing
process, hence a submartingale of class (D). By the Doob-Meyer decomposition, the process
Mt “ Ht ´Hpt , t ě 0(6)
is a true martingale where Hp denotes the dual F-predictable projection, also called com-
pensator, of H. As 1 is an absorbing state, Hpt “ Hpt^τ . The construction of random times
satisfying certain specifications can be approached from different viewpoints while, to the
best of our knowledge, an existence result covering our general setting is not yet available in
the literature. However, in Section 5 we provide an existence under when immersion holds
following the ideas from [33]. For more general results and related literature, see [46] and
[55].
To keep the arising technical difficulties at a minimum, we assume that Hp can be de-
composed in an absolutely continuous and a (predictable) pure-jump part, such that
Hpt “
ż t^τ
0
hsds`
ż t^τ
0
ż
R
xΓpds, dxq, t ě 0,(7)
with a non-negative process h and with a predictable integer-valued random measure satis-
fying Γpdt, dxq “ řsą0 1t∆Hpsą0uδps,∆Hps qpdt, dxq; here δx denotes the Dirac measure at the
point x. The process h can be chosen predictable, see Theorem 2.1 in [9].
Whenever ∆Hpσ ą 0, for a predictable time σ, there is a positive probability that the
company defaults at time σ and the probability of this event is related to ∆Hpσ. We call such
times risky times, i.e. predictable times having a positive probability of a default occuring
right at that time.
A random set A is called thin, if A “ ŤJAnK with some stopping times An and the
associated stochastic intervals JAnK “ tpω, tq : t P Rě0, t “ Anpωqu. The set of risky times is
a thin set
Ť
iě1JUiK with predictable times U1, U2, . . . . These times may be chosen in such
a way that JUiK X JUjK “ H if j ‰ i. For our purposes it will be convenient to work with
the following class of predictable times.
Definition 2.4. We call a random time U announced if there exists an F-stopping time S
with S ă U almost surely and U is FS-measurable.
The intuition behind this definition is as follows: at the announcement time S the market
receives new information about a future date U (i.e. S ă U) at which default may happen
with positive probability. For example, at time S the market realizes that a country has
difficulties to pay some of its obligations which are due at the coupon payment date U . See
Example 2.2 and Section 4 for applications under incomplete information. Note that any
deterministic, positive time is announced and that an announced time is always predictable.
The concept of an announced time has similarities with the concept of an announcing se-
quence of the predictable time U (see Theorem I.2.15 in [34]), which is a sequence of optional
times pSnq being strictly smaller than U and increasing to U .
To ensure that the subsequent analysis is meaningful, we make the following technical
assumptions.
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(A1) The process h is non-negative, predictable and integrable on r0, T˚s:ż T˚
0
|hs|ds ă 8, Q˚-a.s.,
(A2) the random measure Γpds, dxq is given by
Γpr0, ts, dxq “
Nÿ
i“1
1tUiďtuδΓipdxq,
where each risky time Ui is announced, say by Si, and Γi : Ω Ñ p0, 1q is FSi-
measurable, 1 ď i ď N .
Assumption (A2) implies that the set U of (default) risky times is finite. This is a reason-
able assumption while working on a finite time interval. If Γi “ 1, default happens with
probability one at time Ui, a case which we exclude for simplicity of exposition.
Dynamic term structures with discontinuities. Regarding defaultable bond prices we will
start from a forward-rate framework and allow for discontinuities in the term structure at
(default) risky times. Consider current time t P r0, T˚q and a bond with maturity T P pt, T˚s.
If the risky time Ui was announced before time t, investors will obtain an additional premium
for the event tτ “ Uiu only when T ě Ui. For T ă Ui the investors are not exposed to this
risk and hence will not receive an additional premium. This naturally leads to a discontinuity
in the term structure T ÞÑ P p., T q at Ui. Motivated by this, we consider a family of random
measures pµtqtě0, defined by
µtpduq :“
ÿ
Siďt
δUipduq
and assume that defaultable bond prices are given by
P pt, T q “ 1tτątu exp
ˆ
´
ż T
t
fpt, uqdu´
ż T
t
gpt, uqµtpduq
˙
, 0 ď t ď T ď T˚.(8)
Note that the right-continuity in Assumption 2.1 naturally holds under (8). The processes
f and g are assumed to be Itoˆ processes of the form
fpt, T q “ fp0, T q `
ż t
0
aps, T qds`
ż t
0
bps, T q ¨ dWs,(9)
gpt, T q “ gp0, T q `
ż t
0
αps, T qds`
ż t
0
βps, T q ¨ dWs,(10)
with an n-dimensional Q˚-Brownian motion W . By B we denote the Borel σ-algebra gen-
erated by the open sets in Rě0 and by O we denote the optional σ-algebra generated by all
F-adapted ca`dla`g processes. We will need the following technical assumptions.
(B1) the initial forward curves fpω, 0, tq and gpω, 0, tq are F0 b B-measurable, and inte-
grable on r0, T˚s:ż T˚
0
|fp0, uq| ` |gp0, uq|du ă 8, Q˚-a.s.,
(B2) the drift parameters apω, s, tq and αpω, s, tq are R-valued, and O b B-measurable.
The parameter a is integrable on r0, T˚s:ż T˚
0
ż T˚
0
|aps, tq|ds dt ă 8, Q˚-a.s.,
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while α is bounded on r0, T˚s:
sup
s,tďT˚
|αps, tq| ă 8, Q˚-a.s.,
(B3) the volatility parameter bpω, s, tq is Rn-valued, O b B-measurable, and bounded on
r0, T˚s:
sup
s,tďT˚
‖ bps, tq ‖ă 8, Q˚-a.s.,
while βpω, s, tq is Rn-valued, O b B-measurable, and square integrable on r0, T˚s:ż T˚
0
ż T˚
0
‖ βps, tq ‖2 ds dt ă 8, Q˚-a.s.,
(B4) we assume that the dual predictable projection ν of the integer-valued random mea-
sure µpdt, duq “ řni“1 δpSi,Uiqpdt, duq satisfies νpdt, duq “ νpt, duqdt with a kernel
νpω, t, duq, andż T˚
0
ż T˚
0
|e´gpt,uq ´ 1| νpt, duqdt ă 8, Q˚-a.s.
Moreover Q˚pτ “ Siq “ 0 for all i ě 1.
Remark 2.1. Assumption (B4) requires that announcing times are totally inaccessible, i.e.
come as a surprise. Moreover, there is no default by news, i.e. τ does not coincide with
an announcing time. Both assumptions have been made to simplify the exposition but
could be relaxed without big difficulties at the cost of lengthier formulas. For details on
the compensator or the dual predictable projection of a random measure we refer to section
II.1.1a in [34].
The following result gives the desired drift condition rendering the considered measure
Q˚ an equivalent local martingale measure. In this case, the family of term structure models
tP pt, T q0ďtďT : 0 ď T ď T˚u satisfies NAFL by Theorem 2.1. Set
a¯pt, T q “
ż T
t
apt, uqdu,
b¯pt, T q “
ż T
t
bpt, uqdu,
α¯pt, T q “
ż T
t
αpt, uqµtpduq,
β¯pt, T q “
ż T
t
βpt, uqµtpduq.
Theorem 2.2. Assume that (A1)-(A2) and (B1)-(B4) hold. Then Q˚ is an ELMM if
and only if the following two conditions hold:ż t
0
fps, sqds`
ÿ
Uiďt
gpUi, Uiq “
ż t
0
prs ` hsqds´
ÿ
Uiďt
logp1´ Γiq,(11)
a¯pt, T q ` α¯pt, T q “ 1
2
‖ b¯pt, T q ` β¯pt, T q ‖2 `
ż T
t
´
e´gpt,uq ´ 1
¯
νpt, duq,(12)
0 ď t ď T ď T˚, dQ˚ b dt-almost surely on tt ă τu.
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In comparison to the classical HJM drift condition in the default-risk free case, a¯pt, T q “
1
2 ‖ b¯pt, T q ‖2, a number of additional terms appear here. First, Equation (11) under
gp., .q “ 0 and U “ H is a well-known condition in intensity-based dynamic term structure
models and relates the short rate accumulated by the bond, fpt, tq, with the risk-free short
rate plus a compensation for default risk. The additional terms incorporate additional
returns due to the extra default risk at risky times. These terms appear, to the best of our
knowledge, for the first time in defaultable HJM-models. Technically, they originate from
joint jumps in 1 ´H and its compensator. It turns out, that if ∆Hp ‰ 0, then a classical
HJM-approach with gp., .q “ 0 allows for arbitrage profits.
The additional term in (12),
şT
t
`
e´gpt,uq ´ 1˘ νpt, duq, appears as compensation for jumps
in the term structure at news news arrival times S1, S2, . . . and can be linked to similar
expressions in classical HJM-Models with jumps as for example in [16].
The following simple example illustrates the extension of our approach over intensity-
based models and builds up intuition on condition (11). A prominent representative is the
Merton model, discussed in Example 3.1. In Section 4, we also provide evidence that in mod-
els with incomplete information the proposed framework applies. For practical applications
we will develop piecewise stochastic continuous affine models in Section 6.
Example 2.1. Consider a non-negative integrable and progressive process λ, constants
0 ă u1 ă ¨ ¨ ¨ ă uN , positive random variables λ11, . . . , λ1N , with λ1i being Fui-measurable,
and set
Λt “
ż t
0
λpsqds`
ÿ
uiďt
λ1i.
Let ζ be a standard exponential random variable, independent from Λ, and set
τ “ inftt ě 0 : Λt ě ζu.
This is a so-called doubly stochastic model and many variants of this example have been
successfully applied in credit risk (see [3] and [40], for example). In the cases previously
studied in the literature, however, instead of constant times ui, totally inaccessible stopping
times were considered, such that Hp turns out to be absolutely continuous (see [51] for an
example). Here, we have ∆Hpui ą 0 because ui is a risky time: by the memoryless-property
of exponential random variables,
Q˚pτ “ ui|τ ě uiq “ Q˚pλ1i ě ζq “ E˚r1´ expp´λ1iqs.(13)
If Λ is deterministic and the short-rate vanishes, we obtain the following term-structure
P pt, T q “ 1tτątuQ˚pτ ą T |τ ą tq “ 1tτątu exp
´
´
ż T
t
λpsqds´
ÿ
uiPpt,T s
λ1i
¯
,
which clearly falls into the class of models considered here. A simple computation yields
Hpt “
ż t^τ
0
λpsqds`
ÿ
i:uiďpt^τq
p1´ e´λ1iq(14)
and it is easily checked that the drift conditions (11)-(12) hold. ˛
The proof of Theorem 2.2 will make use of the following lemma in which we derive the
canonical decomposition of the second integral in (8), denoted by
Ipt, T q :“
ż T
t
gpt, uqµtpduq, 0 ď t ď T.(15)
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Lemma 2.3. Assume that (A1), (A2), and (B1), (B2) hold. Then, for each T P r0, T˚s
the process pIpt, T qq0ďtďT is a special semimartingale and
Ipt, T q “
ż t
0
α¯ps, T qds`
ż t
0
β¯ps, T q ¨ dWs `
ż t
0
ż T
0
gps, uq1tsăuuµpds, duq ´
ż t
0
gps, sqµU pdsq
with µU pdsq “ řni“1 δUipdsq.
Proof. We start with the observation that, by the definition of µt,
Ipt, T q “
ż t
0
ż T
t
gpt, uqµpds, duq
“
ż t
0
ż T
0
1tuątugpt, uqµpds, duq
“
ż t
0
ż T
0
1r0,uqptqgpt, uqµpds, duq.(16)
The semimartingales p1r0,uqptqgpt, uqq have the following canonical decompositions,
1r0,uqptqgpt, uq “ gp0, uq `
ż t
0
1r0,uspvq dgpv, uq `
ż t
0
gpv, uqdp1r0,uqpvqq
“ gp0, uq `
ż t
0
1r0,uspvqαpv, uqdv `
ż t
0
1r0,uspvqβpv, uq ¨ dWv ´ gpu, uq1tuďtu(17)
and we obtain that
(16) “
ż t
0
ż T
0
gp0, uqµpds, duq `
ż t
0
ż T
0
ż t
0
1r0,uspvqαpv, uqdv µpds, duq
`
ż t
0
ż T
0
ż t
0
1r0,uspvqβpv, uq ¨ dWv µpds, duq ´
ż t
0
ż T
0
gpu, uq1tuďtuµpds, duq
“: p11q ` p21q ` p31q ` p41q.
With (B2) it is possible to interchange the appearing integrals as the integral with respect
to µ is a finite sum. Hence,
p21q “
ż t
0
ż t
0
ż T
0
1r0,uspvqαpv, uqµpds, duqdv
“
ż t
0
ż v
0
ż T
0
1r0,uspvqαpv, uqµpds, duqdv `
ż t
0
ż t
v
ż T
0
1r0,uspvqαpv, uqµpds, duqdv
“
ż t
0
ż v
0
ż T
0
1r0,uspvqαpv, uqµpds, duqdv `
ż t
0
ż T
0
ż s
0
1r0,uspvqαpv, uqdv µpds, duq
with an analogous expression for p31q. Note that the first term in the last line equalsşt
0
α¯pv, T qdv. By (17),ż s
0
1r0,uspvqαpv, uqdv `
ż s
0
1r0,uspvqβpv, uq ¨ dWv “ 1r0,uqpsqgps, uq ´ gp0, uq ` gpu, uq1tuďsu
such that (16) is equal toż t
0
α¯pv, T qdv `
ż t
0
β¯pv, T q ¨ dWv `
ż t
0
ż T
0
1r0,uqpsqgps, uqµpds, duq ´
ż t
0
ż T
0
1rs,tspuqgpu, uqµpds, duq.
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By Assumption (A2),ż t
0
ż T
0
1rs,tspuqgpu, uqµpds, duq “
ÿ
Uiďt
gpUi, Uiq “
ż t
0
gps, sqµU pdsq
which is a special semimartingale and we conclude. 
The previous lemma allows us to obtain the semimartingale representation of
Gpt, T q :“ expp´Ipt, T qq, 0 ď t ď T.
Proposition 2.4. Assume that (A1), (A2) and (B1), (B2) and (B4) hold. Then,
dGpt, T q
Gpt´, T q “
ˆ
´ α¯pt, T q ` 1
2
‖ β¯pt, T q ‖2 `
ż T
t
´
e´gpt,uq ´ 1
¯
νpt, duq
˙
dt
´ β¯pt, T q ¨ dWt `
´
egpt,tq ´ 1
¯
µU pdtq ` dM1t ,
with a local martingale M1.
Proof. The Itoˆ-formula together the representation of G given in Lemma 2.3 yields that
Gpt, T q “ Gp0, T q `
ż t
0
Gps´, T q
´
´ α¯ps, T q ` 1
2
‖ β¯ps, tq ‖2
¯
ds´
ż t
0
Gps´, T qβ¯ps, T q ¨ dWs
`
ż t
0
ż T
0
Gps´, T q
´
e´gps,uq1tuąsu ´ 1
¯
µpds, duq `
ż t
0
Gps´, T q
´
egps,sq ´ 1
¯
µU pdsq.(18)
Using Assumption (B4), we compensate µpds, duq by νps, duqds and obtain the result. 
Proof of Theorem 2.2. Set F pt, T q :“ exp
´
´ şT
t
fpt, uqdu
¯
, Eptq :“ 1tτątu such that
P pt, T q “ EptqF pt, T qGpt, T q.
Then, by integration by parts,
dP pt, T q “ F pt, T qGpt´, T qdEptq ` Ept´qdpF pt, T qGpt, T qq ` drE,F p., T qGp., T qst(19)
“: p12q ` p22q ` p32q
and we compute the according terms in the following. Regarding p12q, we obtain from (7),
that
Eptq `
ż t^τ
0
hsds`
ż t^τ
0
ż
R
xΓpds, dxq “: M2t(20)
is a martingale. Regarding (22), we have that
dpF pt, T qGpt, T qq “ Gpt´, T qdF pt, T q ` F pt, T qdGpt, T q ` d xGcp., T q, F cp., T qyt,
where F cp., T q and Gcp., T q are the continuous local martingale parts of F p., T q and Gp., T q,
respectively. Computing the dynamics of F pt, T q follows the original arguments of [31], see
Lemma 6.1 in [20], such that for 0 ď t ď T ,
dF pt, T q “ F pt, T q
´
fpt, tq ´ a¯pt, T q ` 1
2
‖ b¯pt, T q ‖2
¯
dt´ F pt, T qb¯pt, T qdWt.(21)
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Together with Proposition 2.4 this leads to
dpF pt, T qGpt, T qq
F pt, T qGpt´, T q “M
3
t `
´
egpt,tq ´ 1
¯
µU pdtq
`
ˆ
fpt, tq ´ a¯pt, T q ` 1
2
‖ b¯pt, T q ` β¯pt, T q ‖2 ´α¯pt, T q
˙
dt(22)
´ pb¯pt, T q ` β¯pt, T qq ¨ dWt `
ż T
t
´
e´gpt,uq ´ 1
¯
νpt, duqdt,
where we used that ‖ b¯pt, T q ‖2 ` ‖ β¯pt, T q ‖2 `2b¯pt, T q ¨ β¯pt, T qJ “‖ b¯pt, T q` β¯pt, T q ‖2 and
a local martingale M3. In view of (32), we obtain from (18) that
∆Gpt, T q
Gpt´, T q “
ż T
t
pe´gpt,uq ´ 1qµpttu, duq ` pegpt,tq ´ 1qµU pttuq.
By Assumption (B4), ∆Eptqµpttu,Rq “ ´řiě1 1tτ“tu1tSi“tu “ 0. Hence, using (20),ÿ
0ăsďt
∆Epsq∆Gps, T q “
ż t
0
Gps´, T qpegps,sq ´ 1qµU ptsuqdEpsq
“
ż t
0
Gps´, T qpegps,sq ´ 1qµU ptsuqdM2s
´
ż t^τ
0
ż
R
Gps´, T qpegps,sq ´ 1qµU ptsuqxΓpds, dxq;
(23)
where we used that for an integrable function f : R Ñ R, ş fpsqµT ptsuqds “ 0 as µ is
concentrated on a finite set. Note that pegpt,tqµU pttuqqtě0 is predictable due to Assumption
(A2) and µU ptsuqΓpds, dxq “ Γpds, dxq.
Inserting (20), (22) and (23) into (19), we arrive that on tt ă τu,
dP pt, T q
P pt´, T q “ ´hptqdt´
ż
R
xΓpdt, dxq
`
´
fpt, tq ` 1
2
‖ b¯pt, T q ` β¯pt, T q ‖2 ´a¯pt, T q ´ α¯pt, T q
¯
dt
`
ż
R
pegpt,tq ´ 1qµU pdtq
`
ż T
t
´
e´gpt,uq ´ 1
¯
νpt, duqdt
´
ż
R
pegpt,tq ´ 1qxΓpdt, dxq ` dM4t
with a local martingale M4. The process pX´1t P pt, T qq0ďtďT is a local martingale if and
only if the predictable part in the semimartingale decomposition vanishes. Letting t “ T
one recovers
0 “
ż t
0
pfps, sq ´ hpsq ´ rsqds`
ÿ
i:Uiďt
´
e´gpUi,Uiq ´ 1´ ΓiegpUi,Uiq
¯
for 0 ď t ď T˚, on tt ă τu, which is equivalent to fps, sq “ hpsq ` rs and
1´ e´gpUi,Uiq “ Γi
on tUi ď T˚ ^ τu such that (11) and (12) follow. The converse is easy to see. 
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Example 2.2 (Announced random times). Consider a Poisson process with intensity 1
whose first N jumping times S1 ă S2 ă ¨ ¨ ¨ ă SN denote the arrival times of news. There is
a independent sequence pσiqiě1 of positive random variables with distribution function Fσ
and set
Ui :“ Si ` σi.
Then, Ui are announced by Si and we are just in a setting suggested by (B4). Assume for
simplicity that Fσpxq “ 1´ e´x, i.e. σ1 is standard exponentially distributed and let
τ “ inftt ě 0 : t`
ÿ
Uiďt
1 ě Θu
with a standard exponential random variable Θ, independent of all other appearing random
variables. Then there is no deterministic risky time, i.e. Q˚pτ “ tq “ 0 for all t ě 0.
However, each Ui is a risky time because
Q˚pτ “ Ui|Si, σi, τ ě Uiq “ 1´ e´1,
similar to Equation (13).
A further example of an announced time will be studied in Section 4 under incomplete
information.
3. Generalized Merton Models
Inspired by Merton’s approach (see [49] and Example 3.1) we assume that default of the
company under consideration occurs when the company is not able to meet its liabilities.
Payment dates of liabilities are considered deterministic, and hence payment dates turn out
to be risky times in the sense of Section 2.2. While in the previous section risky times were
announced, but possibly random, in this section we consider a deterministic and a finite set
U :“ tu1, . . . , uNu of times where default may occur with positive probability. Denote
µM pduq “ du`
Nÿ
i“1
δuipduq.
Starting from (7), we assume an appropriate modification of (A2).
(A21) The random measure Γpds, dsq is given by
Γpr0, ts, dxq “
Nÿ
i“1
1tuiďtuδΓipdxq,
with Fui´-measurable Γi : Ω ÞÑ p0, 1q, i “ 1, . . . , N .
A model satisfying (A21) will be called generalized Merton model. In this setting it is
natural to consider f “ g directly, which we will do in the following. To this end, consider
defaultable bond prices given by
PM pt, T q “ 1tτątu exp
ˆ
´
ż T
t
fpt, uqµM pduq
˙
, 0 ď t ď T ď T˚.(24)
We assume that f is an Itoˆ process and satisfies (9). Note that Assumption 2.1 holds.
Additionally, we require the following modifications of our previous assumptions:
(B11) the initial forward curve fpω, 0, tq is F0 b B-measurable, and integrable on r0, T˚s:ż T˚
0
|fp0, uq| ă 8, Q˚-a.s.,
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(B21) the drift parameter apω, s, tq is R-valued ObB-measurable and integrable on r0, T˚s:ż T˚
0
ż T˚
0
|aps, tq|ds dt ă 8, Q˚-a.s.,
(B31) the volatility parameter bpω, s, tq is Rn-valued, O b B-measurable, and
sup
s,tďT˚
‖ bps, tq ‖ă 8, Q˚-a.s.
Moreover, we set
a¯pt, T q “
ż T
t
apt, uqµM pduq,
b¯pt, T q “
ż T
t
bpt, uqµM pduq,
H 1ptq “
ż t
0
hpsqds´
Nÿ
i“1
1tuiďtu logp1´ Γiq;
(25)
note that in this section a¯ has a different meaning from the previous section. The following
result, which is a direct corollary of Theorem 2.2, gives the desired drift condition in the
generalized Merton models.
Corollary 3.1. Assume that (A1),(A21) and (B11)-(B31) hold. Then Q˚ is an ELMM if
and only if the following two conditions hold:ż t
0
fps, sqµM pdsq “
ż t
0
rsds`H 1ptq,(26)
a¯pt, T q “ 1
2
‖ b¯pt, T q ‖2,(27)
for 0 ď t ď T ď T˚ dQ˚ b dt-almost surely on tt ă τu.
Example 3.1 (The Merton model). The paper [49] considers a simple capital structure of
a firm, consisting only of equity and a zero-coupon bond with maturity U ą 0. The firm
defaults at U if the total market value of its assets is not sufficient to cover the liabilities.
We are interested in setting up an arbitrage-free market for credit derivatives and consider
a market of defaultable bonds PM pt, T q, 0 ď t ď T ď T˚ with 0 ă U ď T˚ as basis for more
complex derivatives. In a stylized form the Merton model can be represented by a Brownian
motion W denoting the normalized logarithm of the firm’s assets, a constant K ą 0 and the
default time
τ “
#
U if WU ď K
8 otherwise.
Assume for simplicity constant interest rate r and let F be the filtration generated by W .
Then PM pt, T q “ e´rpT´tq whenever T ă U because this bonds do not carry default risk.
On the other hand, for t ă U ď T ,
PM pt, T q “ e´rpT´tqE˚r1tτąT u|Fts “ e´rpT´tqE˚r1tτ“8u|Fts “ e´rpT´tqΦ
ˆ
Wt ´K?
U ´ t
˙
,
(28)
where Φ denotes the cumulative distribution function of a standard normal random variable.
For t Ñ U we recover PM pU,Uq “ 1tτ“8u. Note that this is indeed a generalized Merton
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model in the sense of the definition given on page 12 and the derivation of representation
(24) with µM pduq :“ du` δU pduq is straightforward. A simple calculation with
PM pt, T q “ 1tτątu exp
ˆ
´
ż T
t
fpt, uqdu´ fpt, Uq1ttăUďT u
˙
yields fpt, T q “ r for T ­“ U and
fpt, Uq “ ´ log Φ
ˆ
Wt ´K?
U ´ t
˙
.
By Itoˆ’s formula we obtain
bpt, Uq “ ´
ϕ
ˆ
Wt´K?
U´t
˙
Φ
ˆ
Wt´K?
U´t
˙ pU ´ tq´1{2,
and indeed, apt, Uq “ 12b2pt, Uq. Note that the conditions for Proposition 3.1 hold and, the
market consisting of the bonds PM pt, T q satisfies NAFL, as expected.
More flexible models of arbitrage-free bond prices can be obtained as in the following
section and as in Section 6 on affine generalized Merton models.
4. Structural Modelling under Incomplete Information
Two approaches dominate the credit risk literature: the structural approach, where a firm
value is modelled together with a precise mechanism leading to default, and the reduced-
form approach. Reduced-form models proved very successful in calibration and pricing, and
the approach formulated in the first chapters of this work falls into this class. Typically, in
reduced-form models the compensator Hp of the default indicator process H is absolutely
continuous (which coined the name intensity-based). It was a remarkable insight of [12], that
introducing incomplete information in a structural model with predictable default time, as
in [4, 45] leads to an intensity-based model and hence connects these two approaches.
In this section we study both approaches in more detail and show that structural models
like the Merton-model under incomplete information on the firm’s value do not lead to an
intensity-based model: the discontinuities in Hp persist even after projection.
Besides this, inspired by incomplete information, we give a constructive example of a
default time where the Aze´ma supermartingale has upward and downward jumps in Section
4.3. This default time complements the approaches in [54, 46], see also [38, 39, 41], and sheds
some light on the construction of default times beyond the so-called immersion property.
Remarkably, the framework proposed in Section 2.2 is general enough to cover even such
cases.
Filtering and statistics always work under the objective probability measure P , while
reduced-form approaches always target an ELMM Q˚ „ P . In this section we will study
structural models under the objective probability measure and motivate the existence of
deterministic risky times. Recall that a risky time is a predictable time S such that P pτ “
Sq ą 0. Such risky times persist under an equivalent change of measure. The converse
was already observed in [1, A.1], i.e. the existence of a default intensity is independent
of an equivalent change of measure. Hence, in the context of reduced-form modelling it is
necessary to consider a general approach, which is able to incorporate risky times (this is not
the case if the default time avoids stopping times). Such a general approach was proposed
and studied in Sections 2.2 and 3.
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We denote by V “ pVtqtě0 the asset value process of the company under consideration
and denote by D “ pDtqtě0 the liability process. The company defaults when the value of
the firm’s assets is not sufficient to meet the liabilities, i.e.
τD :“ inftt ě 0 : Vt ´Dt ă 0u.
Example 4.1. Most structural approaches fall in one of the following classes:
(i) In the Merton model, debt of size K has to be repaid at time U ą 0, which in our
setup can be covered by letting Dt “ δU ptqK. Extensions to more sophisticated
capital structures have been proposed, amongst others, in [27, 28]. For example,
consider constants K1, . . . ,KN representing obligatory payments of the company
due at times 0 ă u1 ă ¨ ¨ ¨ ă uN . The default occurs at the first time when a
payment cannot be met which leads to Dt “ řNi“1 δuiptqKi.
(ii) Other approaches, like for example [45] and [12] provide theoretical evidence, that it
is optimal for the company’s owners to liquidate the company if the firm value falls
below some liquidation barrier K 1 such that Dt “ K 1. Continuous, time-dependent
barriers can be handled in a similar way, at the expense of tractability. For a detailed
description we refer to [52].
4.1. A filtering problem. Incomplete information in credit risk has been considered in
various approaches (see [24] and [26] for a guide to the literature). Here we give a precise
formulation when continuous and discrete news are present by means of nonlinear filtering
theory. We assume that the investors’ information contains noisy observations of the firms
asset value V and some additional economic information pInqně1 at random times pJnqně1.
Let µIpdt, dzq “ řně1 δpIn,Jnqpdt, dzq be the random measure associated with the marked
point process pIn, Jnqně1.
Assume for a moment discrete observations of the form
Y 1n “ ApVtnq ` ξn
with a measurable function A, observation times 0 ă t1 ă t2 ă . . . and (for example, normal
and i.i.d.) noise given by ξ1, ξ2, . . . . The classical filtering problem in discrete time consists
of estimating the unobserved process V given the observations. This problem is solved by
computing the conditional distribution of V . In continuous time, a standard approach is
to consider cumulated observations Yt “ řn:tnďt Y 1n such that the limit under appropriate
scaling is given by
şt
0
ApVsqds`Wt with a Brownian motion W .
More generally, one models the information market participants have access to by the
observation process pYtqtě0, given as the solution of the stochastic differential equation
dYt “ Apt, Vtqdt`Bpt, YtqdWt `
ż
R`
fpt, zqµIpdt, dzq
with possibly random initial value Y0. Under the assumption that the dual predictable
projection of the random measure µIpdt, dzq satisfies νIpt, dzqdt “ λtFIpdzqdt this filtering
problem has been studied in [6], in the case where V is a diffusion. More general filtering
results can be obtained along the lines of [29] and [30], for example when the observation
times pJnq are discrete (as in [12]).
Assume that F is the completed and right-continuous filtration generated by the obser-
vation Y and default information, and zero interest rates for simplicity. Then bond prices
given as
P pt, T q “ E˚“1tτąT u|Ft‰
under an equivalent measure Q˚ „ P provide a market which satisfies NAFL.
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Finite-dimensional solutions of the filtering problems are rare. One famous example is the
so-called Kalman-Bucy filter, see [47] for a full account. In the following part, we consider
a specification inspired by [12] in a Gaussian setup leading to explicit solutions.
4.2. Merton model with unknown drift. Assume that the firm’s value V is given as
geometric Brownian motion with unknown drift, i.e.
dVt “ VtpXdt` σdWtq, t ě 0,
with V0 “ v ą 0, σ ą 0 and a normally distributed random variable X „ N pµX , σXq. We
assume that X and W are independent. The modelled corporation sold a bond with face
value K ą 0 maturing at T . While the firm’s value is not a traded asset, stocks are traded
and, as observed in [49], can be viewed as a call option on the firm value. Most importantly,
they can be used to estimate V from observed prices.
We therefore assume that V is observable and so is
Yt “ Xt` σWt, t ě 0.
At the random time S ă T news about a payment of size K 1 due at time U ą T enters the
market. This information comes with additional information on the drift X. We model this
additional information by Y 1 “ X ` η, η being a N p0, σηq-random variable, independent of
all other appearing variables. The reason for this additional payment can be manifold, for
example issuance of a junior debt as in [28] or the purchase of new production capacities.
We follow [28] and assume that default occurs at T or U when the firm value is not
sufficient to cover liabilities, such that Dptq “ δT ptqK ` δU ptqK 1 with positive constants
K,K 1. Default may happen either at T or U , i.e.
τD “
$’&’%
T, VT ă K
U, VT ě K and VU ă K 1
8 otherwise.
(29)
The solution of the linear filtering problem before S is well-known (see [47] Theorem
8.1). The conditional distribution of X given the observation until time t ă S is normal
and we denote its mean by Xˆt and (deterministic) variance by Σptq. Then Σ solves the
Riccati equation dΣptq “ ´Σptq2dt, such that Σptq “ σXp1` σXtq´1 with σX “
a
VarpXq.
Moreover,
dXˆt “ Σptq
σ2
´
dYt ´ Xˆtdt
¯
,(30)
with initial value Xˆ0 “ ErXs. A simple calculation shows
XˆS :“ ErX|Ys : 0 ď s ď S, Y 1s “ XˆS´ ` ΣpSq
3{2
ΣpSq ¨ pΣpSq ` σ2ηq
`
Y 1 ´ XˆS´
˘
and ΣpSq “ σ2ηΣpS´q ¨
`
ΣpS´q ` σ2ηq´1. For t ą S, one has a classical setting again, such
that Xˆ satisfies (30) with initial value XˆS and Σptq “ ΣpSqp1` ΣpSqpt´ Sqq´1.
The available information in the market is denoted, as previously, by F. It is the completed
filtration generated by Y , and pU, Y 1q1tSě¨u. Note that V is F-adapted and hence τ is an
F-stopping time by (29). The following proposition gives the conditional default probability
with Φ denoting the cumulative distribution function of the standard normal distribution.
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Proposition 4.1. We obtain that for 0 ď t ă T ,
P pτ “ T |Ftq “ Φ
´a1ptq ´ XˆtpT ´ tq
b1ptq
¯
(31)
with the limit P pτ “ T |FT q “ 1tVTăKu and
a1ptq “ logpK ¨ V ´1t q ` 12σ
2pT ´ tq,
b1ptq “ ?T ´ t ¨aσ2 ` ΣptqpT ´ tq.
Moreover, for S ď t ă T ,
P pτ “ U |Ftq “ Φ
´a2ptq ´ XˆtpT ´ tq
b2ptq
¯
,
and for T ď t ă U we have that
P pτ “ U |Ftq “ 1tτąT uΦ
´a2ptq ´ XˆtpU ´ tq
b2ptq
¯
,(32)
with limit P pτ “ U |FU q “ 1tVTěKu1tVUăK1u and
a2ptq “ logpK 1 ¨ V ´1t q ` 12σ
2pU ´ tq,
b2ptq “ ?U ´ t ¨aσ2 ` ΣptqpU ´ tq.
Proof. For 0 ď t ă T , we have
P pτ “ T |Ftq “ P
´
Vt ¨ epX´σ
2
2 qpT´tq`σpWT´Wtq ď K|Ft
¯
“ E
”
Φ
´ logpK{Vtq ` pσ22 ´XqpT ´ tq
σ
?
T ´ t
¯
|Ft
ı
.
For a N pa, b2q´distributed random variable ξ, we obtain
ErΦpξqs “
ż
R
ż
yďx
1?
2pi
e´
y2
2 dy
1?
2pib2
e´
px´aq
2b2 dx
“ P pη ď ξq “ P pη ´ ξ ď 0q “ Φ
´ a?
1` b2
¯
,(33)
with η being standard normal and independent of ξ. The first part of the proposition follows
where the limit for tÑ T is easily verified. The second part follows in an analogous way. 
As shown in Proposition 4.1, default is predictable in this model such that Ht “ Hpt with
∆Hpt “ 0 for all t R tT,Uu. Moreover, both U and T are announced such that this model
satisfies (A2) with U1 “ T , U2 “ U , Γ1 “ 1tτ“T u and Γ2 “ 1tτ“Uu. A more sophisticated
term structure would appear if the firm value followed a more complex model, for example
with stochastic volatility. A highly tractable class in this regard is the class of affine models
proposed in Section 6.
It is straightforward to extend Proposition 4.1 to the case of more than one observation
time S or additional information as in [12]. The setting considered here is in some sense
complementary to [23], where the authors consider news on the firm value arriving at the
times S1, S2, . . . , while mainly working under the assumption that these times are the jump
times from a Poisson process and, whence, not predictable.
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Remark 4.1 (Bayesian estimation of the market price of risk). In Merton’s model, the
Girsanov theorem yields that under any equivalent measure Q1 the firm value is again a
geometric Brownian motion, but with possibly different drift µ1. In contrast to Merton’s
original approach we do not assume that V can be considered as traded asset such that
typically, µ1 does not equal the risk-free short rate r. Equity, considered as a call on the
firm value, however gives access to a non-linear function of µ1. Having observations from
equity and firm-value at hand and assuming that the estimation of µ1 contains additive
noise, this leads to a filtering problem as above. The developed approach can now be used
for a Bayesian estimation of µ1 or, equivalently, the market price of risk.
4.3. On the Aze´ma supermartingale. Motivated by the above examples from filtering
theory, we study the following, admittedly theoretical, example of a default time τ . However,
it clearly shows that our framework is more general than the one studied in [2], as in their
equation (2.4) the Aze´ma supermartingale only jumps upward because the hazard process
is non-decreasing.
Consider an unobserved normal random variable X taking the values 1 and 2, given on
some fixed probability space pΩ,A, Q˚q with an equivalent measure Q˚ „ P . In addition,
the observation Y satisfies Yti “ X ` ξi, i ě 1, for i.i.d random variables ξ1, ξ2, . . . . In
this section we consider the filtration G Ă F as the (augmented) filtration generated by the
observations Yt1 , Yt2 , . . . . The market filtration F additionally contains information about
τ , but will not play a roˆle here. Since X is discrete the conditional distribution of X given
G can be computed in a direct manner. Assume that the default time is given by
τ “ inftt ě 0|Xfptq ě Eu,
where f is a non-decreasing function tending to infinity and E is a standard exponential
random variable, independent of X. Then the Aze´ma supermartingale is given by
Zt “ P pτ ą t|Gtq “ E˚rexpp´Xfptqq|Gts.
Denote by pitpAq “ Q˚pX P A|Gtq for A P BpRq the conditional distribution of X given Gt.
Then
E˚rexpp´Xfptqq|Gts “
ż
R
expp´xfptqqpitpdxq.
This process jumps at every news update, i.e. at the times t1, t2, . . . . Obviously, if there
is good news, we have an upward jump because the default probability decreases and vice
versa. Hence the Aze´ma supermartingale typically has upward and downward jumps. This
even holds if f is continuous, and hence Q˚pτ “ tq “ 0 for all t ě 0.
In the same spirit on can replace the times t1, t2, . . . with totally inaccessible times and
will obtain again an Aze´ma supermartingale having upward and downward jumps.
5. Existence of Arbitrage-free Models under Immersion
For calibrating the model it is important to identify assumptions, which specify a unique
model which can be identified from available data. In this regard, we extend the results
of Sections 5 and 6 in [21] to the case where Hp can have jumps. Then Theorem 3.1
(and, in a similar way, Theorem 2.2) states that under NAFL, the drift parameter apt, T q is
determined by the volatility coefficient b. However, the first drift condition gives an implicit
relation of the risk-free short rate and the cumulative compensation for default risk, H 1 to
the process pfpt, tqqtě0. The purpose of this section is to provide mathematical evidence
that such arbitrage-free models exists uniquely under further assumptions. For simplicity,
we concentrate on generalized Merton models with deterministic risky dates u1, . . . , uN .
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A single point process is a point process with a single jump, say τ 1, and its path can
be identified with p1ttěτ 1uqtě0. We therefore assume from now on that the stochastic basis
satisfies the following structure. First, let
(1) pΩ1,G , pGtqtě0, Q1q is some filtered probability space carrying the market informa-
tion, in particular the Brownian motion W pωq “ W pω1q, the marked point process
pun,Γnqně1, the progressive process h, together with G “ G8.
(2) pΩ2,H q is the canonical space of paths of single point processes endowed with the
minimal filtration pHtq: the generic ω2 P Ω2 is ca`d, piecewise constant function from
R` to t0, 1u starting at 0 and having at most one jump. Henceforth, we let
Htpωq “ ω2ptq.
The filtration H “ pHtqtě0 is thus Ht “ σpτ ^ s | s ď tq, and H “H8,
(3) Q2 is a probability kernel from pΩ1,G q to H to be determined below.
(A3): Ω “ Ω1 ˆΩ2, A “ G bH , Q˚pdωq “ Q1pdω1qQ2pω1, dω2q, where ω “ pω1, ω2q P Ω,
and Ft “ Gt bHt.
Theorem 5.1. Assume (A3) holds. Let fp0, T q and bpt, T q satisfy (B11), and (B31),
respectively. Define apt, T q in such a way that (27) holds for all pt, T q.
Suppose, for any loss path ω2 P Ω2, there exist a family of adapted processes pfpt, T q0ďtďT q,
T P p0, T˚s, satisfying (9), with pfpt, tqq0ďtďT˚ being progressive and such that (26) is sat-
isfied. Then
(i) (B21) is satisfied.
(ii) There exists a unique probability kernel Q2 from pΩ1,G q to H , such that
Hpt “
ż t^τ
0
hpsqds`
Nÿ
i“1
1tuiďt^τuΓi
and the no-arbitrage condition (27) holds.
(iii) Hp is the compensator of H with respect to pG bHtq. Moreover,
Q˚ pτ ą t | G q “ Q2 pτ ą tq “ e´
şt
0
hpsqds ¨
ź
uiďt
p1´ Γiq, t ě 0.(34)
(iv) Q2p¨, Aq is Gt-measurable for all A P Ht and t ě 0. Consequently, every G-
martingale is an F-martingale.
Proof. (i), (ii) and (iv) follow as in Theorem 5.1 in [21]. Regarding (iii), note that
Ψpω1, tq :“ Q˚pτ ą t | G qpω1q “ E˚r1´Ht|G8spω1q
“ 1´
ż t
0
Ψpω1, sqhpω1, sqds´
ÿ
uiďt
Ψpω1, ui´qΓipω1q
“ Q˚pτ ą t | Gtqpω1q,
which implies (34). 
Property (iv) of the theorem is known as “(H)-hypothesis”, see [5, 17, 37]. Note that in
Example 4.3 the (H)-hypothesis does not hold. Formula (34) can be used for Monte-Carlo
simulation, see Section 5.1 of [21].
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6. Affine generalized Merton models
Affine processes are a well-known tool in the financial literature and one reason for this is
their analytical tractability. They have been applied to a wide range of financial problems,
in particular in term-structure modelling. The aim of this section is to give an affine speci-
fication of generalized Merton models. Affine processes in the literature are assumed to be
stochastically continuous (see [11] and [19]). Due to the discontinuities in the term structure
we propose to consider piecewise continuous affine processes. To the best of our knowledge,
this is the first time that such (time-inhomogeneous) affine processes are investigated.
We assume that U “ tu1, . . . , uNu and a vanishing short rate rt “ 0 in this section and
place ourselves in the context of Section 5. The idea is to consider an affine process X and
study arbitrage-free doubly stochastic term structure models where the compensator Hp of
the default indicator process H “ 1t¨ďτu is given by
Hpt “
ż t
0
´
φ0psq ` ψ0psqJ ¨Xs
¯
ds`
nÿ
i“1
1ttěuiu
´
1´ e´φi´ψJi ¨Xui
¯
.(35)
To ensure that Hp is non-decreasing we will require that φ0psq ` ψ0psqJ ¨ Xs ě 0 for all
s ě 0 and φi ` ψJi ¨Xui ě 0 for all i “ 1, . . . , N .
We place ourselves in the doubly stochastic settting of Section 5 and assume additionally
that the probability space pΩ1,G , pGtqtě0, Q1q carries the d-dimensional Brownian motion
W and that pGtqtě0 is generated by W with the usual augmentation by null sets. There is
no need of an additional point process here, as will become clear shortly.
In this regard, consider a state space in canonical form X “ Rmě0ˆRn for integers m,n ě 0
with m` n “ d and a d-dimensional Brownian motion W . Let µ and σ be defined on X by
µpxq “ µ0 `
dÿ
i“1
xiµi,(36)
1
2
σpxqJσpxq “ σ0 `
dÿ
i“1
xiσi,(37)
where µ0, µi P Rd, σ0, σi P Rdˆd, for all i P t1, . . . , du. We assume that the parameters µi, σi,
i “ 0, . . . , d are admissible in the sense of Theorem 10.2 in [20]. Then the continuous, unique
strong solution of the stochastic differential equation
dXt “ µpXtqdt` σpXtqdWt, X0 “ x,(38)
is an affine process X on the state space X , see Chapter 10 in [20] for a detailed exposition.
We call a bond-price model affine if there exist functions A : Rě0 ˆ Rě0 Ñ R, B :
Rě0 ˆ Rě0 Ñ Rd such that
PM pt, T q “ 1tτątue´Apt,T q´Bpt,T qJ¨Xt ,(39)
for 0 ď t ď T ď T˚. In view of Assumption 2.1 we assume that Ap., T q and Bp., T q are right-
continuous. Moreover, we assume that t ÞÑ Apt, .q and t ÞÑ Bpt, .q are differentiable from
the right and denote by Bt` the right derivative. The following proposition gives sufficient
conditions such that an affine generalized Merton model is arbitrage-free.
Proposition 6.1. Assume that φ0 : Rě0 Ñ R, ψ0 : Rě0 Ñ Rd are continuous, ψ0psq `
ψ0psqJ ¨x ě 0 for all s ě 0 and x P X and the constants φ1, . . . , φn P R and ψ1, . . . , ψn P Rd
satisfy φi ` ψJi ¨ x ě 0 for all 1 ď i ď n and x P X . Moreover, let the functions A :
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Rě0 ˆ Rě0 Ñ R and B : Rě0 ˆ Rě0 Ñ Rd be the unique solutions of
ApT, T q “ 0
Apui, T q “ Apui´, T q ´ φi
´Bt` Apt, T q “ φ0ptq ` µJ0 ¨Bpt, T q ´Bpt, T qJ ¨ σ0 ¨Bpt, T q,
(40)
and
BpT, T q “ 0
Bkpui, T q “ Bkpui´, T q ´ ψi,k
´Bt` Bkpt, T q “ ψ0,kptq ` µJk ¨Bpt, T q ´Bpt, T qJ ¨ σk ¨Bpt, T q,
(41)
for 0 ď t ď T . Then, the doubly-stochastic affine model given by (35) and (39) satisfies
NAFL.
Proof. By construction,
Apt, T q “
ż T
t
a1pt, uqdu`
ÿ
i:uiPpt,T s
φi
Bpt, T q “
ż T
t
b1pt, uqdu`
ÿ
i:uiPpt,T s
ψi
with suitable functions a1 and b1 and a1pt, tq “ φ0ptq as well as b1pt, tq “ ψ0ptq. Comparison
of (39) with (24) yields the following: on the one hand, for T “ ui P U , we obtain fpt, uiq “
φi ` ψJi ¨ Xt. Hence, the coefficients apt, T q and bpt, T q in (9) for T “ ui P U compute to
apt, uiq “ ψJi ¨ µpXtq and bpt, uiq “ ψJi ¨ σpXtq.
On the other hand, for T R U we obtain that fpt, T q “ a1pt, T q ` b1pt, T qJ ¨Xt. Then, the
coefficients apt, T q and bpt, T q can be computed by Itoˆ’s formula, i.e.
apt, T q “ Bta1pt, T q ` Btb1pt, T qJ ¨Xt ` b1pt, T qJ ¨ µpXtq
bpt, T q “ b1pt, T qJ ¨ σpXtq.
(42)
Set a¯1pt, T q “ şT
t
a1pt, uqdu and b¯1pt, T q “ şT
t
b1pt, uqdu and note that,ż T
t
Bta1pt, uqdu “ Bta¯1pt, T q ` a1pt, tq.
As Bt` Apt, T q “ Bta¯1pt, T q, and Bt` Bpt, T q “ Btb¯1pt, T q, we obtain from (42) that
a¯pt, T q “
ż T
t
apt, uqµM pduq “
ż T
t
apt, uqdu`
ÿ
uiPpt,T s
ψJi ¨ µpXtq
“ Bt` Apt, T q ` a1pt, tq `
`Bt` Bpt, T q ` b1pt, tq˘J ¨Xt `Bpt, T qJ ¨ µpXtq,
b¯pt, T q “
ż T
t
bpt, uqµM pduq “
ż T
t
bpt, uqdu`
ÿ
uiPpt,T s
ψJi ¨ σpXtq
“ Bpt, T qJ ¨ σpXtq
for 0 ď t ď T ď T˚. We now show that under our assumptions, the drift conditions (26)-
(27) hold: first, Assumption 2.1 is satisfied. Observe that, by equations (40), (41), and the
affine specification (36), and (37), the drift condition (27) holds. Moreover,
∆H 1puiq “ φi ` ψJi ¨Xui
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and hpsq “ φ0psq ` ψ0psqJ ¨Xs by (35). We recover ∆Hpui “ Γi “ 1´ expp´φi ´ ψJi ¨Xuiq
takes values in r0, 1q by assumption. Hence, (26) holds and the claim follows. 
Example 6.1. In the one-dimensional case we consider X, given as solution of
dXt “ pµ0 ` µ1Xtqdt` σ
a
XtdWt, t ě 0.
We assume for simplicity that u1 “ 1 and N “ 1 such that there is a single risky time, 1,
and choose µM pduq “ δ1pduq. Moreover, let φ0 “ 0, ψ0 “ 1 as well as φ1 “ 0 and ψ1 ě 0,
such that
Hp “
ż t
0
Xsds` 1ttě1up1´ e´ψ1X1q.
Hence the probability of having no default at time 1 just prior to 1 is given by e´ψ1X1 ,
compare Example 2.1.
An arbitrage-free model can be obtained by choosing A and B according to Proposition
6.1 which can be immediately achieved using Lemma 10.12 from [20] (see in particular
Section 10.3.2.2 on the CIR short-rate model): denote θ “aµ21 ` 2σ2 and
L1ptq “ 2peθt ´ 1q,
L2ptq “ θpeθt ` 1q ` µ1peθt ´ 1q,
L3ptq “ θpeθt ` 1q ´ µ1peθt ´ 1q,
L4ptq “ σ2peθt ´ 1q.
Then
A0psq “ 2µ0
σ2
log
´2θe pσ´µ1qt2
L3ptq
¯
, B0psq “ ´L1ptq
L3ptq
are the unique solutions of the Riccati equations B10 “ σ2B20´µ1B0 with boundary condition
B0p0q “ 0 and A10 “ ´µ0B0 with boundary condition A0p0q “ 0. Note that with Apt, T q “
A0pT ´ tq and Bpt, T q “ B0pT ´ tq for 0 ď t ď T ă 1, the conditions of Proposition 6.1
hold. Similarly, for 1 ď t ď T , choosing Apt, T q “ A0pT ´ tq and Bpt, T q “ B0pT ´ tq implies
again the validity of (40) and (41). On the other hand, for 0 ď t ă 1 and T ě 1 we set
upT q “ Bp1, T q ` ψ1 “ B0pT ´ 1q ` ψ1, according to (41), and let
Apt, T q “ 2µ0
σ2
log
´ 2θe pσ´µ1qp1´tq2
L3p1´ tq ´ L4p1´ tqupT q
¯
Bpt, T q “ ´L1p1´ tq ´ L2p1´ tqupT q
L3p1´ tq ´ L4p1´ tqupT q .
It is easy to see that (40) and (41) are also satisfied in this case, in particular ∆Ap1, T q “
´φ1 “ 0 and ∆Bp1, T q “ ´ψ1. Note that, while X is continuous, the bond prices are not
even stochastically continuous because they jump almost surely at u1 “ 1. We conclude by
Proposition 6.1 that this affine model is arbitrage-free. ˛
7. Conclusion
In this article we studied a new class of dynamic term structure models with credit risk
where the compensator of the default time may jump at predictable times. This extends
existing theory and allows including a number of structural approaches, like Merton’s model,
in a reduced-form model for pricing credit derivatives. More tractability can be obtained
if the (default) risky times, i.e. predictable times where default can happen with positive
probability, are even deterministic, which we studied in a class of generalized Merton models.
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Finally, we provided a new class of highly tractable affine models which are only piecewise
stochastically continuous.
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