In this article we study the mathematical objects n p Fs(x,y)
Introduction
We use N for the natural numbers and N ′ for N∪ {0}. Throughout the work s will denote a given natural number.
We use the standard notation F n (x, y) and L n (x, y) for the sequences of bivariate Fibonacci polynomials and bivariate Lucas polynomials, defined by the recurrences F n+2 (x, y) = xF n−1 (x, y) + yF n (x, y), F 0 (x, y) = 0, F 1 (x, y) = 1, and L n+2 (x, y) = xL n−1 (x, y) + yL n (x, y), L 0 (x, y) = 2, L 1 (x, y) = x, respectively, and extended to negative integers as F −n (x, y) = − (−y) −n F n (x, y) and L −n (x, y) = (−y) −n L n (x, y), n ∈ N. Clearly F n (x, y) and L n (x, y) are monic polynomials. The degree of F n (x, y) is n − 1 in x and ⌊ n−1 2 ⌋ in y, and the degree of L n (x, y) is n in x and ⌊ n 2 ⌋ in y. Observe that (for n ∈ N), F −n (x, y) and L −n (x, y) are polynomials in x with negative powers of y (times some constants) as coefficients. It is clear that the case y = 1 corresponds to the Fibonacci and Lucas polynomials F n (x) and L n (x) (see A011973 and A034807 of Sloane's Encyclopedia), and the case x = y = 1 corresponds to the Fibonacci and Lucas number sequences F n and L n (A000045 and A000032 of Sloane's Encyclopedia, respectively). Some positive indexed bivariate Fibonacci polynomials are F 2 (x, y) = x, F 3 (x, y) = x 2 + y, F 4 (x, y) = x 3 + 2xy, F 5 (x, y) = x 4 + 3x 2 y + y 2 , and so on, and some positive indexed bivariate Lucas polynomials are L 2 (x, y) = x 2 + 2y, L 3 (x, y) = x 3 + 3xy, L 4 (x, y) = x 4 + 4x 2 y + 2y 2 , L 5 (x, y) = x 5 + 5x 3 y + 5xy 2 , and so on. Some negative indexed bivariate Fibonacci and Lucas polynomials are F −1 (x, y) = y −1 , L −1 (x, y) = −xy −1 , F −2 (x, y) = −xy −2 , L −2 (x, y) = x 2 + 2y y −2 , F −3 (x, y) = x 2 + y y −3 , L −4 (x, y) = x 4 + 4x 2 y + 2y 2 y −4 , and so on. A bivariate generalized Fibonacci polynomial (or bivariate Gibonacci polynomial ), denoted by G n (x, y), is defined by the recurrence G n (x, y) = xG n−1 (x, y) + yG n−2 (x, y), n ≥ 2, where G 0 (x, y) and G 1 (x, y) are given (arbitrary) initial conditions. It is easy to see that G n (x, y) = yG 0 (x, y) F n−1 (x, y) + G 1 (x, y) F n (x, y) .
(1)
We will be using extensively Binet's formulas (without further comments):
F n (x, y) = 1 √ x 2 + 4 (α n (x, y) − β n (x, y)) and L n (x, y) = α n (x, y) + β n (x, y) ,
where α (x, y) = 1 2 x + x 2 + 4y and β (x, y) = 1 2 x − x 2 + 4y ,
We will use also some relations involving α(x, y) and β(x, y), as α(x, y)+β(x, y) = x and α(x, y) β(x, y) = −y, with no additional comments. The basics of the Fibonacci world is contained in the famous references [8] and [17] . What we will use about bivariate Fibonacci and Lucas polynomials is contained in [2] , [16] and [19] .
There are certainly lots of identities involving Fibonacci and Lucas numbers, and the list continues increasing trough the years. But the list is not so large when bivariate Fibonacci and Lucas polynomials are involved. We will need some of these identities, to be used in the proofs of the results presented in this work, and in some of the given examples as well. We give now a short list.
For p ∈ N we have 
(The proofs of (4) and (5) are easy exercises by using Binet's formulas.) Moreover, we have also that
(See [2] .) We comment in passing that formulas (4) and (5) (or (6)) shows the well-known fact that F ps (x, y) is divisible F s (x, y) (see [5] , Theorem 6) . Some examples are the following F 2s (x, y) F s (x, y) = L s (x, y) .
s (x, y) + y 2s .
We have also the identities F s(n+1) (x, y) − (−y) s F s(n−1) (x, y) = F s (x, y) L sn (x, y) .
F s(n+1) (x, y) + (−y) s F s(n−1) (x, y) = L s (x, y) F sn (x, y) .
(The version x = y = s = 1 of (7), that is F n+1 + F n−1 = L n , is a famous identity. The same version for (8) gives us simply the Fibonacci recurrence.)
For a, b, c, d, r ∈ Z such that a + b = c + d, we have the so-called "index-reduction formulas": 
(See [7] , where the case x = y = 1 is discussed.) Two versions of (9) and (10), which will be used several times in this work, are obtained by setting a = M , b = N , c = M + K, d = r = N − K, with M, N, K ∈ Z. What we get is F M (x, y) F N (x, y) − F M+K (x, y) F N −K (x, y) = (−y)
and
respectively. (We give below a proof of these identities. See (35) and (36).)
In fact, what we will be using are identities which in turn are versions of (11) and (12), obtained from them with some identification of the indices M , N , K with other indices. For a given bivariate Gibonacci polynomial sequence G n (x, y) = (G 0 (x, y) , G 1 (x, y) , G 2 (x, y) , . . .), the bivariate s-Gibonacci polynomial sequence G sn (x, y) is G sn (x, y) = (G 0 (x, y) , G s (x, y) , G 2s (x, y) , . . .), and the bivariate s-Gibonacci polynomial factorial of G sn (x, y), denoted by (G n (x, y)!) s , is (G n (x, y)!) s = G sn (x, y) G s(n−1) (x, y) · · · G s (x, y). Given n ∈ N ′ and k ∈ {0, 1, . . . , n}, the bivariate s-Gibopolynomial (or bivariate s-Gibopolynomial coefficient), denoted by n k Gs (x,y) , is defined by n 0 Gs(x,y) = n n Gs(x,y) = 1, and n k Gs(x,y) = (G n (x, y)!) s (G k (x, y)!) s (G n−k (x, y)!) s , k = 1, 2, . . . , n − 1.
That is, for k ∈ {1, 2, . . . , n − 1} we have that
Plainly we have symmetry for bivariate s-Gibopolynomials n k Gs(x,y) = n n − k Gs(x,y) .
In the case of bivariate s-Fibopolynomials, we can use the identity
(which comes from (11) with M = sn, N = 1 and K = −sk + 1), to conclude that
Formula (15) shows (with a simple induction argument) that bivariate s-Fibopolynomials are in fact polynomials in x and y. Moreover,
is a polynomial of degree sk (n − k) in x, and of degree
⌋ in y. The case s = x = y = 1 corresponds to Fibonomial coefficients n k F , introduced by V. E. Hoggatt, Jr. [4] in 1967, and the case x = y = 1 corresponds to s-Fibonomials n k Fs (1, 1) , first mentioned also in [4] , and studied recently in [11] . (For s = 1, 2, 3, the s-Fibonomial sequences are A010048, A034801 and A034802 of Sloane's Encyclopedia, respectively.) However, bivariate s-Gibopolynomials are in general rational functions in x and y. For example, the bivariate 2-Lucapolynomial
Observe that identities (4), (5) and (6) refer to bivariate s-Fibopolynomials
, with n = 2p + 1, n = 2p and n = p, respectively. We present now some examples of bivariate s-Fibopolynomals n k Fs(x,y)
, as triangular arrays, where n stands for lines and k = 0, 1, . . . , n stands for columns.
For s = 1 we have In this article we work with the Z transform of complex sequences a n . Some definitions and basic facts about this tool, and some preliminary results as well, are presented in section 2. Naively we can think of the Z transform of a sequence a n = (a 0 , a 1 , . . .) as if this were the complex function F (z) which comes from the generating function G (x) of a n , with x replaced by z −1 . For example, it is well-known that the generating function of the Fibonacci sequence F n is given by G (x) = x 1 − x − x 2 −1 . It turns out that the Z transform of F n (as we will see in section 2) is the complex function
The problem of finding the generating function of the k-th power of a 'Fibonacci-type' sequence, was first considered by Riordan [13] , Carlitz [1] , and Horadam [6] . However, in their works there are no explicit reference to the standard Fibonacci sequence F n case. Later, Shannon [14] obtains an explicit generating function for F k n . Now we know that the corresponding Z transform of the sequence F k n is given by
In [10] we proved the following more general result on the Z transform of the sequence
From (17) we obtained as corollary that the Z transform of the Fibonomial sequence n p F is as follows
(This result was demonstrated earlier by I. Strazdins [15] , working with a different approach.) With (17) and (18), was a natural task to establish connections between products of powers of Fibonacci sequences F . For example, it is possible to see (from (17) and (18) ) that the sequence F , i = 1, 2, 3, as
(This particular identity is known since 1970. See [9] .) In [11] we showed that (18) is in fact a particular case of the following result
Now we have new parameters s ∈ N and t 1 , t 2 , . . . , t l ∈ N ′ , and (17) becomes the case s = t 1 = · · · = t l = 1 of (20). Observe that in (20) are now involved s-Fibonomials n p Fs (in this context the 1-Fibonomials are just the Fibonomials). Then we could see that (19) is simply the case s = 1 of the following identity (formula (58) of [11] )
In this article we will show that (20) is in fact the particular case x = y = 1 of (formula (64) of section 3)
This formula involve now bivariate s-Fibopolynomials n p Fs(x,y)
, which are the main mathematical objects studied in this work. Now it is possible to see that (21) is in fact the particular case x = y = 1 of the following identity between two bivariate polynomials
Fs(x,y) + y 6s n 4 Fs(x,y)
Fs(x,y)
+ y 2s n + 1 4 . In the same manner as the results of [11] generalized those of [10] , now this article presents results that generalize those of [11] . We follow the same structure and the same kind of arguments of the proofs presented in [11] , in order to prove the "bivariate polynomial generalizations of the results in [11] ". This happens mainly in sections 2, 3 and 4. However, two results of [11] are improved here:
(1) Proposition 5 (corresponding to propositions 6 and 7 of [11] ), is now demonstrated with an easier induction argument.
(2) Corollary 17 (corresponding to corollary (18) of [11] ) is now improved in the clarity of its statement and in the clarity of its proof as well.
After we recall the basics of Z transform and establish some preliminary results in section 2, we prove our main results in section 3. In section 4 we establish some corollaries of the results proved in section 3. Finally, in section 5 we obtain expressions for the partial derivatives of the bivariate s-Fibopolynomials n p Fs(x,y) .
Preliminaries
We begin this section recalling some basic facts of the main tool used in this article, namely the Z transform. (For more details see [3] and [18] .) The Z transform maps complex sequences a n into complex (holomorphic) functions A : U ⊂ C → C given by the Laurent series A (z) = ∞ n=0 a n z −n (also denoted as Z (a n ); defined outside the closure D of the disk D of convergence of the Taylor series ∞ n=0 a n z n ). If A (z) = Z (a n ), we also write a n = Z −1 (A (z)), and we say that the sequence a n is the inverse Z transform of A (z). Some properties of the Z transform which we will be using throughout this work are the following: (avoiding the details of regions of convergence) (a) Z is linear and injective. (Same for Z −1 .) (b) Advance-shifting property. For k ∈ N we have
Here a n+k is the sequence a n+k = (a k , a k+1 , . . .).
(d) Multiplication by the sequence n. If Z (a n ) = A (z), then
(e) Convolution theorem. If a n and b n are two given sequences, then
where a n * b n = n t=0 a t b n−t is the convolution of the sequences a n and b n . Observe that according to (24), if Z (a n ) = A (z) then
For given λ ∈ C, λ = 0, the Z transform of the sequence λ n is plainly
we see at once that
which is essentially (11) . Similarly, if we write Z (L sn+m (x, y)) as
we obtain that
which is essentially (12) . Let us use the Z transform to prove that
We will use (33) and (34) with s = 1. First note the according to (25) we have that
Thus we have
Then, (37) follows from (38) and convolution theorem (26). Now we begin with a list of preliminary results that will be used in sections 3 and 4.
Proposition 1 Let k ∈ N ′ be given. We have
Proof. We proceed by induction on k. For k = 0 the result is clearly true (both sides are equal to (−1) s+1 (z − 1)). Let us suppose the formula is true for a given k ∈ N. Then we have
The induction hypothesis allows us to write
Some further simplifications give us
as wanted. Here we used that
which can be proved easily by using Binet's formulas. We will denote the (k+1)-th degree z-polynomial of the right-hand side (or left-hand side) of (39) as D s,k+1 (x, y; z).
We claim that if k is even, k = 2p say, then
In fact, we have
as claimed. On the other hand, if k is odd, k = 2p − 1 say, then
as claimed. Summarizing, we have that
We can obtain some additional facts by setting z = y sp in (40). We have
• If s or p is even, we see at once that
• If s and p are odd, then
That is, if s and p are odd we have that
Proof. (a) We begin by writing the left-hand side of (42) (we write LHS 42 ) as
or, by using (39) LHS 42
.
Some further algebraic manipulation gives us
LHS 42
We write the left-hand side of (43) (LHS 43 ) as
, and use (39) to write
Some further simplifications give us LHS 43
, as wanted.
The following identity holds
Proof. Use Binet's formulas to prove that
then write the right-hand side of (44) as
Now use (1.11) to obtain (44).
Finally use lemma 3 to obtain (45).
Proposition 5 Let i, t ∈ N ′ and m ∈ Z be given. The following identities hold (a)
Proof. (a) We proceed by induction on i. For i = 0 both sides are equal to (−1) s+1 F m (x, y). Let us suppose the result is true for a given i ∈ N. Then
F ts(i−j)+m+ts (x, y) y
as wanted. In the last step we used (11) in the form
(b) The proof of (47) is similar, using (at the end of the procedure) the identity
which is essentially (12) . We leave the details to the reader.
The main results
We can write the sequence
The following theorem tells us that the right-hand side of (48) can be written in a special form.
Proof. We have to show that
We will proceed by induction on k 1 and/or k 2 (the symmetry of (50) with respect to k 1 and k 2 allows us to use induction on any of these parameters). If k 1 = k 2 = 1 the left hand side of (50) (LHS 50 ) is LHS 50
What follows is simply algebraic manipulation of the expression in parenthesis, mixed with some identities from (4), (5) and (6) . We show some steps of this procedure. We have LHS 50
, which ends to show that (50) is valid with k 1 = k 2 = 1. Suppose now that (50) is true for a given k 1 . We will show that it is also true for k 1 + 1. We have
= x 2 + 4y
and we want to show that the right-hand side of (51) is equal to
Fs(x,y) 
Now use the induction hypothesis to write
By using (43) we can write (sj+2(s+1))(j+1) 2
Observe that (53) has the expected denominator (of (52)). Let us work with the numerator. We have
(s(j−1)+2(s+1))j 2
we can write the right-hand side of (54) as
Finally, by using (11) we see that
and then the right-hand side of (54) is our expected numerator, namely
This ends our induction argument.
Theorem 7
Let m 1 , m 2 ∈ Z and t 1 , t 2 ∈ N ′ be given. The sequence F t1sn+m1 (x, y) F t2sn+m2 (x, y) has Z transform given by: (sj+2(s+1))(j+1) 2
F m1+t1s(i−j) (x, y) F m2+t2s(i−j) (x, y) y
Proof. We will proceed by induction on the parameters t 1 and/or t 2 . (As in the proof of theorem 6, the symmetry of (55) with respect to t 1 and t 2 allows us to use induction on any of these parameters.) The case t 1 = t 2 = 0 is trivial and in the case t 1 = t 2 = 1 the result is true by theorem 6. Suppose now the result is true for a given t 1 ∈ N together with all t ∈ N, t ≤ t 1 , and let us prove that it is also true for t 1 + 1. We will show that
By using (11) with N = (t 1 + 1) sn + m 1 , K = (t 1 − 1) sn + m 1 and M = sn, we see that
Then we have that
Observe that induction hypothesis and (28) give us that
×F m1+t1s(i−j) (x, y) F m2+t2s(i−j) (x, y)y (sj+2(s+1))(j+1) 2
Fs(x,y) α si (x, y) y
According to (42) we can write (58) as
On the other hand, induction hypothesis together with (24) give us
We can use (45) to write (60) as
Thus, with (59) and (61) we can write (57) as
We have now the expected denominator (of (56)). Let us work with the corresponding numerator (of (62)), z (A (x, y; z) − B (x, y; z)) say, where
We have that
(sj−s+2(s+1))j 2
In the last step we used (12) with M = si, N = s (t 1 + t 2 + 2 − j) and K = −sj. Now let us work with B (x, y; z). We have B (x, y; z)
Lemma 3 allows us to write
Thus, the numerator of (62) is
(sj+2(s+1))(j+1) 2
Finally, by using (11) with N = m 1 + t 1 s (i − j), M = 2s (i − j) and K = −s (i − j) we see that
and then (63) becomes the numerator of (56), as wanted. By using the same sort of arguments of the proofs of theorems 6 and 7, one can prove the natural generalization of these theorems, namely
Some corollaries
In this section we will obtain some consequences of (64).
Corollary 8
For p ∈ N ′ given, the Z transform of the sequence
is different from zero if and only if i = p and j = 0. In such a case that product is (F p (x, y)!) s and the numerator of (66) reduces to
Thus (65) follows. In the rest of this section we will be using extensively (65), most of times in its shifted version: according to (23), if 0 ≤ p 0 ≤ p, we have that
By using that
together with a simple linearity argument, we can see that formula (64) is valid for bivariate Gibonacci polynomials G n (x, y) replacing the bivariate Fibonacci polynomials F n (x, y). That is, we have
be written as a linear combination of bivariate s-Fibopolynomials according to
Proof. Formula (69) follows from (67) and (68).
In particular, (69) tells us that
The following corollary shows that when k = 1 and G = F or G = L, formula (70) can be written in a simpler form.
Corollary 10 Let t ∈ N
′ be given. The following identities hold (a)
Proof. These results are direct consequences of (46), (47) and (70).
If we set t = 1 in (71) and (72) we get (11) and (12), respectively. When t = 2 we obtain from (71) and (72) the identities
respectively. Observe also that if we set t = 1, k = 2 and G = F in (70), we obtain
which is (8) . Some other examples of (70), besides (22) and (75), are the following (after some simplifications on the coefficients of the bivariate s-Fibopolynomials of the right-hand sides, with the help of (4), (5) and/or (6))
+ y 2s n + 1 4
− y 9s n + 1 6
+ y 3s n + 2 6
= L 2s (x, y) n + 2 3
Fs(x,y) + (−y) 3s n 3 Fs(x,y) .
In the following corollary we consider sequences involving bivariate s-Gibopolynomials n p Gs(x,y)
Corollary 11
Let t 1 , . . . , t l ∈ N and r 1 . . . , r l , p 1 . . . , p l ∈ N ′ be given. Then the Z transform of the
. (84) Proof. This comes directly from (83) and (67). Some examples of (84) are
Fs(x,y) = n + 3 6
+ y 3s n + 1 6
. n 2 Fs(x,y)
Fs(x,y) + y 6s n 5 Fs(x,y) . n 2 F2s(x,y) = n + 2 4
+ y 4s n 4 Fs(x,y) .
n 3 F2s(x,y) = n + 3 6
Fs(x,y) − n 3 Fs(x,y) . n 2 L2s(x,y) n 2 Fs(x,y) = n + 4 6
+ y 12s n 6 Fs(x,y)
+ y 6s n + 1 6
Note that from (85) and (88) we can see at once that
After some simplifications we can write (92) as
(which resembles (11)).
Proof. These results are consequences of (the numerators in) formulas (68) and (83).
Corollary 14
Let p ∈ N ′ be given. The following identities hold (a)
Proof. (a) First observe that
from where (according to (31) and convolution theorem)
as wanted.
(b) Let us consider the polynomial D s,p+5 (x, y; z) and observe that
as wanted. Some examples of (95) and (96) are n + 1 3
n + 2 4
n + 1 5
n + 2 5
n + 2 9
In the following corollary we denote as * k j=0 (a n ) j , the convolution (a n ) 0 * (a n ) 1 * · · · * (a n ) k (of k + 1 given sequences). (−y)
(−y)
Observe that the case p = 0 of (95) and (96) corresponds to the cases p = 1 and p = 2 of (102), respectively. Also, the case p = 1 of (95) and (96) corresponds to the cases p = 2 and p = 3 of (103), respectively. Two additional examples of (102) and (103) are n + 3 6
In the last corollary of this section we will see that some bivariate s-Fibopolynomials can be decomposed as linear combinations of certain bivariate s-Fibonacci polynomials. This is shown by having an adequate partial fractions decompositions of the Z transform of the corresponding bivariate s-Fibopolynomials. This decomposition is presented in lemma 16.
We introduce the notation (for given p ∈ N and j = 0, 1, . . . , p − 1)
Lemma 16 Let k ∈ N be given. For p ≥ k, we have the following partial fractions decompositions (a)
Proof. Let us prove (108). For each j = 0, 1, . . . , p − 1 we have
Thus the partial fractions decomposition of (110) is
Observe that
Similarly one sees that
Some further simplifications of the expression in parenthesis of the right-hand side of (111) give us
Then (111) becomes
as wanted. The proof of (109) is similar and left to the reader.
Corollary 17
Let k ∈ N be given. For p ≥ k we have
Thus, according to (67), convolution theorem (26) and (31) we have that
which proves (112). Similarly, by using (65), (41) and (109) we have that from where (by using (67) and (31)) we obtain (113).
The case p = 1 of (112) is the same that the case p = 0 of (95) and the case p = 1 of (102), namely n + 1 2
Fs(x,y) = 1 F 2s (x, y) n t=0 (−y) s(n−t) F 2st (x, y) .
(The case p = 1 of (113) (See also (100).)
Derivatives of bivariate s-Fibopolynomials
The partial derivatives of bivariate Lucas polynomials L n (x, y) are given by the well-known formulas ∂ ∂x L n (x, y) = nF n (x, y) and ∂ ∂y L n (x, y) = nF n−1 (x, y) .
We will use some of the results obtained in sections 2 and 4, together with (119), in order to obtain formulas for the partial derivatives of bivariate s-Fibopolynomials 
Similarly, from (65) and (41) 
and ∂ ∂y F s(n+1) (x, y) = ∂ ∂y F s (x, y) F s (x, y) F s(n+1) (x, y) + sF sn (x, y) * F s(n+1)−1 (x, y) ,
respectively. The case s = 1 of (133) and (134) gives us ∂ ∂x F n (x, y) = ∂ ∂y F n+1 (x, y) = F n (x, y) * F n (x, y) .
or, according to (37), ∂ ∂x F n (x, y) = ∂ ∂y F n+1 (x, y) = 1 x 2 + 4y (nL n (x, y) − xF n (x, y)) .
