Atomically resolved structural determination of graphene and its point defects via extrapolation assisted phase retrieval Tatiana Previously reported crystalline structures obtained by an iterative phase retrieval reconstruction of their diffraction patterns seem to be free from displaying any irregularities or defects in the lattice, which appears to be unrealistic. We demonstrate here that the structure of a nanocrystal including its atomic defects can unambiguously be recovered from its diffraction pattern alone by applying a direct phase retrieval procedure not relying on prior information of the object shape. Individual point defects in the atomic lattice are clearly apparent. Conventional phase retrieval routines assume isotropic scattering. We show that when dealing with electrons, the quantitatively correct transmission function of the sample cannot be retrieved due to anisotropic, strong forward scattering specific to electrons. We summarize the conditions for this phase retrieval method and show that the diffraction pattern can be extrapolated beyond the original record to even reveal formerly not visible Bragg peaks. Such extrapolated wave field pattern leads to enhanced spatial resolution in the reconstruction. The study of nanocrystal structures at atomic resolution is an important topic in nanotechnology, solid state physics, and especially in biology, where preparing a large perfect crystal is often a challenge and the synthesis of nanocrystals is preferred. 1 It has recently been demonstrated that the structure of a nanocrystal can directly be obtained by coherent diffraction imaging 2 from an electron or X-ray diffraction pattern by applying phase retrieval algorithms. [3] [4] [5] [6] [7] The diffraction pattern of a crystalline structure typically consists of distinct Bragg peaks, whereby each peak is convoluted with the Fourier transform of the crystal shape (shape-transform). 8, 9 In the experiments demonstrated so far, 3-7 a regular crystalline structure at sub-nanometer resolution could be retrieved, but the individual atoms remained unresolved and therefore no atomic defects were revealed. The structure retrieval in the reported experiments require the input of an initial lowresolution image of the sample distribution typically provided by other techniques, as, for example, by transmission electron microscopy (TEM) imaging, 3, 4 scanning electron microscopy (SEM), 5 high-resolution transmission electron microscopy (HRTEM) imaging, 6 or holography. 7 Here, we address the problem of uniqueness of the crystalline structures obtained by phase retrieval from diffraction patterns. It is obvious that the Fourier transform of a diffraction pattern exhibiting distinct Bragg peaks will always result in some periodic structure that will remain being a periodic structure under further phase retrieval. This raises the question whether the previously reported reconstructed periodic structures actually reflect the true distribution of atoms in the crystal. The apparent perfect periodicity free from displaying any irregularities or defects in the lattice in most published reconstructions hints to this as being an important issue. To answer this question, we simulated a diffraction pattern of a crystal with atomic scale defects using realistic electron scattering amplitudes and setting the conditions for recovering the true crystalline structure together with its atomic scale defects.
The resolution of the reconstructed sample is given by the highest order scattering signal detected in the diffraction pattern at an angle # max , which defines the numerical aperture of the setup and the wavelength k:
. Thus, to resolve individual atoms, the wavelength of the probing wave, the sample to detector distance, and the detector size must be selected such that D 0 is less than the interatomic distances. As a test sample we select a graphene patch with two defects: a divacancy and a trivacancy, as shown in Fig.  1(a) . The shortest distance between carbon atoms in graphene amounts to 1.42 Å , and therefore, the parameters of the simulations presented here are selected such that D 0 ¼ 50 pm.
A diffraction pattern can only unambiguously be reconstructed when the oversampling condition is being fulfilled. 2 This implies that the area occupied by the sample in the object domain must be enclosed in a known support of at least twice the size of the sample. Just the appearance of Bragg peaks alone, as they have already been observed in the early famous Laue type X-ray experiments or the Davisson-Germer type electron scattering experiments, leave local details of the sample for ever uncovered since the oversampling condition is not fulfilled here. The oversampling condition implies that when an experimental record is digitized with N Â N pixels, the size of the reconstructed area is D 0 N Â D 0 N and thus, the area occupied by the sample must be limited to 0.5D 0 N Â 0.5D 0 N in size at the largest. Experimentally, this condition is often fulfilled by either limiting the beam size 3 or by employing a finite aperture in the object plane. 7 In our simulation, we assume that the graphene sample is mounted over an aperture that limits the size of the area exposed to the wave front to 6 nm in diameter, which provides an oversampling ratio of approximately 7.5. The positions of individual atoms are provided as their exact spatial coordinates (not pixels). For electron scattering, the complex-valued amplitudes were constructed as the partial wave expansion 
where k is the wave number, P l ðcos #Þ are Legendre polynomials, # is the scattering angle, l is the angular momentum number for each partial wave (l ¼ 0 corresponds to isotropic s-waves and so on), and d l ðkÞ are the phase shifts. The complex-valued scattering amplitudes were calculated using phase shifts d l ðkÞ provided by the NIST library 11 for highenergy (20 keV) electrons and by the van Hove phase shift package 12 for low-energy (300 eV) electrons whereby a graphene patch was created for being a realistic scattering object. The complex-valued waves scattered off each atom were superimposed in the far-field and the intensity of the total wave field provides the diffraction pattern.
Figure 1(b) shows such diffraction pattern of the graphene patch in q coordinates, simulated for 300 eV electrons and sampled with 1000 Â 1000 pixels. Bragg peaks up to the third order are observed. Figure 1(c) shows the distributions of the scattering amplitudes jf ð#Þj 2 for three types of the scattering processes: isotropic scattering (s-waves) and anisotropic scattering for high-and low-energy electrons. For electrons, the amplitude of the scattered wave has pronounced maxima in the direction of the incident wave. The higher the energy of the probing electrons, the more pronounced is the effect of forward scattering as apparent from the scattering amplitudes calculated for 20 keV and 300 eV, as shown in Fig. 1(c) . Figure 1(d) depicts the intensity profiles of the diffraction patterns calculated with these three types of the scattering amplitudes. For isotropic scattering, the intensity of the second order peaks is higher than that of the first order peaks. However, for diffraction of electrons, the effect of strong forward scattering leads to the fact that the intensity of the first order peaks is always higher than the intensity of the second order peaks. In a TEM diffraction experiment, the relative intensities of the first to the second order peaks allows to distinguish between single and bi-layer graphene: for bi-layer graphene, the second order peaks exhibit a lower intensity compared to the first order. 13, 14 Each peak in a diffraction pattern of a crystalline nanostructure corresponds to the convolution of an ideal, deltafunction like peak with the Fourier transform of the crystal shape. 8 With sufficiently fine sampling, the overall shape of the nanocrystal can even be reconstructed from the intensity distribution of just one of the peaks and its surrounding region. 1, [15] [16] [17] [18] [19] In the simulations presented here, the central region of the diffraction pattern of 110 pixels in diameter, as indicated in Fig. 1(b) by a red circle, was assumed to be missing in order to mimic realistic experimental conditions, where the central region is either blocked or overexposed. However, the central region in a diffraction pattern is required for stable convergence of the phase retrieval routine as it provides information about the low-resolution shape of the sample. This missing region was replaced with the twodimensional intensity distribution of one of the first-order diffraction peaks, as illustrated in Fig. 1(b) by a green circle, whose intensity was scaled up by a factor of 20. The factor of 20 was derived from the theoretical ratio of the intensities of the zero to first order diffraction peaks of graphene. The reconstruction was done by applying the most popular hybrid-input-output phase retrieval algorithm 20 for 300 iterations with an initial random phase distribution and the feedback parameter b ¼ 0.9. All phase retrieval algorithms are based on forward and backward propagation of the scattered wave field between sample and detector plane. Within the approximation of isotropic scattering this boils down to just applying forward and backward Fourier transforms, respectively. In reality, only photon scattering is isotropic whereas electrons of any energy scatter with strongly enhanced amplitudes in forward direction. Thus, assuming isotropic scattering for electrons and applying simple Fourier transforms for wave propagation in phase retrieval routines is a rough approximation, which however provides meaningful reconstruction, as illustrated in Fig. 2 . It is in fact a fortunate situation that the integrals governing coherent optics and being originally designed for isotropic light scattering are also applicable for anisotropic scattering processes. What is lacking, however, is the quantitative reconstruction of the object transmission function. The amplitude of the reconstructed complex-valued distribution at the sample plane exceeds unity since it is dominated by the strong signal from scattering atoms. However, this constitutes an unphysical condition for a realistic transmission function. Given that, it is worth to note that the correct transmission function, as, for example, the contour of the aperture can only be reconstructed when the scattering is assumed to be isotropic, compare Fig. 2(a) to Figs. 2(b) and 2(c). It has previously already been shown that the additional constraint of non-negative absorption facilitates the convergence of the algorithm. 21 Here, a modified constraint of a limited object scattering amplitude was applied by forcing the amplitude of the scattered wave below a threshold of six.
The defects are revealed at the exact locations where they were originally positioned for the simulation, see Fig. 2 . While the atomic positions were provided in spatial coordinates during the simulation, the reconstruction is digitally sampled and the position of each reconstructed atom is thus distributed over a few neighbouring pixels.
It should be noted that it is not possible to reconstruct the graphene structure when only the first six peaks are available in the diffraction pattern. This is due to the fact that a similar diffraction pattern exhibiting six fold symmetry corresponds to a trigonal lattice and a phase retrieval routine quickly converges and stagnates at such trigonal structure, see Fig. 2(c) .
For realizing coherent diffraction in an experiment, the following requirements need to be fulfilled. (1) The beam must exhibit sufficient spatial and transversal coherence to exceed the sample size. This can be achieved by placing the sample onto a small aperture, whose size may not exceed the coherence length of the beam. (2) The oversampling ratio must be more than 2. The higher the oversampling ratio, the faster the convergence of the phase retrieval routine. (3) There should be sufficient signal in the diffraction pattern at q-numbers related to the required resolution. 22 For example, Zuo et al.
3 has reported atomic reconstructions from an electron diffraction pattern recorded at a current density of 10 5 e/(sÁnm 2 ). The last requirement implies that the probing wave must have sufficient intensity and/or one must integrate over a sufficiently long acquisition time. In order to study the effect of different radiation doses and thus the related signal-to-noise ratio onto the reconstruction results, we simulated and reconstructed diffraction patterns for electrons of 300 eV energy at different total electron doses. We also added Gaussian distributed noise with the mean equal to the square root of the intensity at a pixel. Figure 3 shows the results. With a total electron dose of 10 10 e/nm 2 , the two defects: a divacancy and a trivacancy are clearly retrieved ( Fig. 3(a) ). With a total electron dose limited to just 10 6 e/nm 2 , the two defects will not be resolved anymore in the reconstruction (Fig. 3(e) ). In the simulations, we assumed that one electron scattering event results in 1 count per pixel, which in reality varies depending on the efficiency of the detecting system.
Recently, following the idea of obtaining superresolution in an image, 23, 24 it has been demonstrated that a diffraction pattern of a continuous sample can be extrapolated beyond the experimentally detected area. 25 Here, we apply the same extrapolation method to a diffraction pattern of a crystalline sample with the results shown in Fig. 4 . The details of the extrapolation procedure can be found elsewhere. 25, 26 In brief, the complex-valued wavefront distribution reconstructed by a conventional phase retrieval algorithm is padded with random complex-valued numbers up to 2000 Â 2000 pixels. The random padding in Fourier domain was updated after each iteration. The distribution in the central spot of the diffraction pattern was kept equal to the one recovered by the conventional phase retrieval algorithm. Otherwise, when the central spot is kept free from this constraint and updated after each iteration, the extrapolation fails. A constraint of limited amplitude of the scattered wave was applied in the object domain. Figure 4 (a) shows the originally available diffraction pattern and its extrapolated part. Newly revealed Bragg peaks appear in the extrapolated diffraction pattern, although some of them exhibit a double peak appearance due to unavoidable finite sampling by square pixels in the object domain.
The padding in Fourier domain towards 2N Â 2N pixels does not change the physical size of the reconstructed object area, but affects only its sampling to 2N Â 2N pixels. As a result, the pixel size in the object domain decreases to D 0 /2 ¼ 25 pm, which allows a more precise localization of the atomic positions. Besides this effect, even more important is the effective increase of the numerical aperture as a result of the extrapolation of the diffraction pattern, which leads to an improved resolution in the reconstruction, as evident from the inset in Fig. 4(c) .
We have demonstrated that a crystalline structure of nanometer dimension can be retrieved from its diffraction pattern alone without the need of additional low-resolution image information about the shape of the object. The atomic defects reconstructed in the recovered structure validate the non-ambiguity of the reconstruction. However, the transmission function of the sample imaged with electrons cannot be quantitatively retrieved from its diffraction pattern, because the phase retrieval routines are based on the assumption of isotropic scattering while electrons of any energy scatter with amplitudes exhibiting strong maxima in the direction of the incident wave. Furthermore, we have demonstrated that a diffraction pattern of a crystalline structure can numerically be post-extrapolated towards a larger numerical aperture which a posteriori increases the resolution of the retrieved nanostructure.
