An oscillator group G is a semidirect product of a Heisenberg group with a oneparameter group. In this article we construct Olshanski semigroups for infinite-dimensional oscillator groups. These are complex involutive semigroups which have a polar decomposition. The main application will be for representations π of G which are semibounded, i.e., there exists a non-empty open subset U of the Lie algebra g such that the operators idπ(x) from the derived representation are uniformly bounded from above for x ∈ U . More precisely we show that every semibounded representation of an oscillator group G extends to a non-degenerate holomorphic representation of such a semigroup and conversely each non-degenerate holomorphic representation of such a semigroup gives rise to a semibounded representation of G. The main application of this result is a classification of representations of the canonical commutation relations with a positive Hamiltonian, which will be obtained in a subsequent paper. Moreover it yields direct integral decomposition into irreducible ones and implies the existence of a dense subspace of analytic vectors for semibounded representations of G.
Introduction
For a finite-dimensional Lie group G and an invariant cone W in its Lie algebra g (cones are assumed to be convex), such that the spectrum of the operators ad x is purely imaginary for x in the algebraic interior of W , one can associate a corresponding Olshanski semigroup Γ G (W ) (Lawson's Theorem). It is a complex involutive semigroup and has a polar decomposition Γ G (W ) = G exp(iW ), cf. [Ne00] . For infinite-dimensional Lie groups there is no general analogous result, even not for Banach-Lie groups. However, there are natural examples of Olshanski semigroups which arise as compression semigroups of bounded symmetric domains in complex Banach spaces, symmetric Hilbert domains, and real forms of such domains ( [Ne01] ). In this paper we address the problem of the existence of Olshanski semigroups Γ G (W ) when G belongs to the class of infinite-dimensional oscillator groups described below. The main goal is to obtain a better understanding of the canonical commutation relations with a positive Hamiltonian which is achieved in a subsequent paper using holomorphic extensions of the corresponding representations to the complex semigroups associated to oscillator groups.
Let (V, ω) be a locally convex symplectic vector space and γ : R → Sp(V, ω) be a oneparameter group of symplectomorphisms defining a smooth action of R on V and denote by D := γ ′ (0) its generator. Then the Lie group G(V, ω, γ) := Heis(V, ω) ⋊ γ R is called an oscillator group, where Heis(V, ω) := R × ω V is the Heisenberg group with multiplication given by (t, x)(s, y) = t + s + 1 2 ω(x, y), x + y . The Lie algebra of G(V, ω, γ) is g(V, ω, γ) = heis(V, ω) ⋊ D R with the bracket
There is a particular interesting class of oscillator groups G A := Heis(V A , ω A )⋊ γ A R labeled by injective non-negative operators A on complex Hilbert spaces H A , where V A = C ∞ (A) ⊂ H A is the domain of smooth vectors for A, ω A (x, y) = Im Ax, y and γ A (t) = e itA . In particular, the symplectic form ω A is induced by a complex structure on a pre-Hilbert space V A , which is not always the case for a general symplectic space (V, ω), see [Ro93] . The groups G A are called standard oscillator groups. Each G A contains a canonical dense subgroup G O A which has a complexification G A,C . For every non-empty open invariant cone W in G A we construct a complex semigroup S W ⊂ G A,C and show that it is a complex involutive semigroup and has a polar decomposition. The main application will be for semibounded representations of G A .
Let G be a Lie group with an exponential map and π : G → U(H) be a unitary representation which is smooth, i.e., the space of smooth vectors H ∞ := {v ∈ H : G → H, g → π(g)v is smooth} is dense in H. For a smooth representation π : G → U(H) we define the derived representation
which is a representation of the Lie algebra g of G by essentially skew-adjoint operators on H ∞ . We call π semibounded if the support function
is bounded on a non-empty open subset of g. The basic concept of semibounded representations was developed in [Ne09, Ne08] . One important point is that s π can be expressed in terms of the momentum set I π ⊂ g ′ , where g ′ denotes the topological dual of g. It is defined as the weak-*-closed convex hull of the image of the momentum map
Then we have s π (x) = − inf I π , x , x ∈ g and set B(I π ) := {x ∈ g : s π (x) < ∞}.
Generalizing the main result of [MN11] which only applies to Banach-Lie groups we show that every semibounded representation of a simply-connected Mackey-complete Lie group extends to a holomorphic representation of a complex semigroup, provided this semigroup exists. Specializing to oscillator groups this implies that every semibounded representation of G A extends to a holomorphic representation of some S W , which allows us to construct C * -algebras associated to S W whose representations correspond to semibounded representations of G A . This in turn implies the existence of direct integral decomposition of semibounded representations into irreducible ones in the separable case. Furthermore it plays a central role in the classification of representations of the canonical commutation relations with a positive Hamiltonian, which will be obtained in [Ze15] , cf. also [Ze14] . Other C * -algebras whose representations correspond to the regular representations of the canonical commutation relations were constructed in [GN09] . For a detailed discussion of complex semigroups and holomorphic extensions of representations of finite-dimensional oscillator groups we refer to [HO92] . Now we give an outline of this paper. In Section 2 we classify the open invariant cones in an oscillator algebra g := g(V, ω, γ) under the mild condition that DV ⊂ V is dense and consider some basic properties of semibounded representations π of G(V, ω, γ). In particular we give a formula for s π . Under the assumption that DV ⊂ V is dense and G(V, ω, γ) embeds into a standard oscillator group G A , cf. [NZ13] , we show that every semibounded representation π of G(V, ω, γ) extends to a semibounded representation of G A . In particular, π is automatically smooth with respect to the coarser subspace topology on G(V, ω, γ) ⊂ G A . Therefore the semibounded representations of standard oscillator groups essentially cover those of general oscillator groups.
Section 3 is devoted to the construction of the Olshanski semigroups corresponding to non-empty open invariant cones W in the Lie algebra g A of G A . This is done in the following way: We consider the dense subgroup G O A := Heis(V O , ω A ) ⋊ γ A R of G A where V O ⊂ V A denotes the space of γ A -holomorphic vectors. Here V O is equipped with a natural topology which is finer than the C ∞ -topology on V A . Then G O A is a Fréchet-Lie group and admits a complexification G A,C . For each non-empty open invariant cone W we show that the subset
is an open subsemigroup. Moreover we show that S W admits an involution and a polar decomposition, i.e., the map
is a diffeomorphism, whose inverse turns out to be analytic if W is a proper cone.
In Section 4 we consider holomorphic extensions of semibounded representation of general Lie groups, where we assume that the corresponding complex semigroups exist. More precisely we show that every semibounded representation of a simply-connected Mackey complete Lie group extends to a holomorphic representation of such a complex semigroup. This generalizes a result from [MN11] for Banach-Lie groups to Mackey complete Lie groups. Furthermore we prove, under natural sufficient conditions, the extendability of smooth resp. semibounded representations of dense subgroups. This will be used in Section 5 to show that a semibounded representation π of G A extends to non-degenerate holomorphic representation of the complex semigroup corresponding to the cone B(I π ), which implies that π has a dense space of analytic vectors. Moreover we show that for a non-empty proper open invariant cone W ⊂ g A there is a one-to-one correspondence between semibounded representations π of G A satisfying W ⊂ B(I π ) 0 and non-degenerate holomorphic representations of S W which preserves commutants. From [Ne08] it is known that the non-degenerate holomorphic representations of S W correspond to representations of certain C * -algebras. This will allow us to apply C * -methods to semibounded representations of G A .
A result on the existence of complex semigroups associated to elliptic open invariant cones W in a general Banach-Lie group G would be desirable, where W is called elliptic if e R ad x ⊂ End(g) is equicontinuous for all x ∈ W . This has not been obtained so far. However an alternative approach avoiding complex semigroups is established in [NSZ15] , which makes C * -methods available for semibounded representations of any metrizable Lie group yielding in particular direct integral decomposition of semibounded representations into irreducible ones. Moreover a refinement of some methods used from [MN11] shows that every semibounded representation π of a Banach-Lie group G extends locally to a holomorphic map in the following sense: There exists an open 0-neighborhood U in g and a complex manifold structure on U ×(U ∩W π ) such that the map U ×(U ∩W π ) → B(H), (x, w) → π(exp(x))e idπ(w) is holomorphic. Now one can consider the C * -algebra A π ⊂ B(H) generated by π(G)e idπ(Wπ ) and conclude that every non-degenerate representation ρ of A π yields a semibounded representation ρ G of G determined by ρ(π(g)a) = ρ G (g)ρ(a), g ∈ G, a ∈ A π . This also makes C * -methods available for semibounded representations of Banach-Lie groups and moreover yields a dense subspace of analytic vectors for such.
Oscillator groups 2.1 The exponential function of an oscillator group
We always want the oscillator groups G(V, ω, γ) to have an exponential map. Concerning this we have the following proposition.
Proposition 2.1. Let V be a locally convex space, Z a Mackey complete locally convex space, ω : V × V → Z a skew-symmetric bilinear map and γ : R → GL(V ) a one-parameter group with ω(γ(t)x, γ(t)y) = ω(x, y) for x, y ∈ V, t ∈ R, and such that γ induces a smooth action of R on V . Consider the Lie group G := (Z × ω V ) ⋊ γ R and assume that for every x ∈ V the map b x (t) := γ(t)x has a V -valued integral, i.e., there is a smooth curve B x : R → V with
Then G has an exponential map given by
Proof. Let exp be defined as in (2.1). Differentiation under the integral sign shows that exp is smooth. Now let (z, x, s) ∈ g and define α(k) := exp(kz, kx, ks) for k ∈ R. Then integration by substitution yields
For g ∈ G denote by l g (h) = gh, h ∈ G, the left multiplication with g. Then we have
In particular
With (2.2) we obtain that the logarithmic derivative of α satisfies δ(α) = (z, x, s). Since exp(0, 0, 0) = (0, 0, 0), we conclude that α is a one-parameter group and therefore exp is an exponential map for G.
Remark 2.2. If V is Mackey complete then the condition in Proposition 2.1 that the maps b x (t) = γ(t)x, x ∈ V , have a V -valued integral is automatically satisfied.
When we talk about an oscillator group G(V, ω, γ) we shall always assume that the maps t → γ(t)x, x ∈ V , have a V -valued integral. Hence G(V, ω, γ) has an exponential map and it is given by formula (2.1).
Definition 2.3. Let H = 0 be a complex Hilbert space, γ : R → U(H) a unitary oneparameter group and A = A * its self-adjoint generator with A ≥ 0 and ker A = 0. Let V A := C ∞ (A) be the space of γ-smooth vectors in H A := H equipped with the C ∞ -topology and ω A (x, y) := Im Ax, y for x, y ∈ V A . Then the oscillator group
Proposition 2.4. The adjoint action of G A is given by
For λ = (t * , α, s * ), the coadjoint action of G A is given by
Proof. For (2.4) see [NZ13, Rmk. 2.5] and (2.3) is shown similarly.
Since we are mainly interested in semibounded representations of G := G(V, ω, γ) we may assume by [NZ13, Thm. 5.9 and Rmk. 2.4] to have a standard oscillator group G A = Heis(V A , ω A ) ⋊ γ R with Lie algebra g A and a dense inclusion V ֒→ V A such that the corresponding inclusions G ֒→ G A and g ֒→ g A are morphisms of Lie groups resp. Lie algebras. We keep this assumption for Section 2. Note that the topology on g is finer than the topology on g A .
Open invariant cones in oscillator algebras
In this subsection we want to classify all open invariant cones in the Lie algebra g. We shall see that every open invariant cone W in g is completely determined by its intersection with the two-dimensional maximal abelian subalgebra t := R × {0} × R. Furthermore we will clarify which open cones in t give rise to proper invariant open cones in g. Definition 2.5. We define Remark 2.7. For d ∈ R we define the map
Note that
Theorem 2.8. Let D(V ) ⊂ V be dense. Then the following assertions hold:
Proof. Recall the adjoint action of G A from (2.3):
(a) Suppose there is a proper open invariant cone W in g which is neither contained in W ∞ nor in −W ∞ . Then we find (t 0 , x, s), (t ′ 0 , x ′ , s ′ ) ∈ W such that s > 0 and s ′ < 0. Since W is open and invariant, we may in view of (2.6) achieve that x = x ′ = 0. As W is invariant and convex, we then conclude with (2.7) that (t, 0, s), (t ′ , 0, s ′ ) ∈ W for all t ≥ t 0 and t ′ ≤ t ′ 0 . Let
Since W is a cone we have λ(t, 0, s) = (λt, 0, −s ′ ) ∈ W for all t ≥ t 0 . Now we choose t 1 ≥ t 0 , t 2 ≤ t ′ 0 with λt 1 + t 2 = 0 and conclude that 0 = 
Thus we obtain 
Since W is open in g the equality f d (a 0 ) = 0 for some a 0 ∈ W would imply the existence of a a 1 ∈ W with f d (a 1 ) < 0 which is a contradiction.
Hence in all, we get W = W d ∩ g. This completes the proof. 
Semibounded representations
Lemma 2.11. Let π : G → U(H) be a smooth representation with B(I π ) 0 = ∅ and such that
Proof. Let λ = (0, α, s * ) ∈ I π and choose (t, x, s) ∈ B(I π ) 0 , s = 0. By (2.4) we have (Ad
Proposition 2.12 (Bounded representations). Let π : G → U(H) be a smooth representation with B(I π ) = g. Then π| R×D(V )×{0} is trivial. In particular, if D(V ) ⊂ V is dense, then π| Heis(V,ω) is trivial.
Proof. Recall our assumption V = 0. Let λ = (t * , α, s * ) ∈ I π and choose 0 = x ∈ V and v ∈ V with ω(v, x) = 0. By equation (2.4)
for all c ∈ R. Since B(I π ) = g we have (0, x, 0) ∈ B(O λ ) and thus
Hence t * = 0 since ω(v, x) = 0. Thus we obtain I π ⊂ {0} × V ′ × R. Lemma 2.11 now implies that π| R×D(V )×{0} is trivial.
Remark 2.13. Note that the map
defines an isomorphism of Lie algebras. An analogous statement holds for the corresponding Lie groups.
Remark 2.14. 
hold for all (t, x, s) ∈ g, s = 0.
Proof. Recall the adjoint action (2.3):
shows that (t, x, s) ∈ Ad(G)F (t, x, s). That F (t, x, s) lies in Ad(G)(t, x, s) is shown by a similar argument.
Remark 2.16. Note that F restricts to the identity on {(t, 0, s) ∈ t : s = 0}. Thus, if the adjoint orbit O a of a := (t, x, s) ∈ g, s = 0 intersects t, the element F (t, x, s) is the unique intersection point of O a with t. If D : V → V is not surjective then there are orbits O a which do not intersect t. 
for all (t, x, s) ∈ g with s = 0. Moreover s π | B(Iπ ) 0 is continuous when V is equipped with the · -topology.
Proof. Recall F from Lemma 2.15 and let (t, x, s) ∈ g, s = 0. As a supremum of linear functionals, the support function s π : g → R ∪ {∞} is lower semicontinuous, i.e. the sets {a ∈ g : s π (a) ≤ c} are closed in g for all c ∈ R. Since s π is also Ad-invariant, we obtain from (t, x, s) ∈ Ad(G)F (t, x, s) (see Lemma 2.15) that (t, x, s) lies in the closed set
Hence
by Lemma 2.15, which implies s π (F (t, x, s)) ≤ s π ((t, x, s)) in the same fashion. Therefore we have shown that
2s , 0, s . If B(I π ) 0 = g then Proposition 2.12 implies that s π (t, x, s) = s · s π (0, 0, 1) for s ≥ 0 and s π (t, x, s) = −s · s π (0, 0, −1) for s ≤ 0. In particular, then s π is continuous. In view of Proposition 2.9 we thus may assume B(I π ) 0 ⊂ W ∞ , i.e. we have for every (t, x, s) ∈ B(I π ) 0 that s > 0. From (2.8) we obtain F (B(I π )) ⊂ B(I π ) ∩ t and since F is open, F (t, x, s) = t − x 2 2s , 0, s lies in the interior of B(I π ) ∩ t in t for every (t, x, s) ∈ B(I π ) 0 . As t is finitedimensional the convex function s π | int(B(Iπ )∩t) is continuous. Thus we conclude with (2.8) that
Remark 2.18. Suppose we are in the situation of Proposition 2.17 and let
is semibounded if and only if the set B(I π ) contains interior points.
Proof. If B(I π ) 0 = ∅ then s π is locally bounded on B(I π ) 0 by Proposition 2.17, so that π is semibounded.
Lemma 2.20. Let π : G A → U(H) be a smooth representation. If −idπ(0, 0, 1) is bounded from below then π is semibounded. If π is semibounded with π(t, 0, 0) = e it 1 then −idπ(0, 0, 1) is bounded from below and
2 , x, 1 : x ∈ V A is contained in C hence also its closed convex hull. As C is a cone we conclude C 0 = ∅ and thus π is semibounded. Now assume π(t, 0, 0) = e it 1.
which is a quadratic form in v. If (t, x, s) ∈ B(I π ) 0 it is bounded from below and thus s > 0.
Proof. By Remark 2.14 we may assume that 
We show that S d is an open complex subsemigroup which admits a natural involution turning it into a complex involutive semigroup. The semigroups S d will be useful for studying the semibounded representations of G A (cf. Section 5).
Complex oscillator groups
Let us first recall the definition of a complex involutive semigroup from [Ne08] .
Definition 3.1. (a) An involutive complex semigroup is a complex manifold S modeled on a locally convex space endowed with a holomorphic semigroup multiplication and an involution denoted by * : S → S, s → s * which is an antiholomorphic antiautomorphism.
for all s, t ∈ S.
(c) A holomorphic representation π of a complex involutive semigroup S on the Hilbert space H is a morphism π : S → B(H) of semigroups with π(s * ) = π(s) * for s ∈ S such that π is holomorphic if B(H) is endowed with its natural complex Banach space structure defined by the operator norm. If α is an absolute value on S, then the representation π is said to be α-
Consider a standard oscillator group G A = Heis(V, ω) ⋊ γ R, where V := C ∞ (A) ⊂ H A . Denote the complex structure on V resp. H A by I. Consider the real inner product b(x, y) := Re x, y on H A and let ((H A ) C , ·, · C ) be the complex inner product space obtained by complexification of (H A , b), where (H A ) C = H A ⊕ iH A . By complex-linear extension we obtain γ : R → U((H A ) C ) and denote its self-adjoint generator by A c . Thus
Recall from Proposition A.6 the dense subspace V O C ⊂ V C , which is a Fréchet space when equipped with the C O -topology, and the action
Definition 3.2. (a) Define the complex Lie group
We also consider the Fréchet-Lie group
The complex Lie group G A,C has an exponential map which is given by
is the exponential map of G O A . Let us give another expression for exp C . We define by functional calculus of the self-adjoint operator A c on (H A ) C the operators
C are holomorphic for the unitary one-parameter group generated by A c . Obviously
Proposition 3.3. For all (z, x, s) ∈ g A,C with s = 0 we have:
In view of (3.10) we now obtain the statement.
This follows from Proposition A.11 since D(V b ) ⊂ V is norm dense, which again follows from the norm density of both D(V ) and V b in V .
is an involutive antiholomorphic antiautomorphism. We have
Proof. Let τ :
Obviously τ is involutive and antiholomorphic. Since ω C is the complex bilinear extension of
Thus we conclude with the explicit formula for the multiplication in G A,C that τ is a Lie group homomorphism. Since the inversion h → h −1 in the complex Lie group G A,C is a holomorphic antiautomorphism, * is an antiholomorphic antiautomorphism. Obviously τ
Polar Decomposition for G A,C and S A
In this subsection we obtain a polar decomposition of G A,C and S A . More specifically we want to show that the map
is a diffeomorphism. Note that we cannot use the Inverse Function Theorem here, since the involved Lie groups are Fréchet-Lie groups and in general not Banach. Moreover we want to consider smoothness resp. analyticity properties of ψ −1 and ψ −1 | S A w.r.t. certain topologies. To do so we shall explicitly determine ψ −1 . Note that, for s = g exp C (iw), we have s * s = exp C (2iw). Thus the main part to determine ψ −1 is to determine the inverse of
In view of (3.11), we should therefore express
To obtain a suitable form of ψ −1 , which allows us to show smoothness properties w.r.t. certain topologies, we shall consider the real and imaginary part of B is ix separately. As we shall see in a moment (see equation (3.12)), this will lead us to the following functions:
Remark 3.5. For z ∈ C\πiZ define f (z) := 2z e z − e −z and g(z) := e z + e −z − 2 i(e z − e −z ) .
The singularities of f and g at z = 0 are removable by defining f (0) = 1 and g(0) = 0. Thus the maps f , g : {0} ∪ C\πiZ → C are holomorphic. Let C r := {z ∈ C : Rez = 0} = C\iR.
We define
Then f (·, x) and g(·, x) are holomorphic on C r for each x ∈ R. Note that for every s ∈ C r we have lim x→±∞ f (s, x) = 0 and lim x→±∞ g(s, x) ∈ {−i, i}. In particular f (s, ·) and g(s, ·) are bounded smooth functions for each s ∈ C r . Moreover the maps f | R×R and g| R×R are smooth.
Definition 3.6. By functional calculus of A we define the operators f s (A), g s (A), i.e.
denotes the space of bounded operators on H A which commute with γ(t) for every t ∈ R.
Hence the operators f s (A) and g s (A) leave the subspace V O invariant by Lemma A.9(a). In particular we may also consider them as operators on V O .
Recall the operators B z =
Lemma 3.7. For all s ∈ R × , x ∈ V O we have
Proof. We calculate:
Now the assertion follows by multiplying the last equation with i.
The purpose of the next four lemmas is to obtain smoothness and analyticity properties of f s (A) and g s (A) w.r.t. certain topologies.
Lemma 3.8. For all x ∈ R we have Definition 3.9. Let U 1 ⊂ X 1 and U 2 ⊂ X 2 be open subsets of the topological spaces X 1 resp. X 2 and f :
2 ) be a map. We say that f (x 1 , ·) is a bounded function locally uniformly in x 1 , if for every p ∈ X 1 there is a neighborhood N of p in X 1 such that sup x 1 ∈N,x 2 ∈U 2 f (x 1 , x 2 ) < ∞. In this case we also say that f (x 1 , x 2 ) is a bounded function in x 2 locally uniformly in x 1 .
Lemma 3.10. The maps
are holomorphic.
Proof. For s ∈ C r we calculate ∂f ∂s (s, x) = 2x e xs − e −xs − and therefore ∂g ∂s (s, x) = (e xs + 1)e xs x − (e xs − 1)e xs x i(e xs + 1) 2 = 2x i(e −xs + e xs + 2) for all s ∈ C r , x ∈ R. Hence ∂g ∂s (s, ·) is a bounded function locally uniformly in s ∈ C r . With Lemma A.10 we conclude that the maps b 1 and b 2 are holomorphic.
Lemma 3.11. (a) The maps
are both holomorphic. Moreover, for every k ∈ N 0 , these maps are still holomorphic when V O is equipped with the topology given by the norm x → A k x . Furthermore these maps are holomorphic when V O is equipped with the C ∞ -topology.
is analytic when V O is equipped with the C ∞ -topology as well as when V O is equipped with the · -topology.
Proof. (a) is an immediate consequence of Lemma 3.10 and Lemma A.9(b).
(b) Let (t 0 , s 0 ) ∈ R × C r . Then we find small neighborhoods U of t 0 in C and U ′ of s 0 in C r such that the operators h z,s (A) := 2sAe zIA e sA − e −sA defined by functional calculus are uniformly bounded for z ∈ U, s ∈ U ′ . Then the map
is locally bounded. Let v ∈ V O . By part (a) the map
is holomorphic for every z ∈ U since e zIA v ∈ V O . By Proposition A.6(c) the map
and T is locally bounded this yields that T is holomorphic, cf. [Ne08, Lem. 3.4]. Now we obtain the assertion from Lemma A.9(b), since the map
and f s (x) = R f (t)e isxt dt from Lemma 3.8. Thus
Since R ∋ t → f (t)t k is an integrable function for every k ∈ N 0 we obtain by differentiation under the integral sign that the map R ∋ s → λ(f s (A)v) is smooth with derivatives
Here we note that the integral
For a γ-invariant seminorm q on V O we thus have
This shows that
is linear in v for fixed s, we conclude that α is smooth.
Now we want to express exp C (0, ix, is) in terms of f s (A) and g s (A). Therefore we consider the following map.
Definition 3.13. We define the map θ : 
Thus we obtain:
(3.14)
Here the last equation follows from the fact that g s (A)f s (A) −1 is skew-symmetric on V O , which is easily seen from the definition of f s (A) and g s (A) for s ∈ R, cf. Definition 3.6. By (3.11) we have:
This equation together with (3.14) and (3.12) yields (a) for s = 0. Obviously (a) also holds for s = 0. Note that (b) is a consequence of Lemma 3.11(a).
We also record the following lemma which we will need later.
, such that the logarithmic derivative of exp C satisfies
Then by [Ne06, Prop. II.5.7] and (3.12)
Thus in order to satisfy (3.15) we may choose a 1 := f −x 2 (A)y 1 − y 1 . Actually one may show that then even (0,
For v = x + iy ∈ V C with x, y ∈ V we set Re(v) := x and Im(v) := y. 
is a diffeomorphism and ψ is analytic.
is the inverse of ψ.
Proof. First note that with the explicit formula for the multiplication in G A,C and the definition of θ one sees that the right hand side of (3.16) lies indeed in C × V O × R. Hence (3.16) defines g and t in terms of (z, y, r). Now let g ∈ G O A , (t, x, s) ∈ g O A and set (z, y, r) := ψ(g, (t, x, s)) = g exp C (it, ix, is).
With (3.11) and (3.12) (and an extra consideration if s = 0) we obtain
for some u ∈ C which we do not specify. This equation together with the explicit formula for the multiplication in G A,C implies Im(r) = s and Im(y) = γ(Re(r))f s (A) −1 x.
With these equations and Lemma 3.14(a) we further obtain
This shows that ϕ • ψ = Id. From Lemma 3.14(a) and the definition of ϕ one easily derives ψ • ϕ = Id, so that ψ is bijective with inverse ϕ. Certainly the map ψ is analytic. To show that ϕ = ψ −1 is smooth we argue as follows: Let
We must show that g, t, x, s depend smoothly on q. Since the action γ :
smooth we obtain from the definition of ϕ = ψ −1 and Lemma 3.12 that both s and x depend smoothly on q. Since g exp C (it, 0, 0) = q exp C (0, −ix, −is) we conclude that g, t, x, s depend smoothly on q, i.e. that ψ −1 is smooth.
Proposition 3.17. If A is not bounded then the map ψ −1 :
Proof. For r > 0 we set B r := {z ∈ C : |z| < r}. Suppose that ψ −1 is analytic. By Proposition 3.16(b) the map
is then also analytic. Hence there exists R > 0, U ⊂ V O an open 0-neighborhood, C 1 > 0 and a holomorphic map α :
and α(a) ≤ C 1 holds for all a ∈ B R × U C . Here U C = U + iU . Since A is not bounded and A ≥ 0 we find
Recall that the C O -topology on V O is generated by the norms q n (v) = k≥0
Recall the holomorphic map
Now choose 0 < ε < min(1, x 0 ), t 0 ∈]0, R[ and 0 < δ < t 0 such that
This is possible since
In particular v 0 ∈ U . Consider the holomorphic map
which is well-defined by (3.17). Certainly h(s) = f s (A)v 0 for all s ∈ B t 0 ∩ R and thus the Identity Theorem yields h(s) = α(s, v 0 ) for all s ∈ B t 0 . Hence we obtain with (3.18):
This is a contradiction to α(i(t
Recall the open invariant cone 
is a diffeomorphism and both ψ and ψ −1 are analytic.
is the inverse of ψ. Proof. Note that ψ and ϕ are the restrictions of the corresponding maps in Proposition 3.16. We denote these corresponding maps by ψ F and ϕ F in this proof, i.e. ψ is the restriction of ψ F and ϕ the restriction of ϕ F . Note that ϕ is defined since
From Proposition 3.16 we obtain that ψ is a diffeomorphism and that (b) holds. Certainly the map ψ is analytic. The definition of ϕ = ψ −1 , Lemma 3.11(a) and Lemma 3.14(b) imply that ψ −1 is also analytic. Moreover from Lemma 3.11(b) and Lemma 3.14(b) we obtain that ψ −1 = ϕ is also analytic when both S A and G O A × W O ∞ are equipped with the topology induced by the C ∞ -topology on V O . Now let V 1 := V be V equipped with the topology given by the norm x → x + Ax and V 2 := V be V equipped with the · -topology. Then the map
is analytic. This observation, Lemma 3.11(b) and Lemma 3.14(b) imply that ψ −1 = ϕ is also analytic when G O A × W O ∞ is equipped with the topology induced by the norm-topology on V O and S A is equipped with the topology induced by the norm x → x + Ax .
Proposition 3.19. The map * : S
defines an involution and turns S A into an involutive complex semigroup.
Proof. The map * is well-defined and analytic by Proposition 3.18. Since g −1 exp C (i Ad(g)x) = exp C (ix)g −1 the map * is the restriction of the map * : G A,C → G A,C from Proposition 3.4. Now the assertion follows from Proposition 3.4.
The complex semigroups S d
Recall the open invariant cones
From Proposition 3.18 we know that
is an analytic diffeomorphism. We now want to see that S d is a subsemigroup of G A,C for every d ∈ R. To do so we adapt the proof of [Ne00, Theorem XI.1.10] to our infinite-dimensional oscillator group.
For d ∈ R choose a smooth function 
Lemma 3.20. For every d ∈ R, the smooth map h d has the following properties:
We write w = (t ′ , x, s) and by Definition 2.5 we may write w n = t n + 1 2sn x n 2 , x n , s n with t n + ds n > 0, s n > 0.
Suppose first that s > 0. Since w n → w, the sequence (t n ) n converges in this case, say t n → t so that t ′ = t + 1 2s x 2 . Since w / ∈ W d we must have t + ds = 0 which implies (t, 0, s) ∈ ∂C d . Hence h d (w n ) = h d (t n , 0, s n ) → ∞ by the choice of h d . Now suppose s = 0. Since t n + ds n > 0 and s n → 0 the sequence (t n ) n is bounded below. Moreover t n ≤ t n + 1 2sn x n 2 → t ′ implies that t n is also bounded above. Thus we find a subsequence (t n k ) k such that t n k → t and
By convexity of the map x → x 2 , we have
Hence equation (3.22) and the choice of h
Lemma 3.21. Let f : W O d → R be an Ad-invariant smooth function and set F :
Note that S d is invariant under both left and right multiplication by G,
ix).(iy)).
Thus it suffices to show that
we obtain from Lemma 3.15 and (3.24) that (3.23) holds for all x ∈ C d , y ∈ g. Next we note that both the left and the right hand side of (3.23) do not change, if both x and y are replaced by Ad(g)x resp. Ad(g)y for some g ∈ G. This follows from the invariance properties of f and F . Thus 
Proof. From Proposition 3.18 we know that
is an analytic diffeomorphism. Note also that S d is invariant under the involution * on S A from Proposition 3.19. Thus we only have to show that S d is a subsemigroup of G A,C . Let x, y ∈ W O d . We consider the curve c(t) := exp C (ix) exp C (tiy) for t ∈ R ≥0 . Note that this curve does not leave the semigroup S A = S ∞ so that we may write c(t) = g t exp(ix t ) for all t according to the polar decomposition from Proposition 3.18. Recall the function h d from Lemma 3.20. We set 
we conclude that S d is a subsemigroup.
In this section we discuss holomorphic extensions of semibounded representations for general Lie groups. Let G be a simply-connected locally convex analytic Lie group with exponential map exp : g → G and assume that g is Mackey complete. Let W ⊂ g be an Ad-invariant open cone in g.
Definition 4.1. The pair (G, W ) is called complexifiable if there exists a complex Lie group G C with Lie algebra g C , an exponential map exp C : g C → G C and a Lie group embedding G ⊂ G C which induces the inclusion g ֒→ g C of Lie algebras, such that
is an analytic diffeomorphism, i.e. ψ and ψ −1 are both analytic, and * :
turns S W into an involutive complex semigroup.
Remark 4.2. In the situation of the preceding definition suppose that there is a group automorphism τ : G C → G C which is antiholomorphic, involutive and satisfies L(τ )(x + iy) = x−iy for x, y ∈ g. Then g * := τ (g) −1 defines an antiholomorphic involutive antiautomorphism of G C which satisfies (g exp C (iw)) = exp C (iw)g −1 . Hence the existence of * : S W → S W in Definition 4.1 follows from the existence of τ . In particular, if G C is regular and simplyconnected, then τ exists by [Ne06, Thm. III.1.5].
Theorem 4.3. Let (G, W ) be complexifiable and π : G → U(H) be a semibounded representation with W ⊂ B(I π ) 0 . Then the map
is a holomorphic representation of the involutive complex semigroup S W . Furthermore the map G × W → H, (g, x) → π(g)e idπ(x) v is also C 1 .
Proof. Consider the subspace
For v ∈ D ∞ g and n ∈ N 0 we define
We call v ∈ D ∞ g a good vector if ω v n is n-linear and continuous for all n ∈ N and
holds for all x, y, x 1 , . . . , x n ∈ g, n ∈ N 0 . Let D denote the space of good vectors in D ∞ g . Note that H ∞ ⊂ D. Note also that D is invariant under dπ(x) for all x ∈ g. We thus obtain a strongly continuous representation
Complex-linear extension yields a strongly continuous representation α : g C → End(D). Now one shows as in the proof of [MN11, Lemma 5.2] that
for all v ∈ D, x ∈ W, y ∈ g C . This further implies that e idπ(x) D ⊂ D. We may thus apply [MN11, Prop. B.5] to α which shows that
is continuous and that for every v ∈ D, ρ v is C 1 with differential as given. For v ∈ H ∞ , consider the map
We want to show that f is C 1 . Since v ∈ H ∞ and ρ π(g)v is C 1 for each g ∈ G it follows that the partial derivatives of f exist both in G and W and are given by:
1 0 e −s ad ix iyds v.
Since ρ and the action of π on H are both continuous, we see that these partial derivatives are continuous. Hence f is C 1 . Since
With this lemma the proof of (c) π is non-degenerate. This can be seen as follows: Choose w ∈ W . The self-adjoint operator B := idπ(w) is bounded above, say by C > 0. Then for v ∈ H and t ∈ [0, 1] we have
where P B denotes the spectral measure of B. Here (e xt − 1) 2 ≤ e 2C + 1 holds for the integrand. Thus lim t→0 π(exp C (iwt))v = v by the Dominated Convergence Theorem.
Proposition 4.7. Let (G, W ) be complexifiable with corresponding complex involutive semigroup S W and let ρ : S W → B(H) be a non-degenerate holomorphic representation. Lemma 4.8. Equip the semigroup C + = R + iR ≥0 with the involution (t + is) * = −t + is. Let ρ : C + → B(H) be a * -representation such that ρ| int(C + ) is non-degenerate and holomorphic and such that ρ| R is strongly continuous. Let B denote the self-adjoint generator of ρ| R , i.e. ρ(t) = e iBt , t ∈ R. Then the following holds:
(a) ρ is strongly continuous.
(b) B is bounded below.
(c) ρ(z) = e iBz holds for every z ∈ C + in the sense of functional calculus of B.
This implies ρ(is) = ρ(i) s for s ∈ R ≥0 since ρ| int(C + ) is holomorphic. We conclude ρ(t + is) = ρ(i) s since ρ(t) is unitary for t ∈ R. In particular the map ρ :
is continuous, since ρ| int(C + ) is holomorphic. As ρ| int(C + ) is non-degenerate we obtain that C + ∋ z → ρ(z)v is continuous for v in a dense subspace of H. The local boundedness of ρ now implies that ρ is strongly continuous. (b) With (a) we obtain from [Ne00, Lemma XI.2.6] that B is bounded below. (c) Part (b) implies e iBz ∈ B(H) for every z ∈ C + . Now, for v ∈ H, the maps z → ρ(z)v and z → e iBz v are both continuous on C + , holomorphic on int(C + ) and they agree on R. Thus they must be equal.
Let (G, W ) be complexifiable with corresponding complex involutive semigroup S W . Recall π from Theorem 4.3. Then we obtain the following correspondence.
Theorem 4.9. The assignment π → π yields a bijection
Proof. From Theorem 4.3 and Remark 4.6(c) we know that Φ is defined. Suppose that Φ(π 1 ) = Φ(π 2 ), i.e. π 1 = π 2 . Then π 1 (g) π 1 (s) = π 1 (gs) = π 2 (gs) = π 2 (g) π 1 (s). Hence the unitary operators π 1 (g) and π 2 (g) coincide on the total subset π 1 (S W )H of H and must therefore be equal. Thus π 1 = π 2 , which shows that Φ is injective. Now let ρ : S W → B(H) be a nondegenerate holomorphic representation. By Proposition 4.7(b) there exists a smooth unitary representation π : G → U(H) with π(g)ρ(s) = ρ(gs). For x ∈ W we define
Then ν x is a representation since π(g)ρ(s) = ρ(gs). Since ρ is non-degenerate the operator ρ(exp C (ix)) = ν x (i) has dense range by Proposition 4.7(a). Therefore ν x | int(C + ) is nondegenerate. Now we see that ν x satisfies the conditions in Lemma 4.8. Hence −idπ(x) is bounded below and
holds in the sense of functional calculus of idπ(x). Recall the support function s π (y) = sup(Spec(idπ(y))) for y ∈ g. From (4.25) we obtain ρ(exp C (ix)) = e sπ(x) for all x ∈ W . Since ρ : S W → B(H) is holomorphic and thus in particular locally bounded, the map W ∋ x → e sπ(x) is locally bounded. Hence s π is also locally bounded on W which implies that π is semibounded with W ⊂ B(I π ) 0 . With (4.25) we now obtain
for all g ∈ G, x ∈ W . Hence ρ = π = Φ(π) which shows the surjectivity of Φ. That π(G) ′ = π(S W ) ′ holds may be shown as in [Ne00, Prop. XI.3.10].
Extending representations of dense subgroups
In this subsection we will show that every smooth representation of a dense locally exponential Lie subgroup of a locally exponential Lie group G is extendable to a smooth representation of G. This will be needed in the next section since the complex Lie group G A,C associated to the oscillator group G A is the complexification of the dense subgroup G O A ⊂ G A . At first we recall a continuous version for topological groups.
Proposition 4.10. Let G be a topological group, H ⊂ G a dense subgroup and let π H : H → U(H) be a continuous unitary representation. Then π H is uniquely extendable to a continuous representation π : G → U(H).
Proof.
As π H is a direct sum of cyclic unitary representations ([Ne00, Prop. II.2.11(ii)]), we may assume that π H is cyclic with cyclic vector v ∈ H. Then the positive definite function Lemma 4.11. Let V 1 , . . . , V k be locally convex spaces and W be a Banach space. Further let
Proof. Choose non-empty convex balanced open subsets
Before turning to dense locally exponential subgroups, we state a slightly more general theorem on extending smooth resp. semibounded representations.
Theorem 4.12. Let G, H be locally convex Lie groups with exponential maps and Lie algebras g, h. Let f : H → G be a morphism of Lie groups and π : G → U(H) a continuous unitary representation. Assume that L(f ) : h ֒→ g is a topological embedding with dense range. Then the following assertions hold.
(a) If G is locally exponential and π • f is smooth then π is smooth. Moreover, the space of smooth vectors for π and π • f coincide.
(b) If π is smooth and π • f is semibounded then π is semibounded.
Proof. (a) We set π H := π • f , h 1 := L(f )(h) and denote the set of smooth vectors for π H by H ∞ (π H ) and for π by H ∞ (π). In this proof we denote by dπ(x) the skew-adjoint generator of the unitary one-parameter group t → π(exp(tx)) for all x ∈ g. Note that
holds for x ∈ h. For every v ∈ H ∞ (π H ) and n ∈ N, the continuous n-linear map
is uniquely extendable to a continuous map m v n : g × · · · × g → H by Lemma 4.11, since h 1 ⊂ g is dense. We set m v 0 := v for v ∈ H ∞ (π H ). For n ∈ N, we consider the subspaces D n := x 1 ,...,xn∈g D(dπ(x 1 ) · · · dπ(x n )) and
Step 1: For n ∈ N 0 , v ∈ H ∞ (π H ), t ∈ R × and x 0 , x 1 , . . . , x n ∈ g we have:
This can be seen as follows. First let
Theorem of Calculus applied to the smooth curve c(s
which shows that (4.26) holds for all x 0 , . . . , x n ∈ h 1 . The map
is continuous since m v n+1 and the action G × H → H, (g, w) → π(g)w are continuous. Hence the right hand side of (4.26) is continuous in (x 0 , . . . , x n ) ∈ g n+1 . Since the left hand side of (4.26) is also continuous in (x 0 , . . . , x n ) ∈ g n+1 and since h 1 ⊂ g is dense we conclude that (4.26) holds for all (x 0 , . . . , x n ) ∈ g n+1 .
Step 2:
We show this by induction on k ∈ N. Let v ∈ H ∞ (π H ) and consider equation (4.26) with n = 0. Dividing by t and letting t → 0 in this equation we obtain v ∈ D(dπ(x)) with
Step 2 is proven.
Since G is locally exponential we know from [Ne10a, Lem.
and since s π is lower semicontinuous we obtain
Since L(f ) : h → g is a topological embedding with dense image, the subset L(f )U ⊂ g contains interior points. Hence π is semibounded.
Definition 4.13. Let G be a locally exponential Lie group. A (not necessarily closed) subgroup H of G is called a locally exponential Lie subgroup, if H carries the structure of a locally exponential Lie group compatible with the subspace topology H ⊂ G. By [Ne06, Remark IV.1.22], this structure is unique if it exists. If H ⊂ G is a locally exponential Lie subgroup, then the inclusion H ⊂ G is smooth and it induces a topological embedding of the corresponding Lie algebras h ⊂ g. We regard h as a subspace of g in this case. (a) π L is uniquely extendable to a smooth representation π :
Proof. By Proposition 4.10 there exists a unique continuous extension π :
Let v ∈ H be a smooth vector for π L . Since Heis(V A ) and Heis(L) are locally exponential we obtain by Corollary 4.14 that v is smooth for π| Heis(V A ) . But then the map
is smooth and thus v is smooth for π (cf. [Ne10a, Thm.7.2]). It follows that π is smooth. Now
we obtain by continuity
for all a ∈ W d . Therefore π is semibounded with W d ⊂ B(I π ) 0 .
Application to semibounded representations of G A
With the results from Section 4 we show that every semibounded representation π : G A → U(H) extends to a holomorphic representation of an associated complex semigroup. This result together with the results from [Ne08] allow us to apply C * -methods to semibounded representations of G A , which will be discussed in Section 5.2 below.
Holomorphic extensions of semibounded representations of G A
Recall from Section 3.3 the complex involutive semigroups
Let us consider another topology.
Definition 5.1. We denote by τ V resp. τ V O the topology on V = C ∞ (A) resp. on V O given by the norm x → x + Ax . Let τ X denote the topology on
Remark 5.2. Note that the groups (X, τ X ) from the preceding definition are not Lie groups resp. Lie semigroups, but we may consider (X, τ X ) as a locally convex space for X ∈ {G A ⊂ G A is equipped with the subspace topology nor does it say whether ν may be extended to G A . This will be part of the next theorem.
Let π : G A → U(H) be a semibounded representation. From Proposition 2.9 we know that B(I π ) 0 is one of the cones ±W d , d ∈ R or g. Since we may switch from B(I π ) 0 to −B(I π ) 0 , we may assume 
is continuous when G O A ×W O d is equipped with the topology induced by the · -topology on V O and S d is equipped with
Hence π h is locally bounded when S d is equipped with τ S d . Since π h is holomorphic on affine discs (of complex dimension 1) in S d , we obtain that π h is holomorphic w.r. 15(a) and Corollary 4.14 we therefore obtain a smooth representation π : G A → U(H) extending π h such that π| Heis(V ) is smooth when V is equipped with the topology τ V . Since Proof. Recall that we may assume B(I π ) 0 ⊂ W ∞ and therefore B(
Hence the assertion follows from Theorem 5.3.
C
* -algebras associated to G A
In the preceding subsection we showed that, for d ∈ R, the semibounded representations
0 are in one-to-one correspondence with non-degenerate holomorphic representations ρ : S d → B(H) (Theorem 5.3). From [Ne08] it is known that, for every locally bounded absolute value α on S d , there is a C * -algebra C * (S d , α) such that the α-bounded non-degenerate holomorphic representations of S d correspond to the representations of C * (S d , α). Combining these results will allow us to apply C * -methods to semibounded representations of G A . In particular, we show that for a separable oscillator group G A every semibounded representation of G A on a separable Hilbert space is a direct integral of semibounded factor representations. Let S be a complex involutive semigroup and α be a locally bounded absolute value on S.
Definition 5.5. To the pair (S, α) we associate the C * -algebra C * (S, α) as defined in [Ne08, Def. 3.3] . According to [Ne08, Thm. 3 .5], there exists a holomorphic morphism η α : S → C * (S, α) of involutive semigroups with total range, i.e., η α (S) spans a dense subspace of C * (S, α), such that η α (s) ≤ α(s), s ∈ S, and the following holds: 
Proof. The first statement is [Ne08, Thm. 3.5(ii)]. The second statement holds, since π is holomorphic and contractive as a morphism of C * -algebras and since η α (s) ≤ α(s) for all s ∈ S. The equality of commutants π(C * (S, α)) ′ = π(η α (S)) ′ is easily derived from the fact that η α (S) is total in C * (S, α).
Remark 5.7. (a) A representation π : C * (S, α) → B(H) is non-degenerate if and only if the holomorphic representation π • η α : S → B(H) is non-degenerate. This follows from the fact that η α (S) is total in C * (S, α).
Corollary 5.9 (Disintegration into factor representations). Suppose that C ∞ (A) and H are separable and let π :
where X is a standard Borel space, µ a positive measure on X and π λ :
Proof. Consider the non-degenerate holomorphic representation π : S d → B(H) from Theorem 5.3. We set α(s) := π(s) and consider the associated non-degenerate representation π : 
where X is a standard Borel space, µ a positive measure on X and π λ is a factor representation for every λ ∈ X. Lemma 5.8 yields
Here π λ = Φ −1 ( π λ • η α ) for λ ∈ X\N and π λ is the trivial representation for λ ∈ N , where N ⊂ X is as in Lemma 5.8. In particular π λ (G A ) ′ = π λ (C * (S d , α)) ′ for all λ ∈ X\N , cf. Theorem 5.3 and Proposition 5.6. Hence π λ is a semibounded factor representation for all λ ∈ X.
Corollary 5.10 (Central disintegration). Suppose that C ∞ (A) and H are separable and let π : G A → U(H) be a semibounded representation. Then we have
where µ a positive measure on R and π λ : G A → U(H λ ) is a semibounded representation with π λ (t, 0, 0) = e iλt 1 for all t ∈ R and almost all λ ∈ R.
Proof. Assume w.l.o.g. 
where µ is a positive measure on R and π c,λ (t) = e iλt 1, cf. e.g. [GV64, sect. I.4.A.1]. Let us consider this equivalence as an identification of the corresponding spaces. One may verify that π c (R) ′′ is the algebra of diagonalizable operators on 
With Lemma 5.8 we obtain further
where π λ : G A → U(H) are semibounded representations for all λ ∈ R. In particular
Hence there is a µ-zero set N ⊂ R such that π λ (t, 0, 0) = e iλt 1 holds for all λ ∈ R\N, t ∈ Q. By continuity this also holds for all t ∈ R. Now the statement follows.
Remark 5.11. If inf Spec(A) > 0 we show in [Ze15] that the C * -algebras C * (S d , α) are postliminal and all semibounded representations of G A are of type I.
A smoothness condition
The main result of this subsection is Theorem 5.13. It gives a criterion for the extendability of representations of certain dense direct limit subgroups of G A , which are assumed to be smooth w.r.t. the finer direct limit topology, to semibounded representations of G A . This plays an important role in the study of semibounded representations of G A (cf. [Ze15] ).
Remark 5.12. Consider a standard oscillator group
Suppose we are given γ-invariant complex subspaces V n ⊂ V , which are closed in V , with V n ⊂ V n+1 for all n ∈ N. Further we assume that V (∞) := n V n is dense in V . Then γ restricts to unitary one-parameter groups R → U(V n ) for all n ∈ N with self-adjoint generator A n = A| Vn with domain D(A n ) ⊂ H An , where the Hilbert completion H An of V n may be considered as a closed subspace of
The corresponding oscillator groups G An are subgroups of G A and we also consider the corresponding complex groups G An,C and complex semigroups S An . We set
. Now consider a locally bounded map f : S (∞) → B into some Banach space B, where S (∞) ⊂ S A is equipped with the subspace topology. Then f is holomorphic if and only it is holomorphic on affine discs and hence if and only f | S An is holomorphic for all n ∈ N.
Theorem 5.13 (Smoothness condition for semibounded representations). Let V n ⊂ V = C ∞ (A) be γ-invariant closed complex subspaces of V with V n ⊂ V n+1 for all n ∈ N and such that n V n is dense in V . Let π 0 : Heis( n V n )⋊ γ R → U(H) be a (not necessarily continuous) representation satisfying π 0 (t, 0, 0) = e it 1 for all t ∈ R. Assume that π 0 | Heis(Vn)⋊γ R is a smooth representation for all n ∈ N and that the self-adjoint generator B of s → π 0 (0, 0, s) is bounded from below. Then π 0 is continuous and extends uniquely to a semibounded representation π : G A → U(H).
Proof. We set V (∞) := n V n and A n := A| Vn . Recall G O (∞) = n G O An and S (∞) = n S An from Remark 5.12. From Proposition 3.18 we recall the polar map −t−sa for w = (t, x, s) ∈ W O ∞ . Note π 0 (g exp C (iw)) = e s π 0 (w) = α a (g exp C (iw)) (see equation (2.9)). Thus π 0 | S An is α abounded and holomorphic for all n ∈ N (Theorem 5.3). We conclude that π 0 is α a -bounded and thus also holomorphic (cf. Remark 5.12). By Proposition 3.18(c), the map α a is continuous w.r.t. the C ∞ -topology on S A . Hence π 0 is holomorphic w.r.t. the C ∞ -topology on S (∞) . It follows that, for every v ∈ H, the map Remark 5.14. The preceding theorem is quite useful. Suppose for instance that we have V n ⊂ V finite-dimensional γ-invariant complex subspaces with V n ⊂ V n+1 for all n ∈ N, n V n ⊂ V dense and π H : Heis( n V n ) → U(H) a ray-continuous representation with π H (t, 0, 0) = e it 1. Let us further assume the existence of a continuous unitary one-parameter group γ : R → U(H) with self-adjoint generator bounded from below such that
holds for all x ∈ n V n , t ∈ R. Then, with the preceding theorem, we obtain a unique semibounded representation π : G A → U(H) with π| Heis( n Vn) = π H and π(0, 0, s) = γ(s).
Therefore we obtain in this context a one-to-one correspondence between semibounded representations of G A on a Hilbert space H and ray-continuous representations of Heis( n V n ) on H together with an implementation of γ by a unitary one-parameter group on H whose self-adjoint generator is bounded from below.
A Appendix: Entire vectors for equicontinuous actions of R In this section let V be a locally convex space over K ∈ {R, C} and let γ : R → End(V ) be a representation defining a smooth action R × V → V, (t, x) → γ(t)x. We set D := γ ′ (0) ∈ End(V ). The set of continuous seminorms on V is denoted by Γ(V ). By Γ(V ) γ we denote the set of γ-invariant continuous seminorms on V . (a) γ is equicontinuous.
(b) The topology on V is defined by the set of γ-invariant seminorms Γ(V ) γ .
(c) There exists a basis of γ-invariant absolutely convex 0-neighborhoods in V .
Definition A.3. For each q ∈ Γ(V ) on V we define
for v ∈ V, n ∈ N. Note q(v) ≤ q n (v) for all n ∈ N, v ∈ V . We consider the subspace V O := {v ∈ V : q n (v) < ∞ for all q ∈ Γ(V ) and n ∈ N}.
The elements of V O are called γ-holomorphic vectors in V . We equip V O with its natural C Otopology given by the seminorms q n | V O , where (q, n) ∈ Γ(V ) × N. Note that V O is invariant under γ(t), t ∈ R and D. is linear and holomorphic in v for fixed z. Since γ C is locally bounded we obtain that γ C is holomorphic. A direct calculation shows that γ C is indeed an action of (C, +) on V O . In particular we may consider γ C as a representation γ C : C → End(V O ). For v ∈ V O consider the map f v : R → V, t → γ C (t)v. We have f v (0) = v and f ′ v (t) = Df v (t). As the generator D determines γ, cf. [Ma92, Thm. 1.5], we conclude that γ C (t)v = f v (t) = γ(t)v, i.e., γ C extends the action of γ on V O . Remark A.8. Consider the situation when γ : R → U(H) is a unitary one-parameter group on a complex Hilbert space H with self-adjoint generator A. With V := C ∞ (A) the space of γ-smooth vectors in H equipped with its natural C ∞ -topology we obtain a smooth action R × V → V, (t, v) → γ(t)v. Obviously, γ(R) ⊂ End(V ) is equicontinuous and V is complete. Define q n (v) := k≥0 n k k! A k v for v ∈ V, n ∈ N. Then it is easily seen that V O = {v ∈ V : q n (v) < ∞ ∀n ∈ N} and that the C O -topology on V O is given by the norms q n | V O , n ∈ N.
In the following, let V := C ∞ (A), H and γ be as in Remark A.8. By B(H) γ we denote the subspace of operators in B(H) which commute with γ(t) for all t ∈ R. We equip both B(H) γ and B(H) with the operator norm topology induced by the norm · on H. It turns them both into Banach spaces. Set D := iA| V and assume ker D = 0. Proof. Recall the seminorms q n , n ∈ N from Remark A.8. Let T ∈ B(H) γ . Certainly T leaves V = C ∞ (A) invariant. For v ∈ V O we have
This shows (a).
(b) Since α is complex bilinear, we only have to show that α is continuous w.r.t. the stated topologies. This follows from the following estimates:
q n (α(T, v)) = q n (T v) ≤ T · q n (v)
