Abstract. We present a novel portfolio selection technique, which replaces the traditional maximization of the utility function with a probabilistic approach inspired by statistical physics. We no longer seek the single global extremum of some chosen utility function, but instead reinterpret the latter as a probability distribution of 'optimal' portfolios, and select the portfolio that is given by the mean value with respect to that distribution. This approach has several attractive features, when comparing it to the standard maximization of expected utility. First, it significantly reduces the over-pronounced sensitivity to external parameters that plague optimization procedures. Second, it mitigates the commonly observed concentration on too few assets; and third, it provides a natural and self consistent way to account for the incompleteness of information and the aversion to uncertainty. Empirical results supporting the proposed approach are presented by using artificial data to simulate finite-sample behavior and out-of-sample performance. With regard to the numerics, we carry out all integrals by using Markov Chain Monte Carlo, where the chains are generated by an adapted version of Hybrid Monte Carlo.
Introduction
Classical portfolio selection (Markowitz, 1952) by Maximization of Expected Utility (MEU) suffers from well-documented drawbacks (Michaud, 1989) : it often leads to extreme and hardly plausible portfolio weights, which additionally are very sensitive to changes in the expected returns. Moreover, it does not take into account informational uncertainty, since the straightforward optimization procedure implies complete faith in the estimated parameters. Historical data provide some information on future returns, but it is well known that simple-minded use of this information often leads to nonsense because estimation uncertainty (noise) overwhelms the value of the information contained in the data. In fact, the position of the extrema of a function tends to be highly sensitive to irrelevant distribution details, and it is quite simple to build examples where a minimal parameter variation induces a very large shift in the location of the global extremum. In other words, over-fitting quickly becomes an issue when data -as in all cases -is limited. ¶ Now at Potsdam Institute for Climate Impact Research, 14473 Potsdam, Germany.the system's (constant) temperature: at a high temperature entropy dominates, since strong internal fluctuations bar the particles from settling down in any particular and energetically convenient state; conversely, at low temperatures the system will be more likely to assume a state of low internal energy, even in a configuration that is quite particular, e.g. highly asymmetric. Now, if we view internal energy as utility with reversed sign, entropy as a measure of portfolio diversification, and temperature as a measure of missing information on parameters (i.e. estimation error), the exact formal analogy with portfolio selection becomes evident. Although noticed already by other authors, such as Bouchaud, Potters, and Aguilar (1997) and Piotrowski and Sladkowski (2001) , this close resemblance has not yet been fully utilized and put into practice as suggested here †.
As will be shown by means of numerical examples, our probabilistic utility approach leads to an improved portfolio selection procedure, meaning that we are able to overcome the excessive sensitivity to external parameters on one hand, and take into account the incomplete information obtained from finite historical time series on the other. As a matter of fact, parameters (means, covariances, skewness, etc.) determined by observation of historical data are not the only source of trouble for portfolios based on optimization with respect to an objective function: all of the procedures based on expected utility maximization in addition suffer from the presence of a scalar parameter related to the investor's risk aversion. The value of this parameter cannot be set by theory, but the resulting portfolio composition still tends to be quite sensitive to its value. Actually, due to a complete lack of scale for this risk-aversion parameter, it is usually adjusted ex post by hand, i.e. by merely observing where "the dynamics happen", and defining an ad hoc scale according to the simple prescription "increase the parameter if you want a more aggressive -meaning riskier -portfolio". This turns out to produce highly instable and inconsistent results, i.e. portfolios that might change (and usually do change) significantly in response to an apparently small shift in risk-aversion, and might even become more "aggressive" than a neighboring portfolio with a lower risk-aversion. This will be discussed in more detail in Section 4.
The final contribution of our paper concerns the numerical routines employed to perform all of the relevant integrals. Most of these cannot be computed explicitly, and therefore we will resort to a dynamical Monte Carlo integration or "Markov Chain Monte Carlo". To enhance performance we have used a variation of the MetropolisHastings prescription known as "Hybrid Monte Carlo", that first appeared in the physics literature in 1987 (Duane et al , 1987) .
The performance of our proposed method is evaluated by comparing our probabilistic utility estimator (PU from now on) with the traditional maximization of expected utility (MEU). To isolate the effects of our approach, we assume a common utility function and a stationary parameter distribution (no Bayesian modeling). We investigate in different ways the portfolio sensitivity to the estimation errors of market parameters (means, covariances). As is well known, asset log-returns can be very noisy, so that inferring the distribution with the required precision can turn out to be a difficult task. As will be shown in Section 4, our method outperforms the simplistic optimization: volatility is reduced and the average performance is either enhanced or remains the same. Finally, we are also able to report a significantly reduced instability of the selection process with regard to the risk-aversion parameter.
The paper is organized as follows: in Section 2 we propose our method, in which MEU optimization is replaced by an expectation with respect to (a transformation of) the utility function. In Section 3 implementation issues are discussed, while results from numerical simulations are represented in Section 4. Conclusions and final remarks are presented in Section 5.
The Probabilistic Utility Approach
Let us denote with α the set of parameters (weights) that identify a portfolio, and with U the set of parameters that characterize our utility function, like risk aversion, investment horizon, etc. Let us assume furthermore that the expected utility is computed with respect to a distribution characterized by parameters, for instance expected excess returns, which we will denote collectively by Φ. The estimated expected utility may then be written as a function
In classical asset allocation theory, the prescription would be to select the portfolio α that maximizes this expression, independent of the magnitude of the estimation error associated with Φ. In our framework, we consider the expected utility as proportional to the logarithm of a probability measure in portfolio space, fully conditional on U and Φ:
The symbol ∼ has to be interpreted as "α is distributed according to", and Z(ν, U, Φ) is a normalization constant defined by
where D(α) stands for the integration domain of α. The recommended portfolio α, given U and Φ, is defined as the expected or mean value of α:
This definition is based on the following reasoning: If we consider portfolio selection as a decision making problem in which one tries to pick the optimal portfolio, no amount of data is sufficient to exclude any portfolio with certainty. Specifically, the data by which we estimate the parameters Φ merely allows us to assign to each possible portfolio an individual but in any case non-zero probability P (α) of being the optimal one, i.e. the one that maximizes expected utility for the actual value of Φ.
Let us assume we had calculated (e.g. by Bayesian analysis) this probability. Which portfolio should then be selected? One possibility would be to choose according to the maximum probability criterion, but that could be quite risky, since it corresponds to an all or nothing bet, where 'a miss is as good as a mile'. More robust is the mean value of α, which -as is well known -is the preferred estimator whenever one wants to minimize the expected square error. This idea is formally expressed in Eq.(2).
Deriving the probability distribution P (α) analytically would clearly be very tedious if not impossible. However, it is actually sufficient to postulate two reasonable and simple properties (apart from continuity) in order to derive an approximation: (i), the probability distribution should faithfully represent the uncertainty about the parameters Φ, and (ii), within the limits of (i) it should concentrate as much of the probability measure as possible on portfolios with a high value of estimated expected utility (of course we expect
Property (i) becomes a natural assumption when thinking of P (α) as representing the knowledge we have at disposition for solving the selection problem. Without any data and hence any knowledge, the distribution necessarily needs to be flat (all portfolios are equally likely), while on the other extreme, if we had an infinite amount of data, our knowledge would be complete and the only rational choice would be the portfolio that maximizes expected utility, hence implying a Delta distribution. In intermediate cases, the knowledge represented by P (α) must correspond to the knowledge we have acquired through, e.g., a recorded time series of length N. This request can be formalized through the introduction of the continuous form of the Shannon entropy H (Shannon and Weaver, 1949 ) of a given probability distribution
defined up to a constant k, which we set to one. As can be verified easily, H attains its maximum value ln Γ only for the uniform distribution P (α) = 1/Γ, and approaches minus infinity for an increasingly sharply peaked probability density. If we denote by I(D N ) the information about Φ we can extract from a time series of length N, conservation of information can be expressed as
Property (ii) only means that the overall limited information we have should be used in the most efficient way to identify good candidate portfolios, i.e. those with a high expected utility. This concentration of the probability on high-utility portfolios can be measured by the expression P (α)u(α), which, in order to increase as a whole, needs to concentrate more and more of the probability on those portfolios with a high value for u(α). Evidently, it merely represents the average utility < u >, and will thus be bounded from below and above by u min and u max , respectively.
Our prescription then becomes: find P (α) such that < u > is maximized, subject to the entropy constraint H[P (α)] = S. For the sake of simplicity, we illustrate the solution of this standard problem only for the discrete case, using the technique of Lagrange multipliers:
where Z(ν) is determined by normalization, and ν, which incorporates the entropy constraint of Eq. (3), is fixed by the implicit equation
Although we cannot solve for ν(S) explicitly, from ∂/∂u P (u(α)) > 0 follows ν(S) ≥ 0, where equality holds only if S attains its maximum value, i.e. in the case of complete uncertainty. In fact, for ν = 0, Eq.(4) correctly reads H = − ln Z(0) = ln Γ = S max ! = S (Γ denoting the total measure of the domain of α). How does ν(S) change if we acquire more information, and hence have a decreasing S? Implicit differentiation of Eq.(4) yields
which is strictly negative, and hence ν must be an increasing function of the available information D N , tending to infinity for N → ∞. One possible interpretation of this parameter can be given by recalling that it represents the inverse of the Lagrange multiplier λ, and hence is related to the (reciprocal of a) shadow price of the reliability of the data, adjusted for the investor's aversion to ambiguity: in the extreme cases, i.e. whenever the available data has either complete or no informative value, the parameter ν attaches a weight of, respectively, zero or infinity to the entropy constraint. However, in intermediate cases, ν may be adjusted to reflect the investor's unease with the given uncertainty, i.e. how averse she is to ambiguity.
A second interpretation of ν can be given in terms of the aforementioned analogy to statistical physics, where the corresponding variable of the Boltzmann distribution, β, is inversely proportional to the system's temperature, and hence determines the relative weighting between entropy and energy. In our case, energy is represented by (minus) utility, and ν functions indeed as an adjustable weight-factor of the utility contribution exp(νu): for large ν, it will dominate and hence lead to portfolios with an expected utility close to the possible maximum, which will then coincide with traditional MEU in the limit of ν → ∞ (since all the measure is concentrated where u(α, U, Φ) has its maximum), while for small values of ν the utility function becomes increasingly smoothed out and hence tends to weigh the different portfolios more evenly. Utility considerations become irrelevant in the limit case of ν → 0, for which Eq.(2) leads to the uniform portfolio with an equal allocation for all assets, and hence -as expected from the picture of statistical physics -to the portfolio with the highest possible entropy.
For a rational investor, the uniform portfolio would in fact be preferred if no information on future asset performance was available. Conversely, any portfolio configuration that maximizes expected utility would be acceptable if we had perfect knowledge about the underlying return distributions. It follows that ν is in fact a measure of how much information we have or, said differently, how we assess the reliability of our estimation.
With a set of stationary historical data, we can bootstrap from the data, build scenarios, and compute unbiased estimates of the expected utility; or, if we have a data model, and we believe that historical data are drawn from some distribution, we can use the time series to estimate the distribution parameters. In both situations our confidence on the value of the expected utility will in some way be linked positively to the length of the available time series data set. As discussed earlier, we know for the asymptotic behavior of ν
where N is the size of the data set. The simplest such form is
with ρ and γ constant and strictly greater than zero. All of the simulations carried out in this paper will have ρ = 1 and γ = 1. The limit ρ → ∞ will recover the standard maximization approach. It is obviously interesting to ask whether a more sophisticated relation between ν and N, e.g.
, with J representing the number of considered assets, could lead to a better algorithm, in particular to one that makes a more effective use of the available information. However, since already the simple relation ν = N leads to considerable improvements, these questions shall be addressed in future research.
Finally, since we choose to insist on a distribution to describe the portfolio, it is natural to identify the error associated with the estimate of α with its standard deviation in terms of the same distribution. An unbiased estimate of the standard deviation can be computed, at no extra cost, while computing the integral in Eq.(2).
Implementation

Markov Chain Monte Carlo Integration
The integral in Eq. (2) is easily carried out by Markov Chain Monte Carlo (MCMC) integration (Gilks, Richardson, and Spiegelhalter, 1996; Johannes and Polson, 2002 ). We do not know how to sample directly from this specific probability density function, and we are forced to devise a Markov chain that relaxes to the desired distribution. After several experiments with variations of the Metropolis-Hastings algorithm, we resorted to an implementation of the Hybrid Monte Carlo method. Details of the algorithm can be found in Appendix A. Once relaxation has been achieved, we can run the Markov chain for few more steps in order to perform measurements. Relaxation or thermalization is not a trivial issue, but a thorough discussion of the problems involved would bring us too far from the subject of this paper. We choose to defer this discussion to a forthcoming paper focusing on the implementation of the numerical integration scheme. As for the probability distribution of the asset returns, for the sake of simplicity we assume normality, though we want to point out that our approach works with all types of distributions.
The Utility Function
The selection of a 'good' utility function is not the subject of this paper, as the proposed method is meant to address problems that are present regardless of the specific utility chosen. Indeed, in order to demonstrate that our results do not depend on a particular utility function, we will show numerical results for two different types of such functions. The first is the mean-variance utility first introduced by Markowitz, a standard in financial economics and a long-lasting benchmark. In addition, we consider a utility function that belongs to the category of the so-called downside risk measures (Bouchaud and Potters, 2000) , popularized by the application of concepts like Value at Risk in the risk management industry. In our investigation, we will employ a utility function of this type recently proposed by Consiglio, Cocco, and Zenios (2001) , which we will refer to as CZC. Through this type of utility function, risk is measured in terms of the expected amount by which a specified target is not met: this might better describe how the investor perceives risk, as documented by results from behavioral finance (Hirshleifer, 2001) , and is more in line with the recent ALM practice. The CZC function allows for the emergence of standard deviation terms that make the optimal portfolio dependent on the investment horizon -thus introducing a time scaling property. Details of the CZC function are presented in Appendix B.
Assessment of Performance: PU vs. MEU
In this section, the performance of our proposed PU method is analyzed under various aspects. First, we compare finite sample errors of the PU and the MEU approach by computing the mean realized utility as a function of the available sample length. The question is: to which extent do fluctuations in estimated average returns and covariances (whose variability stems from the inevitable finite sample estimation errors) affect the portfolio composition and, as a consequence, the achieved utility? Next, we compare out-of-sample performances in terms of realized portfolio returns. Finally, we assess the sensitivity towards the ubiquitous risk aversion parameter: what is the behavior of the portfolio composition in response to a variation of λ, and how is this behavior affected if we slightly modify our data sample? Historical data used to infer realistic distribution parameters consists of eight monthly indexes, covering the period from January 1988 to January 2002 (called full sample hereafter). A list of the employed titles is shown in Table 1 . 
Robustness of Portfolio Selection under Finite Sample Effects
To compare the ability of PU and MEU to select 'correct' portfolios under realistic finite sample conditions, we designed the following test: taking distribution parameters as inferred from our empirical data sample, we generated a very long artificial time series with the exact same distribution parameters. To simulate the finite sample behavior associated with a time series of length L, we divided the long series in many nonoverlapping pieces (around 1000) of length L. For each such piece, we re-estimated the distribution parameters, and let PU and MEU identify their recommended portfolio accordingly. With the portfolio obtained in this way, we computed the resulting 'true' value of the (expected) utility function of these portfolios by referring to the original distribution, and compared it to the maximum achievable value of utility, as obtained by seeking the extremum with respect to the original distribution. To measure the deviation from the optimal utility, we computed the quantity
where U T stands for the true utility, and U(L) for the finite sample utility obtained after re-estimating the distribution parameters using a time series of length L. We show mean and standard deviation of this quantity for both mean-variance utility and CZC utility in Fig.1 and Fig.2 , respectively. In either cases we would expect lim L→∞ ∆U(L) = 0, both for the mean value and the standard deviation. In fact, within the range of L shown in the two plots a convergent behavior can indeed be observed. With regard to the performance, the PU approach, while achieving the same average utility as MEU, clearly reduces the standard deviation for the mean-variance utility function, which means that it is less prone to finite sample effects. In case of the CZC utility function, the results are not sufficiently clear to discriminate between PU and MEU in terms of performance.
Out-Of-Sample Portfolio Return
We undertook a second simulation in order to compare the out-of-sample portfolio performance of PU and MEU: to this end, we took the full data set (Jan 1988 -Dec 2002 , and divided it into two parts. The first part comprised the 156 months from January 1988 through December 2000, and the second the remaining 24 months. For each data set we determined the mean returns, µ 1 and µ 2 , and the covariance matrices, Ω 1 and Ω 2 . Based on the parameter set stemming from the longer series, µ 1 and Ω 1 , we generated an artificial time series of length 156, and used it to re-compute distribution parameters and the associated optimal portfolio α. With the remaining parameter set, µ 2 and Ω 2 , we generated a two year long scenario, and we tracked the performance of the portfolio over these 24 months. This process was repeated about 1000 times, and each time we measured the mean and the standard deviation of the portfolio return. This out-of-sample simulation was carried out for both the mean-variance and the CZC utility function, and yielded the results shown in Fig.3 and Fig.4 . As can be seen, in case of the mean-variance utility, the PU approach consistently outperforms MEU, both in terms of mean return and variance. For the CZC utility, the average return remains the same, but the PU still shows a lower volatility, i.e. standard deviation. Overall, the central values of both the finite sample and out-of-sample simulation show remarkable agreement between the MEU and the PU approach, but it has become quite clear that the PU approach, in terms of risk as measured by volatility, is always at least as good as the MEU approach, and mostly better. This result confirms the general idea behind our approach: a cautious attitude towards expected return distribution parameters, that in a consistent manner incorporates the inevitable parameter uncertainty induced by finite data samples, turns out to be a statistically winning approach when used to select portfolios in a realistic setting.
Sensitivity to Risk Aversion Parameter λ
As a third empirical investigation, we examine the algorithm's stability for one specific portfolio profile. As previously discussed, all expected-utility based procedures suffer from the presence of a risk aversion parameter, dimensionless and un-settable from theory. As a measure of instability, it then seems natural to compare the sensitivity to λ for both the MEU optimization prescription and the PU method. Specifically, we examine the behavior of a diversification indicator, i.e., an indicator that measures the degree of concentration within a portfolio, thereby allowing us to identify the range of the parameter λ that mostly affects the portfolio composition. The simplest of such aas Bouchaud, Potters, and Aguilar (1997) put it -"entropy like measure" is the quantity
which ranges from 1 J (J denoting the number of assets, J = 8 here), when the portfolio is totally diversified (evenly spread), to Y = 1 in case of complete concentration on one asset.
In Fig.5 and Fig.6 we report the behavior of Y with respect to λ for two different data samples, the full sample and a slightly restricted 1988-2000 one. Looking at the MEU graph in Fig.5 , the behavior appears very erratic and the significant (sensitive) range of λ is restricted to a relatively small interval, meaning that small changes in λ can produce large modifications in the portfolio composition. This is certainly not reassuring, given that λ is only loosely tied to the investor's risk aversion, and its setting can by no means be effected with certainty. What strikes even more is what happens when we look at the results for a different data sample, in this case shortened by the last two years of observations: the curve decidedly shifts to the right, and consequently the relevant range of λ does the same, leading to dangerous risk profile mis-identifications, and forcing one to re-calibrate (with all the associated uncertainties) the values of λ potentially each time new historical observations are added to the sample.
Coming now to the PU model, for which results are shown in Fig.6 , the diversification indicator displays a very different pattern: it indicates a more conservative overall behavior, with values closer to the lower bound of Y = 1 8
. It never concentrates all the weights on a single asset, not even for the risk-neutral (λ = 1) case. Most importantly, Y exhibits a smooth progression. This reduces the danger of mis-setting λ, and its over-sensitivity to the chosen sample; for a different data sample, in fact, the curve remains rather similar, leaving the significant range of λ unaffected.
Conclusion And Final Remarks
The purpose of this work was to address and improve some of the well known weaknesses of portfolio selection by maximizing expected utility. In particular, we wanted to overcome the excessive sensitivity to external parameters and to account for informational uncertainty. We achieved this by employing a different interpretation of the utility function, namely as a measure of probability in 'portfolio space'. We have tested the proposed method against the benchmark of traditional expected utility maximization, using artificial data to simulate finite sample and out-of-sample behavior, and have been able to illustrate the superior performance of our method for two different types of utility functions. We also managed to significantly improve the intrinsic instability with respect to the risk-aversion parameter (lack of continuity) that plagues all maximization approaches.
As for future lines of research, it might be interesting to relax the normality assumption, for instance by modeling the data with a mixture of Gaussian distributions. Additionally, our theory included a parameter, namely ν from Eq.(5), that could easily be determined in its asymptotic behavior, but whose value within an intermediate range was not clear. Acting as a smoothing parameter within our probabilistic utility approach and incorporating the investors aversion to ambiguity, it certainly can have an important influence on the overall performance of the proposed method and deserves closer investigation. As expected, the explicit solution for this specific form of utility is a function of the portfolio mean, variance and -most importantly -standard deviation. It incorporates a time-dependent competing effect between average return and standard deviation, since they have different time scaling properties: the standard deviation's contribution is proportional to λ − 1, and can be traced back to the imperfect cancellation of positive and negative deviations from the ideal line. We thus obtain the desired dependency of the optimal portfolio on the chosen time horizon: the longer the horizon (ceteris paribus), the more aggressive the optimal allocation.
