The emergence of new tools and technologies to gather the information generate the problem of processing spatial big data. The solution of this problem requires new research, techniques, innovation and development. Spatial big data is categorized by the five V's: volume, velocity, veracity, variety and value. Hadoop is a most widely used framework which address these problems. But it requires high performance computing resources to store and process such huge data. The emergence of cloud computing has provided, on demand, elastic, scalable and payment based computing resources to users to develop their own computing environment. The main objective of this paper is to develop a cloud enabled hadoop framework which combines cloud technology and high computing resources with the conventional hadoop framework to support the spatial big data solutions. The paper also compares the conventional hadoop framework and proposed cloud enabled hadoop framework. It is observed that the propose cloud enabled hadoop framework is much efficient to spatial big data processing than the current available solutions.
INTRODUCTION
Different forms of information gathering tools and techniques are available today. Organizations gather huge amount of data from different sources like sensors, remote sensing devices, scanners and digitizers (Berkovich and Liao, 2012) . This type of huge information represents the big data (Bobade, 2014) . These data are stored in either structured format like traditional dataset in form of rows and columns, or unstructured format like pdf document, images, videos, audios and email attachment. Organizations are burdened with large amount of unstructured data because 80 percent of the available data are unstructured and require significant storage space to manage them (Dhavapriya and Yasodha, 2016) . The top international companies like Google, Yahoo and Facebook etc. use the big data processing tools to process huge amount of data collected at their server (Tiwarkhede and Kakde, 2015) . For example, Facebook is handling large amount of data because in every second large number of clients can like the posts, upload or download the videos, comments on it and so on. Twitter stores around 250 million tweets per day and approximately 4 billion people are watching YouTube per day (Gao et al., 2014; Yang et al., 2016) .
Today large amount of spatial data are generated which are utilized in different applications. It is estimated that 80-90% government data are interrelated to the spatial data (FGDC, 2017) . In present time, various technologies like high speed internet, low cost smart devices and GPS has increased the production and accessibility of spatial data (Dhavapriya and Yasodha, 2016) . GIS is also dealing with the huge volume of spatial datasets which are collected from various sources like LiDAR point cloud, remote sensing data and satellite images (Goodchild, 2007; Yang et al., 2011) . So the proper tools are required to analyze and process these large data and extract meaningful information from big data.
Processing of spatial big data is always been a complex and time consuming process. It cannot be processed and analyzed by the traditional tools and techniques such as relational database and desktop tools. Spatial big data cannot be stored at one single machine. It is usually stored in a distributed manner on multiple computers. Several distributed High Performance Computing (HPC) models like Graphics Processing Units (GPUs) (Owens et al., 2006; Tang and Feng, 2017) and MapReduce (Gao et al., 2014; Giachetta, 2015) are available to handle big data. Among them, MapReduce is most widely accepted models because it works on the concept of parallel computing. This technology provides high throughput, low operational costs, minimum processing time and reduce risk (Bhosale and Gadekar, 2014; Shilpa and Kaur, 2013) .
The main objective of the paper is to present the cloud enabled hadoop framework based on open source cloud provider. OpenStack is used as a cloud service provider which is an open source software to develop the cloud environment. Moreover, the paper also presents the comparative analysis of conventional hadoop with proposed cloud enabled hadoop framework for big spatial data processing.
BACKGROUND

Spatial big data
Big data represents the flood of digital form of data collected from different sources. Big Data refers to the voluminous amount data present in structured, semi-structured or unstructured format that need to be analysed to extract useful information from them. These data are characterized on the basis of five V's (Lee and Kang, 2015) . They are discussed below in the reference of spatial big data.
 Volume: It represents the amount of data. Currently, data stored in organizations grown from gigabytes (GB) and terabytes (TB) to petabytes (PB) (Yang et al., 2016) . Different spatial data sources can produce data in GB or TB per hour (Dasgupta, 2013) . So the system which processes such huge amount of spatial data should be scalable and distributed. Big data architecture given in this paper provides infrastructure which can easily handle it.
 Velocity: It represents the data processing speed. Today many of the sensors produce huge data in a very short amount of time. This requires faster data processing rate so that user can get the processed information in real time.
 Variety: It refers to the different forms of data and sources. These spatial data collected from different traditional and conventional mechanism like remote sensing, photogrammetry, surveying, volunteer geographic information, Global Positioning System (GPS) and geo-tagging (Tang et al., 2017) . Spatial data are mostly heterogeneous. It is necessary to combine such heterogeneous form of spatial data on the basis of same data exchange format, accuracies, scale and reference system. It requires efficient algorithms to structure, index and manage such data like NoSQL and hadoop.
 Veracity: Much of the data are gathered from unverified sources with low accuracy and quality. It varies from data to data based on the data sources. So it requires proper quality assessment mechanism to ensure quality and accuracy.
 Value: It is categories on the basis of quality, higher resolution, admissible cost and user satisfaction. Adoption of conventional technologies like cloud computing, MapReduce ensures such security protocol.
Comparison table of Big Data and Spatial Big Data
A comparison between the big data and spatial big data is performed which is summarized in table1.
Big Data Spatial Big Data
Raster Photographs, graphics, medical records such as X-rays, ECG and MRI images 
Key Challenges of Spatial Big Data
From the overview of the spatial big data, it can be found that analysis, processing and extraction of useful information from big data undergoes through a numerous challenges. Some of them are listed below  Data storage: Storage of the big data is the crucial problem from the several years. There are number of traditional physical storage devices but they are not efficient to store such huge amount of data (Krämer and Senner, 2015) . Velocity of the data, i.e. the scalability of quick response of processing of spatial big data, directly depends upon the volume of the data which depends upon the availability of the storage device.
 Data processing: Processing of the large data volume is not easy by the traditional computing systems. It requires high computing resources i.e. CPU, network and storage that can be scaled up on the basis the data volume and processing (Labrinidis and Jagadish, 2012) . Further, the processing of big data is also not easy by the traditional processing algorithms. For example, the real time data such as climate data, sensors data, etc. can't processed by the traditional algorithms. It requires highly efficient and effective reduction algorithms to remove irrelevant, noisy data from these big datasets (Zhai, Ong, and Tsang 2014).
 Data visualization: Data visualization is the critical part of spatial big data, as it covers the hidden pattern of the datasets. It contains the heterogeneous (structured and unstructured) datasets (Padgavankar and Gupta, 2014) . Data visualization covers the several parameters like interactive graphical user interface, web based interface for filtering and extracting datasets, integrated and intuitive visual pattern of data. Designing of these functionalities is a challenging task because different features of the big data include the multiple data sources, high spatial resolution and high dimension of spatial data.
 Data integration: It is the crucial part of data management. In the spatial domain, the spatial data integration is the key for data analysis and decision making process. There are several challenges like schema mapping, data fusion and record linkage which are barrier to the spatial data integration. Further, the metadata is essential to perform such mapping and data fusion to extract the crucial information. However, automatic metadata creation from spatial big data is a challenging task.
 Data transmission: Data transmission is essential component of the spatial big data in the every stage of the spatial data life cycle. It is needed in data collection, data integration from multiple sources, transfer of integrated data to the processing platform and data hosting. Therefore, efficient compression techniques are required for effective data transmission (Yang et al., 2016) .
Distributed Computing
Distributed computing refers to to a set of interconnected computers, which communicate and coordinate between each other through the message passing. All the computers have capability to interact each other for storage sharing and computation to achieve a common objective (Ali and Khan, 2015) . Distributed computing is heterogeneous in nature that's why all the interconnected nodes have different processing speed, network topology, operating system and communication medium (Chhabra et al., 2006; Gu et al., 2005) . As the hundreds of computers are connected to build the distributed computing environment, it is necessary to distribute the work load on the computing nodes to gain the maximum throughput, efficiency, speedup and system utilization (Ali and Khan, 2012) . Massive computational speed and storage capacity have been gained due the distributed structure. All the interconnected nodes have features like no common physical clock, no shared memory, geographical separation, autonomy and heterogeneity (Olasz et al., 2017) . Distributed computing environment is different from the parallel computing in the reference of memory sharing. No memory is shared between the nodes in distributed computing to execute a job. Nodes are communicated through message queues. There are mainly two popular distributed architectures that are presented henceforth.
a) Client-Server model
In this architecture, client makes request for the service provided by the server as shown in figure 1 . Clients initiate the scheduling of jobs to the server, which process that job and send result back to the client. All the data are stored in the centralized server. The main focus of the model is to share the information. In the peer to peer network, all the nodes are interlinked to each other as shown in figure 2. There is no centralized control as in client server model. In peer to peer network, all the nodes have its own storage capability, bandwidth and computation speed. There is no difference between client and server. Any node can act as client or server based upon the requirement. 
Cloud Computing
With the development of internet, information sharing became easy. Next step is the usability of this technology to share the computing resources over the web. Cloud computing provides this type of functionality. Cloud computing refers to the sharing of computing resources over the internet, instead of using local computer (Yang et al., 2016) . Cloud computing has adopted several conventional computing mechanism like grid computing, utility computing. Cloud provides the elastic virtualized computing resources on the demand basis and pay per use model. Virtualization refers the abstraction of the physical resources by providing virtualized computing resources (Zhang et al., 2010) .
Cloud computing is a promising approach to deliver storage and computing environment to the datacenter, which is accessed from anywhere in the world. Several public cloud service providers are available now-a-days, for example, Amazon EC2, Microsoft Azure, IBM, Google App Engine (GAE) etc. Amazon EC2 is most widely used cloud service provider which provides virtual computing environment for the user to develop their application. It provides Amazon EC2 for the computation purpose and Amazon S3 to store the data (Gao et al., 2014) . Cloud computing have many advantages such as low-cost, scalability, reliability, security, quality of service and flexibility.
HADOOP: BIG DATA STORAGE AND PROCESSING
Hadoop framework is designed to provide scalable, reliable and shared storage infrastructure for the user community. Hadoop is an Apache open source framework written in Java that allows distributed computing environment for processing of huge amount of data across cluster of computers in parallel manner (Kumari, 2014) . It is designed to scale up a single server to multiple machines and each machine act as a separate local computational and storage space. Hadoop has two main components: Hadoop Distributed File System (HDFS) and MapReduce framework. HDFS supports the storage of the big data within distributed environment while the MapReduce provide the processing of the information ( (Bhosale and Gadekar, 2014; Kaur and Kaur, 2015) .
HDFS is going to distribute the large file into the blocks and each block is associated with the each node of the hadoop cluster system (Kaur and Kaur, 2015) . Hadoop provides the fault tolerant system by the replication of the data i.e. clusters have three copies of the blocks stored in cluster. It is very important because even if one of node fails, the system will still work properly. It searches the copy of the block into other node. Hadoop architecture has the following components as shown in figure 3 . It works on the concept of master and slave node. Masters have the name node, secondary node and Job Tracker, while slaves have the data node and Task Tracker. Each component within master and slaves are associated to each other, while the name node accomplish with the data node. Job Tracker controls the task associated with the Task Tracker. The blocks are stored in the data node and it is the responsibility of the name node to notify that which block is attached to with which data node. Name node also handles the file in data node. Although there is strong relationship between the name node and data node, still they work as "loosely coupled" manner. (Bhosale and Gadekar, 2014) Now the next important component of the hadoop architecture is MapReduce (Bhosale and Gadekar, 2014; Bobade, 2014; Dhavapriya and Yasodha, 2016) . It is a programming module that processes and generates the large data sets attached with the Server clusters. It is two phase process: 'map' and 'reduce' phase. When the programmer write the code to access the data from the cluster it first send it to Job Tracker that assign task to the Task Tracker node if it is idle by using map function. The input datasets are divided into the multiple chunks of datasets, each of which is assigned a map task that run in parallel manner based on the key and value pair and produces a transformed set of key and value pair of output. Further framework shuffle and sort the transformed output and transmit the intermediate key and value pair to the reduce tasks which group them into the final result.
There is a major drawback of the hadoop framework, i.e., when the master node fails, the whole system is shutdown. Therefore there is a single point failure in hadoop architecture and that's why high computational power hardware is needed in master nodes.
PROPOSED CLOUD ENABLED HADOOP FRAMEWORK
The emergence of cloud benefits various areas of applications including the spatial community. As per discussion about the challenges of the spatial big data, it can be easily elaborated that cloud can provide the better infrastructure to handle spatial big data. Cloud enabled hadoop framework has been proposed in this paper. It is shown in figure 4 . This framework presents the implementation of conventional hadoop framework in cloud environment. The proposed framework uses the open source OpenStack software to develop the cloud framework. Openstack provides the Infrastructure as a Service (IaaS) to the user to create the Virtual Machines (VMs). These VMs are runs by hypervisiors such as KVM or Xen. This framework presents the multilevel architecture. It's steps are discussed below:
1. Resource Provisioning: First step follow the resource provisioning through the OpenStack. To setup hadoop cluster manually, cloud provides the VMs dynamically on demand basis. Based upon the amount of the spatial big data, user can get the access of VMs automatically.
Spatial Data Management and Sharing:
In this framework, large spatial data is stored into the cloud HDFS. Data stored in cloud HDFS is distributed into the cluster of VMs. Efficient spatial data management and sharing is important, especially for processing such huge amount of data.
Data Partitioning and Mapping:
This step performs the MapReduce operation. Large size spatial datasets are distributed into cloud data nodes. To distribute the data over the data nodes, proper indexing is required which is further utilized for map tasks. As spatial data consists of the vector and raster data format, it is necessary to perform localized geometry partitioning algorithm. Many popular indexing mechanisms are available including R*-tree, k-d tree, quadtree and hash based indexing which can easily adopt the key-value pair pattern for mapping functionality. Moreover, Wang et al. (2016) presented the Hilbert R+ tree indexing mechanism for spatial big data processing. These partitioning algorithms are applied based upon the category of spatial information. Map operation is done using the key-value pairs and performs locally. All these chuck files are processed concurrently using mapper. 
COMPARISON BETWEEN CONVENTIONAL AND CLOUD BASED HADOOP FRAMEWORK
The comparison of conventional hadoop framework with the prosed framework is presented in Table 2 .
Conventional Hadoop
Cloud enabled Hadoop
Infrastructure setup
It uses thousands of physical machines to setup the distributed computing environment.
It uses VMs to setup the distributed computing environment which is comparatively easier.
Cost efficiency High processing computing systems are purchased, therefore cost is high.
High processing computing systems are rented on demand and paid as per use, therefore cost is less.
Scalability
Scalability is the major issue
On demand, resources provisioning of cloud makes it scalable.
Internet Connectivity
The management and configuration of resources are localized therefore continuous internet connectivity is not required.
Computing resources are present at different physical locations therefore continuous internet connectivity is required.
Security and Privacy
It provides the localized storage of data. Therefore it is more secure.
This is a major issue as the data is stored at the cloud service provider end. 
CONCLUSIONS
The present paper covers the big data and spatial big data and their processing. Cloud enabled hadoop framework is proposed in the paper which can facilitate the distributed environment to process spatial big data. The main focus of this paper is to use the high performance computing technology and software to address the problem of spatial big data. The comparison of the conventional hadoop framework with the proposed framework is also covered in the paper. From the comparison, it is clearly identified that the use of cloud computing provides better distributed infrastructure to handle spatial big data. On demand resource provisioning makes user more capable. However, the challenges of spatial big data also helps to understand the need of utilizing cloud computing. Future spatial applications, such as fog forecasting, disaster assessment and the smart city projects, produce huge amount of spatial information, thus requiring real time computation and processing techniques. The proposed framework is very useful to manage and process such huge spatial data and meet the future requirements.
