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Abstract—Efficient allocation of finite resources is a crucial
problem in a wide variety of on-demand smart city applications.
Service requests often appear randomly over time and space
with varying intensity. Resource provisioning decisions need to
be made strategically in real-time, particularly when there is
incomplete information about the time, location, and intensity of
future requests. In this paper, we develop a systematic approach
to the dynamic resource provisioning problem at a centralized
source node to spatio-temporal service requests. The spatial
statistics are combined with dynamically optimal decision-
making to derive recursive threshold based allocation policies.
The developed results are easy to compute and implement in
real-time applications. For illustrative purposes, we present ex-
amples of commonly used utility functions, based on the power
law decay and exponential decay coupled with exponentially,
and uniformly distributed intensity of stochastic arrivals to
demonstrate the efficacy of the developed framework. Semi-
closed form expressions along with recursive computational
procedure has been provided. Simulation results demonstrate
the effectiveness of the proposed policies in comparison with
less strategic methodologies.
Index Terms—Internet of things, smart cities, spatio-temporal
Poisson process, resource allocation.
I. INTRODUCTION
The integrated networks of engineered cyber and physical
systems, referred to as the Internet of Things (IoT), provides
the enabling technology for cities to greatly improve the se-
curity, life, and wellbeing of its citizens [1]. The smart cities
paradigm is creating a plethora of opportunities to efficiently
utilize available city resources1 [2]. Resource allocation prob-
lems occur in a wide variety of scenarios in smart cities such
as in disaster management, emergency response systems,
public safety systems, taxi pickups, controlling epidemic
outbreaks, data collection using wireless sensors, etc. [3].
Typically, there is a centralized source node having a finite
number of available resources that need to be allocated to
demand nodes or service requests that arrive sequentially over
time at random locations with varying severity or intensity.
The task of the source node is to allocate available resources
to service requests in real-time to maximize the total expected
utility2 obtained from allocation.
Fig. 1 illustrates a snapshot of the spatially disperse service
requests that have accumulated over time with reference to a
centralized source node placed at the origin serving a circular
region. The height of impulses at the request locations
1The term ‘resources’ may generically refer to emergency response units,
taxis, wireless channels, aerial vehicles, vaccines, etc.
2The term ‘utility’ used in the paper may refer to different quantities such
as social welfare, revenue, etc., according to the application scenario.
Fig. 1: Illustration of the centralized resource allocation
problem during one time slot. The impulse height represents
the intensity of requests. The maximum intensity request is
highlighted by a bold blue impulse with an arrowhead.
represents the intensity or magnitude of the demand. One of
the potential ways to provision resources is to immediately
allocate upon the arrival of a request regardless of its intensity
or distance. However, it may result in myopic decisions lead-
ing to a suboptimal outcome. In many practical applications,
the decision is made once a pool of requests is available.
The challenge in the allocation decision by the source is
two-fold. Firstly, a very high intensity demand request may
need service but it may be located at a farther distance from
the source. Secondly, the source needs to decide whether
to allocate a resource to one of the current requests or to
wait for future requests, which may result in higher benefit.
While discarding allocation to current requests, the source
might keep waiting for better requests that never arrive in
the future. In essence, the question is where to draw the line
for allocation in terms of distance and intensity of request as
well as the waiting time of allocation.
As an example, consider a data collection problem where a
centralized base station (BS) schedules the uplink transmis-
sion of spatially deployed sensor nodes. The sensor nodes
randomly request for data collection to the BS informing it
about their location as well as the channel state information3.
The base station then decides whether to collect data from
the sensor or to discard it. If the sensor is close to the BS but
the channel gain is extremely low, then the probability of suc-
cessfully obtaining data from it might be low. However, if the
sensor is located far away but the channel gain is extremely
high, there might be a strong chance of successfully retrieving
data from it. Therefore, the BS needs to optimally select the
nodes, from which to collect data, considering the limited
number of time slots that are available to obtain data. Note
3We assume that sensor nodes are always able to communicate low
bandwidth signaling information to the BS via separate control channels.
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that both the spatial and temporal components are highly
important in the decision making while allocating decisions.
A. Related Work
Traditionally, resource allocation problems have been well
studied in the Operations Research literature and are re-
ferred to as assignment problems. The classical bipartite
assignment problem can be solved using the framework
of Optimal Transportation [4], which is efficiently com-
puted using Linear Programming for certain utility functions.
Similarly, methods to solve the combinatorial optimization
problems entailing to the assignment problem are available
such as the Hungarian algorithm [5]. Modified versions
of these methods involving convex optimization have been
developed to solve resource allocation problems in several
applications, e.g., radio resource management in wireless
communications [6], taxi dispatch [7], data collection [8],
etc. However, these techniques only present static and off-
line solutions that cannot be implemented in real-time when
there is incomplete information about future arrivals. Those
that consider stochastic arrivals do not take the spatial aspect
into account [9].
Recent works that attempt to tackle spatio-temporal re-
source provisioning problems in smart city applications in-
clude mobile data upload planning [10], cloud/fog comput-
ing resource allocation to applications [3], communication
resource management for network operators [11], urban
sensing [12], and socially responsible resource distribution
in smart cities [1]. However, these works mainly use static
assignment and are based on heuristic approaches to optimize
the resource provisioning problem. Those that use arrival
dynamics, e.g., in a crowd sensing application [13], make
use of queueing models, in which the unserviced requests
remain in the system. The realtime allocation of resources
to stochastic incoming requests has been developed in [14].
However, there is no waiting time involved and an allocation
decision is made immediately upon arrival of requests. In
practical applications, the decision making process may not
be immediate. Hence, the source node may wait for an
allocation period and decide to allocate a resource that may
lead to the maximum benefit. In general, there is a lack of
systematic and provably optimal approaches for centralized
resource allocation to spatio-temporal service requests.
B. Contributions
In this work, we attempt to combine the spatio-temporal
aspect along with incomplete information about resource
requests to devise an integrated resource provisioning frame-
work. We leverage ideas from the seminal work on stochastic
assignment of sequentially arriving tasks to workers [9].
However, the model has been enriched to encompass a more
generic utility function that also incorporates the spatial
dimension of the sequentially arriving requests. We make
use of spatial point processes in conjunction with order
statistics and dynamic programming to develop an integrated
and holistic policy framework that can act as the foundation
for allocation and pricing in a wide variety of applications
in the context of smart city applications.
The rest of the paper is organized as follows: Section II
presents an elaboration of the system model and problem
description, Section III provides details on the solution
methodology, Section IV contains numerical and simulation
results, while Section V concludes the paper with insights on
future research directions.
II. SYSTEM MODEL
Consider a typical source node at the origin with a discrete
number of identical resources denoted by N ∈ Z+. The
source is assumed to have an omni-directional service range
of R ∈ R+. Service requests dynamically appear inside the
served region according to a spatio-temporal Poisson Process
with intensity λ(r, θ, t) : [0, R]× [0, 2pi]×R+ → R+, where
the pair (r,θ) represent the Polar coordinates of the service
requests. Each service request is characterized by the tuple
(Xi, Di), where Xi ∈ R+ denotes the intensity of the request
and Di ∈ [0, R] denotes its distance from the source node.
It is assumed that both the distance and the intensity of
requests is known at the source. Further, we assume that
once a resource is allocated to service request, it becomes
unavailable for allocation in the future.
A. Characterization of Service Requests
We assume a time slotted system with t = [1, 2, . . . , T −
1, T ], where each time slot of duration τ represents an
allocation period, also referred to as the decision horizon.
To avoid non-uniformity in the average number of requests
within allocation periods, we assume that the requests are
uniform in the temporal domain, i.e., λ(r, θ, t) = τ λ˜(r, θ),
where τ ∈ R+ is a constant. Note that this assumption
is not restrictive, since otherwise the width of time slots
can be adjusted to create a uniform temporal profile of
requests. In each time slot, the service requests are distributed
spatially according to a Poisson Point Process (PPP). It
implies that the number of requests in a circle of radius R
during one allocation period, denoted by K follows a Poisson
distribution with average density Λ. The probability density
function (pdf) of K can be expressed as follows:
P(K = k) = e−Λ
(Λ)k
k!
, (1)
where the, average density of service requests during each
allocation period, can be evaluated as follows:
Λ = E[K] =
∫ 2pi
0
∫ R
0
τ λ˜(r, θ)rdrdθ. (2)
Each service request has a type that represents the severity,
criticality, or magnitude of demand. We model it as inde-
pendent and identically distributed (i.i.d.) random variables
Xi, i ∈ {1, . . . ,K}, for each allocation period. Furthermore,
we assume that the pdf, denoted by fX(x), and cumulative
distribution function (cdf), denoted by FX(x), of the intensity
is known at the source4. In order to exclude trivial cases in
the resource allocation problem, we exclude the possibility
of having no service request during an allocation period. It
is stated formally stated as follows.
4In practical situations, the statistical information about service requests
can be obtained using spatio-temporal estimation techniques [15].
Assumption 1. We assume that there is at least one service
request in every allocation period. Therefore we use the zero-
truncated Poisson distribution to characterize the pdf of the
number of service requests as follows:
P(K = k|K > 0) = e
−Λ(Λ)k
(1− e−Λ)k! . (3)
From the perspective of the source node, the distance of
each service requests during an allocation period is also a
random variable, which is independent of the intensity. The
probability distribution of the distances can be expressed by
the following lemma.
Lemma 1. The pdf of the distance D, of a randomly selected
service request inside a circular region of radius R from the
source node, can be expressed as follows:
fD(d) =
∫ 2pi
0
dλ˜(d, θ)dθ∫ 2pi
0
∫ R
0
λ˜(r, θ)rdrdθ
. (4)
Proof. See Appendix A.
B. Utility of Resource Allocation
We assume a generic utility function that characterizes the
benefit obtained by allocating a resource to a service request
of intensity Xi that is located at a distance of Di from the
source. The utility is denoted by U(Xi, Di) : R+× [0, R]→
R+. The utility function is assumed to be monotonically
increasing in Xi and monotonically decreasing in Di5, since
allocating a resource at a higher distance may incur additional
cost. If the utility of obtained by allocating a resource to
each service request during a single time slot is denoted by
Zi = U(Xi, Di), then Zi is also a random variable with the
i.i.d. property formally expressed in the following remark.
Remark 1. The random variables Zi = U(Xi, Di), i =
1, . . . ,K, are i.i.d. random variables since Xi and Di are
i.i.d., respectively.
For notational convenience, we will henceforth drop the
index i and refer to the random variables describing the utility
as Z. The cdf and pdf of the random variable Z can be
evaluated as follows:
Lemma 2. The cdf and pdf of the random variable Z
describing the utility of allocation to a randomly selected
service request can be evaluated, respectively as follows:
FZ(z) = P[Z ≤ z] =
∫ ∫
S
fX(x)fD(d)dxdd, (5)
and
fZ(z) =
d
dz
∫ ∫
S
fX(x)fD(d)dxdd, (6)
where S = {(x, d) : U(x, d) ≤ z}.
We define the maximum utility during each time slot j ∈
{1, . . . , T} as follows:
Z˜j = max
1≤i≤Kj
Zi, (7)
5It implies that the utility is higher for close and high intensity requests
and vice versa.
where Kj , j = 1, . . . , T are i.i.d. Poisson random variables
with mean Λ. Since the random variables Z˜j , j ∈ {1, . . . , T},
for all time slots are also i.i.d, we hereby drop the subscript
and refer to it as Z˜. Then using extreme value theory, the
pdf of Z˜ can be expressed by the following lemma:
Lemma 3. The pdf of Z˜ = max{Z1, Z2, . . . , ZK}, where
{Zi}1≤i≤K are i.i.d. random variables with cdf FZ(z) and
pdf fZ(z), and K is a Poisson random variable with mean
Λ, can be expressed as follows:
fZ˜(z) =
ΛfZ(z)e
Λ(FZ(z)−1)
1− e−Λ . (8)
Proof. See Appendix B.
C. Problem Definition
The source has a total of T allocation periods during which
it needs to allocate all the N ≤ T available resources to
incoming requests. Instead of delaying allocation decision
until all the requests have appeared, the goal is to decide
allocation in real-time. Therefore, a mechanism is required
to allocate resources dynamically while maximizing the total
expected utility obtained from allocation. During each allo-
cation period, the decision problem is whether to allocated a
resource to one of the current utility maximizing requests or
to wait for the next batch of requests to decide.
The resource provisioning problem can be formally ex-
pressed as follows:
max
{i1,i2,...,iT }∈ξ
T∑
j=1
E[Z˜jqij ] (9)
where ξ is the set of all possible permutations of the integers
1, . . . , T and the vector q = [q1, q2, . . . , qT ] is such that q1 =
q2 = . . . = qN = 1 and qN+1 = qN+2 = . . . = qT = 0. The
objective of the optimization is to find the permutation vector
[i1, i2, . . . , iT ] that maximizes the total expected utility.
III. OPTIMAL DYNAMIC ALLOCATION MECHANISM
In this section, we describe the process to solve the
optimization problem expressed in (9). However, we would
first like to emphasize the fact that the decision problem
is only relevant if N ≤ T , i.e., the number of available
resources are less than the number of allocation periods. In
other words, if the number of resources is more than the
number of allocation periods, then the optimal policy would
be to allocate a resource to the utility maximizing request
in every allocation period. A grid representing the possible
pairs of (T,N) is illustrated in Fig. 2.
A. Optimization
We denote the optimal value obtained by solving the
optimization problem in (9) if T allocation periods are
remaining and N resources are available as V (T,N). Let
ρNT ∈ R+ denote the decision threshold on the random
variable Z˜ if T allocation periods are remaining and N
resources are available. Then, the value function can be
expressed recursively using the following lemma:
Lemma 4. If T allocation periods are remaining and N
resources are available, then the total value obtained, in
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Fig. 2: Red dots indicate the boundary cases for the pair
(T,N ). Blue dots indicate the cases for which the decision
problem needs to be solved for allocation.
the case when a resource is allocated to the request and
in the case when the request is discarded can be expressed
as follows:
V (T,N) =
{
Z˜T + E[V (T − 1, N − 1)], if Z˜ ≥ ρnT ,
E[V (T − 1, N)], if Z˜ < ρnT .
(10)
Proof. See Appendix C.
Using this value function, the optimal allocation thresholds
can be obtained using the procedure provided in the following
theorem.
Theorem 1. If there are T allocation periods and N homo-
geneous resources available, then it is optimal to allocate an
available resource to a utility maximizing request, character-
ized by Z˜T , i.e., qT = 1, if
Z˜T ≥ ρnT , (11)
where the thresholds ρnT can be obtained as
ρnT = E[V (T − 1, n)]− E[V (T − 1, n− 1)], (12)
and the expected value functions with T allocation periods
and N resources can be computed recursively as follows:
E[V (T, n)] =
∫ ∞
ρnT
(
Z˜ + E[V (T − 1, n− 1)]
)
fZ˜(z) dz+
E[V (T − 1, n)]FZ˜(ρnT ). (13)
Proof. See Appendix D.
To complete the optimal recursive solution, we need to
evaluate the boundary conditions, i.e., the expected value
functions for the (T,N ) pairs highlighted by the red dots in
Fig. 2. The expected values for such cases can be expressed
by the following lemma.
Lemma 5. The expected value obtained for the boundary
cases of (T,N) can be evaluated as follows.
E[V (T, 0)] = 0, (14)
E[V (n, n)] = nE[Z˜]. (15)
Proof. It follows from Theorem 1 that ρnn = E[V (n −
1, n)] − E[V (n − 1, n − 1)] = 0,∀n ∈ Z+. It means that
if the number of allocation periods equal the number of
available resources, then the resource should be allocated to
the utility maximizing request during that period regardless
of the utility. Using this fact and the definition of V (T,N),
the result for E[V (n, n)] can be proved inductively.
B. Computation & Implementation
In this section, we explain the procedure to compute the
optimal allocation thresholds and provide an overview on
implementing the proposed framework. In the case where
there is one resource and two remaining time slots, the value
function can be written as follows:
V (T = 2, N = 1) =
{
Z˜ if Z˜ ≥ ρ12,
ρ12 if Z˜ < ρ
1
2.
(16)
where the threshold ρ12 = E[V (1, 1)] = E[Z˜]. In the case that
there is one resource and T = 3 time slots remaining, then
the value function can be expressed as follows:
V (T = 3, N = 1) =
{
Z˜ if Z˜ ≥ ρ13,
E[V (2, 1)] if Z˜ < ρ13,
(17)
where ρ13 = E[V (2, 1)] − E[V (2, 0)] =
∫∞
ρ12
zfZ˜(z)dz +
ρ12FZ˜(ρ
1
2). However, ρ
1
2 is available from the previous step.
Similarly, by computing E[V (3, 1)] enables the computation
of ρ23 and V (3, 2). This process needs to be executed re-
cursively to obtain the value functions and the thresholds
for arbitrary number of allocation periods and available
resources. The step-wise procedure for computing the alloca-
tion thresholds is summarized in Algorithm 1 and a summary
of the implementation procedure is provided in Algorithm 2.
Once, the form of U(X,D) is known, the optimal thresholds
ρNT translate to concentric surfaces, as shown in Fig. 3, that
can be used to compare the maximal utilities in each time
slot based on the number of available resources and time
slots remaining to decide on allocation.
IV. RESULTS & DISCUSSION
In this section, we first present some special cases for
which the optimal solution can be obtained numerically.
Then we provide simulation results to demonstrate the
practical implementation and effectiveness of the proposed
framework. For sake of simple presentation of results, we
assume a homogeneous spatio-temporal intensity of service
requests, i.e., λ(r, θ, t) = τλ. Then, service requests are
distributed according to a Poisson process with intensity
Λ =
∫ 2pi
0
∫ R
0
λτrdrdθ = τλpiR2. For analytical tractability
and practical relevance, we will use two specific form of
utility functions, i.e., U(X,D) = X(1 + D)−η , η ≥ 0,
Fig. 3: Spatial requests in one allocation period. The bold
arrow represents the request with maximum intensity. Con-
centric surfaces correspond to the allocation thresholds if one,
two, and three resources are available respectively.
Algorithm 1 Optimal Threshold Computation
1: procedure THRESHOLD COMPUTATION
Require: FZ(z), fZ(z),E[Z˜].
2: Initialize:
EV ← [0T×N ], ρ← [0T×N ].
3: for i = 1 to T do
4: for j = 1 to N do
5: if i = j then
6: EV (i, j)← j × E[Z˜].
7: end if
8: end for
9: end for
10: for i = 1 to T do
11: for j = 1 to N do
12: if j = 1 then
13: ρ(i, j)← EV (i− 1, j).
14: EV (i, j) =
∫∞
ρ(i,j)
Z˜fZ˜(z) dz+
EV (i− 1, j)FZ˜(ρ(i, j)).
15: else
16: ρ(i, j)← EV (i− 1, j)− EV (i− 1, j − 1).
17: Compute EV (i, j) using (13).
18: end if
19: end for
20: end for
21: end procedure
referred to as the power law utility6 and U(X,D) = Xe−αD,
referred to as the exponential utility.
A. Special Cases
1) Power Law Utility: In this section, we assume that the
utility function is of the form of U(X,D) = X(1 + D)−η ,
η ≥ 0. We will further break down into two special cases,
i.e., when the intensities of requests are exponentially and
uniformly distributed.
Case I: Exponential Intensity
If X ∼ Exp(µ−1), then FX(x) = 1 − e−µx, x ≥ 0, and
fX(x) = µe
−µx, x ≥ 0, then the pdf and cdf of the utility
of each service request can be expressed by the following
corollary.
Corollary 1. The pdf and cdf of the utility Z of a service
request inside a circular region of radius R if U(X,D) =
X(1 + D)−η and X ∼ Exp(µ−1), can be evaluated as
follows:
FZ(z) = 1− 2
ηR2
(
E η−2
η
(zµ)−
(1 +R)2E η−2
η
(zµ(1 +R)η)−
E η−1
η
(zµ) + (1 +R)E η−1
η
(zµ(1 +R)η)
)
, (18)
where En(x) =
∫∞
1
e−xt
tη dt is the generalized exponential
integral.
fZ(z) =
∫ R
0
µd(1 + d)ηe−µz(1+d)
η
dd. (19)
Proof. See Appendix E.
6Power law models are commonly used to model the propagation of
wireless signals.
Algorithm 2 Spatio-temporal Resource Allocation
1: procedure RUNTIME
Require: T,N, ρ.
2: while T ≥ 0 do
3: Obtain the tuple (Xi, Di)1≤i≤K .
4: Compute the utility U(Xi, Di) for all requests.
5: Determine the maximal utility Z˜ using (7).
6: if Z˜ ≥ ρ(T,N) then
7: Allocate a resource to request corresponding to Z˜.
8: N ← N − 1
9: else
10: Skip allocation in the current allocation period.
11: end if
12: T ← T − 1
13: end while
14: end procedure
Case II: Uniform Intensity
If X ∼ Unif(0, β), then FX(x) = xβ , x ∈ (0, β) and
fX(x) =
1
β , x ∈ (0, β), then the pdf and cdf of the utility
of each service request can be expressed by the following
corollary.
Corollary 2. The pdf and cdf of the utility Z of a service
request inside a circular region of radius R if U(X,D) =
X(1+D)−η and X ∼ U(0, β), can be evaluated as follows:
FZ(z) =

2z
βR2
(
1+
(
( βz )
1/η
)η+1
(R(η+1)−1)
2+3η+η2
)
,
if 0 ≤ z ≤ β(1 +R)−η
2z
βR2
(
1+(R+1)η+1((η+1)
(
( βz )
(1/η)
)
−η−2)
2+3η+η2
)
+
2
R2
(
R2
2 − 12
((
β
z
)1/η
− 1
)2)
,
if β(1 +R)−η < z ≤ β
and
fZ(z) =

2
βR2
(
1+(R+1)η+1(R(η+1)−1)
2+3η+η2
)
,
if 0 ≤ z ≤ β(1 +R)−η
1
βR2η
(
2η
(
1− 2
(
β
z
)1+2/η
+
(
β
z
) η+1
η
)
−
4
(
β
z
) η+1
η
((
β
z
)1/η
− 1
))
,
if β(1 +R)−η < z ≤ β
(20)
Proof. See Appendix F.
2) Exponential Utility: In this section, we assume that the
utility function is of the form of U(X,D) = Xe−αD, α ≥ 0.
We will further break down into two special cases, i.e., when
the intensities of requests are exponentially and uniformly
distributed.
Case I: Exponential Intensity
If the intensity of requests follows an exponential distribution
with mean µ−1, then the pdf and cdf of the utility of each
service request can be expressed by the following corollary.
Corollary 3. The pdf and cdf of the utility Z of a service
request inside a circular region of radius R if Xe−αD, α ≥ 0
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(a) Power law utility with exponen-
tial intensity.
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(b) Exponential utility with exponen-
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Fig. 4: Resource allocation thresholds for exponential inten-
sity of service requests.
and X ∼ Exp(µ−1), can be evaluated as follows:
FZ(z) = 1− 2
R2
∫ R
0
de−µze
αd
dd. (21)
and
fZ(z) =
∫ R
0
2µd
R2
eαd−µze
αd
dd. (22)
Proof. The proof follows a similar methodology as used
in Appendix E and has been omitted for brevity.
Case II: Uniform Intensity
If the intensity of requests follows a uniform distribution in
(0, β), then the pdf and cdf of the utility of each service
request can be expressed by the following corollary.
Corollary 4. The pdf and cdf of the utility Z of a service
request inside a circular region of radius R if Xe−αD, α ≥ 0
and X ∼ U(0, β), can be evaluated as follows:
FZ(z) =

2z
α2βR2
(
1 + eαR(αR− 1)) ,
if 0 ≤ z ≤ βe−αR
2
α2βR2
(
z + zeαR(αR− 1)) ,
if βe−αR < z ≤ β
(23)
fZ(z) =

2
α2βR2
(
1 + eαR(αR− 1)) ,
if 0 ≤ z ≤ βe−αR
2
α2βR2
(
1 + eαR(αR− 1)) ,
if βe−αR < z ≤ β
(24)
Proof. The proof follows a similar methodology as used
in Appendix F and has been omitted for brevity.
B. Performance Evaluation & Comparison
To illustrate the performance of our developed resource
provisioning framework, we conduct simulation experiments.
The model parameters, unless otherwise stated, are selected
as follows for illustrative purposes: service range R = 1,
service request density λ = 10 requests per unit area,
duration of each time slot τ = 1, number of time slots
T = 30, number of available resources N = 10, mean
of exponential intensity µ−1 = 1, parameter of uniform
intensity β = 1. Service requests are generated according
to the homogeneous spatio-temporal Poisson process in a
circular region around the origin. At each successive time
slot, the maximum utility is picked and a resource is allocated
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requests.
to the corresponding request only if the utility is higher than
the threshold. Otherwise the requests are discarded and the
next time slot is observed until the terminal time is reached.
Fig. 4 plots the optimal allocation thresholds against the
number of allocation periods remaining for different number
of available resources at the source node if the intensity
is assumed to be exponentially distributed. The threshold
successively increase as more allocation periods are avail-
able for the same number of available resources. In other
words, the source becomes more selective in allocation as
more allocation periods are available. Similarly, for a given
number of allocation periods, the threshold decreases as the
the number of available resources increase. Note that the
threshold remains zero if the number of available resources
and remaining allocation periods are equal. The successive
difference between the thresholds is attributed to the fact
that the intensity of requests is exponentially distributed. A
similar behavior will be observed in the case of uniformly
distributed arrivals except that the difference between suc-
cessive thresholds is expected to be uniform.
We also compare our proposed resource provisioning
framework with benchmark schemes namely the Ideal allo-
cation, myopic allocation, and random allocation. The Ideal
allocation represents the case when there is no uncertainty
about the future and the maximum utilities in each time
slot are known a priori. Therefore, it results in the best
possible resource allocation strategy. The Myopic allocation
strategy allocates a resource to the utility maximizing request
in each time slot regardless of its magnitude. The random
allocation is a generalization of the myopic allocation where
in every time slot, a resource is allocated to the utility max-
imizing request with a probability of 0.5. If the probability
of allocation is further reduced, there may be an increase
in total expected utility since there is a higher chance of
hitting better utility requests. Fig. 5 and Fig. 6 plot the
total expected utility of allocation under varying intensity of
spatio-temporal requests and the mean intensity of requests
respectively. The simulation results clearly show that the
proposed optimal allocation strategy lower expected utility
as compared to the Ideal allocation. The loss in utility is
due to the fact that allocation decisions are made in real-
time without information about future arrival of requests.
However, it performs at least two-fold better than the myopic
and random allocation strategies.
V. CONCLUSIONS & FUTURE WORK
In this paper, we have proposed a utility maximizing
approach to allocate resources from a centralized source
location to spatio-temporal service requests with varying
intensity. The framework is highly generic in terms of the
utility of allocation, the number of available resources and the
number of allocation periods along with the spatio-temporal
statistics of the requests. Using statistical analysis of the util-
ity obtained by the allocation, we have developed an optimal
filtering scheme that makes only qualifying requests eligible
for resource allocation. The developed resource provisioning
framework is envisioned to have wide ranging applications
in smart cities.
Several useful extensions can be done to enhance the
proposed framework to cater for more realistic and tailored
scenarios for different resource allocation problems. The cost
of delaying the allocation can be added as a parameter to
the framework to prevent over-selectiveness of the source.
Furthermore, the case of non-homogeneous resources and the
continuous time version of the framework can be investigated
to cater for more versatile scenarios and applications.
APPENDIX A
PROOF OF LEMMA 1
The cdf of the distance to a typical service request in a
non-homogeneous PPP model with density τ λ˜(r, θ) can be
evaluated as follows:
FD(d) = P(D ≤ d) =
∫ 2pi
0
∫ d
0
λ˜(r, θ)rdrdθ∫ 2pi
0
∫ R
0
λ˜(r, θ)rdrdθ
.
The pdf can then be obtained as follows:
fD(d) =
dFD(d)
dd
=
∫ 2pi
0
dλ˜(d, θ)dθ∫ 2pi
0
∫ R
0
λ˜(r, θ)rdrdθ
.
In the special case of a homogeneous PPP, i.e., λ˜(r, θ) = τλ,
the cdf and pdf of the distance can be expressed as follows:
FD(d) = P(D ≤ d) = τλpid
2
τλpiR2
=
d2
R2
, (25)
fD(d) =
dFD(d)
dd
=
2d
R2
. (26)
APPENDIX B
PROOF OF LEMMA 3
The distribution function of Z˜ = max{Z1, Z2, . . . , ZK}
with K being a Poisson random variable can be obtained as
follows:
FZ˜(z|K = k) = P(Z˜ ≤ z|K = k),
= P(max{Z1, Z2, . . . , ZK} ≤ z|K = k),
= P(Z1 ≤ z, Z2 ≤ z, . . . , ZK ≤ z|K = k),
=
K∏
i=1
P(Zi ≤ z) =
K∏
i=1
FZ˜(z) = (FZ(z))
K .
(27)
Consequently, the conditional pdf of Z˜ can be expressed as
follows:
fZ˜(z|K = k) =
dFZ˜(z|K = k)
dz
= k(FZ(z))
k−1fZ(z).
(28)
Finally, the pdf can be obtained as follows:
fZ˜(z) =
∞∑
k=1
fZ˜(z|K = k)P(K = k|K > 0),
=
∞∑
k=1
k(FZ(z))
k−1fZ(z)
e−Λ(Λ)k
(1− e−Λ)k! ,
=
ΛfZ(z)e
Λ(FZ(z)−1)
1− e−Λ . (29)
APPENDIX C
PROOF OF LEMMA 4
To prove the recursive value function, we make use of
the decision tree shown in Fig. 7. At the current allocation
period, if there are T allocation periods remaining with N
available resources, there are two possible decisions, i.e., to
allocate a resource to the utility maximizing request or to
postpone allocation to a future allocation period. The value
V (T,N)
Z˜
E[V (T − 1, N − 1)]
0
E[V (T − 1, N)]
Fig. 7: Decision tree at when T allocation periods are
remaining and N resources are available.
function can be expressed as follows:
V (T,N) = (30)
max
qT
{Z˜qT + E[V (T − 1, N − 1) , E[V (T − 1, N)]}.
It is clear that if qT = 1 and Z˜T is greater than some
threshold ρNT , then Z˜+E[V (T−1, N−1)] ≥ E[V (T−1, N)].
Therefore, V (T,N) = Z˜+E[V (T−1, N−1)]. Otherwise, if
qT = 0, then E[V (T − 1, N)] > E[V (T − 1, N − 1)], which
results in V (T,N) = E[V (T − 1, N)].
DX
X = z(1 +D)η
R
z
(a) Shaded region for power law
utility and exponential intensity.
D
X
X = z(1 +D)η
R
β
z
(b) Shaded region for power law
utility and uniform intensity.
Fig. 8: The shaded region represents the region of integration
S = {(x, d) : U(x, d) ≤ z}.
APPENDIX D
PROOF OF THEOREM 1
From the decision tree shown in Fig. 7, the decision to
allocate a resource to a qualifying request is only made if
the utility obtained from the allocation is higher than the
utility obtained from postponing the decision. It implies that
Z˜ + E[V (T − 1, n− 1)] ≥ E[V (T − 1, n)]. (31)
This leads to the condition that
Z˜ ≥ E[V (T − 1, n)]− E[V (T − 1, n− 1)] = ρNT . (32)
The expectation of the value function can be obtained directly
from the definition in (4) in terms of the allocation threshold
ρNT .
APPENDIX E
PROOF OF COROLLARY 1
The pdf of Z can be evaluated as follows:
FZ(z) = P[Z ≤ z] = P[X(1 +D)−η ≤ z],
= P[X ≤ z(1 +D)η]. (33)
This probability can be obtained by integrating the joint
density fX,D(x, d) over the shaded region S = {(x, d) :
U(x, d) ≤ z} shown in Fig. 8a. Consequently, the cdf can
be expressed as follows:
FZ(z) =
∫ R
0
∫ z(1+d)η
0
fX(x)fD(d)dxdd,
=
∫ R
0
∫ z(1+d)η
0
µe−µx × 2 d
R2
dxdd. (34)
Computing the integrals results in the expression provided
in Corollary 1. Furthermore, differentiating FZ(z) w.r.t. z
results in fZ(z).
APPENDIX F
PROOF OF COROLLARY 2
The pdf of Z can be evaluated as follows:
FZ(z) = P[Z ≤ z] = P[X(1 +D)−η ≤ z],
= P[X ≤ z(1 +D)η]. (35)
This probability can be obtained by integrating the joint
density fX,D(x, d) over the shaded region S = {(x, d) :
U(x, d) ≤ z} shown in Fig. 8b.
FZ(z) =

∫ R
0
∫ z(1+d)η
0
1
β × 2 dR2 dxdd, if z ≤ β(1 +R)−η∫ ( βz ) 1η −1
0
∫ z(1+d)η
0
1
β × 2 dR2 dxdd+∫ R
( βz )
1
η −1
∫ β
0
1
β × 2 dR2 dxdd,
if β(1 +R)−η < z ≤ β
(36)
Computing the integrals leads to the result in Lemma 2.
The density function of Z can then be evaluated by differ-
entiating FZ(z) w.r.t. z.
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