This work presents an approach to solve stochastic optimal control problems in the application of flow quality management in reservoir systems. These applications are challenging because they require real-time decision-making 
INTRODUCTION
Finding the solution of optimal flow control problems can be a computationally expensive undertaking. For simulations to support real-time decision-making in applications governed by partial differential equations (PDEs), the discretized models may have many thousands or even millions degrees of freedom. The situation is even more challenging for stochastic control problems because of the presence of uncertainties such as wind velocity. These uncertainties must be accounted for as stochastic variables in the mathematical model. The computational costs and storage requirements increase rapidly due to the stochastic nature of the simulations and optimization formulation. In such situations, the use of traditional discretization methods, such as finite element or finite volume methods, to achieve real-time simulations may be infeasible.
The goal of this work is to present an efficient computational approach to solve stochastic optimal control problems. The approach uses the combination of a reduced-order model (ROM) and an adjoint-based method to compute the optimal solution rapidly. The system is modelled by a system of stochastic partial differential equations (SPDEs). The adjoint-based method, also known as the one-shot or Lagrange multiplier method, has been widely used in optimization and optimal control problems [1] . For stochastic optimal control problems, simulated solutions need to be evaluated repeatedly over different realizations of the uncertain input parameters. Our "full model" utilizes the finite element method [2] together with sparse grid stochastic collocation to approximate solution of the SPDEs.
In the collocation framework, candidate solutions are computed at sample points in the multi-dimensional stochastic space. The global solution of the SPDEs is then represented using interpolation functions [3] [4] [5] . The Smolyak algorithm provides a minimal number of collocation points to construct the interpolation functions, which for many problems leads to efficient and accurate representation of the stochastic solutions [3, 6] . The sparse grid collocation method has been widely applied for stochastic applications, such as natural convection problems [7] , source inversion and flow through porous media [8] .
Model order reduction techniques aim to reduce the dimension of a state-space system, while retaining the characteristic dynamics of the system and preserving the input-output relationship [9] . Many large-scale model reduction frameworks are based on a projection approach. The idea is to approximate any solution of the PDEs of interest as a linear combination of solutions that have been pre-computed and to project the large-scale governing equations onto the subspace spanned by a reducedspace basis, yielding a low-order dynamical system. The most popular technique to find the basis is the proper orthogonal decomposition (POD). POD provides an orthogonal basis for a set of data, which may be theoretical, experimental or computational data. Sirovich introduced the method of snapshots, where each snapshot contains spatial data obtained from numerical simulation at a fixed time, as a efficient way for determining the POD basis vectors for large-scale problems [10] . This paper is outlined as follows. In the next two sections, we briefly introduce the mathematical model, the numerical method for stochastic optimal control of the problems of interest, and the model reduction techniques. In the subsequent section, we use the numerical example to demonstrate the solution of stochastic control problems and the reduced-order model performance. We provide some concluding remarks in the final section.
STOCHASTIC OPTIMAL CONTROL PROBLEM SETUP
is a physical domain with boundary Γ. Let the diffusivity κ(x,t; ω) be function mapping the product space D × [t 0 ,t f ] × Ω → R, where x ∈ D denotes the spatial coordinates and t ∈ [t 0 ,t f ] denotes time. The randomness of the diffusivity is contained in ω ∈ Ω, where Ω is the sample space. A contaminant concentration which is represented by a function c :≡ c(x,t; ω) satisfies the stochastic parabolic differential equation (SPDE), boundary conditions and initial conditions as follows:
where f is the external source and c 0 the given initial condition.
The inlet boundary Γ D is subjected to a Dirichlet condition, while the remainder of the boundary Γ N = Γ \ Γ D satisfies Neumann conditions. The velocity field u ∈ R d in the convective term is used as a control parameter. In general, u can be a function of x and t, although in this work we take it to be constant. For any given u, one can solve for the solution c(x,t; ω).
The goal of our control problem is to flush the contaminant out of the domain by controlling the velocity of the fluid pump. The objective functional is to seek a velocity over an admissible control set u ∈ U ad that minimizes a weighted combination of the L 2 −norm of the expected contaminant field and the velocity field:
subject to the constraints Eqns. (1)- (4) . Here, β is a constant controlling the relative weighting of the components of the objective function and E[·] denotes the expectation operator.
Stochastic Collocation Method
In the collocation framework, the stochastic problem is transformed into a parameterized family of deterministic PDEs using an assumption of finite-dimensional noise [4, 11] . The approximation of the SPDE solution is then computed based on a weighted combination of the solutions at each sample in the collocation space. Under the finite-dimensional noise assumption, the uncertain diffusivity field κ can be re-written as κ(x,t; ω) = κ x,t; Y(ω) . Here
are independent random variables. The multi-dimensional stochastic space Θ N Y is then defined based on vector Y(ω). For more details, refer to [5] . We then represent κ as
where the κ i are now deterministic functions and θ represents the coordinates in the stochastic space. This expansion in Eqn. (6) could be computed for example using the Karhunen-Loève decomposition [12] . We now define a collocation space
as the span of tensor product polynomials with degree at most P − 1. The collocation space has two attributes: the collocation points θ k = (ξ , η)
P k=1
⊂ Θ and the collocation weights
. The uncertain diffusivity field κ in Eqn. (6) can now be considered as a function of variable θ k if the random vector Y(ω) is fixed. As a result, the stochastic collocation requires evaluation of the solution c(x,t; Y) at each collocation
. Hence, the SPDE problem with an uncertain input parameter is now written as a deterministic parameterized PDE where θ is the input parameter. Let c k (x,t; Y) be the solution of the deterministic PDE at each θ k . The solution of the SPDE is a global approximation constructed by linear combination of the solution at collocation points.
where L k (θ ) is the Lagrange interpolation function corresponding to the k th collocation point.
Finite Element Approximations
The finite element method (FEM) [2] is employed to obtain a semi-discrete set of equations with the following form
Here, c(t; Y) ∈ R N is the discretized approximation of c(x,t; Y) and contains N state unknowns.ċ is the derivative of c with respect to time. M ∈ R N×N is the mass matrix, C(u) ∈ R N×N is the convective matrix, K(t; θ k ) ∈ R N×N is the stiffness matrix, and F ∈ R N is the external source. Here, N is the number of grid points and θ k the k th collocation point. We now consider optimal control with the cost functional as given in Eqn. (5) . In the collocation framework, the expected value is approximated via a quadrature rule (such as ClenshawCurtis quadrature [13] ) built on the collocation points. Define
to be the quadrature weights associated with the collocation points,
where ρ(Y) is the probability density of the random vector Y. The cost functional is replaced by the discretized problem as fol-
Here, the solution c(t; Y), k = 1, ··· , P, solves the ordinary differential equations (ODEs) (8)- (9).
The Optimality System
We introduce the Lagrange multiplier functional with the adjoint state p(t; Y) and adjoint initial condition χ ∈ R N as follows
The first-order necessary conditions, known as the Karush-KuhnTucker (KKT) optimality conditions, are determined by taking variations with respect to c, p, u and χ of Eqn. (12) .
Taking variations with respect to p and χ recovers the state equation and initial condition:
Taking variations with respect to c gives the adjoint equation with a final time condition:
Taking variations with respect to u yields the optimality condition,
In summary, the state equation, adjoint equation and optimality condition form the optimality system, solutions of which provide the optimal state c, co-state p and control variable u.
To solve the KKT system, the Crank-Nicolson method [14] is used to discretize the state, adjoint and optimality condition 3 Copyright © 2012 by ASME equations in time. The conjugate gradient method [15] is employed to solve the linearized system; the Armijo line-search [16] is used to ensure convergence. Algorithm 1 summarizes the procedure to solve the stochastic optimal control problem using the collocation method. Discretization of the KKT system in space yields a highdimensional discrete state-space system in the form of ODEs (Eqns. (13)- (16)). In addition, the collocation method and optimal control work require evaluating repeatedly the solutions of both the state and adjoint equations. Thus, these simulations in real-time are computationally expensive and may not be feasible. Model order reduction is applied to obtain a reduced-order approximation of the large model, which allows efficient simulations.
MODEL ORDER REDUCTION
Reduced-order modeling has been widely used in computational fluid dynamics for the simulation of large-scale systems.
Applications involving repeated evaluations of the model (such as inverse problems and control problems) become computationally expensive in the large-scale setting. To reduce the computational costs and storage requirements, model order reduction can be used to replace the large-scale models with approximate models of lower dimensions that capture the essential characteristics of the full models.
Reduction via Projection
We consider the system of ODEs as they appeared in Eqns. (13)- (14) . We also interest in the output of contaminant solution at sensor locations in the domain, which is given by 
where c r ∈ R m is the reduced order state and 
where
The model reduction task is then to find a suitable basis V so that m N. In the literature there exist various methods for the computation of proper basis in the case of large-scale system, such as balanced truncation, Krylov-subspace and POD methods. This study will consider POD as the method to compute the basis.
Proper Orthogonal Decomposition
Proper orthogonal decomposition (POD) provides a method to compute the reduced-order basis V and construct the loworder system by projection as described above. Here we briefly describe the general POD method (more details may be found in [10] ).
Let X = [c 1 (t 1 ; ·) c 1 (t 2 ; ·) ···c 1 (t T ; ·) c 2 (t 1 ; ·) ··· ···c S (t T ; ·)] ∈ R N×Q be a collection of a total Q snapshot state solutions c s (t j ; ·), j = 1, ··· , T, where T is the number of time steps, of the system in (13) for s = 1, ··· , S input parameters. The POD basis is optimal in the sense that vectors V are chosen to maximize the averaged projection of c(t; ·) onto V , suitably normalized 
where ε E (%) is the required amount of energy, typically taken to be 99% or higher.
NUMERICAL EXAMPLE
We present the 2D mathematical model to which we apply stochastic optimal control with the full model using Algorithm 1. Then we apply model reduction to obtain the reducedorder model. We compare the stochastic optimal control result using the reduced model and the full model. Finally, we compare the behavior of the stochastic control with a deterministic control strategy.
Model Setup
In order to implement the contaminant transport problem, we consider the computational domain as in Figure 1 as an initial guess for finding an optimal velocity. In this example, we discretize the KKT system on a n x × n y = 61 × 31 grid, where n x and n y are the number of grid points in x and y-direction, respectively. This results in N = 1891 spatially discrete unknowns using the standard finite element method. The Crank-Nicolson method is employed to discretize the system in time, where t ∈ [t 0 ,t f ] with t 0 = 0,t f = 1.4 and the time-step size Δt = 0.02 or T = 70 time steps.
The input is a random diffusivity field κ. To generate the diffusivity coefficients under the finite dimensional noise assumption, we use the formulation similar to that in [5] . The random diffusivity coefficient is a nonlinear function of the random vector Y , namely The source function f (x,t) is described as a Gaussian distribution as follows
Here, we choose the number of sources to be n s = 1, located at magnitude while the source is active. After the shutoff time of the source, the contaminant moves away and spreads out due to convection and diffusion until it flows out of the domain.
Full Stochastic Control Model
The stochastic optimal control now can be solved by following Algorithm 1 as described above. To illustrate the behavior of the collocation, we simulate the unbounded random variables Y n via the Gaussian density distribution function. We employ the Smolyak algorithm [4] [5] [6] to determine the collocation points and collocation weights. We evaluate the optimal solution with Smolyak nodes which represent exactly polynomials of total degree 5 (P = 29), degree 7 (P = 65), degree 9 (P = 145) and degree 11 (P = 321) as shown in Figure 3 . To estimate the relative error of the solution, we choose the solution corresponding to the finest collocation scheme (P = 321) as a "truth" solution. The relative error of the estimated optimal velocity is given as:
We then set the control parameter β = 0.1. Table 1 shows the results of the optimal control with different numbers of collocation points. Figure 4 shows the relative error of the stochastic optimal control solutions based on the finest solution. When the number of collocation points increases, the relative error in the estimated optimal solution decreases. However the computational time also increases when the number of collocation points increases. We observe that the computational time is approximately 6 hours when P = 321 Smolyak nodes.
Reduced Stochastic Control Model
To generate the snapshots needed for the POD basis, we choose N k evenly-spaced samples, κ t , on the interval [κ min κ max ]. In this example, N k = 10. To determine an appropriate number of POD modes we use the energy capture as in Eqn. (30). Table 2 shows the relative error of the approximation (for a randomly chosen value of κ not in the snapshot set) for different sizes of the reduced-order model. In practice, we need both the dimensions of the reduced-order model and the relative error to be small. Here, we choose the case with ε E = 99. Figure 1 . It can be seen that the magnitude of the sensor reading varies depending on the location of the sensor relative to the source. In all cases the reduced-order model is able to capture well the behavior of the full model at the sensor locations. Applying Algorithm 1 for the reduced-order model, we obtain the optimal result as in Table 3 . The comparison of accuracy and computational time between the full model and reduced model are given in Table 4 . The reduced model of order m = 46 has a relative error around 10 −5 . The computational time is reduced by approximately 80 times in comparison with full control model.
Stochastic Control vs. Deterministic Control
To make the comparison between the stochastic control and deterministic control, we choose the solution of the stochastic control at the degree of polynomial 9 or P = 145 Smolyak nodes. We then choose a subset of Smolyak nodes in the collocation space P, for example we choose P S ∈ P such that −1 ≤ ξ ≤ 1 and η = −1. For each pair θ k = (ξ , η) we compute the diffusivity coefficient κ(x,t; Y). We then compute the deterministic optimal control for the mean value of κ to find the optimal velocity and estimate its cost functional. Figure 6 shows that the stochastic optimal control always has the value above the average of the set of deterministic control. 
CONCLUSION
This study has applied the combination of model order reduction techniques based on POD and an adjoint-based method to solve a stochastic optimal control problem. The reduced model with order m = 46 decreases the computational time of solution by a factor of about 80 while retaining acceptable accuracy with a relative error around 10 −5 as compared to the full model with size N = 1891. This speed up is important in realtime decision-making applications because it provides a rapid solution and reduces time cost and storage requirements. Application of the optimal control strategy shows the potential effectiveness of this computational modeling approach for managing flow quality.
