It has been suggested that quasi-periodic oscillations of accreting X-ray sources may relate to the modes named in the title. We idealize a thin accretion disk by means of the shearing sheet model and derive a wave equation for nonaxisymmetric perturbations. We show that the equation can be transformed into the Whittaker equation, which enables us to write down analytical solutions. For modes with vertical wave number n > 0, there are four distinct permitted regions for waves, separated by two forbidden regions and a corotation resonance. We show that each forbidden region behaves like a wave amplifier so that any wave incident on it is reflected with a larger amplitude. The corotation resonance, however, behaves like a strong wave absorber. Following Kato (2001b Kato ( , 2002 , we look for internally trapped growing g-modes in which most of the wave action is concentrated in the region between the two forbidden zones. We find that there are no such modes in the shearing sheet. We discuss whether such modes may be present in more general shear flows that deviate from the idealized shearing sheet. We conclude that instability, though not ruled out, is likely to be rare. We also analyse externally trapped p-modes in which the wave action is concentrated in an external cavity between one of the forbidden zones and the inner edge of the disk. Unstable modes are certainly possible in this case. Moreover, the wave amplification can be substantially larger for n = 1 than for the previously studied case of n = 0. Therefore, n = 1 p-modes might have significant growth rates in realistic disks, provided that the disk inner edge reflects waves reasonably well.
Introduction
In recent years, especially after the launch of the Rossi X-ray Timing Explorer, the study of Quasi-Periodic Oscillations (QPOs) in X-ray binaries has developed into a major field. A variety of QPOs have been observed in the variability power spectra of neutron star and black hole X-ray binaries (van der Klis 2000; Remillard et al. 2002, and references therein) , and the observations have revealed a rich phenomenology.
Of particular interest are the "kilohertz QPOs," which have frequencies of several hundreds of Hz to occasionally more than 10 3 Hz. Since the frequencies of these oscillations are comparable to the orbital frequency near the surface of a neutron star or the marginally stable orbit around a stellar-mass black hole, it is natural to associate these QPOs with processes close to the accreting mass. High frequency "burst oscillations" have been seen in a number of Type I X-ray bursts (van der Klis 2000), which are believed to be caused by oscillations in the surface layers of the bursting neutron star. The kilohertz QPOs of interest to us are distinct from burst oscillations; they are not correlated with bursts and they are seen in both neutron star and black hole X-ray binaries. It is, therefore, generally agreed that these QPOs must originate in the relativistic inner regions of the accretion flow.
A detailed understanding of the oscillation modes of accretion disks could in principle allow observations of QPOs to be used to test strong gravity in the vicinity of compact objects (e.g., Stella & Vietri 1998; Stella, Vietri & Morsink 1999) . Observations could also be "inverted" to measure relativistic parameters of the accreting mass, such as the spin of a black hole (Nowak et al. 1997; Wagoner, Silbergleit & Ortega-Rodriguez 2001) . But such applications require a robust method of associating different observed QPO frequencies with specific disk modes and of calculating the frequencies of those modes from first principles.
In this paper we consider g-mode and p-mode oscillations of thin disks. Following Silbergleit, Wagoner, & Ortega-Rodríguez (2001) , Kato (2002) , and references therein, we distinguish between the two kinds of modes primarily in terms of where most of the wave action is concentrated. If the bulk of the action is near corotation, we call it a g-mode, and if the action is mostly away from corotation, we call it a p-mode. § §2.2, 4.2, 4.3 explain this in more detail within the context of our model.
In an important paper, Okazaki, Kato, & Fukue (1987) showed that axisymmetric gmodes are trapped in the inner regions of a relativistic disk, where the epicyclic frequency κ reaches a maximum. This idea was exploited by Nowak & Wagoner (1991 , 1992 ) and a number of other workers (Perez et al. 1997; Silbergleit et al. 2001; Abramowicz & Kluzniak 2001) who worked out the physical properties of these and related modes (see Kato, Fukue & Mineshige 1998 , Wagoner 1999 , Kato 2001a for reviews).
In recent work, Kato (2001b Kato ( , 2002 has demonstrated that non-axisymmetric g-modes are trapped between two forbidden zones that lie on either side of the corotation radius. Kato further argues that these modes are highly unstable. If true, the modes are likely to be very important for understanding kilohertz QPOs.
We idealize Kato's problem by approximating a differentially rotating thin disk as a shearing sheet (Narayan, Goldreich, & Goodman 1987, henceforth NGG) , which consists of a uniform shear flow with constant density, constant shear, and a constant Coriolis frequency. We derive the wave equation for non-axisymmetric perturbations to this system. After neglecting terms related to the Lindblad resonance, which are irrelevant for the instability discussed by Kato, we show that the wave equation has the same form as that derived by Kato (2002) , except that in our equation some key parameters are treated as constants. With this simplification, we show that the wave equation may be transformed to the Whittaker equation, which permits us to write down exact analytical solutions. We use these solutions to gain insight into the physics of g and p-mode oscillations in disks.
In §2, we derive the wave equation for perturbations in a shearing sheet and discuss the solutions in the WKB limit. We then convert the equation to the Whittaker equation and analyse a particular solution that is most relevant for kilohertz QPOs. In §3, we explore the physics of the solution and identify two important physical elements: a wave amplifier associated with two barriers in the effective potential, and a wave absorber at the corotation radius. We use this understanding to interpret the solution derived in §2. In §4, we consider growing modes. We show that for our particular problem there is no growing g-mode of the sort envisaged by Kato (2001b Kato ( , 2002 , where most of the mode energy is trapped between the two barriers. However, we do find a growing p-mode trapped between one of the barriers and the inner edge of the disk. In §5, we summarize our results and discuss the implications for g-mode and p-mode oscillations in thin disks. In Appendix A we give a brief introduction to the concepts of action density and current density of waves. In Appendix B we summarize the properties of Whittaker functions, and in Appendix C we briefly review some classical results for stratified shear flows.
Wave Equation for Non-axisymmetric Perturbations in the Shearing Sheet

Kato's Differential Equation
We approximate a differentially rotating thin disk by means of the shearing sheet, which consists of a uniform shear flow with a Coriolis force. We use a Cartesian coordinate system (ξ, ζ, η) , where ξ and ζ are related to the polar coordinates r and φ of the original disk by ξ = r − r c , ζ = r c (φ − Ω c t) .
(
Here, r c is a reference radius and Ω c = Ω(r c ) is the disk angular velocity at r c . The velocity of the unperturbed flow is v = 2Aξj where j is a unit vector in the ζ-direction. The frequency A and the related frequency B are the Oort constants of the disk at r c :
Generally, the disk angular velocity Ω(r) decreases with radius according to a Keplerian law, so we have A < 0 and B > 0. The epicyclic frequency of the flow in the ξζ-plane is
We treat the frequencies A, B, κ as constants.
We assume that the flow is isothermal with an equation of state p = ρc 2 s , where p is the gas pressure, ρ is the mass density, and c s = constant is the sound speed. We take the flow to be homogeneous and to extend to ±∞ along ξ and ζ. In the vertical direction we make the usual harmonic approximation for the potential, with vertical frequency Ω ⊥ . Then, vertical hydrostatic equilibrium implies p ∝ ρ ∝ exp(−η 2 /2H 2 ), where the vertical scale height H is equal to c s /Ω ⊥ . In a thin Keplerian disk, Ω ⊥ = Ω c = κ, but we allow these three frequencies to be different.
Without loss of generality, we assume linear perturbations proportional to exp[i(k ζ ζ − ωt)], where k ζ = m/r c is the azimuthal wave-vector, and the frequency ω may in general be complex. In §2 and §3, we take ω to be real. We consider complex frequencies in §4.
Using the fluid equations, a second-order partial differential equation in ξ and η may be derived for any of the perturbed flow quantities. Following Kato (2002) , we consider the equation for the particular quantity δh ≡ δp/ρ. The isothermal equation of state allows a separation of variables, δh = h r (ξ)g(η/H), where g(η/H) is an Hermite polynomial of degree n ≥ 0 (see Okazaki et al. 1987 and Kato 2002 for details) . The function h r (ξ) then satisfies the following differential equation:
Here
is the pattern frequency of the mode, where we have chosen r c to be the corotation radius at which the fluid moves with the same speed as the pattern speed of the mode mΩ(r c ) = ω .
The quantity D is defined to be D = κ 2 − σ 2 . If we now set h ≡ D −1/2 h r and x ≡ ξ/H, then equation (4) becomes
where
We note that there are two kinds of singularities in equation (7): a corotation resonance at x = 0 where σ ∝ x goes to zero, and Lindblad resonances at x = ±b where D ∝ x 2 − b 2 goes to zero. The Lindblad resonances are only apparent singularities (Goldreich, Goodman, & Narayan 1986; Kato 2002 ) since one can show that there are two independent nonsingular power-series solutions for h r near x = ±b. Indeed, if one considers the governing equations for other perturbed quantities (e.g., radial velocity), the Lindblad resonances give way to other singular terms, which are again not real singularities but only apparent. The corotation singularity, on the other hand, persists for any fluid variable one selects and is a genuine singularity. Therefore, in this paper, we focus only on the effect of the corotation resonance, and we neglect the terms related to the Lindblad resonances. In addition, for a thin disk, k ζ H ∼ H/r ≪ 1, and so we also neglect the term (k ζ H) 2 in the brackets. Equation (7) then becomes
Since A < 0 and usually κ < Ω ⊥ , we have a > b > 0.
Equation (9) is essentially identical to equation (20) of Kato (2002) , who uses similar simplifications. However, there is a key difference in our analysis: we take a and b to be constants, which allows us to solve the wave equation exactly, while Kato considers the more general problem where a and b are treated as functions of r.
Permitted and Forbidden Regions, Ingoing and Outgoing Waves
One can gain physical insight into the nature of the solutions of equation (9) via the WKB approximation. In this approximation, the radial wave-number k x of a wave exp(ik x x− iωt) at position x is given by
The wave-number is real in regions where U < 0. We refer to these as "permitted regions" since waves are permitted here. Similarly, we refer to regions where U > 0 as "forbidden regions" or "barriers."
The locations of the permitted and forbidden regions differ between the case n = 0 studied by NGG and the case n > 0 of interest to us in this paper. When n = 0, there is a forbidden region around the corotation radius at x = 0 and there is one permitted region on each side of corotation. In this case, any mode that is present will have most of its action located away from corotation, in one or both of the permitted regions. These would be classified as p-modes in the language of Silbergleit et al. (2001) and Kato (2002) . Figure 1 shows the shape of the potential U(x) when n > 0. We see that U is negative for |x| > √ na and |x| < b (note, √ na > b), and positive for b < |x| < √ na. Thus there are four distinct permitted regions, to which we assign the following names: x < − √ na (region I), x > √ na (region II), −b < x < 0 (region III), and 0 < x < b (region IV). There are now two forbidden regions (instead of the single forbidden region for n = 0), which are located away from corotation: − √ na < x < −b (barrier A) and b < x < √ na (barrier B). In addition, between regions III and IV there is the corotation singularity at x = 0. (Note that our definitions of the four regions differ from the definitions in Kato 2002.) For n > 0, we can have different kinds of modes, depending on where the mode is concentrated. If the bulk of the wave action is in regions III and IV, between the two barriers and straddling corotation, then it is conventionally called a g-mode. We analyze such modes in §4.2. If, on the other hand, the mode lives mostly in one of the external permitted regions I or II, away from corotation, then it is called a p-mode. We discuss these modes in §4.3.
is satisfied, the wave equation (9) can be solved with the WKB approximation (e.g., see Merzbacher 1998):
The solution with the "+" sign in the exponential corresponds to wave-vector k x , and the solution with the "−" sign corresponds to wave-vector −k x . For x 2 ≫ max(na 2 , a) in regions I and II, the WKB solutions of equation (9) become
Similarly, for x 2 ≪ b 2 in regions III and IV, the WKB solutions of equation (9) are
so long as the condition nb 2 ≫ 1 is satisfied.
We now define an "outgoing" wave as one that moves away from corotation, i.e., towards larger |x|, and an "ingoing" wave as one that moves towards corotation. In making this definition, we consider the direction of the projected group velocity v gx , rather than the direction of the wave-vector k x . Recall that signals propagate in the direction of the group velocity.
Using the usual definition of the group velocity, v g = (dk/dω) −1 , and noting that σ plays the role of ω in our problem, we find that
From equation (5) and the relation ξ = xH, we have dσ/dx = −2k ζ AH > 0 (since k ζ > 0 and A < 0). Therefore, the sign of k x v gx is determined by the sign of x(d ln k x /d ln x) −1 . Making use of equations (9) and (10), we have
It is then easily verified that x(d ln k x /d ln x) > 0 in regions II and III, and x(d ln k x /d ln x) < 0 in regions I and IV. This gives the sign of k x v gx in the four regions (see Fig. 1 ). It also allows us to identify whether a particular wave in a given permitted region is ingoing or outgoing. The directions of the group velocities of the various WKB waves are written down explicitly in Table 1 .
What does it mean when the group velocity is oppositely directed relative to the wavevector? As explained in NGG (and references therein), this contrary behavior is related to the sign of the wave action.
Using the wave equation (9), we may define a wave action density
and the corresponding current density, i.e. the flux density of wave action,
where asterisks denote complex conjugates. (Appendix A gives a brief introduction to the action density and current density of waves. Here, the definitions of A and J differ from those in Appendix A by a factor of a, which has been introduced to simplify the expressions for the current densities in the following sections.) For a WKB solution with a wave-vector k x (i.e., the solution in eq.
[12] with a "+" sign in the exponential), the corresponding current density is
From the definition of A it is clear that the sign of the action is determined by the sign of k x dk x /dσ, which is identical to the sign of k x v gx (see eq.
[15]). Thus, the action is positive in regions II and III and negative in regions I and IV. The current J, on the other hand, always points in the same direction as k x , i.e., k x J > 0 in all four regions.
Consider now a wave with positive k x . In regions II and III everything is straightforward since the action, the group velocity and the current are all positive. However, in regions I and IV, things are different. Although the current is still positive, the wave action and the group velocity are negative. The wave here actually moves negative wave energy towards the negative direction, giving a net positive current.
The existence of regions with different signs of action and group velocity, coupled with wave tunneling across forbidden regions, gives rise to an amplifier (see §3.1), which is fundamental to the existence of unstable modes in shear flows (Goldreich & Narayan 1985, NGG) . In addition, the corotation resonance acts as an absorber ( §3.2) for g-modes with n > 0, which severely damps any instability in these modes. We discuss these issues in §3.
Whittaker Equation and a Specific Solution
Let us change variables from x, h to
Kato's differential equation (9) then becomes the Whittaker equation (Abramowitz & Stegun 1972 , and Appendix B of the present paper),
It is easy to check that
The Whittaker equation is familiar as the governing equation for radial wave functions in a Coulomb potential, except that p and q are then imaginary. For our problem, p is always real and positive, and if n > 1, q is real and positive under most circumstances of interest.
When we change variables from x to z, the mapping from one coordinate system to the other must be done with care because of the presence of the corotation singularity at x = 0. As discussed in NGG, any integration contour of the differential equation (9) must pass above the point x = 0 if the solution is to correspond to an initial-value problem. (In Kato's 2002 analysis, the contour has to go below the singularity; the difference is because Kato considers solutions of the form exp[iωt − imφ] whereas our waves are of the form exp[ik ζ ζ − iωt] = exp[imφ − iωt].) Therefore, integration along the real axis corresponds to restricting arg(x) to the range 0 ≤ arg(x) ≤ π. Correspondingly, in the complex z plane, the positive real axis x > 0 corresponds to arg z = −π/2, and the negative real axis x < 0 corresponds to arg z = 3π/2. This mapping must be kept in mind when we analytically continue solutions from one side to the other.
The Whittaker equation (21) has two linearly independent solutions: M −ip,iq (z) and W −ip,iq (z) (Abramowitz & Stegun 1972 , and Appendix B of the present paper). In this section we consider ω to be real so that x is also real. As x → +∞ along the real x axis, the asymptotic form of W −ip,iq (z) is proportional to exp(ix 2 /2a) (eq.
[B9]), while the asymptotic form of M −ip,iq (z) contains two terms, one proportional to exp(ix 2 /2a) and the other to
Since the motivation of the present study is to understand high frequency QPOs in accretion disks, we are interested in modes that reside at small radii near the inner edge of the disk. This means that any wave disturbance at large radii must correspond to an outgoing wave traveling towards r → ∞; there can be no ingoing wave at large radii. Translating this to our coordinate system, we require the solution to consist of a pure outgoing wave in region II. Since Table 1 shows that the outgoing wave is proportional to exp(ix 2 /2a), therefore, we are interested in the W solution and not the M solution. We thus consider, for x > 0, the specific solution
where in the last step we have used equation (B9). This is the solution that we focus on for the rest of the paper.
The analytic continuation of y 1 to x < 0 (counterclockwise around x = 0 in order to stay above the singularity) gives
where equation (B5) has been used. The asymptotic form of y 2 as x → −∞ = ∞e πi (region I) can be obtained from equation (B11):
We see that, in region I, the solution consists of both an ingoing wave and an outgoing wave. Since the group velocity and the wave-vector have opposite signs in this region, the ingoing wave is proportional to exp(ix 2 /2a), and the outgoing wave is proportional to exp(−ix 2 /2a) ( Table 1) .
As we did in §2.2, we may define the current density by
where ℑ denotes the imaginary part of a complex number, and the factor of sign(x) appears because adz = −2ixdx and h * h = |x| −1 y * y. Although we previously introduced the current in the context of a simplified WKB analysis, the definition we used is in fact quite general and may be applied to the exact solution. Moreover, for a neutral mode with real ω, the net current is conserved at all x except x = 0. This conservation law gives the current great physical significance. The violation of current conservation at x = 0 is because of the corotation resonance, as we explain in §3.2.
Using the above definition of J, we may calculate the current densities for the outgoing wave in region II and the two ingoing and outgoing waves in region I. The former calculation is straightforward from the asymptotic form (25) (taking the limit x → ∞ in the final result), and gives a current density J (II) out = exp(−πp) (region II). In region I, however, there are two waves and it is not immediately obvious what the contribution to the current density from each is. Fortunately, it is possible to separate out the two contributions since the cross terms between the two waves cancel to zero, making no contribution to the current density. We thus find for region I,
where we have used the relation
Having calculated the three current densities, we normalize the solution such that the ingoing current density in region I has a magnitude of unity. With this normalization, the current densities of the three waves discussed above have the values given in the first two rows of Table 2 . We note the following features:
1. The ingoing wave in region I has a negative current density. Although this wave has a positive group velocity, i.e. it moves towards positive x, it carries negative action (see §2.2), and so the current density is negative.
2. The outgoing wave in region I has a larger value of |J| than the ingoing wave. That is, an ingoing wave with unit amplitude in region I reflects off the barrier A with an amplitude greater than unity. The reason is that the barrier behaves like an amplifier, as we explain in §3.1. The strength of the amplifier depends primarily on the quantity (p − q).
3. The current density of the outgoing wave in region II is always smaller than unity. For large p, the current is extremely small. As we will see in §3, this wave is the remnant of the ingoing wave in region I which has penetrated two barriers and also survived the corotation resonance. There is significant loss at each of these elements.
We next consider regions III and IV. We start with region IV. Using the relations given in Abramowitz & Stegun (1972) and Appendix B (eq. [B13]), the solution y 1 in equation (24) can be expanded in the limit x → 0 + as
In the WKB limit (nb 2 ≫ 1) q ≈ √ nb/2, then we have (x 2 /a) 1/2+iq ∝ exp (i √ nb ln x) which corresponds to an ingoing wave, and (x 2 /a) 1/2−iq ∝ exp (−i √ nb ln x) which corresponds to an outgoing wave (see Table 1 for the identification of ingoing and outgoing). So, we see that the solution consists of both ingoing and outgoing waves. Calculating the current densities of the two waves and applying the same normalization as before, we obtain the two current components listed under region IV in Table 2 . Since region IV has a negative action, the ingoing wave which moves towards negative x has a positive current density and the outgoing wave has a negative current density.
Similarly, we expand the solution y 2 in equation (26) in the limit x → 0 − to obtain
This gives the two currents listed under region III in Table 2 . Table 2 summarizes the key features of the particular solution of interest to us, which we remind the reader consists of a pure outgoing wave in region II. We see that the currents in the outgoing and ingoing directions in regions I-IV vary significantly from one region to the next. The purpose of this section is to make physical sense of the results. In the process, we identify two key effects: wave amplification at the two forbidden zones A and B ( §3.1) and wave absorption at the corotation resonance ( §3.2).
Physical Understanding of the Solution
Amplification at the Forbidden Zones
Consider the forbidden zone B, which acts as a potential barrier separating region IV on the left from region II on the right. The solution described in Table 2 has three waves in these two regions: an outgoing wave in region IV which we will refer to as the "incident wave" I since this wave is incident on the forbidden zone, an ingoing wave in region IV which we call the "reflected" wave R, and an outgoing wave in region II which we call the "transmitted" wave T . From the exact expressions for the three currents given in Table 2 , we can calculate the transmission and the reflection coefficients, T b and R b (the subscript b is for "barrier"), associated with the barrier B:
In each relation, the final expression gives the approximate result when p and q are large.
To check whether the above results are reasonable, we may estimate the transmission coefficient using the usual WKB approximation for wave penetration through a barrier. This analysis is valid in the limit p ≫ 1, q ≫ 1. The result is
where U(x) is given by equation (9). We see that, in the appropriate limit, the WKB result agrees exactly with equation (33) in magnitude. This suggests that WKB estimates should be accurate in more general situations, e.g., when κ, Ω ⊥ , and c s vary with radius, at least when the transmission coefficient is small.
The negative sign in the expression for T b in equation (33) reflects the change in sign of the action across the forbidden zone. Both the incident and transmitted waves have their group velocity pointed towards positive x. However, because of the change in the sign of the action, the wave-vectors of the two waves are oppositely pointed. Since J has the same sign as k x , the currents of the two waves have opposite signs. Thus, an incoming wave with a negative current produces a transmitted wave with a positive current.
The reflection coefficient R b looks like it is the result of energy conservation, except that the reflected current is larger than the incident current:
This behavior is again because of the change in the sign of action on either side of the barrier. The incident wave carries negative action towards the barrier, while the transmitted wave carries away positive action. Energy conservation thus requires that the reflected wave must carry a larger amount of negative action than the incident wave. The barrier penetration problem strictly conserves action as may be checked explicitly by considering the net current on the two sides of the barrier. Both with the exact expressions given in Table 2 and with the simpler approximate expressions given at the end of equations (33) and (34), one finds that the net currents on the two sides are exactly equal.
The most important result of the above analysis is that the forbidden region behaves like an amplifier: a wave incident on the barrier is reflected with an enhanced amplitude. While we analysed above the specific example of a wave incident on barrier B from region IV, the results apply also for a wave incident on this barrier from region II, and (by symmetry) for waves incident on barrier A from either side. Indeed, as a general principle, one may state that any time a forbidden region separates two permitted regions with opposite signs of the action, a wave amplifier will result. NGG discussed a similar amplifier for n = 0 modes in the shearing sheet. In that problem, the barrier is located at corotation and the two permitted regions are on either side of corotation. They called the resulting amplifier in that problem the "corotation amplifier." In the problem considered here (n > 0), there are two separate amplifiers on either side of corotation, and corotation itself actually absorbs wave energy as we show in the next subsection.
Absorption at the Corotation Resonance
To understand the role played by the corotation singularity, we need to study the behavior of the solutions of equation (21) near x = 0 (i.e., z = 0). In particular, we would like to know for a wave incident on the resonance, how much is transmitted to the other side and how much is reflected. Table 2 shows the various currents in regions III and IV for our particular solution. Unfortunately, we have both ingoing and outgoing waves on both sides of the resonance and it is not immediately obvious how to separate out the transmitted and reflected contributions. We therefore simplify the problem further and analyse the solution from first principles.
As |x| → 0, the potential U(x) defined by equation (9) is dominated by the term −nb 2 /x 2 . Let us therefore retain only this term and ignore the other terms in U(x). The wave equation (21) then simplifies to
For q = 0, this equation has two linearly independent solutions,
which are ∝ exp (±i √ nb ln x) in the WKB limit (nb 2 ≫ 1).
Let us consider the ingoing wave in region IV (x 1+2iq according to WKB limit in Table  1 ) and let us analytically continue this solution into region III. As already mentioned, the continuation must be done such that the path in the complex plane goes above the singularity at x = 0. We then find that the solution transforms as follows:
Region IV → Region III :
The ingoing wave in region IV becomes a pure outgoing wave with a reduced amplitude in region III, and there is no reflected wave. Similarly, for an ingoing wave in region III we find Region III → Region IV :
Computing currents, we may calculate (in analogy with the barrier coefficients T b and R b ) the transmission and reflection coefficients T c and R c of the corotation resonance:
There is no wave reflection at the singularity, but there is a severe absorption of wave action in the transmitted wave. Indeed, the absorption is exponentially strong when q is large. The negative sign on T c is again the result of the switch in the sign of the action across the resonance.
Although we derived the coefficients in equation (41) using the simpler differential equation (37), the results are in fact correct even for the full problem. This can be checked by comparing the expressions for the ingoing and outgoing currents given in Table 2 . One finds that J (IV) out
which agrees exactly with (41).
From equation (41), it appears that the absorption disappears for nb 2 ≤ 1/4 since then q becomes zero or imaginary and so |T c | = 1. However, this is not true in general, except when nb 2 = 0 (i.e., q = ±i/4). For example, consider the net currents on the two sides of corotation as listed in Table 2 :
The ratio of the currents is equal to 1 only if q = ±i/4, i.e. nb 2 = 0 (in which case the corotation singularity disappears and we return to the case studied by NGG).
Absorption at corotation is not unique to disk g-modes. It occurs for other sorts of waves in shear flows and has been well studied in the fluid-dynamics literature, as described in Appendix C.
Putting Things Together
We are now in a position to understand the particular solution whose various currents are listed in Table 2 . We will assume for simplicity that p ≫ 1 and q ≫ 1, and we will ignore signs. (The signs are easily introduced after the fact.) Let us start with the ingoing wave with unit current in region I. According to the barrier analysis of §3.1, when this wave encounters the forbidden zone A, there is a transmitted wave with a current equal to |T b | ≈ exp[−2π(p − q)] and a reflected wave with a current equal to
It can be verified that the ingoing current in region III and the outgoing current in region I, as given in Table 2 , simplify to these expressions when p, q are large.
Next, consider the interaction of the ingoing wave in region III with the corotation resonance. The analysis in §3.2 shows that there should be a transmitted wave with a current reduced by a factor |T c | = exp(−4πq). Thus, we expect an outgoing wave in region IV with a current equal to exp [−2π(p + q) ]. This agrees with the exact expression given in Table 2 in the limit we are considering.
Next, consider the interaction of the outgoing wave in region IV with the barrier B. As before, we expect a transmitted and a reflected wave. We predict an outgoing wave in region II with current exp(−4πp) and an ingoing wave in region IV with current exp[−2π(p + q)] + exp(−4πp) ∼ exp[−2π(p + q)]. Finally, the ingoing wave in region IV should be absorbed by the corotation resonance and should give an outgoing wave in region III with current ∼ exp[−2π(p + 3q)]. All of these predicted fluxes agree with the entries in Table 2 in the appropriate limit.
The outgoing wave in region III is significantly weaker than the ingoing wave in this region -its current is reduced by a factor of ∼ exp(−8πq). Therefore, within the approximation we are working with, we do not need to consider further interactions of this wave. If q is not large, however, we will need to sum over all further interactions, and the infinite sum would presumably give the exact results listed in Table 2 .
We note that, although the two barriers act as amplifiers, they strictly conserve energy. Therefore, the net current in region I and region III are equal, as are the net currents in region IV and region II. However, the net currents on the two sides of corotation are not equal because of the resonance (see eq.
[43]). Consequently, if we view the two barriers and the resonance as a single system, it is not energy-conserving. A unit wave incident from region I produces a transmitted wave in region II with a current of exp(−4πq) and a reflected wave in region I with current given in Table 2 . Thus, for the combined system, the overall total transmission coefficient is
and the overall total reflection coefficient is
We see that, when nb 2 > 0, the total system does not conserve energy, since
The lack of energy conservation is due to the corotation resonance. Energy is not actually lost but rather accumulates as large nonradial velocity perturbations of very short radial wavelength near corotation. This could be demonstrated by solving the initial-value problem, as has been done for analogous but simpler systems (see Booker & Bretherton 1967 , and Appendix C).
When nb 2 = 0 (i.e., q = ±i/4), essentially the case discussed by NGG, the wave equation is not singular at corotation (at least in the shearing sheet) and the current is conserved on the entire real x-axis. This can be seen explicitly by setting nb 2 = 0 in equation (9). For this special case with q = ±i/4, equation (46) gives 1 + R t − T t = 0.
A quantity of considerable interest is the absolute value of the total reflection in the combined system, i.e., the "gain"
Since p > q (eq.
[23]), it is clear that we cannot obtain arbitrarily large amplification in our problem. The maximum gain is in fact 2. To see this, we may differentiate G with respect to p and q, which shows that G is a strictly decreasing function of p and an increasing function of q, provided of course that p and q are both real and nonnegative. Hence, G is a decreasing function of p − q. Equation (23) shows that p − q > 0 and that p − q → 0
An amplification of 2 in current density or √ 2 in wave amplitude cannot actually be achieved in a relativistic disk, since b = √ na implies κ = √ nΩ ⊥ (eq. [8] ). This may just marginally be satisfied for n = 1 in a thin Newtonian disk; in that case,
so that b is certainly large if m ∼ O(1) and H ≪ r. In the inner parts of a disk around a black hole or neutron star, however, κ < Ω ⊥ due to a combination of relativistic kinematics and pressure gradients. Then it is more appropriate to seek the maximum of G for a fixed ratio
We restrict the discussion to n = 1, since larger values seem less favorable. Then
and G achieves its maximum when b is the root of
(49) In fact, if β ≤ β crit ≈ 0.41269, then the "best" b = 1/2, at least if we restrict ourselves to real q, so that q = 0 and
In the opposite limit,
and correspondingly G max ≈ 2. Numerical results for intermediate values of b are given in Table 3 .
In this paper we focus on the case when b > 1/2, i.e. q is real and positive. This is when the terms we dropped to derive equation (9) are unimportant. If b is allowed to be < 1/2, then some of the neglected terms may become important and the results are no longer rigorous. Nevertheless, for completeness, we could consider the entire range 0 < β < 1. Then, the global maximum of G defined in equation (47) is always at b = 0, where G = 2, and the solution of equation (49) discussed above corresponds to a local maximum. Figure 2 shows contours of G in the b − β plane.
Growing Modes
Generalization for a Complex Frequency
In the analysis so far we have limited our discussion to neutral modes with a real frequency ω. We now consider modes with a complex frequency ω = ω R + iω I , focusing on the case ω I > 0 which corresponds to a growing mode.
For complex ω and real r, equation (5) becomes
where ξ is defined by equation (1) and the corotation radius r c (still a real quantity) is defined by mΩ(r c ) = ω R .
Now, if we define x by
then the wave equation (9) continues to be valid except that x is complex. The real and imaginary parts of x are respectively
Then, in the complex x-plane, the real r-axis is represented by a straight line that is above and parallel to the real x-axis, with an offset from the real x-axis equal to x I > 0 .
Using z and y, which are related to x and h by equation (20), the wave equation is transformed to the Whittaker equation (21). Since x I = a|z| sin
where α is the argument of z, the real r-axis is represented in the complex z-plane by a parabola, |z| = 2x
This is shown in Fig. 3 . On the parabola, the limit r → +∞ corresponds to z → ∞e
and r → −∞ corresponds to z → ∞e i( 3π 2 −0 + ) , where 0 + is a positive infinitesimally small number. The corotation radius r = r c is located at z = ix 2 I /a . As before, we are interested only in solutions which are purely outgoing in region II (i.e. as r → +∞). Hence, we choose the solution to equation (21) on the complex z-plane to be
which is formally the same as the solution y 1 in equation (24), except that x is now complex and the function y is defined on the entire complex z-plane (with the exception of the singular point at z = 0). The asymptotic behavior of the solution as z → ∞e
is given by
where |x| 2 = x 2 R + x 2 I and equation (B9) has been used. This solution is very similar to our previous solution (25), but with two differences: (1) there is a small phase shift by an amount −ix 2 I /2a , and (2) more importantly, the amplitude decreases with increasing x R by a factor exp(−x R x I /a). The latter effect is characteristic of modes with a complex frequency. As NGG have discussed in greater detail, the amplitude of a growing WKB mode decreases in the direction of its group velocity, while the amplitude of a decaying mode increases. More generally, if we consider the current density, which is a better-defined quantity than the amplitude, the magnitude of the current density decreases in the direction of v gx for a growing mode and vice versa.
Another point to note is that the asymptotic form in equation (58) always gives the dominant term. If there was even the tiniest amount of an ingoing wave, it would dominate at large x R since it would grow with increasing x R as exp(x R x I /a). The fact that our solution has no hint of such a growing component guarantees that the solution (57) consists of a pure outgoing wave as r → +∞.
We now analytically continue the solution to negative x R . If we directly apply equation (B9) to look for the asymptotic form of the solution y as z → ∞e i(
we would only obtain an ingoing wave, the dominant term. An outgoing wave, the subdominant term, would be lost. To obtain both the ingoing and outgoing components, we make a transformation z = z ′ e 2πi (i.e. x = x ′ e πi ) and use equation (B11). We then have
+0 + ) or r → −∞. Evidently, the expansion in equation (59) contains both an ingoing and an outgoing wave. Using the previously stated rule that a growing mode decreases in amplitude in the direction of its group velocity, and remembering that x R is now negative (x I is still positive), we see immediately that the ingoing wave corresponds to the term proportional to exp (−x R x I /a), and the outgoing wave corresponds to the term proportional to exp (x R x I /a).
It is easily checked that, when x I → 0 (i.e., ω I → 0), equation (58) becomes equation (25) and equation (59) becomes equation (27) . This confirms that the solutions obtained here for the case ω I > 0 are consistent with those obtained in §2.3 for the case ω I = 0 .
Internally Trapped Growing Mode (g-Mode)
Kato (2001b, 2002) noted that the effective potential with n > 0 has a natural cavity that can trap g-modes. The cavity consists of regions III and IV, which are enclosed by the two forbidden regions A and B (Fig. 1) . Since the forbidden zones act as amplifiers, there is the possibility that modes trapped in this cavity could be unstable. Such internally trapped growing modes, which are g-modes according to the classification of Silbergleit et al. (2001) and Kato (2002) , would have pure outgoing waves in both regions I and II.
The physics behind the expected instability is straightforward. We can imagine a wave packet moving up and down inside the cavity. The wave packet is amplified each time it reflects off either barrier, and this leads to growth. Each reflection off a barrier also gives a weak transmitted wave which would become an outgoing pulse in the exterior region (I or II, depending on which barrier is involved in the reflection).
In the previous subsection, we have written down the general solution to the Whittaker equation that consists of an outgoing wave in region II. Since we expect an internally trapped growing mode of the sort described by Kato to have pure outgoing waves in both regions I and II, we ask whether there is any choice of the mode growth rate ω I for which the Whittaker solution has such a form. An inspection of equation (59) shows, however, that no such solution exists -there is always both an ingoing and an outgoing wave in region I. What this means is that, for the particular idealized shear flow that we have considered, there are no internally trapped growing modes of the type described by Kato.
One obvious reason for this result is the presence of the corotation resonance. While it is true that a wave packet is amplified each time it reflects off a barrier, it is also heavily absorbed each time it crosses the corotation. The net amplification of the current for one reflection and one crossing of the resonance is
where the reflection coefficient R b and the transmission coefficient T c are defined in §3.1 (eq.
[34]) and §3.2 (eq.
[44]), respectively. From equation (60) we see that A net is always < 1 for p > 0 and q > 0, so no growth is possible. Indeed, for p > q ≫ 1, we have A net ∼ e −4πq ≪ 1, the absorption is much stronger than the reflection amplification.
For simpler (incompressible) shear flows, it has been proved that a sufficiently strong resonance prevents instability when the only permitted regions are those adjoining corotation. This and other well-established results are reviewed in Appendix C, and an attempt is made to adapt them to Kato's wave equation (C9), with partial success.
It may be possible that an internally trapped mode may occur in a thick disk or one with a complicated rotation curve that is not well approximated by the shearing sheet. The Kelvin-Helmholtz instability of an incompressible shear flow is an example of a growing internally trapped mode, and analogous modes may occur in thick disks. As discussed in Appendix C, general theorems exist concerning the conditions under which such trapped modes may occur. In particular, a quantity analogous to q 2 must be ≤ 0. It is not clear whether these theorems can be extended to our problem. What we can say, however, is that Kato's original analysis would predict an internally-trapped growing mode of equation (9) for constant a and b, but we find that no such mode exists. The discrepancy might be the result of the following apparent error in Kato's analysis: We believe that the wave-number k introduced just prior to equation (85) in Kato (2002) 
1/2 . Accordingly, in Kato's Figure 4(c) , the curve should be inverted through the origin 0, i.e., arg(v 3 ) should run from −π (x = x 2 ) to π/2 (x = ∞) and should be equal to −π/4 at x = x OL . As a result, the sign of the phase function Ψ 3 in equation (85) is wrong, and there should also be a sign change in equation (89). With these changes, Kato's mode becomes a decaying rather than growing one.
Although we reach a pessimistic conclusion on the possibility of growing g-modes, in the next section we show that equation (9) and Kato's more general form (C9) allow externally trapped p-mode instabilities with amplifications large enough that positive growth rates may exist in real disks. If so, then non-axisymmetric p-modes might well be the key to understanding the QPO phenomenon.
Externally Trapped Growing Mode (p-Mode)
We now consider the possibility of an externally trapped growing mode: p-mode according to the classification of Silbergleit et al. (2001) and Kato (2002) . Specifically, we consider a mode that is trapped in region I between the barrier A and an externally applied boundary such as a wall. The wall might be the surface of the accreting star or the inner edge of the disk, for instance.
Let the wall be located at x = −x 1 + ix I , i.e., at r = r 1 ≡ r c − x 1 H, where x 1 is positive and large enough such that the wall lies well inside region I. At the wall we assume a simple boundary condition
Then, from equations (59) and (30), the boundary condition (61) is equivalent to
and
where l = 0, ±1, ... .
Equations (62) and (63) determine the imaginary part ω I and the real part ω R of the eigenvalue ω . We are not interested at present in the exact value of ω R , but we do want to know ω I , which determines the growth rate of the mode. From equations (62), (45), and (55) we have
where G = |R t | is the gain, and in the last step we have used Ω ⊥ = c s /H.
The result for the growth rate of the mode is physically very transparent. A wave packet that moves up and down the cavity in region I is amplified by a factor G each time it reflects off barrier A and suffers no amplification or absorption when it reflects off the external wall. The time taken by a sound wave to travel up and down the cavity is t s = 2|r 1 − r c |/c s . Thus, we expect the wave action to e-fold in a time 2|r 1 − r c |/ (c s ln G), and since the action is quadratic in the wave amplitude, we expect the amplitude y to e-fold in a time 4|r 1 − r c |/ (c s ln G) (NGG). This is exactly what equation (64) gives.
When p ≫ 1 and q ≫ 1, we have
which is extremely small and not very interesting. However, as noted in §3.3, in a thin Keplerian disk, it is possible that p − q ≪ 1 even though p and q are large; then in equation (64) we have ln G ≈ ln 2 ≈ 0.69, which gives a surprisingly healthy growth rate. Note, by contrast, that the maximum gain of n = 0 modes in a Keplerian disk is only
or only about 2% as large as for n = 1 (See eqs. [2.29], [3.12], and [4.6] of NGG). Interestingly, n = 0 modes can also have G max = 2, but in a disk of constant specific angular momentum, where Ω ∝ r −2 and κ = 0, rather than a Keplerian disk.
One caveat must be kept in mind. If non-axisymmetric p-modes have anything to do with the kilohertz QPOs observed in X-ray binaries, then the disk is probably not very Keplerian in the region of interest (near the inner edge). Then the relevant values of p and q are not large, hence neither are a and b, so that some of the terms discarded in deriving equation (9) or (C9) may be important. A truly global analysis will be required to obtain quantitative growth rates for this situation. Modulo this caveat, however, Table 3 suggests that amplifications 0.1 in the log may be expected. NGG found that when expressed in units of Ω, the maximum growth rate of n = 0 modes was comparable to the maximum log gain, the fastest-growing modes having corotation very close to a perfectly reflecting wall. If this is also true of n = 1 modes, their growth rates could conceivably be 0.1Ω.
One other caveat is worth issuing here. The mode will grow only if the reflecting wall at r = r 1 is a fairly good reflector. Specifically, if the reflection coefficient of the wall is R wall , then we require |R wall G| > 1 (67) for growth. If G ∼ 1.2−1.5 (as Table 3 suggests), then we require R wall > 0.7−0.8, otherwise we would obtain a decaying mode.
Summary and Discussion
By idealizing a thin disk by means of the shearing sheet model, we have obtained a simplified wave equation for linear non-axisymmetric perturbations ( §2.1). We find that the wave equation can be transformed into the form of the Whittaker equation ( §2.3), so that the solutions are linear combinations of the Whittaker functions. We have used these analytic solutions to explore the physics of g and p-modes and to identify possible unstable modes.
When the vertical mode number n ≥ 1 (first overtone and higher overtones), the wave equation has four permitted regions, separated by two forbidden regions and a corotation resonance (Kato 2001b (Kato , 2002 . The locations of the various zones are indicated in Fig. 1 and their properties are discussed in §2.2. Two key features emerge from our analysis. First, the forbidden regions act as amplifiers ( §3.1): a wave that is incident on either of the two barriers A or B is reflected with a larger amplitude. The reason for the amplification is the change in the sign of wave action across a barrier. Second, the corotation resonance acts as a strong absorber ( §3.2): a wave that is incident on corotation from either side is transmitted across with a much smaller amplitude. We show that the detailed structure of the Whittaker solutions can be understood in terms of these two elements ( §3.3).
Using the analytic solutions, we have investigated the possibility of having unstable nonaxisymmetric oscillations in disks. We first consider internally trapped g-modes in which the wave is largely confined to the region between the two forbidden zones. These are the modes analysed by Kato (2001b Kato ( , 2002 . We find that our particular idealized system, the shearing sheet, does not have internally trapped growing g-modes under any circumstance ( §4.2). The reason for the lack of instability appears to be the very strong corotation resonance, which overwhelms any amplification that may occur at the boundaries of the cavity.
We have also analysed externally trapped p-modes ( §4.3), where the cavity extends from the barrier A to a boundary wall, e.g. the inner edge of the disk. In this case, since there is an amplifier associated with the forbidden region A and there is no corotation resonance inside the cavity, growing modes do exist. These modes are similar to those discussed in §4 of NGG. There are small differences in the two analyses because NGG considered modes with vertical wave number n = 0 whereas we have focused here on modes with n ≥ 1. Nevertheless, the physics of the modes is qualitatively the same in the two problems. An important quantitative difference is that n = 1 modes can have much larger amplifications than those for other n, especially in thin and nearly Keplerian disks. Hence, there is a real possibility that such modes may be able to grow in the innermost parts of real disks.
An important issue with externally trapped modes is that they must be well reflected by the boundary wall for sustained growth. The reflection coefficient R wall must satisfy the condition given in (67), where G > 1 is the reflection coefficient of the forbidden zone. Waves are expected to experience some level of absorption at the inner boundary if the density profile does not have a sharp discontinuity. In addition, if the gas is accreting onto the central mass, it can carry significant wave action with it and thereby reduce R wall (Blaes 1987) . While a realistic disk model and a global analysis will be needed to address this issue, it is worth noting that n = 1 modes can tolerate much less perfect reflection than n = 0 modes since their maximum amplification is almost 50 times larger ( §4.3).
We remark that the observed kilohertz QPOs could best be explained if there were only a limited number of modes capable of growth, and then with small growth rates. If there were many unstable modes, especially with small m, it would be hard to understand why only one or two QPO frequencies are observed at a time. Large growth rates would probably also lead to chaotic nonlinear saturation, so that one would not expect the QPOs to have such small bandwidth as is often observed.
In summary, our simplified but exact analysis, which is based on groundwork laid by Kato and others, suggests that internally trapped non-axisymmetric disk g-modes may not exist. However, externally trapped non-axisymmetric p-modes may have positive growth rates in real accretion disks and may be relevant to kilohertz QPOs. Further investigation based on more realistic disk models is called for.
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A. Action Density and Current Density of Waves
Consider a general wave equation of the type we are considering,
where the squared "wave-number" k 2 is an analytic function of x and ω (frequency) and is real-valued when its arguments are real. First, if y(x) is a complex-valued solution to equation (A1) for real-valued x and ω, then y * (x) is a linearly independent solution. We define the current density J by the Wronskian of these two solutions
The above procedure for defining a conserved current density is appropriate for neutral modes or traveling waves with real frequencies only. Growing modes, which is what we are looking for in this paper, are represented in equation (A1) by allowing the frequency ω to be complex
Then, multiplying equation (A1) by y * and subtracting the complex conjugate of the result
Now let us suppose that the growth rate is infinitesimal, ω I = 0 + , so that
the derivative being evaluated at ω R .
In the Boussinesq approximation (i.e., neglecting δρ except in buoyancy terms), vertical velocity perturbations δV z (t, x, z) = v(z) exp(ik x x − iωt) satisfy the Taylor-Goldstein equation (e.g., Drazin & Reid 1981) ,
The equation is singular at any depth z c where the unperturbed current matches the horizontal phase velocity of the disturbance, V x (z c ) = ω/k x ; such depths are called critical layers and are analogous to corotation radii in disks.
A good deal is known about the instabilities of the Taylor-Goldstein equation for standard boundary conditions, e.g. v = 0 or dv/dz = 0. See Drazin & Reid (1981) for details. If N 2 = 0 so that the most singular term vanishes, a necessary condition for instability is that V ′′ x must change sign within the flow (Rayleigh's Inflection-Point Theorem). Also, there are no growing modes-in fact no modes at all-if V ′′ x = 0 throughout the flow (Case 1960) . The term analogous to V ′′ x in disks is d(κ 2 /2ΩΣ)/dr, which vanishes throughout the shearing sheet. Where they occur, the Taylor-Goldstein instabilities are of Kelvin-Helmholtz type, and marginally unstable modes have their critical layers at the inflection point. If N 2 > 0, it is necessary for instability that the Richardson number
be less than 1/4 somewhere within the flow. This can be understood qualitatively by comparing the kinetic energy available from the shear with the gravitational potential energy that must be overcome when fluid elements from different depths are brought together. Howard (1961) gave a short proof, which is worth sketching because it applies at least in part to equation (9). Writing σ(z) = ω − k x V x and defining v = ϕ √ σ , equation (C2) can be recast as
Multiplying by the complex conjugate variable ϕ * and integrating over the whole flow yields
The integrated term on the right-hand side obviously vanishes if u = 0 at z 1 , z 2 , and with a little more effort, it can be seen to be real if du/dz = 0 at the boundaries. Therefore, the imaginary part of the last equation is
The integral is positive if R > 1/4 everywhere, whence ω I = 0 .
Booker & Bretherton (1967) studied a forced, initial-value version of this problem. A weak source term ∝ exp(ik x x − iωt) and localized in z commences at t = 0 and continues indefinitely (ω is real). The resulting wave train propagates toward its critical layer z = z c . As t → ∞, the wave energy within any finite interval around z c increases ∝ t without bound (viscosity and nonlinearity being neglected). Booker and Bretherton explained this by noting that in the WKB approximation, the group velocity scales as (z −z c ) so that the propagation time from the source to the critical layer is infinite. They also showed, however, that the wave train on the side of the critical layer opposite the source does not vanish at late times, but is reduced in amplitude by a factor
if R > 1/4. These results justify the view that the corotation or critical-layer resonance is an absorber of wave energy, even in an inviscid flow.
What does all this have to do with the disk oscillations? Near σ = 0, the largest terms in equation (4) 
Just as N 2 measures stratification of density (or entropy) in a gravitational field, so κ 2 measures radial "stratification" of angular momentum per unit mass. Although the mathematical consequences of the singularities associated with R and R κ are similar, R κ depends on the streamwise wave-number (k ζ ) and also on the direction perpendicular to the relevant stratification (through n and H).
These differences are related to the physical nature of fluid oscillations near resonance. In the case of the Taylor-Goldstein equation, the restoring force is buoyancy and the oscillations are closely related to geophysical internal waves and stellar oscillations. If N is a vectorial form of the Brunt-Väsälä frequency with direction parallel to the gravitational field, the local three-dimensional WKB dispersion relation is
where k = (k · k) 1/2 is the total wave-number and σ is the wave frequency in the local rest frame of the fluid. Incompressible waves are transverse, k·δv = 0 . If k is parallel to N , then displacements are perpendicular, the restoring force of buoyancy vanishes, and σ → 0. As the wave approaches the critical layer, k tries to align with N (i.e., along z); since the component k x is fixed, this forces k z ≈ ±k x N/σ → ∞ , and the vertical group velocity v gz = (∂k z /∂σ)
When as in our disk problem, the restoring force depends on angular momentum stratification, the waves are essentially inertial oscillations:
where κ is parallel to the rotation axis. In a uniformly rotating fluid, this reduces to , Greenspan 1968) . The motions are again incompressible and transverse, forming epicycles in planes perpendicular to k. As corotation is approached, k wants to be perpendicular to κ, i.e. horizontal. There is, however, a fixed vertical component of the wave-number,
] Thus the numerator on the right-hand side of equation (C8) is fixed at nκ 2 /H 2 , and so k ≈ |k ξ | ≈ √ nκ/Hσ → ∞ as σ → 0 , the radial group velocity |v gξ | ≈ σ 2 H/κ √ n → 0 . If n = 0, the singularity disappears.
Applying the method of Howard (1961) 
[Following Kato, this uses cylindrical coordinates rather than the local ones of §2, so that σ = ω − mΩ(r) and the primes denote d/dr .] The integral is clearly positive, requiring ω I = 0, unless the square brackets can be negative. The latter is possible only if 1. The effective Richardson number R κ = nκ 2 /(mHΩ ′ ) 2 is < 1/4 near corotation, or 2. the region of integration includes points far enough from corotation so that For n = m = 1, the first circumstance is possible only if the disk is very thick (H ∼ r) or the epicyclic frequency very small [κ 2 ≪ (rΩ ′ ) 2 ]. Possibility 2. requires that the region of integration extends at least into the forbidden region A or B in Figure 2 if nΩ 2 ⊥ ≥ 2κ 2 . We conjecture that this argument could be refined to show that the integration region would have to extend into the permitted region I or II where (ω R − mΩ) 2 > nΩ 2 ⊥ . At any rate, equation (C10) shows that one cannot make an unstable mode by putting reflecting walls very near corotation. a Ingoing and outgoing are defined by the direction of the group velocity relative to corotation. An ingoing wave has a group velocity approaching corotation, and an outgoing wave has a group velocity going away from corotation.
b The sign of the action density is determined by the sign of k x v gx .
Note. -The conditions for the validation of the WKB solutions are: x 2 ≫ max(na 2 , a) in regions I and II; x 2 ≪ b 2 and nb 2 ≫ 1 in regions III and IV. In the table we have ignored the proportional factors x ±1/2 , which appear in the full WKB solutions (see eqs.
[13] and [14] ). These factors are not relevant for determining the direction of propagation of a wave. a Note that while ingoing and outgoing are defined by the direction of the group velocity, the current density always follows the direction of the wave-vector.
Note. -While the distinction between ingoing and outgoing waves is always meaningful in regions I and II provided that |x| is large enough, the distinction makes sense in regions III and IV only for nb 2 > 1/4 ( i.e., only when q is real and non-zero). For nb 2 ≤ 1/4, the wave functions in regions III and IV can always be written in real functions, so the distinction between ingoing and outgoing waves loses its meaning. Indeed, in this case, the WKB approximation does not apply (see §2.2). (9) for the case when n > 0. There is a singularity at the corotation radius x = 0 where the potential is infinitely deep, as indicated by the cross-sign. There are four permitted regions and two forbidden regions along the x-axis. The permitted regions are: I (x < − √ na), II (x > √ na), III (−b < x < 0), and IV (0 < x < b). The boundaries of the regions are marked by the four vertical dashed lines plus the U-axis. The forbidden regions are: A (− √ na < x < −b), and B (b < x < √ na). In regions II and III, the group velocity and the wave-vector have the same direction, as indicated by the sign of k x v gx . In regions I and IV, the group velocity and the wave-vector are oppositely directed. The directions of ingoing and outgoing waves are defined relative to the corotation radius and are indicated with horizontal arrows. 
