Abstract. We bosonize certain components of level ℓ Uq( sl 2 )-intertwiners of (ℓ + 1)-dimensions. For ℓ = 2, these intertwiners, after certain modification by bosonic vertex operators, are added to the algebra Uq( sl 2 ) at level 2 to construct all irreducible highest weight representations of level 1 for the quantum affine algebra Uq( sp 4 ).
Introduction
The aim of this paper is to construct the level 1 irreducible highest weight representations of U q ( sp 4 ). We start with the level 2 irreducible highest weight representations of U q ( sl 2 ). We construct a representation space of U q ( sp 4 ) as an infinite sum of representation spaces of U q ( sl 2 ) tensored by bosonic Fock spaces.
We consider two sets of bosonic oscillators. The first one is a part of the Drinfel ′ d generators of U q ( sl 2 ) and the second one is added by hand to extend the representation space as mentioned above.
On the extended space thus constructed, we define actions of the Drinfel ′ d generators of U q ( sp 4 ). For this purpose we use the action of U q ( sl 2 ) as a part. We also exploit the level 2 intertwiners of dimensions 3 in the sense of [4, 6] . There are two types of such intertwiners, type I and II. One of three components in each case can be written as a vertex operator in terms of bosonic oscillators in U q ( sl 2 ). We modify these operators by multiplying simple vertex operators constructed from the second set of bosonic oscillators, and add the modified vertex operators to the action.
The construction for the affine Lie algebra case, i.e., q = 1, was mentioned in [3] . Our construction is a q deformation of their construction. However, there are two technical differences. First, in the q-deformed situation, the type I and II intertwiners are not the same. In our construction we need both in a proper combination. Second, in the q-deformed situation, we construct only Drinfel In [8] , bosonizations of level 1 representations of U q ( sp 2n ) were constructed. Our construction is different from theirs since we have constructed irreducible representations.
In Section 2, we prepare basic definitions for U q ( sl 2 ) and U q ( sp 4 ). In Section 3, we construct special components of the type I and II intertwiners for U q ( sl 2 ) at level l, in general. In Section 4, we combine these to construct level 1 irreducible representations of U q ( sp 4 ).
Quantum affine algebras and intertwiners
Basic notations used in this paper is given in this section. We shall deal with two quantum affine algebras, U q ( sl 2 ) and U q ( sp 4 ), in this paper. The quantum affine algebras U q of type A 
1 and i = 0, 1, 2 for type C
2 . We shall not write down their defining relations in terms of these generators. The subalgebras of U q generated by elements above, excluding the elements q ±d , will be denoted by U ′ q . Hopf algebra structure for both of these algebras is given as follows.
∆(e i ) = e i ⊗ t i + 1 ⊗ e i , ∆(f i ) = f i ⊗ 1 + t
The canonical central element for sl 2 is given by c = h 0 + h 1 and that of sp 4 is given by c = h 0 + h 1 + h 2 .
Intertwiners for
. We now state the Drinfel ′ d realization for the quantum affine algebra U q ( sl 2 ). The generators are given by
Here, the indices run over k ∈ Z and l ∈ Z × . In terms of the generating function
the defining relations are given by
Here, the notation δ(z) = k∈Z z k is a formal infinite sum. Identification between the two presentations of U q ( sl 2 ) is given in [1, 2, 7] .
The algebra U ′ q ( sl 2 ), the subalgebra of U q ( sl 2 ) without q d , admits a finite dimensional representation.
j . Given a dominant integral weight λ of level ℓ, i.e., satisfying λ(h 0 + h 1 ) = ℓ, we let
denote the intertwiners. Here, the map σ permutes the fundamental weights Λ 0 and Λ 1 of U ′ q ( sl 2 ). Note that these intertwiners are unique up to scalar multiple. We define the components of the intertwiners by
2 . Here, the index setÎ = {0, 1, 2}. We set q 1 = q, q 2 = q 2 and let [n] i denote the q-integer which uses q i in place of q.
The Drinfel ′ d generators for U q ( sp 4 ) will be denoted by
Here, the indices run over i ∈ I = {1, 2}, k ∈ Z, and l ∈ Z × . In terms of the generating function
We remark that identification of this realization with the Drinfel ′ d realization given in [8] may be done by mapping
and mapping all other elements trivially. Here, the left hand side denotes elements from [8] and the right hand side denotes elements from this paper.
Bosonization of intertwiners
We start this section by first recalling some facts from [9] . Define endomorphisms S i (i = 0, 1) acting on integrable U q ( sl 2 )-modules by
Here, we have used the formal notation
We remark that exp q (x) exp q −1 (−x) = 1 so that S i is invertible.
Proposition 3.1 ( [9] ). The endomorphism S i satisfies the following relations. [2] e i e j e i + e 2 i e j ), (3.5)
Here, we only take i = j. 
Proof. Equation (3.10) is immediate from (3.4).
Let us show the last one. The two special cases
may be obtained from (3.2) and (3.3). From the defining relations for U q ( sl 2 ), we may write
[(e 1 e 0 − q 2 e 0 e 1 ), e 0 t
This looks quite similar to the right hand side of (3.5). Indeed, if we compare this with the outcome of applying Proposition 3.1 to D
Equations (3.12) and (3.14) may then be applied to
With this, starting from (3.12) and (3.13), we may recursively show (3.11) true for all negative powers of z. Positive powers of (3.11) may similarly be shown after obtaining D It remains to deal with the first equation. To this end, recall that one of the defining relations (2.6) for U q ( sl 2 ) may be written as
Applying (3.11) to (3.16), we may show
, which we already obtained, to recursively show
for all positive k. Results for negative k may be obtained similarly.
Bosonization of Φ (ℓ)
0 (z). We shall follow [5, 6] in realizing the highest component Φ
Since all components of the intertwiner act on a level ℓ module, we will freely use γ = q ℓ . Starting from the fact that Φ (ℓ) (z) commutes with the U ′ q ( sl 2 )-action, we obtain the following identities.
From (3.17) and (3.20) we get
We may combine the equations (3.18) and (3.19) by removing the left hand side. After changing everything into the Drinfel
With equations (3.23), (3.24), and (3.25), we may proceed as in [6, pp. 73-74 ] to obtain the following proposition 
This proposition allows us to guess a realization for Φ 0 (z) of the type-I intertwiner may be realized, up to scalar multiple, as follows.
Proof. That this definition of Φ (ℓ) 0 (z) satisfies the three equations of Proposition 3.3 may be checked through routine calculations.
To prove that this is the correct realization for Φ So let us define all other components of the intertwiner by (3.19) and show that the defined components satisfy the equations (3.17)-(3.22). Checking equations (3.21) and (3.22) is trivial. Let us consider (3.17). The j = 0 case is immediate from (3.27). So let us assume (3.17) true for j = s. Then, using j = s and j = s − 1 cases of (3.19), we have
This shows the induction step and (3.17) is true for all j.
In a very similar way, we may show (3.20) true for all j, if we can show (3.18) true for all j.
It only remains to show (3.18). We prove it by induction on j. The j = 0 case of (3.18) is equivalent to the validity of (3.25). And the induction step for (3.18) may be shown using (3.19) as in the previous two induction proofs. So this last step reduces to showing (3.25). Using (2.4) on the explicit formula for Φ (ℓ) 0 (z), given in the statment of this theorem, we may calculate
With this, we can show
which is a generalization of (3.25).
Bosonization of Ψ (ℓ)
ℓ (z). Realization for the lowest component Ψ ℓ (z) of the type-II intertwiner will be given in this subsection. Since all the steps are as in the previous subsection, we shall be very brief.
ℓ (z) of the type-II intertwiner satisfies the following set of equations.
ℓ (z) of the type-II intertwiner may be realized, up to scalar multiple, as follows.
Relations for vertex operators.
With the explicit bosonizations obtained in the previous sections, we may write down relations for these vertex operators.
Lemma 3.7. We have the following commutation relation between vertex operators and the grading operator.
as operators from V (λ) to V (σλ).
Proof. We shall deal with just the first one. Second one may be done similarly. Using the explicit realization of Φ
0 (z), we may reduce this proof to showing
. To show this, we first follow the next set of equalities.
. Now, we can show that, as operators on an irreducible highest weight module of highest weight µ,
. It can be done by checking the action of both sides on a weight vector of weight µ − (xα 0 + yα 1 ). Recalling that D 1 2 is a map from V (λ) to V (σλ), we can continue as follows.
For later calculations, we need the following normal ordering symbols.
For example, we have
We also use the formal notation
Lemma 3.8. We have the following identities concerning normal orderings.
Proof. This may be easily verified by applying the following standard formula.
exp(A) exp(B) = exp([A, B]) exp(B) exp(A), when [A, B] is a scalar.
In simplifying the outcome, the identity
For later use, we write down the ℓ = 2 case of this lemma.
Lemma 3.9. We have the following identities concerning normal orderings of level 2 vertex operators.
0 (z)Ψ
2 (w) = 1 z
2 (z)Φ
2 (z)Ψ
2 (w) : .
Extended actions of vertex operators (ℓ = 2)
In this section, we define an algebra U ′ . This is done by adding two vertex operators to the algebra U ′ q ( sl 2 ) after tensoring by some correction terms. From now on, we shall assume ℓ = 2. This is equivalent to saying γ = q 2 in U q ( sl 2 ).
Heisenberg algebra. Let us define a Heisenberg algebra B
′ . It is to be generated by the element b(k) with k ∈ Z. Defining relations are given below.
We may consider the representation V p , over B ′ , which contains the vacuum vector v(p) satisfying
The operator T r acts from V p to V p+r . It commutes with all b(k) (k = 0) and sends v(p) → v(p + r). We may trivially check
We define two operators acting on p∈Z V p .
,
Normal ordering in the algebra B ′ is defined by
Lemma 4.1. Normal ordering of products of the operators Ω 0 and Ω 2 are as follows.
:
4.2. The algebra U ′ . We finally set
We write
They are operators acting on the following spaces, or on their direct sums.
Note that each V = V(j) (j = 0, 1, 2) may be seen both as a U ′ q ( sl 2 )-module and as a B ′ -module.
Definition 4.2. The algebra U ′ = U ′ (j) is defined to be the subalgebra of End(V(j)) generated by all elements of the quantum affine algebra U ′ q ( sl 2 ), all elements of the Heisenberg algebra B ′ , and all coefficients of the modified vertex operators Y ± (z).
Lemma 4.3. For each p ∈ Z, the following equations are true up to nonzero scalar multiple.
Proof. We shall prove just the second one. Other cases are similar. We may calculate
Note that the space on the right is of dimension 1, so that, if our claim is correct, D 1 2 v Λ0+Λ1 is a nonzero scalar multiple of x + (−1)v Λ0+Λ1 . Also note that
So our claim is equivalent to the statement given in this Lemma. The claim is proved by computing the weight of D For later use, we state some calculation results that may be obtained from lemmas concerning normal ordering, appearing in previous sections.
We shall write : a(k)x ± (l) : = :
to level 1 representations and denote it by (U ′ q ( sp 4 )) 1 . Recall from [1, 2, 7] that under the identification between the two presentations of U q ( sp 4 ), we have
where c = h 0 + h 1 + h 2 is the canonical central element. This shows that restricting to level 1 is equivalent to setting γ = q 2 in U q ( sp 4 ). This section is devoted to giving a surjection from the quantum affine algebra (U ′ q ( sp 4 )) 1 to U ′ . This would imply that the irreducible representation V constructed for U ′ is also an irreducible representation for U ′ q ( sp 4 ). 
The rest of this section is devoted to proving this theorem. Since the surjectivity is obvious, it suffices to show that the image under this map of every defining relation for U ′ q ( sp 4 ), given in Subsection 2.2, is also satisfied in U ′ . The i = j = 1 cases of these relations are immediate from the defining relations of U q ( sl 2 ), so we shall not mention them below. The first few equations are easy to check, so let us start with (2.13). Equation (2.13) : The i = 1, j = 2 case follows from (4.18). To check the i = 2, j = 1 case, we refer to (2.4) and notice that −
Last of all, to check the i = j = 2 case, by use of (4.18) and (4.19), it suffice to calculate
Equation (2.14) : This follows from the equations (4.10)-(4.15). For example, from (4.14), one can show
Equation (2.15) : The i = 1, j = 2 case follows from (3.27). Likewise, the i = 2, j = 1 case follows from (3.36). To check the remaining i = j = 2 case, we refer to (4.16) and (4.17). We may calculate
and the rest follows if we carefully write down :
Equation ( 
where
Here, we have written the bosonized parts of Y + (w) in a simplified manner. Now, if we use the simple relation
we may show
It suffices to show
These may be done through extensive use of relation (2.5). For example, to do the first one, we first unify denominators. There are many cancellation of terms and we have
We throw away all symmetric parts, and are left with showing
The first symmetrization expands into
In this long equation, we may single out
and so on. Note that these are all zero, thanks to (2.5). So, equation (5.5) is indeed true. The second symmetrization (5.6) may similarly be shown to be equal to zero, leading to (5.3). Showing the validity of (5.4) is quite similar, except that we have the added complexity of using 
with respect to z 1 and z 2 is equal to zero. It is done through routine calculation. This concludes the proof of Theorem 5.1.
Irreducible highest weight modules
We show in this section that the irreducible modules created in Section 4 are actually highest weight modules of U q ( sp 4 ).
Let us use the notation
It is easy to check that
We first prepare a small lemma.
Lemma 6.1. As operators acting on the highest weight vector v λ ∈ V (λ),
Proof. We may calculate We have used Theorem 3.4 and equations (3.9) and (3.13) in the above line of equalities. We've also used the fact a(k)v λ = 0 for all k > 0. Substitute f 1 = x − (0) to complete the proof.
We now give a theorem that contains most of the result we have wanted. Hence, the smallest nonzero power of z was not z 0 , but z 1 . Recalling that the smallest power obtained from Ω 0 (z) part was z −1 , we conclude that the coefficient of z −1 , which we have been looking for, is zero.
We have e 0 w = 0 and the vector w = v 2Λ0 ⊗ v(−1) is an extremal vector. This completes the proof. We have thus reached our goal.
Theorem 6.3. V(j) is the irreducible highest weight module over U q ( sp 4 ) of highest weight Λ j , for each j = 0, 1, 2.
We end this paper by writing down the explicit action of q d on our new realization of highest weight modules. First, add an element q d to the Heisenberg algebra B ′ with the relation
The resulting algebra is denoted by B. We next make each V p into a B-module. It suffices to define the action of q d on each v(p). This is done differently, depending on the irreducible highest weight module we want to create. Finally, the action of q d on V(j) (j = 0, 1, 2) is then equal to
Here, q d on the left of the tensor sign is the usual U q ( sl 2 )-action, and q d on the right of the tensor sign signifies the action just defined.
